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Abstract
Motivated by recent studies of nonlinear perturbations of asymptotically
anti-de Sitter spacetimes, we study gravitational perturbations of (n + 2)
dimensional Minkowski spacetime with a spherical Dirichlet wall. By consid-
ering the tensor, vector and scalar perturbations on the n sphere, we present
simplified nonhomogeneous equations at arbitrary order in weakly nonlinear
perturbation theory for each sector. A suitable choice of perturbative vari-
ables is required at higher orders to simplify the expression for the boundary
conditions and to expand the variables in terms of linear order eigenfunc-
tions. Finally we comment on the nonlinear stability of the system. Some of
the tools used can easily be generalized to study nonlinear perturbations of
anti-de Sitter spacetime.
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I Introduction
The seminal work of Bizon and Rostworowski [1] demonstrated that four di-
mensional anti-de Sitter spacetime (AdS) was nonlinearly unstable to spher-
ically symmetric massless scalar field perturbations. The end-point of the
instability was a Schwarzschild-AdS black hole.3 It was thus concluded that
AdS was unstable to black hole formation for a large class of arbitrarily small
perturbations and that reflecting boundary conditions played a key role in
causing instability [3]. Later, it was demonstrated in [4] that the instabil-
ity was seen in all dimensions. The instability was also present for complex
scalar fields [5] in AdS spacetime. The necessary conditions for an AdS-like
instability were analyzed in [6]. In [7], turbulent behaviour characterized by a
Kolmogorov-Zakharov power spectrum was uncovered for the Klein-Gordon
gravity system. Non-collapsing solutions in asymptotically AdS spacetimes
were studied in [8], [9], [10], [11], [12], [13], [14]. Going beyond Einstein
gravity, the system of a scalar field and gravity with a Gauss-Bonnet term
was analyzed in [15], [16]. The AdS instability problem was also studied in
[17], [18], [19], using the two-time framework (TTF) and a careful analysis
using rigorous renormalization group methods [20], [21]. Interacting scalar
fields in AdS were studied in [22]. Of particular interest are numerical stud-
ies of non-spherically symmetric collapse in the Einstein gravity-scalar field
system in asymptotically AdS spacetime [23], [24]. A massless scalar field
in flat space enclosed in a spherical cavity was studied as a toy model for
AdS-like boundary conditions and it was shown to lead to a nonlinear in-
stability [25]. The scalar field-gravity system in a cavity in flat space with
self-interactions of the field was studied in [26]. A comprehensive review of
work on the instability of AdS, particularly the scalar field-gravity system
can be found in [27].
Gravitational turbulent instability was first studied in AdS in [28]. This
uncovered geons — time-periodic, asymptotically AdS solutions that were
stable [28] see also [29], [30], [31], [32], [33], [34], [35], [36]. Purely gravita-
tional perturbations of AdS satisfying the cohomogeneity-two biaxial Bianchi
IX ansatz were studied and black hole formation was observed in [37].
In this work, we depart from the system of gravitational perturbations of
AdS spacetime. Instead, we consider gravitational perturbations of Minkowski
3Further, it was shown that the Schwarzchild-AdS black hole was stable for the spher-
ically symmetric Einstein-Klein-Gordon system [2].
2
spacetime with a spherical Dirichlet wall in (n + 2) dimensions with n ≥ 2.
The box-like boundary conditions mimic those in AdS spacetime — however,
we find important differences both from the point of view of stability and in
the mathematical analysis of higher order equations. Linearized perturba-
tions of this system have been studied in [38] and it has been shown to be
stable. Further, linear perturbations have an asymptotically resonant spec-
trum. We extend this study to the nonlinear regime using weakly nonlinear
perturbation theory. Our analysis shows that the system is nonlinearly stable
under arbitrarily small perturbations. An indicator of the magnitude of the
perturbation that may be required to trigger instability is the deviation of
this asymptotically resonant spectrum from a fully resonant one. This may
be seen in numerical studies.
In order to write down the perturbation equations, we use the gauge in-
variant formalism developed by Kodama, Ishibashi and Seto [39] which we
extend to higher order. We present simplified equations for the tensor, vector
and scalar (on the n sphere) perturbations. In all cases, there are subtleties
involved in the imposition of Dirichlet wall boundary conditions at higher
orders, and in the analysis of solutions to the perturbation equations sat-
isfying these boundary conditions. We analyze these solutions at arbitrary
order and apply the results in [6] to comment on the nonlinear stability of
this system. Section II describes the methodology of the perturbation theory
analysis at arbitrary order. A brief summary of the Ishibashi-Kodama-Seto
formalism is also given. The linearized tensor, vector and scalar perturbations
are analyzed in section III. The scalar eigenfunctions at linear order satisfy
a modified orthogonality relation owing to the appearance of frequency de-
pendent boundary conditions in the scalar sector. Section IV contains the
higher order perturbation equations. By defining shifted perturbation vari-
ables (shifted by source terms) at higher order when necessary, we can expand
the perturbation variables in terms of the linear order eigenfunctions, with
time dependent coefficients obeying a forced harmonic oscillator equation.
Section V is a brief section on how the various source terms are obtained
from the solutions to perturbation equations at lower orders. In section VI,
we analyze special modes with ls = 0, 1 in the case of scalar modes and lv = 1
for vector modes. For these modes, the perturbation equations need appro-
priate gauge fixing. The modes can be obtained by solving these equations
and it can be readily seen that at linear order, these modes reduce to pure
gauge as expected. Section VII contains a summary and discussion of the
nonlinear stability of this system, by using the equations obtained in the pa-
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per and nonlinear dynamics results in [6]. Appendices A and B have detailed
computations for some of the equations in the rest of the paper. Appendix C
contains an explicit evaluation of the second order source terms in the case
when we have only tensor perturbations at linear order.
II Methodology
We use perturbation theory to study gravitational perturbations in (n + 2)
dimensional Minkowski spacetime with a spherical Dirichlet wall. For this
we need to find solutions to the Einstein’s field equations with Λ = 0.
Gµν = Rµν − 1
2
gµνR = 0. (II.1)
We now follow the analysis and partly the notation in Rostworowski [31].
The ‘bar’ quantities refer to the background Minkowski metric ds2 = −dt2+
dr2 + r2dΩ2n, where dΩ
2
n is the metric for the n−sphere, n ≥ 2. Since we are
dealing with weakly nonlinear perturbations, we let gµν = g¯µν + δgµν where
δgµν =
∑
1≤i
(i)hµνǫ
i. (II.2)
Then the inverse metric is given by
gαβ = (g¯−1 − g¯−1δgg¯−1 + g¯−1δgg¯−1δgg¯−1 − ...)αβ
= g¯αβ + δgαβ. (II.3)
The Christoffel symbol is decomposed as
Γαµν = Γ¯
α
µν +
1
2
(g¯−1 − g¯−1δgg¯−1 + ...)αβ(∇¯µδgβν + ∇¯νδgβµ − ∇¯βδgµν)
= Γ¯αµν + δΓ
α
µν . (II.4)
Similarly the Ricci tensor is decomposed as
Rµν = R¯µν + ∇¯αδΓαµν − ∇¯νδΓααµ + δΓααλδΓλµν − δΓλµαδΓαλν
= R¯µν + δRµν . (II.5)
The Lorentzian Lichnerowicz operator △L is defined as
2△L(i)hµν =− ∇¯α∇¯α(i)hµν − ∇¯µ∇¯ν (i)h + ∇¯µ∇¯α(i)hαν + ∇¯ν∇¯α(i)hαµ
+ R¯µα
(i)hαν + R¯να
(i)hαµ − 2R¯µανλ(i)hαλ. (II.6)
4
We also define a quantity (i)Aµν as
(i)Aµν =[ǫ
i]
{
− ∇¯α
[
(−g¯−1δgg¯−1 + ...)αλ(∇¯µδgλν + ∇¯νδgλν − ∇¯λδgµν)
]
+ ∇¯ν
[
(−g¯−1δgg¯−1 + ...)αλ(∇¯µδgλα + ∇¯αδgλµ − ∇¯λδgµα)
]
− 2δΓααλδΓλµν + 2δΓλµαδΓαλν
}
, (II.7)
where [ǫi] f denotes the coefficient of ǫi in the expansion of power series∑
i ǫ
ifi. Since the background metric is Minkowski, the Ricci and the Rie-
mann tensor, R¯µν and R¯
µ
ναβ vanish. Moreover, the total metric gµν is the
solution of the vacuum Einstein’s equation (II.1). Therefore, by plugging
the expressions (II.3), (II.4) and (II.5) in (II.1) and collecting terms in like
powers of ǫ, we obtain
2△˜L(i)hµν = (i)Sµν , (II.8)
where △˜L(i)hµν is defined as
2△˜L(i)hµν = 2△L(i)hµν − g¯µν g¯αβ△L(i)hαβ (II.9)
and the source (i)Sµν is given in terms of
(i)Aµν as
(i)Sµν =
(i)Aµν − 1
2
g¯µν g¯
αβ(i)Aαβ. (II.10)
The background Minkowski metric g¯µν is of the following form
ds2 = g¯µνdz
µdzν = gab(y)dy
adyb + r2(y)dΩ2n, (II.11)
where the metric dΩ2n
dΩ2n = γij(w)dw
idwj, (II.12)
is the metric for the n−sphere & has a constant sectional curvature K = 1.
One can use the gauge invariant formalism of Ishibashi, Kodama and
Seto [39] to study the perturbations, the difference being that we extend
it to higher orders as well. We associate a covariant derivative each with
ds2, gabdy
adyb and dΩ2n which are ∇¯M , D¯a and D¯i respectively. We will also
decompose the metric perturbations (i)hµν according to their behaviour on
the n−sphere i.e. into the scalar type, S, the vector type, Vi and the tensor
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type, Tij . Note that in the following sections, △ˆ = Dˆ
iDˆi where raising (and
lowering) of Dˆi (and Dˆ
i) is done with γij. The scalar harmonics S satisfy
(△ˆ+ k2s)S = 0, (II.13)
with k2s = ls(ls + n − 1) where ls = 0, 1, ... from where one can construct
scalar type vector harmonics Si
Si = − 1
ks
D¯iS (II.14)
which satisfy
D¯iSi = ksS (II.15)
as well as scalar type tensor harmonics
Sij =
1
k2s
D¯iD¯jS+
1
n
γijS (II.16)
which satisfy
S
i
i = 0; D¯jS
j
i =
(n− 1)(k2s − nK)
nks
Si. (II.17)
Vector harmonics Vi are defined by
(△ˆ+ k2v)Vi = 0 (II.18)
with k2v = lv(lv + n− 1)− 1 where lv = 1, 2, ... such that
D¯iV
i = 0. (II.19)
One can construct the following tensor from the vector harmonics:
Vij = − 1
2kv
(D¯iVj + D¯jVi), (II.20)
which satisfy
V
i
i = 0; D¯jV
j
i =
(k2v − (n− 1)K)
2kv
Vi. (II.21)
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Tensor harmonics, Tij are defined for n > 2 by
(△ˆ + k2)Tij = 0 (II.22)
with k2 = l(l + n− 1)− 2 where l = 2, 3, .... They satisfy
T
i
i = 0; D¯jT
j
i = 0. (II.23)
Henceforth, we shall consider n > 2. The analysis that follows can also
be done for n = 2 — the only change being that we do not have the tensor
spherical harmonics in that case. The metric perturbations are decomposed
as:
(i)hab =
∑
ks
(i)fabksSks ;
(i)hai = r
(∑
ks
(i)faksSksi +
∑
kv
(i)f
(v)
akv
Vkvi
)
(i)hij =r
2
(∑
k
(i)HTkTkij + 2
∑
kv
(i)H
(v)
Tkv
Vkvij
+ 2
∑
ks
((i)H
(s)
Tks
Sksij +
(i)HLksγijSks)
)
. (II.24)
In the following sections, we drop the subscripts k, kv and ks from the metric
perturbations to avoid cluttering the equations.
We now consider these perturbations in presence of a spherical Dirichlet
wall of radius R. We need to fix the metric induced on a surface of radius
r = R, requiring
(i)ftt =
(i)ft =
(i)H
(s)
T =
(i)HL =
(i)f
(v)
t =
(i)H
(v)
T =
(i)HT = 0
∣∣
r=R
(II.25)
However, the metric components are also gauge dependent. Under an in-
finitesimal gauge transformation δ¯zα =
∑
i
(i)ζα, metric perturbation (i)hµν
transforms as
(i)hµν → (i)hµν − ∇¯µ(i)ζν − ∇¯ν (i)ζµ, (II.26)
i.e
(i)hab →(i)hab − D¯a(i)ζb − D¯b(i)ζa,
(i)hai →(i)hai − D¯i(i)ζa − r2D¯a
(
(i)ζi
r2
)
,
(i)hij →(i)hij − D¯i(i)ζj − D¯j (i)ζi
− 2rD¯ar (i)ζaγij . (II.27)
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Let (i)ζa =
(i)TaS and
(i)ζi = r
(i)LSi + r
(i)L(v) Vi. Thus the gauge transfor-
mations for (i)fab,
(i)fa,
(i)f
(v)
a , (i)H
(s)
T ,
(i)H
(v)
T ,
(i)HL and
(i)HT are
(i)fab → (i)fab − D¯a(i)Tb − D¯b(i)Ta, (II.28)
(i)fa → (i)fa − rD¯a
(
(i)L
r
)
+
ks
r
(i)Ta, (II.29)
(i)HL → (i)HL − ks
nr
(i)L− D¯
ar
r
(i)Ta, (II.30)
(i)H
(s)
T → (i)H(s)T +
ks
r
(i)L, (II.31)
(i)f (v)a → (i)f (v)a − rD¯a
(
(i)L(v)
r
)
, (II.32)
(i)H
(v)
T → (i)H(v)T +
kv
r
(i)L(v), (II.33)
(i)HT → (i)HT . (II.34)
For all cases except ls = 0, 1 and lv = 1 modes, one can define the following
gauge invariant variables:
(i)Za =
(i)f (v)a +
r
kv
D¯a
(i)H
(v)
T , (II.35)
(i)Fab =
(i)fab + 2D¯(a
(i)Xb);
(i)F = (i)HL +
(i)H
(s)
T
n
+
1
r
D¯ar(i)Xa, (II.36)
where (i)Xa is defined as
(i)Xa =
r
ks
(
(i)fa +
r
ks
D¯a
(i)H
(s)
T
)
. (II.37)
Since the expressions for △L(1)hµν have already been given in terms of the
gauge invariant variables in [39], one can similarly get △L(i)hµν in terms of
the ith order gauge invariant variables (i)HT ,
(i)Za,
(i)Fab and
(i)F by replacing
(1)hµν by
(i)hµν . After we have solved for these variables we will use equations
(II.35)-(II.37) to obtain (i)hµν . Before we do so, we can use the gauge freedom
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to put some terms to zero. In subsequent sections, we will work in a gauge
in which:
(i)ft =
(i)HL =
(i)H
(s)
T =
(i)H
(v)
T = 0. (II.38)
(The above gauge choice is the same as used by [40] in case of vector pertur-
bations and [38] in case of scalar perturbations.)
Our strategy will be to first look at the equations for linearized modes.
The spectrum of linear perturbations is an important indicator of nonlinear
stability. If the spectrum is resonant, and if the higher order perturbation
equations have the appropriate form that leads to energy transfer to higher
frequency modes, there is likely to be an instability of the kind observed
for AdS spacetime [1]. As we showed in earlier work [6] in the context of
the Einstein-Klein-Gordon system, results from KAM theory indicate that
when the spectrum is not perfectly resonant but only approximately so, it
is stable under arbitrarily small perturbations. However a relatively small
amplitude of perturbations may trigger instability that can be observed in
numerical studies (as opposed to arbitrarily small perturbations for a fully
resonant spectrum). It is possible to quantify in number-theoretic terms how
close the spectrum is to being resonant. This is an indicator of the magni-
tude of perturbation that may be required in order to trigger instability. A
crucial ingredient in [6] was the structure of the perturbation equations of
the Einstein-Klein-Gordon system in weakly nonlinear perturbation theory.
The scalar field at third order obeys forced harmonic oscillator equations.
The system can then be described by a Hamiltonian that is a perturbation
of an integrable Hamiltonian (linear harmonic oscillators) and it is possi-
ble to use Hamiltonian perturbation theory to arrive at these conclusions.
There are two questions of interest for our system: what is the spectrum
of the linearized perturbations, and what is the structure of the higher or-
der perturbation equations ? In subsequent sections, we will address both
these questions. By choosing appropriate master variables, we simplify the
perturbation equations until the higher order equations for the master vari-
ables resemble those of a forced harmonic oscillator (as in weakly nonlinear
perturbation theory for the Einstein gravity- scalar field system).
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III Linearized equations
We will first have a look at the leading order equations in ǫ.
(1)Gµν = △˜L(1)hµν = 0. (III.39)
Henceforth we drop the superscript ”(1)” on (1)hµν . Based on the method-
ology in [39], linear perturbations of flat space in a cavity with Dirichlet
boundary conditions at the cavity wall were studied in [38]. In the following
subsections, we revisit the linearized perturbations before moving to higher
orders. In particular, we are interested in the spectrum of linearized per-
turbations as well as the linear order eigenfunctions as this is important
to study the nonlinear evolution of the perturbations. We use methods of
Takahashi and Soda [40] for simplifying the equations for vector and scalar
perturbations.
III.1 Tensor perturbations
In this case,
hab = 0; hai = 0; hij =
∑
k
r2HTk.Tkij. (III.40)
Upon substituting (III.40) in the leading order in ǫ Einstein’s equations,
(1)Gµν , we obtain the equation governing tensor type perturbations as given
in [39], wherein upon taking HTk = ΦTk we get
−r2Φ¨T + r2Φ′′T + nrΦ′T − l(l + n− 1)ΦT = 0. (III.41)
Equation (III.41) can be put in the form
Φ¨T + LˆΦT = 0, (III.42)
where
Lˆ = − 1
rn
∂r(r
n∂r) +
l(l + n− 1)
r2
. (III.43)
The solution to (III.42) is given by
ΦTk =
∞∑
p=1
ap,k cos(ωp,lt+ bp,k)ep,l(r), (III.44)
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where ep,l(r) is given by
ep,l(r) = dp,l
Jν(ωp,lr)
r(n−1)/2
; ν = l +
(n− 1)
2
, (III.45)
Constants ap,k and bp,k are determined from initial conditions and dp,l is the
normalization constant given by
√
2
RJ ′ν(ωp,lR)
. The eigenfrequencies ωp,l are dis-
crete and associated with a mode number p for each l. They are determined
from the Dirichlet boundary condition: ΦT = 0 at r = R.
⇒ ωp,l = jν,p
R
, (III.46)
where jν,p is the p
th zero of a Bessel function of order ν. For large values of p,
eigenfrequencies approach (p+ν/2−1/4) pi
R
, therefore it is an asymptotically
resonant spectrum.
The eigenfunctions ep,l form a complete set and are orthonormal in the
space of functions Lˆ2([0,R], rndr). The inner product 〈f, g〉T is defined as∫ R
0
f(r)g(r)rndr.
III.2 Vector perturbations
The following equations govern the linear vector perturbations [39]:
D¯a(r
n−1Za) = 0, (III.47)
− 1
rn
D¯b
[
rn+2
[
D¯b
(
Za
r
)
− D¯a
(
Zb
r
)]]
+
(k2v − (n− 1))
r
Za = 0. (III.48)
These, when expanded yield three equations. Of them, two are independent.
The third equation can be obtained from the first two through a suitable com-
bination. Here we will use only two of them. One is obtained by expanding
equation (III.47):
Z˙t = (n− 1)Zr
r
+ Z ′r. (III.49)
The other is obtained by making the substitution a = r in (III.48):
−∂2t Zr + r∂t∂r
(
Zt
r
)
− (k
2
v − (n− 1))
r2
Zr = 0. (III.50)
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Next we substitute the expression for Z˙t from (III.49) in (III.50), so that we
get a second order equation in Zr:
−Z¨r + Z ′′r +
(n− 2)
r
Z ′r−
(lv(lv + n− 1) + (n− 2))
r2
Zr = 0. (III.51)
We rewrite Zrkv as
Zrkv = rΦvkv . (III.52)
Hence upon writing (III.51) in terms of the new variable Φvkv , we obtain the
following master equation,
Φ¨v + LˆvΦv = 0, (III.53)
where Lˆv is defined as:
Lˆv = − 1
rn
∂r(r
n∂r) +
lv(lv + n− 1)
r2
. (III.54)
Let Φvkv = cos(ωt + b)φvkv(r), so that equation (III.53) could be rewriiten
as:
Lˆvφv = ω
2φv. (III.55)
Demanding Dirichlet boundary condition is equivalent to imposing Zt = 0
at r = R. In order to impose this condition, we will write (III.49) in terms
of Φvkv to get:
Z˙t = rΦ
′
v + nΦv. (III.56)
Then using the ansatz Φvkv = cos(ωt+ b)φvkv(r) and then integrating w.r.t.
t, we get,
Zt =
1
ω
{rφ′v + nφv} sin(ωt+ b). (III.57)
Any r−dependent integration constant in the above expression is put to
zero. Hence, if Dirichlet condition on Zt needs to be satisfied at all times,
we require
rφ′v + nφv = 0
∣∣
r=R
. (III.58)
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The linear stability of the vector modes has been shown in [38] so we will
not repeat the argument here. The eigenfrequencies are discrete and hence
can be associated with a mode number p for each lv. Hence, we find that
φvkv = e
(v)
p,lv
= d
(v)
p,lv
Jνv(ωp,lvr)
r(n−1)/2
; νv = lv +
(n− 1)
2
, (III.59)
where d
(v)
p,lv
is the normalization constant given by
d
(v)
p,lv
=
√
2ωp,lv
Jνv(ωp,lvR)
[
(n+ 1)2/4 + (ωp,lvR)
2 − ν2v
]−1/2
. (III.60)
The eigenfunctions φvkv = e
(v)
p,lv
(r) are complete and form an orthonormal
basis in the space of functions Lˆ2v([0,R], r
ndr). Therefore, the general solution
to (III.53) is given by
Φvkv =
∞∑
p=1
a
(v)
p,kv
cos(ωp,lvt+ bp,kv)e
(v)
p,lv
(r), (III.61)
where a
(v)
p,kv
and bp,kv are determined from initial conditions and ωp,lv satisfies
(III.58). The inner product 〈f, g〉v is defined as
∫ R
0
f(r)g(r)rndr. Upon
substituting for φv from (III.59) in (III.58) we obtain
ωrJ ′νv(ωr) +
(n + 1)
2
Jνv(ωr) = 0
∣∣
r=R
. (III.62)
Now we will look at the asymptotic nature of the frequencies associated
with vector modes by considering the large argument expansion of the Bessel
functions, which is given by
Jνv(z) ∼
√
2
zπ
cos
(
z − νvπ
2
− π
4
)
as z →∞. (III.63)
This tells us that for large modes
tan
(
z − νvπ
2
− π
4
)
=
(n+ 1)/2
z
, (III.64)
where z = ωR. It can be seen that the frequencies tend to
(
p+ νv
2
− 3
4
)
pi
R
.
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III.3 Scalar perturbations
Using the Ishibashi-Kodama-Seto formalism [39], we get the scalar pertur-
bation equations. In order to obtain the master equation, we will use the
method followed by Takahashi and Soda [40]. Scalar perturbations satisfy
the following identity
[2(n− 2)F + F cc ] = 0, (III.65)
which is obtained from (traceless part of) the (1)Gij = 0 equation. From
(1)Grt = 0 one gets
n
r
F˙rr +
k2s
r2
Frt − 2nF˙ ′ − 2n
r
F˙ = 0. (III.66)
Similar to [40], we choose
Frt = 2r(Φ˙s + F˙ ), (III.67)
where Φs is our master variable. This helps us to integrate (III.66) with
respect to t and get an expression for Frr in terms of F and Φs which is:
Frr = 2rF
′ + 2F − 2k
2
S
n
F − 2k
2
s
n
Φs. (III.68)
The extra integration constant, which would be a function of r, is absorbed
in the definition of Φs.
From (1)Gtt = 0 one gets
−2nF ′′ + n
r
F ′rr +
(k2s
r2
+
n(n− 1)
r2
)
Frr − 2n(n + 1)
r
F ′
+
(
2k2s(n− 1)
r2
− 2n(n− 1)
r2
)
F = 0. (III.69)
Substituting the expression for Frr from (III.68) into (III.69) gives us an
expression for F solely in terms of Φs and its derivative:
F = − n
k2s − n
[
rΦ′s +
(
k2s
n
+ n− 1
)
Φs
]
. (III.70)
In the scalar component of (1)Gir = 0 we will substitute for F
c
c from (III.65).
This gives:
−(n− 2)
r
Frr + F˙rt − F ′rr + 2F ′ +
2(n− 2)
r
F = 0. (III.71)
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Next, by using (1)Grr = 0 and (III.65), one gets
−2nF¨ + 2n
r
F ′ − 2k
2
s
r2
F +
2n(n− 1)
r2
F − n
r
F ′rr
+
(
k2s
r2
− n(n− 1)
r2
)
Frr +
2n
r
F˙rt = 0. (III.72)
We eliminate F ′rr from (III.72) by using (III.71). This gives
−2nF¨ + (k
2
s − n)
r2
Frr − 2(k
2
s − n)
r2
F +
n
r
F˙rt = 0. (III.73)
Next, using the expressions for Frt, Frr and F from (III.67), (III.68) and
(III.70) in (III.73) leads to the second order master equation for Φsks :
Φ¨s − Φ′′s −
n
r
Φ′s +
ls(ls + n− 1)
r2
Φs = 0. (III.74)
We can then rewrite (III.74) as
Φ¨s + LˆsΦs = 0, (III.75)
where Lˆs = − 1rn∂r(rn∂r) + ls(ls+n−1)r2 .
We substitute the ansatz Φs = cos(ωt+ b)φs in (III.75) and get,
Lˆsφs = ω
2φs (III.76)
The eigenfrequencies ω must satisfy the mixed frequency dependent bound-
ary condition obtained by requiring ftt (or equivalently Ftt) to vanish at the
boundary r = R. This is given by:
(n− 1)rφ′s +
(
−ω2r2 + (n− 1)
n
(k2s + n(n− 1))
)
φs = 0
∣∣∣
r=R
. (III.77)
In [38], the stability under scalar perturbations has been demonstrated. The
eigenfrequencies are discrete and can be associated with the mode number,
say p for each ls. Numerically, it can be seen that the spectrum is asymptot-
ically resonant and high frequencies approach
(
p+ νs
2
− 5
4
)
pi
R
.
The eigensolutions of equation (III.76) are
φsks = e
(s)
p,ls
(r) = d
(s)
p,ls
Jνs(ωp,lsr)
r(n−1)/2
; νs = ls +
(n− 1)
2
. (III.78)
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where the constant d
(s)
p,ls
is given by
d
(s)
p,ls
=
[∫ R
0
|Jνs(ωp,lsr)|2rdr +
R2
(n− 1) |Jνs(ωp,lsR)|
2
]−1/2
(III.79)
Although the eigenfunctions e
(s)
p,ls
are not orthogonal, they satisfy the mod-
ified orthogonality relation, < e
(s)
p,ls
, e
(s)
q,ls
>s, given by
< e
(s)
p,ls
, e
(s)
q,ls
>s=
∫ R
0
e
(s)
p,ls
e
(s)
q,ls
rndr +
Rn+1
(n− 1)e
(s)
p,ls
(R)e
(s)
q,ls
(R) =
{
0 for p 6= q
1 for p = q
(III.80)
We can write the general solution to (III.76) in terms of a series expansion
of the discrete modes. We use the work of Zecca [41] which deals with
the Bessel equation in a finite interval with singularity at one end and a
eigenvalue dependent boundary condition, similar to ours, at the regular
end point. He shows that the general solution can be expanded in a series
of Bessel functions within this finite interval. Therefore, the solution to
equation (III.75) is
Φsks =
∞∑
p=0
a
(s)
p,ks
cos(ωp,lst+ bp,ks)e
(s)
p,ls
(r), (III.81)
where a
(s)
p,ks
and bp,ks are constants set by initial conditions. An expansion the-
orem in his paper then implies that a function f(r) in C1[0, 1] with square
integrable second derivative, and which satisfies the same boundary con-
ditions as Jνs(ωp,lsr) (or e
(s)
p,ls
) can be expanded in a series of these Bessel
functions (or eigenfunctions e
(s)
p,ls
). Hence we can write f(r) as
f =
∑
p
σpe
(s)
p,ls
(III.82)
where
σp =< f, e
(s)
p,ls
>s=
∫ R
0
frne
(s)
p,ls
dr +
Rn+1
(n− 1)f(R)e
(s)
p,ls
(R) (III.83)
We will be using the above results when dealing with higher order perturba-
tions.
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IV Higher order equations
The higher order perturbed equations have to be solved for (i)hµν given a
source which is composed of 1, .., (i − 1)th order metric perturbations. For
eg., the second order perturbed equations, (2)Gµν = 0 become
(2)Gµν = △˜L(2)hµν − 1
2
(2)Sµν = 0, (IV.84)
where (2)Sµν is
(2)Sµν =− 1
2
∇¯λh(−∇¯λhµν + ∇¯νhλµ + ∇¯µhλν)−
1
2
∇¯νhλσ∇¯µhσλ − ∇¯σhµλ∇¯σhλν
+ ∇¯λhσµ∇¯σhλν + ∇¯λhλσ(−∇¯σhµν + ∇¯νhµσ + ∇¯µhσν)
+ hλσ(−∇¯λ∇¯σhµν − ∇¯µ∇¯νhλσ + ∇¯λ∇¯µhσν + ∇¯σ∇¯νhµλ)
+
1
2
ηµν
(
− 1
2
∇¯αh∇¯αh+ 2∇¯αhαβ∇¯βh+ 3
2
∇¯αhβσ∇¯αhβσ
− ∇¯αhσβ∇¯σhαβ − 2∇¯αhασ∇¯βhβσ + hλσ∇¯λ∇¯σh + hλσ∇¯α∇¯αhλσ
− 2hαβ∇¯α∇¯σhσβ
)
. (IV.85)
The details of the calculation are given in appendix A. Now we look at a
general ith order equation where i ≥ 2.
Equation (II.8) can be written in terms of D¯a and D¯i operators. Using
the expansion of△Lhµν given in the appendix of [39] we obtain the perturbed
equations, (i)Gµν = 0 in terms of
(i)HT ,
(i)F , (i)Fab and
(i)Za. For µ = i, ν = j
one obtains
∑
k
[
− r2D¯aD¯a(i)HT − nrD¯arD¯a(i)HT + (k2 + 2K)(i)HT
]
k
Tkij
+
∑
kv
[
− 2kv
rn−2
D¯a(r
n−1(i)Za)
]
kv
Vkvij +
∑
ks
[
− k2s [2(n− 2)(i)F + (i)F cc ]
]
ks
Sksij
= (i)Sij −
∑
ks
[Q4]ksγijSks . (IV.86)
We do not write the explicit form of [Q4] as it is not required in our calcula-
tions and it does not contribute when we finally project to individual tensor
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components of each type.
Similarly from (i)Gai = 0 equation one gets
∑
kv
[
− 1
rn
D¯b
{
rn+2
[
D¯b
(
(i)Za
r
)
− D¯a
(
(i)Zb
r
)]}
+
k2v − (n− 1)K
r
(i)Za
]
kv
Vkvi
+
∑
ks
[
− ks
( 1
rn−2
D¯b(r
n−2(i)F ba)− rD¯a
(
1
r
(i)F bb
)
− 2(n− 1)D¯a(i)F
)]
ks
Sksi =
(i)Sai.
(IV.87)
In order to decompose the various sectors we use the fact that∫
T
ij
Vijd
nΩ =
∫
T
ij
Sijd
nΩ =
∫
V
ij
Sijd
nΩ =
∫
V
i
Sid
nΩ = 0. (IV.88)
We obtain the tensor equation from (IV.86) which is
−r2D¯aD¯a(i)HT − nrD¯arD¯a(i)HT + (k2 + 2K)(i)HT =
∫
T
ij
k
(i)Sijd
nΩ.
(IV.89)
Similarly using (IV.88) we obtain the two vector equations from (IV.86) and
(IV.87)
− 1
rn
D¯b
{
rn+2
[
D¯b
(
(i)Za
r
)
− D¯a
(
(i)Zb
r
)]}
+
k2v − (n− 1)K
r
(i)Za
=
∫
V
i
kv
(i)Said
nΩ, (IV.90)
− 2kv
rn−2
D¯a(r
n−1(i)Za) =
∫
V
ij
kv
(i)Sijd
nΩ. (IV.91)
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For the scalar case we will use the following three equations, which are
− D¯cD¯c(i)Fab + D¯aD¯c(i)F cb + D¯bD¯c(i)F ca + n
D¯cr
r
(−D¯c(i)Fab + D¯a(i)Fcb + D¯b(i)Fca)
+
k2s
r2
(i)Fab − D¯aD¯b(i)F cc − 2n
(
D¯aD¯b
(i)F +
1
r
D¯arD¯b
(i)F +
1
r
D¯brD¯a
(i)F
)
−
(
D¯cD¯d
(i)F cd +
2n
r
D¯crD¯d(i)Fcd +
n(n− 1)
r2
D¯crD¯dr(i)Fcd − 2nD¯cD¯c(i)F
− 2n(n+ 1)
r
D¯crD¯c
(i)F + 2(n− 1)(k
2
s − nK)
r2
(i)F − D¯cD¯c(i)F dd
− n
r
D¯crD¯c
(i)F dd +
k2s
r2
(i)F dd
)
ηab =
∫
Sks
(i)Sabd
nΩ, (IV.92)
−ks
( 1
rn−2
D¯b(r
n−2(i)F ba)− rD¯a
(
1
r
(i)F bb
)
− 2(n− 1)D¯a(i)F
)
=
∫
S
i
ks
(i)Said
nΩ, (IV.93)
−k2s [2(n− 2)(i)F + (i)F cc ] =
∫
S
ij
ks
(i)Sijd
nΩ. (IV.94)
IV.1 Tensor perturbations at higher orders
Let (i)HTk =
(i)ΦTk. Thus (IV.89) becomes
(i)Φ¨Tk + Lˆ
(i)ΦTk =
1
r2
∫
T
ij
k
(i)Sijd
nΩ. (IV.95)
Condition (II.25) implies that at each order ΦTk should vanish at the bound-
ary r = R. The set of eigenfunctions ep,l(r) are complete and also satisfy
condition (II.25). Hence, one can expand ΦTk as:
(i)ΦTk =
∞∑
p=1
(i)cp,k(t)ep,l(r). (IV.96)
Hence (IV.95) can be written as
(i)c¨p,k(t) + ω
2
p,l
(i)cp,k(t) =
〈
1
r2
∫
T
ij
k
(i)Sij, ep,l(r)
〉
T
. (IV.97)
19
IV.2 Vector perturbations at higher orders
Before we proceed, we will define the following two quantities:
(i)Vs1 =
∫
V
ij
kv
(i)Sijd
nΩ, (IV.98)
(i)Vs2 =
∫
V
i
kv
(i)Srid
nΩ. (IV.99)
We firstly expand equation (IV.91) and obtain the following:
(i)Z˙t = (n− 1)
(i)Zr
r
+ (i)Z ′r +
1
2kvr
(i)Vs1. (IV.100)
(Note that in the preceding equation as well as in the equations which follow,
we drop the subscript kv in Zakv for convenience.) Next, by making the
substitution a = r in (IV.90), we obtain:
−(i)Z¨r + r∂t∂r
(
(i)Zt
r
)
− (k
2
v − (n− 1))
r2
(i)Zr = −
(i)Vs2
r
. (IV.101)
Now we substitute the expression for (i)Z˙t from (IV.100) in (IV.101) to get:
−(i)Z¨r + (i)Z ′′r +
(n− 2)
r
(i)Z ′r−
(lv(lv + n− 1) + (n− 2))
r2
(i)Zr
= −
[
(i)Vs2
r
+ r
(
(i)Vs1
2kvr2
)′]
. (IV.102)
Now we rewrite (i)Zrkv in terms of a new variable
(i)Φsks as
(i)Zrkv = r
(
(i)Φvkv −
1
2kvrn
∫
(i)Vs1r
(n−2)dr
)
. (IV.103)
The above definition is crucial, since it enables us to expand the higher order
perturbations (i)Φvkv in terms of the complete set of eigenfunctions e
(v)
p,lv
. This
will be made clear in a while. Substitution of (IV.103) in (IV.102) leads to
the following equation in terms of the variable (i)Φvkv :
(i)Φ¨vkv + Lˆv
(i)Φvkv =
1
r
[
(i)Vs2
r
+ r
(
(i)Vs1
2kvr2
)′]
+
∫
(i)V¨s1r
(n−2)dr
2kvrn
+ Lˆv
[∫
(i)Vs1r
(n−2)dr
2kvrn
]
.
(IV.104)
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Further simplification of the above equation can be done by expanding (i)Φvkv
in the basis of a complete set of functions, (which also satisfy the appropriate
boundary condition) say (i)φvkv as follows:
(i)Φvkv =
∞∑
p=1
(i)c
(v)
p,kv
(t)(i)φvkv(r). (IV.105)
We substitute for (i)Zr from (IV.103) in (IV.100) and use the expansion
(IV.105). The expression for (i)Ztkv then becomes
(i)Ztkv =
∞∑
p=1
∫
(i)cp,kv(t)dt{r(i)φ′vkv + n(i)φvkv} (IV.106)
In the above equation any r−dependent integration constant is put to zero.
Then we apply Dirichlet boundary condition that requires (i)Zt to vanish at
r = R for all times. This means
r(i)φ′v + n
(i)φv = 0
∣∣
r=R
. (IV.107)
Note that the ansatz (IV.103) has specifically been chosen so that the bound-
ary condition takes the above form. Since the eigenfunctions corresponding
to the linear perturbation φv = e
(v)
p,lv
(r) (which form a complete set) also
satisfy (IV.107), we can choose to expand metric perturbations in this basis.
i.e., choose (i)φv = φv. Taking the projection of (IV.104) on e
(v)
p,lv
one gets a
forced harmonic oscillator equation of the form
(i)c¨
(v)
p,kv
+ ω2p,lv
(i)c
(v)
p,kv
=
〈[
(i)Vs2
r2
+
( (i)Vs1
2kvr2
)′]
+
∫
(i)V¨s1r
(n−2)dr
2kvrn
+ Lˆv
[∫
(i)Vs1r
(n−2)dr
2kvrn
]
, e
(v)
p,lv
〉
v
.
(IV.108)
IV.3 Scalar perturbations at higher order
Before we consider the scalar equations we will define the following quantities:
(i)Ss0 =
∫
S
ij
ks
(i)Sijd
nΩ, (IV.109)
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(i)Ss1 =
∫
Sks
(i)Srtd
nΩ, (IV.110)
(i)Ss2 =
∫
Sks
(i)Sttd
nΩ, (IV.111)
(i)Ss3 =
(
k2s
nr
+
(n− 1)
r
)∫ t
(i)Ss1dt− (i)Ss2 + n
r
(
r
n
∫ t
(i)Ss1dt
)′
, (IV.112)
(i)Ss4 =
∫
Siks
(i)Srid
nΩ
ks
+
(
(i)Ss0
k2s
)′
−
(
(i)Ss0
rk2s
)
, (IV.113)
(i)Ss5 =
∫
Sks
(i)Srrd
nΩ +
n
rk2s
(i)S ′s0 −
(i)Ss0
r2
, (IV.114)
(i)Ss6 =
(i)Ss5 − n
r
(i)Ss4, (IV.115)
(i)Ss7 =
(i)Ss3
2n
− (k
2
s − n)
2n2r
∫ t
(i)Ss1dt+
(i)Ss6
2n
− 1
2rk2s
[
r2(i)Ss3
]′
, (IV.116)
Similar to the linear case, we need only five equations to get a master equation
governing scalar perturbations at higher orders. Firstly, we have equation
(IV.94) which relates variables (i)Ftt,
(i)Frr (through the trace
(i)F cc ) and
(i)F :
−k2s
[
2(n− 2)(i)F + (i)F cc
]
= (i)Ss0. (IV.117)
For a = r, b = t in (IV.92) one gets
n
r
(i)F˙rr +
k2s
r2
(i)Frt − 2n(i)F˙ ′ − 2n
r
(i)F˙ = (i)Ss1. (IV.118)
Now we write (i)Frt in terms of the variable
(i)Ψsks as
(i)Frt = 2r(
(i)Ψ˙s +
(i)F˙ ), (IV.119)
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where (i)Ψs itself is defined in terms our master variable
(i)Φs as
(i)Ψs =
(i)Φs − (i)Ss8. (IV.120)
The expression (i)Ss8 is defined as
(i)Ss8 = −1
2
(
k2s
n
− 1
)
r
−( ks√
n
+n−1)
∫ r [
r
( 2ks√
n
−1)
∫ r
r
′(− ks√
n
+n−2) (i)B dr′
]
dr,
(IV.121)
where
(i)B(t, r) = n
k2s − n
[
r
(
r2
k2s
(i)Ss3
)′
+
r2
k2s
(
(n− 1)− k
2
s
n
)
(i)Ss3
]
+
r
n
∫ t
(i)Ss1dt
+
(i)Ss0
k2s
.
(IV.122)
The above ansatz ensures that the boundary condition is devoid of the prod-
ucts of the lower order metric perturbation contributed by the source terms.
The details are given in appendix B.
We integrate (IV.118) with respect to t and get an expression for (i)Frr in
terms of (i)F and (i)Ψs which is
(i)Frr = 2r
(i)F ′ + 2(i)F − 2k
2
S
n
(i)F − 2k
2
s
n
(i)Ψs +
r
n
∫ t
(i)Ss1dt. (IV.123)
For a = b = t in (IV.92) one gets
−2n(i)F ′′ + n
r
(i)F ′rr +
(k2s
r2
+
n(n− 1)
r2
)
(i)Frr − 2n(n+ 1)
r
(i)F ′
+
(
2k2s(n− 1)
r2
− 2n(n− 1)
r2
)
(i)F = (i)Ss2.
(IV.124)
Substitution of (IV.123) in (IV.124) leads to an expression for (i)F in terms
of (i)Ψs and its derivatives:
(i)F = − n
k2s − n
[
r(i)Ψ′s +
(
k2s
n
+ n− 1
)
(i)Ψs − r
2
2k2s
(i)Ss3.
]
(IV.125)
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Consider the expansion of (IV.93) for a = r in which we substitute for (i)F cc
from (IV.117). This gives:
−(n− 2)
r
(i)Frr +
(i)F˙rt − (i)F ′rr + 2(i)F ′ +
2(n− 2)
r
(i)F = (i)Ss4. (IV.126)
By making the substitution a = b = r in (IV.92) and using (IV.117), one
gets
−2n(i)F¨ + 2n
r
(i)F ′ − 2k
2
s
r2
(i)F +
2n(n− 1)
r2
(i)F − n
r
(i)F ′rr
+
(
k2s
r2
− n(n− 1)
r2
)
(i)Frr +
2n
r
(i)F˙rt =
(i)Ss5.
(IV.127)
Now, we eliminate (i)F ′rr from (IV.127) by using (IV.126), to get
−2n(i)F¨ + (k
2
s − n)
r2
(i)Frr − 2(k
2
s − n)
r2
(i)F +
n
r
(i)F˙rt =
(i)Ss6. (IV.128)
Substituting the expression for (i)Frt,
(i)Frr and
(i)F from (IV.119), (IV.123)
and (IV.125) in (IV.128) we obtain the following equation in terms of variable
(i)Φsks
(i)Φ¨s + Lˆs
(i)Φs =
(i)Ss9, (IV.129)
where (i)Ss9 is defined as
(i)Ss9 =
(i)Ss7 +
(i)S¨s8 + Lˆs
(i)Ss8. (IV.130)
We can now expand (i)Φs in the basis of the eigenfunctions of the linear
perturbation e
(s)
p,ls
(r) as follows:
(i)Φs =
∞∑
p=0
(i)c
(s)
p,ls
(t)e
(s)
p,ls
(r) (IV.131)
According to condition (II.25), we require (i)Ftt to vanish at the boundary
r = R, which implies (i)Φsks should satisfy (see appendix B for further details)
r2(i)Φ′′s + (2n− 1)r(i)Φ′s +
(
(n− 1)2 − k
2
s
n
)
(i)Φs = 0
∣∣∣
r=R
(IV.132)
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The expansion (IV.131) ensures that this boundary condition is automati-
cally satisfied — this has been shown in appendix B. One can now use (III.80)
to show that the (i)c
(s)
q,ls
(t) satisfy
(i)c¨
(s)
q,ls
+ ω2q,ls
(i)c
(s)
q,ls
=< (i)Ss7, e
(s)
q,ls
>s (IV.133)
where <>s is defined by (III.83).
V Calculating the source terms
The source terms (i)Sµν depend on
(1)hµν ,
(2)hµν ,...
(i−1)hµν . Hence, once we
calculate (i)ΦTk,
(i)Φvkv and
(i)Φsks, we need to use them to get back
(i)hµν .
Since we have chosen our gauge choice to be (II.38), determining (i)fabks ,
(i)f
(s)
rks
, (i)f
(v)
akv
and (i)HTk, completely fixes the various components of
(i)hµν .
Tensor components:
Since by definition, (i)HTk =
(i)Φk, determining Φk determines HTk.
Vector components:
By definition, (i)Zrkv is related to
(i)Φvkv through (III.52) and (IV.103) for
linear order and higher orders respectively.
(i)Ztkv is related to
(i)Zrkv through (III.49) and (IV.100) for linear and higher
orders respectively.
Hence the vector components are given by (i)Za =
(i)f
(v)
a .
Scalar components:
Once the quantities (i)Fks and components of
(i)Fabks are determined in terms
of (i)Φsks , the scalar components are given by:
(i)fr = ks
(i)F, (V.134)
(i)ftt =
(i)Ftt, (V.135)
(i)frr =
(i)Frr − 2
ks
(r(i)fr)
′. (V.136)
(i)frt =
(i)Frt − r
ks
(i)f˙r (V.137)
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VI Special modes
VI.1 Scalar perturbations ls = 0, 1 modes
VI.1.1 ls = 0 mode
In this case, S is constant and hence, Si and Sij vanish. This means, only
(i)fab and
(i)HL exist. We will use gauge freedom to put
(i)HL =
(i)ftt = 0 (VI.138)
Let (i)S˜0 µν =
∫
Sls=0
(i)S0 µνd
nΩ. We get the following equations from (i)Grt =
0, (i)Gtt = 0 and
(i)Grr = 0 respectively.
n
r
(i)f˙rr =
(i)S˜0 rt (VI.139)
n
r
(i)f ′rr +
n(n− 1)
r2
(i)frr =
(i)S˜0 tt (VI.140)
2n
r
(i)f˙rt − n(n− 1)
r2
(i)frr =
(i)S˜0 rr (VI.141)
From (VI.139), we can obtain (i)frr as:
(i)frr =
∫ t
t1
r
n
(i)S˜0 rtdt+
(i)frr(t1, r) (VI.142)
(i)frr(t1, r) can be obtained from (VI.140):
(i)frr(t1, r) =
1
rn−1
∫ r
0
r¯n
n
(i)S˜0 tt(t1, r¯)dr¯ (VI.143)
Whereas, (i)frt is given by
(i)frt =
∫ t [(n− 1)
2r
(i)frr +
r
2n
(i)S˜0 rr
]
dt (VI.144)
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VI.1.2 ls = 1 (k
2
s = n) mode
Let (i)S˜1 µν =
∫
Sls=1
(i)S1 µνd
nΩ. Since Sij vanishes for this mode, only
(i)fab,
(i)fa and
(i)HL exist. We will use gauge freedom to put
(i)ftt,
(i)ft and
(i)HL
to zero. Now we define the following quantities, composed solely of source
terms.
(i)S1 =
1
rn
∫ r
0
r¯n
[
r¯√
n
(i)S˜1 tt − 1√
n
(
r¯
∫ t
(i)S˜1 rtdt
)′
−√n
(∫ t
(i)S˜1 rtdt
)]
dr¯
(VI.145)
(i)S2 =
[
1
2
√
n
(i)S˜1 rr +
(n− 1)
2
√
nr
∫ t
(i)S˜1 rtdt+
(n− 1)
2r2
(i)S1
]
(VI.146)
We will use the following four equations, namely (i)Grt = 0,
(i)Gtt = 0,
(i)Grr = 0 and
(i)Gii = 0:
n
r
(i)f˙rr +
n
r2
(i)frt +
√
n
r
(i)f˙r =
(i)S˜1 rt (VI.147)
n
r
(i)f ′rr +
n2
r2
(i)frr +
2
√
n
r
(i)f ′r +
n3/2
r2
(i)fr =
(i)S˜tt (VI.148)
2n
r
(i)f˙rt − n(n− 1)
r2
(i)frr − 2
√
n(n− 1)
r2
(i)fr =
(i)S˜rr (VI.149)
(i)f˙ ′rt +
(n− 1)
r
(i)f˙rt − 1
2
(i)f¨rr − (n− 1)
2r
(i)f ′rr −
(n− 1)√
nr
(i)f ′r −
(n− 1)2
2r2
(i)frr
+
(n− 1)2√
nr2
(i)fr =
1
n
(i)S˜i1 i
(VI.150)
We will redefine (i)frt as
(i)frt =
r√
n
(i)φ˙0 (VI.151)
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Substituting this ansatz in (VI.147) and then integrating w.r.t to t gives,
(i)frr = − 1√
n
(i)φ0 − 1√
n
(i)fr +
∫ t r
n
(i)S˜1 rtdt (VI.152)
The extra r−dependent integration function can be absorbed in the definition
of (i)φ0. Substituting the expression for
(i)frr from (VI.152) in (VI.148) allows
us to obtain (i)fr in terms of
(i)φ0:
(i)fr =
(i)φ0 +
(i)S1 (VI.153)
Now, by substituting (VI.153) in (VI.149), one obtains:
(i)φ¨0 =
(i)S2 (VI.154)
Hence from (VI.150), we can obtain the following expression for (i)φ0.
(i)φ0 =
√
nr2
2(n− 1)2
[
1
n
(i)S˜i1 i +
r
2n
(i) ˙˜S1 rt +
(n− 1)
2r
( r
n
∫ t
(i)S˜1 rtdt
)′
+
(n− 1)2
2nr
∫ t
(i)S˜1rtdt+
(n− 1)
2
√
nr
(i)S ′1 −
3(n− 1)2
2
√
nr2
(i)S1
− r√
n
(i)S ′2 −
(n+ 1)√
n
(i)S2 − 1
2
√
n
S¨1
]
(VI.155)
Once, (i)φ0 is obtained,
(i)fr,
(i)frr and
(i)frt can be determined using
(VI.153), (VI.152) and (VI.151) respectively.
VI.2 Vector perturbations lv = 1 (k
2
v = n− 1) mode
Let (i)S˜
(v)
1 ia =
∫
Vilv=1
(i)S1 iad
nΩ be the source associated with these modes.
Since Vij vanishes, only
(i)f
(v)
a exist. Through a suitable gauge choice, one
can put (i)f
(v)
t to zero. Thus, from
(i)Gir = 0 one can obtain
(i)f
(v)
r as
∂t
(i)f (v)r =
1
r
∫ t
t1
(i)S˜
(v)
1 irdt
′ + (i)f˙ (v)r (t1, r) (VI.156)
where (i)f˙
(v)
r (t1, r) is obtained from
(i)Git = 0 equation,
(i)f˙ (v)r (t1, r) =
1
rn+1
∫ r
0
r¯n (i)S˜
(v)
1 it(t1, r¯)dr¯ (VI.157)
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VII Summary and Discussion
In this article, we have analyzed perturbations of Minkowski spacetime with
a spherical Dirichlet wall beyond linear order. This is a model where it is
possible to simplify the perturbation equations at arbitrary order, and the
tools and techniques we use can be generalized to study perturbations of AdS
spacetime. We work in weakly nonlinear perturbation theory and decompose
the perturbations into scalar, vector and tensor spherical harmonics using the
formalism of Ishibashi, Kodama and Seto. In contrast to AdS where weakly
nonlinear perturbation theory is expected to break down due to irremovable
secular terms, we do not expect secular terms in this model. The system has
already been shown to be stable at linear order [38]. Further, the spectrum
for the linear tensor, scalar and vector perturbations is asymptotically reso-
nant as opposed to a resonant spectrum in the case of AdS spacetime. Even
at linear order, the scalar sector of perturbations requires careful analysis
and we use techniques in [40] to analyze the equations. This is because the
Dirichlet wall boundary conditions lead to a frequency-dependent boundary
condition for the scalar master variable (which depends on the scalar pertur-
bations), a fact noted in [38]. Due to these boundary conditions, the scalar
eigenfunctions are not orthogonal with respect to the usual inner product.
We define a modified orthogonality relation which the eigenfunctions satisfy.
Going beyond linear order, by fixing gauge appropriately, we present the
(nonhomogeneous) perturbation equations at arbitrary order in a simplified
form. The source terms are made of lower order perturbations. At any or-
der, the perturbation consists of scalar, vector and tensor-type parts. The
equation for each of these is derived by projecting onto the space of pertur-
bations of each type. Once these equations are obtained, we analyze each
type separately at arbitrary order. The tensor perturbations are straight-
forward to analyze. The perturbation at arbitrary order can be written in
terms of the eigenbasis of linear tensor perturbations with time dependent
coefficients. These time dependent coefficients satisfy a simple forced har-
monic oscillator equation. In the case of vector and scalar perturbations, we
define new shifted master variables (shifted by source terms) such that these
new variables obey the same boundary conditions as the linear perturbations.
They are thus expanded in an eigenbasis of linear perturbations with time
dependent coefficients satisfying a forced harmonic oscillator equation. This
(forced harmonic oscillator) structure of the equations implies that we can
apply the nonlinear dynamics analysis in [6] that uses Hamiltonian perturba-
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tion theory. The system is described by a Hamiltonian that is a perturbation
of the integrable Hamiltonian of linear harmonic oscillators. This analysis
explained the result of previous numerical studies of the Einstein-scalar field
system where an instability was seen in a cavity with both Dirichlet and
Neumann boundary conditions. Neumann boundary conditions resulted in
an asymptotically resonant spectrum, yet an instability was seen [26]. How-
ever, a certain minimum amplitude of the scalar field was required to trigger
instability in the Neumann case. In particular, for our system of gravita-
tional perturbations with a spherical Dirichlet wall, the asymptotically reso-
nant spectrum for linear order perturbations implies that the system is stable
under arbitrarily small perturbations but that instability could set in for per-
turbations whose magnitude depends on a number-theoretic measure of the
deviation of the spectrum from a resonant one. This may also be possible to
see numerically. Finally, we analyze certain special modes separately. These
are the scalar modes with ls = 0, ls = 1 and the vector mode with lv = 1 for
which the equations become gauge dependent. By a choice of gauge fixing,
we analyze these perturbations at arbitrary order. It is possible to integrate
the equations and write the form of the perturbations. As expected, at linear
order, these are pure gauge.
One of the interesting questions we have not addressed and indeed, can
be answered only numerically is the fate of the system for gravitational per-
turbations of appropriate magnitude that may trigger instability — whether
a rotating black hole is the result.
VIII Appendix A
We use (II.3) and (II.4) to get the expansions of metric perturbation δgµν
and Christoffel’s symbol to second order. In the following the superscript on
the left hand side of a quantity denotes the order of ǫ.
δΓαµν =
(1)Γαµν +
(2)Γαµν ... (VIII.158)
where
(1)Γαµν =
1
2
(∇¯µhαν + ∇¯νhαµ − ∇¯αhµν) (VIII.159)
(2)Γαµν =
1
2
(∇¯µ(2)hαν + ∇¯ν (2)hαν − ∇¯α(2)hµν)− 12hαλ
(∇¯µhλν + ∇¯νhλµ − ∇¯λhµν)
(VIII.160)
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δRµν =
(1)Rµν +
(2)Rµν ... (VIII.161)
where
(1)Rµν = △Lhµν = 0 (VIII.162)
2(2)Rµν =2△L(2)hµν + 1
2
∇¯αh
(−∇¯αhµν + ∇¯νhαµ + ∇¯µhαν )
− hλα
(
− ∇¯λ∇¯αhµν − ∇¯µ∇¯νhλα + ∇¯λ∇¯µhαν + ∇¯α∇¯νhµλ
)
+
∇¯νhλα∇¯µhλα
2
− ∇¯λhαµ∇¯αhλν + ∇¯αhµλ∇¯αhλν
− ∇¯λhλα
(
− ∇¯αhµν + ∇¯νhµα + ∇¯µhαν
)
(VIII.163)
(2)R =g¯µν (2)Rµν − hµν (1)Rµν
=g¯µν (2)Rµν (VIII.164)
The second order in ǫ Einstein’s equation is
2(2)Rµν − (2)hµνR¯− g¯µν (2)R− hµν (1)R = 0 (VIII.165)
where the last term vanishes because of condition (VIII.162). Substituting
the appropriate expressions in (VIII.165) one finds the second order equation
to be
△˜L(2)hµν = (2)Sµν (VIII.166)
IX Appendix B
From using (IV.123) and (IV.117) we obtain the following expression for (i)Ftt:
(i)Ftt = 2r
(i)F ′ + 2(n− 1)(i)F − 2k
2
s
n
(i)F − 2k
2
s
n
(i)Ψ+
r
n
∫ t
(i)Ss1dt+
(i)Ss0
k2s
(IX.167)
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Now we substitute for (i)F and (i)Ψs from (IV.125) and (IV.120) in the above
equation
(i)Ftt =− n
k2s − n
[
2r2(i)Φ′′s + 2r(2n− 1)(i)Φ′s + 2
(
(n− 1)2 − k
2
s
n
)
(i)Φs
]
+
n
k2s − n
[
2r2(i)S ′′s8 + 2r(2n− 1)(i)S ′s8 + 2
(
(n− 1)2 − k
2
s
n
)
(i)Ss8
]
+ (i)B
(IX.168)
where (i)B is given by (IV.122). We wish to choose a form for (i)Ss8 which
will ensure that the terms in second line of (IX.168) vanish. Define
(i)Ss8 =
(i)χf (IX.169)
where
f = r
−( ks√
n
+n−1)
; (i)χ = −k
2
s − n
2n
∫ r [
r
( 2ks√
n
−1)
∫ r
r′(−
ks√
n
+n−2) (i)B dr′
]
dr
(IX.170)
Substitute (IX.169) in (IX.168) one obtains
(i)Ftt =− n
k2s − n
[
2r2(i)Φ′′s + 2r(2n− 1)(i)Φ′s + 2
(
(n− 1)2 − k
2
s
n
)
(i)Φs
]
+
2n
k2s − n
{
(i)χ
[
r2f ′′ + r(2n− 1)f ′ +
(
(n− 1)2 − k
2
s
n
)
f
]
+ r2f
[
(i)χ′′ + (i)χ′
(
(2n− 1)
r
+ 2
f ′
f
)]}
+ (i)B (IX.171)
One can easily see that for the choice of f and (i)χ given by (IX.170), the last
two lines in (IX.171) vanish. Hence the expression for (i)Ftt is
(i)Ftt =− n
k2s − n
[
2r2(i)Φ′′s + 2r(2n− 1)(i)Φ′s + 2
(
(n− 1)2 − k
2
s
n
)
(i)Φs
]
(IX.172)
Applying Dirichlet condition (II.25), then gives
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r2(i)Φ′′s + r(2n− 1)(i)Φ′s +
(
(n− 1)2 − k
2
s
n
)
(i)Φs = 0
∣∣∣∣∣
r=R
(IX.173)
The expansion (IV.131) ensures that condition (IX.173) is automatically sat-
isfied. This can be seen as follows:
In terms of expansion (IV.131), (i)Ftt is
(i)Ftt = − 2n
k2s − n
∞∑
p=0
(i)c
(s)
p,ls
[
r2e
(s)
p,ls
′′ + (2n− 1)re(s)p,ls ′ +
(
(n− 1)2 − k
2
s
n
)
e
(s)
p,ls
]
.
(IX.174)
Since e
(s)
p,ls
satisfy (III.76), r2e
(s)
p,ls
′′ = (−r2ω2+k2s)e(s)p,ls−nre
(s)
p,ls
′. Hence by the
use of this expression in (IX.174) one obtains:
(i)Ftt =
∞∑
p=0
2n(i)c
(s)
p,ls
n− k2s
[
(n− 1)re(s)p,ls ′ +
(
−ω2r2 + (n− 1)
n
(k2s + n(n− 1))
)
e
(s)
p,ls
]
,
(IX.175)
which vanishes at r = R because of (III.77).
X Appendix C
The expansion of source terms in general is tedious. Nevertheless, here we
give an example by considering a simple case. Suppose we start out with
only tensor-type perturbations at the linear level. Then (2)Aij is given by:
(2)Aij =
∑
k1
∑
k2
HTk1HTk2
(
T klk1(−DiDjTklk2 +DkDiTjlk2 +DkDjTlik2
−DkDlTijk2 )−
DiT
kl
k1
DjTklk2
2
+DkT
l
ik1
DlT
k
jk2
−DkTilk1DkT ljk2
)
− rDarDaHTk1HTk2γijT klk1Tklk2 − r2DaHTk1DaHTk2Tikk1T kjk2
(X.176)
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Similarly, (2)Aai and
(2)Aab are,
(2)Aai =
∑
k1,k2
{
HTk1D¯aHTk2T
kl
k1
(
− D¯iTk2kl + D¯kTk2il
)
− 1
2
D¯aHTk1HTk2T
kl
k1
D¯iTk2kl
}
(X.177)
(2)Aab =
∑
k1,k2
{(
−HTk1D¯aD¯bHTk2 − D¯aHTk1D¯bHTk2
− 1
r
D¯arHTk1D¯bHTk2 −
1
r
D¯brD¯aHTk1HTk2
)
T
ij
k1
Tk2ij
}
(X.178)
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