Abstract. For odd n ≥ 3, we consider a general hypothetical identity for the differences S n, 0 (x) of multiples of n with even and odd digit sums in the base n − 1 in interval [0, x), which we prove in the cases n = 3 and n = 5 and empirically confirm for some other n. We give a verification algorithm for this identity for any odd n. The hypothetical identity allows to give a general recursion for S n, 0 (x) for every integer x depending on the residue of x modulo p(n) = 2n(n − 1) n−1 , such that p(3) = 24, p(5) = 2560, p(7) = 653184, etc.
Introduction
For x ∈ N and n ≥ 3, denote by S n (x) the sum (1) S n, j (x) = 0≤r<x: r≡j (mod n) (−1) s n−1 (r) , where s n−1 (r) is the digit sum of r in base n − 1. Note that, in particular, S 3, 0 (x) equals the difference between the numbers of multiples of 3 with even and odd binary digit sums (or multiples of 3 from sequences A001969 and A000069 in [7] ) in interval [0, x). Leo Moser (cf. [3] , Introduction) conjectured that always (2) S 3, 0 (x) > 0.
Newman [3] proved this conjecture. Moreover, he obtained the inequalities In connection with this, the qualitative result (2) we call a weak Newman phenomenon (or Moser-Newman phenomenon), while an estimating result of the form (3) we call a strong Newman phenomenon.
In 1983, Coquet [1] studied a very complicated continuous and nowhere differentiable fractal function F (x) with period 1 for which (5) S 3, 0 (3x) = x λ F ln x ln 4 + η(x) 3 , where (6) η(x) = 0, if x is even, (−1) s 2 (3x−1) , if x is odd.
He obtained that In [4] it was found the following simple identity (10) S 3, 0 (4x) = 3S 3, 0 (x), where x is even.
Since in the left hand side of (10) the argument 4x ≡ 0 (mod 8) then (10) is not a recursion for evaluation of S 3, 0 (x). However, in the same work Shevelev found the following recursion for fast calculation of S 3, 0 (x) : (2) is valid for S n, 0 (x) for every n ≥ 3, at least beginning with x ≥ x 0 (n). A year before, Shevelev [5] proved a strong form of this generalization, but yet only in "full" intervals of the form [0, (n − 1) 2p ). Recently Shevelev and Moses [6] in the case of odd n ≥ 3 and p ≥ n−1 2 found the relation
In the case of p = n−1 2 , (13) could be rewrite in the form
Numerous experiments show that, most likely, the following more general relation takes place:
In particular, we verified (15) for n = 3, 5, 7, ..., 35 and 1 ≤ x ≤ 1000. It is clear that (14) is a special case of (15) for x = 1, since
Below we show that (15) allows with the uniform positions to find a recursion for S n, 0 (x) for every odd n ≥ 3. In the two first sections we prove identity (15) in cases n = 3 and n = 5. In Section 4 we give a general verification algorithm for the identity (15) which allows to prove the identity (15) for n = 7, 9, ..., etc. In Section 5 we give a simplification of the conjectural equality (15). In Section 6 we prove the recursion in case n = 3 and in Section 7 we give the recursion in case n = 5. After these sections, in supposition that (15) is true, it will be clear how to find the further recursions for odd n ≥ 7.
2. The identity in case n = 3
Note that, by (1),
which yields that (17)
0≤r<2x: r≡2j (mod 6)
On the other hand,
Using (18), for j = 0, 1, 2, we consecutively find
Now the application of (17) to (19)-(21) yields the relations
For n = 3, the left hand side of (15) is 3S 3, 0 (x) − S 3, 0 (4x) and, using (22)-(24), we have
which proves (15) in the case n = 3.
3. The identity in case n = 5
In the same way, instead of (22)- (24), we find the following relations
For n = 5, the left hand side of (15) is
Using (25)- (29), we easily find
Now using (31)-(35), we find
Finally, for the expression (30), using (31) and (36), we have
It is the identity (15) in the case n = 5.
General problem
Quite analogously to systems (22)- (24), (25)- (29) we can write the system for any n ≥ 3. For odd n, we have
It is easy to see that the right hand side of the i-th equality for S n, i ((n − 1)x), i = 0, 1, ..., n − 1, of the system (38) satisfies the rules: 1) the signs alternate, beginning with (−) i ; 2) there is no summand S n, n−1−i (x). Using, as usual, the convention b a = 0, if b < a, one can write the system (38) in the form
Thus the general problem is to prove that (39) yields (15).
A simplification of the conjecture
Note that in the sum n−1 j=0 S n, j (x) the index of summing j runs all residues modulo n. Therefore, we have
Thus the conjectural relation (15) is equivalent to the equality
In particular, for x = 1, we again have (14). Note that (41) means that its left hand side taken with sign (−1) s n−1 (x−1) is periodic with period 2:
(−1) ⌋. We have (−1)
⌋ is odd.
⌋ is even, if x = 0, 1, 2, 3, 8, 9, 10, 11, ... and odd for other integers. Thus we obtain Lemma 1. The sequence {A 3 (x)}, where
is periodic with the period 8, such that
Consider the difference
Lemma 2. We have
Proof. Let x = 12t + j, j = 0, 1, ..., 11. Consider 3 cases. a) j = 0, 1, 2 or 3.
c) j = 8, 9, 10 or 11.
and (47) follows. Now from (44)- (47) we easily deduce the following result.
Theorem 3.
(48)
where A 3 (x) and ∆ 3 (x) are defined by (45) and (47) respectively.
Formula (48) gives a recursion for S 3, 0 (x). Let us show that it coincides with the recursion (11)-(12), i.e., (49) ∆ 3 (x) − (−1)
where ν(x) is defined by (12). This follows from the following two lemmas.
Lemma 4. The sequence
(50) {(−1)
is periodic with period 8.
Proof. In cases x ≡ i (mod 8), i = 0, 1, 2, 3 the terms of the sequence are zeros. If x ≡ i (mod 8), i = 4, 5, 6, 7, put x = 8t + i. Then A 3 (x) = 1 and we have (−1)
and the lemma follows. Note that period of sequence (50) is (51) {0, 0, 0, 0, −1, 1, 1, −1}.
Lemma 5. The sequence
is periodic with period 12.
Proof. According to (47), we have
, if x ≡ 3 (mod 12) 0, otherwise. Let now i = 2, 11. In case i = 2, we, evidently, have (−1) s 2 (x)+s 2 (x−2) = −1 and also in case i = 11, we find
finally, if i = 3, then, evidently, we have (−1) s 2 (x)+s 2 (x−3) = 1. In other cases, the terms of the sequence are zeros. Thus period of sequence (52) It is left to note that, according to (12), (−1) s 2 (x) ν(x) is periodic with the same period. 
Denote the left hand side of (56) by A n (x). Then, similar to (45), we have
Furthermore, we consider the difference
Lemma 6. (−1)
s n−1 (x) ∆ n (x) is periodic with period n(n − 1) n−1 .
Proof. Indeed, let
Let j such that
We have
Therefore, the summands in (59) multiplied by (−1) s n−1 (x) have the form (−1)
s n−1 (n(n−1) n−1 t+(n−1) n−1 m+k)+s n−1 (n(n−1) n−1 t+(n−1) n−1 m+l) and, since l < k ≤ (n − 1) n−1 − 1, this equal (−1) s n−1 (n(n−1) n−1 t+(n−1) n−1 m)+s n−1 (k)+s n−1 (n(n−1) n−1 t+(n−1) n−1 m)+s n−1 (l) = (−1)
Therefore, the summands of (59) not depend on t and thus the sum (59), i.e., ∆ n (x) not depends on t.
Lemma 7. The sequence
is periodic with period 2(n − 1) n−1 .
Proof. In cases x ≡ i (mod 2(n − 1) n−1 ), i = 0, 1, ..., (n − 1) n−1 − 1 the terms of the sequence are zeros. If
and the lemma follows. Now we obtain the following result.
Theorem 8. If the conjectural relation (15) is true, then we have
where ν n (x) multiplied by (−1) s n−1 (x) is periodic with period 2n(n − 1) n−1 .
Proof. Indeed, by (56)- (58), we obtain (61) with
Then, by Lemmas 6-7, (−1) s n−1 (x) ν n (x) is periodic with period equal the least common multiple of numbers 2(n − 1) n−1 and n(n − 1) n−1 . As a corollary, in the case n = 3 we again obtain Theorem 3 for ν(x) = ν 3 (x) but without detailed representation of ∆ 3 (x) and ν(x).
Remark 9. It follows from the proof that, if for some
(n−1) n−1−2j ⌋) and to denote the new sum by Σ(j 1 , ..., j k ), then also the following form of Theorem 8 is valid Theorem 10. If the conjectural relation (15) is true, then we have
where ν
is periodic with period 2n(n − 1)
n−1 .
Thus we have 2 n−3 2 different formulas of type (62). In particular, in case n = 3 we have only formula, in case n = 5 we have two different formulas, etc.
Application of Theorem 8 in case n = 5
Since the conjectural identity (15) was proved in case n = 5, then, by Theorem 8, we conclude that Besides, by Theorem 10, also (64) (−1)
5 (x) = (−1)
is periodic with period 2560. Again, if to write the period, then (64) gives another recursion for Finally, note that the sequence of the numbers of different values of
5 (x), ν 5 (x), etc. begins with {5, 19, 71, ...} .
9.
Recursions for S 3, 1 (x) and S 3, 2 (x) Using (22)-(24), it is easy to show that the form 3y(x) −y(4x) is invariant with respect to S 3, i (x), i = 0, 1, 2. This means that together with
we have also are eventually priodic with the same period as (−1) s 2 (x) ν(x) (12), i.e., the period (55), such that for S 3, 2 (x) the period starts at x = 8, while for S 3, 1 (x) the period starts at x = 16. This means that, for S 3, i (x), i = 1, 2, the same recursions hold as the recursion for S 3, 0 (x) (11) with the same function ν(x) (12): S n, j (x), i = 0, ..., n − 1, x ≥ 1, n ≡ 1 (mod 2).
If this conjecture is valid, then, as in the previous sections, we can obtain the same recursions for every digit function S n, i (x), i = 1, ..., n − 1, as for S n, 0 (x) (cf. Theorems 8, 10). The question on initials in cases i ≥ 1 we here remain open.
