Object recognition involves identifying known objects in a given scene. It plays a key role in image understanding. Geometric hashing has been proposed as a technique for model-based object recognition in occluded scenes. However, parallel techniques are needed to realize real time vision systems employing geometric hashing.
Abstract
Object recognition involves identifying known objects in a given scene. It plays a key role in image understanding. Geometric hashing has been proposed as a technique for model-based object recognition in occluded scenes. However, parallel techniques are needed to realize real time vision systems employing geometric hashing.
In this paper, we present scalable parallel algorithms for object recognition using geometric hashing. We de ne a realistic abstract model of CM-5 in which explicit cost is associated with data routing and synchronization. We develop a load-balancing technique that results in scalable processor-time optimal algorithms for performing a probe on this model. Given a model of with P PNs and a set S of feature points in a scene, a probe of the recognition phase can be performed in O( jV (S)j P ) time, where V (S) is the set of votes cast by feature points in S. This algorithm is scalable in the range 1 P jV (S)j 1 3 . On a mesh processor array of size p P p P which models the MP-1, we show that a probe can be performed in O( jV (S)j p P ) time, log 2 jV (S)j P jV (S)j. These results do not assume any distributions of hash bin lengths or scene points.
Introduction
Object recognition is a key step in an integrated vision system. Most model-based recognition systems work by hypothesizing matches between scene features and model features, predicting new matches, and verifying or changing the hypotheses through a search process 6, 7] . Recently, geometric hashing 10] has been proposed as an alternate approach for object recognition. However, parallel techniques are needed to use geometric hashing in real time applications.
In geometric hashing, a set of models is speci ed using their features points. For each model, all possible pairs of feature points are designated as a basis set. The coordinates of the features points of each model are computed relative to each of its basis. These coordinates are then used to hash into a hash table. The entries in the hash table comprise of (model, basis) pairs and are precomputed as follows: using a chosen basis, if a feature point in a model hashes into a bin, then the model and the basis are recorded in the bin. In the recognition phase, an arbitrary pair of feature points in the scene is chosen as a basis and the coordinates of the feature points in the scene are computed relative to this basis. The new coordinates are used to hash into the hash table. Votes are accumulated for the (model, basis) pairs stored in the hashed locations. The pair winning the maximum number of votes is chosen as a candidate for matching. The execution of the recognition phase corresponding to a basis pair is termed as a probe.
There have been two prior e orts in parallelizing the geometric hashing algorithm 2, 18]. Both implementations have been performed on SIMD hypercube-based machines. A major problem in both the implementations is the requirement of large number of processors. In 18] , the number of processors used is same as the number of bins in the hash table. Thus, O(Mn 3 ) processors are needed, where M is the number of models in the database and n is the number of feature points in each model.
In this paper, we develop scalable parallel algorithms for a probe in the recognition phase. We employ number of processors which depends on the size of the input, not on the size of the hash table. For asymptotic analysis we use a model of CM- 5 17] in which the processing nodes are connected by a high bandwidth low latency network and a cost is associated with each of the operations that can be performed in the network. In this model, unit time is associated with the basic operations at processing nodes and nodes in the data and control networks.
Given a scene S, we show that a probe of the recognition phase can be performed in O( jV (S)j P ) time on the model of CM-5 having P processors, where V (S) denotes the votes cast by S. The algorithm is scalable and is processor-time optimal over the range 1 P jV (S)j 1 3 . This algorithm does not assume any distributions of hash bin lengths or scene points. Each processor is assumed to have a copy of the hash table. Note that any parallel algorithm on the above model employing a xed number of copies of the hash table will result in (jSj) worst-case performance.
We show that if C copies are available, then the probe can be performed in O( jV (S)j C ) time, for 1 C P jV (S)j 1 3 . We also show that a probe can be performed in O( jV (S)j p P ) time on a mesh array of size p P p P which models MP-1, for log 2 jV (S)j P jV (S)j. 1 This assumes that a copy of the hash table is available in each row of the processor array.
We perform implementations on CM-5 and MP-1. These implementations exploit the computation and communication characteristics of the underlying architectures of these machines to lead to large speed-ups for the size of scenes and models typically used by the vision community.
We show a simple implementation which performs well when the number of votes generated is small. However, the performance of this algorithm depends on the distribution of hash bin access, the distribution of votes generated, and the total number of votes generated. Based on our scalable parallel algorithms, we develop two alternate implementations. The second implementation handles congestion in voting. The third implementation handles congestion in bin access as well as in voting. This implementation partitions the hash bins across the processors and leads to superior performance in the worst case compared with the other two implementations. We also report the performance of the implementations under worst case scenarios in which hash bin access and collection of votes cause large congestion. Our implementations require number of processors that do not depend on the size of the model database and are scalable with the machine size. Results of concurrent processing of multiple probes on MP-1 are also reported.
An earlier implementation 18] results in 1.52 sec for a probe of the recognition phase on an 8K processor CM-2 on an input scene consisting of 200 feature points. In this experiment, the model database has 1024 models and each model is represented using 16 feature points. This performance is obtained under the following assumptions: the number of the processors number of hash bins, a distribution of hash table entries and the resulting votes such that no congestion occurs at a PE during hash bin access or during voting. We show that using the same hash function and the same number of hash bins as in 18] and using one copy of the hash table distributed over the entire processor array, a probe on a scene consisting of 256 feature points can be performed in less than 200 msec on a 32 processor CM- 5 20] . In the implementation in 18], certain inputs result in hash bin access congestion wherein many processors access the data in a single PE. Such congestion does not occur in our implementation. In addition, our algorithm evenly distributes the generated votes. The number of processors employed in our algorithm does not depend on the number of hash bins. The performance of our algorithm depends on the total number of votes only. As in 18], synthesized model data and synthesized scenes were used.
The organization of the paper is as follows. The geometric hashing technique is outlined in Section 2. Section 3 discusses parallelization of geometric hashing. In Section 4, implementation details are shown and experimental results are tabulated and compared. Concluding remarks are made in Section 5.
Object Recognition Using Geometric Hashing
In a model-based recognition system, a set of objects is given and the task is to nd instances of these objects in a given scene. The objects are represented as sets of geometric features, such as points or edges, and their geometric relations are encoded using a minimal set of such features. The task becomes more complex if the objects overlap in the scene and/or other occluded unfamiliar objects exist in the scene.
Many model-based recognition systems are based on hypothesizing matches between scene features and model features, predicting new matches, and verifying or changing the hypotheses through a search process 6]. Geometric hashing, introduced by Lamdan and Wolfson 21] , o ers a di erent and more parallelizable paradigm. It can be used to recognize at objects under weak perspective. For the sake of completeness, we brie y outline the geometric hashing technique in Section 2.1. Additional details can be found in 21]. 
Geometric Hashing Algorithm

Preprocessing:
The preprocessing procedure is executed o -line and only once. In this procedure, the model features are encoded and are stored in a hash table data structure. However, the information is stored in a highly redundant multiple-viewpoint way. Assume each model in the database has n feature points. In Step a in Figure 2 
Recognition:
In the recognition procedure, a scene S of feature points is given as input. An arbitrary ordered pair of feature points in the scene is chosen. Taking this pair as a basis, the coordinates of the remaining feature points are computed. Using the hash function on the transformed coordinates, access a bin in the hash table (constructed in the preprocessing phase), and for every recorded (model, basis) pair in the bin, collect a vote for that pair. The pair winning the maximum number of votes is taken as a matching candidate. The execution of the recognition phase corresponding to one basis pair is termed as a probe. If no (model, basis) pair scores high enough, another basis from the scene is chosen and a probe is performed.
The time taken per probe depends on the hash function employed. Assuming a scene S results in V (S) votes, a probe of the recognition phase can be implemented in O(jV (S)j) time on a serial machine. This time bound can be achieved by using a well-known technique to store a sparse end for end for end for end 
Scalable Data Parallel Geometric Hashing
In this section, we present parallel techniques to implement the recognition phase. Algorithms presented in this section are implemented on Connection Machine CM-5 operating in SPMD mode and on MasPar MP-1 operating in SIMD mode. In SIMD mode, each processor executes a stream of instructions in a lock-step fashion on the data available in its local memory. The instructions are broadcast by the control unit. The SPMD mode of execution combines the characteristics of SIMD and MIMD modes. In this mode, the control processor broadcasts a section of the data parallel program to the processing nodes, rather than broadcasting an instruction at a time (as in a typical SIMD machine). At the start of the execution of a program, the complete program is sent to all the nodes with pseudo synchronization instructions embedded in the code (to implement synchronization barriers). Each node executes the program independent of others until an embedded synchronization instruction is reached. It resumes execution of the program only after all the nodes reach the synchronization barrier. This operation mode is also referred to as synchronized MIMD mode 11].
We will not elaborate on parallelizing the preprocessing phase, since it is a one time process and can be carried out o -line. Verify the candidate model edges against the scene edges. 5. If the model wins the ver cation process, remove the corresponding feature points from the scene. 6. Repeat steps 2, 3, 4, and 5 (until some speci ed condition). 
Models of CM-5 and MasPar
A. A Model of CM-5
A Connection Machine Model CM-5 system contains between 32 and 16,348 processing nodes (PNs). Each node is a 32 MHz Sparc processor with upto 32 Mbytes of local memory. The peak performance of a node having 4 vector units is 128 MFLOPS. The PNs are interconnected by three networks: a data network, a control network, and a diagnostic network. The data network provides high performance point-to-point data communications between the components of the system. The control network provides cooperative operations, including broadcast, synchronization, and scans. A partition denotes a collection of PNs (a power of 2), a control processor and corresponding portions of control and data networks. Additional details can be found in 11].
For our analysis, we will model the machine as a set of high performance SISD machines interacting through the data and control networks. In one unit of time, a PN can read or send a packet ( xed number of bytes) of information from or to the data network or perform an arithmetic/logic operation on local data. The data and control networks have a nite latency, a nite bandwidth, and a nite storage. In the following, P denotes the number of PNs in a partition.
Data Network
The data network is a 4-ary fat tree 13]. The network is composed of router-chips. Each router chip has 4 child connections and either 2 or 4 parent connections. The bandwidth continues to scale linearly up to 16; 384 PNs 11] . To route a message from one PN to another, the message is sent up the tree to the least common ancestor of the two PNs, and then down to the destination PN, so requiring no bandwidth higher in the tree. We assume that in one unit of time, a node in the tree can send a packet of data up/down a level in the tree. Thus, The worst case latency is O(log P) time. The latency can be hidden for large packet sizes.
Proposition 2: Suppose each PN has d packets of data to be routed to a single destination and the set of all destinations is a permutation, then the data can be
This model favors communicating long messages to communicating large number of short messages.
Control Network
The control network is a complete binary tree with all the PNs as leaves. The control network provides three general classes of operations which are broadcasting, combining, and global operations 11].
Broadcasting: a PN may broadcast a message through the control network to all other PNs in its partition. Combining: there are di erent types of combining operations which combine messages from each PN to perform max, addition, and parallel pre x operations on 32-bit words or bit-wise global OR and XOR. Global operations: the control network supports synchronous OR and asynchronous OR operations on a single bit in each PN. These operations are used to perform barrier synchronization.
We assume, in one unit of time, a node in the binary tree can perform a control network operation and send the result up/down a level in the tree. The time complexities of the control network operations are assumed to be:
Proposition 3: Broadcasting a packet of data from a PN to all PNs, combining a packet of data from each PN, and global operations can be performed in O(log P)
time.
The control network operations can be pipelined. Thus, K consecutive control network operations can be performed in O(log P + K) time. Each PE is connected to its eight neighbors via the Xnet for local communication. It provides 23 GigaBytes/sec peak data movement on a 16 K machine. Besides the Xnet, MP-1 has a global router network. The router is a three-stage network which provides point-to-point communication between any two PEs. A third network, called global or-tree is used to move data from individual PEs to the ACU. This network can be used to perform global operations such as global maximum, pre x sum, global OR, etc. on the data in the entire array.
In this paper, a xed size mesh array is used to analyze the asymptotic running times of the proposed algorithms. A xed size mesh array is a two dimensional array of processors of size p P p P . Each processor PE ij is connected to PE i+1j , PE i?1j , PE i;j?1 , and PE i;j+1 , if they exist.
Each PE ij is attached to a local memory module. The following assumptions are made for our asymptotic analysis:
An arithmetic/logic operation performed in a processor takes O(1) time.
A memory access by PE ij to memory module MM ij , 0 i; j p P ? 1, takes O(1) time. A unit data transfer from a PE to any of its neighbors takes O(1) time.
Parallel Algorithms for Probing
In the recognition phase, possible occurrence of the models in the scene is checked. The models are available in the hash table created during the preprocessing phase. An arbitrary ordered pair of feature points in the scene is chosen and broadcast to all the PEs. Taking this pair as a basis, a probe of the model database is performed. A parallel procedure to perform a probe is outlined in Figure 4 . Following the vendors terminology, PE and PN will be used interchangeably to denote a processor. Similarly, CP and ACU will be used to denote the controller for the processor array.
In the following analysis, we ignore the initialization costs, such as loading the scene points to the processor array and loading the hash table into the processor array. These assumptions are also made in the previous algorithms and implementations reported in 2, 18] . The hash table is given as a xed data and the input is the set of feature points S. The analysis is performed in terms of the total number of votes cast jV (S)j.
A. Analysis of running time of a probe on the model of CM-5
Parallel Probe
Step 1: Choose an arbitrary pair of feature points in the scene as a basis and broadcast it to all the PNs from CP.
Step 2: Compute Keys.
Step 3: Balance Load.
Step 4: Vote.
Step 5: Compute Winner. end Figure 4 : A parallel procedure to process a probe of the recognition phase.
We assume that each PN has a copy of the hash table. This assumption is made for asymptotic analysis only. A processing node of CM-5 can have upto 32 Mbytes of memory. This assumption is not unreasonable; however in our implementations we have distributed the hash table over groups of PNs and report the performance. Note that if a su cient number of copies of the hash table is not available then processor-time optimal performance can not be realized in the worst case. We begin with technical lemmas leading to the main result.
Lemma 1 Given a model of CM-5 having P PNs, any xed permutation of n elements where each PN sends and receives n P elements can be performed in O( n P ) time, 1 P q n log n .
Proof: Any permutation can be realized by a 3-stage Clos network 5] as shown in Figure 5 . The stages are numbered 0; 1; 2. Each (small) box in the middle stage is a P P box. The larger box in the middle stage consist of n P 2 (smaller) boxes. This 3-stage network can be simulated by a P node CM-5 model as shown in Figure 6 . In Figure 6 , each box denotes a PN in CM-5. Movement of n elements between any two consecutive stages can be realized by P rounds of data communication using the data network in CM-5. In a round, each box (PN) in a stage sends n P 2 values to a box in the next stage. A simple schedule can be used such that in round j, 0 j P ? 1, PN i sends n 2 P values to PN (i+j) mod P , in parallel for all i, 0 i P ?1. By Proposition 2, this can be performed in O( n 2 P + log P) time. Thus, the total time for realizing the permutation is O(P ( n P 2 + log P)) which is O( n P ), for 1 P q n log n . 2 Lemma 2 Given a model of CM-5 having P PNs such that each PN has n P elements initially and the value of the elements is over a xed range, these elements can be sorted in O( n P ) time, 1 P n Proof: The steps of the probe procedure are shown in Figure 4 .
Step 1 takes O(log P) time to broadcast a selected basis to all the PNs.
Step 2 consists of local computation only which can be completed in O( jSj P ) time.
The only step that needs careful implementation is the Balance Load procedure. Let jV (S)j denote the total number of votes cast by S. The Balance Load procedure distributes the scene points such that each PN has jV (S)j P votes at the end of the Vote step. An outline of the Balance Load procedure is shown in Figure 7 . This is somewhat similar to the techniques in 15]. However, there are di erences.
Balance Load
Step A: Compute jV (S)j.
Step B: Compute the destination for each scene point record.
Step C: Create dummy records.
Step D: Sort the records.
Step E: Send the records to their destination. end Step C creates dummy records such that each PN contains d 2jV (S)j P e records before sorting the records. Let s j denote the set of all scene point records to be sent to PN j and js j j denote the size of s j , 0 j P ?1. We can compute js j j, 0 j P ?1, using a segmented pre x sum operation where a segment denotes a set of records having the same destination. This can be completed in O( jSj P + log P) time. Now copy js j js to all PNs so that each PN has js j j, 0 j P ? 1. This can be completed in O(P + log P) time using Proposition 2 and pipelining the control network operations. PN j creates d jV (S)j P e ? js j j dummy records with the destination eld having j and d jV (S)j P e ? jSj P + js j j dummy records with the destination eld having P. At this time each PN has d 2jV (S)j P e records. In step D (in Figure  7) , we sort the d 2jV (S)j P e P records using the destination as the key. Note that the destination value is an integer in the range 0 to P. This Figure 4 , Step 4 is a table lookup which can be completed in O( jV (S)j P ) time. The hash bins are organized (in the Preprocessing phase) such that they have multiple access points. The number of access points need to be a function of P and can be precomputed. The last step which computes the winner can be performed by sorting the jV (S)j votes using (model; pair) as the key. As the range of these keys is 0 to Mn 2 , the sort of jV (S)j items can be performed in O( jV (S)j P ) time, for 1 P jV (S)j For load balancing, we need to sort on a mesh in which each PE has more than one data item. The following two lemmas easily follow from well-known sorting ideas in the literature. For the sake of completeness, we outline their proofs. Lemma Proof: The strategy employed in the proof of Theorem 1 is used here. The main steps of the procedure are shown in Figure 4 . We discuss the key implementation details only. Initially each PE has jSj P scene points. In Step 3, the Balance Load procedure is executed.
Step A of Balance Load procedure (see Figure 7) Note that the time bound in Theorem 2 is optimal on the model considered if sort-based approaches are used.
Implementation Details and Experimental Results
In this section, we rst discuss various issues in implementing the algorithms developed in Section 3.2 on CM-5 and MP-1. Then, we outline the procedures employed to perform the individual steps in a probe. These procedures were developed to exploit the available features of these machines and to result in large speed-ups for typical image sizes and models used by the vision community. Experimental results of our implementations on CM-5 and MP-1 are reported in Sections 4.2 and 4.3 respectively.
Implementations
State of the art in image understanding techniques that employ geometric hashing results in the following scenario:
Number of models = few hundreds up to a thousand, Number of feature points/model = 10{20, Number of scene points = few hundreds up to a thousand.
For a typical example, where 1024 models are used and each model has 16 points, the hash space has 4M points. A serial implementation on a Sun Sparc 400 (operating at 32 MHz with 64
Mbytes memory) with 1024 scene points as input results in 4:966 sec/probe. A hash table having 4M entries with average bin length of 512 was used in this experiment. The implementation was performed in C, the code was optimized using the an optimizing compiler. The time was measured using UNIX command clock() which reports the sum of user CPU time and system CPU time. The goal of an integrated real-time vision system is to perform a probe (or multiple probes if possible) in a fraction of a time available between frames (33 msec).
To estimate the overheads in implementing the asymptotically optimal algorithm (discussed in Section 3.2) on CM-5, assume that 32 PEs are used (note that this is the smallest partition size available on CM-5). We will estimate a lower bound on the time to perform a few key steps in the optimal algorithm, assuming computations can be performed for free. The Balance Load procedure has a sort operation which consists of a local sort followed by a data communication repeated four times. The overall data communication requires 2P steps of data permutation using the data network. In our experiments on CM-5, we noted that the set-up time to realize a permutation was about 0.30 msec. Using P = 32 would result in 19.2 msec for data communication in a sort operation. This implies the Balance Load procedure would take at least 19.2 msec (independent of the packet size). Similarly the Compute Winner (Step 5 in the procedure shown in Figure 4) would take at least 19.2 msec. The execution time of a probe depends on the total number of votes generated. If the number of votes is very small, no noticeable speed-up can be obtained using the asymptotically optimal algorithm.
In addition, the availability of memory space in each PE a ects the number of copies of the hash table that can be stored in the processor array. For the example considered above, where 1024 models are used and each model has 16 points, the hash table has 4M entries. Each PE of CM-5 can have up to 32 Mbytes of storage. Also, each PE of MP-1 has 64 Kbytes of storage. Each entry in the hash table can be represented using 3 16-bit integers. This will require 24Mbytes of memory. The representation can be compacted into 3 bytes; we have not employed these optimizations in our implementations. Due to the limited memory available in each PE, it is not feasible to implement the asymptotically optimal algorithms.
We develop implementations that adapt the techniques developed in Section 3.2 when a few copies of the hash table are only available. We also develop an alternate implementation which partitions a single copy of the hash table across the PEs. This strategy evenly distributes the load across the PEs and results in improved time performance in the worst case.
We brie y outline the procedures employed in our implementations. Note that the actual implementations on CM-5 and MP-1 vary due to the communication protocols of these machines. If C copies of the hash table are stored in the processor array (P is a multiple of C), then the processor array is partitioned into C groups. In this case, g(i) = j P C + b i (dBC=P e) c, 0 i B ? 1 and j denotes the group to which the PE belongs, 0 j P C ? 1.
3. The Collect Vote procedure. We designed a simple (asymptotically non-optimal) voting procedure in which each PE is responsible to collect votes for Mn 2 P (model, basis) pairs. Thus, each PE has Mn 2 P counters. In the case of M=1024, n=16, and P=32, 8K integer words (2 bytes) of storage is needed per PE to implement this procedure. The Collect V ote procedure accesses the hash bin entries locally, generates the votes and forwards them to the PE responsible for collecting the votes for that (model; basis) pair.
4. The Compute Winner1 procedure determines the (model, basis) pair receiving the maximum number of votes by scanning the vote counts recorded in each PE. This is performed in 2 steps: nding the local maximum of votes followed by nding the maximum over the entire processor array.
5. The Generate Vote procedure is used by sort-based approach -it accesses the hash bin entries locally and copies the (model, basis) pairs into a list. end for parallel-end end end for end for parallel-end end Compute the maximum of local max over the entire processor array. end 
Compute Winner2
In parallel, Sort VOTE LIST ] over the entire processor array In parallel, each PE i , 0 i P ? 1, do Count the total number of votes for each distinct (model; basis) pair.
In parallel, each PE i , 0 i P ? 1, do
Compute the local maximum and store it in local max.
Compute the maximum of local max over the entire processor array. end Figure 13 : Skeleton of a sort-based procedure to compute the winning (model, basis) pair. Based on the procedures described in Figures 8, 9, 10 In Algorithm C, we uniformly distribute the entries of each bin to all PEs such that each PE generates the same number of votes (for any given S) in Step 4. This results in an even distribution of workload over the processor array. Algorithm C leads to superior performance if the average bin length is at least equal to the size of the processor array. This implementation was performed on CM-5 only.
Algorithm D -Multiple probes
In this algorithm, we assume that the number of available PEs is larger than the number of feature points in the scene.
1. Broadcast jSj scene points to each subarray of processors of size jSj, such that each processor has a feature point.
2. Broadcast a basis to all processors in each subarray of size jSj. Algorithm D performs concurrent processing of multiple probes. The processor array is partitioned into disjoint subarrays of jSj processors. Each subarray processes a probe using a distinct basis. In Steps 4, 5, and 6, the processor array is operated as P jSj subarrays of size jSj. The communication is restricted to PEs within each subarray. This implementation was performed on MP-1 only.
We have used a synthesized model database containing 1024 models. Each model consists of 16 randomly generated models in 2 dimensions. This results in a hash table having 4M entries. These model points were generated according to a Gaussian distribution with zero mean and unit standard deviation as in 18]. Similarly, scene points were synthesized using a normal distribution. The equalization technique in 18] was applied to quantize the transformed coordinates, i.e., for each transformed point (u; v), the following hash function (where denotes the standard deviation of the set of model points) is applied: f(u; v) = (1 ? e ? u 2 +v 2 3 2 ; atan2(v; u))
The above hash function uniformly distributes the data in the preprocessing phase over the hash space such that each hash bin has nearly the same length 18]. However, the performance of Algorithm C does not depend on the hash function employed as long as the average bin length number of PEs employed.
Experimental Results on CM-5
Our implementations on CM-5 were performed in C using CMMD 3.0 message passing libraries. The programs were executed in host/node mode. The execution time was measured using the CM-5 node timer and the elapsed time is reported. Table 1 shows the total execution time of Algorithm A. The average bin length and the size of CM-5 partition are varied. For each bin length, the performance scales almost linearly with P. Algorithm A o ers fast execution (compared with Algorithms B and C) when the hash table accesses are uniformly distributed over the PNs and the number of votes generated is small. The performance of this algorithm is sensitive to the number of votes generated and the tra c generated in collecting the votes. The following scenarios can severely a ect the execution time: (a) Bin access congestion: all the keys point to the bins stored in a PN. (b) Voting congestion: all the votes are collected in a PN. These scenarios can be alleviated by using more number of copies of hash table. Table 2 shows the execution times of Algorithm A under scenario (a) using 1, 2, and 4 copies of hash table. Tables 3 and 4 shows the total execution times of Algorithms B and C when the average bin length and the CM-5 partition size are varied. The experiments were conducted using three sorting algorithms.
The rst algorithm is the Leighton's columnsort 12] as discussed in designing the optimal algorithm in Section 3.2. The sort consists of a local sort followed by a data communication. These two steps are repeated four times. This algorithm is constrained by r 2(P ? 1) 2 , where r is the number of votes in each PN and P is the number of PNs. For the sake of simplicity, if we let r 2P 2 , then the total number of votes to be sorted should be at least 2P 3 . If P = 128, the total number of votes generated must be at least 4M. This algorithm is not useful for the data sizes arising in typical applications if P 128.
In the second algorithm, we use columnsort to sort the votes. However, a local sort step in the columnsort is performed by a group of PNs using columnsort. We partition the processor array into p P disjoint groups, each group having p P PNs. The local sort is performed on r p P votes in a group of p P PNs. The sorted votes are then shu ed among the groups. We repeat the local sort and the shullfe step four times. Therefore, the constraint can be relaxed to r 2( p P ? 1) 2 . We refer to this algorithm as CC-sort.
The third algorithm is more useful if the number of votes generated is small or the number of PNs is large. The algorithm is similar to CC-sort. However, bitonic sort is used to perform the local sort. The processor array is partitioned into P 0 groups. The votes in a group of size P P 0 are sorted using bitonic sort. At the higher level columnsort is used. P 0 is computed based on the number of votes generated such that: r 0 2(P 0 ? 1) 2 , where r 0 is the total number of votes in a group of size P P 0 . Bitonic sort implemented using P P 0 PNs requires 1 2 log P P 0 (log P P 0 + 1) parallel compare-exchange steps, log P P 0 local merge steps and an initial (parallel) sort of local data in the PNs. For a given number of votes, the execution time may increase as the number of PNs increases due to increased number of compare-exchange steps. We refer to this algorithm as CB-sort. 
Experimental Results on MP-1
Our implementations on MP-1 were performed in MPL (MasPar Programming Language). The DPU (Data Parallel Unit) timer is used to measure the execution time. The elapsed time (measured by dpuTimerElapsed()) is reported.
We were unable to execute Algorithms A and B on various sizes of MP-1 as the smallest con guration of MP-1 consists of 1K processors. The performance of Algorithms A and B on MP-1 on various average bin lengths is shown in Tables 6 and 7 . A 4K MP-1 was used for concurrent processing of multiple probes using Algorithm D and the results are reported in Table 8 .
In Algorithms B and D, we used the sort function supported by MP-1. The sort-based implementation is very e ective in reducing the communication time. It can be observed that the execution times of the three algorithms grow linearly with the bin length. Note that as the machine size increases (to 4K), the time for data routing within subarray of size 1K increases, leading to increased times for hash bin access and voting. 
Conclusion
We have shown scalable data parallel algorithms for the probe step in geometric hashing. Based on these algorithms, we have obtained fast parallel implementations. These implementations are developed after carefully studying the characteristics of the underlying architectures of CM-5 and MP-1. Various experiments were conducted to ne tune the partitioning and the mapping strategies to suit the communication and the computation capabilities of these machines. Based on these experiments, data parallel algorithms were designed to e ciently utilize the architectural and programming features of the machines. The implementations achieve superior time performance compared with known implementations.
