ABSTRACT
INTRODUCTION
he analysis of means (ANOM) procedure was originally proposed by Ott (1967) as alternative to the analysis of variance (ANOVA) test for the equality of means of several normal populations. A comprehensive account of several ANOM-type procedures can be found in Nelson et al. (2005) . Bakir (1989 Bakir ( , 1994 developed nonparametric (or distribution-free) versions of ANOM to test the equality of several means in the settings of a completely randomized design and a randomized complete block design. Based on Bakir's (1989) ANOMR version, we develop in this paper a nonparametric procedure for testing the null hypothesis of equal population variances (or scale parameters). In a truly distribution-free test procedure, the distribution (called the null distribution) of the test statistic under the null hypothesis, must not depend on the functional form of the underlying parent distribution of the observations. When testing the equality of only two variances, our proposed procedure is equivalent to Flinger and Killeen (1976) distribution-free two-sample test for scale.
The most general setting for the problem of testing the equality of several variances (the so called multisample scale problem, or homogeneity of variances problem) can be outlined as follows:
X X X be mutually independent random samples drawn from populations with cumulative distribution functions (CDFs) 12 , , , I F F F , where,
The function F is an unknown absolutely continuous CDF that involves a location parameter To be truly distribution-free, however, most proposed nonparametric procedures require the assumption that the populations have known location parameters or, have the same (unknown) location parameter. The hypotheses of interest would then become:
1 :
ii
The constant  represents the common (unknown) location parameter, usually representing a central value (the median, or the mean if it exists) of the populations. Deshpande and Kusum (1984) and Kusum (1985) considered the two-sample scale problem when the common unknown location parameter is a general quantile of the populations. If the population centers are unknown and unequal, then Moses (1963) and Blair and Thompson (1992) rank-like procedures are among the very few truly distribution-free tests for the two-sample scale problem. For a literature review on the two-and multi-sample scale problems, see Duran (1976) , Daniel (1979) , Conover et al. (1981) and Shetty et al. (2004) . To better understand the proposed procedure, we first need to summarize (in Section 2) Bakir's (1989) ANOMR procedure for testing the equality of several population means.
ANOMR FOR TESTING THE EQUALITY OF MEANS
With reference to the setup in Eq. (1), ANOMR was proposed by Bakir (1989) as a distribution-free procedure to test the following null hypothesis of equality of several population central parameters (means, or medians):
against the alternative hypothesis: : ',
In the ANOMR procedure, the original rank of X in the combined sample of X's
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Equivalently, the ANOMR test rejects 0
When 0 H in Eq. (6) is true, the quantities ; , , , ,
Further, Bakir (1989) 
where,   I ;   is to be read from Table IV of Bakir (1989) depending on the level of significance,  , and the number, I, of populations being compared.
A NONPARAMETRIC ANOMR-TYPE TEST FOR HOMOGENEITY OF VARIANCES
In this section we develop a nonparametric ANOM-type procedure for testing the equality of several variances (the multi-sample scale problem). We need to assume that the populations have a common (unknown) center (median or mean). The procedure is designed to test the null and alternative hypotheses in Eqs. transformations because they are easier to calculate. In Section 3.1 we develop the procedure and in Section 3.2 we establish its distribution-free property.
Development Of The Anomr-Type Homogeneity Of Variances Procedure
Define the transformations:
Define the following ranks and average ranks:
rank of in the combined sample of '
The proposed test rejects 0 H in Eq. (4) if for any i, we get
Equivalently, the proposed test rejects 0
The critical values U C do not require special tables; they are identical to the exact and the approximate values The null hypothesis of equal variances is rejected if any of the plotted points falls outside the upper and lower decision lines; otherwise the null hypothesis is not rejected.
A Proof Of The Distribution-Free Property Of The Proposed Procedure
In this section we demonstrate that our proposed test is based on ranks of exchangeable random variables, the ' ij Us , and, hence, is distribution-free. For a definition of exchangeable random variables, see Randles and Wolfe (1979, Definition 1.3.6, pp 15).
To prove exchangeability, we express the ' ij Us in Eq. (15) as
where   ij g X X  and   It is to be noted that Wludyka and Nelson (1999) proposed tests for homogeneity of variances as viable nonparametric procedures. However, their procedures are not truly distribution-free because they are based on ranks of non-independent and non-exchangeable random variables.
AN APPLICATION TO TEST VARIABILITY IN THE GPAs OF STUDENTS
We now apply the proposed procedure, as developed in Section 3, to test the null hypothesis of equal variances of the grade point averages (GPAs) across five business academic majors: accounting (ACT), computer information systems (CIS), finance (FIN), management (MGT), and marketing (MKT). In symbols, we want to test the null and alternative hypotheses in Eq. (4) and Eq. (5).
At the end of summer 2009, a random sample of 10 students was selected from each one of the five business majors of our college. Table 1 shows the cumulative GPA of the selected students together with the overall median (Med) of the combined sample. Table 2 shows the absolute difference (deviation) of each GPA from the overall median. The absolute deviations are then ranked from least to largest in the combined sample and the average ranks are calculated as shown in Table 3 . Plotting the values of the average ranks of the five majors (see Table 3 ) and marking the center and decision lines result in the chart of Figure 1 . 
