A Variational Principle for Pulsating Standing Waves and an Einstein
  Relation in the Sharp Interface Limit by Morfe, Peter
ar
X
iv
:2
00
3.
07
29
8v
1 
 [m
ath
.A
P]
  1
6 M
ar 
20
20
A VARIATIONAL PRINCIPLE FOR PULSATING STANDING
WAVES AND AN EINSTEIN RELATION IN THE SHARP
INTERFACE LIMIT
PETER S. MORFE
Abstract. This paper investigates the connection between the effective, large scale
behavior of Allen-Cahn-type energy functionals in periodic media and the sharp
interface limit of the associated L2 gradient flows. In the first part of the paper,
we introduce a Percival-type Lagrangian defined in the cylinder R × Td and prove
that minimizers, which we call pulsating standing waves, exist under very weak
assumptions on the coefficients. We use the pulsating standing waves to give new
proofs of the existence of plane-like minimizers of the energy and to study the
differentiability properties of the surface tension in the particular case of laminar
media. In the final part of the paper, we prove a sharp interface limit for a restricted
class of initial data in laminar media, assuming only smoothness of the coefficients,
extending previous work of Barles and Souganidis. Using what we proved about the
surface tension, we show that the effective interface velocity we obtain is consistent
with the Einstein relation posited by Spohn. Through the analysis of a specific class
of examples, we demonstrate a number of pathologies that can arise, including cases
where the coefficients of the effective equation degenerate as the angle between the
laminations and the normal vector tends to zero.
1. Introduction
1.1. Motivation. In this work, we revisit the analysis of the large scale behavior of
van der Waals-Cahn-Hilliard phase transitions in a periodic medium. We are inter-
ested in the relationship between the asymptotics as ǫ→ 0+ of the energy functionals
(1) Faǫ (uǫ;A) =
ˆ
A
(
ǫ〈a(ǫ−1x)Duǫ(x), Duǫ(x)〉
2
+ ǫ−1W (uǫ(x))
)
dx
and the associated L2 gradient flows, namely,
(2) uǫt − div(a(ǫ−1x)Duǫ) + ǫ−2W ′(uǫ) = 0 in Rd × (0, T )
Here W : [−1, 1] → R is a double well potential (i.e. a continuous function with
W−1({0}) = {−1, 1}) and a is a uniformly elliptic matrix field in Td. The ǫ scaling
in the functional Faǫ and the equation (2) arises after blowing down space by a factor
ǫ−1 and time by ǫ−2, reflecting the fact that, in the limit ǫ → 0+, (1) and (2) are
intended to describe phase transitions at large scales.
The van der Waals-Cahn-Hilliard theory is a phenomenological, mesoscopic (or
intermediate) scale description of phase transitions in materials. The so-called phase
field uǫ takes values in [−1, 1]: the domain where it is close to 1 indicates one phase
Date: March 17, 2020.
1
2 P. MORFE
of the material in question (say, the liquid phase of a fluid), while the domain where
it is close to −1 indicates the other phase (say, the solid one). In the limit ǫ→ 0+, we
expect uǫ to approach the characteristic function of a hypersurface E in Rd (1 inside
and −1 outside), the interpretation being that, at the macroscopic scale, the width
of the interface between the two phases becomes infinitessimal.
When a(x) = Id independently of x, the energy (1) is often called the Allen-Cahn
functional and the gradient flow (2), the Allen-Cahn equation. It is by now well-known
that, as ǫ→ 0+, Faǫ is well-approximated by the perimeter functional on hypersurfaces
(suitably normalized) and, in the so-called sharp interface limit, solutions uǫ of (2)
converge to the characteristic function of a mean curvature flow. (A nice introduction
to the first result can be found in [A], and comprehensive references for the second
are in [BS].) Roughly speaking, where the energy is concerned, what that means
is that Faǫ (uǫ;A) ≈ cWP (E;A) if uǫ approximates the characteristic function of E,
where P (E;A) is the perimeter of E in A and cW is a constant reflecting the shape
of W . As for the gradient flow, if uǫ(·, 0) approximates the characteristic function of
E, then uǫ(·, t) can be shown to approximate the characteristic function of Et, where
t 7→ Et is a mean curvature flow with E0 = E. One interesting feature of these results
is their consistency: since mean curvature flow is at least formally the gradient flow
of the perimeter (cf. the discussion in [Ser, Section 3.3]), the two results show that
the limit ǫ→ 0+ and the gradient flow “commute.”
If a is instead a periodic, uniformly elliptic matrix field, Barles and Souganidis [BS]
showed that (2) converges to a certain anisotropic geometric flow provided a number
of strong hypotheses are satisfied. Later, Ansini, Braides, and Chiado´ Piat [ABC]
studied the limit of the energy functionals Faǫ , proving that they approximate an
anisotropic perimeter functional under very general hypotheses. The main motivation
of this paper is to understand how these two results are related and, in particular,
whether or not the ǫ→ 0+ limit “commutes” with the flow.
1.2. A guiding example and the formalism of Spohn. Before reviewing what is
known about Faǫ and its gradient flow, it is instructive to consider a very nice example
of what can be proved about models of this type. A non-local cousin of Faǫ , called
the Lebowitz-Penrose functional, has the following form in this scaling:
FLPǫ (uǫ;A) =
ˆ
A
ǫ−1W (uǫ(x)) dx+
1
4
ˆ
A
ˆ
Rd
ǫ−(d+1)J
(
x− y
ǫ
)
(uǫ(x)− uǫ(y))2 dx dy
Here J is a non-negative, compactly supported function with
´
Rd
J(x) dx = 1. One
evolution equation of interest here, which can be derived from the Ising model with
Ka´c interactions and corresponds to a very specific choice of W , is
(3) uǫt + ǫ
−2
(
uǫ − tanh
(
ǫ−dβJ
(x
ǫ
)
∗ uǫ
))
= 0 in Rd × (0, T )
Here β > 0 is a constant related to W . It can be shown (cf. [P, Chapter 6]) that the
energy does not increase along this flow.
As in the study of the Allen-Cahn functional and equation, the large scale behavior
of both the energy FLPǫ and the flow (3) are well approximated by an interfacial
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energy functional and a related geometric flow. Specifically, FLPǫ (uǫ;A) ≈ J (E;A)
if uǫ approximates the characteristic function of E, where
J (E;A) =
ˆ
E∩A
ϕW,J(νE(ξ))Hd−1(dξ)
Here ϕW,J is the so-called surface tension, which turns out to be a C2, strictly convex
Finsler norm, so that J (E;A) is an anisotropic perimeter functional.
In the sharp interface limit of (3), the phase fields uǫ approximate characteristic
functions of surfaces evolving by a geometric flow described by the following level-set
PDE:
(4) ut −MW,J(Du)−1tr(D2ϕW,J(Du)D2u) = 0 in Rd × (0, T )
For the reader who is not familiar with level-set formulations of geometric flows, we
refer to [BS] and the references therein. Let us just mention that (4) means that we
are studying surfaces Et evolving in such a way that the normal velocity VEt(ξ) at
each point ξ ∈ Et satisfies
(5) MW,J(νEt(ξ))VEt(ξ) = tr(D
2ϕW,J(νEt(ξ))AEt(ξ)),
where νEt is the normal vector of Et and AEt is its second fundamental form.
The meaning of (5) was discussed by Spohn [Sp]. Given F > 0, MW,J(e)−1F is
the effective (i.e. macroscopic scale) speed of a planar interface with normal e if an
external force with magnitude F is applied. While this is at first glance only a physical
heuristic, it is given a rigorous mathematical meaning in the work of Katsoulakis and
Souganidis (see [KS2, Theorem 2.3] in the case α 6= 0).
The right-hand side of (5) is the anisotropic curvature of Et with respect to ϕ
W,J ,
which, at least formally, is the L2 gradient of J (E;A). In this setting, there is no
problem interpreting this quantity since D2ϕW,J is continuous. However, it is worth
noting that there is considerable interest in equations like (4) and the associated flows
in the case when ϕW,J is not regular, and one of the aims of this paper is to highlight
the pertinence of those questions in the study of (2).
Following Presutti [P], we refer to (5) as an Einstein relation for the effective
velocity. That (4) controls (3) for short times was first proved by De Masi, Orlandi,
Presutti, and Triolo [DOPT] in the isotropic case and then extended to a global-in-
time result by Katsoulakis and Souganidis [KS1]. The latter authors also completed
the same program in the anisotropic case [KS2]. That the interface velocity obtained
in those works can be written in the form (5) was proved by Butta` [Bu] and Bellettini,
Butta`, and Presutti [BBP].
Before moving on from this digression, we should briefly review a key element in the
analyses of both the energy and the gradient flow. The lynchpin in the analysis is the
family of standing waves (qe)e∈Sd−1. These are one-dimensional stationary solutions
of (3), parametrized by the direction e along which they connect the two phases, and
their key property is they minimize a one-dimensional, averaged version of the energy
FLP1 (see [P, Chapter 8]). In fact, the averaged energy of qe is precisely ϕW,J(e)
and MW,J(e) =
´∞
−∞ q
′
e(s)
2 ds. When the medium is isotropic (i.e. J(x) = J(‖x‖)),
4 P. MORFE
Alberti, Bellettini, Cassandro, and Presutti [ABCP] prove that FLPǫ ≈ JW,J by
exploiting the idea that qe is the optimal shape for a planar phase transition in the
e direction, and, in the analysis of (3) (including the anisotropic case), sub- and
super-solutions are constructed from the standing waves using that same intuition
(see [KS2] or [BS]).
1.3. Pulsating standing waves. In [BS], solutions of (2) are controlled, in a manner
similar to what is done in the Lebowitz-Penrose case, using explicit sub- and super-
solutions constructed from what we will refer to here as pulsating standing waves.
These are solutions Ue = Ue(s, x) of the following degenerate elliptic equation
(6) (e∂s +Dx)
∗(a(x)(e∂s +Dx)Ue) +W ′(Ue) = 0 in R× Td
A smooth solution Ue of (6) generates a family of planar phase fields directed in the e
direction. More precisely, if we introduce a family of functions (ueζ)ζ∈R in R
d defined
by uζ(x) = Ue(〈x, e〉 − ζ, x), then each function ueζ is a stationary solution of (2)
connecting 1 and −1 in the e direction in the following sense:
lim
〈x,e〉→±∞
ueζ(x) = ±1.
Assuming that there is a nice family of smooth pulsating standing waves (Ue)e∈Sd−1,
Barles and Souganidis [BS] proved that the sharp interface limit of (2) is described
by the flow of hypersurfaces encapsulated in the following level-set PDE:
(7) u˜t − M˜a(Du˜)−1tr(S˜a(Du˜)D2u˜) = 0 in Rd
Here again we interpret M˜a as a mobility coefficient. The relationship between the
matrix function S˜a and the energy functional (1) is not treated in [BS], but it is
computed explicitly using the standing waves.
1.4. Effective behavior of the energy and plane-like minimizers. In [ABC],
it is proved that F ǫ(uǫ;A) ≈ F˜a(E;A) if uǫ approximates E, where
(8) F˜a(E;A) =
ˆ
E∩A
ϕ˜a(νE(ξ))Hd−1(dξ),
where, again just as in the Lebowitz-Penrose case, the surface tension ϕ˜a is a Finsler
norm. It’s worth noting that [ABC] use an approach that is rather different than the
one in [ABCP]; in fact, it’s more similar to the treatment of the anisotropic Lebowitz-
Penrose functional by Alberti and Bellettini in [AB]. In particular, entire stationary
solutions of (2) are not used in the proof at all.
At around the same time, Caffarelli and de la Llave [CL] studied a related prob-
lem using a method in which, once again, special planar stationary solutions play
a distinguished role. This approach was generalized to the energy Fa1 under con-
sideration here by Valdinoci in his thesis [V]. Specifically, he proves that, in each
direction e ∈ Sd−1, there is a family of planar stationary solutions of (2), which we
will hereafter refer to as plane-like minimizers, that are energy minimizing and have
certain monotonicity and periodicity properties inherited from the Zd-invariance of
the coefficients. Although it is not made explicit there, these stationary solutions are
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also similar to the standing waves of the Lebowitz-Penrose functional in that their
averaged energy, suitably defined, equals the surface tension ϕ˜a(e) obtained in [ABC].
(We make this precise in Theorem 10 below.)
1.5. Overview of the Paper. Here we revisit the results of [BS], [ABC], and [V],
seeking to clarify the relations between those works and to investigate the possibility
of obtaining a homogenization result for (2) with fewer assumptions on the pulsating
standing waves.
To start with, we introduce a Lagrangian T ae of the form
(9) T ae (U) =
ˆ
R×Td
(〈a(x)DeU,DeU〉
2
+W (U)
)
dx ds, De := e∂s +Dx
which has the pulsating wave equation (6) as its Euler-Lagrange equation. We show
that minimizers of this functional exist under very general regularity assumptions
on the coefficients a and W , and we demonstrate that if Ue is a minimizer, then the
functions (ueζ)ζ∈R generated by it are energy minimizing stationary solutions of Fa1 . In
fact, these are precisely the plane-like minimizers obtained in [V], though we obtain
existence under weaker regularity assumptions than was done there.
Additionally, we show that, as in the study of the Lebowitz-Penrose functional,
T ae (U) can be rewritten as the average energy of the functions generated by U , and
if Ue is a minimizer, then
T
a
e (Ue) = ϕ˜
a(e),
where ϕ˜a is the surface tension obtained in [ABC].
Next, we turn to (7). A significant difficulty is, at odds with the assumptions in
[BS], the minimizers of T ae are not expected to be smooth. (In fact, we provide a
counter-example.) Therefore, rather than perform formal computations, we restrict
to laminar media (i.e. a is Zk × Rd−k-periodic for some k < d) to recover enough
regularity to compute rigorously.
Using minimizers (Ue)e∈Sd−1 of the Lagrangians (T ae )e∈Sd−1, we show that, in this
setting, ϕ˜a is C2 and strictly convex away from the directions of the laminations, and
we provide an explicit class of solutions of (2) that converge, in the sharp interface
limit, to graphical solutions of (7). Consistent with the formalism of Spohn and
what is known in the Lebowitz-Penrose case, we prove that, for such solutions, the
coefficient S˜a(e) is given by
S˜a(e) = D2ϕ˜(e)
Additionally, we analyze a simple example that demonstrates some of the patholo-
gies that can arise. In particular, our work suggests that, in general, (7) will not be
as nice an equation as mean curvature flow or (4).
1.6. Related literature. Again, we refer to [BS] and the references therein for more
on level-set PDE, sharp interface limits, and related phenomena.
There has recently been considerable interest in effective behavior of energy func-
tionals in periodic media, including the differentiability properties of the coefficients
obtained in the limit. Here we have in mind particularly the work of Chambolle and
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Thouroude [CT] and Chambolle, Goldman, and Novaga [CGN]. Their work, like [CL],
concerns a sharp interface analogue of the model we are studying, centered around
energy functionals whose prototypical example isˆ
Eǫ∩A
‖a(ǫ−1ξ)νEǫ(ξ)‖Hd−1(dξ),
where, as in our setting, a is a uniformly elliptic matrix field in Td, but in place
of a phase field approach, the two phases are separated by a hypersurface Eǫ from
the start. In [CT], the authors introduced a cell problem similar in spirit to the
Lagrangian used here and show how its minimizers relate to the plane-like minimizers
obtained in [CL]. Later, in [CGN], the approach of [CT] is used to study the sub-
differential of the surface tension associated with their model, culminating in the
proof of a conjecture from [CL].
The results of this paper are also closely related to the classical Moser-Bangert the-
ory, which is an extension of Aubry-Mather theory to the continuum. A prototypical
model in that context is a functional of the form
(10)
ˆ
A
(
1
2
〈a(x)Du(x), Du(x)〉+ V (x, u(x))
)
dx,
where a is uniformly elliptic and periodic, as before, and V is Zd × Z-periodic. In
this setting, the basic building blocks are stationary solutions whose graphs look
like periodic perturbations of hyperplanes in Rd × R (rather than phase fields whose
level sets approximate hyperplanes in Rd), and consequently the convex function
describing the large scale behavior of the energy (called the minimal average action)
has quadratic growth rather than linear. (Indeed, (10) includes the energy functionals
of linear elliptic homogenization.)
Even though at a first glance the functionals (10) and (1) are very different, it
is well-known that the latter can be understood as a special case of the former.
Therefore, for instance, the existence of plane-like minimizers of (1) follows from the
study of so-called secondary laminations in [B], at least when the coefficients are
smooth enough. See [JV] or the introduction of [RS2] for an explanation of this, and
[RS2] for a comprehensive literature review.
The most striking similarity between the approach of this paper and existing work in
Moser-Bangert theory is the family of Lagrangians (T ae )e∈Sd−1. A similar functional,
sometimes referred to as the Percival Lagrangian (cf. [Mos]), has been useful in that
setting. Just as we use T ae here to prove the existence of plane-like minimizers, the
Percival Lagrangian has been used in Moser-Bangert theory to prove the existence of
so-called WSI solutions (the analogue of plane-like minimizers) by Bessi [Be] and, in
the Frenkel-Kontorova model, by de la Llave and Su [LS]. Bessi’s existence proof is
similar to ours, using the same basic idea to obtain a BV estimate (see Proposition
14). However, that proof again relies on the regularity of the coefficients. In addition
to our accomodation of irregular coefficients, another difference between our existence
proof and those in [Be] and [RS1], which makes it more similar to the ones in [CL]
and [V], is we entirely avoid using the strong maximum principle.
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Going beyond questions of existence, the Percival Lagrangian was used by Senn in
his study of the sub-differential of the minimal average action [Sen2]. In addition to
finding explicit formulas for the partial derivatives of the minimal action and relating
its structure to that of the WSI solutions, Senn also proved that the minimal average
action is strict convex [Sen1]. The author expects that similar results can be proved
in the context considered here and plans to address that question in future work.
Where the effective behavior of (2) is concerned, our idea to consider phase field
approximations of graphical solutions of (7) was inspired by the work of Barles, Ce-
saroni, and Novaga [BCN], who showed that certain graphical solutions of a sharp
interface analogue of (2) in laminar media converge to the solutions of a homoge-
nized geometric PDE. They were able to show that in dimension two, the effective
velocity vanishes in the direction of the laminations (see Remark 5.2 in that work,
especially the last sentence). We obtain a similar, but weaker, conclusion here, again
in dimension two (see Theorem 4, (iii)).
Some of the results presented here lean heavily on the improved regularity proper-
ties of laminar media (at least in transverse directions). We should stress that this is
nothing new. In fact, in both the homogenization and Moser-Bangert theory commu-
nities, it appears to be well-known that laminar media have advantageous properties
and provide a rich source of examples.
Finally, we add that our work is at least loosely related to ongoing research con-
cerning pulsating traveling waves and, more generally, transitions fronts of bistable
reaction-diffusion equations in periodic media. This paper was certainly influenced
by others on pulsating traveling waves, particularly the recent one by Ducrot [D],
which initially inspired our addition of a monotonicity constraint to counteract the
degeneracy of T ae (see the crucial BV estimate in Proposition 14 below). The author
hopes that some of the ideas involved in this work will prove fruitful in the study
of pulsating waves, though the availability of a finite Lagrangian in R × Td seems
to be very particular to the type of “balanced” potentials considered here. At the
very least, our results underscore the deep connections between the reaction-diffusion
equation (2) and Aubry-Mather theory, which the author has not seen exploited else-
where in the literature on pulsating waves. Given the similarities between some of
the questions asked in the two areas (compare, for instance, [QW] to [D]), the author
is optimistic there is more room to trade ideas between them.
1.7. Organization of the Paper. In the next section, we give precise statements
of the main results of the paper.
Section 3 explains the notation used throughout.
Section 4 provides a dictionary for translating between the Lagrangian T ae and
functions defined in the “cylindrical coordinates” of R × Td and the energy Fa1 and
functions defined in the “physical coordinates” of Rd.
Section 5 is devoted to the analysis of the Lagrangians (T ae )e∈Sd−1, in particular the
existence of minimizers. In Section 6, these results are used to relate the Lagrangians
and their minimizers in R× Td to Fa and its plane-like minimizers.
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Section 7 provides the link between the results of [BS] and [ABC] in laminar media,
establishing the Einstein relation and also deriving general regularity results for the
surface tension in this context.
The analysis of a specific class of examples in 2D laminar media is carried out in
Section 8.
Finally, we prove a sharp interface limit for a specific class of initial data, again
restricting to laminar media, in Section 9.
2. Main results
In the majority of the work, we operate under the following assumptions: we always
assume
a : Td → Sd measurable, λId ≤ a ≤ ΛId(11)
W : [−1, 1]→ [0,∞) continuous, W−1({0}) = {−1, 1}(12)
and, when proving the Einstein relation and studying the differentiability properties
of the surface tension in Section 7, we also assume that, for some α ∈ (0, 1),
a ∈ C1,α(Td;Sd)(13)
W ∈ C2,α([−1, 1]), W ′′(−1) ∧W ′′(1) ≥ α(14)
In Section 9, when we study the sharp interface limit, we will additionally assume
that a and W are both C∞, for convenience.
2.1. Minimizers of T ae . To start with, we show that the Lagrangian T
a
e defined in
9 has monotone minimizers. For each e ∈ Sd−1, we hereafter let E a(e) be given by
E
a(e) = inf
{
T
a
e (U) | |U | ≤ 1, U(·+ s, ·)→ ±1 in L1loc(R× Td) as s→ ±∞
}
Theorem 1. (1) If a and W satisfy (11) and (12), then, for each e ∈ Sd−1, there is
a minimizer Ue of the variational principle E
a(e) satisfying ∂sUe ≥ 0.
(2) If, in addition, a and W satisfy (13) and (14) and e /∈ RZd, then Ue is unique
up to translations in the s variable.
(3) E a = ϕ˜a in Sd−1, where ϕ˜a is the integrand in (8).
As a consequence of the theorem, we have a new proof of the existence of plane-
like minimizers of Fa. Let us recall that, following, for instance, [CL], a function
u : Rd → R is called a Class A minimizer of Fa if, no matter the choice of open set
Ω ⊆ Rd, we have
Fa(u; Ω) ≤ Fa(u+ f ; Ω) if f ∈ C∞c (Ω).
The next corollary shows that Fa has a very special class of these:
Corollary 1. If a and W satisfy (11) and (12), then, for each e ∈ Sd−1, there is a
family (uζ)ζ∈R of functions in Rd taking values in [−1, 1] such that
(i) For each ζ ∈ R, uζ is a Class A minimizer of Fa and lim〈x,e〉→±∞ uζ(x) = ±1
uniformly in 〈e〉⊥
(ii) The map ζ 7→ uζ from R into Cloc(Rd) (with the topology of local uniform
convergence) is non-increasing and has at most countably many discontinuities
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(iii) If k ∈ Zd and ζ ∈ R, then uζ(x− k) = uζ+〈k,e〉(x) in Rd.
(iv) (uζ)ζ∈R is uniformly Cα in Rd for some α ∈ (0, 1)
(v) For almost every ζ ∈ R, the following limit exists and satisfies:
lim
R→∞
R1−dFa(uζ;Q(0, R)⊕e R) = ϕ˜a(e)
Notice that the corollary implies that each function in the family (uζ)ζ∈R satisfies
the Birkhoff property (see Section 4.6 for the definition).
To the best of our knowledge, the result of Corollary 1 is new as far as the regularity
assumptions are concerned. Under more restrictive assumptions, existence of plane-
like minimizers in all directions was proved in Valdinoci’s thesis [V] and can also be
deduced from the work of Bangert [B]. In rational directions, an existence result with
irregular coefficients is already implicit in the work of Rabinowitz and Stredulinsky
(cf. [RS1], which assumes the coefficients are smooth, but has enough compactness
to obtain existence by approximating the coefficients by smooth ones), but they left
existence in irrational directions open.
2.2. Differentiability of ϕ˜a and the Einstein Relation. The remainder of the
paper concerns the sharp interface limit, revisiting what was done in [BS]. To start
with, we prove a regularity result for the surface tension in laminar media and relate
the effective interface velocity they found to the surface tension.
Before we state the result, we remark that in the laminar setting, it is instructive
to alter the domain of integration in the Lagrangian T ae . In the results that follow,
we assume that a is Zk ×Rd−k-periodic (i.e. axi ≡ 0 for i ∈ {k+1, . . . , d}) and, thus,
is the extension of a function in Tk to one in Td. In this case, we replace R× Td by
R× Tk and define
T
a
e (U) =
ˆ
R×Tk
(〈a(x)DeU,DeU〉
2
+W (U)
)
dx ds, De := e∂s +Dx
where the function U has domain R × Tk, Dx = (∂x1 , ∂x2 , . . . , ∂xk , 0, . . . , 0), and
e ∈ Sd−1 ⊆ Rd. We take this approach because it makes the benefits of the laminarity
assumption more readily apparent (cf. the discussion at the end of Section 7.1).
With the modified definition of T ae now in hand, we proceed with the main result:
Theorem 2. If a and W satisfy (11), (12), (13) and (14), and if a is Zk × Rd−k-
periodic for some k < d, then
(i) ϕ˜a ∈ C2(Rd \ (Rk × {0}))
(ii) For each e ∈ Sd−1 \ (Sk−1×{0}), there is a unique Ue minimizing the problem
E a(e) subject to the constraint ∂sUe ≥ 0 and the normalization
´
Tk
Ue(s, x) dx =
0
(iii) The map e 7→ Ue is continuously Freche`t differentiable from Sd−1\(Sk−1×{0})
into the space BC(R× Td)
(iv) For each e ∈ Sd−1 \ (Sk−1 × {0}), ∂sUe ∈ L2(R× Td) and the derivative of ϕ˜
at e is given by
Dϕ˜a(e) =
ˆ
R×Tk
∂sUea(x)DeUe dx ds
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(v) Given ξ ∈ Rd and e as in (iv), if we define functions Rξe and Ψξe by Rξe =
〈DeUe, ξ〉 and Ψξe = (∂sUe)−1Rξe, then
〈D2ϕ˜a(e)ξ, ξ〉 =
ˆ
R×Tk
〈a(x)ξ, ξ〉∂sU2e dx ds−
ˆ
R×Tk
(〈a(x)DeRξe, Rξe〉+W ′′(Ue)|Rξe|2) dx ds
=
ˆ
R×Tk
〈a(x)(ξ +DeΨξe), (ξ +DeΨξe)〉∂sU2e dx ds
Notice that the expression for D2ϕ˜a(e) in terms of Ψξe is reminiscent of the equation
for the effective diffusion matrix in linear elliptic homogenization.
Manipulating the expression for D2ϕ˜a obtained in the theorem, we obtain
Corollary 2. If the hypotheses of Theorem 2 are satisfied, then the matrix S˜a(e)
in (7), which was originally defined in [BS, Section 6], is well-defined as long as
e ∈ Sd−1 \ (Sk−1 × {0}), and, in that case, S˜a(e) = D2ϕ˜(e).
Additionally, the matrix (M˜a)−1D2ϕ˜a appearing in (7) satisfies the following bound:
M˜a(e)−1D2ϕ˜a(e) ≤ Λ(Id− e⊗ e) if e ∈ Sd−1 \ (Sk−1 × {0}).
2.3. A counter-example in 2D and other pathologies. We show that, in general,
even if a andW are smooth, the minimizers of the problem E a(e) may not be smooth.
Theorem 3. There is a class of smooth functions a1 : T → [0,∞) such that if
W (u) = 1
4
(1 − u2)2, for example, then, for d = 1, T ae does not have a smooth
minimizer in either direction in S0. We can extend this to any dimension d ∈ N,
thereby obtaining examples of laminar media in which there are at least two directions
where T ae does not have smooth minimizers.
In dimension two, we carry the analysis further, providing, in particular, an example
where the coefficients in (7) become arbitrarily small in the degenerate directions:
Theorem 4. In dimension d = 2, for any potential W satisfying (12) and (14), there
is a class of smooth functions a : T → S2 such that the associated minimizers of E a
and the surface tension ϕ˜a have the following properties:
(i) ϕ˜a is not differentiable in the directions e1 or −e1 (i.e. in the direction of the
laminations)
(ii) The mobility M˜a has the following asymptotic behavior as e→ ±e1:
0 < lim inf
e→±e1
|〈e,±e1〉|M˜a(e) ≤ lim sup
e→±e1
|〈e,±e1〉|M˜a(e) <∞
(iii) lim infe→±e1 M˜
a(e)−1‖D2ϕ˜a(e)‖ = 0
The previous theorem suggests that, unlike the Lebowitz-Penrose setting, even if
we can prove a sharp interface limit for arbitrary initial data, the coefficients in the
effective equation might not satisfy a bound like
M˜a(e)−1D2ϕ˜a(e) ≥ c(Id− e⊗ e),
where c > 0 is independent of e.
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The next theorem gives a necessary condition for such a bound to hold. Before we
state it, we follow the well-known approach (cf. [Mos], [D], [X]) of elliptic regulariza-
tion by defining T a,δe and E
a,δ(e) by
T
a,δ
e (U) =
ˆ
R×Td
(
1
2
δ|∂sU |2 + 1
2
〈a(x)DeU,DeU〉 +W (U)
)
dx ds
E
a,δ(e) = inf
{
T
a,δ
e (U) | |U | ≤ 1, U(· + s, ·)→ ±1 in L1loc(R× Td) as s→ ±∞
}
When a and W are smooth, the problem E a,δ(e), defined like E a(e) but with T a,δe
replacing T ae , has a unique (up to translations) minimizer U
δ
e . (This follows, for
instance, from the results of [RS1] or [V].) Moreover, it is not hard to show that
E a,δ(e) → E a(e) locally uniformly as δ → 0+, and Proposition 15 below shows that
(U δe )δ∈(0,1) converges along sub-sequences in L
1
loc(R× Td) to minimizers of E a(e).
Finally, if one defines ϕ˜a,δ = E a,δ and M˜a,δ(e) =
´
R×Td |∂sU δe |2 dx ds, then it is
possible to show (in fact, it’s an application of Theorem 2) that ϕ˜a,δ ∈ C2(Sd−1) and
it’s natural to expect that
lim
δ→0+
M˜a,δ(e)−1D2ϕ˜a,δ(e) = M˜a(e)−1D2ϕ˜a(e)
for each e ∈ Sd−1 for which the right-hand side makes sense (or the left-hand side
might be a suitable definition of the right). In that regard, the next theorem is
significant:
Theorem 5. Suppose a and W satisfy (11), (12), (13), and (14). If there are con-
stants c, δ0 > 0 such that, for each δ ∈ (0, δ0) and e ∈ Sd−1,
M˜a,δ(e)−1D2ϕ˜a,δ(e) ≥ c(Id− e⊗ e),
then, for Hd−1-a.e. e ∈ Sd−1, there is a minimizer Ue of E a(e) with ∂sUe ∈ L2(R×Td).
Taken together with Theorem 4, (iii), Theorem 5 suggests that lower bounds on
the effective interface velocity only hold under very special circumstances.
2.4. Sharp interface limit for a special class of initial data. In view of the
results described above, it is natural to wonder whether or not there are examples of
periodic media and initial data in which homogenization occurs and is described by
(7). Here we give an affirmative answer:
Theorem 6. Assume that a is Zk × Rd−k-periodic for some k < d, a and W are
smooth, and e ∈ Sd−1 ∩ (Rk × {0})⊥. If u0 : Rd → [−1, 1] satisfies
(i) {u0 = 0} = {x ∈ Rd | 〈x, e〉 = hg(x − 〈x, e〉e)} for some bounded, uniformly
continuous function hg : R
d−1 → R
(ii) u0 is non-decreasing in the e direction
(iii) There is a δ0 > 0 such that, for each δ ∈ (0, δ0), there is an Rδ > 0 such that
dH({u = 0}, {u = δ}) ∨ dH({u = 0}, {u = −δ}) < Rδ
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then the solutions (uǫ)ǫ>0 of (2) converge to the graphical solution u of (7) in the
sense that:
lim
ǫ→0+
uǫ(x, t) =
{
1, locally uniformly in {u > 0}
−1, locally uniformly in {u < 0}
Certainly, we have considerably restricted the class of initial data compared to
[BS]. Nevertheless, the theorem shows that there are initial data that homogenize
in the sharp interface limit, without making any assumptions other than sufficient
smoothness of the coefficients and laminarity of the medium. Significantly, Theorem
6 provides the first class of examples in which the effective behaviors of (1) and (2)
are known to be related through the Einstein relation of [Sp].
3. Notation
3.1. General. If a, b ∈ R, we set a ∨ b = max{a, b} and a ∧ b = min{a, b}.
We define sgn(s) = s|s| if s 6= 0.
If X is a metric space, then the Hausdorff distance dH(A,B) between two sets A,B
contained in X is defined by
dH(A,B) = inf
{
ǫ ≥ 0 | A ⊆
⋃
b∈B
B(b, ǫ), B ⊆
⋃
a∈A
B(a, ǫ)
}
.
3.2. Euclidean Space. If v ∈ Rd, then 〈v〉 = {αv | α ∈ R}.
The standard inner product between two vectors ξ, ζ ∈ Rd is denoted by 〈ξ, ζ〉. If
A ⊆ Rd, then A⊥ = {x ∈ Rd | 〈a, x〉 = 0 if a ∈ A}.
If e ∈ Sd−1, A ⊆ 〈e〉⊥, and E ⊆ R, then we define A⊕e E by
A⊕e E = {a+ αe | α ∈ E}.
In Rk, Q(0, R) denotes the cube of side length R centered at 0 oriented according
to a basis whose axes will not be specified explicitly, but will be fixed throughout the
computations.
3.3. Matrices. Md is the space of real d × d-matrices. Sd is its subspace consisting
of symmetric matrices.
If A,B ∈ Sd, we write A ≤ B if 〈(A− B)ξ, ξ〉 ≤ 0 for all ξ ∈ Rd.
If A ∈Md, then A∗ denotes its transpose.
Given ξ, ζ ∈ Rd, ξ ⊗ ζ is the linear operator defined by (ξ ⊗ ζ)(v) = 〈ζ, v〉ξ.
3.4. Functions. If V is a function on R × Td, s0 ∈ R, and x0 ∈ Rd, we define
functions Ts0V and Sx0V in R× Td by
Ts0V (s, x) = V (s− s0, x), Sx0V (s, x) = V (s, x− x0).
Given functions f and g on the same domain, we define f∨g and f∧g by (f∨g)(x) =
max {f(x), g(x)} and (f ∧ g)(x) = min {f(x), g(x)}.
3.5. Measure Theory. The k-dimensional Lebesgue measure in Rk is denoted by
Lk. We will abuse notation and write Ld+1 also for the product measure on R × Td
obtained from L1 on R and Ld in Td. The m-dimensional Hausdorff measure is Hm.
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3.6. Derivatives and Related. In R× Td, we write ∂s for the derivative operator
with respect to s and Dx for the derivative with respect to x. In R
d, we usually
indicate (scalar) partial derivatives using sub-scripts.
If U ∈ L1loc(R× Td) and Ω is an open subset of R× Td, we define TV (U ; Ω) by
TV (U ; Ω) = sup
{ˆ
R×Td
U(s, x)(divΨ)(s, x) dx ds | Ψ ∈ C1(Ω), ‖Ψ‖L∞(Ω) ≤ 1
}
Given a convex function ψ : Rd → R, we denote its second derivative (as a Radon
measure) by D2ψ.
4. Preliminaries for the Analysis of T ae
We begin by collecting some facts and terminology we will use in the study of the
minimization problem E a(e).
4.1. Rational versus Irrational Directions in Sd−1. As we will see, there is a
marked difference between rational and irrational directions e ∈ Sd−1. In what follows,
it is helpful to define Me ⊆ Zd to be the subgroup
Me = {k ∈ Zd | 〈k, e〉 = 0}.
The following algebraic fact is at the heart of the distinction between rational and
irrational directions:
Proposition 1. Suppose e ∈ Sd−1. The following are equivalent:
(i) e ∈ RZd
(ii) Me is a subgroup of Z
d of rank d− 1
(iii) {〈k, e〉 | k ∈ Zd} is a discrete sub-group of R (and, thus, has rank one)
We will be interested in functions v : Rd → R invariant under the action of Me on
Rd, that is, those functions for which
(15) v(x+ k) = v(x) if k ∈Me.
Depending on the rank of Me, such functions are periodic in a certain number of
directions. Since we will exploit some of the particular structure associated to the
cases when e ∈ RZd or not, we explain some of that structure in the new sections.
4.2. From Cylindrical to Physical Coordinates. While we are ultimately in-
terested in minimizing configurations with domain Rd, the Lagrangian T ae takes as
inputs functions in R × Td. To streamline what comes later, let us lay the ground-
work for the correspondence between T ae and R × Td (the problem in “cylindrical
coordinates”) and Fa and Rd (in “physical coordinates”).
Definition 1. If U : R × Td → R and e ∈ Sd−1, the family of functions {uζ}ζ∈R
generated by U in the direction of e are the functions in Rd given by
uζ(x) = U(〈x, e〉 − ζ, x).
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When the direction e is understood, we will not mention it and simply refer to the
“family of functions generated by U .”
Among the advantages of this perspective, we have
Proposition 2. If U : R × Td → R and e ∈ Sd−1, the family of functions {uζ}ζ∈R
generated by U in the direction of e satisfies (15).
The proof is left as an exercise to the reader.
Note also that the behavior of U as s → ±∞ determines the behavior of each
function in {uζ}ζ∈R as 〈x, e〉 → ±∞. For instance, if U(s, x) → ±1 uniformly as
s→ ±∞, then, for each fixed ζ ∈ R, uζ(x)→ ±1 uniformly as 〈x, e〉 → ±∞.
4.3. Periodicity when e ∈ RZd. Let us begin by choosing a fundamental domain
for the action of Me on R
d. Given e ∈ RZd, fix a Z-basis {ve1, . . . , ved−1} of Me. We
will work with this assignment of basis throughout the paper.
Proposition 3. The simplex Qe =
{∑d−1
i=1 λiv
e
i | (λ1, . . . , λd−1) ∈ [0, 1)d−1
}
is a fun-
damental domain for the action of Me on 〈e〉⊥. That is, if x ∈ 〈e〉⊥, then there is a
unique k ∈Me such that x− k ∈ Qe.
Moreover, if x ∈ Rd, then there is a unique k ∈Me such that x− k ∈ Qe ⊕e R. In
particular, Qe ⊕e R is a fundamental domain for the action of Me on Rd.
Note that in general Qe need not be a cube. For example, if d = 3 and e =
3−
1
2 (1, 1, 1), then a basis for Me is given by v
e
1 = (1, 0,−1) and ve2 = (0, 1,−1). Since
v1 and v2 are not orthogonal, Qe is a rhombus rather than a square.
For convenience, we make the following definition:
Definition 2. The quotient space Td−1e ⊕eR is defined by Td−1e ⊕eR = Rd/Me, where
the quotient is intended in the algebraic sense.
By what came before, Td−1 ⊕e R is in bijective correspondence with Qe ⊕e R and
we will regard (e.g. measurable) functions on it as functions in Rd satisfying (15).
Now we are prepared to discuss the correspondence between functions on R × Td
and those in Rd when e ∈ RZd:
Proposition 4. If e ∈ RZd and U : R×Td → R, then the functions {uζ}ζ∈R generated
by U in the e direction descend to functions on Td−1e ⊕e R and uζ(· − k) = uζ+〈k,e〉
if k ∈ Zd. In particular, the map ζ 7→ uζ is periodic modulo translations with period
me = inf
{〈k, e〉 | k ∈ Zd} ∩ (0,∞).
Conversely, if {uζ}ζ∈R are functions in Td−1e ⊕eR satisfying uζ(· − k) = uζ+〈k,e〉 for
each k ∈ Zd, then the function U(s, x) = u〈x,e〉−s(x) is well-defined in R× Td.
The family {uζ}ζ∈R ⊆ BC(Rd) and the map ζ 7→ uζ is continuous with respect to
the topology of uniform (resp. local uniform) convergence in R × Td if and only if
U ∈ BUC(R× Td) (resp. BC(R× Td)).
4.4. Quasi-periodicity when e /∈ RZd. When e is irrational, the transformation
between a function U and the functions {uζ}ζ∈R it generates in that direction is harder
to visualize, but enjoys some analytical advantages, as we will see.
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Here is the analogue of Proposition 4 when e is irrational:
Proposition 5. Suppose U is a real-valued function in R× Td, e ∈ Sd−1 \ RZd. Let
{uζ}ζ∈R be the family of functions generated by U in the e direction. The following
are equivalent:
(i) U ∈ BUC(R× Td) (resp. U ∈ BC(R× Td)
(ii) {uζ}ζ∈R ⊆ BC(Rd) and, for each (kn)n∈N ⊆ Zd and γ ∈ R, if γ = limn→∞〈kn, e〉 ∈
R, then uζ−γ(x) = limn→∞ uζ(x + kn) uniformly (resp. locally uniformly) in
Rd.
Conversely, if {uζ}ζ∈R is any family of functions satisfying (ii), then the function
U(s, x) = u〈x,e〉−s(x) is well-defined in R × Td, it generates {uζ}ζ∈R, and it satisfies
(i).
4.5. Transformation Properties of the Lebesgue Measure. In a sense, the
previous correspondence between special classes of quasi-periodic functions in Rd and
UC(R × Td) is not very promising since we are studying an integral functional on
R×Td. Luckily for us, the Lebesgue measure on R×Td enjoys very nice transformation
properties of its own.
Theorem 7. Let U ∈ L1(R×Td) and e ∈ Sd−1. If {uζ}ζ∈R is the family of functions
generated by U in the direction e, thenˆ
R×Td
U(s, x) ds dx = lim
T→∞
T−1
ˆ T
0
(
lim
R→∞
R1−d
ˆ
Qe(0,R)⊕eR
uζ(x) dx
)
dζ
Moreover, if e ∈ RZd, thenˆ
R×Td
U(s, x) ds dx = m−1e
ˆ me
0
Hd−1(Qe)−1
ˆ
Qe⊕eR
uζ(x) dx dζ.
On the other hand, if e /∈ RZd, then, for L1-a.e. ζ ∈ R,ˆ
R×Td
U(s, x) ds dx = lim
R→∞
R1−d
ˆ
Qe(0,R)⊕eR
uζ(x) dx.
The proof is given in Appendix B.
4.6. Birkhoff Property. The Birkhoff property is a fundamental fact about the
planar phase transitions we will study. Let us now define it and then state and prove
a lemma that can be used to explain why at the very least some of the optimal planar
transitions have the property, even if the strong maximum principle is not available.
Definition 3. Given M ∈ N, a function v : Rd → R is said to possess the MZd-
Birkhoff property with respect to the direction e ∈ Sd−1 provided v(x + k) ≥ v(x)
whenever k ∈ Zd and 〈k, e〉 ≥ 0.
The following lemma identifies a natural class of functions possessing the Birkhoff
property:
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Proposition 6. Suppose e ∈ RZd and N ∈ N. If v : Td−1e ⊕ R → [−1, 1] satisfies
v(x) = 1 for 〈x, e〉 ≥ N and v(x) = −1 for 〈x, e〉 ≤ 0, then there is an M ∈ N such
that v is MZd-Birkhoff with respect to e.
Proof. First, we claim that if k ∈ Zd and 〈k, e〉 ≥ N , then v(x + k) ≥ v(x) for each
x ∈ Rd. Indeed, if 〈x, e〉 > 0, then 〈x + k, e〉 > 〈k, e〉 ≥ N so v(x + k) = 1 ≥ v(x).
On the other hand, if 〈x, e〉 ≤ 0, then v(x) = −1 ≤ v(x+ k).
Next, notice that Proposition 1, (iii) implies there is an m0 > 0 such that {〈m, e〉 |
m ∈ Zd} = {ℓm0 | ℓ ∈ Z}. Fix a k0 ∈ Zd such that 〈k0, e〉 = m0.
We claim that M = ⌈ N
m0
⌉ has the desired properties. Indeed, by the choice of m0
and M ,
inf(
{〈k, e〉 | k ∈MZd} ∩ (0,∞)) = inf{Mℓm0 | ℓ ∈ N} = Mm0 ≥ N.
Thus, if k ∈MZd and 〈k, e〉 > 0, then 〈k, e〉 ≥ N and our previous work implies
v(x+ k) ≥ v(x) if x ∈ Rd.
At the same time, if k ∈ MZd and 〈k, e〉 < 0, then −k ∈ MZd, 〈−k,Ne〉 > 0, and
x = (x + k) − k so v ≥ v(· + k) follows from the previous computation. Finally, if
k ∈ MZd and 〈k, e〉 = 0, then k ∈ Zd ∩ 〈e〉⊥ and v is a function on Td−1e ⊕ R so
v(·+ k) = v. We conclude that v is strongly MZd-Birkhoff with respect to e. 
5. Existence of Minimizers of T ae
Here we prove the existence of minimizers of E a(e). The main result of the section
is
Theorem 8. For each e ∈ Sd−1, there is a U ∈ L∞(R× Td) satisfying |U | ≤ 1 and
∂sU ≥ 0 such that
T
a
e (U) = E
a(e).
The proof proceeds in three steps. In the first step, we prove that a minimizer
exists subject to the monotonicity constraint ∂sU ≥ 0. Next, we show that there is
no “symmetry breaking,” that is, that the value of E a(e) is unchanged if we replace Zd
by MZd for some M ∈ N. In the last step, we observe, using the unbroken symmetry
and Proposition 6, that unconstrained candidates do no better than constrained ones.
As usual, we will be interested in functions connecting 1 and −1. Specifically, we
will study functions U in R× Td such that, for each δ > 0,
(16)
{
limR→∞ Ld+1({U ≤ 1− δ} ∩ ([R,R + 1]× Td)) = 0
limR→∞ Ld+1({U ≥ −1 + δ} ∩ ([−(R + 1),−R]× Td)) = 0
Here are the function spaces we will use in the sequel:
X˜ =
{
U ∈ BVloc(R× Td) ∩ L∞(R× Td) | U satisfies (16)
}
X =
{
U ∈ X˜ | −1 ≤ U ≤ 1
}
X+ = {U ∈ X | ∂sU ≥ 0}
C∞sgn(R× Td) =
{
U ∈ C∞(R× Td) | ∃MU > 0 : sgn(s)U(s, x) = 1 if |s| ≥ MU
}
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5.1. Properties of Functions in X+. Our first objective in the existence of min-
imizers is to find minimizers in the constrained set X+. In this section, we state
properties of X+ that will aid us in this task. Most of the proofs are elementary and
therefore deferred to Appendix A.1.
Proposition 7. If U is a measurable function on R × Td such that ∂sU ≥ 0 and
|U | ≤ 1 a.e., then there is a GU ⊆ Td satisfying Ld(GU) = 1 such that, for each
x ∈ GU , the following conditions hold:
(i) s 7→ U(s, x) is Lebesgue measurable
(ii) For each f ∈ C∞c (R) satisfying f ≥ 0,
−
ˆ ∞
−∞
U(s, x)f ′(s) ds ≥ 0.
(iii) There is a unique non-decreasing, left-continuous function Ux : R → R such
that U(s, x) = Ux(s) for a.e. s ∈ R
Notice that since the functions {Ux}x∈GU of the proposition are bounded and non-
decreasing, they have limits at infinity. Henceforth, we define U+x and U
−
x by
U+x = lim
s→∞
Ux(s)
U−x = lim
s→−∞
Ux(s)
Proposition 8. If U satisfies the hypotheses of Proposition 7, then
´
R×Td ∂sU dx ds ≤
2. If, in addition, U satisfies T ae (U) <∞, then |U+x | = 1 for a.e. x ∈ GU .
Furthermore, if U ∈ X+, then
´
R×Td ∂sU(s, x) dx ds = 2, and, for a.e. x ∈ GU ,
U±x = lim
s→±∞
Ux(s) = ±1.
In addition to the lack of coercivity in the s variable, T ae has another degeneracy: it
is invariant under translations in the s variable. This is not hard to correct, however.
Toward that end, we use
Proposition 9. If U is a measurable function on R× Td such that |U | ≤ 1 a.e. and
∂sU ≥ 0, then there is a unique non-decreasing, left-continuous function ψU : R →
[−1, 1] such that ψU(s) =
´
Td
U(s, x) dx for a.e. s ∈ R.
We will find minimizers of T ae in X+ using the direct method. Therefore, we will
want to know that sequences in X+ with uniformly bounded energy do not escape
X+. A first step in that direction is the following easy characterization of X+:
Proposition 10. If U is a measurable function on R×Td such that |U | ≤ 1 a.e. and
∂sU ≥ 0, then the following are equivalent:
(i) U ∈ X+
(ii) The function ψU defined in Proposition 9 satisfies lims→±∞ ψU(s) = ±1
(iii) limR→∞
´
[R,R+1]×Td U dx ds = 1 and limR→∞
´
[−(R+1),−R]×Td U dx ds = −1
The next result will be used to guarantee that sequences with bounded energy do
not escape X+.
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Proposition 11. If U is a measurable function on R× Td such that
(i) |U | ≤ 1 a.e.
(ii) ∂sU ≥ 0
(iii) T ae (U) <∞
(iv) ψU is non-constant or there is an s ∈ R such that ψ(s) ∈ (−1, 1)
then, for almost every x ∈ GU , U±x = lims→±∞Ux(s) = ±1. In particular, U ∈ X+.
The ideas used here are already present in [RS1].
Proof. Define U+ and U− on R × GU by U+(s, x) = U+x and U−(s, x) = U−x . Since
Ld(Td \GU) = 0, we can consider U+ and U− as measurable functions on R× Td.
A straightforward application of Fubini’s Theorem implies that ∂sU
± = 0.
We claim that T ae (U
±) < ∞. This follows from lower semi-continuity. Indeed,
observe that, by definition, U± = limt→±∞ TtU pointwise a.e. in R × Td. Thus,
T ae (U
±) ≤ lim infn→∞T ae (T±nU) = T ae (U).
In fact, T ae (U
±) = 0. To see this, observe that if R > 0, then
T
a
e (U
±; [−R,R]× Td) ≤ lim inf
n→∞
T
a
e (T±nU ; [−R,R]× Td)
= lim
n→∞
T
a
e (U ; [−R ± n,R± n]× Td)
= 0.
From this, we deduce that DeU± = 0 a.e. in R× Td.
Since (∂sU
±,DeU±) = 0 a.e. in R × Td, it follows from the definition of De that
DxU
± ∈ L1(R × Td) and DxU± = 0 a.e. Thus, U+ and U− are almost everywhere
constant in R×Td. From the inequality U− ≤ U+, we deduce that either U+ = U− =
1, U+ = U− = −1, or U− = −1 and U+ = 1.
If U+ = U− = 1 a.e., then we would necessarily deduce that Ux = 1 in R for
a.e. x ∈ GU . This is impossible, however, as we would then be left to conclude that
ψU ≡ 1, contradicting assumption (iv). Similarly, U+ = U− = −1 a.e. if and only if
ψU ≡ −1. Therefore, given that U˜− ≤ U˜+ a.e., the only remaining possibility is that
U+ = 1 and U− = −1 a.e. in R× Td.
Now we conclude, by definition of U+ and U−, that U+x = 1 a.e. and U
−
x = −1
a.e. 
5.2. Minimizers in X+. The main result of this section is:
Proposition 12. For each e ∈ Sd−1, there is a Ue ∈ X+ such that
T
a
e (Ue) = inf {T ae (U) | U ∈ X+} =: E a+(e).
To prove this, we will first prove preliminary regularity estimates. Once this is
done, we will prove the proposition using the direct method.
Proposition 13. Suppose e ∈ Sd−1 and U ∈ X+ satisfies T ae (U) < ∞. Then there
is a non-decreasing continuous function ψU : R→ [−1, 1] such that
(17) ψU(s) =
ˆ
Td
U(s, x) dx a.e. in R.
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and
(18) |ψU(s)− ψU (t)| ≤
√
2λ−
1
2
√
T ae (U)|s− t|
1
2 .
In the proof below, the Ho¨lder regularity of ψU is established by adding a 〈e,DxU ǫ〉
term to the associated integral. The geometric interpretation is we are differentiating
the function r 7→ ´
Td
U(Tr(s, x)) dx along the flow Tr(s, x) = (s + r, x + re) rather
than the more obvious flow (s, x) 7→ (s + r, x). When d = 1, the former is obtained
from the latter by “adding a twist.”
Proof. Let ψU be the non-decreasing, left-continuous function defined in Proposition
9.
First, observe that since U ∈ X+, Proposition 46 in Appendix A implies we can
fix a family (U ǫ)ǫ>0 ⊆ C∞(R×Td) such that, for each ǫ > 0, the following conditions
are satisfied:
(i) U ǫ ∈ X+
(ii) lims→±∞U ǫ(s, x) = ±1 if x ∈ Td
(iii) λ
2
‖DeU ǫ‖2L2(R×Td) ≤ T ae (U) + 1
(iv) limǫ→0+ U ǫ = U pointwise a.e. in R× Td
Given ǫ > 0, let ψǫ(s) =
´
Td
U ǫ(s, x) dx. Observe that ψǫ → ψU almost everywhere as
ǫ→ 0+ by (iv) and Fubini’s Theorem. We will show that ψU satisfies (18) by showing
that the each function in the family (ψǫ)ǫ>0 does.
Suppose s, t ∈ R. Using the fact that ´
Td
DxU
ǫ(s, x) dx = 0 independently of s, we
obtain
|ψǫ(t)− ψǫ(s)| =
∣∣∣∣
ˆ t
s
ˆ
Td
∂sU
ǫ(r, x) dx dr
∣∣∣∣
=
∣∣∣∣
ˆ t
s
ˆ
Td
〈e∂sU ǫ(r, x) +DxU ǫ(r, x), e〉 dx dr
∣∣∣∣
≤
ˆ s∨t
s∧t
ˆ
Td
‖e∂sU ǫ(r, x) +DxU ǫ(r, x)‖ dx dr
≤
√
2λ−
1
2 |s− t| 12
(ˆ ∞
−∞
ˆ
Td
λ
2
‖DeU ǫ(r, x)‖2 dx dr
)1
2
≤
√
2λ−
1
2
√
T ae (U)|s− t|
1
2 .
Thus, (ψǫ)ǫ > 0 satisfies the inequality (18) uniformly as claimed.
The previous paragraph shows that (ψǫ)ǫ>0 is equi-continuous. Therefore, there
is a continuous, non-decreasing function ψ˜ : R → [−1, 1] such that ψ˜ = limǫ→0+ ψǫ
locally uniformly in R and ψ˜ satisfies (18). Since ψǫ → ψU almost everywhere and
ψU is left-continuous, we observe that ψ˜ = ψU to complete the proof. 
The previous a priori estimate will be useful in the sequel. In addition, the following
BV estimate is crucial. First, we introduce a convenient notation. If e ∈ Sd−1, we
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define a norm | · |e : R× Rd → [0,∞) by
|(q, p)|e =
√
q2 + ‖qe+ p‖2.
Notice that since ‖p‖2 ≤ 2(‖p+ qe‖2 + q2), the following inequality holds:
‖(q, p)‖ =
√
q2 + ‖p‖2 ≤
√
3|(q, p)|e.
Proposition 14. If U is a measurable function on R × Td such that |U | ≤ 1 a.e.,
∂sU ≥ 0, and T ae (U) <∞, then U ∈ BVloc(R× Td). Specifically, if s < t, then
TV (U ; (s, t)× Td) ≤
√
3
(
2 +
√
2λ−
1
2 |s− t| 12
√
T ae (U)
)
.
Proposition 14 is inspired by arguments appearing in [D]. The same idea also
appears in [Be].
Proof. This is a direct computation. We will assume that U is smooth. The gen-
eral case follows by approximation, as in the last proof. The key fact we need is´
R×Td ∂sU(s, x) ds ≤ 2, which was proved already in Proposition 8. From it and the
triangle inequality, we obtain the following:ˆ t
s
ˆ
Td
|(∂sU,DxU)|e dx ds ≤
ˆ t
s
ˆ
Td
∂sU(s, x) dx ds+
ˆ t
s
ˆ
Td
‖DeU(s, x)‖ dx ds
≤
ˆ
R×Td
∂sU(s, x) dx ds+ |s− t| 12
(ˆ ∞
−∞
ˆ
Td
‖DeU(s, x)‖2 dx ds
) 1
2
≤ 2 +
√
2λ−
1
2
√
T ae (U)|s− t|
1
2 .
Since ‖(∂sU,DxU)‖ ≤
√
3|(∂sU,DxU)|e pointwise, we conclude by appealing to the
definition of TV (U ; (s, t)× Td). 
Putting together Propositions 13 and 14, we obtain the following compactness
result:
Proposition 15. Suppose {e}, (en)n∈N ⊆ Sd−1 and (Un)n∈N ⊆ X+ satisfy
(i) E := sup
{
T aen(Un) | n ∈ N
}
<∞
(ii) ψUn(0) = 0 independently of n ∈ N
(iii) e = limn→∞ en
If (nk)k∈N ⊆ N is any subsequence, then there is a U ∈ X+ and a further subsequence
(nkj )j∈N such that U = limj→∞Unkj pointwise a.e. in R× Td. Moreover, U satisfies
(iv) ψU(0) = 0
(v) DeU ∈ L2(R× Td;Rd)
(vi) T ae (U) <∞ and, in particular,
T
a
e (U) ≤ lim inf
j→∞
T
a
enkj
(Unkj ).
Proof. Fix a sub-sequence (nk)k∈N ⊆ N. By Proposition 14 and the compactness
of BV in L1 in bounded domains, there is a function U ∈ BVloc(R × Td) and a
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sub-sequence (nkj)j∈N such that limj→∞ Unkj = U in L
1
loc(R× Td) and pointwise a.e.
Evidently −1 ≤ U ≤ 1 almost everywhere.
To see that ∂sU ≥ 0, observe that if g ∈ C∞c (R× Td) satisfies g ≥ 0, then
−
ˆ ∞
−∞
ˆ
Td
U(s, x)∂sg(s, x) dx ds = − lim
j→∞
ˆ ∞
−∞
ˆ
Td
Unkj (s, x)∂sg(s, x) dx ds
= lim
j→∞
ˆ ∞
−∞
ˆ
Td
g(s, x)∂sUnkj (s, x) dx ds
≥ 0.
Since λ
2
‖DenUn‖2L2(R×Td) ≤ E independently of n, we can assume without loss of
generality that there is a function G ∈ L2(R × Td;Rd) such that DenkjUnkj ⇀ G
as j → ∞. We claim that G = DeU . Indeed, if Ψ ∈ C∞c (R × Td), then DeΨ =
limj→∞DenjkΨ in L
1(R× Td) and, thus,
ˆ
R×Td
Ψ(s, x)G(s, x) dx ds = lim
j→∞
ˆ
R×Td
Ψ(s, x)DenkjUnkj (s, x) dx ds
= − lim
j→∞
ˆ
R×Td
Unkj (s, x)DenjkΨ(s, x) dx ds
= −
ˆ
R×Td
U(s, x)DeΨ(s, x) dx ds.
This proves the claim. Moreover, by lower semi-continuity,ˆ
R×Td
〈a(x)DeU,DeU〉 dx ds ≤ lim inf
j→∞
ˆ
R×Td
〈a(x)DenjkUnkj ,DenjkUnkj 〉 dx ds
By the last inequality and Fatou’s Lemma,
T
a
e (U) ≤ lim inf
j→∞
ˆ
R×Td
1
2
〈a(x)DenjkUnkj ,DenjkUnkj 〉 dx ds+ lim infj→∞
ˆ
R×Td
W (Unkj ) dx ds
≤ lim inf
j→∞
T
a
e (Unkj ).
Now we verify that U satisfies (iv) and (16). By Proposition 13 and assumption
(ii), (ψUn)n∈N is uniformly bounded and equi-continuous in R. Thus, passing to a
further subsequence if necessary, we can assume there is a non-decreasing, continuous
function ψ : R→ [−1, 1] such that ψ = limj→∞ ψUnkj locally uniformly. In particular,
by (ii), ψ(0) = 0. Moreover, since Unkj → U in L1loc(R×Td), Fubini’s Theorem shows
that ψ = ψU . We conclude that (iv) holds.
Finally, since ψU(0) = 0 and T
a
e (U) < ∞, we invoke Proposition 11 to conclude
that U ∈ X+. 
Finally, in the proof of existence, we will use the following observation:
Proposition 16. If V ∈ X+ and s0 ∈ R, then Ts0V ∈ X+ and T ae (Ts0V ) = T ae (V ).
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Now we have all the ingredients necessary to apply the direct method and obtain
minimizers in X+:
Proof of Proposition 12. Let (Un)n∈N ⊆ X+ be such that
(19) E a+(e) = lim
n→∞
T
a
e (Un).
We claim that there is no loss of generality if we assume that ψUn(0) = 0 for all n ∈ N.
Indeed, if m ∈ N, then ψUm is uniformly Ho¨lder continuous on R by Proposition 13,
and Proposition 10 shows that lims→±∞ ψUm(s) = ±1. Thus, there is an sm ∈ R such
that ψUm(sm) = 0. In view of Proposition 16, if we replace (Un)n∈N by (T−snUn)n∈N,
then this does not change (19) and {ψUn(0) | n ∈ N} = {0}.
Now Proposition 15 implies there is a U ∈ X+ and a subsequence (nj)j∈N such that
U = limj→∞ Unj pointwise a.e. and T
a
e (U) ≤ limj→∞T ae (Unj ) = E a+(e). Since U ∈
X+, the inequality T
a
e (U) ≥ E a+(e) is immediate. Therefore, T ae (U) = E a+(e). 
5.3. No Symmetry Breaking. In the next step, we prove that the constrained
energy is unchanged if we replace Zd by MZd. The proof we give here uses a very
weak form of the maximum principle that allows us to continue the analysis in spite
of the low regularity assumptions on a and W .
Given anM ∈ N, we study the problem in R×MZd using the following definitions:
X
(M)
+ =
{
U ∈ L∞(R×MTd) | |U | ≤ 1, ∂sU ≥ 0, U satisfies (16)
}
T
a
e,M(U) =M
−d
ˆ
R×MTd
(〈a(x)DeU,DeU〉
2
+W (U)
)
ds dx
E
a
+,M(e) = inf
{
T
a
e,M(U) | U ∈ X (M)+
}
Me(R×MTd) =
{
U ∈ X (M)+ | T ae,M(U) = E aM(e)
}
.
Theorem 9. For all M ∈ N and e ∈ Sd−1, we have E a+,M(e) = E a+(e).
Here the inequality E a+,M(e) ≤ E a+(e) is immediate. Our proof that E a+,M(e) ≥ E a+(e)
is inspired by the approach of [CL].
We begin with a familiar lemma:
Lemma 1. Given e ∈ Sd−1 and M ∈ N, if U, V ∈Me(R×MTd), then U∧V, U∨V ∈
Me(R×MTd).
With the proof in hand, we’re prepared for the
Proof of Theorem 9. First, we prove E a+,M(e) ≤ E a+(e). Suppose Ue ∈ Me(R × Td).
Since Ue ∈ X+, we can naturally consider it as an element of X (M)+ . In so doing, we
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find
E
a
+,M(e) ≤M−d
ˆ
R×MTd
(〈a(x)DeUe,DeUe〉
2
+W (Ue)
)
dx ds
=M−d
∑
k∈Zd∩[0,M)d
ˆ
R×(Td+k)
(
1
2
〈a(x)DeUe,DeUe〉+W (Ue)
)
dx ds
=M−d
∑
k∈Zd∩[0,M)d
ˆ
R×Td
(
1
2
〈a(x)DeUe,DeUe〉+W (Ue)
)
dx ds
= E a+(e).
Next, we prove E a+,M(e) ≥ E a+(e). Fix U˜e ∈ Me(R×MTd). Since a is Zd-periodic,
a quick computation shows that SmU˜e ∈ Me(R ×MTd) if m ∈ Zd. Therefore, by
Lemma 1, the function Ue given by
Ue(s, x) = min
{
SmU˜e(s, x) | m ∈ Zd ∩ [0,M)d
}
is also in Me(R×MTd). Another straightforward computation shows that Ue is Zd-
periodic and, in fact, Ue ∈ X+. Thus, T ae (Ue) ≥ E a+(e). Finally, we use the definition
of T ae,M(Ue) to compare E
a
+,M(e) to E
a
+(e):
E
a
+,M(e) =M
−d
ˆ
R×MTd
(
1
2
〈a(x)DeUe,DeUe〉+W (Ue)
)
dx ds
=M−d
∑
k∈Zd∩[0,M)d
ˆ
R×(Td+k)
(
1
2
〈a(x)DeUe,DeUe〉+W (Ue)
)
dx ds
=M−d
∑
k∈Zd∩[0,M)d
T
a
e (Ue)
≥ E a(e).

Corollary 3. If Ue ∈Me(R× Td) and M ∈ N, then Ue ∈Me(R×MTd).
Proof. This follows from the string of inequalities leading to E a+,M(e) ≤ E a+(e) and the
fact that equality actually holds. 
5.4. Removing the constraint. We now show that the monotonicity constraint is
superfluous. First, we notice that, in rational directions, the leaves of any candidate
are close to MZd-Birkhoff functions provided M is sufficiently large.
Proposition 17. If u : Td−1e ⊕ R→ [−1, 1] satisfies
(a) Fa(u;Qe ⊕ R) <∞
(b) For each δ > 0,
lim
R→∞
Ld({u ≤ 1− δ} ∩ {R ≤ 〈x, e〉 ≤ R + 1}) = 0
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and
lim
R→∞
Ld({u ≥ −1 + δ} ∩ {−(R + 1) ≤ 〈x, e〉 ≤ −R}) = 0
then, for each ǫ > 0, there is a uǫ : T
d−1
e ⊕ R→ [−1, 1] and an Nǫ ∈ N such that
(i) uǫ(x) = 1 if 〈x, e〉 ≥ Nǫ
(ii) uǫ(x) = −1 if 〈x, e〉 ≤ 0
(iii) Fa(uǫ;Td−1e ⊕ R) ≤ Fa(u;Td−1e ⊕ R) + ǫ
Proof. This follows by arguing exactly as in Proposition 45 below. 
Proposition 18. Suppose e ∈ RZd. If v : Td−1e ⊕ R → [−1, 1] is strongly MZd-
Birkhoff with respect to e for some M ∈ N, then there is a V ∈ X (M)+ such that
T
a
e,M(V ) = Hd−1(Qe)−1Fa(v;Qe ⊕ R).
Proof. First, define a family of functions {vζ}ζ∈R on Td−1e ⊕ R by
vζ(x) = v(x+Mℓk0) if ℓ =
⌈
− ζ
Mm0
⌉
.
Now define V in R× Rd by
V (s, x) = v〈x,e〉−s(x).
First, we claim that V is MZd-periodic. Indeed, suppose k ∈ MZd. Fix (s, x) ∈
R× Rd. We will prove that V (s, x+ k) = V (s, x).
Let ℓ = ⌈s−〈x,e〉
Mm0
⌉ and 〈k, e〉 = Mℓkm0. Recall that ℓ − ℓk = ⌈s−〈x+k,e〉Mm0 ⌉ and k −
Mℓkk0 ∈ Zd ∩ 〈e〉⊥. Putting all this together, we find
V (s, x+ k) = v〈x,e〉+〈k,e〉−s(x+ k)
= v(x+ k +M(ℓ− ℓk)k0)
= v(x+Mℓk0 + (k −Mℓkk0))
= v(x+Mℓk0)
= v〈x,e〉−s(x)
= V (s, x).
We claim that V is non-decreasing in the s variable. Indeed, suppose that x ∈MTd
and t < s. First, assume thatMℓm0 ≥ s−〈x, e〉 > M(ℓ−1)m0 ≥Mℓ′m0 ≥ t−〈x, e〉 >
M(ℓ′ − 1)m0. In this case, since ℓ ≥ ℓ′ and v is MZd-Birkhoff with respect to e, we
obtain
V (s, x) = v(x+Mℓk0)
≥ v(x+Mℓ′k0)
= V (t, x).
On the other hand, if ⌈s−〈x,e〉
Mm0
⌉ = ⌈ t−〈x,e〉
Mm0
⌉, then V (s, x) = V (t, x). This proves the
claim.
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It remains to prove that V satisfies (16). To see this, observe that if s ≥M(√d+
m0), then s ≥ 〈x, e〉 +Mm0 independently of the choice of x ∈ Td. In particular,
s−〈x,e〉
Mm0
≥ 1, which implies that ℓx := ⌈s−〈x,e〉Mm0 ⌉ ≥ 1. Therefore, since 〈x+Mℓxk0, e〉 ≥
Mm0 ≥ N , we find
V (s, x) = v〈x,e〉−s(x)
= v(x+Mℓxk0)
= 1.
From this, we see that Ld+1({V ≤ 1 − δ} ∩ ([R,R + 1] × MTd)) = 0 as soon as
R ≥M(√d+m0), no matter the choice of δ > 0.
Similarly, assume that s ≤ −Mm0. In this case, if x ∈ MZd and ℓx = ⌈s−〈x,e〉Mm0 ⌉,
then 〈x+Mℓxk0, e〉 ≤ s+Mm0 ≤ 0 and, thus,
V (s, x) = v(x+Mℓxk0) ≤ −1.
Therefore, Ld+1({V ≥ −1+ δ}∩ ([−(R+1),−R]×MTd)) = 0 as soon as R ≥Mm0,
no matter the choice of δ > 0.
V is non-decreasing in s, −1 ≤ V ≤ 1, and V satisfies (16). By definition, V ∈
X
(M)
+ .
Finally, we use Theorem 7 and the definition of V to deduce
T
a
e (V ) =
1
Mm0
ˆ Mm0
0
Hd−1(MQe)−1Fa(vζ ;MQe ⊕ R) dζ
= Hd−1(MQe)−1Fa(v;MQe ⊕ R)
= Hd−1(Qe)−1Fa(v;Qe ⊕ R).

Finally, we conclude:
Proposition 19. If e ∈ Sd−1, then E a(e) = inf {T ae (U) | U ∈ X+}.
Proof. Since X+ ⊆ X , the inequality E a(e) ≤ inf {T ae (U) | U ∈ X+} is immediate.
We prove the complementary inequality in two steps.
Step 1: e ∈ RZd
First, we claim that if u : Td−1e ⊕ R→ [−1, 1], then
(20) E a+(e) ≤ Hd−1(Qe)−1Fa(u;Qe ⊕ R).
Indeed, given ǫ > 0, let v = uǫ be the function defined in Proposition 17. By
Proposition 18, there is a V ∈ X (M)+ such that
T
a
e (V ) = Hd−1(Qe)−1Fa(v;Qe ⊕ R).
Since V ∈ X (M)+ , this yields
E
a
+(e)− ǫ ≤ Hd−1(Qe)−1Fa(v;Qe ⊕ R)− ǫ < Hd−1(Qe)−1Fa(u;Qe ⊕ R).
Sending ǫ→ 0+ gives (20).
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Next, suppose that U ∈ X . Define {uζ}ζ∈R on Td−1e ⊕R by uζ(x) = U(〈x, e〉−ζ, x).
Using what we just proved and Theorem 7, we find
T
a
e (U) =
1
m0
ˆ m0
0
Hd−1(Qe)−1Fa(uζ;Qe ⊕ R) dζ
≥ 1
m0
ˆ m0
0
E
a
+(e) dζ
= E a+(e).
We conclude that E a(e) ≥ E a+(e).
Step 2: e ∈ Sd−1 \ RZd
Recall that e 7→ E a+(e) is continuous. Next, we apply Proposition 44 from Appendix
A.2 to find that, for each e′ ∈ Sd−1,
(21) E a(e′) = inf
{
T
a
e′ (U) | U ∈ X ∩ C∞sgn(R× Td)
}
.
Fix (en)n∈N ⊆ R such that e = limn→∞ en and fix U ∈ X ∩ C∞sgn(R× Td). If n ∈ N,
then E a+(en) ≤ T aen(U) by Step 1. Moreover, since U ∈ C∞sgn(R × Td), it follows that
e′ 7→ T ae′ (U) is continuous. Therefore, by our first observation,
E
a(e) = lim
n→∞
E
a(en) ≤ lim
n→∞
T
a
en
(U) = T ae (U).
Invoking (21), we conclude
E
a
+(e) ≤ E a(e).

We make a final remark that will be worthwhile later:
Remark 1. We can extend T ae to vectors v ∈ Rd \ {0} by
T
a
v (U) =
ˆ
R×Td
(
1
2
〈a(x)DvU,DvU〉 +W (U)
)
dx ds
where Dv = v∂s + Dx. Letting E a(v) = min {T av (U) | U ∈ X }, it is not hard to
show that E a(v) = ‖v‖E a(‖v‖−1v) and U is a minimizer if and only if the function
(s, x) 7→ U(‖v‖−1s, x) is a minimizer of E a(‖v‖−1v).
6. Back to Fa
Now we show that a minimizer Ue ∈ Me(R × Td) generates a family {uζ}ζ∈R of
plane-like minimizers of Fa.
6.1. Plane-like minimizers. To change from cylindrical coordinates in R×Td back
to the coordinates in Rd, it is convenient to define the following transformation. Given
e ∈ Sd−1, define Te : R× Rd → R× Rd by
Te(s, x) = (〈x, e〉 − s, x).
Notice that Te is smooth and Te ◦ Te = Id.
Using Te and what has already been proved, we find
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Proposition 20. If U ∈M(R×Td) and {uζ}ζ∈R is defined by uζ(x) = U(〈x, e〉−ζ, x),
then, for a.e. ζ ∈ R, uζ is a Class A minimizer of Fa in Rd. Moreover, there is an
α ∈ (0, 1) such that these minimizers are uniformly α-Ho¨lder in Rd.
Proof. We claim that if g ∈ C∞c (Rd) is supported in B(0, R) for some R > 0, then
there is an Ag ⊆ R such that L1(R \ Ag) = 0 and, for each ζ ∈ R,
Fa(uζ + g;B(0, R)) ≥ Fa(uζ;B(0, R).
To see this, first, let B be a Lebesgue measurable, bounded subset of R. We claim
that ˆ
B
Fa(uζ + g;B(0, R)) dζ ≥
ˆ
B
Fa(uζ;B(0, R)) dζ.
To prove this, we begin by fixing a family (ϕǫ)ǫ>0 ⊆ C∞c (R) such that 0 ≤ ϕǫ ≤ 1
and ϕǫ → χB a.e. in R. Since B is bounded, we can assume there is an S > 0 such
that the union of the supports of (ϕǫ)ǫ>0 is contained in (−S, S).
Next, we define (Φǫ)ǫ>0 ⊆ C∞(R× Rd) by
Φǫ(x, s) = ϕǫ(〈x, e〉 − s)g(x).
Notice that (Φǫ)ǫ>0 ⊆ C∞c (R× Rd) since Te is a diffeomorphism.
In fact, by the choice of S, there is an M ∈ N such that the support of Φǫ is
contained in [−M,M)d independently of ǫ > 0. Defining m = (M,M, . . . ,M) ∈ Zd,
we see that Φˆǫ := SmΦǫ is supported in R × [0, 2M)d. Therefore, extending Φˆǫ to a
2MZd-periodic function Φ˜ǫ ∈ C∞c (R× 2MTd) and applying Corollary 3, we find
T
a
e,2Mǫ(U + Φ˜ǫ) ≥ T ae,2Mǫ(U),
which can be rewritten in terms of Φˆǫ asˆ
R×Rd
(
1
2
〈a(x)De(U + Φˆǫ),De(U + Φˆǫ)〉 − 1
2
〈a(x)DeU,DeU〉+W (U + Φˆ)−W (U)
)
dx ds ≥ 0.
Changing coordinates using Te, this becomesˆ
R×Rd
(
1
2
〈a(x)Duζ(x) + ϕǫ(ζ)Dg(x), Duζ(x) + ϕǫ(ζ)Dg(x)〉 − 1
2
〈a(x)Duζ(x), Duζ(x)〉
)
dx dζ
+
ˆ
R×Rd
(W (uζ(x) + g(x)ϕǫ(ζ))−W (uζ(x))) dx dζ ≥ 0.
Sending ǫ→ 0+ and applying Fubini’s Theorem, we obtainˆ
B
(Fa(uζ + g;B(0, R))− Fa(uζ;B(0, R))) dζ ≥ 0.
Since B was an arbitrary bounded measurable set, we conclude that there is an
Ag ⊆ R such that L1(R \Ag) = 0 and Fa(uζ + g;B(0, R)) ≥ Fa(uζ ;B(0, R)) for each
ζ ∈ Ag.
Since H1loc(R
d) is a Freche`t space, we conclude that we can find a Lebesgue mea-
surable set A such that L1(R \ A) = 0 and, for each R > 0 and g ∈ C∞c (B(0, R)),
Fa(uζ + g;B(0, R)) ≥ Fa(uζ;B(0, R)) if ζ ∈ A.
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In particular, for each ζ ∈ A, uζ is a Class A minimizer of Fa.
The α-Ho¨lder continuity of the plane-like minimizers we just found follows from
classical results of [GG]. 
Combining the monotonicity of Ue and the equicontinuity of the plane-like mini-
mizers in {uζ}ζ∈R, we find
Proposition 21. If Ue ∈Me(R×Td), then there are functions U+e , U−e ∈Me(R×Td)
such that
(i) U+e = U
−
e = Ue a.e. in R× Td
(ii) If {u+ζ }ζ∈R (resp. {u−ζ }ζ∈R) denotes the family of functions generated by U+e
(resp. U−e ), then the map ζ 7→ u+ζ (resp. ζ 7→ u−ζ ) is right-continuous (resp.
left-continuous) with respect to the topology of local uniform convergence
(iii) For each ζ ∈ R, u+ζ = limµ→ζ+ u+µ = limµ→ζ+ u−µ and u−ζ = limµ→ζ− u+µ =
limµ→ζ− u−µ locally uniformly
(iv) The set A = {ζ ∈ R | u+ζ 6= u−ζ } is countable
(v) For each ζ ∈ R, limr→±∞ u±ζ (re + x⊥) = ±1 uniformly with respect to x⊥ ∈
〈e〉⊥
(vi) If A = φ, then U+ = U− ∈ UC(R × Td) and ζ 7→ uζ is continuous in the
topology of uniform convergence
Remark 2. A closer look at Proposition 21 and its proof shows that U is continuous
if and only if U ∈ UC(R× Td).
Proof. Let {uζ}ζ∈R be the family of functions generated by Ue. By Proposition 20,
we can fix a set C ⊆ R such that L1(R \ C) = 0, uζ is a plane-like minimizer of Fa
for each ζ ∈ C, and lim supR→∞R1−dFa(uζ;Q(0, R)⊕e R) <∞. Note, in particular,
that C is dense in R.
Step 1: convergence as |〈x, e〉| → ∞
Fix ζ ∈ C. By the choice of C, Fa(uζ ;Q(0, R)⊕e R) < ∞ for each R > 0. Thus,
by uniform continuity of uζ,
lim
r→±∞
W (uζ(re+ x
⊥)) = 0 if x⊥ ∈ 〈e〉⊥.
This implies |uζ(re + x⊥)| → 1 locally uniformly in 〈e〉⊥. Further, by appealing to
the uniform continuity of uζ and the Birkhoff property, one can show that actually
limr→±∞ uζ(re+ x⊥) = ±1 locally uniformly in 〈e〉⊥.
In particular, given δ > 0, we can fix r > 0 such that
inf
{
uζ(re+ x) | x ∈ [0, 1)d
} ≥ 1− δ.
Now observe that if k ∈ Zd and 〈k, e〉 ≥ 0, then the Birkhoff property implies
inf
{
uζ(re+ x+ k) | x ∈ [0, 1)d
} ≥ 1− δ.
Therefore,
uζ(re+ x) ≥ 1− δ if x ∈
⋃
k∈Zd:〈k,e〉≥0
k + [0, 1)d.
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Observing now that
⋃
kZd:〈k,e〉>0 k + [0, 1)
d ⊇ √de + 〈e〉⊥, we obtain
inf
{
uζ((r +
√
d)e+ x⊥) | x⊥ ∈ 〈e〉⊥
}
≥ 1− δ.
Since δ was arbitrary, we conclude that limr→∞ uζ(re+x⊥) = 1 uniformly with respect
to x⊥ ∈ 〈e〉⊥.
The limit 〈x, e〉 → −∞ can be treated via symmetrical arguments.
Step 2: defining {u+ζ }ζ∈R and {u−ζ }ζ∈R
Given ζ ∈ R, define u+ζ = limC∋µ→ζ+ uµ and u−ζ = limC∋µ→ζ− uµ, which both exist
locally uniformly in Rd by monotonicity and equicontinuity of µ → uµ. Also notice
that u+ζ ≤ u−ζ .
Define U±e in R× Td by U±e (s, x) = u±〈x,e〉−s(x).
Step 3: one-sided continuity
Define A = {ζ ∈ R | u+ζ 6= u−ζ }.
If ζ ∈ A, then there is an x ∈ Rd such that u+ζ (x) < u−ζ (x). Thus, for each ζ ∈ A,
we can fix a non-empty, compact set Kζ ⊆ Rd such that u+ζ < u−ζ in Kζ . Let Uζ be
the open subset of Cloc(R
d) defined by Uζ = {w | u+ζ < w < u−ζ in Kζ}.
Observe that since ζ 7→ uζ is non-increasing, it follows that u−ζ ≥ u+µ if ζ < µ.
Thus, {Uζ}ζ∈A is a disjoint family of open sets in Cloc(Rd). Since this is a separable
metric space, we conclude that A must be countable.
Now u+ζ = u
−
ζ = uζ for a.e. ζ ∈ R, and, thus, Theorem 7 implies U+e = U−e = Ue
a.e. in R× Td.
Step 4: uniform convergence when A = φ
Assume now that A = φ. Fix ζ ∈ R. We claim that uµ → uζ uniformly in Rd
as µ → ζ . To see this, we argue by contradiction. Suppose instead there is a δ > 0
and two sequences (yn)n∈N ⊆ Rd and (µn)n∈N ⊆ R such that |uµn(yn) − uζ(yn)| ≥ δ
independently of n. In view of Step 1, we know that limn→∞ ‖yn‖ =∞.
Passing to a subsequence if necessary, fix ξ ∈ [0, 1)d, γ ∈ [−∞,∞] such that
limn→∞〈[yn], e〉 = γ in the topology of the extended reals and ξ = limn→∞(yn− [yn]).
If γ ∈ {−∞,∞}, then limn→∞ |uµn(yn)− uζ(yn)| = 0 by the boundedness of (µn)n∈N
and Step 1. Therefore, we can assume |γ| <∞.
If we write uµn(yn) = uµn−〈[yn],e〉(yn − [yn]) and uζ(yn) = uζ−〈[yn],e〉(yn − [yn]), then
the limits µn − 〈[yn], e〉 → ζ − γ, ζ − 〈[yn], e〉 → ζ − γ, and y − [yn]→ ξ imply
δ ≤ lim
n→∞
|uµn(yn)− uζ(yn)|
= lim
n→∞
|uµn−〈[yn],e〉(yn − [yn])− uζ−〈[yn],e〉(yn − [yn])|
= |uζ−γ(ξ)− uζ−γ(ξ)|
= 0.
This contradiction shows that uζ = limµ→ζ uµ uniformly in Rd. From this and Propo-
sition 5, U+ = U− ∈ UC(R× Td). 
6.2. Surface tension. Finally, we relate E a to Fa:
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Theorem 10. E a = ϕ˜a. Moreover, if Ue ∈ Me(R × Td), then, for almost every
ζ ∈ R,
(22) lim
R→∞
R1−dFa(uζ ;Q(0, R)⊕e R) = ϕ˜a(e)
Proof. In view of Theorem 7, for almost every ζ ∈ R, limR→∞R1−dFa(uζ;Q(0, R)⊕e
R) = E a(e). Fix such a ζ ∈ R and a function q : R→ [−1, 1] such that ´∞−∞
(
Λ
2
q′(s)2 +W (q(s))
)
ds <
∞ and lims→±∞ q(s) = ±1. Given e ∈ Sd−1, let qe(x) = q(〈x, e〉).
By Proposition 20, we can assume without loss of generality that uζ is a Class A
minimizer of Fa.
Define two set functions Φ and Ψ defined on open subsets of 〈e〉⊥ by
Φ(A) = inf {Fa(v;A⊕e R) | v = qe on ∂A⊕e R}
Ψ(A) = inf {Fa(v;A⊕e R) | v = uζ on ∂A⊕e R}
where the equality is intended in the trace sense.
Notice that if A = A1 ∪A2 and A1 ∩A2 = φ, then
Φ(A) ≤ Φ(A1) + Φ(A2).
Therefore, the limit limR→∞R1−dΦ(Q(0, R)) exists and it can be shown as in [Mor]
that it equals ϕ˜a(e).
On the other hand, since uζ is a Class A minimizer of Fa,
Ψ(A) = Fa(v;A⊕e R).
Using the fundamental estimate of Γ-convergence (see [ABC] or [Mor]) and the
asymptotic behavior of uζ given in Proposition 21, (v), it is possible to show that
limR→∞R1−dΨ(Q(0, R)) = limR→∞R1−dΦ(Q(0, R)). Thus, (22) holds, as claimed.

6.3. Uniqueness when e /∈ RZd. When a and W are more regular, we have
Proposition 22. Fix e ∈ Sd−1 \ RZd and assume that a and W satisfy (11), (12),
(13), and (14). Suppose U
(i)
e ∈ Me(R × Td) for i ∈ {1, 2} are defined in such a
way that the families (u
(i)
ζ )ζ∈R defined by u
(i)
ζ (x) = U
(i)
e (〈x, e〉 − ζ, x) are both right-
continuous or left-continuous with respect to ζ. If
´
Td
U
(1)
e (s, x) dx =
´
Td
U
(2)
e (s, x) dx
for some s ∈ R, then U (1)e = U (2)e .
Proof. Replacing U
(i)
e by TsU
(i)
e if necessary, we can assume that s = 0.
Define U e = U
(1)
e ∨U (2)e and Ue = U (1)e ∧U (2)e . By Lemma 1, Ue, U e ∈Me(R×Td),
and, thus, almost every element of the families (u¯ζ)ζ∈R and (uζ)ζ∈R is a stationary
solution of (2). Since uζ ≤ u¯ζ, the strong maximum principle implies that either
uζ = u¯ζ or uζ < u¯ζ in R
d. To conclude, we will assume that there is a ζ ′ ∈ R so that
u
(1)
ζ′ = uζ′ < u¯ζ′ = u
(2)
ζ′ and show that this leads to a contradiction.
We claim that either u
(1)
ζ < u
(2)
ζ for every ζ , or else the opposite inequality holds.
If this were not the case, then we could find a γ ∈ R such that u(1)γ = u(2)γ for some
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γ ∈ R. Since the numbers {〈k, e〉 | k ∈ Zd} are dense and u(i)
γ+〈k,e〉 = u
(i)
γ (· − k), the
right-continuity (or left-continuity) of ζ 7→ u(i)ζ for i ∈ {1, 2} implies u(1)ζ = u(2)ζ at
all ζ ∈ R. This contradicts our assumption ζ ′. Thus, relabeling if necessary, we can
assume that u
(1)
ζ < u
(2)
ζ for all ζ ∈ R.
Integrating over {0} × Td, we obtain
0 <
ˆ
Td
(
u
(2)
〈x,e〉(x)− u(1)〈x,e〉(x)
)
dx
=
ˆ
Td
(U (2)e (0, x)− U (1)e (0, x)) dx
= 0.
This contradiction shows u
(1)
ζ = u
(2)
ζ for all ζ ∈ R, which implies U (1)e = U (2)e . 
7. Analysis of the Laminar Case
In this section, we investigate the structure of the sets {Me(R× Tk)}e∈Sd−1 in the
laminar setting to give a sense of what can be proved, particularly as it pertains to
the differentiability properties of ϕ˜a and the effective equation (7).
7.1. Set-up. We fix a k ∈ {1, 2, . . . , d− 1} and assume that a is Tk ×Rd−k-periodic,
that is, axi ≡ 0 if i ∈ {k + 1, . . . , d}. As was mentioned in the introduction, in this
set-up it is convenient to replace Td by Tk in cylindrical coordinates:
T
a
e (U) =
ˆ
R×Tk
(〈a(x)DeU,DeU〉
2
+W (U)
)
dx ds,
where De = e∂s +Dx. Here e ∈ Sd−1 ⊆ Rd, Dx = (∂x1 , . . . , ∂xk , 0, . . . , 0), and, by an
abuse of notation, we treat a as a function defined in Tk.
Also notice that if e /∈ Sk−1×{0}, then T ae is actually uniformly elliptic. Precisely,
letting Pk, P
⊥
k : R
d → Rd denote the orthogonal projections onto Rk × {0} and
{0} × Rd−k, respectively, we can write
〈a(x)DeU,DeU〉
2
≥ λ‖DeU‖
2
2
=
λ
2
(‖Pk(e)∂sU +DxU‖2 + ‖P⊥k (e)‖2|∂sU |2)
≥ 0
with equality if and only if (∂sU,DxU) = 0.
Note that, in this section, assumptions (11), (12), (13), and (14) are in effect.
7.2. Estimates on Ue and ∂sUe. For each e ∈ Sd−1, let Ue denote a minimizer of T ae
satisfying
´
Tk
Ue(0, x) dx = 0. Since a and W are smooth, the results of Proposition
22 impy that Ue is unique if e ∈ (Sk−1\RZk)×{0}. A similar argument using uniform
ellipticity shows that Ue is also unique if e ∈ Sd−1 \ (Sk−1 × {0}).
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Proposition 23. If e ∈ Sd−1 \ (Sk−1×{0}), then there is a unique Ue ∈Me(R×Tk)
such that
´
Tk
Ue(0, x) dx = 0.
Following [LV], we have
Proposition 24. There are constants C, ν > 0 such that if e ∈ Sd−1 \ (Sk−1 × {0})
or e ∈ (Sk−1 \ RZk)× {0}, then
|ueζ(x)− 1| ≤ Ce−ν(〈x,e〉−ζ)
|ueζ(x) + 1| ≤ Ceν(〈x,e〉−ζ)
where (ueζ)ζ∈R are the leaves of the unique minimizer Ue ∈ Me(R × Tk) satisfying´
Tk
Ue(0, x) dx = 0.
Proof. We will use the “bounded width” estimate proved in [V], and then use assump-
tion (14) and explicit super-solutions to prove the exponential decay. Since e will be
fixed throughout the proof, let us write U and {uζ}ζ∈R instead of Ue and {ueζ}ζ∈R.
We begin by proving the estimate when e ∈ Sd−1 \ (Sk−1×{0}) so that everything
is smooth. By (14), we can fix δ > 0 such that α
2
≤W ′′(u) if dist(u, {−1, 1}) ≤ δ.
First of all, we rewrite the integral constraint:
0 =
ˆ
Tk
Ue(0, x) dx =
ˆ
[0,1)k×{0}
u〈x,e〉(x) dx
From this and the continuity of Ue in all its variables, we deduce that there is a
ζδ ∈ [0,
√
d] and an xδ ∈ [0, 1)k × {0} such that uζδ(xδ) ∈ (−1 + δ, 1 − δ).
By [V, Theorem 8.1], there is an Mδ > 0 depending on a, W , and δ, but not on e,
so that
{−1 + δ ≤ uζδ ≤ 1− δ} ⊆
{
y ∈ Rd | |〈y − xδ, e〉| ≤Mδ
}
Picking k ∈ Zd and ξ ∈ [0, 1)d such that xδ + (Mδ + 2
√
d)e = k + ξ and writing
uζδ(y + k) = uζδ−〈k,e〉(y), we deduce that
u−(Mδ+3
√
d)(y) ≥ uζδ−〈k,e〉(y) = uζδ(y + k) ≥ 1− δ if y ∈ [0, 1)d
Arguing similarly, we find
uMδ+3
√
d(y) ≤ −1 + δ if y ∈ [0, 1)d.
Observing now that U(s, x) = u〈x,e〉−s(Pk(x)), we find{
U(s, x) ≥ 1− δ if s > Mδ + 4
√
d
U(s, x) ≤ −1 + δ if s < −(Mδ + 4
√
d).
Now observe that Ψ = 1− U satisfies

D∗e(a(x)DeΨ) + α2Ψ ≤ 0 in {s > Mδ + 4
√
d}
Ψ ≤ δ on {s = Mδ + 4
√
d}
lims→∞Ψ = 0 uniformly in Tk
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Let Ψ¯(s, x) = δe−ν(s−(Mδ+4
√
d)) and observe that Ψ¯ is a super-solution of the same
equation provided ν < α
2(Λ+dLip(a)
. Thus, by the maximum principle,
1− U(s, x) ≤ Ψ(s, x) ≤ δe−ν(s−(Mδ+4
√
d)) if s ≥Mδ + 4
√
d.
Arguing similarly, one can show that
U(s, x) + 1 ≤ δeν(s+(Mδ+4
√
d)) if s ≤ −(Mδ + 4
√
d).
Putting the estimates together with the trivial bound |U | ≤ 1 and the change-of-
variables 〈x, e〉−ζ = s, we obtain the desired conclusion when e ∈ Sd−1\(Sk−1×{0}).
Finally, assume e ∈ (Sk−1\RZk)×{0}. Pick a sequence (en)n∈N ⊆ Sd−1\(Sk−1×{0})
such that en → e. We then find that the sequence (Uen)n∈N converges pointwise a.e.
in R × Tk to Ue by uniqueness. From this, the exponential bounds are preserved
almost everywhere in the limit n → ∞, and the regularity of the functions {uζ}ζ∈R
implies they actually hold everywhere. 
When e /∈ Sk−1 × {0}, our previous remarks show ∂sUe ∈ L2(R× Tk).
Proposition 25. If e /∈ Sk−1 × {0}, then ∂sUe ∈ L2(R × Tk). Moreover, for each
δ > 0, there is a constant Cδ depending on δ, λ, Λ, and W and a constant β > 0
depending on Lip(a), d, α, and Λ such that if dist(e, Sk−1 × {0}) ≥ δ, then
∂sUe(x, s) ≤ Cδ‖∂sUe‖L2(R×Tk)e−β|s|.
Proof. First, to see that ∂sUe ∈ L2(R× Tk), observe that if U ∈ C∞c (R× Tk), then
λ‖P⊥k (e)‖2
ˆ
R×Tk
|∂sU |2 dx ds ≤
ˆ
R×Tk
〈a(x)DeU,DeU〉 dx ds.
Thus, by an approximation argument that we omit, a function U ∈ L1loc(R × Tk)
satisfies DeU ∈ L2(R×Tk;Rd) only if ∂sU ∈ L2(R×Tk). This applies, in particular,
to Ue.
Now observe that Ve := ∂sUe is a weak solution of the uniformly elliptic PDE
D∗e(a(x)DeVe) +W ′′(Ue)Ve = 0 in R× Tk.
By Proposition 21, there is an M > 0 such that W ′′(Ue) > α if |s| ≥M .
By uniform ellipticity, |Ve(s, x)| is controlled by
´
Q
Ve(r, y)
2 dy dr for some neigh-
borhood Q of (s, x) (cf. [GT, Section 8.6] or [HL, Section 4.2]). In particular, there
is a constant C1 > 0 depending on δ such that ‖V ‖L∞(R×Tk) ≤ C1‖V ‖L2(R×Tk), and,
moreover, lim|s|→∞ V (s, x) = 0 uniformly in Tk.
It is straightforward to check that the function V (s) = ‖V ‖L∞(R×Tk)e−β(|s|−M) is a
super-solution of the same equation in {|s| > M} if 0 < β < α
dLip(a)+Λ
. From this and
the maximum principle, we deduce that
V (s, x) ≤ ‖V ‖L∞(R×Tk)e−β(|s|−M) ≤ C2‖V ‖L2(R×Tk)e−β|s|.

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7.3. Analysis of Le. In this section, we analyze the operator Le obtained by lineariz-
ing the pulsating wave equation around Ue. More precisely, we define the unbounded
operator Le in L2(R× Td) as follows:{
D(Le) = H2(R× Tk)
LeΦ = D∗e(a(x)DeΦ)
Throughout the remainder of this section, we will write Ve := ∂sUe for convenience.
To start with, we prove a useful representation of the quadratic form determined
by Le:
Proposition 26. If Φ ∈ H2(R× Tk) and Ψ = ∂sU−1e Φ, thenˆ
R×Tk
(〈a(x)DeΦ,DeΦ〉+W ′′(Ue)Φ2) dx ds =
ˆ
R×Tk
〈a(x)DeΨ, DeΨ〉V 2e dx ds.
Proof. First, assume that Φ ∈ C∞c (R× Tk). By Leibniz’s rule, we find
D∗e(a(x)DeΦ) = D∗e(a(x)De(Ψ∂sUe))
= D∗e(∂sUea(x)DeΨ) +D∗e(Ψa(x)DeVe)
= −2〈DeVe, a(x)DeΨ〉+ VeD∗e(a(x)DeΨ) + ΨD∗e(a(x)DeVe)
=
(D∗e(a(x)DeΨ)− 2V −1e 〈Dea(x)Ve,DeΨ〉 −W ′′(Ue)Ψ)Ve
which yields
D∗e(a(x)DeΦ) +W ′′(Ue)Φ =
(D∗e(a(x)DeΨ)− 2V −1e 〈a(x)DeVe,DeΨ〉)Ve
Multiplying everything by Φ = ΨVe and integrating the left-most term by parts, we
findˆ
R×Tk
(〈a(x)DeΦ,DeΦ〉 +W ′′(Ue)Φ) dx ds =
ˆ
R×Tk
(D∗e(a(x)DeΨ)− 2V −1e 〈a(x)DeVe,DeΨ〉)ΨV 2e dx ds
Integrating by parts in the right-hand side, we findˆ
R×Tk
(D∗e(a(x)DeΨ) + 2V −1e 〈a(x)DeVe,DeΨ〉)ΨV 2e dx ds =
ˆ
R×Tk
〈a(x)DeΨ,DeΨ〉V 2e dx ds
+
ˆ
R×Tk
2〈a(x)DeΨ,DeVe〉ΨVe dx ds
−
ˆ
R×Tk
2〈a(x)DeΨ,DeVe〉ΨVe dx ds
=
ˆ
R×Tk
〈a(x)DeΨ,DeΨ〉V 2e dx ds.
If instead Φ ∈ H2(R×Tk)\C∞c (R×Tk), the identity follows by approximation. 
Finally, the following result will be useful when we study the sharp interface limit:
Proposition 27. Le is closed, self-adjoint, and Ker(Le) = 〈Ve〉. Moreover, Ran(Le) =
〈Ve〉⊥.
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Proof. Define α±1 = limu→±1W ′′(u) and define α : R\{0} → (0,∞) by α(s) = αsgn(s).
Now define an operator Lα on L2(R× Tk) with domain H2(R× Tk) by
LαΦ = D∗e(a(x)DeΦ) + α(s)Φ
From (11) and (13) and the assumption that e ∈ Sd−1 \ (Sk−1×{0}), we can show
that Lα is a closed operator. Indeed, by L2 estimates for uniformly elliptic equations
(cf. [GT, Theorem 9.11] or [E, Section 6.3.1]),
‖Φ‖2H2([n,n+1]×Tk) ≤ C(‖Φ‖2L2([n−1,n+2]×Tk) + ‖LαΦ‖2L2([n−1,n+2]×Tk))
Summing over n, we find
‖Φ‖2H2(R×Tk) ≤ C(‖Φ‖2L2(R×Tk) + ‖LαΦ‖2L2(R×Tk))
Thus, the graph of Lα is closed in L2(R × Tk) × L2(R × Tk), so that Lα is a closed
operator.
Since α+ ∧ α− > 0, the operator L−1α : L2(R × Tk) → H2(R × Tk) exists and is
bounded.
Observe that we can write Le = Lα + Mα, where MαΦ = (W ′′(Ue) − α(s))Φ is
a bounded linear operator on L2(R × Tk). In particular, Le = (Id + MαL−1α )Lα.
Since L−1α takes L2(R × Tk) continuously into H2(R × Tk) and W ′′(Ue) − α(s) → 0
uniformly as |s| → ∞, it follows that MαL−1α is compact. Therefore, by the Fredholm
alternative, Id + MαL−1α is a closed operator with closed range. Since Le = (Id +
MαL−1α )Lα, we deduce that Le is also a closed operator with closed range.
Le is clearly symmetric. Therefore, to prove it is self-adjoint, it is only necessary
to show that D(L∗e) = D(Le). To show this, one can mollify an element of D(L∗e) and
show the mollified function is uniformly bounded in H2(R× Tk).
The previous proposition shows Ker(Le) = 〈Ve〉. Now since Le is a self-adjoint
operator with closed range, we deduce that
Ran(Le) = Ran(Le) = Ker(Le)⊥ = 〈Ve〉⊥

7.4. Derivatives with respect to e. Since we are differentiating ϕ˜a, it is convenient
to follow through on Remark 1. Let us define, for each v ∈ Rd\(Rk\{0}, the pulsating
standing wave Uv by
Uv(s, x) = U‖v‖−1v(‖v‖s, x).
If T av is the functional defined in Remark 1, then Uv is a minimizer and T
a
v (Uv) =
ϕ˜a(v).
Now we differentiate Ue with respect to e. To start with, we fix ξ ∈ Rd and define
Rξe,h by
Rξe,h(s, x) =
Ue+hξ(s, x)− Ue(s, x)
h
.
The following result follows immediately from the corresponding properties of Ue+hξ
and Ue:
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Proposition 28. Rξe,h satisfies the PDE

LeRξe,h = BhRξe,h +Kh in R× Tk
lim|s|→∞R
ξ
e,h(s, x) = 0´
Tk
Rξe,h(0, x) dx = 0
where Bh and Kh are given by
Bh = −
ˆ 1
0
{W ′′(Ue + t(Ue+hξ − Ue))−W ′′(Ue)} dt
Kh = 〈ξ, a(x)DeVe+hξ〉+ 〈ξ, a(x)De+hξVe+hξ〉+ 〈div a, ξ〉Ve+hξ
The sequence (Kh)h∈(−1,1) is uniformly bounded in C0(R× Tk) and
lim
h→0
‖Bh‖L∞(R×Tk) = 0.
Now we use uniform ellipticity to pass to the limit h→ 0:
Theorem 11. The limit Rξe = limh→0R
ξ
e,h exists in C
2
0(R × Tk) and L2(R × Tk).
Moreover, Rξe is the unique solution of the equation{ LeRξe = 2〈a(x)ξ,DeVe〉+ 〈div a, ξ〉Ve in R× Tk´
R×Tk R
ξ
e(0, x) dx = 0
In the proof, we will use Schauder estimates for linear elliptic equations (cf. [GT,
Theorem 6.2]).
Proof. The main technicality in the proof is we need to work around the kernel of Le.
Since (Rξe,h)h∈R ⊆ L2(R× Tk), we can fix (Qξe,h)h∈R ⊆ 〈Ve〉⊥ and (ch)h∈R such that
Rξe,h = chVe +Q
ξ
e,h.
By the previous result, we can fix a δ > 0 such that
(23) ‖Bh‖L∞(R×Tk) <
α
4
<
α
2
≤ lim inf
|s|→∞
W ′′(Ue(s, x)) if |h| < δ.
We will use this to show that (Rξe,h)h∈(−δ,δ) satisfies an exponential estimate similar
to the one derived for Ve.
We claim that (Qξe,h)h∈(−δ,δ) is pre-compact in C0(R×Tk) and (ch)h∈(−δ,δ) is bounded
in R. To see this, we first prove that lim suph→0 ‖Rξe,h‖L∞(R×Tk) <∞.
Assume to the contrary that there is a sequence (hn)n∈N ⊆ (−δ, δ) such that
limn→∞ ‖Rξe,hn‖L∞(R×Tk) =∞.
Define (R˜n)n∈N by R˜n = ‖Rξe,hn‖−1L∞(R×Tk)Rξe,hn. Notice that R˜n satisfies the PDE
(24) LeR˜n = BhnR˜n + ‖Rξe,hn‖−1L∞(R×Tk)Khn
Thus, Schauder estimates (cf. [GT, Theorem 6.2]) imply (R˜n)n∈N is bounded in
C2,α0 (R× Tk) for some α ∈ (0, 1).
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We claim that (R˜n)n∈N is pre-compact in C20(R× Tk). Let us write
R˜n = Q˜n + c˜nVe
Q˜n = ‖Rξe,hn‖−1L∞(R×Tk)Qξe,hn
c˜n = ‖Rξe,hn‖−1L∞(R×Tk)chn
Notice that ‖R˜n‖2L2(R×Tk) = ‖Q˜n‖2L2(R×Tk) + |c˜n|2‖Ve‖2L2(R×Tk). Moreover, in view of
Proposition 25, Schauder estimates for the equation satisfied by Ve, and the uniform
bound ‖R˜n‖L∞(R×Tk) = 1, we can use (23) to argue as in Proposition 25 that there
are constants C, γ > 0 such that
(25) |R˜n(s, x)| ≤ Ce−γ|s|.
This bound and Schauder estimates imply (R˜n)n∈N is pre-compact in both C20(R×Tk)
and L2(R× Tk). From this, we deduce that (c˜n)n∈N is bounded in R.
By compactness, we can assume without loss of generality (i.e. by passing to a
sub-sequence) that there is an R˜ ∈ C20(R × Tk) and a c˜ ∈ R such that R˜n → R˜ in
C20(R × Tk) and c˜n → c˜. Passing to the limit in (24) and recalling that Bh → 0
uniformly, we find
LeR˜ = 0.
Thus, R˜ = c˜Ve. On the other hand,
c˜
ˆ
Tk
Ve(0, x) dx = lim
n→∞
ˆ
Tk
R˜n(0, x) dx = 0.
Since V δe > 0 in R × Tk, we conclude that c˜ = 0, which gives R˜ = 0. This is a
contradiction, however, since ‖R˜‖L∞(R×Tk) = limn→∞ ‖R˜n‖L∞(R×Tk) = 1.
From the preceding discussion, we deduce that (Rξe,h)h∈(−δ,δ) is bounded in C0(R×
Tk). By Schauder estimates, it is actually bounded in C20(R × Tk). In view of the
estimate (25), (Rξe,h)h∈(−δ,δ) is pre-compact in both C
2
0 (R × Tk) and L2(R × Tk),
which implies the real numbers (ch)h∈(−δ,δ) are also bounded. Thus, (Q
ξ
e,h)h∈(−δ,δ) is
pre-compact in C20(R× Tk) and L2(R× Tk) as well.
Pick a sequence (hn)n∈N ⊆ (0,∞) such that hn → 0 as n → ∞. Without loss
of generality, we can assume there is a Q¯ ∈ C20(R × Tk) and a c¯ ∈ R such that
Q¯ = limn→∞ Q˜
ξ
e,hn
in C20 (R×Tk) and L2(R×Tk) and c¯ = limn→∞ chn . Passing to the
limit in the equations satisfied by (Qξe,h)h∈(−δ,δ), we find
(26) LeQ¯ = K¯,
where K¯ = limh→∞Kh = 2〈ξ, aDeVe〉+ 〈div a, ξ〉Ve.
Notice that there is at most one solution of (26) in H2(R×Tk)∩ 〈Ve〉⊥. Indeed, if
Q˜ ∈ H2(R× Tk) ∩ 〈Ve〉⊥ is another solution, then Le(Q˜ − Q¯) = 0. In particular, by
Proposition 27, Q˜− Q¯ ∈ 〈Ve〉 ∩ 〈Ve〉⊥ = {0}.
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The previous paragraph shows that the limiting function Q¯ did not depend on the
sequence (hn)n∈N. Furthermore, integrating on {0} × Tk, we obtain
0 =
ˆ
Tk
Q¯(0, x) dx+ c¯
ˆ
Tk
Ve(0, x) dx,
Thus, c¯ is also uniquely determined, independently of (hn)n∈N.
Putting it all together, we conclude that there is a unique Qξe ∈ C20(R × Tk) and
a unique c ∈ R such that Qξe + cVe = limh→0Rξe,h in C20 (R × Tk) and L2(R × Tk).
Furthermore, Qξe is the unique solution of LeQξe = 2〈ξ, aDeVe〉 + 〈div a, ξ〉Ve in 〈Ve〉⊥
and c is determined by the requirement that
´
Tk
Rξe(0, x) dx = 0. 
Remark 3. Notice that
Ve+hξ − Ve
h
= ∂sR
ξ
e,h
DxUe+hξ −DxUe
h
= DxR
ξ
e,h
Thus, the C20(R × Tk) convergence just proved implies ∂sRξ = limh→0 Ve+hξ−Veh and
DxR
ξ
e = limh→0
DxUe+hξ−DxUe
h
in C0(R×Tk). Appealing to Schauder estimates and the
uniform exponential decay of (Rξe,h)h∈(−1,1) as |s| → ∞, we can show this convergence
also holds in Lp(R× Tk) for any p ∈ [1,∞).
Remark 4. If greater regularity assumptions are imposed on a and W , then one can
differentiate Rξe with respect to e again. We will not go into the proof here, but the key
point is that, with each new differentiation step, one arrives at another equation of
the form LeΦ = F , and the necessary regularity and decay properties of F are known
from previous steps.
The same can be said about solutions of parametrized equations of the form{ LePe,y,ξ = Fy,ξ in R× Tk´
Tk
Pe,y,ξ(0, x) dx = 0
where Pe,y,ξ = Pe,y,ξ(s, x) and Fy,ξ = Fy,ξ(s, x). If Fy,ξ ∈ L2(R × Tk) ∩ 〈Ve〉⊥ for
each y, ξ, then there is a solution Pe,y,ξ. Moreover, if Fy,ξ is sufficiently smooth in its
variables, we can again use the normalization
´
R×Tk Pe,y,ξ(0, x) dx = 0 to show that
Pe,y,ξ is just as smooth with respect to e, y, and ξ.
7.5. Derivatives of ϕ˜a. Now we compute the derivatives of ϕ˜. In the case of Dϕ˜a,
the proof works very generally.
Proposition 29. For each e ∈ Sd−1 \ (Sk−1 × {0}), ϕ˜a is differentiable at e and
Dϕ˜a(e) =
ˆ
R×Tk
∂sUea(x)DeUe dx ds.
Proof. Let p =
´
R×Tk ∂sUea(x)DeUe dx ds. Note that this is well-defined since ‖DeUe‖L∞(R×Tk) =
sup
{‖Duζ‖L∞(Rd) | ζ ∈ R} <∞ by Schauder estimates and ‖∂sUe‖L1(R×Tk) = 2.
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If e′ ∈ Sd−1, then
ϕ˜a(e′) ≤ T ae′ (Ue)
= T ae (Ue) +
ˆ
R×Tk
∂sUe〈a(x)DeUe, e′ − e〉 dx ds
+
1
2
ˆ
R×Tk
〈a(x)(e′ − e), e′ − e〉∂sU2e dx ds
From the estimate 1
2
´
R×Tk〈a(x)(e′−e), e′−e〉∂sU2e dx ds ≤ Λ‖e
′−e‖2
2
‖∂sUe‖2L2(R×Tk), we
find that
ϕ˜a(e′) ≤ ϕ˜a(e) + 〈p, e′ − e〉+ 1
2
Λ‖∂sUe‖2L2(R×Tk)‖e′ − e‖2 if e′ ∈ Sd−1.
Thus, by convexity, ϕ˜a is differentiable at e and Dϕ˜a(e) = p as claimed. 
Next, we find a formula for D2ϕ˜. Here is where we use the full strength of the
regularity afforded by the laminarity assumption.
Proposition 30. ϕ˜a ∈ C2(Rd\(Rk×{0})). In fact, if for each e ∈ Sd−1\(Sk−1×{0})
and ξ ∈ Rd, we define Ψξe in R× Tk by Ψξe = V −1e Rξe, then
(27) 〈D2ϕ˜a(e)ξ, ξ〉 =
ˆ
R×Tk
〈a(x)(ξ +DeΨξe), (ξ +DeΨξe)〉V 2e dx ds.
Moreover, we have the bound
M˜a(e)−1D2ϕ˜a(e) ≤ Λ(Id− e⊗ e) in Sd−1 \ (Sk−1 × {0}).
Proof. Fix e ∈ Sd−1. Differentiating under the integral sign, we obtain
D2ϕ˜a(e) =
ˆ
R×Tk
(
V 2e a(x) + a(x)DeUe ⊗ ∂sRe + Vea(x)DeRe
)
dx ds
=
ˆ
R×Tk
(
V 2e a(x)− a(x)DeVe ⊗Re +D∗e(a(x)Ve)Re
)
dx ds
=
ˆ
R×Tk
V 2e a(x) dx ds−
ˆ
R×Tk
(2a(x)DeVe − Vediv a)⊗ Re dx ds
=
ˆ
R×Tk
V 2e a(x) dx ds−
ˆ
R×Tk
LeRe ⊗ Re dx ds.
Integrating by parts, we find
〈D2ϕ˜a(e)ξ, ξ〉 =
ˆ
R×Tk
〈a(x)ξ, ξ〉V 2e dx ds−
ˆ
R×Tk
(〈a(x)DeRξe,DeRξe〉+W ′′(Ue)|Rξe|2) dx ds.
Since Le is a non-negative operator, the right-most term is non-positive and we deduce
that
〈D2ϕ˜a(e)ξ, ξ〉 ≤
ˆ
R×Tk
〈a(x)ξ, ξ〉V 2e dx ds ≤ ΛM˜a(e).
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Now we substitute Ψξe for R
ξ
e and use the equation satisfied by R
ξ
e to obtain
〈D2ϕ˜a(e)ξ, ξ〉 =
ˆ
R×Tk
〈a(x)(ξ +DeΨξe), (ξ +DeΨξe)〉V 2e dx ds.
Observe that the last relation implies 〈D2ϕ˜a(e)ξ, ξ〉 > 0 if ξ ∈ Rd \ 〈e〉. Indeed, if
it vanished, then we would deduce that ξ +DeΨξe = 0 in R× Tk. However, from the
definition of De, this would yield
0 =
ˆ
Tk
(ξ +DeΨξe(0, x)) dx ds = ξ + e
ˆ
Tk
∂sΨ
ξ
e(0, x) dx,
which is impossible unless ξ ∈ 〈e〉. 
Now we show that what we just obtained is consistent with the computation in
[BS]:
Proposition 31. If e ∈ Sd−1 \ (Sk−1 × {0}), then A˜(e) = D2ϕ˜a(e).
Proof. Recall that in the very first computation in the previous proof, we obtained
D2ϕ˜a(e) =
ˆ
R×Tk
(
V 2e a(x) + a(x)DeUe ⊗ ∂sRe + Vea(x)DeRe
)
dx ds
Writing DeUe = e∂sUe +DxUe and integrating both terms by parts, we arrive at
D2ϕ˜a(e) =
ˆ
R×Tk
(
V 2e a(x) + Ve · div a⊗ Re + 2Vea(x)DxRe + 2Vea(x)e⊗ ∂sRe
)
dx ds.
To finish the proof, first, recall that symmetric matrices are determined by their
quadratic forms. Therefore, it only remains to show that 〈D2ϕ˜(e)ξ, ξ〉 = 〈A˜(e)ξ, ξ〉.
Additionally, recall that if w, v ∈ Rd, then
(28) 〈(w ⊗ v)ξ, ξ〉 = 〈w, ξ〉〈v, ξ〉 = 〈(v ⊗ w)ξ, ξ〉.
Using (28), we find
〈D2ϕ˜(e)ξ, ξ〉 =
ˆ
R×Tk
Ve
(
Ve〈a(x)ξ, ξ〉+ 〈div a, ξ〉Rξe + 2〈a(x)DxRξe, ξ〉
+2〈a(x)e, ξ〉∂sRξe
)
dx ds
=
ˆ
R×Tk
Ve (〈(a(x)e⊗ ∂sRe)ξ, ξ〉+ 〈(∂sRe ⊗ a(x)e)ξ, ξ〉+ Ve〈a(x)ξ, ξ〉
+2〈a(x)DxReξ, ξ〉+ 1
2
(〈(div a⊗Re)ξ, ξ〉+ 〈(Re ⊗ div a)ξ, ξ〉)
)
dx ds.
Thus, by our previous observation and [BS, Equation 6.22],
D2ϕ˜(e) =
ˆ
R×Tk
Ve (a(x)e⊗ ∂sRe + ∂sRe ⊗ a(x)e+ Vea(x)
+2a(x)DxRe +
1
2
(div a⊗ Re +Re ⊗ div a)
)
dx ds
= A˜(e)
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
7.6. Application: Convexity of the surface tension. Using Proposition 30 and
the elliptic regularization introduced in Section 2.3, we can show that the function
ϕ˜a is convex in general.
First, assume that a and W are smooth so that the results of the previous sub-
section are in force. Define ϕ˜a,δ in Sd−1 by
ϕ˜a,δ(e) = min
{
T
a
e,δ(U) | U ∈ X
}
.
Mimicking the proof of Proposition 30, we can show that the one-homogeneous ex-
tension of ϕ˜a,δ is in C2(Rd \ {0}) and
〈D2ϕ˜a,δ(e)ξ, ξ〉 = −
ˆ
R×Tk
(
δ
2
|∂sRδ,ξe |2 +
1
2
〈a(x)DeRδ,ξe ,DeRδ,ξe 〉+W ′′(U δe )|Rδ,ξe |2
)
dx ds
(29)
+
ˆ
R×Tk
〈a(x)ξ, ξ〉V δe dx ds,
where V δe = ∂sU
δ
e and R
δ,ξ
e = limh→0
Uδ
e+hξ
−Uδe
h
by analogy with the case δ = 0.
Making the substitution Ψδ,ξe = (V
δ
e )
−1Rδ,ξe , we find
(30)
〈D2ϕ˜a,δ(e)ξ, ξ〉 =
ˆ
R×Tk
(
δ|∂sΨδ,ξe |2 + 〈a(x)(ξ +DeΨδ,ξe ), (ξ +DeΨδ,ξe )〉
)
(V δe )
2 dx ds
Thus, D2ϕ˜a,δ ≥ 0 and it follows that ϕ˜a,δ is convex.
Observing now that ϕ˜a(e) = limδ→0+ ϕ˜a,δ(e) pointwise, it follows that ϕ˜a is convex
as well.
Finally, if a and W are not smooth, we can approximate them by coefficients that
are, and then it is not hard to show, using the compactness results of Section 5,
that the associated surface tensions converge to the surface tension of the limiting
coeffficients. This proves ϕ˜a is convex in general, as already observed in [ABC].
Remark 5. Arguing as in the δ = 0 case, (29) implies the bound
(31) 〈D2ϕ˜a,δ(e)ξ, ξ〉 ≤ Λ
ˆ
R×Tk
(V δe )
2 dx ds.
It is not hard to show (i.e. using the definition of ϕ˜a,δ) that the function δ →´
R×Tk(V
δ
e )
2 dx ds is non-increasing and
lim
δ→0+
ˆ
R×Tk
(V δe )
2 dx ds =
ˆ
R×Tk
∂sU
2
e dx ds
(with the right-hand side taken to be ∞ if the measure ∂sUe is not in L2(R× Td)).
Thus, it seems natural to interpret (31) as an a priori bound on M˜a(e)−1‖D2ϕ˜(e)‖.
We show in the next section that a matching lower bound does not seem likely.
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In Moser-Bangert theory, a formula analogous to (30) was already known to Moser
[G]. He used it to give an alternative proof that the minimal action is convex, just as
we have done for the surface tension.
7.7. Lower bound implies smoothness. In light of the upper bound obtained in
Proposition 30 and Remark 5, it is natural to search for a matching lower bound.
This seems unlikely to be true in general due to the next result:
Proposition 32. Fix a and W . If there is a δ0 > 0 and a c > 0 such that, for each
δ ∈ (0, δ0) and e ∈ Sd−1,
(32) M˜a,δ(e)−1D2ϕ˜aδ(e) ≥ c(Id− e⊗ e),
then ∂sUe ∈ L2(R× Td) for almost every e ∈ Sd−1.
In view of some classical counter-examples in Aubry-Mather theory, we do not
expect the conclusions of the proposition to be true without restricting the choice
of a and W . Put another way, instead of interpreting the proposition as a positive
result, the author suspects that a priori bounds of the form (32) are unlikely to be
true without restricting the class of coefficients (a,W ) considerably.
Proof. Let us assume that there is an A ⊆ Sd−1 such that Hd−1(A) > 0 and ∂sUe /∈
L2(T×Td) for each e ∈ Sd−1. It is convenient to define A˜ = {v ∈ Rd\{0} | v‖v‖ ∈ A}.
Notice that Ld(A˜) > 0. As we observed in Remark 5, if v ∈ A˜, then
lim
δ→0+
ˆ
R×Td
∂sU
δ
v (s, x)
2 dx ds =∞.
Given that Ld(A˜) > 0, we can fix a compact set K ⊆ A such that Ld(K) > 0. Since
ϕ˜a,δ → ϕ˜a locally uniformly in Rd \ {0} by convexity, it follows that D2ϕ˜a,δ ⇀∗ D2ϕ˜a
in C0(R
d)∗. Thus, if ξ ∈ Sd−1, we findˆ
K
〈D2ϕ˜a(dv)ξ, ξ〉 ≥ lim sup
δ→0+
ˆ
K
〈D2ϕ˜a,δ(v)ξ, ξ〉 dv
≥ c lim sup
δ→0+
ˆ
K
ˆ
R×Td
∂sU
δ
v (s, x)
2 dx ds dv.
As was discussed in Remark 5, for each v ∈ Rd\{0}, the function δ 7→ ´
R×Td ∂sU
δ
v (s, x) dx ds
is non-increasing. Therefore, by the monotone convergence theorem,
lim
δ→0+
ˆ
K
ˆ
R×Td
∂sU
δ
v (s, x)
2 dx ds dv =
ˆ
K
ˆ
R×Td
∂sUv(s, x)
2 dx ds dv =∞.
From this, we conclude that ˆ
K
〈D2ϕ˜a(dv)ξ, ξ〉 =∞.
However, this contradicts the fact that D2ϕ˜a is a Radon measure. 
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8. An Example in 2D
Given what we have proved in the previous section, it is natural to ask what happens
as dist(e, Sk−1 × {0})→ 0. This section is devoted to the study of a specific class of
examples. We will see that some of the natural regularity properties we might hope
for actually break down as the angle between e and the laminations tends to zero.
8.1. Class of matrix fields a. Let δ, κ ∈ (0, 1
4
) be free parameters to be determined
below. Let a1 : T→ R be a periodic function satisfying
a1(x) = 1 if x ∈
[
κ,
1
2
− κ
]
a1(x) = δ if x ∈
[
1
2
+ κ, 1− κ
]
and monotone in each interval in between. We also assume that a1 is symmetric with
respect to reflections around 1
4
and 3
4
, that is,
(33) a1 (x) = a1
(
1
4
+
(
1
4
− x
))
, a1 (x) = a1
(
3
4
+
(
3
4
− x
))
.
Let a2 : T→ R be any periodic function. We will assume, for definitness, that, like
a1, a2 satisfies δ ≤ a2(x) ≤ 1 for each x ∈ T.
Finally, define a : T→ S2 by
(34) a(x) = a1(x)e1 ⊗ e1 + a2(x)e2 ⊗ e2.
Lastly, again, for definiteness, we will use W (u) = 1
4
(1− u2)2 in this section.
We will prove the following:
Theorem 12. For each κ ∈ (0, 1
4
), there is a δ¯ > 0 such that if δ ∈ (0, δ¯) and a is
given by (34), then no minimizer in Me1(R× T) or M−e1(R× T) is continuous.
In the language of Aubry-Mather theory, we prove that the sets of plane-like min-
imizers in the directions e1 and −e1 have gaps. Notice that, by our assumptions,
we only need to prove this for the direction e1 and then the −e1 case will follow by
symmetry.
8.2. Gaps. To prove Theorem 12, we will start by proving that there is no plane-like
minimizer of (1) satisfying u(1
4
) = 0. We start by proving a lower bound on the energy
of an arbitrary front-like function u with u
(
1
4
)
= 0. In particular, we show this is
O(1). We then show that it is possible to find a front-like function with u
(
3
4
)
= 0 for
which the energy is on the order of
√
δ provided δ ≪ 1.
We start with the lower bound:
Proposition 33. If u : R→ [−1, 1] satisfies u (1
4
)
= 0 and limx→±∞ u(x) = ±1, thenˆ ∞
−∞
(
a(x)u′(x)2
2
+W (u(x))
)
dx ≥ σκ
where σκ > 0 is a universal constant depending only on W and κ.
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The proof is inspired by an idea appearing in the lecture notes of Alberti. To
lighten the notation, we will write
Fa(u; [a, b]) =
ˆ b
a
(
a(x)u′(x)2
2
+W (u(x))
)
dx
if u : R→ [−1, 1] is any function and a < b.
Proof. First, we make the following observation:
Fa(u;R) ≥ 2min
{
Fa
(
u;
(
−∞, 1
4
))
,Fa
(
u;
(
1
4
,∞
))}
.
Assume without loss of generality that Fa(u; (−∞, 1
4
)) ≥ Fa(u; (1
4
,∞)). It follows
that if we define usym by
usym(x) =
{
u(x), x ≥ 1
4−u (1
4
+
(
1
4
− x)) , x ≤ 1
4
then usym
(
1
4
)
= 0 and, by the symmetry properties of a and W ,
Fa(usym;R) = 2Fa
(
u;
(
1
4
,∞
))
≤ Fa(u;R).
Thus, we can assume that u(1
4
+ (1
4
− x)) = −u(x) in what follows.
Let ζ ∈ (0, 1) be a free parameter. There are two cases to check:
(i) |u(a)| ≥ 1− ζ for some a ∈ (1
4
, 1
2
− κ]
(ii) |u| < 1− ζ in (1
4
, 1
2
− κ]
Consider case (i) first. Notice that |u (1
4
+ (1
4
− a)) | ≥ 1− ζ by symmetry. We will
estimate Fa(u; [1
2
− a, a]) by extending u to a function on R in a controlled way and
then taking advantage of what we know about the energy when a ≡ 1.
First, assume that u(a) ≥ 1 − ζ . Note that u(1
4
+ (1
4
− a)) ≤ −1 + ζ . Define
u¯ : R→ [−1, 1] by 

u¯(x) = −1 if x ∈ (−∞, 1
2
− (a + ζ)]
u¯(x) = u(x) if x ∈ [1
2
− a, a]
u¯(x) = 1 if x ∈ [a + ζ,∞)
and interpolating linearly in between. (Note that 1
2
− y = 1
4
+ (1
4
− y).) If we
momentarily replace a by 1, we have
ˆ ∞
−∞
(
u¯′(x)2
2
+W (u¯(x))
)
dx ≤ Fa
(
u;
[
1
2
− a, a
])
+ 2ζ
((
1− u(a)
ζ
)2
+max{W (u) | u(a) ≤ u ≤ 1})
≤ Fa
(
u;
[
1
2
− a, a
])
+ 2(1 + max{W (u) | 0 ≤ u ≤ 1})ζ.
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On the other hand, we know that the left-hand side is bounded below by classical
arguments. Specifically, we obtainˆ ∞
−∞
(
u¯′(x)2
2
+W (u¯(x))
)
dx ≥ min
{ˆ ∞
−∞
(
v′(x)2
2
+W (v(x))
)
dx | lim
x→±∞
v(x) = ±1
}
=
ˆ 1
−1
√
2W (u)du.
Putting it all together, we find
(35) Fa
(
u;
[
κ,
1
2
− κ
])
≥ Fa
(
u;
[
1
2
− a, a
])
≥
ˆ 1
−1
√
2W (u)du− Cζ =: f(ζ),
where C = 2(1 + max{W (u) | 0 ≤ u ≤ 1}).
If instead we had u(a) ≤ −1 + ζ , then we could repeat the previous computation
defining u¯ instead by 

u¯(x) = 1 if x ∈ (−∞, 1
2
− (a+ ζ)]
u¯(x) = u(x) if x ∈ [1
2
− a, a]
u¯(x) = −1 if x ∈ [a + ζ,∞)
and interpolating linearly in between. (The fact that limx→±∞ u¯(x) = ∓1 is not
relevant where the estimation of the energy is concerned.) Therefore, in case (i),
estimate (35) holds.
Now consider case (ii). Since |u| < 1 − ζ in (1
4
, 1
2
+ κ
]
and u is anti-symmetric
about 1
4
, it follows that |u| < 1 − ζ in [1
2
− κ, 1
2
+ κ]. Thus, we obtain the following
trivial bound:
Fa
(
u;
[
κ,
1
2
− κ
])
≥ min {W (u) | −(1− ζ) < u < 1 + ζ}
(
1
2
− 2κ
)
=: g(ζ).
To conclude, we pick ζκ > 0 so small that f(ζκ) > 0 and then we set
σκ = min {f(ζκ), g(ζκ)} .
Finally, we have
Fa(u;R) ≥ Fa
(
u;
[
κ,
1
2
− κ
])
≥ σκ.

Now we show that it is possible to get a better energy than in the previous result.
Proposition 34. For each κ ∈ (0, 1
4
), as δ → 0+, there is a uδ : R → [−1, 1]
satisfying limx→±1 u(x) = ±1 such that
Fa(uδ;R) ≤
√
δ
(ˆ 1
−1
√
W (u) du+ o(1)
)
.
Proof. Define u : R→ R by
u(x) = tanh
(
x− 3
4√
δ
)
.
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Since u is a minimal front-like stationary solution for (2) with a replaced by δId, we
already have the following result to work with:
ˆ ∞
−∞
(
δu′(x)2
2
+W (u(x))
)
dx =
√
δ
ˆ 1
−1
√
2W (u) du.
Thus, compensating for the error introduced by changing a, we find
Fa(u;R) ≤
√
δ
ˆ 1
−1
√
W (u) du+
(1− δ)
2
ˆ 1
2
+κ
−∞
u′(x)2 dx+
(1− δ)
2
ˆ ∞
1−κ
u′(x)2 dx
≤
√
δ
ˆ 1
−1
√
W (u) du+ (1− δ)
ˆ ∞
1−κ
e
− 2x√
δ dx
=
√
δ
ˆ 1
−1
√
W (u) du+ (1− δ)
√
δ exp
(
−2(1− κ)√
δ
)
.
Since (1− δ)√δ exp
(
−2(1−κ)√
δ
)
= o(
√
δ) as δ → 0+, the result follows. 
Putting the two results together, we see that if δ is sufficiently small (depending on
κ), then there is no minimal front-like stationary solution u of (2) satisfying u
(
1
4
)
= 0.
Now we conclude the proof:
Proof of Theorem 12. By the symmetry assumptions, U ∈M−e1(R×Td) if and only
if the function U˜(s, x) = U(s,−x) satisfies U˜ ∈ Me1(R× T). Thus, we only need to
study Me1(R× T).
Suppose U ∈ Me1(R × T) is continuous. Let {uζ}ζ∈R be the leaves of U . By
assumption, the function ζ 7→ uζ(14) is continuous. Moreover, limζ→−∞ uζ(14) = 1 and
limζ→∞ uζ(14) = −1. Thus, there is a ζ∗ ∈ R such that uζ∗(14) = 0.
On the other hand, since U is continuous, Proposition 21 implies uζ∗ is a plane-like
minimizer of Fa. This contradicts the discussion preceding this proof. 
8.3. Non-differentiability at ±e1. Now we show that ϕ˜a is not differentiable at e1
(nor, by symmetry, at −e1). To start with, it will be useful in what follows to utilize
so-called heteroclinic minimizers located inside the gaps of the one-dimensional ones.
Since in the current setting the structure of these heteroclinics is particularly simple,
we will provide complete proofs. A much more general treatment can be found in [B].
In the rest of this section, we will write (x, y) for points in R2 with 〈(x, y), e1〉 = x
and 〈(x, y), e2〉 = y. Moreover, for e ∈ S1 \ {e1,−e1}, we will let {ueζ}ζ∈R denote the
family of functions generated by Ue, where Ue is the unique minimizer in Me(R×T)
with
´
T
Ue(0, x) dx = 0.
Proposition 35. If (en)n∈N ⊆ Sd−1 \ {e1,−e1} and (ζn)n∈N ⊆ R satisfy, for each
n ∈ N,
(i) 〈en, e2〉 > 0 (resp. 〈en, e2〉 < 0)
(ii) uenζn(
1
4
, 0) = 0
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and if limn→∞ en = e1, then there is a subsequence (nj)j∈N and a Class A minimizer
u of Fa such that u = limj→∞ uenjζnj locally uniformly in R
d and
u(x+ ke1, y) ≥ u(x, y) (resp. u(x+ ke1, y) ≤ u(x, y)) if k ∈ N
u(x, y + δ) > u(x, y) (resp. u(x, y + δ) < u(x, y)) if δ > 0
lim
x→±∞
u(x, y) = ±1 (resp. lim
x→±∞
u(x, y) = ∓1)
Proof. To start with, assume that 〈en, e2〉 > 0 independently of n. By the Arzela`-
Ascoli Theorem, if (nj)j∈N ⊆ N is any subsequence, then there is a further subse-
quence (njk)k∈N and a Class A minimizer u of Fa such that u = limk→∞ u
enjk
ζnjk
locally
uniformly.
Note, on the other hand, that, passing to another sub-sequence if necessary, Uen →
U pointwise as n→∞, where U ∈Me1(R×T). (This follows from the compactness
result proved in Section 5.) Using this and the monotonicity of the families (uenζ )ζ∈R
for each n, we can show that lim〈x,e1〉→±∞ u(x) = ±1 uniformly in 〈e1〉⊥.
If k ∈ N, then 〈ke1, en〉 > 0 for large enough n. Thus, u(x+ke1) ≥ u(x). Similarly,
if 〈k, e1〉 < 0, then u(x + k) ≤ u(x). In view of what was proved in the previous
paragraph, the inequality is strict if k > 0.
Now recall that we can write
uenζn(x, y) = Uen(x〈en, e1〉+ y〈en, e2〉 − ζ, x).
Thus, (uenζn)y = 〈en, e2〉∂sUen > 0 in R2. Therefore, since uenζn → u locally uniformly,
it follows that uy ≥ 0. Finally, observe that v = uy satisfies −div(a(x)Dv(x, y)) +
W ′′(u(x, y))v(x, y) = 0 for each (x, y) ∈ R2, and, thus, it is either constant or it never
vanishes.
If uy ≡ 0, then u = u(x) and then the fact that u(14) = 0 and u is a Class A
minimizer heteroclinic between 1 and −1 would contradict Section 8.2. Therefore,
uy > 0 in R
2.

At this point, we will want to dig deeper into the properties of the minimizers
{ueζ}ζ∈R generated by Ue with e ∈ S1 \ {e1,−e1}.
Notice that ueζ(x, y) = Ue(x〈e, e1〉+ y〈e, e2〉 − ζ, x). From this, we see that
ueζ(x, y) = u
e
0(x, y − 〈e, e2〉−1ζ)
In particular, the functions {ueζ}ζ∈R are generated by translation in the y variable.
Next, observe that {ueζ}ζ∈R is periodic with respect to a finer lattice than the
module Me defined in Section 4. To see this, observe that
ueζ
(
x+ 1, y − 〈e, e1〉〈e, e2〉
)
= Ue
(
x〈e, e1〉+ 〈e, e1〉+ y〈e, e2〉 − 〈e, e1〉〈e, e2〉〈e, e2〉 − ζ, x+ 1
)
= Ue(x〈e, e1〉+ y〈e− ζ, e2〉, x)
= ueζ(x, y)
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From this, we will define Ie (analogous to Qe in Section 4) by
(36) Ie =
{
s
(
1,−〈e, e1〉〈e, e2〉
)
| s ∈ [0, 1]
}
Proposition 36. limθ→0+〈Dϕ˜a(eθ), e2〉 > 0 and limθ→0−〈Dϕ˜a(eθ), e2〉 < 0. In par-
ticular, ϕ˜a is not differentiable at e1 or −e1.
Proof. Define eθ = cos(θ)e1+sin(θ)e2. Suppose θ ∈ (−π2 , π2 ) \ {0} and fix ζθ ∈ R such
that ueθζθ satisfies u
eθ
ζθ
(1
4
, 0) = 0. Recall that Dϕ˜(e) is given by
Dϕ˜(eθ) =
ˆ
R×Td
a(x)DeθUeθ∂sUeθ dx ds
= 〈eθ, e2〉−1H−1(Ieθ)−1
ˆ
Ieθ⊕R
a(x)Dueθζθ (x, y)∂yu
eθ
ζθ
(x, y) dx dy
=
(
〈eθ, e2〉
√
1 +
〈eθ, e1〉2
〈eθ, e2〉2
)−1 ˆ
Ieθ⊕R
a(x)Dueθζθ (x, y)∂yu
eθ
ζθ
(x, y) dx dy
= sgn(〈eθ, e2〉)
ˆ
Ieθ⊕R
a(x)Dueθζθ (x, y)∂yu
eθ
ζθ
(x, y) dx dy
In particular, since a is diagonal,
〈Dϕ˜(eθ), e2〉 = sgn(〈eθ, e2〉)
ˆ
Ieθ⊕R
a2(x)∂yu
eθ
ζθ
(x, y)2 dx dy.
This shows that 〈Dϕ˜(eθ), e2〉 > 0 if 〈eθ, e2〉 > 0 and 〈Dϕ˜(eθ), e2〉 < 0 if 〈eθ, e2〉 < 0.
Since we are working in dimension two, note that ∂ϕ˜a(e1) is either a singleton or
a ray. Thus, limθ→0+ Dϕ˜a(eθ) and limθ→0− Dϕ˜a both exist and converge to either
Dϕ˜a(e1) or the (distinct) boundary endpoints of ∂ϕ˜
a(e1). From the previous proposi-
tion, we see that Dϕ˜a(e1) exists only if limθ→0±〈Dϕ˜a(eθ), e2〉 = 0. Thus, to conclude,
we only need to show that limθ→0± |〈Dϕ˜(eθ), e2〉| > 0.
We will proceed arguing by contradiction. Suppose that limθ→0+〈Dϕ˜(eθ), e2〉 = 0.
Appealing to our previous computations, we find
(37) lim
θ→0+
ˆ
Ieθ⊕R
∂yu
eθ
ζθ
(x, y)2 dx dy = 0
We claim this is impossible.
Indeed, if (37) were true, then we would deduce that ∂yu
eθ
ζθ
→ 0 in L2loc(R2). From
the previous proposition, we could find a sequence θn → 0+ such that ueθnζθn → u,
and then ∂yu
eθn
ζθn
⇀ ∂yu in L
2
loc(R
2). We are left to conclude that ∂yu = 0, which
contradicts the fact that u is strictly increasing in the y variable.
The same reasoning shows that limθ→0−〈Dϕ˜a(eθ), e2〉 < 0. We conclude that ϕ˜a is
not differentiable at e1. 
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Corollary 4. There are positive constants C+, C− > 0 such that
C± = lim
θ→0±
|〈eθ, e2〉|
ˆ
R×T
a2(x)∂sUeθ(s, x)
2 ds dx.
Proof. In the previous proof, we showed that limθ→0± |〈Dϕ˜a(eθ), e2〉| > 0.
On the other hand, using the identity 〈DeθUeθ , e2〉 = 〈eθ, e2〉∂sUeθ , we find
|〈Dϕ˜a(eθ), e2〉| =
∣∣∣∣
ˆ
R×T
〈a(x)DeθUeθ(s, x), e2〉∂sUeθ(s, x) dx ds
∣∣∣∣
= |〈eθ, e2〉|
ˆ
R×T
a2(x)∂sUeθ(s, x)
2 dx ds.

Finally, we conclude with the
Proof of Theorem 4. Notice that the previous corollary shows that (ii) holds.
We already proved (i) in Proposition 36. Now we prove (iii). We prove this by
appealing to the fact that D2ϕ˜ is a Radon measure in Rd.
From (ii), we know there is a C > 0 such that
C−1|〈e, e2〉|−1 ≤ M˜a(e) ≤ C|〈e, e2〉|−1
For convenience, extend M˜a to Rd \ {0} by M˜a(v) = M˜a(‖v‖−1v). From this, we see
that
C−1
ˆ
{ 1
2
≤‖v‖≤2}
(‖D2ϕ˜(v)‖
M˜a(v)
)
|〈v, e2〉|−1 dv ≤
ˆ
S1
(‖D2ϕ˜(v)‖
M˜a(v)
)
M˜a(v) dv
=
ˆ
{ 1
2
≤‖v‖≤2}
‖D2ϕ˜(v)‖ dv
≤ ‖D2ϕ˜‖
({
1
2
≤ ‖v‖ ≤ 2
})
<∞.
Since e 7→ |〈e, e2〉|−1 is not integrable in any arc of S1 containing e1 or −e1, we
conclude that lim infe→±e1
‖D2ϕ˜a(e)‖
M˜a(e)
= 0. 
9. Sharp Interface Limit for a Special Class of Initial Data
In this section, we prove Theorem 6. In what follows, we fix e ∈ Sd−1 such that
〈e, e′〉 = 0 if e′ ∈ Sk−1 × {0}.
In the remainder of the paper, we let π : Rd → Rd−1 be a linear isometry annihi-
lating 〈e〉 and we will use the notation x = (xe, x′), where xe = 〈x, e〉 and x′ = π(x).
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9.1. Graph Equation. As in the case of mean curvature flow, equation (7) has a
graph formulation. Define the matrix field G˜ : Rd−1 → Md−1 by
G˜(q) = M˜a(qg)−1πD2ϕ˜a(qg)π∗,
where qg = (1 + ‖q‖2)− 12 (1,−q). One can prove the following (e.g. using inf- and
sup-convolutions):
Proposition 37. Suppose h : Rd−1×[0, T ]→ R is upper (resp. lower) semi-continuous
and h0 ∈ BC(Rd−1). The function u : Rd× [0, T ]→ R given by u(x, t) = xe− h(x′, t)
is a viscosity sub-solution (resp. super-solution) of (7) with initial datum u0(x) =
xe − h0(x′) if and only if h is a viscosity super-solution (resp. sub-solution) of
(38)
{
ht − tr(G˜(Dh)D2h) = 0 in Rd−1 × (0, T ]
h(·, 0) = h0 on Rd−1
In our study of (38), we will restrict to the following family of test functions P+
and P−: first, we say that ϕ ∈ P±0 if there is a smooth function ϕ0 : Rd−1 → R,
an x′0 ∈ Rd−1, constants M,R > 0, a C ∈ R, and a cut-off function ρ ∈ C∞c (Rd−1)
satisfying ρ(x′) = 1 for ‖x′‖ ≤ R such that
ϕ(x′) = ϕ0(x′)ρ(x′)± (1− ρ(x′))M‖x′ − x′0‖+ C.
Finally, we say that ϕ ∈ P± if there is a ϕ1 ∈ P±0 , a t0 ∈ [0, T ], and constants
a, b ∈ R such that
ϕ(x′, t) = ϕ1(x′) + a(t− t0) + b(t− t0)
2
2
The idea is we want test functions whose graphs (at any fixed time) have nice
tubular neighborhoods and normal vectors bounded a positive distance away from
Sk−1×{0}. Since the graph of any function in P+ or P− is a compact perturbation
of a cone, these functions are well suited to the purpose.
Here is how we define sub- and super-solutions of (38) using P+ and P−:
Definition 4. We say that a bounded, upper semi-continuous function h : Rd−1 → R
is a P+-sub-solution of (38) if, for each ϕ ∈ P+, if h−ϕ has a strict global maximum
at (x′0, t0) ∈ Rd−1 × (0, T ], then
ϕt(x
′
0, t0)− tr(G˜(Dϕ(x′0, t0))D2ϕ(x′0, t0)) ≤ 0.
We say that a bounded, lower semi-continuous function g : Rd−1 → R is a P-
super-solution of (38) if, for each ϕ ∈ P−, if g − ϕ has a strict global minimum at
(x′0, t0) ∈ Rd−1 × (0, T ], then
ϕt(x
′
0, t0)− tr(G˜(Dϕ(x′0, t0))D2ϕ(x′0, t0)) ≤ 0.
Since we are working with bounded sub- and super-solutions, the following result
is not hard to prove:
Proposition 38. If h : Rd−1 → R is a bounded, upper semi-continuous P-sub-
solution of (38) and g : Rd−1 → R is a bounded, lower semi-continuous P-super-
solution, then h(·, 0) ≤ g(·, 0) implies h ≤ g.
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The idea of the proof is to copy the usual one using standard test functions and then
bend the test functions into elements of P+ or P− far away from the touching points
(i.e. taking R sufficiently large). This is possible since the sub- and super-solutions
in question are bounded. While the proof is not difficult, it is a crucial component
in the arguments that follow and is therefore proved for the reader’s convenience in
Appendix A.3.
9.2. Sub- and Super-Graphs. To start with, the next proposition indicates the
usefulness of the monotonicity assumption:
Proposition 39. Suppose u0 : R
d → [−1, 1] is uniformly continuous, non-constant,
and uxe ≥ 0. If u is the unique classical solution of{
ut − div(a(x′)Du) +W ′(u) = 0 in Rd × (0,∞)
u(·, 0) = u0 on Rd
then, for each t > 0, uxe(·, t) > 0 in Rd.
Proof. First, assume that u0 is smooth and (u0)xe ≥ 0. The general case follows by
approximation and continuity of the non-linear semi-group.
Setting v = uxe and differentiating the equation with respect to xe, we obtain{
vt − div(a(x′)Dv) +W ′′(u)v = 0 in Rd × (0,∞)
v(·, 0) = (u0)xe on Rd
Since (u0)xe ≥ 0 and (u0)xe 6≡ 0 in Rd, the maximum principle implies v > 0 in
Rd × (0,∞). 
Now the monotonicity assumption on u0 and the previous proposition allow us to
identify functions that identify the macroscopic interface in the limit ǫ→ 0+:
Proposition 40. Suppose u0 : R
d → [−1, 1] satisfies the hypotheses of Theorem 6.
Let uǫ solve {
uǫt − div(a(ǫ−1x′)Duǫ) + ǫ−2W ′(uǫ) = 0 in R2 × (0,∞)
uǫ(·, 0) = u0 on R2
For each t > 0, define Ω1t and Ω
2
t by
Ω1t = {x ∈ R2 | lim inf∗ u
ǫ(x, t) = 1}
Ω2t = {x ∈ R2 |
∗
lim sup uǫ(x, t) = −1}
For each (x′, t) ∈ Rd−1 × (0, T ], there are numbers h(x′, t) and g(x′, t) such that
(h(x′, t),∞)× {x′} ⊆Ω1t ∩ (R× {x′}) ⊆ [h(x′, t),∞)× {x′}
(−∞, g(x′, t))× {x′} ⊆Ω2t ∩ (R× {x′}) ⊆ (−∞, g(x′, t)]× {x′}
Moreover, the functions h and g are uniformly bounded in Rd−1 × (0, T ].
Notice that we have not said anything about t = 0. As we shall see, this is somewhat
natural and will not present any difficulties later.
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Proof. Fix t > 0 and define h(·, t) : Rd−1 → R by
h(x′, t) = inf
{
y ∈ R | (y, x′) ∈ Ω1t
}
.
Suppose y > h(x′, t). It follows that there is a ζ > 0 such that h(x′, t) < y − ζ < y
and (y− ζ, x′) ∈ Ω1t . By the definition of Ω1t and the previous proposition, we deduce
that
lim inf
∗
uǫ((y, x′), t) = lim
δ→0+
inf
{
uǫ((y˜, x˜), t˜) | ‖x˜− x′‖+ |y − y˜|+ |t˜− t|+ ǫ < δ}
= lim
δ→0+
inf {uǫ((y˜ + ζ, x˜), t′) | |x′ − x|+ |y′ − (y − ζ)|+ |t′ − t|+ ǫ < δ}
≥ lim
δ→0+
inf
{
uǫ(x′, y′, t′) | ‖x˜− x‖+ |y˜ − (y − ζ)|+ |t˜− t|+ ǫ < δ}
= lim inf
∗
uǫ((y − ζ, x), t)
= 1.
Thus, (y, x′) ∈ Ω1t . From this, we obtain
(h(x′, t),∞)× {x′} ⊆ Ω1t ∩ (R× {x′}) ⊆ [h(x′, t),∞)
Therefore,
(Ω1t )
◦ ⊆ {(y, x′) ∈ Rd | y > h(x′, t)} ⊆ Ω1t
A similar construction applies to Ω2t . Specifically, we define g as follows:
g(x′, t) = sup
{
y ∈ R | (y, x′) ∈ Ω2t
}
.
That h and g are uniformly bounded is a consequence of hypothesis (iii) of Theorem
6. See Proposition 43 stated below. 
9.3. Proof of the Sharp Interface Limit. We will prove Theorem 6 by showing
that the functions h and g in the previous section are respectively sub- and super-
solutions of (38). To do this, we will construct mesoscopic sub- and super-solutions
as in [BS]. We will see that it is possible to do this in spite of the possible irregularity
of the pulsating standing waves precisely because of the graph assumption, the point
being we can work with smooth sub- and super-solutions of (38) whose normal vectors
avoid the set Sk−1 × {0}.
In what follows, since we never defined h or g at t = 0, we define h∗(·, 0) and g∗(·, 0)
by
h∗(x′, 0) = lim
δ→0+
sup
{
h(x˜′, t˜) | ‖x˜′ − x′‖ < δ, 0 < t˜ < δ}
g∗(x
′, 0) = lim
δ→0+
inf
{
g(x˜′, t˜) | ‖x˜′ − x′‖ < δ, 0 < t˜ < δ}
In view of the comparison result, all we need to prove is the following:
Proposition 41. If h is the minimal function so that (Ω1t )
◦ ⊆ {(x, y) | y > h(x, t)} ⊆
Ω1t , then h
∗ is a P-sub-solution of (38) and h∗(·, 0) ≤ hg in Rd−1.
If g is the maximal function so that (Ω2t )
◦ ⊆ {(x, y) | y < g(x, t)} ⊆ Ω2t , then g∗ is
a P-super-solution of (38) and hg ≤ g∗(·, 0).
Now we can proceed with the
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Proof of Theorem 6. By definition, since h(x′, t) ≥ g(x′, t) for all (x′, t) ∈ Rd−1×[0, T ],
it follows that h∗ ≥ g∗ in Rd−1 × [0, T ]. On the other hand, Proposition 41 and the
comparison result for P-sub- and super-solutions implies h∗ = g∗ in Rd−1 × [0, T ].
Therefore, h = g in Rd−1 × (0, T ] and, by the definition of h and g, uǫ → 1 locally
uniformly in
⋃
t>0{xe > h(x′, t)} × {t} and uǫ → −1 in
⋃
t>0{xe < h(x′, t)} × {t}.
Since h is the solution of (38), we complete the proof by invoking Proposition 37. 
To prove Proposition 41, of course, we need a link between the macroscopic prob-
lem and the mesoscopic one. Here we follow the construction of [BS], making the
necessary alterations so that we we can use graphs as “test surfaces” instead of com-
pact hypersurfaces. Since the construction is almost identical with the exception of
that one detail, we will not provide the full argument but will instead indicate where
it deviates.
In what follows, we define the non-linear semi-group T ǫ so that T ǫ(t)w = u(x, t),
where u solves (2) with u(·, 0) = w.
Here is the main result we will need:
Proposition 42. For all x0 ∈ Rd, α > 0, and ϕ ∈ P+0 (resp. ϕ ∈ P−0 ), there is a
h0 > 0 depending only on ‖Dϕ‖L∞(Rd−1×[0,T ]), ‖D2ϕ‖L∞(Rd−1×[0,T ]), ‖D3ϕ‖L∞(Rd−1×[0,T ]),
and ‖D4ϕ‖L∞(Rd−1×[0,T ]) such that, for each h ∈ (0, h0],
lim inf
∗
T ǫ(h)[(1− δ)χ{xe≥ϕ(x′)} − χ{xe<ϕ(x′)}](x) = 1
(resp.
∗
lim sup T ǫ(h)[χ{xe>ϕ(x′)} + (−1 + δ)χ{xe≤ϕ(x′)}](x) = −1)
provided xe > ϕ(x
′)+h(tr(G(Dϕ(x′))D2ϕ(x′))+α) (resp. xe < ϕ(x′)+h(tr(G(Dϕ(x′))D2ϕ(x′))−
α)).
As in [BS], the proposition is proved in two steps. First, there is the initialization
step:
Lemma 2. Under the assumptions of Proposition 42, for any β > 0, there is a τ > 0
such that, if tǫ = τǫ
2| log(ǫ)|, then, for all sufficiently small ǫ > 0,
T ǫ(tǫ)[(1− δ)χ{xe≥ϕ(x′)} − χ{xe<ϕ(x′)}] ≥ (1− βǫ)χ{xe≥ϕ(x′)+β} − χ{xe<ϕ(x′)+β}.
Next, the propagation step:
Lemma 3. For all sufficiently small α > 0, there is an h0 > 0 depending only on ϕ
through ‖Dϕ‖L∞(Rd−1×[0,T ]), ‖D2ϕ‖L∞(Rd−1×[0,T ]), ‖D3ϕ‖L∞(Rd−1×[0,T ]), and ‖D4ϕ‖L∞(Rd−1×[0,T ])
such that, if β ≤ β¯(α, ϕ) and ǫ ≤ ǫ¯(α, β, ϕ), then there is a sub-solution (resp. super-
solution) wǫ in Rd × (0, h0) such that
wǫ(·, 0) ≤ (1− βǫ)χ{xe≥ϕ(x′)+β} − χ{xe<ϕ(x′)+β} in Rd
(resp. wǫ(·, 0) ≥ χ{xe>ϕ(x′)+β} + (−1 + βǫ)χ{xe≤ϕ(x′)−β} in Rd)
Moreover, if Φ−α (x
′, t) = ϕ(x′)+t(tr(G(Dϕ(x′))D2ϕ(x′))+α) and dΦ(·, t) is the signed
distance to the graph {xe = Φ−α (x′, t)}, positive in the set {xe > Φ−α (x′, t)}, and if
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dΦ(x, t) > 2β for some x ∈ Rd and t ∈ [0, h0), then
lim inf
∗
wǫ(x, t) = 1
(resp. if Φ+α = ϕ(x
′)+t(tr(G(Dϕ(x′))D2ϕ(x′))−α) and dΦ(·, t) is the signed distance to
the graph {xe = Φ+α (x′, t)}, positive in the set {xe > Φ+α (x′, t)}, and if dΦ(x, t) < −2β
for some x ∈ Rd and t ∈ [0, h0), then
∗
lim supwǫ(x, t) = −1.)
Now we will sketch the proofs of the two lemmas (from which Proposition 42 follows
directly via the same proof as in [BS]).
Sketch of the proof of Lemma 2. The proof proceeds precisely as in [BS]. Regarding
the function ψ used there, one can set ψ(x) = ρ(xe − ϕ(x′)), where ρ : R → R is a
smooth function satisfying
ρ(s) =
{ −1, if s ≤ 0
1− δ, if s ≥ β
(Here ψ, Dψ, and ∆ψ do not have compact supports, as in [BS], but they are bounded,
which is all that is used there.) As is already pointed out in [BS, Section 6], the proof
only requires minor adjustments to accommodate the non-constant matrix a. 
The necessary modifications in the propagation step are is mostly cosmetic and
mainly factor into the start of the proof, as we now show:
Sketch of the proof of Lemma 3. To start with, define Φ−α by
Φ−α (x
′, t) = ϕ(x′) + t(tr(G˜(Dϕ(x′))D2ϕ(x′) + α).
Since ϕ ∈ P+0 , Φ−α is smooth and there is a t0 > 0 such that
(Φ−α )t − tr(G˜(DΦ−α )D2Φ−α ) ≥
α
2
in Rd−1 × (0, t0].
Note that this means the family of graphs t 7→ {xe = Φ−α (x′, t)} is a sub-flow of (7).
For each t ∈ [0, t0], let dΦ(·, t) : Rd → R be the signed distance to the graph
{(xe, x′) ∈ Rd | xe = Φ−α (x′, t)}, positive in the set {xe > Φ−α (x)}. Since the function
(xe, x
′) 7→ xe−Φ−α (x′, t) is a strict sub-solution of (7), it follows that there is a γ > 0
such that
(dΦ)t − tr(S˜(DdΦ)D2dΦ) ≤ −α
4
in {(xe, x′) | |xe − Φ−α (x′)| < γ} × (0, t0].
Notice that here we are able to “compactify” (i.e. obtain a γ) using the fact that Φ−α
is very nearly the graph of a cone far from the origin, uniformly in t ∈ (0, t0] provided
t0 is sufficiently small.
Now we start the construction of the mesoscopic sub-solution. Henceforth, let us
write d = dΦ to declutter the notation. As in [BS], we write
vǫ(x, t) = UDd(x,t)
(
d(x, t)− 2β
ǫ
,
x
ǫ
)
+ ǫ
(
PDd(x,t)
(
d(x, t)− 2β
ǫ
,
x
ǫ
; x, t
)
− 2β
)
,
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where Pe(·, ·; y, ξ) : R× Td → R solves the PDE
D∗e(a(x)DePe(·, ·; y, ξ)) = −M˜a(Dd(y, ξ))−1tr(D2ϕ˜a(Dd(y, ξ))D2d(y, ξ))∂sUe
+ 2〈a(x)Dd(y, ξ), D2d(y, ξ)De∂sUe〉 − 2tr(a(x)DeDxUeD2d(y, ξ))
+ 〈(div a)(x), D2d(y, ξ)DeUe〉
Differentiating vǫ (using Remark 4 to handle the many derivatives of Ue and Pe
that appear), we find
vǫt − div
(
a
(x
ǫ
)
Dvǫ
)
+ ǫ−2W ′(vǫ) = ǫ−1(−α∂sUDd(x,t) − 2βW ′′(UDd(x,t))) +O(1).
Thus, if we choose α and β in a manner similar to [BS, Lemma 4.3], we find that vǫ
is a sub-solution in {(xe, x′) | |xe − Φ−α (x′)| < γ} × (0, t0].
Now we extend vǫ to a sub-solution in the entire space following the rest of the steps
in [BS, Section 4]. (The fact that a is non-constant does not affect the computations
significantly, as already mentioned in [BS, Section 6].) Moreover, we can ensure that
we end up with a sub-solution wǫ in Rd × [0, t0] such that
wǫ(·, 0) ≤ (1− βǫ)χ{xe−ϕ(x′)≥β} − χ{xe−ϕ(x′)<β}
and
dΦ(x, t) > 2β =⇒ lim inf∗ w
ǫ(x, t) = 1.

In addition to the previous technical ingredients, we will also use the following
proposition, which follows from assumption (ii) in the statement of Theorem 6. The
purpose of the proposition is to allow us to regain some compactness when working
with graphs. It shows that if u0 satisfies the hypotheses of the theorem, then the sets
Ω1t and Ω
2
t automatically contain certain half-spaces, as one would expect.
Proposition 43. Assume that u0 : R
d → [−1, 1] is a uniformly continuous function
satisfying the hypothesis (iii) of Theorem 6. If (uǫ)ǫ>0 are the solutions of{
uǫt − div(a(xǫ )Duǫ) + ǫ−2W ′(uǫ) = 0 in Rd × (0, T )
uǫ(·, 0) = u0 on Rd
then for each s, t ∈ (0, T ] satisfying s < t and each δ > 0, there is an ǫ0 > 0 and an
M ′ > 0 such that, for each ǫ ∈ (0, ǫ0),
uǫ ≥ 1− δ in {x ∈ Rd | 〈x, e〉 ≥M ′} × [s, t]
uǫ ≤ −1 + δ in {x ∈ Rd | 〈x, e〉 ≤ −M ′} × [s, t]
Moreover, M ′ does not depend on δ so that, in particular,
lim inf
∗
uǫ = 1 in {x ∈ Rd | 〈x, e〉 ≥M ′} × [s, t]
∗
lim sup uǫ = −1 in {x ∈ Rd | 〈x, e〉 ≤ −M ′} × [s, t]
We prove Proposition 43 at the end of the section, and instead proceed now to the
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Proof of Proposition 41. We will show that h∗ is a P-sub-solution, the proof that
g∗ is a P-super-solution being similar. Suppose that ϕ ∈ P+ and h∗ − ϕ has a
strict global maximum at (x′0, t0) for some t0 > 0. Without loss of generality (i.e.
subtracting a constant from ϕ, if necessary), we can assume that h∗(x′0, t0) = ϕ(x
′
0, t0).
We will argue by contradiction. That is, let us assume that there is an α > 0 such
that
ϕt(x
′
0, t0)− tr(G˜(Dϕ(x′0, t0))D2ϕ(x′0, t0)) ≥ 4α.
In what follows, it’s convenient to define x0,e = ϕ(x
′
0, t0).
Since (x′0, t0) is a strict global maximum of h
∗ − ϕ and h∗(x′0, t0) = ϕ(x′0, t0), it
follows that
{(xe, x′) | xe > ϕ(x′, t0 − h)} ⊆ Ω1t0−h
for all h ∈ (0, t0). In particular, since uǫ → 1 locally uniformly in
⋃
0<t≤T Ω
1
t × {t},
we can invoke Proposition 43 and the fact that ϕ ∈ P+ to find an ǫ0 > 0 such that
if ǫ ∈ (0, ǫ0), then
uǫ ≥ 1− δ in
⋃
t0
2
≤h≤t0
{xe > ϕ(x′, t0 − h)} × {t0 − h}
Let Φh,−α (x
′, t) = ϕ(x, t0 − h) + t(tr(G˜(Dϕ(x, t0 − h))D2ϕ(x, t0 − h)) + α). By
Proposition 42, there is an h0 > 0 such that, for each s ∈ (0, h0),
Φh,−α (x
′, s) < xe =⇒ (xe, x′) ∈ Ω1t0−h+s
Now, as h→ 0+, we have
x0,e = ϕ(x
′
0, t0)
> ϕ(x′0, t0)− 2αh
= ϕ(x′0, t0 − h) + ϕt(x′0, t0)h− 3αh+ o(h)
= ϕ(x′0, t0 − h) + h(tr(G˜(Dϕ(x′0, t0))D2ϕ(x′0, t0)) + α)
+ h(ϕt(x
′
0, t0)− tr(G˜(Dϕ(x′0, t0))D2ϕ(x′0, t0))− α)− 3αh+ o(h)
≥ ϕ(x′0, t0 − h) + h(tr(G˜(Dϕ(x′0, t0 − h))D2ϕ(x′0, t0 − h)) + α) + αh+ o(h)
= Φh,−α (x
′
0, h) + αh+ o(h).
Thus, there is an h′ ∈ (0, h0) such that
x0,e > Φ
h′,−
α (x
′
0, h
′)
By the continuity of (xe, x
′, t) 7→ xe − Φh′,−α (x′, t), we deduce that there is an r > 0
such that |xe − xe,0|+ ‖x′ − x′0‖+ |t− h′| < r implies
xe > Φ
h′,−
α (x
′, t)
In other words, (xe, x
′) ∈ Ωt0−h′+t for all such triples (xe, x′, t). In particular, by
taking xe = x0,e − r2 , ‖x′ − x′0‖ < r2 , and |t − h′| < r2 , and recalling the definition of
h, we find
h(x′, t0 − h′ + t) ≤ x0,e − r
2
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Now this contradicts our assumption that h∗(x′0, t0) = ϕ(x
′
0, t0) since
h∗(x′0, t0) ≤ sup
{
h(x′, t0 + s) | ‖x′ − x′0‖ <
r
2
, |s| < r
2
}
≤ x0,e − r
2
= ϕ(x′0, t
′
0)−
r
2
.
Since ϕ ∈ P+ and α > 0 were arbitrary, we deduce that h∗ is a sub-solution.
A similar proof shows that g∗ is a super-solution.
It remains to show that h∗(·, 0) ≤ hg ≤ g∗(·, 0).
We claim that it suffices to prove that if x0 ∈ Rd satisfies x0,e > hg(x′0), then there
is a δ > 0 and a T > 0 such that B(x0, δ) ⊆
⋂
0<t<T {xe > h(x′, t)}. Indeed, once we
have proved this, it will follow that
h(x′, t) ≤ xe − δ
2
if ‖x′ − x′0‖ <
δ
2
, 0 < t < T
and, thus,
h∗(x′0, 0) ≤ sup
{
h(x′, t) | ‖x′ − x′0‖ <
δ
2
, 0 < t < T
}
≤ x0,e − δ
2
≤ x0,e
Taking the limit as x0,e → hg(x′0), we deduce that
h∗(x′0, 0) ≤ hg(x′0)
Since x′0 was arbitrary, we would then conclude that h
∗(·, 0) ≤ hg(·, 0).
Therefore, it only remains to prove the claim. Suppose x0 ∈ Rd and x0,e > hg(x′0).
From assumption (i) of Theorem 6, we know that u0(x0) > 1−s for some s ∈ (0, 1). By
continuity of u0, we can, in fact, assume that there is a ν > 0 such that u0(x) ≥ 1− s
for all x ∈ B(x0, ν). Moreover, since u0 increases in the e direction, we can extend
this to ⋃
r>0
(re+B(x0, ν)) ⊆ {u0 ≥ 1− s}
Finally, making s > 0 smaller if necessary, recall that by assumption (iii), there is an
M > 0 such that
{x ∈ Rd | xe ≥M} ⊆ {u0 ≥ 1− s}
Now let ϕ ∈ P+0 be a smooth function such that {x ∈ Rd | xe ≥ ϕ(x′)} ⊆ {u0 ≥
1 − s}, B(x0, δ) ⊆ {xe > ϕ(x′)} for some δ > 0, and ϕ(x′) = M‖x′ − x′0‖ for some
M > 0 whenever ‖x′ − x′0‖ is sufficiently large.
Applying Proposition 42, we obtain an h0 > 0 such that if xe > ϕ(x
′)+h(tr(G˜(Dϕ(x′))D2ϕ(x′))+
1) for some h ∈ (0, h0], then
lim inf
∗
T ǫ(h)[(1− s)χ{xe>ϕ(x′)} − χ{xe<ϕ(x′)}] = 1
Thus, since uǫ(·, 0) = u0 and {xe > ϕ(x′)} ⊆ {u0 ≥ 1 − s}, the comparison principle
implies
lim inf
∗
uǫ(x, h) = 1
for all those x ∈ Rd and h ∈ (0, h0] such that xe > ϕ(x′)+h(tr(G˜(Dϕ(x′))D2ϕ(x′))+1)
and h ∈ (0, h0]. Given that ϕ is smooth, G˜ ≤ ΛId, and x0,e > ϕ(x′0), we conclude
there is a δ > 0 and a T ≤ h0 such that B(x0, δ) ⊆ (Ω1h)◦ for all h ∈ (0, T ]. Recalling
the definition of h, we obtain B(x0, δ) ⊆
⋂
0<t≤T{xe > h(x′, t)} as claimed.
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The proof that hg ≤ g∗(·, 0) proceeds in an analogous fashion. 
9.4. Proof of Proposition 43. Here we give the
Proof of Proposition 43. Let α, β,M > 0 be free parameters. Set φ(x) = 〈x, e〉 −M
and Φ(x, t) = 〈x, e〉 −M − αt.
By assumption (iii), ifM > 0 is large enough, then certainly {h ≥ 1−δ} ⊇ {〈·, e〉 ≥
M}. Hence
uǫ(·, 0) ≥ (1− δ)χ{ϕ≥0} − 1χ{ϕ<0}
Now Lemma 4.1 in [BS] implies
uǫ(·, tǫ) ≥ T ǫ(tǫ)[(1− δ)χ{ϕ≥0} − χ{ϕ<0}] ≥ (1− βǫ)χ{φ≥β} − χ{φ<β}
Now we will show that we can extend this estimate up to time t. Define v :
Rd × [0, T ]→ R by
v(x, t) = Ue
(
Φ(x, t)
ǫ
,
x
ǫ
)
+ ǫ
(
Ve
(
Φ(x, t)
ǫ
,
x
ǫ
)
− 2β
)
.
Plugging v into the equation, we find
vt − div
(
a
(x
ǫ
)
Dv
)
+ ǫ−2W ′(v) = ǫ−1(−αVe − 2W ′′(Ue)β) +O(1).
Here is where we choose α, β: since lim inf |〈x,e〉→∞W ′′(Ue) ≥ α2 > 0, we only need to
choose α large enough that αVe ≥ 2β(‖W ′′‖L∞([−1,1])+1) for |〈x, e〉−(K2+M)|+αT ≤
C. With this choice, v is a sub-solution if ǫ is sufficiently small.
Now observe that the exponential estimates on Ve as s→∞ yield the existence of
an ǫ0 > 0 such that if ǫ ∈ (0, ǫ0), then
w(x, 0) = max
{
Ue
(〈x, e〉 −M
ǫ
,
x
ǫ
)
+ ǫ
(
Ve
(〈x, e〉 −M
ǫ
,
x
ǫ
)
− 2β
)
,−1
}
≤ (1− βǫ)χ{φ≥β} − χ{φ<β}.
Finally, observe that if 〈x, e〉 ≥ M ′ for some M ′ > 1 +M + αt, then, by making ǫ0
smaller if necessary, we obtain, for ǫ ∈ (0, ǫ0) and s ∈ [0, t],
w(x, s) = Ue
(〈x, e〉 −M − αs
ǫ
,
x
ǫ
)
+ ǫ
(
Ve
(〈x, e〉 −M − αs
ǫ
,
x
ǫ
)
− 2β
)
≥ 1− Ce−βǫ−1(M ′−M−αt) − 2βǫ
≥ 1− δ
Putting it all together, we deduce that if r ∈ [s, t], 〈x, e〉 ≥ M ′, and ǫ is sufficiently
small (so that r − tǫ ≥ 0), then
uǫ(x, r) ≥ w(x, r − tǫ) ≥ 1− δ.
The lower bound is obtained similarly. 
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Appendix A. Technical Lemmata
A.1. Proofs of Results from Section 5.1.
Proof of Proposition 7. First, fix M ∈ N and let (f (M)n )n∈N be a countable dense sub-
set of the space {f ∈ C10 ((−M,M)) | f ≥ 0} with respect to the C1-norm topology.
Fix n ∈ N. If g ∈ C(Td) and g ≥ 0, then
−
ˆ
Td
{ˆ ∞
−∞
U(s, x)∂sf
(M)
n (s) ds
}
g(x) dx = −
ˆ
R×Td
U(s, x)∂s
{
f (M)n g
}
(s, x) dx ds
=
ˆ
R×Td
f (M)n (s)g(x)∂sU(s, x) dx ds
≥ 0.
Since this is true independently of the choice of g, it follows that there is a G
(M)
n ⊆ Td
such that Ld(G(M)n ) = 1 and −
´∞
−∞ U(s, x0)∂sf
(M)
n (s) ds ≥ 0 if x0 ∈ G(M)n . Intersect-
ing with another set of full measure if necessary, we can assume that s 7→ U(s, x0) is
Lebesgue measurable in G
(M)
n .
Now suppose that f ∈ C∞c (R). By assumption, there is an M ∈ N and a sub-
sequence (nj)j∈N such that f
(M)
nj → f in C10(R). In particular, if x0 ∈ GU :=⋂∞
n,M=1G
(M)
n , then
−
ˆ ∞
−∞
U(s, x0)f
′(s) ds = lim
j→∞
(
−
ˆ ∞
−∞
U(s, x0)(f
(M)
nj
)′(s) ds
)
≥ 0.
Finally, notice that (ii) implies s 7→ U(s, x0) satisfies ∂sU(s, x0) ≥ 0 in the distribu-
tional sense. Therefore, there is a unique non-decreasing, left-continuous Ux0 : R →
[−1, 1] such that U(s, x0) = Ux0(s) a.e. 
Proof of Proposition 8. First, assume U satisfies the hypotheses of Proposition 7, that
is, it is measurable, |U | ≤ 1 a.e., and ∂sU ≥ 0. Let GU be the set obtained in Propo-
sition 7. If x ∈ GU , then the proposition implies there is a unique non-decreasing,
left-continuous function Ux : R→ [−1, 1] such that U(s, x) = Ux(s) for a.e. s ∈ R.
To get a bound on the mass of ∂sU , we proceed by duality and use Fubini’s Theo-
rem. If Ψ ∈ C∞c (R× Td), then∣∣∣∣
ˆ
R×Td
Ψ(s, x)∂sU(s, x) dx ds
∣∣∣∣ ds =
∣∣∣∣
ˆ
R×Td
∂sΨ(s, x)U(s, x) dx ds
∣∣∣∣
=
∣∣∣∣
ˆ
GU
{ˆ ∞
−∞
∂sΨ(s, x)Ux(s) ds
}
dx
∣∣∣∣
=
∣∣∣∣
ˆ
GU
{ˆ ∞
−∞
Ψ(s, x)∂sUx(s) ds
}
dx
∣∣∣∣ .
Since |U±x | ≤ 1, we find∣∣∣∣
ˆ ∞
−∞
Ψ(s, x)∂sUx(s) ds
∣∣∣∣ ≤ ‖Ψ‖C0(R×Td)(U+x − U−x ) ≤ 2‖Ψ‖C0(R×Td).
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Therefore, after integrating over GU , we conclude∣∣∣∣
ˆ
R×Td
Ψ(s, x)∂sU(s, x) dx ds
∣∣∣∣ ds ≤ 2‖Ψ‖C0(R×Td).
From this, it follows that
´
R×Td ∂sU(s, x) dx ds ≤ 2.
If, in addition, we assume that T ae (U) <∞, then, by Fubini’s Theorem,
ˆ
GU
{ˆ ∞
−∞
W (Ux) ds
}
dx =
ˆ
R×Td
W (U) dx ds ≤ T ae (U) <∞.
Thus, there is a G′U ⊆ GU such that Ld(G′U) = 1 and
´∞
−∞W (Ux) ds <∞ if x ∈ G′U .
Since W−1({0}) = {−1, 1}, it follows that |U±x | = | lims→±∞ Ux(s)| = 1 in G′U .
Henceforth, assume U ∈ X+. Fix δ > 0. Notice that, by definition of X+,
lim
R→∞
ˆ
GU
L1({Ux ≤ 1− δ} ∩ [R,R + 1]) dx = lim
R→∞
Ld+1({U ≤ 1− δ} ∩ ([R,R + 1]× Td))
= 0.
Thus, there is a subsequence (Nj)j∈N ⊆ N such that L1({Ux ≤ 1−δ}∩[Nj , Nj+1])→ 0
as j →∞ for a.e. x ∈ GU . In particular, U+x = lims→∞Ux(s) > 1− δ a.e. in GU .
Restricting to rational δ and sending δ → 0+, we conclude that U+x = lims→∞Ux(s) =
1 a.e. in GU . Arguing similarly, we see that U
−
x = lims→−∞Ux(s) = −1 a.e. in GU .
Finally, we show that, in this case, the total mass of ∂sU equals 2. Indeed, if we
let f : R→ [0, 1] be a smooth function satisfying f = 1 in [−R,R] and f = 0 outside
of [−(R + 1), R+ 1], then
ˆ
R×Td
∂sU(s, x) dx ds ≥
ˆ
R×Td
f(s)∂sU(s, x) dx ds
= −
ˆ
GU
{ˆ ∞
−∞
f ′(s)Ux(s) ds
}
dx
=
ˆ
GU
{ˆ ∞
−∞
f(s)∂sUx(s) ds
}
dx
≥
ˆ
GU
{ˆ
[−R,R)
∂sUx(s) ds
}
dx
=
ˆ
GU
(Ux(R)− Ux(−R)) dx
Sending R→∞, we conclude ´
R×Td ∂sU(s, x) dx ds ≥ 2Ld(GU) = 2. 
Proof of Proposition 9. By Fubini’s Theorem, there is a Lebesgue measurable func-
tion ψ on R such that ψ(s) =
´
Td
U(s, x) dx a.e. If g ∈ C∞c (R) and g ≥ 0, then
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Proposition 7 implies
−
ˆ ∞
−∞
ψ(s)g′(s) ds = −
ˆ ∞
−∞
g′(s)
{ˆ
Td
U(s, x) dx
}
ds
=
ˆ
Td
{
−
ˆ ∞
−∞
U(s, x)g′(s) ds
}
dx
≥ 0.
Since g was arbitrary, we conclude that ψ′ ≥ 0 in the distributional sense. In partic-
ular, there is a unique non-decreasing, left-continuous function ψU : R→ [−1, 1] such
that ψU = ψ a.e. 
Proof of Proposition 10. First, we show that (i) implies (ii). Assume that U ∈ X+.
Since ψU is bounded and non-decreasing, the limits ψ
+
U := lims→∞ ψU(s) and ψ
−
U :=
lims→−∞ ψU(s) both exist. In particular,
lim
R→∞
ˆ R+1
R
ψU(s) ds = ψ
+
U
lim
R→∞
ˆ −R
−(R+1)
ψU(s) ds = ψ
−
U
On the other hand, by Fubini’s Theorem,
lim
R→∞
ˆ R+1
R
ψU(s) ds = lim
R→∞
ˆ
[R,R+1]×Td
U(s, x) dx ds(39)
lim
R→∞
ˆ −R
−(R+1)
ψU(s) ds = lim
R→∞
ˆ
[−(R+1),−R]×Td
U(s, x) dx ds(40)
We claim that the last two limits equal 1 and −1, respectively.
Fix δ, ǫ ∈ (0, 1). Since U ∈ X+, there is an R0 > 0 such that if R ≥ R0, then
Ld({U ≤ 1− δ} ∩ ([R,R + 1]× Td)) < ǫ.
Thus, sending R→∞ and appealing to the fact that |U | ≤ 1 a.e., we find
(1− δ)(1− ǫ)− ǫ ≤ lim
R→∞
ˆ
[R,R+1]×Td
U dx ds ≤ 1.
Since δ and ǫ were arbitrary, we conclude
lim
R→∞
ˆ
[R,R+1]×Td
U dx ds = 1.
We proved ψ+U = 1. A similar argument shows ψ
−
U = −1. This completes the proof
that (i) implies (ii).
Note that (39) and (40) show that (ii) and (iii) are equivalent.
Next, we show that (ii) implies (i). Suppose lims→±∞ ψU(s) = ±1. To see that
U ∈ X+, it only remains to verify (16). We will show that limR→∞ Ld+1({U ≤
1− δ}∩ ([R,R+1]×Td)) = 0, which is half of (16). The other half follows by similar
arguments.
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Since ψU(s) =
´
GU
Ux(s) ds for a.e. s ∈ R, Lebesgue’s dominated convergence
theorem implies ˆ
GU
U+x dx = lim
s→∞
ˆ
GU
Ux(s) dx = lim
s→∞
ψU(s) = 1.
Thus, from the inequality U+x ≤ 1, we deduce that U+x = 1 a.e. in GU . In particular,
for each δ > 0, L1({Ux ≤ 1 − δ} ∩ [R,R + 1]) → 0 a.e. in GU as R → ∞. There-
fore, by another application of the dominated convergence theorem, we conclude that
limR→∞ Ld+1({U ≤ 1− δ} ∩ ([R,R + 1]× Td)) = 0. 
A.2. Approximation results. The main goal of this section is to prove
Proposition 44. The following two identities hold:
E
a(e) = inf
{
T
a
e (U) | U ∈ X ∩ C∞sgn(R× Td)
}
inf {T ae (U) | U ∈ X+} = inf
{
T
a
e (U) | U ∈ X ∩ C∞sgn(R× Td), ∂sU ≥ 0
}
First, we show that any U ∈ X can be well approximated by a function in X that
equals sgn(s) outside of a compact subset of R× Td:
Proposition 45. If U is a measurable function on R × Td such that |U | ≤ 1 a.e.,
T ae (U) < ∞, and (16) holds, then, for each ǫ > 0, there is a measurable U˜ǫ and an
Mǫ > 0 such that
(i) |U˜ǫ| ≤ 1 a.e.
(ii) T ae (U˜ǫ) <∞
(iii) sgn(s)U˜(s, x) = 1 if |s| ≥Mǫ
(iv) |T ae (U˜ǫ)− T aǫ (U)| < ǫ
If, in addition, ∂sU ≥ 0, then we may assume that ∂sU˜ǫ ≥ 0.
Proof. For each N ∈ N, let ϕN : R→ [0, 1] be a smooth function satisfying
(a) ϕN(s) = 1 if |s| ≥ N + 1
(b) ϕN(s) = 0 if |s| ≤ N
(c) |ϕ′N(s)| ≤ 2 if s ∈ R
(d) sgn(s)∂sϕ(s) ≥ 0 if s 6= 0.
Now define a family of function (UN)N∈N by
UN(s, x) = (1− ϕN(s))U(s, x) + ϕN(s)sgn(s).
By (d), ∂sUN ≥ 0 if ∂sU ≥ 0. Moreover, T ae (UN) < ∞ and sgn(s)UN(s, x) = 1
if |s| ≥ N + 1. We claim that, for each ǫ > 0, there is an N ∈ N such that
|T ae (UN)− T ae (UN)| < ǫ.
First, we exploit the non-negativity of the integrand in T ae to write
T
a
e (U ; [−N,N ]× Td) ≤ T ae (UN) = T ae (U ; [−N,N ] × Td) + eN ,
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where eN = T
a
e (UN ; {N ≤ |s| ≤ N + 1} × Td). Given δ > 0, we can estimate this
error as follows:
eN =
ˆ
{N≤|s|≤N+1}×Td
(
1
2
〈a(x)DeUN ,DeUN〉+W (UN)
)
dx ds
≤ 1
2
ˆ
{N≤|s|≤N+1}×Td
1
2
〈a(x)DeUN ,DeUN 〉 dx ds
+
1
2
ˆ
{N≤|s|≤N+1}
〈a(x)e, e〉ϕ′N (s)2|UN − sgn(s)|2 dx ds
+
ˆ
{N≤|s|≤N+1}×Td
W (UN) dx ds
≤ T ae (U ; {N ≤ |s| ≤ N + 1} × Td) + 8ΛLd+1({|U | ≤ 1− δ} ∩ {N ≤ |s| ≤ N + 1})
+ 2ωW (δ) + ‖W‖L∞([−1,1])Ld+1({|U | ≤ 1− δ} ∩ {N ≤ |s| ≤ N + 1})
Since T ae (U) < ∞, U satisfies (16), and limδ→0+ ωW (δ) = 0, we can fix a δ > 0 and
an N0 ∈ N such that eN < ǫ if N ≥ N0. Reasoning similarly, we can assume that N0
is large enough that T ae (U)− ǫ < T ae (U ; [−N,N ]×Td) if N ≥ N0. In particular, for
each N ≥ N0,
|T ae (UN )−T ae (U)| < ǫ.

Next, we show that we can smooth the function obtained in the previous result
without affecting its energy too much:
Proposition 46. If U satisfies the hypotheses of the Proposition 45, then, for each
ǫ > 0, there is a Uˆǫ ∈ C∞sgn(R× Td) and an Mˆǫ > 0 such that
(i) sgn(s)Uˆǫ(s, x) = 1 if |s| ≥ Mˆǫ
(ii) |Uˆǫ| ≤ 1 in R× Td
(iii) T ae (Uˆǫ) <∞
(iv) |T ae (U)− T ae (Uˆǫ)| < ǫ
Furthermore, we may assume that ∂sUˆǫ ≥ 0 if ∂sU ≥ 0 and that U = limǫ→0+ Uˆǫ
pointwise a.e.
Proof. Given ǫ > 0, let U˜ ǫ
2
be the function obtained in Proposition 45. Let ζ ∈ (0, 1)
be a free parameter and define Uˆǫ,ζ by
Uˆǫ,ζ(s, x) =
ˆ
Td
{ˆ ∞
−∞
U˜ ǫ
2
(s− r, x− y)ρζ(r) dr
}
νζ(y) dy.
Notice that if ∂sU ≥ 0, then ∂sU˜ ǫ
2
≥ 0, and then this property is preserved by the
mollifier. Similarly, |Uˆǫ,ζ| ≤ 1 a.e.
We claim that there is a Mˆǫ > 0 such that sgn(s)Uˆǫ,ζ(s, x) = 1 if |s| ≥ Mˆǫ. Indeed,
fix Mǫ > 0 such that sgn(s)U˜ ǫ
2
(s, x) = 1 if |s| ≥ Mǫ. Now observe that if x ∈ Td and
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|s| ≥Mǫ + ζ , then
Uˆǫ,ζ(s, x) =
ˆ
Td
{ˆ ζ
−ζ
U˜ ǫ
2
(s− r, x− y)ρζ(r) dr
}
νζ(y) dy
=
ˆ
Td
{ˆ ζ
−ζ
sgn(s− r)ρζ(r) dr
}
νζ(y) dy
=
ˆ
Td
{ˆ ζ
−ζ
sgn(s)ρζ(r) dr
}
νζ(y) dy
= sgn(s).
Thus, the claim is proved with Mˆǫ = Mǫ + ζ .
In view of the previous paragraph and the smoothness of Uˆǫ,ζ, we know that
T ae (Uˆǫ,ζ) < ∞. Moreover, since Uˆǫ,ζ → U˜ǫ pointwise a.e. and DeUˆǫ,ζ → DeU˜ ǫ2 in
L2(R× Td;Rd) as ζ → 0+, it follows that
lim
ζ→0+
T
a
e (Uˆǫ,ζ) = T
a
e (U˜ ǫ2 ).
Thus, there is a ζǫ ∈ (0, ǫ) such that the function Uˆǫ := Uˆǫ,ζǫ satisfies |T ae (Uˆǫ) −
T ae (U)| < ǫ.
From the proof of Proposition 45, we know that limǫ→0 U˜ǫ = U locally uniformly.
Therefore, in view of the assumption that ζǫ < ǫ, one can show that limǫ→0+ Uˆǫ = U
locally uniformly as well. 
Now we proceed with the
Proof of Proposition 44. If U ∈ X , then Proposition 46 implies there is a family
(Uˆǫ)ǫ>0 ∈ C∞sgn(R× Td) such that limǫ→0+ T ae (Uˆǫ) = T ae (U). Thus,
inf {T ae (U) | U ∈ X } ≥ inf
{
T
a
e (U) | U ∈ C∞sgn(R× Td)
}
At the same time, C∞sgn(R×Td) ⊆ X+ so the complementary inequality holds trivially.
Since for each U ∈ X+, there is a family (Uˆǫ)ǫ>0 ⊆ C∞c (R × Td) as above with
∂sUˆǫ ≥ 0, the other identity follows similarly. 
A.3. Comparison Principle for P-sub- and super-solutions. Here we give the
Proof of Proposition 38. Since a comparison principle for ordinary viscosity sub- and
super-solutions of (38) is already known, it suffices to prove that a P-sub-solution
(resp. P-super-solution) is an ordinary sub-solution (resp. super-solution). We will
only prove the former statement since the latter follows from analogous arguments.
Suppose then that h is a P-sub-solution. To see that it is an ordinary viscosity
sub-solution, it suffices, through the usual reductions, to show that if there is a
(x0, t0) ∈ Rd × [0, T ] such that
(41) h(x, t) ≤ h(x0, t0) + 〈p, x− x0〉+ 1
2
〈A(x− x0), x− x0〉+ a(t− t0) + b(t− t0)
2
2
,
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where p ∈ Rd−1, A ∈ Sd, and a, b ∈ R, then
a− tr(G˜(p)A) ≤ 0.
Notice that, by perturbing A and b if necessary, we can assume that (x0, t0) is the
only point in Rd−1 × [0, T ] where equality holds in (41).
Since h is bounded, there is an R > 0 such that
h(x, t) + |a|T + |b|T
2
+ 1 ≤ ‖x‖
if ‖x‖ ≥ R and t ∈ [0, T ]. Without loss of generality, we can assume that ‖x0‖ < R.
Let ρ ∈ C∞c (Rd−1; [0, 1]) satisfy ρ(x) = 1 if ‖x‖ ≤ R.
A straightforward computation now shows that
h(x, t) ≤
(
h(x0, t0) + 〈p, x− x0〉+ 1
2
〈A(x− x0), x− x0〉
)
ρ(x)+(1−ρ(x))‖x‖+a(t−t0)+b(t− t0)
2
2
.
Thus, since h is a P-sub-solution and ρ = 1 in a neighborhood of (x0, t0), we find
a− tr(G˜(pq)A) ≤ 0.

Appendix B. Transformation Properties of Ld+1 in R× Td
Here we provide the proof of Theorem 7 on the transformation properties of Ld+1
under the map (x, ζ) 7→ (〈x, e〉 − ζ, x).
B.1. Rational directions. Given a function F ∈ Cc(R × Td), we define F˜ e : R ×
Rd → R by
F˜ e(ζ, y) = F (〈y, e〉 − ζ, y).
By decomposing R× Td along planes normal to e, we obtain the following:
Proposition 47. If F ∈ Cc(R× Td), then F˜ e satisfies
(i) For each ζ ∈ R, F˜ e descends to a function in Td−1e ⊕e R
(ii) F˜ e(ζ +me, y) = F˜
e(ζ, y − ke), where me = inf
{〈k, e〉 | k ∈ Zd} and ke ∈ Zd
satisfies 〈ke, e〉 = me
Moreover, the integral of F on R× Td decomposes in the following way:
(42)
ˆ ∞
−∞
ˆ
Td
F (s, x) dx ds = m−1e
ˆ me
0
ˆ
Qe⊕eR
F˜ e(ζ, y) dy dζ.
Proof. To see (i), observe that if k ∈ Zd and 〈k, e〉 = 0, then
F˜ e(ζ, y + k) = F (〈y + k, e〉 − ζ, y + k)
= F (〈y, e〉 − ζ, y + k)
= F˜ e(ζ, y).
Suppose (ζ, y) ∈ R× Rd.
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Concerning (ii), we use the definition of F˜ e to write:
F˜ e(ζ +me, y) = F (y − ζ −me, y)
= F (〈y − ke, e〉 − ζ, y − k1)
= F˜ e(ζ, y − ke).
Now let us prove the integral decomposition (42). In what follows, we will write
x = xee+x
⊥, where xe ∈ R and x⊥ ∈ 〈e〉⊥. The proof of (42) is a simple computation:
ˆ ∞
−∞
ˆ
Td
F (s, x) dx ds = lim
R→∞
R−d
ˆ ∞
−∞
ˆ R
0
ˆ
RQe
F (s, x)dx⊥ dxe ds
= lim
R→∞
R−d
ˆ ∞
−∞
ˆ R
0
ˆ
RQe
F˜ e(xe − s, xee+ x⊥) dx⊥ dxe ds
= lim
R→∞
R−d
ˆ ∞
−∞
ˆ R
0
ˆ
RQe
F˜ e(ζ, xee+ x
⊥) dx⊥ dxe dζ
= lim
N∋N→∞
(Nme)
−d∑
k∈Z
ˆ (k+1)me
kme
ˆ Nme
0
ˆ
NmeQe
F˜ e(ζ, xee + x
⊥) dx⊥ dxe dζ
= lim
N∋N→∞
(Nme)
−d∑
k∈Z
ˆ me
0
ˆ (−k+N)me
−kme
ˆ
NmeQe
F˜ e(ζ, xee+ x
⊥) dx⊥ dxe dζ
= lim
N∋N→∞
(Nme)
−d(N − 1)
ˆ me
0
ˆ ∞
−∞
ˆ
NmeQe
F˜ e(ζ, xee + x
⊥) dx⊥ dxe dζ
= m−1e
ˆ me
0
ˆ ∞
−∞
(
lim
N∋N→∞
(Nme)
1−d
ˆ
NmeQe
F˜ e(ζ, xee + x
⊥) dx⊥
)
dxe dζ
= m−1e
ˆ me
0
ˆ
Qe⊕eR
F˜ e(ζ, x) dx dζ.

Since the functions in Cc(R× Td) determine the integral, the following result also
holds:
Proposition 48. If F ∈ L1(R× Td), then (42) holds.
Proof. Suppose F ∈ L1(R× Td). Fix (Fn)n∈N ⊆ Cc(R× Td) satisfying
lim
n→∞
‖Fn − F‖L1(R×Td) = 0.
The previous proposition implies (F˜ en)n∈N is a Cauchy sequence in L
1([0, me]× (Qe⊗e
R)). Thus, there is a G ∈ L1([0, me] × (Qe ⊗e R)) so that limn→∞ F˜ en = G. It is
straightforward to verify that F˜ e = G almost everywhere in [0, me] × (Qe ⊗e R).
Therefore, we conclude (42) holds. 
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B.2. Irrational directions : Preliminaries. As in the rational case, we will be
interested in averaging functions over cubes orthogonal to the e direction. In the irra-
tional case, such averages behave better, but the details are more technical. Therefore,
we digress into some ergodic theory.
Recall that Me is the module of integers orthogonal to e. Being a submodule of
Zd, we can fix a Z-basis {k1, . . . , kr} of Me. Notice that these are necessarily linearly
independent over R. The first result we will use says we can construct from these an
orthogonal Q-basis of spanQMe:
Lemma 4. There is an orthogonal set of vectors {k′1, . . . , k′r} ⊆Me such that
spanQ{k′1, . . . , k′r} = spanQMe
Proof. Let {k1, . . . , kr} be a Z-basis of Me. Let k′1 = k1. Suppose for some ℓ < r we
have chosen an orthogonal set {k′1, . . . , k′ℓ} ⊆Me in such a way that spanQ{k′1, . . . , k′ℓ} =
spanQ{k1, . . . , kℓ}. We define k′ℓ+1 as follows:
k′ℓ+1 = kℓ+1 −
ℓ∑
i=1
〈kℓ+1, k′i〉k′i.
Clearly, spanQ{k′1, . . . , k′ℓ, k′ℓ+1} = spanQ{k1, . . . , kℓ, kℓ+1}. Moreover, {k′1, . . . , k′ℓ+1} is
orthogonal and contained in Me. We continue until we reach ℓ = r. 
Henceforth, let {k1, . . . , kr} ⊆ Me be an orthogonalQ-basis ofMe and let {er+1, . . . , ed−1}
be an orthonormal basis of 〈k1, . . . , kr, e〉⊥ in Rd. Notice that {k1, . . . , kr, er+1, . . . , ed−1}
spans 〈e〉⊥.
As we are interested in averaging Zd-periodic functions over cubes orthogonal to
e, it is natural to introduce the following group of transformations: given y ∈ 〈e〉⊥,
we define Ty : T
d → Td by Ty(x) = x + y. Clearly, {Ty}y∈〈e〉⊥ forms a group under
compositions in the natural way, that is,
T0 = Id, Tx+y = Tx ◦ Ty.
Moreover, each element of the group preserves the Haar measure on Td. In fact, the
Haar measure is an ergodic invariant measure of {Ty}y∈〈e〉⊥ .
Theorem 13. The Haar measure on Td is the unique invariant measure of {Ty}y∈〈e〉⊥ .
At this point, it is convenient to establish an auxiliary lemma:
Lemma 5. If k ∈ Zd and 〈k, ei〉 = 0 independently of i ∈ {r + 1, . . . , d − 1}, then
k ∈Me.
Proof. Since {k1, . . . , kr, er+1, . . . , ed−1, e} is an orthogonal basis of Rd, any such k can
be written as
k =
r∑
i=1
〈k, ki〉
‖ki‖2 ki + κe
for some κ ∈ R. To see that k ∈Me, we only need to show that κ = 0.
Now notice that, by our choice of {k1, . . . , kr}, 〈k,ki〉‖ki‖2 ∈ Q for each i. Thus, κe =
k −∑ri=1 〈k,ki〉‖ki‖2 ki ∈ Qd. From the fact that e /∈ RZd, we conclude κ = 0. 
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Using the lemma, the theorem follows easily:
Proof of Theorem 13. Suppose µ is a Borel probability measure on Td that is invariant
under {Ty}y∈〈e〉⊥ . We will show that µ equals the Haar measure by computing its
Fourier series. Specifically, we only need to show that µˆ(k) = δ0k independently of
k ∈ Zd.
Since µ is a probability measure, we find µˆ(0) = 1 = δ00 by definition.
Now assume k ∈ Zd \ {0}. We claim that µˆ(k) = 0. Since µ is preserved by
{Ty}y∈〈e〉⊥ , we can write
µˆ(k) =
ˆ
Td
e−i2π〈k,x+y〉 µ(dx) = e−i2π〈k,y〉µˆ(k) if y ∈ 〈e〉⊥.
To conclude, we only need to show that there is a y ∈ 〈e〉⊥ such that ei2π〈k,y〉 = −1.
Now we use the lemma. The linear functional y 7→ 〈k, y〉 either vanishes on 〈e〉⊥ or
its range equals R. In view of the lemma and the assumption that k 6= 0, the second
case is the only possibility. Thus, we can fix a y0 ∈ 〈e〉⊥ such that 〈k, y0〉 = 12 . In
particular, e−i2π〈k,y0〉 = −1. 
Using ergodicity, we obtain the following fact:
Proposition 49. If f ∈ L1(Td), then almost every s ∈ R satisfies
(43) lim
R→∞
R1−d
ˆ
Q(0,R)
f(se+ x⊥) dx⊥ =
ˆ
Td
f(y) dy.
Proof. By the ergodic theorem, there is a Lebesgue measurable, {Ty}y∈〈e〉⊥-invariant
set B ⊆ Rd such that Ld(Rd \B) = 0 and
lim
R→∞
R1−d
ˆ
Q(0,R)
f(x+ x⊥) dx⊥ =
ˆ
Td
f(y) dy if x ∈ B.
Define a Lebesgue measurable set A by
A =
{
s ∈ R | se + w⊥ ∈ B for almost every w⊥ ∈ 〈e〉⊥} .
We claim that L1(R \ A) = 0. Indeed, by Fubini’s Theorem, we can write
0 = Ld(Rd \B)
=
ˆ
R
Hd−1({w ∈ 〈e〉⊥ | se + w /∈ B}) ds
=
ˆ
R\A
Hd−1({w ∈ 〈e〉⊥ | se+ w /∈ B}) ds.
Since Hd−1({w ∈ 〈e〉⊥ | se+w /∈ B}) is positive on R \A, we can only conclude that
L1(R \ A) = 0.
Finally, we claim that if s ∈ A, then (43) holds. To see this, observe that there is a
w ∈ 〈e〉⊥ so that se + w⊥ ∈ B. Since B is invariant under {Ty}y∈〈e〉⊥ , it follows that
se ∈ B. Therefore, (43) follows. 
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B.3. Irrational directions : Main results. We now establish the integral decom-
position in the irrational case.
Proposition 50. If e ∈ Sd−1, F ∈ L1(R× Td−1), and k ∈ Zd, then
F˜ e(ζ + 〈k, e〉, y) = F˜ e(ζ, y − k) if (ζ, y) ∈ R× Rd
For almost every ζ ∈ R, we have
(44)
ˆ ∞
−∞
ˆ
Td
F (s, x) dx ds = lim
R→∞
R1−d
ˆ
R×Qe(0,R)
F˜ e(ζ, x) dx.
In particular, the following integral decomposition holds:
(45)
ˆ ∞
−∞
ˆ
Td
F (s, x) dx ds = lim
M→∞
M−1
ˆ M
0
(
lim
R→∞
R1−d
ˆ
R×Qe(0,R)
F˜ e(ζ, x) dx
)
dζ.
Proof. If k ∈ Zd and (ζ, y) ∈ R× Rd, then
F˜ e(ζ + 〈k, e〉, y) = F (〈y, e〉 − ζ − 〈k, e〉, y)
= F (〈y − k, e〉 − ζ, y − k)
= F˜ e(ζ, y − k).
Now we tackle the integral decomposition. Let ζ ∈ R be a free parameter. First,
we make some simplifications to the right-hand side of (44):ˆ
R×Qe(0,R)
F˜ e(ζ, x) dx =
ˆ
Qe(0,R)
ˆ ∞
−∞
F (y − ζ, ye+ x⊥) dy dx⊥
=
ˆ
Qe(0,R)
ˆ ∞
−∞
F (s, (s+ ζ)e+ x⊥) ds dx⊥.
Since F ∈ L1(R × Td), it follows that y 7→ ´∞−∞ F (s, (s + ζ)e + y) ds is in L1(Td),
no matter the choice of ζ . Therefore, the previous lemma implies that almost every
ζ ∈ R satisfies
lim
R→∞
R1−d
ˆ
R×Qe(0,R)
F˜ e(ζ, x) dx = lim
R→∞
R1−d
ˆ
Qe(0,R)
ˆ ∞
−∞
F (s, (s+ ζ)e+ x⊥) ds dx⊥
=
ˆ
Td
(ˆ ∞
−∞
F (s, (s+ ζ)e+ y) ds
)
dy
=
ˆ ∞
−∞
ˆ
Td
F (s, y) dy ds.
Now (45) is immediate. 
Finally, we make the remark:
Proposition 51. If e /∈ RZd, then Me has rank less than d−1 and {〈k, e〉 | k ∈ Zd}
is a dense subgroup of R.
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Proof. Define ı : Zd → R by
ı(k) = 〈k, e〉.
Notice that ı is a group homomorphism. Therefore, {〈k, e〉 | k ∈ Zd} = ı(Zd) is a
subgroup of R. Recall that any subgroup of R with rank greater than one is necessarily
dense. Therefore, we will prove that ı(Zd) has rank greater than one.
As before, let {k1, . . . , kr} ⊆ Qd be a Q-basis of spanQMe satisfying 〈ki, kj〉 = 0 if
i 6= j. Next, fix an orthogonal set {kr+1, . . . , kd} ⊆ Qd such that {k1, . . . , kd} spans
Qd. Multiplying by a scalar if necessary, we can assume that {kr+1, . . . , kd} ⊆ Zd.
Evidently, e ∈ spanR{kr+1, . . . , kd}, and the fact that e /∈ RZd implies r < d− 1.
We claim that {〈kr+1, e〉, . . . , 〈kd, e〉} is independent over Z. Indeed, if
∑d
i=r+1mi〈ki, e〉 =
0, then
∑d
i=r+1miki ∈ Me. By the choice of {kr+1, . . . , kd}, this implies
mr+1 = · · · = md = 0.
We conclude that rk(ı(Zd)) = d − r > 1. Therefore, ı(Zd) is dense as claimed.
Finally, notice that Me has rank r, and we showed r < d− 1. 
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