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I. INTRODUCTION
BSERVATIONS described in whole or in part by an 0 additively error-corrupted weighted sum of functions of the same nonlinear parametric family occur in many fields of applied science. Among these weighted sum models, multipledamped sinusoids occurring in speech analysis [lo] , biomedicine [25] , radio astronomy [3] , and a variety of other applications are frequently encountered. Parameter estimation methods based on forward-backward linear prediction [21] , component by component iterative schemes such as expectation-maximization (EM) [ 111, or those based on system identification such as KiSSDQML [4] are able to provide reasonably accurate estimates of the signal parameters, but all rely on a priori knowledge regarding the actual number of signal components (i.e., the model order). In most practical situations this information is unavailable, and therefore, a reliable technique for estimating this number is required.
As this problem is an old one, an exhaustive retrospect of the extensive literature is almost impossible. Recently, however, two interesting criteria were developed [28] . Both are singular value decomposition-based (SVD-based) offshoots of the popular Akaike information criterion (AIC) and minimum description length (MDL) rules originally proposed by Manuscript received November 3, 1994; revised September 8, 1995 . This work was supported by the National Science Foundation under Award MIP-9110682. The associate editor coordinating the review of this paper and approving it for publication was Dr. Yingbo Hua.
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Akaike El], Schwartz [35] , and Rissanen [29] . Because the original AIC and MDL were derived by way of asymptotic assumptions, however, their utility in any form for model selection of decaying sinusoids (or any other transient dlata model for that matter) must be carefully examined.
In lhis paper, following the contemporary theory of Bayesian statistical inference, we derive a maximum a posteriori estimator for the number of damped sinusoids in additive white noise. Predictive densities and estimationvalidation techniques [6] , [7] , [22] , [26] are used to construct selection criteria for the models. The predictive densities are formedl by splitting the data into two mutually exclusive sets (''trainling" data and "validation" data), one of which (i.e., the training data) is used to obtain prior predictive densities for the parameters of each model. The remaining validation data are used to assess the likelihood of each model. It is shown that the best results are obtained when the training data comprise the minimum possible number of the last samples of the time series.
Our approach results in a pair of complicated integrals that are solved numerically by Monte Carlo importance sampling integration. A multivariate Cauchy probability density function (p.d.f.) is employed to produce stratified random variates over the integrands support region. By exploiting the special structure of the integrand (i.e., the CLF), the FML procedure yields the centrality location parameters for the Cauchy. The spread parameters are set by matching the support region of the Cauchy with that of the integrand, one dimension at a time. Computer simulations on two-component damped sinusoidal data demonstrate the relative efficacy of our procedure in comparison with the SVD-based information theoretic criteria of Reddy and Biradar [28] . In particular, our results expose the shlortcomings of these rules when the data record length is not properly coupled with the information bearing portion of the signal.
The paper is organized as follows. In Section 11, the general form of the MAP criterion is derived and the philosophy behind predictive densities is explained in detail. Section I11 considers the special case of model order selection of multiple damped sinusoids in white Gaussian noise. A brief exposition into Monte Carlo importance sampling integration is provided in Section IV and a justification of the Cauchy importance function is provided therein. Discussions and simulation results are provided in Sections V and VI, and finally in Section VII, conclusions are drawn. From Bayes' theorem we can write where g(.) is a function whose integral diverges over the parameter space and c k is an unknown constant. When applying the purely noninformative Bayesian approach to the analysis of a single model k , the posterior of the model parameters is
As long as the integral in the denominator converges, the posterior is well defined despite the fact that c k is unspecified (since a cancelation occurs between the numerator and denominator), This is not the case when evaluating the posterior odds of two models, however. For example, consider the following likelihood ratio C3,k(x) of two models j and k
where we have assumed that all the models are equiprobable a priori. Marginalizing over the nuisance parameters in the usual way we obtain The term f(x IO,,$,q) in ( 
B. On the Choice ofa Prior
To maintain the analytical tractability of the problem, we would certainly like to select a proper prior,' which is a member of the same natural conjugate family of distributions as is the likelihood function. This approach must be rejected, however, unless one can be found that is strongly justified by valid physical arguments. As was pointed out in [22] , this is a common problem with the "fully" Bayesian approach to model selection, and is the main reason that modified versions are so common in practice.
' A "proper" prior IS defined as one that retains the basic properties of a probability density function That is, it is stnctly nonnegative, and integrates or sums to unity over its admissible range of values.
From this example it is clear that the unspecified constants do not cancel, and they must now somehow be specified. This situation is similar to threshold setting in multiple hypothesis testing (a problem we certainly want to avoid). In order to overcome this problem, we will use an estimation-validation approach implemented by Bayesian predictive densities.
Proceeding with this method, we partition the data x into two mutually exclusive sets, XR and X N -R . Here the subscripts R and ( N -R ) denote that XR and X N -R are composed of R and N -R samples, respectively. We then make the approximation Now consider the marginalization in (5) f ( X N -R I XR, 4 ) f ( X N --R l X R , e , , 4 , q ) f (~, , 4IxXR, 4) de&$.
The first term ~( X N -R I XR, e,, 4, q ) prior density of the unknown parameters, which can also be interpreted as the posterior density of the parameters given the data XR.
Note that (5) can be written as
in both the numerator and denominator, when we specify them as noninformative and the arbitrary constants appear, a cancellation effect (similar to that in (4)) takes place between the numerator and denominator.
C. On Partitioning of the Data into Estimation and Validation Subsets
An important issue concerning the application of predictive densities is the manner in which the data are partitioned. samples. The bottom two distributions show the prior based on the last ten samples and the likelihood based on the first 54 samples. Clearly, the topmost prior is informative for a, while the prior in the third diagram is relatively noninformative for a.
prior density of a is therefore increasingly more informative (smaller 0 2 , ) for larger R. Also note that hghR is largest when the samples are taken from the beginning of the time series and smallest when they are taken from the end. For demonstrative purposes, consider the model in (9) with a = 1, f = 0.24, a = 0.05, N = 64, and o2 set to provide a signal-to-noise ratio (SNR)3 of 15 dB. We generated 10000 realizations according to (9) and plotted histograms of &R (this is the empirical density f ( a I XR) based on 10000 trials) for two cases. For the first we constructed f( a I XR) with the Jirst R = 10 data samples (which entails that the corresponding likelihLood of a was based on the last 54 observations), and in the second case we formed f ( a I XR) using the last R = 10 samples (implying that the likelihood of a was based on the jirst 54 samples). The first two distributions are nearly identical, implying that approximately the same information is contained in the prior as is contained in the likelihood function. That is, f ( a I XR) is highly informative (relative to its likelihood) when it is based on the first R = 10 samples. Conversely, the second pair of histograms demonstrate that f ( a I XR) is locally uniform over the support region of the likelihood function, and thus, it is indeed noninformative relative to the likelihood function.
It can likewise be shown that decreasing the number of samples R decreases the information in the prior, and increasing 6: increases the information in the prior. Note that this is consistent with the initial approximation in (5). That is, the 31n (this context, SNR refers to the peak SNR that is, the signal-to-noise ratio of the first sample defined as (10) The unknown parameters associated with the ith signal are its amplitude (a, ) , frequency ( f, ) , phase ( 4,) , and damping factor ( a,). The noise power u2 is also assumed unknown. Given the data {z,},~z~, the objective is to estimate the model order q by applying the MAP criterion in (8).
Equation (10) can be written concisely in vector-matrix notation as
where x and t are N x 1 vectors, a, is a q x 1 vector of amplitude constants, and A, is the N x q signal manifold matrix whose ith column is of the €orm a, = [cos(b,) cos(2nf, + 4,) . . . e--at(N-l)
Since the noise process is white and Gaussian, the likelihood term can be expressed as
To depict a state of ignorance concerning the unknown parameters, we assign the noninformative Jeffreys' prior f(8,, 0 I q ) oc 0-l (see [2] ). Combining this and (12), the numerator of (8) can be expressed as
The matrix Pt) is the projection operator for the left nullspace of A.,,(.), and r(.) is the standard gamma function. The denominator in (8) can likewise be marginalized, the result of which is the following MAP model selection criterion for damped sinusoidal signals in white Gaussian noise (see (14) at the bottom of the page). Here the subscripts N and R in the numerator and denominator indicate that they are based on N , and the last R samples of the data vector x, respectively. Note that the total dimensionality of the integrals is 3q for both numerator and denominator. To lower the total dimension to 2q, we apply the following transformation to the data model in (lo), as follows: then the standard deviation of the error in the integral estimate is and the error variance is reduced. It should also be that importance sampling is the only known means by (18) noted which infinite singularities (or near singularities) can be "removed" from the integrand (this is accomplished by sampling from an importance function with a similar singularity in the same location).
The asymptotic error variance of an importance sampling estimate strongly depends on the density h(.) (also known as the importance function) [23] . The three most important properties of a good importance function are as follows. The simplicity by which the random variates yz can be h(.) should have longer tails than the integrand <(.).
h(.) should be a close approximation to E(.).
The decision to use a Monte Carlo procedure was influenced mainby by the relationship between the dimensionality of the parameter space and the convergence rate of the integral estimate to the true value. From (17) it is clear that the uncertainty of a Monte Carlo integral estimate decreases as M -f , independently of dimensionality. Classical multidimensional quadrature techniques, on the other hand, maintain a given integration accuracy only at the expense of exponentially increasing the number of functional evaluations. Therefore, a qualdrature rule requiring M functional evaluations in one dimension will require MP evaluations in p dimensions to maint,ain the same accuracy. This slows down the convergence rate in p dimensions by a factor of : . Since the convergence rate of Monte Carlo is independent of p , there is always some p for which Monte Carlo is more efficient4 than the popular quadrature rules.
The importance sampling procedure decreases computation time wen further, since sampling from h(.) allows for fewer samples to be taken. So, although the implementation of (16) by importance sampling integration is fairly intensive, it is certainly more efficient than simple Monte Carlo or the classical alternatives. For detailed discussions on importance samplling, cf. generated from h( .).
B. On the Choice of an Importance Function
Investigations into the integrands in (16) have shown them to be very sharply peaked, particularly for high SNR and/or large N . Fig. 2 depicts a typical realization of the normalized 3-D surface and corresponding contour plot of the integrand
IHTIJql-+ ( x z P & x , ) -( v )
in the numerator of (16) over the (a, f ) plane for N = 64 samples, and an SNR = 20 dB.
The inodel order was set at q = 1. The true values of the signal parameters were set at a1 = 1.0, f l = 0.2, $1 = 0.0, a1 = 0.15. The characteristics of this integrand have been confirmed by observing many realizations of data from a variety of damped sinusoidal models. The surface in Fig. 2 4"Nlore efficient" in the sense that it takes less computation time to achieve a given error in integration. represents a typical realization. This observation has also been verified in [38] . These properties prompted us to consider both multivariate normal and multivariate Cauchy distributions as importance functions. Based on stability considerations we decided upon the latter, for it is well known that Monte Carlo importance sampling is unstable for importance functions that pass through zero, or which approach zero quickly (such as Gaussian p.d.f.'s) 1171. The Cauchy has longer tails and a sharp peak, while Gaussians can be sharply peaked only at the expense of shorter tails. The short tails can cause stability problems since if the integrand should happen to approach zero slower than the Gaussian, then (19) and the resulting error variance in (18) will approach infinity. It is therefore dangerous to choose importance functions that approach zero quickly (such as Normal p.d.f.'s) [17] , especially when one is attempting to match a highly concentrated integrand with a condensed importance sampling function.
Upon deciding on the Cauchy importance function, all that remains is the initialization of its location and spread parameters. The spread parameters are found by matching the support region of the Cauchy with that of the integrand. To see how this is accomplished, compare the contours of Fig. 2 with those of Fig. 3 . Clearly, the importance function covers the same region as does the integrand. The location parameters are the maximum likelihood estimates of the peak of the CLF. They are found with the FML estimation procedure of Umesh and Tufts [38] . The importance sampling procedure is more sensitive to the initial frequency estimates fz than to the those of the decay rates 6%. This is not unexpected since the compressed likelihood function is much smoother in the a subspace than in the f subspace (cf. Fig. 2 for the 2-D case).
V. DISCUSSION
The model selection rules in [28] are based on the information theoretic methods of Wax and Kailath [41] , which are There are, however, some key issues concerning the applicability of these rules to damped sinusoidal data (or any transient data) that need to be addressed, as follows.
* The A I C~~D criterion is simply a restatement of the original (1974) AIC, which was designed to be an asymptotically unbiased estimator of the Kullback-Leibler information. It is well known that the AIC is inconsistent and has a tendency to overparameterize.
The M D L~~D criterion is a restatement of the original MDL in 1291, which was based on the notion of compact encoding of data introduced by Wallace 1391 in 1968 with the minimum message length (MML) procedure. The idea of combining optimal coding theory with inductive statistical inference was later expanded in [31] , [32] , and [40] . Since the MDL is based on large sample approximations, it is questionable in terms of its applicability to model order selection of transients (damped sinusoids being just one of the many examples).
e The penalty function of the MDLSVD monotonically increases with the data record length. Our claim is that this form of penalization is incorrect for transient signals.
With transients, each additional sample contains less relevant information than the previous one, and, thus, the penalization should not continually increase with N . Instead, the penalty should be directly related to the determinant of the observed Fisher information matrix (i.e., the Hessian of the log likelihood of the model parameters). For example, consider Fig. 4 The curves display the results of 15 realizations for SNR's of 0 dB, 15 dB, 30 dB, and 40 dB. Clearly, beyond 50-60 samples the determinant is nearly constant, and these are precisely the points at which the signal energy becomes negligible in comparison to the noise intensity (cf. Fig. 4 (top) ( H z ) data for the predictive densities were formed with the latter eight samples of x. For each of the hypothesized model orders H,, i = 0,1,2,3, the importance sampling integration was based on M = 2000 random variates from a multivariate Cauchy density. The spread parameters for the frequencies were set to 6f% = 1 x lop4, while those for the decay constants were 6a, = 1 x lo-', i = 1,2,3. The location parameters for the Cauchy were estimated via the FML algorithm. The SVDbased AIC and MDL were implemented with the modified backward linear prediction formulation, with a prediction filter order ad length 32. This is the same order that was used in [28]. Table I contains the selection results for 100 independent trials. The number of observations was set at N = 64. From Table I [ it is clear that the accuracies of the MAP and MDL 256 samples samples. It is obvious that the accuracy of both the AIC's and MDL's deteriorate with increasing N . The MAP criterion, on the other hand, showed an initial improvement as N increased.
It then leveled off for N > 128 samples. This result certainly seems more logical. That is, the performance of any statistical criterion should improve to some extent when the phenomenon under study is observed over a longer time interval, and if it does not improve, it certainly should not deteriorate.
VII. CONCLUSION
In this paper, following the Bayesian approach to model selection, we investigated a MAP criterion for selecting the model order of superimposed signals in noise. The criterion was applied to the case of damped sinusoidal signals in i.i.d. white Gaussian noise, and its performance was compared to the SVD-based AIC and MDL. Our criterion proved to be more consistent than either of the others for damped sinusoidal data models. Computer simulations provided for a comparison between the MAP, AIC, and MDL criteria.
In the fo110wing7 we draw *e distinction between the MAP and SVD-based AIC and MDL criteria as a function of N . The SNR was set to 15 dB, and we considered the original two-component data model Table 11 .
Clearly, the performance of the AIC and MDL deteriorated [13] S Geisser, "Aspects of the predictive and estimative approaches in the determmahon of probabilities," Biometrics (supplement), vol 38, pp 75-85, 1982. as the number of data samples exceeded the informationbearing portion of the observation vector. Conversely, the [14] 
