Plugging of cuttings in the wellbore is a common problem during drilling processes. Some authors have analyzed settling or slip velocity of particles in a liquid both analytically and experimentally. The concentration of cuttings throughout the well has been also analyzed. It has been proven that numerical models have the potential to help predict the performance of the cuttings concentration for solving this problem. A computer model for determining the cuttings concentration for the different processes applied during wellbore drilling is presented. It is a useful tool for the drilling engineer to predict and analyze the drilled cuttings transport to assure efficient wellbore cleaning during operations. The model is based on central difference, and non-Newtonian power low fluids can be used. The effect of the cuttings interaction for different concentration in the settling velocity was determined experimentally. The model was designed to allow the user to calculate the cuttings bed formation, determine whether the bed remains stationary or build ups and analyze the position of the cuttings bed formed and the height of the cuttings bed layer. Using a typical case study, the wellbore cuttings concentration and the height of the cutting bed are shown for the different processes; i.e. during hole-cleaning and shut down. The effect of operating parameters, wellbore geometry, non-Newtonian fluid parameters and cutting characteristics was analyzed. This computer model is a helpful tool to predict stuck problems and speed up wellbore cleaning processes.
(1) where the left hand side is the rate of accumulation, and the right hand side accounts for incoming particles through the surface located at the element x , and outcoming particles flowing through: the surface located at x x Δ + , and the formation.
Fig. 1-Sketch of a control volume (basic element)
For the cuttings analysis, where the particles are usually larger than the pore size, F can be assumed negligible. The crosssectional area in each element can be assumed constant. Then, equation (1) A substitution of eq. (10) and (6) in eq. (5) leads to: The initial conditions should be given for the first timestep. The concentration at the last element (bottom) must be also known, that is, the boundary condition. An appropriate equation should be written for the first element:
Another appropriate equation should be written for the element before the last one: It has been shown that the drag coefficient KD j depends on the Reynolds number, particles shape, and particles concentration. In this model the particles are assumed to be spheres. Ariza, using dimensionless analysis with experimental data, derived a relationship between the drag coefficient and the Reynolds number for a single particle. A relationship between the multi-particle drag coefficient and the single particle drag coefficient was also obtained by Ariza as a function of the concentration. where m is given in eq. (22) and KDo is given in eq. (17) For a given concentration, α can now be determined using eqs. (23) and (24). In the numerical model, α for each element is assumed known, so an iteration process must be used to calculate the concentration along the well for each time step. The value of α used for the finite difference model is the average between the times; i.e., α n and α n+1 , the latter being the result of an iteration process between the algorithm for calculating the tridiagonal matrix and the algorithm for calculating α n+1 with the eqs. (4), (23), and (24).
( )
A program that includes all the algorithms mentioned above was made in FORTRAN. Since the program was improved to analyze hole cleaning and shut in problems, it will be described later.
Model Testing and Tuning
In order to check the stability and accuracy of the numerical model, tuning parameters such as time step and weighting factors were analyzed for negligible slip velocity. The analysis of the α algorithm and the slip velocity was also coupled and some of the tuning parameters were readjusted.
Initial Tuning
A constant concentration for a specific time was used as a boundary condition. When no slip, the solution of the system to this boundary condition, as mentioned before, will be a step function of height given by the difference between the initial concentration and the temporal concentration at the boundary. The starting data used for the analysis is given in table 1.
Table. 1. General Data used
Note that the no slip condition is obtained using a very small particle diameter. This could also be achieved using very high viscosity or assuming particle density equal to liquid density. Also note that the weighting factors are the same, w w
which means that eq. (6.1) apply. An initial concentration of zero along the well is set for all runs. The boundary condition is given as a constant concentration of 10% at the bottom (deepest element) for a period of two seconds and 0% for the remaining time. This BC's will represent a step function of height 0.1 (concentration), and with the particles velocity being 10 cm/s, the width will be 20-cm long. After 10 seconds, the slug of the moving particles should be located between 100 cm and 120 cm from the top of the well. Note that each block is 1-cm length and the block number corresponds also to cm from the top.
The optimum distance increment and time step are related to the equation
For this case, the time step dt obtained using this equation is 0.1 seconds. Stone&Brian suggest using less than half of the calculated dt . The best performance is achieved for θ close to 0.4, w w 1 3
2. An analysis of the weighting factors defined in eq. (6), w 1 and w 3 , was performed and is shown in Fig. 6a . Using Higher values of w 3 than w 1 gives instability in the back of the slug if the θ is higher than 0.4. Using Higher values of w 3 than w 1 gives instability in the front of the slug if the θ is lower than 0.4. Using higher values of w 1 than w 3 gives stability but the accuracy is diminished. Several runs were made for different values of w 1 and w 3 to obtain the best performance, see Fig. 6 .b for results. Values of w 1 = 0.17 and w 3 = 0.20 were found to be the optimum. Fig. 6 The slug was verified to be stable and accurate after 18 seconds, just before leaving the well. The slug has to be between 20 cm and 40 cm from the top of the well after 18 sec. See Fig. 6 .c. 
Effects of Slip Velocity
The analysis of the α algorithm and the slip velocity was performed with the same data used for the initial tuning, but particle size was increased to reasonable values. The initial concentration was set to 0%. Instead of the short step function used before, a constant concentration of 5% was used as a boundary condition for any time after the initial. The solution of the system, now dependent on slip, can not be obtained without the model. Fig. 7 shows the result of the model to these conditions for different particle sizes after 10 sec and 19 sec.
Fig. 7-Effects of Particle Size
When particle size is increased, the slope of the front (slug) is greater, and the solution tends to oscillate. The instability was tried to diminish with the tuning parameters. Where Fig. 8 . shows how time step is not affecting the stability, Fig. 9 . shows how the weighting factor f2 can eliminate it. And optimum f2 of 0.4 will be used for future runs. 
Effects of Boundary Condition Function
In order to verify that the instabilities seen so far when considering slip are caused by the step function, an analysis of the boundary condition function was performed. An idealized smooth function was used as a temporal boundary condition: a half sine function with peak 10% at 2 sec (4 sec long). Fig. 10 compares the result of the model for both boundary condition functions. It can be noticed that the particles tend to accumulate in the front of the slug and get spread in the back as they go to the surface.
Fig. 10-Result of the model for two different boundary condition functions.
Further analyses of the weighting factors were performed. Fig. 11 shows how, although setting the weighting factors and w 3 (left), and f2 and w 3 (right) to zero, the boundary condition function set for the concentration at the bottom changes its shape while flowing through the well. This behavior is associated to the slip velocity dependence on the concentration. The parameter α defined in eq. (4) is no longer a constant. Such numerical model can only obtain the solution to this problem. Fig. 12 compares the results of the model for "the optimum tuning parameters" to the results when neglecting slip using those parameters. 
Well Concentration C(N) is 5% constant

Coupling Moving Boundary Model
The model becomes more interesting when the analysis of particles along the well is coupled to problems such as well-bore cleaning, and the stack particles in the bottom-hole when the well is shut down. In order to analyze the flow of particles along the well when the bottom-hole is a moving boundary defined by the height of stack particles, mass balance in the stack section is again the right equation to apply. The algorithm for such a system is shown and self-explained in Figs. 14 and 15. 
Discussion of Results
Shut Down Analysis
For the problem of analyzing the concentration of particles when the well is shut down the program was run with a similar data set as before using "the optimum tuning parameters". Two different particle sizes were analyzed. The initial concentration was set 1% along the well. The bottom-hole of the well was supposed to be cleaned at the beginning (no stack). Fig. 16 .a shows two plots with the results of the simulation. The one at the left shows the concentration in the last element and the height of stack particles as a function of time. The plot at the right shows the concentration along the well at four different times. As can be seen, the particles accumulate in the bottom and the rest of the well is already cleaned after about seven seconds for that particle size flowing through the specified fluid.
Fig. 16.A-Shut Down Analysis
Fig . 16 .b shows similar plots with the results of the model for as much as half the particle size of the Fig. 16 .a. The particles accumulate in the bottom and the rest of the well is cleaned after about 13 seconds.
Fig. 16.B-Shut Down Analysis Clean Out Analysis
Several runs were performed to analyze the clean out problem. Again, the initial concentration was set 1% throughout the well. The same data used in the shut in problem was used for this analysis, but neither the velocity of liquid, nor the initial stack height of particles was assumed zero. No slip is considered since the particle size was set close to zero. Fig. 17 shows the results when the initial stack height of particles was 20 cm. Fig. 18 shows the results when the initial stack height of particles was 10 cm. It can be noticed in both figures how the particles stack at the bottom in the beginning of the simulation will create a slug that travels along the well while the bottom is being cleaned. The bottom hole concentration when cleaning out was assumed constant for all the runs. This value depends on many factors like the concentration of the stack particles (1-φ ), the height of stack particles, the liquid velocity, geometry of the well-bore, and some others. As an attempt to simulate a non constant bottom-hole concentration, a sine function dependent on the height and φ was analyzed. The function was defined: C (N)=sin(((1-poro) /6.)*3.1416*h/ho)+0.01. Fig. 20 shows the results of the program with such a boundary condition. No slip was considered in this simulation. Fig. 21 shows the same plots but the particle size and the liquid velocity were increased, considering the effect of slip. 
Conclusions
A program to analyze the concentration of particles (cuttings) throughout the well has been devised. The numerical model considers hole-cleaning and shut down problems as moving boundaries. The program has been tested for stability and qualitative behavior, and it seems to give good results. The use of Thomas algorithm in this program for the tridiagonal system, limits the flow of particles within the well to only one direction. In a real case, this is typical, but not always true. Although the program represents very well an idealized unidimensional system, further analysis has to be made to successfully relate results of the numerical analysis to field applications. The velocity of the particles is not uniform in a cross-sectional area. These phenomena can be noticed in a simple laboratory experiment. In the case of flow through the annulus, as in drilling, the effect of having two walls makes the assumption of uniform particle velocity even worse. An empirical factor that accounts for these phenomena dependent on the fluid type could improve the analogy to field applications. A more sophisticated numerical analysis with cylindrical coordinates can also accomplish the job. 
