Abstract. Using data from 1972 to 2011 on 109 countries, this paper empirically studies the impact of economic freedom on human capital investment. Enrollment in secondary education is used as a proxy for such investments. Controlling for a large number of other determinants of education, it finds that, over the sample period, economic freedom had a substantial positive effect. This is probably because more economic freedom increases the return on investing in human capital, enables people to keep a larger share of the return, and, by facilitating the operation of credit markets, makes it easier for them to undertake such investments in the first place.
Introduction
In recent decades, both the study of economic freedom and the study of human capital investment have become important areas of research (for surveys, see Burton-Jones and Spender, 2011; Hall and Lawson, 2014) . However, it has hardly been analyzed so far whether economic freedom affects human capital investment. Why might there be such an effect? One possible reason was advanced by Schultz (1975) , who argued that returns to human capital are highest if government does not restrict the ability of firms and individuals to adapt to unexpected price, productivity and technology shocks -i.e., if there is a high degree of economic freedom. By contrast, if government severely restricts economic freedom, this would limit the degree to which firms and individuals can react to such shocks, substantially reducing returns to human capital. While in the latter scenario, individuals and firms would be induced to invest less in their human capital or in that of their employees, in the former scenario they would be induced to invest more.
More generally, one can expect economic freedom to affect human capital investment for similar reasons as to why it usually affects investment in physical capital (on the latter, see, e.g., Besley, 1995) . There are three main reasons. First, as key elements of economic freedom include secure property rights, a low level of taxation and monetary stability, it protects economic agents both from expro-Economic freedom and human capital investment 423 primary school enrollment. The third paper is by King et al. (2012) , who use data on 86 developing countries from the period 1989 to 2007. They find returns to both schooling and work experience to be substantially higher in economically free countries. According to their regression results, those benefits go to men as well as women.
These three papers take important first steps. Using data on more than 100 countries, we add to this nascent literature in three respects. Most importantly, our paper is the first to put the impact of economic freedom on the extent of human capital investment center stage. By contrast, both Dawson (1998) and Aixalá and Fabro (2009) deal with the issue only marginally, and King et al. (2012) study the effect on returns to, rather than on the extent of, human capital investment. Second, we control for a much larger number of other determinants of human capital investment. While both Dawson (1998) and Aixalá and Fabro (2009) use hardly any controls, the number of controls in King et al.'s (2012) paper is small. Our third contribution is that we study the effect of economic freedom on human capital investment not only among males and females jointly but also separately for females. While neither Dawson (1998) nor Aixalá and Fabro (2009) do this, King et al. (2012) , who do look at females separately, study a slightly different research question.
The remainder of the paper is organized as follows. While section 2 describes our variables, section 3 explains the methodology used. Section 4 presents and discusses our regression results. Section 5 concludes.
Variables
We use the 'Economic Freedom of the World (EFW)' index (for definitions, descriptive statistics and sources of all variables, see Table A1 ). It is the most widely used index of economic freedom and is generally considered to be the best because it covers all major aspects of economic freedom, uses data from reputable external sources (such as the World Bank and the IMF), almost exclusively relies on hard data, covers a large number of countries and is available since 1970. 2 The EFW index comprises 42 distinct variables that are organized into five areas: size of government, legal system and property rights, sound money, freedom to trade internationally and regulation. The summary ratings of the index are the arithmetic means of the area ratings. We use these summary ratings rather than the area ratings because, as explained in the previous section, the various components of economic freedom are interrelated and likely to affect human capital investment jointly.
3 The summary ratings used are chain-linked, which
accounts for the fact that the number and composition of the components has changed over time as the index has become more comprehensive and available data more complete. The chain-linked ratings are consistent both across countries and through time.
Our main human capital investment variable is the secondary school enrollment rate. Education is widely regarded as the most important form of human capital investment. We use the secondary rather than the primary enrollment rate because in most countries primary education has been compulsory for many years. In addition to the secondary enrollment rate, which covers boys and girls jointly, we also use the female secondary enrollment rate. This is because the education of girls has traditionally been neglected in many countries. Using the female secondary enrollment rate as an alternative dependent variable enables us to gauge whether and to what extent economic freedom has benefited this demographic group in particular.
Although it is common in the literature to use secondary school enrollment as a proxy for human capital investment (e.g., Crespo Cuaresma, 2010; Flug et al., 1998; Papagapitos and Riley, 2009) , our dependent variables have the downside of being narrow measures of such investments. Apart from secondary education, there is primary and tertiary education. Furthermore, our measures capture neither training of workers nor investment in health, both of which are important forms of human capital investment too. Studying the effects of economic freedom on these types of human capital formation is an important area for future research.
We include a large number of variables to control for the impact of factors that, according to the relevant literature, are potentially important determinants of education. Our first control is 'political freedom', which is constructed as the average of the political rights and civil liberties ratings produced annually by Freedom House. In one robustness checks, we replace 'political freedom' by 'democracy '. 4 This index measures the degree of autocracy/democracy and is constructed as part of the Polity IV project. We use 'political freedom' or, alternatively, 'democracy' for two reasons. First, to ensure that 'economic freedom' does not proxy for either of them. And second, to check whether political freedom or democracy exert an influence of their own on human capital investment. Indeed, several studies find political freedom or democracy to have a positive impact on enrollment rates (e.g., Eterovic and Sweet, 2014; Lake and Baum, 2001; Rudra and Haggard, 2005) . By contrast, Glaeser et al. (2004) are unable to find any effect of political institutions.
We also control for public spending on education. Higher spending should foster human capital formation. A couple of previous empirical studies do find such a positive effect (Castelló-Climent and Hidalgo-Cabrillana, 2012; Heylen and Pozzi, 2007) . By contrast, neither Flug et al. (1998) nor Papagapitos and Riley (2009) are able to find a statistically significant effect on the secondary enrollment rate.
We also use several demographic variables. For example, we include the population growth rate. Lower population growth could lead to a higher secondary enrollment rate. This is because both parents and societies face a trade-off between child quantity and quality: The lower the number of children, the more they are usually able to invest into each of them (e.g., Becker and Lewis, 1973; Hanushek, 1992) .
A large theoretical literature argues that improvements in life expectancy or mortality should increase investment in human capital (e.g., Cervellati and Sunde, 2005; Kalemli-Ozcan et al., 2000; Soares, 2005) . Indeed, many empirical papers find life expectancy to have a positive effect and mortality, including parental death, to have a negative effect on schooling (e.g., Boikos et al., 2013; Forston, 2011; Stoler and Meltzer, 2013) . Therefore, we use both 'life expectancy' and 'death rate'.
Additionally, we control for urbanization because access to school is usually better in urban areas than in rural ones. Castelló-Climent and HidalgoCabrillana (2012) find that a higher urbanization rate is related to higher levels of secondary education. By contrast, the relevant coefficient is insignificant in Papagapitos and Riley's (2009) 
regressions.
We control for all major religions: Protestantism, Catholicism, Islam and Eastern religions. Protestantism has always stressed the importance of education (e.g., Becker and Woessmann, 2009 ). The effects of Catholicism in previous empirical studies is mixed (e.g., Neal, 1997; Sherkat, 2011) . By contrast, a large number of empirical studies consistently find Islam to have a negative impact on education, particularly among females (e.g., Cooray and Potrafke, 2011; Feldmann, 2016a; Norton and Tomal, 2009 ). The effects of Eastern religions have been little researched so far, with inconclusive results (e.g., Bessey, 2013; Feldmann, 2016a; Norton and Tomal, 2009) . This is despite the fact that two of them, Buddhism and Confucianism, have traditionally highly valued education. In one robustness check, we additionally control for religious pluralism because Alesina et al. (2003) and Gruber (2005) suggest that it might favorably affect education.
We also control for relevant economic characteristics. For example, we include GDP per capita -not only because many previous papers find a positive effect on schooling (e.g., Mincer, 1996) but also to ensure that economic freedom does not proxy for GDP per capita, given that most richer countries have more economic freedom.
5 Furthermore, we control for GDP growth because results for the US suggest that schooling is countercyclical (e.g., Méndez and Sepúlveda, 2012) .
Additionally, we use 'private credit' as a proxy for borrowing constraints. De Gregorio (1996) , among others, theoretically argues and empirically shows that such constraints can have a negative effect on the secondary enrollment rate. We also include 'physical capital stock' and, in one robustness check, 'physical investment'. The intention here is to capture the complementarity or substitutability of physical and human capital, similar to Griliches (1969) . Furthermore, we control for trade openness because several theoretical papers argue that it might affect human capital accumulation, either positively or negatively (e.g., Ranjan, 2001) .
In one robustness check, we additionally control for income inequality. According to the relevant theoretical papers, the effect of income inequality can also be either positive or negative, depending on the circumstances (e.g., Chiu, 1998; Grossmann, 2008) . The results from previous empirical research are mixed (e.g., Flug et al., 1998; Papagapitos and Riley, 2009 ). In our final four robustness checks, we additionally control for economic instability and different types of crises. As several papers show theoretically and/or empirically, they too can positively or negatively affect investment in human capital (e.g., Crespo Cuaresma, 2010; Heylen and Pozzi, 2007; Skidmore and Toya, 2002) .
Sample and methodology
Our sample covers 109 countries over the period from 1972 to 2011 (for a list of countries, see Appendix B). With respect to both countries and years, the size of our sample is determined by data availability only. Using data from as large a sample as possible leads to the most general results.
We constructed our dataset in three steps. First, we collected panel data at annual frequency, covering as many countries and years as possible. In a second step, we filled gaps in the data. Specifically, because prior to 2000 the EFW index is available at 5-year intervals only, we filled the gaps by linear interpolation. This is justifiable because the EFW ratings usually change only gradually over time. For our other variables, we also filled any gaps in the data by linear interpolation. As in the case of 'economic freedom', the data for most of these variables -e.g., the enrollment and the religion variables -also change only gradually over time. Those that display swings from year to year, such as the GDP growth rate, did not have any gaps at all. In the third step of constructing our dataset, we averaged the annual data over non-overlapping 5-year periods. This eliminates noise, reduces measurement error and, because in our regressions we lag our explanatory variables by one period (see below), makes it more likely that our estimates capture the effect of economic freedom on human capital investment.
There is substantial variation in both the economic freedom measure and the two enrollment variables. Specifically, on a 0-to-1 scale, 'economic freedom' ranges from 0.29 to 0.86 (Table A1 ). The secondary enrollment rate ranges Economic freedom and human capital investment 427 from 3.4% to 154.8%, while the female secondary enrollment rate ranges from 2.3% to 167.4%. For all three measures, the variation is not only large between countries (Figures 1 and 2 ), it is also large (though slightly smaller) within them. Specifically, the within-panel variation ranges from 0.41 to 0.84 for 'economic freedom', from 38.3% to 110.6% for the secondary enrollment rate and from 37.1% to 120.6% for the female secondary enrollment rate.
We estimate the following model:
S i,t is a secondary enrollment rate variable of country i in 5-year period t, either covering both genders jointly or girls only. E i,t-1 denotes the 'economic freedom' variable and X k,i,t-1 represents a vector of q control variables. While α i and λ t are country and period fixed effects, respectively, ε i,t is the error term. Country fixed effects are included to control for the impact of unobserved country-specific characteristics. They are also useful in removing omitted factors that influence both secondary enrollment and economic freedom in the long run. Period fixed effects are included to control for the impact of shocks that are common across countries. Additionally, they ensure that our estimates do not reflect over-time trends in secondary enrollment or economic freedom at the world level over the sample period. More generally, by using both country and period fixed effects plus a large number of control variables, we intend to ensure that our regression analysis accounts for other factors than economic freedom that affect secondary enrollment, some of which may be correlated with economic freedom.
If applicable, a random effects estimator would be more efficient because it exploits both the cross-country and the time-series variation included in the sample. By contrast, fixed effects models only use the time-series variation. However, we cannot use a random effects estimator here because the results from the Hausman (1978) test indicate that, in most cases, such an estimator yields biased estimates (results not reported here). In any case, fixed effects regressions are likely to provide more convincing and relevant conditional correlations as they focus on whether enrollment rates changed following changes in economic freedom.
Causality may not only run from economic freedom to education but also vice versa. As people become more educated, they may well demand more economic freedom. This reasoning is akin to Lipset (1960) , who believed that educated people are more likely to resolve their differences through courts, negotiations and voting, rather than through violence. They would thus build 'good' legal and political institutions. However, whereas there is considerable empirical support Economic freedom and human capital investment 429 for Lipset's hypothesis (e.g., Barro, 1999) , only one empirical study indicates that education might cause economic freedom. Specifically, Aixalá and Fabro (2009) find bidirectional Granger causality between economic freedom and primary school enrollment: In their data, not only does economic freedom Granger-cause primary school enrollment but also vice versa. As mentioned in section 1, they use hardly any controls though.
In any case, endogeneity of 'economic freedom' cannot be ruled out. Some or all of our control variables may be endogenous too. Unfortunately, there are no valid instruments. For example, we tried GMM. However, the results from the Hansen (1982) test of overidentifying restrictions produced high p values throughout, suggesting that GMM would be inappropriate in our case. The problem is probably one of instrument proliferation, i.e., the fact that the number of instruments in GMM tends to explode with the number of time periods. Instrument proliferation can overfit endogenous variables and fail to expunge their endogenous components, a telltale sign being high Hansen test p values (Roodman, 2009a (Roodman, , 2009b . We experimented with various ways of reducing the instrument count, such as limiting the lags in GMMstyle instruments and collapsing instruments, but none of them solved the problem.
We also tried two stage least squares (2SLS) estimation. As instruments for economic freedom, we used variables that have been suggested (for economic freedom or something similar) in the previous literature. Specifically, in this exercise, we used the variables 'English language', 'Western European languages' (defined as fraction of the population speaking one of these languages as a mother tongue) and legal origins (Hall and Jones, 1999; La Porta et al., 1999) . Faria and Montesinos (2009) , who focus on instrumenting for economic freedom, additionally use ethnolinguistic fractionalization, latitude and European settler mortality. We used neither of these three variables. According to other research, both ethnic fractionalization and latitude have a direct effect on education (Alesina et al., 2003; Feldmann, 2016b) . Data on European settler mortality are available for comparatively few countries (Acemoglu et al., 2001 ). The same is true for 'pronoun drop', yet another potential instrument (Davis and Abdurazokzoda, 2016) . As the language and legal origins data we used are time-invariant (as are the other potential instruments mentioned), we employed cross-country rather than panel data in our 2SLS exercise. To calculate country averages, we selected only data from years for which EFW data are available. As part of the exercise, we performed various tests of instrument validity. Specifically, to test for underidentification, we used the Kleibergen and Paap (2006) rk LM test. To test for instrument relevance, we calculated Shea's (1997) partial R 2 statistic and performed an F test of excluded instruments (Staiger and Stock, 1997) . Finally, we applied Hansen's (1982) test of overidentifying restrictions. These tests revealed that the instruments are weak and, in most cases, not exogenous. Thus, they are invalid. Furthermore, the instruments we
tried, as well as the other potential instruments mentioned above, have two conceptual problems. First, they are not specific enough to economic freedom. Excluded instruments need to be specific to the instrumented variable (Acemoglu, 2005) . Second, previous studies have used them as instruments for various other variables. 6 A variable can be a valid instrument in at most one such study (Bazzi and Clemens, 2013) .
Using our panel dataset, we also tried Hausman and Taylor's (1981) instrumental variables estimator. However, the resulting estimates do not pass the Hausman (1978) test, suggesting that they are biased and the instruments invalid. As instrumental variable estimation is not applicable, we lag all explanatory variables by one period. It is very well possible that current economic freedom affects secondary school enrollment in the following 5-year period. By contrast, it is hard to imagine future enrollment to affect current freedom. Thus, using a lag increases the likelihood that our estimates reflect the influence of economic freedom on secondary enrollment rather than the other way around. The same considerations apply to our control variables.
To further examine the possibility of reverse causality, we run additional regressions in which we swap the respective enrollment variable and our variable of interest. Thus, in these regressions we use 'economic freedom' as dependent variable and the respective enrollment variable, lagged by one period, as an explanatory variable. The control variables, also lagged by one period, and the estimation method are the same as in the respective regressions to explain the secondary (or female secondary) enrollment rate. The p values of the coefficients on the enrollment variables from this reverse causality test are reported in Table 1 . As they indicate, the coefficients are statistically insignificant throughout. This test therefore does not provide any evidence of causality running from secondary schooling to economic freedom.
Although there is no evidence of reverse causality, the regressions presented in Table 1 do not prove that causality runs from economic freedom to secondary schooling because there are no valid instruments to address potential endogeneity. Instead, these regressions are used to measure conditional correlations, i.e., to assess whether 'economic freedom' is statistically significant after controlling for other relevant factors. Still, the estimates for our variable of interest are likely to be causal for five reasons. First, we control for most major determinants of school enrollment that have been found in the previous literature. Second, we also control for unobserved country and period effects. Third, we ensure that 'economic freedom' does not proxy for factors such as political freedom or GDP per capita. Fourth, all explanatory variables enter the Notes: Pooled least squares regressions with country-specific fixed effects. The data are non-overlapping 5-year averages spanning 1972 to 2011. All explanatory variables are lagged by one 5-year period. All regressions also contain period dummies and a constant term. Robust standard errors, adjusted for clustering at the country level, are reported in parentheses. * * * ( * * / * ) denotes statistically significant at the 1%(5%/10%) level. a p value of coefficient on the respective enrollment variable from a regression in which the dependent variable and the variable of interest are swapped, i.e., 'economic freedom' is used as dependent variable and the respective enrollment variable, lagged by one 5-year period, as an explanatory variable. In each of these tests, the control variables, lagged by one 5-year period, and the estimation method are the same as in the corresponding regression presented in the same column in panel A. b Each regression of 'female secondary enrollment rate' uses the same control variables as the regression of 'secondary enrollment rate' presented in the same column in panel A. For brevity, the estimates for the control variables from the former regressions are omitted.
equation with a lag of one 5-year period. Fifth, our reverse causality test does not provide any evidence of causality running in the opposite direction.
Results
Before we discuss the results from our multivariate regressions, let us briefly take a look at the bivariate associations between 'economic freedom', on the one hand, and the two enrollment variables, on the other (Figures 1 and 2 ). Both figures use country averages and show a positive relationship. By and large, over the sample period countries that enjoyed more economic freedom had a higher secondary enrollment rate, both among boys and girls combined as well as among girls only. Table 1 reports the results from our multivariate regressions. While column 1 presents the results from our baseline specification, columns 2 to 9 present the results from our robustness checks. While panel A reports the results from the regressions to explain the secondary enrollment rate, panel B reports the results from the regressions to explain the female secondary enrollment rate. To save space, panel B presents only the estimates for the 'economic freedom' variable and the test statistic; the estimates for the control variables are omitted. Each regression to explain the female secondary enrollment rate uses the same control variables as the corresponding regression to explain the secondary enrollment rate presented in the same column of panel A.
In each regression, the coefficient on 'economic freedom' is positive and statistically significant, suggesting that, over the sample period, economic freedom probably had a favorable effect on both the secondary and the female secondary enrollment rate. In most robustness checks, the size of the coefficient is similar to the estimate from the respective baseline regression.
7
According to our regression results, the effect of economic freedom on secondary schooling is likely to have been substantial. Turkey is a case in point. On the 0-to-1 scale, its EFW score increased from 0.378 on average over the years 1972-76 to 0.654 on average over the years 2007-11. Over the same period, Turkey's secondary school enrollment rose substantially, both among boys and girls combined as well as among girls only. Specifically, while the secondary enrollment rate increased from 29.8% on average over 1972-76 to 86.3% on average over 2009-11, the female secondary enrollment rate rose from 17.8% to 81.4%. Our estimates suggest that Turkey's increase in economic freedom might have caused its secondary enrollment rate to rise by 9.2 percentage points and its female secondary enrollment rate by 7.4 percentage points, ceteris paribus. These 7 In an additional robustness check, we excluded from the sample three randomly drawn countries at a time and re-run both baseline regressions at each step. We repeated this exercise until each country had been excluded once. This test did not materially affect the estimate for 'economic freedom' either (results not reported here).
figures have been calculated using the estimates from the baseline regressions presented in column 1 of Table 1 . Of course, they should be taken with a grain of salt. Still, they illustrate that the magnitude of the effect is likely to have been substantial.
Our regression results corroborate the hypothesis that economic freedom is likely to favorably affect human capital investment. As explained in section 1, economic freedom probably stimulates investment in human capital because it both increases the payoffs from these investments and enables people to keep a larger share of them. Additionally, by facilitating the operation of credit markets, economic freedom is likely to make it easier for people to undertake such investments. As also explained in section 1, in its positive effect on human capital investment, the various dimensions of economic freedom -secure property rights, modest taxation, monetary stability, open markets and light regulation -are likely to complement each other.
Our results are in line with the three previous relevant papers (section 1). In particular, they accord with Dawson (1998) , who finds that change in economic freedom has a positive effect on the secondary enrollment rate. Our paper also accords with Aixalá and Fabro (2009) , who report that economic freedom Granger-causes primary school enrollment. And finally, our results are in line with King et al.'s (2012) , who find that returns to human capital investment are higher in economically free countries. Although our results accord with these studies, our paper adds to this literature in several respects -most importantly by using a much larger number of controls and by estimating the effect of economic freedom on human capital formation not only among males and females jointly but also separately for females.
Finally, a brief comment on the estimates for the control variables (Table 1) . Interestingly, few of them are statistically significant. One of the most robust results among the controls is that, during our sample period, a larger share of Muslims in the population was associated with a lower secondary enrollment rate. This is in line with the previous literature (section 2). Another robust finding is that a larger physical capital stock is negatively correlated with the secondary enrollment rate, suggesting that investment in human capital might have been primarily a substitute for rather than a complement to physical capital. This interpretation is tentative though, not least because the coefficient on 'physical investment' is insignificant. Furthermore, we find some, albeit weak evidence that wars might have had a negative impact on secondary schooling, lending support to some of the papers on the link between crises and human capital accumulation. The insignificant results for some of the other variables are also in line with some of the previous literature. For example, various previous papers find political freedom, public spending on education and urbanization to have no significant effect on the secondary enrollment rate (section 2). In addition to these papers, we find several other demographic, religious and economic variables to have no significant effect either. However, what is decisive here is that including
any of those variables does not alter our main result -namely, that over the period 1972 to 2011 economic freedom was positively correlated with human capital investment.
Conclusion
There is a large literature studying which factors foster investment in human capital. Our paper contributes to this literature by analyzing a factor that, so far, has been almost completely overlooked -economic freedom. As explained in section 1, the reasoning as to why economic freedom is likely to be an important determinant of human capital investment is similar to the case of investment in physical capital. For both types of capital, more economic freedom increases the return on investing in it, lets investors keep a larger share of the return and makes it easier for them to undertake such investments in the first place. In this paper, we report robust evidence that economic freedom is indeed likely to have increased human capital investment over the period 1972 to 2011. The magnitude of the estimated effect is substantial. Our regressions control for all other major determinants of human capital investment.
As mentioned in section 3, the evidence provided in this paper corresponds to conditional correlations in the data. It does not establish causality. Still, the fact that more economic freedom is consistently correlated with higher human capital investment in the following 5-year period, even after controlling for a myriad of factors, and the fact that there is no such reverse association, is intriguing and suggests that the effect is likely to be causal.
Although our regressions control for many factors and the results are robust, more research is needed. Most importantly, the endogeneity issue needs to be tackled in a better way so that the causal effect of economic freedom on human capital investment can be identified more convincingly.
8 Furthermore, the transmission channels from economic freedom to human capital investment need to be studied in more in detail, both theoretically and empirically. For example, how does an increase in economic freedom affect parents' decisions about their children's education? Additionally, the effect of economic freedom on other forms of human capital accumulation need to be studied as well. For example, does an increase in economic freedom induce firms to improve the training of their workforce? As education and training are essential for economic development, a better understanding of the role played by economic freedom is an important issue for future research.
8 One way to establish the causal effect of economic freedom on human capital investment might be to perform comparative case studies using the Synthetic Control Method (Abadie et al., 2010 (Abadie et al., , 2015 . This method would be applicable in cases where an individual country has implemented a substantial change in economic freedom. Using this method, subsequent human capital investment in the reformer country could be compared with a weighted average set of similar countries -the synthetic control group. Such a control group could constitute a good counterfactual, enabling causal inference. 
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