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1. INTRODUCTION 
 
The global climate is changing continuously. The causes and the time-scales of the climate changes 
vary (Harvey, 2000). The climate changes and variations can be caused either by external climate 
forcings or by the internal dynamics of the climate system. External climate forcings include 
natural phenomena such as continental drifts (Wessel & Müller 2015), variations in solar insolation 
(Berger and Loutre 1991) and solar irradiance (Haigh 1996; Ammann et al. 2007), volcanic 
eruptions (Ammann et al. 2007, Anchukaitis et al. 2010), as well as human-induced changes in the 
composition of the Earth’s atmosphere (IPCC 2013). The climate system’s own internal dynamics 
comprise of interactions and feedback effects between the various components of the climate 
system, e.g., atmosphere-biosphere interaction (Frank et al. 2010), the ice-albedo feedback effect 
(e.g., Joughin and Alley 2011), and troposphere-stratosphere interaction (Manzini et al. 2014). The 
climate changes might be slow – like those driven by continental drifts where the slowest changes 
take hundreds of millions of years -  or fast like cooling caused by large volcanic eruptions. The 
climate also variates from year-to-year (inter-annually) due to large-scale atmospheric circulation 
variability, driven among other things by variation in ocean surface temperatures (Alexander et al. 
2009) and ice and snow cover (Cohen et al. 2014). 
 
Climate changes have versatile impacts. The general aim of this thesis has been to increase our 
understanding on a set of past and future impacts of climate change (at regional scale) over Europe. 
For assessing climate variation and change and their impacts, we need appropriate tools. The 
complex interactions of the climate system are simulated by numerical models. These climate 
models simulate the interactions quantitatively by differential equations based on the basic laws 
of physics, fluid motion and chemistry. In this work I demonstrate how the state of the climate 
system can be simulated in time scales ranging from weeks to 100,000 years. In addition to this, I 
introduce examples of climate change impact studies.  
 
I start with investigating the climate of the last glacial cycle (126,000 to 0 years ago) and its impact 
on human population size in Europe during the end of the last glaciation, about 30,000 to 13,000 
years ago. Humans inhabited Europe (e.g., Vermeersch, 2005) even during the coldest stage of the 
last glaciation, about 21,000 years ago, when the global climate was about 4 to 7 degrees cooler 
than at present (Masson-Delmotte et al. 2013). It is, however, still unclear how much the climate 
variations during the end of the last glacial affected human population size in Europe during that 
time. Hence, in this thesis I study: 
  
1. how to reproduce spatial patterns of the climate in Europe during the last glacial cycle, 
126,000 to 0 years ago (Paper III), and 
 
2. whether climate was an important driver of the hunter-gatherer population dynamics in 
Europe during the end of the last glaciation, 30,000 to 13,000 years ago (Paper IV).  
 
As natural climate changes have caused significant ecosystem shifts and species extinctions during 
the past million years (IPCC, 2014), present day species and ecosystems of the Earth are affected 
by the ongoing human-induced climate change (IPCC, 2018). As forest ecosystems have an 
important role in climate change mitigation as carbon sinks, and in economy as “the green gold”, 
their wellbeing is important. To support planning the forest management practices, estimates of 
11 
 
the climate change impacts on forest ecosystems under human-induced climate change are needed. 
In this thesis I investigate the human-induced climate changes effect on windiness and forest fire 
risk, more precisely: 
 
3. how the climate-based forest fire risk has changed in Europe between 1960 and 2012 under 
the on-going human-induced climate change  (Paper II), and 
 
4. how the mean and extreme winds are projected to change during the 21st century over 
Northern Europe in projections performed with nine global circulation models (GCMs) 
employing the Special Report on Emission Scenarios (SRES, Nakicénovic et al., 2000) 
A1B, A2 and B1 scenarios (Paper I). 
 
According to Coupled Model Intergovernmental Project 5 (CMIP5) model simulations, the 
human-induced climate change might lead also to changes in the stratospheric flow, for example 
the increase of greenhouse gases in the atmosphere might have a decreasing impact on the strength 
of the winter time stratospheric polar vortex (Manzini et al. 2014). The stratospheric polar vortex 
has significant impact on the winter time surface weather in Northern Europe (Kidston et al. 2015), 
and as there is a potential these stratospheric conditions might change in the course of human-
induced climate change, it is important to know their connection to the surface weather.   
 
During boreal winter the stratospheric polar vortex influences the surface weather in the Northern 
Hemisphere within weeks or months (Baldwin and Dunkerton 1999, Limpasuvan et al. 2005, 
Thompson et al. 2002, Tomassini et al. 2012, Kidston et al. 2015): the weaker (stronger) than 
average stratospheric polar vortex is connected to colder (warmer) than average surface 
temperatures in Northern Europe. Further, the stratospheric polar vortex is influenced by the 
Quasi-Biennial Oscillation (QBO), a quasiperiodic oscillation of the equatorial zonal wind 
between downwards propagating easterlies and westerlies in the tropical stratosphere with a mean 
period of 28 to 29 months (Baldwin et al., 2001); easterly (westerly) QBO often coincides with 
weaker (stronger) stratospheric polar vortex (Holton and Tan, 1980). The QBO–stratospheric polar 
vortex–surface weather connection holds a potential to improve Extended-range forecasts (ERF; 
lead time 14 to 46 days, Domeisen 2019a, 2019b), which forecasting skills of the surface weather 
are still rather modest in the Northern latitudes. In this thesis my aim is to utilize the connection 
between the stratospheric polar vortex and the Northern Europe’s winter surface weather in 
improving ERFs, more precisely I study: 
 
5. how the teleconnection between the QBO and the stratospheric polar vortex between 1981-
2016 could be utilized in improving extended range temperature forecasts in Northern 
Europe (Paper V). 
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2. BACKGROUND 
 
In the following Sections, we briefly introduce needful background knowledge about the main 
climate variations and changes studied in this thesis. 
 
2.1 Glacial climate 
The continental drifts (Wessel & Müller 2015) alter the global climate by altering the Earth’s land-
ocean distribution, the ocean currents, and land form, and also by affecting the composition of the 
atmosphere. The continental drifts are considered to be the fundamental reason for the glacial times 
that have occurred on the time-scales of hundreds of millions of years. 
 
Within glacial times the climate has varied between glacials and interglacials driven largely by 
changes in Earth’s orbit (Crucifix et al. 2006; Berger and Loutre 1991; Masson-Delmotte et al. 
2013). According to paleoclimatic reconstructions from the ice cores and ocean sediments, the 
Earth’s climate has during the last 650,000 years varied between glacial and interglacial conditions 
with a strong periodicity of approximately 100,000 years (EPICA community members 2004). The 
orbital theory states that glaciations are triggered by minima in summer insolation in the Northern 
high latitudes. This enables the snow aggregated during the winter to stay over the summer and 
therefore to gradually accumulate, generating the Northern Hemisphere continental ice sheets. 
Figure 1a) depicts the solar insolation in June at 60 °N between 40,000 years Before Present (BP, 
i.e., before 1 January 1950 AD) and 2050 AD calculated by Berger and Loutre (1991). 
 
The last glaciation, the Weichselian glaciation began about 115,000 years ago and ended about 
11,500 years ago. Figure 1c shows a proxy of local temperature in the Antarctic between 40 kyr 
BP and 0.1 kyr BP. During the coldest stage of the Weichselian glacial, the Last Glacial Maximum 
(LGM) about 20 kyr BP, the global mean temperature is estimated to have been 3 to 8 °C lower 
than the pre-industrial climate (Masson-Delmotte et al. 2013) and large continental ice sheets 
covered Northern Europe and Northern North America (Ehlers and Gibbard, 2004). The well-
known insolation variations do not alone explain these variations. They have indeed been 
amplified by the interactions and feedbacks of the Earth’s climate system. For example, if the 
summer insolation in the Northern high latitudes decreases due to orbital changes, the climate 
cools and increasing amounts of precipitation are achieved as snow. This leads to whiter surfaces 
which reflect more of the incoming solar radiation causing more cooling, which causes more snow 
and ice, and so on, in a self-reinforcing cycle. This is called the ‘ice-albedo feedback’ and it works 
the opposite in warming climate; warmer temperatures melt snow and ice, which reveals darker 
surfaces that have previously been beneath the snow and ice, and these darker surfaces absorb 
more of the solar radiation, leading to more warming. 
 
Other important feedbacks of the climate system include the responses of the carbon cycle, the 
hydrological cycle and the terrestrial biosphere (Crucifix et al. 2006). Proxy data from ice cores 
reveal that during the glacial cycles the atmospheric CO2 concentration has varied between 180 
ppm and 300 ppm (EPICA community members 2004; Petit et al. 1999). Figure 1b) depicts the 
atmospheric CO2 concentration between 40 kyr BP and 0.1 kyr BP reconstructed from ice cores. 
During the LGM the global cooling resulted from the presence of the Northern Hemisphere ice 
sheets, the decreased atmospheric CO2 concentration, shrunken vegetation cover and increased 
atmospheric dust content (e.g., Otto-Bliesner et al. 2006, Shaffer & Lambert 2018). 
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Figure 1 a) June solar insolation at 60 °N between 40 kyr BP and 2050 AD (Berger and Loutre, 
1991). b) Reconstructed (Vostok ice core, EPICA and Law Dome) and direct measurements 
(Mauna Loa) of the atmospheric CO2 concentration between 40 kyr BP and 2018 AD. The grey 
shading shows the range of the reconstructed atmospheric CO2 concentration during 650,000 
years before the industrialization (EPICA community members 2004). c) δD%0, a proxy of local 
temperature at the Antarctic between 40 kyr BP and 0.1 kyr BP (EPICA community members 
2004). d) Global land-ocean temperature index between 1880 AD and 2018 AD (Lenssen et al. 
2019). The blue (yellow) shading indicates the Weichselian glaciation (Holocene interglacial). 
Figure compiled by the author from the mentioned sources. 
 
2.2 Human-induced climate change 
After the solar insolation maximum about 11.5 kyr BP as depicted in Figure 1a, the Earth’s climate 
warmed so much that the Weichselian glacial ended and the current interglacial, the Holocene, 
started. During the Holocene interglacial, the atmospheric carbon dioxide (CO2) concentration was 
stable between 260 and 280 ppm for more than 10,000 years (Figure 1b, Monnin et al. 2004). 
During the industrialized era (the last 270 years), human activities have increased the atmospheric 
CO2 concentration from its pre-industrial values of 280 ppm to about 418 ppm (MacFarling Meure 
et al. 2006; Keeling and Whorf 2005, see Figure 1b), primarily by the combustion of fossil fuels 
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and deforestation, but also by cement production and other land-use changes. While human 
activities affect the climate change in many direct and indirect ways, the CO2 emissions are 
considered the single largest anthropogenic factor contributing to the observed global mean 
temperature rise of ca. 1 °C during the last 150 years (IPCC, 2018), depicted in Figure 1d. 
Depending on the greenhouse gas emissions the global mean temperature is projected to rise 
0.5…4 degrees during the ongoing 21st century, higher emissions leading to higher changes in the 
mean temperature (IPCC, 2018; Figure 2). 
 
2.3 Inter-annual variability of winter temperatures in Northern Europe 
 
The see-saw of the annual mean global mean temperature (Lenssen et al. 2019) in Figure 1d depicts 
the inter-annual variability of the global mean temperature. It is different from the global mean 
temperature change which is identified by changes in the mean temperature that persists for an 
extended period, typically decades or longer. Inter-annual variability of climate is caused by the 
redistribution and changes in the amount of energy around the globe leading to changes in climate 
variables such as pressure and temperature. The amount and movement of energy are driven among 
other things by variation in ocean surface temperatures, volcanic activity, and ice and snow cover.  
 
The inter-annual variability of climate is particularly strong in the high latitudes, e.g., in Finland 
the annual mean temperature was in 1981-2010 on average about 2.3 °C with the minimum of -0.4 
°C in year 1985 and the maximum of 3.8 °C in year 1989 (Mikkonen et al. 2015). In Northern 
Europe one of the important indicators of the large-scale weather patterns is the phase of the Arctic 
Oscillation (AO). The AO is a climate pattern characterized by winds circulating counterclockwise 
around the Arctic at around 55°N latitude (Baldwin and Dunkerton 1999). The positive AO phase, 
as schematically depicted in Figure 3a, is characterized by lower than average pressure in the 
Arctic and strong westerly winds around the North pole keeping the cold Arctic air locked in the 
polar region and bringing milder and wetter than average weather to Northern Europe. The 
negative AO phase, as schematically depicted in Figure 3b, is characterized by higher than average 
surface pressure in the Arctic, and the meandering and/or weakening of the polar jet stream and 
tropospheric jet stream enabling cold arctic/polar air outbreaks to Northern Europe. 
 
The difference in annual mean temperatures emphasize the effect of the dominating large-scale 
weather patterns: in 1985 negative AO indexes dominated during winter months and the annual 
mean temperature in Finland was -0.4 °C, whereas in 1989 positive AO indexes dominated during 
most of the whole year and the annual mean temperature in Finland was 3.8 °C (Mikkonen et al. 
2015). 
 
During winter time the phase of the AO is affected by the northern stratospheric polar vortex. The 
stratospheric polar vortex is an upper-level low-pressure area that forms over both the northern 
and southern poles during winter due to the growing temperature gradient between the pole and 
the tropics. Strong westerly winds circulate the stratospheric polar vortex, isolating the gradually 
cooling polar cap air. The strength of the northern stratospheric polar vortex varies from year to 
year and can be indicated by, e.g., the zonal mean zonal wind speed (ZMZW) at 60 °N and 10 hPa 
or polar cap temperatures. The stronger the circumpolar winds and the colder the polar cap 
temperatures are, the stronger is the polar vortex. Planetary waves from the troposphere disturb 
the northern stratospheric polar vortex, leading to meandering and weakening of the westerlies and 
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occasionally to reverse, i.e., easterly flow (Schoeberl, 1978). This weakening of the stratospheric 
polar vortex also leads to warming of the polar cap temperatures, sometimes even > 30–40 °C 
within several days. A warming of this magnitude together with a reversal of the ZMZW at 10 hPa 
at 60 °N is commonly defined as a major sudden stratospheric warming (SSW), albeit other 
definitions also occur (Butler et al. 2015). During boreal winters, the strength of the stratospheric 
polar vortex influences the surface weather in the Northern Hemisphere within weeks or months 
(Baldwin and Dunkerton 1999, Limpasuvan et al. 2005, Thompson et al. 2002, Tomassini et al. 
2012, Kidston et al. 2015): the weaker (stronger) than average stratospheric polar vortex is 
connected to negative (positive) Arctic Oscillation (AO) and colder (warmer) than average surface 
temperatures in Northern Europe. 
 
 
Figure 2. The ongoing global warming and the projected rise in the global mean temperature 
during the current century under different greenhouse gas emission scenarios (Figure source: 
IPCC (2018), Finnish Meteorological Institute, Finland’s Ministry of Environment, Ilmasto-
opas.fi).  
 
 
 
Figure 3 A Schematic figure of the positive AO (a) and negative AO (b) and their effects. The red 
encircled L (blue encircled H) represent centers of low (high) pressure systems over the North 
Atlantic. Figure by the author. 
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During boreal winter the quasi-biennial oscillation (QBO), a quasiperiodic oscillation of the 
equatorial zonal wind between downwards propagating easterlies and westerlies in the tropical 
stratosphere with a mean period of 28 to 29 months (Baldwin et al. 2001), affects the polar vortex. 
The easterly (westerly) QBO often coincides with weaker (stronger) than average polar vortex. 
There is no precise consensus of the mechanisms of this tropical-extratropical connection, but the 
most common explanation is that the QBO affects the polar vortex via the Holton Tan effect: 
During easterly QBO, small amplitude planetary waves are reflected back towards the North Pole 
weakening the polar vortex (Holton and Tan 1980, 1982; Watson and Gray 2014, Gray et al. 2018). 
In model simulations by Garfinkel et al. (2018) a weakened stratospheric polar vortex during the 
easterly QBO phase compared to the westerly phase was found in early winter (October–
December). 
 
2.4. Simulation of climate in different time scales 
 
Past, present and future climates on time-scales of 100 years are commonly studied by atmospheric 
General Circulation Models (GCMs) coupled with modules simulating the marine, land biospheres 
and the sea ice. The resolution of such global GCMs is usually 100–300 km. The human-induced 
climate change is projected with GCMs. In these models the effects of changes in the forcing 
conditions – e.g. enhanced greenhouse gas concentrations – to the climate system are simulated. 
There are large uncertainties in the climate change projections, uncertainties like natural variation 
of climate, the uncertainties in the future emissions and model’s simplicities. Moreover, when 
projecting the feedback effects of the ecosystems, the uncertainty is caused also by the uncertainty 
of human action and nature’s ability to adapt to the changing environment. The GCMs project that 
the Earth’s climate is going to warm further during the next centuries (IPCC 2013), as the 
anthropogenic emissions continue to rise the atmospheric CO2 concentration. Further, the global 
mean temperature is projected to rise 0.5…4 degrees during the ongoing 21st century, depending 
on the greenhouse gas emissions (IPCC, 2018; Figure 2).  
 
GCMs with coupled ice sheets are computationally too expensive to simulate full glacial cycles 
(100,000 years). Therefore, the GCMs have only been used to simulate glacial climate with pre-
scribed ice sheets. For example Otto-Bliesner et al. (2006); Brandefelt and Otto-Bliesner (2009), 
and Brady et al. (2013) have done time-slice simulations of the distant past climate, and Smith and 
Gregory (2012) have simulated the whole last glacial cycle by atmosphere-ocean general 
circulation models with prescribed ice sheets. 
 
Computationally suitable models for modelling glacial climate in time-scales of 100,000 years are 
Earth system models of intermediate complexity (EMIC; Claussen et al., 2002; Petoukhov et al., 
2005). In terms of their complexity the EMICs lie between simple energy-balance models and 
comprehensive general circulation models (GCMs).  The spatial resolution of the EMICs is low, 
which enables very long simulations with reasonable computing time. The atmospheric, ocean, sea 
ice, land surface, terrestrial vegetation and ice sheet components of the EMICs are simplified 
further decreasing the computing costs. The EMICs are run by prescribed solar forcing 
(insolation), and atmospheric greenhouse gas concentrations. EMICs are suitable for simulating 
climate in a time scale of 100,000 years, however due to their coarse resolution, the output is not 
directly usable for regional scale climate risk assessments or bioclimatic studies.   
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3. MATERIALS AND METHODS 
 
In the following sections we introduce the data and methods used in Papers I to V.  
 
3.1 Glacial climate in Europe 
 
In Paper III we downscaled the coarse output an EMIC simulation of the last glacial cycle (126 
kyr BP to 0 kyr BP) into regional scale, and in Paper IV we used the downscaled climate data 
representing 30 to 13 kyr BP in estimating human population size in Europe during that period. 
Figure 4 depicts the flow chart of the materials and topics of Paper III and Paper IV and Table 1 
summarizes the data used in Papers III and IV. 
 
 
Figure 4 Flow chart showing the material and topics of Papers III and IV. Figure by the author. 
 
3.1.1. Downscaling of a glacial climate simulation (Paper III) 
Glacial climate was simulated by the EMIC CLIMBER-2 (Ganopolski et al. 2010; Petoukhov et 
al. 2000; Ganopolski et al. 2001). The CLIMBER-2 comprises of six earth system components: 
atmosphere, ocean, sea ice, land surface, terrestrial vegetation and ice sheets. The first five 
components are represented by coarse-resolution modules of intermediate complexity. The ice-
sheet component is a three-dimensional polythermal ice-sheet model SICOPOLIS (Greve, 1997; 
Calov et al. 2005).  
 
To downscale the coarse output of the CLIMBER-2 into suitable regional scale, we used GAMs. 
In GAMs (Hastie and Tibshirani, 1990; Wood, 2006) the statistical expectation (E) of the 
predictand (Y) were modelled using the sum of univariate spline functions of the p predictors 
(X1,..., Xp), such that  𝐸(𝑌|𝑋1 . . . 𝑋𝑝) = ∑ 𝑓𝑗(𝑋𝑗)𝑝𝑗=1 ,       (1)  
where the potentially non-linear spline functions fj had a non-parametric form. 
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The calibration of GAMs is data driven, and the shape of the response is not forced to any 
parametric form. GAMs are called semiparametric models, as the probability distribution of the 
predictand should be known. The downscaled parameters, i.e., the predictands, were annual mean 
precipitation and annual mean temperature (see Table 1). As temperature data classically satisfy 
the normality assumption, the response variable mean temperature was expected to follow a 
normal distribution. According to Cheng and Qi (2002), the cumulative precipitation data can be 
modelled by a lognormal distribution, hence the total precipitation response variable was log-
transformed and expected to follow a normal distribution. For ﬁtting the GAM, all the data were 
to be represented at the same spatial resolution. We used a resolution of 1.5° in latitudinal and 
0.75° in longitudinal dimensions. The GAMs were fitted by an R package “mgcv”, for Europe 
(36–70° N, 10° W–69° E). The GAMs were calibrated by observations of present day climate 
(Mitchell and Jones, 2005) and by the output of CCSM3 GCM simulation of LGM climate (Brady 
et al. 2013).  
 
The best fit for downscaling the annual mean precipitation were attained with following predictors: 
CLIMBER-2 bi-linearly interpolated annual mean precipitation, latitude, longitude, elevation of 
the grid point, and direction of the steepest slope. Moreover, the best fit to downscale annual mean 
temperature were attained by following predictors: CLIMBER-2 bi-linearly interpolated 
temperature, latitude, longitude, elevation and the shortest distance to the ice sheet margin. 
 
The downscaled annual mean temperatures were compared to two pollen-based reconstructions of 
annual mean temperature by Heikkilä and Seppä (2003) and Antonsson et al. (2006). Moreover, 
the downscaled annual mean surface temperature and precipitation of the 44 kyr BP climate were 
compared to RCA3 regional climate model simulation output by Kjellström et al. (2010) 
representing 44 kyr BP annual mean surface temperature and precipitation over Europe. 
 
3.1.2 Human population calibration model (Paper IV) 
Climate envelope models use associations between climate and the occurrences of species to 
estimate how populations change in response to climate change (Pearson and Dawson 2003). The 
human population size in Europe between 30 and 13 kyr ago was simulated by a population 
calibration model constructed by ethnographic data on modern terrestrially adapted mobile hunter-
gatherers and their climatic space (Binford 2001), see Table 1. This population calibration model 
used potential evapotranspiration, water balance and the mean surface temperature of the coldest 
month as input to predict the hunter-gatherer presence and population density. The climatic input 
were achieved by statistical downscaling (section 3.1.1) of the CLIMBER-2 climate model 
simulation of the last glacial cycle (Ganopolski et al. 2010). The simulated range and size of the 
human population was compared to archeological data (Vermeersch 2005), see Table 1. 
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Table 1 Data used in Papers III–IV. 
Paper Data Source Time period Area 
III Monthly mean: 
• surface temperature 
• total precipitation  
• direction of the steepest 
slope  
• elevation  
• the shortest distance to the 
ice sheet margin 
CLIMBER-2-SICOPOLIS  
(Ganopolski et al. 2010) 
126–0 kyr BP Europe 
GCM: CCSM3  
(Brady et al. 2013) 
21 kyr BP 
0 kyr BP 
Europe 
RCM: RCA3  
(Kjellström et al. 2010) 
44 kyr BP Europe 
Monthly mean: 
• surface temperature  
• total precipitation 
Mitchell and Jones (2005) 1961-1990 Europe 
• pollen-based 
reconstructions of annual 
mean temperature 
Heikkilä and Seppä (2003) 
Antonsson et al. (2006) 
10–0 kyr BP Laihalampi 
(Finland) 
Gilltjärnen 
(Sweden) 
IV • ethnographic data from 
127 hunter-gatherer 
populations and their 
climatic space 
Binford (2001) Recent 
historical 
times 
Global 
• potential 
evapotranspiration 
• water balance  
• mean surface temperature 
of the coldest month 
World CLimDatabase  
(Hijmans et al., 2005) 
Means of 
1950–2000 
Global 
CLIMBER-2-SICOPOLIS 
(Paper III) 
30–13 kyr BP Europe 
• archaeological proxy of 
population size based on 
radiocarbon dates 
Vermeersch (2005) 30–13 kyr BP Europe 
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3.2 Human-induced climate change impacts in Europe 
 
3.2.1 Trend analysis of the Canadian Fire Weather Index (FWI) (Paper II) 
We studied the change in the forest fire danger in specified land areas of Northern, Western, 
Eastern and Southern Europe (see Figure 11 (a) and (c) for the specified land areas) in 1980-2012 
by ERA-Interim reanalysis (Dee et al. 2011), and in 1960-1999 by ERA-40 reanalysis (Uppala et 
al. 2005), see Table 2. The spatial resolution was 2.5° × 2.5° for ERA-40 and 1.5° × 1.5° for ERA-
Interim. We used a much used measure for forest fire danger: the Canadian Fire Weather Index 
(FWI, Van Wagner 1987). The FWI was calculated using the precipitation sum of the previous 24 
h, midday temperature, relative humidity, and wind speed. We used the R package “fume” (Bedia 
et al. 2015) to calculate the March-September mean of the FWI and their trend, see Figure 5. The 
trend of the March-September mean FWI was analyzed by the Mann-Kendall test (Mann, 1945; 
Kendall, 1975).  
 
Further, we investigated how the number of days with high fire danger risk as assessed using FWI 
have changed within 1960-2012. The threshold of FWI values larger than 20 was regarded as 
applicable for high fire danger risk for cool climates and was used in whole Europe and in the 
specified areas. For southern Europe we used the threshold of FWI values larger than 45 for high 
fire danger risk as FWI values larger than 45 are relatively common there. 
 
Moreover, we studied the relationship between the March-September mean FWI and 
corresponding national forest fire statistics in Finland, Greece and Spain, see Table 2. 
 
 
Figure 5 Flow chart showing the material and topics of Paper II. Figure by the author. 
 
 
3.2.2 Projected changes in the geostrophic wind speeds (Paper I) 
We explored the projected changes in the mean and extreme geostrophic wind speeds in Northern 
Europe from simulations of nine GCMs (Table 2). These models were selected from the Coupled 
Model Intergovernmental Project 3 (CMIP3) archive (Meehl et al. 2007) on the basis of spatial 
resolution being at least about 300 km (T42). We investigated three simulation periods: a baseline 
period for years 1971-2000, and future projections for 2046-65 and 2081-2100. The baseline 
period’s (1970-2000) wind climate was compared to ERA-40 reanalysis (Uppala et al. 2005) (see 
Table 2) and the future scenarios were compared to the baseline period. 
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Table 2 Data used in Papers I and II. 
Paper Data Source Time 
period 
Area 
I Daily mean 
• surface air pressure 
• surface temperature 
ERA-40 reanalysis  
(Uppala et al., 2005) 
1971–2000 Northern 
Europe 
GCMs (CMIP3, Meehl et al. 2007): 
BCCR-BCM2.0 
CGCM3.1(T63) 
CNRM-CM3 
ECHAM5/MPI-OM 
GFDL-CM2.1 
IPSL-CM4 
MIROC3.2(hires) 
MRI-CGCM2.3.2  
NCAR-CCSM3 
1971–2000 
2046–2065 
2081–2100 
Northern 
Europe 
II • 12 UTC surface temperature 
• 24h precipitation sum  
Daily mean 
• Relative humidity 
• Wind speed 
ERA-40 reanalysis (Uppala et al., 
2005) 
1961–1999 Europe 
ERA-Interim reanalysis  
(Dee et al., 2011) 
1980–2012 Europé 
Forest fire statistics 
• Total burned area 
• Number of fires 
Koutsias et al. (2013) 1977–2010 Greece 
EGIF, General statistics of Wildfires  1969–1999 Spain 
Finnish Forest research Institute 
(2010) 
1960–2012 Finland 
 
The future projections by the GCMs were forced by the Special Report on Emissions Scenarios 
(SRES, Nakicénovic et al. 2000), which are scenarios developed to estimate the unknown future 
greenhouse gas emissions and hence the atmospheric greenhouse gas concentrations of the 21st 
century. The SRES scenarios were used in the Third Assessment Report (IPCC, 2001) and in the 
Fourth Assessment Report (IPCC, 2007) of the Intergovernmental Panel on Climate Change 
(IPCC). The SRES-scenarios represent to two classes: consumer society scenarios with a more 
economic focus (A-scenarios) and scenarios aiming to sustainable development with a more 
environmental focus (B-scenarios). Here, three greenhouse gas scenarios B1, A1B, and A2 were 
utilized. The A2-scenario represents a rather pessimistic future with continuation of using fossil 
fuels resulting in high emissions and atmospheric CO2 concentration of about 850 ppm by 2100 
(see Table 3). The B1-scenario is a rather optimistic scenario with an emphasis on sustainable 
development with rapid development and introduction of environment friendly technology leading 
to decrease in greenhouse gas emissions with atmospheric CO2 concentration of 550 ppm by 2100 
(see Table 3). The A1B scenario represents an intermediate of the A2 and B1 scenarios with 
atmospheric CO2 concentration of 720 ppm by 2100 (see Table 3).  
 
In the IPCC Fifth Assessment Report (IPCC, 2013) updated greenhouse gas emission scenarios. 
Representative Concentration Pathway (RCP, van Vuuren et al. 2011) scenarios, were used. The 
RCPs are named after each scenario’s corresponding change in the radiative forcing by year 2100 
in comparison to pre-industrial radiative forcing. Thus, the additional radiative forcing by 2100, is 
in RCP2.6: 2.6 Wm-2, in RCP4.5: 4.5 Wm-2, in RCP6: 6.0 Wm-2, and in RCP8.5: 8.5 Wm-2. In 
RCP2.6 the global annual greenhouse gas emission peak between 2010–2020 and decline 
substantially thereafter leading to atmospheric CO2 concentration of 421 ppm by 2100. In RCP 4.5 
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the global annual greenhouse gas emissions peak around 2040 and decline thereafter, resulting in 
atmospheric CO2 concentration of 538 ppm by 2100. In RCP6, the emissions peak around 2080 
and then decline leading to atmospheric CO2 concentration of 670 ppm by 2100.  In RCP8.5 the 
global greenhouse gas emissions continue to rise throughout the 21st century leading to high 
atmospheric CO2, about 936 ppm (see Table 3). Projections based on the RCP scenarios were not 
available at the time Paper I was written and hence, in the discussion, we briefly compare our 
results to Ruosteenoja et al. (2019) who studied geostrophic wind speed changes over Europe with 
21 GCMs from CMIP5 dataset forced by RCP4.5 and RCP8.5 scenarios, and to the review paper 
on storminess over the North Atlantic and northwestern Europe by Feser et al. (2015). 
 
Comparison of SRES and RCP according to the atmospheric CO2 concentration rates in 2100: 
 A2 scenario is between RCP6.0 and RCP8.5, 
 B1 is nearest to RCP4.5, 
 A1B is nearest to RCP6.0. 
 
Table 3 Projected atmospheric CO2 concentrations in 2100 in selected SRES and RCP scenarios. 
Scenario Projected Atmospheric CO2 concentration in 2100 
A2 850 ppm 
B1 550 ppm 
A1B 720 ppm 
RCP2.6 421 ppm 
RCP4.5 538 ppm 
RCP6.0 670 ppm 
RCP8.5 936 ppm 
 
In Paper I we investigated the geostrophic wind speeds rather than the simulated true surface wind 
speeds, as the geostrophic wind speeds are less affected by the model parametrization than the true 
surface wind speeds (Feser et al. 2015). The analysis focused on the high wind season from 
September to April. The annual maximum geostrophic wind speeds were investigated by 
comparing the 10-, 50-, and 100-year return periods of the baseline and future periods during the 
high wind season (September-April), see Figure 6. For the return period estimates we employed a 
free R software “extRemes” (Katz et al. 2005) using the Generalized Extreme Values -
methodology (GEV, Coles, 2001) and the block maxima approach. 
 
 
Figure 6 Flow chart showing the material and topics of Paper I. Figure by the author. 
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3.3 Statistical post-processing of ERFs (Paper V) 
In Paper V we explored which stratospheric precursors favored statistically significantly weaker 
AO during the following 1-6 weeks in winters 1981-2016. Furthermore, we used the found 
precursors in post-processing winter surface temperature reforecasts of the European Centre for 
Medium-Range Weather Forecasts (ECMWF) (Vitart 2014) for forecast weeks 1 to 6 over 
Northern Europe.  
 
3.3.1 Definition of the stratospheric wind indicator (SWI) 
In Paper V (in review) the observed minimum AO indexes in the 1–6 weeks following the first 
Monday (as in 2017) in November-February in 1981-2016 were investigated. Inspired by the 
interactive comments by anonymous referees, we here show the observed mean (instead of 
minimum) AO indexes after all Mondays (as in 2017) in November-February in 1981-2016. More 
precisely, we examined the observed mean daily AO indexes (downloaded from the National 
Oceanic and Atmospheric Administration Climate Prediction Center) during the 1–2 weeks, 3–4 
weeks, and 5–6 weeks following different phases of QBO (provided by the Free University of 
Berlin) and strengths of the daily ZMZW at 60°N and 10 hPa (provided by the National 
Aeronautics and Space Administration), see Table 4. As Scaife et al. (2014) demonstrated 
indicators of a more negative AO in the easterly QBO at level 30 hPa than in the westerly QBO 
phase at this level, we explored the AO index 1–6 weeks after following predictors: 
 westerly QBO at 30 hPa, the WQBO,   
 easterly QBO at 30 hPa, the EQBO,   
 EQBO with the maximum of the monthly mean zonal wind components of the QBO 
between 70 hPa and 10hPa restricted to 7ms-1, 10ms-1, and 13ms-1,   
 the daily ZMZW at 60° N and 10 hPa during the last 10 days of the previous month falling 
below its overall wintertime (November–March 1981–2016) 10th percentile, corresponding 
a value of 3.8m/s, indicating a weak polar vortex already at the start of the forecast.  
 
The statistical significance of the difference between the mean AO index following two different 
stratospheric situations, e.g., the EQBO and the WQBO, was determined using a two-sided 
Student's t-test with the null hypothesis that there is no difference. We used the most statistically 
significant predictors for weaker AO indexes observed 1–2 weeks, 3–4 weeks, and 5–6 weeks after 
these stratospheric situations, to define a stratospheric wind indicator (SWI) to be SWIneg; 
otherwise, it was defined as SWIplain for the beginning of each winter month (November–February) 
in 1981–2016 (see Decision tree in Figure 7). 
 
Table 4 Data used in Paper V. 
Paper Data Source Time 
period 
Area 
V • weekly mean surface 
temperature 
ERA-Interim reanalysis  
(Dee et al., 2011) 
1981–2016 Northern 
Europe 
ECMWF IFS Cycle 43r1 (Vitart, 
2014) reforecasts 
1997–2016 Northern 
Europe 
• daily surface AO index NOAA, CPC 1981–2016  
• daily ZMZW at 10 hPa MERRA-2 (Rienecker et al. 2011) 1981–2016 60°N 
• monthly mean zonal wind at  
70 hPa, 50 hPa, 40 hPa, 30 hPa,  
20 hPa, 15 hPa and 10 hPa 
Singapore radio soundings,  
Free University of Berlin  
(Naujokat 1986) 
1981–2016 Singapore 
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3.3.2 Utilizing the SWI in post-processing ERFs  
We investigated the observed and reforecasted surface temperature anomalies 1–2 weeks, 3–4 
weeks, and 5–6 weeks after SWIneg and SWIplain. First, we calculated the observed two-week mean 
temperature anomalies of the ERA-Interim reanalyses (Dee et al. 2011) in January, February, 
March, November, and December in 1981–2016 in Northern Europe. Subsequently, we divided 
the observed two-week mean temperature anomalies to sets of anomalies, representing SWIneg and 
SWIplain according to stratospheric wind observations at the start of the forecast. Thereafter, we 
determined the statistical significance of the difference between the mean surface temperature 
anomalies after SWIneg (TASWIneg) and SWIplain (TASWIplain) using a two-sided Student's t-test with 
the null hypothesis that there is no difference between TASWIneg and TASWIplain. 
 
We post-processed the ERFs of the ECMWF’s Integrated Forecasting System (IFS Cycle 43r1, 
Vitart, 2014) which are run twice a week, on Mondays and Thursdays, in a horizontal resolution 
of 0.4 degrees. We first investigated weekly mean temperatures over Northern Europe in forecast 
weeks 1 to 6 of the forecasts initialized on Mondays. These raw reforecasts were mean bias-
corrected (as in Buizza and Leutbecher 2015, eq. 7a, see Figure 7) by removing the mean bias 
computed from the ensemble reforecasts for the 20 years (1997–2016) depending on the forecast 
week date. For the 1997–2016 reforecasts, the mean bias was calculated considering 19 × 11 × 5 
= 1045 ensemble reforecast members: 11 members’ reforecast with initial dates defined by five 
weeks centered on the forecast week date for the 19 years reforecasts (1997–2016 excluding the 
reforecast year).  
 
Those reforecasts, that were run in November-February 2017 for 1997–2016 (20 years × 17 runs 
= 340 reforecasts), were further post-processed by the observed SWI (see Figure 7). For the post-
processing we first defined the SWI either SWIneg or SWIplain at the start of the forecast according 
to previous months’ stratospheric wind conditions. According to the SWI, we added either TASWIneg 
or TASWIplain to the ERA-Interim mean temperature during 1981–2016, corresponding to forecast 
weeks 1–2, 3–4, and 5–6 to get a SWIneg and SWIplain based mean temperatures, TSWIneg and TSWIplain, 
for weeks 1–2, 3–4, and 5–6, respectively. The TSWIneg and TSWIplain were used in post-processing 
the ECMWF reforecasts’ mean bias-corrected ensemble members, TBC, by calculating TSWI_BC for 
SWIneg as follows: 𝑇𝑆𝑊𝐼_𝐵𝐶 = (1 − 𝑘𝑆𝑊𝐼) ∗ 𝑇𝐵𝐶 + 𝑘𝑆𝑊𝐼 ∗ 𝑇𝑆𝑊𝐼𝑛𝑒𝑔      (1) 
And for SWIplain, 𝑇𝑆𝑊𝐼_𝐵𝐶 = (1 − 𝑘𝑆𝑊𝐼) ∗ 𝑇𝐵𝐶 + 𝑘𝑆𝑊𝐼 ∗ 𝑇𝑆𝑊𝐼𝑝𝑙𝑎𝑖𝑛      (2) 
where TSWI_BC was a post-processed ensemble member. kSWI was the weight of the TSWIneg or  
TSWIplain, which was tested between 0–1 and defined according to the best improvement in the skill 
scores of the post-processed forecast. By Eq. (1) and Eq. (2), we adjusted each ensemble member 
with the same weight, and hence, the original spread of the ECMWF reforecasts remained 
unchanged. 
 
The two-week averages of both the mean bias-corrected and the post-processed surface 
temperature forecasts over Northern Europe were verified against ERA-Interim 1997–2016 
temperature re-analyses (Dee et al. 2011) by a commonly used measure for probabilistic forecasts: 
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the continuous ranked probability score (CRPS, Hersbach 2000). The skill scores of the CRPS, the 
CRPSS, were calculated by comparing the reforecasts to the climatological forecast of years 1981–
2010 of the ERA-Interim data. 
 
 
Figure 7 Flow chart showing the post-processing of the surface temperature forecasts. Figure by 
the author.  
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4. RESULTS 
 
4.1 Glacial climate in Europe 
 
4.1.1 Downscaled temperature and precipitation (Paper III) 
The GAM fitted to downscale annual mean precipitation in Europe (in Paper III GAM_Western 
Eurasia) in both LGM and present day climate, showed good correlation (0.84) with the fitted data 
and was able to explain 85% of the spatial variance of the total precipitation. The GAM fitted to 
downscale annual mean temperature in Europe (in Paper III GAM_Western Eurasia) in both 
LGM and present day climate, also showed good correlation (0.99) with the fitted data and was 
able to explain 98% of the spatial variance of the annual mean temperature. 
 
The GAMs for downscaling temperature were used for downscaling the annual mean temperature 
between 11 and 0 kyr BP using as input predictors the 11 to 0 kyr BP data from the CLIMBER-2-
SICOPOLIS last glacial cycle simulation by Ganopolski et al. (2010). The predictions are plotted 
in Figure 8, together with pollen-based reconstructions of annual mean temperature and the 
bilinear interpolation of the annual mean surface temperature simulated by CLIMBER-2 at two 
locations in Northern Europe during the Holocene, between 11 and 0 kyr BP. The shapes of the 
CLIMBER-2 simulated and GAM downscaled temperature curves were generally consistent with 
temperature estimates based on paleoclimatic reconstructions. As for the absolute values, the 
GAM-downscaled CLIMBER-2 temperature showed better agreement with the pollen-based 
reconstructions than the bilinear interpolation of the CLIMBER-2 annual mean surface 
temperature.  
 
The GAMs which were calibrated only by the recent past and the LGM data (GAM_Western 
Eurasia) were used for predicting annual mean temperature and precipitation for 44 kyr BP using 
as input predictors the 44 kyr BP data from the CLIMBER-2-SICOPOLIS last glacial cycle 
simulation by Ganopolski et al. (2010). The predictions are plotted in Figure 9, together with output 
of CLIMBER-2 and RCA3 regional climate model simulation output by Kjellström et al. (2010) 
representing 44 kyr BP annual mean temperature and precipitation. Over Eastern Europe the GAM 
(Figure 9c) predicted similar temperature spatial patterns as the RCA3 (Figure 9b), whereas over 
Western Europe, there were more differences in details. Over Finland the differences between the 
RCA3 simulated surface temperature and the CLIMBER-2 surface temperature downscaled by 
GAM mainly result from the difference of ice sheet extent in SICOPOLIS and RCA3: the 
Fennoscandian ice sheet in SICOPOLIS reached Central Finland during 44 kyr BP, whereas in the 
RCA3 simulation the ice sheet reached only some parts of Northern Finland (Figure 1 in Paper 
III). The CLIMBER-2 annual precipitation downscaled by our GAM in Figure 9f were similar to 
the RCA3 simulation output in Figure 9e in many parts of Eastern and Central Europe, however, 
not predicting as high precipitation amounts in mountain regions and as low in the Mediterranean 
Sea.  
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Figure 8 Comparison of simulation data and polled-based reconstructions of annual mean 
temperatures from (a) Laihalampi in Finland and (b) Gilltjärnen in Sweden. The blue curves 
represent reconstructions by Heikkilä and Seppä (2003) for Laihalampi, and by Antonsson et al. 
(2006) for Gilltjärnen. The green contours are interpolations from CLIMBER-2 simulations by 
Ganopolski et al. (2010), the red contours represent annual mean temperatures downscaled by the 
GAM for Europe. Figure from Paper III, © Authors 2014. CC Attribution 3.0 License. 
 
 
 
Figure 9 Annual mean temperature at 44 kyr BP, a) as simulated by the global model CLIMBER-
2 (Ganopolski et al. 2010), b) as simulated by the regional model RCA3 (Kjellström et al. 2010), 
and c) as predicted by the GAM for Europe. Annual mean total precipitation at 44 kyr BP, d) as 
simulated by the global model CLIMBER-2 (Ganopolski et al. 2010), e) as simulated by the 
regional model RCA3 (Kjellström et al. 2010), and f) as predicted by the GAM for Europe. The 
data of CLIMBER-2 and RCA3 have been bi-linearly interpolated on to a 1.5º × 0.75º resolution. 
Figure modified from figures S2.1 and S2.2 in the supplementary material of Paper III, © Authors 
2014. CC Attribution 3.0 License. 
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4.1.2 Human population size and range simulations (Paper IV) 
The GAMs calibrated in Paper III were used for downscaling annual mean temperature and 
precipitation between 30 and 13 kyr BP in Europe using as input predictors the 30 to 13 kyr BP 
data from the CLIMBER-2-SICOPOLIS last glacial cycle simulation by Ganopolski et al. (2010). 
The downscaled temperature and precipitation data were used to estimate the potential 
evapotranspiration (Figure 10D), mean temperature of the coldest month (Figure 10E), and water 
balance (Figure 10F) in Europe between 30 and 13 kyr BP. These climatic parameters were used 
to estimate hunter-gatherer population size and density in Europe between 30 and 13 kyr BP by 
the population calibration model developed in Paper IV. Figure 10 depicts simulated hunter-
gatherer population size and density, the archaeological population proxy, and the GAM based 
climate estimates between 30 and 13 kyr ago in Europe. 
 
According to the simulations, the potentially inhabited land area in Europe between 30 and 13 kyr 
BP, extended about 500 km south of the Fennoscandian ice sheet margin from the Iberian 
Peninsula to southern parts of modern Ukraina and European Russia with a southwest-northeast 
gradient of decreasing population densities. During the severe cooling and expansion of the ice 
sheets between 30 and 23 kyr ago, when the simulated mean temperature of the coldest month in 
Europe decreased about 8 degrees in 7,000 years, the simulated human population size declined 
from 330,000 people to 130,000 people (Figure 10A). During the very end of the last glacial 
between 19 and 13 kyr ago, when the simulated mean temperature of the coldest month in Europe 
rose about 12 degrees, the simulated population size grew from 150,000 people to over 400,000 
people in Europe (Figure 10A). The simulated human population size changes were compared to 
estimates of the human population size changes based on archaeological population proxy data 
(Figure 10C) and significant correspondence was found, suggesting that climate indeed was a 
major driver of population dynamics between 30 and 13 kyr ago. 
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Figure 10. Comparisons between simulated hunter-gatherer population size and density, the 
archaeological population proxy, and paleoclimatic simulations between 30 and 13 kyr ago in 
Europe. (A) Simulated human population size in Europe. Error bars show the resampling-based 
confidence limits (95%). (B) Simulated mean density in the inhabited area of Europe. Error bars 
show the resampling based confidence limits (95%). (C) Archaeological population size proxy 
based on the taphonomically corrected number of dates. (D) European mean of simulated potential 
evapotranspiration. (E) European mean of simulated mean temperature of the coldest month. (F) 
European mean of simulated water balance. D-F are based on the downscaling of the CLIMBER-
2 climate model. Figure from Paper IV. 
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4.2. Human-induced climate change impacts in Europe 
 
4.2.1 Response of the FWI (Paper II)  
The March-September mean values of FWI variated relative largely from year-to-year between 
years 1960 and 2012 in whole Europe and in the specified sub-areas. In Southern Europe the FWI 
had relatively high values in early 1960s (around 35), lower values in the early 1970s (between 25 
and 30), and rising trends thereafter (between 35 and 40 in years 2000-2012). In Eastern Europe 
the FWI had relatively high values in early 1960s (between 10 and 15), lower values in the 1970s 
(between 5 and 10), and rising trends thereafter (mostly between 8 and 13 in years 2000-2012). 
 
Figure 11 shows the trends of mean FWI in each grid point over Europe using the ERA-40 for 
1960-1999 and ERA-Interim for 1980-2012. ERA-40 based mean March-September FWI showed 
some statistically significant upward trend for parts of central Europe and Balkan Peninsula. In the 
area north of the Black Sea, slightly decreasing trends were found in ERA-40 based mean FWI 
(1960-1999), whereas the later period, 1980-2012 of ERA-Interim, showed there increasing trends. 
ERA-Interim based FWI showed statistically significant rising trends also in large areas of Eastern 
Europe, France, and Iberian Peninsula. 
 
For Northern Europe the trend analyses for both ERA-Interim and ERA-40 based mean March-
September FWI showed no significant trend. For southern and eastern Europe in 1980-2012, the 
trend analyses for ERA-Interim based mean March-September FWI showed significant upward 
trend at the 99% level. For southern (western and eastern) Europe the trend was significantly 
upward at the 99% (90%) level also when both ERA-Interim and ERA-40 data were used, i.e., in 
years 1960-2012. In contrast, the ERA-40 based mean March-September FWI did not show any 
significant trend in any of the specified areas for the period of 1960-1999. 
 
The time series for the number of days when FWI exceeds threshold 20 or 45 were similar to the 
time series of the mean FWI based on ERA-Interim data. ERA-Interim based number of days 
where FWI>20 showed upward trend for southern Europe significant at the 99% and for Eastern 
Europe significant at the 95% level. For the number of days where FWI>45 showed upward trend 
for southern Europe significant at the 99% level. For Western and Northern Europe there was no 
trend found. 
 
Moreover, we compared the March-September mean FWI and corresponding national forest fire 
statistics in Finland, Greece and Spain. We found that in these study areas, the correlations between 
the FWI and the size of the area burned (correlation coefficients between 0.6 and 0.7) were higher 
than with the correlations between the FWI and the number of forest fires. 
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Figure 11 Trend of March-September mean FWI calculated using the ERA-40 data set for 1960-
1999 (b) and the ERA-Interim data set for 1980-2012 (d). The statistical significance (α) is shown 
at levels 0.01, 0.04, and 0.1 for ERA-40 (a) and ERA-Interim (c). Figure modified from Figures 1 
and 3 in Paper II, © Authors 2014. CC Attribution 3.0 License.). 
 
Impact models such as FWI are used to describe the impact of climate change. Here the upward 
trend of the FWI in southern Europe can be explained by the observed warming and decrease in 
precipitation. For northern Europe there was no trend found in the mean FWI in 1960-2012. In 
Northern Europe the temperatures have also risen, but the precipitation has not decreased during 
this period. The temporal variations of FWI found in Paper II depict the long-term temporal 
variations of European climate. Also in the future - although climate is warming - the long-term 
climate variations will remain and periods with lower FWI can be experienced even in areas 
characterized by an increasing trend of FWI. 
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4.2.2 Projected changes of the geostrophic wind speeds (Paper I) 
The 9-GCM simulated mean geostrophic winds of the baseline climate (1970-2000) were 
compared with the observation-based ERA-40 reanalysis. In this comparison, the bias of the 
modelled geostrophic winds was generally fairly small, around 0.5ms-1, and the seasonal cycle of 
the modelled geostrophic winds was found to be reproduced reasonably well.  
 
The multi model mean projections of the September-April mean geostrophic wind speeds in 
Northern Europe showed similar patterns of increase and decrease, but with slightly different 
values depending on the greenhouse gas forcing (Fig. 3 in Paper I). In all greenhouse gas emission 
scenarios the projections showed statistically significant 2-4% decrease in the mean geostrophic 
wind speeds over the Norwegian Sea already by the period 2045-2065. In addition, by 2045-2065, 
the projections forced by the A1B and A2 scenarios showed statistically significant 1-2% increase 
in the mean geostrophic winds in parts of southern Baltic Sea. Further, by 2100 the projections 
forced by A1B and A2 scenarios showed statistically significant 2-4% increase in the mean 
geostrophic wind speeds in northwestern parts of Russia and southern parts of the Baltic Sea. The 
projections forced by the B1 scenario did not indicate any statistically significant increase in the 
mean geostrophic wind speeds anywhere in Northern Europe during the ongoing 21st century. 
 
Figure 12 shows the projected changes in the September-April extreme geostrophic wind speeds 
for the ongoing century under different greenhouse gas emission scenarios. The patterns of 
increase and decrease of extreme geostrophic winds were similar to the changes in the mean 
geostrophic wind speeds and the changes were more pronounced with higher greenhouse gas 
concentrations. Statistically significant decrease in the extreme geostrophic winds were projected 
over the Norwegian Sea in the A1B and B1 greenhouse gas emission scenarios (2-6% decrease) 
until year 2065, and in the A1B and A2 scenarios (2-8% decrease) until the end of the ongoing 
century. Moreover, in the A1B and A2 emission scenarios a statistically significant 2-4% increase 
in the extreme geostrophic winds were projected in southern parts of the Baltic Sea, a few parts of 
Finland, and in Northwestern parts of Russia until the end of the ongoing century. In the B1 
emission scenario there was again no statistically significant increase in extreme wind speeds 
projected during the ongoing century. 
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Figure 12 The changes in the 10-year return level estimates from 1971-2000 to 2046-2065 (on the 
left) and from 1971-2000 to 2081-2100 (on the right) for individual SRES- scenarios as an average 
of six GCM simulations. From the top the 6GCM mean (a) and (b) A1B; (c) and (d) A2; (e) and 
(f) B1. Shading indicates the areas where the change is statistically significant at the 95% level. 
Figure from Paper I, © 2011 Royal Meteorological Society. 
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4.3 Statistical post-processing of ERFs (Paper V) 
 
4.3.1 Stratospheric winds as precursors of the surface 
Figure 13 shows boxplots of the observed means of the daily AO indexes 1–2 weeks, 3–4 weeks, 
and 5–6 weeks after different phases of QBO and restrictions in the strength of the stratospheric 
winds in 1981–2016. The first box (brown) represents the mean AO indexes after all the cases in 
1981–2016 November–February. The second and third boxes show the mean AO indexes after 
easterly (EQBO, blue) and westerly (WQBO, pink) QBO at the 30 hPa level, respectively. The p-
value written below each boxplot pair indicates the likelihood of such a pair of distributions arising 
from a random sampling of a single distribution as given by a Student's t-test, i.e., p-values less 
than 0.05 indicate that the means of the data sets differ significantly at the 95% level of confidence. 
The median and the mean of the mean AO indexes 1–2 weeks, 3–4 weeks, and 5–6 weeks after 
EQBO were lower than after WQBO. The EQBO (blue) box shows all the cases of EQBO with no 
restriction in the QBO’s monthly mean zonal wind components, whereas the fourth, the sixth, and 
the eighth blueish boxes show the mean AO indexes after EQBO with all the QBO’s monthly mean 
zonal wind components between levels 70…10hPa being below 13 m/s, 10 m/s, and 7 m/s, 
respectively. Restricting the EQBO cases by a maximum of the QBO’s monthly mean zonal wind 
components in levels 70…10hPa decreased the median of the mean AO during the following 1–2, 
3–4, and 5–6 weeks.  
 
The 10th box (yellow) in Figure 13 shows the mean AO indexes after cases the daily ZMZW at 
60° N and 10 hPa was below its 10th percentile (3.8m/s) during the last 10 days preceding the start 
of the forecast, corresponding to cases with weak polar vortex already at the start of the forecast. 
The observed mean AO index was statistically significantly weaker at the 99% confidence level 
1–2 weeks, 3–4 weeks, and 5–6 weeks after the daily ZMZW at 60° N and 10 hPa had been below 
its overall wintertime 10th percentile. 
 
Aiming to select stratospheric precursors indicating weak AO with the greatest statistical 
significance, we defined the SWI to be negative in cases when the QBO was easterly at 30 hPa and 
the QBO’s monthly mean zonal wind components in levels 70…10hPa were weaker than 10m/s 
or if the daily ZMZW at 60° N and 10 hPa during the last 10 days preceding the start of the forecast 
fell below its overall wintertime 10th percentile. In other cases, the SWI was defined as plain 2016 
(see Decision tree in Figure 7). 
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Figure 13 Observed mean daily AO index a) 1–2, b) 3–4 and c) 5–6 weeks after different 
stratospheric situations. The line dividing each box into two parts shows the median of the data, 
the ends of the box show the lower and upper quartiles, and the whiskers represent the highest and 
the lowest values excluding outliers. The n written above each box indicates the number of 
observations in each group. The widths of the boxes have been drawn proportional to the square-
roots of n. The p-value written below each boxplot pair indicates the likelihood of such a pair of 
distributions arising from a random sampling of a single distribution as given by a Student's t-test, 
i.e., p-values less than 0.05 indicate that the means of the data sets differ significantly at the 95% 
level of confidence. The notches of each side of the boxes were calculated by R boxplot.stats. If the 
notches of two plots do not overlap, this is ‘strong evidence’ that the two medians differ (Chambers 
et al., 1983, p. 62). ZMZW=zonal mean zonal wind. 
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Figure 14 shows the observed (periods 1981–2016 and 1997–2016) and model forecasted (the 
period 1997–2016) mean temperature anomalies of the weeks’ 1–2, 3–4, and 5–6 in November–
February after SWIneg and SWIplain. The observations showed on average lower mean temperatures 
1-2, 3–4 and 5–6 weeks after SWIneg (Fig. Figure 14 a-c and Figure 14 g-i). This cold anomaly was 
forecasted well in the reforecasts for weeks 1–2 (Figure 14 m), and it was underestimated in 
reforecasts for weeks 3–4 (Figure 14 n) and 5–6 (Figure 14 o). Further, the observations showed 
on average higher mean temperatures 1–2, 3–4, and 5–6 weeks after SWIplain (Figure 14 d-f and 
Figure 14 j-l). This warm anomaly was forecasted well in the forecasts weeks 1–2 (Figure 14 p), 
and it was underestimated in forecast weeks 3–4 (Figure 14q) and 5–6 (Figure 14 r).  
 
The mean temperature anomalies 3-6 weeks after SWIneg (Figure 14 b-c) and SWIplain (Figure 14 e-
f) during 1981–2016 were statistically significantly different using a Student's t-test, with 
anomalously cold surface temperatures more common 3-6 weeks after SWIneg. When examining 
the years 1997–2016 (Figure 14 h-i and Figure 14 k-l ), which was the reforecast period, the 
temperature anomalies were of the same sign than during the longer 1981–2016 period (Figure 14 
b-c and Figure 14 e-f) but weaker and not statistically significant in weeks 5-6 all over the Northern 
Europe.  
 
The stronger warm anomalies after SWIplain, and weaker cold anomalies after SWIneg in 1997-2016 
(Figure 14 g-l) in comparison to 1981-2016 (Figure 14 a-f) are qualitatively in line with the 
observed annual mean temperature rise in Finland (e.g., Mikkonen et al. 2015) 
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Figure 14 ERA-Interim observed (a-l) and ECMWF reforecasted (m-r) mean temperature 
anomalies in comparison to 1981-2016 mean during boreal winters (November-February) in 
cases the previous month’s SWI was negative (SWIneg, covering about 30% of the winter months) 
or plain (SWIplain, covering about 70% of the winter months). The dotted areas represent the 95% 
level of confidence where the means of surface temperature anomalies after SWIneg and SWIplain 
differ significantly. 
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4.3.2 SWI in post-processing ERFs 
The mean temperature anomalies in Figure 14 (a-f) for Northern Europe were used for the SWI 
based post-processing as by Eq. (1) and (2). The best median CRPSS was achieved by kSWI=0.4, 
for forecast weeks 3–4 and by kSWI=0.6 for forecast weeks 5–6. Figure 15 shows the forecasts skill 
of the mean temperature of the forecast weeks 3–4 and weeks 5–6 forecasted by the mean bias-
corrected reforecasts alone (Figure 15 a-b) and by the mean bias-corrected reforecasts together 
with the SWI based post-processed forecast (Figure 15 c-d). By using the SWI based post-
processing to the ECMWF forecasts, the CRPSSs for weeks 3–4 and weeks 5–6 were slightly 
improved and the area of these forecasts being significantly better than just the climatological 
forecast was expanded. 
 
 
 
Figure 15 Expected CRPSS of forecast weeks 3–4 and 5–6 of the ECMWF’s mean temperature 
reforecasts for November–February 1997–2016 after mean bias-correction (a-b) and after both 
mean bias-correction and the SWI based post-processing (c-d). ERA-Interim climatology of 1981–
2010 was used as the reference. The dotted areas represent the 95% level of confidence that the 
CRPSS is above zero. 
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5. DISCUSSION 
 
Spatial patterns of the annual mean surface temperature and precipitation in Europe during the last 
glacial cycle were in Paper III reproduced with GAMs by downscaling the coarse resolution 
EMIC simulations by Ganopolski et al. (2010). These GAM downscaled annual mean surface 
temperature and precipitation were compared to pollen-based proxy reconstructions representing 
11 to 0 kyr BP (Heikkilä and Seppä (2003) and Antonsson et al. (2006)) and a GCM based time 
slice simulation of glacial climate representing 44 kyr BP (Kjellström et al. 2010). Although some 
of the detailed spatial features were not fully captured in regions with large spatial variation of 
topography, the main spatial patterns were relatively well captured. In Paper III the GAMs for 
downscaling were calibrated by both present day and GCM simulated LGM climate data, which 
widened the calibration range of the used GAMs in comparison to Vrac et al. (2007) who 
downscaled LGM climate by GAMs calibrated by present day climate data only. 
 
The climate seems to have been a major driver of the hunter-gatherer population size in Europe 
during the end of the last glaciation, as the climate based modelled human population size changes 
in Europe between 30 and 13 kyr BP, in Paper IV, correlated well with corresponding independent 
archaeological estimates of human population size changes (Vermeersch, 2005). Further 
environmental factors affecting the hunter-gatherer population density have been recently studied 
by Tallavaara et al. (2018), who studied the effect of the climate based net primary production, the 
biodiversity richness and the environmental pathological stress on hunter-gatherer population 
density patterns. Of these three environmental factors, in the high and mid-latitudes the higher net 
primary production and richness of the biodiversity had the greatest (positive) influence on the 
hunter-gatherer population densities, whereas in the tropics and sub-tropics the environmental 
pathogen stress had the strongest limiting effect on the hunter-gatherer abundance.   
 
Under the on-going human-induced climate change, the trend of climate-based forest fire risk 
(FWI), studied in Paper II, has risen in Eastern and Southern Europe during 1960-2012. It is 
important to note, however, that in addition to climate, important factors contributing to forest fire 
risk are: human activities and the effectiveness of fire detection and suppression systems (Bowman 
et al. 2009). The climate-based forest fire risk has been estimated to increase also in the Northern 
Europe by the end of the ongoing century (Lehtonen et al. 2014, Mäkelä et al. 2014, Lehtonen et 
al. 2016).  
 
According to projections by 9 GCMs (of CMIP3) under SRES A2, B1 and A1B scenarios, in 
Paper I, the changes in the mean and extreme winds in Northern Europe are going to be small 
during the ongoing century. This is in line with later studies, e.g., with Ruosteenoja et al. (2019) 
who used 21 GCMs (of CMIP5) under moderate-emission RCP4.5 and large-emission RCP8.5 
scenarios. Ruosteenoja et al. (2019) found that although the mean and extreme winds are not 
projected to increase much, the frequency of strong westerly winds are projected to rise and the 
frequency of strong easterly winds are projected to decrease. Feser et al. (2015) analyzed a number 
of pre-CMIP3, CMIP3 and CMIP5 model studies to assess potential future changes in storm 
climate over the North Atlantic and Northwestern Europe; they found no clear trend in storm 
numbers, but most of the analyzed studies agreed on an increase in storm intensity for the future. 
However, whether or not the mean and extreme winds are going to increase, the damages might 
40 
 
anyhow increase, for example on forests: as the winters are expected to be milder and the ground 
less frozen, storms might cause bigger timber losses in winter (Gregow et al., 2011b). 
 
In Paper V novel information about the statistical relationship of the QBO and the AO index was 
found. In addition to the previously demonstrated more negative AO during easterly QBO in 
comparison to westerly QBO at 30 hPa (Scaife et al. 2014), we found that the maximum strength 
of the QBO’s monthly mean zonal wind components during the easterly QBO affected the 
observed mean AO index 1-6 weeks later. This connection was used in post-processing 3-6 weeks 
surface temperature forecasts in Northern Europe and the skill scores of these forecasts were 
thereby slightly improved. As Domeisen (2019a, 2019b) showed that all of the current S2S 
database’s ERF prediction systems have an enhanced prediction skill in the extratropical 
stratosphere in comparison to the troposphere, the next step would be looking for the stratospheric 
signals directly from the forecast model and use them in post-processing surface temperature 
forecasts. Considering QBO and the ongoing global warming: according to model simulations by 
Kawatani et al. (2011) in the atmosphere with doubled CO2 concentration, the amplitude of the 
QBO weakened and the length of the QBO’s phase increased. However, based on model 
simulations by Schirber et al, (2015) the amplitude and length of the QBO’s phases were sensitive 
to model parametrizations, in particular to parametrizations of gravitational waves. Also the 
stratospheric polar vortex might change in the warming climate. Manzini et al. (2014) reported 
about a possibly weakening winter stratospheric polar vortex in the warming climate (CMIP5 
simulations). However, Ayarzagüena, et al. (2018), reported that this might not have any 
significant effect on the frequency of the SSWs in the future climate. All in all, the future changes 
in both the stratospheric polar vortex and the QBO are somewhat uncertain. 
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CONCLUSIONS 
 
In this thesis I have demonstrated use of versatile datasets and methods for assessing climate 
variation and change. As well, a few climate change impacts have been studied.  
 
The main conclusions of this work are as follows: 
 
1. In Paper III, the GAMs showed to be suitable in downscaling annual mean temperature 
and precipitation of the CLIMBER-2 EMIC’s coarse resolution simulation of the last 
glacial cycle (Ganopolski et al. 2010). GAMs that were fitted by both LGM (Brady et al. 
2013) and present day (Mitchell and Jones, 2005) climate data seemed to capture relatively 
well the main spatial patterns of both glacial and interglacial climate in Europe. 
 
2. In Paper IV, the modelled human population size in Europe between 30 and 13 kyr ago 
decreased with cooling climate and increased with warming climate. During the decrease 
in solar insolation between 30 and 23 kyr ago, the European mean of the mean temperature 
of the coldest month decreased about 8 degrees in 7,000 years. In this time period the 
modelled European human population size decreased from 330,000 to 130,000. Further, 
due to increased solar insolation, during the very end of the last glacial, between 19 and 13 
kyr ago, the simulated European mean of the mean temperature of the coldest month rose 
about 12 degrees, and the modelled European human population size increased from 
150,000 to 400,000.  
 
3. In Paper II, the trend of the climate based forest fire risk, the FWI (Van Wagner, 1987), 
over Europe during 1960-2012, was investigated. The FWI was found to have risen in 
Eastern and Southern Europe during 1980-2012, whereas in Western and Northern Europe 
no statistically significant trends were found. 
 
4. In Paper I, the expected changes in the mean and extreme winds in Northern Europe under 
global warming were investigated by 9 GCMs under SRES A2, B1 and A1B scenarios. 
The results showed that changes in the mean and extreme winds are going to be small 
during the ongoing century: in parts of northwestern Russia and southern Baltic Sea the 
winds might increase by 2-4% and over the Norwegian Sea the winds might decrease by 
2-8%.  
 
5. In Paper V, the statistical relationship of the QBO and the surface AO index was used in 
post-processing 3-6 weeks surface temperature forecasts in Northern Europe and the skill 
scores of these forecasts were thereby slightly improved. As the S2S database ERF models 
have shown better prediction skills for the stratosphere than for the troposphere (Domeisen 
2019a, 2019b), and as the stratosphere has important precursors for the tropospheric 
weather (Kidson et al. 2015), and as in the future there might be changes in the mean 
stratospheric flow: I conclude that improving the modelling of the stratosphere in both 
climate and weather simulations seems utmost useful. 
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Changes in the mean and extreme geostrophic wind speeds
in Northern Europe until 2100 based on nine global
climate models
Hilppa Gregow,* Kimmo Ruosteenoja, Natalia Pimenoff and Kirsti Jylha¨
Finnish Meteorological Institute, Helsinki, Finland
ABSTRACT: This study aims at analyzing the mean and extreme geostrophic wind speeds in Northern Europe. The
analyses are based on nine global climate models and the Special Report on Emission Scenarios (SRES) A1B, A2 and B1
scenarios. The time frames studied consist of the baseline 1971–2000 and the future periods 2046–2065 and 2081–2100.
The SRES scenarios are considered both separately and combined. The extremes are calculated for the September–April
period for various return periods. The analysis is done by applying the program R and the Generalized Extreme Value
-methodology.
All projections indicate that both the mean and extreme geostrophic wind speeds will increase in the southern and
eastern parts of Northern Europe and decrease over the Norwegian Sea in September–April. The change over the ocean is
pronounced already in 2046–2065, over the continents in 2081–2100. For the model mean, the smallest change (2–6%)
was projected under the B1 and the largest (4–10%) under the A1B and A2 scenarios. However, spread among the
individual global circulation models (GCMs) was fairly large.
The ratios between the return level estimates for various return periods and the annual maximum wind speeds were
found nearly homogeneously independent of the time frame studied. For the baseline and future periods, the extreme winds
occurring once in 10 or 50 years were 13%± 2% and 22%± 5% stronger than the mean annual maxima, respectively.
The present findings serve as support for risk assessment such as required when planning the forest management
practices. Copyright  2011 Royal Meteorological Society
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1. Introduction
The socio-economic impacts of the violent extreme winds
caused by extratropical cyclones have been anomalously
large in Europe during the last two decades. For example,
in the Decembers of 1990 and 1999, respectively, a
total of 100 and 175 Mm3 of timber blew down in
winter storms throughout Europe (Ulbrich et al., 2001;
Dobbertin, 2002; Scho¨nenberger, 2002; Bru¨dl and Rickli,
2002). In January 2005, about 70 Mm3 of timber was
damaged in Sweden (Alexandersson, 2005; Bengtsson
and Nilsson, 2007) and in January 2007, about 45 Mm3
in Central Europe (Fink et al., 2009). In Finland, the most
destructive recent wind damages occurred in November
2001 and in July–August 2010. These storms caused
a loss of 7.3 and 8 Mm3 of timber, respectively. The
economic influence of the damaging winds as well as
the secondary damages caused, for instance, by the
insect attacks on the remaining trees (Nyka¨nen et al.,
1997; Valinger and Fridman, 1997; Scho¨nenberger, 2002;
Jo¨nsson et al., 2009; Jo¨nsson and Ba¨rring, 2010) are
* Correspondence to: Hilppa Gregow, Finnish Meteorological Institute,
P.O. Box 503, FI-00101 Helsinki, Finland.
E-mail: hilppa.gregow@fmi.fi
particularly harmful in the managed forests. This is
because the value of harvested timber reduces due
to the sudden excess of supply, at the same time
the unscheduled and less optimal harvesting procedures
increase the costs (Peltola et al., 2010).
Because of the recurrent damage to infrastructure and
forests by windstorms (Ulbrich et al., 2001; Dobbertin,
2002; Wernli et al., 2002; Pellikka and Ja¨rvenpa¨a¨, 2003;
Alexandersson, 2005; Pinto et al., 2007), the cyclone fre-
quency and intensity in Europe have gained a lot of
emphasis in research. For example, Ba¨rring and Fortu-
niak (2009) found pronounced interdecadal variability
in cyclone activity but no significant long-term trend
in southern Scandinavian storminess between 1780 and
2005. Correspondingly, Hanna et al. (2008) found no
sign of enhancement in storminess associated with cli-
matic change when investigating the Northern Euro-
pean and North Atlantic surface pressure variability
measurements since the 1830s. Additionally, accord-
ing to Ba¨rring and Fortuniak (2009) and Matulla et al.
(2007), in northern and central parts of Europe the
links of storminess to the North Atlantic Oscillation
(NAO) vary depending on the region and the time
periods.
Copyright  2011 Royal Meteorological Society
MEAN AND EXTREME GEOSTROPHIC WIND SPEEDS IN SCANDINAVIA UNTIL 2100 1835
In Northern Europe, strong winds are most frequent
in the cold season (September–April) because then the
spatial variations of temperature are highest (Lau, 1988,
Chang et al., 2002) and the conversion of available
potential energy to kinetic energy largest. According to
Donohoe and Battisti (2009), also of great importance is
the global stationary wave pattern that allows the Pacific
and Atlantic storm tracks to be connected. If the Pacific
and Atlantic cyclone tracks are disconnected, the storms
can develop rapidly but the intensities are weaker than
if the cyclone tracks are connected. This is independent
of the abundance of available potential energy. In line
with Donohoe and Battisti (2009), in the investigations
of Ulbrich et al. (2008), an increase in the number of the
deepest cyclones takes place in the northern North Pacific
in tandem with the eastern Northern Atlantic as the
global warming proceeds. Also Bengtsson et al. (2009),
who investigated winds at the 925 hPa level with the
ECHAM5 T213 model (63 km resolution), noticed that
the highest wind speeds in winter (December–February)
occur predominantly over the mid-latitude areas of the
Atlantic and Pacific Oceans.
To provide valid information for decision support, wind
speed projections based on various models and green-
house gas (GHG) scenarios should be analyzed in great
detail, considering also the associated uncertainties. In
this work, we study the modelled responses in the mean
and extreme geostrophic wind speeds (hereafter mean and
extreme Vg) to GHG forcing. The Vg speeds are consid-
ered rather than the true surface wind speeds because
the former are less affected by model parameterization
than the latter (Ro˜o˜m 1998, Zilitinkevich et al. 2002,
Schulz, 2008). The analysis concentrates on Northern
Europe, especially Finland and the Baltic Sea. The calcu-
lations are made using data from simulations performed
with nine global circulation models (GCMs) employ-
ing the Special Report on Emission Scenarios (SRES,
Nakic´enovic´ et al., 2000) A1B, A2 and B1 scenarios.
The periods to be compared represent the baseline cli-
mate 1971–2000 and projections for 2046–2065 and
2081–2100; for the future climate, model data at daily
level is only available for these discrete 20-year periods.
The surface geostrophic wind speeds are derived from
the model-simulated daily mean sea level pressure and
temperature fields. The analyses focus on the high-wind
season from September to April (SepApr).
The main goal of this paper is to explore the pro-
jected changes in the mean and extreme geostrophic wind
speeds. The simulated baseline period temporal mean
geostrophic wind speeds of nine GCMs are first com-
pared to the observational estimates derived from the
ERA-40 dataset (Uppala et al., 2005). Then the methods
used for the calculation of the projected changes in the
mean, maximum and extreme wind speed are described.
A comprehensive analysis of extreme wind speeds for
the various return periods is performed for all grid points
using the Generalized Extreme Value (GEV) theory and
the block maxima approach. For comparison, a simpli-
fied method that utilizes the close relationship between
the n-year return level estimates and the average annual
maximum is developed. This simple method is applicable
to daily practices, for instance, in climate centres, insur-
ance companies or other service providers, where service
based on climatic statistics is given based on the contin-
uously updated datasets. The uncertainty in the projected
changes is explored by finding out the difference among
the various GHG scenarios, individual model results as
well as the two methods applied in the extreme analyses.
2. Material and methods
2.1. Climate model data
In this work, altogether nine GCMs (Table I) were
used to study the changes in the surface geostrophic
wind speeds in Northern Europe (50°N, 10 °W → 80 °N,
40 °E). Three periods, i.e., years 1971–2000, 2046–2065
and 2081–2100 were examined. The nine models uti-
lized in this work are a subset of the 23 models used
in the Intergovernmental Panel on Climate Change 4th
Assessment Report in 2007. These GCMs represent sep-
arate institutes, and only models with spatial resolu-
tion of about 300 km (T42) or denser were included
in the analysis. The model-simulated sea level pressure
and the temperature data were downloaded from the
Coupled Model Intergovernmental Project 3 (CMIP3)
Table I. The outlines for the climate models employed in this work (see details for models from IPCC, 2007, Table VIII.1).
Model ID Institute Resolution Scenarios
BCCR-BCM2.0a Bjerknes Centre for Climate Research T63 (1.9° × 1.9°) A1B,A2
CGCM3.1(T63) Canadian Centre for Climate Modelling and Analysis T63 (1.9° × 1.9°) A1B,B1
CNRM-CM3 Me´te´o-France T63 (1.9° × 1.9°) A1B,A2,B1
ECHAM5/MPI-OM Max Planck Institute for Meteorology T63 (1.9° × 1.9°) A1B,A2,B1
GFDL-CM2.1 National Oceanic and Atmospheric Administration (NOAA) 2.0° × 2.5° A1B,A2,B1
IPSL-CM4 Pierre Laplace Institute 2.5° × 3.75° A1B,A2,B1
MIROC3.2(hires) Japan Center for Climate System Research T106 (1.1° × 1.1°) A1B,B1
MRI-CGCM2.3.2 Japan Meteorological Research Institute T42 (2.8° × 2.8°) A1B,A2,B1
NCAR-CCSM3b National Center for Atmospheric Research T85 (1.4° × 1.4°) A1B,A2,B1
a The data of BCCR-BCM2.0 available for years 1971–1998, 2046–2065 and 2081–2098.
b The data of NCAR-CCSM3 analyzed for years 1970–1999, 2045–2064 and 2080–2099.
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archive (Meehl et al., 2007). For the baseline period
1971–2000, one simulation for each model for the 30-
year period was available. For the future, however, only
20-year periods 2046–2065 and 2081–2100 with two
to three GHG simulations per model (Table I) were
available.
2.2. Calculation of the geostrophic wind speed
Because the CMIP3 data archive does not provide any
projections for the scalar wind velocity, we calculated
the daily mean geostrophic wind vector according to
Equation (1):
VGCMgdaily = (uGCMgdaily, vGCMgdaily) =
RTdaily
fpdaily
kˆ ×∇pdaily (1)
where ugdaily and vgdaily denote the 24-h means for the
zonal and meridional component of the wind, R the gas
constant of air, Tdaily the 24-h mean temperature, f the
Coriolis parameter and pdaily the 24-h mean surface air
pressure (SLP).
The components uGCMgdaily and vGCMgdaily were calculated
employing the intermediate points of the native grids of
the separate GCMs. This allowed us to use the small-
est possible grid size in the calculation. Interpolating the
component data linearly onto a common 2.5° × 2.5° grid
enabled us to build the multimodel statistics. The obser-
vational data applied for evaluation of the model data
was represented on the same grid. Time series for the 24-h
mean geostrophic wind vector were constructed for all the
nine GCMs for the three time spans and the three SRES
scenarios. The magnitude of the daily mean geostrophic
wind vector can be used as a qualitative measure for the
geostrophic wind velocity. This quantity systematically
underestimates the daily mean scalar geostrophic wind
speed, but the bias occurs both in the baseline period and
future GCM-simulated climate. Therefore, by express-
ing the projected changes in relative terms, despite this
bias we can have an idea of how the long-term mean
wind conditions will be altered in the future; for the util-
ity of this so-called delta-change approach, see Ra¨isa¨nen
(2007) and references therein. For brevity, in this paper
the magnitude of the daily mean geostrophic wind vector
is simply termed the ‘geostrophic wind speed’.
Using the daily geostrophic wind speed Vgdaily on
the 2.5° × 2.5° grid, we calculated the monthly mean
Vg(Month). The high-wind season statistics, Vg(SepApr)
corresponding to the mean and Vgx(SepApr) to the
maximum wind speed of each year, were calculated
from 1 September to 30 April and averaged over the
number of years available in the model simulations. The
calculations were done for each model for the 30-year
baseline climate 1971–2000 and for each model and
scenario for the two 20-year periods 2046–2065 and
2081–2100. The annual maximum wind speeds of each
scenario were combined to form samples. This meant
that for the baseline, we had only 30 maxima per GCM.
Concerning the future periods, six of the GCMs had all
three scenarios (A1B : A2 : B1) and therefore 60 maxima
Table II. Grid points used in the monthly mean and extreme
wind speed investigations.
Grid point name Latitude °N Longitude °E
Baltic Sea/SEA 55 15
Helsinki 60 25
Joensuu/FOREST 62.5 30
Jyva¨skyla¨ 62.5 25
Kajaani 65 27.5
Kauhava 62.5 22.5
Rovaniemi 65 25
Sodankyla¨ 67.5 25
The names of the points refer to synoptic weather stations close to the
points. The extreme value analysis was done for the two grid points
that have been provided with a specific name (SEA, FOREST).
per sample. The other GCMs had only two scenarios
either A1B : A2 or A1B : B1 meaning 40 maxima to be
used in the extreme analyses. The results based on the
model-wise extreme analyses were combined to form the
nine-GCM A1B : A2 : B1 ensemble. The significance of
the projected changes was tested by using the two tailed
Student’s t-test.
The grid points used in the detailed investigations
included one grid point in the southern Baltic Sea and
seven land grid points that are located close to the
wind measurement stations in Finland (Table II and the
Appendix of this paper). For the simplified extreme value
analysis, extreme winds on several return periods were
calculated for the sea grid point and one of the land grid
points. These grid points have been provided with specific
names SEA and FOREST.
2.3. Assessing the quality of the GCM data
The quality of the model-inferred geostrophic winds
was assessed by comparing them with the correspond-
ing observation-based approximation. We employed the
ERA-40 dataset (Uppala et al., 2005) in which the pres-
sure analyses are given at 6-h intervals. We first averaged
the four consecutive SLP analyses to obtain the daily
mean pressure and then calculated the vector (uERAgdaily,
vERAgdaily) from the gradient of this pressure field (Equa-
tion (1)).
The systematic error of the modelled geostrophic wind
speed for the high-wind season is depicted in the upper
panel of Figure 1. The bias is generally fairly small, of
the order of magnitude of 0.5 m s−1, the 9-GCM mean
tending to slightly underestimate the observed Vg. Larger
errors are seen in the vicinity of mountainous areas in
Central Europe, and in particular, close to Greenland. In
those areas, it is evident that the distribution of Vg is
seriously affected by reduction of the surface pressure to
standard sea level.
The seasonal cycle of the modelled and observation-
based geostrophic wind speeds at four grid points
are compared in the lower panels of Figure 1. The
observation-derived time mean geostrophic wind is
weakest in summer, about 7 m s−1, and strongest,
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Figure 1. Map: The difference of the 9-GCM mean geostrophic wind speed for the September to April season from its observation-based
counterpart derived from the ERA-40 dataset; an average for the baseline period 1971–2000, with a contour interval of 0.5 m s−1. Small
diagrams: The seasonal cycle of Vg at four locations. The thick line shows the multimodel mean and the shading the ± one standard deviation
interval, derived from the simulations performed with the 9-GCMs. The corresponding geostrophic wind speeds calculated from the ERA-40
dataset are denoted by dots.
11–13 m s−1, in winter or late autumn. The seasonal
cycle is reproduced by the models reasonably well, even
though the amplitude tends to be somewhat underesti-
mated. Almost invariably, however, the observed values
differ from the multimodel mean by less than one stan-
dard deviation of the modelled values.
2.4. Calculation of the extreme geostrophic wind
speeds by two alternatives
2.4.1. Primary method: block maxima with the gridded
dataset
The datasets of the modelled Vgx(SepApr) were analyzed
using the GEV theory (Coles, 2001; Castillo et al., 2004;
Wehner et al., 2010). We used the block maxima method
by employing the program R, a free software devel-
oped by the National Center for Atmospheric Research
(NCAR) (Katz et al., 2005) and downloadable from the
internet to be used for instance for calculating extreme
values of climate parameters.
The estimated probabilities of the extreme geostrophic
wind speeds are expressed in terms of the return periods
and the corresponding return level estimates. The return
level estimates are defined as the threshold that is
exceeded at any given period with the probability of
p = 1/T , T being referred to as the return period (RP)
(or waiting time) in years.
First, the GEV distributions were fitted to the sampled
annual maxima using the cumulative distribution function
(Equation (2)):
F(x;µ, σ, ξ) =


exp
[
− exp
(
−
x − µ
σ
)]
, ξ = 0
exp
[
−
(
1+ ξ x − µσ
)−1/ξ]
,
ξ = 0, 1+ ξ x − µσ > 0,
(2)
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where µ, σ and ξ represent the location, scale and shape
parameters of the distribution function, respectively. The
sign of the shape parameter ξ defines the type of the
GEV distribution. When ξ = 0, the distribution is of
Gumbel type (light-tailed), when ξ < 0, the distribution
is of the bounded Weibull type and in the case of ξ > 0,
the distribution represents the Frechet distribution with a
heavy tail on the right.
After the parameters µ, σ and ξ were estimated from
the sample of annual maxima, the return level estimates
Vgx(RP) could be determined for various return periods
RP (e.g., 10 and 50 years) using Equation (3):
Vgx(RP) =


µ− σ ln
[
− ln
(
1− 1RP
)]
, ξ = 0
µ− σ
ξ
[
1−
{
− ln
(
1− 1RP
)}−ξ]
, ξ = 0.
(3)
The software toolkit ‘extRemes’ of the program R
uses the Broyden–Fletcher–Goldfarb–Shanno (BFGS)
method (Broyden, 1970, Fletcher, 1970, Goldfarb, 1970,
Shanno, 1970) for optimization. With the software toolkit
version that was suitable for the gridded datasets, the
Vgx(RP) could be determined systematically for the
chosen return periods for all individual GCMs. After
that, it was possible to form the 9-GCM ensemble for
the combined A1B : A2 : B1 scenario and the 6-GCM
ensemble utilizing the various scenarios.
2.4.2. Simplified method: Vgx statistics and block
maxima at two grid points
Because the ratio of the Vgx(RP) to the average annual
maximum Vgx(SepApr) proved to be rather homogeneous
over the domain (not shown) another way of estimating
the return level estimates was developed by using a
new simplified approach. In this simplified approach,
the detailed extreme analyses were conducted by using
data at two grid points: 55°N, 15 °E (SEA) and 62.5 °N,
30 °E (FOREST). The ratio of the extreme wind speeds
Vgx (RP) to the average September–April maximum Vgx
(SepApr) was then calculated for each model according
to Equation (4):
CFgridGCM(RP) = V gridgxGCM(RP)/V gridgx (SepApr)GCM (4)
The grid point coefficients CFgridGCM obtained from Equa-
tion (4) were averaged over the nine GCMs for each
return period to calculate coefficients CF71 for the
period 1971–2000, CF46 for 2046–2065 and CF81 for
2081–2100. The values of the coefficients for the dif-
ferent periods proved to be nearly identical (Table III).
Therefore, a time-independent coefficient, CFALL, was
derived by averaging the coefficients determined for the
three periods 1971–2000, 2046–2065 and 2081–2100.
Using the model-wise time-dependent coefficients CF71,
CF46 and CF81, we also assessed the spread of the
Table III. Coefficients determining the ratio of the extreme
geostrophic wind speeds Vg(RP) to the mean annual maximum
Vgx(SepApr) (for definition, see text) as a function of the return
level; an average over the two grid points (SEA and FOREST)
and as a function of the return period and the time span.
RP (years) 5 10 50 100
CF71(RP) 1.08 1.13 1.22 1.26
CF46(RP) 1.08 1.13 1.22 1.26
CF81(RP) 1.08 1.14 1.23 1.27
CFALL(RP) 1.08 1.13 1.23 1.26
CF71 (RP) corresponds to the baseline period 1971–2000, CF46 (RP)
to 2046–2065 and CF81 (RP) to 2081–2100. The average of the three
coefficients CFALL is shown on the bottom row.
changes (cf Section 3.3.2) between the future and the
baseline periods.
On the basis of the average and the standard devia-
tion of the coefficients CF for the nine GCMs and the
three periods at the two grid points SEA and FOR-
EST, we obtained upper and lower estimates for the
values of CFALL for each return period. The regres-
sion curves fitted to the minima, average and maxima of
CFALL are shown in Figure 2. These, plotted as a func-
tion of the return period, give the coefficients by which
we can approximate the extreme Vgx(RP) with uncer-
tainty intervals on arbitrary return periods if Vgx(SepApr)
is known. According to Figure 2, the wind speeds that
occur once in 5-, 10-, 50- and 100-years are approxi-
mately 8%± 1%, 13%± 2%, 23%± 5% and 26%± 6%,
respectively, stronger than the average Vgx(SepApr); i.e.
the longer the return period, the larger the uncertainty in
the coefficient.
2.5. Sensitivity analysis
As the main part of this work focused on the combined
A1B : A2 : B1 scenario using an ensemble of nine GCMs,
it was also of interest to find out how important the
differences among the various GHG scenarios are. For
that purpose we repeated all calculations for the mean
CFALL = 0.060ln(RP) + 0.99
R2 = 0.9975
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Figure 2. Coefficient CFALL (for definition see text) as a function
of the return period RP. Grey boxes show the best estimate values
of CFALL for RP of 5, 10, 50 and 100 years The deviation among the
model-wise estimates of the three time spans at the two grid points SEA
and FOREST per return period is marked with the bars. Regression
curves corresponding to the low, best and high estimate are also given.
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and extreme wind speeds under the individual scenarios
for a set of six GCMs that all had the three SRES
scenarios available. Additionally, as the extreme analyses
were performed both by using the whole gridded dataset
and the simplified method, a comparison of the results of
these two methods for the projected changes in the 10-
and 50-year return level estimates was made.
3. Results
3.1. Mean geostrophic wind speeds
3.1.1. Projected changes
On the basis of the multimodel mean projections, the
surface geostrophic wind speeds increase slightly in the
southern and southeastern parts of Northern Europe and
decrease over the Norwegian Sea (Figure 3). The geo-
graphical pattern of the change is qualitatively very sim-
ilar for the A1B, A2 and B1 scenarios and the combined
A1B : A2 : B1 ensemble scenario. This is so, although
the responses to the separate scenarios are based on six
rather than nine GCMs. The largest increase (>4% by
2081–2100) occurs over southern Baltic Sea and the
adjacent land areas under the A1B and A2 scenarios. The
smallest and statistically least significant changes are seen
under the B1 forcing. The combined A1B : A2 : B1 sce-
nario yields fairly similar changes regardless of whether
a mean of six (not shown) or nine GCMs is examined.
The mean wind responses for each calendar month for a
number of individual locations under the A1B-scenario
are reported in the Appendix. During the windiest time
of the year, the monthly mean wind speeds will start
to increase in the Baltic Sea already in 2046–2065
(Table AI). In Finland, increases are largest (5–7%)
in November and January by 2081–2100. In Novem-
ber–February 2081–2100, a positive shift of 5–10% is
projected to materialize in the Baltic Sea (Table AII).
3.1.2. Uncertainty
The simulated change in the monthly mean geostrophic
wind speed varies from one model to another. To assess
the resulting uncertainty, we fitted a normal distribution
to the set of projections of changes in Vg of the individual
models at the SEA and FOREST grid points, and
determined the percentage points from this distribution.
In winter and late autumn, the multimodel mean change
in the mean Vg manifests a positive trend, up to 5–10%
in a century for some months (Figure 4). In summer, the
multimodel mean response is negligibly small. However,
the scatter among the model simulations is quite large. At
the SEA grid point, the probability for a positive change
is more than 75% from October to February, whereas at
the FOREST grid point this limit is only exceeded in
November and January. According to the upper-estimate
change (the 95th percentage point of the distribution),
monthly mean wind speeds would increase by up to
15%. These increases, roughly speaking, occur in the
months with the largest climatological wind speeds under
the control period (Figure 1). However, as the ensemble
consists of only nine GCMs, this uncertainty analysis
should be considered as suggestive.
The projections also fluctuate between consecutive
months (Figure 4). This holds both for the multimodel
mean change and the width of the uncertainty interval.
Evidently this variability is largely stochastical by its
nature rather than caused by any physical grounds.
For the mean of the high-wind season, the model-
based probability for more intense average winds in
the future is quite large, about 88% for both grid
points examined in Figure 4. According to the t-test,
this indicates that the deviation of the multimodel mean
change from zero is confident at more than 95% level
(Figure 3(b)). Conversely, the multimodel mean response
is insignificantly small at both grid points (Figure 4) in
the low-wind season (May–August).
3.2. Extreme geostrophic wind speeds determined
from the gridded dataset with the primary method
3.2.1. Projected changes based on the combined
A1B : A2 : B1 scenario
The projected changes in the extreme geostrophic wind
speeds are shown in Figure 5. By the period 2046–2065,
the extreme wind speeds change very little and only
a small fraction of these changes are systematically
significant. The pattern of change is also rather noisy.
For the latter 20-year period the changes become more
pronounced. The 10- and 50-year return level estimates
increase by 2–4% and 2–8%, respectively, in the eastern
part of the study area (20 °E–40 °E). The changes are
statistically more significant for the 10-year than for
the 50-year return level estimates. The decreases over
the Norwegian Sea are of the order of 2–4% but only
the changes in the 10-year return level estimates are
statistically significant.
As far as the individual GCMs are concerned, the
weakest changes by 2046–2065 were projected by IPSL
and the strongest ones by CNRM (not shown). For
the 20-year period 2081–2100, the weakest changes for
the whole domain were produced by GFDL-CM2.1 and
the largest ones by CNRM. The 10-year return level
estimates produced by the individual models seemed to
be rather reasonable. With the longer return periods, by
contrast, anomalously high values of change appeared in
the analyses around some grid points. This phenomenon
occurred in the 50-year return periods in the extreme
value analyses of BCCR-BCM2.0, GFDL-CM2.1 MRI-
CGCM2.3.2, MIROC3.2 (hires), ECHAM5/MPI-OM and
CGCM3.1 (T63). Simulated by these individual GCMs,
local increases up to 20% and decreases of 16% occurred
at some grid points.
3.2.2. Difference due to the GHG emission scenarios
Changes in the 10-year return level estimates of Vg as
responses to the individual A1B, A2 and B1 scenarios are
shown in Figure 6. As in the case of the mean Vg speed
(Figure 3), the B1 forcing gives smallest and the A1B
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3. The multimodel mean percent changes in the September–April average geostrophic wind speeds from 1971–2000 to 2046–2065 (left)
and from 1971–2000 to 2081–2100 (right). From the top (a) and (b) 9-GCM mean A1B : A2 : B1; (c) and (d) 6-GCM A1B; (e) and (f) 6-GCM
A2; and (g) and (h) 6-GCM B1. Shading indicates the areas where the change is statistically significant at the 95% level. Positive changes are
marked with long dashed line and negative with dots. The zero contour is omitted.
and A2 forcing largest decreases and increases. Addi-
tionally, the A1B- and A2-scenarios project fairly similar
changes both in time and location (Figure 6). Positive
changes of 2–6% are projected to materialize in Finland
and the northwestern part of Russia. Negative changes of
similar magnitude appear in the analyses over the Nor-
wegian Sea.
3.3. Extreme wind speeds using the simplified method
3.3.1. Comparison of the two methods used
for analyzing the extreme winds
The spatial distributions of the projected changes in
the return level estimates of the extreme geostrophic
wind speeds proved to be were qualitatively similar
regardless of whether the primary (Figure 5) or the
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Figure 4. The seasonal cycle of the projected change in the monthly mean geostrophic wind from 1971–2000 to 2081–2100 under the A1B
scenario at the two grid points SEA and FOREST: a probability distribution. The bars represent the 25–75 and whiskers the 5–95 probability
interval. Numbers 1–12 refer to the calendar months. In addition to individual months, the corresponding probability intervals are depicted for
the entire high- and low-wind seasons (H and L).
(a) (b)
(c) (d)
Figure 5. Changes in the return level estimates in percentages derived from the gridded dataset when comparing the periods 2046–2065 (left)
and 2081–2100 (right) to 1971–2000 climate using the 9-GCM mean and the combined A1B : A2 : B1 scenario. In (a) and (b) depicted are the
changes for the 10-year and in (c) and (d) for the 50-year return level estimates. Shading indicates the areas where the change is statistically
significant at the 95% level. The zero contour is omitted.
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(a) (b)
(c) (d)
(e) (f)
Figure 6. The changes in the 10-year return level estimates from 1971–2000 to 2046–2065 (on the left) and from 1971–2000 to 2081–2100
(on the right) for individual SRES scenarios as an average of six GCM simulations. From the top the 6-GCM mean (a) and (b) A1B; (c) and
(d) A2; (e) and (f) B1. Shading indicates the areas where the change is statistically significant at the 95% level.
simplified method (Figure 7) was used. As for the gridded
dataset, the simplified method gives weaker changes for
2046–2065 than for 2081–2100. Similarly, the main
pattern of changes followed that described already when
using complete method: an increase of 2–4% in Finland
and the northwestern part of Russia and a decrease
over the Norwegian Sea. One clear advantage in the
simplified method is that it filters the anomalously large,
evidently physically unrealistic grid point estimates that
were present in six of the GCMs (see Section 3.2.1) when
using the primary method.
3.3.2. Differences among the model simulations at two
grid points
Using the model-wise coefficients CFGCM obtained by
the simplified approach and fitting a normal distribution
to the set of projections based on these coefficients,
we can define the percentage points for the changes of
Vgx(RP10) and Vgx(RP50). These distributions are shown
in Figure 8. In the extreme analyses considering the 10-
year return level and the period 2046–2065, the proba-
bility of a positive change at the grid points SEA and
FOREST is about 75 and 50%, respectively (Figure 8).
In 2081–2100, the extreme wind speeds of the 10-year
return level show, at both points, an increase at about
75% probability. For the changes of the 50-year return
level, the uncertainty intervals are much broader than for
the 10-year level. The interval for the period 2081–2100
ranges from about −9 to +13% at both grid points. In
other words, even the sign of the change in the 50-year
return level estimates of geostrophic wind speeds at these
two grid points, SEA and FOREST, is highly uncertain.
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(a) (b)
(c) (d)
Figure 7. The percent changes in September–April extreme geostrophic wind speeds when using the simplified method with the time-dependent
coefficients (Table III). For denotations see Fig. 5.
(a) (b)
Figure 8. The probability distribution of the projected changes in the high-wind season (Sep–Apr) extreme geostrophic wind speeds from
1971–2000 to 2046–2065 and from 1971–2000 to 2081–2100 under the A1B : A2 : B1 scenario on the 10-year (dark shading) and 50-year
(light shading) return levels. The bars represent the 25–75 and whiskers the 5–95 probability interval. Horizontal line inside the bars depicts
the multimodel median. This figure is available in colour online at wileyonlinelibrary.com/journal/joc
4. Discussion
In this work, the main focus was on analysing the pro-
jected changes of the mean and extreme geostrophic
winds (Vg) in Northern Europe as well as the uncer-
tainties and sensitivity in the analyses. The analyses of
the extreme Vg on the different return periods were done
using the GEV theory (Coles, 2001, Castillo et al., 2004)
and the block maxima approach with the program R uti-
lizing the extRemes software toolkit package (Katz et al.,
2005). As the responses in extreme wind speeds were
approximately homogeneously proportional to the aver-
age maximum wind speeds changes in September–April,
a simplified method for estimating wind extremes was
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developed. This method used the annual maxima statistics
at two grid points (55°N, 15 °E and 62.5 °N, 30 °E).
Applying the simplified approach, the unrealistic return
level estimates found at some grid points in the study
area in some of the GCMs could be filtered.
The projected changes with the mean and extreme
geostrophic winds became clearly significant in the lat-
ter 20-year period 2081–2100. For the mean wind
the changes and their significance covered larger areas
than the changes in the extreme wind speeds did
(Figure 3(a),(b) vs Figure 5). However, in all the calcula-
tions the resulting pattern bared several similarities: there
was an increase in southern and eastern Northern Europe
and a decrease over the Norwegian Sea. The A1B and
A2 forcing showed stronger increases at the end of the
century than the B1 forcing.
By comparing the GCM-based average high-wind
season maximum Vgx to the corresponding extreme
geostrophic wind speeds on the various return periods
Vgx(RP), we found that for instance the 10 and 50 year
return period extreme wind speeds are, respectively,
13%± 2% and 22%± 5% stronger than the average
September–April maxima. This finding was true for the
three time periods and two grid point locations studied.
The extreme wind speeds will increase on average by
2–4% in the southern and eastern parts of Northern
Europe, whereas a decrease of 2–6% dominates over
the Norwegian Sea. Nikulin et al. (2011), who evaluated
the future projections of 20-year return level estimates of
gust winds by performing the downscaling of six GCMs,
found similarly that the increase in winds is dominant in
a zone stretching from northern parts of France over the
Baltic Sea towards northeast. In their work the decrease
over the Norwegian Sea was somewhat less robust and
stretched over Norway.
5. Conclusions and final remarks
The two methods used for analyzing the extreme wind
speeds in this work gave qualitatively similar results. The
results are more robust for the short return periods. There-
fore, we assume that only a small part of the uncertainty
in the estimated return level estimates originated from the
extreme value analysis itself and that most of the uncer-
tainty related to the extreme wind speed analyses resulted
from the spread among the different GCMs. Similarly,
Kharin et al. (2007), who studied the changes in tem-
perature and precipitation extremes of a GCM ensemble,
concluded that model differences generally dominate the
uncertainty. Additionally, as the block maxima approach
is somewhat sensitive to the sample size, a better way
could be to employ the peak over threshold (POT) and
bootstrapping methods (Naess and Clause, 2000) instead.
Wehner (2010) who focused on the sources of uncertainty
in the extreme temperature analyses found, however, that
the return level estimates obtained by employing aver-
aged empirical and parametric methods compare reason-
ably well even then when the cumulative distribution
function is problematic to fit to the sample.
When we examine the individual months in Finland
and the Baltic Sea, we can see that wind speeds are
projected to increase from October to February. Despite
the fact that the extreme winds are not expected to
increase greatly in Northern Europe in the future, the
wind-induced risks to forests could still be expected
to increase under the changing climate. The influence
of an increase in wind speed in forests in Finland is
accompanied and strengthened by the reduction of the
frozen soil period during the windiest seasons (i.e. from
late autumn to early spring) (Peltola et al., 1999, Gregow
et al., 2011). Moreover, under the warming climate
the forest growth is projected to increase (Kelloma¨ki
and Leinonen, 2005, Kelloma¨ki et al., 2008), which
increases the need to manage forests more often or with
higher intensity (i.e., thinning, final fellings) (Peltola
et al., 2010). In the future work, similar analyses as
presented in this paper would be important to do by
examining the wind speeds together with other climate
parameters. For instance, the changes in the wind speeds
and directions, snow loads and soil frost (Gregow et al.,
2008, 2011) could be combined model-wise for assessing
the uncertainties in the projected climatological risks to
wind- and snow-induced damages in forests. Wind speeds
and snow loads in unfrozen and frozen ground have
different impacts on the exposure of trees to bending,
breakage and uprooting depending also on the tree age,
stand characteristics, tree type and the recent management
practices (Peltola et al., 1999, Gregow et al., 2011).
Although the GCM simulate the extratropical cyclone
tracks and even the storm developments rather well (Geng
and Sugi, 2003, Leckebusch and Ulbrich, 2004, Lambert,
2004, Bengtsson et al., 2006, Leckebusch et al., 2008,
Ulbrich et al., 2008, Fink et al., 2009), there are still
many details that need further research, especially when
the focus is on winds. Aspects such as the projected
reduction of snow cover (Jylha¨ et al., 2008, Ra¨isa¨nen
and Eklund, 2011), retreat of sea-ice (Gordon et al.,
2000, Mueter and Litzow, 2008), uncertainties in the land
surface parameterization (Fischer et al., 2010) and the
boundary layer processes as well as the modes in the
ocean circulation can have essential unknown feedbacks
to the storm and wind climate. As many such parameters
and feedbacks are currently not yet adequately described
in the GCMs, there is clearly still such uncertainty, i.e.
in the climate projections that cannot even be estimated.
Therefore, the results of this work should be considered
mainly suggestive.
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Appendix: Monthly mean Vg changes at various grid
points in Finland and over the Baltic Sea
In 2046–2065, over the southern Baltic Sea, the Vg
(Month) increases during October–November and Jan-
uary–February by 3–6% (Table AI). In Finland, such an
increase is only seen in November while other months are
only showing 1–3% changes of either positive or nega-
tive sign. Decrease dominates in Finland in March and
April.
For the period 2081–2100, the changes are qualita-
tively similar to those for 2046–2065 but larger in ampli-
tude. However, a general decrease is now only seen in
Table AI. The 9-GCM average percentage changes in monthly
mean wind speeds at the grid points presented in Table I as a
response to the A1B scenario for the period 2046–2065 relative
to 1971–2000.
2046–2065 Month
Location 1 2 3 4 5 6 7 8 9 10 11 12
Baltic Sea 3 5 0 −1 1 4 −3 −1 0 4 6 2
Helsinki 2 3 −2 −1 0 2 0 −1 3 2 6 1
Joensuu 0 2 −2 −1 −1 −1 −1 −2 3 2 5 1
Jyva¨skyla¨ 2 2 −3 −1 −1 0 1 −1 3 2 5 1
Kauhava 2 2 −2 −1 −1 1 0 0 3 2 4 1
Kajaani 1 1 −2 −2 −1 0 −2 −1 1 2 3 0
Rovaniemi 2 1 −2 −2 −1 1 0 0 1 1 3 0
Sodankyla¨ 1 1 −2 −3 0 0 −1 0 0 2 3 0
Table AII. The 9-GCM average percentage changes in monthly
mean wind speeds at the grid points presented in Table I as
a response to the A1B scenario for the period 2081–2100 to
1971–2000.
2081–2100 Month
Location 1 2 3 4 5 6 7 8 9 10 11 12
Baltic Sea 6 6 1 3 1 1 0 0 0 4 10 5
Helsinki 6 2 −2 1 0 1 1 1 2 3 6 2
Joensuu 6 2 −3 0 −1 −1 0 −1 2 3 7 2
Jyva¨skyla¨ 7 2 −3 1 0 0 0 0 1 4 5 1
Kauhava 6 2 −2 1 0 0 0 0 1 4 5 0
Kajaani 5 3 −3 0 −1 0 −3 −1 1 2 5 1
Rovaniemi 5 3 −3 0 0 1 −1 0 1 3 5 0
Sodankyla¨ 4 2 −2 −2 −2 0 −1 1 0 3 5 2
March (Table AII). In November, the increase is 5–10%,
being largest in the Baltic Sea and smallest in northern
Finland. In January, the corresponding increase is 4–7%.
More intense winds are likewise expected in October in
the future although the change is mostly 2–4%. The
differences between individual months indicate that an
increase in the wind speeds is most likely in Septem-
ber–February.
References
Alexandersson H. 2005. Den stora januaristormen 2005. Va¨der och
Vatten 1: 11 (In Swedish).
Ba¨rring L, Fortuniak K. 2009. Multi-indices analysis of southern
Scandinavian storminess 1780–2005 and links to interdecadal
variations in the NW Europe-North Sea region. International Journal
of Climatology 29: 373–384.
Bengtsson A, Nilsson C. 2007. Extreme value modeling of storm
damage in Swedish forests. Natural Hazards and Earth System
Sciences 7: 3518–3543.
Bengtsson L, Hodges KI, Rockner E. 2006. Storm tracks and climate
change. Journal of Climate 19: 3518–3543.
Bengtsson L, Hodges KI, Keenlyside N. 2009. Will extratropical
storms intensify in a warmer climate? Journal of Climate 22:
2276–2301.
Broyden CG. 1970. The convergence of a class of double-rank
minimization algorithms. Journal of the Institute of Mathematics and
Its Applications 6: . 76–90.
Bru¨dl M, Rickli C. 2002. The storm Lothar 1999 in Switzerland – an
incident analysis. Forest Snow Landscape Research 77: 207–216.
Castillo E, Hadi AS, Balakrishnan N, Srabia JM. 2004. Extreme Value
and Related Models with Applications in Engineering and Science.
Wiley: New York.
Chang EKM, Lee SY, Swanson KL. 2002. Storm track dynamics.
Journal of Climate 15: 2163–2183.
Coles S. 2001. An Introduction to Statistical Modeling of Extreme
Values. Springer-Verlag: London, 242 pp.
Dobbertin M. 2002. Influence of stand structure and site factors on
wind damage comparing the storms Vivian and Lothar. Forest Snow
Landscape Research 77: 187–204.
Donohoe A, Battisti DS. 2009. Causes of reduced Atlantic storm
activity in a CAM3 simulation of the last glacial maximum. Journal
of Climate 22: 4793–4808.
Fink AH, Bru¨cher T, Ermert V, Kru¨ger A, Pinto JG. 2009. The
European storm Kyrill in January 2007: synoptic evolution,
meteorological impacts and some considerations with respect to
climate change. Natural Hazards and Earth System Sciences 9:
405–423.
Fischer EM, Lawrence DM, Sanderson BM. 2010. Quantifying
uncertainties in projections of extremes – a perturbed land surface
parameter experiment. Climate Dynamics. DOI: 10.1007/s00382-
010-0915-y.
Fletcher R. 1970. A new approach to variable metric algorithms.
Computer Journal 13: 317–322.
Geng Q, Sugi M. 2003. Possible change of extratropical cyclone
activity due to enhanced greenhouse gases and sulphate
aerosols – study with high resolution AGCM. Journal of Climate
16: 2262–2274.
Goldfarb D. 1970. A family of variable metric updates derived
by variational means. Applied Mathematics and Computation 24:
23–26.
Gregow H, Vena¨la¨inen A, Peltola H, Kelloma¨ki S, Schultz D. 2008.
Temporal and spatial occurrence of strong winds and large snowfalls
amounts in Finland during 1961–2000. Silva Fennica 42(4):
515–534.
Gregow H, Peltola H, Laapas M, Saku S, Vena¨la¨inen A. 2011.
Combined occurrence of wind, snow loading and soil frost with
implications for risks to forestry in Finland under the current and
changing climatic conditions. Silva Fennica 45(1): 35–54.
Gordon C, Cooper C, Senior CA, Banks H, Gregory JM, Johns TC,
Mitchell JFB, Wood RA. 2000. The simulation of SST, sea ice extent
and ocean heat transports in a version of the Hadley Centre coupled
model without flux adjustments. Climate Dynamics 16: 147–166,
DOI: 10.1007/s003820050010.
Copyright  2011 Royal Meteorological Society Int. J. Climatol. 32: 1834–1846 (2011)
1846 H. GREGOW et al.
Hanna E, Cappelen J, Allan R, Jonsson T, Le Blancq F, Lillington T,
Hickley K. 2008. New insights into North European and North
Atlantic surface pressure variability, storminess, and related climatic
change since 1830. Journal of Climate 21(24): 6739–6766, DOI:
10.1175/2008JCLI2296.1.
Jylha¨ K, Fronzek S, Tuomenvirta H, Carter TR, Ruosteenoja K. 2008.
Changes in frost, snow and Baltic Sea ice by the end of the twenty-
first century based on climate model projections for Europe. Climatic
Change 86: 441–462.
Jo¨nsson A-M, Ba¨rring L. 2010. Future climate impact on spruce bark
beetle life-cycle in relation to uncertainties in regional climate model
data ensembles. Tellus A 63(1): 158–173, DOI: 10.1111/j.1600-
0870.2010.00479.x.
Jo¨nsson AM, Appelberg G, Harding S, Ba¨rring L. 2009. Spatio-
temporal impact of climate change on the activity and voltinism
of the spruce bark beetle, Ips typographus . Global Change Biology
15: 486–499.
Katz RW, Bruch GS, Parlange MB. 2005. Statistics of extremes:
modelling ecological disturbances. Ecology 86: 1124–1134.
Kharin VV, Zwiers FW, Zhang X, Hegerl GC. 2007. Changes
in temperature and precipitation extremes in the IPCC ensemble
of global coupled model simulations. Journal of Climate 20:
1419–1444.
Kelloma¨ki S, Leinonen S. 2005. Management of European
Forests Under Changing Climatic conditions, Faculty of Forestry
Research Notes 163. University of Eastern Finland: Joensuu,
427.
Kelloma¨ki S, Peltola H, Nuutinen T, Korhonen KT, Strandman H.
2008. Sensitivity of managed boreal forests in Finland to climate
change, with implications for adaptive management. Philosophical
Transactions of the Royal Society B 363: 2339–2349.
Lambert S. 2004. Changes in winter cyclone frequencies and
strengths in transient enhanced greenhouse warming simulations
using two coupled climate models. Atmosphere-Ocean 42(3):
173–181.
Lau NC. 1988. Variability of the observed mid-latitude storm tracks in
relation to low-frequency changes in the circulation pattern. Journal
of Atmospheric Sciences 45: 2718–2743.
Leckebusch GC, Ulbrich U. 2004. On the relationship between cyclones
and extreme windstorm events over Europe under climate change.
Global and Planetary Change 44: 181–193.
Leckebusch GC, Donat M, Ulbrich U, Pinto JG. 2008. Mid-latitude
cyclones and storms in an ensemble of European AOGCMs under
ACC. Clivar Exchanges 13(3): 3–15.
Matulla C, Scho¨ner W, Alexandersson H, von Storch H, Wang XL.
2007. European storminess: late nineteenth century to the present.
Climate Dynamics 31: 125–130.
Meehl GA, Covey C, Delworth T, Latif M, McAvaney B, Mitchell
JFB, Stouffer RJ, Taylor KE. 2007. The WCRP CMIP3 multimodel
dataset: a new era in climate change research. Bulletin of American
Society 88: 1383–1394.
Mueter FJ, Litzow MA. 2008. Sea ice retreat alters the biogeography
of the Bering Sea continental shelf. Ecological Applications 18:
309–320, DOI: 10.1890/07-0564.1.
Naess A, Clause PH. 2000. The peaks over threshold and bootstrapping
for estimating long return period design values. In 8th ASCE
Speciality Conference on Probabilistic Mechanics and Structural
Reliability, PMC2000-151.
Nakic´enovic´ N, Alcamo J, Davis G, de Vries B, Fenhann J, Gaf-
fin S, Gregory K, Gru¨bler A, Jung TY, Kram T, La Rovere EL,
Michaelis L, Mori S, Morita T, Pepper W, Pitcher H, Price L,
Riahi K, Roehrl A, Rogner H-H, Sankovski A, Schlesinger M,
Shukla P, Smith S, Swart R, van Rooijen S, Victor N, Dadi Z. 2000.
IPCC Special Report on Emissions Scenarios. Cambridge University
Press: Cambridge and New York, 599 pp.
Nikulin G, Kjellstro¨m E, Hansson U, Strandberg G, Ullerstig A. 2011.
Evaluation and future projections of temperature, precipitation
and wind extremes over Europe in an ensemble of regional
climate simulations. Tellus 63A: 41–55, DOI: 10.1111/j.1600-
0870.2010.00466.x
Nyka¨nen M-L, Peltola H, Quine C, Kelloma¨ki S, Broadgate M. 1997.
Factors affecting snow damage of trees with particular reference to
European conditions. Silva Fennica 31(2): 193–213.
Pellikka P, Ja¨rvenpa¨a¨ E. 2003. Forest stand characteristics and wind
and snow induced forest damage in boreal forest. In Proceedings
of the International Conference on Wind Effects on Trees, 16–18
September 2003, University of Karlsruhe: Germany.
Peltola H, Kelloma¨ki S, Va¨isa¨nen H. 1999. Model computations on the
impact of Climatic Change on the windthrow risk of trees. Climatic
Change 41: 17–36.
Peltola H, Ikonen V-P, Gregow H, Strandman H, Kilpela¨inen A,
Vena¨la¨inen A, Kelloma¨ki S. 2010. Impacts of climate change on
the forest dynamics and timber production with implications on the
regional risks of wind-induced damage to forests in Finland. Forest
Ecology and Management 260(5): 833–845.
Pinto JG, Fro¨hlich EL, Leckebusch GC, Ulbrich U. 2007. Changing
European storm loss potentials under modified climate conditions
according to ensemble simulations of the ECHAM5/MPI-OM1
GCM. Natural Hazards and Earth System Sciences 7: 165–175.
Ra¨isa¨nen J. 2007. How reliable are the climate models? Tellus A 59(1):
2–29, DOI: 10.1111/j.1600-0870.2006.00211.x
Ra¨isa¨nen J, Eklund J. 2011. 21st century changes in snow climate in
Northern Europe as simulated by regional climate models in the
ENSEMBLES project: a high- resolution view from ENSEMBLES
regional climate models. Climate Dynamics. DOI: 10.1007/s00382-
011-1076-3.
Ro˜o˜m R. 1998. Acoustic filtering in nonhydrostatic pressure coordinate
dynamics: a variational approach. Journal of the Atmospheric
Sciences 55(4): 654–668.
Schulz J-P. 2008. Revision of the turbulent gust diagnostics in the
COSMO model. COSMO Newsletter 8: 17–22. http://www.cosmo-
model.org/. (Accessed 19 May 2011).
Scho¨nenberger W. 2002. Windthrow research after the 1990 storm
Vivian in Switzerland: objectives, study sites, and projects. Forest
Snow Landscape Research 77: 9–16.
Shanno DF. 1970. Conditioning of quasi-Newton methods for function
minimization. Mathematics of Computation 24: 647–656.
Ulbrich U, Fink AH, Klawa M, Pinto JG. 2001. Three extreme storms
over Europe in December 1999. Weather 56: 70–80.
Ulbrich U, Pinto JG, Kupfer H, Leckebusch GC, Spangehl T, Rey-
ers M. 2008. Changing northern hemisphere storm tracks in and
ensemble of IPCC climate change simulations. Journal of Climate
21: 1669–1679.
Uppala SM, Ka˚llberg PW, Simmons AJ, Andrae U, da Costa
Bechtold V, Fiorino M, Gibson JK, Haseler J, Hernandez A,
Kelly GA, Li X, Onogi K, Saarinen S, Sokka N, Allan RP,
Andersson E, Arpe K, Balmaseda MA, Beljaars ACM, van de
Berg L, Bidlot J, Bormann N, Caires S, Chevallier F, Dethof
A, Dragosavac M, Fisher M, Fuentes M, Hagemann S, Ho´lm E,
Hoskins BJ, Isaksen L, Janssen PAEM, Jenne R, McNally AP,
Mahfouf J-F, Morcrette J-J, Rayner NA, Saunders RW, Simon P,
Sterl A, Trenberth KE, Untch A, Vasiljevic D, Viterbo P, Woollen J.
2005. The ERA-40 re-analysis. Quarterly Journal of the Royal
Meteorological Society 612: 2961–3012, DOI: 10.1256/qj.04.176
Valinger E, Fridman J. 1997. Modeling probability of snow and wind
damage to Scotts pine stands using tree characteristics. Forest
Ecology Management 97: 215–222.
Wehner MF. 2010. Sources of uncertainty in the extreme value
statistics. Extremes 13: 205–217, DOI 10.1007/s10687-010-0105-7.
Wehner MF, Smith RL, Bala G, Duffy P. 2010. The effect of
horizontal resolution on simulation of very extreme US precipitation
events in a global atmosphere model. Climate Dynamics 34:
241–247.
Wernli H, Durren S, Lininger MA, Zelly M. 2002. Dynamical aspects
of the life cycle of the winter storm ‘Lothar’ (24–26 December
1999). Quarterly Journal of the Royal Meteorological Society 128:
405–430.
Zilitinkevich S, Baklanov A, Rosti J, Smedman A-S, Lykosov V,
Calanca P. 2002. Diagnostic and prognostic equations for the
depth of the stably stratified Ekman boundary layer. Quarterly
Journal of the Royal Meteorological Society 128: 25–46, DOI:
10.1256/00359000260498770.
Copyright  2011 Royal Meteorological Society Int. J. Climatol. 32: 1834–1846 (2011)
 
Paper II 
 
© Venäläinen, A., Korhonen, N., Hyvärinen, O., Koutsias, N., Xystrakis, F., Urbieta, I. R, and 
Moreno, J. M. 2014. CC Attribution 3.0 License.  
 
Reprinted, with permission from  
Natural Hazards and Earth System Sciences, 14, 1477–1490,  
doi: 10.5194/nhess-14-1477-2014 
 
II 
 
Nat. Hazards Earth Syst. Sci., 14, 1477–1490, 2014
www.nat-hazards-earth-syst-sci.net/14/1477/2014/
doi:10.5194/nhess-14-1477-2014
© Author(s) 2014. CC Attribution 3.0 License.
Temporal variations and change in forest fire danger
in Europe for 1960–2012
A. Venäläinen1, N. Korhonen1, O. Hyvärinen1, N. Koutsias2, F. Xystrakis2, I. R. Urbieta3, and J. M. Moreno3
1Finnish Meteorological Institute, Climate Change Research Unit, P.O. Box 503, 00101 Helsinki, Finland
2Department of Environmental and Natural Resources Management, University of Ioannina, G. Seferi 2,
30100 Agrinio, Greece
3Department of Environmental Sciences, University of Castilla-La Mancha, 45071 Toledo, Spain
Correspondence to: A. Venäläinen (ari.venalainen@fmi.fi)
Received: 10 September 2013 – Published in Nat. Hazards Earth Syst. Sci. Discuss.: 6 November 2013
Revised: 7 April 2014 – Accepted: 23 April 2014 – Published: 11 June 2014
Abstract. Understanding how fire weather danger indices
changed in the past and how such changes affected forest
fire activity is important in a changing climate. We used the
Canadian Fire Weather Index (FWI), calculated from two
reanalysis data sets, ERA-40 and ERA Interim, to exam-
ine the temporal variation of forest fire danger in Europe in
1960–2012. Additionally, we used national forest fire statis-
tics from Greece, Spain and Finland to examine the rela-
tionship between fire danger and fires. There is no obvious
trend in fire danger for the time period covered by ERA-40
(1960–1999), whereas for the period 1980–2012 covered by
ERA Interim, the mean FWI shows an increasing trend for
southern and eastern Europe which is significant at the 99 %
confidence level. The cross correlations calculated at the na-
tional level in Greece, Spain and Finland between total area
burned and mean FWI of the current season is of the order of
0.6, demonstrating the extent to which the current fire-season
weather can explain forest fires. To summarize, fire risk is
multifaceted, and while climate is a major determinant, other
factors can contribute to it, either positively or negatively.
1 Introduction
During the last century, global average surface tempera-
tures in the world have increased by about 0.78 ◦C (IPCC,
2013). However, this change in surface temperature has not
been uniform across global regions. In Europe the decadal
mean surface temperature has risen by about 1.3 ◦C from
pre-industrial times until 2002–2011 (Haylock et al., 2008;
EEA, 2012). During the last 50 years, warming has been
most pronounced in the Iberian Peninsula, central and north-
eastern Europe, and in mountainous regions; for the Iberian
Peninsula, this warming has been most evident in summer
(Haylock et al., 2008; EEA, 2012). In addition, warm ex-
tremes have become more frequent and cold extremes more
rare. As an example, Della-Marta et al. (2007) showed that,
in western Europe, the average length of summer heat waves
is now twice as long as in 1880, and is accompanied by a
tripling in the occurrence of hot days. Precipitation changes
are not uniform across Europe; while increases in this have
been observed in the north (Scandinavia and the Baltic states)
a decrease is apparent in some southern areas, like in the
Iberian Peninsula and especially in north-western Spain and
northern Portugal (EEA, 2012). Warming trends in the form
of increasing daily air temperature extremes dominated cen-
tral and western Europe, while in the same region there are
indications of an insignificant increase in dry spells (Moberg
and Jones, 2005). Additionally, Lloyd-Hughes and Saun-
ders (2002) have drawn attention to drying tendencies over
central Europe which are stronger for the winter period.
These observed changes in climate have the potential to
affect fire danger and, ultimately, forest fire activity. In this
context, it is interesting to determine whether fire-weather
danger has changed in Europe during the last decades. Fire
danger indices are commonly used to assess fire potential,
and warnings are regularly issued by fire agencies based
on them. Fire danger indices combine several relevant cli-
matic/weather variables into suitable format that, for exam-
ple, forest fires services use to organize their response to
Published by Copernicus Publications on behalf of the European Geosciences Union.
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forecasted risks (Andrews et al., 2003; Fujioka et al., 2008;
Camia et al., 2010). Fire danger indices allow for compar-
isons between fire-season severity across years and regions.
The Canadian Fire Weather Index, FWI, based on the Cana-
dian Forest Fire Danger Rating System (Van Wagner, 1987),
is one of the most widely used indices, in use in countries
across North and South America, Europe and Asia (De Groot
et al., 2006).
Temporal and spatial variation of fire danger has been
studied, for example, by Camia et al. (2008) in Europe using
the ERA Interim data set (Dee at al., 2011) and the Seasonal
Severity Rating index based on FWI. According to their anal-
yses, from 1981 to 2010 and onwards, there have been sta-
tistically highly significant increases in fire danger in south-
eastern Europe and the southern-most regions of the Iberian
Peninsula. Mäkelä et al. (2012) used the fire danger index
operational in Finland to estimate the long-term 1908–2011
temporal variation of fire danger in Finland. They found out
that the year-to-year variation in fire danger was large, but no
significant trend could be detected. Wastl et al. (2012) exam-
ined the long-term trends in meteorological forest fire danger
in the Alps during the period 1951–2010 using several fire
danger rating indices, and found significant increases in the
western and southern Alps. The increase was quite small in
the northern Alps, and no clear signal could be observed in
the inner Alpine valleys. Bedia et al. (2012) tested different
model reanalysis data sets in the calculation of fire danger for
the Iberian Peninsula and found that, for most parts of Spain,
the summer season fire danger has increased. They also noted
that the results based on the ERA Interim data set (Dee et al.,
2011) were more robust than the results based on the NCEP
data set (Kistler et al., 2001).
The relationships between fire danger indices and forest
fires in Europe have been explored in a number of studies.
Koutsias et al. (2013) examined trends in air temperature and
their relationship to forest fires in Greece during the years
1894–2010 and found that both increased through time, par-
ticularly during the last 40 years. The annual number of fires
and area burnt was strongly correlated with the maximum
temperatures and summer heat waves. An evaluation of FWI
performed recently using fire observations of a 15-year pe-
riod for Greece confirmed that the index is capable of predict-
ing fire occurrence (Karali et al., 2014). Additionally, Dim-
itrakapoulos et al. (2011a) found that there was a positive
correlation between the annual drought and fire occurrence in
Greece during the years 1961–1997. Similar analysis relating
downscaling methods and future projections of the various
FWI in the Iberian Peninsula and Greece was performed by
Bedia et al. (2013). Positive correlations between FWI values
and fires have been found in other parts of the world, such as
in Canada (Gillet et al., 2004).
High fire danger caused by dry, hot and windy weather in-
creases the occurrence of fires. However, most ignitions of
fires are caused by human activities. For example, accord-
ing to Ganteume et al. (2013) only about 7 % of the fires
(whose cause was known) in northern Europe, 0.5 % in cen-
tral Europe and 5 % in southern Europe were caused by nat-
ural sources. Similarly, a review by Bowman et al. (2009)
showed that the variation in the occurrence of fires cannot
be predicted by climate forcing alone, but that other aspects
such as human behaviour and the effectiveness of fire detec-
tion and suppression systems must also be taken into account.
To summarize, weather conditions make the occurrence of
fires possible and humans in most cases ignite the fire.
Though weather and climate are not the sole forcing mech-
anisms of forest fires, they determine the conditions for fires
to occur and spread, once an ignition occurs, and this way re-
main as the key factors for explaining the spatial and tempo-
ral variability of fires at all scales, including the whole globe.
Therefore, in this study the main objective is to investigate
whether the recent changes in climate have had a discernible
impact on weather-related fire danger in Europe during the
past five decades. To answer this question we have examined
the temporal variation of the danger as expressed by FWI due
to the variation in meteorological conditions over different
European regions during 1960–2012 using ERA-40 (Uppala
et al., 2005) and ERA Interim (Dee et al., 2011) data sets.
Additionally, we also have demonstrated the significance of
fire-weather indices in forest fires in three test sites (Greece,
Spain and Finland) by calculating the cross correlation be-
tween fire statistics and mean FWI values.
2 Material and methods
2.1 European level
Europe was divided into four regions (Fig. 1) and only the
grid boxes containing land were studied. The area denoted
as southern Europe includes part of northern Africa for this
study. The southern region represents Mediterranean warm
climate, the eastern region continental Eurasian climate, the
western area more humid Atlantic climate, and the north-
ern region cool Fennoscandian climate. In addition to re-
gional mean values, the FWI trend was analysed for each
grid square.
We used ERA-40 (Uppala et al., 2005) for the years
1960–1999 and ERA Interim (Dee et al., 2011) data sets
for the years 1980–2012 to calculate the Canadian FWI for
each year. ERA-40 and ERA Interim are atmospheric re-
analysed data sets that are created by the European Centre
for Medium-Range Weather Forecasts’ (ECMWF) modelling
system. These data sets are based on all available and ap-
propriate observational data, such as weather stations, radio
soundings, ship measurements, satellite measurements etc.
The spatial resolution used in this study was 2.5◦× 2.5◦ and
1.5◦× 1.5◦ for ERA-40 and for ERA Interim respectively.
The calculation of FWI was done for the whole year but
the main parameters of interest were the March–September
mean value of FWI, and the number of days when FWI was
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Figure 1. The four European regions analysed for ERA-40 (left panel) and ERA Interim (right panel) data sets.
larger than 20 or larger than 45 in March–September. The
March–September period constitutes the main fire season
in Europe. In northern Europe the season usually starts in
May at the earliest after snow has melted, whereas in South-
ern Europe the season is centred in the summer months, al-
though in some areas out-of-summer fires are also common.
Moriondo et al. (2006) used an FWI threshold value of 45 for
the Mediterranean region in their study on the impact of cli-
mate change on fire danger. Lehtonen et al. (2014) selected
limits based on the study of Tanskanen et al. (2005) and the
limits were FWI> 32 (extreme risk), 17–32 (high risk), 16–
31 (medium risk) and < 8 low risk. The threshold of 20 used
in this study can be regarded as applicable for the cool cli-
mate regions. In southern Europe, FWI values larger than 45
are relatively common, whereas in the rest of Europe they
occur only very occasionally. This is why the analyses us-
ing the threshold of 45 were done only for the southernmost
area and for the rest of the areas analyses were done using a
threshold of 20. The results for the exceedance of threshold
were presented as probabilities in percent (%):
Probability =
100×[no. of cases/(no. grid boxes× no. of days)]. (1)
FWI has six components describing the moisture content
of the surface layers, and the systems also predict various
aspects of the fire behaviour. The input parameters required
for deriving FWI are the midday temperature, relative hu-
midity and wind speed, together with the precipitation sum
of the previous 24 h. FWI is a dimensionless quantity indi-
cating the fire danger. The FWI system was originally devel-
oped empirically for Canadian boreal conditions; however,
the FWI indices have been proved to be good indicators of
fire conditions in many other parts of the world, and have
been proposed as the basis for a global early warning system
for fires (De Groot et al., 2006).
In this study, the 12:00 UTC values were used. As the re-
gion used in the study is roughly from 5◦ W to 40◦ E, the
12:00 UTC value means four different solar times, which cre-
ates some inaccuracy in the calculations. However, as we are
now interested in long-term temporal changes in FWI the ex-
act numerical values are not that critical from that point as
long as the method remains the same throughout the whole
calculation period.
The calculation of FWI and trend of FWI was performed
with the R package “fume” created by the Santander Me-
teorology Group (http://www.meteo.unican.es), which was
used by Bedia et al. (2012). The trend was analysed using
the Mann–Kendall test (Mann, 1945; Kendall, 1975) and the
gradient of the trend line was calculated using Sen’s slope
estimate (Sen, 1968). The classical Mann–Kendall trend test
evaluates the null hypothesis, H0, that a time series is ran-
dom (independent and identically distributed) against the al-
ternative hypothesis, H1, that the series exhibits a monotonic
trend. However, the temporal autocorrelation can cause the
classical test to reject the null hypothesis even if it is true. In
its modified version, a correction factor is applied to the orig-
inal variance formulation, accounting for the effective sam-
ple size in the presence of temporal autocorrelation (Bedia et
al., 2012). This test is shown to be robust in the presence of
serially correlated time series data (Hamed and Rao, 1998).
Sen’s slope estimate is the median of slopes calculated from
all possible data value pairs. This estimate is more robust
against outliers than, for example, least-squares regression.
Trends were calculated separately for ERA-40 and ERA In-
terim data sets. In addition, to allow analyses covering the
period 1960–2012, we estimated the ERA-40/ERA Interim
coefficient from their common period (1980–1999) and ex-
tended the respective FWI time series on the basis of the esti-
mated coefficient for the missing years. This resulted in two
FWI time series, one corresponding to ERA-40 and one to
ERA Interim for the period 1960–2012.
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2.2 National level
Fire statistics at the national scalewere available for Greece
for the period 1977–2010, for Spain for the period 1969–
1999 and for Finland for the period 1960–2012. The Greek
data comprise a subset from a national wildfire time series
data (Koutsias et al., 2013) originally obtained from the Na-
tional Statistical Service of Greece (NSSG), the Hellenic For-
est Service (HFS), the Hellenic Fire Brigade (HFB) and Kai-
lidis and Karanikola (2004). The Spanish data covered the
1961–2010 period and were obtained from the national for-
est fire statistics (EGIF, General Statistics of Wildfires) of
the Spanish Ministry of Agriculture and Environment. The
Finnish fire statistics have been published by the Finnish For-
est Research Institute (2010).
For the national level calculations, in Spain, Greece and
Finland we selected the FWI values to be analysed for the
mid-summer months from June to September both from
ERA-40 and ERA Interim data sets using only the grid cells
located within peninsular Spain, Greece and Finland respec-
tively. To identify possible abrupt shifts in the mean values
of FWI in the time series, indicating distinct time periods, we
applied the F statistic and the generalized fluctuation tests as
described in Zeileis et al. (2003) and implemented in the R
package “strucchange” (Zeileis et al., 2002). We applied both
tests with a 0.1 bandwidth resulting in 5-year data window.
To identify the optimal number of breakpoints, we adopted
the method described in Zeileis et al. (2003). Within the de-
fined segments, based on the breakpoints, we analysed the
trend using the Mann–Kendall test, and the slope of the trend
line was calculated using Sen’s slope estimate.
Total burned area and number of fires were ln-transformed
and the cross correlations with FWI were estimated apply-
ing the modified Pearson’s correlation coefficient accounting
for the autocorrelation of the time series using the approach
followed by Meyn et al. (2010) by calculating the effective
sample size that arises when a first-order correlation coeffi-
cient is considered. Additionally, cross correlations between
FWI and the untransformed fire statistics were estimated by
means of the non-parametric Spearman’s coefficient also ac-
counting for the autocorrelation in the time series. The cross-
correlation analysis was performed using ±3 lags (years)
within the defined time segments in order to explore any bi-
variate lagged relationships between area burned and FWI.
3 Results
3.1 European level
3.1.1 Response of mean FWI
The temporal variation of mean FWI values since 1960 dis-
plays a relatively large year-to-year variation (Fig. 2). For the
years 1980–1999 there is an overlap between ERA-40 and
ERA Interim data sets, with an overall good agreement in
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Figure 2. The year-to-year variation of March–September mean
FWI from ERA-40 and ERA Interim data sets for four selected areas
(see Fig. 1) and for the whole of Europe.
the values of FWI from both. In southern Europe, the values
based on ERA Interim are about the same as from ERA-40,
whereas elsewhere FWI calculated from ERA-40 is system-
atically higher (Fig. 2).
According to the trend analyses for ERA Interim-based
FWI (Table 1), there was a significant upward trend at
the 99 % level for southern and eastern Europe. The ERA
Interim-based FWI trend for all of Europe also showed the
same very high 99 % confidence level. However, ERA-40-
based FWI did not exhibit any trend. The results show that
during recent years, from approximately 1995 onwards, a
tendency toward a higher FWI can be detected in the time
series of Era Interim in all sub regions tested but the north.
When we look at the trend for the whole period of 1960–
2012 in the time series created by completing the ERA In-
terim backwards using ERA-40 data and the relationship de-
fined using the common period of 1980–1999, the statisti-
cally significant rising trend at the 99 % level was found for
the southern Europe. For eastern and western Europe the ris-
ing trend was statistically significant at 90 % level, and for
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Table 1. Trend and gradient of the mean March–September FWI values as calculated for the regions of Europe in Fig. 1 using the modified
Mann–Kendall test and Sen’s method on ERA-40 and ERA Interim data sets. The following symbols indicate significance at level α =
0.01 (***), α = 0.05 (**) and α = 0.1 (*).
Time series First year Last year No. of years Test Z Signific. Gradient
ERA-40 Europe 1960 1999 40 0.22 0.005
ERA-40 north 1960 1999 40 −0.69 −0.006
ERA-40 south 1960 1999 40 0.30 0.011
ERA-40 east 1960 1999 40 −1.13 −0.024
ERA-40 west 1960 1999 40 1.34 0.040
ERA Inter. Europe 1980 2012 33 4.54 *** 0.087
ERA Inter. north 1980 2012 33 0.60 0.009
ERA Inter. south 1980 2012 33 5.58 *** 0.116
ERA Inter. east 1980 2012 33 3.64 *** 0.155
ERA Inter. west 1980 2012 33 1.65 * 0.041
northern Europe there was no trend. The spatial analysis of
the trends (Fig. 3) showed that there was a very clear sta-
tistically significant rising trend in ERA Interim-based FWI
in eastern Europe and also in the eastern Iberian Peninsula
and much of France. A similar analysis for ERA-40-based
FWI showed that there were statistically significant trends
in a few cells only, with exception of the central Europe, in
which there was a slight rising trend.
3.1.2 Response of FWI exceeding selected thresholds
The time series for the number of days when FWI exceeds
20 or 45 (Figs. 4 and 5) showed the same features as the time
series for mean FWI based on Era Interim data (Fig. 2), with
the number of days exceeding the selected threshold value
becoming more frequent during the last 10 years or so. No
trend was shown by ERA-40-based FWI, which was only
available until 1999.
According to the trend analyses for the number of days
where FWI> 20 (Table 2), ERA Interim-based FWI displays
an upward trend significant at the 99 % level for southern
Europe and at the 95 % level for eastern Europe. The trend
shown for the whole of Europe also reaches the 99 % con-
fidence level. For the number of days where FWI> 45 the
trend is significant at the 99 % level for southern Europe.
Again, there is no trend indicated by ERA-40-based FWI.
3.2 National level
3.2.1 Greece
The analysis of whether the mean FWI based on ERA-40 and
ERA Interim data for Greece changes over time, based on the
F statistic and the generalized fluctuation tests, did not result
in any statistically significant breakpoint. However, there is
a distinct period of low FWI values (Fig. 6). In order to ob-
jectively assess the time window of the period with distinctly
low values of FWI, the breakpoint analysis (forcing for two
breaks) resulted in the years 1970 and 1976. Trend analysis
using the Mann–Kendall test and Sen’s method did not reveal
any significant positive or negative trend.
The cross-correlation analysis between the ERA-40 and
ERA Interim-based FWI and the untransformed and trans-
formed (ln) total area burned at the national scale in Greece
within the period of 1977–2010 resulted in significant lag 0
coefficients (Fig. 7). Their values, as shown in Fig. 7, are
0.70 and 0.67 for ERA Interim and 0.69 and 064 for ERA-40
for the untransformed and the ln-transformed values respec-
tively. The correlation coefficients for the number of fires are
considerably smaller than those of total burned area (see the
Supplement).
3.2.2 Spain
The analysis of whether the mean FWI based on ERA-40
and ERA Interim data for Spain changes over time resulted
in three breakpoints, in the years 1968, 1977 and 1999,
therefore defining four distinct periods – i.e. 1960–1968,
1969–1977, 1978–1999 and 2000–2011 – for both data sets
(Fig. 8). Here, it should be pointed out that the 1977 break-
point could be an outcome of the combination between the
extremely low FWI values observed during 1971 and 1972
(Fig. 8) and the short bandwidth that was selected for the
analysis (5 years). Within the three distinct periods, none of
the data series was found to have a significant trend using
the Mann–Kendall test and Sen’s method. However, in the
period defined when the last three sub-periods were merged
(1969–2011), FWI of both data sets, ERA-40 and ERA In-
terim, as modified for completing the missing years, showed
significant positive trends at significance level of 0.001 sim-
ilar to the positive trends observed of FWI time series data
of ERA-40 and ERA Interim south. In the case of the ERA-
40-based FWI, a positive trend is observed when the original
values that cover the period 1969–2001 (p = 0.001), while in
the case of ERA Interim-based FWI, a positive trend is ob-
served when the original values are used covering the period
1980–2012 (p = 0.01).
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Figure 3. Trend of March–September mean FWI calculated using the ERA-40 data set for 1960–1999 (b) and the ERA Interim data set for
1980–2012 (d). The statistical significance (α) is shown at levels 0.01, 0.05 and 0.1 for ERA-40 (a) and ERA Interim (c).
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Figure 4. The year-to-year variation of March–September FWI values above 20 and above 45 from ERA-40 and ERA Interim data sets
calculated for southern Europe and for the whole of Europe. The value is expressed as a probability (Eq. 1).
For the cross-correlation analysis we defined the period
from 1969 to 1999 (i.e. not considering the breakpoint of
1978). The cross-correlation graphs between FWI of ERA-
40 and ERA Interim south and the untransformed and trans-
formed (ln) total area burned at the national scale in Spain
(Fig. 9) indicate significant correlations at lag 0. The corre-
lation coefficients, as shown in Fig. 9, are 0.50 and 0.62 for
ERA Interim and 0.59 and 0.67 for ERA-40 for the untrans-
formed and the ln-transformed burned area values respec-
tively. The correlation coefficients for the number of fires are
smaller than those of total burned area, though not as much
as in the case of Greece (see the Supplement).
3.2.3 Finland
No trend in FWI was found for Finland, only large year-to-
year variation (Fig. 10). The correlation between the burned
area and FWI was roughly as high as in the case of the
two Mediterranean countries studied above, i.e. around 0.6
(Fig. 11). Specifically, the correlation coefficients, as shown
in Fig. 11, are 0.63 and 0.59 for ERA Interim and 0.61
and 0.57 for ERA-40 for the untransformed and the ln-
transformed burned area values respectively. The correlation
coefficients for the number of fires are smaller than those of
total burned area, though not as much as in the case of Greece
(see the Supplement).
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Table 2. Trend and gradient of the March–September FWI values higher than 20 or higher than 45 as calculated for the different areas of
Europe (Fig. 1) using the modified Mann–Kendall test and Sen’s method and ERA-40 and ERA Interim data sets. The following symbols
indicate significance at level α = 0.01 (***), α = 0.05 (**) and α = 0.1.
Time series First year Last year No. of years Test Z Signific. Gradient
ERA-40 Europe> 20 1960 1999 40 0.72 0.004
ERA-40 south> 20 1960 1999 40 0.60 0.025
ERA-40 north> 20 1960 1999 40 −1.11 −0.037
ERA-40 west> 20 1960 1999 40 1.16 0.094
ERA-40 east> 20 1960 1999 40 −1.22 −0.095
ERA-40 Europe> 45 1960 1999 40 −0.90 −0.011
ERA-40 south> 45 1960 1999 40 −0.16 −0.006
ERA Inter. Europe> 20 1980 2012 33 3.98 *** 0.161
ERA Inter. south> 20 1980 2012 33 3.08 *** 0.166
ERA Inter. north> 20 1980 2012 33 0.64 0.045
ERA Inter. west> 20 1980 2012 33 1.53 0.081
ERA Inter. east> 20 1980 2012 33 3.33 ** 0.391
ERA Inter. Europe> 45 1980 2012 33 4.11 *** 0.078
ERA Inter. south> 45 1980 2012 33 4.01 *** 0.145
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Figure 5. The year-to-year variation of March–September FWI val-
ues above 20 from ERA-40 and ERA Interim data sets calculated for
north, west and east. Values are expressed as a probability (Eq. 1).
4 Discussion
The main purpose of this study was to detect the climate
change signal in fire danger and to assess its importance
for actual fire occurrence in two contrasting European re-
gions, the Mediterranean and the boreal region, using vari-
ous countries as examples. It is made apparent that the FWI
trends observed in this study are compatible with the gen-
eral trend towards climatic features characterized by warmer
Figure 6. FWI time-series data based on ERA-40 and ERA Interim
data for Greece. Vertical dotted lines correspond to forced break-
points.
temperatures and changed precipitation patterns in Europe
(Della-Marta et al., 2007; Haylock et al., 2008; EEA, 2012).
The rise of fire danger during the last 40 years has occurred in
southern and eastern Europe. In northern and western Europe
temperature rise during summer season has not been that sig-
nificant, and while precipitation has no decreasing trend, the
net effect is that FWI did not exhibit a long-term trend either.
The temporal variations of FWI also depicts the long-
term temporal variations of European climate; that is, early
1960s FWI had relatively high values in southern and south-
eastern Europe, followed by lower values in the late 1960s
and early 1970s, and after that the change is characterized
by a rising trend. An interesting detail is the area covering
the northern side of the Black Sea, where FWI has a decreas-
ing trend when calculated using ERA-40 and a notable in-
creasing trend in ERA Interim. These variations demonstrate
that although climate is warming, the long-term climate vari-
ations will remain, and also in the future, periods with lower
FWI can be experienced even in areas characterized by an
increasing trend of FWI.
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Figure 7. Cross-correlation graphs between total burned area (original and ln-transformed) at the national scale in Greece and FWI val-
ues estimated from ERA-40 and ERA Interim Greek data for the period 1977–2010 (grey columns indicate significant values at the 95 %
confidence level).
Figure 8. Breakpoints of FWI time-series data based on ERA-40
and ERA Interim for Spain. Vertical dotted lines correspond to
breakpoints, while red horizontal lines correspond to the 95 % con-
fidence intervals of the estimated breakpoints. Blue lines represent
the mean values of FWI for each identified segment.
More specifically, and focusing on the three countries
studied, it has been shown that, generally and with significant
variability among regions and seasons, rainfall amount in the
Greek peninsula shows a trend of decline after the 1980s,
which is confirmed from various sources (Maheras et al.,
2000; Pnevmatikos and Katsoulis, 2006; Feidas et al., 2007).
This further supports the argumentation of Dimitrakopou-
los et al. (2011c) regarding an increase in summer drought
episodes. In Spain, temperatures have increased, although
not homogeneously, across the country (Brunet et al., 2007;
Pérez and Boscolo, 2010; Fernández-Montes et al., 2013;
Acero et al., 2014), while precipitation changes, although
less robust, also evidence a tendency towards a reduction,
particularly during the last half of the century in the lower
south-eastern half of the country (Pérez and Boscolo, 2010;
Beguería et al. 2011). Although the annual mean tempera-
ture has risen in Finland by around 1 ◦C since 1900, the sum-
mer season mean temperature has not risen during the past
50 years (Tietäväinen et al., 2010). Similarly, there is no trend
in summer precipitation. This lack of trend in either tempera-
ture or precipitation is reflected in temporal variation of FWI
calculated for Finland; that is, there is no trend, only large
year-to-year variation typical for northern Europe’s highly
variable climate.
The identification of breakpoints in the various series anal-
ysed helped in defining homogenous periods in the FWI time
series that could be used to test trend-free cross correlations
with fire statistics, rather than making a thorough analysis of
the observed FWI variability. It is interesting to observe that,
although the analysis did not identify any significant break-
point, the pattern between the FWI series from Greece and
Spain is very similar and characterized by a distinct period of
low FWI values during the 1970s. In Spain, this period begins
earlier and the differences in FWI values between this period
and the time period just before are higher. This is the main
reason for the identification of significant breakpoints in the
Spanish data but not in the Greek data. However, respective
breaks in the mean air temperature time series over vari-
ous regions in Greece in the early 1970s and middle 1990s
(Nastos et al., 2011; Kolokythas and Argiriou, 2013) and in
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Figure 9. Cross-correlation graphs between total burned area (original and ln-transformed) at the national scale in Spain and FWI values es-
timated from ERA-40 and ERA Interim Spain data for the period 1969–1999 (grey columns indicate significant values at the 95 % confidence
level).
Figure 10. FWI time-series data based on ERA-40 and ERA Interim
for Finland. Blue lines represent the mean values of FWI.
the precipitation time series between 1970 and 1980 (in the
broader sense) (Pnevmatikos and Katsoulis, 2006; Feidas et
al., 2007; Kalimeris et al., 2012) lead to the conclusion that
an actual break in FWI series in the decade between 1970
and 1980 is also plausible. It should be noticed, however,
that further testing is required in order to identify whether
the breakpoints are artificial and due to exogenous variables
or whether they actually indicate altering periods in the FWI
values.
Correlations between fire statistics and FWI were apparent
in all studied countries (Spain, Greece and Finland). As was
shown here, the correlations between FWI and fire statistics
were relatively high, and especially for Greece, they were
similar to those estimated by Dimitrakopoulos et al. (2011b).
This demonstrates, on the one hand, the causal effect of
meteorological conditions on forest fires and, on the other
hand, the importance of other factors such as vegetation/fuel,
landscape and socioeconomics, including fire suppression,
that are not related to climatic or meteorological conditions
(Viedma et al., 2006, 2009; Carmo et al., 2011; Koutsias et
al., 2013; Martínez-Fernández et al., 2013; Brotons et al.,
2013). In all studied countries, Spain, Greece and Finland,
the correlation coefficients of the number of fires are smaller
than those of total burned area (see the Supplement). This
can reflect in part the fact that fire statistics are more suscep-
tible to being affected by small-size fires in particular. Area
burned, however, is less subject to these spurious effects ow-
ing to the fact that large fires account for a high percentage
of the total area burned, and statistics should be more robust
in this regard (Moreno et al., 2011a; Pereira et al., 2011).
The profound and tight relation between weather and fire
statistics has been demonstrated in numerous studies cover-
ing various parts and climate regions of the globe. Extreme
fire weather is related to large fires in boreal ecosystems
and sub-alpine forests (Beverly and Martell, 2005; Bessie
and Johnson, 1995; Drobyshev et al., 2012). Similarly, in the
Mediterranean region, the positive links between fire statis-
tics and various weather components that indicate drought
are apparent. Variables that most often correlate with burned
area include simple weather parameters such as fire sea-
son precipitation (Vázquez and Moreno, 1993; Holden et
al., 2007; Koutsias et al., 2013; Xystrakis and Koutsias,
www.nat-hazards-earth-syst-sci.net/14/1477/2014/ Nat. Hazards Earth Syst. Sci., 14, 1477–1490, 2014
1486 A. Venäläinen et al.: Temporal variations and change in forest fire danger in Europe for 1960–2012
Figure 11. Cross-correlation graphs between total burned area (original and ln-transformed) at the national scale in Finland and FWI values
estimated from ERA-40 and ERA Interim Finnish data for the period 1960–2012 (grey columns indicate significant values at the 95 %
confidence level).
2013; Pausas, 2004), air temperature (Vázquez and Moreno,
1995; Piñol et al., 1998) or indices which, combining var-
ious weather parameters, quantify drought and fire danger
(Carvalho et al., 2008; Camia and Amatulli, 2009). Although
correlation does not necessarily imply causation, the links are
strong and consistent, and the outputs of the present study
also support this argumentation through the observed signif-
icant correlations. Such correlations between weather con-
ditions and fire activity (including fire ignition and spread)
are based on the control of weather in processes related to
fuel moisture content and to the effect of wind in fire spread
(Camia and Amatulli, 2009; Sullivan, 2009).
Large fires may account for more than 70 % of the to-
tal annual area burned (Ganteaume and Jappiot, 2013), and
weather may be the dominant factor in determining fire
spread (Moreira et al., 2011), with wind speed being iden-
tified as the main weather component of large forest fires
in Greece (Dimitrakopoulos et al., 2011a) and California
(Moritz et al., 2010); however, a large part of variation re-
mains unexplained if other parameters are excluded. The
lack of topographic, socioeconomic and landscape parame-
ters may hamper correlations, and this could partially be the
reason for the relatively low correlation coefficients between
FWI values and fire statistics. Such additional factors were
found to play a major role in southern France (Ganteaume
and Jappiot, 2013), where area burned is related to high veg-
etation cover. In central Spain, landscape variability (discon-
tinuity) was an important parameter for controlling fire size,
even if the vast majority of the fire events took place under
severe fire weather with FWI larger than 30 (Viedma et al.,
2009). The influence of landscape in fire spread is also indi-
rectly revealed through the analysis of selectivity patterns of
fires belonging to different size classes (Moreira et al., 2011).
Large fires in Sardinia tend to selectively burn shrub and
grassland (Bajocco and Ricotta, 2008), and in central Spain
large fires showed selectivity towards conifers and areas near
settlements and roads (Moreno et al., 2011b). Socioeconomic
variables like unemployment and touristic pressure could be
directly linked to area burned (Koutsias et al., 2010; Gan-
teaume and Jappiot, 2013) or major social processes, as,
for example, rural migration and urbanization followed by
land abandonment could indirectly favour fuel conditions
that could lead to large fire events as long as the fire is initi-
ated (Koutsias et al., 2012). Similarly, humid-cool weather
conditions could control fire initiation and spread even in
the most fire prone ecosystems, indicating the dual role of
weather in controlling fire size (Xystrakis et al., 2014). It
can be argued that fire weather triggers or inhibits the land-
scape, topographic and socioeconomic variables in emerging
as dominant factors of fire spread (Bradstock, 2010; Moreira
et al., 2011).
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5 Conclusions
In this study we examined the temporal variation of cli-
mate and fire weather danger in Europe using FWI. The re-
sults show an increase in fire danger in southern and east-
ern Europe after around 1970, and no clear signal elsewhere
in Europe. This is consistent with observed patterns of cli-
mate change across the continent. Additionally, we found
that fire danger indices and area burned were cross-correlated
in Greece, Spain and Finland, although the correlations were
not very high. Moreover, fires were only related to current-
year climate variables. Though the meteorological conditions
influencing on fire danger have changed in some areas, for-
est fires have not necessarily followed suit. For example, in
the Mediterranean region, burned area has decreased, though
FWI values show an increasing trend. This is consistent with
the fact that weather and climate are major factors control-
ling fires, but not the only ones. The prediction of the occur-
rence of fires during the coming decades requires, in addition
to climate research, comprehensive knowledge of socioeco-
nomic aspects influencing fires and fire suppression. Further-
more, the foreseen ecological changes, like the changes in
forest structures and dominant tree species, must be taken
into account when the future fire conditions are estimated.
The versatility of this problem emphasizes the importance of
cross-disciplinary forest fire research.
The Supplement related to this article is available online
at doi:10.5194/nhess-14-1477-2014-supplement.
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Abstract. Earth system models of intermediate complexity
(EMICs) have proven to be able to simulate the large-scale
features of glacial–interglacial climate evolution. For many
climatic applications the spatial resolution of the EMICs’
output is, however, too coarse, and downscaling methods are
needed. In this study we introduce a way to use generalized
additive models (GAMs) for downscaling the large-scale out-
put of an EMIC in very different climatological conditions
ranging from glacial periods to current relatively warm cli-
mates. GAMs are regression models in which a combination
of explanatory variables is related to the response through a
sum of spline functions. We calibrated the GAMs using ob-
servations of the recent past climate and the results of short
time-slice simulations of glacial climate performed by the
relatively high-resolution general circulation model CCSM
(Community Climate System Model) and the regional cli-
mate model RCA3 (Rossby Centre regional Atmospheric cli-
mate model). As explanatory variables we used the output of
a simulation by the CLIMBER-2 (CLIMate and BiosphERe
model 2) EMIC of the last glacial cycle, coupled with the
SICOPOLIS (SImulation COde for POLythermal Ice Sheets)
ice sheet model, i.e. the large-scale temperature and precip-
itation data of CLIMBER-2, and the elevation, distance to
ice sheet, slope direction and slope angle from SICOPOLIS.
The fitted GAMs were able to explain more than 96 % of the
temperature response with a correlation of > 0.98 and more
than 59 % of the precipitation response with a correlation of
> 0.72. The first comparison with two pollen-based recon-
structions of temperature for Northern Europe showed that
CLIMBER-2 data downscaled by GAMs corresponded better
with the reconstructions than did the bilinearly interpolated
CLIMBER-2 surface temperature.
1 Introduction
Climate risk assessments and bioclimatic studies on a millen-
nial timescale require regional climate data. Present state-of-
the-art comprehensive atmospheric general circulation mod-
els (GCMs), coupled with modules simulating the biosphere
and sea ice, are major tools for the study of past, present
and future climates. The resolution of such global models
is usually 100–300 km (Flato et al., 2013). The relatively
high resolution and complex calculations make GCMs suit-
able for modelling the climate on a 100–1000 yr timescale.
For routinely simulating time periods covering full glacial
cycles, the GCMs are computationally far too demanding.
Nevertheless, several GCMs have been used for time-slice
simulations of the distant past climate with prescribed ice
sheets (Renssen et al., 2005; Otto-Bliesner et al., 2006; Bran-
defelt and Otto-Bliesner, 2009; Liu et al., 2009; Kjellström
et al., 2010; Singarayer and Valdes, 2010; Strandberg et
al., 2011; Braconnot et al., 2011, 2012). Smith and Gre-
gory (2012) used an AOGCM (atmosphere–ocean general
circulation model) in a transient simulation of the last glacial
cycle; however, in their work the ice sheet was prescribed
and not coupled with the climate component of the model.
Earth system models of intermediate complexity (EMIC;
Claussen et al., 2002; Petoukhov et al., 2005) provide a prac-
tical approach for simulating climate in timescales covering
entire glacial cycles (∼ 100 000 yr). A reasonable computing
Published by Copernicus Publications on behalf of the European Geosciences Union.
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time is achieved by reducing the problem’s size (i.e. num-
ber of grid points) and model complexity. Full earth system
models employ eddy-resolving general circulation models
for atmosphere and ocean and are coupled with detailed sub-
models for bio-geochemical processes and cycles. EMICs, in
contrast, are coarsely discretized and an atmosphere model
is typically dynamical–statistical where mean flow is ex-
plicit and eddies are parameterized. Ocean models can be
multibasin but zonally averaged. Despite these simplifica-
tions, in an EMIC intercomparison of eight different mod-
els (Petoukhov et al., 2005), the equilibrium and transient
responses to a doubling of the atmospheric CO2 concen-
tration were within the range of corresponding GCM sim-
ulations. EMICs have been extensively utilized in simulat-
ing past glaciations (Berger et al., 1999, 2003; Wang and
Mysak, 2002; Calov et al., 2005a, b) and future climate on
a timescale of 100 000 yr (Berger and Loutre, 2002; Archer
and Ganopolski, 2005; Cochelin et al., 2006).
The EMIC simulations provide continuous global data;
however, there are uncertainties related to the model simpli-
fications and low spatial resolution, and these make the di-
rect output of EMICs unsuitable for regional studies. In cli-
mate science, several downscaling methods have been used.
A common method is to downscale the results of a global
model dynamically with a regional model. Regional models
usually have sophisticated atmosphere and biosphere mod-
ules at a resolution of ∼ 50 km and are therefore computa-
tionally demanding. Hence downscaling of this kind is pos-
sible for short time-slice simulations of 50–100 yr, not for an
entire 100 000 yr long simulation. A computationally less de-
manding method is statistical downscaling, whereby the sta-
tistical relationships between the observed small-scale vari-
ables (derived from observations) and larger-scale variables
(e.g. from a global model) are derived using, for example, re-
gression analysis. These derived statistical relations are then
applied to downscale the large-scale variables of climate sim-
ulations to a smaller scale. Dynamical vs. statistical down-
scaling from hemispheric to regional scales involves a num-
ber of fundamental choices. It seems that the single most im-
portant factor affecting the quality of the downscaling is the
simulation skill of the driving model (for a thorough discus-
sion, see Racherla et al. (2012).
Vrac et al. (2007) introduced a statistical downscaling
method for palaeoclimatological purposes, based on gener-
alized additive models (GAMs; Wood, 2006). They fitted a
GAM-type regression model by finding the statistical rela-
tionships between the observed recent past climate (1961–
1990) and the low-resolution CLIMBER-2 (CLIMate and
BiosphERe Model 2) EMIC (Petoukhov et al., 2000, 2005)
model simulation of recent past climate. They then used this
regression model to downscale the recent past and last glacial
maximum climates simulated by CLIMBER-2 over Western
Europe. All these GAMs were calibrated with the recent past
climate, and were used relying on the assumption that the
statistical relations between the large and small scales remain
unchanged for the last glacial maximum and the recent past
climate.
We investigated the usability of GAMs in downscaling the
large-scale variables of the CLIMBER-2 EMIC model sim-
ulations by Ganopolski et al. (2010) over Europe in climatic
conditions ranging from glacial to interglacial. For this pur-
pose we fit a GAM not only to downscale the observed recent
past climate but also to downscale relatively high-resolution
simulated glacial climate. For a glacial period characterized
by an extensive ice sheet over Fennoscandia, about 21 kyr
before present (BP), we utilized data from a CCSM4 (Com-
munity Climate System Model) GCM simulation by Brady
et al. (2013) and an RCA3 (Rossby Centre regional Atmo-
spheric climate model) regional model simulation by Strand-
berg et al. (2011) forced by a CCSM3 simulation by Bran-
defelt and Otto-Bliesner (2009). For a glacial period charac-
terized by a small ice sheet over Fennoscandia, about 44 kyr
BP, we utilized data from an RCA3 simulation by Kjellström
et al. (2010). RCA3 as a regional climate model has higher
spatial resolution than the global model CCSM4 and in this
study RCA3 is used because of its presumably more detailed
depiction of climate, whereas CCSM4 is used because its
output enables downscaling to be done for any location on
earth. As stated by Vrac et al. (2007), the use of statistical
downscaling in palaeoclimatology is based on the assump-
tion that the fitted regression model remains unchanged over
time. We evaluated the GAMs by presenting their skills and
investigate thereby which explanatory variables produce the
best fit. We also tested the GAMs for downscaling the tem-
perature of the CLIMBER-2 simulation from 10 kyr BP up
to the present. The bilinearly interpolated CLIMBER-2 sur-
face temperature and the downscaled temperature were com-
pared to two temperature reconstructions: Laihalampi, Fin-
land (Heikkilä and Seppä, 2003), and Gilltjärnen, Sweden
(Antonsson et al., 2006).
2 Downscaling with generalized additive models
Statistical regression models are calibrated by establishing
statistical relationships between large-scale variables (called
explanatory variables or predictors, X1, . . .,Xp) and a local
variable (Y , called the response or predictand). Our large-
scale data are the global CLIMBER-2 output (Ganopolski et
al., 2010) covering the last glacial cycle, with climate con-
ditions ranging from glacial to interglacial. The range of
the large-scale variables, X, defines the calibration range.
Hence, the calibration range of the regression model should
cover glacial to interglacial climates. For local data repre-
senting interglacial climate we utilize observations of the re-
cent past climate by the Climate Research Unit, CRU. For
local data representing climate for certain time steps of the
last glacial cycle we utilize simulations by a GCM (CCSM4;
Gent et al., 2011) and a regional model (RCA3; Samuelsson
et al., 2011). These two data sets were used separately. The
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CCSM4 LGM (last glacial maximum) simulation (Brady et
al., 2013) was used for the annual GAMs over the area we
call Western Eurasia (36–70◦ N, 10◦W–69◦ E). The RCA3
downscaling (Strandberg et al., 2011) of the CCSM3 LGM
simulation (Brandefelt and Otto-Bliesner, 2009) was used
in the monthly GAMs over Northern Europe (54–70◦ N, 3–
35◦ E). We aim at finding the relationships between the high-
resolution data and the large-scale data for the correspond-
ing time periods. These relationships are then used with the
large-scale data to obtain high-resolution data where they are
otherwise not available.
2.1 Calibrating the statistical model
We used GAMs (Hastie and Tibshirani, 1990; Wood, 2006)
in which the statistical expectation (E) of the predictand (Y )
were modelled using the sum of univariate spline functions
of the p predictors (X1, . . .,Xp), such that
E
(
Y |X1 . . .Xp
)
=
p∑
j=1
fj(Xj), (1)
where the potentially non-linear spline functions fj had
a non-parametric form. The calibration of GAMs is data-
driven, and the shape of the response is not forced to any
parametric form. GAMs are called semiparametric models,
as the probability distribution of the predictand should be
known. Our predictand was either the mean temperature
(temperature 2 m above the surface) or the mean total precip-
itation. The variables used for the calibration of the monthly
GAMs were monthly means of each grid point. Respectively,
the annual GAMs were calibrated using annual means of
each grid point. As temperature data classically satisfy the
normality assumption, the response variable mean tempera-
ture was expected to follow a normal distribution. According
to Cheng and Qi (2002), the cumulative precipitation data
can be modelled by a lognormal distribution, hence the to-
tal precipitation response variable was log-transformed and
expected to follow a normal distribution. The statistical re-
lationships were calibrated using the data for 1 month (or
annual) at a time. For fitting the GAM, all the data were to
be represented at the same spatial resolution. We used a res-
olution of 1.5◦× 0.75◦ over Northern Europe and Western
Eurasia. These two regions are defined based on the available
climate simulation data sets; the RCA3 simulations cover
Northern Europe and the CCSM4 the area we call here West-
ern Eurasia. As the size of the grid cells of our data var-
ied with latitude, we associated a weight with each grid cell
depending on the latitude of the data. The functions fj in
Eq. (1) were defined by cubic regression splines with a re-
stricted maximum number of degrees of freedom under wig-
gliness penalization (Wood, 2006). This means that although
the maximum number of the degrees of freedom per predic-
tor was restricted here to 15, the penalization allowed reduc-
ing the effective number of degrees of freedom of each spline
to what was really needed by the problem.
As predictors on the right-hand side of Eq. (1) we used
both meteorological and geographic predictors. As meteo-
rological predictors we tested CLIMBER-2 large-scale tem-
perature, relative humidity, precipitation, and lapse-rate data.
As geographic predictors we tested terrain properties (eleva-
tion, shortest distance to the ocean, distance to nearest wa-
ter body, slope angle, direction of the slope with respect to
north), latitude, longitude, and shortest distance to the ice
sheet margin. We tested altogether about 50 combinations of
predictors and found the present to be the best. All the pre-
dictors were physically reasonable. Ice sheets have a large
impact on local climate and that is why one of the predic-
tors tested was selected to be the shortest distance to the
ice sheet margin. The predictor side’s temperature, relative
humidity, precipitation, lapse rate and, over ice-free areas,
the terrain properties were extracted from the CLIMBER-2-
SICOPOLIS (SImulation COde for POLythermal Ice Sheets)
simulation data by Ganopolski et al. (2010) at 0, 44 and
21 kyr BP to represent the recent past, a stadial during MIS
(marine isotope stage) 3 and LGM, respectively. Over ice-
covered areas the terrain properties used as predictors were
extracted from the data of the RCA3 and CCSM4 simula-
tions. In earlier work GAMs have been developed using ob-
served data only. However, if we want to have GAMs valid
also for, for example, glacial periods, we need data depicting
those conditions. The use of climate simulations as this work
widens the data window and should hence lead to an outcome
that covers various climate conditions better than the system
that is developed using present data only.
The shortest distance to the nearest glacier margin used
as predictor was computed from the RCA3 and CCSM4 ice
sheet data. In ice-free areas the distance was expressed by
positive values and in areas covered by ice the distance was
expressed by negative values. In the calibration of the GAMs
we implement the ice sheet extent and topography corre-
sponding to the calibration data; e.g. when calibrating by
RCA3 data we implement the RCA3 ice sheet extent and to-
pography. Further, for predictions, the ice sheet extent and
topography of SICOPOLIS is used. If the GAMs were cali-
brated by SICOPOLIS ice sheet data, we would have prob-
lems near the ice sheet margins as they differ in the SICOPO-
LIS simulation and RCA3 and CCSM4.
The final predictors were determined by minimization of
the generalized cross-validation (GCV) score, which was
computed as
GCV=
N(Ym −Ym)2
(N − γ d)2
, (2)
where N stands for the number of observations, Ym for the
GAM-modelled surface air temperature or log-precipitation
(log meaning natural logarithm), and d stands for the ef-
fective number of degrees of freedom. The GCV score is
an estimate of the expected mean square predictor error in-
side the calibration predictor values’ range. The GCV has the
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same units as Y . Further, in computing the GCV, the effec-
tive degrees of freedom were also penalized by increasing
their cost with a weight γ = 1.4 to prevent overfitting of the
model (Kim and Gu, 2004). We allowed ourselves to com-
bine several predictors, if that was found to improve the skill
and was physically reasonable. We tested numerous combi-
nations of predictors for fitting the GAMs in Eq. (1). Based
on the GCV values, the best fits for downscaling the log-
precipitation with GAMs were attained with the equation
log(P )(PCLI,x,y,h,d)= s1 (PCLI)+ s2 (x,y) (3)
+s3 (h)+ s4 (d) ,
in which P represents the downscaled precipitation, PCLI is
the precipitation of the large-scale data (CLIMBER-2), x and
y are the longitude and latitude, respectively, h is the eleva-
tion, d is the direction of the steepest slope, and s1 . . . s4 are
spline functions.
For downscaling the annual temperature and the monthly
temperature of May, June, July, August and September with
GAMs, the best fits were attained with the equation
T (TCLI,x,y,h, i)= TCLI + s5 (x,y)+ s6 (h, i) , (4)
and for the monthly temperature of January, February,
March, April, October, November and December with the
equation
T (TCLI,x,y,h,d,s)= TCLI + s7 (x,y,TCLI) (5)
+ s8 (h)+s9 (d,s) ,
in which T is the downscaled temperature, TCLI is the tem-
perature of the large-scale data (CLIMBER-2), the slope, s,
is the angle of the steepest slope, i is the shortest distance to
the ice sheet margin (positive if ice-free, negative if covered
with ice) and s5 . . . s9 are spline functions.
2.2 Large-scale input data, CLIMBER-2-SICOPOLIS
The large-scale data to be downscaled were the output of
a full last glacial cycle simulation (126 000 yr BP–present
day) with the CLIMBER-2-SICOPOLIS model system by
Ganopolski et al. (2010). CLIMBER-2 is an EMIC con-
sisting of six earth system components: atmosphere, ocean,
sea ice, land surface, terrestrial vegetation and ice sheets
(Petoukhov et al., 2000). The model has a relatively low spa-
tial resolution: for the atmospheric module the latitudinal res-
olution is 10◦ and the longitudinal resolution is roughly 51◦.
The CLIMBER-2 model successfully describes the seasonal
variability of a large set of characteristics of the climate sys-
tem (Petoukhov et al. 2000), and simulates the climate re-
sponse to changes in different types of forcing and boundary
conditions within the range of corresponding GCM simula-
tions (Ganopolski et al., 2001; Petoukhov et al., 2005). For
simulating glacial climates, the CLIMBER-2 model has been
coupled with the high-resolution three-dimensional thermo-
mechanical ice sheet model SICOPOLIS (Greve, 1997). The
resolution of the ice sheet model is 1.5◦× 0.75◦ and the
model domain extends in the Northern Hemisphere from
21 to 85.5◦ N. The climate and ice sheet components are
coupled bidirectionally using a physically based energy and
mass balance interface (SEMI) as described in detail by
Calov et al. (2005a). The simulations by Ganopolski et
al. (2010) were forced by variations in the earth’s orbital
parameters calculated following Berger (1978), and atmo-
spheric greenhouse gas concentrations derived from the Vos-
tok ice core. The evolution of the radiative forcing of atmo-
spheric dust was parameterized to alter proportionally with
the simulated global ice volume as by Schneider et al. (2006).
2.3 Regional-scale input data
2.3.1 Recent past climate
For the recent past climate predictands, we used the CRU
high-resolution climate data, version 2.1. (Mitchell and
Jones, 2005). For land areas the original resolution of the
monthly mean surface temperature and total precipitation
data was 0.5◦× 0.5◦. In practise this CRU data is the same as
the often-used, reanalysed ERA-40 (ECMWF 40 Years Re-
analysis) data set (Uppala et al., 2005). However, the use of
ERA 40 or the other reanalysed data sets such as NCEP (Na-
tional Centers for Environmental Prediction; Kistler et al.,
2001) could be considered in the possible future research. To
cover areas where CRU high-resolution data were not avail-
able, i.e. sea areas, we used the Jones et al. (1999) 5◦× 5◦
temperature data. Similarly, where high-resolution precipita-
tion data were not available, we used the Climate Prediction
Center (CPC) Merged Analysis of Precipitation (CMAP; Xie
and Arkin, 1997) derived from the years 1979–2000, with the
original data resolution of 2.5◦× 2.5◦.
2.3.2 Glacial climate over Northern Europe
For the glacial climate predictands over Northern Europe we
used the 50 yr of monthly mean temperature and precipi-
tation values of two simulations with the regional climate
model RCA3 (Kjellström et al., 2005, Samuelsson et al.,
2011) forced by simulations with the GCM CCSM3 (Collins
et al., 2006; Kiehl et al., 2006). The first data set was that
of an RCA3 simulation by Kjellström et al. (2010), repre-
senting a stadial within the MIS 3 around 44,000 yr BP, a
cold period with a relatively small Fennoscandian ice sheet
as illustrated in Fig. 1a. The second data set was that of an
RCA3 simulation by Strandberg et al. (2011), forced with a
CCSM3 simulation by Brandefelt and Otto-Bliesner (2009),
representing the LGM around 21 000 yr BP, with an exten-
sive ice sheet covering large parts of northern Eurasia, as il-
lustrated in Fig. 1b.
Different phases of the Palaeoclimate Modelling Inter-
comparison Project (PMIP) provide detailed information on
the relative performance of climate models in past climate
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Figure 1. Fennoscandian ice sheet extent and elevation (m) (a) as
in the RCA3 MIS 3 stadial simulation by Kjellström et al. (2010)
and (b) as extracted from the ICE-5G data by Peltier (2004) for the
RCA3 LGM simulation by Strandberg et al. (2011) . Data have been
bilinearly interpolated to a 1.5◦× 0.75◦ resolution.
conditions. In particular, the CCSM3 model compares gen-
erally well in the PMIP3 (Kageyama et al., 2006) and it is
within the ensemble spanned by participating models; for in-
stance, regarding the simulated temperature of the warmest
and coldest month in the latitude–longitude sectorial aver-
ages of interest. We thus conclude that, for the present study,
the choice of CCSM3 is equally well justified as the selection
of any other model in the PMIP ensemble.
2.3.3 Glacial climate over Western Eurasia
The glacial climate predictands over Western Eurasia were
produced using annual mean temperature and precipitation
data from two simulations with GCM CCSM4: the last 20 yr
of the CCSM4 LGM simulation (Brady et al., 2013) and the
period AD 1961–1990 of the CCSM4 recent past simulation
(Gent et al., 2011). First we computed the differences be-
tween the CCSM4 simulated LGM and recent past climates
and then we added these changes to the CRU’s annual tem-
perature and precipitation data sets (Sect. 2.3.1). For temper-
ature we applied the absolute change (◦C) and for precipita-
tion the relative change (%).
2.4 Evaluation of the GAMs
For evaluating the fitted GAMs, we computed several statis-
tical quantities as follows:
(i) the percentage of explained deviance:
%ED= 100 ∗
(Ym −Y0)2
(Y0 − Y0)2
, (6)
where Y0 stands for the predictand data
(CRU/RCA3/CCSM4) and Ym for the GAM-modelled
surface air temperature or log-precipitation;
(ii) the spatial correlation between the
CRU/RCA3/CCSM4 and the GAM-modelled sur-
face air temperature or log-precipitation:
Cor=
n∑
i=1
(Ym −Ym)(Y0 − Y0)√
n∑
i=1
(Ym −Ym)2
n∑
i=1
(Y0 −Y0)2
. (7)
For error estimates we computed the root-mean-square
error,
RMSE=
√
n−1
∑n
i=1 (Y0 −Ym)
2, (8)
which is sensitive to the maximum errors, and the mean
absolute difference,
MAD= n−1
∑n
i=1 |Y 0 −Ym|, (9)
which is less sensitive to the maximum errors.
Further, in Supplement 1, we tested the monthly GAMs in
predicting other months’ temperatures or precipitation over
Northern Europe. In Supplement 2, the annual GAMs for
Western Eurasia (calibrated only by recent past and LGM
data) were used for predicting annual mean temperature and
precipitation for 44 kyr BP, and the results were compared to
the output of the RCA3 regional climate model simulation by
Kjellström et al. (2010).
2.5 Comparison with temperature reconstructions
The calibrated GAMs were applied to downscale the
Holocene climate (10 kyr BP–present) of the simulation by
Ganopolski et al. (2010). The resulting annual mean temper-
ature was compared with two pollen-based reconstructions
of temperature for Laihalampi, Finland (Heikkilä and Seppä,
2003), and Gilltjärnen, Sweden (Antonsson et al., 2006). The
RMSE and MAD were computed for the bilinearly interpo-
lated CLIMBER-2 surface temperature and reconstructions
as well as for the downscaled temperature and reconstruc-
tions.
3 Results
3.1 Downscaling of precipitation
3.1.1 Evaluation of GAMs for precipitation
Equation (3) resulted in the skills presented in Table 1. The
precipitation GAMs showed good correlation (> 0.72) with
the fitted data. The MAD (RMSE) of the monthly precipita-
tion GAMs varied between 7 mm month−1 (12 mm month−1)
in February and 12 mm month−1 (21 mm month−1) in Octo-
ber. The GAMs were able to explain the spatial variance of
the total precipitation by 59–85 %.
Figure 2 depicts the splines of the GAM downscaling
January log-precipitation over Northern Europe. Figure 2a
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Figure 2. Components of the GAM model in Eq. (3) fitted to down-
scale the CLIMBER-2 January log-precipitation in the recent past,
MIS 3 stadial and LGM climates. The blue curves show the esti-
mated effects of (a) CLIMBER-2 total precipitation, (b) longitude
and latitude, (c) elevation, and (d) direction of the steepest slope.
demonstrates the effect of the raw CLIMBER-2 January pre-
cipitation: the precipitation increased with CLIMBER-2’s
precipitation, which indicates that the spline function reduces
the precipitation in months of low precipitation simulated
with CLIMBER, and enhances the precipitation in months of
high CLIMBER-simulated precipitation. This further leads
to the conclusion that the spline function increases the am-
plitude of the precipitation annual cycle, which is a well jus-
tified assumption because of CLIMBER’s coarse resolution
and very small precipitation variability. Figure 2b shows the
effect of the longitude and latitude: the spline increased pre-
cipitation on the west coast of Norway, as well as in Den-
mark and southern Sweden and decreased it over central and
northern Finland. The effect of elevation on precipitation
depended on the season. In the annual GAM and March–
September GAMs, the precipitation increased with elevation
(not shown). However, for cooler months, October–January,
the elevation effect was weaker, and for elevations between
1000 and 2000 m the precipitation even decreased with ele-
vation (Fig. 2c). To speculate, this may have a meteorological
explanation: at relatively low elevations (< 750 m) topogra-
phy enhances precipitation, between 750 and 2000 m eleva-
tions on glaciers the top climate is characterized by smaller
precipitation amounts and, again, when we go above 2500 m
(mountain tops) precipitation increases as a function of el-
evation. The effect of the direction of the slope is shown
in Fig. 2d: southerly and westerly slopes (∼ 180 to ∼ 270◦)
tended to increase precipitation, whereas northerly and east-
erly slopes (∼ 0 to ∼ 90◦) decreased it.
Table S1.1 in Supplement 1 shows the skills of the monthly
GAMs in predicting other months’ precipitation over North-
Table 1. Skills of the monthly total log-precipitation GAMs for the
Northern European area, and of the annual total log-precipitation (∗)
GAM for the Western Eurasian area. Values in parentheses represent
total precipitation. The GCV score is defined in Eq. (2). The per-
centage of explained deviance (%ED), the spatial correlation (Cor),
the root-mean-square error (RMSE), and mean absolute difference
(MAD) are defined in Eqs. (6–10), respectively.
Month GCV %ED Cor RMSE MAD
(%) (mm (mm
month−1) month−1)
January 0.09 84 0.91 (0.88) 14 8
February 0.09 82 0.90 (0.87) 12 7
March 0.08 79 0.89 (0.84) 13 7
April 0.08 67 0.82 (0.75) 13 8
May 0.06 63 0.80 (0.75) 13 8
June 0.06 63 0.80 (0.74) 14 10
July 0.06 67 0.82 (0.78) 15 11
August 0.06 59 0.77 (0.72) 17 12
September 0.07 63 0.79 (0.77) 20 12
October 0.08 72 0.85 (0.78) 21 12
November 0.10 78 0.88 (0.83) 18 11
December 0.10 81 0.90 (0.85) 18 10
Annual∗ 0.05 85 0.92 (0.84) 13 8
ern Europe; the correlations and errors are in the same range
as for the fitting data, suggesting that these GAMs do make
reasonable predictions with other than just calibration data.
3.1.2 Comparison of downscaled precipitation with
observation
Figure 3 demonstrates the raw CLIMBER-2 January precip-
itation (top row in Fig. 3), the CRU (first panel of the sec-
ond row in Fig. 3) and RCA3 (second and third panels of the
second row in Fig. 3) regional-scale precipitation, the GAM
downscaled January precipitation (third row in Fig. 3), and
the difference between the CRU/RCA3 data and the GAM
downscaled precipitation (bottom row in Fig. 3). By com-
paring rows three and two in Fig. 3, we see that the GAM
reproduced well the spatial distribution of precipitation over
Northern Europe, the highest precipitation rates occurring on
the western slopes of the Scandinavian mountains and the
smallest over the central parts of the Fennoscandian ice sheet.
3.2 Downscaling of temperature
3.2.1 Evaluation of GAMs for temperature
Equations (4) and (5) resulted in the skills presented in Ta-
ble 2. For the temperature GAMs the correlations were high,
explaining 96–99 % of the spatial variance of mean temper-
ature. The MAD (RMSE) of the temperature GAMs var-
ied between 0.6 ◦C (0.8 ◦C) in April and 1.6 ◦C (2.2 ◦C) in
January. The calibration ranges of the monthly and annual
mean temperatures over the inspection area (Northern Eu-
rope and Western Eurasia) are also shown in Table 2. The
Clim. Past, 10, 1489–1500, 2014 www.clim-past.net/10/1489/2014/
N. Korhonen et al.: Statistical downscaling of a climate simulation of the last glacial cycle 1495
 
Figure 3. January mean total precipitation at 0 (left column), 44 (middle column) and 21 kyr BP (right column) as simulated by the global
model CLIMBER-2 (top row), as observed during the period 1961–1990 by the CRU (first figure of the second row), as simulated by the
regional model RCA3 (second and third figures of the second row), as predicted by the GAM model (third row), and as the difference between
the statistical model and observation/simulation (bottom row). The unit is millimetres. The data of the first and the second rows have been
bilinearly interpolated to a 1.5◦× 0.75◦ resolution.
 
Figure 4. Components of the GAM model in Eq. (4) fitted to down-
scale the CLIMBER-2 July mean temperature in the recent past,
MIS 3 stadial and LGM climates. The blue curves show the es-
timated effects of (a) longitude and latitude, and (b) elevation and
distance to the nearest ice sheet (or ice cap) margin. In ice-free areas
the distance was expressed by positive values and in areas covered
by ice the distance was expressed by negative values.
calibration ranged from a glacial to an interglacial climate.
The CLIMBER-2 temperature was used directly, i.e. linearly
(see Eqs. 4, 5). With the splines for longitude and latitude
some of the cold bias of CLIMBER-2 over Northern Euro-
pean land areas was corrected, as seen for the July temper-
ature GAM in Fig. 4a. Over Western Eurasia, the longitude
and latitude splines produced warming over Western Europe
and cooling over continental Russia (not shown). In all the
GAMs, the splines decreased the temperature with increasing
altitude, as shown for July in Fig. 4b. In the May–September
and annual GAMs (Eq. 4) the splines also decreased the tem-
perature with increasing distance to ice-free areas, as shown
for July in Fig. 4b. In the GAMs for October–April (Eq. 5)
the direction of the slope also seemed to have an influence on
the local temperature: the splines increased the temperature
on the westerly slopes and decreased it on the easterly slopes
(not shown).
Table S1.2 in the Supplement 1 shows the skills of the
monthly GAMs in predicting other months’ temperatures
over Northern Europe. For the months May–September the
correlations and errors are in the same range as for the fitting
data (Table 2), suggesting that these GAMs do make reason-
able predictions with other than just calibration data. For the
temperature GAMs of the months October–April, the month-
to-month test gave higher errors than for the calibration data
(Table 2), suggesting that these GAMs are not suitable for
downscaling other months than the fitted one.
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Table 2. Skills and calibration ranges of the monthly mean temperature GAMs for the Northern European area, and of the annual mean
temperature (∗) GAM for the Western Eurasian area. Same abbreviations as in Table 1.
Month GCV %ED Cor RMSE MAD Min. range Max. range
(%) (◦C) (◦C) (◦C) (◦C)
January 3.96 98 0.99 2.19 1.62 −37.3 −12.6
February 3.42 98 0.99 2.05 1.47 −36.9 −11.6
March 1.51 99 0.99 1.36 0.97 −32.1 −8.1
April 0.52 99 0.99 0.79 0.57 −23.4 −2.6
May 1.74 96 0.98 1.46 1.09 −13.9 3.8
June 1.96 96 0.98 1.53 1.15 −5.4 10.2
July 1.98 97 0.98 1.55 1.11 −0.1 13.0
August 2.10 96 0.98 1.58 1.19 −1.6 12.1
September 2.20 97 0.98 1.64 1.22 −8.5 7.7
October 1.63 99 0.99 1.42 1.04 −17.6 1.6
November 2.69 99 0.99 1.82 1.32 −26.7 −4.8
December 3.53 98 0.99 2.07 1.54 −33.9 −10.0
Annual∗ 2.2 98 0.99 1.8 1.3 −9.2 3.3
3.2.2 Comparison of downscaled temperatures with
observations
In Fig. 5 the bilinearly interpolated CLIMBER-2 July tem-
peratures are in the top row, the CRU-observed July tem-
perature is in the first panel of the second row, the RCA3-
simulated July temperatures are in the second and third pan-
els of the second row, the GAM-downscaled July tempera-
tures are in the third row, and the differences between the
CRU/RCA3 data and the GAM-downscaled temperatures are
in the bottom row. By comparing the second and third rows
in Fig. 5, we see that the GAM reproduced well the spatial
distribution of July temperature over Northern Europe, e.g.
the Scandinavian mountains and the strong temperature gra-
dient near the ice sheet margin were well brought out by the
GAM. The GAM seemed to work especially well on ice-free
land areas that were not in the close vicinity of ice sheets
or mountains, the residuals being typically 0–2 ◦C. There
were, however, also some differences, e.g. the downscaling
of the recent past climate over the Scandinavian mountains
was somewhat too cold, and the temperature gradient on the
eastern margin of the ice sheet in the downscaled GAMs was
less steep than in the RCA3 simulation.
Figure 6 shows pollen-based reconstructions of annual
mean temperature, the bilinear interpolation of the annual
mean surface temperature simulated by CLIMBER-2, and
the GAM-downscaled annual mean temperature at two lo-
cations in Northern Europe during the Holocene. The pollen-
based reconstructions were produced with a weighted aver-
aging partial least squares regression and calibration tech-
nique. Bootstrapping-based root-mean-square errors of pre-
diction for the reconstructed values are sample-specific and
vary from 1.0 to 1.5 ◦C (Birks et al., 2010). When proxy-
based reconstructions are used for comparison with model
results, it must be borne in mind that the output of such re-
constructions have been shown to be sensitive to the spatial
extent of the calibration data sets used (Salonen et al., 2013).
However, while the absolute values are highly sensitive to
the climatic characteristics of the calibration data set, the
shapes of the relative palaeotemperature curves seem com-
paratively robust, as the curve shapes mostly remain simi-
lar as the calibration data is spatially shifted (Salonen et al.,
2013). Hence, it is important to note that the shapes of the re-
constructed temperature curves are generally consistent with
those based on GAM downscaling for the Holocene (Fig. 6).
As for the absolute values, the MAD of the reconstructions
and the bilinear interpolation of the CLIMBER-2 surface
temperature was larger than 3.8 ◦C and the RMSE> 3.9 ◦C.
The MAD of the reconstructions of the GAM output was less
than 1.4 ◦C and the RMSE< 1.6 ◦C. The difference between
GAM_Western Eurasia and GAM_Northern Europe is due
to the difference of the driving model; that is, CCSM4 versus
RCA3.
Based on Fig. 6, it seems at first that the GAM is simply a
bias correction of CLIMBER simulation towards the palae-
oreconstructions. The bias of the reconstructions is however
unknown and thus we cannot definitely say that the GAM is
an improvement over CLIMBER only because it is closer to
the reconstructions (we of course hope it is, but we cannot
say). Bearing in mind that the reconstructions are indepen-
dent of the GAM and CLIMBER and the climate model data
from CCSM4 and RCA3 are only one depiction of climate, it
is nevertheless satisfying to see that the GAM is in proximity
of observed climate. If we believe in the reconstructions, then
we can conclude that the additional information provided to
the GAM, on top of the CLIMBER simulation, is adequate
and very general since the locations of the reconstructions
are completely random for the GAM, and we have all reasons
to further believe that the GAM would fit reconstructions in
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Figure 5. July mean temperature at 0 (left column), 44 (middle column) and 21 kyr BP (right column) as simulated by the global model
CLIMBER-2 (top row), as observed during the period 1961–1990 by the CRU (first panel of the second row), as simulated by the regional
model RCA3 (second and third panels of the second row), as predicted by the GAM model (third row), and as the difference between the
statistical model and observation/simulation (bottom row). The unit is degrees Celsius. The data of the first and the second rows have been
bilinearly interpolated to a 1.5◦× 0.75◦ resolution.
 
Figure 6. Comparison of simulation data and pollen-based reconstructions of annual mean temperatures from (a) Laihalampi in Fin-
land and (b) Gilltjärnen in Sweden. The blue curves represent reconstructions by Heikkilä and Seppä (2003) for Laihalampi, and by
Antonsson et al. (2006) for Gilltjärnen. The green contours are interpolations from CLIMBER-2 simulations by Ganopolski et al. (2010).
The GAM_Western Eurasia (red curves) and GAM_Northern Europe (purple curves) data were downscaled by GAM models from the
CLIMBER-2 data in this paper.
other locations as well. Unfortunately, there are extremely
few sites with such data available.
4 Discussion and conclusions
We found that with an apt selection of predictor parameters,
GAMs can be useful to statistically downscale low-resolution
CLIMBER-2 EMIC simulation data ranging from a glacial to
an interglacial climate. For calibrating the GAMs, we utilized
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both physical predictors – such as the large-scale precipita-
tion and temperature data of CLIMBER-2 – and geographical
predictors – such as elevation, latitude, longitude, the direc-
tion of the steepest slope, the angle of the steepest slope, and
the shortest distance to the ice sheet margin. The final selec-
tion of predictors was based on the statistical skill of each
GAM.
The GAMs fitted for temperature (precipitation) were able
to approximately reproduce the observed and modelled tem-
perature (precipitation) fields. The mean errors in the mean
temperature (total precipitation) were of an order of mag-
nitude of 1–2 ◦C (10–20 mm month−1) as the climate var-
ied from glacial to interglacial over Europe. These error
estimates are at the same scale as in the GAMs by Vrac
et al. (2007). However, the calibration ranges in Vrac et
al. (2007) covered only an interglacial climate, whereas our
fitting included a glacial climate as well. Though some of the
detailed spatial features were not fully captured in regions
with large spatial variation of topography, the main spatial
patterns were relatively well captured by the GAMs taking
into account the very coarse resolution of downscaled pa-
rameters.
In Supplement 1 the monthly GAMs were used to predict
other months. The skills of precipitation GAMs and tem-
perature GAMs for months May–September in predicting
other months were in the same range as for the calibration
months. For the October–April temperature GAMs the er-
rors were high, suggesting that these GAMs are not capable
of downscaling outside of their calibration range. Also, Vrac
et al. (2007) found that some of their GAMs calibrated over
Western Europe were not valid outside their calibration do-
main (over North America or Northern Europe).
One critical assumption in the use of the statistical down-
scaling method is that the statistical relationship of the cli-
mate parameters used should remain stationary over time
(Vrac et al., 2007). This assumption can be questioned with
palaeoclimatic simulations spanning tens of thousands of
years and reaching back to the last glacial with markedly
different climatic boundary values than at present. For the
validation of the statistical downscaling method, we com-
pared our simulated Holocene temperatures with two pollen-
based quantitative annual mean temperature reconstructions
from Finland and Sweden. The results of these compar-
isons were generally congruent and thus support the valid-
ity of the statistical downscaling approach, at least in North-
ern Europe. Moreover, GAM-downscaled CLIMBER-2 tem-
perature showed better agreement with the pollen-based re-
constructions than the bilinearly interpolated CLIMBER-2
surface temperature.
The downscaling method enables the generation of high-
resolution climate data from the low-resolution CLIMBER-
2-SICOPOLIS simulations of the past. These data could
be used in bioclimatic modelling and long-term climate as-
sessments. The first comparison of the GAM-downscaled
CLIMBER-2 temperature to palaeoclimatological recon-
structions showed better agreement than the bilinearly inter-
polated CLIMBER-2 temperature. To further study the cor-
respondence between these downscaled simulations, the next
step will be to downscale the precipitation and temperature
with the fitted GAMs over the whole last glacial cycle sim-
ulation, and compare the results with palaeoclimatological
reconstructions. Finally, the GAMs could be further devel-
oped by adding predictors or additional simulation data such
as the ensemble mean of the PMIP3 LGM simulations.
The Supplement related to this article is available online
at doi:10.5194/cp-10-1489-2014-supplement.
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To widen the validation of the statistical downscaling we tested the monthly GAMs in predicting 
other months’ temperature or precipitation over Northern Europe. This was done by predicting with 
the GAM calibrated by the previous month’s precipitation the precipitation by CLIMBER (PCLI). 
The prediction, e.g. in the case of the February precipitation GAM run by January CLIMBER 
precipitation data was compared to the CRU, simulated 44 kyr BP (Kjellström et al. 2010) and 
simulated LGM (Strandberg et al., 2011) January precipitation data (reference data). We calculated 
the Pearson correlation, RMSE and MAD between the predicted and reference data. The results are 
in Tables S1.1 and S1.2 below.  
 
For the precipitation GAMs and the temperature GAMs for the months May-September the 
correlations and errors are in the same range as for the fitting data (compare to Table 1 and 2 in the 
paper), suggesting that these GAMs do predict reasonable also for other than just calibration data.  
For the temperature GAMs of the months October-April, the month to month test gave higher errors 
than for the calibration data (Table 2 in the paper)  suggesting that these GAMs have problems 
working outside their calibration domain.  
 
Table S1.1. Validating monthly precipitation GAMs on other months. 
Calibration month 
 
Validation month Cor 
RMSE  
(mm month
-1
) 
MAD  
(mm month
-1
) 
January February 0.84 13 8 
February January 0.88 16 9 
March April 0.61 18 13 
April March 0.65 24 17 
May June 0.61 18 14 
June May 0.59 17 12 
July August 0.68 19 13 
August July 0.75 16 12 
September October 0.73 25 18 
October September 0.69 26 17 
November December 0.82 20 14 
December November 0.79 23 14 
 
Table S1.2. Validating monthly temperature GAMs on other months. 
Calibration month Validation month Cor RMSE (˚C) MAD  (˚C) 
January February 0.90 7.98 5.5 
February January 0.97 4.02 3.34 
March April 0.96 8.27 6.93 
April March 0.92 10.33 8.41 
May June 0.97 1.96 1.6 
June May 0.97 1.92 1.56 
July August 0.98 1.99 1.63 
August July 0.98 1.95 1.59 
September August 0.96 2.73 2.33 
October September 0.97 4.42 3.2 
November December 0.93 7.06 5.45 
December November 0.97 5.13 3.98 
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The annual GAMs for Western Eurasia (calibrated only by recent past and LGM data) were used for 
predicting annual mean temperature and precipitation for 44 kyr BP by CLIMBER-2-SICOPOLIS 
44 kyr BP data from the last glacial cycle simulation by Ganopolski et al. (2010). The predictions 
are plotted below, in Figures S2.1 and S2.2, together with output of CLIMBER-2 and RCA3 
regional climate model simulation output by Kjellström et al. (2010) representing 44 kyr BP annual 
mean temperature and precipitation. 
 
Figures S2.1 b) and c) show that over Eastern Europe the GAM predicts similar temperature spatial 
patterns as the RCA3, whereas over Western Europe, there are more differences in details. The 
differences between RCA3 and GAM temperature over Finland mainly result from the difference of 
ice sheet extent in SICOPOLIS and RCA3: the Fennoscandian ice sheet in SICOPOLIS reaches 
Central Finland during 44 kyr BP, whereas in the RCA3 simulation the ice sheet reaches only some 
parts of Northern Finland (Figure 1 in paper).  
 
The GAM predictions of precipitation in Fig. S2.2 c) are similar to the RCA3 simulation output 
(Fig. S2.2 b) in many parts of Eastern and Central Europe, however, not predicting as high 
precipitation amounts in mountain regions. 
  
 a) CLIMBER-2 
Ganopolski et al. 2010 
 
  
b) RCA3 
Kjellstöm et al. 2010 
 
c) GAM Western Eurasia 
 
 
Fig. S2.1 Annual mean temperature at 44 kyr BP, a) as simulated by the global model CLIMBER-2 
(Ganopolski et al. 2010), b) as simulated by the regional model RCA3 (Kjellström et al. 2010), and c) as 
predicted by the GAM model “Western Eurasia”. Unit: Celsius. The data of CLIMBER-2 and RCA3 have 
been bi-linearly interpolated on to a 1.5º × 0.75º resolution. 
 
a) CLIMBER-2 
Ganopolski et al. 2010 
 
 
b) RCA3 
Kjellstöm et al. 2010 
 
c) GAM Western Eurasia 
 
Fig. S2.2 a) Annual mean total precipitation at 44 kyr BP, a) as simulated by the global model CLIMBER-2 
(Ganopolski et al. 2010), b) as simulated by the regional model RCA3 (Kjellström et al. 2010), and b) as 
predicted by the GAM model “Western Eurasia”. Unit: mm month-1. The data of CLIMBER-2 and RCA3 
have been bi-linearly interpolated on to a 1.5º × 0.75º resolution.  
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The severe cooling and the expansion of the ice sheets during the
Last Glacial Maximum (LGM), 27,000–19,000 y ago (27–19 ky ago) had
a major impact on plant and animal populations, including humans.
Changes in human population size and range have affected our ge-
netic evolution, and recent modeling efforts have reaffirmed the im-
portance of population dynamics in cultural and linguistic evolution,
as well. However, in the absence of historical records, estimating past
population levels has remained difficult. Here we show that it is
possible to model spatially explicit human population dynamics from
the pre-LGM at 30 ky ago through the LGM to the Late Glacial in
Europe by using climate envelope modeling tools and modern eth-
nographic datasets to construct a population calibration model. The
simulated range and size of the human population correspond signif-
icantly with spatiotemporal patterns in the archaeological data,
suggesting that climate was a major driver of population dynamics
30–13 ky ago. The simulated population size declined from about
330,000 people at 30 ky ago to a minimum of 130,000 people at
23 ky ago. The Late Glacial population growth was fastest during
Greenland interstadial 1, and by 13 ky ago, there were almost 410,000
people in Europe. Even during the coldest part of the LGM, the cli-
matically suitable area for human habitation remained unfragmented
and covered 36% of Europe.
hunter-gatherers | demography | niche modeling | climate change |
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Growing populations of anatomically and behaviorally mod-ern humans have been partly responsible for past ecosystem
changes such as the extinctions of Pleistocene megafauna and
Neanderthal humans (1, 2). In addition to the destiny of other
species, human population size also influences our own cultural
and genetic evolution. Large pools of interacting individuals can
create and maintain adaptive skills, as well as phonological var-
iation, more effectively than small populations, and they are also
capable of faster cumulative cultural evolution (3–5). A decrease
in population size may even result in a loss of complex cultural
traits (6). The effects of population size on cultural variation are
thus roughly similar to the effects of population size on genetic
variation (7).
The study of the role of human population size in cultural and
genetic evolution and past ecosystem changes necessitates esti-
mates of population dynamics extending far beyond historical
times. The archaeological record illustrates patterns of human
population range and size dynamics (8–10), but it does not offer
quantitative population size data. Archaeological reconstructions
of population dynamics are also bound to the regions and time
periods that offer a sufficiently rich archaeological record. In
addition to archaeological data, information on past population
patterns can be inferred from genetic data using skyline-plot
methods (11) and pairwise or multiple sequentially Markovian
coalescent analyzes (12, 13). However, these methods depend on
estimates of DNA mutation rate and molecular clock calibra-
tions, which are still debated (14, 15) and imprecise, leading
to poor temporal resolution. Furthermore, these methods track
changes in effective population size that does not have a straight-
forward relationship with the actual census population size (16).
Together with poor resolution, this makes it extremely difficult to
meaningfully compare DNA-based population reconstructions with
the records of cultural or environmental changes.
Here, we take a different approach and model human pop-
ulation size and range dynamics in the last glacial Europe in-
dependently of archaeological and genetic data. Ethnographic
studies have found a link between climate and the diet, mobility,
and territory size of hunter-gatherers (17–20). We hypothesize
that correlation exists also between climate and hunter-gatherer
population density. We take advantage of this potential climate
connection and use an approach made possible by recent de-
velopments in climate envelope modeling.
Climate envelope or niche models use associations between
aspects of climate and the occurrences of species to estimate the
conditions that are suitable for maintaining viable populations
(21–23). By using information on how the climate affects modern
hunter-gatherer population densities, this framework allows us to
evaluate climatic suitability for humans and simulate their po-
tential distribution and abundance under the changing climatic
conditions of the last glacial, thus overcoming the above-men-
tioned limitations of approaches using only archaeological or
genetic data. We use ethnographic data on terrestrially adapted
mobile hunter-gatherers and their climatic space (24) (Dataset S1)
to construct a calibration model that predicts hunter-gatherer pres-
ence and population density by three climatic predictors: potential
evapotranspiration and water balance, both of which exert strong
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Despite its importance for understanding genetic, cultural, and
linguistic evolution, prehistoric human population history has
remained difficult to reconstruct. We show that the dynamics
of the human population in Europe from 30,000 to 13,000 y ago
can be simulated using ethnographic and paleoclimate data
within the climate envelope modeling approach. Correspon-
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data suggests that population dynamics were indeed driven by
major climate fluctuations, with population size varying be-
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climatic conditions during the last glacial were not as harsh as
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climatically suitable area for humans covered 36% of Europe.
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influence on ecosystem productivity and species richness, and the
mean temperature of the coldest month that affects wintering
conditions, such as winter mortality (25, 26). This model is ex-
trapolated over the European landscape for 30–13 ky ago using
climate predictor values obtained by statistical downscaling of the
CLIMBER-2 climate model simulation data (27, 28) (Dataset S2).
The period in question was chosen because it extends from the
end of the Marine Isotope Stage 3 (MIS-3) to the Last Glacial
Termination and includes the coldest phase and the largest ice
sheet extent of the last glaciation (29).
In practice, estimates of absolute prehistoric population size or
density cannot be truly verified with any existing data. Because our
model is not archaeologically informed, it is, however, possible to
use the dataset of archaeological radiocarbon dates (30) (Dataset
S3) to evaluate the simulated spatial and temporal patterns and, in
that sense, the realism of our simulation. Such archaeological data
are increasingly used as a proxy in studies of prehistoric human
population dynamics (8–10, 31, 32).
Results
Fig. 1 shows that the temporal patterns in the simulated population
size and archaeological population proxy are remarkably consistent
(rP = 0.84, P < 0.00002). Both show relatively high late-MIS-3
population size levels, a decline toward the Last Glacial Maximum
(LGM) minimum, and a rapid growth during the Late Glacial.
The simulation suggests that the human population size in Europe
was about 330,000 at 30 ky ago, 130,000 during its minimum at
23 ky ago, and almost 410,000 at 13 ky ago, during the Greenland
interstadial 1. The mean population density in the inhabited area
varied between 2.8 and 5.1 persons per 100 km2.
The simulated spatial pattern of human population (Figs. 2
and 3) indicates a population contraction starting in line with the
ice sheet expansion at 27 ky ago. During the peak LGM, the
northern limit of contiguous population in Europe extended
from central France to lowlands in southern Germany and to the
southern parts of modern Ukraine and European Russia (Fig. 2).
Thus, there was an uninhabited zone about 500 km wide between
the ice sheet and the northern limit of the human population.
However, our simulation suggests that the continuously suitable
and inhabited area between 30 and 13 ky ago covered 36% of the
European land area even during the coldest LGM, stretching to
the north of the Alps (Fig. 3), a result supported also by an
emerging archaeological picture (33). In addition, the simulation
shows a persistent southwest-northeast gradient of decreasing
population densities, with the densest populations throughout
the LGM in the Iberian Peninsula and the Mediterranean region
(Figs. 2 and 3). The post-LGM recolonization of the continent
began at 19 ky ago.
These spatial dynamics concur with the archaeological data,
although the latter show a spatially and temporally more spo-
radic pattern. Such a sparse pattern is most probably a result of a
Wallacean shortfall-like effect of incomplete information on
species distribution. Although Wallacean shortfall is true for
current plant and animal species, paleontological and archaeo-
logical records provide obviously even more incomplete and
coarse reflection of true ranges (23).
There are, nevertheless, two instances where the simulated
range and density of the human population deviate from the
distribution of archaeological data. First, in northern Russia, the
archaeological record indicates occasional presence of humans
much farther north than our simulation suggests. These anom-
alies may represent human populations whose climatic tolerance
differed from that of the modern hunter-gatherer populations
used in the calibration model, because it has been suggested that
the archaeological lithic assemblage of Byzovaya site in the
Polar Urals was produced by Neanderthals (34). The presence
of Neanderthals is controversial (35), however, and the anomalies
continue sporadically throughout the LGM, when Neanderthals
are assumed to have already been extinct. Nonetheless, our
results allow for the possibility that the late MIS-3 populations
in northern Russia were biologically or behaviorally different
from later humans.
Second, whereas our model simulates high population den-
sities in the Mediterranean region, the density of archaeologi-
cal data in the region is relatively low throughout the study
period. This difference does not relate to the properties of the
climate data used in the simulation, because the LGM snapshot
population simulations based on state-of-the-art general cir-
culation model data (36–38) show the same pattern (Fig. S1).
This similarity of the patterns strongly suggests that the Iberian
Peninsula and the Mediterranean region have indeed been
climatically the most suitable areas for hunter-gatherers through-
out the LGM.
It is possible that some nonclimatic factors made the region less
suitable for humans, which would explain the difference between
the simulation based on the hunter-gatherer climatic envelope and
the archaeological data. For example, the climatically highly
A
B
C
D
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F
Fig. 1. Comparisons between simulated hunter-gatherer population size
and density, the archaeological population proxy, and paleoclimatic simu-
lations between 30 and 13 ky ago in Europe. (A) Simulated human pop-
ulation size in Europe. Error bars show the resampling-based confidence
limits (95%). (B) Simulated mean density in the inhabited area of Europe.
Error bars show the resampling-based confidence limits (95%). (C) Archae-
ological population size proxy based on the taphonomically corrected
number of dates. (D) European mean of simulated potential evapotranspi-
ration. (E) European mean of simulated mean temperature of the coldest
month. (F) European mean of simulated water balance. D–F are based on
the downscaling from the CLIMBER-2 climate model.
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suitable, but relatively small, island of Sardinia may not have
been attractive for terrestrially adapted hunter-gatherer groups
of the LGM Europe. On a larger scale, however, the spatial
distribution of archaeological data may not adequately reflect
the distribution of human population, because of the systematic
differences in taphonomic processes between different parts of
Europe. Due to a combination of climatic and topographic fea-
tures, erosion rates are higher in the Mediterranean region than
in other parts of Europe (39, 40). The high erosion leads to loss
or disturbance of the sediment layers containing archaeological
material, which may explain the relatively low density of ra-
diocarbon dated sites in the Mediterranean region. For example,
in a sample of 164 Middle Paleolithic sites in southern Iberia,
almost 80% of the sites were found to be clearly in a secondary
context (41).
Research history may also play role in the spatial variability of
archaeological data. In Portugal, for instance, there were only
four Upper Paleolithic sites known in the early 1960s, and the
region was considered largely uninhabited (42). Sensitivity of
archaeological distributions to changes in research interests is
reflected by the fact that in 50 y the number of sites has multiplied
manifold with such discoveries as the Côa Valley dwelling and rock
art sites (43, 44). However, relatively few of these new sites have
been radiocarbon dated (44) and would not show up in our ar-
chaeological proxy. It is thus likely that the discrepancy between
the simulated population densities and the spatial distribution of
archaeological data in the Mediterranean region is a result of
combined effect of research history and erosion-induced tapho-
nomic loss and disturbance of archaeological material. In general,
the archaeological data, nevertheless, fall within the simulated
range area and the northern limits of the simulation and the ar-
chaeological data correspond to each other relatively well.
Discussion
The overall similarity of the simulated and archaeological pop-
ulation patterns supports our results about the European human
population changes between 30 and 13 ky ago. However, the
simulated population size in LGM Europe appears extremely high
compared with the results of Bocquet-Appel et al. (45), who esti-
mated the population size to be less than 6,000 persons. There are
two main reasons that lead to these considerably smaller pop-
ulation size estimates. First, Bocquet-Appel et al. (45) estimate the
human population range from the spatial distribution of archaeo-
logical data while assuming that it adequately reflects the true
range of the human population. As discussed above, this assump-
tion is probably not valid, because archaeological remains provide
an incomplete and coarse reflection of past geographical distribu-
tions of human activity. Second, compared with ethnographically
known hunter-gatherer populations (17, 24), Bocquet-Appel et al.
(45) use extremely low population density estimates and, even
more importantly, only single estimates for each period in question,
which does not take into account geographical variability in climate
Fig. 2. Simulated human population range and density compared with the spatial distribution of archaeological sites during six time intervals from 30 to
13 ky ago. Archaeological sites are indicated with black dots and in each time slice they represent sites dated within 1,000-y bins.
Fig. 3. Climatic suitability of Europe for human population over the LGM
according to the simulation. (A) Changes in the percentage of potentially
inhabited land area in Europe. (B) Percentage of time the area has poten-
tially been inhabited between 30 and 13 ky ago. (C) Mean population
density (people/100 km2) between 30 and 13 ky ago.
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and environment. As our simulation shows, this variability has a
strong impact on human population densities and this result ap-
pears to be robust with respect to the choice of climate model
simulation data (Fig. S1).
In addition, the simulated temporal pattern in population
size and density differs from many previous reconstructions
of Pleistocene dynamics of European populations, especially
those based on DNA data (11–13), which show monotonic
growth for the last 50 ky. However, the monotonic growth does
not match the archaeological record, which shows substantial
variations in human population size at high and low frequen-
cies. These variations seem often to follow climatic variability
and, as shown here, they are also simulated with the climate
envelope modeling.
Our results have three important implications. First, we show
that the range and size of prehistoric hunter-gatherer populations
can be realistically modeled using information on modern hunter-
gatherers and paleoclimatic simulations. This climate envelope
modeling approach provides valuable insights into the patterns and
causes of long-term human population dynamics and a necessary
complement to archaeological and DNA-based methods when
studying prehistoric human demography. Second, the consistency
between the simulated patterns and the archaeological data are
remarkable because it suggests that climatic conditions were crucial
drivers of last glacial human population dynamics. This consistency
also indicates that the climate envelope of the hunter-gatherers has
remained relatively constant from the last glacial to present. Mil-
lennia of cultural evolution have not fundamentally changed con-
straints on terrestrially adapted hunter-gatherer populations posed
by the climate. Third, even the harsh conditions of the LGM sus-
tained a substantial human population in Europe, which was not
fragmented to totally isolated refugia. The continuous range would
have facilitated a flow of genes and cultural information between
the western and eastern parts of the continent, which, in turn, has
implications for understanding genetic diversity and cultural evo-
lution in Europe.
Materials and Methods
Constructing the Calibration Model.We used an ethnographic dataset (n = 339)
of modern and recent historical hunter-gatherer populations (24) to extract
calibration data to train the statistical models. This dataset is obviously geo-
graphically biased. The spatial distribution of ethnographically documented
hunter-gatherers does not reflect the geographical area that is suitable for
hunter-gatherers, because large areas previously occupied by foragers are
dominated by agricultural populations from the Mid-Holocene onward. How-
ever, it has been shown that the ethnographic sample of hunter-gatherers is
not biased in terms of their niche space (24). Therefore, these data are suitable
for niche modeling including climate envelope modeling that are extrapolated
to the geographical areas not recently occupied by hunter-gatherers.
For the calibration data, we excluded cases where subsistence is based on
mutualistic relations with non–hunter-gatherers (SUBPOP = X). Because the iso-
tope studies of human bone collagen indicate that the Pleistocene hunter-gath-
erers obtained, at most, 30% of their dietary protein from aquatic resources
(46, 47), we also excluded populations whose main livelihood comes from aquatic
resources (SUBSP = 3). In addition, we excluded populations that used horses
(SYSTATE3 = 1), because mounted hunter-gatherers are unknown in the Euro-
pean Paleolithic record. To keep the simulated population densities conservative,
we excluded populations that either move into and out of a central location that
is maintained for more than 1 y or are completely sedentary (GRPPAT = 2). These
groups usually live under high population densities. The exclusion means that the
simulation assumes that the Pleistocene human populations in Europe were res-
identially mobile, an assumption commonly held by archaeologists. For a com-
parison, we present in SI Text and Fig. S2 a more relaxed simulation based on the
calibration data that includes also semi- and fully sedentary groups.
Altogether, the calibration data includes information on 127 hunter-
gatherer populations. Because this dataset gives information only on envi-
ronments where the hunter-gatherers have existed in recent historical times,
we added 120 pseudo-absence data points to the climate space where ter-
restrially adapted hunter-gatherers have not recently existed (e.g., extremely
cold and extremely hot and dry) to enhance the performance of the statistical
models (Fig. S3 and Dataset S1). Pseudo-absence data have information on
climatic conditions and the hunter-gatherer density for each point is zero.
The climate data for these points were obtained from the WorldClim da-
tabase (48). Addition of pseudo-absence data to presence-only data are a
standard procedure in ecological modeling (49, 50).
We used potential evapotranspiration (PET), water balance (WAB), andmean
temperature of the coldest month (MCM) as predictors of the density (DENSITY)
and presence/absence (DENSITY > 0) of the human population. PET and MCM
values are directly available from the ethnographic dataset. WAB values were
calculated as the difference between annual precipitation and PET.
To model the distribution and density of the human population, we used
two frameworks: one predicting the range (presence/absence) of the human
population and the other predicting population density. The human pop-
ulation occurrence was modeled as a binary response variable and density as a
continuous response variable. To take into account the fact that different
modeling algorithms give diverse predictions, the following six alternative
techniques were used to relate human presence/absence and density with the
explanatory climatic variables: generalized linear modeling (GLM) (51), gen-
eralized additive modeling (GAM) (52), support vector machines (SVM)
(53, 54), classification tree analysis (CTA) (55, 56), random forest (RF) (57, 58),
and generalized boosting methods (GBM) (59, 60). All of the methods were
implemented using R statistical software (61). A more detailed description of
these techniques is given in the SI Text.
Predicted probabilities of occurrence were converted to presence/absence
predictions using the threshold value maximizing the sum of sensitivity and
specificity (62) (SI Text).
The ability of the models to predict human population occurrence and
density was assessed using cross-validation (70% random sample for cali-
bration and 30% for validation; 500 repeats). The predictive power of the
binary models was determined by testing the accuracy of predictions made
for the validation dataset by calculating the area under the curve of a receiver
operating characteristic plot (AUC) and the true skill statistic (TSS) (63). For
density models, mean R2 values were calculated. Predictive accuracies of the
six models based on three climate variables are summarized in Table S1.
To further evaluate the ability of climate envelope modeling approach to
correctly simulate hunter-gatherer populations, we simulated Australian
hunter-gatherer population at 0.5 ky ago and compared the result to the
historical, ethnographic, and archaeological estimates of population size at
the European contact (64–66). This simulation is presented in the supplement
(SI Text and Fig. S4).
Climate Model. The monthly average temperature and annual precipitation
values for Europe were generated using a full last glacial cycle simulation
(126 ky ago until the present day) with the CLIMBER-2-SICOPOLIS model system
(27) that simulates climate at a temporal resolution of 1,000 y. Climate data
were downscaled here to the resolution of 1.5° (longitude) × 0.75° (latitude)
for a time slice of 30–13 ky ago using a GAM (52). The GAM used here was
calibrated (28) using observations of the recent past climate (67, 68) and a
short time slice simulation of the LGM (about 22 ky ago) using a relatively
high-resolution general circulation model (CCSM4) (36). See SI Text for details.
The temperature data at the spatial resolution of 1.5° × 0.75° were regridded
to 0.375° × 0.250°. During the regridding process, monthly temperature values
were lapsed by the pseudo adiabatic lapse rate (6.4 °C/km) to account for
differences in average elevation between the fine-scale and coarse-scale grids
(69) (Dataset S2). The problem with the climate model is that it cannot trace
high-frequency climate variations. Therefore, for example, some of the cold
events, such as Heinrich 1, do not show up in the model data.
Human Population Range and Density Model. The range of the human pop-
ulation for every 1,000 y between 30 and 13 ky ago was simulated by pre-
dicting presence/absence of humans for every 0.375° × 0.25° cell containing
land area. This simulation was done by using the above-mentioned cali-
bration model algorithms and climate predictor values derived from the
climate simulation. The climate simulation based monthly average temper-
ature, and annual precipitation values were used to calculate PET and WAB
values. WAB was calculated as the difference between precipitation and
potential evapotranspiration. PET was calculated as (70, 71)
PET= 58.93× Tabove  0  °C
The results of different model algorithms were averaged by using ensemble
averaging methods that have been shown to remarkably increase the ro-
bustness of forecasts (72). For binary models, majority vote was used. Ma-
jority vote is an ensemble forecasting method that assigns a presence
prediction only when more than half of the models (i.e., >3) predicts a
presence (73).
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Next, population density was predicted for every 0.375° × 0.25° cell inside
the modeled range. For density models, to average the results based on
different algorithms, their median was calculated (consensus method) (72)
for each cell.
To calculate the human population size in Europe every 1,000 y, we first
calculated the land area of each cell. Here we took into account the sys-
tematic areal change of the 0.375° × 0.25° cells and the actual percentage of
the land area in each cell. Next, we multiplied the predicted population
density of the cell by the land area of the cell and summed these values to
get the total population size.
To evaluate the uncertainty of population size estimates, we repeated the
whole process from calibration model fitting to calculation of population size
500 times using each time a random sample (70%) of the training/calibration
data. This procedure allowed us to calculate confidence limits for the sim-
ulated population size estimates. The set of modeling techniques and cli-
mate data were held constant throughout the process.
The changes in the percentage of inhabited land area in Europe between
30 and 13 ky ago were calculated by relating the summed land area of the
inhabited cells to the total land area of the cells containing land (ice sheet
included). To estimate the percentage of time the cell has been inhabited
between 30 and 13 ky ago, we counted the number of 1,000-y intervals when
the cell was inhabited (maximum 18) and related this to the total number of
time intervals.
The ice sheets shown in Fig. 2 were drawn according to four sources
(74–77). There is some overlap between the reconstructed ice sheets and the
modeled population range, especially in the British Isles at 27 ky ago. This
overlap may partly be due to the generalizing effect of using 1,000-y time
intervals in climate and human population simulations and in the ice sheet
reconstructions but may also reflect some inaccuracies in the modeled human
populations ranges and/or ice sheet reconstructions.
We have taken into account eustatic changes in the sea level and the
consequent changes in the land area of Europe by adjusting the sea level
according to a global sea level change curve (78).
Archaeological Human Population Proxy. Previous approaches of prehistoric
humandistribution andnichemodelinghave trained thepredictivemodels using
archaeological site distribution data (79–81). By keeping our calibration model
independent from the archaeological data, we are able to test our simulation
with the archaeological data.
To evaluate the simulated human population range and density, theywere
compared with the archaeological population proxy. The population proxy is
based on 14C dates, and the dates extracted from the International Union for
Quaternary Science (INQUA) Radiocarbon Paleolithic Europe Database v12
form the backbone of data (30). We also included several dates from other
recently published sources. The reasoning behind such a dates-as-data ap-
proach is that reliable archaeological radiocarbon dates indicate human
presence in the area and that the temporal variation in the frequencies
of 14C dates reflects changes in prehistoric population size (8–10, 31, 32, 82).
The dataset was critically evaluated using the information given in the INQUA
database. We excluded (i) all dates that were qualified as unreliable or con-
taminated, (ii) dates without coordinates or laboratory reference, (iii) duplicate
dates, (iv) dates with SEs greater than 5% of the mean 14C age, (v) dates from
gyttja, humus, peat, soil or soil organics, organic sediment, humic acid fraction of
the sediment, and fossil timber, (vi) dates of marine origin, such as shell, marine
shell, and molluscs, (vii) dates without a clear link to human activity, such as
terminus ante and post quem, surface, above, up from, top, below and beneath
of the cultural layer(s), minimum or maximum age of the layer, and beyond site,
and (viii) dates of cave bear (Ursus spelaeus). In some cases, coordinates or even
ages were corrected according to the original publication of the date. After the
cleaning, the dataset contains 3,718 14C dates from 895 sites (Dataset S3).
The dates were calibrated using the OxCal 4.2 calibration program (83) and
IntCal13 calibration curve (84). In the analyses, we used the calibrated median
dates. For comparisons between the model and archaeological data, median
dates were grouped in intervals of 1,000 y so that the modeled human range at
30 ky was compared with the spatial distribution of dates between 30,499 and
29,500 cal BP, the modeled range at 29,000 cal BP to the distribution of dates
between 29,499 and 28,500 cal BP, and so forth.
Surovell et al. (31) argued that the younger findings are overrepresented rel-
ative to older findings in the archaeological record due to the time-dependent
influence of destructive processes such as erosion and weathering. Similar time-
dependent loss processes seem to affect geological and palaentological data, as
well as historical coin records (85, 86). Therefore, the temporal frequency distri-
butions should be corrected for this taphonomic bias. Surovell et al. (31) proposed
a model of taphonomic bias and suggested how to use it to correct the temporal
frequency distributions. This method was evaluated, modified, and implemented
in several subsequent studies (1, 32, 82, 86). Here, we used a taphonomic bias
model modified byWilliams (32). The temporal distribution of the taphonomically
corrected number of dates was used as a proxy for relative changes in human
population size between 30 and 13 ky ago, and this distribution was compared
with the temporal distribution of modeled population sizes. See Fig. S5 for the
comparison between raw temporal frequency distribution and the taphonomi-
cally corrected temporal frequency distribution of archaeological dates.
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SI Text
Calibration Modeling Techniques.
i) GLMs are mathematical extensions of linear models (51), which
can handle nonlinear relationships and different types of statis-
tical distributions characterizing spatial data and are technically
closely related to traditional practices used in linear modeling
and ANOVA. For the density model, linear and second- and
third-order polynomial terms and, for the binary model, linear
and second-order polynomial terms were computed with family
specification = Poisson to provide the human population den-
sity and probability of human population occurrence in each
grid square, as a response to the three climatic variables.
ii) GAMs are nonparametric extensions of GLMs (52). GAMs
provide a flexible data-driven class of models based on a
cubic-spline smoother with 4 df that permit both linear
and complex additive response shapes, as well as a combi-
nation of the two within the same model. The smooth func-
tions are computed independently for each explanatory
variable and added to construct the final model. GAM was
implemented using the package mgcv (87) in R (61). The
following smoothing parameters were used for the density
model: k = 3 (MCM), k = 4 (PET), k = 4 (WAB). The
following smoothing parameters were used for the binary
model: k = 3 (MCM), k = 3 (PET), k = 3 (WAB). Family
specification was set to Poisson.
iii) SVM is a machine learning method able to deal with complex
nonlinear relations between variables. The SVM constructs a
hyperplane or set of hyperplanes in a high-dimensional space,
which can be used for classification and regression (53,
54). The SVM transforms a nonlinear relationship to linear
through its ability to map the problem into a higher dimen-
sion space using a kernel trick. The SVM was implemented
using package e1071 (88). A radial basis kernel was used in
both binary (C-classification) and density (eps-regression)
models. Optimal values for gamma and cos parameters were
searched using cross-validation using tune function. For bi-
nary model, values are gamma = 2 and cost = 8 and for the
density model are gamma = 1 and cost = 1.
iv) CTA is an alternative to regression techniques. It is based on
classification trees (55) and uses recursive partitioning to split
the data into progressively smaller, homogenous subsets until a
termination is reached (56). The optimal length of the tree is
selected by a procedure of 10 cross-validations. The advantage
of CTA is that it allows the capturing of nonadditive behavior
and complex interactions. CTA was implemented using the
package rpart (89). Optimal values for the minimum number
of observations that must exist in a node for a split to be
attempted (minsplit) were searched using cross-validation.
For the density model, the minsplit value was set to 20 and
for the binary model was set to 50. Method was set to Poisson.
v) RF is a machine learning method (57). RF generates hun-
dreds of random trees. A selective algorithm limits the num-
ber of implemented parameters in each tree. A training set
for each tree is chosen as many times as there are observa-
tions, among the whole set of observations. After the trees
have been built, data are entered into them and each grid
square is classified by all of the trees. At the end of the run,
the classification given by each tree is considered as a “vote,”
and the classification of a grid square corresponds to the
majority vote among all trees (58). RF was implemented using
the package randomForest v. 4.6–10 (90).
vi) GBM is a machine learning method that estimates the rela-
tionship between a response variable and its predictors without
a priori specification of a data model (59). Boosted regression
trees (60), the GBM technique used here, is an advanced form
of regression that automatically incorporates interactions be-
tween predictors and is capable of modeling complex nonlinear
functions. Boosting is a numerical optimization technique for
minimizing a loss function (such as deviance) by adding at each
step a new tree that best reduces the loss function (59, 60).
Here, GBM was implemented using the package gmb (91).
The distribution parameter was set to Poisson. The total num-
ber of trees was set to 1,000, number of cross-validation folds
to 4, shrinkage parameter to 0.005, and the maximum depth of
variable interaction to 3. In addition, gbm.perf function was
used to estimates the optimal number of boosting iterations.
Optimal Threshold Calculation. Binary models were initially set to
predict probabilities of occurrence. If the probability was higher than
a certain threshold, the observation was classified as present (1) and
otherwise as absent (0). A model-specific optimal threshold was
calculated using calibration data so that the threshold would max-
imize the sum of the percentage of correctly identified occurrences
(sensitivity) and absences (specificity). Calculation was performed
using the optim.thresh function in the SDMTools package (92). This
function often returns a range in thresholds that are equal for a given
data andmodel. In such cases, the 95th percentile was selected as the
threshold value, which means that our simulations of the human
population range are relatively conservative.
Climate Model. The climate predictors for Europe were generated
using a full last glacial cycle simulation (126 ky ago until the
present day) with the CLIMBER-2-SICOPOLIS model system
(27). CLIMBER-2 is an Earth system model of intermediate
complexity (EMIC). It includes model components for the at-
mosphere, ocean, sea ice, land surface, terrestrial vegetation, and
ice sheets (93). The reason for using an EMIC instead of an Earth
system model of full complexity (ESM) is that the time period
considered is too long for ESM simulations with adequate spatial
resolution. Therefore, downscaling the simulation results would
have been necessary regardless of the choice of the simulation
model. The resolution of the simulation data (10° in latitude and
51° in longitude in the atmospheric component) is very low but
nevertheless sufficient for simulating the seasonal variability of
many climate variables (93) and the climate response to changes
in different types of forcing and boundary conditions within the
range of ESM simulations (94). Of particular interest for us is
the ability of this EMIC to simulate observed ice sheet evolution
to obtain a more realistic climatology of temperature and pre-
cipitation in regions adjacent to land-ice masses. The CLIMBER-
2 model has been coupled with a high-resolution 3D thermo-
mechanical ice sheet model (SICOPOLIS) (95). The resolution
of the ice sheet model is 1.5° × 0.75°, and the model domain
covers the Northern Hemisphere from 21°N to 85.5°N. The at-
mosphere and ice sheets are coupled using a physically based
energy and mass balance interface (SEMI) (96). The simulations
were forced by the Earth’s orbital parameter variations (97), and
atmospheric greenhouse gas concentrations were derived from
the Vostok ice core. The modulating effect of atmospheric dust
on radiative forcing was parameterized in proportion to the
simulated global ice volume (98).
The annual mean temperature and total precipitation over
Europe as simulated by CLIMBER-2 were downscaled here to
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resolution of 1.5° (longitude) by 0.75° (latitude) for a time slice
of 30–13 ky ago using a GAM (52). The GAM used here was
calibrated (28) using observations of the recent past climate
(67, 68) and a short time-slice simulation of the LGM (about
21 ky ago) using a relatively high-resolution general circulation
model (CCSM4) (36). The explanatory variables in the GAM
were temperature and precipitation of CLIMBER-2, and ele-
vation, distance to ice sheet, slope direction, and slope angle of
the SICOPOLIS ice sheet model.
The mean temperature of the coldest month TC(x,y,t) over
Europe in each grid point (x,y) during the period 30–13 ky ago (t)
with a time step of 1,000 y was computed as
TCðx, y, tÞ=TAðx, y, tÞ+

TCpðx, yÞ−TApðx, yÞ

×

1−
jTEAp −TEAðtÞj
TEAp −TEAL

+ ½TCLðx, yÞ−TALðx, yÞ×

jTEAp −TEAðtÞj
TEAp −TEAL

,
where TA(x,y,t) is the downscaled annual mean temperature,
TCp(x,y) − TAp(x,y) is the difference between the mean tempera-
ture of the coldest month and the annual mean temperature in
each grid in the observed recent past (67, 68), and TCL(x,y) −
TAL(x,y) is the corresponding difference in the general circulation
model simulation of the LGM (36). TEAL, TEA(t), and TEAp are the
downscaled annual mean temperatures over Europe during
the LGM, each millennium from 30 to 13 ky ago, and observed
past, respectively.
Simulation of the Australian Hunter-Gatherer Population at 0.5 ky
Ago. To further evaluate the ability of the climate envelope
modeling approach to simulate hunter-gatherer population den-
sities, we simulated Australian population before the European
contact at around 0.5 ky ago. The most recent estimates of
Australian population size suggest that at the time of European
contact (AD 1788), the hunter-gatherer population size was
between 750,000 and 1.1 million and slightly higher at 0.5 ky ago
(64–66). To simulate the Australian hunter-gatherer population,
we extracted modern climate data from WorldClim database
(48). As the Australian temperatures at 0.5 ky ago are estimated
to be 0.5 °C lower than the current temperatures (99, 100), we
subtracted 0.5 from all of the modern temperature values used in
the simulation. Approximately similar climatic conditions pre-
vailed also during the European contact in the 18th century, as
the temperatures started to rise during the 19th and 20th century
(99, 100).
We performed the Australian simulations using two different
calibration sets. The first includes only terrestrially adapted
groups. It also includes GRPPAT = 2; type hunter-gatherers as
these are known in the Australian ethnographic record (24).
Because the Australian ethnographic and historical record in-
cludes also aquatically adapted hunter-gatherers (24), whose
population densities can be higher than the densities of terres-
trially adapted populations living in similar climate, the simula-
tion based on this kind of calibration data would underestimate
Australian population size. Therefore, we performed the simu-
lation also with the calibration data that also includes aquatically
adapted hunter-gatherers (SUBSP = 3).
The results of these simulations are shown in Fig. S4. The
simulation based on more realistic calibration data that also in-
clude aquatic foragers gives a precontact population size esti-
mate of 780,000. This is within the suggested range at the time of
the European contact, but slightly lower than the suggested
population size of 1.2 million at 0.5 ky ago (66). The simulation
suggests that areas in western and central Australia would have
been uninhabited mainly due to the extremely negative water
balance (Fig. S4). However, it is known that humans lived also in
these areas. The reason for the simulated pattern relates to our
selection of pseudo-absence data, which include locations in
Africa and Arabian Peninsula, where the climate conditions re-
semble those of central Australia. Due to these pseudo-absence
data points, the binary distribution model (humans present/
absent) predicts uninhabited areas in Australia. When the se-
lection of the optimal threshold value (see above) is relaxed from
the 95th to the 5th percentile of the range of the optimal threshold
values, population size increases to 800,000, and the uninhabited
area decreases but does not disappear.
Despite the small discrepancy between the observed and simu-
lated presence of humans, the simulated population size falls well
within the range of historical and ethnographic estimates at the time
of contact (64, 65) and is close to the size estimates based on ar-
chaeological and genetic data (66). Also the pattern in simulated
population densities appears as expected and corresponds quite well
the distribution archaeological data in Australia (66).
Simulation of the European Population 30–13 ky Ago Using Larger
Ethnographic Calibration Data. The European archaeological re-
cord may not totally exclude the possibility of semi- or fully
sedentary populations. For example, substantial mammoth bone
dwellings indicate that even in the Eastern European tundra-
steppe zone, residential mobility was not very high (101) and in
the more suitable region of the Mediterranean Greece, the
characteristics of the bone assemblage of Klissoura Cave 1 allow
for the possibility of year-round settlement during certain periods
of the Paleolithic (102, 103). Therefore, we present here a sim-
ulation that is based on the ethnographic calibration data that also
contain the semisedentary or sedentary groups (GRPPAT = 2).
Such groups usually live under high population densities, and
consequently, the simulation will yield higher population densi-
ties in the Pleistocene Europe than if these groups were excluded
from the calibration data. Otherwise, the calibration data are the
same as used in the primary simulation. One outlying GRPPAT =
2-type group, Clear Lake Pomo, was excluded from this calibra-
tion data because its density is exceptionally high. The results of
the simulation are shown in Fig. S2.
This simulation suggests that the human population size in
Europe was about 500,000 at 30 ky ago, 200,000 during its minimum
at 23 ky ago, and almost 700,000 at 13 ky ago, during the Greenland
interstadial 1. The mean population density in the inhabited area
varied between 4.3 and 8.0 per 100 km2.
As semisedentary or sedentary (GRPPAT = 2) groups are
included in this calibration data, it is reasonable to ask to what
extent the simulated population densities of the Pleistocene
Europe would indicate at least a semisedentary mobility pattern.
To illustrate this, we fitted a logistic regression model to the
ethnographic data to explain the type of mobility pattern (mobile
vs. semi- or full sedentary) with population density and PET that
turned out to be the only statistically significant climate variable
in this context.
Next, we used this model to hindcast occurrence probability of
semi- or full sedentary mobility pattern over European land area
at two time slices (23 and 13 ky ago). We used the simulated
population density and the PET values from the downscaled
CLIMBER-2 as predictor variables. The results of this simulation
are shown in Fig. S2. They show that semi- or full sedentary
mobility pattern would have occurred only in the climatically
most suitable areas along the coasts.
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Fig. S1. Population simulations based on LGM snapshot (∼21 ky) climate data downscaled from three different general circulation models. (A) Simulation
based on the CCSM4 climate data (36). (B) Simulation based on the MPI-ESM climate data (37). (C) Simulation based on the MIROC-ESM climate data (38).
Downscaled data were obtained from the WorldClim database (www.worldclim.org/). All three simulations show the pattern where the Iberian Peninsula and
the Mediterranean region are climatically most suitable for hunter-gatherers.
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Fig. S2. Human population simulation in Europe based on the calibration data that includes also semi- and fully sedentary hunter-gatherer populations
(GRPPAT = 2). (A) Simulated human population size in Europe. Error bars show the resampling-based confidence limits (95%). (B) Simulated mean density in
the inhabited area of Europe. Error bars show the resampling-based confidence limits (95%). (C) Changes in the percentage of potentially inhabited land area
in Europe. (D) Archaeological population size proxy based on the taphonomically corrected number of dates. (E) Percentage of time the area has potentially
been inhabited between 30 and 13 ky ago. (F) Mean population density (people/100 km2) between 30 and 13 ky ago. (G and H) Probability of semi- or fully
sedentary mobility patterns at two time slices. (I–N) Simulated human population range and density compared with the spatial distribution of archaeological
sites during six time intervals from 30 to 13 ky ago. Archaeological sites are indicated with black dots and in each time slice they represent sites dated within
1,000-y bins.
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Fig. S3. The distribution of the calibration or training data.
Fig. S4. Climate variability and population simulation in Australia at 0.5 ky ago. (A) Potential evapotranspiration. (B) Water balance. (C) Mean temperature of
the coldest month. (D) Population simulation using only terrestrial hunter-gatherers (SUBSP = 1 and 2) as calibration data (population size = 620,000).
(E) Population simulation using terrestrial and aquatic hunter-gatherers as calibration data (population size = 780,000). (F) The same as E, but based on more
relaxed optimal threshold value (population size = 800,000).
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Fig. S5. Taphonomically uncorrected and corrected temporal distributions of archaeological dates with bins of 1,000 (A) and 250 (B) y.
Table S1. Predictive accuracies of the six human occurrence and
density models based on three climate variables
Modeling technique AUC TSS R2
CTA 0.991 0.969 0.533
GAM 0.992 0.971 0.569
GBM 0.992 0.975 0.619
GLM 0.994 0.965 0.503
RF 0.996 0.962 0.614
SVM 0.995 0.954 0.543
Values are calculated from validation data. Calibration data were ran-
domly split to training (70%) and validation (30%) sets. Models were built
using training data, and their predictive abilities were assessed using new
data (validation set). This was repeated 500 times, and the reported accura-
cies are mean values.
Other Supporting Information Files
Dataset S1 (XLS)
Dataset S2 (XLS)
Dataset S3 (XLS)
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Abstract. The skill scores of the Extended-Range Forecasts (ERF) of the European Centre for Medium-Range Weather 
Forecasts (ECMWF) are still quite modest for the forecast weeks 3–6 in Northern Europe. As there are known stratospheric 
precursors impacting the surface weather with potential to improve ERFs, we aim to quantify the effect of these predictors and 
post-process the ERFs with them.  
 15 
During boreal winter the quasi-biennial oscillation (QBO) affects the polar vortex; the easterly (westerly) QBO often coincides 
with weaker (stronger) than average polar vortex. Consequently, the weaker (stronger) than average stratospheric polar vortex 
is connected to negative (positive) Arctic Oscillation (AO) and colder (warmer) than average surface temperatures in Northern 
Europe. We developed a stratospheric wind indicator, SWI, based on the previous months’ stratospheric wind observations and 
the phase of the AO during the following weeks. We demonstrate that there was a statistically significant difference in the 20 
observed surface temperature within the 3–6 weeks depending on the SWI at the start of the forecast. These temperature 
anomalies were underestimated by the ECMWF’s reforecasts.  
 
When our new SWI was applied in post-processing the ECMWF’s two-week mean temperature reforecasts for weeks 3–4 and 
weeks 5–6 in Northern Europe during boreal winter, the skill scores of those weeks were slightly improved. This indicates 25 
there is some room to improve the ERFs, if the stratosphere-troposphere links were better captured in the modelling. 
1 Introduction 
Extended-range forecasts (ERF; lead time up to 46 days) by dynamical models have been developed since the 1990s with the 
aim to fill the gap between the medium-range weather forecasts and the seasonal forecasts. It is known that ERF skills are still 
rather modest in forecast weeks 3–6 especially in the Northern latitudes. If the skill of the forecasts improves, ERFs have the 30 
potential to become an essential element in climate services e.g., in the form of early warnings of climatic extremes. In an 
academic project CLIPS (CLImate services supporting Public mobility and Safety), climatic impact outlooks and early 
https://doi.org/10.5194/acp-2019-679
Preprint. Discussion started: 19 August 2019
c© Author(s) 2019. CC BY 4.0 License.
2 
 
warnings of extremes (CLIPS forecasts) were developed by employing the ERF datasets (Ervasti et al. 2018). The CLIPS 
forecasts were co-designed with the general public in Finland and experimented during a one year living lab. As many 
industries, e.g., energy and food production as well as users from the general public considered they could use and would 
benefit from reliable ERFs (Ervasti et al. 2018), development of more skillful ERFs is clearly needed. 
 5 
The European Centre for Medium-Range Weather Forecasts (ECMWF) has produced ERFs routinely since March 2002 (Vitart 
2014). The verification results of the ECMWF model’s ERF (Buizza and Leutbecher 2015; Vitart 2014) on a sub-continental 
and a regional scale (e.g., Monhart et al. 2018) demonstrated predictive skill beyond 2 weeks for temperature reforecasts over 
Northern Europe. ECMWF uses bias correction of the mean in their automatic products, removing the mean bias computed 
from the reforecasts, depending on the time of the year (Buizza and Leutbecher 2015). We consider the bias over Northern 10 
Europe not to be dependent only on the time of the year but also on the prevailing weather pattern, and therefore, we aim to 
explore whether known teleconnections such as the strength of the stratospheric polar vortex, the phase of the Arctic Oscillation 
(AO), and the phase of the Quasi-Biennial Oscillation (QBO) could be used in improving the forecasts. 
 
The stratospheric polar vortex is an upper-level low-pressure area that forms over both the northern and southern poles during 15 
winter due to the growing temperature gradient between the pole and the tropics. Strong westerly winds circulate the polar 
vortex, isolating the gradually cooling polar cap air. The strength of the northern polar vortex varies from year to year and can 
be indicated by, e.g., the zonal mean zonal wind (ZMZW) at 60 °N and 10 hPa or polar cap temperatures. The stronger the 
circumpolar winds and the colder the polar cap temperatures are, the stronger is the polar vortex. Planetary waves from the 
troposphere disturb the northern stratospheric polar vortex, leading to meandering and weakening of the westerlies and 20 
occasionally to reverse, i.e., easterly flow (Schoeberl, 1978). This weakening of the stratospheric polar vortex also leads to 
warming of the polar cap temperatures, sometimes even > 30–40 K within several days. A warming of this magnitude together 
with a reversal of the ZMZW at 10 hPa at 60 °N is commonly defined as a major sudden stratospheric warming (SSW), albeit 
other definitions also occur (Butler et al. 2015).  
 25 
At the surface, the AO index, which is constructed from the daily 1000 hPa geopotential height field over 20°N–90°N against 
monthly mean values, is affected by the strength of the polar vortex with a time lag of about two to three weeks (Baldwin and 
Dunkerton 1999). A strong polar vortex is characterized by lower than average surface pressure in the Arctic, positive AO 
index, and strong westerly winds keeping the cold Arctic air locked in the polar region and bringing milder and wetter than 
average weather to Northern Europe (Limpasuvan et al. 2005). In contrast, a weak polar vortex is characterized by higher than 30 
average surface pressure in the Arctic, negative AO index, and the meandering and/or weakening of the polar jet stream and 
tropospheric jet stream enabling cold arctic/polar air outbreaks to Northern Europe (Thompson et al. 2002, Tomassini et al. 
2012). 
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During boreal winters, the strength of the stratospheric polar vortex influences the surface weather in the Northern Hemisphere 
within weeks or months (Baldwin and Dunkerton 2001, Kidston et al. 2015), hence holding a potential for forecasting in that 
time scale. When making forecasts based on the strength of the polar vortex, a noteworthy phenomenon is also the QBO, a 
quasiperiodic oscillation of the equatorial zonal wind between downwards propagating easterlies and westerlies in the tropical 
stratosphere with a mean period of 28 to 29 months (Baldwin et al. 2001). Holton and Tan (1980) found that during the easterly 5 
QBO at level 50 hPa the polar vortex was statistically significantly weaker than during westerly QBO at the same level. There 
is no precise consensus of the mechanisms of this tropical-extratropical connection, but the most common explanation is that 
the QBO affects the polar vortex via the Holton Tan effect: During easterly QBO, small amplitude planetary waves are reflected 
back towards the North Pole weakening the polar vortex (Holton and Tan 1980, 1982; Watson and Gray 2014, Gray et al. 
2018). Garfinkel et al. (2018) found by model simulation a weakened stratospheric polar vortex during the easterly QBO phase 10 
compared to the westerly phase in early winter (October–December).  
 
Challenges related to the realistic modelling of the dynamical stratosphere-troposphere coupling have been adduced by 
Shepherd et al. (2018) and Polichtchouk et al. (2018). Even though many models are already able to reproduce the QBO, they 
are still underestimating its teleconnection to the surface weather (Scaife et al. 2014). Furthermore, the anomalous QBO 15 
disruption in winter 2015/2016 was not forecasted by the models (Newman et al. 2016).  
 
In this paper, we first verify the raw and the bias-corrected surface temperature reforecasts of the ECMWF’s ERFs for forecast 
weeks 1 to 6 over Northern Europe against ERA-Interim surface temperature re-analysis (Dee et al. 2011). After that, our aim 
is to find out which stratospheric observations available at the start of the forecast are followed by a statistically significantly 20 
weaker AO index. For this, we explore the observed daily AO index during boreal winters 1981-2016, 1–2 weeks, 3–4 weeks, 
and 5–6 weeks after different phases of QBO and strengths of the observed stratospheric zonal mean winds. According to the 
observed daily AO index, after different phases of QBO, and strengths of the observed stratospheric zonal mean winds, we 
define a Stratospheric Wind Indicator (SWI), which is a novel indicator for the strength of the AO index in the following 1 to 
6 weeks. For a statistically significantly weaker mean AO index, the SWI is defined as SWIneg; otherwise, SWI is defined as 25 
SWIplain. Further, we study the mean surface temperature anomalies observed in Northern Europe 1–2 weeks, 3–4 weeks, and 
5–6 weeks after SWIneg versus SWIplain and utilize these in post-processing the mean of the temperature forecasts of ECMWF 
reforecasts. Finally, we compare the SWI based post-processed ECMWF reforecasts with the mean bias-corrected ECMWF 
reforecasts. Our paper is constructed as follows: First, we present the datasets and methods. Then, we present results about the 
selection of the SWIneg and SWIplain and the skill scores of the forecasts without post-processing and with post-processing. In 30 
the Discussions and Conclusions section, we present our view on our findings and the possible next steps. 
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2 Datasets and Methods  
We verified and post-processed ERFs of the ECMWF’s Integrated Forecasting System (IFS Cycle 43r1, Vitart, 2014), which 
belongs to the models of the Sub-seasonal to seasonal scale (S2S) prediction project of the World Weather Research 
Program/World Climate Research Program (Vitart et al. 2017). These forecasts are run twice a week, on Mondays and 
Thursdays, in a horizontal resolution of 0.4 degrees. We studied the weekly mean temperatures of the Monday runs over 5 
Northern Europe in forecast weeks 1 to 6. We verified the 20 years × 52 weeks = 1040 reforecasts (11 members ensemble) for 
1997–2016 run for the same dates as the operational forecasts, i.e., as Mondays in 2017. The weekly averages of the raw, mean 
bias-corrected (Section 2.2), and post-processed (Sections 2.3 and 2.4) surface temperature forecasts over Northern Europe 
were verified against ERA-Interim 1981–2016 temperature re-analyses (Dee et al. 2011). Years 1981–2010 of the ERA-Interim 
data were used as the climatological reference period and as the statistical/climatological forecast. 10 
2.1 Skill scores of the forecasts  
A commonly used measure for the probabilistic forecasts is the continuous ranked probability score (CRPS, Hersbach 2000) 
calculated by the following Eq. (1): 𝑪𝑹𝑷𝑺 = ∫|𝑭(𝒚) − 𝑭𝒐(𝒚) | 𝟐𝒅𝒙,        (1)  
where F(y) and Fo(y) are the cumulative distribution functions of the forecast and the observation, respectively.  15 
The CRPSs were calculated by the R package ‘ScoringRules’ (Jordan et al. 2018) for the ECMWF’s reforecast (CRPSrf) and 
the climatological forecasts (ERA-Interim weekly mean temperatures in 1981–2010), which were used as the reference 
(CRPSclim). As the ensemble size of the reforecasts, m, was only 11, and the ensemble size of the operational forecasts, M, was 
51, the expected CRPS, the CRPSRF of the CRPSrf was calculated for 51 members using equation 26 in Ferro et al. (2008): 𝐶𝑅𝑃𝑆𝑅𝐹 = 𝑚(𝑀+1)𝑀(𝑚+1) 𝐶𝑅𝑃𝑆𝑟𝑓        (2). 20 
Further, the skill scores of the CPRS, the CRPSS, were calculated as follows: 𝐶𝑅𝑃𝑆𝑆 = 1 − 𝐶𝑅𝑃𝑆𝑅𝐹𝐶𝑅𝑃𝑆𝑐𝑙𝑖𝑚        (3). 
The annual mean CRPSSs were calculated for the ECMWF’s reforecasts (1997–2016) for forecast weeks 1 to 6. The statistical 
signiﬁcances of each forecast week's annual mean CRPSS was determined for each grid point. The p-value with the null 
hypothesis that the CRPSS is zero was calculated by bootstrap resampling procedure with replacement and a sample size of 25 
5000 for significance level 0.05. 
2.2 Bias correction of the ensemble mean 
The mean bias correction (as in Buizza and Leutbecher 2015, eq. 7a) removed the mean bias computed from the ensemble 
reforecasts for the 20 years (1997–2016) depending on the forecast week date. For the 1997–2016 reforecasts, the average bias 
was calculated considering 19 × 11 × 5 = 1045 ensemble reforecast members: 11 members’ reforecast with initial dates defined 30 
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by five weeks centred on the forecast week date for the 19 years reforecasts (1997–2016 excluding the reforecast year). The 
mean bias-corrected weekly mean temperatures were verified against the ERA-Interim data by calculating the annual mean 
CRPS separately for each forecast week (1 to 6). The skill scores of the mean bias-corrected forecasts and their statistical 
significance were calculated as explained in Section 2.1. 
2.3 Definition of the stratospheric wind indicator (SWI) 5 
As numerous observational and modelling studies have shown, the stratospheric polar vortex influences the weather in the 
Northern Hemisphere during boreal winter; strong polar vortex coincides more often with positive AO index and mild surface 
weather in Northern Europe, whereas weak polar vortex is more often followed by negative AO index and cold air outbreaks 
(Thompson and Wallace 1998, 2001, Kidston et al. 2015 and references therein). We aimed to find stratospheric precursors 
for a statistically significantly weaker AO index available at the start of the forecast. The observed daily surface AO indexes 10 
were downloaded from the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center (CPC). We 
used two stratospheric wind data sets for the precursors of the AO index. The first data were the daily ZMZW at 60°N and 10 
hPa during 1981–2016 provided by the National Aeronautics and Space Administration (NASA). The second data were the 
monthly mean zonal wind components at levels 70 hPa, 50 hPa, 40 hPa, 30 hPa, 20 hPa, 15 hPa, and 10 hPa from the Singapore 
radio soundings, during 1981–2016, provided by the Free University of Berlin, representing the equatorial stratospheric 15 
monthly mean zonal wind components, the QBO (Naujokat 1986). 
 
We examined the observed daily AO indexes during the 1–2 weeks, 3–4 weeks, and 5–6 weeks following different phases of 
QBO and strengths of the stratospheric winds. Holton and Tan (1980, 1982) demonstrated that the geopotential height at high 
latitudes was significantly lower during westerly QBO compared to the easterly QBO. Therefore, we explored the daily AO 20 
index 1–6 weeks after westerly QBO, the WQBO, and easterly QBO, the EQBO using the QBO winds at 30 hPa. We also 
examined the effect of the maximum of the monthly mean zonal wind components of the QBO between 70 hPa and 10hPa 
during EQBO. Moreover, we explored the daily AO index after the daily ZMZW at 60°N and 10 hPa during the last 10 days 
of the previous month falling below its overall wintertime (November–March 1981–2016) 10th percentile, corresponding a 
value of 3.8m/s, indicating a weak polar vortex already at the start of the forecast. The statistical significance of the difference 25 
between the AO index following two different stratospheric situations, e.g., the EQBO and the WQBO, was determined using 
a two-sided Student's t-test with the null hypothesis that there is no difference. We used the most statistically significant 
predictors for weaker AO indexes observed 1–2 weeks, 3–4 weeks, and 5–6 weeks after these stratospheric situations, to define 
a SWI to be SWIneg; otherwise, it was defined as SWIplain for the beginning of each winter month (November–February) in 
1981–2016. 30 
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2.4 Utilizing the stratospheric winds indicator (SWI) in forecasting 
In this section, we investigated the observed and reforecasted surface temperature anomalies 1–2 weeks, 3–4 weeks, and 5–6 
weeks after SWIneg and SWIplain defined in Section 2.3. First, we calculated the observed two-week mean temperature anomalies 
of the ERA-Interim reanalyses (Dee et al. 2011) of the 1–2 weeks, the 3–4 weeks, and the 5–6 weeks from the beginning of 
the January, February, November, and December in 1981–2016 in Northern Europe. Subsequently, we divided the observed 5 
two-week mean temperature anomalies to sets of anomalies, representing SWIneg and SWIplain according to the previous month’s 
stratospheric wind observations. Thereafter, we determined the statistical significance of the difference between the surface 
temperatures after SWIneg and SWIplain using a two-sided Student's t-test with the null hypothesis that there is no difference 
between SWIneg and SWIplain. This same procedure to define the difference between the surface temperatures after SWIneg and 
SWIplain was used for the ERA-Interim reanalyses for the period 1997–2016 to see how the selection of a shorter period affects 10 
the temperature anomalies. Further, the mean surface temperature anomalies 1–2 weeks, 3–4 weeks, and 5–6 weeks after 
SWIneg and SWIplain in the ECMWF reforecasts run of the first week of November–February 1997–2016 were defined to 
examine how the model reproduced the anomalies. 
 
For post-processing the ECMWF reforecasts, we calculated TASWIneg and TASWIplain representing mean temperature anomalies 15 
in November–February after SWIneg and SWIplain, respectively. In order to decrease the effect of the time period used for 
defining mean anomalies, the TASWIneg and TASWIplain were calculated from the ERA-Interim 1981–2016 two-week mean 
temperature anomalies by dividing thirty five years’ data (1981–2016 excluding the reforecast year) to 5-year-long periods. 
One 5-year-long period was left out, and the mean anomalies representing SWIneg and SWIplain were calculated of the remaining 
30 years. This was repeated seven times by changing the 5-year-long period left out. The means, TASWIneg and TASWIplain of the 20 
achieved seven mean temperature anomalies representing SWIneg and SWIplain were calculated separately for each grid 0.4 × 
0.4 grid point over Northern Europe.  
 
For the post-processing of the ECMWF reforecasts, we first defined the SWI either SWIneg or SWIplain at the start of the forecast 
according to previous months’ stratospheric wind observations. According to the SWI, we added either TASWIneg or TASWIplain to 25 
the ERA-Interim mean temperature during 1981–2016, corresponding to forecast weeks 1–2, 3–4, and 5–6 to get a SWIneg and 
SWIplain based mean temperatures, TSWIneg and TSWIplain, for weeks 1–2, 3–4, and 5–6, respectively. The TSWIneg and TSWIplain were 
used in post-processing the ECMWF reforecasts’ mean bias-corrected ensemble members, TBC, by calculating a weighted 
average, TSWI_BC, for SWIneg as follows: 
 30 𝑇𝑆𝑊𝐼_𝐵𝐶 = (1 − 𝑘𝑆𝑊𝐼) ∗ 𝑇𝐵𝐶 + 𝑘𝑆𝑊𝐼 ∗ 𝑇𝑆𝑊𝐼𝑛𝑒𝑔       (4) 
 
And for SWIplain, 
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 𝑇𝑆𝑊𝐼_𝐵𝐶 = (1 − 𝑘𝑆𝑊𝐼) ∗ 𝑇𝐵𝐶 + 𝑘𝑆𝑊𝐼 ∗ 𝑇𝑆𝑊𝐼𝑝𝑙𝑎𝑖𝑛       (5) 
 
where TSWI_BC was a post-processed ensemble member. kSWI was the weight of the TSWIneg or  TSWIplain, which was tested between 
0–1 and defined according to the best improvement in the skill scores of the post-processed forecast. By Eq. (4) and Eq. (5), 5 
we adjusted each ensemble member with the same weight, and hence, the original spread of the ECMWF reforecasts remained 
unchanged. The skill scores of the SWI based post-processed forecasts, and their statistical significance, were calculated as 
explained in Section 2.1. 
3 Results 
3.1 Skill scores of the forecasts  10 
The annual mean of the expected CRPSS and its 95% level of confidence of the raw and the mean bias-corrected (Section 2.2) 
weekly mean temperature of the ECMWF reforecasts for 1997–2016 are displayed in Figure 1. In grid points where the CRPSS 
was higher than zero and the confidence level was higher than 95% (dotted areas), the reforecasts were statistically significantly 
better than just the statistical forecast based on 1981–2010 climatology. Figure 1 illustrates that for forecast weeks 1–6 the 
mean bias-corrected ERF reforecasts were on average significantly better than climatology. The annual mean CRPSS values 15 
show that in forecast weeks 1–3 the CRPSSs are for the most part above 0.1, whereas on in forecast weeks 4–6 they are mostly 
lower, between 0 and 0.1. 
3.2 The stratospheric observations and the thereafter observed AO index and surface temperature  
Figure 2 shows boxplots of the observed minimum of the daily AO index 1–2 weeks, 3–4 weeks, and 5–6 weeks after different 
phases of QBO and restrictions in the strength of the stratospheric winds in 1981–2016. The first box (brown) represents the 20 
minimum AO indexes after all the cases in 1981–2016 November–February, i.e., 36 years * 4 months =144 cases. The second 
and third boxes show the minimum AO indexes after easterly (EQBO, blue) and westerly (WQBO, pink) QBO at the 30 hPa 
level, respectively. The p-value written below each boxplot pair indicates the likelihood of such a pair of distributions arising 
from a random sampling of a single distribution as given by a Student's t-test, i.e., p-values less than 0.05 indicate that the 
means of the data sets differ significantly at the 95% level of confidence. The median and the mean of the minimum AO 25 
indexes 1–2 weeks, 3–4 weeks, and 5–6 weeks after EQBO were lower than after WQBO. However, this was statistically 
significant at the 95% confidence level only in weeks 1–2. The EQBO (blue) box shows all the cases of EQBO with no 
restriction in the QBO’s monthly mean zonal wind components, whereas the fourth, the sixth, and the eighth blueish boxes 
show the minimum AO indexes after EQBO with all the QBO’s monthly mean zonal wind components between levels 
70…10hPa being below 13 m/s, 10 m/s, and 7 m/s, respectively. Restricting the EQBO cases by a maximum of the QBO’s 30 
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monthly mean zonal wind components in levels 70…10hPa decreased the median of the minimum AO during the following 
1–2, 3–4, and 5–6 weeks; however, only for the QBO’s monthly mean zonal wind components less than 10 m/s, the minimum 
AO index was still at the 95% confidence level statistically significantly lower than in the rest of the data.  
 
The 10th box (yellow) in Fig. 2 shows the minimum AO indexes after cases the daily ZMZW at 60°N and 10 hPa was below 5 
its 10th percentile (4.8m/s) during the 10 last days of the previous month, corresponding to cases with weak polar vortex 
already at the start of the forecast. The observed minimum AO index was statistically significantly at the 95% confidence level 
weaker 1–2 weeks and 3–4 weeks after the daily ZMZW at 60°N and 10 hPa, which was been below their overall wintertime 
10th percentile (indicating a weak polar vortex). In weeks 5–6, the AO index was also weaker, but it was statistically 
insignificant at the 95% level. 10 
 
Aiming to select stratospheric precursors indicating weak AO with the greatest statistical significance, we defined the SWI to 
be negative in cases when the QBO was easterly at 30 hPa and the QBO’s monthly mean zonal wind components in levels 
70…10hPa were weaker than 10m/s and/or if the daily ZMZW at 60°N and 10 hPa during the 10 last days of the previous 
month fell below its overall wintertime 10th percentile. In other cases, the SWI was defined as plain. This decision tree for the 15 
SWI is depicted in Fig. 3. The means of the minimum AO index after SWIneg and SWIplain (in 1981–2016) were statistically 
significantly different using a Student's t-test, with lower AO index more common 1–2 weeks, 3–4 weeks, and 5–6 weeks after 
SWIneg than after SWIplain (see Fig. 2 for the p-values). 
 
Figure 4 shows the observed (periods 1981–2016 and 1997–2016) and model forecasted (the period 1997–2016) mean 20 
temperature anomalies of the weeks’ 1–2, 3–4, and 5–6 in November–February after SWIneg and SWIplain. The observations 
showed on average lower mean temperatures for the weeks’ 3–4 and 5–6 after SWIneg (Fig. 4b-c and 4h-i). The reforecasts also 
showed cold anomalies after SWIneg (Fig. 4n-o) but weaker than the observed ones. Further, the observations showed on average 
higher mean temperatures for weeks 1–2, 3–4, and 5–6 after SWIplain (Fig. 4d-f and 4j-l). This warm anomaly was forecasted 
only to some degree in the forecasts weeks 1–2 (Fig. 4p), and it was totally absent in forecast weeks 3–4 (Fig. 4q) and 5–6 25 
(Fig. 4r). The mean temperature anomalies 3-6 weeks after SWIneg (Fig. 4b-c) and SWIplain (4e-f) during 1981–2016 were 
statistically significantly different using a Student's t-test, with anomalously cold surface temperatures more common 3-6 
weeks after SWIneg. When examining the years 1997–2016 (Fig. 4h-i and Fig. 4k-l), which was the reforecast period, the 
temperature anomalies were of the same sign than during the longer 1981–2016 period (Fig. 4b-c and Fig. 4e-f) but weaker 
and not statistically significant all over the Northern Europe. 30 
3.3 The SWI and the forecasted mean temperatures  
The mean temperature anomalies in Fig. 4(a-f) for Northern Europe were used for the SWI based post-processing as described 
in Section 2.4. The CRPSS of the mean temperature of the forecast weeks 1–2 were not improved by the SWI (no figure), 
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whereas the CRPSSs of the mean temperatures of the forecast weeks 3–4 and 5–6 were improved by the SWI based post-
processing (Fig. 5a and 5b). The best median CRPSS was achieved by kSWI=0.5, for both weeks 3–4 and weeks 5–6. Figure 6 
shows the forecasts skill of the mean temperature of the forecast weeks 3–4 and weeks 5–6 forecasted by the mean bias-
corrected reforecasts alone (Fig. 6a-b) and by the mean bias-corrected reforecasts together with the SWI based post-processed 
forecast (kSWI =0.5, Fig. 6c-d). By using the SWI based post-processing to the ECMWF forecasts, the CRPSSs for weeks 3–4 5 
and weeks 5–6 were slightly improved and the area of these forecasts being significantly better than just the climatological 
forecast was expanded. The forecast skills for the weeks 3–4 and 5–6 post-processed by Eq. (4) and Eq. (5) were not sensitive 
to the period (within 1981–2016) used for defining SWIneg and SWIplain temperature anomalies. For instance, we tested periods 
1981–2000 and 2001–2016 and got almost the same CRPSSs for Northern Europe (no figure). 
4 Discussion and Conclusions 10 
Based on ECMWF’s extended-range reforecasts for the period 1997–2016, we found that the weekly mean surface temperature 
forecasts over Northern Europe were on average significantly better than just the climatological forecast in weeks 1–6, 
however, in weeks 4–6, the CRPSSs were quite low, mostly between 0 and 0.1. 
 
We showed that in addition to the previously demonstrated weaker polar vortex during easterly QBO in comparison to westerly 15 
QBO (e.g., Holton and Tan 1980, Garfinkel et al. 2018), the maximum strength of the QBO’s monthly mean zonal wind 
components in levels 70…10hPa during the easterly QBO at 30 hPa affected the observed AO index 1–6 weeks later. Based 
on observations, we found that the minimum AO index was statistically significantly weaker 1–2 weeks, 3–4 weeks, and 5–6 
weeks after the monthly mean QBO was easterly at 30 hPa, and all the QBO’s monthly mean zonal wind components in levels 
70…10hPa were less than 10 m/s. We also found that the minimum AO index was statistically significantly weaker 1–2 weeks 20 
and 3–4 weeks after the daily ZMZWs at 60°N, and 10 hPa had been below their overall wintertime 10th percentile (indicating 
a weak polar vortex). In weeks 5–6, the AO index was weaker but statistically insignificant.  
 
Selecting the SWIneg to include the both above-mentioned situations, the level of statistical significance of a weaker AO index 
during the next 1–2, 3–4, and 5–6 weeks decreased in comparison to using only one of these situations. Our definition of SWIneg 25 
resulted in a statistically significantly weaker AO index within the following 1-6 weeks in comparison to the rest of the data, 
defined as SWIplain. Also, the mean surface temperature anomalies in Northern Europe in November–February in 1981–2016 
after SWIneg and SWIplain were statistically significantly different, with anomalously cold surface temperatures more common 
3–6 weeks after SWIneg. The mean temperature anomalies corresponding SWIneg/SWIplain at the start of the forecast were used 
in post processing the ECMWF’s mean temperature reforecast for weeks 3–4 and 5–6 in Northern Europe during boreal winter, 30 
and thereby, those weeks’ forecast skills were slightly improved. 
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This study demonstrates that the QBO-polar vortex connection should be better integrated into the extended-range surface 
temperature forecasts over Northern Europe. The SWI based post-processing method introduced in this paper could also be 
tested for other northern areas affected by the polar vortex and to precipitation and windiness forecasts, and it could be further 
developed by, e.g., the Madden-Julian-Oscillation (Madden and Julian 1994; Zhang 2005; Jiang et al. 2017; Vitart 2017; Vitart 
and Molteni 2010; Robertson et al. 2018, Cassou 2008). In this study, the effect of global warming was not filtered from the 5 
temperature anomalies used for statistical post-processing. In future work, the impact of filtering the effect of global warming 
could be tested. In our studies, the use of monthly mean stratospheric observations restricted the studies to post processing 
only the forecasts made on the first week of each month. The next step would be looking for the stratospheric signal from the 
forecast model, which would also make it possible to post-process forecasts made every week. 
 10 
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Figure 1: Expected CRPSS of the weekly mean temperature of the mean bias-corrected (upper row) and raw (lower row) ECMWF 
reforecasts for years 1997–2016 using ERA-Interim climatology of 1981–2010 as the reference. The dotted areas represent the 95% 
level of confidence that the CRPSS is above zero. 5 
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Figure 2: Observed minimum daily AO index a) 1–2, b) 3–4 and c) 5–6 weeks after different stratospheric situations. The line 
dividing each box into two parts shows the median of the data, the ends of the box show the lower and upper quartiles, and the 
whiskers represent the highest and the lowest values excluding outliers. The n written above each box indicates the number of 
observations in each group. The widths of the boxes have been drawn proportional to the square-roots of n. The p-value written 5 
below each boxplot pair indicates the likelihood of such a pair of distributions arising from a random sampling of a single distribution 
as given by a Student's t-test, i.e., p-values less than 0.05 indicate that the means of the data sets differ significantly at the 95% level 
of confidence. The notches of each side of the boxes were calculated by R boxplot.stats. If the notches of two plots do not overlap, 
this is ‘strong evidence’ that the two medians differ (Chambers et al., 1983, p. 62). The magenta line represents the mean minus one 
standard deviation of the daily AO index of all the cases. ZMZW=zonal mean zonal wind.  10 
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Figure 3: Decision tree of SWIneg/SWIplain. 
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Figure 4. ERA-Interim observed (a-l) and ECMWF reforecasted (m-r) mean temperature anomalies during boreal winters 
(November-February) in cases the previous month’s SWI was negative (SWIneg, covering about 28% of the winter months) or plain 
(SWIplain, covering about 72% of the winter months). The dotted areas represent the 95% level of confidence where the means of 
surface temperature anomalies after SWIneg and SWIplain differ significantly. 5 
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Figure 5. Sensitivity of the expected CRPSS of the ECMWF surface temperature reforecasts to the kSWI ranging from 0.0 to 1.0 in 
forecast weeks 3–4 (a) and 5–6 (b). The black boxes show the lower and upper quartiles, and the whiskers illustrate the extremes of 
the November-February mean CRPSSs of all the grid points in Northern Europe. 
 5 
 
Figure 6. Expected CRPSS of forecast weeks 3–4 and 5–6 of the ECMWF’s mean temperature reforecasts for November–February 
1997–2016 after mean bias-correction (a-b) and after both mean bias-correction and the SWI based post-processing (c-d). ERA-
Interim climatology of 1981–2010 was used as the reference. The dotted areas represent the 95% level of confidence that the CRPSS 
is above zero. 10 
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