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Abstract
We represent quantum observables as POVMs (normalized positive operator valued measures) and con-
sider convex sets of observables which are covariant with respect to a unitary representation of a locally
compact Abelian symmetry group G. The value space of such observables is a transitive G-space. We
characterize the extreme points of covariant observables and also determine the covariant extreme points
of the larger set of all quantum observables. The results are applied to position, position difference and
time observables.
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Introduction
In the quantum mechanical description, observables are represented as normalized positive operator val-
ued measures (POVMs). Observables with the same value space form a convex set. The extreme points
of this set (or any of its relevant convex subset) represent observables whose measurements involve no
arbitrariness caused by mixing of different measurement schemes. In this paper we concentrate on the
problem of determining the extreme observables covariant with respect to a locally compact Abelian
symmetry group G. The value space Ω of such observables is a transitive G-space so that the characteri-
zation of extreme covariant observables is a generalization of the characterization of Holevo et al [1] where
Ω = G is assumed. Since many important observables are described by covariant POVMs, characterizing
extreme covariant observables is of great physical interest.
Several different extremality conditions for quantum observables are already given in literature: In
[2] a complete characterization of extreme quantum observables is obtained; see also [3]. The problem of
determining covariant extreme points has been studied, in the case of a compact symmetry group and
an arbitrary transitive value space in [4] and in the case of a general unimodular separable type I locally
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compact symmetry group which is also the value space in [1]. Similar characterizations for covariant
extreme POVMs in the finite-dimensional case are given in [5].
The structure of observables that are covariant with respect to a locally compact second countable
(Hausdorff) Abelian group G and whose value space is an arbitrary transitive space of G has been fully
determined by Cassinelli et al [6]; this paper builds upon their result. In the next section we will give
a mathematical description of (covariant) quantum observables and, in Section 2, we restate the result
of [6] on covariant observables and characterize the extreme points in the set of covariant observables.
We also address the problem of defining the covariant POVMs which are extreme points in the set of
all quantum observables; a characterization of such observables is given in Section 2. In the following
sections we study some physical examples – time, position and position difference observables – where we
apply the results obtained in the preceding sections. For instance, we show that the canonical covariant
time observable is extreme in the set of all observables. All proofs of the theoretical part are given in
Appendix A.
1 Preliminaries
Let N := {0, 1, . . .}. Suppose that (Ω, A) is a measurable space (where A is a σ-algebra consisting of
subsets of a set Ω) and thatH is a (complex) Hilbert space, and L(H) the algebra of bounded operators on
H. Let M : A→ L(H) be an operator (valued) measure, i.e. weakly σ-additive mapping: for any disjoint
sequence (Bk)k∈N ⊂ A the condition 〈ϕ|M(∪k∈NBk)ψ〉 =
∑
k∈N〈ϕ|M(Bk)ψ〉 holds for all ϕ, ψ ∈ H. We
call an operator measure M positive if for all B ∈ A, M(B) ≥ 0 i.e. 〈ϕ|M(B)ϕ〉 ≥ 0 for all ϕ ∈ H. An
operator measure M is projection valued if its range consists of projections: M(B)2 = M(B)∗ = M(B)
for all B ∈ A. An operator measure is normalized if M(Ω) = I = IH (the identity operator of H).
Normalized positive operator valued measures (POVMs) are identified with observables. Normalized
projection valued measures (PVMs) are often called sharp observables. The set of POVMsM : A→ L(H)
is denoted by O(A, H) and the corresponding set of PVMs is denoted by Σ(A, H).
The set O(A, H) is convex: We may take any observables M1, M2 ∈ O(A, H) and any 0 ≤ t ≤ 1 and
define the combined observable tM1 + (1− t)M2 by(
tM1 + (1− t)M2
)
(B) = tM1(B) + (1− t)M2(B), B ∈ A. (1)
A convex combination of the form (1) can be seen as a mixing or randomization of measuring procedures
of the observables M1 and M2. We may then ask what are the extreme elements of the set O(A, H).
As usual, an observable M ∈ O(A, H) is extreme, M ∈ Ext(O(A, H)), when from the condition M =
tM1 + (1 − t)M2 for any M1, M2 ∈ O(A, H) and 0 < t < 1 it follows that M = M1 = M2. We
also study convex subsets M ⊂ O(A, H) and their extreme points. Similarly, an extreme observable
M ∈ Ext(M) cannot be obtained as a (nontrivial) combination like (1) with M1, M2 ∈ M; this means
that the measurement of M involves no redundancy caused by combining different measurements of
observables from the class M. It is a direct consequence of [7, Lemma 2.3], that spectral measures are
extreme points of O(A, H) and thus Σ(A, H) ∩ M ⊂ Ext(M) when M ⊂ O(A, H) is a convex set of
observables. Note that an extreme point of a convex set M ⊂ O(A, H) is not necessarily projection
valued.
If M ∩ Σ(A, H) = ∅, a question arises whether the convex set M ⊂ O(A, H) contains any extreme
points. Let us assume that Ω is a locally compact Hausdorff space and H is a separable Hilbert space.
Following [4, Section IV.A] one can define a locally convex topology of the space of operator measures
on B(Ω) (here B(Ω) is the σ-algebra of Borel sets of Ω) acting on H and show that the set of observables
O(Ω, H) := O
(
B(Ω), H
)
is a compact subset of this space. The Krein-Milman theorem states that the set
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of extreme points of any closed and convex subset M of observables is non-empty and that M coincides
with the closure of the convex hull of Ext(M).
In the sequel we concentrate on a special class of observables; covariant observables. Let us assume that
G is a topological group with a strongly continuous unitary representation U acting on a separable Hilbert
space H. Let Ω be a topological space with a transitive continuous G-action G×Ω ∋ (g, ω) 7→ g · ω ∈ Ω.
Suppose that we have an observable M ∈ O(Ω, H) that obeys the covariance condition
U(g)M(B)U(g)∗ =M(g ·B) (2)
for all g ∈ G and B ∈ B(Ω). We call these observables (Ω, U)-covariant or briefly covariant if there is no
possibility of confusion. We denote the set of (Ω, U)-covariant observables of O(Ω, H) by OU (Ω, H) and
call the set OU (Ω, H) as a covariance structure determined by the representation U and the G-space Ω.
Note that covariance structures OU (Ω, H) are convex subsets of O(Ω, H). It can also be easily shown
that covariance structures are closed in the sense of [4] so that one can apply Krein-Milman theorem as
above.
In this paper, we are especially interested in the covariance structures OU (Ω, H) where U is a strongly
continuous representation of a locally compact second countable Abelian group G which is Hausdorff. In
this case the group G is σ-compact and any transitive G-space Ω is homeomorphic to a (left) coset group
G/H for some closed subgroup H ≤ G [8]. Hence, let Ω = G/H with H ≤ G closed, and let [g] = gH
denote the coset of Ω determined by g ∈ G. Suppose that M ∈ O(Ω, H) is a covariant POVM. Cattaneo
[9] has shown that there is a minimal covariant Naimark dilation of M , i.e. there is a Hilbert space K,
a representation U˜0 of G in K, an isometry V0 : H → K and a PVM P ∈ OU˜0(Ω, K) such that vectors
P (B)V0ϕ, B ∈ B(Ω), ϕ ∈ H, span a dense subspace of K and
V0M(B) = P (B)V0, B ∈ B(Ω),
V0U(g) = U˜0(g)V0, g ∈ G.
Mackey’s imprimitivity theorem [8, Theorem 6.31], [10] states that there is a representation π of the
subgroup H in a Hilbert space Hpi , a G-invariant (Haar) measure µ : B(Ω)→ [0,∞] and a Hilbert space
H of functions f : G→ Hpi such that
• the function G ∋ g 7→ 〈ϕ|f(g)〉 is Borel for all ϕ ∈ Hpi,
• f(gh) = π(h)f(g) for all g ∈ G and h ∈ H and
• ∫
Ω
‖f(g)‖2 dµ([g]) <∞.
The inner product of the space H is given by
〈f1|f2〉 =
∫
Ω
〈f1(g)|f2(g)〉 dµ([g]), f1, f2 ∈ H.
Let us define a PVM P˜ ∈ Σ(Ω, H) := Σ(B(Ω), H) and a strongly continuous representation U˜ of G in H
such that (
P˜ (B)f
)
(g) = χB([g])f(g), (3)(
U˜(g′)f
)
(g) = f(g′g) (4)
for all B ∈ B(Ω), f ∈ H and g, g′ ∈ G. The representation U˜ is the representation induced from π and it
is often denoted by indGH(π). The function χB : Ω→ {0, 1} is the characteristic function or indicator of
B. In addition, there is a unitary mapping V1 : K → H intertwining P with P˜ and respectively U˜0 with
U˜ , and hence the isometry V := V1V0 intertwines M with P˜ and U with U˜ , i.e.
VM(B) = P˜ (B)V, B ∈ B(Ω),
V U(g) = U˜(g)V, g ∈ G. (5)
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The triple (P˜ , U˜ , Ω) which is unique up to unitary equivalence is called the canonical system of imprim-
itivity corresponding the triple (M, U, Ω). The results of [9] are also valid when G is not Abelian. Using
this result Cassinelli et al have characterized the covariance structure OU (Ω, H) in case of an Abelian
symmetry group [6]. We summarize these results in the following section. For basic results in harmonic
analysis, we refer to [8] and [11].
2 Extremality Conditions of Covariant Observables
For any topological space X , we let Cc(X) denote the space of continuous compactly supported functions
f : X → C. For any measure λ : B(X) → [0,∞] and any Hilbert space M we let L2(X,λ;M) denote
the Hilbert space of (equivalence classes of) square integrable functions X → M and we let L2(X,λ) :=
L2(X,λ;C). Moreover, we denote the Banach space of λ-integrable functions f : X → C by L1(X, λ)
and (L1 ∩ L2)(X,λ) := L1(X,λ) ∩ L2(X,λ). If X ⊂ Rn and λ is the (restricted and possibly scaled)
Lebesgue measure, we drop λ out from the above notations.
We also need the concept of a direct integral of Hilbert spaces. Suppose that X is a nonempty set
with a σ-algebra A of its subsets. Suppose that µ : A → [0,∞] is a measure and (Hx, 〈·|·〉x) is a
separable Hilbert space for all x ∈ X . Suppose that there are vector fields X ∋ x 7→ ek(x) ∈ Hx, k ∈ N,
such that ek(x), k ∈ N, generate the Hilbert space Hx. We may even assume that the vectors ek(x),
k < dim (Hx) + 1, form an orthonormal basis of Hx for every x ∈ X . We call a section ϕ ∈
∏
x∈X Hx
measurable, if the functions X ∋ x 7→ 〈ek(x)|ϕ(x)〉x ∈ C are A-measurable. Let the direct integral∫ ⊕
X
Hx dµ(x) be the Hilbert space of µ-square-integrable sections equipped with the inner product
(ϕ, ψ) 7→ 〈ϕ|ψ〉 =
∫
X
〈ϕ(x)|ψ(x)〉x dµ(x).
Clearly L2-spaces are of the direct integral form. We call an operator A of
∫ ⊕
X
Hx dµ(x) decomposable
with components A(x) on Hx, x ∈ X , if (Aϕ)(x) = A(x)ϕ(x) for all ϕ ∈
∫ ⊕
X Hx dµ(x) and x ∈ X . The
decomposable operator is denoted by
A =
∫ ⊕
X
A(x) dµ(x)
and it is bounded iff ‖A‖ := ess supx∈X ‖A(x)‖ < ∞. If the measurable space (X, A) is discrete, the
direct integral
∫ ⊕
X Hx dµ(x) reduces to a direct sum.
For the rest of this paper we assume that
• G is a locally compact second countable Abelian group which is Hausdorff,
• U is a strongly continuous unitary representation of G in a separable (complex) Hilbert space H,
• Ω = G/H where H ≤ G is a closed subgroup,
• µ is an (essentially unique) G-invariant Borel measure on Ω,
• Gˆ is the character group, the representation dual, of G,
• H⊥ is the annihilator of H , i.e. the subgroup of those η ∈ Gˆ such that 〈h, η〉 = 1 for all h ∈ H .
Here we have denoted 〈g, γ〉 := γ(g) ∈ T for all g ∈ G and γ ∈ Gˆ.
Since G is of type I, there is a Borel measure νU on character group Gˆ which is finite on compact
sets and a measurable field of Hilbert spaces Hγ , γ ∈ Gˆ, such that the Hilbert space H can be given as
a direct integral
H =
∫ ⊕
Gˆ
Hγ dνU (γ) (6)
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where the representation U operates diagonally, i.e.
(
U(g)ϕ
)
(γ) = 〈g, γ〉ϕ(γ) for all g ∈ G, ϕ ∈ H and
γ ∈ Gˆ.
If there are observables covariant with respect to the representation U , i.e. OU (Ω, H) 6= ∅, we may
dilate the generalized system of imprimitivity (M, U, Ω) into a canonical system of imprimitivity induced
from a strongly continuous unitary representation π of the subgroup H operating in a Hilbert space Hpi
[9]. Thus there is a Borel measure ν on Hˆ ≃ Gˆ/H⊥ which is finite on compact sets that gives the direct
integral decomposition
Hpi =
∫ ⊕
Gˆ/H⊥
H[γ] dν([γ]) (7)
where the representation π operates diagonally, i.e.
(
π(h)ϕ
)
([γ]) = 〈h, γ〉ϕ([γ]) for all h ∈ H , ϕ ∈ Hpi
and γ ∈ Gˆ. Here [γ] = γ +H⊥ is the coset in Gˆ/H⊥ determined by γ ∈ Gˆ.
Pick a Haar measure dη for H⊥ such that the Fourier-Plancherel transformation F : L2(Ω, µ) →
L2(H⊥, dη) defined by
(Ff)(η) =
∫
Ω
〈g, η〉f([g]) dµ([g]), f ∈ (L1 ∩ L2)(Ω, µ), η ∈ H⊥,
is unitary. Define a continuous positive functional L : Cc(Gˆ)→ C,
L(f) =
∫
Gˆ/H⊥
∫
H⊥
f(γ + η) dη dν([γ]) =
∫
Gˆ
f(γ) dν˜(γ) (8)
for all f ∈ Cc(Gˆ) where the measure ν˜ : B(Gˆ) → [0,∞] given by the Riesz representation theorem
is finite on compact sets. The measure ν˜ can be viewed as a ‘lift’ of ν with respect to the ‘fibration’
Gˆ→ Gˆ/H⊥, γ 7→ [γ].
The following result has been obtained in [6].
Proposition 2.1 Let νU be the measure giving the direct integral decomposition (6) in which U acts
diagonally. The covariance structure OU (Ω, H) is non-empty if and only if there is a strongly continuous
unitary representation π of the subgroup H in Hpi such that there is an isometry W0 : H → H from the
space of the representation U to the space H of the induced representation U˜ := indGH(π) intertwining
U and U˜ , i.e. W0U(g) = U˜(g)W0 for all g ∈ G. Moreover, in this case, the measure νU is absolutely
continuous with respect to the lifted measure ν˜ of (8) derived from the measure ν of (7).
Without restricting generality (see Remark A.1 in Appendix A) we simply assume that
νU = ν˜.
Fix an infinite-dimensional Hilbert space M. Suppose that ϕ ∈ H = ∫ ⊕
Gˆ
Hγ dν˜(γ) and [γ] ∈ Gˆ/H⊥.
Let us define
‖ϕ[γ]‖1 :=
∫
H⊥
‖ϕ(γ + η)‖ dη
whenever the integral exists. One can easily check that the set
D :=
{
ϕ ∈ H
∣∣∣∣∣
∫
Gˆ/H⊥
‖ϕ[γ]‖21 dν([γ]) <∞
}
(9)
is a linear subspace of H.
Suppose that W : H → L2(Gˆ, ν˜; M) is a decomposable isometry, i.e (Wϕ)(γ) = W (γ)ϕ(γ) for all
ϕ ∈ H and γ ∈ Gˆ where W (γ) : Hγ → M is an isometry. Define an operator W : D → L2(Gˆ/H⊥, ν;M)
such that
(Wϕ)([γ]) =
∫
H⊥
W (γ + η)ϕ(γ + η) dη ∈ M (10)
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for all ϕ ∈ D and [γ] ∈ Gˆ/H⊥. Let ϕ ∈ D. The operator W is well defined and
‖Wϕ‖2 ≤
∫
Gˆ/H⊥
‖ϕ[γ]‖21 dν([γ]) <∞
for all D. We may reformulate the main result of [6] in the following form. The original formulation of [6]
(Theorem A.1) and the proofs of the theorems below are in Appendix A. Results concerning covariant
PVMs are essentially from [12].
Theorem 2.1 For any M ∈ OU (Ω, H) there is a decomposable isometry W : H → L2(Gˆ, ν˜; M) with
isometric components W (γ) : Hγ →M, γ ∈ Gˆ, such that
〈ϕ|M(B)ψ〉 =
∫
B
〈WU(g)∗ϕ|WU(g)∗ψ〉 dµ([g]) (11)
for all ϕ, ψ ∈ D and B ∈ B(Ω). The operator W : D → L2(Gˆ/H⊥, ν; M) is obtained from W as above.
On the other hand, given a decomposable isometry W : H → L2(Gˆ, ν˜; M), Equation (11) defines an
observable M ∈ OU (Ω, H). The intersection OU (Ω, H)∩Σ(Ω, H) is non-empty if and only if the function
Gˆ ∋ γ 7→ n(γ) := dim (Hγ) is essentially constant on (almost) every coset [γ] ∈ Gˆ/H⊥. Furthermore, an
observable M ∈ OU (Ω, H) is a PVM if and only if the mapping W (γ2)∗W (γ1) : Hγ1 → Hγ2 is unitary
for a.a. [γ] ∈ Gˆ/H⊥ and a.a. γ1, γ2 ∈ [γ].
Let us denote by H the closure of the image space W(D) in L2(Gˆ/H⊥, ν; M). It is shown in the
Appendix A that there is a measurable field of Hilbert spaces Gˆ/H⊥ ∋ [γ] 7→ H[γ] ⊂M giving the direct
integral decomposition
H =
∫ ⊕
Gˆ/H⊥
H[γ] dν([γ]). (12)
Note that W (γ)Hγ ⊂ H for a.a. γ ∈ Gˆ and we say that (11) is the minimal Kolmogorov decomposition
of M , see [1, 2]. We are ready to characterize the extreme points of OU (Ω, H).
Theorem 2.2 Suppose that M ∈ OU (Ω, H) and the decomposable isometry W is as in Theorem 2.1. Let
us keep the notations introduced in this section. The observable M is extreme in the covariance structure,
M ∈ Ext(OU (Ω, H)), if and only if there is no non-zero decomposable operator A ∈ L(H),
A =
∫ ⊕
Gˆ/H⊥
A[γ] dν([γ]), A[γ] ∈ L(H[γ]), [γ] ∈ Gˆ/H⊥, (13)
such that
W (γ′)∗A[γ]W (γ
′) = 0 (14)
for a.a. [γ] ∈ Gˆ/H⊥ and a.a. γ′ ∈ [γ].
An observableM ∈ OU (Ω, H) that is extreme in O(Ω, H) is, of course, also extreme in the covariance
structure OU (Ω, H). Typically the set of convex extreme points of OU (Ω, H) is larger than the set
of extreme points of O(Ω, H) that are contained in OU (Ω, H), i.e. an observable that is extreme in
OU (Ω, H) need not be extreme in O(Ω, H). Next we characterize covariant observables that are extreme
also in O(Ω, H). Note that there are Borel-measurable sections s : Ω → G for the quotient projection
G ∋ g 7→ [g] ∈ Ω [13, lemma 3].
Theorem 2.3 An observable M ∈ OU (Ω, H) is extreme in O(Ω, H) if and only if there is no non-zero
decomposable operator D ∈ L(L2(Ω, µ;H)) with components D(ω) ∈ L(H) for all ω ∈ Ω such that for
some measurable section s : Ω→ G
0 =
∫
Ω
〈W(U ◦ s)(ω)∗ϕ|D(ω)W(U ◦ s)(ω)∗ψ〉dµ(ω) (15)
=
∫
Ω
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
〈ζ − ξ, s(ω)〉〈W (γ + ζ)ϕ(γ + ζ)|D(ω)W (γ + ξ)ψ(γ + ξ)〉 dξ dζ dν([γ]) dµ(ω)
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for all ϕ, ψ ∈ D.
Remark 2.1 Let M ∈ OU (Ω, H) with the corresponding space H. We say that dimH is the rank
of M . If the rank of M is 1, i.e. H ≃ C also Hγ ≃ C (or Hγ = {0}) for a.a. γ ∈ Gˆ. Denoting
Λ = {γ ∈ Gˆ | dimHγ = 1} we see that H ≃ L2
(
Λ, ν˜|B(Λ)
)
. Furthermore, there must be a [γ0] ∈ Gˆ/H⊥
such that ν
({[γ0]}) > 0 and dim (H[γ0]) = 1 and otherwise dim (H[γ]) = 0. Thus we may identify H with
H[γ0]. We immediately see that this means Λ ⊂ [γ0].
It follows, that for any rank-1-observableM there is a weakly measurable unit-vector-valued function
ξ : Λ → M defining a decomposable isometry W such that (Wϕ)(γ) = ϕ(γ)ξ(γ) for all ϕ ∈ H =
L2
(
Λ, ν˜|B(Λ)
)
and a.a. γ ∈ Λ which in turn defines the rank-1-observable. The integral operator W :
D→ H = H[γ0] ⊂M giving the minimal Kolmogorov decomposition for M is of the form
Wϕ =
∫
H⊥
ϕ(γ0 + η)ξ(γ0 + η) dη, ϕ ∈ D,
and thus it is clear that ξ(γ) = c(γ)ξ0 with a measurable function c : Λ→ T and a fixed ξ0 ∈ M so that
dimH = 1. Thus the covariance structure OU (Ω, H) allows rank-1-observables if and only if there is a
[γ0] ∈ Gˆ/H⊥ such that ν
({[γ0]}) > 0, Λ ⊂ [γ0], and dim (Hγ) = 1 for a.a. γ ∈ Λ. This result parallels [4,
Proposition 4].
One sees immediately that M ∈ Ext(OU (Ω, H)) when M is of rank 1 but it may happen that
M /∈ Ext(O(Ω, H)). For example, let H = C2 with an orthonormal basis {|0〉, |1〉}, U : T→ L(C2), z 7→
U(z) = |0〉〈0|+ z|1〉〈1|, and M : B(T) → L(C2), B 7→M(B) = µ(B)(|0〉〈0|+ |1〉〈1|) + ∫
B
z dµ(z)|0〉〈1|+∫
B z dµ(z)|1〉〈0| a (T, U)-covariant POVM of rank 1 where µ is the normalized Haar measure on T. Hence,
M ∈ Ext(OU (T, C2)) but
∫
T
z2dM(z) = 0 so that M /∈ Ext(O(T, C2)).
Remark 2.2 In the case of the trivial subgroup H = {e}, where e is the unit element of G, the result
of Proposition 2.1 can be simplified: The covariance structure OU (G, H) is non-empty if and only if the
measure νU is absolutely continuous with respect to the Haar measure dγ of the dual group Gˆ; this result
has also been obtained in [12]. Indeed, now G/H ≃ G, dµ(g) = a dg, a > 0, (where dg is some Haar
measure) H⊥ = Gˆ, and Gˆ/H⊥ and ν are trivial so that dν˜(γ) = b dγ, b > 0. The constants a and b are
chosen such a way that F : L2(G, a dg) → L2(Gˆ, b dγ) is unitary, i.e. for all f ∈ (L1 ∩ L2)(G, a dg), the
Plancherel’s formula∫
G
f(g)f(g)dg = a−1b
∫
Gˆ
(Ff)(γ)(Ff)(γ)dγ = ab
∫
Gˆ
∫
Ω
∫
Ω
〈g−1g′, γ〉f(g)f(g′) dgdg′dγ
holds. For example, when G = Rn, Gˆ = Rn, and dg and dγ are Lebesgue measures, ab = (2π)−n.
When H = {e}, H can be chosen to be ∫ ⊕
Λ
Hγ dγ where Λ ∈ B(Gˆ) is such that dimHγ > 0 for
all γ ∈ Λ, and D = {ϕ ∈ H ∣∣ ∫Λ ‖ϕ(γ)‖ dγ <∞} . Let W (γ) : Hγ → M be the field of isometries
associated to M ∈ OU (G, H). Now W : D → M is defined by Wϕ =
∫
Λ
W (γ)ϕ(γ) dγ for all ϕ ∈ D and
H = W(D) ⊂ M. Thus, M ∈ Ext(OU (G, H)) if and only if W (γ′)∗AW (γ′) = 0 for a.a. γ′ ∈ Λ implies
A = 0 (where A ∈ L(H)) [1]. Moreover, M ∈ Ext(O(G, H)) if and only if∫
G
∫
Λ
∫
Λ
〈ζ − ξ, g〉〈W (ζ)ϕ(ζ)|D(g)W (ξ)ψ(ξ)〉 dξ dζ dg = 0
for all ϕ, ψ ∈ D, implies D(g) = 0 for a.a. g ∈ G (where D(g) ∈ L(H), g ∈ G, is an essentially bounded
measurable family of operators).
In the following two sections we consider examples of the above theory where the value space Ω
coincides with the symmetry group G, i.e. H = {e}.
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3 Covariant Position Observables
Suppose that Λ ∈ B(Rn) is not of Lebesgue measure zero. Consider a representation UΛ of Rn in the
Hilbert space L2(Λ) defined by (
UΛ(q)ϕ
)
(p) = ei(q|p)ϕ(p)
for all q ∈ Rn, p ∈ Λ and ϕ ∈ L2(Λ). Here (q|p) := ∑nk=1 qkpk for all q = (q1, . . . , qn) ∈ Rn and
p = (p1, . . . , pn) ∈ Λ. Thus, operators UΛ(q) act diagonally. The measure νUΛ associated with UΛ is
defined by νUΛ(B) = ℓ(B ∩ Λ) for any B ∈ B(Rn) where ℓ is the Lebesgue measure of Rn. Hence,
OUΛ
(
Rn, L2(Λ)
) 6= ∅. Fix an infinite-dimensional Hilbert space M. According to Theorem 2.1 any
M ∈ OUΛ
(
Rn, L2(Λ)
)
can be obtained by fixing a measurable field Λ ∋ p 7→ W (p) ∈ L(C; M) of
isometries. On the other hand, any such field can be fixed by picking any weakly measurable unit-vector-
valued function ξ : Λ→M and setting
W (p)ϕ(p) = ϕ(p)ξ(p), p ∈ Λ.
The following proposition is a direct consequence of Theorems 2.1, 2.2 and 2.3 (see Remark 2.2).
Proposition 3.1 Suppose that M ∈ OUΛ
(
Rn, L2(Λ)
)
. There is a weakly measurable unit-vector-valued
function ξ : Λ→M such that
〈ϕ|M(B)ψ〉 = (2π)−n
∫
B
∫
Λ
∫
Λ
ei(x|p1−p2)〈ξ(p1)|ξ(p2)〉ϕ(p1)ψ(p2) dnp1 dnp2 dnx (16)
for all ϕ, ψ ∈ (L1 ∩ L2)(Λ) and B ∈ B(Rn). On the other hand, given a measurable unit-vector-valued
function ξ : Λ→M, (16) defines an observable M ∈ OUΛ
(
Rn, L2(Λ)
)
. Suppose that M is as in (16). Let
H denote the Hilbert space generated by vectors
∫
Λ
ϕ(p)ξ(p) dnp, ϕ ∈ (L1 ∩ L2)(Λ). The observable M
is extreme in OUΛ
(
Rn, L2(Λ)
)
if and only if there is no nonzero A ∈ L(H) such that
〈ξ(p)|Aξ(p)〉 = 0 (17)
for a.a. p ∈ Λ. The observable M is extreme in O(Rn, L2(Λ)) if and only if there is no non-zero
decomposable operator D ∈ L(L2(Rn; H)) with components D(x) ∈ L(H), x ∈ Rn, such that∫
Rn
∫
Rn
∫
Rn
ei(x|p1−p2)〈ξ(p1)|D(x)ξ(p2)〉ϕ(p1)ψ(p2) dnp1 dnp2 dnx = 0 (18)
for all ϕ, ψ ∈ (L1 ∩ L2)(Rn).
It should be noted that we always find extreme observables in OUΛ
(
Rn, L2(Λ)
)
which are not PVMs
[1]. Especially any observable as in (16) is extreme in OUΛ
(
Rn, L2(Λ)
)
if the unit-vector-valued function
ξ : Rn → M is such that the vectors ξ(p), p ∈ Rn, generate a dense subspace of H [1]; such functions
clearly exist.
Consider the case Λ = Rn. We define the Fourier-Plancherel operator F : L2(Rn) → L2(Rn) for all
ϕ ∈ (L1 ∩ L2)(Rn) by
(Fϕ)(p) = (2π)−n/2
∫
Rn
ei(p|x)ϕ(x) dnx, p ∈ Rn.
We often write Fϕ = ϕˆ for all ϕ ∈ L2(Rn). Define a representation U : Rn ∋ q 7→ F∗URn(q)F in
L2(Rn); in other words
(
U(q)ϕ
)
(x) = ϕ(x − q) for all q, x ∈ Rn ja ϕ ∈ L2(Rn). We may characterize
the covariance structure OU
(
Rn, L2(Rn)
)
easily using the above results concerning URn . For any M ∈
OU
(
Rn, L2(Rn)
)
there exists a weakly measurable unit-vector-valued function ξ : Rn →M such that
〈ϕ|M(B)ψ〉 = (2π)−n
∫
B
∫
Rn
∫
Rn
ei(x|p1−p2)〈ξ(p1)|ξ(p2)〉ϕˆ(p1)ψˆ(p2) dnp1 dnp2 dnx (19)
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for all B ∈ B(Rn) and ϕ, ψ ∈ Cc(Rn). The Hilbert space L2(Rn) gives the quantum mechanical descrip-
tion for a non-relativistic spin-0 particle moving in the space Rn. The representation U is the position
translation representation and the observables covariant in position translations are called position ob-
servables. Position observables are exhaustively characterized by (19). The results of Proposition 3.1 are
also valid for position observables.
We may impose an additional requirement for a position observable: invariance under momentum
boosts. This means that we callM ∈ OU
(
Rn, L2(Rn)
)
a (momentum boost) invariant position observable
if it satisfies the invariance condition
V (p)M(B)V (p)∗ =M(B) (20)
for all p ∈ Rn and B ∈ B(Rn). Here V is the momentum boost representation of Rn in L2(Rn), i.e.(
V (p)ϕ
)
(x) = ei(p|x)ϕ(x) for all p, x ∈ Rn and ϕ ∈ L2(Rn). We denote the convex set of momentum
boost invariant position observables by L(Rn).
Suppose that M ∈ OU
(
Rn, L2(Rn)
)
is as in (19). Simple calculation shows that the condition (20)
for M is equivalent with
〈ξ(p1 + p)|ξ(p2 + p)〉 = 〈ξ(p1)|ξ(p2)〉 (21)
for a.a. p1, p2, p ∈ Rn. This means that we may replace the vector-valued function ξ with a measurable
function η : Rn → C such that the value η(p) coincides with the (essentially) constant value of the
function
p0 7→ 〈ξ(p0 + p)|ξ(p0)〉
for a.a. p ∈ Rn. We may now write for all B ∈ B(Rn) and ϕ, ψ ∈ Cc(Rn)
〈ϕ|M(B)ψ〉 = (2π)−n
∫
B
∫
Rn
∫
Rn
ei(x|p1−p2)η(p1 − p2)ϕˆ(p1)ψˆ(p2) dnp1 dnp2 dnx. (22)
Since
∫
Rn
∫
Rn
〈ξ(p1)|ξ(p2)〉f(p1)f(p2) dnp1 dnp2 ≥ 0 for all f ∈ Cc(Rn), we note that η is a function
of positive type, i.e. ∫
Rn
η(p)(f∗ ∗ f)(p) dnp ≥ 0
for all f ∈ L1(Rn). Here f∗(p) = f(−p) for a.a. p ∈ Rn and the bilinear operator ∗ is the convolution
in L1(Rn)×L1(Rn). Any function of positive type coincides almost everywhere with a single continuous
function [8] and we may thus assume that η is continuous. The normalization condition ‖ξ(p)‖ = 1 for
a.a. p ∈ Rn now reads η(0) = 1. Let us denote the convex set of continuous functions η : Rn → C of
positive type with η(0) = 1 by E(Rn). Any such function defines a positive sesquilinear form S on L2(Rn)
through
S(f, g) =
∫
Rn
∫
Rn
η(p1 − p2)f(p1)g(p2) dnp1 dnp2 f, g ∈ Cc(Rn).
From this and the condition η(0) = 1 we obtain that there is a weakly measurable unit vector valued
function ξ : Rn → L2(Rn) with the property (21) such that 〈ξ(p1)|ξ(p2)〉 = η(p1 − p2) for a.a. p1, p2 ∈
Rn. It is now clear that there is an affine one-to-one correspondence between the functions η ∈ E(Rn)
and invariant position observables M given by (22).
The Bochner theorem states that for every function of positive type ζ : Rn → C there is a positive
Borel measure µ on Rn such that
ζ(p) =
∫
Rn
e−i(p|x) dµ(x), p ∈ Rn.
Especially for all η ∈ E(Rn) the corresponding measure ρ is a probability measure. In addition any
probability measure ρ : B(Rn) → [0, 1] defines a function η ∈ E(Rn) in this manner. Suppose that the
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invariant position observableM is as in (22) with a function η ∈ E(Rn) arising from a probability measure
ρ, i.e.
η(p) =
∫
Rn
e−i(p|x) dρ(x), p ∈ Rn.
From this and the characterization (22) of position observables we obtain easily that M = ρ ∗Mκ, where
Mκ is the canonical position observable, Mκ(B)ϕ = χBϕ for all B ∈ B(Rn) and ϕ ∈ L2(Rn). The
convolution ρ ∗Mκ is given by
〈ϕ|ρ ∗Mκ(B)ψ〉 =
∫
B
∫
Rn
ϕ(x− q)ψ(x− q) dρ(q) dnx
for all B ∈ B(Rn) and ϕ, ψ ∈ L2(Rn). It is known [8, Theorems 3.20 and 3.25] that the extreme points
of the convex set E(Rn) are the group homomorphisms p 7→ ei(p|q) for some q ∈ Rn corresponding to
point measures δq and translated canonical position observables Mq such that Mq(B) = Mκ(B − q),
B ∈ B(Rn). We have thus obtained the following well known [14] result:
Proposition 3.2 For any momentum boost invariant position observable M ∈ L(Rn), there exists a
probability measure ρ : B(Rn) → [0, 1] such that M = ρ ∗Mκ. Moreover, the correspondence between
invariant position observables M ∈ L(Rn) and probability measures ρ : B(Rn) → [0, 1] is affine and
bijective. The extreme points of L(Rn) are all PVMs and of the form Mq, Mq(B) = Mκ(B − q),
B ∈ B(Rn), for some q ∈ Rn.
We close this section with a related example. Consider the Hilbert space L2(Tn, µn), where
dµn(z) = (2π)
−nd(arg (z1)) · · · d(arg (z2)), z = (z1, . . . , zn) ∈ Tn.
This space has an orthonormal basis {em |m ∈ Zn} such that em(w) = 〈w,m〉 for all m ∈ Zn and
w ∈ Tn. The dual action of Zn on Tn is defined by
〈w,m〉 = wm11 · · ·wmnn , w = (w1, . . . , wn) ∈ Tn, m = (m1, . . . ,mn) ∈ Zn.
Consider now a Hilbert space HZ spanned by an orthonormal basis {em |m ∈ Z} with Z ⊂ Zn. Define
a unitary representation UZ of T
n in HZ through
UZ(w) =
∑
m∈Z
〈w,m〉|em〉〈em|, w ∈ Tn.
The case Z = Zn corresponds to position observables of a particle confined to the compact cyclic space
Tn. The representation UZn =: U acts now as(
U(w)ϕ
)
(z) = ϕ(zw)
for all w, z ∈ Tn and ϕ ∈ HZn = L2(Tn, µn). Here w = (w1, . . . , wn) = (w1, . . . , wn).
The covariance structure OUZ
(
Tn, HZ
)
and its extreme points can easily be characterized as in the
beginning of the section. We give the results without proofs.
Proposition 3.3 For any M ∈ OUZ
(
Tn, HZ
)
there is a family {ξm |m ∈ Z} of unit vectors in an
infinite dimensional Hilbert space M such that
M(B) =
∑
k, l∈Z
〈ξk|ξl〉
∫
B
〈z,k − l〉 dµn(z) |ek〉〈el|, B ∈ B(Tn). (23)
On the other hand, an observableM as in (23) is UZ-covariant with any choice of the unit vectors ξm ∈ M,
m ∈ Z. Suppose that M is a covariant observable as in (23). Denote the Hilbert space generated by the
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vectors ξm, m ∈ Z, by H. The observable M is extreme in MUZTn if and only if there is no non-zero
operator A ∈ L(H) such that
〈ξm|Aξm〉 = 0 (24)
for all m ∈ Z. The observable M is extreme in the set O(Tn, H) if and only if there is no non-zero
decomposable operator D ∈ L(L2(Tn, µn;H)) with components D(z) ∈ L(H) such that∫
Tn
〈z,k− l〉〈ξk|D(z)ξl〉 dµn(z) = 0 (25)
for all k, l ∈ Z.
In the case Z = Zn, similarly as before, one can define the canonical position observable of a particle
moving on Tn. It is even easier to show that all momentum shift invariant position observables are
convolutions of probability measures on Tn with the canonical position. The corresponding extreme
observables are shifted canonical position observables and, hence, they are PVMs.
One may easily check that if Z 6= Zn the covariance structure OUZ
(
Tn, HZ
)
contains no PVMs. In the
case n = 1 the choice Z = {0, 1, 2, . . .} corresponds to covariant phase observables of an electromagnetic
mode. Thus, a phase observable is never a PVM. Choosing the vectors ξk, k = 0, 1, 2, . . ., of (23) such
that ξk = ξ0 for all k = 0, 1, 2, . . . we obtain the canonical phase observable Φ. One may easily check by
using Proposition 3.3 that Φ is extreme in O(T, H). This result was obtained already in [15].
4 Time Observables of a Free Particle
We investigate another example where H = {e}. Consider a free non-relativistic spin-0 particle of mass
m moving on a line. The Hilbert space of the system is L2(R). Let P be the usual momentum operator,
i.e. the extension of the differential operator Pϕ = −iϕ′ defined densely in L2(R). The generator of time
shifts is the Hamiltonian H0 = P
2/(2m) and it defines a representation V of the group of time shifts
(group of additive real numbers) by V (t) = eitH0 for all t ∈ R. Since the spectrum of H0 is bounded from
below1 there is no self-adjoint operator T on L2(R) canonically conjugated with H0, i.e.
[T,H0]ϕ = TH0ϕ−H0Tϕ = −iϕ (26)
for all ϕ in some dense subspace of L2(R). This in turn means that there is no PVM P ∈ Σ(R, L2(R))
with the covariance property
V (t)P (B)V (t)∗ = P (B + t) (27)
for all t ∈ R and B ∈ B(R). However, there are POVMs M ∈ O(R, L2(R)) covariant with respect to V .
We call these observables M ∈ OV
(
R, L2(R)
)
(covariant) time observables of a free particle. For every
ϕ ∈ L2(R) denote its Fourier-Plancherel transform by ϕˆ and especially if ϕ ∈ (L1 ∩ L2)(R)
ϕˆ(p) =
1√
2π
∫
R
eipxϕ(x) dx, p ∈ R.
Let us denote the set of positive real numbers by R+. Define a unitary map L2(R) ∋ ϕ 7→ ϕ˜ ∈
L2(R+; C2) as in [16, III.8], where
ϕ˜(ε) =
(m
2ε
)1/4 (
ϕˆ(
√
2mε), ϕˆ(−
√
2mε)
)
, ε > 0,
for all ϕ ∈ L2(R). One has (
V˜ (t)ϕ
)
(ε) = eiεtϕ˜(ε)
1Indeed, σ(H0) = [0,∞).
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for all ϕ ∈ L2(R), t ∈ R and ε > 0 [16]. We define the dual action of R onto itself by 〈t, ε〉 = eiεt. The
component spaces in the direct-integral representation (6) are thus C2. The value of a vector ϕ ∈ L2(R)
in the fiber defined by an ε > 0 is the vector ϕ˜(ε) ∈ C2. The measure νV : B(R)→ [0,∞] in (6) is simply
the R+-supported Lebesgue measure. Hence there are time observables covariant with respect to V .
Fix an infinite-dimensional Hilbert space M and a weakly measurable field R+ ∋ ε 7→ W (ε) ∈
L(C2; M) of isometries. Using Theorem 2.1 we see that the operator valued set function M : B(R) →
L
(
L2(R)
)
defined by
〈ϕ|M(B)ψ〉 = 1
2π
∫
B
∫ ∞
0
∫ ∞
0
eit(ε2−ε1)〈ϕ˜(ε1)|W (ε1)∗W (ε2)ψ˜(ε2)〉 dε1 dε2 dt (28)
for all B ∈ B(R) and ϕ, ψ ∈ S(R) is a covariant time observable. Here S(R) is the Schwartz space of
rapidly decreasing functions R → C. On the other hand, given a time observable M ∈ OV
(
R, L2(R)
)
,
there is always a field ε 7→W (ε) of isometries that defines M through (28). We may determine any such
field of isometries by fixing unit-vector-valued weakly measurable functions ζj : R
+ → M, j = 0, 1, such
that ζ0(p) ⊥ ζ1(p) for a.a. p > 0 and setting
W (ε) = |ζ0(
√
2mε)〉〈0|+ |ζ1(
√
2mε)〉〈1|, ε > 0,
where the vectors |0〉 and |1〉 constitute an orthonormal basis of C2. We obtain the following result as a
direct consequence of the Theorems 2.1, 2.2 and 2.3.
Proposition 4.1 For any time observable M ∈ OV
(
R, L2(R)
)
there exist unit-vector-valued weakly mea-
surable functions ζj : R
+ →M, j = 0, 1, with ζ0(p) ⊥ ζ1(p) for a.a. p > 0 such that
〈ϕ|M(B)ψ〉 = 1
2πm
∫
B
∫ ∞
0
∫ ∞
0
e
it
2m (p
2
2−p
2
1)
1∑
j, k=0
〈ζj(p1)|ζk(p2)〉ϕˆ
(
(−1)jp1
)
ψˆ
(
(−1)kp2
)√
p1p2 dp1 dp2 dt
(29)
for all B ∈ B(R) and ϕ, ψ ∈ S(R). On the other hand, if the weakly measurable unit-vector valued
functions ζj : R
+ → M are as above, (29) defines a time observable. Suppose that a time observable M
is as in (29). Denote by H the Hilbert space generated by the vectors
∫∞
0
(
ϕˆ(p)ζ0(p) + ϕˆ(−p)ζ1(p)
)√
p dp
where ϕ ∈ S(R). The observable M is extreme in OV
(
R, L2(R)
)
if and only if there is no non-zero
operator A ∈ L(H) such that
〈ζj(p)|Aζk(p)〉 = 0 (30)
for all j, k = 0, 1 and a.a. p > 0. The observable M defined as in (29) is extreme in O
(
R, L2(R)
)
if
and only if there is no non-zero decomposable operator D ∈ L(L2(R;H)) with components D(t) ∈ L(H),
t ∈ R, such that∫
R
∫ ∞
0
∫ ∞
0
e
it
2m (p
2
2−p
2
1)
1∑
j, k=0
〈ζj(p1)|D(t)ζk(p2)〉ϕˆ
(
(−1)jp1
)
ψˆ
(
(−1)kp2
)√
p1p2 dp1 dp2 dt = 0
for all ϕ, ψ ∈ S(R).
Let us take a closer look at the special time observable τ ∈ OV
(
R, L2(R)
)
which is defined by (29)
with constant functions ζj(p) = ϕj for j = 0, 1 and a.a. p ≥ 0 where ϕ0 ⊥ ϕ1. Thus for any ϕ, ψ ∈ S(R)
and all B ∈ B(R)
〈ϕ|τ(B)ψ〉 = 1
2πm
∫
B
∫ ∞
0
∫ ∞
0
e
it
2m (p
2
2−p
2
1)
(
ϕˆ(p1)ψˆ(p2) + ϕˆ(−p1)ψˆ(−p2)
)√
p1p2 dp1 dp2 dt. (31)
We call τ the canonical time observable (of a free particle) [16]. It is clear that τ is an extreme observable
in the set OV
(
R, L2(R)
)
. Next we show that it is also extreme in O
(
R, L2(R)
)
.
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Suppose that there is a bounded decomposable operator D ∈ L(L2(R;H)) with components D(t) ∈
L(H), t ∈ R, where H is just the two-dimensional space generated by the vectors ϕ0 and ϕ1 such that∫
R
∫ ∞
0
∫ ∞
0
e
it
2m (p
2
2−p
2
1)
1∑
j, k=0
ϕˆ
(
(−1)jp1
)
ψˆ
(
(−1)kp2
)
Dj,k(t)
√
p1p2 dp1 dp2 dt = 0
for all k, l = 0, 1, 2, . . . and ϕ, ψ ∈ S(R) where Dj,k(t) := 〈ϕj |D(t)ϕk〉 for all t ∈ R and j, k = 0, 1.
Assume, for example, that in the above formula ϕ is such that ϕˆ is supported by R+ and that ψ is such
that ψˆ is supported by the complement of R+. Now only the term j = 0, k = 1 of the sum is left in the
above formula. Proceeding in a similar fashion we can isolate all the terms of the sum and we conclude
that ∫
R
∫ ∞
0
∫ ∞
0
eit(ε1−ε2)g(ε1)f(ε2)Dj,k(t) dε1 dε2 dt = 0
for all f, g ∈ (L1 ∩ L2)(R) supported by R+ and j, k = 0, 1. Define the parity operator P, (Pϕ)(x) =
ϕ(−x) for all ϕ ∈ L2(R) and a.a. x ∈ R. We may rewrite the above equation using the properties of the
Fourier transform in the form ∫
R
(f̂ ∗ Pg)(t)Dj,k(t) dt = 0,
where ∗ is the convolution. To show that D = 0 it thus suffices to show that the linear space spanned by
vectors f̂ ∗ Pg, where f, g ∈ (L1∩L2)(R) are supported by R+, is dense in L1(R). We define (associated)
Laguerre polynomials Ljn, n ∈ N, j ∈ R, through
Ljn(x) =
x−jex
n!
dn
dxn
(
xn+je−x
)
, x > 0.
We denote L0n =: Ln for all n ∈ N. Consider the scaled Laguerre polynomials f(x) = Lm(x)e−x/2 and
g(x) = Ln(x)e
−x/2 for all x > 0. Using formulas
Ln(x+ y) =
n∑
k=0
Lk(x)L
−1
n−k(y),
∫ ∞
0
Lm(x)Ln(x)e
−x dx = δm,n
one obtains
(f ∗ Pg)(u) =
{
L−1n−m(−u)eu/2, u ≤ 0
0, u > 0
when m < n,
(f ∗ Pg)(u) =
{
0, u ≤ 0
L−1m−n(u)e
−u/2, u > 0
when n < m and
(f ∗ Pg)(u) = e−|u|/2
when m = n. Especially, these vectors generate functions of the form R ∋ x 7→ xne−|x| and thus their
Fourier transforms span a dense subspace of L1(R). Hence, D = 0 and thus τ is extreme in O
(
R, L2(R)
)
.
It is known [16, 17] that the first moment operator
T := τ [1] =
∫
R
t dτ(t)
is symmetric and densely defined and that it coincides with the symmetric operator
T ′ = m sign(P )|P |−1/2Q|P |−1/2
on a dense subspace of L2(R). Here Q is the usual position operator: (Qϕ)(x) = xϕ(x). Neither T nor
T ′ is self-adjoint but T ′ satisfies formally the commutation relation (26).
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Remark 4.1 We may also define the time observables using Hermite functions hk ∈ L2(R), k =
0, 1, 2, . . ., where
hk(x) = (−1)k(2kk!
√
π)−1/2ex
2/2 d
k
dxk
e−x
2
, x ∈ R,
for all k = 0, 1, 2, . . .. Suppose that k ∈ Z. Define k = 0 if 2 | k and k = 1 otherwise. The Hermite
functions form an orthonormal basis of L2(R) and h˜k(ε) = i
k(2m/ε)1/4hk(
√
2mε)ek for all k = 0, 1, 2, . . .
and ε > 0. Here
ej =
1√
2
(
1, (−1)j) ∈ C2, j = 0, 1.
Using the Hermite basis and Proposition 4.1 one finds that any time observable M can be given in the
form
M(B) =
∞∑
k, l=0
il−k
πm
∫
B
∫ ∞
0
∫ ∞
0
e
it
2m (p
2
2−p
2
1)hk(p1)hl(p2)〈ζk(p1)|ζl(p2)〉
√
p1p2 dp1 dp2 dt |hk〉〈hl|
weakly for all B ∈ B(R) with some unit-vector-valued functions ζj : R+ →M, j = 0, 1, with ζ0(p) ⊥ ζ1(p)
for a.a. p > 0.
5 Covariant Position Difference Observables
Finally, we examine a situation where the transitive space Ω differs from the symmetry group; covariant
position difference observables. Our physical system consists of two (nonrelativistic) particles moving in
the space Rn. The physical variable measured is the difference x = x2 − x1 of the positions x1, x2 ∈ Rn
of the particles 1 and 2 respectively. When the positions of the particles are translated with a vector
g = (u1,u2) ∈ R2n, u1, u2 ∈ Rn the position difference x ∈ Rn changes according to
g · x = (u1,u2) · x = x+ u2 − u1. (32)
The position difference value space Rn is homeomorphic to the coset space R2n/H where
H = {(u,u) |u ∈ Rn}
is a closed subgroup of the additive translation group R2n. The character group R̂2n is homeomorphic to
R2n when the duality is given by 〈g,v〉 = ei(g|v) for all g, v ∈ R2n and the annihilator of H is
H⊥ = {(−p,p) |p ∈ Rn}.
We identify the coset space R2n/H⊥ with Rn by picking unique representatives (w,0), w ∈ Rn, from
each coset.
The Hilbert space for the system is L2(R2n, d2ng). The first n coordinates are assigned to the particle 1
and the remaining coordinates to the particle 2. Let us define a strongly continuous unitary representation
U of R2n in the space L2(R2n) by (
U(g)ϕ
)
(g′) = ϕ(g′ − g)
for all g, g′ ∈ R2n and ϕ ∈ L2(R2n). One may check that FU(g) = V (g)F where (V (g)ϕ)(g′) =
ei(g|g
′)ϕ(g′) for all g, g′ ∈ R2n and ϕ ∈ L2(R2n). We may characterize the position difference observables
in H as the covariance structure OU
(
Rn, L2(R2n)
)
, i.e. a position difference observable M satisfies the
covariance condition
U(g)M(B)U(g)∗ =M(g · B)
for all g ∈ R2n and B ∈ B(Rn) where the group R2n operates in the space Rn according to (32).
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Choose the scaled Lebesgue-measure dnp/(2π)n/2 as the Haar measure for the annihilator and also as
the R2n-invariant measure for the position difference value space, i.e. dµ(xn) = dnx/(2π)n/2. The measure
ν on R2n/H⊥ ≃ Rn is chosen to be dnw/(2π)n/2 so that νU = ν˜ is d2nv/(2π)n. Thus OU
(
Rn, L2(R2n)
) 6=
∅.
Since L2(R2n) is infinite-dimensional we may characterize all members M of the covariance structure
OU
(
Rn, L2(R2n)
)
by fixing a weakly measurable unit-vector-valued map ξ : R2n → L2(R2n) and defining
the decomposable isometry W of Theorem 2.1 by (Wϕˆ)(w) = ϕˆ(w)ξ(w) for all ϕ ∈ L2(R2n). For each
such isometry we may also define a measurable function α : R3n → C by
α(w,p1,p2) = 〈ξ(w − p1,p1)|ξ(w − p2,p2)〉 w, p1, p2 ∈ Rn. (33)
Let us now define the set A(Rn) of measurable functions α : R3n → C such that
1. α(w,p1,p2) = α(w,p2,p1) for a.a. w, p1, p2 ∈ Rn,
2.
∫
Rn
∫
Rn
α(w,p1, p2)f(p1)f(p2) d
np1 d
np2 ≥ 0 for all f ∈ Cc(Rn) and for a.a. w ∈ Rn and
3. α(0)(w,p) = 1 for a.a. w, p ∈ Rn.
The number α(0)(w,p) =
∑
k∈N |αk(w,p)|2 is the ‘diagonal value’ given by the Kolmogorov decomposi-
tion
α(w,p1,p2) =
∑
k∈N
αk(w,p1)αk(w,p2) (34)
where the functions αk : R
2n → C are measurable. Such a decomposition can always be constructed
since any α ∈ A(Rn) gives kernels (p1,p2) 7→ α(w,p1,p2), w ∈ Rn, for positive sesquilinear forms Sw
determined by
Sw(f, g) =
∫
Rn
∫
Rn
α(w,p1,p2)f(p1)g(p2) d
np1 d
np2
for all f, g ∈ Cc(Rn). The condition 3 ensures that by setting ξ(p1,p2) =
∑
k∈N αk(p1,p2)ek, p1, p2 ∈
Rn, with an orthonormal basis {ek | k ∈ N} ⊂ L2(R2n) any α ∈ A(Rn) with a decomposition as in (34)
determines a weakly measurable unit-vector-valued map ξ : R2n → L2(R2n). We may now characterize
the covariance structure OU
(
Rn, L2(R2n)
)
and its extreme points.
Proposition 5.1 For anyM ∈ OU
(
Rn, L2(R2n)
)
there is a function α ∈ A(Rn) and a weakly measurable
unit-vector-valued map ξ : R2n → L2(R2n) related to α according to (33) such that
〈ϕ|M(B)ψ〉 = 1
(2π)n
∫
B
∫
Rn
∫
Rn
∫
Rn
ei(x|p1−p2)α(w,p1,p2)ϕˆ(w − p1,p1)ψˆ(w − p2,p2)×
× dnp1 dnp2 dnw dnx (35)
for all ϕ, ψ ∈ Cc(R2n) and B ∈ B(Rn). On the other hand, given a function α ∈ A(Rn), (35) determines
an observable M ∈ OU
(
Rn, L2(R2n)
)
. Futhermore (35) sets an affine bijection between OU
(
Rn, L2(R2n)
)
and A(Rn).
Suppose that M ∈ OU
(
Rn, L2(R2n)
)
is of the form (35) with a unit-vector-valued map ξ : R2n →
L2(R2n) as in (33). Let us denote the space generated by the vectors
∫
Rn
ϕˆ(w − p,p)ξ(w − p,p) dnp
where ϕ ∈ Cc(R2n) by Hw for all w ∈ Rn and define the direct integral space H =
∫ ⊕
Rn
Hw d
nw. The
observable M is an extreme covariant position difference observable, M ∈ Ext
(
OU
(
Rn, L2(R2n)
))
, if
and only if there is no non-zero decomposable operator A ∈ L(H) with components A(w) ∈ Hw, w ∈ Rn,
such that
〈ξ(w − p,p)|A(w)ξ(w − p,p)〉 = 0 (36)
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for a.a. w, p ∈ Rn. The observable M is extreme in O(Rn, H) if and only if there is no non-zero
decomposable operator D ∈ L(L2(Rn;H)) with components D(w) ∈ L(H), w ∈ Rn, such that∫
Rn
ei(x|p2−p1)〈ξ(w − p1,p1)|D(w)ξ(w − p2,p2)〉ϕˆ(w − p1,p1)ψˆ(w − p2,p2) ×
×dnp1 dnp2 dnw dnx = 0 (37)
for all ϕ, ψ ∈ Cc(R2n).
Choosing the constant kernel α ∈ A(Rn), α(w,p1,p2) = 1 for a.a. w, p1, p2 ∈ Rn, in (35) one obtains
an observable which we call as the canonical position difference observable Eκ . A simple calculation shows
that
(Eκ(B)ϕ)(x,y) = χB(y − x)ϕ(x,y) (38)
for all B ∈ B(Rn), ϕ ∈ L2(R2n) and a.a. x, y ∈ Rn.
We may add another requirement for a position difference observable. Consider a representation V0
of Rn in L2(R2n) defined through (
V0(p)ϕ
)
(x,y) = ei(p|x+y)ϕ(x,y)
for all p, x, y ∈ Rn and ϕ ∈ L2(R2n). This representation corresponds to equal momentum boosts for
both particles. We denote the set of thoseM ∈ OU
(
Rn, L2(R2n)
)
invariant with respect to V0 by D(R
n),
i.e. for all M ∈ D(Rn)
V0(p)M(B)V0(p)
∗ =M(B), p ∈ Rn, B ∈ B(Rn). (39)
Suppose that M is as in (35). One can easily check that (39) is equivalent with the condition
α(w + 2p,p1 + p,p2 + p) = α(w,p1,p2)
for a.a. w, p1, p2, p ∈ Rn. Let us denote the (essentially) constant value of the function Rn ∋ p 7→
α(w+2p,p1+p,p2+p) by β(p1−w/2,p2−w/2) for all w, p1, p2 ∈ Rn. Thus the function β : R2n → C
is the kernel of a positive form on Cc(R
n) with diagonal values β(0)(p) = 1 for a.a. p ∈ Rn and there is
a weakly measurable unit-vector-valued function ζ : Rn → L2(Rn) such that
β(p1,p2) = 〈ζ(p1)|ζ(p2)〉, p1, p2 ∈ Rn.
We conclude that for any M ∈ D(Rn) there is a weakly measurable unit vector valued map ζ : Rn →
L2(Rn) such that
〈ϕ|M(B)ψ〉 = (2π)−n
∫
B
∫
Rn
∫
Rn
∫
Rn
ei(x|p1−p2)〈ζ(p1 −w/2)|ζ(p2 −w/2)〉ϕˆ(w − p1,p1)×
× ψˆ(w − p2,p2) dnp1 dnp2 dnw dnx (40)
for all ϕ, ψ ∈ Cc(R2n) and B ∈ B(Rn).
We may also demand invariance under non-equal momentum boosts for the particles, i.e. invariance
with respect to the representation V of R2n in L2(R2n) defined as the representation UR2n of Section 3. It
is an easy task to check that if we demand V -invariance of an observable M ∈ OU
(
Rn, L2(R2n)
)
defined
by (35), we obtain the condition
α(w + p+ p′,p1 + p
′,p2 + p
′) = α(w,p1,p2)
for a.a. w, p1, p2, p, p
′ ∈ Rn. We may thus replace the kernel α with a continuous function of positive
type η ∈ E(Rn). This means that
〈ϕ|M(B)ψ〉 = (2π)−n
∫
B
∫
Rn
∫
Rn
∫
Rn
ei(x|p1−p2)η(p1 − p2)ϕˆ(w − p1,p1)ψˆ(w − p2,p2)×
× dnp1 dnp2 dnw dnx (41)
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for all ϕ, ψ ∈ Cc(R2n) and B ∈ B(Rn). Let Eκ be the canonical position difference observable of (38).
Denote the scalar measure B 7→ 〈ϕ|Eκ(B)ψ〉 by Eϕ,ψκ . Using Bochner theorem one may easily check that
M = ρ ∗ Eκ with a probability measure ρ : B(Rn)→ [0, 1], i.e.
〈ϕ|M(B)ψ〉 = (ρ ∗ Eϕ,ψκ )(B), ϕ, ψ ∈ L2(R2n).
The converse also holds: ρ ∗Eκ is a V -invariant element in OU
(
Rn, L2(R2n)
)
. Again, the extreme points
in this smaller set of position difference observables are exactly the translated canonical position difference
observables Eu, Eu(B) = Eκ(B − u) for all B ∈ B(Rn). Next we consider the case of a compact cyclic
position space.
Let a unitary representation U of T2n in L2(T2n, µ2n) be defined by(
U(u)ϕ
)
(v) = ϕ(vu)
for all u, v ∈ T2n and ϕ ∈ L2(T2n, µ2n) where the measure µ2n is defined as in the previous section. The
physical system consists of two particles confined to the space Tn. The position difference of the particle
1 with coordinates w and the particle 2 with coordinates z is zw. The Hilbert space describing the
system is L2(T2n, µ2n). Analogously to the above situation we define the position difference observables
M on Tn through the covariance condition
U(w, z)M(B)U(w, z)∗ =M(zwB)
for all B ∈ B(Tn) and w, z ∈ Tn.
Define the orthonormal basis {em |m ∈ Z2n} where em(u) = 〈u,m〉 for all m ∈ T2n and u ∈ T2n.
We may characterize the set of position difference observables M ∈ OU
(
Tn, L2(T2n)
)
and its extreme
points in this situation in a similar fashion as above.
Proposition 5.2 For any M ∈ OU
(
Tn, L2(T2n)
)
there is a family {ξk,l |k, l ∈ Zn} of unit vectors in
an infinite dimensional Hilbert space M such that
M(B) =
∑
j, k, l∈Zn
〈ξj−k,k|ξj−l,l〉
∫
B
〈z,k− l〉 dµn(z)|ej−k,k〉〈ej−l,l|, B ∈ B(Tn). (42)
On the other hand, given any family of unit vectors ξk,l ∈ M, k, l ∈ Zn, (42) defines a position differ-
ence observable M ∈ OU
(
Tn, L2(T2n)
)
. Suppose that a position difference observable M is as in (42).
Denote the Hilbert space generated by the vectors ξj−k,k, k ∈ Zn, by Hj for every j ∈ Zn. Define also
H :=
⊕
j∈Zn Hj. The observable M is extreme in OU
(
Tn, L2(T2n)
)
if and only if there is no non-zero
decomposable operator A ∈ L(H) with components Aj ∈ Hj, j ∈ Zn, such that
〈ξj−k,k|Ajξj−k,k〉 = 0 (43)
for all j, k ∈ Zn. The observable M is extreme in O(Tn, L2(T2n, µ2n)) if and only if there is no non-zero
decomposable operator D ∈ L(L2(Tn, µn;H)) with components D(z) ∈ L(H), z ∈ Tn, such that∫
Tn
〈z,k− l〉〈ξj−k,k|D(z)ξj−l,l〉 dµn(z) = 0 (44)
for all j, k, l ∈ Zn. The observable M is a PVM if and only if the vectors Tn×Zn ∋ (z, j) 7→ 〈z,k〉ξj−k,k,
k ∈ Zn, generate the space L2(Tn, µn;H).
Choosing in (42) ξk, l = ξ ∈ M for all k, l ∈ Zn, one obtains the canonical position difference
observable Fκ ,
(
Fκ(B)ϕ
)
(w, z) = χB(zw)ϕ(w, z) for all B ∈ B(Zn), ϕ ∈ L2(T2n, µ2n) and w, z ∈ Tn.
This is, of course a PVM. We may again require additional invariance properties of position difference
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observables on Tn. One can proceed as earlier in this section and demand different momentum boost
invariance conditions; note that in space Tn the momentum is quantized. We obtain results analogous
to those above and we will not go into them in detail. Again, demanding invariance under independent
momentum boosts for the particles, one ends up with a convolution structure: any such position difference
observable is of the form ρ ∗ Fκ with some probability measure ρ : B(Tn)→ [0, 1]. Note that restricting
the momentum space, one can define covariant phase difference observables [18] and get similar results.
Conclusions
We have characterized the quantum observables, POVMs, which are extreme in the set of observables
covariant with respect to a unitary representation of a locally compact Abelian group which is Hausdorff
in the case of an arbitrary transitive value space. The method can be applied to several physical situations
of which time, position and position difference observables are treated. We have also characterized the
covariant observables which are extreme in the set of all quantum observables.
The corresponding results concerning a very general type I symmetry group G with the trivial value
space (G, B(G)) have been obtained in [1, 19] and in the case of a compact symmetry group and an
arbitrary transitive value space in [4]. The next task is to generalize the results of this paper. An
aim is to characterize the covariance structures involving a more general type I group and an arbitrary
transitive value space and study covariant extreme observables using the methods presented especially in
[6] and [19]. This would allow us to study a wider range of covariant observables and give their extremality
conditions. Especially, interesting cases would be extreme covariant observables with Euclidean, Poincare´
or Heisenberg symmetry groups.
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A Appendix: Proofs of Theorems 2.1, 2.2, and 2.3
Before we prove Theorem 2.1, we give the exhaustive characterization of the covariance structure OU (Ω, H)
found in [6]. Suppose that M ∈ OU (Ω, H) and that f : Ω → C is continuous and compactly supported.
We may now define a bounded operator M(f) ∈ L(H) by
M(f) =
∫
Ω
f(ω) dM(ω).
Let us state the main result of [6].
Theorem A.1 Suppose that OU (Ω, H) 6= ∅. Let the measure ν˜ and the spaces Hγ , γ ∈ Gˆ, be as in
Section 2. Suppose that M ∈ OU (Ω, H) and that M is a fixed infinite-dimensional Hilbert space. There
is a decomposable isometry W : H → L2(Gˆ, ν˜;M) such that (Wϕ)(γ) = W (γ)ϕ(γ) for all ϕ ∈ H, where
W (γ) : Hγ →M is an isometry for ν˜-a.a. γ ∈ Gˆ. Furthermore for all ϕ, ψ ∈ H and f ∈ Cc(Ω) one has
〈ϕ|M(f)ψ〉 =
∫
Gˆ
∫
H⊥
(Ff)(η)〈ϕ(γ)|W (γ)∗W (γ − η)ψ(γ − η)〉 dη dν˜(γ). (45)
Conversely, if M is an infinite dimensional Hilbert space and W a decomposable isometry, (45) defines
an observable M ∈ OU (Ω, H).
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Remark A.1 If we do not demand νU = ν˜ and only assume that dνU (γ) = ρ(γ) dν˜(γ) with a real non-
negative Borel-function ρ on Gˆ we must replace the isometric components W (γ) of W by
√
ρ(γ)W (γ) in
the above theorem as well as in Theorems 2.1, 2.2 and 2.3. This is unnecessary since the density function
ρ can be embedded in the component spaces Hγ of the decomposition (6) for H and thus we may assume
with no loss of generality that ρ = 1.
Next we reformulate the above theorem to obtain Theorem 2.1. Fix an infinite-dimensional Hilbert
space M and let W : H → L2(Gˆ, ν˜; M) be a decomposable isometry so that (Wϕ)(γ) = W (γ)ϕ(γ) for
all ϕ ∈ H and γ ∈ Gˆ where W (γ) : Hγ → M is an isometry and let the operator W and spaces D ⊂ H
and H be as in Section 2. First we show that D is dense in H. Let us denote the measurable function
γ 7→ dim (Hγ) by n. Suppose that Gˆ ∋ γ 7→ {ek(γ) ∈ Hγ | 1 ≤ k < n(γ) + 1} is a measurable field of
orthonormal bases in the component spaces Hγ , γ ∈ Gˆ. This means that every ϕ ∈ H can be written in
the form
ϕ(γ) =
n(γ)∑
k=1
〈ek(γ)|ϕ(γ)〉ek(γ), γ ∈ Gˆ.
We associate with every ϕ ∈ H the functions ϕk : Gˆ → C, k ∈ N ∪ {∞}, defining for all γ ∈ Gˆ
ϕk(γ) = 〈ek(γ)|ϕ(γ)〉 for all k < n(γ)+ 1 and otherwise ϕk(γ) = 0. We denote by D0 the dense subspace
of vectors ϕ ∈ H such that ϕk ∈ Cc(Gˆ) for all k ∈ N ∪ {∞} and only a finite number of the functions
ϕk differ from zero. One immediately sees that D0 ⊂ D and thus D is also dense. Note that H can be
embedded in L2(Gˆ, ν˜;M) via
∑n(γ)
k=1 ϕk(γ)ek(γ) 7→
∑∞
k=1 ϕk(γ)fk where {fk}∞k=1 is an orthonormal basis
of M.
Proof of Theorem 2.1: Suppose that M ∈ OU (Ω, H) and that the decomposable isometry W is as
in Theorem A.1. Let the operator W with domain D and image space closure H be as earlier. When
ϕ, ψ ∈ H and f ∈ Cc(Ω) we may rewrite (45) in the following way using the properties of ν˜:
〈ϕ|M(f)ψ〉 =
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
(Ff)(η)〈W (γ + ζ)ϕ(γ + ζ)|W (γ + ζ − η)ψ(γ + ζ − η)〉 dη dζ dν([γ])
=
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
(Ff)(ζ − ξ)〈W (γ + ζ)ϕ(γ + ζ)|W (γ + ξ)ψ(γ + ξ)〉 dξ dζ dν([γ])
=
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
∫
Ω
〈g, ζ − ξ〉f([g])〈W (γ + ζ)ϕ(γ + ζ)|W (γ + ξ)ψ(γ + ξ)〉 ×
× dµ([g]) dξ dζ dν([γ])
=
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
∫
Ω
f([g])〈W (γ + ζ)(U(g)∗ϕ)(γ + ζ)|W (γ + ξ)(U(g)∗ψ)(γ + ξ)〉 ×
× dµ([g]) dξ dζ dν([γ])
giving the first part of Theorem 2.1
Suppose now that there is a projection valued measure P ∈ OU (Ω, H). We may proceed as in [12]
and define operators V (η) ∈ L(H), η ∈ H⊥, through
V (η) =
∫
Ω
〈g, η〉 dP ([g]).
Since P is projection valued it follows that η 7→ V (η) is a unitary representation of H⊥ [12]. As in [12,
Section 5] one can calculate using Fourier-Plancherel theory that(
V (η)ϕ
)
(γ) =W (γ)∗W (γ − η)ϕ(γ − η)
for a.a. γ ∈ Gˆ, η ∈ H⊥ and all ϕ ∈ H where W is the decomposable isometry defining P . Using the
above equation and V (ζ)V (ξ) = V (ζ + ξ) one finds that
W (γ)∗W (γ − ζ − ξ) =W (γ)∗W (γ − ζ)W (γ − ζ)∗W (γ − ζ − ξ)
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for a.a. γ ∈ Gˆ and ζ, ξ ∈ H⊥. Substituting ξ = −ζ in the above formula we find
IHγ =W (γ)
∗W (γ − ζ)W (γ − ζ)∗W (γ) =W (γ)∗W (γ − ζ)(W (γ)∗W (γ − ζ))∗.
Replacing γ with γ + ζ produces
IHγ+ζ =W (γ + ζ)
∗W (γ)W (γ)∗W (γ + ζ) =
(
W (γ)∗W (γ + ζ)
)∗
W (γ)∗W (γ + ζ).
Thus W (γ2)
∗W (γ1) : Hγ1 → Hγ2 is unitary for a.a. γ1, γ2 within each coset [γ] ∈ Gˆ/H⊥. It follows that
(almost) all Hγ within the same coset have the same dimension. We also see immediately that the image
spacesW (γ)(Hγ) are equal within each coset of Gˆ/H
⊥. On the other hand if the mapping γ 7→ dim (Hγ)
is essentially constant on a.a. [γ] ∈ Gˆ/H⊥ one may easily construct a decomposable isometry W with
the above property and thus a PVM. 
Before proving Theorem 2.2 we show that the space H = W(D) (where the operator W : D →
L2(Gˆ/H⊥, ν; M) is constructed from a decomposable isometry as in Section 2) has the direct integral
decomposition (12). Suppose that PH is the projection of L
2(Gˆ/H⊥, ν; M) onto H. Define also two
PVMs P ∈ Σ(Gˆ/H⊥, L2(Gˆ/H⊥, ν;M)) and E ∈ Σ(Gˆ/H⊥, H) by setting
P (B1)Φ = χB1Φ, E(B2)ϕ = (χB2 ◦ p)ϕ
for all B1, B2 ∈ B(Gˆ/H⊥), Φ ∈ L2(Gˆ/H⊥, ν; M) and ϕ ∈ H. Here p : Gˆ → Gˆ/H⊥ is the canonical
quotient mapping. We immediately note that
P (B)Wϕ = WE(B)ϕ
for all ϕ ∈ D. Since E(B)ϕ ∈ D whenever B ∈ B(Gˆ/H⊥) and ϕ ∈ D it follows that P (B)(H) ⊂ H for
all B ∈ B(Gˆ/H⊥). This implies that also P (B)(H⊥) ⊂ H⊥ for all B ∈ B(Gˆ/H⊥). One easily finds that
[P (B), PH] = 0
for all B ∈ B(Gˆ/H⊥). This means that the projection PH is decomposable, i.e. there is a weakly
measurable field Gˆ/H⊥ ∋ [γ] 7→ P[γ] ∈ L(M) of projections such that (PHΦ)([γ]) = P[γ]Φ([γ]) for all
Φ ∈ L2(Gˆ/H⊥, ν; M) and [γ] ∈ Gˆ/H⊥. Denote the image spaces P[γ](M) by H[γ] for all [γ] ∈ Gˆ/H⊥.
This verifies the decomposition (12).
Proof of Theorem 2.2: Suppose that A ∈ L(H) is a non-zero decomposable operator such that (14)
holds. We may assume that ‖A‖ ≤ 1; otherwise one can redefine A′ = ‖A‖−1A. With no loss of
generality we may also assume that A is selfadjoint; otherwise redefine A′′ = i(A − A∗). Let us define
positive (decomposable) operators A± = I ±A and operator-valued measures M± by
〈ϕ|M±(B)ψ〉 =
∫
B
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
〈g, ζ−ξ〉〈W (γ+ζ)ϕ(γ+ζ)|A±[γ]W (γ+ξ)ψ(γ+ξ)〉 dζ dξ dν([γ]) dµ([g])
for all ϕ, ψ ∈ D and B ∈ B(Ω). Using Fourier-Plancherel theory, Equation (14) and properties of ν˜, we
have
〈ϕ|M±(Ω)ψ〉 =
∫
Ω
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
〈ω, ζ − ξ〉〈W (γ + ζ)ϕ(γ + ζ)|A±[γ]W (γ + ξ)ψ(γ + ξ)〉 ×
× dζ dξ dν([γ]) dµ(ω)
=
∫
Gˆ/H⊥
∫
H⊥
〈W (γ + η)ϕ(γ + η)|A±[γ]W (γ + η)ψ(γ + η)〉 dη dν([γ])
=
∫
Gˆ/H⊥
∫
H⊥
〈W (γ + η)ϕ(γ + η)|W (γ + η)ψ(γ + η)〉 dη dν([γ])
=
∫
Gˆ
〈W (γ)ϕ(γ)|W (γ)ψ(γ)〉 dν˜(γ) =
∫
Gˆ
〈ϕ(γ)|ψ(γ)〉 dν˜(γ) = 〈ϕ|ψ〉.
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Thus M± are POVMs. In the above calculation we have identified Ωˆ with H⊥. It follows from the
decomposability of A that M± ∈ OU (Ω, H). Since A 6= 0 we have M+ 6= M− and M = 12 (M+ +M−)
and hence M /∈ Ext(OU (Ω, H)).
Let us now assume that M /∈ Ext(OU (Ω, H)) so that there are distinct covariant observables M± ∈
OU (Ω, H) such that M =
1
2 (M
+ +M−). The isometries of Theorem A.1 related to M± are denoted by
W±. Let the corresponding operators giving the Kolmogorov decompositions (11) be W± and let the
Hilbert space completions of the images W±(D) be H± with components H±[γ], [γ] ∈ Gˆ/H⊥, respectively.
Suppose that ϕ, ψ ∈ D are such that Wϕ = Wψ. Since ‖W±χ‖ ≤ √2‖Wχ‖ for all χ ∈ D, we have
W±(ϕ− ψ) = 0. Thus one may define sesquilinear forms F± : H×H→ C by extending
F±(Wϕ,Wψ) = 〈W±ϕ|W±ψ〉, ϕ, ψ ∈ D,
to H ×H. We now have F±(Φ,Φ) ≤ 2‖Φ‖2 for all Φ ∈ H. Hence the forms F± are well defined and
bounded and there are operators A± ∈ L(H) such that F±(Φ,Ψ) = 〈Φ|A±Ψ〉H. It follows that
〈ϕ|M±(B)ψ〉 =
∫
B
〈W(U ◦ s)(ω)∗ϕ|A±W(U ◦ s)(ω)∗ψ〉 dµ(ω) (46)
for all ϕ, ψ ∈ D, B ∈ B(Ω) and any Borel measurable section s : Ω→ G; such sections exist [13, lemma
3].
Define a unitary representation Π of H in the Hilbert space H by(
Π(h)Φ
)
([γ]) = 〈h, γ〉Φ([γ]) (47)
for all Φ ∈ H, h ∈ H and [γ] ∈ Gˆ/H⊥. One has
WU(h)ϕ = Π(h)Wϕ (48)
for all h ∈ H and ϕ ∈ D.
Using (48) the arbitrariness of the section s means that A± must commute with the representation
Π. This means that A± are decomposable as in (13) [11]. Since M+ 6= M− one must have A+ 6= A−.
We may now define a nonzero decomposable operator A = A+ −A− ∈ L(H) with the property∫
Ω
〈U(g)∗ϕ|W∗AWU(g)∗ψ〉 dµ([g]) = 〈ϕ|ψ〉 − 〈ϕ|ψ〉 = 0
for all ϕ, ψ ∈ D. Applying Fourier-Plancherel theory to the above equation one finds that
0 =
∫
Ω
∫
Gˆ/H⊥
∫
H⊥
∫
H⊥
〈g, ζ − ξ〉〈W (γ + ζ)ϕ(γ + ζ)|A[γ]W (γ + ξ)ψ(γ + ξ)〉 dζ dξ dν([γ]) dµ([g])
=
∫
Gˆ/H⊥
∫
H⊥
〈W (γ + ζ)(ϕ(γ + ζ)|A[γ]W (γ + ζ)ψ(γ + ζ)〉 dζ dν([γ])
for all ϕ, ψ ∈ D. This means that A satisfies the condition (14). 
Proof of Theorem 2.3: Suppose that M ∈ OU (Ω, H). Let us pick a measurable section s : Ω → G.
Using the notations of Section 2 we may define an isometry Js : H → L2(Ω, µ;H) by
(Jsϕ)(ω) = W(U ◦ s)(ω)∗ϕ (49)
for all ϕ ∈ D and ω ∈ Ω. Let us also define a PVM P ∈ Σ(B(Ω), L2(Ω, µ; H)) by P (B)ψ = χBψ for all
B ∈ B(Ω) and ψ ∈ L2(Ω, µ;H). It follows from the definition of the space H that vectors Wϕ, ϕ ∈ D,
form a dense subspace of H. It now immediately follows that vectors of the form χB(·)W(U ◦ s)(·)∗ϕ
where B ∈ B(Ω) and ϕ ∈ D, form a dense subset of L2(Ω, µ; H). Hence the triple (L2(Ω, µ;H), P, Js)
is the minimal Naimark dilation of M , i.e. M(B) = J∗sP (B)Js or
〈ϕ|M(B)ψ〉 =
∫
B
〈(Jsϕ)(ω)|(Jsψ)(ω)〉 dµ(ω)
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for all ϕ, ψ ∈ D and B ∈ B(Ω).
The Naimark dilation of the above form allows us to investigate whether the covariant observable
M is extreme in O(Ω, H). In [20] Hyto¨nen et al found a ‘diagonal’ minimal Naimark dilation (K, P, J)
for any M ∈ O(A, H) with an arbitrary measurable space (Ω, A) where K is of the direct integral form∫ ⊕
Ω
Kω dm(ω) and the spectral measure P ∈ Σ(A, K) is defined through P (B)Φ = χBΦ for all Φ ∈ K
and B ∈ A. The (σ-)finite measure m here is such that the measures B 7→ 〈ϕ|M(B)ψ〉 are absolutely
continuous with respect to m. (Such measures always exist as shown in [20]). The extreme points
of O(A, H) were characterized in [2] using this special form of the minimal Naimark dilation. Since
G is locally compact and second countable it is also σ-compact and thus µ is σ-finite. The measures
B 7→ 〈ϕ|M(B)ψ〉, ϕ, ψ ∈ H, are absolutely continuous with respect to µ as we have seen in Theorem
2.1. Thus the dilation obtained above for a covariant observable M is of this special diagonal form and
we may readily use the results of [2].
The requirement for a covariant observable M ∈ OU (Ω, H) with Js to be extreme in O(Ω, H) is the
following [2]: if D ∈ L(L2(Ω, µ; H)) is decomposable, the condition J∗sDJs = 0 implies D = 0. Suppose
that s′ : Ω → G is another measurable section and that Js′ is the corresponding isometry giving the
unitarily equivalent Naimark dilation of M . Suppose also that D ∈ L(L2(Ω, µ; H)) is decomposable
with components D(ω) ∈ L(H) for all ω ∈ Ω. One finds that
J∗s′DJs′ = J
∗
sD˜Js,
where D˜ ∈ L(L2(Ω, µ; H)) is a decomposable operator with components D˜(ω) = Π(h(ω))D(ω)Π(h(ω))∗
for all ω ∈ Ω. Here h : Ω → H , h(ω) = s′(ω)s(ω)−1, ω ∈ Ω, is a measurable map. As a result we find
that if J∗sDJs = 0 for all decomposable D ∈ L
(
L2(Ω, µ; H)
)
with some section s the same true with any
section. This concludes the proof of Theorem 2.3. 
Remark A.2 An observable P ∈ OU (Ω, H) is a PVM if and only if the associated isometry Js with any
measurable section s is unitary, i.e. JsJ
∗
s = IL2(Ω, µ;H). When we represent vectors Φ ∈ L2(Ω, µ; H) in
the form Ω× Gˆ/H⊥ ∋ (ω, [γ]) 7→ Φ(ω, [γ]) ∈ H[γ], a simple calculation shows that
(JsJ
∗
sΦ)(ω, [γ]) =
∫
H⊥
∫
Ω
〈s(ω)−1s(ω′), γ + η〉E(γ + η)Φ(ω′, [γ]) dµ(ω′) dη, (50)
where E(γ) := W (γ)W (γ)∗ ∈ L(H[γ]), γ ∈ Gˆ, is the projection onto the image space W (γ)(Hγ), when
W is a decomposable isometry associated with P . As was shown in the proof of Theorem 2.1, these
image spaces coincide within each coset of Gˆ/H⊥ and thus the projections E(γ) coincide in each coset.
We denote the relevant projections by E[γ], i.e. E(γ
′) = E[γ] whenever γ
′ ∈ [γ]. Applying this result to
Equation (50) gives
(JsJ
∗
sΦ)(ω, [γ]) = E[γ]Φ(ω, [γ])
for a.a. ω ∈ Ω and [γ] ∈ Gˆ/H⊥. If P is a PVM it follows that E[γ] = IH[γ] for a.a. [γ] ∈ Gˆ/H⊥. This
means that W (γ) : Hγ → H[γ] is unitary.
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