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A thematic or a relational approach to  
the financial crisis?
Commentary to Atkisson, Monaghan and Brent
Jan Kleinnijenhuis 
Veyor® is a trademark of Idea Works, Inc. It is a text analysis program that performs, 
either by itself or in combination with programs such as Qualrus® and Globalpoint®, not 
only word category counts, but also sentiment analysis. According to a newspaper article 
about a recent application to a campaign for the Us senate elections (Reed, 2010), the 
sentiment towards the candidates in blogs and newspapers as extracted by Globalpoint® 
predicted the outcome of the elections more accurately than a telephone survey. Candidates 
received positive or negative points based on what was being said about key issues in the 
race and were categorized under headings such as ‘government,’ ‘economy,’ ‘personal’ 
and subsets such as ‘free market’ and ‘tax issues’.
Two questions will be addressed in this short review. First, how is Veyor® embedded in 
the scientific literature? next, what is the performance of Veyor® in analyzing the kWA-
lOn dataset on the economic downturn (Atkisson, Monaghan & Brent, 2010)? 
Veyor and the research l i terature
Atkisson et al. compare Veyor® to existing methodologies in content analysis, text mining 
and qualitative text analysis (QDA), although I think there is more to say about the three 
methodologies. For instance, krippendorff (2004) treats many more approaches to con-
tent analysis than the early forms of automated content analysis ‘which often uses simple 
word frequency and keyword-in-context statistics to elucidate the data’ and ‘relies little on 
advanced computational techniques’. Already the very first book on automated content 
analysis had a chapter about the valuation of positive and negative relationships between 
nations according to the press (stone, Dunphy, smith & Ogilvie, 1966). In the section on 
text mining, I would have welcomed some information on which recent advances in 
semantic Web approaches and natural language processing, for example with regard to 
machine learning (named entity recognition, part-of-speech-tagging, or grammar par-
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sing), were helpful to build Veyor®. The aim of QDA is to retrieve meanings from texts 
with an open mind by letting the texts speak for themselves in an inductive fashion. In 
practice, QDA researchers sometimes adopt a fairly naïve hierarchical classification 
approach, by assigning codes to text segments, that could be organized in an hierarchical 
fashion. A classification allows for answering questions about the themes that dominate 
the discourse (e.g. specific actors, specific issues), but a classification does not help much 
to answer questions about the relationships between them. Given their research questions, 
qualitative researchers should more often apply a relational approach (or semantic net-
work approach) to content analysis (popping, 2000; Roberts, 1997; Van Atteveldt, 2008) 
in stead of a thematic classification approach. To answer questions about relationships in 
texts one has to resort to other structures in language than semantic classification trees, 
e.g. to conjugations and grammar trees, and especially to subject / predicate / Object – 
templates (Van Atteveldt, 2008).
One of the key features of Veyor is its reliance on human coders to classify a sample of 
sentences, whereupon these classification codes are used as training materials for a 
supervised machine learning algorithm (non-supervised learning algorithms are strictly 
rule-based and do not rely on human codings). 
The description of the supervised machine learning procedure leaves many standard 
questions from the field of natural language processing unanswered:
Which types of textual data (manifest word forms only? manifest classification codes 1. 
of coders only? word lemma’s? part-of-speech-tags? grammatical functions?) are gene-
rated in the preprocessing stage before the actual machine classification?
Which machine classification algorithm was used (e.g. naïve Bayes, support Vector 2. 
Machines, Maximum Entropy)? 
Why is the ultimate machine classifier based on the complete set of human codings? 3. 
It’s a common practice to use only a part of the coding data as training materials, to 
see whether the algorithm can predict the remaining coding data (often this is done 
in a bootstrap fashion). 
Apparently Veyor accepts the outcomes of one specific machine classification algo-4. 
rithm as the ultimate classification, thereby neglecting that even these outcomes 
depend already on the precise training materials, the bootstrapping parameters and 
the precise settings of a number of highly technical parameters. Accepting only out-
comes agreed upon by a variety of machine learning algorithms and hand-coding the 
sentences on which the algorithms disagreed wildly will presumably lead to more 
valid research outcomes and to more sophisticated training materials for the algo-
rithms (Hillard, purpura & Wilkerson, 2008).
Due to the lack of information about the precise computational techniques that were 
included in Veyor, it’s impossible to evaluate the ‘engine’ of Veyor, but it is still possible 
to evaluate the program on the basis of its results.
The outcome that a content analysis of social media and newspapers predicts the out-
come of an election with two candidates fairly close (Reed, 2010), was illustrated before by 
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Fan and Tims (1989), who showed that the frequencies of positive and negative words 
used in newspapers alone sufficed already to predict the outcomes of elections fairly 
closely. Techniques to extract textual content from the web and social media are well-
established in the meanwhile, but the problems which still remain are not mentioned by 
Atkisson et al., e.g. neither the problem how to distinguish differences in content be tween 
social media and newspapers from differences in language style, nor the problem how 
sampling weights should be attached to specific postings on the web. 
Veyor and the f inancia l  cr is is
The research question for the kWAlOn study asks: ‘what are the primary actors, causes 
and consequences mentioned in relation to the economic crisis’ (Atkisson, et al., 2010). 
This is a question about frames. According to Entman, a frame is a particular emphasis 
in texts ‘to promote a particular problem definition, causal interpretation, moral evalua-
tion, and/or treatment recommendation’ (Entman, 1993). In other words, a frame is a 
network template that specifies that any given ‘problem’, e.g. the financial crisis, usually 
will have a number of causes, a number of treatments (which may or may not relate to 
the causes), and a number of actors who caused the (causes of) the problem and/or 
recommended a treatment. Framing assumes a relational approach, or semantic network 
analysis approach to content analysis (van Atteveldt, 2008), since we do not know in 
advance whether a specific theme, such as low interest rates is framed by specific obser-
vers as a direct or indirect cause of the financial crisis (e.g. low interest rates » higher 
debts » lack of economic trust » decreasing stock prices), as a direct or indirect treatment 
of the crisis (e.g. lowering interest rates » higher investments » economic trust » increase 
in stock prices), or as a consequence of the crisis (e.g. financial crisis » lack of economic 
trust » decreasing demand for money/investments » low interest rates) (kleinnijenhuis, 
2008). 
Atkisson et al. (2010), however, implicitly apply a thematic approach to content analysis, 
since they seem to consider each specific theme as either a cause or a consequence by 
definition. Although ‘interest rates’ may occur in a variety of different causal chains, 
their thematic approach prompts them nevertheless to consider ‘interest rates’ by defini-
tion as a cause of the crisis. Their classification of causes does not clarify whether ‘inte-
rest rates’ refer to ‘high interest rates’, ‘low interest rates’ or to both, although different 
causal chains assume opposed effects of high and low interest rates. Atkisson et.al. pro-
pose a distinction between ‘positive consequences’ and ‘negative consequences’, but the 
above-mentioned causal chains indicate that it Is not a matter of a priori thematic clas-
sification, but a matter of framing whether ‘low interest rates’ would belong to the posi-
tive or to the negative consequences.
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Using Computational Techniques to Fill the Gap  
between Qualitative Data Analysis and Text Analytics 
Response to commentary
Curtis Atkisson, Colin Monaghan and Edward Brent
The authors would like to thank both Martine van selm and Jan kleinnijenhuis for their 
thoughtful comments regarding our paper. They each raise a number of interesting 
points. The comments focus broadly on three areas, and we will structure our response 
around those three areas. We will first address comments on the literature review, then 
the Veyor system and finally, comments on the analysis itself.
The l i terature review
As Van selm mentions, detailing strengths and weaknesses of different methodologies is 
a useful tool for understanding when a certain methodology is well suited to address a 
specific research question or class of research questions. Our review of strengths and 
weaknesses is not intended to be a comprehensive listing of possible research questions 
and their relative strengths, but rather to be a basic guide to understanding the differen-
ces between three techniques. The point Van selm makes regarding evaluating the vali-
dity of a research method in context of the research question is a good point, but that does 
not address the statistical validity of the Veyor system, which we evaluate in the paper.
