Abstract. The extension of majorization (also called the rearrangement ordering), to more general groups than the symmetric (permutation) group, is referred to as G-majorization. There are strong results in the case that G is a reflection group and this paper builds on this theory in the direction of subgroups, normal subgroups, quotient groups and extensions. The implications for fundamental cones and order-preserving functions are studied. The main example considered is the hyperoctahedral group, which, acting on a vector in R n , permutes and changes the signs of components.
Introduction
Majorization is now the general term for the study of inequalities which began with the theory of rearrangements expounded at length by Hardy, Littlewood and Polya [10] and given impetus by the book of Marshall and Olkin [13] , now in its second expanded edition [14] . The group of permutations, the symmetric group S n , is at the heart of this classical majorization, and a major advance was the extension to generalised or G-majorization which applies particularly to general reflection groups (Eaton and Perlman [7] ). The present paper is a contribution to G-majorization. Following a short introduction, we investigate the implication of a number of group operations, in particular the restriction to subgroups, quotients and extensions.
We begin with the basic definition.
Definition 1.1. Let X be an n-dimensional Euclidean space and let G be a finite matrix group operating on X . We define a partial ordering on X , written y ≺ G x by y ∈ conv(O G (x)).
Here conv is the convex hull and O G (x) = {gx : g ∈ G} is the orbit of x in X under the action of G. For classical majorization G is the symmetric group S n , and the action of G permutes coordinates. That is, the action of g ∈ G permutes the entries of x.
The following is a basic duality result for G-majorization [3, 9] . We use ·, · to denote the Euclidean inner product and define m(z, x) = sup g∈G z, g(x) . Theorem 1.2. Let G be a closed subgroup of the orthogonal group O n , acting on X . Then y ≺ G x is equivalent to m(z, y) ≤ m(z, x), for all z ∈ X .
It will be convenient to slightly extend the convex hull definition in Definition 1.1 as part of the discussion on G-majorization as a cone ordering, below.
Reflection groups.
The main results concerning extension of majorization are for the extension from the symmetric group, the classical majorization case, to reflection groups. The essence is contained in Theorem 1.3, below, the major credit for which should go to Eaton and Perlman and Eaton [7, 2, 3, 5, 4, 6, 8] . Giovagnoli and Wynn [9] made contributions working in the context of the extension of majorization to spaces of matrices. These studies realised the importance of the fundamental cone of the reflection groups. An important question had remained as to whether the equivalent conditions of Theorem 1.3 applied only for reflection groups and this was answered in the affirmative by Steerneman [18] who revisited the theory with careful discussion of many equivalent conditions. Thus the machinery of G-majorization was established.
Finite reflection groups acting on Euclidean space are classified according to the finite Coxeter groups, defined by having a generating set S with relations s 2 = e, the identity, for all s ∈ S, and (s i s j ) m ij = e for s i , s j ∈ S and with m ij integers ≥ 2 (see [11] for instance, for more details). Any finite reflection group G also has a representation as a subgroup of the orthogonal group O n acting on X = R n , for n sufficiently large. We shall fix n and consider the class G of all reflection groups acting in this way on X .
Any G ∈ G is defined by a finite set of distinct generating hyperplanes:
V j = {x : x, a j = 0}, for j = 1, . . . , k, where the a j are the positive roots in the root system of G. (Note that we will discuss root systems in a little more detail in Subsection 5.1.) These hyperplanes define half spaces V + j = {x : x, a j ≥ 0, j = 1, . . . , k} which in turn define the fundamental cone
A fundamental region R has the defining properties (i) R is open, (ii) for any x ∈ R there is no other x ′ = g(x) ∈ R for any g ∈ G (equivalently, for x ∈ R we have R ∩O G (x) = {x}), and (iii) X = g∈G g(R)), where the bar means closure. For a finite reflection group G ∈ G the interior of its fundamental cone C o G is a fundamental region. The fundamental cone is essential when k i=1 V i = 0, the origin. In this case it can be shown that the fundamental region is simplicial, so that there are exactly k = n defining hyperplanes (see [1] Proposition 1.36). The following portmanteau theorem, which applies to the case of an essential cone adapted from Steerneman [18] , is given without proof. Following the discussion in that paper the terms "closed" in the statement of the theorem can be taken as "essential". Theorem 1.3. Let G be a subgroup of O n . The following are equivalent (i) There is a convex cone C such that m(x, y) = x, y for all x, y ∈ C . (ii) There is a connected fundamental region unique up to translation under G. (iii) G ∈ G is a finite reflection group with fundamental cone C G and
There is a closed convex cone C such that y ≺ G x is a cone ordering: x, y ∈ C ⇒ x − y ∈ C * , the dual cone of C .
We shall find part (v) of considerable use. Without loss of generality we state an equivalent version to part (v), namely that it should hold for representatives x = g 1 (x), y = g 2 (y) ∈ C G , for some g 1 , g 2 ∈ G and C G the fundamental cone.
In what follows it will not be enough to use only essential cones because there will be cases where the cone ordering condition is relevant but the cone is not essential. Let us consider a simple case. Suppose that n = 2 and we are considering the simple group {e, g 1 } where e is the identity and g 1 : (x 1 , x 2 ) → (−x 1 , x 2 ). The fundamental cone C is {x : x 1 ≥ 0}, which is inessential. From the original Definition 1.1, G-majorization is equivalent to
But the dual cone is the half-line {x 1 ≥ 0, x 2 = 0}, and Theorem 1.3(v) breaks down. We could overcome this difficulty by abandoning the convex hull definition of majorization in Definition 1.1 and adopting the cone condition, without the necessity of the cone being closed (essential). We shall avoid this but it is useful to extend the definition of G-majorization and describe the essential and inessential parts of a fundamental cone. Definition 1.4. Let G be a finite reflection group generated by hyperplanes {V j } with fundamental cone
For example, in the group G = Z 2 ×Z 2 acting on R 2 , generated by the g 1 defined above together with g 2 : (x 1 , x 2 ) → (x 1 , −x 2 ), the situation reduces to standard majorization. There are two hyperplanes V 1 (the x 2 axis) and V 2 (the x 1 axis), and V + i is the positive half plane x i ≥ 0. The fundamental cone C G is the positive quadrant given by x, 1 , x 2 ≥ 0; the inessential part is the origin C G,0 = {(0, 0)}; and the essential part is the
In the less trivial case, where G = {e, g 1 }, still acting on R 2 , we have just one hyperplane, V 1 , and the fundamental cone C G is given by x 1 ≥ 0 as described above. The inessential part is the intersection of the hyperplanes (there is only one), namely V 1 , and the essential part is C 
Note that is is not necessary to redefine G, because conv(O(x + )) ⊆ C ⊥ G,0 , in any case. It is possible to state the more general version of Theorem 1.3, dropping the requirement that the fundamental cone be closed and replacing y ≺ G x with y ≺ + G x. In what follows we make the somewhat cavalier assertion that when we use y ≺ G x we have the usual definition of majorization in the essential or y ≺ + G x in the inessential case. We are now in a position to recapture matrix descriptions of Gmajorization stated simply in terms of inequalities. For this we shall use the cone ordering version Theorem 1.3 (v), using a particular choice of the fundamental cone C G . Let {a j } be the vectors orthogonally defining the hyperplanes {V j } and let A = {a ij } be the matrix whose rows are the the a j for j = 1, . . . , k and (the closure of) the fundamental cone is given by the solution of
For ease of explanation let us take the case when k = n and A is nonsingular. Then writing Ax = δ ≥ 0 we see that
and the generators of C are the columns of A −1 . The generators of the dual C * are the columns of A so that the cone ordering statement x − y ∈ C * , for all x, y ∈ C becomes
for some ǫ ≥ 0. This, in turn is equivalent to
x for x, y ∈ C , with the generators c i , i = 1, . . . , n of C * . To summarise, for a general pair x, y it is enough to give the cone ordering representatives x = g 1 (x), y = g 2 (y) ∈ C , for some g 1 , g 2 ∈ G, and we have y ≺ G x ⇐⇒ x − y ∈ C * , and it is enough to use the generators of C * to express this. When G is the symmetric group S n operating on R n , the fundamental cone can be taken as the region given by
which is not essential. We map any vector x = (x 1 , . . . , x n )
T to the reordered values (order statistics)
Although A is (n−1)×n we can find the generators of C by orthogonally completing A to
Inspecting the rows of (A T 1 ) −1 and setting y i = x i , we obtain classical majorization; otherwise the last inequality is y i ≤ x i , which gives lower weak majorization.
Example: the hyperoctahedral group
The Coxeter group of type B n , also known as the hyperoctahedral group, is the group of signed permutations of n letters. It can be represented by n × n signed permutation matrices, and is isomorphic to the semidirect product Z n 2 ⋊ S n , where S n is the symmetric group on n entries and Z n 2 can be interpreted as changing the sign of entries. The group presentation can be represented by the Dynkin diagram in Figure 1 . The Dynkin diagram shows the generators {s 1 , . . . , s n }, and relations (s i s j ) m ij = e, where m ij = 3 if there is a single edge between s i and s j and m ij = 4 if there is a double edge. The representation of this group as signed permutations has s i given by the 2-cycle (i i + 1) for i = 1, . . . , n − 1 and s n changing the sign of the n'th coordinate. The last generator s n is often denoted t in the literature on Coxeter groups (sometimes being the sign change on the first coordinate). For more such information about finite reflection groups, see, for example, Humphreys [11] or Kane [12] . We now work through the case n = 3. The extension of the associated orders to B n is routine and given in Section 4. Its generators {s 1 , s 2 , s 3 } can be represented respectively by the following signed permutation matrices operating on R 3 :
The fundamental cone consistent with the ordering in the Dynkin diagram is
The 2-dimensional supporting hyperplanes of C G are given by the equations
The fundamental cone is the region defined by the inequalities
and the matrix A and its inverse are given by
The representative x of x ∈ R 3 in this cone is then found by arranging the coordinates in weakly decreasing order according to their absolute values. We will denote the re-ordered coordinates [2] , x [3] ), so that x [1] is the coordinate with the largest absolute value, x [2] is the coordinate with the next largest absolute value and so on. In other words, |x [1] | ≥ |x [2] | ≥ |x [3] | ≥ 0.
We now have an induced order y ≺ x given by
obtained from the columns of A −1 as described in Section 1. This is lower weak majorization on the absolute values.
Subgroup and group extension constructions
If N is a normal subgroup of G and H is a subgroup of G isomorphic to G/N we say that G is an extension of N by H. For general N ⊳ G it is not always the case that the quotient G/N is isomorphic to a subgroup of G (for example the quaternion group, its normal subgroup {±1} and quotient Z 2 × Z 2 ), so the case of a group extension provides a special infrastructure for majorization.
We begin by describing how G-majorization can be restricted to a majorization by a subgroup H of G.
Let {X , G} define a G-majorization and let H be a subgroup of G (not necessarily normal). We define y ≺ H x formally as
We have 
If G is an extension of N by H then we can apply this same construction to produce a majorization by the quotient G/N. In this case H is isomorphic to G/N, but the majorization depends on the isomorphism. A convenient way to approach this is to extend this isomorphism H ∼ = G/N to a homomorphism G → G with kernel N. This can always be done, as the following (textbook) Lemma shows:
, since π is a homomorphism (N is the identity of G/N), and so N ⊆ ker φ. Conversely if g ∈ ker φ then φ(g) = π(gN) = 1, but π is an isomorphism so this implies gN = N and therefore g ∈ N, completing the proof of the main statement. The claim that im φ ∼ = G/N is immediate from the first isomorphism theorem.
This shows that if G is an extension of N ⊳ G by H ≤ G then there is a homomorphism φ : G → G such that ker φ = N and im φ = H. Different choices of the homomorphism φ may provide different subgroups H = im φ, each isomorphic to G/N. To define a majorization with respect to G/N, we therefore need to take into account the map φ.
In the same way that we like to consider G as a matrix group acting on X , we can use a matrix representation (G/N, φ) of G/N which depends on φ. In this way there is a natural definition of majorization for G/N, depending on (N, φ):
Just as it is natural to consider G acting on X as a matrix group, we can consider G as the product group
We repeat, whereas the representation for N is simply induced by G, that for G/N, and consequently the majorization, depends on the particular φ chosen.
Let V = V i be the union of the set of reflecting hyperplanes V i defined by the finite reflection group G acting on the space X . Let C
• G denote the fundamental region corresponding to G (the interior of the fundamental cone C G ), as defined above. This is an open convex set with the property that each orbit of x ∈ X \ V contains exactly one element gx (for some g ∈ G) in C • G . The set of translates {gC • G | g ∈ G} of the fundamental region is pairwise disjoint, and its union is X \ V .
In the case that G, N and G/N are reflection groups, we have a very simple relationship between their fundamental cones: 
This follows because every element of G can be written uniquely as a product of an element of H with an element of N, so that
and because hC
As a consequence, we have that
But as noted above, there is a unique N-translate of C 
In [17, 16] the authors discuss a method of constructing larger Eaton triples by considering union of cones associated with smaller Eaton triples. An Eaton triple is an object which satisfies slightly weaker conditions than in Theorem 1.3. They take the intersection of the cones from the Eaton triples and the groups generated by the union of the groups from the Eaton triples. Although our theorem above is restricted to reflection groups it is otherwise quite general and reveals the importance of the normal subgroup property. This property facilitates the study of general classes of refections groups and subgroups.
The extensive study by Maxwell [15] shows that all normal subgroups of a finite reflection group are either of index 2 in the group, or are also finite reflection groups, so that the conditions of the Theorem 3.2 are very often satisfied. Notable exceptions include the alternating subgroup A n as a normal subgroup of the symmetric group S n : the alternating group is not a reflection group (but it is of index 2 in S n ).
Normal subgroups in the hyperoctahedral group
The normal subgroups of the group G of type B n (and other finite and affine reflection groups) are described in Maxwell [15] . For instance, the subgroup of type A n (the symmetric group S n+1 ) and the subgroup Z n 2 are both normal in G, and have quotients G/N ∼ = Z 2 and S 3 respectively.
In the case n = 3, one composition series of G is as follows:
Here S 4 is the symmetric group on 4 letters and A 4 is the alternating group on 4 letters (the group of even permutations). The labels on the arows indicate the composition factors, so that for instance S 4 ⊳ G and G/S 4 ∼ = Z 2 . The composition factors of a group are unique up to isomorphism and order in the series, by the Jordan-Hölder Theorem. However there are normal subgroups that do not have simple factors and so are not featured in the composition series. For instance, Z In this section we develop a detailed example for the case n = 3 in relation to these two normal subgroups (S 4 and Z The representations are given by the matrices M 1 and M 2 as for G (given in Section 2) but with M 3 replaced by
The relations between M 1 , M 2 and M ′ 3 indicated by the Dynkin diagram are easily checked. The 2-dimensional supporting hyperplanes of C N are given by
the fundamental cone is
The representative of x ∈ X in the cone is x = (|x [1] |, |x [2] |, x [3] ) with |x [1] | ≥ |x [2] | ≥ x [3] .
and from the rows of (A T ) −1 we have that y ≺ N x becomes
The subgroup G/N is isomorphic to Z 2 , and following the discussion in Section 3 we are free, up to isomorphism, to select φ consistent with this quotient operation. There are various options. We can make it dependent on the selection of generators for G or N. For example, we could take the reflection in x 3 = 0 as the non-identity group element of G/N. For this the additional order is
But this choice seems somewhat arbitrary, we could have used x 1 or x 2 , but in any such cases there would also be a preferred "direction". We prefer the interesting case where the reflection generating Z 2 is through {x : i x i = 0} which would lead to This abelian subgroup is the kernel of the map φ :
The normal subgroup
The reflecting hyperplanes for N are simply the 2-dimensional planes orthogonal to the coordinate axes, given by x 1 = 0, x 2 = 0 and x 3 = 0. The fundamental cone is then the positive octant of R 3 given by x 1 ≥ 0, x 2 ≥ 0, x 3 ≥ 0. For any point x = (x 1 , x 2 , x 3 ) ∈ R 3 its representative in the cone is simply x = (|x 1 |, |x 2 |, |x 3 |), and for any other y ∈ R 3 we have the corresponding order y ≺ N x given by the inequalities |y 1 | ≤ |x 1 |, |y 2 | ≤ |x 2 | and |y 3 | ≤ |x 3 |.
The reflecting hyperplanes for the quotient G/N are given by x 1 − x 2 = 0 and x 2 − x 3 = 0, so that this fundamental cone is x 1 ≥ x 2 ≥ x 3 . Note that this cone is not essential and in particular is not contained in any of the octants of the space defined by the coordinate axes. Let x = (x [1] , x [2] , x [3] ) be given by ordering the coordinates so that [3] and we have the lower weak majorization discussed above.
4.3.
Inequalities for the group of type B n (and D n ). The inequalities in both the previous subsections extend in a straightforward manner to the general case when G is of type B n . The ordering for the group G is given by y ≺ G x if and only if
The n = 3 example of a subgroup of type A 3 in the group of type B 3 does not generalize to a subgroup of type A n but rather to one of type D n . This group has Dynkin diagram as shown in Figure 5 .
When n = 3 this diagram reduces to the three nodes on the right hand side, and hence the isomorphism with the group of type A 3 in that small case (see Figure 3) . The ordering derived from the normal subgroup in the general type B case then gives us a set of "type D" inequalities following from those we have already obtained. For N ⊳ G of type D n the quotient is G/N ∼ = Z 2 , and the order y ≺ N x is given by the inequalities:
For any n the subgroup G/N is Z 2 , and for the appropriate choice of generator gives our preferred version of the inequality:
Finally, when N = Z n 2 ⊳G, the order y ≺ N x is given by the inequalities |y 1 | ≤ |x 1 |, |y 2 | ≤ |x 2 |, · · · , |y n | ≤ |x n | and G/N is the symmetric group S n applied to X giving the inessential (lower weak) version of majorization.
Order-preserving functions
A major motivation for the study of majorization is to state inequalities for functions of interest in different fields. Formally, this means considering order-preserving functions.
Definition 5.1. An order preserving function associated with a Gmajorization is a function f such that
We label the set of all such order preserving functions F G . If H is a proper subgroup of G then F G ⊂ F H . It is also clear, since x ≺ G gx and gx ≺ G x that any G-order preserving function f is G-invariant: f (x) = f (gx), for all g ∈ G.
Now, as above, consider a non-trivial normal subgroup N and the quotient subgroup H ∼ = G/N (so that G is an extension of N by H). For the latter we adopt one representation given by a choice of the homomorphism φ. We have, applying the subgroup property twice,
While we explain below that the reverse inclusion may not hold, it is nevertheless easily shown that a function that is order-preserving with respect to both N and H is also G-invariant.
Proof. If g ∈ G then g can be written g = nh for some n ∈ N and h ∈ H. Then, using the fact that ≺ N and ≺ H are order preserving functions, respectively, N-and H-invariant, we have:
The subset inclusion in (2) may be strict. We see this as follows. As before y ≺ G x is equivalent to x, y ∈ C G and x − y ∈ C * G , where x, y are representatives of x, y, respectively, in C G . But by Theorem 3.2, and assuming we have closed essential cones we have: It should be mentioned that [17, 16] note the importance of strict inclusion in their version of Equation (3), and refer to the relationship of their subgroups and cones in this case as being effective.
5.1. Root systems. We need to collect some basic material about root systems to understand futher interplay between the inequalities defining the majorization for G, N and H = G/N, the trio of this paper. Let us return to the example of the groups of type B 3 in Section 2. We saw that the fundamental cone C is defined by the hyperplanes {x 1 − x 2 = 0, x 2 − x 3 = 0, x 3 = 0}. These are sometimes referred to as the walls of C . The dual cone is generated by the vectors orthogonal to these hyperplanes, namely
Writing e 1 , e 1 , e 3 for the unit vectors (1, 0, 0), (01, 0), (0, 0, 1) respectively, the generators can be written as e 1 − e 2 , e 2 − e 3 , e 3 . These are referred to as the fundamental root system of the group. For type B n the system is {e 1 − e 2 , e 2 − e 3 , . . . , e n−1 − e n , e n }, Since the generators of the dual cone applied to representative vectors in C define the majorization, and we can take these these generators as the fundamental roots, we can study ≺ G , ≺ N and ≺ H via their root systems.
From Theorem 3.2 it must be the case that hyperplanes defining the walls of C G are comprised of walls from C N and C H , and hence it must be the case that the fundamental roots of G must comprise certain roots from N and H. We see this clearly from Subsection 4.1. There we see that the roots of the group of type A 3 are {e 1 − e 2 , e 2 − e 3 , e 1 + e 2 }, and with our selection of x 3 = 0 as the wall of A 3 we see that {e 1 − e 2 , e 2 − e 3 , e 3 } ⊂ ({e 1 − e 2 , e 2 − e 3 , e 1 + e 2 } ∪ {e 3 }) , confirming our proposition. For the example in Subsection 4.2, we have {e 1 − e 2 , e 2 − e 3 , e 3 } ⊂ ({e 1 − e 2 , e 2 − e 3 , e 1 + e 2 } ∪ {e 1 , e 2 , e 3 }) .
These cases provide counterexamples to confirm the strict inclusion in (2) . Thus in the first case above one can easily check that e 1 + 2e 3 lies in C G but in neither C * N nor C * H .
Differential conditions for G order preserving functions.
Root systems are the key to the differential condition for ≺ G preserving functions. Thus, take x, y with representatives x, y ∈ C G with x = y+ǫ. Then y ≺ G x if and only if ǫ = x − y ∈ C * . Let f be a continuously differentiable ≺ G preserving function. Write As an example consider invariants of the form f = ag 1 + bh.
A little analysis shows that f is G order preserving with G of type D n (for all x ∈ R n ) if and only if 2a ≥ b ≥ 0. In the essential case when the A-matrix is invertible we have a concise matrix expression for a G invariant f to be ≺ G preserving:
(1) ≺ G is equivalent to (A −1 ) T y ≤ (A −1 ) T x ≤ 0 for representatives Ax ≥ 0, Ay ≥ 0. (2) A ∂f ∂x ≥ 0 for representatives Ax ≥ 0, Ay ≥ 0 . Since, the group of type D n is a subgroup of that of type B n , we have for their order preserving functions F Bn ⊂ F Dn . To confirm the inclusion is strict we give an example function in F Dn which is not in F Bn . Consider the function for n = 4 given by: ).
