We consider inductive inference of total recursive functions in the case, when produced hypotheses are allowed some nite number of times to change \their mind" about each v alue of identi able function. Such t ype of identi cation, which w e call inductive inference of limiting programs with bounded n u m b er of mind changes, b y i t s p o wer lies somewhere between the traditional criteria of inductive inference and recently introduced inference of limiting programs.
Introduction
In many real life situations, when a human being is asked about something, she at rst can give a wrong answer to the question and only later (after some thinking) she can change it to a correct one. The number of wrong answers that appear before the correct one can be even larger. Nevertheless, if somebody is able to give a correct answer, though only in the way described above, we usually will agree that the person "has learned" the thing she was asked about.
In this paper we i n vestigate a model of inductive inference that attempts to formalize the learning process informally discussed above.
We consider algorithmic identi cation of limiting programs of recursive functions. By limiting program for a function f we understand a program that, when computing the value of f(x), on any i n p u t x is allowed to change \its mind" a nite number of times. As identi cation devices we use inductive inference machines (IIM) that as hypotheses produce G odel numbers of recursive functions with two v ariables. Identi cation by such inductive inference machine is considered to be successful, if for a given function f IIM has produced a natural numberh, s u c h that for each argument v alue x there exists a natural numbern(x), with 0 n(x) < Part of this work was done during the author's stay a t U n i v ersity of Delaware and was supported by the Department o f Computer and Information Sciences.
(where describes the number of allowed mind changes and is either natural positive, or \in nite", i.e. in our notation 2 N + f !g), such that:
1. ' h (x n(x)) = f(x), 2. 8k 2 N + k < n (x) : ' h (x k) c o n verges, and 3. 8k 2 N + n (x) < k < : ' h (x k) d i v erges.
It is clear that the case = 1 corresponds to traditional criteria of identi cation of exact (non-limiting) programs, such a s F I N , EX or BC, because already the rst guess about each v alue f(x) is required to be correct. The case = ! (by w h i c h w e understand that we do not place upper bound on n(x)) corresponds to identi cation of limiting programs, introduced in 2] and formalizes the situation where for each question about f(x) w e c a n c hange our answer any nite number of times and only the last answer must be correct. If is nite and > 1, then we o b t a i n t ypes of identi cation that by their power lie somewhere between those mentioned above. In this situation for each v alue f(x) w e can produce up to di erent a n s w ers and only the last one has to be correct. This kind of identi cation here is referred to as inductive inference o f limiting programs with bounded number of mind changes. The name can be somewhat misleading, because traditionally by inductive inference with bounded number of mind changes we understand EX identi cation, when a number of allowed hypotheses for identi able function f (not for each v alue f(x) of this function) is bounded by some natural number. However, it seems that it is quite hard to nd another su ciently adequate and short name, therefore here we shall use the notion \mind changes" in the above described meaning.
In this paper we shall study inference of limiting programs for EX and BC types of identi cation, i.e.
in the case, when for successful identi cation of a given function IIM is allowed to produce a nite number of hypotheses and the last of them has to be a correct one (EX identi cation), and in the case, when for successful identi cation of a given function IIM is allowed to produce an in nite number of hypotheses and all but nite number of them have to be correct (BC identi cation).
It might appear that inductive inference of limiting programs (at least for types EX and BC) i s t o o general to describe any real learning processes, so that we obtain only in the limit some program that, again only in the limit, computes each v alue of identi able function. However, if, for example, we c a n EX identify a limiting number of some function, then after a nite time of computation we h a ve an algorithm that at least somehow can be used to compute this function. At the same time, in the case of BC identi cation of exact (non-limiting) numbers we can be forced to change an algorithm for computing our function in nitely many times. Thus, in some sense EX identi cation of limiting numbers gives us more information about identi able function than BC identi cation of exact numbers.
For identi cation of limiting programs in probabilistic case we obtain some quite unusual probabilistic hierarchies for EX and BC types of identi cation. In general, relations between classes of functions, identiable with di erent probabilities, strongly depend on the particular type of identi cation. However, it turns out that in some situations we obtain the same probabilistic hierarchies for EX identi cation of limiting programs as we h a ve for F I Nidenti cation of exact programs. Thus, it seems that such results in some sense can help us better understand the e ects of probabilistic identi cation in learning processes.
For BC type of identi cation inductive inference of limiting programs with bounded number of mind changes also appears to be a very natural generalization, because BC identi cation of limiting programs (without upper bound on the number of mind changes) turns out to be too broad, so that it is known that in this way the class R of all total recursive functions is identi able.
Notation and de nitions
Our notation and terminology are standard and, in general, follow 7 ] , with respect to the theory of recursive functions and 3], 8], etc., with respect to the theory of inductive inference.
We consider some xed G odel numbering ' of all partial recursive functions. For technical reasons we additionally shall assume that function ' 0 (x) is unde ned for any argument v alue x.
For the task of learning we use inductive inference mach i n e s ( I I M ) { a s p e c i a l t ype of Turing machines with input tape, working tape and output tape, which r e c e i v e a graph of some recursive function f on the input tape, and which can, from time to time, print some number on the output tape. These numbers we shall consider as current h ypotheses about the identi able function f.
By R and P we denote, correspondingly, the class of all total recursive functions and the class of all partial recursive functions with one variable. Similarly, b y R n and P n we denote analogous classes of functions with n variables.
By N and N + we denote the set of all natural numbers and the set of all positive natural numbers. The rst in nite ordinal we denote by ! (here we shall understand it only as a \number" that is larger than any natural number, i.e. for all x 2 N we h a ve x < ! ).
< : : : >: N n ! N, where n 2 N + will be some xed computable one to one mappings between the set of alln-tuples of natural numbers N and the set of all natural numbers N n , such that the inverse mappings of < : : : > are also computable. For each natural number x we denote by x 1] : : : x n] natural numbers, such t h a t x =< x 1] : : : x n] >. (It is clear that x i] will be well de ned only if the value of n is previously xed. Thus, when we use this notation we shall always explicitly mention which v alue of n we are using.) By f(x 1 : : : x n ) # and f(x 1 : : : x n ) " we understand that function f 2 P n , correspondingly, c o n verges or diverges on value (x 1 : : : x n ) 2 N n .
The di erence of two sets A and B we d e n o t e b y A ; B, i.e., if A and B are sets, then A ; B is a set fx j x 2 A x 6 2 Bg. B y A B we understand that A is a subset (probably not proper) of B. Thus, equality g = f k , where k 2 N and f 2 P 2 , could be interpreted as the fact that f computes function g with at most k ; 1 m i n d c hanges. Similarly, equality g = f ! could be interpreted as the fact that f computes function g with a nite number of mind changes.
By f m (x) w e denote the m-th guess computed by f , i.e. the value f(x m ; 1). For all k 2 N we c a l l t wo functions f g2 P to be equal up to a set with k elements, if
Such an equality w e d e n o t e b y f = k g.
Similarly, w e call two functions f g2 P to be equal up to a nite set if card(fx 2 N j f(x) 6 = g(x) _ f(x) "g) < ! :
Such an equality w e d e n o t e b y f = ! g or f = ? g.
For an arbitrary recursive function with n arguments f 2 P n by # f we shall understand a natural number, such that ' #f = f.
In proofs of our theorems often we shall use the recursion theorem that allows in situations when we are de ning a nite number of recursive functions f 1 : : : f n by describing some algorithm, which computes these functions, to use pairs (x #f n ) as inputs for this algorithm to compute the values f n (x).
For brevity i n s u c h cases usually we shall not mention explicitly the use of the recursion theorem and simply use the values #f 1 : : : #f n as arguments of our algorithm for de ning functions f 1 : : : f n . Naturally, in all these cases we are able to rewrite our proofs in more formal way.
Besides that, we quite often shall need to simulate k steps of computation of some value f(x) of partial recursive function f. F or this reason we de ne a notation of function fhki in the following way.
Let n 2 N + and let f 2 P n . Then 8x 2 N n 8k 2 N + : fhki(x) = f(x) if after k steps of computation f(x) converges " otherwise: In our de nitions of EX types of identi cation, which are given below, we require an IIM to produce an in nite sequence of hypotheses (i.e. for function f, g i v en for identi cation to inductive inference machine M, v alues M(f x]) are required to be de ned for all x 2 N) all but nite number of which m ust be equal to some xed natural number. It is done for technical reasons, and it is easy to see that such de nition of EX identi cation is identical to the traditional one when IIM is allowed to produce only nite sequence of hypotheses. BC types of identi cation will be de ned in the usual way. We also consider inference of limiting programs with anomalies, i.e. the case when IIM is allowed to produce an answer that can be wrong for some nite number of values from the domain of the identi able function.
De nition 3 A subset A of total recursive functions is EX a ]-identi able (where 2 N + f !g and a 2 N f !g), if there exists an inductive inference machine M, such that for every function f 2 A the machine M, when given graph of f, outputs an in nite sequence of natural numbers i 0 i 1 : : : i k : : : , such that there exists k 0 2 N, such that for all k k 0 we have i k = i k0 and f = a ' ik . 2 We denote the class of all sets of functions identi able in this way b y EX a ].
In considering probabilistic identi cation we assume that IIM is a probabilistic Turing machine that in each step can act in several di erent w ays and with each of these ways there is associated a real number from the interval 0 1] (which describes the probability with which t h i s w ay i s c hosen), such that the sum of numbers corresponding to all possible actions is equal to 1.
Thus, the probability p that inductive inference machine will output a sequence i 0 i 1 : : : i k : : : , w h e n working on the graph f(0) f (1) : : : f (k) : : :of function f will be equal with probability that IIM will output i 0 on f 0] Y k2N 2 4 probability that IIM will output i k+1 on f k + 1 ] i f u n til so far it has produced a sequence i 0 : : : i k : 3 5 A s f a r a s w e k n o w, in all cases described in this paper probabilistic inference can be substituted also by team inference, i.e. for any set of functions A, i d e n ti able by some IIM with probability p = r=s, there also exists a team T of s deterministic inductive inference machines, such that each function f 2 A can be correctly identi ed by at least r inductive inference machines from team T. A t the same time, that does not necessarily imply that such simpli cation is possible in all situations, i.e. also in cases that are not covered by our results.
De nition 4 A subset A of total recursive functions is EX ]-identi able (where 2 N + f !g) with probability p 2 0 1], if there exists an inductive inference machine M, such that for every function f 2 A the machine M, when given graph of f, w i t h p r obability p outputs an in nite sequence of natural numbers i 0 i 1 : : : i k : : : , such that there exists k 0 2 N, such that for all k k 0 we have i k = i k0 and f = ' ik . 2 We denote the class of all sets of functions identi able in this way b y EX p ].
As we h a ve already mentioned earlier and as it easily follows from de nitions, we h a ve the identities In the following sections quite often we shall give the proofs only for some special cases of our theorems. It will be done in cases where such approach will result in signi cantly shorter and more readable proofs, and at the same time proofs of the general cases will di er only in technical complexity, but will not require any new ideas, and we expect that they quite easily could be restored by the reader.
Inductive inference of limiting programs with anomalies
In this section we shall study relations between classes of functions, identi able with di erent n umbers of mind changes and di erent n umber of anomalies, in deterministic case. In general, we might expect that, if we are allowed to produce programs that can make mind changes about each v alue of identi able program, then probably we can trade number of mind changes to reduce number of anomalies. However, it turns out not to be the case. In 2] it is already shown that Here we additionally prove the following results, which almost complete the picture for the generalized case. The rst theorem shows that by increasing the number of allowed mind changes we increase the learning power. This increase cannot be compensated even by using BC identi cation instead of EX.
Theorem 1 For all n 2 N + : EX n + 1 ] ; BC n] 6 = . 2 Proof. We de ne the set A n , s u c h that A n 2 EX n + 1] and A n 6 2 BC n], in the following way:
A n = ff 2 R j f = ' n+1 f(0) g:
For brevity w e shall show here that the set A n have desired properties only for the case when n = 2 . Let A = A 2 .
It is clear that A 2 EX 3] , so that each function f 2 A is EX 3] identi able by inductive inference machine, which a s h ypothesis about function f outputs the sequence f(0) f (0) : : : . Now w e shall show t h a t A does not belong to the class BC 2]. For each inductive inference machine M we shall construct a function f M 2 A, such that machine M does not BC 2] identify function f M .
We de ne three recursive functions f 0 f 1 f 2 by the following procedure.
Step 1.
We de ne H 1 = , H 2 = and for all t 2 f 0 1 2g de ne f t (0) = # , where function 2 P 2 is de ned in the following way:
8x t 2 N : (x t) = f t (x) if 0 t 2 " otherwise: (Here sets H t informally could be described as the sets containing the hypotheses of machine M on functions which w e are de ning together with the information about the initial segments on which these hypotheses are produced.)
Step k k > 1.
We de ne f 0 (k) = 0. Then we compute the value h(k) = M(F k k ; 1]), i.e. the hypothesis produced by M on the rst k values from the graph of function F k , where function F k is de ned in the following way:
where functions f t k correspond to the parts of the functions f t that are already de ned until the k-t h step. Then we de ne
Further for each t 2 f 1 2g and for each pair (h k h ) 2 H t we compute the value ' h hki(k h t 
Further, sequentially for t = 1 a n d t = 2, if there exists y 2 N, s u c h that f t (y) is already de ned and f t (z) is unde ned for some z < y , then for all x y we de ne
Then we go to the next step.
End.
Now w e consider the function f M de ned by
If there exists t 2 f 1 2g, s u c h that function f t is total, then for some s 2 f 1 2g we h a ve f M (x) = f s (x) for all but nite number of values x 2 N, hence f M is recursive. If there does not exist such t 2 f 1 2g, t h e n f M (x) is equal to f 0 (x) for all but nite numb e r o f v alues x 2 N, hence also in this case f M is recursive. Corollary 1 For all a 2 N n 2 N + : EX n + 1 ] ; BC a n] 6 = . 2 Proof. Let A 2 EX n + 1 ] ; BC n]. By the previous theorem such set A exists. We consider set A 0 = fg j 9 f 2 A : 8x y 2 N : g(< x y > ) = f(x)]g: Clearly A 0 2 EX n + 1]. Besides that, if A 0 2 BC a n], then A 2 BC n], that contradicts the ch o i c e o f A . Therefore A 0 6 2 BC a n].2
From the results given above w e can also conclude that, if a 2 N n 2 N + , then R 6 2 BC a n], i.e. classes BC a n] are not trivial (in the contrary to R 2 BC ?] shown in 2]).
The next theorem is a simple generalization of already known result that EX ? BC, i.e. any n i t e number of errors for EX n] i d e n ti cation can be compensated by using BC n] identi cation.
Theorem 2 For all n 2 N + : EX ? n] BC n], where inclusion is proper. 2
In conclusion we can establish that classes EX a n] and BC a n] form a strongly increasing hierarchies, as increases the value of n. Let for each f 2 A and for each k 2 N sets E f k 0 : : : E f k n to be de ned by equalities 
Let a 2 f 0 : : : n g be the largest number, such that for some k 2 N we h a ve
and f = n ' M(f t]) for all t k. Then for all su ciently large x we shall have equality ' last(Ef x a ) (x) = f(x). At the same time, for all i with a < i n for all su ciently large x we shall have that either ' last(Ef x i) (x) " or ' last(Ef x i) (x) = f(x).
Thus for all su ciently large x also the equality f = ' a+1 last(Ef x a ) will hold, i.e. M 0 will BC n+1] identify function f. Therefore A 2 BC n + 1].
( 2) The proof of this case can be obtained as generalization of proof for already known result that We de ne three functions f 0 , f 1 and f 2 together with function F by the following procedure.
Step 1. It is not hard to see that function F , a n d t h us also G, is recursive. At the same time, in general we c a n not guarantee that #G is computable from #f 0 , # f 1 and #f 2 . H o wever, from construction of functions f t it will be seen that #G can be computed if we additionally know, which of the functions f t is de ned for an in nite number of argument v alues, and which a r e n o t .
We denote by # t G a n umber of function G in the case when only functions f 0 : : : f t are de ned for an in nite number of argument v alues.
Step k k > 1. We de ne f 0 (k) =< # 0 G 0 > and After that we go to the next step.
We de ne the function f M = F . So that function f 0 is total and each of the three functions f 1 and f 2 are de ned either for a nite or an in nite number of argument v alues, then f M is a total recursive function.
By construction machine M does not BC 2] identify function f M . A t the same time, in each step of our procedure we h a ve equality F = 2 G, t h us f M 2 A.2
However, in general the problem of nding what must be the values of a n m in order to have inclusion BC a n] BC m] appears to be quite complicated. The next theorem gives a partial answer to this problem and can be obtained by quite straightforward generalization of proof of the rst statement of Theorem 3. At the same time, we do not know whether in this way obtained value n(a + 1) gives the smallest possible bound of mind changes, if a > 0 o r n > 1.
Theorem 4 For all n 2 N + , for all a 2 N : BC a n] BC n(a + 1)]:2
Probabilistic inductive inference of limiting programs
In this section we shall consider probabilistic inference of limiting programs. We shall restrict our attention only to identi cation without anomalies.
First, the following theorem shows that it is not possible to reduce the number of mind changes that are allowed for each v alue of identi able function by l o wering the requirements for probability of identi cation. It can be proved quite similarly as Theorem 1. In some sense, the reason, why f o r EX ?] w e are getting the di erent hierarchy a s f o r EX, is the fact that here we m a y be unable to recognize, even in the limit, which h ypotheses are wrong. However, it is quite surprising that result turns out to be the same as we h a ve for F I Nidenti cation.
Theorem 6 For all n 2 N + and p 2 ((n + 1 ) =(2n + 1 ) n = (2n ; 1) Proof. We shall show here the proof only for the case when n = 2 . F or part (2) we are using the method of majority v oting, similar to that is used in proof of Theorem 2 from 4], with some adaptations needed to get it work for EX identi cation. These adaptations can be easily modi ed also for the general case. For part (1) we are using some kind of diagonalization, which also can be done quite similarly for the general case.
( 1 ) W e shall show that there exists set A of total recursive functions, such t h a t A 2 EX 2=3 ?] a n d A 6 2 EX ?]. ( i ) I f f o r b o t h v alues t = 1 a n d t = 2 w e h a ve H t = 0 and M(f ? t k k]) = 0, then for all x k + 1w e de ne f 1 (x k) = 0 , f 2 (x k) = 0 and go to the next step. From the de nition of f 1 and f 2 it follows, that for t 2 f 1 2g we h a ve equalities f t = ' ft(t;1 0) . Let for each t 2 f 1 2g function g t 2 P be de ned by equality g t (x) = f ? t . It is easy to see that g 1 g 2 2 A. A t the same time, from our construction it follows that at least one of these functions g t0 is not EX ?] identi able by machine M, t h us we can take f M = g t0 . is computed by the following procedure P .
For each ( h q) 2 H 0 procedure P will simulate the computation of ' h (x t), until it will nd y 2 N, such that Proof. For brevity again we shall show the proof only for part (1) (proof of part (2) is very similar to the proof of part (2) for Theorem 6) and only for the simplest case which is already interesting, i.e. when n = 3 .
We shall show that there exists set A of total recursive functions, such t h a t A 2 EX 3=4 3] and A 6 2 EX 3].
We de ne the set A as the union A = B C, where the sets B and C are de ned as follows: We de ne 4 recursive functions f 1 : : : f 4 2 P 2 by the following procedure.
For all t 2 f 1 2 3 4g, for all x 2 f 0 1 2 3g we de ne f t (x 0) = #f x+1 , c t = 0 and de ne H = 0 , c = 0 ,
(Informally H will contain one of the hypotheses produced by M on one of the functions f t , d will be the the current v alue of argument for which w e shall simulate the computation of ' H c and c t will characterize the numb e r o f m i n d c hanges for current h ypothesis H on argument v alue d).
For all t 2 f 1 2 3 4g we compute the values h(t k) = M(f 3 ( i ) I f H = 0 and for all t 2 f 1 2 3 4g we h a ve h(t k) = 0, then for all s 2 f 1 2 3 4g we de ne f s (k + 2 0) = 0 and go to the next step.
( i i ) I f H = 0 and there exists t 2 f 1 2 3 4g, such t h a t h(t k) 6 = 0, then for all s 2 f 1 2 3 4g we de ne f s (k + 2 0) =< #f s s > , de ne H = h(t k), de ne d = k + 2 and go to the next step. From the construction of functions f t it follows, that for all t 2 f 1 2 3 4g we h a ve equalities f t = ' ft(t;1 0) .
Let for each t 2 f 1 2 3 4g function g t 2 P be de ned by e q u a l i t y g t (x) = f 3 t .
It is easy to see that g t 2 A for all t 2 f 1 2 3 4g. A t the same time, from construction it follows that at least one of these functions g t0 is not EX 3] identi able by machine M, s o w e can take f M = g t0 .2
In addition to these results, we can show t h a t w e can improve probability o f i d e n ti cation, if we allow to increase the number of mind changes for each v alue of identi able function. The proof of this theorem is quite similar to the proof of Theorem 6. EX p m] EX n=(2n;1) ñ], w h e r eñ = 2 ( m ; 1).2 If m = 2, then from Theorem 7 it follows thatñ is the smallest possible value for which this inclusion holds. However, we do not expect that our value ofñ is the best possible for m > 2.
The probabilistic hierarchies for BC identi cation of limiting programs also turn out to be di erent f r o m the hierarchy for BC identi cation of exact programs (which is the same as for EX identi cation of exact programs) and, besides that, di erent from hierarchies for EX identi cation of limiting programs. The BC case also appears to be more easy than EX case. The next theorem gives a complete picture of probabilistic hierarchies for all classes BC m] and for probabilities from the whole interval (0 1 Proof. Again, we shall show the proof for the one of relatively simple cases, when m = 2 and n = 1 .
(The case m = 1 g i v es the already known hierarchy f o r BC identi cation of exact programs. Actually, also the case m = 2 a n d n = 0 could be already su cient to show all main ideas of proof, but our choice better illustrates the di erence between BC and EX identi cation.).
In proofs of both parts of this theorem we shall use the following notation.
For each k 2 N and for each f 2 R we de ne the set H(k f) as follows:
= h with probability pg:
We de ne values prob(i S) a n d P r o b (S) similarly as in our proof of part (2) of Theorem 6. 
We shall show that A 6 2 BC 2=3 2]. For each inductive inference machine M we shall construct a function f M 2 A, such that machine M does not identify function f M .
We de ne 4 recursive functions f 1 : : : f 4 2 P 2 by the following procedure.
For all s 2 f1 2 3g we de ne H s = , and for t 2 f1 2g de ne f t (0 0) =< # 1 F 1 # 1 F 2 # 1 F 3 # 1 F 4 1 >, where functions F t 2 P are de ned in the following way:
Similarly, as in proof of Theorem 3, functions F t can be shown to be recursive, however from #f t we can only compute # 1 F t , which i s n umber of F t in the case when f t (x 1) # for only a nite number of values x, and # 2 F t , which i s a n umber of F t in the case when f t (x 1) # for an in nite number of values x.
Step k k > 1. 
where the functions f t k as usual correspond to the parts of the functions f t which are already de ned until the k-t h s t e p . We h a ve f M 2 A, s o t h a t f M di ers only for nitely many argument v alues from exactly two functions For all t 2 f 1 2 3g, for all k 2 N in order to compute t (k) procedure P does the following: At rst P computes H(k f). Then it will output # t as the value t (k), where functions 1 2 3 2 P 2 are de ned in the following way:
If s > 1 t h e n f o r a l l x 2 N, for all t 2 f 1 2 3g the value t (x s) will be unde ned. In order to compute the values t (x 0) and (x 1) we compute ' h hmi 2 (x) for all (h q) 2 H(k f) and for all m 2 N. Therefore, for all su ciently large k, for all x 2 N we shall have either If n = 0, then Theorem 10 gives the same result for BC identi cation as we h a ve in Theorem 8 for EX identi cation. However, as we can see from Theorem 7, in general, probabilistic hierarchies for EX 2] and BC 2] are di erent. We expect that that will be the case also for other values of m > 1.
We h a ve similar result for BC identi cation as Theorem 9 gives for EX identi cation. It shows that probability of identi cation can be improved by increasing the number of allowed mind changes. This result can be proved similarly as the second part of Theorem 10. We do not know whether the boundñ = d(m ; 1)=n + me is the best possible.
Some conclusions and open problems
Here we shall mention some easy noticeable problems that were left unsolved in this paper, but nding solutions of which probably could be interesting. First, concerning BC identi cation with anomalies, in general case we still do not know w h a t m ust be the values of a b m n in order to have inclusion BC a m] BC b n]. Theorems 3 and 4 give only a partial answer to this question.
While we h a ve restricted our attention only to the relations between classes of functions that are identi able with di erent probabilities, but with the same number of mind changes, we h a ve obtained complete picture of probabilistic hierarchies for BC identi cation of limiting programs (Theorem 10). At the same time, this problem is solved only partially in the case of EX identi cation. However, we expect that for each class EX n] some generalization of Theorem 7 can be proved by using the same technique, i.e. we expect that in this way it is possible for each v alue of mind changes n to establish an in nite decreasing probabilistic hierarchy for some interval of probabilities (p n 1].
We also do not know a n ything about EX ] i d e n ti cation with probabilities lower than 1=2, if > 1. However, the similarity o f h i e r a r c hies for EX 2] and EX ?] i d e n ti cation with probabilistic hierarchy for F I Nidenti cation for probabilities from the interval (1=2 1] suggests that obtaining such kind of results could be quite hard, similarly as it is for F I Nidenti cation, where the situation still is known only partially.
Besides that, it could be interesting to nd, whether by increasing the number of mind changes we c a n increase probability of identi cation only up to probabilities, given by Theorems 9 and 11 (which corresponds to probabilities from hierarchies for classes EX 2] and BC 1]), or we can prove analogous results also for other sequences of probabilities (for example, for EX identi cation for the sequence 1 1=2 1=3 :: :which correspond to the probabilistic hierarchy for classes EX 1]).
Finally, one more thing that appears to be interesting is the fact that the same hierarchy, a s w e h a ve obtained here for EX 2] and EX ?], holds not only for F I Nidenti cation, but also for EX identi cation up to sets with zero density (see 10]). Therefore, we h a ve the same result in several quite di erent situations and seemingly for quite di erent reasons. That in some sense suggests that probably it could be possible to obtain some general result that covers all these (and probably some other) subcases.
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