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El presente trabajo de fin de carrera se sitúa en el ámbito de las 
comunicaciones inalámbricas y concretamente en las redes WLAN basadas en 
el estándar IEEE 802.11. Los objetivos del trabajo han sido proponer y 
estudiar técnicas basadas en el diseño Cross-Layer con el fin de mejorar la 
eficiencia y el aprovechamiento de los recursos disponibles en redes WLAN. 
La idea fundamental del diseño Cross-Layer consiste en permitir un 
intercambio de información entre las capas del modelo OSI que forman el 
sistema de comunicaciones. En el presente trabajo se han propuesto técnicas 
Cross-Layer que utilizan la información proveniente de la capa física en la 
capa MAC, adaptando las transmisiones según el estado del canal radio. 
 
Haciendo uso de un protocolo MAC de alta eficiencia llamado DQCA 
(Distributed Queueing Collision Avoidance), se han llevado a cabo 
simulaciones por ordenador con tal de evaluar y cuantificar las mejoras que las 
técnicas propuestas ofrecen en distintos escenarios significativos. Además, se 
ha verificado la consistencia de resultados teóricos previos acerca del 
protocolo DQCA a través de la comparación con resultados obtenidos 
mediante simulación por ordenador. 
 
El análisis de los resultados obtenidos ha permitido concluir que las técnicas 
propuestas ofrecen mejoras significativas en los distintos escenarios de trabajo 
considerados, especialmente en términos de throughput y retardo medio. Sus 
principales virtudes son la sencillez de implementación y los buenos resultados 
que ofrecen en cuanto al aprovechamiento de los recursos del sistema. 
 
Tras el estudio realizado concluimos que las técnicas propuestas permiten 
mejorar la eficiencia de sistemas WLAN de forma significativa y por tanto se 
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This final career work is about wireless communications, specifically WLAN 
systems based on the IEEE 802.11 standard. The objectives have been to 
study and propose techniques based on Cross-Layer design in order to 
improve system efficiency and available resources utilization. The main idea of 
Cross-Layer design is to allow an information exchange between OSI model 
layers. The Cross-Layer techniques proposed make use of certain PHY 
information in the MAC layer so that data packets transmissions are adapted 
according to the radio channel state. 
 
Using a high-performance MAC protocol called DQCA (Distributed Queueing 
Collision Avoidance), computer simulations have been carried out to evaluate 
and quantify the benefits of the proposed techniques in different representative 
scenarios. Moreover, previous analytical results have been verified by means 
of computer simulation results. 
 
The analysis of the results obtained show that the proposed techniques provide 
significant enhancements under the several considered scenarios, especially in 
terms of throughput and average delay. They are also simple to implement and 
they have a very high efficiency in the use of the transmission resources. 
 
After the study done, we can conclude that the proposed techniques provide 
significant efficiency enhancements for WLAN systems so that all of them may 
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Uno de los principales motores del mercado de las telecomunicaciones en los 
últimos años han sido las comunicaciones inalámbricas. El inicio del proceso de 
estandarización de la tercera generación de comunicaciones móviles 
(UMTS/3G) generó muchas expectativas y grandes inversiones por parte de los 
operadores de telefonía móvil. La tardía incursión en el mercado de dichos 
sistemas y la necesidad de un acceso inalámbrico a redes IP con anchos de 
banda elevados permitió el desarrollo y expansión de otra tecnología móvil: 
WLAN, Wireless Local Area Network.  
 
Recientemente, las redes inalámbricas WLAN han ganado muchos adeptos y 
popularidad en mercados tales como hospitales, fábricas, bodegas, tiendas, 
pequeños negocios y entornos académicos. Las redes inalámbricas permiten a 
los usuarios acceder a la información y los recursos en tiempo real sin 
necesidad de estar físicamente en un sólo lugar.  
 
A pesar de su rápida expansión y del continuo desarrollo de nuevas versiones 
del estándar más extendido para WLAN (IEEE 802.11), siguen existiendo 
ciertas limitaciones en términos de eficiencia y estabilidad. Muchas de estas 
limitaciones son inherentes de las tecnologías inalámbricas, pero muchas otras 
vienen motivadas por el uso de un protocolo de acceso al medio (basado en la 
técnica CSMA/CA) cuyas prestaciones son mejorables gracias a nuevos 
protocolos más eficientes.  
 
Por otro lado, estudios recientes cuestionan la clásica visión del sistema de 
comunicaciones como pila de protocolos formada por capas aisladas que no 
interaccionan entre sí (modelo OSI). Englobadas bajo la denominación ‘Cross-
Layer’, recientemente han surgido nuevas técnicas cuya idea fundamental es la 
de permitir un intercambio de información entre capas con el fin de optimizar la 
utilización de los recursos disponibles en el sistema. 
 
La finalidad del presente trabajo es la de proponer y analizar técnicas 
avanzadas de gestión de los recursos para mejorar la eficiencia de sistemas 
WLAN. Dichas técnicas consisten en la aplicación de un protocolo de acceso al 
medio de alta eficiencia llamado DQCA (Distributed Queueing Collision 
Avoidance) junto con el uso de técnicas Cross-Layer. En concreto, se aplicarán 
técnicas Cross-Layer basadas en el uso de cierta información proveniente de la 
capa física en la capa MAC (Medium Access Control). 
 
El método básico de análisis de las técnicas propuestas ha sido la realización 
de simulaciones por ordenador a nivel de sistema. Para ello, antes de iniciar el 
trabajo se disponía de un simulador programado en lenguaje C++ con una  
versión básica del protocolo DQCA. Por un lado, se ha modificado dicho 
simulador para acomodar las nuevas técnicas propuestas. Por otro lado, se han 
analizado los resultados obtenidos tras la aplicación de tales técnicas y se han 
estudiado sus prestaciones en distintos escenarios de trabajo significativos. 
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CAPÍTULO 1. INTRODUCCIÓN, MOTIVACIONES Y 
OBJETIVOS 
 
1.1 Introducción a las redes locales inalámbricas 
 
Una WLAN es una red inalámbrica en la que una serie de dispositivos 
(principalmente ordenadores pero también impresoras, servidores, etc.) se 
comunican entre si en zonas geográficas limitadas sin necesidad de tendido de 
cable entre ellos. La gran ventaja de esta tecnología es que ofrece movilidad al 
usuario y requiere una instalación muy sencilla. 
 
El primer estándar de WLAN lo generó el organismo IEEE (Instituto de 
Ingenieros Eléctricos y Electrónicos) en 1997 y se denomina IEEE 802.11. Este 
estándar únicamente especifica características de capa física y capa MAC [1].  
Desde que surgió, varios organismos internacionales han desarrollado una 
amplia actividad en la estandarización de normativa de WLAN y han generado 
un amplio abanico de nuevos estándares. En Estados Unidos el grueso de la 
actividad lo mantiene el organismo IEEE con los estándares 802.11 y sus 
variantes (b, g, a, e, h, etc.) y en Europa el organismo relacionado es el ETSI 
con sus actividades en Hiperlan/2. La tabla 1.1 muestra las características 
técnicas de las tres tecnologías WLAN más extendidas actualmente. 
 
 
Tabla 1.1.  Características de los estándares WLAN más extendidos 
 
Estándar WLAN IEEE 802.11b IEEE 802.11a IEEE 802.11g 
Organismo IEEE (USA) IEEE (USA) IEEE (USA) 
Año finalización 1999 2002 2003 
Banda de frecuencia 2.4 GHz ISM 5 GHz 2.4 GHz 
Velocidad máxima 11 Mbps 54 Mbps 54 Mbps 
Interfaz Aire DSSS OFDM OFDM 
 
 
IEEE 802.11b lidera los desarrollos actuales y su evolución IEEE 802.11g ya 
está comenzando su disponibilidad en el mercado. Aunque Hiperlan/2 resuelve 
algunos problemas asociados con el 802.11g en temas relacionados con la 
robustez frente a interferencias y QoS (calidad de servicio), es muy probable 
que haya perdido la carrera comercial respecto a ambos protocolos debido a su 
retraso para introducirse en el mercado. 
 
En la actualidad el estándar IEEE 802.11b es el más extendido y es la opción 
por la que optan la mayoría de fabricantes. Es además, el estándar sobre el 
cual se ha basado este trabajo. Cabe destacar que, a pesar de particularizar el 
estudio realizado a dicho estándar, las técnicas Cross-Layer propuestas, junto 
con el protocolo DQCA, son aplicables a cualquier otro estándar WLAN puesto 
que son independientes de la capa física aplicada. 
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1.2 Introducción a los principales protocolos MAC 
A menudo, en los sistemas de comunicaciones es necesario que varios 
usuarios compartan un medio común de transmisión. Para gestionar el uso de 
este recurso común es necesario establecer una estrategia de gestión o 
protocolo de acceso a dicho recurso. 
El protocolo de acceso al medio, en inglés Medium Access Control Protocol o 
simplemente protocolo MAC, es el encargado de gestionar cómo y cuándo 
cada uno de los usuarios de un sistema puede utilizar el medio común de 
transmisión para enviar su información. En definitiva, los protocolos MAC son 
los encargados de organizar los accesos de manera que se eviten las 
colisiones entre usuarios, o en su defecto que los usuarios sepan qué deben 
hacer cuando estás ocurren. 
En el Anexo 1 se describen a grandes rasgos los principales protocolos de 
acceso al medio para sistemas inalámbricos. 
 
1.3 Motivación y objetivos del trabajo 
Una vez descrito el contexto en el cual se sitúa el presente trabajo, en este 
punto vamos a describir las motivaciones y objetivos concretos del mismo. 
 
La naturaleza de la información transmitida por las redes de comunicaciones ha 
sufrido en los últimos tiempos una evolución incesante. La cantidad de 
información transmitida en modo paquete es cada vez más importante. Incluso 
la transmisión de voz está empezando a realizarse a través de redes basadas 
en el protocolo IP (voz sobre IP) y convirtiéndose también en un flujo 
discontinuo de datos. Por todo ello, es especialmente interesante centrar los 
esfuerzos de investigación en estrategias que tengan en cuenta este modo de 
transmisión. 
 
Por otro lado, las distintas versiones del estándar más extendido para WLAN 
(IEEE 802.11x) surgidas en los últimos años han consistido principalmente en 
modificaciones de la capa física con el fin de alcanzar tasas de transmisión 
superiores. Asimismo, se ha mantenido la tradicional visión del sistema de 
comunicaciones como una pila de capas estáticas, aisladas e independientes 
(modelo OSI) . Sin embargo, recientes trabajos de investigación [2], [3], [4], [5], 
demuestran que es posible alcanzar cotas de eficiencia superiores mediante la 
aplicación de modificaciones en la capa MAC y la interacción entre las capas 
que forman el sistema (Cross-Layer). 
 
Con este marco de referencia, el presente trabajo se centra en la propuesta y 
estudio de técnicas Cross-Layer que, junto con un protocolo MAC de alta 
eficiencia como DQCA, permitan optimizar el uso de los recursos y en general, 
mejorar la eficiencia de sistemas WLAN. Todas las propuestas Cross-Layer 
definidas se han realizado con el objetivo de dotar a las transmisiones de 
información de una alta eficiencia en la utilización de los recursos disponibles. 
Se considerará en todo momento el diseño para transmisiones realizadas en 
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modo paquete y en un entorno WLAN 802.11b. De todas formas, los estudios 
son generales y aplicables a cualquier otro estándar de capa física.  Se han 
llevado a cabo simulaciones por ordenador que han permitido evaluar y 
cuantificar las mejoras que las técnicas Cross-Layer ofrecen para distintas 
condiciones de trabajo. 
 
De forma esquemática los objetivos del presente trabajo pueden resumirse del 
siguiente modo: 
 
· Verificar la consistencia de resultados teóricos previos acerca del 
protocolo DQCA a través de la comparación con resultados obtenidos 
mediante simulación por ordenador. Obtener mediante simulación, una 
referencia acerca del rendimiento del protocolo DQCA. 
 
· Proponer nuevas técnicas avanzadas basadas en el diseño Cross-Layer 
que junto con el uso del protocolo DQCA mejoren de forma sustancial 
las cotas de eficiencia tanto del estándar 802.11b como de la versión 
básica del protocolo DQCA (versión que no implementa ideas Cross-
Layer). 
 
· Estudiar, mediante simulaciones por ordenador, las propuestas 
realizadas y evaluar sus prestaciones en función de las características 
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El estándar IEEE 802.11 para WLAN define dos topologías de red posibles: 
Red Ad Hoc y Red en modo Infraestructura. A continuación nos proponemos 
describir brevemente dos protocolos MAC diseñados para gestionar el acceso 
al medio en sistemas WLAN en modo Infraestructura, los cuales son los 
protocolos considerados en el presente estudio. 
 
 
2.2 MAC 802.11 
 
El protocolo MAC utilizado en el estándar 802.11 proporciona un acceso al 
medio equitativo compartido a través de dos mecanismos distintos: un 
protocolo de acceso de uso obligatorio basado en contención, llamado 
Distributed Coordination Function (DCF), y un protocolo basado en sondeo 
(polling), llamado Point Coordination Function (PCF). El mecanismo PCF 
raramente se utiliza en los dispositivos comerciales disponibles en el mercado 
actual y es ineficiente para transmisiones en modo paquete. El mecanismo 
DCF está basado la técnica CSMA/CA y hace uso de un tiempo de transmisión 
virtual (VTT) en el cual se realizan las transmisiones de datos. Este tiempo de 
transmisión virtual incluye las transmisiones de reconocimientos ACK, períodos 
de contención, intervalos IFS (Inter Frame Spaces) y la posibilidad de múltiples 
intentos de retransmisión debidos a colisiones o recepciones erróneas.  
 
Nótese por tanto, que el protocolo MAC definido en el estándar 802.11 hace 
uso de un elevado número de intervalos de tiempo no destinados a la 
transmisión de datos, tales como los períodos de backoff o los intervalos IFS. 
Dichos períodos disminuyen de forma considerable la eficiencia del esquema 
MAC utilizado en redes inalámbricas 802.11. 
 
En el Anexo 2 se incluye una descripción más detallada acerca del 
funcionamiento del MAC 802.11. 
 
 
2.3 DQCA (Distributed Queueing Collision Avoidance) 
 
DQCA es un protocolo de acceso al medio que mediante el uso de colas 
distribuidas elimina casi por completo las colisiones en el sistema WLAN. Se 
trata de una propuesta válida para funcionar sobre cualquier capa física 802.11. 
 
DQCA está basado en un novedoso protocolo MAC presentado en [3] y [4] para 
entornos CDMA. Se trata de un protocolo distribuido de alta eficiencia que se 
mantiene estable para cualquier condición de tráfico. Uno de los aspectos más 
relevantes del protocolo DQCA es que pasa de forma transparente y progresiva 
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de un sistema del tipo Slotted-ALOHA de acceso libre para cargas de tráfico 
bajas (minimizando así el retardo), a un sistema de reserva cuando el tráfico es 
alto (evitando las colisiones y mejorando el caudal) de modo que se retienen 
las ventajas de ambos mecanismos. 
 
DQCA presenta las siguientes características: 
 
· Elimina las colisiones y los períodos de backoff en las transmisiones 
de paquetes de datos. 
 
· Su eficiencia es independiente del número de estaciones 
transmitiendo en el sistema. 
 
· Se mantiene estable  ante cualquier condición de tráfico ofrecido al 
sistema. 
 
El funcionamiento de este protocolo MAC está basado en dos colas 
distribuidas: 
 
1. Cola de transmisiones o de transmisión de datos (DTQ). 
2. Cola de peticiones o de resolución de colisiones (CRQ). 
 
Estas dos colas se representan de forma simple mediante cuatro números 
enteros (denominados TQ, RQ, pTQ y pRQ). El significado de estos números 
es: 
  
· TQ: Número de elementos que contiene la cola DTQ. Es por tanto el 
número de terminales esperando a transmitir sus datos. 
 
· RQ: Número de elementos que contiene la cola CRQ. Es por tanto el 
número de terminales esperando para resolver una colisión producida 
anteriormente. 
 
· pTQ: Posición que tiene un terminal en la cola DTQ. Puede tomar 
valores entre 0 y TQ. El valor 0 indica que el nodo no está ocupando 
ninguna posición en dicha cola y el valor 1 que ocupa la primera 
posición.  
 
· pRQ: Posición que tiene un terminal en la cola CRQ. Puede tomar 
valores entre 0 y RQ. El valor 0 indica que el nodo no está ocupando 
ninguna posición en dicha cola y el valor 1 que ocupa la primera 
posición.  
 
Nótese que los valores TQ y RQ deben ser siempre los mismos para todos los 
nodos (es decir, representan colas distribuidas) mientras que los valores pTQ y 
pRQ son específicos de cada terminal. 
 
La figura 2.3 muestra la estructura de trama del protocolo DQCA. Cada nodo 
en el sistema debe mantener y actualizar el valor de los números TQ, RQ, pTQ 
y pRQ en cada trama del protocolo haciendo uso de la información que el 
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Punto de Acceso (a partir de ahora, AP) transmite hacia los nodos en cada 
trama a través de un pequeño paquete CTS. Esto se realiza mediante tres 
conjuntos de reglas que cada nodo de forma autónoma debe ejecutar en cada 
trama haciendo uso de la información de control preveniente del AP. Además, 
un cierto número de pequeños intervalos se reservan al inicio de cada trama 
para que los nodos realicen sus peticiones de acceso a través de pequeños 
paquetes RTS. La idea básica del protocolo es la de concentrar las peticiones 
de acceso de los usuarios y las colisiones en estos intervalos de control 
mientras que el resto de la trama está destinada a transmisiones de paquetes 









Fig. 2.3 Estructura de la trama DQCA 
 
Un nodo que acaba de llegar al sistema y posee datos que transmitir debe 
comprobar el estado de las dos colas distribuidas para decidir si puede realizar 
una petición de acceso o una transmisión de datos. Los nodos no pueden 
realizar nuevas peticiones de acceso si existen colisiones pendientes de 
resolver (es decir, si RQ>0). Este es un aspecto clave del protocolo ya que así 
se evitan situaciones inestables. Si un usuario tiene permitido el acceso, 
deberá seleccionar aleatoriamente un período de contención del inicio de la 
trama DQCA y transmitir un paquete RTS como petición de acceso. 
 
Tras una petición de acceso, dos situaciones son posibles: 
 
1. Ningún otro nodo ha transmitido una petición de acceso en el mismo 
instante. En este caso la petición de acceso será exitosa y el nodo 
entrará en la cola DTQ obteniendo un valor válido para su pTQ 
(pTQ>0). Una vez en DTQ, esperará su turno para transmitir y no 
realizará nuevas peticiones de acceso hasta haber finalizado la 
transmisión de su paquete. Esto es, cuando su pTQ alcance el valor 1, 
transmitirá un paquete de datos en la siguiente trama. 
 
2. Dos o más nodos han transmitido petición de acceso en el mismo 
momento. En este caso la petición de acceso va a colisionar y el nodo 
entrará en la cola CRQ, obteniendo así un valor válido para su pRQ 
(pRQ>0). En la cola CRQ el nodo esperará su turno para transmitir una 
nueva petición con el fin de resolver la colisión producida. Esto es, 
cuando su pRQ alcance el valor 1, transmitirá una petición de acceso 
en la siguiente trama. 
 
Además de estás reglas básicas, el protocolo permite un acceso tipo ALOHA 
cuando la cola DTQ está vacía (TQ=0). Esto es, si un nodo posee paquetes de 
datos listos para transmitir y la cola DTQ está vacía, puede transmitir el 
      
            Ventana de Contención 
DATOS ACK CTS RTS RTS RTS RTS 
    SIFS    SIFS     m períodos de contención 
   Siguiente  
Trama 
  Paquete DL 
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paquete en la siguiente trama. Esta característica permite la presencia de 
colisiones en las transmisiones de datos, pero a su vez mejora el retardo de los 
paquetes cuando la carga de tráfico es baja. 
 
La estructura de trama representada en la figura 2.3 está formada por los 
siguientes intervalos de tiempo: 
 
· Una Ventana de Contención, de longitud fija, dividida en m períodos de 
contención en los cuales se transmiten pequeños paquetes RTS a modo 
de petición de acceso. 
 
· Un intervalo de transmisión de datos, donde los terminales envían sus 
paquetes. Denominaremos L el número de bits que forman el paquete 
de datos transmitido en este intervalo. La duración de este intervalo es 
variable, es decir, depende de la velocidad de transmisión a la que 
pueda transmitir el terminal y del tamaño L del paquete de datos a 
transmitir. En las tramas en las cuales no se realiza transmisión de 
datos, este intervalo tiene una duración nula. 
 
· Un intervalo de tiempo SIFS. 
 
· Un intervalo de transmisión en el enlace descendente (downlink), donde 
dos paquetes, un ACK y un CTS (los cuales forman el denominado 
paquete de downlink), son transmitidos por el AP. El paquete ACK se 
utiliza como reconocimiento habitual de la transmisión de datos 
producida en la trama. El paquete CTS contiene información del estado 
de los m períodos de contención de la ventana de contención. Este 
estado puede tomar tres valores distintos para cada período: vacío, éxito 
o colisión. Esta información, detectada por el AP y retransmitida hacia 
los nodos mediante el paquete CTS, es la que utilizan los nodos para 
actualizar el valor de los cuatro números enteros que gestionan las 
colas. 
 
· Otro intervalo de tiempo SIFS antes del inicio de la siguiente trama. 
 
Puesto que en general los mensajes que transmitirán los terminales serán de 
longitud mayor que la que puede enviarse en una sola trama, es decir, tendrán 
más de L bits, la información enviada por la base a los nodos debe incluir un bit 
de final de mensaje. Este bit es la marca que deben enviar todos los terminales 
cuando están enviando el último paquete perteneciente a la transmisión de un 
mensaje. Este bit valdrá ON cuando estén enviando el último paquete de un 
mensaje, y valdrá OFF en caso contrario. Gracias a esta información, es 
posible que todos los paquetes de un mismo mensaje se envíen con una sola 
petición de acceso, y además que sean transmitidos de manera consecutiva, 
minimizando el jitter del retardo entre ellos. 
 
Por cuestiones de espacio, se incluye aquí únicamente una descripción 
superficial del funcionamiento de DQCA. Para más detalles sobre el mismo, 
véase [4] y [5]. 
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En el presente capítulo nos proponemos describir con detalle los principales 
elementos del sistema de comunicaciones que constituyen el entorno de 
trabajo sobre el cual se han estudiado las técnicas Cross-Layer que serán 
presentadas en el capítulo 4. 
 
El capítulo se estructura en dos partes. En la primera de ellas, correspondiente 
al punto 3.2, se describe el escenario simulado por ordenador y se detallan 
también las hipótesis y aproximaciones adoptadas en la programación de las 
simulaciones. 
 
En el punto 3.3 se definen los parámetros o medidas relevantes para la 




3.2 Escenario de trabajo 
 
3.2.1 Sistema WLAN 802.11b 
 
El escenario de trabajo es un sistema WLAN en modo Infraestructura basado 
en el estándar 802.11b. Se considera un número variable de nodos que se 
comunican con un AP compartiendo el mismo canal de acceso radio.  
 
El protocolo MAC utilizado en el estudio es el protocolo DQCA (véase capítulo 
2). Las medidas realizadas se centran en el estudio del enlace ascendente. La 
figura 3.1 representa el sistema estudiado, donde el conjunto de flechas 
representadas simbolizan el enlace ascendente. Aunque únicamente se 
considera el enlace ascendente, las ideas que el diseño Cross-Layer propone 














Fig. 3.1 Sistema WLAN simulado por ordenador 
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Tanto los nodos como el AP implementan la capa física del estándar 802.11b. 




Tabla 3.1 Principales parámetros de la capa física 802.11b 
 
Banda de Frecuencias 2.4 - 2.4835 GHz 
Técnica de espectro ensanchado DSSS 
Potencia de transmisión 100 mW 
Tasas de transmisión disponibles 1, 2, 5.5, 11 Mbps 
 
 
Los nodos transmiten una potencia constante de 100 mW. Es por este motivo 
que los nodos deben variar sus tasas de transmisión en función de las pérdidas 
del canal. Al aumentar las pérdidas del canal radio y puesto que la potencia de 
transmisión es constante, la potencia recibida en el AP disminuye, la relación 
señal-ruido (SNR) disminuye y por lo tanto se debe transmitir a una tasa inferior 
si se desea mantener el nivel de probabilidad de error en el bit (Pb). De esta 
manera, los nodos transmiten sus paquetes de datos a 1, 2, 5.5 o 11 Mbps en 
función de las pérdidas del canal. Tal y como establece el estándar 802.11b, 
las transmisiones de tráfico de control se realizan a la tasa mínima, es decir a 1 
Mbps, independientemente de las pérdidas del canal, con el fin de garantizar 
una recepción libre de errores. 
 
Por otro lado, los nodos o terminales presentes en el sistema, han sido 
modelados como dispositivos que generan mensajes de información según un 
determinado modelo de tráfico. Los modelos de tráfico utilizados se describen 
en el punto 4.2.6. Estos mensajes de información se almacenan en un buffer 
con capacidad para 200 mensajes y tienen una longitud variable de bits. Esta 
longitud no es necesariamente igual a la longitud del paquete de datos que se 
envía en cada trama. Si un nodo genera un mensaje de longitud superior a la 
que puede enviarse en una sola trama, deberá fragmentar su mensaje en 
diversos paquetes y utilizar más de una trama DQCA para la transmisión del 
mensaje completo. La figura 3.2 muestra un diagrama donde se representa el 






















buffer de mensajes 
mensajes paquetes  mensajes 
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3.2.2 Hipótesis de transmisión 
 
En este punto se detallan las principales hipótesis de transmisión adoptadas en 
el estudio. Algunas de las hipótesis y aproximaciones presentadas a 
continuación se han tomado con el fin de simplificar el escenario de trabajo de 
tal forma que su empleo no desvirtúe los resultados obtenidos. 
 
· Selección de tasa binaria y probabilidad de error en el bit (Pb): Se 
considera un mecanismo de selección de tasa ideal de manera que la Pb 
es nula tanto en el enlace ascendente como en el descendente. Es 
decir, todos los bits enviados a través del canal radio a la tasa 
seleccionada reciben correctamente. 
 
· Control de potencia: Tal y como especifica el estándar 802.11b, no se 
implementa mecanismo de control de potencia y la potencia de 
transmisión es constante. 
 
· Codificación de canal: No se utiliza mecanismo de codificación de 
canal explícito, es decir, se asume que todos los bits transmitidos son 
bits útiles del plano de usuario. 
 
 
3.2.3 Parámetros DQCA 
 
Se detallan en este apartado los valores utilizados relacionados con el 
protocolo DQCA. 
 
La duración de los paquetes RTS es de 2 µs. Por otro lado, la información 
transmitida por el AP hacia los nodos a través del paquete CTS consiste en 6 
bytes, los cuales contienen la información suficiente para que los nodos puedan 
ejecutar el algoritmo del protocolo MAC. Por lo tanto, el tamaño total del 
paquete de downlink es de 13 bytes y está formado por: 
 
· 2 bytes para el campo Frame Control (control de trama). 
· 1 byte para el reconocimiento ACK. 
· 6 bytes para incluir la información del estado de los períodos de 
contención, necesaria para el funcionamiento de DQCA. 
· 4 bytes para el campo FCS (control de errores). 
 
Cabe destacar que el tamaño del paquete de downlink aquí especificado 
deberá ser incrementado a la hora de aplicar las técnicas Cross-Layer puesto 
que será necesario añadir cierta información de capa física en este paquete. 
 
Los valores para todos los parámetros relacionados con el protocolo DQCA se 
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Tabla 3.2 Valor de los parámetros DQCA de capa física y MAC 
 
Duración slot de datos Variable 
Número de períodos de contención (m) 3 
SIFS 10 µs 
Tiempo de propagación 1 µs 
Cabecera física de los paquetes 96 µs 
Cabecera MAC 34 bytes 
Tamaño paquete datos (L) 0-2312 bytes 
ACK 14 bytes 
RTS 2 µs 
Paquete DL 13 bytes 
 
 
3.2.4 Modelo de movilidad de los nodos 
 
En principio, cualquier modelo empírico o estadístico de movimiento de los 
usuarios es válido para verificar el funcionamiento del sistema de 
comunicaciones. Existen modelos predictivos del movimiento de los usuarios 
en función de las características del escenario en el que se mueven. Por 
simplicidad, en las simulaciones se ha considerado un escenario rectangular 
con un terreno liso sobre el cual los nodos se mueven libremente. Las 

















Fig. 3.3 Escenario de trabajo simulado por ordenador 
 
 
La velocidad a la que se desplazan los nodos sobre el escenario es un 
parámetro relevante en el diseño de sistemas de comunicaciones inalámbricas. 
El canal radio es un canal variante en el tiempo cuya velocidad de variación 
depende, de entre otros factores, de la velocidad relativa entre transmisor y 








  200 m 
m 
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variación de las condiciones de un enlace radio, es el ‘tiempo de coherencia’. 
Este parámetro indica durante cuánto tiempo la autocorrelación del canal se va 
a mantener por encima del 50%. En todas las simulaciones realizadas se ha 
considerado que todos los nodos se desplazan a una  misma velocidad 
constante de 1 m/s el cual es un valor coherente para entornos de interiores y 
de movilidad media/baja, típica de entornos WLAN. El tiempo de coherencia del 
canal, para usuarios que se desplazan a esta velocidad y transmiten con una 
frecuencia de 2.4 GHz, es de aproximadamente 30 ms, por lo tanto, se 
considerará que las condiciones del canal de los usuarios, y en concreto su 
relación señal-ruido, no variarán durante al menos este tiempo. 
 
Debemos destacar que este tiempo de coherencia se utiliza en las 
simulaciones  por ordenador para determinar cada cuanto tiempo los nodos 
deben recalcular las condiciones del enlace, según el modelo de canal utilizado 
en cada caso. Además, por simplicidad se ha considerado que todos los nodos 
realizan este cálculo simultáneamente cada vez que transcurre un tiempo de 
coherencia, aunque esta condición no tiene porque cumplirse en situaciones 
reales. 
 
3.2.5 Modelos de canal 
 
Con el fin de estudiar la eficiencia de las técnicas Cross-Layer propuestas, se 
han utilizado dos modelos de canal distintos. Por un lado, se ha utilizado un 
modelo de canal extraído de [8], denominado modelo de canal ‘Good-Bad’. Por 
otro lado, se ha propuesto un modelo de canal con cierta memoria, con el fin de 
simular la correlación existente en los canales móviles reales. Puesto que este 
modelo de canal se puede representar mediante una cadena de Markov de 
múltiples estados, el modelo ha sido denominado modelo de canal ‘Markov’. A 
continuación se describen las principales características de ambos modelos. 
 
 
3.2.5.1 Modelo de canal Good-Bad 
 
Se trata de un modelo de canal que simula la variación de un canal radio 
mediante una cadena de Markov discreta de dos estados. Con este modelo, el 
canal puede estar en dos estados posibles, favorable (good) y desfavorable 
(bad), dentro de los cuales una variable aleatoria uniforme determina la relación 
señal-ruido disponible para las transmisiones. La tabla 3.3 muestra los valores 
elegidos para las probabilidades de estado y la variable aleatoria que determina 
la relación señal-ruido.  
 
 
Tabla 3.3 Parámetros del modelo de canal Good-Bad 
 
Estado del canal Probabilidad SNR (v.a. uniforme) 
Good 0.8 [10-20] dB 
Bad 0.2 [0-10] dB 
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Consecuentemente, se han definido un conjunto de umbrales de relación señal-
ruido para la selección adecuada de las tasas de transmisión. Estos umbrales 
se han seleccionado a partir de los resultados presentados en [9 ] y se 
muestran a continuación en la tabla 3.4. 
 
 
Tabla 3.4 Umbrales de SNR para la selección de tasas según el modelo Good-Bad 
 
Tasas 1 Mbps 2 Mbps 5.5 Mbps 11 Mbps 




3.2.5.2 Modelo de canal Markov 
 
A pesar de caracterizarse por ser variantes en el tiempo, los canales móviles 
presentan cierta correlación respecto a sus propias condiciones. Es decir, las 
condiciones del canal, en un determinado instante de tiempo, dependen de las 
condiciones del mismo en un instante anterior. Este hecho imposibilita que, un 
nodo transmitiendo datos a una tasa baja, pueda transmitir a una tasa elevada 
en un instante posterior inmediato (y viceversa), es decir, existe una cierta 
correlación entre el estado de transmisión actual y el estado futuro inmediato. 
 
Esta característica no se tiene en cuenta en el modelo de canal Good-Bad 
donde una vez transcurrido el tiempo de coherencia del canal, e 
independientemente de la tasa de transmisión anterior, una variable aleatoria 
uniforme determina la nueva relación señal-ruido y por lo tanto la nueva tasa de 
transmisión disponible.  
 
El canal Markov se diseño con el fin de simular la correlación entre el estado de 
transmisión actual y el inmediato anterior. Para ello se define una matriz de 
transiciones (véase figura 3.3) cuyos valores determinan la probabilidad de 
utilizar una determinada tasa de transmisión, una vez transcurrido el tiempo de 























Fig. 3.3 Matriz de probabilidades de transición del canal Markov 
 
 
Las filas de la matriz de transiciones representan el estado de transmisión 
actual o la tasa a la que el nodo puede transmitir. Las columnas representan el 
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transcurrido el tiempo de coherencia. Los valores de la matriz determinan la 
probabilidad de pasar de un estado a otro. Tal como y se ha descrito al inicio 
de este apartado, la probabilidad de pasar de una tasa elevada a una baja, y 
viceversa, debe ser muy baja tal y como se comprueba en la matriz. En 
cambio, la probabilidad de mantener el mismo estado es del 50%. Estos 
valores se han escogido de esta forma con el fin de simular la correlación 
temporal y espacial que presentan los canales radio. 
 
Debe recalcarse que, el modelo de canal Markov únicamente determina las 
probabilidades de transición entre los diferentes estados de transmisión. Por 
tanto, no determina la probabilidad inicial de estar en un estado sino las 
probabilidades de pasar de uno a otro. En las simulaciones realizadas haciendo 
uso de este modelo, se ha utilizado el modelo Good-Bad para la determinación 
del primer estado de transmisión de los nodos al inicio de la simulación. A partir 
de ese momento, se ha utilizado la matriz de transiciones para determinar en 
cada instante la tasa a la que los nodos pueden transmitir. La tabla 3.5 muestra 
las probabilidades de estado en régimen permanente haciendo uso del modelo 
de canal Markov. 
 
 
Tabla 3.5 Probabilidades de estado en régimen permanente para el canal Markov 
 
P[rb = 1 Mbps] 0.1734 
P[rb = 2 Mbps] 0.2931 
P[rb = 5.5 Mbps] 0.295 




3.2.6 Modelos de tráfico 
 




3.2.6.1 Datos genéricos (best-effort) 
 
Este tipo de tráfico engloba todos los servicios y conexiones que no tienen 
ningún requerimiento de calidad específico. Son las llamadas comunicaciones 
best-effort.  
 
El modelo de generación de tráfico utilizado resulta de considerar llegadas de 
al sistema con estadística de Poisson y suponer que cada mensaje generado 
tiene una longitud cuyo valor es una variable aleatoria exponencial. Al inicio de 
cada trama los nodos tienen una cierta probabilidad p0 de generar un mensaje 
en dicha trama. La modificación del valor de p0 permite variar el volumen de 
carga ofrecida al sistema manteniendo constante el número de usuarios 
presentes en el mismo. Los parámetros que definen esta clase de tráfico se 
muestran en la tabla 3.6. 
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Tabla 3.6 Valores de los parámetros usados para el tráfico de datos genéricos 
 
Tipo de servicio Datos (best-effort) 
Modelo generación tráfico Poisson 
Tamaño paquete datos L = [100,200,570,1000,1500,2312] bytes 
Longitud media de los mensajes 10·L bytes 
Retardo máximo paquetes admitido N/A 
 
 
3.2.6.2 Voz (ON-OFF) 
 
Se utiliza este modelo para representar a usuarios que generan paquetes de 
datos correspondientes a un flujo de audio vocal. El modelo utilizado es un 
modelo clásico ON-OFF representado por el diagrama de estados mostrado en 
la figura 3.4. Los usuarios parten de un estado OFF o de silencio, en el que no 
generan información. Cada cierto tiempo tienen una probabilidad a de pasar al 
estado ON o activo, en el que generan paquetes de información (son los 
llamados talkspurts o ráfagas vocales). En este estado tienen a su vez una 
probabilidad ß de volver al estado OFF. Por tanto, el tiempo medio de estancia 










Fig. 3.4 Modelo de tráfico de voz ON-OFF 
 
 
Los valores de las probabilidades a y ß dependen del tiempo medio real de 
estancia en cada estado y de la duración de las tramas DQCA. Estos valores, 
junto con el resto de parámetros de calidad de servicio definidos para este tipo 
de tráfico se detallan en la tabla 3.7. 
 
 
Tabla 3.7 Valores de los parámetros usados para el tráfico de voz 
 
Tipo de servicio Voz 
Modelo generación tráfico ON-OFF 
Duración media de los períodos ON 1’41 s 
Duración media de los períodos OFF 1’74 s 
Tasa generación en estado ON (CBR) 13 kbps 
Tamaño paquete voz 100 bytes 
Retardo máximo paquetes admitido 300 ms 
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3.3 Definición de parámetros relevantes 
 
En este punto, pasamos a definir los parámetros que se han utilizado para 
cuantificar la eficiencia del sistema y por tanto evaluar las mejoras que el 
diseño Cross-Layer aporta. Se trata de parámetros asociados a redes de 
comunicación que proporcionan información útil acerca de la eficiencia las 
mismas. En el capítulo 6, donde se exponen los resultados obtenidos, se hace 





El throughput es un término comúnmente utilizado en ámbitos de 
telecomunicaciones aunque recibe múltiples definiciones según el entorno o 
aplicación.  Típicamente se define como ‘medida de la tasa de transferencia de 
datos a través de un sistema de comunicaciones’. Por lo tanto, las unidades del 
throughput son bits/s o bytes/s. 
 
A continuación se muestra la expresión considerada para el cálculo del 








== å sr        (3.1) 
Donde: 
  
 rbi: Tasa de transmisión i-ésima de las disponibles en el sistema. 
?i: Eficiencia de las tramas DQCA haciendo uso de la tasa rbi (ver más 
adelante). 
s i: Porcentaje de utilización de la tasa de transmisión i-ésima. 
  
  
En sistemas de comunicaciones donde el canal debe ser compartido por 
diversos usuarios, el throughput es uno de los parámetros más relevantes en la 
medida de la eficiencia de un sistema. En un entorno WLAN con protocolo de 
acceso DQCA, la eficiencia global del sistema en términos de throughput 
dependerá de la relación entre los intervalos destinados a la transmisión de 
datos (slot de datos) y los destinados a tráfico de control (principalmente, 
períodos de contención y paquete de downlink). Por lo tanto, cuanto mayor 
sean los paquetes transmitidos en el slot de datos y menor sean los intervalos 
destinados a tráfico de control, mayor será el throughput. 
 
En un sistema WLAN 802.11b con protocolo de acceso DQCA, el throughput 
máximo alcanzable depende de tres factores: 
 
· Tasas de transmisión posibles (rbi): Tasas de transmisión a las que 
se pueden transmitir los paquetes. Según el estándar 802.11, cuatro 
tasas son posibles: 1, 2, 5’5 y 11 Mbps. 
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· Eficiencia de las tramas DQCA (?i): Definida como el porcentaje de 
trama DQCA destinado a transmisión de datos. Será mayor cuanto 
mayor sea el tamaño del paquete de datos transmitido en la trama. 
Además, depende de dicho tamaño y de la tasa a la que el mismo es 
transmitido, por lo tanto, tendrá un valor distinto para cada 
combinación de tamaños de paquetes y tasas a las que se trasmite. 
Se puede calcular como el cociente entre la duración del slot de 







=r      (3.2) 
 
· Utilización de las tasas de transmisión (s i): Definida como el 
porcentaje de tramas en el que se utiliza la tasa de transmisión rbi. 
 
 
3.3.2 Retardo medio de los mensajes 
 
Definimos el retardo de un mensaje como el intervalo de tiempo transcurrido 
desde que un mensaje es generado por un nodo hasta que es recibido 
correctamente por el AP. El retardo medio de los mensajes se define entonces 
como el valor medio de los retardos sufridos por todos los mensajes enviados. 
A continuación se muestra la expresión utilizada para el cálculo del retardo 
medio de los mensajes: 
 
 











retardo_mensajei: retardo sufrido por el mensaje i-ésimo. 
Total_mensajes_enviados: Nº total de mensajes recibidos por el AP. 
 
 
3.3.3 Desviación típica del retardo de los mensajes 
 
Definida como la ‘dispersión respecto al valor medio’, la desviación típica del 
retardo de los mensajes se ha utilizado para cuantificar las diferencias entre los 
retardos de los mensajes mediante la siguiente expresión: 
 
 
   Desv. típica retardo = 22 ])_[(]_[ mensajesretardoEmensajesretardoE -  (3.4) 
 
 
Se trata de un parámetro utilizado para cuantificar las diferencias entre los 
retardos sufridos por los mensajes. Ciertas aplicaciones requieren que la 
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desviación típica del retardo esté acotada, es decir, no solo es importante que 
los mensajes sufran un retardo medio bajo sino que las diferencias entre los 
retardos de los mismos sean mínimas.  
 
 
3.3.4 Porcentaje máximo de paquetes perdidos 
 
Definimos el porcentaje de paquetes perdidos como: 
 
 










Total_paquetes_perdidos: Nº total de paquetes de voz que sufren un       
retardo superior a 300 ms. 
 
Total_paquetes_generados: Nº total de paquetes de voz generados por 
todos los usuarios presentes en el sistema. 
 
 
Se trata de un parámetro de especial relevancia en entornos dónde se 
transmite tráfico de voz. Principalmente, el tráfico de voz presenta dos 
restricciones para que sus comunicaciones se puedan mantener. Por un lado, 
el retardo que sufren los paquetes debe ser inferior a 300 ms para que el oído 
humano no perciba degradación alguna. Por otro lado, el porcentaje máximo de 
paquetes perdidos, o porcentaje de paquetes que sufren un retardo superior a 
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Una característica debida a la variabilidad intrínseca de la capa física (canal 
radio)  de las comunicaciones inalámbricas es su comportamiento dinámico. La 
pila de protocolos OSI no es flexible puesto que los protocolos en cada capa no 
intercambian la información de la que disponen y actúan de forma aislada e 
independiente. Además, los sistemas se suelen diseñar en las peores 
condiciones posibles y no se adaptan a los cambios del canal. Una cierta 
interacción entre las capas del sistema permite una adaptación a las 
condiciones cambiantes del canal y por tanto un mejor aprovechamiento de los 
recursos disponibles. Las técnicas basadas en el intercambio de información 
entre capas se denominan ‘Cross-Layer‘ (ínter-capa). 
 
En los últimos años, se han realizado considerables esfuerzos de investigación 
con el fin de mejorar la eficiencia espectral de los enlaces inalámbricos 
individuales. Por un lado, en la capa física, las técnicas avanzadas de 
procesado de señal permiten resolver de forma eficiente problemas tales como 
el ruido, las interferencias, y la presencia de réplicas indeseadas de la señal 
debidas a la naturaleza aleatoria y variante en el tiempo de los canales radio. 
Por otro lado, una gran variedad de protocolos MAC han sido propuestos para 
escenarios inalámbricos. En particular, se han tenido en cuenta dos aspectos a 
la hora de diseñar tales protocolos: la conmutación de paquetes inherente de 
las comunicaciones multimedia y la necesidad de satisfacer requerimientos de 
calidad de servicio. Sin embargo, los avances producidos en ambas capas no 
han tenido en cuenta los producidos en las otras capas. Parece claro entonces 
que una comunicación entre capas puede aportar mejoras considerables en 
términos de eficiencia y utilización de los recursos disponibles en el sistema.  
 
Cabe destacar que las técnicas Cross-Layer permiten un intercambio de 
información entre cualquier capa contigua del modelo OSI pero también entre 
capas no contiguas tal y como se describe en [6] y [7], por ejemplo. Puesto que 
nuestro entorno de trabajo está basado el estándar 802.11 y este especifica las 
capas física y MAC, nos centraremos en técnicas Cross-Layer sobre estas dos 
capas. Además, esta interacción Cross-Layer es la más inmediata puesto que 
el nivel MAC es el contiguo a la capa física.  
 
Es importante destacar que para aplicar una determinada idea Cross-Layer, se 
requiere señalización adicional para que los parámetros relevantes de la capa 
física puedan ser conocidos por la capa MAC y sus algoritmos. Por lo tanto, 
parece evidente que deberá reservarse un cierto canal de control para la 
transferencia de dicha información. 
 
En el presente capítulo se describen detalladamente las técnicas Cross-Layer 
propuestas en este trabajo. Estas propuestas serán analizadas posteriormente 
mediante simulaciones por ordenador. Dichas técnicas utilizan la información 
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proveniente de la capa física en la capa MAC, adaptando las transmisiones 
según el estado del canal radio. 
 
 
4.2 Técnicas Cross-Layer para sistemas WLAN 
 
Las técnicas Cross-Layer propuestas para sistemas WLAN consisten en utilizar 
cierta información proveniente de la capa física en la capa MAC, en la cual se 
implementa el protocolo DQCA. En el capítulo 6 se detallan los resultados 
obtenidos tras la simulación y el análisis de cada una de las técnicas. 
 
 
4.2.1 Técnica Cross-Layer nº 1 (CL1) 
 
En una red WLAN 802.11b los terminales pueden transmitir sus paquetes hacia 
el Punto de Acceso (a partir de ahora, AP) a cuatro tasas o velocidades de 
transmisión posibles: 1, 2, 5.5 y 11 Mbps. Además el estándar especifica una 
potencia de transmisión de los nodos constante (100 mW), es decir, no se 
implementa ningún mecanismo de control de potencia.  La elección de una u 
otra velocidad depende de la relación señal-ruido (SNR) en recepción. Esta 
relación depende a su vez del nivel de potencia recibida el cual variará en 
función de las pérdidas del canal debidas a diversos factores como la distancia 
entre los terminales y el AP (ver figura 4.1) o la atenuación producida por 
obstáculos situados entre transmisor y receptor. Por ejemplo, considerando 
únicamente la atenuación debida a la distancia, cuando un nodo se encuentra a 
más de 175 metros del AP debe seleccionar la velocidad de transmisión 
mínima (1 Mbps) con el fin de mantener aproximadamente constante la 
probabilidad de error en el bit. En cambio, cuando un terminal se encuentra a 
menos de 25 metros del AP, debe seleccionar la máxima velocidad de 





Fig. 4.1 Velocidad de transmisión en función de la distancia al AP 
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Por otro lado, la versión básica del protocolo DQCA, la cual no implementa 
ninguna técnica Cross-Layer específica, establece que en cada trama debe 
transmitir el nodo que ocupe la primera posición de la cola DTQ. Esta regla del 
protocolo provoca que en cada trama los nodos transmitan sus paquetes 
independientemente de la tasa de transmisión a la que puedan transmitir. Tal y 
como se describió en el capítulo 2, la duración del slot de datos es variable y 
depende de la velocidad de transmisión y del tamaño del paquete. Si 
suponemos un tamaño de paquete constante, los nodos a mayor distancia 
requerirán más tiempo para transmitir sus paquetes puesto que sus 
velocidades de transmisión serán menores, provocando así y una menor 
eficiencia en el uso de los recursos. Parece evidente que si todos los nodos 
pudiesen transmitir a la velocidad máxima, el tiempo necesario para transmitir 
sus paquetes seria el mínimo posible y se minimizaría  así el retardo que sufren 
los paquetes. Además, el número de bits enviados por unidad de tiempo 
aumentaría y en definitiva, mejoraría la eficiencia en el uso de los recursos 
disponibles. 
 
La primera técnica Cross-Layer estudiada, que a partir de ahora 
denominaremos ‘CL1’, está basada en la idea expuesta en el párrafo anterior: 
Cuantos más terminales transmitan a tasas elevadas, mayor será el número de 
bits enviados por unidad de tiempo. Puesto que en un sistema WLAN no todos 
los nodos pueden situarse cerca del AP, no es posible que todos transmitan a 
la máxima velocidad de transmisión disponible. Por lo tanto, lo que pretende la 
técnica CL1 es que el mayor número de nodos transmitan a la tasa de 
transmisión lo más elevada posible. 
 
En el protocolo DQCA, los nodos que tienen paquetes listos para transmitir, 
intentan entrar en la cola DTQ y una vez lo consiguen esperan a ocupar la 
primera posición de la misma para transmitir sus paquetes. La técnica CL1 trata 
de conseguir que en cada trama únicamente transmita el nodo presente en 
DTQ con posibilidad de transmitir a la máxima tasa posible. De este modo se 
consigue aumentar el porcentaje de tiempo en el que se transmite a tasas 
elevadas. Claro está que se puede producir la situación en que dos o más 
nodos presentes en DTQ puedan utilizar la máxima tasa de transmisión. En tal 
caso, es necesario establecer algún criterio para la selección del nodo 
transmisor. Si escogemos al nodo que ocupe la posición más cercana a la 
primera posición de la cola (es decir, el que tenga el mínimo pTQ), 
aseguraremos que es el que más tiempo lleva en DTQ y a priori, el que antes 
debe transmitir de cara a minimizar el retardo. 
 
Para poder implementar la técnica CL1, la capa MAC de cada nodo debe 
conocer  las tasas de transmisión propia y del resto de nodos en el sistema. 
Esta información se puede incluir en el paquete de downlink de la trama DQCA, 
descrito en el capítulo 2. Si además de la información de las tasas de los nodos 
presentes en DTQ ésta se envía en el orden en el que los nodos ocupan la 
cola, los nodos con la máxima tasa de transmisión presente en la cola podrán 
saber fácilmente si poseen el mínimo valor de pTQ y por tanto si deben o no 
transmitir en la siguiente trama.  
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El mecanismo a través del cual el AP conoce las tasas de transmisión de los 
nodos en DTQ se detallada a continuación: Cuando un nodo realiza una 
petición de acceso exitosa, el AP puede medir el nivel de potencia recibida del 
nodo y por tanto su relación seña-ruido. A partir de ahí y teniendo en cuenta 
ciertos umbrales de relación señal-ruido definidos, el AP puede deducir la tasa 
de transmisión a la que puede transmitir cada nodo y enviar esta información al 
resto de nodos a través del paquete de downlink. Por supuesto, si se producen 
cambios en las condiciones del canal del nodo y varia su tasa de transmisión, 
el AP no podrá saber cual es su nueva tasa de transmisión hasta que realice 
una nueva petición de acceso. En las simulaciones por ordenador se ha 
considerado que el AP conoce en todo momento las condiciones de 
transmisión de los nodos en DTQ y por tanto siempre transmite una 
información correcta en el paquete de downlink. Esta hipótesis es realista para 
canales donde el tiempo de coherencia del canal es mucho mayor que la 
duración de las tramas, cosa habitual en sistemas WLAN. 
 
Teniendo en cuenta que la información de las tasas se envía en forma de 
vector (un valor tras otro en el orden que ocupan los nodos en DTQ), el 
proceso a seguir por todos y cada uno de los nodos presentes en DTQ, para 





En el capítulo 6 se analiza el rendimiento y la mejora que ofrece esta técnica en 
un entorno de trabajo significativo. 
 
 
4.2.2 Técnica Cross-Layer nº 2 (CL2) 
 
Llamaremos CL2 a la segunda técnica Cross-Layer propuesta, es la 
denominada técnica ‘CL2’. El objetivo de esta técnica es el mismo que el de la 
técnica CL1, es decir, conseguir mejorar la eficiencia del sistema permitiendo 
transmitir a los nodos en DTQ en un orden distinto al que tienen en esta cola.  
 
Para cada trama 
{ 
      Recibir el vector de tasas de transmisión proveniente del AP; 
      Rbmax = Tasa máxima disponible en los nodos presentes en DTQ; 
      N = nº nodos en DTQ con posibilidad de transmisión a Rbmax; 
 
      Si (N = 1) y (Rbmax = Rbpropia) : TRANSMITIR DATOS; 
 
      Si (N>1) y (Rbmax = Rbpropia) : 
      {  
 pTQmin  = mínimo pTQ de los nodos que disponen de la tasa Rbmax; 
 
            Si (pTQmin = pTQpropio) : TRANSMITIR DATOS; 
      } 
} 
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En este caso, la metodología de funcionamiento es distinta a la utilizada en la 
técnica CL1. La técnica CL2 se basa en la utilización de una nueva cola creada 
al efecto: la Cola de Transmisión Virtual (VDTQ). Los nodos en la cola VDTQ 
serán los mismos que en la cola DTQ, pero su orden será distinto de acuerdo a 
un valor de prioridad virtual (VPi) calculado en cada trama para cada nodo. El 
valor de la prioridad virtual, se calculará a partir de cierta información 
proveniente de la capa física. Esta información puede consistir en uno o varios 
parámetros de capa física como la tasa de transmisión, la atenuación del 
enlace, la posición ocupada en DTQ, etc. Los nodos en la cola VDTQ serán 
ordenados utilizando su prioridad virtual y el orden de transmisión será el que 
establezca esta cola.  
 
En general, la forma de calcular la prioridad virtual de cada nodo se realizará 
mediante una expresión matemática que dependa de los parámetros de capa 
física que se deseen priorizar. En el caso estudiado aquí, se han escogido dos 
parámetros prioritarios: la velocidad de transmisión de los nodos y el tiempo 
que llevan esperando a transmitir sus paquetes, evaluado a través de la 
posición que ocupan en DTQ, es decir, mediante el valor de pTQ. La función de 







VP =                (4.1) 
 
 
Donde VPi, Rbi y pTQi representan, respectivamente, la prioridad virtual, la 
velocidad de transmisión y la posición ocupada en DTQ del nodo i-ésimo. 
 
Nótese que, a pesar de utilizar los mismos parámetros de capa física utilizados 
en la técnica CL1, la priorización se realiza de forma distinta ya que no se le da 
mayor peso a la tasa de transmisión sino que esta se sopesa con la posición 
ocupada por el nodo en DTQ. De esta manera, el hecho de que un nodo se 
halle cerca del AP y pueda transmitir a la máxima tasa posible, no le garantiza 
la máxima prioridad a la hora de transmitir. Por ejemplo, un nodo con 
posibilidad de transmitir a 11 Mbps y pTQ=11, obtendrá una prioridad virtual 
VP=1. En cambio, un nodo que deba transmitir a 5.5 Mbps pero con pTQ=4, 
obtendrá una prioridad virtual mayor (VP=1.375). 
 
Debe tenerse en cuenta que para poder implementar la técnica CL2, los nodos 
en el sistema deberán conocer los valores de las prioridades virtuales VPi del 
resto de nodos presentes en DTQ. Puesto que estos valores no se pueden 
enviar a los nodos desde el AP directamente ya que este no tiene posibilidad e 
conocerlos, sí se pueden calcular para cualquier nodo si el AP envía las tasas 
de transmisión de los nodos en DTQ en el orden en que estos se encuentran 
en esta cola. De esta manera, un nodo en DTQ deberá descubrir en cada 
trama si su propia prioridad virtual es la máxima prioridad virtual presente en 
DTQ, calculada a partir de la información recibida en el paquete de downlink. Si 
posee la máxima prioridad virtual deberá transmitir su paquete de datos, si no, 
deberá esperar en la cola DTQ a repetir el mismo proceso en la siguiente trama 
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del protocolo DQCA. Este mecanismo por tanto mantiene la estructura 
distribuida del protocolo MAC. 
 
Por lo tanto, el proceso que deberán seguir todos y cada uno de los nodos 
presentes en DTQ para saber si deben o no transmitir, se describe en 




En el capítulo 6 se analiza el rendimiento y la mejora que ofrece la técnica CL2 
en un entorno de trabajo significativo. 
 
 
4.2.3 Técnica Cross-Layer nº 3 (CL3) 
 
A continuación se plantea una tercera propuesta de técnica Cross-Layer 
específicamente diseñada para entornos de transmisión multimedia con mezcla 
de voz y datos. En efecto, el rápido crecimiento e implantación de las redes 
basadas en el protocolo IP, junto con el desarrollo de técnicas avanzadas de 
digitalización de voz, han creado un entorno donde es posible transmitir 
telefonía sobre IP (VoIP, Voz sobre IP) por tanto en modo paquete. Dada la 
importancia que está adquiriendo esta tecnología en los últimos tiempos, se ha 
considerado interesante y oportuno plantear un escenario WLAN que incluya 
usuarios de voz y estudiar la posibilidad de aplicar técnicas Cross-Layer en 
esta situación concreta. 
 
El tráfico de voz presenta unas características muy particulares que lo 
diferencian de otros tipos de tráfico como puede ser el tráfico de datos. Se 
caracteriza por ser un tráfico a ráfagas con estrictos requerimientos de calidad 
de servicio, especialmente en términos de retardo.  
 
Las simulaciones por ordenador realizadas nos permiten descubrir que la 
propia naturaleza del tráfico de voz genera una limitación difícilmente superable 
con la simple aplicación de técnicas Cross-Layer. Haciendo uso del protocolo 
DQCA, los usuarios de voz generan ráfagas de pequeños paquetes y realizan 
peticiones de acceso por cada pequeño paquete que generan. Cuando el 
número de usuarios en el sistema crece, el número de peticiones de acceso 
realizadas en cada trama es lo suficientemente elevado como para saturar la 
capacidad del mecanismo de resolución de colisiones del protocolo DQCA. 
Para cada trama 
{ 
      Recibir el vector de tasas de transmisión proveniente del AP; 
      Rbmax = tasa máxima disponible en los nodos presentes en DTQ; 
      pTQmin  = mínimo pTQ de los nodos que disponen de la tasa Rbmax; 
 
      VPmax = Rbmax / pTQmin; 
      VPpropia = Rbpropia / pTQpropia; 
 
      Si (VPpropia = VPmax) : TRANSMITIR DATOS; 
       
} 
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Nodo 3 
4 paquetes  
Nodo 2 
5 paquetes  
Nodo 1 
3 paquetes  
Nodo 4 
2 paquetes  
Posiciones  
Cola DTQ          4                                3                               2                               1   
Este efecto redunda en un aumento del retardo de los paquetes de voz, 
evitando así, que se puedan cumplir los requerimientos de calidad mínimos 
para mantener las comunicaciones de voz. 
 
Teniendo en cuenta este efecto, se realizó una pequeña modificación del 
protocolo DQCA consistente en no permitir que los nodos de voz generen una 
petición de acceso por cada paquete, sino que generen una petición de acceso 
por cada primer paquete de cada ráfaga generada. Esto significa que, una vez 
los nodos acceden al canal hacen uso del número de tramas DQCA que 
requieran, para transmitir todos los paquetes de que dispongan pertenecientes 
a una misma ráfaga, incluso de modo discontinuo si la tasa de generación de 
información vocal es menor que la tasa de transmisión, cosa habitual en la 
realidad puesto que las tasas del estándar 802.11 son todas del orden de los 
Mbps. 
 
Por otro lado, la técnica CL3 se planteó con el objetivo de aumentar el número 
máximo de usuarios a los cuales el sistema es capaz de garantizar los 
requerimientos de QoS que exigen las comunicaciones de voz mediante 
conmutación de paquetes. 
 
La técnica CL3 es similar a la técnica CL1 pero requiere un parámetro adicional 
de capa física: el número de paquetes disponibles para transmitir de cada 
usuario, es decir, el nivel de ocupación de su buffer de transmisión. Tal y como 
se ha explicado anteriormente (apartado 4.2.1), es beneficioso para la 
eficiencia global del sistema que se transmita el mayor número de paquetes a 
la mayor velocidad de transmisión posible. Además, la eficiencia global 
aumenta si el máximo número de tramas DQCA son aprovechadas para la 
transmisión de paquetes de datos. Consideremos el escenario representado en 
la figura 4.2: Supongamos que en la cola DTQ hay 4 usuarios que poseen 2, 3, 







    
     
Fig. 4.2 Representación de la cola DTQ 
 
 
Aunque el orden de los nodos en DTQ indica que el siguiente nodo a transmitir 
debe ser el nodo 4, que posee 2 paquetes, si permitimos transmitir al nodo que 
ocupa la tercera posición (nodo 2 con 5 paquetes), aseguraremos que las 
tramas DQCA serán utilizadas para transmitir datos durante más tiempo. Si 
además, el nodo 2 transmite sus 5 paquetes a una velocidad de transmisión 
elevada, todavía se incrementará más la eficiencia global del sistema. 
 
El objetivo de la técnica CL3 es que transmitan el máximo número de nodos 
posible a la velocidad de transmisión más elevada posible y que además, estos 
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nodos posean el mayor número de paquetes listos a transmitir, es decir, que 
hagan uso del canal para transmisión de datos a alta velocidad durante el 
mayor tiempo posible. El objetivo es por lo tanto, aprovechar el mayor número 
de tramas para la transmisión de datos a la mayor velocidad posible. Se asume 
por lo tanto que los nodos no van a transmitir necesariamente en el orden que 
ocupan en la cola DTQ. 
 
Para la implementación de la técnica CL3 es necesario que las capas MAC de 
los nodos en el sistema conozcan los siguientes parámetros, tanto propios 
como del resto de nodos: 
 
· Velocidad de transmisión disponible. 
· Nivel de ocupación del buffer de transmisión (número de paquetes 
listos para transmitir). 
 
En cada trama deberán transmitir aquellos nodos que, ocupando una posición 
válida en DTQ, dispongan de la mayor velocidad de transmisión de los nodos 
en DTQ y el mayor número de paquetes de datos listos para ser transmitidos. 
En el caso en que, dos o más nodos con la máxima tasa de transmisión 
presente en DTQ, posean el mismo número de paquetes listos para transmitir, 
deberá transmitir el nodo con menor valor de pTQ, es decir, el nodo que ocupe 
la posición más cercana a la cabeza de la cola DTQ. Este criterio permite 
asegurar que en caso de igualdad de tasas y número de paquetes, transmita el 
nodo que más tiempo lleva esperando a transmitir en la cola DTQ. 
 
De nuevo, a través del paquete de downlink, el AP debe transmitir la 
información de capa física hacia los nodos del sistema. Supondremos que tanto 
las velocidades de transmisión como el número de paquetes listos para 
transmitir, se van a enviar en forma de vector, es decir, en el orden que ocupan 
tales valores en la cola DTQ. 
 
Por lo tanto, el proceso que deberán seguir todos y cada uno de los nodos 
presentes en DTQ para saber si deben o no transmitir, se describe en 
pseudocódigo de la siguiente manera: 
 
 




En el capítulo 6 se analiza el rendimiento y la mejora que ofrece esta técnica en 

























Para cada trama 
{ 
      Recibir el vector de tasas de transmisión proveniente del AP; 
      Recibir el vector de niveles de ocupación de buffers proveniente del AP; 
 
      Rbmax = tasa máxima disponible en los nodos presentes en DTQ; 
      N = nº nodos en DTQ con posibilidad de transmisión a Rbmax; 
 
      Si (N = 1) y (Rbmax = Rbpropia) : TRANSMITIR DATOS; 
       
      Si (N>1) y (Rbmax = Rbpropia) : 
      {  
 Pmax = nº máximo de paquetes listos para transmitir; 
            M = nº nodos en DTQ con Pmax paquetes en buffer; 
 
 Si (M = 1) y (Pmax = Ppropia) : TRANSMITIR DATOS; 
 
 Si (M>1) y (Pmax = Ppropia) : 
{ 
       Calcular el valor de pTQmin; 
                   Si (pTQmin = pTQpropio) : TRANSMITIR DATOS; 
           } 
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En este capítulo se describe la estructura y las principales características del 
simulador utilizado para la evaluación de las prestaciones que ofrecen las 
técnicas Cross-Layer a sistemas WLAN. 
 
5.2 Estructura general del simulador 
Antes del inicio del presente trabajo se disponía de una versión básica 
implementada en el lenguaje de programación orientada a objetos C++. Esta 
versión únicamente implementaba un sistema WLAN donde un número variable 
de nodos comparten el canal radio mediante el protocolo básico DQCA. No se 
implementaba por tanto ninguna técnica Cross-Layer. Parte del trabajo 
realizado ha consistido en la modificación de dicho simulador para acomodar 
las técnicas propuestas. 
El simulador define diversas clases y sus métodos para la implementación de 
los objetos que conforman el escenario de trabajo descrito en el capítulo 3: 
nodos, canal, buffers de mensajes, tramas del protocolo, etc. Además se 
implementa una entidad denominada ‘gestor de transmisión’ que es la 
encargada de gestionar las prioridades en las transmisiones según el protocolo 
DQCA y los criterios Cross-Layer. El simulador realiza un número de 
iteraciones de simulación, cada una de las cuales corresponde con una trama 
DQCA. El número de iteraciones de simulación es variable pero se ha ajustado 
de tal forma que el tiempo total de simulación Tsimulación garantice que se 
alcanza el régimen permanente durante un tiempo significativo y los resultados 
obtenidos sean fiables.  
A continuación se describen brevemente las principales clases utilizadas: 
o Clase ‘movilDQCA’: Utilizada para la definición del objeto que 
representa a un móvil o nodo en el sistema. Contiene los parámetros 
DQCA necesarios como los números enteros correspondientes a la 
gestión distribuida de las colas, diversos parámetros de transmisión 
como la relación señal-ruido, el número identificador del nodo, así como 
parámetros estadísticos para el cálculo de de los parámetros definidos 
en el capítulo 3. Implementa los métodos necesarios para la aplicación 
de las reglas del protocolo DQCA, la generación de mensajes según los 
modelos de tráfico descritos en el capítulo 3 y la gestión del buffer de 
mensajes. 
o Clase ‘cola_mensajes’: Utilizada para la definición del objeto que 
representa el buffer o cola de mensajes en el cual los nodos mantienen 
sus mensajes una vez generados y a la espera de ser transmitidos. 
Simula una cola FIFO de 200 posiciones en cada una de las cuales se 
almacena la información relacionada con cada mensaje generado 
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(tamaño en bits e instante en el que se genera el mensaje). Ofrece los 
métodos necesarios para la gestión de la cola (mecanismos de push y 
pop) y el proporciona información acerca de su nivel de ocupación 
(número de mensajes generados). 
o Clase ‘canal’: Se utiliza para representar el canal de comunicaciones. 
Contiene parámetros de capa física como la duración de las tramas 
DQCA o el estado de los m períodos de contención. Implementa 
métodos de consulta utilizados por otros objetos para obtener cierta 
información relacionada con el canal. Por ejemplo, los objetos de la 
clase ‘movilDQCA’ en cada trama utilizan un método de la clase ‘canal’ 
para conocer el estado de los períodos de contención y poder aplicar las 
reglas DQCA. 
o Clase ‘slot’: Representa la trama DQCA completa en la cual se realizan 
las peticiones de acceso y las transmisones de los paquetes de datos 
generados por los nodos. Controla la información relacionada con este 
intervalo de tiempo como puede ser el número de bits transmitidos en 
cada trama DQCA o el número de transmisiones de datos realizadas. 
o Clase ‘MiniSlot’: Cada objeto de esta clase representa un único período 
de contención en el cual los objetos de la clase ‘movilDQCA’ realizan 
sus peticiones de acceso. Contiene información como la duración del 
período de contención, el número de peticiones de acceso que se han 
realizado y el identificador del móvil que ha realizado la petición. 
o Clase ‘gestor_transmision’: Implementa una entidad centralizada que 
gestiona y controla las transmisiones de datos. Contiene diversos 
vectores para el almacenamiento de diversos parámetros de capa física 
de los nodos en el sistema. Realiza el procedimiento de selección del 
nodo transmisor en cada trama según las reglas DQCA o según los 
criterios Cross-Layer en caso de que se implementen. 
 
La figura 5.1 muestra un esquema de la interacción entre las distintas clases 
utilizadas en el simulador. Las flechas que forman un ángulo recto representan 
las interacciones entre dos clases de las cuales la situada inferiormente es una 
clase miembro de la superior, es decir, es un objeto miembro del superior. En 


























Fig. 5.1 Interacción entre las clases definidas en el simulador DQCA 
 
 
El núcleo principal de simulación del protocolo consiste en un bucle que realiza 
un cierto número de iteraciones de simulación. A continuación se describe 





















Para cada iteración 
{       
     Para todos los nodos : 
     { 
 GENERACIÓN MENSAJES (según modelo de tráfico); 
 
 Si (tiempo_transcurrido > tiempo_coherencia) : 
 { 
        ACTUALIZAR ESTADO CANAL; 
                             SELECCIONAR NUEVA Rbi; 
 } 
 
 APLICACIÓN DE LAS REGLAS DQCA; 
    } 
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En este capítulo vamos a mostrar y analizar los resultados obtenidos en las 
simulaciones realizadas con el fin de estudiar los beneficios que el uso de 
técnicas Cross-Layer puede aportar a sistemas WLAN. 
 
Las condiciones bajo las cuales se han realizado las simulaciones han sido 
detalladas en el capítulo 3. En los casos en que las condiciones de simulación 
hayan sido distintas, estas se detallaran explícitamente cuando corresponda. 
 
 
6.2 Cotas máximas de throughput con acceso DQCA 
 
En esta primera fase del estudio, y para tener una primera referencia sobre el 
rendimiento del protocolo DQCA, se han obtenido las cotas máximas de 
throughput alcanzables por este protocolo, tanto teóricas como obtenidas 
mediante simulación. El cálculo teórico se ha realizado siguiendo los cálculos 
desarrollados en [2]. El modelo de canal utilizado en este caso ha sido el 
modelo Good-Bad. 
 
La figura 6.1 muestra la comparación entre el throughput obtenido utilizando 
dos técnicas distintas del protocolo MAC del estándar 802.11b y el protocolo 
DQCA, respecto al tamaño del paquete y para N=2 y N=20 nodos. Para 
alcanzar las cotas máximas se ha supuesto, una situación en la que todos los 
nodos siempre poseen mensajes que transmitir en sus buffers (saturación). Se 
ha comparado también los resultados teóricos con los obtenidos mediante 
simulaciones de cara a verificar la corrección de los primeros. 
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Podemos comprobar la corrección de los resultados obtenidos ya que ambos 
se ajustan muy adecuadamente. De todas formas, se observa que el máximo 
throughput alcanzable, que se obtiene para el máximo tamaño de paquete 
L=2312 bytes, toma el valor de 8.6 Mbps, valor que está relativamente lejos de 
la capacidad máxima del canal (11 Mbps) y más si tenemos en cuenta que es 
un valor obtenido considerando que el tráfico de señalización y control se 
transmite a la velocidad que corresponda en cada caso y no a la mínima como 
se suele hacer habitualmente en sistemas de comunicaciones. 
 
Como puede verse, los resultados obtenidos por el protocolo DQCA son 
prometedores, en tanto que mejoran considerablemente los prestaciones del 
sistema en términos de throughput, respecto a cualquier modo de operación del 
protocolo MAC utilizado en sistemas WLAN 802.11b. 
 
 
6.3 Rendimiento obtenido mediante la técnica CL1 
 
6.3.1 Resultados con tráfico de control ideal 
 
Según la expresión (4.1), el throughput máximo alcanzable depende de la 
eficiencia de las tramas DQCA (?i) que depende a su vez de de la longitud de 
los paquetes y la tasa a la que estos se transmiten, y de los porcentajes de 
utilización (s i) de las tasas de transmisión disponibles (rbi). Cuanto mayor sea el 
tamaño del paquete transmitido en el slot de datos, mayor será la eficiencia de 
las tramas. Además, cuanto mayor sea el porcentaje de utilización de las tasas 
de transmisión elevadas, mayor será el throughput máximo alcanzable. 
 
Con el fin de apreciar las mejoras que el uso de la técnica CL1 ofrece, se han 
obtenido mediante simulaciones las curvas del throughput máximo alcanzable 
para distintos tamaños del paquete de datos y para los modelos de canal 
Good-Bad y Markov. Para la obtención de estas primeras curvas, mostradas en 
las figuras 6.2 y 6.3, se ha considerado que el paquete de downlink no incluye 
la información de control de la capa física necesaria y por lo tanto los 
resultados obtenidos son una cota superior del throughput alcanzable. Además, 
se ha considerado que la información de control se envía a la velocidad de 
transmisión que corresponda según el modelo de canal y no a la mínima (1 
Mbps) según establece el estándar 802.11. Estos valores son útiles para 
obtener una primera aproximación acerca de las mejoras potenciales que el 
diseño Cross-Layer ofrece. Además, en las figuras 6.2 y 6.3 se representan 
como referencia las curvas de throughput obtenidas utilizando el acceso DQCA 
básico. 
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Fig. 6.3 Throughput alcanzable con el modelo de canal Markov 
 
 
Obsérvese que, para ambos modelos de canal, el throughput máximo obtenido 
haciendo uso de la técnica CL1 es considerablemente superior al obtenido 
mediante el acceso DQCA básico, para cualquier tamaño de paquete. Por 
ejemplo, para el canal Markov y L=2312 bytes, el máximo throughput 
alcanzable con un acceso DQCA que no implementa ninguna técnica Cross-
Layer es de 2’85 Mbps, mientras que el obtenido con el acceso que utiliza la 
técnica CL1 es de 10’15 Mbps lo cual representa un incremento del throughput 
máximo del 256%. En relación al canal Good-Bad se alcanzan incrementos del 
throughput máximo de hasta un 76% respecto al acceso básico. Esto se debe a 
que la técnica Cross-Layer utilizada permite que, siempre que al menos un 
nodo con posibilidad de transmitir a una tasa elevada se halle en la cola DTQ, 
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se realizarán transmisiones de datos a esa tasa más elevada. Por lo tanto, se 
produce una mejora de los porcentajes de utilización de las tasas tal y como 
muestra la tabla 6.1 para el canal Good-Bad, donde se observa un aumento del 
porcentaje de utilización de las tasas mas elevadas respecto a las más bajas. 
 
 
Tabla 6.1 Modificación de los porcentajes de utilización de las tasas mediante la técnica CL1 
 
 DQCA básico DQCA + CL1 
P[rb = 1 Mbps] 8% 0.34% 
P[rb = 2 Mbps] 7% 0.66% 
P[rb = 5.5 Mbps] 13% 3% 
P[rb = 11 Mbps] 72% 96% 
 
 
La tabla 6.1 muestra como, haciendo uso de la técnica CL1, la mayor parte del 
tiempo se utiliza la tasa máxima en las transmisiones de los paquetes de datos 
y por lo tanto el número de bits de información enviados por unidad de tiempo 
(throughput) aumenta considerablemente. 
 
Si observamos detenidamente las figuras 6.2 y 6.3 podemos observar que, tal y 
como se había comentado, el throughput máximo alcanzable (zona en la cual 
las curvas se saturan) es mayor cuanto mayor es el tamaño del paquete de 
datos utilizado. Esto es así debido a que cuanto mayor es dicho tamaño, mayor 
es la duración del slot de datos y por tanto mayor es la eficiencia de las tramas. 
Nótese además, que en ambos casos y para el tamaño de paquete máximo 
(L=2312 bytes) el throughput máximo obtenido es cercano a la máxima 
capacidad del canal (11 Mbps). 
 
Es posible observar como el incremento producido en el throughput máximo 
alcanzable respecto al acceso básico con DQCA es mayor cuanto mayor es el 
tamaño L del  paquete de datos usado. Esta variación de la ganancia obtenida 
en términos de throughput es debida a que cuanto mayor es L, mayor es la 
eficiencia ? de las tramas DQCA y mayor es el incremento obtenido al 
aumentar los porcentajes de utilización de las tasas elevadas. La transmisión 
de paquetes pequeños supone eficiencias bajas y el hecho de provocar 
aumentos de las utilizaciones s  de las tasas elevadas no permite obtener tanta 
ganancia como ocurre en el caso de la transmisión los paquetes grandes que 
suponen eficiencias más elevadas. 
 
Se puede apreciar como los niveles de throughput máximo obtenidos son 
mayores para el modelo de canal Good-Bad que para el modelo Markov. Esto 
se debe a que el modelo Good-Bad es menos hostil que el Markov debido a 
que no posee memoria y por lo tanto, cada vez que transcurre un tiempo de 
coherencia los nodos pueden pasar de disponer de la tasa mínima de 
transmisión a disponer directamente de la máxima. Además, es un modelo de 
canal que ya de por sí permite transmitir un 72% del tiempo a la tasa máxima 
de 11 Mbps, lo cual representa una utilización de las tasas elevadas 
relativamente alta. Debido a esto, se puede observar también como la ganancia 
en términos de throughput que la técnica CL1 obtiene es mayor para el canal 
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con peores condiciones, es decir, para el modelo de canal Markov. Por tanto, 
comprobamos que la aplicación de técnicas Cross-Layer es más eficiente 
cuánto más hostiles son las condiciones del canal. 
 
Debe tenerse en cuenta que las mejoras que la técnica CL1 ofrece se pueden 
obtener siempre y cuando el número de nodos en el sistema sea lo 
suficientemente elevado como para que la mayor parte del tiempo se halle al 
menos un nodo en DTQ con posibilidad de transmitir a una tasa elevada. Esta 
condición está relacionada con un concepto denominado ‘ganancia por 
diversidad multiusuario’ el cual indica que cuánto mayor sea el número de 
nodos en el sistema y mayor sea la diversidad en las condiciones de 
transmisión de los nodo, mayor será la probabilidad de hallar nodos con 
posibilidad de transmitir sus datos a tasas elevadas y por lo tanto mayor podrá 
ser la ganancia obtenible mediante el diseño Cross-Layer. Se puede observar 
en la figura 6.4 como el número de usuarios en el sistema influye en la 































Fig. 6.4 Efecto de la ganancia por diversidad multiusuario 
 
 
6.3.2 Resultados con tráfico de control real 
 
Hasta este momento se ha considerado que los nodos disponen de la 
información de capa física necesaria sin que esta esté realmente incluida en el 
paquete de downlink transmitido por el AP. La inclusión de dicha información 
requiere un tamaño del paquete de downlink mayor y por lo tanto un aumento 
de la carga de tráfico de control que repercute directamente en la eficiencia ? 
de las tramas DQCA y por lo tanto, en el throughput máximo. La forma de 
incluir tal información se describe a continuación. Puesto que para poder 
implementar la técnica CL1, los nodos presentes en la cola DTQ deben 
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conocer las tasas de transmisión del resto de nodos presentes en la misma 
cola, es necesario incluir esta información en el paquete CTS (paquete incluido 
en el paquete de downlink). Por lo tanto, se deberá añadir al paquete CTS un 
determinado número de bits. Teniendo en cuenta que en el sistema se utilizan 
cuatro tasas de transmisión posibles, la representación digital de esos cuatro 
valores se puede implementar mediante dos bits. Además, el número de nodos 
en la cola DTQ viene dado por el número entero TQ. Por lo tanto, es necesario 
añadir 2 x TQ bits al paquete CTS. En las simulaciones por ordenador se ha 
redondeado este número de bits al múltiplo de byte superior más cercano. 
 
La figuras 6.4 y 6.5 muestran el throughput del sistema cuando se utiliza un 
paquete de downlink cuyo tamaño incluye la transmisión de la información de 
capa física necesaria para la implementación real de la técnica CL1. Además, 
en estas simulaciones se ha considerado que la información de control se 
envía a la velocidad mínima con el fin de garantizar su correcta recepción sea 
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Fig. 6.4 Throughput con un tamaño realista del paquete de downlink (canal Good-Bad). 
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Fig. 6.5 Throughput con un tamaño realista del paquete de downlink (canal Markov). 
 
 
Si observamos las figuras 6.4 y 6.5, podemos apreciar como los valores de 
throughput máximo han disminuido levemente respecto a los mostrados en las 
figuras 6.3 y 6.4 debido a un aumento de la carga de tráfico de control. 
Concretamente, tanto para el acceso básico como para el que incluye la 
técnica CL1, esta disminución es debida a la transmisión de la información de 
control a la velocidad mínima de 1 Mbps, provocando que los intervalos de la 
trama DQCA destinados a la transmisión de tráfico de control tengan una 
duración mayor y por tanto la eficiencia ? de las tramas disminuya junto con el 
throughput máximo. Para el caso en que se utiliza la técnica CL1, la 
disminución del valor de throughput máximo no es únicamente debida a este 
motivo. El uso de un paquete de downlink de mayor tamaño provoca un 
aumento de la duración de los intervalos destinados a la transmisión de este 
paquete y el consecuente aumento de la carga de tráfico de control en el 
sistema, el cual redunda en un decremento del throughput máximo alcanzable.  
 
Nótese que la utilización del paquete de downlink de mayor tamaño únicamente 
provoca una disminución del valor absoluto del throughput máximo pero la 
técnica CL1 sigue permitiendo obtener ganancias considerables en términos de 
throughput. Esto se debe a que la técnica CL1 requiere un aumento mínimo de 
la carga de tráfico de control para su implementación. Como ejemplo numérico 
destacamos, por ejemplo, para el modelo de canal Markov y el tamaño máximo 
del paquete de datos (L=2312 bytes), se obtiene una ganancia de 
aproximadamente un 240% respecto al throughput máximo obtenido con el 
acceso DQCA básico. 
 
Podemos observar que al simular las condiciones realistas comentadas, la 
ganancia en throughput obtenida gracias a la técnica CL1 es ahora mínima 
cuando se utilizan paquetes de datos pequeños (obsérvese la curva obtenida 
para el canal Good-Bad y L=100 bytes). Esto es debido a la poca eficiencia que 
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representa el uso de paquetes de datos pequeños (en términos de throughput), 
unida a la utilización de condiciones realistas en las simulaciones. 
 
Otro aspecto interesante de las curvas mostradas en las figuras 6.4 y 6.5 es el 
hecho de que los valores máximos de throughput obtenidos mediante la técnica 
Cross-Layer utilizada, para ambos modelos de canal, son aproximadamente 
iguales lo cual muestra la capacidad de la técnica CL1 de maximizar el 
throughput del sistema de forma independiente del tipo canal. 
 
En términos de retardo, el uso de la técnica CL1 también ofrece mejoras 
considerables respecto al acceso básico con DQCA. A priori, si tenemos en 
cuenta el funcionamiento de esta técnica Cross-Layer, podemos pensar que el 
retardo medio de los mensajes debería aumentar puesto que los usuarios con 
posibilidad de transmitir a tasas elevadas transmitirán en detrimento del resto 
de usuarios y por tanto, el retardo medio de los mensajes de estos últimos 
aumentará. Las figuras 6.6 y 6.7 muestran las curvas del retardo medio de los 
mensajes, obtenidas para distintos tamaños de paquete y haciendo uso de los 
dos modelos de canal propuestos. Se muestran tanto los resultados obtenidos 
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Fig. 6.6 Retardo medio de los mensajes para el canal Good-Bad 
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Fig. 6.7 Retardo medio de los mensajes para el canal Markov 
 
 
En primer lugar, podemos observar como el retardo medio de los mensajes es 
menor cuando se aplica el modelo de canal Good-Bad, lo que viene a 
corroborar que el modelo de canal Markov es un modelo más hostil, tanto en 
términos de throughput como de retardo medio de los mensajes. 
 
En las figuras 6.6 y 6.7 puede observarse que los resultados en términos de 
retardo, obtenidos mediante la técnica CL1 son prometedores en tanto que se 
obtienen niveles de retardo medio inferiores a los obtenidos mediante el acceso 
básico con DQCA. Además, la técnica CL1 garantiza un retardo medio acotado 
para valores de carga ofrecida superiores a los obtenidos con acceso básico. 
Se obtiene por lo tanto un aumento en la capacidad del sistema. 
 
Estos resultados, que podrían parecer sorprendentes en primera instancia, 
tienen sin embargo una explicación lógica. El uso de la técnica CL1 provoca 
que en la mayor parte de las tramas se haga uso de la tasa máxima de 
transmisión para el envío de los paquetes de datos. Recordemos que la 
duración del slot de datos depende del tamaño L del paquete de datos y de la 
velocidad a la cual este se transmite. Si la mayoría de paquetes se envían a 
velocidades elevadas, la mayoría de slots de datos van a tener una duración 
mínima. Por lo tanto, si los slots de datos tienen una duración menor, las 
tramas del protocolo también la tendrán y consecuentemente, los mensajes 
sufrirán retardos menores desde que son generados hasta que son enviados. 
En primer lugar, los propios mensajes se transmitirán a una velocidad superior 
y por tanto sufrirán un retardo menor. En segundo lugar, los nodos en DTQ 
deberán esperar un tiempo menor a transmitir sus mensajes puesto que los 
nodos transmitiendo datos harán uso del canal durante menos tiempo ya que 
sus mensajes se van a enviar a velocidades superiores. 
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Se observa por otro lado que, para ambos modelos de canal, la disminución del 
retardo medio obtenido gracias al uso de la técnica CL1 respecto al obtenido 
con un acceso básico, es mayor cuanto mayor es el tamaño de paquete 
utilizado. Este aspecto se explica teniendo en cuenta el mayor efecto de la 
técnica CL1 con el uso de paquetes de datos de gran tamaño explicado 
anteriormente. 
 
Otro punto de vista interesante para observar el rendimiento en retardo de la 
técnica CL1 es a través de la función de distribución de probabilidad del 
retardo. La figura 6.8 muestra las curvas de las funciones distribución de 
probabilidad del retardo de los mensajes para los dos modelos de canal 
utilizados. Estas curvas indican la probabilidad de que cada mensaje sea 
correctamente enviado en menos de un cierto tiempo, marcado por el eje de 
abscisas. Ambas curvas se han obtenido haciendo uso del mayor tamaño del 
paquete de datos, es decir  L=2312 bytes, y para valores de carga ofrecida de 
4 Mbps con el modelo de canal Good-Bad y de 2 Mbps con el modelo Markov. 
En el escenario simulado para la obtención de estas curvas, el sistema era 
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Fig. 6.8 Función distribución de probabilidad del retardo 
 
 
Es posible comprobar las buenas prestaciones de la técnica CL1 observando 
los valores de probabilidad mostrados en la figura 6.8. Como ejemplo numérico, 
podemos considerar las probabilidades de que los mensajes sean enviados 
con un retardo inferior a 100 ms. Para el canal Good-Bad, la técnica CL1 
asegura un 92% de probabilidad de que los mensajes sufran un retardo inferior 
a este valor. En cambio, el acceso básico con DQCA únicamente garantiza que 
el 86% de los mensajes sufran un retardo inferior a 100 ms. Para el canal 
Markov, las diferencias son todavía más notables ya que la técnica CL1 
garantiza que el 75% de los mensajes sufran retardos inferiores 100 ms, 
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mientras que el acceso básico lo asegura para un 66% de los mensajes 
enviados. 
 
Cabe destacar que, en términos de desviación típica del retardo, la técnica CL1 
presenta un  comportamiento levemente peor que el obtenido mediante el 
acceso básico DQCA. Este aspecto se muestra en la figura 6.9. Esto es debido 
a que, aunque haciendo uso de la técnica CL1 el retardo que sufren los 
mensajes es menor, las diferencias entre los retardos sufridos por mensajes de 
distintos nodos son mayores. Esto se debe a que los nodos con posibilidad de 
transmitir a tasas elevadas tienen prioridad en la transmisión de datos en 
detrimento del resto de nodos y por lo tanto, mientras unos nodos transmiten 
sus mensajes a tasas elevadas, otros deben esperar a poder transmitir a tasas 
superiores provocando así mayores diferencias en los retardos sufridos por los 
mensajes de unos y otros nodos. De todas formas, puede observarse que las 
diferencias entre ambas opciones son prácticamente irrelevantes si tenemos en 
cuenta las mejoras proporcionadas por la técnica CL1 en términos de 
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6.3.3 Conclusiones acerca del rendimiento de la técnica CL1 
 
Tras el análisis de los resultados obtenidos a través de la primera técnica 
Cross-Layer, podemos concluir que se han cumplido los objetivos marcados 
puesto que gracias al uso de esta técnica se mejora la eficiencia global del 
sistema y se permite un mayor aprovechamiento de los recursos del mismo. 
 
Concretamente, se resumen a continuación los principales aspectos 
beneficiosos de la técnica CL1: 
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· Permite alcanzar cotas de throughput muy superiores (incrementos de 
hasta un 240% para el canal Markov) a las alcanzables con un acceso 
DQCA básico en el cual no se implementa ningún intercambio de 
información explícito entre las capas MAC y física. Esto es cierto incluso 
a pesar de requerir un leve aumento de la carga de tráfico de control en 
el sistema. 
 
· Permite obtener una mejora del rendimiento del sistema en términos de 
throughput prácticamente de forma independiente a las condiciones del 
canal.  
 
· Se obtiene una mejora significativa también en términos de retardo 
medio de los mensajes. Se reducen los niveles de retardo medio de los 
mensajes respecto al acceso básico con protocolo DQCA de tal forma 
que permite aumentar el volumen de carga ofrecida al sistema, 
 
· Se produce un pequeño incremento de la desviación típica del retardo 
de los mensajes inherente al funcionamiento de la propia técnica. Este 
incremento se puede considerar despreciable teniendo en cuenta las 
mejoras obtenidas en la eficiencia global del sistema. 
 
Por todo ello, concluimos que la técnica CL1 analizada permite mejorar la 
eficiencia de sistemas WLAN de forma significativa y por tanto es una buena 
propuesta a tener en cuenta en el diseño de futuras redes inalámbricas. 
 
 
6.4 Rendimiento obtenido mediante la técnica CL2 
 
A continuación se detallan los resultados obtenidos tras las simulaciones de 
sistema realizadas aplicando la técnica CL2, descrita anteriormente en el 
capítulo 3. 
 
En todas las simulaciones realizadas para el análisis de los resultados 
obtenidos con la técnica CL2 se han utilizado unas condiciones realistas en 
relación al tráfico de control, esto es, la información de control se transmite a la 
tasa mínima disponible (1 Mbps) y el tamaño del paquete de downlink utilizado 
incluye la transmisión de la información de capa física necesaria para la 
implementación de esta nueva técnica.  
 
Las figuras 6.10 y 6.11 muestran los resultados de throughput obtenidos a 
través de la técnica CL2 para los dos modelos de canal y para dos tamaños 
distintos del paquete de datos. Se muestran además a modo de referencia, los 
resultados obtenidos mediante el acceso básico. 
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Fig. 6.11 Throughput alcanzable con el modelo de canal Markov 
 
 
Podemos observar como la técnica CL2 permite alcanzar cotas de throughput 
máximo superiores a las alcanzables mediante el acceso básico con DQCA 
para ambos modelos de canal. Este aumento del throughput se obtiene gracias 
a la priorización en la transmisión de datos que se realiza con la aplicación de 
esta técnica. La técnica CL2 da mayor prioridad en la transmisión a los nodos 
con disponibilidad de transmisión a tasas elevadas pero de un modo diferente a 
CL (ver capítulo 3).  
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La metodología de funcionamiento de la técnica CL2, al igual que la técnica 
CL1, provoca una modificación de los porcentajes de utilización de las cuatro 
tasas de transmisión posibles. Puesto que se da prioridad en la transmisión a 
los nodos cuya tasa de transmisión sea más elevada, se produce el mismo 
efecto comentado en el punto 6.3 para la técnica CL1. El aumento del número 
de tramas en las cuales se han transmitido datos a velocidades elevadas, 
provoca un aumento del throughput máximo respecto al acceso básico.  
 
De todas formas, tal y como se puede apreciar en las figuras 6.10 y 6.11, el 
incremento del throughput máximo no es tan grande para la técnica CL2 como 
el obtenido con la técnica CL1. Por ejemplo, para el tamaño del paquete de 
datos L=2312 bytes y el modelo de canal Good-Bad, la técnica CL2 permite 
obtener un incremento del throughput máximo de un 56% mientras que la 
técnica CL1 permite un incremento del 75%. Esto es debido a que en ciertas 
situaciones, un nodo que disponga de una tasa de transmisión baja puede 
obtener mayor prioridad en la transmisión de datos que un nodo que disponga 
de una tasa mayor, si el primero ocupa  una posición de la cola DTQ más 
lejana de la cabeza de la misma (véase descripción de la técnica CL2, apartado 
3.2.2). 
 
Obsérvese como de nuevo la ganancia obtenida en términos de throughput con 
la técnica CL2 es proporcional al tamaño del paquete de datos utilizado. 
 
En relación al retardo medio de los mensajes, la técnica CL2 permite obtener 
niveles de retardo medio inferiores a los obtenidos haciendo uso del acceso 
básico con DQCA. A priori podríamos esperar una reducción del retardo medio 
respecto a la técnica CL1 puesto que la técnica CL2 en ciertas situaciones 
permite obtener mayor prioridad en la transmisión a nodos en la cola DTQ 
situados lejos de la primera posición de la misma y sin posibilidad de transmitir 
a tasas elevadas; pero realmente esta reducción no se produce. Esto es debido 
a que a menudo con la técnica CL2, algunos nodos transmiten a tasas bajas 
porque su posición en la cola DTQ les ha permitido alcanzar la primera posición 
de la cola VDTQ. Por lo tanto , se pueden producir transmisiones a tasas bajas 
provocando que la duración de algunas tramas sea mayor y por tanto se 
aumente el retardo de los mensajes. 
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6.4.1 Conclusiones acerca del rendimiento de la técnica CL2 
 
Tras analizar los resultados de la denominada técnica CL2, obtenidos mediante 
simulaciones a nivel de sistema, podemos concluir que en este caso también 
se han cumplido los objetivos marcados puesto que se trata de una técnica 
que, tal y como han mostrado las gráficas obtenidas, proporciona mejoras 
considerables, tanto en términos de throughput como de retardo medio de los 
mensajes. De esta manera, la eficiencia global del sistema WLAN es mejorada 
respecto al sistema que implementa un control de acceso básico mediante el 
protocolo DQCA. 
 
Por lo tanto, se resumen a continuación las principales conclusiones extraídas 
tras el análisis de resultados de la técnica CL2: 
 
· La técnica CL2 proporciona un aumento considerable (de hasta un 56% 
para el canal Good-Bad) del máximo throughput alcanzable puesto que 
da prioridad en la transmisión de datos a los nodos con posibilidad de 
transmitir sus paquetes a tasas elevadas. Su implementación 
únicamente requiere un leve incremento de la carga de tráfico de control. 
 
· La ganancia obtenida en términos de throughput gracias a la técnica 
CL2 es algo inferior a la obtenida con el uso de la técnica CL1. Por 
ejemplo, la técnica CL1 permite aumentar el throughput máximo 
respecto al acceso básico en un 75% (para el modelo de canal Good-
Bad), mientas que la técnica CL2 permite un incremento del 56%. 
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· En términos de retardo medio de los mensajes, la técnica CL2 permite 
obtener niveles inferiores a los obtenidos con el acceso básico mediante 
DQCA y muy similares a los niveles obtenidos mediante la técnica CL1. 
 
Por todo ello, concluimos que la técnica CL2 permite mejorar la eficiencia de 




6.5 Rendimiento en presencia de  tráfico de voz 
 
6.5.1 Rendimiento de la técnica CL1 en presencia de tráfico de voz 
 
Vamos a estudiar la posible aplicación de técnicas Cross-Layer a entornos 
donde un determinado número de usuarios de voz mantiene comunicaciones 
en modo paquete sobe el mismo estándar de capa física.  
 
En general, el tráfico de voz viene caracterizado por unos requerimientos de 
diferente naturaleza que el tráfico de datos genéricos. Específicamente, se trata 
de un servicio de tasa constante en los períodos de actividad y presenta unas 
altas restricciones en términos  de retardo, dado el grado de interactividad 
requerido en la comunicación. Concretamente, se suele considerar que las 
comunicaciones de voz en modo paquete se pueden mantener siempre y 
cuando un porcentaje menor del 1% de los paquetes generados sufran un 
retardo inferior a 300 ms.  
 
Anteriormente, se ha podido comprobar como las cotas de retardo medio 
mínimas se obtienen para el tamaño de paquete más pequeño (L=100 bytes). 
Esto es así debido a que el tamaño mínimo del slot de datos garantiza la 
duración mínima de las tramas DQCA y por tanto el mínimo retardo posible en 
la transmisión de los mensajes. Por lo tanto, dadas las restricciones que el 
tráfico de voz impone en términos de retardo, en las simulaciones realizadas 
con este tipo de tráfico se ha utilizado el tamaño de paquete mínimo (Lvoz=100 
bytes).  
 
Con objeto de evaluar las prestaciones del sistema con usuarios de voz se ha 
utilizado una medida de la capacidad del sistema, esto es, el número máximo 
de usuarios de voz a los cuales el sistema es capaz de garantizar la calidad de 
servicio definida. Es decir, se considerará el máximo número de usuarios que 
mantienen sus comunicaciones sin perder más del 1% de los paquetes 
generados, que serán aquellos que sufran un retardo superior a 300 ms. 
 
En primer lugar, se ha utilizado la técnica CL1 para evaluar la posible mejora 
que esta técnica aporta a sistemas con usuarios de voz. La tabla 6.2 muestra 
los resultados obtenidos en términos del número máximo de usuarios en el 
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Tabla 6.2 Número máximo de usuarios de voz con técnica CL1 
  




DQCA 109 82 
DQCA + CL1 112 90 
Incremento Capacidad 2’75 % 9’75 % 
 
 
Puede observarse como el uso de la técnica CL1 permite aumentar ligeramente 
el número máximo de usuarios de voz en el sistema, pasando de 109 a 112 
usuarios para el modelo de canal Good-Bad y de 82 a 90 para el modelo 
Markov. Esta mejora viene motivada por la priorización que realiza la técnica 
CL1 en la transmisión de datos. Recordemos que esta técnica da prioridad en 
la transmisión de datos a los nodos con posibilidad de transmitir a tasas 
elevadas provocando así que gran parte de las tramas tengan una duración 
menor y por tanto el retardo medio de los mensajes disminuya. Esta 
disminución permite aumentar el número de nodos en el sistema sin dejar de 
garantizar los requerimientos de calidad de servicio de las comunicaciones de 
voz. 
 
Se observa como el modelo Markov admite un número máximo de usuarios 
inferior al modelo Good-Bad debido a que el modelo Markov simula las 
condiciones de un canal más hostil. De todas formas, para el modelo Markov 
se produce un incremento mayor del número máximo de usuarios de voz 
respecto al acceso básico. Esta consideración corrobora resultados obtenidos 
anteriormente. El hecho de que el mayor incremento del número de usuarios se 
obtenga para el modelo de canal Markov tiene lógica si observamos las 
gráficas del throughput obtenido para ambos modelos de canal con la técnica 
CL1 (figuras 6.4 y 6.5). Véase en estas dos figuras como el incremento del 
throughput es mínimo para el modelo Good-Bad y para el valor mínimo de L. 
En cambio, el incremento es algo mayor para el canal Markov y el tamaño 
mínimo del paquete de datos. Esto provoca que el incremento en el número 
máximo de usuarios sea mínimo para el modelo de canal Good-Bad (2’75%) y 
algo mayor para el modelo Markov (9’75%).  
 
Dos motivos provocan que estos incrementos no sean más elevados. En primer 
lugar, la técnica CL1 no permite obtener grandes mejoras cuando el tamaño L 
del paquete de datos utilizado es el mínimo (véase figuras 6.4 y 6.5). Esto se 
debe a la ya comentada baja eficiencia que representa, en términos de 
throughput, el uso de paquetes de datos de pequeño tamaño. En segundo 
lugar, las propias características del tráfico de voz limitan la capacidad máxima 
del sistema en número de usuarios. Haciendo uso del protocolo DQCA, los 
usuarios de voz generan peticiones de acceso por cada paquete de 100 bytes 
generado, provocando así un elevado número de peticiones que redunda en 
una peor eficiencia puesto que, si el número de peticiones es elevado estas 
colisionan continuamente entre ellas y se hace dificultoso que un usuario 
realice una petición exitosa y transmita su paquete de datos. Por otro lado, una 
vez un nodo consigue realizar una petición exitosa en uno de los periodos de 
contención, este únicamente transmite un solo paquete de 100 bytes aunque 
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disponga de más paquetes en su buffer de mensajes. Estas consideraciones 
motivan el diseño de una nueva técnica Cross-Layer, denominada ‘CL3’, que 
tiene en cuenta el nivel de ocupación de los buffers de mensajes de los nodos. 
 
 
6.5.2 Rendimiento de la técnica CL3 en presencia de tráfico de voz 
 
Recordemos que para poder implementar la técnica CL3, los nodos presentes 
en el sistema deben conocer dos parámetros de capa física: 
 
· El número de mensajes listos para transmitir en los buffers de todos los 
nodos presentes en la cola DTQ.  
 
· Las tasas de transmisión a las que tienen posibilidad de transmitir los 
nodos presentes en la cola DTQ. 
 
Por lo tanto, es necesario incluir esta información en el paquete de downlink 
retransmitido por el AP hacia los nodos. De esta manera, el tamaño de este 
paquete deberá ser mayor que el utilizado en la implementación de las técnicas 
CL1 y CL2 ya que se requiere la inclusión de una cantidad de información 
mayor. A efectos de simplicidad, en las simulaciones realizadas en este punto 
se ha considerado el mismo tamaño para el paquete de downlink que el 
utilizado previamente en el análisis de resultados obtenidos mediante las 
técnicas Cross-Layer ya analizadas. 
 
Se han realizado simulaciones por ordenador implementando la técnica CL3 
junto con esta modificación del protocolo y los resultados obtenidos en términos 
del número máximo de usuarios se muestran en la tabla 6.3 
 
 






DQCA 109 82 
DQCA + CL1 112 90 
DQCA + CL3 114 94 
Incremento capacidad (CL1) 2’75 % 9’75 % 
Incremento capacidad (CL3) 4’6 % 14’6 % 
 
 
Podemos observar como la técnica CL3 mejora los resultados obtenidos 
mediante la técnica CL1, en tanto que permite un incremento del número 
máximo de usuarios de un 4’6% para el modelo de canal Good-Bad, y de un 
14’6% para el modelo Markov. Estos porcentajes se han calculado respecto a 
las capacidades del sistema en número de usuarios máximo haciendo uso del 
acceso básico con el protocolo DQCA. 
 
Se ha verificado por tanto que la técnica CL3 resulta ser un buen método 
aplicable a escenarios de comunicaciones de voz en modo paquete, que 
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permite aumentar el número máximo de usuarios de voz en el sistema respecto 
a los escenarios donde no se implementa dialogo Cross-Layer alguno. 
 
 
6.5.3 Conclusiones acerca del rendimiento de las técnicas CL1 y 
CL3 en presencia de tráfico de voz 
 
Se ha estudiado la posible aplicación del diseño Cross-Layer a escenarios 
donde un determinado número de usuarios de voz deben mantener unas 
condiciones mínimas de calidad de servicio en sus comunicaciones. La 
aplicación de la técnica CL1 a tal situación resultó ser beneficiosa aunque si se 
plantea una técnica Cross-Layer más adaptada a las condiciones del tráfico de 
voz como la técnica CL3, se obtienen resultados incluso más ventajosos. 
 
Por lo tanto, los estudios realizados nos permiten concluir que: 
 
· Tanto la técnica CL1 como la técnica CL3 permiten aumentar el número 
máximo de usuarios de voz en el sistema, en tanto que ambas técnicas 
dan prioridad en la transmisión a los usuarios con posibilidad de 
transmitir a las tasas más elevadas. Esto redunda en un aumento de la 
eficiencia de las tramas del protocolo DQCA provocando que estas 
tengan una menor duración y por tanto que los paquetes de voz de los 
usuarios sufran retardos inferiores. La reducción del retardo medio 
permite aumentar el número de usuarios en el sistema garantizando 
igualmente los requerimientos de calidad de servicio mínimos. 
 
· La técnica CL3 permite que el número de usuarios de voz en el sistema 
sea incluso mayor que el obtenido con la técnica CL1. Concretamente, la 
técnica CL3, permite un incremento del número de usuarios de hasta un 
14’6% mientas que la técnica CL1 consigue un incremento de hasta un 
4’6%. 
 
· En contrapartida, la técnica CL3 requiere una mayor carga de tráfico de 
control que la técnica CL1 puesto que su implementación requiere hacer 
uso de una mayor cantidad de información de capa física, la cual, debe 
ser incluida en el paquete de downlink. 
 
Por todo ello, concluimos que la técnica CL3 permite mejorar la eficiencia de 
sistemas WLAN en los que un grupo de usuarios de voz mantienen 
comunicaciones simultáneas. Es por tanto, una propuesta interesante a tener 
en cuenta en el diseño de redes inalámbricas locales en las cuales se realizan 
transmisiones de voz en modo paquete (VoIP). 
 
 
6.6 Rendimiento con tráfico heterogéneo 
 
A continuación nos proponemos describir los resultados obtenidos tras la 
aplicación del diseño Cross-Layer a situaciones donde en el sistema WLAN se 
transmite tráfico proveniente de fuentes con distintas características. 
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Concretamente se ha considerado un escenario donde los paquetes de 
información son generados por usuarios de los dos tipos utilizados hasta ahora: 
voz y datos. El escenario simulado por ordenador consiste en un número 
variable de usuarios de voz y de estaciones de datos en el cual se pretende 
garantizar los requerimientos de calidad de servicio para los usuarios de voz 
sin considerar requerimientos específicos de calidad para el tráfico de datos 
(tráfico best-effort). 
 
Antes de analizar los resultados obtenidos, debemos comentar ciertas 
condiciones que se han considerado en las simulaciones con tráfico 
heterogéneo. Por sus mayores prestaciones ofrecidas en presencia de tráfico 
de voz, se ha hecho uso de la técnica CL3 tanto para los usuarios de voz como 
para los de datos. Además, se ha permitido que los usuarios de voz transmitan 
una sola petición por cada ráfaga generada y los usuarios de datos una por 
cada mensaje generado. Por otro lado, se ha mantenido constante el tamaño 
utilizado anteriormente para el paquete de voz (Lvoz=100 bytes) mientras que el 
tamaño del paquete de datos Ldatos se ha variado. Además, debe tenerse en 
cuenta que no se ha aplicado ningún criterio de prioridades entre las clases de 
servicio involucradas en el sistema. 
 
En relación al tamaño del paquete de datos Ldatos, se ha realizado un breve 
análisis mediante simulación para valorar la variación de las prestaciones en 
función de este valor. En la simulación realizada se han considerado un total de 
20 usuarios, de los cuales 10 son estaciones de datos y 10 son estaciones de 
voz. Los modelos de tráfico utilizados son los descritos en el punto 3.2.6.1. Se 
ha simulado además el acceso básico sin uso de técnicas Cross-Layer como 
valor de referencia. En este sentido, la figura 6.14 muestra el comportamiento 















0 0,5 1 1,5 2 2,5 3 3,5 4

















N_datos = 10 usuarios
N_voz = 10 usuarios




Fig. 6.14 Retardo medio de los mensajes de datos 
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Las curvas de la figura 6.14 y 6.15 han sido dibujadas para los valores de 
cargas de tráfico que mantienen el porcentaje de paquetes perdidos de los 
usuarios de voz por debajo del máximo permitido (1%). Es decir, el punto en el 
que acaba cada curva corresponde al valor umbral a partir del cual la tasa de 
pérdidas de paquetes de los usuarios de voz ya no es admisible para mantener 
la calidad requerida. 
 
Como ya se había comentado, en la figura 6.14 podemos apreciar como el 
retardo medio de los mensajes (en la zona en que es casi horizontal) es mayor 
cuanto mayor es el tamaño Ldatos del paquete de datos utilizado. De todas 
formas, anteriormente se vio (figuras 6.4 y 6.5) que cuanto mayor es Ldatos, 
mayor es el throughput máximo alcanzable y por tanto mayor es la carga 
ofrecida máxima por debajo de la cual el retardo medio de los mensajes se 
mantiene acotado. Se puede observar en la figura 6.14 que, aunque un tamaño 
Ldatos grande garantiza un throughput máximo alcanzable superior, el hecho de 
que los datos envíen mensajes grandes provoca que las tramas DQCA tengan 
una duración superior cuando son ocupadas por usuarios de datos. Esto efecto 
redunda en un aumento del retardo de los paquetes de voz y los usuarios de 
voz superan el 1% de paquetes perdidos para valores de carga ofrecida 
relativamente bajos. Es decir, el uso de Ldatos grandes provoca que mucho 
antes de alcanzar el throughput máximo posible, el porcentaje de paquetes 
perdidos de los usuarios de voz ya supere el 1%.  
 
El uso de un tamaño de Ldatos pequeño permite que el porcentaje de paquetes 
perdidos de usuarios de voz supere el 1% para valores de carga ofrecida  
mucho mayores (o incluso no lo supere para cualquier volumen de carga 
ofrecida). En contrapartida, el uso de un tamaño de datos pequeño provoca 
que el retardo medio de los mensajes de datos deje de estar acotado para 
valores de carga ofrecida relativamente pequeños. Como ejemplo numérico, 
podemos destacar como haciendo uso de un paquete de datos grande 
Ldatos=1000 bytes, el retardo de los mensajes de datos se mantiene acotado 
hasta valores de carga ofrecida de aproximadamente 3 Mbps. En cambio, 
haciendo uso de un paquete de datos pequeño como Ldatos=200 bytes, el 
retardo medio se mantiene acotado hasta 1’75 Mbps de carga ofrecida. 
 
Existe por lo tanto, un compromiso entre el retardo medio que sufren los 
paquetes de voz y el que sufren los mensajes de datos. Resumiendo, podemos 
decir que: 
 
· Valores elevados de Ldatos  benefician a los usuarios de datos, puesto 
que mantienen el retardo medio de sus mensajes acotado para valores 
de carga superiores. 
 
· Valores pequeños de Ldatos benefician a los usuarios de voz puesto que 
mantienen el porcentaje de paquetes perdidos por debajo del 1% para 
valores de carga superiores. 
 
En las simulaciones realizadas se ha escogido un valor para Ldatos de 1000 
bytes puesto que, tal y como se observa en la figura 6.14, este es el valor que 
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permite soportar mayor carga ofrecida beneficiando de una forma equitativa a 
ambas clases de servicio. 
 
La figura 6.15 muestra la gráfica del retardo medio de los mensajes de datos, 
obtenida para el sistema con diferentes valores del número de usuarios de voz. 
Se muestran las curvas obtenidas tanto para el acceso básico como el acceso 
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Fig. 6.15 Retardo medio de los mensajes de datos con tráfico mixto  
de usuarios de voz (U.V.) y de datos. 
 
 
En primer lugar, puede observarse que el comportamiento del retardo de los 
paquetes es en la práctica el mismo para las diferentes combinaciones de 
tráfico heterogéneo y  tanto para el acceso básico como para el que usa la  
técnica CL3. En efecto, podemos observar que la región operativa casi 
horizontal de cada curva se hace simplemente cada vez más corta a medida 
que el número de usuarios de voz aumenta. 
 
Un aspecto interesante de interpretar se muestra en la figura 6.15 mediante 
flechas horizontales. Estas flechas indican la ganancia en términos de carga 
ofrecida que es capaz de soportar el sistema mediante la técnica CL3 
garantizando el mismo retardo medio que en el acceso básico con DQCA. 
Obsérvese además, que esta ganancia aumenta a medida que aumenta el 
número de usuarios de voz, es decir, cuantos más usuarios de voz hay, mayor 
es la diferencia entre la carga soportada con la técnica CL3 y la soportada con 
el acceso básico, sin que se degrade la calidad de las comunicaciones de voz. 
Como ejemplo numérico de este efecto podemos considerar los porcentajes de 
incremento de carga ofrecida gracias a la técnica CL3 para un valor de retardo 
de 80 ms. La ganancia obtenida en términos de aumento en la carga ofrecida 
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para un mismo retardo con 30, 20 y 10 usuarios de voz, es del 115%, 57’14% y 
17’6%, respectivamente. Esto es debido a que cuanto mayor es el número de 
usuarios de voz en el sistema, más predominante se hace la carga de tráfico de 
voz respecto a la carga ofrecida total. Este hecho provoca que gran parte de 
las tramas DQCA se destinen a transmisiones de paquetes de voz. Puesto que 
estos paquetes son de tamaño mínimo (100 bytes) y la mayoría se transmiten a 
tasas elevadas gracias a la técnica CL3, la mayoría de tramas tienen una 
duración menor y por lo tanto los paquetes de voz sufren retardos cada vez 
menores. Esto permite aumentar la carga ofrecida manteniendo el porcentaje 
de paquetes perdidos de voz por debajo del 1%. En definitiva, cuanto mayor es 
el número de usuarios de voz, mayor es el predominio de este tipo de tráfico y 
menor es la duración de las tramas, redundando esto en que cuanto mayor sea 
el número de usuarios de voz, mayor será la ganancia obtenible en términos de 
carga ofrecida respecto al acceso básico DQCA.  
 
En la figura 6.15 se puede apreciar como la técnica CL3 permite obtener 
mejores resultados que el acceso básico con DQCA ya que se soportan cargas 
de tráfico superiores manteniendo acotado el retardo de los mensajes de datos, 
garantizando a su vez los requerimientos de calidad de servicio del tráfico de 
voz. Esto se debe a la inherente capacidad de la técnica CL3 de modificar los 
porcentajes de utilización de las tasas de transmisión gracias a que en la mayor 
parte de las tramas se transmiten datos a alta velocidad y por lo tanto estas ven 
reducida su duración. Esta característica permite disminuir el retardo medio de 
los mensajes, tanto de usuarios de voz como de datos, permitiendo así al 
sistema soportar cargas de tráfico superiores a igualdad de retardo.  
 
 
6.6.1 Conclusiones acerca del rendimiento con tráfico heterogéneo 
 
Hemos podido observar las buenas prestaciones que el diseño Cross-Layer 
ofrece en todos los sentidos. Concretamente, la técnica CL3 presenta buenas 
características en entornos de tráfico de voz y tráfico mixto de voz y datos. En 
el punto 6.5 se han obtenido resultados mediante simulaciones que indican que 
el diseño Cross-Layer es también aplicable a entornos de tráfico heterogéneo. 
 
Por lo tanto, tras lo analizado en este punto, podemos concluir con las 
siguientes características de la técnica CL3 en presencia de tráfico 
heterogéneo: 
 
· Para implementar la técnica CL3 sobre escenarios de tráfico 
heterogéneo es necesario escoger un valor para el tamaño del paquete 
de información que transmiten las estaciones de datos, puesto que su 
elección influye directamente en la equitatividad del sistema ante los 
distintos tipos de tráfico existentes en el sistema. 
 
· La técnica CL3 permite obtener mejoras significativas en términos de 
retardo medio. A igualdad de retardo, admite niveles de carga ofrecida 
de datos superiores (aumentos de hasta un 115%) a los admitidos 
mediante el acceso básico con DQCA. 
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· La técnica CL3 permite soportar una carga ofrecida de datos 
(garantizando el mismo retardo) cuya diferencia respecto a la obtenida 
mediante el acceso básico es mayor cuanto mayor es el número de 
usuarios de voz en el sistema. 
 
Por todo ello, concluimos que la técnica CL3 permite mejorar la eficiencia de 
sistemas WLAN sobre los cuales se realizan transmisiones de tráfico 
heterogéneo. Es por tanto una técnica Cross-Layer novedosa que podría 
tenerse en cuenta en el diseño de futuras redes inalámbricas. 
 
 
6.7 Conclusiones generales tras el análisis de resultados 
 
Con el fin de mejorar la eficiencia y aprovechamiento de los recursos en 
sistemas WLAN 802.11b, se han realizado diversas propuestas de técnicas 
basadas en el diseño Cross-Layer y se ha estudiado su eficiencia y posible 
aplicación a diversas situaciones.  
 
Las técnicas propuestas proporcionan beneficios gracias a un intercambio de 
información entre la capa física y MAC del sistema. En esta última capa se ha 
hecho uso del protocolo de alta eficiencia DQCA el cual permite este 
intercambio de información de forma sencilla y sin necesidad de un aumento 
elevado de la carga de tráfico de señalización y control en el sistema.  
 
Las técnicas estudiadas permiten alcanzar cotas de eficiencia 
significativamente mejoradas, especialmente en términos de throughput y 
retardo medio. Se ha estudiado su comportamiento mediante simulaciones por 
ordenador y se ha comprobado la bondad de su funcionamiento y el 
cumplimiento de los objetivos marcados. Sus virtudes más importantes son la 
sencillez de implementación y los buenos resultados que ofrecen en cuanto al 
aprovechamiento de los recursos del sistema. 
 
Por todo ello, concluimos que las técnicas estudiadas ofrecen mejoras 
significativas y son propuestas válidas a tener en cuenta en el diseño de futuros 
sistemas de comunicaciones inalámbricas, tanto redes de área local como 
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CAPÍTULO 7. CONCLUSIONES Y LÍNEAS FUTURAS  
DE INVESTIGACIÓN 
 
7.1 Conclusiones finales 
 
Bajo la perspectiva del actual crecimiento de los mercados asociados con las 
comunicaciones inalámbricas y en especial, de las redes locales inalámbricas, 
el presente trabajo de fin de carrera se ha centrado en la aportación y estudio 
de nuevas técnicas de gestión de los recursos radio para sistemas basados en 
el estándar 802.11b. Las técnicas propuestas se basan en ideas de diseño 
Cross-Layer. Se han llevado a cabo simulaciones por ordenador con el fin de 
evaluar las mejoras que estas técnicas ofrecen en distintos escenarios 
significativos. 
 
Así, a continuación se resumen las principales conclusiones finales a las que 
se ha llegado tras el presente estudio: 
 
· Se ha podido verificar la bondad de los resultados obtenidos mediante el 
simulador utilizado, comparando las cotas de throughput máximas, 
teóricas y simuladas, para el acceso básico DQCA. Estos resultados han 
servido como referencia numérica para el análisis de resultados 
posteriores. 
 
· Se han propuesto 3 técnicas Cross-Layer que ofrecen beneficios en 
diferentes situaciones (CL1, CL2, CL3). 
 
· Con respecto a la técnica CL1, se han obtenido curvas que muestran la 
mejora obtenida tanto en términos de throughput, retardo medio y 
desviación típica de los mensajes. En términos de throughput los 
resultados son significativamente beneficiosos en tanto que se alcanzan 
incrementos del throughput máximo de hasta un 240% respecto a los 
niveles obtenidos mediante el acceso básico con DQCA.  
 
· La técnica CL2 proporciona un aumento considerable (de hasta un 56%) 
del máximo throughput alcanzable puesto que da prioridad en la 
transmisión de datos a los nodos con posibilidad de transmitir sus 
paquetes a tasas elevadas. La ganancia obtenida en términos de 
throughput gracias a la técnica CL2 es algo inferior a la obtenida 
mediante el uso de la técnica CL1. En términos de retardo medio de los 
mensajes, la técnica CL2 permite obtener niveles inferiores a los 
obtenidos mediante el acceso básico con DQCA y muy similares a los 
obtenidos mediante la técnica CL1. 
 
· En presencia de tráfico de voz la técnicas CL1 y CL3 permiten aumentar 
el número máximo de usuarios al cual el sistema es capaz de garantizar 
los requerimientos mínimos de calidad de servicio característicos de las 
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comunicaciones de voz. Bajo ciertas condiciones, la técnica CL3 permite 
aumentos del número máximo de usuarios de voz de hasta un 15% 
aproximadamente. 
 
· En escenarios de tráfico heterogéneo la técnica CL3 permite obtener 
mejoras significativas en términos de retardo medio y capacidad del 
sistema. A igualdad de retardo, admite niveles de carga ofrecida de 
datos superiores (aumentos de hasta un 115%) a los admitidos mediante 
el acceso básico con DQCA. 
 
En definitiva, se han estudiado técnicas avanzadas de gestión de los recursos 
basadas en el diseño Cross-Layer, cuyos beneficios han sido evaluados en 
distintas condiciones de trabajo mediante simulaciones por ordenador. El 
posterior análisis de los resultados obtenidos ha permitido comprobar la 
bondad de las técnicas propuestas. Las virtudes más importantes de estas 
técnicas son su sencillez de implementación y los buenos resultados ofrecidos 
en cuanto al aprovechamiento de los recursos del sistema. 
 
Por todo ello, podemos afirmar que tras la realización  del presente trabajo de 
fin de carrera se han alcanzado plenamente los objetivos marcados en un 
principio. 
 
7.2 Consideraciones medioambientales 
El presente trabajo ha propuesto y analizado distintas técnicas de gestión de 
los recursos que no únicamente resultan beneficiosas para sistemas 
inalámbricos sino que su implementación  permite a su vez minimizar el 
impacto medioambiental de estos sistemas. Se ha demostrado que estas 
técnicas permiten hacer un uso más eficiente de recursos disponibles tales 
como el espectro electromagnético o la energía eléctrica. Su implementación 
puede redundar en una reducción del nivel de contaminación electromagnética 
y puede suponer grandes beneficios en términos de ahorro de energía. 
 
7.3 Líneas futuras de investigación 
 
A partir del trabajo realizado, se han abierto un conjunto de posibilidades sobre 
las que puede resultar de interés profundizar, y que a continuación se 
enumeran: 
 
· En primer lugar, en relación a la técnica CL2, queda como línea futura el 
posible estudio acerca de la óptima elección de la función de prioridad 
(VPi) que asigna las prioridades en la transmisión de datos entre los 
nodos del sistema. Un estudio detallado podría determinar si es posible 
hallar nuevas expresiones para esta función que permitan optimizar 
ciertos parámetros como el retardo o el throughput. 
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· Estudio del rendimiento de técnicas Cross-Layer sobre escenarios que 
consideren condiciones distintas a las estudiadas. En este sentido, 
puede resultar interesante analizar los siguientes aspectos: 
 
o Efecto de la probabilidad de error en el bit (BER) sobre las 
técnicas Cross-Layer, tanto en el canal ascendente como 
descendente. Utilización de mecanismos de codificación de canal. 
o Estudio de la afectación de la velocidad de los nodos sobre la 
eficiencia de técnicas Cross-Layer. 
o Estudio del efecto de hipotéticos mecanismos de control de 
potencia y su interacción con el diseño Cross-Layer. 
o Estudio de técnicas Cross-Layer sobre capas físicas 802.11x. 
Especial interés tiene la aplicación de ideas Cross-Layer sobre 
capas físicas basadas en OFDM como la 802.11g y la 802.11a. 
 
· Estudio de nuevas técnicas Cross-Layer que hagan uso de parámetros 
de capa física no contemplados en el presente trabajo como el tiempo 
de ocupación de las colas.  
 
· Estudio de nuevas técnicas Cross-Layer basadas en el uso de 
mecanismos de predicción de canal que permitan utilizar información del 
futuro en las interacciones Cross-Layer. 
 
· Análisis de distintos criterios de prioridad en la gestión de recursos 
compartidos por servicios con requerimientos de QoS distintos. La 
aplicación de técnicas Cross-Layer diferentes según los servicios puede 
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El protocolo ALOHA fue el primero que se utilizó en los sistemas de 
comunicaciones vía radio. ALOHA establece que, cuando un usuario tiene 
datos para transmitir, accede al canal y realiza la transmisión libremente. Si dos 
o más usuarios realizan una transmisión simultáneamente, se produce una 
colisión. El equipo receptor de la información debe notificar la correcta 
recepción de la misma mediante un mensaje de control. Cuando un usuario 
que ha transmitido sus datos no ha recibido dicho mensaje de control tras un 
determinado tiempo, debe suponer que se ha producido una colisión y 
reintentar la transmisión tras un tiempo de espera aleatorio. Este tiempo de 
espera aleatorio es necesario para reducir la probabilidad de que se produzcan 
nuevas colisiones. 
 
ALOHA ofrece un buen rendimiento cuando la carga de tráfico es pequeña sin 
embargo, es poco eficiente cuando la carga de tráfico aumenta ya que a 
medida que crece el número de colisiones, el número de retransmisiones 
aumenta y estas a su vez aumentan la carga de tráfico ofrecido, lo que genera 
más colisiones. Es por lo tanto, un protocolo inestable cuando la carga de 
tráfico ofrecido al sistema aumenta. Esta inestabilidad puede llegar a saturar el 
sistema y bloquear las transmisiones. 
 
Cabe destacar que existen dos versiones de ALOHA que pretenden mejorar su 
eficiencia: Slotted-ALOHA y R-ALOHA. El primero surge como mejora del 
ALOHA puro y permite duplicar el número máximo de paquetes transmitidos 
correctamente a partir de una segmentación del eje de tiempo. El segundo 
también divide el eje de tiempos en una sucesión de intervalos, unos 
destinados a la reserva de recursos y otros a la transmisión de datos. Es a su 
vez una mejora del Slotted-ALOHA. 
 
1.2 Carrier Sense Multiple Access (CSMA) 
 
CSMA y sus variaciones son mejoras basadas en el ALOHA puro. La idea 
principal es que los usuarios tratan de evitar las colisiones a partir de la 
escucha del canal antes de realizar una transmisión. Este método de acceso se 
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1.3 Inhibit Sense Multiple Access (ISMA) 
 
Este protocolo es una variación del CSMA y está especialmente pensado para 
adaptar las ideas de CSMA a entornos de transmisión por radio. En ISMA, los 
usuarios no escuchan el canal sino que reciben la información sobre su 
ocupación a través de un canal de control.  
 
ISMA no evita las colisiones en la transmisión ya que estás se producen 
cuando dos o más usuarios inician sus transmisiones al mismo tiempo 
haciendo uso de un recurso indicado como libre. 
 
1.4 Distributed Queueing Request Update Multiple Acces (DQRUMA) 
 
DQRUMA consiste en una extensión de R-ALOHA en la cual los intervalos de 
tiempo se dividen en minislots de acceso y en slots de transmisión de datos. 
Los usuarios solicitan recursos de transmisión mediante peticiones transmitidas 
en los mismos minislots mediante la técnica Slotted-ALOHA. Una entidad 
central (normalmente, una estación base) recibe las peticiones de todos los 
usuarios, las coloca en una cola y gestiona esta cola según un cierto algoritmo 
para asignar los permisos de transmisión adecuados a cada usuario. 
 
Es un mecanismo de gestión totalmente centralizado que permite a la estación 
base tener el control absoluto de las transmisiones. La aplicación de un 
algoritmo de gestión adecuado puede permitir dar prioridades a unas 
conexiones respecto a otras, aunque no elimina el problema de inestabilidad 
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ANEXO 2. MAC 802.11 
 
 
El protocolo MAC utilizado en el estándar 802.11 proporciona un acceso al 
medio equitativo compartido a través de dos mecanismos distintos: un 
protocolo de acceso de uso obligatorio basado en contención, llamado 
Distributed Coordination Function (DCF), y un protocolo basado en sondeo 
(polling), llamado Point Coordination Function (PCF). El mecanismo PCF 
raramente se utiliza en los dispositivos comerciales disponibles en el mercado 
actual así que nos centraremos en el mecanismo DCF, el cual es un protocolo 
MAC distribuido basado en la técnica CSMA/CA. 
 
Básicamente, el mecanismo DCF funciona de la siguiente manera: antes de 
iniciar una transmisión de datos, el nodo debe ‘escuchar’ el medio para 
determinar si está ocupado. Si el nodo detecta que el medio ha estado 
desocupado durante un tiempo superior a un intervalo denominado DIFS 
(Distributed Inter Frame Space), el nodo puede transmitir el paquete 
inmediatamente. Si en cambio, el nodo determina que el medio está ocupado, 
debe esperar hasta que esté desocupado para esperar entonces otro intervalo  
DIFS. Si el medio se mantiene desocupado, se inicia el procedimiento de 
backoff (cuenta atrás) seleccionando un valor para el contador de backoff. 
Mientras el medio está desocupado, el contador de backoff se va 
decrementando y cuando alcanza el valor 0, el nodo transmite su paquete. El 
procedimiento establecido por la DCF está representando en la figura 2.1 
mediante un diagrama. 






Fig. 2.1 Diagrama del proceso descrito por la Distributed Coordination Function (DCF) 
 
 
La prioridad en el acceso al medio se gestiona mediante el uso de intervalos de 
tiempo denominados Inter Frame Spaces (IFS), es decir, intervalos de tiempo 
entre transmisiones de paquetes consecutivas. El estándar define 4 tipos de 
intervalos IFS: Short IFS (SIFS), PCF IFS (PIFS), DCF IFS (DIFS) y Extended 
IFS (EIFS). El método de acceso básico haciendo uso de los intervalos IFS  




Fig. 2.2 Acceso al medio mediante DCF 
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El mecanismo básico de acceso puede ser ampliado haciendo uso del 
intercambio de paquetes denominados RTS/CTS (Ready To Send/Clear to 
Send). En este caso, tras conseguir el acceso al medio y antes de iniciar la 
transmisión de un paquete de datos, un pequeño paquete de control (RTS) es 
enviado al nodo destinatario anunciando la inminente transmisión. Este 
paquete es respondido por el nodo destinatario con otro pequeño paquete de 
control (CTS) que indica al emisor que el receptor está listo para recibir el 
paquete de datos. Ambos paquetes RTS y CTS contienen la longitud del 
paquete de datos y permiten que el resto de nodos conozcan durante cuánto 
tiempo el canal va a estar ocupado. Este mecanismo resuelve un problema 
común en redes WLAN, denominado The Hidden Terminal Problem o el 
problema del terminal oculto. 
 
 
 
 
 
 
 
