Abstract: The conventional Kalman filter gives an analytical expression for the spot estimate of the states, which is the mean of the assumed Gaussian distribution. Conventional Bayesian state estimators are developed under the assumption that the mean of the posterior of the states is the 'best' estimate.
INTRODUCTION
The field of state estimation has gained importance because of its applications in the area of process monitoring, tracking and control. It is essential to reconstruct the estimates of the state variables, which are important from the point of view of ascertaining the product quality and/or for process and performance monitoring. This is because in majority of the cases, it is either difficult to obtain reliable and noise-free measurements of these variables regularly or it is altogether not possible to measure the variable. Typically, only a few measurements from the process are available at regular intervals. Dynamic models, based on first-principles, are becoming a tool of choice to predict values of the process states, especially those which are difficult to measure. However, the process is affected by various kinds of unmeasured disturbances and the measurements obtained are corrupted by noise and hence the process model alone is not sufficient to obtain an accurate estimate of the state variables. It is, therefore, important to effectively combine the predictions of the dynamic model and the available measurements to construct accurate estimates of the states in presence of such unmeasured disturbances. The Bayesian approach (Gordon et al., 1993; Julier and Uhlmann, 2004; Djurić et al., 2003; Prakash et al., 2011a ) is a popular method for obtaining the state estimates, as it provides systematic and the most general approach to incorporate the effects of process and measurement uncertainties, for nonlinear processes with non-Gaussian process and measurement noise terms.
As a solution to the Bayesian state estimation problem, it is desired to obtain the optimal estimates of the state sequence x k {k = 1, 2, . . .}, given the process model and the measurements Y k = {y k : k = 1, 2, . . .}. The problem, therefore, seeks to construct the conditional probability 1 Corresponding author; email: slshah@ualberta.ca, Fax: +1-(780) 492 9388 density function p (x k |Y k ), which is conditioned on the data available upto the k th sampling instant. The 'optimal' estimate depends on the criteria used to measure the optimality. For example, minimum mean squared error (MMSE) estimators yield the conditional mean of the posterior, E [x k |Y k ], as the optimal estimate. The maximum a-posteriori (MAP) estimators seek to obtain the mode of the posterior, while the minmax state estimators yield the median as a point estimate (Chen, 2003) .
For general nonlinear systems, it is rarely possible to reconstruct the entire posterior pdf of the states. The solution to the Bayes' rule is, in general, analytically intractable (Daum, 2005) . Hence, suboptimal numerical approximations have been developed in the literature to approximate p (x k |Y k ). The extended Kalman filter (EKF) (Sorenson, 1985) , unscented Kalman filter (Julier and Uhlmann, 2004) , the ensemble Kalman filter (EnKF) (Evensen, 2007) and the particle filters (PF) (Gordon et al., 1993; Arulampalam et al., 2002; Djurić et al., 2003; Chen et al., 2004; Prakash et al., 2011b) are examples of such suboptimal algorithms. These algorithms yield a distribution of the posterior, either based on propagation of the statistical properties of the prior or as sample statistics obtained through Monte Carlo simulations.
While the state estimation algorithms yield the posterior distribution of the states, applications in state estimation require a single value (point estimate) of the states, arising from the distribution. The aim of the state estimation algorithm is to extract the optimal point from the available particles as the point estimate of the states. The EKF, UKF and EnKF have been developed as MMSE estimators. Therefore, these estimators yield the conditional mean of the posterior of the states, as the 'optimal' estimate. On the other hand, the PF attempts to approximate the entire pdf of the posterior. Using this approximated pdf, the desired optimal estimate (mean, median, mode) can be easily obtained.
However, the particles of the posterior offer more information about the possible estimate of the states, which is often not used to make a choice of the point estimate at a given sampling instant and/or over the trajectory of the state evolution. Selecting a point estimate solely based on any of the above criteria may always not be the best choice made. If the posterior has a Gaussian distribution, where the mean, median and mode coincide, the choice of any of the three criteria, mentioned previously, will lead to an identical estimate of the state. However, even if the posterior has a unimodal non-Gaussian distribution, the point estimate will vary according to the criteria selected (see Fig. 1 ). In the case where the posterior has a multimodal distribution (see Fig. 2 ), the mean may exist in a region of low probability density, while choosing the mode with the tallest peak may be misleading. This is because a higher probability density may not necessarily imply a higher probability of occurrence. Therefore, the point estimate obtained using either of these three criteria does not provide a complete picture about the quality of the state estimate. (Jain et al., 1999) are widely used in the area of pattern recognition (Ding et al., 2002; Jiang et al., 2004) and fault detection and diagnosis (Kresta et al., 1991; Chiang et al., 2000; Detroja et al., 2006) to classify various operating regimes based on certain features of the process, characteristic to the particular regime. By classifying the data based on certain characteristics into its associated group, it can be then used to analyse the condition of the process. Clustering techniques can be divided into two types-hierarchical clustering and nonhierarchical clustering. Hierarchical clustering approaches create a hierarchy of operations, in which the clusters are either broken into smaller parts in stages (divisive approach) or are agglomerated in stages (agglomerative approach) based on a metric of dissimilarity. Non-hierarchical clustering approaches, on the other hand, simultaneously partition the data into various groups, having no hierarchical relation between them. In this work, non-hierarchical clustering approaches are used for grouping of the particles of the posterior into clusters centred around the modes of the pdf. This is because the number of modes in the posterior distribution are not known a-priori. Shenoy et al. (2011) have demonstrated that k-means clustering can be used to identify the number of modes in the posterior distribution. The analysis is based on assigning the particles of the posterior into various clusters. Thus, instead of solely relying on the optimality criteria, the question of extracting the optimal point estimate is addressed by analysing the cloud of particles available from the approximated posterior of the states. Shenoy et al. (2011) also recommend incorporating process knowledge into extracting the appropriate mode from the distribution. For example, the continuity of the process should be maintained and, therefore, all estimated states and parameters should be consistent with their physical limits. Other approaches have also suggested constrained state estimation by using truncated distributions (Prakash et al., 2010) .
In this work, two approaches are proposed to analyse the posterior distribution of the states. The first approach is based on minimising the norm of the error between true measurements and measurements predicted using the filtered states, from each mode obtained from the clustering approach. The second approach is based on the density of each cluster. The focus in this work is restricted to the use of Monte Carlo (MC) based state estimators only, in particular the EnKF and the PF (and their constrained versions). The reason for this choice is that these state estimators do not make any assumption about the conditional distribution of the posterior of the states. Hence, the MC particles of the posterior can be used for further analysis and extract a spot value of the state estimate, which is consistent with the physical behaviour of the process.
The nonlinear model, for a continuous process, used for simulations and developing the state estimator is given as follows 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012
where, w k represents the random process disturbances and v k represents the measurement noise. It is assumed that the pdf s of w k and v k are known.
The paper is organised as follows-Section 2 discusses the conventional forms of the two widely used MC-based state estimators, namely the EnKF and the PF. Two methods that can be used to extract meaningful estimates of the state, with the help of benchmark simulation case studies, are described in Sections 3 and 4. Finally, Section 5 provides a brief overview of the results obtained and the further directions possible in this work.
PARTICLE-BASED STATE ESTIMATION ALGORITHMS
In this section, the two most popular particle-based state estimation algorithms -the EnKF and particle filter-are described briefly.
Ensemble Kalman Filter
The EnKF belongs to a class of particle filters, in which the statistical properties of the estimates are generated using Monte Carlo sampling. The EnKF works on the assumption that the statistics of the observed states can be sufficiently well described by their first two moments, i.e. the mean and covariance. The EnKF is initialised by sampling N p particles,x (i) 0
: i = 1, 2, . . . , N p , from an assumed distribution, with meanx 0 . At every sampling instant, ensembles of the process noise, w k , and measurement noise, v k , are drawn from their respective known distributions. The particles,x (i) k−1|k−1 , are propagated as followsx
The sample mean and covariances of these particles are then computed as followŝ
The observer gain is obtained as
The filtered estimates of the particles obtained, via the update stage, arê
Finally, the point estimate of the filtered ensembles is computed as a mean of the filtered particles.
In cases where it is necessary to impose constraints on the state estimates, so that they are consistent with the physical limits, Prakash et al. (2010) have proposed a constrained EnKF (C-EnKF) . In the C-EnKF, the prediction step is identical to the unconstrained EnKF. The measurement update of the state ensembles is obtained as a solution of the following constrained optimisation problem
It should be noted that if the states are close to their constraints, then the posterior of the states has a truncated distribution. Hence, the ensembles of the initial states, too, may need to be randomly drawn from a truncated distribution. Prakash et al. (2010) provide a detailed procedure to draw random samples from a truncated distribution.
Particle Filter
The particle filter attempts to reconstruct the entire distribution of the posterior, using Bayes' rule
Since the exact analytical expression for recursive propagation of the posterior density is difficult to obtain for nonlinear systems, the PF attempts to obtain these through numerical Monte Carlo simulations. The PF approximates the posterior density, p (x k |Y k ), as a weighted sum of a random set of particles of the states x (i)
where, δ [·] denotes the Dirac delta function. The weights can be viewed as approximations relative to the posterior probabilities of the particles. Since the posterior density is rarely completely known, it is not possible to draw samples from this density. Hence, an importance density, q x
proposed as an approximation to draw the particles. The weights are then computed to compensate for the difference between the true posterior density and the importance density used to sample the particles 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012
The estimate of the state is then constructed as the weighted sum of the particles
CLUSTER ANALYSIS TO EXTRACT SPOT VALUE
In this section, the two approaches for analysing the posterior distribution, and selecting a spot value of the state estimates, are described in detail. The analysis of the posterior is carried out after the update step in the state estimator at every sampling instant. For both the analysis, the particles of the posterior are grouped into various clusters. Let the number of such clusters be n c , with their centroids c j : j = 1, 2, . . . , n c . It should be noted that the spot value of the state estimate is not evaluated using Eq. 11 for the EnKF and Eq. 18 for the PF.
Innovations based approach
In this approach, a prediction of the outputs is obtained using each of the centroids. Let
where, j = 1, 2, . . . , n c . The innovations of each prediction are computed as e k,j = y k −ŷ k,j (20) The accuracy of the predictions is ascertained from the two-norm of the innovations. The centroid corresponding to the innovations which have the minimum two-norm is then selected as a point estimate of the state.
Cluster density based approach
This approach is applied in different ways for the EnKF and the PF. After the n c clusters are obtained, the density of the cluster is obtained as follows. Since the EnKF assigns equal weight for each particle, the density of the clusters is based on the number of particles that each cluster has. A cluster with the largest number of particles is considered to be dense, compared to the others. The centroid of this 'dense' cluster is selected as the spot value of the state estimate.
In the PF algorithm, each particle has a weight w (i) associated with it. After the clusters and their centroids are obtained, the sum of the weights associated with the particle is obtained for each cluster. The centroid of the cluster, which has the highest cumulative sum of the weights is chosen as the spot value of the state estimate.
where, n e,j indicates the number of elements in the j th cluster.
ILLUSTRATIVE EXAMPLES

Example 1: Isothermal batch reactor
Consider the following two gas-phase reversible reactions taking place in a well-mixed, isothermal reactor (Haseltine and Rawlings, 2005 )
The process is modelled by the following equationṡ 
In this work, it is assumed that the posterior has at most two dominant modes, or the data falls into two main clusters. At each sampling instant, the particles of the posterior are clustered using the k-means algorithm and the cluster centres are identified. At k = 10, the histogram of the posterior of the states, obtained using the C-EnKF, is as shown in Fig. 3 . However, from the figure, it is not easy to ascertain that C A and C B have a non-Gaussian distribution. Hence, the approximate conditional pdf of the posterior of C A and C B are shown in Fig. 4(a) and Fig. 4(b) . The two figures indicate that the posterior has a bimodal distribution. The spot value of the state estimates are then obtained using both, the innovationsbased approach and the cluster-density based approach. The average RMSE values of the state estimation error, obtained after fifty runs of the simulations, for both the methods, using the C-EnKF and SIR-PF, are given in 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 Table 1 . From the table it can be seen that, for both the state estimators, the cluster-density based approach performs better than the innovations-based approach (in terms of the RMSE values), over the entire run. and their approximate pdf, indicating a non-Gaussian, multi-modal distribution 
Example 2: Two-state gas phase reactor
Consider the gas-phase irreversible reaction taking place in a well-mixed, constant-volume, isothermal batch reactor (Rawlings and Bakshi, 2006) 2A → B (32) The process equations are given by the following differential equations dp 
The conditional pdf of the posterior, obtained using the SIR-PF, is shown in Fig. 5 . From the figure, it can be seen that there are instants when the posterior has a multimodal distribution. It is, however, difficult to ascertain the bimodal nature of the distribution of p A and p B . Hence, the posterior of p A and p B , at t = 2.0, are shown in Fig. 6(a) and Fig. 6 (b) along with the approximate pdf, which indicates the occurrence of a bimodal distribution. In this work it is assumed that the distribution is at-most bimodal. The clusters were formed from the particles of the posterior using the k-means algorithm and their respective cluster centres were identified. The spot value of the state estimates were then obtained using both methodsinnovations and cluster-density based spot estimates. The average RMSE values of the state estimates are shown in Table 2 . From the table it can be seen that when the C-EnKF is used for state estimation, the cluster-density based approach performs better than the innovationsbased approach. However, when the SIR-PF is used for state estimation, the performance of the innovations-based Through benchmark simulation case studies, it has been shown that a multi-modal posterior can occur in physically relevant processes. Though the exact reason for the occurrence of a multi-modal distribution cannot be found, it may arise due to the nature of random sampling from truncated distributions or the disturbances affecting the process or nonlinearity of the process or any combination of the above.
In this work, two approaches were presented that use the analysis of the posterior to give a spot value of the state estimates. One approach relies on selecting the mode based on the minimum two-norm of the innovations obtained from each mode. The cluster-density based approach selects a cluster centroid based on the 'density' of the cluster. These approaches of selecting the spot value of the state estimate are particularly useful when the distribution of the posterior is multi-modal. In case of a unimodal distribution, which might lead to the clustering algorithm showing only a single cluster, the innovations based approach can be used to choose the appropriate spot value between the mean, median and mode. It was also seen that the performance of each approach is dependent on the type of state estimator used. However, with the limited simulation results available, it is not clear whether this dependency is caused by features of the state estimator, such as the number of particles used or the procedure for resampling the particles of the posterior in the PF algorithm. Currently, work is in progress to investigate the reasons behind why one approach performs better than the other in different applications. Moreover, the performance of a particular approach is problem specific and with the limited results available, there is no definite conclusion to be drawn about the efficacy of each approach.
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is to devise an algorithm that can decide upon the possible number of modes in the posterior distribution, at every sampling instant. This will then help in aggregating the posterior more effectively, thereby reducing the possibility of misclassification. Further work is necessary to make use of the process knowledge and devise better criteria for choosing the spot value of the state estimates.
