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“MODELO DE PLANIFICACIÓN Y EJECUCIÓN CONCURRENTE PARA LA 
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PARCIALMENTE OBSERVABLES” realizada por el estudiante de: Jaime 
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Artificial. 
 
Las contribuciones más significativas tanto conceptuales como aplicadas se 
resumen a continuación: 
 En lo conceptual, se desarrolló y especificó un modelo de planificación y 
ejecución concurrente para soportar la composición de servicios Web 
semánticos el cual maneja de manera conjunta los siguientes aspectos: 
1. La observabilidad parcial del estado de la Web y 
2. La adquisición progresiva de la información esencialmente requerida 
del estado actual de la Web relacionada con el dominio del problema 
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 Como investigación aplicada, se desarrolló un sistema prototipo de 
planificación y ejecución concurrente llamado INDYGO que permite la 
composición en línea de servicios Web semánticos, enfrentando 
conjuntamente una serie de problemas asociados a esta tarea haciendo 
uso de un enfoque orientado a servicios. 
 Adicionalmente, se diseñó y desarrolló una versión XML del lenguaje de 
definición de problemas PDDL, llamado XSPDDL el cual implementa 
aspectos de validación haciendo uso del XPath. 
 Se propuso y desarrolló un mecanismo de traslación entre los lenguajes 
estándar de los servicios Web semánticos OWL y OWL-S a una formulación 
de un problema de planificación en XSPDDL. Así mismo se diseño y 
desarrollo un mecanismo integrado de invocación y monitoreo de servicios 
Web. 
 Para completar todo el proceso, se realizó la evaluación del sistema de 
planificación y ejecución concurrente desarrollado que permite la 
composición en línea de servicios Web semánticos. Para tal fin, se 
implementó un ambiente de pruebas basado en los lenguajes OWL y OWL-
S, orientados a la composición de servicios. 
 
Finalmente, cabe resaltar el esfuerzo realizado por el estudiante para lograr una 
amplia difusión de los resultados obtenidos durante el desarrollo de la tesis de 
doctorado tanto en revistas indexadas, de las prestigiosas sociedades ACM 
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publicaciones se encuentran 11 internacionales y 9 nacionales. Igualmente, se 
debe destacar la creación de comunidad académica realizada por el estudiante de 
doctorado, ya que a partir de su tópico de investigación logró formular y dirigir 5 
tesis de maestría en Ingeniería de Sistemas, así mismo formular y dirigir 3 
proyectos de investigación. 
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Resumen 
 
Los servicios Web (SW) son componentes de software que pueden ser expuestos 
sobre Internet e invocados a través de protocolos estándar. Incorporar semánticas 
a los SW, tiene como objetivo describir los aspectos semánticos, además de los 
sintácticos de los propios servicios. Tales descripciones permiten a los 
componentes de software interactuar automáticamente a fin de lograr 
determinadas metas, como la composición de servicios, en servicios más 
complejos. Sin embargo, la composición automática de servicios, no es una tarea 
trivial. Varias investigaciones han sido y se están realizando en este campo, 
planteado distintos modelos y prototipos aplicando diferentes técnicas en el intento 
de alcanzar la composición automática. A pesar de lo exitosas que puedan ser 
estas aproximaciones, aún se caracterizan por no enfrentar conjuntamente 
algunos factores inherentes a la composición de SW, como son el entorno 
parcialmente observable, el comportamiento dinámico de los servicios y las 
restricciones de tiempo en las respuestas de composición.  
 
Un promisorio enfoque orientado a este fin, es el liderado por la comunidad de la 
Inteligencia Artificial (IA), la cual enfrenta la composición de servicios Web 
mediante la aplicación de técnicas de planificación en IA. Sin embargo, las 
características propias al dominio de los servicios Web: entorno parcialmente 
observable, comportamiento dinámico de los servicios y las restricciones de 
tiempo en la respuesta de composición hacen que los planificadores clásicos no 
sean la mejor opción para la resolución de este tipo de problemas, por lo que se 
requiere de la aplicación de nuevas técnicas de planificación. En este trabajo de 
tesis de doctorado, se propone un modelo que permita llevar a cabo la 
composición automática de Servicios Web Semánticos (SWS), integrando 
concurrentemente procesos de planificación y ejecución con restricciones de 
tiempo. De esta forma, se adquiere progresivamente solo la información 
esencialmente requerida del estado actual de la Web limitando la respuesta (un 
plan de composición), a un período de tiempo especificado, superando 
conjuntamente, dificultades propias del dominio del problema como las antes 
mencionadas. Adicionalmente, a fin de acceder a la información semántica de los 
servicios  (cuyas descripciones se encuentran especificadas en OWL-s) y 
ejecutarlos de manera automática, se plantea la implementación de un módulo 
traductor de especificaciones OWL a XSPDDL. 
 
PALABRAS CLAVES: Servicios Web Semánticos, Planificación IA, Composición 
Automática de Servicios Web Semánticos, Planificación y Ejecución Concurrente. 
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1.  
Capítulo 1   
 
Introducción 
 
 
1.1 Motivación  
 
Los servicios Web son aplicaciones de software independientes de la plataforma 
que exportan una descripción de su funcionalidad y la hacen disponible usando 
tecnologías estándar de Internet. Los servicios permiten desarrollar un gran 
conjunto de actividades, desde requerimientos simples hasta procesos de 
negocios complejos. En otras palabras, ellos representan una nueva forma de  
utilizar la Web, mediante un soporte rápido y de fácil interoperación de 
aplicaciones distribuidas heterogéneas con bajo acoplamiento y fácilmente 
reutilizables. Esta es una razón por la que muchas compañías y organizaciones 
los están implementando en el corazón de sus negocios y empleándolos con otras 
aplicaciones de servicios externos sobre la Web. 
 
Sin embargo, la tecnología que soporta el paradigma de los servicios Web (como 
WSDL [WSDL 2005] y UDDI [UDDI 2000]), carece de semánticas necesarias para 
que las máquinas puedan hacer de manera autónoma un uso efectivo de esta 
tecnología. Una solución a esta carencia de semánticas es el objetivo principal de 
la Web Semántica. Su objetivo es dar estructura a la Web actual por medio de 
anotaciones semánticas definidas a través de lenguajes como RDF [RDF 2004] y 
OWL [OWL 2004]. Esto hará posible que las máquinas y las personas se puedan 
colaborar de manera más eficaz. La integración de la visión de la Web semántica y 
los servicios Web permitió el surgimiento de los Servicios Web Semánticos (SWS), 
los cuales apoyados en lenguajes que incluyen OWL-S [OWL-s 2006] y WSMO 
[WSMO 2005] permitierón utilizar las anotaciones semánticas para hacer frente de 
manera más eficiente las tareas relacionadas con los servicios, tales como el 
descubrimiento, la composición y la ejecución por enumerar algunas. 
 
Cuando se hace referencia a la composición, ésta generalmente está relacionada 
con la situación en la que un requerimiento de un cliente no puede ser satisfecho 
por un servicio disponible, pero un servicio compuesto, obtenido al combinar 
diferentes servicios puede ser usado. Bajo el enfoque de los SWS, una serie de 
técnicas de composición se han investigado, las cuales van desde soluciones 
manuales y semi-automáticas que hacen uso de herramientas gráficas de autoría  
hasta soluciones automáticas basadas en técnicas como la Planificación en 
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Inteligencia Artificial. A pesar de lo exitosas y aplicables que puedan ser las 
soluciones bajo las técnicas de planificación IA, éstas aún se caracterizan por no 
enfrentar de manera conjunta algunos factores inherentes a la composición de 
servicios Web (ver sección 2.3).  
 
Por lo anterior, el propósito fundamental de esta tesis se centra en la composición 
automática de servicios Web semánticos y en el estudio de cómo enfrentar de 
manera conjunta dos problemas específicos inherentes a ella como son; la 
observabilidad parcial del estado de la Web y el adquirir progresivamente sólo la 
información esencialmente requerida del estado actual de la Web relacionada con 
el dominio del problema específico a solucionar y por último, el tratar con el 
comportamiento indeterminado de los servicios Web. El primer problema está 
relacionado con el hecho de que el marcado semántico de los servicios permite al 
mecanismo de composición conocer de manera a priori algunos aspectos 
relevantes de los servicios Web tales como los tipos de datos, sus precondiciones 
y efectos y las comunicaciones manejadas por los servicios, sin embargo, no es 
posible conocer el estatus interno de los propios servicios y sus variables. El 
segundo problema está relacionado con el hecho de que en la Web existen 
diferentes servicios que realizan la misma funcionalidad pero requirieren a su vez 
para su invocación entradas de información no relevantes al dominio, por lo cual 
se hace necesario que el mecanismo de composición sea capaz de identificar 
cuáles servicios son los que menos información requieren en su invocación para 
minimizar posibles nuevos requerimientos de servicios web de información para 
encontrar una solución al problema de composición.  
 
Pese a la existencia de diversas aproximaciones bajo el enfoque de la en 
planificación IA que permiten resolver los anteriores problemas por separado, no 
todas podrían resolverlos de forma conjunta. Una técnica que permitió enfrentar 
ambos problemas en otros dominios tales como la robótica y el manejo de plantas 
industriales es la técnica de planificación y ejecución concurrente, donde las 
etapas de planificación y ejecución se realizan en paralelo para abordar el 
problema de la observabilidad parcial del entorno permitiendo durante el proceso 
de planificación adquirir progresivamente la información requerida del entorno para 
solucionar el problema específico a resolver (ver sección 2.1.7). Es por lo anterior 
que en esta tesis se optó por esta aproximación para llevar a cabo la composición 
de servicios Web semánticos enfrentando de manera conjunta los anteriores 
problemas, la cual se soporta para caracterizar la composición en el uso de 
ontologías del dominio y en la descripción funcional de los servicios Web 
considerándolos como procesos atómicos con precondiciones, efectos y 
parámetros de entrada y salida. 
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1.2 Preguntas de Investigación 
 
La pregunta general de investigación que esta tesis trata de responder es la 
siguiente: 
 
¿Cómo se puede implementar un Modelo de Planificación y Ejecución 
Concurrente para la Composición de Servicios Web Semánticos en línea que 
enfrente de manera integrada los problemas de la observabilidad parcial del 
estado de la Web y el adquirir progresivamente sólo la información esencialmente 
requerida del estado actual de la Web relacionada con el dominio del problema 
específico a solucionar? 
 
Con el fin de poder dar una respuesta a la anterior pregunta, se define un conjunto 
de preguntas de investigación que abordan el problema en detalle. 
 
Pregunta 1: ¿Cómo caracterizar la composición de Servicios Web Semánticos de 
manera que enfrente las limitaciones encontradas? 
 
De esta pregunta surgen los siguientes interrogantes: 
 
• ¿Cómo caracterizar semánticamente la composición de servicios Web con 
sus respectivos problemas? 
• ¿Cómo especificar la composición de servicios Web con sus problemas 
asociados bajo un paradigma de planificación y ejecución concurrente? 
• ¿Cómo trasladar la caracterización semántica de la composición de 
servicios a una caracterización bajo un paradigma de planificación y 
ejecución concurrente? 
• ¿Cómo se puede obtener y representar semánticamente la solución del 
problema de composición obtenida desde el modelo de planificación y 
ejecución concurrente? 
 
Pregunta 2: ¿Cómo diseñar y desarrollar un modelo de planificación y ejecución 
concurrente que permita llevar a cabo la composición de Servicios Web 
Semánticos teniendo en cuenta todos los requerimientos asociados a ésta? 
 
De esta pregunta se derivan los siguientes interrogantes: 
 
• ¿Cómo sería la arquitectura del modelo que implemente una técnica de 
planificación y ejecución concurrente y maneje la caracterización semántica 
de un problema de composición de servicios Web y su respectiva solución 
con los requerimientos identificados en ésta? 
• ¿Cómo sería el algoritmo de planificación y ejecución concurrente que 
permita llevar a cabo la Composición de Servicios Web Semánticos con sus 
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requerimientos asociados? 
 
Pregunta 3: ¿Cómo implementar un ambiente de prueba (prototipo) basado en 
una arquitectura orientada a servicios donde se desarrollen componentes de 
software que requieran, provean y compongan servicios haciendo uso del modelo 
de planificación y ejecución concurrente propuesto con el fin de generar un 
ambiente para valorar el desempeño del modelo propuesto? 
 
De esta pregunta se desprenden los siguientes interrogantes: 
 
• ¿Cómo diseñar una arquitectura orientada a servicios donde se 
desarrollarán componentes de software que requieran, provean y 
compongan servicios la cual haga uso del modelo de planificación y 
ejecución concurrente propuesto? 
• ¿Cómo implementar la arquitectura orientada a servicios diseñada? 
 
Pregunta 4: ¿Cómo validar el modelo de planificación propuesto mediante la 
utilización de casos de prueba con el fin de medir sus fortalezas y debilidades? 
 
De la pregunta anterior se derivan los siguientes interrogantes: 
 
• ¿Cuáles pruebas de validación del modelo son adecuadas para identificar 
las fortalezas y debilidades del modelo propuesto? 
• ¿Cómo realizar las pruebas de validación del modelo? 
• ¿Es posible realizar un análisis las fortalezas y debilidades del modelo a 
partir de las pruebas de validación realizadas? 
 
 
1.3 Objetivos de la Tesis 
 
El objetivo general de esta tesis es proponer un modelo de planificación y 
ejecución concurrente que le permita llevar a cabo la composición de servicios 
Web Semánticos en línea, incluyendo de manera integrada tanto el manejo de 
procesos y de datos como el adquirir progresivamente solo la información 
esencialmente requerida del estado actual de la Web relacionada con el dominio 
del problema específico a solucionar. Lo anterior permitirá enfrentar el problema 
de la observabilidad parcial del estado de la Web. 
 
Los objetivos específicos que se derivan del objetivo general son: 
 
1. Caracterizar de manera precisa el problema de la composición de servicios 
Web semánticos, incluyendo de manera integrada el manejo de procesos y 
de datos, teniendo en cuenta que el estado de la Web es parcialmente 
observable. 
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2. Diseñar y desarrollar un modelo de planificación y ejecución concurrente 
que le permita llevar a cabo la composición de servicios Web Semánticos 
en línea, para adquirir progresivamente solo la información esencialmente 
requerida del estado actual de la Web relacionada con el dominio del 
problema específico a solucionar, lo cual permitirá enfrentar el problema de 
la observabilidad parcial del estado de la Web. 
3. Implementar un ambiente de prueba (prototipo) basado en una arquitectura 
orientada a servicios donde se desarrollarán componentes de software que 
requieran, provean y compongan servicios. Dicha arquitectura hará uso del 
modelo de planificación y ejecución concurrente propuesto con el fin de 
generar un ambiente para valorar el desempeño de dicho modelo. 
4. Validar el modelo de planificación propuesto mediante la utilización de 
casos de prueba con el fin de medir sus fortalezas y debilidades. 
 
 
1.4 Metodología Utilizada 
 
Durante el desarrollo de esta tesis, surgió la motivación de extender el alcance del 
modelo de planificación y ejecución concurrente planteado en el objetivo general 
de esta tesis para tratar con problemas adicionales identificados durante el 
proceso de composición. Es así como este modelo se extendió para enfrentar tres 
nuevos problemas a los ya planteados (ver sección 2.1.8), los cuales son: 
 
• El comportamiento indeterminado de los servicios.  
• El cambio de objetivos mientras se realiza la tarea de composición. 
• El manejo de restricciones en los tiempos de respuesta del mecanismo de 
composición. 
 
Basándose en lo anterior, a lo largo de esta tesis, la metodología que se empleó 
siguió dos puntos de vista: el teórico y el aplicado; por lo que se realizó en dos 
fases: La primera fase estuvo enmarcada en el aspecto teórico de esta tesis y 
contempla inicialmente la identificación de los elementos del dominio de los 
servicios Web requeridos para caracterizar de manera precisa la composición en 
línea de servicios Web semánticos, que incluye de manera integrada el problema 
de la observabilidad parcial del estado de la Web en asocio con el adquirir 
progresivamente solo la información esencialmente requerida del estado actual de 
la Web relacionada con el dominio del problema específico a solucionar, tratar con 
el comportamiento indeterminado de los servicios, tratar con el cambio de 
objetivos mientras se realiza la tarea de composición y el manejar restricciones en 
los tiempos de respuesta del mecanismo de composición. Luego, se diseñó y 
desarrolló un modelo de planificación y ejecución concurrente que permite llevar a 
cabo la composición en línea de servicios Web Semánticos enfrentando al mismo 
tiempo los problemas asociados a ésta. 
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La segunda fase del proyecto desde el punto de vista aplicativo, consistió en 
Implementar un ambiente de prueba (prototipo) basado en una arquitectura 
orientada a servicios donde se desarrollan componentes de software que 
requieren, proveen y componen servicios. Dicha arquitectura usa el modelo de 
planificación y ejecución concurrente propuesto con el fin de generar un ambiente 
para valorar el desempeño de dicho modelo. Por último, se validó el modelo de 
planificación propuesto mediante la utilización de casos de prueba con el fin de 
medir sus fortalezas y debilidades. 
 
En detalle la metodología seguida en este trabajo de tesis se dividió en cuatro 
etapas principales, agrupadas en dos fases asociadas con la parte de 
investigación teórica y la parte de investigación aplicada de este trabajo de tesis. 
Así mismo cada etapa se subdividió a su vez en diferentes actividades. A 
continuación se explica brevemente cada una de ellas. 
 
FASE 1: Desarrollo de Investigación Teórica 
 
Etapa 1.1: Caracterización de la Composición en línea de Servicios Web 
Semánticos bajo los problemas identificados. 
 
Se definió el mecanismo de especificación del dominio de la Web semántica y del 
problema de Composición de Servicios Web semánticos mediante el uso de las 
respectivas ontologías utilizando el lenguaje OWL. Así mismo se definió la 
especificación de los servicios Web Semánticos haciendo uso de la definición 
funcional que brinda el Service Profile del OWL-S.  
 
Adicionalmente se identificaron y definieron formalmente bajo un problema de 
planificación y ejecución concurrente los elementos que componen un modelo de 
composición en línea de Servicios Web Semánticos, el cual incluye de manera 
integrada el problema de la observabilidad parcial del estado de la Web en asocio 
con el adquirir progresivamente solo la información esencialmente requerida del 
estado actual de la Web relacionada con el dominio del problema específico a 
solucionar. En esta actividad también se consideraron los nuevos problemas 
adicionales asociados a la composición tales como el tratar con el comportamiento 
indeterminado de los servicios, tratar con el cambio de objetivos mientras se 
realiza la tarea de composición y el manejar restricciones en los tiempos de 
respuesta del mecanismo de composición. 
 
El resultado de esta etapa se ve más detalladamente en el capítulo 3. Las 
actividades en esta etapa aportan directamente al cumplimiento del primer objetivo 
consistente en caracterizar de manera precisa la composición en línea de 
Servicios Web Semánticos, que incluye de manera integrada el manejo de los 
problemas asociados a la composición de servicios Web. 
 
Etapa 1.2: Diseño y desarrollo de un modelo de planificación y ejecución 
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concurrente que le permita llevar a cabo la composición en línea de Servicios Web 
Semánticos bajo los problemas identificados. 
 
Se definió la arquitectura del modelo de planificación y ejecución concurrente que 
tiene en cuenta la caracterización de la Web semántica funcional para realizar  el 
proceso de composición en línea de servicios Web semánticos el cual incluye de 
manera integrada el manejo de los problemas identificados durante la 
composición. 
 
Se diseñó y desarrolló una versión XML del lenguaje de definición de dominios de 
planificación PDDL 2.1 llamado XSPDDL, el cual permite la especificación de 
problemas de planificación y representación del plan solución bajo un enfoque 
más cercano a la Web. 
 
Adicionalmente se diseñó y desarrolló los algoritmos que implementan la técnica 
de planificación y ejecución concurrente que permite llevar a cabo la composición 
en línea de Servicios Web Semánticos manejando de manera integrada los 
problemas asociados a la composición. 
 
Por último, se diseñó y desarrolló un traductor de especificaciones de un 
requerimiento de composición bajo el enfoque de la Web semántica a un problema 
de planificación y de manera inversa su solución (plan de composición) desde el 
ambiente de planificación al enfoque de la Web Semántica. Este permite tomar las 
especificaciones del entorno de la Web y el requerimiento de composición que 
utiliza ontologías en OWL al igual que las especificaciones de los servicios Web 
semánticos OWL-S y las traduce en especificaciones de un problema de 
planificación. Así mismo, este traductor permite extraer el plan de composición 
ejecutado en una especificación de un proceso compuesto bajo el enfoque de la 
Web semántica usando el OWL-S. 
 
El resultado de esta etapa es explicado más detalladamente en el capítulo 4. 
Todas las actividades de esta etapa están orientadas a cumplir con el segundo 
objetivo consistente en diseñar y desarrollar un modelo de planificación y 
ejecución concurrente que le permita llevar a cabo la composición en línea de 
Servicios Web Semánticos enfrentando conjuntamente los problemas identificados 
asociados a la composición. 
 
FASE 2: Desarrollo de Investigación Aplicada 
 
Etapa 2.1: Implementación de un ambiente de prueba (prototipo) 
 
Se implementó un ambiente de prueba (prototipo) llamado INDYGO  el cual está 
basado en una arquitectura orientada a servicios donde se desarrollaron 
componentes de software que requieren, proveen y componen servicios bajo el 
modelo de planificación y ejecución concurrente propuesto con el fin de generar un 
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ambiente para valorar su desempeño. 
 
En el capítulo 5 se detalla el los aspectos relacionados con el desarrollo del mismo 
junto a las características principales de la respectiva implementación. Todas las 
actividades de esta etapa están orientadas a cumplir con el tercer objetivo 
consistente en implementar un ambiente de prueba (prototipo) con el fin de 
generar un ambiente para valorar el desempeño de dicho modelo. 
 
Etapa 2.2: Validación del modelo de planificación propuesto 
 
Esta etapa incluyó la evaluación experimental del modelo de composición 
propuesto INDYGO usando ejemplos de dominios identificándose las fortalezas y 
debilidades del modelo. Para tal fin se implementó un BenchMark en el dominio de 
compras y en el problema del satélite extraído de las competencias del ICAPS 
sobre el cual se implementaron las diferentes evaluaciones. 
 
Los resultados de esta etapa se ven más detalladamente en el capítulo 6. Las 
actividades de esta etapa están orientadas a cumplir con el cuarto objetivo 
consistente en validar el modelo de planificación propuesto mediante la utilización 
de casos de prueba con el fin de medir sus fortalezas y debilidades. 
 
 
1.5 Contribuciones Principales Alcanzadas 
 
La Primera y Principal contribución de esta tesis es el desarrollo y 
especificación de un modelo de planificación y ejecución concurrente para 
soportar la composición de servicios Web semánticos el cual maneja de manera 
conjunta los siguientes aspectos: 
1. La observabilidad parcial del estado de la Web y 
2. La adquisición progresiva de la información esencialmente requerida del 
estado actual de la línea Web relacionada con el dominio del problema 
específico a solucionar.  
Adicionalmente, como valor agregado este modelo permite también el manejo de 
los siguientes aspectos no contemplados en los objetivos de la propuesta inicial de 
tesis: 
 1. Tratar con el comportamiento indeterminado de los servicios,  
 2. Permitir el cambio de objetivos mientras se realiza la tarea de composición y  
 3. Permitir el manejo de restricciones en los tiempos de respuesta del mecanismo    
de composición.  
 
Otras contribuciones específicas de esta tesis se listan a continuación: 
 
Segunda Contribución: Desarrollo de un sistema prototipo de planificación y 
ejecución concurrente llamado INDYGO que permite la composición en línea de 
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servicios Web semánticos enfrentando conjuntamente una serie de problemas 
asociados a esta tarea utilizando un enfoque orientado a servicios.  
 
Las características básicas de este sistema prototipo se detallan a continuación. 
En primer lugar, el sistema utiliza para la presentación externa de los servicios 
Web existentes el lenguaje para la especificación de servicios Web Semánticos 
OWL-S en asocio con el lenguaje XSPDDL desarrollado para esta tesis, mientras 
que, internamente en el ambiente de planificación, los servicios se presentan 
como acciones. Así mismo, de manera externa bajo el enfoque de la Web 
Semántica la definición del entorno y el problema de composición se definen por 
medio de ontologías en OWL. La traducción de los servicios OWL-S y las 
ontologías OWL del entono y del problema de composición al ambiente de 
planificación mediante la especificación del dominio y problema de planificación se 
detalla en el Capítulo 5.  
 
En segundo lugar, la composición en línea de Servicios Web Semánticos se lleva 
a cabo como resultado de la interacción de sus componentes de planificación y 
ejecución los cuales actuando concurrentemente intercambian mensajes para el 
envío de especificaciones de acciones a ejecutar desde el planificador al ejecutor 
y solicitudes de la siguiente acción a ejecutar y la notificación de eventos 
inesperados desde el ejecutor al planificador.  
 
Esta interacción se lleva a cabo hasta que:  
1. El usuario decide detener la ejecución el sistema o hasta que  
2. Se alcancen todos los objetivos, donde el sistema retorna una notificación al       
usuario de esta situación junto a su respectivo plan de composición 
especificado como un servicio Web compuesto OWL-S y una ontología del 
estado resultante de la ejecución de dicho plan o hasta que  
3. Ocurre un error al interior del sistema, el cual consiste en no encontrar un plan 
solución ó en un tipo de excepción interna del propio sistema. En cualquier caso 
el sistema retorna una notificación al usuario de la respectiva situación de error. 
 
En tercer lugar, el sistema enfrenta cada uno de los diferentes problemas 
identificados mediante el uso de las siguientes soluciones:  
1. Para la observabilidad parcial del estado de la Web se utilizó acciones de 
sensado y una lógica trivaluada sobre el conjunto de literales que definen un 
estado (verdadero, falso y desconocido);  
2.  Para adquirir progresivamente solo la información esencialmente requerida del 
estado actual de la Web relacionada con el dominio del problema específico a 
solucionar se implementó un planificador heurístico el cual utiliza un grafo 
relajado de planificación que brinda la heurística necesaria para la construcción 
de planes. Este se expande por orden de costo para lo cual se implementó una 
función de evaluación que permite asignarle un costo asociado al número de 
entradas requeridas por cada acción castigando a las acciones que bajo una 
misma funcionalidad tengan mayores requerimientos de información con el fin 
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de obtener planes con la mínima información requerida;  
3. Para manejar el comportamiento indeterminado de los servicios, se implementó 
un mecanismo de monitorización de la ejecución de acciones (servicios), el cual 
en caso de detectar un resultado inesperado, comunica esta situación al 
planificador quien se encarga de reparar el plan para adaptarlo a la nueva 
situación mediante una sencilla técnica de replanificación;  
4. Para permitir el cambio de objetivos mientras se realiza la tarea de composición, 
se implementó  un mecanismo que permite recibir una ontología OWL que 
contiene los objetivos a adicionar o eliminar y los traduce en términos de 
predicados XSPDDL, luego estos predicados se le comunican al componente 
de planificación quien en su interior modifica la lista de objetivos según sea el 
caso (adición o eliminación) previa verificación de diferentes restricciones. 
Asociado a lo anterior se implementó en el componente de planificación un 
mecanismo el cual consiste en que éste no se detenga simplemente cuando 
termine de obtener un plan y se le adicionó la acción ficticia NOP (no operación) 
la cual permite que este componente le indique al componente de ejecución que 
no es conveniente realizar ninguna acción, lo anterior le permite al sistema en 
general entrar en una situación de espera la cual finaliza cuando el usuario lo 
desee bien sea adicionando nuevos objetivos  ó dando concluida la ejecución 
del sistema;  
5. Para el manejo de restricciones en los tiempos de respuesta del mecanismo de 
composición para realizar una ejecución más fluida, se implementaron los 
siguientes elementos: un mecanismo que permite al usuario establecer las 
respectivas restricciones de tiempo, un algoritmo de planificación que centra su 
atención en calcular las siguientes acciones a ejecutar en vez de construir un 
plan completo y por último, se implementó un conjunto de protocolos de 
comunicación entre el componente de composición y el componente de 
ejecución.  
 
En cuarto lugar, el sistema se implementó utilizando un enfoque orientado a 
servicios, lo cual ha permitido que esta herramienta pueda estar disponible vía 
Web tanto a usuarios humanos como máquinas, para lo cual se han implementado 
sus respectivas interfaces de usuario y se generó su respectivo marcado 
semántico. 
 
Tercera Contribución: Diseño y desarrollo de una versión XML del lenguaje de 
definición de problemas PDDL, llamado XSPDDL el cual implementa aspectos de 
validación haciendo uso del XPath.  
 
Por razones de conveniencia, hemos desarrollado una especificación XML de 
PDDL, llamado XSPDDL, que simplifica el análisis, la lectura, y la comunicación en 
las descripciones PDDL mediante SOAP. El XSPDDL es un Esquema XML que 
implementa una versión extendida del PDDL2.1. Este permite definir tanto la 
estructura del dominio de un problema de planificación, como la respectiva 
especificación del problema al igual que la descripción del Plan solución. Por otro 
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lado, el XSPDDL adiciona el manejo de acciones de sensado con el fin de permitir 
especificar acciones que adquieren información del entorno.  
 
Este sistema a diferencia de otras versiones en XML del PDDL, incluye en su 
definición operaciones de validación utilizando el XPath entre las cuales se 
destacan:  
1. La búsqueda de definiciones de elementos que estén repetidos, como lo 
podrían ser los requerimientos, tipos de datos, predicados, acciones, 
parámetros de los predicados y acciones;  
2. Verificar la existencia de las referencias a elementos que se utilizan al interior 
de las diferentes estructuras (que hayan sido definidos), como lo son las 
referencias a predicados que se utilizan en las acciones, los nombres de los 
parámetros, variables o constantes utilizados al interior de la acción, el tipo de 
dato definido para los parámetros en los predicados y acciones;  
3. Restringir el uso y orden de los caracteres utilizados en el nombramiento de los 
diferentes elementos que componen las diferentes estructuras del documento 
XSPDDL. 
 
Cuarta Contribución: Diseño y desarrollo de un mecanismo de traslación entre 
los lenguajes estándar de los servicios Web semánticos OWL y OWL-S a una 
formulación de un problema de planificación en XSPDDL. 
 
Las características básicas de este sistema prototipo se detallan a continuación: 
1. Este mecanismo de translación permite distinguir entre los lenguajes de 
especificación de servicios Web OWL y OWL-S y el lenguaje de definición de 
dominios de planificación XSPDDL cuando se describen los servicios Web. 
Particularmente permite tomar como marco de descripción semántico de los 
servicios Web el serviceProfile del OWL-S en asocio con el XSPDDL para 
permitir la descripción de sus entradas, salidas, precondiciones y efectos y 
trasladarlo a sus respectivos tipos, predicados y acciones en el ambiente de 
planificación expresados en XSPDDL.  
2. Este mecanismo permite tomar la descripción de un problema de composición 
bajo la forma de dos ontologías en OWL que describen el estado inicial del 
entorno de la Web y el estado objetivo que se desea alcanzar.  
3. Con una lista de direcciones de documentos que contienen descripciones 
semánticas de los servicios Web en asocio con la descripción de un problema 
de composición, el traductor permite crear dos documentos que conforman la 
descripción de un dominio y problema de planificación en XSPDDL.  
4. Dado que no existe una plataforma disponible que permita invocar de manera 
eficiente e individual servicios OWL-S, el WSDL es utilizado para la invocación 
de cada Service Profile, por esta razón la traslación de cada acción 
instanciada del plan solución asociada a su respectivo serviceprofile es 
traducida a su respectiva especificación de invocación WSDL por este 
mecanismo de traslación. 
5. Este mecanismo de translación también permite crear una especificación del 
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respectivo Process Model de OWL-S, el cual representa el plan solución final 
correspondiente a la solución ejecutada, que resuelve el problema de 
composición de servicios Web semántico requerido. 
 
Quinta Contribución: Desarrollo de un planificador de tiempo real con 
características orientadas a solucionar varios problemas propios de entornos 
reales.  
 
Las características básicas de este planificador se detallan a continuación: 
 
1. Permite obtener una respuesta (acción a ejecutar) en un intervalo acotado de 
tiempo y en caso  de requerirse refina dicha respuesta mientras exista tiempo 
disponible (estas características son propias de los algoritmos anytime).  
2. Emplea un grafo relajado de planificación (RPG) que permite obtener 
información heurística a partir de una formulación relajada del problema de 
planificación original. Este RPG presenta características tales como la 
incertidumbre sobre algunas proposiciones, el manejo de acciones de sensado 
y el manejo del costo de acciones respecto a una función de optimización del 
problema. Estas características del RPG permiten proporcionarle al 
planificador información adicional con el fin de mejorar los planes generados.  
3. Permite el cambio de objetivos mientras se realiza la tarea de planificación 
implementando un mecanismo detallado en la segunda contribución de esta 
sección.  
4. Permite leer problemas de planificación especificados en la versión estándar 
PDDL2.1 o en la versión XSPDDL propuesta en esta tesis.  
5. Aunque este planificador permite ser ejecutado off-line como la mayoría de los 
planificadores, también implementa una interfaz especial que le permite 
fácilmente ser adaptado a una arquitectura cliente-servidor para llevar a cabo 
una planificación en línea.  
6. Este planificador es multiplataforma ya que al ser implementado en java 
permite ser ejecutado en diferentes sistemas operativos. 
 
Sexta Contribución: Desarrollo de un mecanismo integrado de invocación y 
monitoreo de servicios Web. 
 
Las características básicas de este mecanismo se detallan a continuación.  
1. Permite invocar los servicios asociados a las especificaciones semánticas. 
Para ello, cuando el ejecutor recibe del planificador un documento XSPDDL 
con la especificación de una acción instanciada asociada a un serviceprofile 
para su invocación, éste envía tal documento al traductor del cual obtiene su 
respectiva especificación de invocación WSDL. Luego tomando ventaja de un 
invocador de servicios existente, invoca el servicio y obtiene de él la 
información que brindan sus respectivas salidas.  
2. Implementa un monitor que supervisa las condiciones de éxito asociadas a los 
servicios en los efectos de sus respectivos serviceprofile, así mismo verifica 
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los hechos asociados a las acciones de sensado comparándolos con las 
suposiciones del planificador y por último, verifica la ocurrencia de 
excepciones especiales ocurridas durante la invocación tales como la no 
localización del servicio invocado y la no respuesta de un servicio luego de su 
invocación.  
3. Implementa un mecanismo que permite retornar al usuario el plan de 
composición encontrado usando el lenguaje de ontologías OWL-S. 
 
Séptima Contribución: Evaluación del sistema de planificación y ejecución 
concurrente desarrollado que permite la composición en línea de servicios Web 
semánticos. 
 
La orientación práctica del sistema hace que esta evaluación tenga un enfoque 
distinto a la de los demás mecanismos de composición desarrollados bajo el 
enfoque de la planificación en IA: el estudio se centra en el comportamiento 
dinámico del sistema, es decir, en la resolución de los distintos problemas 
asociados a la composición de servicios Web que se identificaron a lo largo de 
este trabajo de tesis. Para ello, se evalúa el comportamiento del modelo frente a la 
observabilidad parcial del estado de la Web, la ejecución mínima de servicios de 
recolección de información, el tiempo de reacción ante eventos inesperados y 
cambios en los objetivos y la calidad de las respuestas en función del tiempo de 
cómputo disponible. Por último, se evalúa la escalabilidad del sistema. 
 
Octava Contribución: Implementación de un ambiente de prueba basado en los 
lenguajes OWL y OWL-S orientados a la composición de servicios. 
 
Las características básicas de este ambiente de prueba se detallan a 
continuación.  
1. Se implementaron dos dominios de pruebas, uno de compras por internet y el 
otro el problema de satélites  de la competencia del ICAPS para lo cual se 
generaron los respectivos servicios Web atómicos reales junto con sus 
diferentes versiones que manejan diferente información en su interior.  
2. Se implementaron las descripciones semánticas de dichos servicios utilizando 
ontologías en OWL para cada dominio.  
3. Se implementaron diferentes versiones de problemas usando ontologías OWL 
con el fin de evaluar el sistema INDYGO. 
 
 
1.6 Organización del Documento 
 
Este documento de tesis está organizado de la siguiente manera: 
 
El capítulo 2, proporciona una visión general de la literatura relacionada con la 
composición de servicios Web semánticos bajo las técnicas de planificación en IA, 
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incluyendo las características básicas que soportan los servicios Web semánticos, 
sus lenguajes de descripción, la descripción de los principales paradigmas de 
planificación y su aplicación en los diferentes métodos de composición, 
terminando con una comparación de los diferentes métodos orientados a la 
composición y su manejo a problemas existentes durante esta tarea. 
 
El capítulo 3 presenta la caracterización de los servicios Web semánticos 
haciendo uso del serviceProfile del OWL-S y el lenguaje de planificación XSPDDL 
al igual que la caracterización de la composición de servicios Web semánticos 
utilizando ontologías basadas en OWL teniendo en cuenta los problemas 
asociados a esta tarea que se identificaron. Así mismo, se presentan los métodos 
que permiten tanto trasladar las caracterizaciones anteriores a un problema de 
planificación al igual que se discute cómo extraer las especificaciones de 
invocación de los serviceProfile asociados a las acciones que conforman el plan 
solución al ambiente de ejecución. Por último, se discute como generar un plan de 
composición haciendo uso del lenguaje OWL-S. 
 
El capitulo 4 detalla el modelo general propuesto de planificación y ejecución 
concurrente que permite llevar a cabo la composición de servicios, donde los 
servicios son caracterizados en términos de acciones provenientes de su 
descripción funcional (entradas, salidas, precondiciones y efectos) asociadas a su 
respectivo serviceprofile. En éste se detallan los distintos elementos que 
conforman dicho modelo enfatizándo en el algoritmo de planificación propuesto, en 
el cual tras una exposición de la notación y la terminología utilizada, se describen 
cada una de las etapas de las que está compuesto. Por último, se realiza una 
definición formal del problema de composición de servicios Web y su solución en 
dicho modelo.  
 
El capítulo 5 muestra los diferentes aspectos de implementación del sistema 
prototipo INDYGO, el cual implementa el modelo propuesto en el capítulo anterior. 
En éste se detalla su arquitectura y los diferentes módulos que lo conforman. 
 
El capítulo 6 presenta la evaluación y experimentación del modelo propuesto 
mediante el uso de INDYGO y un ambiente de prueba diseñado e implementado. 
Particularmente se analiza el comportamiento del sistema prototipo desarrollado 
(INDYGO), frente a los diferentes problemas identificados en este trabajo, 
asociados a la composición de servicios Web Semánticos:  
1. El comportamiento del modelo frente a la observabilidad parcial del estado de 
la Web. 
2. La ejecución mínima de servicios de recolección de información. 
3. El tiempo de reacción ante eventos inesperados y cambios en los objetivos  
4. La calidad de las respuestas en función del tiempo de cómputo disponible.  
Por último, en este capítulo se evalúa la escalabilidad del modelo. 
 
El capítulo 7 resume y discute el modelo propuesto, presenta las conclusiones 
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generales y el trabajo futuro. 
 
El anexo A detalla la sintaxis del lenguaje XSPDDL que soporta las descripciones 
en el ambiente de planificación y ejecución del modelo. 
 
El anexo B muestra el funcionamiento del algoritmo de planificación y ejecución  
desarrollado por medio de un problema básico en el dominio de compras 
implementado. En este problema se observan algunas de las principales 
características del modelo propuesto. 
 
 
1.7 Difusión de resultados 
 
Los resultados de esta tesis se presentaron en diferentes revistas nacionales e 
internacionales, capítulos de libro y conferencias. Así mismo, de este trabajo de 
tesis se desprendieron otros trabajos relacionados con trabajos de grados (TDG), 
tesis de maestría y proyectos de investigación. En esta sección se resume los 
diferentes resultados en publicaciones y proyectos asociados que soportan esta 
tesis. 
 
Revistas Indexadas Internacionales: 
• INDIGO: Una Propuesta de Planificación en Inteligencia Artificial para la 
Composición Automática de Servicios Web Semánticos. Guzmán Jaime y 
Ovalle, Demetrio. Memoria Técnica VII Jornadas Iberoamericanas de 
Ingeniería de Software e Ingeniería del Conocimiento (JIISIC ‘08), Volumen 
7, Número 1, p51 – 57, Guayaquil, Ecuador, ISSN 1390-292X, 2008. 
 
Revistas Indexadas Nacionales:  
• XSPDDL: Un Lenguaje Basado en XML para la Definición de Dominios 
Orientados a la Web. Guzmán Jaime; Areiza Daniel; Orjuela Ailin. Revista 
Colombiana de Tecnologías de Avanzada Vol. 2 No. 14. pp. 9-16. ISSN: 
1692-7257, 2009. 
• Composición de Servicios: Una Aplicación de la Web Semántica y las 
Técnicas de Planificación Automática. Guzmán Jaime; Ovalle Demetrio. 
Revista Ingeniería e Investigación, Universidad Nacional de Bogotá. Vol. 28, 
No. 3 pp. 145-149. ISSN: 0120-5609,  2008. 
• Sistema Multiagente para la Composición de Servicios Web Semánticos. 
Guzmán Jaime, Ledesma Albert y Giraldo Jorge. Revista Energía & 
Computación, Universidad del Valle, Vol. 16, No. 2 pp. 80-86. ISSN: 0121-
5299, 2008. 
• Automatic Composition of Web Services by Planning Techniques, Guzmán 
Jaime y Ovalle, Demetrio. Revista Tecnologías de Avanzada, Vol. 2 No. 10, 
pp. 1-9. ISSN 1692-7257, 2007. 
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• Un Modelo de Planificación Incremental para Servicios Web Semánticos. 
Guzmán Jaime y Ovalle Demetrio, Revista Avances en Sistemas e 
Informática, Vol. 4 No. 3, pp. 131-140. ISSN 1657-7663, 2007.  
 
Capítulos de Libros Internacionales: 
• Reactive Planning Model for Web Service Composition under Incomplete 
Information and Time Restrictions. Guzmán Jaime y Ovalle Demetrio. 
Proceedings of the 2009 Third International Conference on Digital Society. 
Páginas 196-201. IEEE Computer Society  Washington, DC, USA. ISBN: 
978-0-7695-3526-5, 2009.  
• Web Services Planning Agent in Dynamic Environments with Incomplete 
Information and Time Restrictions. Guzmán Jaime y Ovalle Demetrio; 
Computational Science and Engieneering. The 11th IEEE Internacional 
Conference 2008. CSE 2008. Páginas 245-250. Ed. IEEE Computer Society  
Washington, DC, USA. ISBN 978-0-7695-3257-8, 2008. 
 
Capítulos de Libros Nacionales: 
• Un Entorno de Agentes para Aplicaciones Orientadas a Servicios. Guzmán 
Jaime; Torres Ingrid D.; Areiza Daniel. Tendencias en Ingeniería de 
Software e Inteligencia Artificial. 2009. Ed. Universidad Nacional, pp. 109-
120. ISBN 978-958-44-1344-4, 2009. 
• Hacia un Modelo de Planificación y Ejecución Concurrente para la 
Composición Automática de Servicios Web Semánticos en Entornos 
Parcialmente Observables. Guzmán Jaime y Ovalle Demetrio, Libro 
Tendencias en Ingeniería de Software e Inteligencia Artificial. Ed. 
Universidad Nacional, pp. 109-120. ISBN 978-958-44-1344-4, 2007. 
 
Congresos Internacionales: 
• Reactive Planning Model for Web Service Composition under Incomplete 
Information and Time Restrictions. Guzmán Jaime; Ovalle Demetrio. The 
Third International Conference on Digital Society (ICDS 2009). Cancún, 
México. Ponencia publicada en los proceedings de la IEEE Digital Library: 
Digital Society 2009 ICDS 09, 2009. 
• INDIGO: Una Propuesta de Planificación en Inteligencia Artificial para la 
Composición Automática de Servicios Web Semánticos. Guzmán Jaime y 
Ovalle Demetrio. VII Jornadas de Ingeniería de Software e Ingeniería del 
Conocimiento, Guayaquil Ecuador. ISSN 1390-292x, 2008.  
• Web Services Planning Agent in Dynamic Environments with Incomplete 
Information and Time Restrictions. Guzmán Jaime; Ovalle Demetrio. 
Workshop Web2Touch. Universidad de Sao Paulo, Sao Paulo, Brasil, mes: 
16 al 18 de Julio. Ponencia publicada en los proceedings de la IEEE Digital 
Library: Worshops/Symposia Computational Science and Engieneering CSE 
2008: Web2Touch-Living Experience through Web (Web2Touch-08). ISBN 
9780769532, 2008. 
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• Vivaldi: Una arquitectura multiagente para la composición de servicios web 
semánticos en ambientes de información incompleta. Guzmán Jaime, 
Giraldo Jorge, Ledesma Andrés, López Hozcar y Moreno Francisco. 
Congreso Internacional de Información INFO2006. Habana, Cuba, 2006. 
• Modelo de planificación basado en casos utilizando tecnologías de agentes 
para la composición automática de servicios web en ambientes dinámicos. 
Guzmán Jaime y Ovalle Demetrio, Memorias del III Simposio Internacional 
de Sistemas de Información e Ingeniería de Software SISOFT. Santo 
Domingo, Republica Dominicana, 2005. 
 
Congresos Nacionales: 
• Un Entorno de Agentes para Aplicaciones Orientadas a Servicios. Guzmán 
Jaime; Torres Ingrid D.; Areiza Daniel. Tercer Encuentro de Investigadores 
en Inteligencia Artificial e Ingeniería de Software. Manizales, Caldas 22 y 23 
de octubre 2009. 
• Experiencias en el Uso de Ontologías para la Búsqueda y Recuperación de 
Servicios Web. Guzmán Jaime; Torres Ingrid; Martínez, Arlex. IV Encuentro 
Nacional de Investigación en Ingeniería de Sistemas e Informática. Tunja, 
Boyacá, Octubre 15-16, 2009. 
• Agentes Inteligentes Basados en Técnicas de la Web Semántica para la 
Construcción de Software Orientado a Servicios. Guzmán Jaime; Areiza, 
Daniel; Restrepo, Ana. II encuentro Inter-universitario de Robótica ITM. ITM, 
Medellín, Antioquia, 21 de Octubre, 2008. 
• Automatic Composition of Web Services by Planning Techniques.  Guzmán 
Jaime y Ovalle Demetrio. Congreso Binacional en Sistemas, Informática e 
Ingeniería del Conocimiento- CICOM2007. 
• Hacia la Composición Inteligente y Adaptativa de Servicios Web 
Semánticos Utilizando Técnicas de Planificación Automática. Guzmán 
Jaime; Ovalle Demetrio. III Congreso Internacional de Inteligencia 
Computacional CIIC Córdoba, Montería, 2005. 
• Traductor de Especificaciones de Servicios Web en OWL-S al Lenguaje de 
definición de Dominios de Planificación PDDL. Guzmán Jaime y Giraldo, 
Fabián. Congreso Binacional en Sistemas, Informática e Ingeniería del 
Conocimiento- CICOM2005, Pamplona,  Norte de Santander, 2005. 
 
Trabajos de Grado:  
• Implementación en XML del Lenguaje en Planificación PDDL Extendido 
Bajo un Enfoque del Mundo Abierto en Inteligencia Artificial. Orientado: 
Daniel Areiza. Universidad Nacional De Colombia - Sede Medellín. 
Ingeniería de Sistemas e Informática, 2008.   
• Implementación del Módulo de Ejecución de Servicios Web para el 
Proyecto ¨Modelo Multiagente de Planificación bajo Conocimiento 
Incompleto para la Composición Automática de Servicios Web¨. Orientado: 
Juan Manuel Acevedo. Universidad Nacional De Colombia - Sede Medellín  
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Ingeniería de Sistemas e Informática, 2007. 
• Extractor de Especificaciones de Planificación desde Ontologías OWL-S 
para Servicios Web. Orientado: Johan Miguel Ruíz. Universidad Nacional 
De Colombia - Sede Medellín. Ingeniería de Sistemas e Informática, 2007. 
• Análisis, Diseño e Implementación de un Servicio Web Personalizado de 
Noticias. Orientado: Denis Alexander Zuluaga. Universidad Nacional De 
Colombia - Sede Medellín.  Ingeniería de Sistemas e Informática, 2006. 
• Desarrollo de un Agente Traductor entre Especificaciones de Servicios Web 
OWL-S a Especificaciones en el Lenguaje de Definición de Dominios de 
Planificación (PDDL). Orientado: Fabián Giraldo. Universidad Nacional De 
Colombia - Sede Medellín. Ingeniería de Sistemas e Informática, 2005.  
• Prototipo de Servicios Web para la integración de Bibliotecas Digitales de la 
Universidad Nacional. Orientado: Andrés Felipe Soto. Universidad Nacional 
De Colombia - Sede Medellín. Ingeniería de Sistemas e Informática, 2005. 
• Propuesta para la Elaboración de un Buscador de Servicios Web sobre 
Especificaciones OWL-S. Hóscar López. Universidad Nacional De Colombia 
- Sede Medellín  Especialización en Ingeniería de Sistemas, 2006, 
• Sistema multiagente para la Ejecución de Servicios Web Especificados en 
OWL-S. Orientado: Albert Ledesma. Universidad Nacional De Colombia - 
Sede Medellín  Especialización en Ingeniería de Sistemas  ,2005, 
 
Tesis de Maestría: 
• Un Modelo de Aprendizaje Basado en  Casos para Mejorar la Eficiencia en 
una Arquitectura de Planificación de Composiciones de Servicios Web. 
Orientado: Daniel Areiza. Universidad Nacional De Colombia - Sede 
Medellín  Maestría en Ingeniería de Sistemas, En curso. 
• Modelo de Planificación y Aprendizaje para el Manejo de Riesgos de Falla 
Durante la Composición de Servicios Web Empleando una Especificación 
Parcial del Dominio. Orientado: Byron E. Portilla.  Universidad Nacional De 
Colombia - Sede Medellín  Maestría en Ingeniería de Sistemas, En curso. 
• Modelo de Verificación de Restricciones para el Proceso Automático de 
Coreografía de Servicios Web. Orientado: Jorge Giraldo Plazas. 
Universidad Nacional De Colombia - Sede Medellín  Maestría en Ingeniería 
de Sistemas  ,2008.   
• Un Modelo de Planificación Basado en casos para la Composición de 
Servicios Web Semánticos. Orientado: Juan Diego Lemos Duque,  
Universidad Nacional De Colombia - Sede Medellín  Maestría en Ingeniería 
de Sistemas, 2007. 
• Modelo de Planificación de Consultas con control  de Calidad en Sistemas 
de Información basados en Mediadores. Orientado: Bell Manrique Losada, 
Universidad Nacional De Colombia - Sede Medellín  Maestría en Ingeniería 
de Sistemas, 2005. 
 
 19 
 
Proyectos de Investigación: 
• Un Sistema de Recuperación Semántico de Servicios Web Basado en un 
Modelo de Navegación Taxonómica. Año 2009 – 2010. Resumen: Este 
proyecto plantea recuperar Servicios Web Semánticos, a partir de un 
modelo de navegación, conformado por el esquema de conceptos 
pertenecientes a una ontología en el dominio de Artes Plásticas. 
• Modelo Multi-Agente de Planificación Bajo Conocimiento Incompleto para la 
Composición Automática de Servicios Web. Año 2006 – 2008. Proyecto 
Convocatoria Nacional de Investigación 2005. Resumen: Proponer un 
modelo Multiagente de planificación bajo conocimiento incompleto para la 
composición automática de servicios web. 
 
Premios y Distinciones: 
• Ponencia “INDIGO: Una Propuesta de Planificación en Inteligencia Artificial 
para la Composición Automática de Servicios Web Semánticos”. Premiado 
con el tercer lugar en el concurso de Ponencias en las VII Jornadas de 
Ingeniería de Software e Ingeniería del Conocimiento JIISIC08, Guayaquil, 
Ecuador, 2008. 
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2.  
Capítulo 2    
 
Composición de Servicios Web: Marco 
Teórico y Estado del Arte 
 
 
En este capítulo se suministra el marco teórico y se revisa el estado del arte de las 
áreas de investigación abarcadas. En la primera sección se presentan los 
principios básicos de los Servicios Web Semánticos, partiendo de lo que es la 
Web semántica, continuando con los fundamentos de los servicios Web y 
terminando con la definición de un servicio Web semántico y las principales 
aproximaciones que permiten su representación. En la segunda sección se analiza 
la composición de servicios Web semánticos y se describen las diferentes 
aproximaciones que emplean técnicas de planificación en Inteligencia Artificial (IA) 
para llevar a cabo este proceso. 
 
 
2.1 Los Servicios Web Semánticos (SWS) 
 
El incremento exponencial de la cantidad de datos publicados en la Web y el 
consecuente aumento de la complejidad y el tiempo necesario por parte de 
usuarios humanos para encontrar la información que precisan en un determinado 
momento, fueron causas de origen de lo que hoy se conoce como Web 
Semántica. En el mundo de los Servicios Web, y de forma similar a lo ocurrido en 
la Web, la cantidad cada vez mayor de servicios disponibles hace inviable en 
tiempo y eficiencia que sea un usuario humano el que determine el servicio o 
servicios necesarios para satisfacer una necesidad concreta, surgiendo de este 
modo los SWS, los cuales son considerados como una nueva tecnología 
resultante de la combinación de la Web semántica y los servicios Web. El 
propósito de esta unión es la de beneficiarse de las fortalezas y restringir las 
limitaciones en el uso de ambas tecnologías por separado.  
 
A continuación se realiza un recorrido histórico que lleva al surgimiento de los 
SWS como unión lógica de los Servicios Web y la Web Semántica, para tal efecto 
se abordaran los conceptos más relevantes asociados a cada tema.  
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2.1.1 La Web Semántica 
 
El término ‘Web Semántica’ fue presentado al dominio público tras la publicación 
del artículo “The Semantic Web” aparecido en Scientific American en Mayo de 
2001 y del que fueron coautores Tim Berners-Lee, James Hendler y Ora Lassila 
[Berners-Lee et al. 2001]. En este artículo se establecen diversos escenarios 
imaginarios en los que componentes de software son capaces de realizar 
numerosas tareas accediendo al contenido de diferentes páginas de la WWW. Los 
autores señalan que, para que este escenario sea factible, debería cambiar la 
manera de representar el contenido en la Web (hasta ahora diseñado para que los 
seres humanos puedan leerlo) para incluir una “semántica bien definida” que 
permitiese a componentes software acceder al mismo. 
 
La Web Semántica propone entonces modificar la forma en que se presentan los 
contenidos en la Web de modo que no sólo se indique información para formatear 
el contenido, sino que también se incluya información que describa este contenido.  
Se trata, entonces, de añadir metadatos semánticos a los datos publicados en la 
WWW de forma que las entidades de software puedan procesar el contenido de 
forma similar a como lo hacen los humanos. El término metadato se refiere a 
ofrecer datos sobre los datos, de forma que el significado de los datos es 
capturado. En la Figura 2-1., se muestra cómo es una página Web de ejemplo en 
la actualidad (Tomado de la página (www.unalmed.edu.co  [Julio 2009]): 
 
 
    La Web vista por una persona                                             La Web vista por el computador 
Figura 2-1. HTML de la Web Actual 
 
Se comprueba la evolución que ha tenido lugar en cuanto a la estructuración de 
los contenidos en la Web tradicional y en la Web Semántica. Si la conexión entre 
recursos en la Web tradicional se produce a través de enlaces únicamente 
entendibles por usuarios humanos (aunque no en todos los casos), la estructura 
de la Web Semántica se basa en relaciones semánticas que son capaces de 
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interpretar tanto humanos como entidades de software. Ver Figura 2-2. [W3C 
2006]).  
 
Esta nueva aproximación de la Web Semántica a la estructuración de la 
información se basa en la utilización de ontologías como mecanismo para la 
representación del conocimiento. En este entorno, las ontologías se utilizan para 
aportar un vocabulario que describa las relaciones entre diferentes términos, 
permitiendo a los sistemas computarizados (y a los humanos) interpretar su 
contenido flexiblemente y sin ambigüedades [Horrocks et al. 2003]. 
 
 
Figura 2-2.  Evolución de la Web Tradicional a la Web Actual 
 
Se afirma que una ontología, en el contexto de la Web, describe formalmente un 
dominio del discurso, facilitando un entendimiento compartido [Antoniou y 
Harmelen 2004]. En general, una ontología contiene una lista finita de términos y 
relaciones entre esos términos. Los términos denotan conceptos (esto es, clases 
de objetos) importantes del dominio. En el ámbito de la universidad, por ejemplo, 
estudiantes, profesores, facultades, aulas, clases, etc. serían algunos de los 
conceptos a utilizar. Las relaciones incluyen generalmente jerarquía de clases. 
Además de este tipo de relaciones, las ontologías incluyen propiedades (el 
profesor X enseña la asignatura Y), restricciones de valor (sólo profesores pueden 
enseñar asignaturas), enunciados disyuntivos (profesores y personal de 
administración y servicios son disyuntos), relaciones lógicas entre objetos (cada 
departamento debe componerse de, al menos, 10 profesores), etc.  
 
A continuación, se presentan algunas de las definiciones formales del concepto  
‘ontología’ en informática, con más aceptación: 
• Una de las definiciones más citadas es la enunciada por Gruber en 1993 
[Gruber 1993]: “Una ontología es una especificación explícita de una 
conceptualización.” El autor considera que una conceptualización está 
compuesta por objetos, conceptos y otras entidades que existen en una 
determinada área, y las relaciones que se dan entre ellos. De un modo más 
abstracto, una conceptualización se define como una interpretación 
estructurada de una parte del mundo que usan los seres humanos para 
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pensar y comunicar sobre ella. Por explícita, se entiende que los conceptos 
y las restricciones deben ser definidos de forma explícita. 
• La definición de Gruber fue cuatro años después, refinada por Borst [Borst 
1997] de la siguiente manera: “Una ontología es una especificación formal 
de una conceptualización compartida.” En este contexto, formal se refiere a 
la necesidad de disponer de ontologías comprensibles por las aplicaciones 
informáticas. Por otro lado, compartida enfatiza la necesidad de consenso 
en la conceptualización, refiriéndose al tipo de conocimiento contenido en 
las ontologías, esto es, conocimiento consensuado y no privado. 
• Y en el 98, Studer y sus colegas [Studer et al. 1998] se encargaron de 
fusionar las definiciones de Gruber y Borst, estableciendo la definición que 
se adopta en esta investigación: 
 
Definición 2.1 Ontología. “Una ontología es una especificación formal y explícita 
de una conceptualización compartida.” 
 
Aunque las ontologías se utilizan desde hace hace varios años atrás en diversos 
campos de investigación, se han convertido en la tecnología estándar de hecho 
para la representación del conocimiento tras el surgimiento de la Web Semántica. 
Antes de este hecho, ya se habían ideado numerosos lenguajes basados en 
distintos formalismos lógicos para la representación de ontologías. Entre los 
primeros en aparecer, se encuentran KIF (‘Knowledge Interchange Format’) [KIF 
1996], OCML (‘Operational Conceptual Modelling Language’) [OCML 1998] y F-
Logic (‘Frame Logic’) [Kifer et al. 1995]. Sin embargo, han sido aquellos lenguajes 
surgidos tras la aparición de la Web Semántica los que han conseguido mayor 
aceptación. Nos referimos, por ejemplo, a lenguajes como SHOE (‘Simple HTML 
Ontology Extensions’) [SHOE 2000], DAML-ONT (‘DARPA Agent Markup 
Language’) [Fikes et. al. 2000], OIL (‘Ontology Inference Layer’) [Fensel et. al. 
2000], DAML+OIL [Fikes y McGuiness 2001] y, finalmente, el estándar en la 
actualidad, OWL (‘Ontology Web Language’), [OWL 2006].  
 
La diferencia entre los lenguajes ontológicos aparecidos junto con la Web 
Semántica y los anteriores, es que estos últimos no fueron definidos para que 
fueran compatibles con la arquitectura de la Web, en general, ni con la Web 
Semántica, en particular. Los lenguajes actuales siguen la estructura presentada 
por Berners-Lee [Berners-Lee 2000], la cual se muestra en la Figura2-3 (Basado 
en W3C, Semantic Web XML 2000 [Berners-Lee, 2000]): 
 
Estos lenguajes se basan primero, en la identificación de todos los elementos a 
través de una URI (Uniform Resource Identifier) y en la sintaxis proporcionada por 
XML (eXtensible Markup Language) [XML 2003]. Por encima de esto, apareció 
RDF (Resource Description Framework) [Brickley y Guha 1999], un modelo de 
datos simple que permite identificar recursos y sus relaciones con otros recursos y 
RDFS (RDF Schema) [Brickley y Guha 1999], que es un vocabulario para describir 
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las propiedades y las clases de los recursos RDF con una semántica para 
establecer jerarquías de generalización entre dichas propiedades y clases.  
 
 
Figura 2-3.  Estructura de la Web Semántica para el W3C 
 
A continuación se realiza una revisión general de estos lenguajes en asocio con 
una visión general de la Lógica Descriptiva la cual es el soporte del OWL. 
 
2.1.1.1 RDF (Resource Description FrameWork) 
En el fondo de la pila de lenguajes semánticos, está el RDF [Brickley y Guha 
1999], una recomendación de la W3C para la anotación de la información legible 
por las máquinas. EL RDF es un lenguaje basado en el XML de aserciones 
simples que está diseñado para representar la información en forma de tripletas. 
Las tripletas son sentencias que contienen un sujeto, un predicado y un objeto, tal 
como lo muestra la Figura 2-4.  
 
 
Figura 2-4. Grafo de RDF 
 
A pesar que el RDF ayuda a que la información sea entendible por las máquinas, 
éste no ofrece ninguna forma estandarizada de estructurar los datos como las 
ofrecidas por los mecanismos de representación del conocimiento. En esta 
dirección surge el Esquema RDF (RDFS) [Brickley y Guha 2002], el cual es una 
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colección de recursos RDF que son usados para describir las propiedades de 
otros recursos RDF. Aunque su nombre lo sugiere, RDFS no es un esquema que 
impone restricciones específicas en la estructura de un documento, sino que en 
vez de esto, brinda información sobre la interpretación de las sentencias dadas en 
un modelo de datos RDF. En este aspecto, RDFS tiene cierta semejanza con los 
lenguajes basados en Marcos y aún es descrito como una relativa Lógica 
Descriptiva (LD) inexpresiva. 
 
2.1.1.2 Lógica Descriptiva 
El RDFS deja varios aspectos epistemológicos sin tocar. Por ejemplo, no 
proporciona una forma estándar para definir la disyunción de clases o la 
transitividad de propiedades. Para soportar esos requisitos, se utiliza una Lógica 
Descriptiva [Nardi 2002], la cual corresponde a un subconjunto bien estudiado de 
la Lógica Clásica.  
 
La Lógica Descriptiva, es una familia de los formalismos de representación del 
conocimiento basados en clases. Una Base de Conocimiento LD está formada 
básicamente por dos componentes:  
• El TBOX (caja terminológica), el cual contempla toda la terminología, o sea, 
el vocabulario de un dominio de aplicación en función de: (i) los conceptos, 
que denotan clases o conjuntos de individuos; (ii) las relaciones, que 
denotan relaciones binarias entre los individuos; (iii) un conjunto de 
descripciones complejas sobre este vocabulario (restringidos, por supuesto, 
por el lenguaje de descripción). 
• El ABOX (caja de Aserciones), que contiene aserciones acerca de 
individuos nombrados en términos del vocabulario.  
 
Asociada a la base de conocimiento, está su lenguaje de Descripción. Este no es 
más que la especificación sintáctica y semántica del conjunto de constructores que 
se pueden emplear en las definiciones de los conceptos. Gracias a él, todas las 
sentencias en el TBOX y en el ABOX pueden ser formuladas en lógica de primer 
orden o una pequeña extensión de ésta.  Con el fin de aclarar lo anterior, se puede 
utilizar el Lenguaje Lógico Descriptivo AL (Atributive Language) [Schmidt-SchauB 
y Smolka 1991], el cual es un lenguaje mínimo del que muchas otras Lógicas de 
Descripción se derivan. Las descripciones de los Conceptos en AL  se forman de 
acuerdo a los constructores relacionados con la tabla 2-1. 
 
Un ejemplo ilustrativo utilizando el lenguaje AL  es el siguiente: Se pueden definir 
los conceptos atómicos EstacionGasolina y TallerRepacion y entonces definir el 
concepto EstacionServicio como la intersección EstaciónGasolina П 
TallerRepacion de los dos conceptos atómicos. También, se podría usar la 
expresión del concepto  EstaciónGasolina П ∃VendeComida. Τ denota aquellas 
estaciones de gasolina que ofrecen comida para la venta. Un concepto 
EstaciónGasolina П ∀VendeComida.Pasabocas se refiere al típico tipo de estación 
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de gasolina donde solo un conjunto muy restringido de comida (los pasabocas) se 
puede vender. 
 
Tabla 2-1. Constructores de la Lógica Descriptiva AL 
 
 
La interpretación, I = (∆I, .I), de la sintaxis de un lenguaje descriptivo permite 
definir su semántica formal. Esta interpretación consiste en un conjunto no vacío ∆I 
considerado el dominio de interpretación, y una función de interpretación, .I, que 
asigna:  
• A cada concepto atómico, un subconjunto de ∆I. 
• A cada relación R, una relación binaria en ∆I ×∆I. 
• A cada concepto descrito, el conjunto que resulta de las definiciones 
inductivas que reflejan la semántica de las relaciones expresadas por los 
constructores. Por ejemplo: ⊥I = φ, significa que no hay individuo alguno 
que pertenezca a ⊥; y ∀R.C = {a ∈ ∆I |∀b, (a,b) ∈ R I →b ∈ C I } significa 
que el concepto ∀R.C está compuesto por todos los individuos en ∆I que se 
relacionan a través de R sólo con individuos que cumplan las 
características del concepto C. 
 
La interpretación de toda la base de conocimiento, Tarski-style interpretation, I = 
(∆I, .I) es la extensión de la interpretación anterior con la interpretación del ABOX. 
Así, un nombre de individuo, a, es asociado a un elemento a I ∈ ∆ I y una aserción 
de relación R (b, c) es asociada como (b I, c I) ∈ R I. 
 
2.1.1.3 OWL (Ontology Web Language) 
El lenguaje de Ontología Web (OWL), en su versión original llamada 
informalmente OWL 1 [Dean et al. 2004], amplía el vocabulario del RDFS con 
recursos adicionales que utilizados para construir ontologías más expresivas para 
la Web. El OWL 1 introduce restricciones adicionales sobre la estructura y el 
contenido de los documentos RDF con el fin de hacer el procesamiento y el 
razonamiento más decidible computacionalmente. El OWL 1 utiliza el RDF y RDFS 
y los tipos de datos del esquema XML. Algunas de las características adicionales 
que proporcionaba el OWL original sobre el de sus predecesores [McGuinness y 
Harmelen 2004] son:  
• Definición de clases mediante restricciones sobre propiedades, valores o 
cardinalidad. 
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• Definición de clases mediante operaciones booleanas sobre otras clases: 
intersección, unión y complemento. 
• Relaciones entre clases (p.ej. inclusión, disyunción, equivalencia). 
• Propiedades de las relaciones (p.ej. inversa, simétrica, transitiva). 
• Cardinalidad (p.ej. “únicamente una”). 
• Igualdad y desigualdad de clases. 
• Igualdad y desigualdad de instancias. 
• Clases enumeradas. 
 
Estas características introducidas en el lenguaje, si bien mejoran el poder 
expresivo del lenguaje, también limitan la capacidad de los razonadores para 
inferir nuevo conocimiento a partir de unas sentencias dadas. En particular, no se 
pueden garantizar ni: (i) la completitud computacional, esto es, que el razonador 
encuentre todas las conclusiones válidas, ni (ii) la “decidibilidad” computacional, 
esto es, que se obtenga la respuesta para cualquier entrada en un periodo de 
tiempo finito. Esto llevó a la creación de tres variantes de OWL 1 que presentan 
diferentes estados en la relación expresividad/decidibilidad. De menor capacidad 
expresividad/mayor eficiencia de razonamiento a mayor capacidad 
expresiva/menor eficiencia de razonamiento nos encontramos las siguientes 
[McGuinness y Harmelen 2004]: 
• OWL Lite: permite una jerarquía de clasificación y restricciones simples 
(restricciones de cardinalidad, pero sólo valores de cardinalidad de 0 o 1). 
Entre las ventajas, se encuentran la facilidad de entender (por parte de los 
usuarios) y la facilidad de implementar (para constructores de 
herramientas). La mayor desventaja es, por supuesto, la restringida 
expresividad. 
• OWL DL: (del inglés ‘Description Logic’, lógica descriptiva): es el lenguaje 
indicado para aquellos usuarios que requieren el máximo de expresividad, 
mientras conservan completamente la propiedad de ser computable (se 
garantiza que todas las conclusiones son computables) y resoluble (todos 
los cálculos terminarán en tiempo finito). Incluye todos los constructores del 
lenguaje OWL, pero solamente se pueden utilizar bajo ciertas restricciones. 
• OWL Full: permite la máxima expresividad y ofrece la libertad sintáctica de 
RDF pero carece de garantías en cuanto a la propiedad de ser computable. 
 
La última versión del OWL, llamada informalmente OWL 2, se aprobó a mediados 
del 2009. OWL2 tiene una estructura general muy similar al OWL 1 ya que casi 
todos los bloques de construcción de OWL 2 estaban presentes en dicha versión, 
aunque posiblemente con diferentes nombres.  
 
En esta última versión el papel central del RDF / XML y las relaciones semánticas 
basadas en el RDF (es decir, el teorema de la correspondencia) no han cambiado. 
Más importante aún, la compatibilidad con OWL 1 es, a todos los efectos, 
completa: todas las ontologías OWL 1 siguen siendo Ontologías OWL 2 válidas, 
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con idénticas consecuencias en todos los casos prácticos. 
 
El OWL 2 añade nuevas funcionalidades con respecto a OWL 1. Las novedades 
que presenta OWL 2 sobre OWL 1 son las siguientes: 
• Claves 
• Cadenas de propiedades 
• Tipos de datos y rangos de datos más ricos 
• Restricciones de cardinalidad 
• Propiedades asimétrica, reflexiva y disyuntiva 
• Capacidades de anotación mejoradas 
• Nuevos sublenguages 
 
Estas adiciones acercan la sintaxis de OWL a un grafo RDF, y ofrecen también 
una equivalencia formal a UML. Además, permiten un mapeo de un grafo RDF a 
OWL, lo cual no era posible con la versión anterior de OWL. 
 
2.1.1.4 WSML (Web Services Modeling Language) 
WSML [WSML 2005], es una familia de lenguajes de representación para la Web 
Semántica. La semántica de esta familia de lenguajes está basada en lógica 
descriptiva, programación lógica y lógica de primer orden, y posee influencias de 
F-logic y sistemas de representación basados en marcos. Con WSML, se 
consigue un lenguaje formal que, junto con el modelo conceptual presentado por 
WSMO (Web Services Modeling Ontology), permite añadir semántica al mundo de 
los Servicios Web. 
 
Existen numerosas variantes de WSML. En la Figura 2-5, se muestran las 
diferentes variantes de WSML y las relaciones de las mismas (Tomado de Part II 
Variants: WSML. XMLSpace [WSML 2005]). 
 
 
Figura 2-5. Formalismos Lógicos en las Variantes de WSML 
 
A continuación, se ofrece una breve descripción de cada una de ellas: 
• WSML-Core: se basa en la intersección de la lógica descriptiva SHIQ y 
lógica de Horn, basado en programas lógico-descriptivos. Es la variante de 
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WSML que ofrece menor expresividad. Entre las características principales 
de este lenguaje, se destacan los conceptos, atributos, relaciones binarias y 
las instancias. También se permite la jerarquía de conceptos y relaciones, y 
se da soporte a los tipos de datos. 
• WSML-DL: captura la lógica descriptiva SHIQ(D), una parte muy importante 
de (la variante DL de) OWL. Además, incluye una extensión en los tipos de 
datos basada en OWL-DL que permite el uso de tipos de datos más 
complejos. 
• WSML-Flight: es una extensión de WSML-Core que proporciona un 
lenguaje de reglas muy expresivo. Añade características como meta-
modelado, restricciones y negación no-monótona. WSML-Flight se basa en 
una variante de programación lógica de F-Logic y es equivalente 
semánticamente a Datalog con desigualdad y negación (localmente) 
estratificada. 
• WSML-Rule: extiende WSML-Flight con más características provenientes 
de la programación lógica como el uso de símbolos de función y reglas 
inseguras. 
• WSML-Full: unifica WSML-DL y WSML-Rule bajo el soporte de la lógica de 
primer orden y con extensiones para soportar la negación no-monótona de 
WSML-Rule. Actualmente, todavía se sigue trabajando para definir 
completamente la semántica de WSML-Full. 
 
Como se menciona anteriormente, las soluciones previas a la tecnología de los 
Servicios Web tenían una serie de problemas, principalmente asociados con la 
limitación en cuanto a la interoperabilidad. Así, mientras unas se restringían a 
unas plataformas concretas, otras no eran flexibles en cuanto al lenguaje de 
programación. En general, el uso de soluciones propietarias suponía un problema 
en la mayoría de los casos porque, en primer lugar, imposibilitaba la interacción 
entre los elementos elaborados de acuerdo con las distintas soluciones y, lo que 
es peor, su uso global estaba fuertemente restringido por los cortafuegos 
(firewalls) que bloqueaban los puertos por los que se comunicaban estos 
componentes. Por tanto, la solución radicaba en encontrar un conjunto de 
estándares que fueran aceptados mundialmente para construir una tecnología que 
fuese más acorde a la visión de Internet. XML y HTTP constituyen la base sobre la 
que se desarrolló la tecnología de los Servicios Web. 
2.1.2 Los Servicios Web  
 
Los Servicios Web proporcionan un mecanismo estándar para que diferentes 
aplicaciones software que están siendo ejecutadas en diferentes plataformas y/o 
marcos de trabajo puedan interoperar [Booth et al. 2004]. En la literatura no existe 
un entendimiento común de lo que son los servicios Web, ya que el término 
“Servicio Web” no siempre es usado con el mismo significado. En [Alonso et al 
2004] se provee una discusión sobre las diferentes definiciones existentes acerca 
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de este término, las cuales van desde las muy genéricas y algo ambiguas hasta 
aquellas muy detalladas y dependientes de las tecnologías, a continuación se 
citan tres de ellas: 
• En el extremo de este espectro (muy genérica), se encuentra la idea 
genérica de que toda aplicación que está caracterizada por una URL es un 
servicio Web, idea que se enfoca en el hecho de que un servicio es una 
aplicación que puede ser invocada sobre la Web [Mecella et al. 2002] .  
• Al otro extremo del espectro, existen una serie de definiciones específicas 
tales como por ejemplo la provista por [Berardi et al. 2003a], la cual define 
un servicio Web como “una forma estandarizada de integrar aplicaciones 
basadas en la Web usando estándares abiertos como XML, SOAP, WSDL y 
UDDI apoyados sobre los  protocolos de Internet. XML es usado para 
etiquetar los datos, SOAP es usado para transferir los datos, WSDL es 
usado para describir los servicios disponibles y UDDI es usado para listar 
qué servicios están disponibles”. Esta definición, relaciona fuertemente los 
servicios con el estado del arte de los estándares actuales de la Web. El 
problema de esta definición es que los estándares continuamente están 
evolucionando y están sujetos a revisiones y extensiones, debido a nuevos 
requerimientos y posibles cambios/refinamientos en la visión de estos 
servicios Web. 
• Otra definición es la propuesta en [Booth et al. 2004], la cual coincide con la 
propuesta en el glosario de la actividad “Web Services Activity”, indica: “Un 
Servicio Web es un sistema software diseñado para soportar interacciones 
interoperables de máquina a máquina sobre una red de comunicaciones. 
Un Servicio Web tiene una interfaz descrita en un formato procesable por el 
computador (en particular WSDL). Otros sistemas interactuan con el 
Servicio Web de la manera prescrita en su descripción usando mensajes 
SOAP, generalmente transmitidos mediante el uso del protocolo HTTP con 
una serialización en XML en conjunción con otros estándares relacionados 
con la Web” 
 
Una definición que se considerar en la mitad de este espectro, la cual se tomará 
como marco de referencia para esta tesis, es la provista por el consorcio de 
estandarización de la Word Wide Web – (W3C [W3C 2000]), el cual define un 
servicio Web de la siguiente manera: 
 
Definición 2.2 Servicio Web (SW). Un SW es una aplicación de software 
identificada por un URL, cuyas interfaces y enlaces son capaces de ser definidas, 
descritas y descubiertas como elementos de XML. Un servicio permite 
interacciones directamente con otros componentes de software por medio de 
mensajes basados en XML los cuales son intercambiados mediante protocolos 
basados en Internet. 
 
El modelo mínimo y más comúnmente aceptado para la composición orientada a 
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servicios, es la Arquitectura Orientada a Servicios (AOS) [HP 2001]. Esta consta 
de los siguientes papeles básicos: (i) el proveedor de servicios quien es el 
propietario de los servicio, es decir, es el sujeto (o una organización) que provee 
los servicios; (ii) el requeridor de servicios, también conocido como el cliente, es el 
sujeto que busca e invoca servicios con el fin de alcanzar algunos objetivos, y (iii) 
el directorio de servicios, que es el sujeto que provee un repositorio/registro de las 
descripciones de los servicios, donde los proveedores publican sus servicios y los 
requeridores buscan los servicios. 
 
Cuando un proveedor quiere hacer que un servicio esté disponible, él publica su 
interfaz (parámetros de entrada/salida, tipos de mensajes, conjunto de 
operaciones, etc.) en el directorio, especificando también la información sobre sí 
mismo (nombre contactos, URL, etc.), sobre la invocación del servicio (descripción 
en lenguaje natural, una posible lista de clientes autorizados, sobre como los 
servicios deben ser invocados, etc.) y muchas más cosas. Un requeridor que 
desea alcanzar un objetivo explotando las funcionalidades de un servicio, busca 
un servicio adecuado en el directorio de servicios y entonces lo enlaza al 
proveedor del servicio específico con el fin de invocar el servicio, usando la 
información que viene junto con el servicio. 
 
2.1.2.1 Componentes de la arquitectura de servicio 
La tecnología de los Servicios Web se fundamenta en tres estándares principales 
ver Figura 2-6 (Tomada de Arquitectura Orientada a Servicios [Barco 2006]) : 1) El 
“Web Services Description Language” (WSDL, Lenguaje de Descripción de 
Servicios Web [Ariba 2001]), 2) El “Simple Object Access Protocol” (SOAP, 
Protocolo Simple de Acceso a Objetos [Gudin et al. 2003]) y 3) El “Universal 
Description, Discovery, and Integration” (UDDI, Descripción, Descubrimiento e 
Integración Universales[UDDI 2000]). De forma resumida, WSDL es un lenguaje 
basado en XML [XML 2006],  que permite describir las características de los 
Servicios Web; SOAP es un protocolo estándar que define cómo dos objetos 
localizados remotamente pueden comunicarse por medio de intercambio de datos 
XML y que funciona sobre HTTP (posee también enlaces con otros protocolos de 
Internet); y UDDI es un registro que proporciona mecanismos estándares para 
publicar documentos WSDL que contienen descripciones de Servicios Web y 
realizar búsquedas sobre los mismos. 
 
 
Figura 2-6. Arquitectura de los Servicios 
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2.1.2.2 Los Estándares de los Servicios Web 
En el presente escenario, las configuraciones de los servicios Web se apoyan en 
tres principales tecnologías basadas en el XML, las cuales son: el SOAP, el WSDL   
y el UDD. 
 
El SOAP (Simple Object Access Protocol) es el protocolo de comunicación 
diseñado para intercambiar mensajes entre las aplicaciones sobre la Web. Este es 
fundamentalmente un paradigma para el intercambio de un mensaje de forma 
unidireccional, pero las aplicaciones crean patrones de interacción más complejos 
combinando tales intercambios de forma unidireccional. El SOAP proporciona un 
modelo de procesamiento distribuido donde un mensaje SOAP se entrega desde 
un remitente a un receptor final mediante cero o más intermediarios SOAP. Este 
modelo de procesamiento distribuido soporta muchos patrones de intercambio de 
mensajes entre los cuales se encuentran los mensajes unidireccionales, las 
interacciones de requerimiento/respuesta, y las conversaciones del nodo a nodo. 
 
El WSDL (Web Service Description Language) es el lenguaje que permite describir 
los mecanismos de interacción con un servicio Web particular. Este lenguaje será 
detallado más detenidamente en la sección 1.4, donde se explican los lenguajes 
para la descripción de servicios Web. 
 
El UDDI  (Universal Description Discovery and Integration) es un sistema de 
registro estándar para los servicios Web. El UDDI permite a las empresas anunciar 
sus servicios Web mediante la publicación de sus descripciones en un registro 
global. Existen tres partes principales que componen este registro: Las Páginas 
Blancas que listan la  información de contacto sobre la compañía que desarrolló el 
servicio Web; las Páginas Amarillas que organizan los servicios Web por 
categorías tales como su código postal y de industria; y las Páginas Verdes que 
contienen las descripciones WSDL. El UDDI soporta la asociación de un conjunto 
ilimitado de nuevas propiedades que permiten la descripción de los Servicios Web 
mediante una estructura llamada TModel. Un problema asociado a esta estructura 
es que pueden existir dos TModels con sintaxis diferentes pero con el mismo 
significado, sin que el UDDI pueda reconocer este hecho. 
 
A pesar de los anteriores componentes que constituyen la tecnología de Servicios 
Web, muchas aplicaciones empresariales requieren algo más que la habilidad de 
conducir simples interacciones entre los servicios como lo ofrecido por el modelo 
WSDL/SOAP. Estas aplicaciones requieren de un modelo que soporte 
interacciones complejas entre las partes. En este sentido surge el concepto del 
modelado de procesos de negocios el cual en los últimos años es una herramienta 
altamente difundida para la implementación de tales sistemas. Para apoyar este 
concepto, la industria ha desarrollado diferentes lenguajes de procesos de 
negocios orientados a los servicios Web. El más importante de estos es el 
BPEL4WS ó BPEL (Business Process Execution Languge for Web Services [IBM y 
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BEA 2003]. EL BPEL permite la especificación del comportamiento del intercambio 
de mensajes de las partes involucradas en un proceso y posee un modelo 
altamente expresivo para la notación de procesos. 
 
Disponiendo de todos los componentes que constituyen la tecnología de Servicios 
Web, cualquiera podría hacer uso de los servicios ofrecidos por todos los Servicios 
Web disponibles en Internet. Sin embargo, y a medida que la Web crece en 
tamaño y diversidad, cada vez es más necesaria la automatización de aspectos 
relacionados con los Servicios Web como el descubrimiento, la selección, la 
composición y la invocación. De hecho, una de las principales ventajas de esta 
tecnología es la posibilidad de componer de forma dinámica servicios utilizando 
componentes software independientes y reutilizables. El problema, entonces, es 
que la tecnología actual (en torno a UDDI, WSDL, SOAP y el BPEL) no 
proporciona los medios para conseguir este dinamismo [Fensel y Bussler 2002]. 
 
2.1.3 Los Servicios Web Semánticos 
Para resolver los limitantes encontradas en el mundo de los Servicios Web, y 
asimilando conceptos surgidos con la aparición de la Web Semántica, se originó lo 
que se denomina Servicios Web Semánticos. Éstos se definen como la aplicación 
conjunta de conceptos de Servicios Web y de Web Semántica para crear Servicios 
inteligentes [Lara et al. 2004]. 
 
A fin de unificar el concepto, para efectos de esta tesis se adoptó la definición que 
se enuncia a continuación: 
 
Definición 2.3 Servicio Web Semántico (SWS). Un Servicio Web Semántico 
(SWS) es un servicio Web cuya descripción interna y externa está en un lenguaje 
que tiene semánticas bien definidas interpretables por las máquinas [Sycara et al. 
2003]. 
 
Esta tecnología es un nuevo paso adelante en la evolución de la Web, que 
consiste en describir a los Servicios Web con contenido semántico de forma que el 
descubrimiento de servicios, su composición e invocación se pueda realizar de 
forma automática por parte de entidades software (p.ej., mediante agentes 
inteligentes) capaces de procesar la información semántica disponible. En la figura 
2-7, se distinguen las principales etapas en el desarrollo de la Web hasta el origen 
de los Servicios Web Semánticos, (Tomada y adaptada de “The Web Service 
Modeling Framework WSMF” [Fensel y Bussler 2002]): 
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Figura 2-7. Evolución de la Web Considerando los Servicios Web 
 
A continuación se presentan, las distintas aproximaciones propuestas para 
alcanzar un estándar en la tecnología de los Servicios Web Semánticos y se 
enumerarán las plataformas de ejecución de servicios descritos semánticamente  
desarrollados hasta el momento. 
 
En la actualidad, en el W3C se distinguen cinco aproximaciones a los Servicios 
Web Semánticos con el propósito de alcanzar un estándar para esta tecnología: 
OWL-S [OWL-S Coalition 2004], WSMO [WSMO 2005, Lara et al. 2004], SWSF 
[SWSF  2005], WSDL-S [WSDL-S 2005] y SAWSDL [SAWSDL 2007]. A 
continuación, se presenta un breve análisis acerca de cada una de estas 
propuestas.  
 
2.1.3.1 OWL-S (Web Ontology Language for Services) 
La coalición OWL-S, define una ontología y un lenguaje para los SWS llamado 
OWL-S. La ontología en particular del lenguaje ontológico OWL y los mecanismos 
asociados al mismo, permiten la descripción de Servicios Web Semánticos en 
términos de conceptos y relaciones complejas entre ellos, incluyendo no solo 
clases, relaciones de subclases, restricciones de cardinalidad, etc., sino que 
incluye también toda la información de los Tipos de XML. Así, a través de la 
descripción de las capacidades del servicio Web, se podrá obtener información de 
las capacidades del servicio y también de cómo acceder a él. 
 
Una característica a destacar en OWL-S es la distinción que hace entre servicios 
“atómicos” y servicios “compuestos”. Los servicios atómicos son aquellos donde 
un solo programa accesible por la Web, sensor o dispositivo es invocado por un 
mensaje de solicitud, realiza su tarea y, posiblemente, produce una única 
respuesta a la solicitud. Por su parte, los servicios compuestos (o complejos) son 
aquellos que están constituidos por múltiples servicios primitivos y pueden requerir 
una interacción extendida o conversación entre el solicitante, y el conjunto de 
servicios que están siendo utilizados. El objetivo último de OWL-S es hacer 
posible la ejecución de las siguientes tareas sobre los servicios disponibles en la 
Web: 
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• Descubrimiento automático de servicios Web. Se trata de automatizar el 
proceso de localización de los servicios Web que puedan proporcionar una 
clase particular de capacidades a la par que cumple unas determinadas 
restricciones especificadas por el cliente. Para esto, OWL-S permite 
anunciar de forma declarativa las propiedades y capacidades de los 
servicios. 
• Invocación automática de servicios Web. A través de esta tarea, se intenta 
realizar la ejecución automática de un servicio Web por parte de un 
programa computarizado, dada únicamente una descripción declarativa de 
ese servicio. El marcado de servicios Web de OWL-S proporciona una API 
declarativa e interpretable por la máquina que incluye la semántica de los 
argumentos a especificar cuando se ejecutan las llamadas, así como la 
semántica de los mensajes que se producen como resultado de la 
ejecución del servicio, tanto cuando éste falla, como cuando tiene éxito. 
• Composición e interoperación automática de servicios Web. Dada la 
descripción de alto nivel de un objetivo, se permite realizar una tarea 
compleja a partir de la selección automática, composición e interoperación 
de diversos servicios Web. Para dar soporte a estas tareas, OWL-S 
proporciona especificaciones declarativas de los prerrequisitos y 
consecuencias de la aplicación de servicios individuales y un lenguaje para 
describir composiciones de servicio e interacciones de flujos de datos. 
 
En esencia, OWL-S es una ontología que contiene los elementos fundamentales 
que caracterizan un servicio y que permiten describir las capacidades que 
sustenta un servicio. En una forma más detallada, la ontología de SWS,  
comprende: 
• El Service Profile: Se enfoca a lo que hace un SWS, ya que describe las 
propiedades necesarias de un SWS para su descubrimiento automático, 
tales como sus capacidades, sus entradas y salidas, y sus precondiciones y  
efectos (posiblemente condicionales). 
• El Service Model: Se enfoca en cómo trabaja un SWS, ya que describe el 
modelo de procesos del SWS, es decir, el flujo de control y el flujo de datos 
involucrados en el uso del SWS. Está diseñado para permitir la composición 
automática y la ejecución de los SWS. 
• EL Service Grounding: Se enfoca en cómo acceder a un SWS, en términos 
del protocolo de comunicación y el proceso de serialización. Permite 
conectar el modelo de descripción de procesos a los niveles de protocolos 
de comunicación y a las descripciones de los mensajes en WSDL. 
 
La Figura 2-8, ilustra estos elementos (Tomada de la página de la W3C, Top level 
of service ontology [W3C 2004]). 
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Figura 2-8. Ontología de Alto Nivel de OWL-S 
 
El perfil de un servicio (ServiceProfile) indica lo que un servicio es capaz de 
realizar de un modo apropiado, para que un agente de búsqueda de servicios 
pueda determinar si un servicio satisface o no sus necesidades. Esta forma de 
representación incluye una descripción de la funcionalidad del servicio, las 
limitaciones en la aplicación del servicio, la calidad de servicio, y los requisitos que 
el solicitante debe satisfacer para poder hacer uso del servicio de forma completa 
La Figura 2-9, presenta las clases y propiedades del ServiceProfile, (Tomada de la 
página de la W3C, Selected clases and properties  [W3C 2004]). 
 
 
Figura 2-9.  Algunos Conceptos y Relaciones del Profile 
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Por su parte, el modelo de un servicio (ServiceModel) indica al cliente cómo utilizar 
el servicio, detallando el contenido semántico de las solicitudes, las condiciones 
bajo las cuales se obtenien determinados resultados y, donde sea necesario, la 
descripción del proceso que es necesario seguir para producir dichos resultados. 
Es decir, el ServiceModel describe cómo se ha de preguntar a un servicio y qué 
ocurre cuando un servicio se lleva a cabo.  
 
Para el caso de servicios compuestos, esta descripción es utilizada por un agente 
buscador de servicios de cuatro formas diferentes: (i) para realizar un análisis en 
profundidad acerca de si el servicio realmente satisface sus necesidades; (ii) para 
componer las descripciones de múltiples servicios con el fin de realizar una tarea 
específica; (iii) para coordinar las actividades de los diferentes participantes 
durante el proceso de ejecución del servicio; y (iv) para monitorear la ejecución del 
servicio. En la figura 2-10, se muestran algunos de los conceptos y relaciones 
asociados al modelado de un servicio como un proceso, así mismo presenta las 
clases y propiedades del ProcessModel  [W3C 2004]. 
 
 
Figura 2-10.  Algunos Conceptos y Relaciones del Process 
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Por último, el ServiceGrounding especifica los detalles de cómo un componente de 
software puede acceder a un servicio. En general, este elemento sirve para 
especificar un protocolo de comunicación, formato de mensajes y otros detalles 
específicos del servicio como los números de puertos que deben utilizarse para 
contactar con el servicio. Además, el ServiceGrounding debe indicar, para cada 
tipo semántico de entrada o salida especificado en el ServiceModel, un modo no 
ambiguo para intercambiar elementos de datos de ese tipo con el servicio (esto es, 
las técnicas de serialización empleadas). En la figura 2-11, se muestran las 
correspondencias entre los elementos de OWL-S y los de WSDL, que conforman 
un posible ServiceGrounding. También se presenta el árbol de correspondencia 
entre OWL-s y el WSDL del mismo servicio, (Tomada de la página de la W3C, 
Mapping between OWL-S/WSDL  [W3C 2004]). 
 
 
Figura 2-11. Correspondencia entre OWL-S/WSDL 
 
Aunque la especificación de la ontología de SWS está en constante evolución, la 
tendencia es adoptar un lenguaje basado en reglas para expresar tanto el Profile, 
como el Service Model. Un ejemplo de esto son los enfoques: FLOWS [SWSL 
2006] y SWSL-Rules [SWSL 2006], que proponen respectivamente un lenguaje 
basado en el cálculo de situaciones y un lenguaje basado en reglas de primer 
orden. 
 
2.1.3.2 WSMO (Web Services Modeling Ontology) 
WSMO es una propuesta relacionada con la descripción semántica de los 
Servicios Web que cronológicamente siguió a OWL-S. Con una visión similar a la 
de los autores de OWL-S, WSMO proporciona un marco de trabajo conceptual y 
un lenguaje formal para describir de forma semántica todos y cada uno de los 
aspectos relevantes relacionados con los servicios Web para, así, facilitar la 
automatización de tareas tales como el descubrimiento, la combinación y la 
invocación de servicios electrónicos sobre la Web. En WSMO, un servicio Web se 
define como “una entidad computacional capaz, una vez invocada, de satisfacer el 
objetivo de un usuario”. 
 
Para propósitos de manejo, cada componente de WSMO es descrito mediante 
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propiedades no funcionales basadas en el conjunto de metadatos Dublín Core 
definido por Weibel [Weibl 2000]. En concordancia con el Web Service Modeling 
Framework WSMF [Bussler et al. 2002], WSMO aplica dos principios básicos de 
diseño: 
• El principio de máximo desacoplamiento: esto es, todos los componentes de 
WSMO son especificados de manera autónoma, independiente de la conexión 
o interoperabilidad con otros componentes. 
• El principio de una fuerte mediación: esto indica que la conexión y la 
interacción entre diversos componentes es observada por Mediadores que 
resuelven los posibles casos de heterogeneidad que ocurren entre los 
componentes conectados. 
 
En su versión actual WSMO en el marco del WSMF, permite la descripción de los 
siguientes elementos y componentes: 
• Ontologies: éstas son la clave para incluir la semántica del mundo real 
conceptual definida y convenida  por las comunidades de usuarios. Definen 
una terminología acordada común proporcionando conceptos y relaciones 
entre el sistema de conceptos, junto con un sistema de axiomas. 
• Goals: describen los requerimientos del usuario que deben ser resueltos 
por la invocación de un servicio. Estos goals son expresados mediante 
expresiones lógicas y ontologías del dominio de referencia. Las Post-
conditions y effects se utilizan para definir cuándo un objetivo es 
solucionado. 
• Web Services: son descritos mediante una Capability (Capacidad ó 
descripción funcional) y por una Interface que describe tanto su coreografía 
y orquestación. La Capability es similar al serviceProfile en OWL-S. Esta 
define (i) la input (entrada) requerida por el servicio para satisfacer su 
funcionalidad y sus precondiciones, (ii) las assumptions (suposiciones), que 
son las restricciones que tienen que ser cumplidas en el mundo antes de 
que el servicio Web pueda ser ejecutado, (iii) la output (salida) del servicio 
en relación con la entrada y la post-condición, y (iv) los effects (efectos) que 
son las condiciones en el estado del mundo que resultan de la ejecución del 
servicio Web. La noción de la interfaz del servicio Web responde al mismo 
propósito que el serviceModel dentro de OWL-S, pero es más elaborada en 
lo que respecta al modelo conceptual y a los lenguajes de la especificación 
usados. 
• Mediators: son los componentes básicos para fortalecer los principios de 
desacoplamiento y la mediación que se busca con WSMF. Siempre que los 
componentes de WSMO deban ser conectados, utilizan un Mediador 
(mediador) para conectarlos. Esta mediación facilita la interoperabilidad al 
resolver cualquier heterogeneidad que ocurra. Se definen cuatro tipos de 
Mediators: los OO Mediators que conectan las ontologías y las importa 
como definiciones de terminologías en otros componentes; los GG 
Mediators para conectar Goals, los WG Mediators para conectar  los 
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objetivos con los servicios Web; y los WW Mediators que conectan los 
servicios Web. 
 
A diferencia de OWL-S, el lenguaje de ontologías utilizado con este propósito en 
WSMO es WSML [WSML 2005]. En la Figura 2-12 (Tomada de la página WSMO-
W3C, Top Level WSMO [WSMO 2005]), se muestran los conceptos de alto nivel 
que constituyen la ontología de WSMO.  
 
Si bien WSMO presenta un modelo conceptual que promete ser más robusto que 
OWL-S, esta tecnología aún no se encuentra madura y en la actualidad a 
diferencia de OWL-S, no cuenta con muchas herramientas que permitan describir 
y ejecutar servicios Web Semánticos. 
 
 
Figura 2-12. Elementos de Alto Nivel WSMO 
 
2.1.3.3 SWSF (Semantic Web Services Framework) 
El SWSF, es una nueva iniciativa para la  definición de una especificación 
semántica más rica sobre la actual tecnología de los Servicios Web que permite 
una mayor automatización y flexibilidad en la provisión y uso de servicios [SWSF 
2005]. El marco de trabajo está diseñado a su vez con el propósito de soportar la 
construcción de herramientas y metodologías más potentes en el entorno de los 
Servicios Web, así como promocionar el uso de procesos de razonamiento sobre 
servicios fundamentados en semántica. En este sentido, y al igual que las 
aproximaciones anteriores, SWSF pretende incorporar una semántica más rica 
que dé soporte a una mayor automatización de tareas como la selección e 
invocación de servicios, traducción del contenido de los mensajes entre servicios 
heterogéneos que operan entre sí, composición de servicios, etc., además de 
permitir aproximaciones integrales para la monitorización de servicios y la 
recuperación de errores. 
 
Esta propuesta está compuesta de dos componentes principales: el “Semantic 
Web Services Language” (SWSL) y el “Semantic Web Services Ontology” 
(SWSO).  
 
El SWSL es un lenguaje lógico de propósito general que incluye ciertas 
características para hacerlo más apropiado para las necesidades de la Web y los 
Servicios Web Semánticos [SWSF-SWSL, 2005]. Entre estas peculiaridades, se 
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incluye el uso de URIs, la integración de los tipos que forman parte de XML y el 
uso de mecanismos de importación y espacios de nombres compatibles con XML. 
Este lenguaje es el utilizado para especificar las caracterizaciones formales sobre 
los conceptos relacionados con los Servicios Web y sus descripciones. Incluye dos 
sub-lenguajes: SWSL-FOL, basado en lógica de primer orden con extensiones de 
HiLog y sintaxis de marcos de F-Logic, y se utiliza para expresar la caracterización 
formal de los conceptos relacionados con los Servicios Web (lenguaje ontológico), 
y SWSL-Rules, basado en el paradigma de programación lógica, y utilizado para 
dar soporte al uso de la ontología de servicios en procesos de razonamiento y en 
entornos de ejecución basados en ese paradigma.  
 
La SWSO define un modelo conceptual por el cual los Servicios Web pueden ser 
descritos, y una representación formal o axiomatización de dicho modelo 
(SWSFSWSO, 2005). La axiomatización completa se implementa en lógica de 
primer orden utilizando SWSL-FOL, con una semántica de Teoría de Modelos que 
especifica un significado preciso de los conceptos de la ontología. Esta forma de la 
ontología que utiliza lógica de primer orden se denomina “First-Order Logic 
Ontology for Web Services” (FLOWS). Adicionalmente, los axiomas de FLOWS se 
han traducido al lenguaje de reglas SWSL-Rules, obteniéndose, de este modo, 
una ontología basada en semántica de programación lógica denominada “Rules 
Ontology for Web Services” (ROWS).  
 
Por tanto, FLOWS, al igual que WSMO y OWL-S (sobre el cual se fundamenta y 
extiende), es una ontología formal sobre conceptos de servicios, que proporciona 
un marco de trabajo conceptual para describir y razonar sobre servicios. En 
FLOWS, un servicio es un objeto conceptual que corresponde a un servicio Web 
(u otro servicio accesible de forma electrónica). Una contribución clave de la 
ontología FLOWS sobre OWL-S es el desarrollo de un modelo de procesos de 
comportamiento rico, basado en el lenguaje de especificación de procesos PSL 
(“Process Specification Language”), que es un estándar ISO que proporciona una 
ontología extensible, con diferentes capas, para especificar las propiedades de los 
procesos. Este modelo de procesos permite la interoperabilidad entre los distintos 
modelos de procesos sobre Servicios Web que están apareciendo en la 
actualidad, y hace posible la automatización de tareas en línea con la perspectiva 
de los servicios Web semánticos. 
 
2.1.3.4 WSDL-S (Web Services Description Language) 
Otra iniciativa enfocada al desarrollo de lenguajes orientados a los SWS es el 
llamado Web Service Semantics o WSDL-S [WSDL-S 2005] el cual está basado 
en el WSDL y posee la característica de ser  extensible. El WSDL 2.0 proporciona 
dos mecanismos de extensión: (i) un modelo de contenido abierto, que permite 
elementos XML y atributos de otros (no-WSDL 2.0) namespaces XML que se 
utilizarán en un documento WSDL; y (ii) las Features y Properties. Ambos 
mecanismos usan URIs para identificar la semántica de las extensiones. 
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A través de esta característica de la extensibilidad, WSDL-S define un mecanismo 
para asociar anotaciones semánticas a los servicios Web que son descritos 
usando WSDL. Este enfoque es diferente de los anteriormente mencionados, 
como lo indica la especificación del Web Service Semantics [WSDL-S 2005], dado 
que: 
• Permite a los usuarios describir, de una forma muy compatible, tanto las 
semánticas como los detalles al nivel de operación en WSDL. 
• Toma un enfoque independiente hacia los lenguajes de representación de 
ontologías, al hacer externo los modelos semánticos del dominio. Esto 
permite que los desarrolladores del servicio Web anoten sus servicios Web 
con el lenguaje de ontología de su preferencia (tal como OWL-S ó UML). 
• Se basa en la especificación WSDL, con lo cual es relativamente fácil 
actualizar las herramientas existentes para acomodarlas a este enfoque. 
 
Así, WSDL-S proporciona un mecanismo para anotar las capacidades y los 
requerimientos de los servicios del Web con conceptos semánticos referenciados 
desde un modelo semántico. Esto es hecho por medio de los mecanismos que 
permiten la anotación del servicio y sus entradas, salidas y operaciones, junto con 
los mecanismos para especificar y anotar las precondiciones y efectos de los 
servicios Web. Estas precondiciones y efectos junto con las anotaciones 
semánticas de las entradas y salidas permiten la automatización del proceso de 
descubrimiento del servicio. 
 
WSDL-S proporciona cinco elementos y atributos de extensión que proveen las 
conexiones para atar la semántica a los componentes WSDL. Los 5 elementos y 
atributos son: 
• El atributo modelReference; cuyo valor URI apunta a un concepto en el 
modelo semántico del servicio del Web y específica que hay un mapeo uno 
a uno entre el propietario del atributo y el concepto referenciado. Este 
atributo se utiliza por sí mismo en un elemento o una declaración de tipo del 
Esquema XML para enlazar directamente a un concepto de la ontología, o 
es usado como parte de especificar una precondición o efecto. 
• El atributo schemaMapping: cuyo valor URI apunta a un mapeo entre los 
conceptos de un esquema y de una ontología. Este atributo debe ser 
utilizado en un elemento o una declaración de tipo del Esquema XML y 
apunta a una transformación, por ejemplo en XSLT, de los datos XML que 
siguen este Esquema a los datos ontológicos, por ejemplo en RDF/OWL o 
en WSML. 
• La precondition y (4) effect son elementos similarmente estructurados que 
se utilizan en las operaciones de la interfaz WSDL para especificar las 
condiciones que se deben cumplir antes y después de la invocación de  la 
operación. Las condiciones son especificadas ya sea por referencia al 
modelo semántico (reutilizando el atributo modelReference) o directamente 
por escribir la condición como el valor del atributo expresión de los dos 
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elementos. 
• El elemento category provee un apuntador a alguna categoría de la 
taxonomía. Este elemento es usado en la interfaz WSDL y se piensa utilizar 
ya sea en el descubrimiento basado en la taxonomía o cuando la interfaz 
WSDL es almacenada en un repositorio. 
 
2.1.3.5 SAWSDL (Semantic Annotations for Web Services Description 
Language) 
Con la misma misión que WSDL-S surgió, en Abril de 2006, el grupo de trabajo 
SAWSDL, como parte de la “W3C Web Services Activity”. El objetivo de este 
grupo de trabajo es el desarrollo de un mecanismo que permita la anotación 
semántica de descripciones de Servicios Web.  
 
Actualmente, la propuesta del grupo de trabajo, “Semantic Annotations for WSDL 
and XML Schema” [SAWSDL, 2007], se encuentra en estado de “Working Draft” 
(borrador) a la espera de una revisión final. En este documento, se definen un 
conjunto de atributos de extensión para WSDL y XML Schema que permite la 
descripción de semántica adicional de los componentes de WSDL. Esta anotación 
semántica se consigue, al igual que ocurría en WSDL-S, utilizando en WSDL 
referencias sobre modelos semánticos como, por ejemplo, ontologías. Así, 
SAWSDL no especifica un lenguaje concreto para representar los modelos 
semánticos, sino que incorpora mecanismos por medio de los cuales es posible 
referenciar desde documentos WSDL conceptos de modelos semánticos definidos 
externamente utilizando anotaciones. 
 
De los elementos que incorpora la especificación WSDL 2.0 para representar 
descripciones de servicios (como, ‘Type Definition’, ‘Interface’, ‘Interface 
Operation’, ‘Interface Fault’, ‘Binding’, ‘Service’ y ‘Endpoint’), SAWSDL se centra 
en la anotación semántica de aquellos que ofrecen una definición abstracta de un 
servicio (esto es, ‘Type Definition’, ‘Interface’, ‘Interface Operation’ e ‘Interface 
Fault‘) para permitir el descubrimiento, composición e invocación dinámica de 
servicios. A continuación, se describen los dos constructores básicos para 
anotación semántica propuestos por SAWSDL: 
• Un atributo de extensión denominado “modelReference” para especificar la 
asociación entre un componente WSDL o XML Schema y un concepto en 
algún modelo semántico. Es utilizado para anotar definición de tipos 
complejos en XML Schema, definición de tipos simples, declaraciones de 
elementos y declaraciones de atributos, además de interfaces, operaciones 
y defectos en WSDL. 
• Dos atributos de extensión denominados “liftingSchemaMapping” y 
“loweringSchemaMapping”, que se añaden a la declaración de elementos 
en XML Schema, definición de tipos complejos y simples para especificar 
correspondencias entre datos semánticos y XML. Estas correspondencias 
se usarán posteriormente durante la invocación de servicios. 
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2.2 La Composición de Servicios Web Semánticos 
 
La composición de servicios Web semánticos se relaciona con la tarea de diseñar 
una combinación adecuada de servicios componentes disponibles con el fin de 
conformar un servicio compuesto para satisfacer un requerimiento del cliente 
cuando no existe un servicio particular que pueda satisfacer este requerimiento 
[Hull 2004].  
 
Construir servicios Web compuestos con una herramienta automática o semi-
automática es esencial para el éxito de las aplicaciones de los servicios Web. En 
los últimos años, este tópico se ha estudiado ampliamente y numerosas técnicas 
se han propuesto para su solución. Aunque no se puede indicar cuál de estas 
técnicas prevalece sobre las otras, con el surgir de la Web semántica, el trabajo 
sobre la planificación en Inteligencia Artificial (IA) parece ser lo bastante 
conveniente al considerar los servicios Web como sinónimos a las Acciones en 
planificación. Así mismo, dado que desde su creación los Servicios Web 
Semánticos se relacionan con los agentes de software al describir la funcionalidad 
de los Servicios Web tradicionales de forma semántica, muchas de las propuestas 
existentes también utilizan agentes para de manera integrada con las técnicas de 
planificación en IA para llevar a cabo la composición y ejecución de los servicios 
Web.  
 
La Inteligencia Artificial, se ha centrado durante mucho tiempo en el razonamiento 
sobre acciones y planes para enfrentar problemas reales a través de una de sus 
subdisciplinas: la planificación en IA. Planificar es el razonamiento sobre la acción. 
Este es un proceso de deliberación explícita y abstracta que escoge y organiza las 
acciones anticipándose a los resultados esperados [Nau et al. 2004]. Esta 
deliberación busca alcanzar de la mejor manera que sea posible algunos objetivos 
preestablecidos. La planificación automática es un área de la Inteligencia Artificial 
que estudia este proceso de deliberación computacional. 
 
En general, un problema de planificación es un problema de búsqueda que 
requiere encontrar una secuencia eficiente de acciones que conducen a un 
sistema desde un estado inicial hasta un estado objetivo. Desde el punto de vista 
de agentes inteligentes, el campo de la planificación busca construir algoritmos de 
control que permitan a un agente sintetizar una secuencia de acciones que le lleve 
a alcanzar sus objetivos [Weld 1999]. 
 
Definición 2.4 Más formalmente, un problema de planificación puede ser descrito 
como una tupla (S,So,G, A, R), donde S es el conjunto de todos los posibles 
estados del mundo, So ∈ S denota el estado inicial del mundo, G ∈ S denota el 
estado objetivo del mundo en el que el sistema de planificación intentará buscar, A 
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es el conjunto de acciones que el planificador lleva a cabo para cambiar de un 
estado a otro en el mundo, y la relación de traslación R ∈ S x A x S define la 
precondición y efectos para la ejecución de cada acción. 
 
La definición de planificación detallada en la definición 2.4, es comparable con el 
problema de composición de servicios Web, en la cual, So y G son el estado inicial 
y el estado objetivo especificado en los requerimientos del solicitante del servicio 
Web, A es un conjunto de servicios disponibles y R denota la función de cambio 
del estado al ejecutar cada servicio. Como resultado de la anterior analogía, se 
plantean diversas propuestas de composición de servicios Web Semánticos 
basados en técnicas de planificación de IA. 
 
En esta sección se realiza primero una revisión de los aspectos más relevantes de 
la planificación IA relacionados con el tema de esta tesis y luego se analizan los 
principales enfoques orientados a la composición de servicios Web que hacen uso 
de diferentes aproximaciones de la planificación IA para su solución. Esta sección 
se complementa con el anexo A, donde se detallan las características principales 
de cada uno de los paradigmas de la planificación IA que soportan dichas 
soluciones. Esta revisión realizada tiene como fin ayudar a entender las fortalezas 
y limitaciones que han tenido las diferentes soluciones al problema de la 
composición de servicios Web que hacen uso de las técnicas de planificación. 
 
2.2.1 Los lenguajes de Especificación para la planificación 
La formalización del dominio permite definir una teoría del dominio, es decir, la 
descripción formal de la semántica de las operaciones disponibles o que son de 
interés para el agente de planificación.  
 
Una teoría del dominio debe definir formalmente las leyes causales de las 
operaciones, es decir, debe permitir la axiomatización de aspectos importantes 
tales como las precondiciones de las operaciones y sus efectos sobre el mundo. 
En general, las teorías del dominio siguen algún tipo de modelo de transición de 
estados, es decir, ellas introducen: 1) una noción de estado (o situación), la cual 
es una representación que describe el mundo en un punto en el tiempo y 2) las 
acciones que se refieren a las transiciones entre estos estados. La mayoría de los 
enfoques, definen un estado por extensión, es decir, mediante un conjunto de 
fórmulas atómicas que representan los diferentes tipos de hechos que ocurren en 
el estado. 
 
Las teorías del dominio se pueden clasificar de dos tipos en cuanto a los principios 
epistemológicos en los cuales se basan: las teorías de dominio basadas en las 
lógicas clásicas y las teorías del dominio basadas en otros formalismos. 
 
Entre los enfoques lógicos está el cálculo de situaciones, propuesto por [McCarthy 
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1963] y posteriormente refinado por [Levesque et al. 1998; Pirri y Reiter 1999]. 
Este permite representar mundos que cambian dinámicamente mediante un 
lenguaje clásico de primer orden. El cálculo de situaciones representa el mundo y 
sus cambios como una secuencia de situaciones, donde cada situación es un 
término que representa un estado y se obtiene mediante la ejecución de una 
acción. 
 
Otro enfoque para codificar las operaciones en lógicas de predicado de primer 
orden es el cálculo de eventos [Sergot y Kowalski 1989]. En el cálculo de eventos, 
los eventos inician períodos durante los cuales determinadas propiedades se 
cumplen. Una propiedad es iniciada por un evento y continúa cumpliéndose hasta 
que ocurre algún evento que la termina. Los eventos, sus efectos y duraciones se 
expresan usando la lógica de Horn [Davis 1987]. 
 
Por último, otro enfoque basado en las lógicas, son la teorías de acción basadas 
en la lógica modal, como se comenta en [Giacomo y Lenzerini 1995; Castilho et al. 
1999; Giordano et al. 1998]. Al igual que el cálculo de situaciones, los enfoques 
modales definen un sistema de estados del mundo donde las acciones son 
modeladas como transiciones entre estos estados. Estos enfoques de lógica 
modal permiten un modelado muy natural de las acciones como transiciones de 
estados, al representarlas como relaciones de accesibilidad en estructuras de 
Kripke [Kripke 1963]. 
 
A pesar de las ventajas que puedan presentar los enfoques basados en la lógica 
clásica, tales como la precisión semántica y la posibilidad de probar ciertas 
propiedades de las teorías de dominio, la comunidad de la planificación en IA en 
general utiliza formalismos diferentes para expresar los dominios de planificación. 
Estos formalismos en su mayoría están basados en la notación STRIPS [Fikes y 
Nilsson 1971], la cual se utilizó en 1970 para describir los dominios de 
planificación para un sistema de robot llamado "Shakey". STRIPS permite definir 
los operadores mediante una precondición, una lista de adición y una lista de 
borrado, todos representados como conjunciones de átomos. Intuitivamente, la 
semántica asociada con un operador indica que una operación sólo es aplicable si 
la precondición es satisfecha por el estado actual del mundo (representado como 
una base de datos) y que después de la ejecución de la operación, los átomos de 
la lista de adición se adicionarán al estado del mundo y los átomos de la lista de 
borrado se eliminarán.  A pesar de su amplio uso, el STRIPS presenta el problema 
de que su expresividad es limitada para representar muchos problemas reales y 
ha sido objeto de debate durante mucho tiempo [Lifschitz 1986; Reiter 2001]. 
 
El lenguaje STRIPS admite un elevado grado de ampliación. Una de las 
principales extensiones que se llevó a cabo es el lenguaje ADL (Action Description 
Language [Pednault 1989]). ADL se basa en un modelo algebraico para 
caracterizar los estados del mundo. Las principales características que permite 
adicionar son: (i) el manejo de tipos lo que permite asignar tipos a los objetos del 
 48 
 
problema y a los parámetros de los operadores, (ii) precondiciones y objetivos 
negados, (iii) precondiciones disyuntivas, (iv) uso de fórmulas cuantificadas en las 
precondiciones, tanto existencial (exists) como universalmente (forall), (v) 
introduce en las precondiciones el predicado de igualdad (denominado Equality) el 
cual permite comparar símbolos variables dentro de un operador, y (vi) el manejo 
de efectos condicionales (when condición [fórmula]) en los operadores. Estas 
adiciones permiten reducir el número de acciones instanciadas, puesto que con 
cada acción es posible expresar un mayor número de situaciones. 
 
La extensión del STRIPS más sobresaliente es el PDDL (Planning Domain 
Definition Language [Ghallab et al. 1998]). Este lenguaje desde su creación, se ha 
convertido en un punto de referencia como lenguaje de modelado para la inmensa 
mayoría de los planificadores. El PDDL original ofrece una gran variedad de 
características: (i) un modelo de acciones basado en STRIPS, (ii) efectos 
condicionales y cuantificación universal, tal como se propone en el ADL, (iii) 
especificación de acciones jerárquicas. Las acciones se descomponen en 
subacciones y subobjetivos que permiten abordar problemas más complejos, (iv) 
definición de axiomas del dominio (los axiomas son fórmulas lógicas que 
establecen relaciones entre los hechos que se satisfacen en un estado en 
contraposición a las acciones, que definen relaciones entre sucesivos estados) y 
(v) Especificación de restricciones de seguridad, con las cuales es posible definir 
un conjunto de objetivos que deben cumplirse durante todo el proceso de 
planificación. 
 
Diferentes versiones del lenguaje PDDL han surgido luego de su versión original, 
entre las que se destacan:  
 
• PDDL v2.1 [Fox y Long 2003], que incorpora como características 
principales la posibilidad de definir acciones con duración y de describir los 
efectos que el tiempo tiene sobre las acciones. Además, modifica el 
tratamiento de las expresiones numéricas y permite especificar, como parte 
del propio problema, una función objetivo (denominada métrica) que 
establece los criterios de optimización del plan.  Este se organiza en cuatro 
niveles, el primero comprende los niveles proposicional y ADL de la versión 
original, el segundo nivel establece la sintaxis para manejar expresiones 
numéricas, el tercer nivel introduce el uso de acciones durativas discretas y 
el cuarto nivel permite que las acciones durativas tengan efectos continuos. 
• PDDL v2.2 [Edelkamp et al. 2004], permite el manejo de predicados 
derivados y literales iniciales temporales. 
• PDDL v 3.0 [Gerevini y Long 2006], introduce la preferencia de objetivos, 
las restricciones en las transiciones del estado y se enfoca más en el 
tiempo de planificación que en la longitud del plan. 
• El PDDL3.1 (IPC-2008) soporta el STRIPS funcional [Geffner 2001]. 
STRIPS funcional es una codificación diferente para el dominio de la 
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planificación. En lugar de mapear los literales del problema de planificación 
a verdadero o falso, el STRIPS funcional mapea los objetos del problema 
de planificación a sus propiedades. Esta codificación proporciona un 
modelo más natural para muchos dominios de planificación y hace más fácil 
la extracción de algunas heurísticas, tal como la heurística del grafo causal 
[Helmert y Geffner 2008].  
 
Aunque el PDDL3.1 cubre todas las anteriores funcionalidades, la mayoría de los 
planificadores no las implementan. En general, la mayoría solo soportan las 
características del STRIPS además de las variables con tipo y el predicado de 
igualdad. 
 
Otras extensiones al PDDL se han propuesto. La primera es el caso del NPDDL  
[Bertoli et al. 2003], la cual extiende el PDDL v2.1 permitiendo especificar el 
indeterminismo tanto del estado como de las acciones, el sensado del entorno y 
planes condicionales iterativos. La segunda es el PPDDL v1.0 [Younes 2003], el 
cual es una extensión sintáctica de los niveles uno y dos del PDDL v2.1 que está 
orientado a dominios probabilísticos. Este incluye la anidación de efectos 
condicionales con efectos probabilísticos al igual que la especificación explícita 
que el objetivo del plan sea maximizar (o minimizar) la probabilidad de alcanzar un 
determinado objetivo. 
 
En los últimos años existe un alto interés en aplicar diferentes técnicas de 
planificación IA en la solución de problemas orientados a la Web lo cual ha llevado 
al desarrollo de algunas propuestas que buscan llevar el lenguaje PDDL a un 
enfoque más cercano a la Web apoyándose en el uso del XML. 
 
Un primer ejemplo de esta tendencia es el Web-PDDL [McDermott y Dou 2002], el 
cual es un lenguaje de ontologías fuertemente tipado basado en una lógica de 
primer orden extendido desde el PDDL1.2. Este permite expresar espacios de 
nombres XML que lo hacen compatible con lenguajes de ontologías tales como el 
RDF y el OWL. La presencia de tipos, le permite realizar la comprobación de tipos 
durante el razonamiento.  
 
Otra propuesta que se distingue en la literatura es el XPDL [Gough 2004]. Esta es 
una versión XML del PDDL2.1. Esta versión del PDDL utiliza las estructuras 
básicas de un Esquema XML para la definición de los elementos que componen el 
lenguaje PDDL. Esta propuesta presenta algunos problemas tales como el que no 
comprueba la existencia de los parámetros ni predicados que se utiliza al interior 
de sus acciones, permitiendo escribir un documento inconsistente. En general esta 
propuesta no ha evolucionado desde que fue presentado en el año 2004. 
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2.2.2 La planificación integrada con su ejecución 
Muchas de las aproximaciones detalladas en el anexo A (excepto los sistemas 
reactivos híbridos), siguen el enfoque de la planificación off-line, donde los planes 
se generan antes de comenzar su ejecución. El principal inconveniente de este 
enfoque es que se hace necesario el conocer todas las posibles contingencias de 
antemano para elaborar una respuesta apropiada para cada una de ellas. Los 
sistemas de planificación y ejecución, también denominados sistemas on-line, 
alternan (o solapan) las etapas de planificación y ejecución para abordar 
eficientemente este problema. De esta forma, los sistemas de planificación on-line  
adaptan el plan durante la ejecución a las posibles situaciones inesperadas que 
puedan surgir. Además, utilizan la información adquirida durante la ejecución para 
mejorar los planes iniciales. 
 
Una de las técnicas más empleadas para adaptar los planes a las nuevas 
situaciones es la replanificación. Esta técnica se encuentra integrada en muchos 
de los sistemas de planificación on-line. Bajo esta técnica, en lugar de calcular un 
plan completamente nuevo, lo que se busca es modificar el plan inicial cuando 
éste deja de ser válido. Con esto se evita la repetición del esfuerzo de 
planificación, ya que, normalmente, el problema original es muy parecido al nuevo 
problema que se plantea. Aunque la replanificación no es una tarea fácil, y puede 
ser muchas veces un proceso tan costoso como la planificación desde cero [Nebel 
y Koehler 1995], en muchas ocasiones, se obtienen importantes ahorros de tiempo 
y, por lo tanto, una respuesta más rápida ante situaciones inesperadas. 
 
En la actualidad existen numerosos sistemas que integran un módulo de 
replanificación. La mayoría de los replanificadores utilizados en estos sistemas se  
clasificanen una de las siguientes aproximaciones: 
• Reparación del plan original. Esta técnica trata de reparar el plan original 
mediante la introducción de cambios en sus partes conflictivas. Así, debido 
a que la planificación toma mucho tiempo, esta técnica se aprovecha de la 
reparación de los viejos planes para guiar la búsqueda de nuevos planes 
[Gerevini y Serina 2000; Koenig et al. 2002]. Algunos ejemplos que utilizan 
este enfoque son los sistemas GORDIUS [Simmons 1988], SIPE-2 [Wilkins 
1990], SPA [Hanks y Weld 1995], LS-ADJUST-PLAN [Gerevini y Serina 
2000], SimPlanner v1.0 [Sapena y Onaindia 2002b], FF-REPLAN [Yoon et 
al. 2007] y el RFF [Teichteil-Konigsbuch et al. 2008]. 
• Reutilización de cálculos. Esta técnica consiste en la reutilización de los 
cálculos realizados durante el proceso inicial de planificación. Un ejemplo 
de este enfoque es el sistema SHERPA [Koenig et al. 2002], el cual permite 
generar planes con una calidad tan buena como la que se obtendría 
planificando desde cero y su ahorro de tiempo en algunos casos puede 
llegar hasta un 85%. 
• Librerías de planes. Los sistemas que utilizan esta técnica almacenan un 
conjunto de planes junto con información asociada a los mismos tales como 
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explicaciones sobre su utilidad, qué problemas evitan, qué objetivos 
satisfacen, etc. Cuando el plan original falla, se realiza una evaluación del 
problema y se analiza si existe un plan de la librería que pueda ayudar a 
resolverlo. Muchos de los sistemas que implementan esta aproximación, 
utilizan técnicas de aprendizaje para generar automáticamente esta librería 
de planes. Algunos de los sistemas que implementan un mecanismo de 
replanificación basado en librerías de planes son: CHEF [Hammond 1986], 
PRIAR [Kambhampati y Hendler 1992], MRL [Koehler 1993], 
Prodigy/Analogy [Veloso 1994], DERSNLP+EBL [Ihrig y Kambhampati 
1997] y CBPOP [Britanikand y Marefat 2004]. 
 
Otro aspecto relacionado con los sistemas on-line es la percepción del entorno. 
Así, cuando se generan planes con el objetivo de ejecutarlos en entornos reales, 
la percepción es el principal mecanismo para garantizar el éxito de la ejecución de 
los planes. La percepción consiste básicamente en la adquisición e interpretación 
de la información relevante del entorno mediante sensores. Existen dos técnicas 
fundamentales para la percepción del entono: la monitorización y las acciones de 
sensado.  
 
La monitorización de la ejecución es el proceso de encontrar diferencias 
significativas entre el estado real del entorno y las creencias que el planificador 
tiene del mismo [De Giacomo et al. 1998]. La monitorización se emplea en un 
sistema de planificación y ejecución en general para detección de fallos internos, 
contingencias y oportunidades al igual que para el seguimiento del estado del 
entorno. Algunos sistemas de planificación y ejecución que se distinguen en la 
literatura que emplean un módulo de monitorización son Livingston [Williams y 
Nayak 1996], MACKSI [Washington 2000], Xavier [Fernández et al. 2004] y PELA 
[Jiménez et al. 2008], siendo este último orientado a la detección de oportunidades 
al implementar un mecanismo de aprendizaje que automáticamente actualiza un 
modelo de planificación inicial como STRIPS con el conocimiento de ejecución de 
dos tipos: (1) el conocimiento sobre las probabilidades de éxito de las acciones y 
(2) las predicciones de la ejecución de caminos sin salida (dead-line).  
 
En el caso de las acciones de sensado, como se detalla en la sección 4.1, éstas 
permiten la planificación en situaciones en las que algunos hechos son inciertos o 
no se tiene una información completa sobre el entorno (observabilidad parcial). 
Estas acciones se incluyen en un plan con el objetivo de adquirir información 
sobre el entorno durante la ejecución. La planificación con acciones de sensado 
requiere una extensión de la representación clásica de las acciones y de los 
planes [Draper et al. 1994] debido a que: (i) Es necesario representar que el 
planificador tiene información incompleta sobre el estado del mundo, (ii) Es 
necesario diferenciar las acciones que realizan cambios en el entorno de las 
acciones que modifican la información de estado que el planificador tiene sobre el 
mundo, y finalmente (iii) Es necesario poder representar planes cuyas acciones 
dependan de la información obtenida durante la ejecución. 
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En general los enfoques de planificación clásicos, suponen que la definición por 
extensión del estado inicial del mundo proporciona una descripción completa del 
mismo. Esto permite aplicar la suposición del mundo cerrado, la cual afirma que 
cualquier hecho que no se encuentre explícitamente relacionado en la base de 
datos del estado se considera como falso [Golden et al. 1994]. 
 
Para muchas de las aplicaciones en el mundo real y en particular en los dominios 
relacionados con los servicios Web, la suposición anterior es irrealista. La realidad, 
es que existe una observabilidad parcial del mundo inicial. Esto conlleva a que el 
componente de planificación maneje una información incompleta del estado inicial, 
por lo cual la definición por extensión del estado inicial del mundo no proporciona 
necesariamente una descripción completa del mismo al llevar a cabo la tarea de 
planificación. Por ejemplo, en un dominio de comercio electrónico, el componente 
de planificación puede que no conozca cuáles compañías representadas por sus 
respectivos servicios Web ofrecen determinados productos, pero esta información 
es necesaria para comprar un determinado producto. 
 
Con el fin de enfrentar la anterior dificultad, los modelos conceptuales de los 
planificadores se han extendido con el tiempo. Debido a que la visión del mundo 
de un agente es posible que difiera del mundo real, es necesario representar de 
manera explícita el conocimiento que tiene un agente. El conocimiento del agente  
esta conformado por el conocimiento de los hechos atómicos y también por 
axiomas y funciones. En este sentido, se han propuesto diferentes alternativas a la 
suposición del mundo cerrado. Por ejemplo, la suposición del Mundo Cerrado 
Local (LCA), la cual representa el conocimiento del Mundo Cerrado Local (LCW) 
[Golden, 1997]. El conocimiento LCW se organiza generalmente en dos bases de 
datos  M y L, donde la base de datos M contiene una colección de todos los 
hechos conocidos y la base de datos L contiene formulas LCW que describen el 
contenido de M, es decir, determina para que  partes del mundo el conocimiento 
del agente se puede suponer con seguridad que está completo. Por ejemplo, 
cuando un agente consulta la lista de todos los productos que un vendedor en 
línea A ofrece, se puede asumir que luego de esto, ya se conocen todos los 
productos que están disponibles en A. 
 
Cuando se expresa de manera explícita el conocimiento de los agentes, se hace 
necesario definir cómo influyen algunos operadores del dominio sobre el 
conocimiento del agente. Es decir, es útil distinguir los operadores (o efectos) que 
cambian el mundo de los operadores (o efectos) que sólo afectan el conocimiento 
del agente. Estos últimos se llaman operadores de sensado (efectos de sensado). 
Una extensión del STRIPS que representa el conocimiento incompleto y las 
acciones de sensado es UWL [Etzioni et al. 1992]. De forma similar, SADL 
[Golden, 1997] incluye un soporte para la información incompleta y el sensado al 
ADL, y NPDDL [Bertoli et al.  2003] propone extensiones similares al PDDL. 
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Otro enfoque, basado en el cálculo de situaciones, que tiene en cuenta el 
conocimiento incompleto de los agentes y las acciones de sensado es el 
presentado por [Moore 1985], quien introdujo la noción de precondiciones de 
conocimiento, las cuales son condiciones que debe cumplir la base de 
conocimiento del agente con el fin de aplicar con éxito un operador. En esta 
dirección en [Petrick y Bacchus 2002] para manejar el conocimiento incompleto, se 
extiende el STRIPS, el cual en su forma original utiliza una base de datos para 
representar el estado del mundo y las acciones son representadas como la 
actualización de dicha base de datos. En este trabajo, en vez de utilizar una sola 
base de datos, se utiliza un conjunto de bases de datos para representar por 
categorías el conocimiento del agente más que el estado del mundo. Así mismo, 
las acciones son modeladas como modificaciones a nivel del propio conocimiento 
del agente y son especificadas como actualizaciones a estas bases de datos.  
 
Los sistemas de planificación on-line se pueden clasificar en tres categorías: en 
sistemas de planificación y ejecución alternada, sistemas de planificación y 
ejecución concurrente y sistemas de planificación en tiempo real. 
 
Los sistemas de planificación y ejecución alternada son sistemas en los que las 
etapas de planificación y ejecución se suceden de forma alternada [Koenig 2002] 
(ver figura 2.13). Estos sistemas generalmente poseen mecanismos de 
monitorización de la ejecución y soportan acciones de sensado que les permiten 
en cada etapa de planificación tener en cuenta la información percibida del 
entorno con anterioridad. Su principal inconveniente es que las etapas de 
planificación deben ser breves para evitar saltos en la ejecución. Cuanto más 
pequeño es el tiempo dedicado en cada etapa de planificación, mejor es la 
reactividad del sistema y la sensación de fluidez de la ejecución. Debido a esto, 
muchos sistemas de planificación y ejecución alternada utilizan mecanismos de 
replanificación con el fin de reducir el tiempo de planificación en caso de que 
ocurra algún evento inesperado. Algunos sistemas que implementan esta 
aproximación son: IPEM [Ambros-Ingerson y Steel 1988], SIPE-2 [Wilkins 1990], 
XII [Golden et al. 1994], Occam [Kwok y Weld 1996], ROGUE [Haigh y Veloso 
1996], PUCCINI [Golden 1998], CFOR [Zhang y Gratch 1999], HITaP [Paolucci et 
al. 2000], SimPlanner v2.0 [Sapena y Onaindia 2002c] y el FF-REPLAN [Yoon et 
al., 2007]. 
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Figura 2-13. Funcionamiento de Planificación y Ejecución Alternada 
 
Los sistemas de la planificación y ejecución concurrente solapan los procesos de 
planificación y ejecución. Existen dos modelos fundamentales que siguen este tipo 
de sistemas, el primero en el que el planificador recibe información del entono 
pero trabaja aislado (ver modelo (a) de la figura 2-14) y el segundo modelo es 
aquel en donde el planificador incorpora continuamente información del entorno 
(ver modelo (b) de la figura 2-14). Estos sistemas presentan diferentes ventajas 
con relación a los sistemas de planificación y ejecución alternada, tales como una 
mayor reactividad y un menor tiempo total de planificación/ejecución, pero su 
implementación es mucho más compleja. Los sistemas de planificación y 
ejecución concurrente generalmente hacen parte de arquitecturas semi-reactivas, 
como las basadas en algoritmos RFS (descritos en la sección 2.2.3.6), donde la 
planificación es utilizada como apoyo de un sistema reactivo que puede actuar por 
sí mismo [Matellan y Borrajo 1998]. Algunos sistemas que implementan esta 
aproximación son: Ambler [Simmons 1991], la arquitectura de robot propuesta en 
[Ranganathan y Koenig 2003] y CLARAty [Nesnas 2007]. 
 
 
Figura 2-14. Modelos de Planificación y Ejecución Concurrente 
 
Por último, los sistemas de planificación en tiempo real hacen referencia a los 
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sistemas que presentan restricciones de tiempo para actuar sobre el entorno. Con 
el fin de limitar el tiempo de planificación muchos de los sistemas asociados a esta 
categoría hacen uso de algoritmos de planificación anytime [Briggs y Cook 1999]. 
Estos algoritmos permiten entregar una respuesta en cualquier momento, y la 
calidad de su respuesta mejora monotónicamente en función del tiempo 
empleado. A pesar de las ventajas de estos algoritmos, los sistemas de 
planificación anytime se deben enfrentar a la dificultad de trabajar con planes 
incompletos [Hawes 2001], lo que trae las siguientes implicaciones:  
• Cuando el planificador no dispone de tiempo para calcular un plan 
completo, debe trabajar con planes parciales. Un problema complejo 
asociado a esto es que se debe asegurar que la calidad de los planes 
parciales vaya mejorando con el tiempo, lo cual en muchos casos se 
resuelve de forma aproximada mediante estimaciones. 
• Una de las mayores dificultades radica en asegurar que el plan parcial 
calculado puede extenderse hasta una solución. Si no se puede asegurar 
esto, el sistema podría llegar a una situación desde la que no es posible 
alcanzar los objetivos (dead-end). 
 
Algunos de planificadores que manejan restricciones de tiempo son: Plexus [Dean 
et al. 1995],  PASCALE-2 [Thiebaux et al. 1995], A-UCMP [Hawes 2001] e IXTET-
EXEC [Lemai y Ingrand 2004], SimPlanner v3.1 [Sapena y Onaindia 2005]. 
 
Un ejemplo de la planificación y ejecución alternada aplicada a la composición de 
servicios es OWLSXplan+ [Klusch y Gerber 2006], el cual es la versión mejorada 
del OWLSXplan presentado al final de la sección 2.2.3.7. Este trabajo incluye un 
componente de re-planificación para reaccionar con flexibilidad ante los cambios 
en el estado del mundo durante el proceso de planificación de la composición. 
Esta versión el planificador Xplan+ realiza en esencia una replanificación off-line 
orientada a eventos altamente frecuentes bajo la suposición del mundo cerrado 
con computación heurística de los mejores puntos de re-entrada para replanificar 
al final de cada paso de planificación si el plan actualmente producido o fragmento 
del plan es afectado por el cambio observado. Los cambios externos en el estado 
del mundo involucran las ontologías e individuos OWL convertidos, al igual que el 
conjunto de servicios disponibles durante el proceso de planificación interno, los 
cuales potencialmente afectan los respectivos operadores, predicados, hechos y 
objetos de las descripciones del dominio y problema PDDXML así como los planes 
parciales actualmente generados. Para monitorear un evento Xplan+ se equipó 
con un sensor de eventos para distinguir las clases de eventos. 
 
En cada paso del plan i, antes de aplicar la acción más útil seleccionada A al 
estado Si, Xplan+ está atento a los eventos de cambio del estado. Si ningún 
evento está en su cola de eventos, este aplica A al estado Si y procede con el 
paso i+1 del plan. El fragmento del plan desde el estado inicial So al Si es correcto 
y debido a la selección de las acciones más útiles en el plan relajado mínimo, se 
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escoge la óptima aproximada. El Xplan+ dispara la replanificación en los 
siguientes casos de los eventos observados de los cambios del estado del mundo: 
(i) Una nueva  instanciación (acción) del operador (servicio) está disponible, (ii) Un 
operador (servicio) del plan no está más disponible, (oí) El estado objetivo cambió 
debido a un cambio del requerimiento en la planificación original. 
 
Otros trabajos que pueden ser considerados como ejemplos de aplicación de la 
planificación y ejecución alternada a la composición de servicios Web que ya se 
describieron en secciones anteriores son: Peer [Peer 2005],  presentado en la 
sección 2.2.2.2, [Pistore et al. 2005] descrito en la sección 2.2.2.5. En ambos 
trabajos se trata el problema del manejo de fallas durante la ejecución y cómo 
manejarlo. En Peer [Peer 2005] se implementa un mecanismo integrado de 
monitores y replanificación, mientras en [Pistore et al. 2005] se genera 
automáticamente en combinación con las técnicas “model cheking” un mecanismo 
de monitoreo y manejo de fallas del plan generado.  
 
2.2.3 La Composición de SWS vs la Planificación IA 
A continuación se presentan las diferentes aproximaciones enfocadas a la 
composición de servicios Web que hacen uso de la planificación en IA, estas 
serán catalogadas de acuerdo a su respectiva técnica, las cuales se describen en 
el anexo A. 
 
2.2.3.1 Composición por medio de la planificación basada en estados 
En cuanto a la composición de servicios, bajo este enfoque de la planificación 
basada en estados se distingue [Minthun 2004]. En este, el autor describe cómo 
una versión regresiva del algoritmo STRIPS fue utilizada en el manejo de la 
composición y ejecución (invocación) de servicios. Su arquitectura incluye tanto un 
planificador y un mecanismo de invocación, junto con un agente que es capaz de 
interactuar con estos componentes para requerir un servicio e invocarlo. El 
planificador descrito es implementado en java y JESS (Java Expert System Shell) 
[Jess 1982]. Así mismo utiliza un conjunto de reglas JESS para extraer el 
conocimiento del servicio desde las descripciones de servicios OWL-S y producir 
los operadores de planificación. 
 
Así, una lista de operadores de planificación es creada desde las descripciones de 
los servicios e implementadas como clases de Java. Las entradas, salidas, 
precondiciones y efectos de los servicios son representadas como atributos de 
estas clases. Este permite el manejo de servicios Web que puedan recolectar 
información y el manejo de servicios Web que cambien el mundo sin embargo, no 
maneja el hecho de seleccionar preferentemente los servicios con menos 
requerimientos de información para su ejecución. El proceso de planificación es 
iniciado por el usuario quien especifica un conjunto de objetivos que él desea que 
el sistema alcance. El planificador Strips implementado toma los objetivos y trata 
 57 
 
de encontrar los servicios que satisfacen estos objetivos. El planificador termina su 
proceso bien sea cuando este falla al encontrar un plan adecuado o cuando todos 
los objetivos son satisfechos. Cabe señalar que este planificador no permite 
realizar cambios de objetivos durante el proceso de composición. 
 
Una vez se encuentra un plan solución, éste es pasado al mecanismo de 
invocación el cual toma cada operador del plan bajo un enfoque de 
encadenamiento hacia delante y lo usa para generar una conexión con su 
respectivo servicio usando el Apache Axis que contiene métodos para manejar la 
invocación del servicio. Durante este proceso de invocación el mecanismo verifica 
si todas las precondiciones del operador se cumplen y determina la información 
requerida para su invocación para luego buscarla en la lista de entradas (éstas 
son especificadas por el usuario) por medio de un proceso de emparejamiento.  
 
Este trabajo provee una simple pero efectiva solución al problema de la 
composición,  la cual se basa en una lista definida de objetivos del usuario y una 
lista limitada de servicios atómicos. En cuanto a sus procesos de planificación y 
ejecución éstos son considerados dos procesos independientes y no tratan el 
manejo de fallas del plan solución durante la ejecución del mismo ya que ellos 
suponen que todos los servicios están disponibles y se ejecutan correctamente. 
Por último, este trabajo no tiene en cuenta limitaciones de tiempo para encontrar la 
solución del problema de composición 
 
2.2.3.2 Composición por medio de la planificación de orden parcial POCL 
En cuanto a la composición de servicios, bajo el enfoque de la planificación de 
orden parcial POCL se distingue el trabajo de Peer [Peer 2005].  En este se utiliza 
el planificador VHPOP para tratar con la composición. Este planificador fue 
embebido en un mecanismo de monitoreo de ejecución y con él era posible 
enfrentar tanto con el indeterminismo en el dominio y las contingencias que surgen 
durante la planificación. Utiliza un lenguaje de descripción de servicios llamado 
SESMA [Peer 2004] el cual fue implementado para este modelo prototipo. Bajo 
este lenguaje un servicio se define por una cuádrupla <URI, Prec, Res, Var > 
dónde: 
• URI: es una referencia al identificador único de la operación (o servicio). 
• Prec: es un conjunto de fórmulas que describen las condiciones que se 
deben cumplir antes de ejecutar la operación.  
• Res: es el conjunto de los posibles resultados de la operación. Estos 
pueden incluir efectos de cambio y efectos de conocimiento. 
• Var: se refiere a un conjunto de variables que se utilizan en las fórmulas, en 
donde las variables de entrada se distinguen de las variables de salida. 
 
En cuanto a los objetivos en SESMA, éstos se describen como declaraciones 
lógicas sobre el mundo. Los Objetivos permiten el uso de variables las cuales son 
tratadas con la cuantificación existencial. Esto es diferente en el OWL-S, ya que 
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no hay ninguna forma para definir objetivos con variables en OWL-S. 
 
En el planificador VHPOP, un plan parcialmente ordenado está representado por 
una cuádrupla <S, O, B, L> donde S es un conjunto de pasos del plan (o 
instancias de operación), O es un conjunto de restricciones de ordenamiento, B es 
un conjunto de restricciones de enlaces y L es un conjunto de vínculos causales. 
VHPOP utiliza un grafo de planificación y una serie de heurísticas de búsqueda 
para guiar el proceso de planificación.  
 
El problema de planificación se define por un conjunto de objetivos, un estado 
inicial, un conjunto de servicios anotados con SESMA y un valor de umbral que 
representa el número de ciclos de planificación que el planificador permitirá antes 
de que termine el proceso. El proceso se inicia mediante la traducción tanto del 
dominio de servicios Web y el problema de composición de servicios Web en su 
respectiva descripción en PDDL. Esta descripción es utilizada por el planificador  
VHPOP el cual trata de encontrar un plan adecuado. En esta implementación se 
permiten tres tipos de planes: (i) completo, (ii) parcialmente ordenado y (iii) planes 
que no contengan vínculos causales prohibidos (vínculos causales que violan 
ciertas restricciones). Estos vínculos prohibidos se tienen en cuenta para el 
próximo ciclo de planificación, en el caso de no encontrar un plan correcto la 
primera vez (un plan correctamente ejecutable). 
 
Dado un plan, en este trabajo, cada paso es evaluado para saber si logra o no el 
objetivo deseado. La ejecución actual del servicio es efectuada por la creación de 
los mensajes de entrada que se envían al servicio. Los mensajes de salida o 
resultados de estos servicios se analizan y se comprueban para identificar y 
manejar cualquier violación. El plan se completa con éxito si todas las operaciones 
se ejecutan sin detección de cualquier violación. 
 
En general, este trabajo permite el manejo de la observabilidad parcial de la Web 
al distinguir servicios Web que proporcionan algún tipo de información de los 
servicios que cambian el estado de la Web y permite el manejo del 
comportamiento indeterminado de los servicios al implementar un sencillo pero 
exitoso mecanismo de replanificación. 
 
2.2.3.3 Composición por medio de planificación heurística. 
Un trabajo que implementa la composición de servicios Web usando la 
aproximación de planificación heurística es el OWLS-Xplan [Klusch et al. 2005].  
En éste se utiliza el planificador Xplan [Schmidt 2005], un  planificador híbrido 
basado en el planificador FF con un componente de planificación HTN (ver 
sección 2.2.2.6). 
 
Este trabajo consiste en un planificador de composiciones de servicios web 
semánticos que requiere como entrada un conjunto de servicios Web OWL-S 1.1 
disponibles, un conjunto de ontologías OWL que describen el estado inicial del 
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problema y un requerimiento (objetivo) de planificación, para lo cual retorna una 
secuencia de planificación de servicios relevantes que satisfacen el objetivo. 
 
Para llevar a cabo su labor, OWLS-Xplan  primero convierte las ontologías  dadas 
a una descripción equivalente de un dominio y problema en PDDL 2.1 utilizando el 
convertidor OWLS2PDDL del sistema. La descripción de dominio contiene la 
definición de todos los tipos, predicados y las acciones, mientras que la 
descripción del problema incluye todos los objetos, el estado inicial, y el estado 
objetivo. Ambas descripciones son luego utilizadas por el planificador Xplan para 
crear un plan en PDDL que resuelve el problema dado en el dominio actual. Un 
operador del dominio de planificación corresponde a un perfil del servicio en OWL-
S, mientras que un método es un tipo especial de operador para los servicios 
complejos que el OWLS-Xplan puede utilizar durante su proceso de planificación. 
Los autores por razones de conveniencia, han desarrollado un dialecto XML de 
PDDL, llamado PDDXML, que simplifica el análisis, la lectura, y la comunicación 
en las descripciones PDDL mediante SOAP. 
 
El Xplan está basado en la suposición del mundo cerrado (ver sección 2.2.3) y 
combina la búsqueda local guiada con la planificación basada en un grafo 
relajado, junto con una forma simple de redes de tareas jerárquicas para producir 
una secuencia de acciones de un plan que resuelve un problema dado. Si el 
problema contiene métodos, Xplan utiliza sólo aquellas partes de los métodos que 
por descomposición se requieren para alcanzar el estado objetivo con una serie de 
servicios compuestos.  
 
El Xplan es complementado con una herramienta de conversión que traduce las 
descripciones de servicios OWL-S 1.1 a sus correspondientes descripciones en 
PDDL 2.1 que son usadas por Xplan como entrada para planear una composición 
de servicio que satisface un objetivo dado. En contraste con los planificadores 
HTN, XPlan siempre encuentra una solución si es que existe en el espacio de la 
acción/estados para el espacio de los posibles planes, aunque el problema es NP-
completo. Como un todo, las implementaciones de Xplan y el convertidor de 
OWLS2PDDL conforman el planificador de composición de servicios Web 
semánticos OWLSXplan. Cabe señalar que en esta versión no se considera la 
ejecución del plan como parte integral del sistema 
 
2.2.3.4 Composición por medio de la planificación como satisfactibilidad. 
Un trabajo que implementa la composición de servicios Web usando la 
aproximación particular de SAT es el presentado en [Berardi et al, 2003a]. En este 
se utiliza la lógica de descripción ALU. Esta aproximación define una comunidad 
de servicios Web, la cual es caracterizada por un conjunto común de acciones, 
llamado el alfabeto de la comunidad y un conjunto de servicios Web especificados 
en términos del conjunto común de acciones. Los protocolos de interacción 
ofrecidos por los servicios son expresados como árboles de ejecución, donde cada 
nodo representa un posible estado en el intercambio cliente-servidor y cada arista 
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representa una acción invocada por el cliente siguiendo el protocolo. El problema 
de la composición de servicios se convierte entonces en identificar un árbol de 
ejecución compuesto por las acciones de los servicios en la comunidad que 
corresponda con un árbol de ejecución deseado.  
 
La tarea de construir tal árbol es una reminiscencia de la tarea de elaborar un 
modelo de un concepto de la lógica de descripción para demostrar su 
satisfactibilidad (o su insatisfactibilidad): para aprovechar esta propiedad, el 
dominio de servicios Web y el problema de planificación se transforman de una 
representación en el cálculo de situaciones a un ALU y entonces cualquiera de los 
razonadores de lógica de descripción basados en tableau [Volker 2001], puede ser 
utilizado para generar el modelo del árbol de comprobación de su satisfactibilidad, 
desde el cual el proceso sintetizado (si es que existe) puede extraerse 
directamente. Este trabajo no considera el comportamiento indeterminado de la 
Web por lo cual considera que una vez identificado el proceso sintetizado, este 
puede ser ejecutado cuantas veces se quiera sin problemas. Adicionalmente el 
modelo utilizado en este trabajo, no considera la observabilidad parcial de la Web, 
ya que él considera pilar fundamental de su mecanismo de composición que se le 
entregue una descripción total del estado de la Web. Otro aspecto relevante de 
este trabajo es que considera que los servicios son deterministas y no cambian en 
el momento de la ejecución. 
 
Un segundo trabajo que sobresale bajo la aproximación de la planificación como 
satisfactibilidad es el presentado en [Narayanan y McIlraith 2002]. Este de manera 
similar al anterior, inicia con un cálculo de situaciones basado en la axiomatización 
del problema de planificación y luego lo transforma para adaptarlo a un marco 
formal bien conocido. Es así que en este trabajo las tareas de planificación de 
servicios Web pueden llevarse a cabo bajo el concepto del análisis de 
accesibilidad de las redes de Petri [Petri, 1962]. La idea es crear una red de Petri 
atómica basada en los servicios Web que represente todas las combinaciones 
posibles de las operaciones atómicas y especifique el objetivo deseado como un 
estado de esta red de Petri (es decir, como una configuración de tokens). Las 
técnicas estándar de la redes de Petri, entre ellas la comprobación de 
satisfactibilidad, puede entonces utilizarse para determinar si el estado objetivo es 
alcanzable. Estas técnicas también pueden utilizarse para validar si un plan está 
bien formado [Narayanan y McIlraith, 2002]. 
 
En [Aiello et al, 2002], [Lazovik et al. 2003], [Pistore et al. 2004], [Pistore et al, 
2005] se presentan diferentes aspectos de un mecanismo de composición de 
servicios que utiliza la planificación basada en el model-checking y las técnicas de 
satisfacción de restricciones. En [Aiello et al. 2002] y [Lazovik et al. 2003]  se 
propone un lenguaje de requisitos, para especificar los objetivos del cliente. El 
requerimiento del cliente se modela como una formula de bifurcación temporal, 
expresada en el lenguaje de objetivos llamado EaGLe [Lago et al. 2002]. Este 
lenguaje es una extensión del CTL, que permite expresar objetivos de forma 
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“Intente lograr la condición c y, en el caso de falla logre la condición d” [Lago et al. 
2002]. Por lo tanto, el requerimiento del cliente representa una especificación 
completa de sus requerimientos. Esencialmente especifica una ejecución principal 
a seguir, más algunos caminos que son típicamente usados para resolver 
circunstancias excepcionales.  
 
En [Pistore et al. 2004], se propone un algoritmo de composición que toma como 
entrada, un conjunto de servicios parcialmente especificados, modelados como 
máquinas de estado finito no determinísticas, y el objetivo del cliente expresado en 
EaGLe, y retorna un plan que especifica cómo coordinar la ejecución de servicios 
concurrentes con el fin de realizar el objetivo del cliente. El plan se puede codificar 
en lenguajes de coordinación estándar y ser ejecutado por un mecanismo de 
orquestación. Una vez se obtiene el plan, el cliente no interactúa con el propio 
plan. El plan también es capaz de monitorear la composición, en particular, que los 
servicios disponibles se comporten de forma consistente con sus especificaciones 
(parciales). Los autores no proporcionan ninguna caracterización de la 
complejidad de su enfoque, sin embargo, debido a la presencia del no-
determinismo y la observación parcial del estado, el espacio de  búsqueda explota 
con servicios simples disponibles (es decir., con pocos estados). Para superar 
este problema se usan las técnicas “model cheking” para generar un plan, ya que 
representan de manera compacta el espacio de búsqueda, y se implementan 
heurísticas eficientes para evitar generar todo el espacio de búsqueda. 
Adicionalmente, en [Lazovik et al. 2003] se propone un enfoque para la 
composición de servicios basado en el intercambio de la planificación, el 
monitoreo y la ejecución. De esta manera, los autores pueden adaptar en tiempo 
de ejecución, el servicio compuesto generado durante la fase de la planificación, 
con el fin de enfrentar los posibles cambios en el ambiente de los servicios (la 
Web). 
 
2.2.3.5 Composición por medio de planificación como programación lógica. 
En el caso de la composición de servicios Web aplicando una aproximación de la 
planificación como programación lógica se distingue SWORD [Ponnekanti y Fox, 
2002], en el cual se utiliza el Prolog para razonar sobre servicios proveedores de 
información y los planes se extraen directamente de la traza de ejecución del 
intérprete Prolog. Particularmente SWORD no emplea los estándares utilizados en 
la descripción de servicios tales como WSDL y OWLS, en cambio utiliza un 
modelo entidad relación (ER) para especificar los servicios Web. SWORD se 
apoya en un modelo extendido de integración de datos manejado bajo un enfoque 
de LAV [Halevy 2000] que emplea servicios proveedores de información. En 
SWORD, un servicio es modelado mediante sus precondiciones y efectos las 
cuales representan respectivamente las entradas y salidas del servicio. Estas son 
especificadas en un modelo general que consiste de entidades y relaciones entre 
ellas. Un servicio Web es representado en forma de una regla Horn que denota los 
efectos que son logrados si las precondiciones son verdaderas. Para crear un 
servicio compuesto, el solicitante del servicio sólo necesita especificar los estados 
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inicial y final para componer el servicio, entonces la generación del plan puede ser 
logrado usando un sistema experto basado en reglas de tipo Prolog. En SWORD 
el usuario puede ver el plan generado y si lo considera apropiado, requerir que 
una representación persistente del plan sea generada. Esta representación 
contiene la secuencia de servicios que necesitan ser invocados para obtener las 
salidas del servicio compuesto desde sus entradas. Cuando se requiere el servicio 
compuesto generado, los servicios especificados en el plan son ejecutados, 
empezando con las entradas, con el fin de computar las salidas deseadas. 
 
Junto a los métodos de composición general, un trabajo interesante hecho por 
SWORD es que los autores realizan una discusión sobre los resultados inciertos 
que puede generar algunas veces el encadenamiento basado en reglas si una 
precondición no puede determinar únicamente un efecto. Los autores argumentan 
que los resultados inciertos pueden evitarse sólo cuando las precondiciones son 
funcionalmente dependientes con las poscondiciones dentro de un servicio. Este 
hecho puede ocurrir en muchos de los trabajos relacionados en este documento, 
pero no todos los autores lo tratan explícitamente como este trabajo. 
 
Como un segundo ejemplo de la aplicación del enfoque de la planificación y 
ejecución alternada a la composición de servicios Web vale la pena distinguir el 
trabajo de [Ambite et al. 2001].  Este permite la composición de servicios web de 
información para realizar planes turísticos donde se integran el planificador por 
restricciones jerárquico lHeracles y la plataforma de agente de información 
Theseus [Barish et al. 2000] la cual provee la tecnología para que de manera 
eficiente se ejecuten agentes para llevar a cabo las tareas de recolección de 
información y su respectivo monitoreo. Particularmente Heracle captura las 
interrelaciones de los datos y las preferencias del usuario usando un conjunto de 
reglas de restricción para generar de manera interactiva un plan de viaje. Así 
mismo la plataforma de Teseo facilita la creación rápida de los agentes de 
recolección de información y monitoreo. Estos agentes proporcionan los datos 
para el planificador Heracles y permiten el seguimiento de los cambios en la 
información pertinente a los planes de viaje. Con base en estas tecnologías, este 
trabajo permite desarrollar una completa planificación y supervisión de planes 
turísticos. En el enfoque seguido por este trabajo, la composición y ejecución no 
pueden ser prácticamente separadas en diferentes fases. La razón es que el 
dominio en el cual se utiliza tiene tanta incertidumbre la cual puede ser resuelta 
fácilmente para un problema al consultar dinámicamente el ambiente en lugar de 
tener en cuenta todas las posibilidades en un plan robusto particular el cual pueda 
manejar cualquier eventualidad en tiempo de ejecución. Así siguiendo este 
enfoque el planificador puede encontrar un plan solución basado en la información 
en tiempo real obtenida por el ambiente de ejecución. Una limitación que presenta 
este trabajo es que los agentes de monitoreo no comunican problemas o cambios 
hacia atrás al planificador de viajes. Así el plan no puede ser modificado en caso 
de falla y no es posible realizar un proceso de replanificación del plan del viaje 
basado en los cambios en el mundo. Lo que permite el monitor del plan es 
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informarle al usuario sobre las posibles fallas y hacer pequeñas tareas de 
advertencias asociadas al avance del plan tales como informar al usuario del 
atraso de un vuelo, cancelaciones y reducción en los precios, pero no es posible 
una replanificación. 
 
2.2.3.6 Composición por medio de redes de tareas jerárquicas 
Un enfoque para utilizar la planificación HTN en los servicios Web fue propuesta 
en [Sirin, 2004].  En este trabajo se utiliza un planificador HTN llamado SHOP2 
[Nau et al. 2003] para la composición de servicios Web que son descritos 
mediante el OWL-S. Sus autores plantean que el concepto de la descomposición 
de tareas en la planificación HTN es muy similar al concepto de descomposición 
de procesos compuestos planteado en la ontología de procesos del OWL-S. La 
idea principal fue que, dado un conjunto de objetivos del usuario y un conjunto de 
servicios, el planificador tiene que buscar un conjunto de servicios que alcancen 
estos objetivos.  
 
En este trabajo se muestra el mapeo directo entre las descripciones de OWL-S  
(algunas restricciones fueron aplicadas) y los operadores y los métodos del HTN. 
Así, dado un conjunto de descripciones de servicios Web OWL-S, los operadores 
de Shop2 son generados a partir de los servicios atómicos OWL-S, mientras que 
los métodos son generados desde los servicios simples y  compuestos. Después 
de esta traducción en el dominio Shop2, se le presenta al planificador una tarea 
inicial, para la cual el planificador busca un plan. Durante la planificación se 
maneja la ejecución de servicios Web de información para manejar el 
conocimiento incompleto de la Web durante la planificación. Durante este proceso 
se almacena la información dada por los servicios para evitar llamar más de una 
vez servicios con los mismos parámetros mejorando la eficiencia de la 
planificación. El plan generado se traduce de nuevo a OWL-S a través de un 
convertidor  de SHOP2 a OWL-S, para que sea directamente ejecutado por un 
ejecutor OWL-S. En este trabajo no se maneja la incertidumbre de la Web y no se 
tratan aspectos de cómo arreglar el plan generado si falla durante su ejecución. 
 
La ventaja de este enfoque es su capacidad para enfrentar dominios de problemas 
muy grandes, sin embargo, la necesidad de establecer explícitamente al 
planificador con una tarea que necesita para llevar a cabo puede ser visto como 
una desventaja, ya que esto requiere de descripciones que no siempre pueden 
estar disponibles en entornos dinámicos. 
 
2.2.3.7 Composición por medio de ejecución de un programa de alto nivel. 
En [McIlraith et al. 2001] y [McIlraith y Son 2002], una versión modificada del 
ConGolog es aplicada al problema de la composición de servicios. El intérprete de 
Congolog es extendido con la habilidad de incluir restricciones de usuario 
personalizadas, una variante más flexible de constructor de secuencia del Golog y 
la habilidad de implementar acciones de sensado como llamados de funciones 
externas.  
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Particularmente este trabajo brinda una herramienta para la composición 
automática de servicios representados como acciones del cálculo de situaciones y 
codificados en OWL-S. Esta herramienta trabaja de la siguiente manera: Un 
usuario presenta su requerimiento al sistema, expresado como un clase de 
procedimiento genérico de ConGolog [Giacomo et al. 2000] con las restricciones y 
preferencias del usuario. Como una especificación del usuario no puede ser 
ejecutada en esta forma de representación, ésta se debe volver ejecutable por un 
agente que explotando la ontología de servicios OWL-S, automáticamente 
instancia la especificación del usuario con servicios representados mediante dicha 
ontología, recortando posiblemente el árbol de situaciones que corresponden al 
procedimiento genérico al tener en cuenta las preferencias y restricciones del 
usuario. Es importante resaltar que el procedimiento genérico de ConGolog está 
actualmente asociado con un árbol de situaciones (es decir, una clase de flujo de 
procesos en la teoría del cálculo de situaciones), el cual denota una especificación 
parcial del comportamiento del servicio compuesto deseado. Cada nodo del árbol 
de situaciones denota una situación. Es decir, un instante de la configuración del 
servicio deseado en cada punto de su ejecución. Cuando un servicio componente 
se ejecuta, debido al conocimiento incompleto de sus efectos, no se conoce la 
nueva situación resultante, ya que varias situaciones tienen la misma posibilidad 
de ocurrir. La situación que sucede a la actual, se define al ejecutar los servicios 
de recolección del conocimiento. Por lo tanto, la instancia de la especificación del 
usuario es una secuencia lineal de servicios atómicos (que alteran el mundo y 
recolectan información) los cuales son ejecutados por un intérprete de ConGolog. 
Es importante aclarar que en [McIlraith et al. 2001] el requerimiento del usuario se 
especifica cada vez y el usuario no tiene ningún control en las secuencias de 
acciones ejecutadas ni antes de la composición ni durante la ejecución de los 
servicios compuestos. Finalmente, en [McIlraith et al. 2002] el resultado de la 
composición no es un servicio OWL-S, y no puede ser re-utilizado por otro usuario, 
ya que es una secuencia instanciada de servicios que satisfacen la meta de un 
usuario particular. 
 
2.2.3.8 Composición por medio de la planificación conforme 
Un trabajo relacionado con la composición de servicios Web en el cual se utiliza la 
planificación conforme es el presentado en [Sirbu y Hoffmann 2008]. En este 
trabajo se presenta una arquitectura modular donde la composición final de los 
servicios web se realiza de forma totalmente automática, a partir de unos 
requerimientos semánticos de alto nivel, para obtener un servicio compuesto que 
se puede desplegar y ejecutar al orquestar los servicios que lo componen los 
cuales se descubieron automáticamente. Esta arquitectura permite la descripción 
de requerimientos semánticos de alto nivel usando WSMO y utiliza 
implementaciones de servicios BPEL4WS.  
 
En esta arquitectura, los requerimientos semánticos de alto nivel provistos por el 
usuario, son el punto de partida para que un módulo de descubrimiento 
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considerando solamente las entradas y salidas de los servicios en una base de 
datos de capacidades extraiga un conjunto de servicios cuyas entradas y salidas 
pueden cumplir con las entradas y salidas de los requerimientos del usuario. 
Luego de identificar el respectivo conjunto de servicios, se realiza una 
composición funcional (FLC) [Lara et al. 2004] para verificar que los servicios 
descubiertos realmente cubren a nivel funcional, el objetivo buscado descartando 
los servicios que no son útiles. Para este proceso, esta arquitectura utiliza el 
planificador CONFORMANT-FF con el fin de implementar una técnica que permite 
emparejamientos parciales de los tipos asociados a las entradas y salidas 
postulando solamente los servicios cuya intersección de los tipos involucrados no 
esté vacía.  La búsqueda involucrada en la FLC es sensiblemente más compleja 
que la realizada durante el descubrimiento, ya que la FLC requiere considerar la 
interacción entre las condiciones que permitieron la aplicación de un servicio y los 
requeridos por los servicios ejecutados más adelante. 
 
En este trabajo, una vez la FLC obtiene un conjunto de servicios, cuyas 
capacidades pueden ser combinadas para obtener la capacidad del requerimiento 
de alto nivel,  finalmente se puede tratar de combinar las implementaciones reales 
de sus respectivos servicios. Así, los procesos BPEL4WS anotados (y sus 
complementos WSDL) asociados a los servicios identificados por la FLC son la 
entrada al siguiente proceso de composición a nivel de procesos (PLC) basado en 
el estilo de [Marconi et al. 2006] presentado en la sección 2.2.2.5 Planificación 
como Satisfactibilidad, cuyo resultado es un nuevo protocolo ejecutable que 
interactúa con los ya existentes para alcanzar el requisito de alto nivel. 
 
En este trabajo se considera que es posible que las diferentes etapas del proceso 
de composición de servicios (el descubrimiento, la FLC o la PLC) puedan fallar en 
encontrar un resultado, es decir los procesos en la entrada al PLC ni puedan ser 
compuestos de una manera satisfactoria, y similarmente para la FLC y el 
descubrimiento. Mientras la falla del descubrimiento conlleva a una falla de todo el 
proceso, las fallas del PLC y FLC disparan un retroceso en la arquitectura; es 
decir, si la FLC falla, entonces el descubrimiento es requerido para buscar un 
conjunto diferente (y más rico) de servicios para la FLC.  
 
Esta arquitectura se completa con un módulo de razonamiento ontológico, 
haciendo uso del razonador semántico llamado FaCT++ [Horrocks 1998]. Este 
módulo proporciona un apoyo logístico esencial para el descubrimiento, la FLC y 
la PLC. El razonamiento ontológico es necesario para: (i) mapear un requerimiento 
semántico  en un requerimiento a nivel del proceso; (ii) permitir el emparejamiento 
parcial de conceptos durante las distintas fases; y (iii) en general para comprender 
las relaciones entre los diferentes conceptos semánticos. Este módulo proporciona 
un conjunto de funcionalidades clave, tales como la fusión de la ontología y la 
comprobación de los conceptos vinculados, y el modelado de las ontologías en 
términos de una lógica de descripción, siguiendo los lineamientos de [McGuinness 
y Harmelen 2004]. Este modulo es vital para el desempeño de toda la arquitectura. 
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2.2.3.9 Composición por medio de la composición contingente 
En [Chafle et al. 2007], se presenta Synthy, una propuesta para la composición 
semiautomática de servicios Web la cual utiliza Planner4j [Srivastava 2004], un 
modelo de software para construir planificadores, el cual implementa en su interior 
un planificador contingente utilizado para llevar a cabo tales composiciones. En 
esta propuesta se introduce una diferenciación entre los tipos de servicios web y 
sus instancias.  
 
Los tipos de servicios web son agrupaciones de servicios similares (en términos 
de funcionalidad), mientras que las instancias se refieren a los servicios reales que 
se pueden invocar. Un tipo de servicio web es semánticamente descrito en 
términos de sus entradas, salidas, precondiciones y efectos (IOPE) que capturan 
la funcionalidad ofrecida por este tipo de servicios. Estos parámetros IOPE se 
definen con la ayuda de la ontología de un dominio específico de los términos. 
Para definir la ontología se utiliza el OWL y para definir los tipos de servicios se 
utiliza una extensión modificada del Service Profile del OWL-S.  Por otro lado, una 
instancia de un servicio Web, se describe con la ayuda del WSDL, junto con los 
atributos no-funcionales relacionados con la calidad del servicios (QoS) asociados 
a esta instancia.  
 
Synthy lleva a cabo el proceso de composición utilizando un enfoque por niveles, 
donde la composición funcional, basada en los tipos, llamada composición lógica, 
se desacopla de la composición no-funcional basada en instancias, la cual es 
llama composición física. La composición a nivel lógico usa un emparejamiento 
ontológico junto con las técnicas de planificación implementadas en Planner4j para 
generar un plan, el cual representa un flujo de trabajo y es una secuencia de 
pasos en el tiempo, donde cada punto en el tiempo puede tener acciones 
simultáneas. Dado que los planes pueden tener ramificaciones que están 
supeditadas a que se cumplan las condiciones específicas (llamadas ramas del 
contexto), las acciones se etiquetan con su contexto. Así mismo, en el caso de 
una acción incondicional a estas se le asocia el contexto por defecto. Luego el 
plan es trasladado a una representación de un flujo de trabajo abstracto (workflow) 
condicional BPEL4WS, que consiste de los tipos de servicios, que presentan los 
requerimientos funcionales del servicio compuesto. La composición a nivel físico, 
entonces enlaza cada tipo de servicio en el flujo de trabajo abstracto a una 
instancia de servicio concreto, mientras satisface y optimiza las especificaciones 
no-funcionales del servicio compuesto. Al final de este proceso, se genera un flujo 
de trabajo ejecutable que se puede desplegar y ejecutar en una infraestructura de 
ejecución BPEL4WS. 
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2.2.4 Comparación de los Enfoques Actuales 
 
A continuación se revisarán algunos de los más importantes requerimientos que 
se deberían cumplir para llevar a cabo la composición de servicios Web los cuales 
se trataron previamente y se contrastarán con los diferentes trabajos del estado 
del arte de la composición de servicios Web usando técnicas de  planificación en 
IA. Los requerimientos que se identificaron, los cuales deberían manejar un 
mecanismo de composición son: 
 
1. La habilidad de tratar con el problema de la observabilidad parcial del 
estado de la Web: Aunque con el marcado semántico de los servicios es 
posible que el mecanismo de composición conozca de manera a priori 
algunos aspectos relevantes de los servicios Web tales como los tipos de 
datos, sus precondiciones y efectos y las comunicaciones manejadas por 
los servicios, no es posible conocer el estatus interno de los propios 
servicios y sus variables. Esto a su vez exige el soporte de acciones de 
sensado que le permitan al mecanismo de composición el adquirir la 
información requerida. Un ejemplo de esto puede ser el caso de un dominio 
de compras en el que se requiera confirmar si un determinado producto 
está en el catalogo que ofrece a la venta un determinado servicio Web.  
2. Relacionado con el problema de soportar acciones de sensado, se hace 
necesario que el mecanismo de composición sea capaz de adquirir 
progresivamente sólo la información esencialmente requerida del estado 
actual de la Web relacionada con el dominio del problema específico a 
solucionar: Dado que existen diferentes servicios que pueden entregar la 
misma información requiriendo a su vez para su invocación entradas de 
información no relevantes al dominio, se hace necesario que el mecanismo 
de composición sea capaz de identificar cuáles servicios son los que menos 
información requieren para minimizar las acciones de sensado. Esto 
conlleva a que dicho mecanismo de composición requiera del manejo de 
una función de evaluación de los planes que minimicen dicho número de 
entradas. Un ejemplo de esto es cuando un servicio para comprar un 
determinado producto, requiere no sólo el identificador del ítem sino por 
ejemplo la edad de quien lo compra. Si existe un servicio que sólo pide el 
identificador del ítem para su compra, éste debería preferiblemente ser 
seleccionado. 
3. Existe una fuerte necesidad de tratar con el comportamiento indeterminado 
de los servicios: Los servicios Web pueden fallar durante su tiempo de 
ejecución o ellos pueden tener un resultado inesperado o indeseable. Un 
ejemplo de esta situación puede ser que al comprar un libro, luego de 
verificar su existencia en el catálogo del respectivo servicio, otro cliente en 
un tiempo inmediatamente anterior lo haya comprado, generando un error 
al interior del servicio. 
4. En determinados dominios se hace necesario que el mecanismo de 
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composición pueda tratar con el cambio de objetivos mientras éste realiza 
su tarea, sin que esto implique que se deba empezar de nuevo el proceso. 
Un ejemplo de esta situación es por ejemplo si un usuario desea comprar 
un determinado artículo y mientras el mecanismo realiza el respectivo 
proceso de composición, el usuario desea comprar un nuevo artículo. El 
sistema debería ser capaz de recibir este requerimiento sin que esto 
implique detener su proceso y recomenzar de nuevo. 
5. Por último, hoy en día con el desarrollo de aplicaciones que requieren 
respuesta en tiempo real, se hace necesario el manejo de restricciones en 
los tiempos de respuesta del mecanismo de composición. Un ejemplo de 
dominios que pueden requerir este tipo de aplicaciones son los videojuegos 
de estrategias en la red, aplicaciones virtuales en el área de la robótica, 
entre otros. 
 
Pese a la existencia de diversas aproximaciones en el marco de la planificación en 
IA que llevan a cabo la composición de servicios permitiendo resolver algunos de 
estos problemas por separado, en la actualidad no existe una aproximación que 
pueda resolverlos de forma conjunta. En la tabla 2.2, se resumen los resultados 
sobre los enfoques actuales revisados en la sección 2.2. Aunque las tablas se 
auto-explican, es importante resaltar algunos aspectos de importancia que se 
detallan a continuación: 
• Los trabajos de Sheshagiri [Minthun 2004], Peer [Peer 2005], [McIlraith et 
al. 2001 de Jaime] y [McIlraith y Son 2002] y Synthy [Chafle et al. 2007] 
implementan técnicas de evaluación de los planes que le permiten manejar 
composiciones óptimas respecto a diferentes atributos no funcionales del 
servicio tales como preferencias, costos del servicio, etc.  Aunque en los 
trabajos no se trata específicamente sí se configura adecuadamente la 
función de evaluación de tales atributos no funcionales empleada por el 
sistema el manejo podría realizarse el manejo de la adquisición de la 
información esencialmente requerida. 
• Existen algunos trabajos como el de Peer [Peer 2005], [Pistore et al 2005] y 
el OWLSXplan+ [Klusch y Gerber 2006] quienes se preocuparon por el 
manejo del comportamiento indeterminado de los servicios (acciones 
indeterministas) durante la ejecución para lo cual han planteado una 
planificación y ejecución alternada para su manejo. 
• Existen algunos trabajos tales como SWORD [Ponnekanti y Fox 2002] y 
[Ambite et al, 2002] que sólo manejan servicios de recolección de 
información focalizándose en las entradas y salidas de los servicios Web, y 
no contemplando las descripciones semánticas relacionadas con sus 
precondiciones y efectos que están asociadas a la propia funcionalidad de 
los servicios. 
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2.2.5 Conclusiones del Capítulo 
 
En este capítulo se realizó una revisión de los SWS, las principales técnicas de 
planificación en IA y su aplicación en la composición de SWS a través de los 
diferentes trabajos existentes en la literatura. 
 
La revisión previa permitió esclarecer que los trabajos relacionados presentan  
diferentes limitaciones y se identificó que en la actualidad no existe una 
aproximación que pueda resolverlos de forma conjunta lo que deja abierto 
espacios que son atacados por esta tesis de doctorado. Es así como se espera 
proponer un modelo de planificación y ejecución concurrente que le permita llevar 
a cabo la composición de SWS en línea, adquiriendo progresivamente sólo la 
información esencialmente requerida del estado actual de la Web relacionada con 
el dominio del problema específico a solucionar. Lo anterior permitirá enfrentar el 
problema de la observabilidad parcial del estado de la Web.  
 
Finalmente y junto con lo anterior esta solución pretende atacar los siguientes 
problemas asociados a la composición de SWS:  
1. El comportamiento indeterminado de los servicios,  
2. El cambio de objetivos mientras este realiza su tarea y  
3. El manejo de restricciones en los tiempos de respuesta del mecanismo de 
composición. 
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3.  
Capitulo 3    
 
Los Servicios Web y la Composición de 
Servicios: Una Propuesta de Caracterización 
Ontológica 
 
 
Este capítulo presenta una propuesta de caracterización ontológica de servicios 
Web atómicos haciendo uso del OWL-S y el XSPDDL, una versión XML extendida 
del lenguaje de planificación PDDL 2.1 propuesta para definir las precondiciones y 
efectos manejados por los servicios. Así mismo, se presenta la caracterización de 
un requerimiento de composición de SWS teniendo en cuenta que el estado de la 
Web es parcialmente observable para lo cual se hace uso de la anterior 
caracterización de servicios Web y de un conjunto de ontologías del dominio 
basadas en OWL. 
 
 
3.1 Caracterización Ontológica de los Servicios Web 
 
El tipo de servicio Web que se pretende caracterizar en esta tesis corresponde al 
denominado servicio Web atómico, es decir, es aquel donde un solo programa 
accesible por la Web, sensor o dispositivo es invocado por un mensaje de 
requerimiento, realiza su tarea y, posiblemente, produce una única respuesta al 
requeridor. Con este tipo de servicio, no hay una interacción continua entre el 
usuario y el servicio. 
 
Para modelar estos servicios Web atómicos, desde el punto de vista de los SWS, 
se hace necesario seleccionar un lenguaje que facilite dicha tarea de 
especificación en el sentido de que los usuarios pueden expresar fácilmente lo que 
quieren. Con este propósito, la especificación no sólo debe ser fácil de leer y 
comprender, sino también fácil de escribir por el usuario. Otro de los fines 
principales de su aplicación es que el lenguaje de especificación debe permitir ser 
intercambiado y procesados a través de Internet. La realidad muestra que muchos 
de los usuarios ya se han acostumbrado al OWL-S, una especificación estándar 
de este tipo de servicios que se basa en el OWL, uno de los lenguajes de marcado 
XML recomendados por la W3C. Por esta razón en esta tesis el lenguaje de 
referencia utilizado para la especificación de los servicios Web es una extensión 
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del OWL-S en su versión 1.2. En este punto es importante resaltar que la 
especificación del OWL-S carece de una semántica definida, razón por la cual esta 
será definida más adelante cuando se defina el modelo de planificación y 
ejecución a proponer. 
 
Siguiendo este enfoque, en la figura 3.1 se detallan los componentes de la 
ontología OWL-S modificada que será utilizada para la especificación declarativa 
de un servicio Web Atómico, la cual llamaremos para efectos de referencia la 
Ontología Superior  de Servicios Web. Esta ontología se centra en dos aspectos 
básicos de un servicio Web: La caracterización de la funcionalidad del servicio y 
su invocación. 
 
Definición 3.1 La Funcionalidad de un Servicio. Representa lo que hace un 
servicio Web. En el marco de esta tesis, este término hace referencia a la  
transformación de la información y el cambio de estado producido por la ejecución 
del servicio Web. 
 
Definición 3.2 La Invocación de un Servicio. Representa como los clientes 
pueden invocar y ejecutar los servicios. En el marco de esta tesis, este término 
hace referencia a la información asociada con la especificación WSDL del propio 
servicio requerida para la invocación y ejecución de la operación relacionada con 
el servicio atómico. 
 
3.1.1 Caracterización de la funcionalidad del servicio 
La especificación de la Ontología superior de servicios Web que aquí se propone 
permite la caracterización de la funcionalidad del servicio en términos de los 
parámetros de entrada y de salida del servicio en asocio con sus precondiciones y 
efectos. Para tal fin, hace uso de la caracterización de la instancia de un servicio 
mediante la clase profile:Profile, la cual describe un servicio en termino de sus 
entradas (process:Input), salidas (process:Output), precondición (expr:Condition) y 
resultados (process:Result). 
 
Las entradas y salidas son definidos en términos de la especificación de los 
parámetros (es decir la clase process:Parameter). Esta clase de tipo parámetro es 
a su vez, una subclase de la clase process:ProcessVar que hace referencia a una 
variable del proceso que lleva a cabo el servicio. Esta última clase está compuesta 
de dos campos: el tipo del parámetro (process:parameterType) y el valor del 
parámetro (process:parameterValue), los cuales son respectivamente del tipo 
cualquier URI (xsd:anyURI) y del tipo literal XML (rdf:XMLLiteral). 
 
Una precondición está representada en términos de la clase Condición de la 
ontología Expresión (expr:Condition). Dado que esta clase Condición  de acuerdo 
a la especificación del OWL-S es una subclase de Expresión de la ontología 
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Expresión (expr:Expresion), la cual se compone de los siguientes campos:  
• El lenguaje de la expresión (expr:LogicLanguage) que permite especificar la 
referencia de la URI (xsd:anyURI) donde se encuentra la especificación del 
lenguaje lógico que se utilizará en la expresión de la Condición.  
• El cuerpo de la Expresión (expr:expresiónBody) que permite describir el 
propio cuerpo de la expresión asociada a la Condición. 
 
En este punto se ha extendido el alcance de la versión original del OWL-S con el 
fin de permitir manejar en las especificaciones de la precondición de los servicios, 
expresiones en el lenguaje XSPDDL propuesto en esta tesis (ver anexo B), el cual 
es empleado por el modelo de planificación y ejecución definido en el capítulo 4. 
Esto permite simplificar los procesos de traducción de la especificación de los 
servicios a dicho modelo. Para tal fin, por razones de modularidad y con el fin de 
conservar la especificación original del OWL-S, se han definido dos clases y sus 
respectivas propiedades en el marco de una ontología adicional llamada xspddl, 
en la que se define una primera clase que permite definir una Expresión 
XSPDDL(xspddl:XSPDDL-Expression) la cual es subclase de la clase Expresión 
de la ontología expresión (expr:Expresión) y presenta las siguientes restricciones:  
• Su propiedad “Lenguaje de Expresión” (expr:expresionLanguage) tiene 
como valor el individuo (individual) llamado xspddl:xspddl. Este individuo 
referencia a una URI (expr:refURI) que apunta a la definición del Esquema 
XML donde se define las expresiones de un dominio de planificación en 
XSPDDL: “http://xue.unalmed.edu.co/~jaguzman/xspddl/domain.xsd”. 
• Su propiedad “Cuerpo de la Expresión” (expr:expresionBody) tiene como 
valor un literal XML de RDF (rdf:XMLLiteral). Esta propiedad permite 
representar el cuerpo de la expresión XSPDDL en forma de cadena de 
caracteres.  
 
La segunda clase que se representa en la ontología XSPDDL, es la Condición 
XSPDDL (xspddl:XSPDDL-Condition) la cual es una es subclase de: 
• La clase Condition de la ontología Expresión asociada al OWL-S 
(expr:Condition) con el fin de ser compatible en el marco de una 
especificación OWL-S 
• La clase Expresión XSPDDL de la ontología xsppdl (xspddl:XSPDDL-
Expression), con el fin de poder especificar el cuerpo de la expresión de la 
Condición XSPDDL haciendo uso de restricciones sobre los atributos 
heredados de la clase Expresión XSPDDL. 
 
Los resultados (process:Result) tiene un efectos los cuales están representados 
en términos de la clase Expresión definida en la ontología Expresión 
(expr:Expresion), la cual ha sido ya explicada anteriormente. 
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Con el fin de manejar una expresión que permita desde el marcado del servicio 
definirle al respectivo mecanismo de monitorización de un servicio cuales son las 
condiciones de éxito asociadas a un resultado particular, se ha definido una nueva 
expresión que permite especificar un código de java que se debe ejecutar para la 
verificación del éxito de dicho resultado. Es así como al interpretar esta expresión 
el monitor ejecutará dicho código que implementa la rutina de verificación 
respectiva. Esto permite dar una mayor generalidad a la especificación de lo que 
significa el éxito de la ejecución de un servicio.  
 
A fin de poder asociar a los resultados una expresión que permita desde el 
marcado del servicio especificar una rutina de verificación de la ejecución exitosa 
del servicio en forma de código java que pueda ser llevada a cabo por un 
componente de monitorización, se propone una segunda extensión a la versión 
original del OWL-S mediante la inclusión de una nueva ontología propuesta 
llamada JAVA, que contiene una clase Expresión de JAVA (JAVA:JAVA-
Expression) que es subclase de la clase Expresión definida en la ontología 
Expresión del OWL-S (expr:Expresión) y que asocia un par de restricciones en su 
definición, las cuales son: 
• Su propiedad “Lenguaje de Expresión” (expr:expresionLanguage) tiene 
como valor el individuo (individual) llamado JAVA:java. Este individuo 
referencia a una URI (expr:refURI) que apunta a la definición del Esquema 
XML donde se define las expresiones válidas del lenguaje JAVA: 
“http://java.sun.com/javase/”. 
• Su propiedad “Cuerpo de la Expresión” (expr:expresionBody) tiene como 
valor un literal XML de RDF (rdf:XMLLiteral). Esta propiedad permite 
representar el cuerpo de la expresión java en forma de cadena de 
caracteres.  
 
3.1.2 Caracterización de la invocación del servicio 
Otro aspecto asociado con un servicio Web es el relacionado con la especificación 
de su invocación, en él se relaciona cómo invocar y ejecutar un servicio. Con ese  
fin se han tomado para la Ontología Superior del Servicio diferentes clases y 
propiedades de las ontologías Process y Grounding del OWL-S que permitan 
obtener la información necesaria para dichos procesos. Estas clases y 
propiedades están referenciadas en la figura 3.1.  
 
La instancia de un servicio (profile:Profile) de a cuerdo a la especificación OWL-S, 
es subclase del Perfil del Servicio (service:ServiceProfile), la cual es presentada 
por la clase Servicio (service:Service). Así mismo, la clase Servicio soporta la 
conexión a un servicio mediante la clase Conexión del Servicio 
(service:ServiceGrounding), con la cual se especifican los detalles de cómo un 
agente puede accesar un servicio para su invocación. A partir de esta clase se 
define una subclase llamada Conexión (grounding:Grounding), la cual es 
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simplemente una colección de instancias de la clase conexión de procesos 
atómicos (grounding:AtomicProcessGrounding), una por cada proceso atómico 
(process:AtomicProcess) en el modelo de procesos del servicio (process:Process) 
el cual está asociado a la clase Perfil del Servicio (service:ServiceProfile) como un 
atributo de este. En nuestro caso solo existirá una conexión de proceso atómico 
por ser servicios Web atómicos los que se van a manejar. 
 
Con el fin de conectar el proceso atómico a la operación WSDL se define la clase 
conexión WSDL (grounding:WSDLGrounding), la cual es una subclase restringida 
de la clase Conexión (grounding:Grounding). Esta clase tiene como conexión de 
un proceso atómico a una clase de Conexión de Proceso Atómico WSDL 
(grounding:WSDLAtomicProcessGrounding). Mediante una instancia de esta clase 
es posible definir la información específica para invocar el servicio tales como: 
• La referencia del servicio WSDL mediante una URI 
• La referencia a la operación WSDL (grounding:WSDLOperationRef) la cual 
es cualquier URI (xsd:AnyURI) 
• Cada entrada y salida WSDL mediante las clases Mapa del Mensaje de 
Entrada WSDL (grounding:WSDLInputMessageMap) y Mapa del Mensaje 
de Salida WSDL (grounding:WSDLOutputMessageMap) respectivamente, 
las cuales son a su vez subclase de la clase Mapa de Mensaje WSDL 
(grounding:WsdlMessageMap) que a su vez es subclase del Mapa del 
Mensaje (grounding:MessageMap) que es la clase utilizada para mapear 
los parámetros en OWL-S a los parámetros en la operación conectada. 
 
 
3.2 Caracterización Ontológica de un Requerimiento de 
Composición de Servicios Web 
 
En el modelo que se busca proponer, un cliente para alcanzar un cierto objetivo 
explotando la tecnología de servicios Web, especifica su requerimiento en 
términos de dos ontologías, la ontología inicial y la ontología final, que representan 
la funcionalidad del servicio que él desea usar y el conjunto de elementos de 
información que serán tenidos en cuenta en la solución de dicho requerimiento. 
Estas ontologías son implementadas haciendo uso del OWL. 
 
La transformación de la información del servicio requerido es representada 
mediante los individuos (instancias de las clases) y valores (asociados a los tipos 
de datos del Esquema XML) involucrados en las instancias de las propiedades de 
tipo Objeto (ObjectProperty) y de tipo Dato (DatatypeProperty) que conforman 
ambas ontologías. Los individuos y valores involucrados en tales instancias de 
propiedades de la ontología inicial especifican la información que el servicio 
requiere para proceder con la computación. Los individuos y valores involucrados 
en tales propiedades de la ontología final especifican la información resultante de 
la computación del servicio. Cada Individuo y valor asociado a una Instancia de 
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una propiedad, hace el papel de un caso específico de un parámetro del servicio.  
 
El cambio de estado producido por la ejecución del servicio requerido es 
especificado por medio de las instancias de las propiedades de tipo Objeto 
(ObjectProperty) y de tipo Dato (DatatypeProperty) que conforman ambas 
ontologías. El conjunto de las instancias de las propiedades relacionadas en la 
ontología inicial representan las condiciones lógicas que deben ser satisfechas 
antes de que el servicio sea requerido. El conjunto de las instancias de las 
propiedades relacionadas en la ontología final son el resultado de la ejecución 
exitosa del servicio requerido. 
 
El conjunto de elementos de información que serán tenidos en cuenta en la 
solución del servicio requerido, es especificado mediante la declaración de  
individuos (instancias de las clases) y valores (asociados a tipos de datos del 
Esquema XML) que harán parte de cada una de las ontologías inicial y final. Estos 
elementos así mismo pueden hacer parte o no de las instancias de las 
propiedades de tipo Objeto (ObjectProperty) y de tipo Dato (DatatypeProperty) que 
conforman ambas ontologías. Otra característica de este conjunto es que todo 
individuo o valor, está asociado a una sola clase ó Tipo de dato del XML 
respectivamente. En este punto, vale la pena destacar que ya que el lenguaje 
usado para construir estas ontologías es el OWL, es posible establecer relaciones 
de jerarquía entre las clases asociadas a cada individuo mediante la relación 
subclase de (rdf:subClassOf). 
 
Existen dos requerimientos adicionales manejado por el cliente: 
• El conjunto de servicios Web que se emplearán en la búsqueda de la 
solución del requerimiento  del servicio objetivo. Este es especificado 
mediante un URI, que apunta aun archivo en la Web, el cual contiene la 
lista de URI´s de los servicios ha intervenir en el requerimiento de 
composición. 
• La restricción del tiempo que puede emplear el sistema que implemente el 
modelo de planificación y ejecución que se propone en el capítulo 4 para 
determinar cada uno de los servicios que conforman el plan final de 
composición para ser ejecutado. Está es especificada como un elemento de 
información de tipo String. 
 
 
3.3 El XSPDDL 
 
El PDDL se ha convertido en un punto de referencia como lenguaje de modelado 
para la inmensa mayoría de los planificadores, en los cuales es utilizado como 
lenguaje formal para expresar estados y sus transiciones. Aunque existen algunas 
versiones orientadas a la Web, por razones de conveniencia relacionada con su 
uso en la especificación de los SWS definidos en la sección 3.1, en esta tesis se 
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desarrolló una especificación XML de PDDL, llamada XSPDDL, que simplifica el 
análisis, la lectura, y la comunicación de estas descripciones PDDL mediante 
SOAP. 
 
El XSPDDL implementa una versión extendida del PDDL2.1 en la cual se adiciona 
el manejo de acciones de sensado (sensing action) con el fin de permitir 
especificar acciones que adquieren información del entorno.  
 
Para efectos de validación de una especificación de un dominio y problema de 
planificación se implementaron dos Esquemas XML: el domain.xsd  y el 
problem.xsd los cuales deben ser relacionados en la especificación de un 
documento que desee implementar esta versión del lenguaje. Una versión de cada 
uno de los anteriores esquemas se encuentra en las siguientes direcciones 
respectivamente: 
• http://xue.unalmed.edu.co/~jaguzman/xspddl/domain.xsd 
• http://xue.unalmed.edu.co/~jaguzman/xspddl/problem.xsd 
 
En el anexo B se presenta la definición sintáctica completa del XSPDDL al igual 
que las operaciones de validación implementadas al interior de los dos esquemas 
para verificar la correctitud de la sintaxis de un documento de especificación. Al 
final de  dicho anexo se presenta un ejemplo de su aplicación en un dominio 
específico. 
 
Aunque el XSPDDL posee un alto nivel de expresividad, en las expresiones 
asociadas a las precondiciones y efectos de los SWS solo se utilizarán los 
elementos asociados a los predicados (predicates), la conjunción (and) y la 
negación (not). 
 
 
3.4 Transformación del Requerimiento de Composición a un 
Problema de Planificación 
 
Como se citó anteriormente, para los propósitos de esta tesis, se uso la definición 
OWL como lenguaje de representación del conocimiento y OWL-S ServiceProfile 
como lenguaje de especificación, para la representación de los servicios. Ambos 
lenguajes de especificación se trasladan al lenguaje XSPDDL, con el fin de 
representar la especificación de un problema de planificación.  Este proceso de 
transformación, tiene en cuenta, diferentes elementos tanto del lado de las 
representaciones de conocimiento (ontologías OWL) y los servicios (OWL-S) como 
del lado de la especificación XSPDDL.  
 
A continuación se discutirá la estrategia de tal transformación en más detalle, la 
cual, puede estar representada en tres pasos básicos: 
1. La transformación de la información, de las especificaciones ontológicas 
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OWL y OWL-S a los elementos básicos de la teoría del dominio y el 
problema de Planificación.  
2. Construcción de operadores con su invocación WSDL de un Servicio. 
3. El analizador sintáctico de las estructuras previamente conformadas. 
 
Para La transformación de la información, de las especificaciones ontológicas 
OWL y OWL-S a los elementos básicos de la teoría del dominio y el problema de 
Planificación, se requiere primero, la conversión de las descripciones de la 
ontología abstracta OWL y el services Profile OWL-S de cada servicio. De la 
ontología abstracta se identifican los elementos Tipos (Type) en XSPDDL, para lo 
cual captura los nombres de las clases (Class), con su respectivo subtipo 
(SubClassOf). De la misma manera, que se extraen las propiedades de los objetos 
(ObjectProperty) y las propiedades que relacionen los tipos de datos primitivos 
(DataTypeProperty), también incluidas en la ontología OWL abstracta, para 
generar los Predicados (Predicate) XSPDDL.  
 
Inmediatamente después, se realiza el mapeo de los servicios OWL-s a las 
acciones XSPDDL, para lo cual, se accede al Service Profile y se identifica el 
nombre del servicio (ServiceName), el nombre y el tipo de parámetro. Cualquier 
parámetro del servicio, del tipo hasPrecondition puede directamente ser trasladado 
a la precondición de la acción XSPDDLPrecondition, usando Predicados. Lo 
mismo pasa para el parámetro de la condición hasEffect, el cual se traslada al 
XSPDDLEffect. En el caso de la conversión XSPDDL de la entrada (OwlsInput) y 
la salida (OwlsOutputs) en  OWL-S, esta es una tarea no tan directa de realizar. 
Debido a que la condición hasEffect del servicio describe explícitamente cómo el 
estado del mundo cambiará, mientras, para un valor del parámetro hasOutput, la 
descripción se asocia a cómo cambia el conocimiento del agente de planificación. 
Sin embargo, en OWL-S, no es posible describir el conocimiento no físico (i.e. el 
conocimiento del agente), por ejemplo, las conexiones de un tren producidas como 
una salida de un servicio a través de un hasOuput. Para resolver este problema se 
puede mapea el parámetro X de la salida del servicio, a un tipo especial del 
parámetro hasEffect denominado XSPDDLKnowledgeEffect. Lo cual permite que 
la variable X del parámetro de salida hasOutput, sea descrita y adicionada al 
estado del mundo actual del planificador por medio de un nuevo predicado en 
XSPDDL llamado “agentKnows(X)”. Similarmente, cada variable de entrada Y de 
un servicio Web, hasInputY es mapeada a un parámetro de entrada Y de una 
acción XSPDDL complementada por el predicado de precondición “AgentKnows 
(Y)”. Los tipos especiales XSPDDLKnowledgeEffect, generan dentro del dominio 
las denominadas acciones de sensado (sensing action), mientras que los tipos 
normales XSPDDLEffect, originan las acciones (action).   
 
La figura 3-2, presenta un cuadro del proceso de conversión de OWL-S a 
XSPDDL.   
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Figura 3-2. Resumen Traducción OWL-S a XSPDDL 
 
El mapeo para la construcción del Problema, en cambio, se realiza a través de los 
procesos de traducción de las ontologías inicial y final. De la primera, la ontología 
la inicial se captura, las instancias (individuals) de la ontología, extrayendo su 
nombre y su tipo. Por cada instancia, se genera un objeto (Object). Además, de 
los predicados iniciales con sus respectivos objetos instanciados, de los cuales se 
extrae el nombre de la propiedad (Property) y los nombres de las instancias 
(Individuals) relacionadas. Ambos propiedades e instancias asociadas, conforman 
un predicado contenido en la descripción del estado inicial. Del segundo, la  
ontología final, se capturan, los predicados que definen los objetivos con sus 
objetos instanciados, de los cuales se extrae el nombre de la propiedad y los 
nombres de las instancias relacionadas, tales elementos, constituyen la 
representación de un predicado comprendido en el estado final de la planificación. 
Adicionalmente, de la ontología Abstracta, si existen, se capturan las propiedades 
DataProperty, las cuales pueden relacionar un objeto con un dato primitivo. Para 
este caso, se identifican los posibles valores que puede tomar el rango de la 
propiedad, y se adicionará cada elemento a lista de objetos, previamente citados 
en la lectura de la ontología inicial. 
 
La tabla 3-1, resume el proceso completo de traducción desde OWL y OWL-S a 
las especificaciones del dominio y el problema en XSPDDL. 
 
Para la construcción de un modelo de datos, que representa los operadores con 
su invocación WSDL, la estructura denominada operador (Operator), se encarga 
de almacenar toda la descripción de los SWS como operadores. En esta etapa, se 
construye un operador por cada SWS, para lo cual se identifican y capturan 
algunos elementos del Service:Profile, el Service:Grouding y el Service:Process 
correspondientes OWL-S del propio SWS. Debido a que la construcción de la 
estructura Operator, resulta ser un proceso iterativo, los pasos detallados a 
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continuación corresponden a la construcción de un solo operador. 
 
Tabla 3-1. Equivalencia OWL y OWL-S A XSPDDL 
OWL, OWL- S XSPDDL 
OwlClass, OwlSubClassOf Type 
ObjectProperty, DataTypeProperty Predicate 
Individuals  Constant,Object 
Expression XSPDDL-Effect XSPDDLEffect 
Expression XSPDDLPrecondition XSPDDLPrecondition 
Expression XSPDDL-KnowledgeEffect XSPDDLKnowledgeEffect 
OwlInput,OwlOutput Parameter 
 
Inicialmente se genera un identificador único (ID) asignado de manera automática 
por el sistema. Luego se captura y almacena del Service Name del Profile, el 
nombre del servicio Web, el cual corresponderá al mismo nombre del operador. 
Con el nombre del servicio, se identifica y almacena el identificador único externo 
del operador URI (que apunta a la especificación OWL-S del servicio Web que 
representa). el cual es obtenido del archivo lista de SWS que participan en el 
requerimiento de composición. Además, se identifican y capturan también del 
Profile, las clases hasInput y hasOutput, con el fin de obtener respectivamente la 
lista de parámetros de datos de entrada (Input) y de Salida (Output) del operador. 
De los hasPreconditions, correspondientes también al OWL-S Profile se obtiene 
un conjunto de precondiciones del operador en la forma de una conjunción de 
predicados negados y no negados en el lenguaje XSPDDL. Debido al 
inconveniente  que existe en OWL-S para marcar los efectos  que cambian el 
mundo y los efectos de los servicios que proveen información, se han generado en 
el Profile:hasResult, Process:Result, las instancias Effects y KnowledgeEffect, de 
las cuales es posible extraer el conjunto de efectos(Effects) del operador en la 
forma de una conjunción de predicados negados y no negados en el lenguaje 
XSPDDL y el conjunto de KnowledgeEffects del operador en la forma de una 
conjunción de predicados no negados en el lenguaje XSPDDL. Al igual que en la 
especificación del dominio los Efectts, generan operadores (ya no acciones) del 
tipo normal, es decir de cambio de mundo, mientras que los KnowledgeEffects 
originan los operadores tipo sensing, es decir operadores proveedores 
información. Cabe señalar que cada SWS proveedor de información, puede 
contener en su descripción un efecto de conocimiento o un listado de ellos 
(KnowledgeEffect). Es así que, por requerimientos del módulo de planificación, es 
necesario que esa lista de efectos, sea subdividido en n operadores del tipo 
sensing action (un operador por cada elemento de la lista). Para ello se considera 
otra estructura llamada sensingAlias que representa un operador de tipo sensing 
que únicamente puede tener un solo efecto de conocimiento y que hace parte del 
gran operador sensing inicial. El sensingAlias conserva el mismo nombre del 
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operador sensing, pero adiciona un valor numérico, el cual corresponde con un 
numero secuencial, de manera tal que si el operador sensing inicial tiene tres (3) 
KnowledgeEffects, el primer sensingAlias, estará representado por el número uno, 
mientras, el último sensingAlias, estará representado por el número tres. 
Finalmente, se debe almacenar también, toda la información referente con la 
invocación propia del SWS, para lo cual se debe acceder al OWL-S Grounding del 
servicio a fin identificar las definiciones de enlace de los parámetros utilizados en 
los predicados de las precondiciones y efectos (y que son asociados a las 
entradas y salidas del operador) con la información WSDL relacionada con el paso 
de mensajes del servicio Web al que representa ese operador. Para ello, se ocupa 
de identificar el  Gr <Swsdl> a través del Grounding:wsdlService, que apunta al 
servicio WSDL asociado al operador; para posteriormente extraer del 
Grounding:wsdlOperation, la información del identificador único externo que 
apunta a la Operación WSDL del servicio Web asociado al operador  Gr < Opwsdl> y 
finalmente se ocupa del Grounding:owlsParameter (Gr <Iwsdl, Owsdl>), sobre el cual 
se asocian las listas de los identificadores únicos externos que apuntan a las 
especificaciones de las entradas (wsdl:input) y salidas (wsdl:output ) WSDL del 
servicio Web asociado al operador. Por último, se asocia las Condiciones de éxito 
SC del operador, las cuales se encargan de establecer una condición que debe 
ser valorada luego de la ejecución, a fin de comprobar el éxito o fallo del proceso; 
estas están descritas en expr:Condition. 
 
De esta manera, la estructura operador (Operator), permite así, almacenar, 
acceder y recuperar la información aquí registrada, agilizando los procesos del 
modulo traductor, que se asocian con el apoyo a la labor de invocación del modulo 
ejecutor (como interpretar el anext o la modificación de objetivos).  La tabla 3-2, 
resume la relación de equivalencia entre el OWL-S y los elementos del Operador. 
 
Tabla 3-2. Equivalencia entre OWL-S y el Operador 
OWL- S OPERATOR 
ServiceName OperatorName  
Profile:hasPrecondition Precondition 
Process:hasEffects Effects 
Process:hasKnowledgeEffects KnowledgeEffects 
Grounding:wsdlService Gr <Swsdl> 
Grounding:wsdlOperation Gr < Opwsdl> 
Grounding:wsdlInput Gr < Iwsdl> 
Grounding:wsdlOuput Gr < Owsdl> 
expr:Condition SC 
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Finalmente, se debe validar que las expresiones (predicados instanciados 
capturados durante las etapas anteriores), tengan consistencia con los predicados 
abstractos que definen las relaciones del dominio, para cual se realiza un proceso 
de análisis sintáctico.  
 
 
3.5 Conclusiones 
 
En este capítulo se definió que los servicios a manejar en esta tesis son los 
servicios Web atómicos, es decir, aquellos donde un solo programa accesible por 
la Web, sensor o dispositivo es invocado por un mensaje de requerimiento, realiza 
su tarea y, posiblemente, produce una única respuesta al requeridor.  
 
Así mismo, se ha discutido como el OWL-S puede ser utilizado para caracterizar 
semánticamente los servicios Web a utilizar. La especificación del servicio se basa 
en la caracterización de su funcionalidad y su invocación haciendo uso del OWL-
S. La funcionalidad consiste en la denotación de la transformación de la 
información y el cambio de estado producido por la ejecución del servicio. La 
invocación consiste en la denotación de cómo invocar y ejecutar los servicios. En 
el OWL-S, la información sobre los servicios es presentada mediante clases y 
propiedades. 
 
En este capítulo se ha propuesto y presentado el lenguaje XSPDDL una versión 
XML del PDDL, el cual permite definir dominios y problemas de planificación en un 
lenguaje más cercano a la Web. Así mismo se ha extendido el OWL-S para 
permitir el manejo de expresiones del lenguaje XSPDDL en la definición de las 
precondiciones y efectos del Servicio Web con el fin para facilitar las tareas de 
traducción al modelo de composición que se propone en el siguiente capítulo. 
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4.  
Capítulo 4    
 
Modelo de Planificación y Ejecución 
Concurrente  
 
 
Este capítulo presenta la propuesta de un modelo formal de planificación y 
ejecución concurrente que permite llevar a cabo composiciones de SWS bajo los 
problemas identificados al final del capitulo 2. Este modelo, al igual que otros 
sistemas on-line existentes, integra un componente de planificación dentro de una 
arquitectura que permite llevar a cabo la ejecución y monitorización de cada una 
de las acciones componentes del plan solución [Guzmán y Ovalle 2009b, Guzmán 
y Ovalle 2008; Guzmán y Ovalle 2008b, Guzmán y Ovalle 2008c; Guzmán y 
Ovalle 2007, Guzmán y Ovalle 2007c]. 
 
4.1 Vista general del Modelo 
 
Con el fin de atender los problemas que se deben tener en cuenta al enfrentar una 
tarea de composición de servicios los cuales fueron identificados en la sección 
2.2.3, a continuación se procede a definir un modelo de composición de servicios 
Web semánticos que pueda manejar estos problemas. Para tal fin, se propone un 
modelo basado en dos capas que implementa técnicas declarativas de resolución 
de problemas asociadas a la planificación en inteligencia artificial. 
 
En la figura 4.1 se dá una visión a nivel general de este modelo. Este consiste de 
dos capas donde cada capa adiciona capacidades para la solución de un 
problema específico. A continuación se da una visión de estas dos capas, 
empezando con la capa del nivel 2, la cual provee una interfaz que toma como 
entrada un requerimiento de composición de servicios Web junto con una 
restricción de tiempo que deberá cumplir para atender el requerimiento y trata 
concurrentemente de identificar y ejecutar cada uno de los servicios que 
conforman una solución con el fin de alcanzar el requerimiento especificado. La 
capa 2 está construida sobre una técnica de planificación propuesta en el marco 
de esta tesis provista por la capa 1 y coordina el funcionamiento de dicha técnica 
de acuerdo a cierto esquema de interacción con el fin de resolver el requermiento 
de composición a pesar de las características no clásicas del dominio como son la 
observabilidad parcial del dominio de la Web (que conlleva a un conocimiento 
incompleto del estado), el comportamiento indeterminado de las operaciones 
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(servicios Web) y los problemas asociados tales como el adquirir progresivamente 
solo la información escencialmente requeridad del estado actual de la Web, el 
cambio de objetivos durante la resolución del requerimiento de composición y el 
manejo de restricciones en los tiempos de respuesta al propio requerimiento de 
composición. 
 
La capa 1 provee acceso a una técnica de planificación cuyo propósito es el 
construir planes secuenciales que puedan alcanzar un objetivo declarativo, bajo la 
suposición de operaciones totalmente deterministas a la vez que tiene en cuenta 
la observabilidad parcial del estado de la Web (conocimiento incompleto del 
estado) en el modelado de su entorno. 
 
Capa 2: Modelo de 
Ejecución
Capa 1: Modelo de 
Planificación
Interacciones
1. (dominio, estado y objetivos) + restricción de tiempo de respuesta
2. Petición de Acción
3. Evento Inesperado
4. Accion
Técnica de Planificación y el Entorno
 Estrategia de Ejecución, Monitorización y Replanificación
1, 2, 3 4
 
Figura 4-1. Modelo de Planificación y Ejecución en dos capas 
 
En la figura 4.2 se resumen las capacidades para la solución de problemas de las 
dos capas.  
 
Capa Componente
Capa 1 Técnica de Planificación Construir un plan secuencial para alcanzar un objetivo declarativo
bajo las siguientes asunciones:
* Observabilidad parcial del entorno (conocimiento incompleto)
* Acciones de Sensado
* Suposición de acciones totalmente deterministas
* Manejo de funciones numéricas y métrica de optimización 
  en asocio con la configuración de un problema que minimice
  una métrica asociada al número de entradas por servicio
* El cambio de objetivos durante la construcción del plan
Capa 2 Técnica de Ejecución, monitorización y Buscar una ejecución valida de un plan que alcanza un objetivo 
replanificación declarativo teniendo en cuenta:
* La especificación de invocación de cada acción del plan
* El comportamiento no determinista de las acciones
* El sensado y monitorización del entorno
* Restricciones temporales
Capacidad para la solución de problema
 
Figura 4-2. Capacidades de las dos capas del modelo 
 
Las capacidades asociadas a cada capa pretenden enfentar cada una de las 
características no clásicas del dominio y sus problemas asociados asi: 
• La observabilidad parcial del dominio de la Web (que conlleva a un 
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conocimiento incompleto del estado): se tiene en cuenta en la capa 1, 
mediante el manejo del conocimiento incompleto del entorno y las acciones 
de sensado en la técnica de planificación a proponer. 
• El comportamiento indeterminado de las operaciones (servicios Web): se 
maneja a traves de un trabajo combinado de las dos capas, mediante el 
manejo del comportamiento no determinista de las operaciones que 
implemeta la estrategia de replanificación en asocio con la especificación 
de condiciones de éxito de la acción que implementa la técnica de 
Ejecución, Monitorización y Replanificación de la capa 2. 
• El adquirir progresivamente solo la información escencialmente requerida 
del estado actual de la Web: se enfrenta en la capa 1, mediante el manejo 
de funciones numéricas y métrica de optimización en la técnica de 
planificación en asocio con la configuración de un problema que minimice 
una métrica asociada al número de entradas por servicio. 
• El cambio de objetivos durante la resolución del requerimiento de 
composición: Este aspecto se trata en la capa 1, mediante su 
implementación en la técnica de planificación. 
• El manejo de restricciones en los tiempos de respuesta al propio 
requerimiento de composición: se enfrenta en la capa 2, mediante su 
implementación en el componente de ejecución, donde se tiene en cuenta 
esta restricción para solicitar a la técnica de planificación implementada en 
la capa 1 la siguiente acción. Una característica del modelo que ayuda a 
soportar esta restricción de tiempo es el enfoque de interacción de las dos 
capas el cual que permite realizar la planificación y ejecución de manera 
concurrente con el fin de minimizar el tiempo de respuesta. 
 
En general el funcionamiento de este modelo sigue un esquema de planificación y 
ejecución concurrente el cual partiendo desde un estado inicial trata de averiguar, 
dentro de un intervalo de tiempo limitado, qué acción puede ser la más adecuada 
para alcanzar los objetivos. Este esquema, el cual ha sido seguido por otras 
propuestas en la literatura tales como TCA (Task Control Architecture) [Pelachaud 
et. al; 2007], 3T Three-tired architecture [Bonasso et al, 1997] y SimPlanner 3.1 
[Sapena y Onaindia 2005] para enfrentar dominios altamente dinámicos diferentes 
a la Web, es muy flexible en el entorno de la composición de servicios, pues 
permite aprovechar el tiempo de ejecución para tomar mejores decisiones sobre la 
siguiente acción a ejecutar del plan y limita el tiempo de reacción tras un evento 
inesperado (es decir, cuando el estado del mundo difiere del estado esperado). 
Este modo de operación on-line puede observarse en el diagrama de la figura 4.3, 
en la que los plazos de tiempo vienen establecidos por las peticiones de acción 
que solicita el modelo de ejecución. 
 
El esquema funcional de este modelo de planificación y ejecución concurrente se 
basa entonces, en la idea de descomponer el problema de planificación original 
(PP), en n subproblemas independientes. Así, el algoritmo de planificación calcula, 
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de forma concurrente, un plan Pi por separado para cada uno de los objetivos del 
problema gi ∈ G. El cálculo de cada plan Pi se realiza de forma incremental, donde 
se construyé un plan inicial Pi posiblemente incompleto (o esqueleto) y se va 
refinando cada uno mientras el planificador disponga de tiempo. Finalmente, se 
estudian los conflictos existentes entre dichos planes para decidir la acción de cuál 
plan será la primera que debe ejecutarse (anext). El modelo de planificación envía 
anext al modelo de ejecución cuando este se lo solicita, y luego actualiza sus 
creencias sobre el mundo, asumiendo que la acción enviada tendrá éxito en su 
ejecución. En caso de que falle una acción el modelo de ejecución notifica al 
modelo de planificación, a fin de que este realice un nuevo cálculo de planes sobre 
el estado anterior a la anext enviada. Todo el anterior proceso se repite 
continuamente, hasta que el usuario decide detener la ejecución del planificador ó 
hasta cuando el componente de planificación ha alcanzado todos los objetivos, 
para lo cual, este devuelve una acción especial: NOP (no operación). NOP es una 
acción sin precondiciones ni efectos que le permite al planificador esperar cierto 
tiempo sin realizar ninguna tarea. Durante este último tiempo, si el usuario le 
introduce nuevos objetivos, el planificador volverá a calcular nuevos planes. Esta 
ultima característica de modificación de objetivos, es extensible a cualquier punto 
en el tiempo en que se realice el proceso de planificación. 
 
 
Figura 4-3. Esquema de Concurrencia Planificador y Ejecutor 
 
A continuación se describe las dos capas que componen el modelo propuesto 
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junto con su fundamentación conceptual. Esta descripción se realiza de abajo 
hacia arriba, iniciando por la capa uno y finalizando por la capa 2. 
 
 
4.2 Capa Uno –Sintaxis y Semántica del Modelo de Planificación 
 
El modelo de planificación, quien será el que implemente la técnica de 
planificación, es un elemento básico del modelo propuesto. Este permite resolver 
los objetivos declarativos al crear planes que involucran los servicios 
(representadas por medio de acciones) de un dominio de servicio Web. Este 
brinda el valor adicional de que la construcción de dichos planes se realiza de 
manera incremental permitiendo un flujo de ejecución muy dinámico en la capa de 
ejecución al entregar acción por acción en vez de un plan final. 
 
Con el fin de utilizar la técnica de planificación implementada en esta capa uno y 
en particular en el contexto de la arquitectura de ejecución y monitorización 
definida en la segunda capa, el modelo de planicación debe llevar a cabo los 
siguientes contrátos de interacción básicos:  
• Primer requerimiento superior: Este tiene que generar un plan de manera 
incremental a partir de asunciones sobre el estado y retornar cada una de 
las acciones que lo conforma a solicitud de la capa 2. ó enviar un código de 
error. 
• Segundo requerimiento superior: El planificador tiene que deliberar una 
nueva aternativa al plan previamente generado y parcialmente ejecutado en 
caso de que se informe de un evento inesperado por parte de la capa 2. 
Así, el planificador tiene que generar un nuevo plan teniendo en cuenta el 
estado anterior a la última acción enviada al ejecutor y retornar cada una de 
las acciones que lo conforma a solicitud de la capa 2 ó enviar un código de 
error. 
• Tercer requerimiento superior: Con el fin de atender las restricciones de 
tiempo, el planificador debe poder tomar una primera decisión muy rápida 
sobre la siguiente acción para permitir reacciones casi reflejo ante las 
situaciones que lo requieran y para reducir al máximo el tiempo que el 
ejecutor permanece en espera. Asociado a esto, el algoritmo de 
planificación debe también permitir, seleccionar mejores acciones conforme 
aumenta el tiempo de cómputo. Una acción se considera una mejor 
decisión que otra cuando permite alcanzar los objetivos con un costo menor 
en relación a la información mínima requerida de cada servicio 
representado asociada a cada acción que lo representa.Así, el algoritmo 
debe ser, en general, lo suficientemente rápido para generar diferentes 
planes completos y seleccionar el de mejor calidad. 
 
En este modelo, la habilidad para crear soluciones adicionales para un problema 
dado en caso de fallar una acción que hace parte de un plan, está regulado por la 
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estratégia de replanificacición proporcionada por la capa 2. 
 
A continuación se detalla la sintaxis y semántica del modelo de planificación que 
conforma esta capa uno, la cual está organizada en la definición de los siguientes 
aspectos: elementos generales, estado, la teoría del dominio, objetivos del 
problema y los planes. 
 
4.2.1 Definición de los elementos generales 
 
Definición 4.1Un problema de planificación es definido a través de la tupla: 
<F, L, A, I, G , m> 
Donde: 
• F representa el conjunto de funciones númericas 
• L representa un conjunto de literales (o hechos) 
• A corresponde a un conjunto de acciones 
• I representa el estado inicial de un problema de planificación 
• G representa el conjunto de objetivos de un problema de planificación  
• m hace alución a un criterio de optimización, es decir la métrica del 
problema. 
 
Definición 4.2 Expresión, Restricción y Efecto. Cuando se manejan variables 
numéricas surgen a la luz algunos conceptos que se hacen necesarios definir: 
• Expresión númerica, corresponde a una función aritmética que actúa sobre 
F y el conjunto de números racionales, empleando los operadores de suma 
(+), resta (-), división (/) y multiplicación (*). 
• Restricción númerica, es una terna <exp, comp, exp’>, donde exp son 
expresiones númericas y  comp corresponde a un operador de comparación 
(<, ≤, >, ≥, =). 
• Efecto númerico, es una terna <fi, ass, exp>, donde fi ∈ F es una variable 
numérica, ass corresponde a un operador de asignación tal que ass ∈ { :=, 
+=, -=, *=, /=} y exp representa una variable numérica. 
• El valor de una expresión númerica exp en un estado S, evalue(exp, S), se 
cálcula substituyendo las variables númericas en la expresión por sus 
respectivos valores en dicho estado. 
• Para comprobar cuando se satisface una restricción numérica en un estado 
S, se usa r = <exp, comp, exp’>, la cual, en el transcurso de este capítulo, 
se citará como rvalue<r, S>. La función rvalue, retornará entonces 
verdadero (V) para el caso en que se satisfaga la comparación entre los dos 
valores. 
• Para terminar, se define la función nresult(n, s), donde n es un efecto 
numérico del tipo n= <fi, ass, exp>, que retorna el nuevo valor de fi. Este 
valor se calcula como el valor de fi en el estado S modificado con el valor de 
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la expresión (evalue (exp; S)), utilizando el operador de asignación ass. 
 
4.2.2 Definición de estado 
 
Definición 4.3 Estado. Un estado se define como una asignación de valores, tanto 
al conjunto de literales (L) como al conjunto de variables numéricas (F). Empleando 
una lógica trivaluada la cual define que, un literal puede ser verdadero (V), falso 
(F,) o desconocido (D) en un estado. Los valores de las variables numéricas son 
números racionales (Q). 
 
S = <SL, SF > / 
 SL = { (li, vi)} : li ∈ L, vi ∈ { V, F, D } 
 SF = { (fi, wj)} : fi ∈ F, wj  ∈ Q 
 
Basado en la anterior definición, en este modelo, un estado es una representación 
abstracta del mundo en un determinado momento. Un estado puede modelarse 
como una asignación de valores a los literales y variables numéricas.  
 
Con el fin de expresar los valores de los literales y de las variables numéricas en 
un estado, se definen: lvalue: L x ⎨S⎬ → {V, F, D};  y fvalue: F x  ⎨S⎬ → Q 
respectivamente. Estas funciones se definen de la siguiente forma: 
 
                   
),(,)()(
),(,),(),(
,, SFSLSSFwfwSffvalue
SFSLSSLvlvSllvalue
jjjj
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=∈↔=
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En este punto es importante aclarar que en este modelo, la observabilidad parcial 
del estado de la Web se asocia al manejo de información incompleta que puede 
tener el modelo de planificación sobre el estado de la Web. Dado que no se 
dispone de toda la información relevante del estado de la Web por parte del 
modelo de planificación, no es posible utilizar la asunción del mundo cerrado. Para 
manejar la información incompleta sobre el estado del mundo (Web), en este 
modelo se ha propuesto una extensión definida como lógica trivaluada 
(anteriormente citada en la definición 4.1) verdadero (V), falso (F) y desconocido 
(D), la cual contrario a muchos planificadores, permite dudar del valor de verdad 
de un literal que no se haya incluido explícitamente en la descripción de un estado. 
Tal literal es descrito como desconocido, así, los  niveles de literales se 
denominaran niveles proposicionales, ya que estos contendrán proposiciones 
lógicas (no literales). 
 
En el transcurso de la presentación de la sintáxis y la semántica del algoritmo 
perteneciente al módulo de planificación, se citan indistintamente los literales 
negados y no negados. A manera de ejemplo, se cita a continuación, un estado S, 
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donde: 
   S = {(l1, V) (l2, F)} 
 
En el que se satisface l1, pero no l2. Por lo tanto se puede decir además que para 
el estado S, es cierto que ¬l2. Para hacer más fácil esta distinción se incluye la 
definición de proposición lógica. 
 
Definición 4.4 Proposición lógica. Una proposición lógica p, es un literal l ∈ L, o 
un literal negado, de manera tal que p, es un literal ¬l tal que l ∈ L. El conjunto de 
todas las proposiciones lógicas, se le denomina PL. 
 
Para definir cuando se satisface una proposición lógica p ∈ PL en un estado S 
(satisfy(p, S), se establece que si: 
 
lvalue (l, S) = V,  si p  = l ∈ L                                            
lvalue (l, S) = F,  si p  = ¬ l/ l ∈ L                                                                          
 
 
De igual forma se dira que una proposición lógica p∈ PL no se satisface en un 
estado S cuando:                                                                                                                                  
                                                         
                                                                                    lvalue (l, S) = F,  si p = l ∈ L  
lvalue (l, S) = V,  si p  = ¬ l/ l ∈ L                                                                          
 
Del mismo modo que el valor de un determinado literal puede ser desconocido en 
un estado, también puede ser desconocida la satisfacción de una proposición 
lógica p ∈ PL en un estado S: 
                                                          
                                                                                              lvalue (l, S) = D,  si p = l ∈ L 
lvalue (l, S) = D,  si p  = ¬ l/ l ∈ L                                                                          
 
4.2.3 Definición de la teoría del domino 
 
El modelo de planificación permite representar dos tipos de servicios, los servicios 
que cambian el estado del mundo, de los servicios que recolectan información. 
Los primeros serán representados mediante acciones y los segundos serán 
representados mediante las acciones de sensado. Particularmente estos últimos le 
permitirán al modelo recolectar alguna información con el fin de resolver el 
problema de composición teniendo en cuenta la observabilidad parcial del estado 
de la Web. 
 
 
 
 
satisfy(p, S) = V 
 
                                     
 
                                     
satisfy(p, S) = D 
 
 
satisfy(p, S) = F 
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Definición 4.5 Acción. Una acción es representada por la tupla: 
 
a = <Lprec, Fprec, Leff, Feff, EF> 
 
Donde: 
• Lprec es un conjunto de proposiciones lógicas que representa las 
precondiciones proposicionales de la acción. Se denomina Lprec+ y Lprec- al 
subconjunto de literales y literales negados de Lprec respectivamente. 
•  Fprec es un conjunto de restricciones numéricas que representa las 
precondiciones numéricas de la acción. 
• Leff es un conjunto de proposiciones lógicas que representa los efectos 
proposicionales de la acción. De aca en adelante se denotará Leff+ y Leff- al 
subconjunto de literales y literales negados de Leff respectivamente. 
• Feff es el conjunto de los efectos numéricos de la acción. 
• EF, (Ejecución Fallida) Es un valor booleano que representa si la acción No 
será tenida en cuenta en el gráfo relajado por su comportamiento en 
ejecución. Este valor está asociado al proceso de replanificación liderado 
por la capa 2. Si la acción ha fallado alguna vez en tiempo de ejecución su 
valor de verdad es true y no será tenido en cuenta en el gráfo relajado. Su 
valor por defecto es false. 
 
Para hacer referencia a cada una de sus componentes se empleará la notación de 
función, indicando entre paréntesis la acción a a la que pertenece. Por ejemplo, 
para hacer referencia a las precondiciones proposicionales de una acción a, se 
usará la notación Lprec(a). 
 
Hay dos conceptos importantes referentes a las acciones que conviene formalizar. 
El primero de ellos es la aplicabilidad (o ejecutabilidad) de una acción en un 
determinado estado. El segundo hace referencia a los cambios que la ejecución 
de una acción produce en el estado sobre el que se aplica. A continuación se 
definen ambos conceptos. 
 
Definición 4.6 Aplicabilidad (o Ejecutabilidad) de una Acción. Una acción a es 
aplicable en un estado S, si se satisfacen sus precondiciones. 
 
                         exec (a, S) = V ↔ satisfy (pi, S) = V, ∀ pi ∈ Lprec (a) ∧ 
      rvalue (r, S) = V, ∀ r ∈ Fprec(a) 
 
Por el contrario, una acción a no es aplicable en un estado S cuando alguna de 
sus precondiciones no se satisface:  
exec (a, S) = F ↔ ∃ pi ∈ Lprec (a) /  satisfy (pi, S) = F  ∨ 
      ∃ r ∈ Fprec (a) /  rvalue (r, S) = F 
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Por último, es posible que, debido a la falta de información disponible, no se pueda 
decidir si una acción a es aplicable en un estado S o no. Puesto que, se asume 
que no hay incertidumbre en los valores de las variables numéricas, este último 
caso sólo aparecerá cuando alguna de las precondiciones proposicionales de a 
sea desconocida: 
 
exec (a, S) = D  ↔ ∃ pi ∈ Lprec (a) /  satisfy (pi, S) = D 
 
Definición 4.7 Resultado de Aplicar una Acción a, a un Estado S. El resultado de 
aplicar una acción a sobre un estado S = < SL, SF> es un nuevo estado S’.  
 
De esta manera el nuevo estado S’ corresponde a:  
 
• Si a es aplicable en S y no hay factores externos δ que puedan impedir la 
correcta ejecución de a, entonces S’ es igual que S, excepto que los valores 
de los efectos proposicionales de a se sustituyen por verdadero V si son 
efectos positivos, o por falso F, si son negativos. Las variables numéricas 
también cambian su valor de acuerdo a los efectos numéricos de a: 
 
result (a ,S, δ) = < SL’, SF’ >  
SL’ = ⎨(li, vi) ∈ SL / li  ∉ Leff (a)⎬  ∪ ⎨(lj, F) / lj ∈ Leff - (a)⎬ ∪  ⎨(lk, V) / lK ∈ Leff+ (a)⎬ 
SF’ = SF - ⎨(fl, Wl)⎬  ∪ ⎨(fl, nresult (nl, S))⎬, nl, = < fl, assl, expl >∈ Feff (a), 
Si exec (a, S) = V ∧  δ = 0. 
• Si la acción a no es aplicable en S, ó si existen factores externos que 
puedan influir en la ejecución de a, el estado resultante es indefinido: 
 
result (a ,S, δ) = indefinido, si exec(a) ≠  V ∨ δ ≠  φ 
 
Definición 4.8 Acción de Sensado. Una acción de Sensado α, se define de la 
misma manera que una acción normal y es ejecutable bajo los mismos criterios 
que la acción normal, sin embargo, los efectos de la acción de sensado Leff, 
corresponden a un conjunto de literales, los cuales representan los hechos cuyo 
valor de verdad será obtenido a través de la capa 2, al comparar el literal supuesto 
por el planificador con el obtenido por dicha capa 2 al conversar con el servicio de 
información asociado a dicha acción de sensado. Por el contrario, los efectos 
numéricos de una acción de sensado son, al igual que en las acciones normales, 
un conjunto de efectos numéricos. Es decir, una acción de sensado, corresponde 
a la tupla: 
 
                 α = <Lprec, Fprec, Leff, Feff, EF> / Leff ∈  {Leff+ ∨ Leff-} 
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El desconocimiento de los valores de verdad de los efectos proposicionales de 
una acción de sensado hace que, el resultado de la ejecución de dicha acción sea 
no determinístico. El resultado está en función del estado real del mundo, el cual 
sólo es conocido luego de la ejecución del servicio de información asociado a 
dicha acción de sensado.  
 
Definición 4.9 Resultado de aplicar una Acción α a un Estado S. El resultado de 
aplicar una acción de sensado α sobre un estado: S = <SL, SF> es un nuevo 
estado S’. Este nuevo estado depende del estado real del mundo (Sreal), tal como 
se describe a continuación: 
 
1. Si α es aplicable en S y no hay factores externos que impidan la correcta 
ejecución de α, entonces S’ es igual que S, excepto que los valores de los 
efectos proposicionales de α se sustituyen por verdadero o por falso, 
dependiendo de su valor de verdad en el estado real del mundo. Las 
variables numéricas también cambian su valor de acuerdo a los efectos 
numéricos de α. 
 
result (α,S, δ) = < SL’, SF’ >  
   SL’ = ⎨(li, vi) ∈ SL / li  ∉ Leff (α)⎬  ∪  
  ⎨(lj, F) / lj ∈ Leff (α)  ∧ lvalue ( lj, Sreal ) = F⎬ ∪  
            ⎨(lk, V) / lK ∈ Leff  (α) ∧  lvalue ( lk, Sreal ) = V ⎬ 
   SF’ = SF -  ⎨(fl, wl)⎬  ∪ ⎨(fl, nresult (nl,  S))⎬, nl = < fl, assl, expl >∈ Feff (α),                    
           Si exec (α, S) = V ∧ δ = ϕ. 
 
 
2. Al igual que ocurría con las acciones normales, si α  no es ejecutable en S, 
o bien hay factores externos que puedan influir en su ejecución, el estado 
resultante es indefinido. 
 
result (α   ,S, δ) = indefinido, si exec(α) ≠  V ∧ δ ≠  φ. 
 
4.2.4 Definición de objetivos del problema 
 
En los enfoques más clásicos de la planificación de la IA, los objetivos se 
expresan como las propiedades que se necesitan mantener para alcanzar el 
estado deseado del mundo, generalmente en la forma de conjunciones de literales 
(hechos positivos o negativos). Para el caso del presente trabajo, los objetivos del 
problema se describen como un conjunto de proposiciones lógicas tal que: 
  G = {gi / gi ∈ PL} 
 
La meta del planificador es alcanzar un estado del mundo en el que todos los 
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objetivos se satisfagan. En entornos dinámicos y parcialmente observables, sin 
embargo, no es posible tener la certeza de que todos los objetivos se han 
alcanzado, es decir, no es posible verificar simultáneamente el cumplimiento de 
todos los objetivos, lo cual obliga a que para los propósitos de este trabajo, sean 
las creencias que posee sobre el mundo, el propio módulo de planificación, las 
que así lo indiquen. 
 
En consecuencia, las creencias del módulo de planifiación indicarán que se han 
acanzado todos los objetivos, cuando se alcance un estado en donde se 
satisfacen, es decir un estado objetivo (goalstate).  
 
Definición 4.10 Estado Objetivo. Un estado S es un estado objetivo, si todos los 
objetivos del problema G se satisfacen en S. 
   
 goalstate (S, G) =  V ↔ satysfi (gi, S) = V ∀ gi ∈ G 
 
El planificador debe identificar una solución (un plan), que, cuando se ejecuta en el 
estado inicial del mundo, resultará en un estado del mundo que satisfaga el 
objetivo. Por ejemplo, el objetivo (Puerta1 color rojo) puede especificar una condición 
que requiere que el color de propiedad de Puerta1 debe tener el valor de rojo 
después de la ejecución del plan.  
 
4.2.5 Definición de un plan 
 
Definición 4.11 Plan. Un plan es una secuencia de acciones P = {a0, a1…. an} que, 
aplicada sobre el estado inicial del problema I está orientada a la consecución de 
los objetivos G. Por comodidad, se retomará también la función result, para 
calcular el estado resultante de ejecutar una secuencia de acciones P: 
 
                               result (P, S, {δ0, δ1, …., δn}) =  
                               S’ ↔ result(a0, I, δ0) = S1, result(a1, S1, δ1) =  S2,…result(an, Sn, δn) = S’ 
 
Definición 4.12 Plan Válido. Un plan P válido (valid_plan (P, I, G, {δi})), es quel 
que tiene éxito cuando es ejecutado sobre un estado inicial I, alcanzando un 
estado objetivo G: 
 
                      valid_plan(P, I, G, {δi})= V ↔ result(P, I, {δi})= S’ ∧ goalstate(S’, G) = V 
 
La secuencia {δ0, δ1, …., δn} define la sucesión de situaciones imprevistas que han 
ocurrido durante la ejecución del plan. Esta secuencia hace que la ejecución de un 
mismo plan para resolver un mismo problema no siempre obtenga el mismo 
resultado. Este hecho destaca la importancia de disponer de un mecanismo de 
monitorización de la ejecución, así como la desventaja de realizar un gran 
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esfuerzo para generar un plan completo que, en muchas ocasiones, no tendría 
éxito. 
 
Definición 4.13 Operaciones Sobre los Planes. El planificador necesita realizar 
ciertas operaciones sobre los planes durante su construcción y reparación. Estas 
operaciones se emplearán en la formalización del algoritmo de planificación. Sea 
un plan P = {a0, a1,…. , an}: 
• first(P) devuelve la primera acción de P, es decir, a0. 
• removefirst(P) devuelve el plan resultante de eliminar la primera acción de P, 
es decir, {a1,…, an}. 
• Se empleara el operador de concatenación ⊗ para unir varias secuencias 
de acciones. El resultado de P ⊗ {an+1} sería, por lo tanto, la secuencia {a0, 
an, an+1}. 
 
Por último, es importante definir también la métrica del problema. 
 
Definición 4.14 Métrica. La métrica del problema M es una expresión numérica 
que el planificador debe tratar de optimizar (maximizar o minimizar). La métrica 
permite evaluar la bondad de un plan y decidir cuál es la mejor opción entre varios 
planes posibles. Para el caso de esta tesis la métrica ha sido adaptada a perseguir 
el objetivo de adquirir progresivamente solo la información esencialmente 
requerida del estado actual de la Web relacionada con el dominio del problema 
específico a solucionar; para tal fin, se considera siempre que la métrica debe 
minimizarse, así participarán del plan aquellos servicios cuyas entradas sean las 
mínimas requeridas frente a otros (que no serán considerados dentro del plan). 
Esto no supone una pérdida de generalidad, pues es posible transformar el criterio 
de optimización multiplicando por -1 la expresión. Un plan P1 es de mejor calidad 
que un plan P2 si: 
• La ejecución de P1 y P2  conducen a los estados S1 y S2 respectivamente, y 
S1 y S2 son estados objetivos. 
• El valor de la métrica en S1 es menor que en S2, si y solo si:                         
evalue(m, S1) < evalue(m, S2). 
 
Evidentemente, la aparición de imprevistos durante la ejecución de un plan hace 
imposible asegurar que el estado final que se alcance será el óptimo de acuerdo a 
la métrica. La métrica, no obstante, puede emplearse para seleccionar entre 
diversas soluciones parciales aquella que tenga mayores posibilidades de 
conducir a un plan final de mejor calidad, que para los propósitos de esta tesis, 
será la información minínima requerida procedente de la web. 
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4.3 Capa Uno - El Algoritmo del Modelo de Planificación 
 
Como se puede deducir, surgen muchas dificultades cuando se trata de modelar 
un problema de composición de servicios con técnicas de planificación IA. Para 
resolver tales dificultades, se optó por implementar una técnica de planificación y 
ejecución concurrente que permita una composición en línea (planificación y 
ejecución concurrente). La idea principal consiste en desarrollar dentro del modelo 
un componente de planificación de tipo incremental, que decida la siguiente acción 
a ejecutar en lugar de calcular un plan completo. De esta forma el sistema es 
capaz de reaccionar rápidamente ante situaciones inesperadas y adaptarse a los 
nuevos requerimientos que pudieran surgir, sin tener que esperar hasta conseguir 
un plan que logre alcanzar de manera total sus objetivos. 
 
En las secciones siguientes se ofrece una visión detallada del algoritmo asociado 
al modelo de planificación, el cual se muestra en la figura 4.4. Este se compone de 
cinco etapas principales: 
 
 
Figura 4-4. Esquema del Algoritmo de Planificación y Replanificación 
 
Las etapas presentadas que se detallan en la figura 4-4, corresponden a: 
• Preproceso: Esta etapa consiste en procesar la información del problema y 
del dominio organizándola para analizar los cálculos de las etapas 
posteriores. Particularmente, en este proceso se crea una instancia de los 
operadores y de los predicados contenidos en la especificación del dominio. 
El resultado de esta instanciación es un conjunto de todas las acciones y 
literales posibles. 
• Generación del Grafo Relajado de Planificación: El grafo relajado 
proporciona la información heurística necesaria para la construcción de los 
planes. El problema de planificación se relaja, ignorando los efectos 
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negativos y las precondiciones numéricas de las acciones. Partiendo del 
estado actual S0, el grafo relajado de planificación (RPG) expande por 
orden de costo todas las posibles acciones hasta alcanzar los objetivos. De 
esta forma se obtiene una aproximación del costo de alcanzar un 
determinado literal, así como el conjunto de acciones que permiten alcanzar 
dicho literal con el menor costo estimado. Cada vez que cambia el estado 
actual, el planificador debe recalcular el RPG. Un cambio de estado puede 
aparecer en dos casos: 
o Cuando el planificador envía la acción calculada anext al ejecutor. El 
estado se actualiza con los efectos esperados de anext. 
o Cuando el mecanismo de monitorización detecta un evento 
inesperado, en cuyo caso el estado se actualiza al estado anterior al 
anext (Sprev). 
 
• Construcción de Planes Iniciales Monoobjetivo: Para desarrollar un 
planificador anytime, que pueda trabajar con restricciones en los tiempos de 
respuesta, se requiere que tal planificador, tenga la capacidad de trabajar 
con planes incompletos (siendo un plan incompleto, aquel plan que no es 
ejecutable o que no alcanza los objetivos). En la literatura, muchos de los  
los planificadores que permiten la ejecuciónde sus acciones en tiempo real, 
hacen uso de la técnica de descomposición. Utilizando entonces, la técnica 
de descomposición de objetivos, el algoritmo de planificación calcula, de 
forma concurrente, un plan inicial Pi por separado para cada uno de los 
objetivos del problema gi ∈ G. Para la generación de cada plan Pi, 
posiblemente incompleto (o esqueleto), se ha optado por el uso de una 
aproximación de orden total. En este punto, es importante resaltar que si 
bien existen varios trabajos en la literatura que utilizan la planificación de 
orden parcial, para la solución de problemas de planificación en tiempo real, 
este tipo de aproximación esta basada en técnicas de menor compromiso 
[Weld 1994] lo que retrasaría la desición de la siguiente acción a ejecutarse. 
El cual tiene como característica principal que su primera acción es 
ejecutable en el estado actual.  
• Refinamiento de Planes: Una vez se ha calculado un plan inicial Pi para 
cada objetivo gi perteneciente al nivel de objetivos G, estos se refinan 
mientras haya tiempo disponible. Tal refinamiento se realiza, si un plan Pi, 
no es válido, esto ocurre porque en el plan existe (a lo menos) una acción 
afail con precondiciones no satisfechas. Para superar tal inconveniente, se 
propone utilizar un método iterativo, donde cada precondición p no 
satisfecha es seleccionada y reparada con el fin de alcanzar un plan más 
completo. Para reparar cada precondición p de afail, se calcula un número 
de planes (incompletos). El cálculo de tales planes intermedios se realiza a 
partir de estados contenidos en el plan Pi original, que alcancen cada 
precondición de afail. Los planes calculados en esta fase de refinamiento 
proporcionan alternativas diferentes para reparar la precondición p. De 
 102 
 
todas las posibles alternativas, la que produce menos conflictos es la 
seleccionada. 
• Selección de la acción a ser ejecutada: Cuando el ejecutor requiere una 
acción del planificador, la etapa de refinamiento es detenida. El planificador 
procede a realizar un ordenamiento de los planes Pi, con el fin de 
seleccionar el plan que se debe ejecutar primero. Como consecuencia de 
esa selección, dado que los planes Pi, son generardos utilizando una 
aproximación de orden total, se determina fácilmente la siguiente acción a 
ser ejecutada (anext), la cual es la primera acción, del primer plan a ejcutar. 
De la ordenación de dichos planes, se pasa a evaluar para determinar anext,  
lo cual se realiza mediante el análisis de conflictos y las interacciones que 
hay entre los diferentes planes Pi. La acción anext se envía entonces al 
ejecutor y el planificador actualiza su base de hechos con los efectos 
esperados pertenecientes a dicha acción. Los planes Pi que inicien con la 
acción anext se utilizan para la siguiente iteración. Para ello se elimina la 
primera acción de dichos planes, debido a que ya se están ejecutando. 
Para el caso de los planes que no inicien con anext  estos serán descartados. 
 
En los siguientes apartados de este capítulo se ofrece una visión detallada de 
estas cuatro etapas que componen algoritmo de planificación. Se analiza también 
la complejidad de cada una de estas etapas para estudiar el impacto que 
producen en el proceso completo de composición. 
 
4.3.1 El Preproceso 
 
La información sobre el problema y la teoría del dominio se le proporcionan al 
planificador en forma de archivos XSPDDL, lenguaje, que fue introducido en el 
capítulo 3. Sin embargo, la información de la teoría del dominio se describe 
mediante operadores y predicados, es decir, no está instanciada, por lo cual, se 
emplean variables para representar de una forma compacta todas las operaciones 
posibles.  
 
Esta etapa se divide en tres fases importantes:  
• Instanciación: Mediante la sustitución de los parámetros de los operadores 
por valores concretos se generan todas las acciones posibles. Del mismo 
modo, los literales se obtienen de instanciar los parámetros de los predicados. 
Haciendo uso de los objetos relacionados en el problema, el algoritmo 
trabajará a partir de ahora solo con acciones y literales, lo que resulta más 
eficiente. La fase de instanciación se realiza una sola vez en todo el proceso 
de planificación. 
• Análisis de alcanzabilidad: En el proceso de instanciación se generan 
muchas acciones que no son alcanzables, es decir, que no existe ningún plan 
que pueda conducir a un estado en el que se satisfagan las precondiciones de 
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la acción. Para realizar esa comprobación se ha optado, como en muchos de 
los planificadores heurísticos, por relajar el problema ignorando las 
precondiciones numéricas y negadas de las acciones. El análisis de 
alcanzabilidad elimina una gran cantidad de acciones, acelerando 
considerablemente el proceso de construcción del plan.  
• Acceso optimizado a las estructuras de datos: El total de la información del 
dominio y el problema (literales, acciones, estado inicial, objetivos, etc.) se 
almacenan en diversas estructuras de datos. Hciendo uso de estas estructuras 
se puede obtener, con un cierto costo, nueva información, tal como cuáles 
acciones producen un literal o qué acciones modifican una determinada 
variable numérica. Esta información se utiliza con frecuencia durante el resto 
de etapas de planificación, por lo que es conveniente tenerla almacenada para 
un acceso más rápido, con un costo computacional constante. 
 
Para este caso particular, en esta etapa del algoritmo se han unificado las dos 
primeras fases instanciación y análisis de alcanzabilidad. De esta forma solo se 
instancian aquellas acciones que son alcanzables. El proceso funcional se 
describe de la siguiente manera, inicialmente se comparan los literales de la 
situación inicial con las precondiciones de los operadores. Cuando un literal 
coincide con una precondición, en los parámetros del operador se almacenan los 
valores correspondientes. Al final de este proceso se obtiene una lista de 
operadores semi-instanciados, en los que cada parámetro del operador tiene un 
conjunto de valores posibles. Probando todas las posibles combinaciones de 
asignación de valores a los parámetros obtenemos un conjunto de acciones, 
aunque sólo algunas serán alcanzables. Los efectos de las acciones alcanzables 
se añaden a la lista de literales. Este proceso finaliza cuando, a partir de los 
nuevos literales, no es posible instanciar ninguna nueva acción. 
 
4.3.2 Generación del RPG 
 
Como ya se comenta en el anexo A numeral A.1.4.1, el principio general para 
calcular heurísticas es generar una versión simplificada del problema. Una de las 
relajaciones que mejores resultados produce es el ignorar los efectos negativos de 
las acciones (Leff-). Diversos planificadores actuales, han utilizado esta técnica 
como base para el cálculo de sus funciones heurísticas. Para solucionar este 
problema, se construye un grafo, mediante una expansión similar a la que realiza 
el Graphplan [Blum y Furst 1997]. Este grafo, también llamado Grafo Relajado de 
Planificación (RPG), proporciona información útil para el proceso de planificación. 
 
El algoritmo tradicional para la construcción de un RPG genera niveles de literales 
y niveles de acciones de forma alternada. El primer nivel, L0, es un nivel de 
literales que contiene todos los literales que son ciertos en el estado actual S0. Los 
niveles de acciones, At, contienen todas las acciones que son aplicables en el 
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nivel anterior Lt. El siguiente nivel de literales, Lt+1, se extiende mediante la 
inclusión de los efectos positivos de dichas acciones. La expansión del RPG 
termina cuando se alcanza un nivel de literales que contiene todos los objetivos 
del problema gi ∈ G, o cuando ya no es posible aplicar ninguna nueva acción. Esta 
expansión tradicional del RPG presenta, varios inconvenientes, en el contexto de 
su uso en el dominio de la composición de SWS, pues no tiene en cuenta 
características importantes de este problema, como son: la incertidumbre, por la 
observabilidad parcial del estado de la Web, el manejo de acciones de sensado 
que permitan adquirir información procedente de la Web, al igual que el manejo de 
objetivos numéricos y una función de optimización, que permita generar planes 
óptimos frente a determinadas métricas de las comparadas con las características 
no funcionales de los propios servicios Web.  
 
Los siguientes apartados describen las extensiones que se proveen en el marco 
de esta tesis para incluir estas características en el grafo relajado representadas 
en dos expansiones ordenadas del RPG. 
 
Primera Expansión del RPG 
En la expansión se implementan los elementos necesarios para manejar la 
incertidumbre por la observabilidad parcial sobre el estado actual, como el manejo 
de funciones numéricas, en asociao con una función de optimización. A 
continuación se detallan estos elementos.  
 
En la expansión tradicional del RPG, los niveles de literales únicamente contienen 
literales positivos. Esto se debe a que, de acuerdo con una asunción de STRIPS, 
si un literal no se incluye explícitamente en la descripción de un estado, entonces 
dicho literal es falso en dicho estado (negación por fallo). Sin embargo, esta 
asunción no es posible en este modelo, por las razones ya mencionadas en la 
formalización del estado inicial (sección 4.1.2). Por lo tanto y haciendo uso de la 
lógica trivaluada (Definición 4.3), para representar la información incompleta del 
dominio de composición, se establece un criterio diferente que se denominará 
expansión por niveles proposicionales. Estos contendrán proposiciones lógicas 
(definición 4.4) y no literales. De esta forma el primer nivel proposicional L0 
contendrá todas las proposiciones lógicas que se satisfacen en el estado actual. 
En este punto es importante aclarar que es el estado actual. Puesto que el estado 
S (notación utilizada hasta ahora para hacer referencia a un estado) varía 
continuamente durante la ejecución de un plan (Definición 4.5), se introduce en 
este momente el término S0 (estado actual del mundo), para hacer referencia al 
modelo que el planificador tiene del mundo en el instante actual. 
 
Los niveles de acciones, At, contienen, de este modo, aquellas acciones cuyas 
precondiciones proposicionales, tanto positivas como negativas, se encuentran en 
el nivel proposicional anterior Lt. El siguiente nivel proposicional Lt+1 extiende Lt 
con los efectos, positivos y negativos, de las acciones en At. Según lo anterior el 
algoritmo que describe esta primera expansión del RPG basada en proposiciones, 
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será como el que se describe en la figura 4.5. 
 
Así, un nivel proposicional puede contener dos proposiciones que representen un 
mismo literal, uno en forma positiva y el otro en forma negativa. Esta situación es 
posible puesto que, al igual que en el RPG tradicional, los niveles proposicionales 
del grafo no representan estados válidos, sino conjuntos de proposiciones que 
pueden alcanzarse con un cierto costo (en este caso, el costo se mide en número 
de pasos de tiempo).  
 
 
Figura 4-5. Expansión del RPG con observabilidad parcial 
 
Respecto a las precondiciones y efectos numéricos, se ha seguido la misma 
aproximación que el planificador Sapa [Do y Kambhampati 2003], es decir, 
ignorarlos en el problema simplificado. Ignorar las precondiciones y los efectos 
numéricos de las acciones permite trabajar de una forma más sencilla con el 
problema de planificación relajado.  
 
Por otra parte, falta por considerar la función de optimización o métrica del 
problema. Con el fin de minimizar la información procedente de la Web, se ha 
propuesto utilizar una función de minimización que maneje el número de entradas 
requeridas por un SWS. Para esto, se hace necesario utilizar los efectos 
numéricos de las acciones que representan el número de entradas requeridas por 
cada SWS. Asociado a lo anterior, se hace necesario manejar una función de 
optimización, que encuentre una solución al problema de composición, pero con el 
mínimo número de entradas. Por esta razón, es preciso implementar el manejo de 
predicados y efectos numéricos de las acciones, acompañados de una función de 
optimización ó métrica del problema.  
 
Tradicionalmente, los niveles del RPG proporcionan información sobre el número 
de pasos de tiempo necesarios, para alcanzar una determinada proposición o para 
alcanzar un estado en el que una acción pueda ser ejecutada. Sin embargo, 
muchos planificadores actuales permiten especificar un criterio de optimización (o 
métrica del problema) diferente. De esta forma se permite al usuario seleccionar 
un criterio de optimización más acorde con el problema a resolver, como, es el 
caso de minimizar la información requerida. Para lograr esta característica se ha 
optado por modificar el algoritmo de expansión del RPG para asociar los 
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diferentes niveles del grafo con costos estimados de acuerdo con la métrica del 
problema. 
 
La idea básica para tener en cuenta el criterio de optimización en la etapa del RPG 
es incluir en el grafo cierta información sobre el costo de las acciones respecto a la 
métrica del problema. Calcular los costos de las acciones a partir de todos los 
posibles estados diferentes que pueden alcanzarse debido a modificaciones en los 
valores de las variables numéricas es impracticable. Por lo tanto, la propuesta 
consiste en calcular una estimación del costo de las acciones en el estado actual 
(S0). Esta simplificación es totalmente aceptable en problemas en los que los 
costos y el consumo de recursos no son muy dependientes del estado en el que 
se aplican las acciones. Para el caso particular del dominio de la composición de 
SW, la métrica ha sido usada como un criterio para considerar únicamente 
aquellos servicios que con la información mínima requerida permiten obtener el 
efecto buscado. Esto se hace posible generando una métrica cuyo objetivo es 
minimizar el valor de la función que considera el número de entradas demandas 
por cada operador (servicio). 
 
Para este caso los niveles del grafo no representan el número de acciones 
aplicadas, como se utiliza en un RPG tradicional, sino que corresponde a los 
costos relativos a la métrica del problema. Por lo tanto se debe definir los costos 
de aplicar una acción. 
  
Definición 4.15 Costos de Ejecutar una Acción a. El costo de ejecutar una acción 
a  Corresponde a:  
cost(a) = evalue (m, result (a, S0, φ)) – evalue (m + S0) + ε 
                                            if cost(a) < ε then cost(a) = ε endif 
 
El costo de una acción a  se calcula como el incremento en el valor de la métrica 
causado por la ejecución de a en S0. Es necesario enfatizar, sin embargo, que los 
efectos numéricos de a  se aplican sobre el estado actual, independientemente de 
si la acción es ejecutable o no en dicho estado. La constante ε incluida en el costo 
representa que todas las acciones, incluso aquellas cuya ejecución no afecta al 
valor de la métrica, tienen un costo. El valor de ε es un número muy pequeño para 
evitar que influya significativamente sobre el costo estimado de las acciones. De 
esta forma, si no hay una métrica definida en el problema, el cálculo del RPG es 
equivalente aun RPG por niveles (tradicional). 
 
Finalmente, en esta definición 4.15, se comprueba que el costo de la acción sea 
positivo (estructura If). Con esto se ignora, por lo tanto, el costo de las acciones 
que decrementan el valor de la métrica, ya que, de otro modo, se producirá una 
expansión desordenada del grafo. Se considera, entonces, que estas acciones 
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tienen el costo mínimo (ε). La expansión del grafo se realiza así en un orden 
incremental de costo, en el que cada nivel Ai contiene acciones que, de una forma 
estimada, cuestan más de alcanzar que las de los niveles anteriores (Aj: j < i). 
 
Tras estas consideraciones, el algoritmo de expansión del RPG inspirado en 
SAPA [Do y Kambhampati 2001b] y SimPlanner 3.1 [Sapena y Onaindia 2005], 
puede formalizarse como muestra la figura 4.6. El primer paso de este algoritmo 
consiste en inicializar los costos estimados de las proposiciones lógicas: las 
proposiciones que se satisfacen en S0 tienen costo cero. Al resto de proposiciones 
se les asocia inicialmente un costo infinito. El siguiente paso es calcular el nuevo 
costo de una proposición lógica (p).  
 
Definición 4.16 Costo de una Proposición Lógica (p). El costo de una proposición 
lógica p, cost(p), se actualiza cuando se inserta en el grafo alguna acción a que 
produce (o elimina) p.  
 
El nuevo costo de p se calcula como el mínimo de dos costos: 
1. El costo actual de la proposición cost(p). 
2. El coste de alcanzar p mediante la ejecución de a. Es posible que obtener p 
mediante la ejecución de a sea una opción menos costosa que la que se 
tenía hasta el momento. Este nuevo costo se calcula como la suma de: 
o El costo estimado de alcanzar desde S0 un estado en el que las 
precondiciones proposicionales de a se satisfagan. Este costo, 
denominado cost_reach(a), se obtiene como la suma de los costos 
de las precondiciones de a. 
o El costo de ejecutar a, cost(a) (ver definición 4.15) 
 
La expansión del grafo, como se detalla en la figura 4.6, inicia con la generación 
del primer nivel proposicional L0, que contiene todas las proposiciones de costo 
cero, es decir, las que se satisfacen en S0. La expansión, que termina cuando se 
alcanza un nivel proposicional que contiene todos los objetivos, se lleva a cabo, 
generando niveles de acciones y de proposiciones de forma alternada. Los niveles 
de acciones At se calculan, insertando aquellas acciones de cambio de mundo o 
sensado (línea 9 de la figura 4.6), cuyas precondiciones se satisfacen en el nivel 
proposicional anterior Lt.y que no hayan fallado en ejecución en algún momento 
(EF(a) ≠ true). 
 
Los niveles proposicionales, Lt, se indexan mediante el costo de sus 
proposiciones, por lo que todas las proposiciones pertenecientes a un mismo nivel 
tienen un costo t o menor. Luego de generar un nivel de acciones At se hace 
necesario, por lo tanto, calcular cuál será el costo, next_t, del siguiente nivel 
proposicional. Para ello se mantiene una lista New_Prop con las proposiciones 
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que ya han sido alcanzadas (y que son, por lo tanto, efecto de alguna acción del 
grafo), pero que todavía no se han insertado en el grafo. Para lograr una 
expansión del RPG ordenada por costo, next_t se calcula como el menor de los 
costos de las proposiciones en New_Prop. El nuevo nivel proposicional, Lnext_t, 
extiende el nivel anterior con las proposiciones de la lista New_Prop que tienen un 
costo next_t. Las proposiciones insertadas en el RPG se extraen de la lista 
New_Prop. Si New_Prop queda vacía, el nuevo nivel generado sería igual que el 
anterior, Lnext_t =Lt, lo cual implica, que no existiría progreso alguno en la 
expansión. Esta situación ocurrirá cuando el planificador no disponga de suficiente 
información para lograr los objetivos del problema o, simplemente, cuando algún 
objetivo sea inalcanzable desde el estado actual. 
 
 
Figura 4-6. Primera Expansión del RPG  
 
Es importante considerar que aunque esta expansión considera tanto las  
acciones de cambio de mundo como las de sensado (línea 9 de la figura 4.6), se 
consideran únicamente los efectos de las acciones que cambian el mundo. De 
este modo, el RPG obtenido sólo incluirá aquellas proposiciones que sean 
alcanzables mediante la ejecución de acciones normales, es decir, sin recurrir a 
las de sensado. Si en esta primera expansión se han alcanzado todos los 
objetivos proposicionales del problema, entonces no es necesario adquirir nueva 
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información a través de acciones de sensado. En caso contrario, es necesario 
incluir los posibles efectos de las acciones de sensado α en el grafo.  
 
Segunda Expansión del RPG 
En este apartado se describen las modificaciones que son necesarias realizar en 
el proceso de expansión del RPG cuando el problema de planificación define 
acciones de sensado, necesarias para representar los servicios que proporcionan 
información. Para describir estos cambios, y al igual que se hizo en la sección 
4.1.1, se utilizara la nomenclatura a y α para hacer referencia a acciones normales 
y a las acciones de sensado, respectivamente. 
 
El primer paso para calcular un RPG que contemple las acciones de sensado es 
realizar una primera expansión mediante el algoritmo presentado en el apartado 
anterior (ver figura 4.4). Como se mencionó, este algoritmo ya incluye las acciones 
de sensado en el grafo, pero no adiciona sus efectos en los niveles 
proposicionales. Como se comento en la definición 4.8 y 4.9, los efectos de una 
acción de sensado son un conjunto de literales cuyo valor de verdad se 
desconoce. Por lo tanto, si l ∈ L es un efecto de una acción de sensado α, en el 
grafo habrá que incluir tanto l como la proposición ¬l. El objetivo de esta segunda 
expansión es el de obtener, en un orden incremental de costo, toda la información 
necesaria para satisfacer los objetivos. Si algún objetivo del problema continúa 
siendo inalcanzable tras esta segunda expansión, el problema no tendrá solución. 
Este algoritmo que incluye los efectos de las acciones de sensado o segunda 
expansión, se describe en la figura 4.7. 
 
 
Figura 4-7. Segunda Expansión del RPG  
 
En primer lugar se obtiene una lista, Lsens, con las acciones de sensado que se 
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han insertado en la primera expansión del RPG. Sin embargo, en Lsens sólo se 
incluyen aquellas acciones que produzcan proposiciones cuyo valor sea 
desconocido, es decir, literales que no se hayan insertado todavía en el grafo ni en 
forma positiva ni en forma negativa. Precisamente, éstas son las proposiciones de 
las que no se dispone ninguna información y que, por tanto, deben ser sensadas. 
Los efectos de las acciones de sensado se van añadiendo por orden de costo por 
lo que, en cada iteración, se seleccionaría de Lsens la acción de sensado α, cuyos 
efectos tengan el menor costo. 
 
Todo este proceso termina cuando se alcanzan los objetivos del problema o 
cuando ya no queda ninguna acción de sensado capaz de obtener nueva 
información, es decir, cuando la lista Lsens queda vacía. En este último caso los 
objetivos serán inalcanzables. 
4.3.3 Construcción de Planes Iniciales Mono-Objetivo 
 
Como el algoritmo de planificación hace uso del principio de descomposición de 
objetivos, la tarea principal de esta etapa consiste en construir un plan Pi, para 
cada objetivo gi ∈ G. La construcción de estos planes se realiza de forma 
incremental para permitir la interrupción de este proceso en cualquier instante, 
otorgando así, el comportamiento anytime del planificador. Para esto, se calcula, 
un plan incompleto inicial que se irá refinando progresivamente. El refinamiento de 
un plan Pi termina cuando:  
• Se alcanza un plan válido (suponiendo que no existe situaciones 
inesperadas  (∂ = φ): valid_plan (Pi, S0,⎨gi⎬, 0) 
•  O cuando el ejecutor interrumpe al planificador, bien para solicitarle una 
acción, o bien para notificarle una situación inesperada. 
 
Antes de describir detalladamente el algoritmo de construcción de un plan mono-
objetivo, es necesario introducir una serie de conceptos que son usados tanto en 
esta sección como, en la fase de refinamiento de planes (sección 4.6) siguientes 
apartados. 
 
Definición 4.17 Acciones Inversas. Dos acciones a1 y a2 son inversas, inverse 
(a1; a2), si una elimina los efectos proposicionales positivos de la otra y viceversa: 
 
                   inverse (a1, a2) = V → Leff+ (a1) ⊆ Leff- (a2) ∧ Leff+ (a2) ⊆ Leff- (a1) 
 
Definición 4.18 Proposición Necesaria para un plan. Una proposición lógica p 
es necesaria para una secuencia de acciones P (plan) y un conjunto de objetivos 
proposicionales G, si p debe satisfacerse en cualquier estado inicial Si en el que el 
plan P es válido:  
 
              necessary (p, P, G) → satisfy (p, Si) = V ∀ Si / valid_plan (P, Si, G, φ) 
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Para comprobar si una proposición p es necesaria para un plan, se hará uso de la 
función especificada en la figura 4.8. 
  
 
Figura 4-8. Función de Comprobación Proposición Necesaria 
 
Luego de las anteriores definiciones, se procede a detallar el cálculo de los planes 
iniciales.  
 
El cálculo de los planes iniciales Pi es una etapa que consiste en el cálculo de un 
plan esqueleto para alcanzar de forma independiente cada uno los objetivos 
proposicionales del problema, gi. Los planes Pi se construyen de forma regresiva, 
basándose en la información obtenida del RPG. En la construcción de estos 
planes esqueleto, por simplicidad, no se tendrá en cuenta las precondiciones 
numéricas de las acciones por lo que, al final de esta sección, se describe cómo 
evitar los problemas que surgen debido a esta relajación.  
 
El propósito del cálculo de los planes iniciales está estrechamente relacionado con 
los principios de los algoritmos de la planificación anytime: el planificador debe 
poder proporcionar una respuesta en cualquier instante, y la calidad de dicha 
respuesta se mejorará cuanto mayor sea el tiempo de cómputo disponible. Por 
ello, los planes iniciales tendrán las siguientes características: 
• El cálculo de un plan inicial Pi es un proceso muy rápido. Además, se 
garantiza que la primera acción de dicho plan es directamente ejecutable en 
el estado actual (exec(first(Pi); S0) = V), por lo que podrá ser una posible 
respuesta del planificador. De hecho, la siguiente acción que el planificador 
devolverá al ejecutor se corresponderá con la primera acción de uno (o 
más) de los planes Pi.  
• Los planes iniciales son, en la mayoría de los casos, planes incompletos. 
Sirven, por lo tanto, como punto de partida para posteriores refinamientos, 
que se realizarán mientras haya tiempo disponible, es decir mientras el 
ejecutor no solicite la siguiente acción anext o reporte un evento inesperado. 
 
En la figura 4.9, se muestra el proceso de construcción de un plan inicial Pi para 
alcanzar un objetivo proposicional (positivo o negativo) gi. Se parte inicialmente de 
un plan vacío y de un conjunto de subobjetivos proposicionales, SG, que contiene 
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únicamente el objetivo que se pretende alcanzar (gi). Evidentemente, no es 
necesario construir ningún plan cuando gi ya se satisface en el estado actual, es 
decir, si satisfy(gi; S0) = V. 
 
 
Figura 4-9. Cálculo de un Plan Inicial Monoobjetivo Proposicional   
 
Tras la inicialización, el primer paso consiste en escoger una proposición p del 
conjunto de subobjetivos SG. La proposición que se selecciona es la que, de 
acuerdo con el RPG calculado, tiene un mayor costo asociado. Por lo general, 
seleccionar en cada iteración el subobjetivo de mayor costo permite obtener 
planes más sencillos de reparar. 
 
Una vez seleccionado el siguiente subobjetivo a resolver, p, se escoge una acción 
a que permita alcanzar p, es decir, que p se encuentre entre sus efectos. Esta 
acción se insertará al principio del plan Pi. Entre todo el conjunto de acciones que 
producen p, se selecciona aquella que minimice la función de evaluación en el 
plan action_evaluation.  
 
Definición 4.19 Función de Evaluación de una acción en un plan. Es una 
función denominada (action_evaluation), que utiliza un conjunto de criterios para 
evaluar la bondad de emplear una determinada acción para conseguir la 
proposición p en el plan Pi. Cada uno de estos criterios se pondera mediante una 
constante que representa la importancia que dicho criterio tiene dentro de esta 
función de evaluación:  
                  action_evaluation (aj, p, Pi, {gi}) = Σ Ctek * criterionk (aj, p, Pi, {gi}) 
                                                                       k 
                 
Aunque de acuedo a la literatura, existen varios criterios que se pueden considerar 
dentro de esta función, en el marco de esta tesis, se han tomado en cuenta los 
siguientes, los cuales, son organizados en orden de relevancia: 
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1. Inversa de la primera acción de Pi. Como se observa en el algoritmo de 
clasificación de la figura 4.7, una acción que no ha sido seleccionada para 
formar parte un plan Pi, pasará a ser la primera acción de Pi. Con este 
criterio se pretende, por lo tanto, evitar que en Pi aparezcan dos acciones 
inversas (Definición 4.17) consecutivas. Formalmente: 
 
                                              1,    if inverse (aj, first( Pi)) = V 
 Criterion1(aj, p, Pi, {gi}) =  
                                               0,   Otherwise 
 
 
La constante asociada a este criterio es la Cte1 = ∞, puesto que es 
necesario evitar este tipo de situaciones. 
 
2. Costo de aj. Con este criterio se tiene en cuenta tanto el costo que supone 
alcanzar un estado en el que aj sea ejecutable (cost_reach(aj)), como el 
costo de ejecución de la acción aj (cost(aj)) (Definición 4.15). Ambos son 
costos estimados extraídos del RPG (ver figura 4.4). Puesto que la unidad 
de medida de estos costos depende de la métrica del problema, es 
necesario normalizar esta función para que sus valores estén entre 0 y 1. 
Para ello se divide el costo obtenido entre el máximo costo de las acciones 
que producen p. 
 
max_cost  =  máx  (cost_reach (ak) + cost (ak)), ∀ ak / p ∈ Leff (ak) 
 
Criterion2 (aj, p, Pi, ⎨gi⎬)  =  (cost_reach (aj) + cost (aj)) / max_cost) 
 
La constante asociada a este criterio es la Cte2 = 5. Este valor ha sido 
extraído de la literatura [Sapena y Onaídia 2002c] al igual que los valores 
para los siguientes criterios. 
 
3. Proposiciones necesarias que aj elimina. Una proposición necesaria se 
corresponde con una precondición no satisfecha de alguna acción de Pi (o 
con gi, el objetivo del plan). Insertar al principio de Pi una acción que 
elimine una proposición necesaria implica que posteriormente sería 
necesario reparar Pi para reponer la proposición eliminada. Con este 
criterio se penaliza, entonces, el número de proposiciones necesarias que 
elimina aj (ver ecuación a continuación). La constante asociada a este 
criterio es la Cte3 = 2. 
 
Criterion3 (aj, p, Pi, ⎨gi⎬) = | ⎨ pk / ¬  pk ∈ Leff (aj) ∧ necessary ( pk, Pi, ⎨gi⎬)⎬ | 
 
4. Precondiciones de aj no satisfechas. El número de precondiciones no 
satisfechas de una acción (ver ecuación siguiente) es también una medida 
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de lo que costará alcanzar dicha acción. La constante asociada a este 
criterio es la Cte4 = 1, menor que en los criterios anteriores ya que la 
información que proporciona es menos significativa. 
 
 
Criterion4 (aj, p, Pi, ⎨gi⎬) = | ⎨ pk  ∈ Lprec (aj)  / satisfy (pk, So) ≠ V ⎬ | 
 
5. Relación con la primera acción de Pi. En algunos problemas es posible 
que la acción que tiene un menor costo y que provoca un menor número 
de conflictos no sea la más apropiada. Este hecho es especialmente 
frecuente en aquellos dominios, donde hay un recurso, del que hacen uso 
un elevado número de acciones. En estos casos, y como muestra la 
siguiente ecuación, con este criterio se busca favorecer, aquellas acciones 
que, aparte de p, produzcan algún otro efecto que la primera acción de Pi 
requiera. La constante asociada a este criterio es la Cte5 = 1. 
 
 
                                              1,    if   pk ∈ Leff(aj)  / pk ≠ p ∧ pk ∈ Lprec (first / (Pi)) 
 Criterion5(aj, p, Pi, {gi}) =  
                                               0,   Otherwise 
 
 
Una vez que se ha seleccionado la acción, esta se inserta al principio del plan Pi. 
De esta forma, Pi se va construyendo regresivamente. El conjunto de subobjetivos 
SG se sustituye entonces por el conjunto de precondiciones proposicionales de a, 
excepto por aquellas que ya se satisfacen en el estado actual S0. En el momento 
en que SG queda vacío, termina la construcción del plan inicial. 
 
El algoritmo aquí propuesto, presenta dos problemas principales que junto su 
solución se exponen a continuación:  
• En ciertas ocasiones, el algoritmo de la figura 4.7 puede entrar en un bucle 
infinito. Esto ocurre cuando en el plan Pi aparece una misma acción más de 
una vez. Este problema, se puede solucionar de la siguiente manera: en 
lugar de evaluar todas las posibles acciones que generan la proposición p, 
se tienen en cuenta únicamente aquellas acciones que producen p con el 
mínimo costo, es decir: 
 
a = arg mín (action_evaluation (aj, p, Pi, ⎨gi⎬))), 
∀ aj ∈ Leff (aj)  ∧ cost_reach (aj)   < cost (p) 
 
Sin embargo, los planes obtenidos de esta forma son generalmente de peor 
calidad que evaluando todas las posibles acciones, por lo que se  recurrirá 
a esta solución únicamente cuando se detecte un bucle durante la 
generación de un plan Pi. 
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• Con el algoritmo de la figura 4.7 se asegura que las precondiciones 
proposicionales de la primera acción de Pi se satisfacen en S0. Sin 
embargo, esta primera acción puede, que no sea ejecutable en el estado 
actual porque sus precondiciones numéricas pueden no cumplirse en S0. 
 
Para este último caso donde la precondición numérica no se cumple, se 
proponen los siguientes pasos: 
 
1. Descartar el plan inicial Pi que se ha obtenido, ya que su primera acción no 
es ejecutable en S0. 
2. En el RPG, las acciones del primer nivel son proposicionalmente 
ejecutables en S0. De entre dichas acciones, se selecciona únicamente 
aquellas que sean numéricas y proposicionalmente ejecutables en el 
estado actual: Sexec = ⎨aij / exec (aij , S0) = V⎬. 
3. Para cada acción aij  ∈Sexec  se calcula el estado resultante  jS 0  de aplicar 
dicha acción sobre el estado actual: jS 0  = result (aij , S0, φ). A partir de cada 
estado jS 0  se calcula un plan inicial Pij que conduzca al objetivo gi, tal y 
como se observa hasta ahora (ver figura 4.7). 
4. De esta forma se obtienen un conjunto de planes, aij ⊗ Pij, cuya primera 
acción es ejecutable en el estado actual (ver figura 4.10). De todos los 
planes obtenidos se selecciona uno de ellos. Puesto que, generalmente, 
son planes incompletos, es complejo deducir cuál de ellos sería el plan de 
mayor calidad. Como criterio aproximado se escoge aquel que presenta un 
menor número de precondiciones no resueltas, es decir: 
     
                            Pi = aij ⊗ Pij / 
j = arg nkmín 1=  (|{p / necessary (p, aik ⊗ Pik, ⎨gi⎬) ∧ satisfy (p, S0) ≠ V ⎬|) 
             
En caso de que sean varios los planes que presentan el menor número de   
conflictos, se selecciona el plan de menor costo. El costo de estos planes 
se calcula sumando el coste de las acciones que los componen, de acuerdo 
con la Definición 4.15. 
 
4.3.4 Refinamiento de Planes 
 
Una vez se han obtenido los planes iniciales Pi para cada objetivo, comienza la 
fase de refinamiento. Estos planes se mejoran iterativamente mientras el ejecutor 
no requiera de una acción del planificador o no se reporte una situación 
inesperada. A continuación, se describirá el funcionamiento del refinamiento para 
un único plan Pi, ya que este proceso se aplica a cada uno de los planes mono-
objetivo bajo los mismos pasos. 
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El algoritmo de refinamiento se compone de dos etapas: la validación del plan Pi y 
la selección de un conflicto, junto con su resolución. Este algoritmo se repite tantas 
veces como sea necesario hasta que el plan sea válido (aunque, como se indica 
en el párrafo anterior, el ejecutor puede interrumpir este proceso). 
 
 El objetivo de la etapa de validación es verificar la validez de la secuencia de 
acciones Pi = ⎨a0, a1, …., an⎬ o, lo que es lo mismo, comprobar si Pi es aplicable en 
el estado actual y si alcanza su objetivo (valid_plan(Pi; S0, ⎨gi⎬, φ)). Un plan Pi no 
es  un plan válido, cuando alguna precondición de alguna acción de Pi no se 
satisface, o cuando no se alcanza el objetivo gi. Para emplear una misma 
nomenclatura en ambos casos, se supondrá que Pi contiene una acción ficticia, 
an+1, sin efectos y con la proposición gi como única precondición. Adicionalemnte, 
se denominará Sj al estado sobre el cual se aplica cada una de las acciones aj del 
plan Pi . Ver numeral a. de la figura 4.10. 
 
Si Pi no es válido, se selecciona entonces una precondición no satisfecha de la 
primera acción no ejecutable, que denominaremos afail. En este punto, existen sin 
embargo dos posibles casos que es necesario diferenciar: 
• afail tiene precondiciones proposicionales que no se satisfacen. Para este 
caso se intenta primero solucionar las precondiciones proposicionales que 
no se satisfacen (dado que las precondiciones numéricas, son más 
dispendiosas). Entre ellas se escoge la de mayor costo, por considerarse 
que suelen conducir a planes más sencillos de reparar. 
• afail tiene únicamente precondiciones numéricas no  satisfechas. Este caso 
es mucho más complejo dado que no es tan fácil descubrir que acción 
permite alcanzar el estado en el que tal condición se cumpla. 
 
Para explicar las respectivas soluciones se va a definir Sj como el estado sobre el 
cual se aplica cada una de las acciones aj del plan Pi. Si Pi, no es válido, se 
selecciona una precondición no satisfecha de la primera acción no ejecutable afail y 
se procede según el caso. 
 
 
Precondición Proposicional No Satisfecha 
En el primer caso, es decir cuando aparece una acción afail con precondiciones 
proposicionales que no se satisfacen, se escoge de todas estas precondiciones,  
aquella con el mayor costo (de acuerdo con el RPG) y se lleva a cabo el siguiente 
proceso:  
1. Alcanzar un estado en el que se satisfaga la proposición que falla (pfail).  
Para ello se calcula un nuevo plan Pij desde cada estado anterior a afail que 
satisfaga pfail; Los estados resultantes serán S’0, S’1, …, S’fail . La figura 
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4.10 numera b, muestra este proceso. Los planes que se generan se 
calculan del mismo modo que los planes iniciales mono-objetivo (ver figura 
4.7).  Formalizando: 
         
      for (j = 0; j ≤ fail; ++ j) 
           Pi, j = initialPlan (Si, pfail) 
           S’j  =  result (Pi, j , Sj, φ)          //satisfy (pfail, S’i) = V 
      end for 
 
2. Desde los estados alcanzados que satisfacen pfail se intenta alcanzar un 
estado anterior a afail. 
 
Para ello se genera un nuevo plan, Pi,j,k, desde cada estado S0j hasta los 
estados anteriores a afail, tal y como se muestra en la figura 4.9 numeral c. 
la formalización de este proceso es descrita a continuación: 
 
      for (j = 0; j ≤ fail; ++ j) do 
             for (k = j; k≤ fail; ++ k) do 
                   // Proposiciones necesarias para ejecutar el resto del plan (a partir de ak) 
                   SG = ⎨ p ∈ PL / necessary (p, ⎨ak,…, an⎬, ⎨gi⎬)⎬ 
                  // Objetivo a alcanzar: proposición más costosa de SG 
                 pgoal = arg máx (cost (p)), ∀ p ∈ SG 
                 Pi, j, k  =  initialPlan (S’j, pgoal) 
          end for 
      end for 
 
3. Selección de la mejor alternativa. Los planes Pi,j y Pi,j,k calculados 
proporcionan diversas alternativas para reparar la precondición pfail de afail 
(Ver figura 4.8). Estas alternativas se detallan en la respectiva figura, 
siguiendo las flechas (planes) entre los estados. Formalmente, las 
alternativas (alt), se calculan como se muestra a continuación:  
 
     alt (j; k) = ⎨a0, …., a j-1⎬  ⊗ Pi, j, ⊗ Pi, j, k   ⊗ ⎨ak, …, an⎬, j = 0 …. fail,  k = j … fail 
 
De entre todas las alternativas calculadas, se selecciona una para resolver el 
conflicto. Esta selección se realiza estudiando el número de precondiciones no 
satisfechas presentes en cada una de las alternativas. A igual número de 
precondiciones no satisfechas, se escoge la alternativa de menor costo, es 
decir, aquella en la que la suma de los costos de las acciones sea menor. El 
plan Pi se sustituye entonces por la alternativa alt(j, k) seleccionada. De esta 
forma, los conflictos proposicionales se van resolviendo iterativamente hasta 
que se alcanza un plan Pi válido (o hasta que el tiempo disponible expira). 
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Figura 4-10. Reparación Precondición Proposicional No Satisfecha 
 
Precondición Numérica No Satisfecha 
En el segundo caso, es decir si afail tiene solo precondiciones numéricas no 
satisfechas, la resolución es un tanto compleja, dado que no es fácil descubrir que 
acciones permiten alcanzar un estado en el que dicha acción se cumpla y puede 
hacer falta calcular toda la secuencia de acciones que modifiquen los valores de 
las variables para que la restricción numérica se cumpla. Esto requiere incluir un 
proceso de exploración y búsqueda, para explorar las distintas alternativas (hasta 
ahora no requerido). El planificador aprovecha esta exploración no solo para 
resolver las precondiciones numéricas de afail, sino también para encontrar un Pi 
válido. La búsqueda para encontrar un plan Pi válido se realiza en un espacio de 
estados siguiendo la estrategia de búsqueda del Primero el Mejor [Russell y 
Norving 1995].  El estado de partida se corresponde con el estado actual, So, y los 
sucesores (o hijos) que corresponden a un nodo n, son los estados resultantes de 
aplicar las acciones ejecutables sobre n. el objetivo de esta búsqueda se alcanza 
cuando se encuentra un plan válido que consigue gi. 
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Para identificar que nodo se va a expandir en primer lugar se han establecido 
cuatro niveles de prioridad. 
• La expansión de n es prioritaria si a es una acción del plan Pi que se está 
reparando (a  ∈ Pi). 
• La expansión de n tiene una prioridad media-alta si a es una acción que 
modifica adecuadamente el valor las variables numéricas involucradas en 
las precondiciones que no se satisfacen. 
• La expansión de n tiene una prioridad media-baja si a pertenece a un 
operador que aparece en Pi. 
• En el resto de casos n tiene prioridad baja. 
 
Debido al reducido número de niveles de prioridad, durante la búsqueda aparecen 
muchos nodos con el mismo nivel de prioridad. En tal caso se selecciona el nodo n 
con el menor costo. Este costo se obtiene restando al valor de la métrica en dicho 
nodo el valor de la métrica en el estado actual. Una vez se alcanza un nodo en el 
que satisface el objetivo gi, el proceso de búsqueda termina y el plan Pi original se 
sustituye por el plan encontrado. Este plan ya es válido, pues todas las acciones 
que lo componen son ejecutables y, por lo tanto, ya no son necesarias más etapas 
de refinamiento. 
 
El costo de generar un plan inicial Pi es polinómico pues, para cada acción de Pi 
sólo es necesario evaluar las acciones que producen un subobjetivo, y el costo de 
esta evaluación es lineal en función del número de precondiciones y efectos de la 
acción. 
 
4.3.5 Selección de la Acción a ser Ejecutada 
 
Cuando el ejecutor requiere de una acción, la etapa de refinamiento se detiene, en 
este momento es posible encontrar varios planes Pi que no sean totalmente 
ejecutables para cada uno de sus respectivos objetivos gi del problema debido a la 
interacción existente entre todos los planes Pi. Dado que, varios planes pueden 
comienzar con diferentes acciones, entonces es necesario estudiar qué plan se 
debe ejecutar en primer lugar. De esta forma, anext será la primera acción del plan 
Pi  que comience a ejecutarse en primer lugar. Para conseguir esto, se establecen 
relaciones de orden entre los planes, Pi → Pj, con el objetivo de indicar que la 
primera acción de Pi debe ejecutarse antes que la primera acción de Pj. Este 
órden se establece de acuerdo a una serie de criterios. Supónganse que se tienen 
dos planes mono-objetivo: 
 
Pi  = ⎨ai0, ai1, ...., ain ⎬     y     Pj  = ⎨aj0, aj1, ...., ajm ⎬ ,  con ai0  ≠ aj0. 
 
Tales criterios (ordenados de mayor a menor prioridad), se detallan a continuación: 
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Comprobación de Inversas  
El planificador almacena las acciones calculadas hasta el momento (incluyendo 
las que ya han sido ejecutadas). De esta forma es posible detectar si algunos 
planes deshacen parte de lo conseguido hasta el momento, es decir, si la primera 
acción de un plan, es la inversa de la última acción calculada. Un ejemplo sería si 
la última acción enviada al ejecutor (anext) fuera el transportar un elemento de una 
posición A a una Posición B, un plan cuya primera acción fuese transportar el 
elemento de una posición B a una posición A, será ordenado en el último lugar.  
 
Otro aspecto a considerar en este punto es la necesidad de tratar no solo la última 
acción calculada, si no que a su vez, se deben considerar todas las acciones ya 
calculadas que podrían ejecutarse en paralelo en el último lapso de tiempo y que, 
por lo tanto, son acciones que aún no se han utilizado para resolver ninguna 
precondición de otra acción del plan. Por ejemplo, si existe una acción 1 que 
corresponde a transportar un elemento de una posición A a una posición B con un 
elemento X y existe una acción 2, que consiste en transportar un elemento z de 
una posición A a una posición B; siendo ambas acciones independientes, pues 
usan elementos diferentes para transportar el elemento base de A a B, estos se 
pueden ejecutar en paralelo; sin embargo, si existe un plan cuya primera acción 
sea aquella que transporta el elemento base de B a A con un elemento cualquiera, 
se estaría deshaciendo lo que se había conseguido anteriormente. 
 
Compartir Secuencias de Acciones 
Si se consideran dos planes Pi ({ai0, ai1, …, ain}) y Pj ({aj0, aj1, …, ajm}), un plan Pi 
se ordenará antes que Pj (Pi Æ Pj), si Pi  incluye la primera acción del plan Pi (aik = 
aj0), y la secuencia de acciones {ai0, ….., aik, aj1, …., ajn} es ejecutable en el estado 
actual.  En otras palabras, el plan Pj puede comenzar a ejecutarse sin impedir que 
Pj pueda ejecutarse posteriormente. 
 
Mutex No Flexible 
Dos acciones son mutuamente exclusivas [Blum y Furst 1997], si no pueden 
ejecutarse en el mismo instante de tiempo. Si ambas acciones son necesarias 
para alcanzar los objetivos, entonces una de ellas debe ordenarse antes que la 
otra.  Partiendo de esta idea, se hace necesario, definir dos tipos de mutex 
[Sebastia et al. 2001] a identificar: 
• Mutex No Flexibles NF: Suponiendo que dos planes, Pi y Pj, tienen una 
acción que necesita y borra el literal l. Esto es del tipo orden no flexible ya 
que no es posible ordenar estas acciones a menos que una acción 
adicional que restaure l, sea insertada entre ellas. Si esta acción adicional 
se encuentra en solo uno de estos planes (por ejemplo Pj), entonces Pj es 
ordenado antes que Pi y por lo tanto Pi es excluido.  
• Mutex Flexibles F: Dos acciones son mutex F si una de ellas requiere una 
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proposición p y no la elimina, mientras que la otra requiere y elimina p. La 
primera acción puede, por lo tanto, ordenarse antes que la segunda, pero 
no al revés. 
 
Cuando dos acciones, una en Pi y otra en Pj, son mutex NF, entonces es 
necesario buscar una acción auxiliar que reponga la proposición eliminada y así 
establecer un orden entre ambos planes. Si dicha acción auxiliar se encuentra, por 
ejemplo, en Pi, entonces Pi se ordena antes que Pj. Es posible, sin embargo, que 
existan varias acciones mutex NF entre ambos planes, y que unas sugieran que Pi 
se ordene antes que Pj, mientras que otras sugieran todo lo contrario. Cuando 
esto ocurre, se realiza un estudio más profundo de las relaciones de orden entre 
los mutex NF. El primer paso consiste en descubrir las proposiciones que pueden 
ocasionar un conflicto no flexible. A estas proposiciones se les denomina 
proposiciones NF. Una proposición p es NF si se cumplen las siguientes 
condiciones: 
• En Pi y en Pj hay dos acciones que son mutex NF, es decir, que ambas 
necesitan y eliminan p. 
• En uno de dichos planes (y sólo en uno) hay una acción que repone p, a la 
que se denominara acción auxiliar. 
• Ninguna acción posterior a la acción auxiliar elimina p. 
 
El siguiente paso consiste en descubrir de qué forma pueden ordenarse ambos 
planes de acuerdo con las proposiciones NF calculadas. Para ello se dividen los 
planes Pi y en Pj  en bloques (o secuencias de acciones), considerando que: 
• Los bloques comienzan cuando se encuentra una acción que necesita y 
elimina una proposición NF y terminan cuando una acción posterior lo 
repone (si ninguna acción lo repone, entonces no se forma un bloque). 
• Dos bloques que se solapan se unen formando un solo bloque. 
• Las secuencias de acciones que no pertenecen a ningún bloque se agrupan 
dentro de un nuevo bloque. 
 
Para cada bloque se calculan sus precondiciones y efectos NF, considerando 
todas las acciones del bloque como una única acción. El último paso consiste en 
buscar un orden entre los bloques de forma que se satisfagan todas las 
precondiciones de los mismos. Si existe dicho orden, entonces el plan que se 
ordena en primer lugar es aquel al que corresponde el bloque ordenado también 
en primer lugar. 
 
Intercambios de la Primera Acción 
Si la primera acción de un plan Pj puede ser remplazada por la primera acción de 
un plan Pi, sin causar conflictos (pero no a la inversa), entonces Pi es ordenada 
antes que Pj. Formalmente:  
 
P2 →P1:  
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 Si, valid_plan ({ai0, aj1, …, ajm}, So, {gi}, φ) ∧ ¬valid_plan ({aj0, au1, …, ain}, So, {gi}, φ) 
 
De esta forma, se ordena en primer lugar el plan cuya primera acción es también 
útil para los propósitos del otro plan. 
 
Mutex Flexibles. 
Este criterio solo se estudia únicamente para las primeras acciones de los planes 
Pi y Pj.  Suponiendo que la primera acción Pi produce el literal l, y l no se suprime 
a lo largo del plan y si la primera acción del plan Pj necesita y también borra el 
literal l, entonces Pi es rechazado. 
 
Órdenes Transitivos. 
Supóngase que mediante los criterios anteriores se han obtenido los siguientes 
órdenes: Pi → Pj y Pj →Pk. En este caso es posible insertar el orden Pi → Pk 
aplicando la propiedad transitiva. Estos nuevos órdenes pueden utilizarse para 
organizar diversos planes entre los cuales, hasta el momento, no había podido 
establecerse un orden. 
 
Supóngase, por ejemplo que tenemos el orden: Pi → Pj, pero también se tiene un 
plan Pk que no ha podido ser ordenado con los criterios anteriores. Hay tres 
posibles casos en este momento: 
• Si Pi y Pk comienzan con la misma acción, entonces no es necesario 
establecer órdenes adicionales. 
• En caso contrario, es posible que Pj y Pk comiencen por la misma acción. Si 
esto ocurre, interesaría encontrar el orden Pj → Pk para establecer 
indirectamente un orden entre Pj y Pk (Pj → Pk). Puesto que Pj y Pk 
comienzan con la misma acción, no se pueden aplicar los criterios 
anteriores. Por ello, se eliminará la secuencia de acciones inicial común en 
ambos planes y  se aplican los criterios para tratar de establecer un orden 
entre ellos. 
 
El proceso de ordenación de los planes finaliza cuando todos los planes 
ordenados en primer lugar comienzan por la misma acción, es decir, cuando: 
 Pi, Pj / first(Pi) ≠ first(Pj) ∧ ( Pk : Pk → Pi) ∧ ( Pq : Pq → Pj) 
 
El planificador envía entonces esta acción, anext, al ejecutor y actualiza su  modelo 
del entorno con los efectos esperados de anext. De esta forma el planificador puede 
comenzar a calcular la siguiente acción a ejecutar. 
 
4.3.6 Interacción entre laTécnica de Planificación y el Modelo del Entorno 
 
El modelo del entorno permite describir el conocimiento que tiene el modelo de 
planificación sobre el estado del mundo. Durante su caracterización en la sección 
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4.2.2 se han realizado una serie de definiciones sobre este y se han definido 
diferentes operaciones que permiten su manipulación por parte de la técnica de 
planificación. 
 
Particularmente en esta sección se pretende hacer énfasis en la interacción de la 
técnica de planificación con el modelo del entorno cuando se pretende realizar una 
actualización de este último. En la figura 4.11 se detallan las principales relaciones 
de dicha técnica con el entorno. 
 
 
Figura 4-11. Relación Tecnica de Planificación y el Entorno 
 
Como se detallo en la sección anterior, el comportamiento general del proceso de 
planificación sigue el procedimiento que se describe a continuación. 
 
Una primera relación de actualización surge en el comienzo del proceso de 
planificación, en el cual es configurado por la técnica de planificación haciendo 
coincidir el estado actual con el estado inicial del problema (So = I). Una segunda 
relación de actualización, es la que ocurre una vez se ha enviado la anext a la capa 
de ejecución, y actualiza su medelo del entorno So con los efectos esperados de 
anext, para lo cual el modelo de planificación hace lo siguiente: 
 
1. Se realiza una copia del estado existente del entorno como estado previo: 
 
          Sprev=So 
 
2. Se calcula el nuevo estado actual S0, del componente de planificación asi: 
a. Si anext es una acción el estado actual se calcula como: 
result (anext, So, φ);  
b. Si se trata de una acción de sensado se calcula como: 
Value (li, sreal) = V, ∀ li ∈ Leff(αnext) 
 
Lo anterior implica que se guarda la traza del estado anterior y se realiza la 
modificación del estado actual S0, donde esté ultimo proceso se lleva a cabo 
considerando que la ejecución de anext tendrá los efectos esperados, es decir 
asumiendo que no existen factores externos (δ = φ). Este modelo de operación se 
denomina planificación basada en asunciones [Koeing et al. 2003]. 
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Una tercera relación surge cuando alguna de las asunciones de la técnica de 
planificación resulte ser falsa, es decir, esto ocurre cuando el mecanismo de 
monitorización del ejecutor le notifica a la técnica de planificación que exec(anext) ≠ 
V, a lo cual este último realiza lo siguiente: 
 
1. Asigna verdadero a la Ejecución Fallida (EF) de la acción calculada en la 
instanciación a la que hace referencia anext : 
                                EF(anext)= V 
2. Se retorna el estado actual S0 del componente de planificación, al estado 
previo Sprev: 
                                So= Sprev 
3. Se inicializa cada uno de los planes mono-objetivos calculados que 
alcanzan cada uno de los objetivos aún no satisfecho en el estado actual: 
 
Lo anterior implica que el estado actual del planificador retorna al estado anterior a 
la acción que se envió a ejecución (anext) y dicha acción no será tenida en cuenta 
desde este momento para ser parte del grafo relajado (ver línea 9 de la figura 4.6) 
y por lo tanto no podrá hacer parte del los nuevos planes mono-objetivos a 
calcular. 
 
4.3.7 Cambio de Objetivos  
 
En el modelo de planificación es posible realizar un cambio en los objetivos 
durante el proceso de planificación. Esto es manejado de manera parecida a la 
aparición de un evento inesperado, con la diferencia de que el estado actual del 
entorno (So) no cambia. Así, en este caso, se invalidan todos los planes (Pi = φ, ∀ 
gi ∈ G) y el algoritmo retorna a la etapa del Grafo Relajado con el fin de iniciar la 
búsqueda de un nuevo plan que permita desde el estado actual (So) llegar a un 
nuevo estado objetivo SG, es decir un estado que contiene todo el nuevo conjunto 
de objetivos (G). 
 
Esta solicitud proveniente de la capa dos. El modelo de planificación presenta la 
posibilidad de realizar dos operaciones de modificación de objetivos. La adición y 
remoción de objetivos. 
 
• La adición de objetivos: addGoal(p), adiciona al conjunto de objetivos G la 
proposición lógica p:  
 
Sea G={ gi / gi∈ PL } el conjunto de objetivos y  
         p∈PL ∧ p∉G 
entonces: 
        addGoal (p) = G ∪ p  
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• La remoción de objetivos: removeGoal(p), remueve del conjunto de 
objetivos G la proposición lógica p:  
Sea G={ gi / gi∈ PL } el conjunto de objetivos y  
         p∈PL ∧ p∈G ∧ p ∉ So 
entonces: 
        removeGoal (p) = G-p 
 
 
4.4 Capa Uno - Configuración del Problema de Planificación 
 
Con el fin de adquirir progresivamente solo la información escencialmente 
requerida del estado actual de la Web no solo basta haber definido que la técnica 
de planificación de la capa 1 sea capaz de manejar funciones numéricas y una 
métrica de optimización sino también es necesario la configuración de un 
problema que minimice una métrica asociada al número de entradas por servicio 
el cual es definido desde el modelo de ejecución de la capa 2. Así, en esta capa 1 
la técnica de planificación deberá enfrentarse a un problema de planificación como 
el especificado en la definición 4.1, pero que tendrá la siguiente configuración: 
 
Sea: <F, L, A, I, G , m> 
Donde: 
• F representa el conjunto de funciones númericas bajo la configuración 1 
definida más adelante. 
• L representa un conjunto de literales (o hechos) 
• A corresponde a un conjunto de acciones bajo la configuración 2 
definida más adelante. 
• I representa el estado inicial de un problema de planificación 
• G representa el conjunto de objetivos de un problema de planificación  
• m hace alución a un criterio de optimización, es decir la métrica del 
problema, el cual es afectado por la configuración 3 definida más 
adelante. 
 
Configuración 1. 
A pesar de la expresividad en cuanto a las funciones numéricas que puede 
manejar la técnica de planificación definida en la sección 4.1, los problemas que 
se manejarán en el marco de esta tesis no permiten que los servicios Web 
manejen precondiciones numéricas sino solamente proposicionales. En razón a lo 
antrerir, todos los problemas que se manejarán solamente definirán una sola 
función numérica llamada mínimum-conditions que representará el número de 
entradas requeridas por un servicio Web, la cual será definida por la capa 2. 
 
La definición de esta única función numérica mínimum-conditions en términos de 
XSPDDL, el lenguaje de entrada utilizado por la técnica de planificación es: 
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  <functions> 
    <func name="indygo-minimum-conditions" /> 
  </functions> 
 
Configuración 2 
Las acciones que se manejarán en el marco de esta tesis, tendrán la siguiente 
configuración: 
 
Sea: a = <Lprec, Fprec, Leff, Feff, EF> 
Donde las restricciones de configuración se presentan en: 
• Fprec en la cual el conjunto de restricciones numéricas que representa las 
precondiciones numéricas de la acción será un conjunto vacio (ϕ) ya que en 
el marco de esta tesis no se contempla que los servicios Web manejen este 
tipo de precondiciones. 
• Feff en la cual el conjunto de los efectos numéricos de la acción tendrá como 
único elemento a la siguiente expresión numérica: 
+= minumun-conditions valueOfServiceInputs. 
Donde: 
El efecto numérico de la acción será el incremento de la función numérica 
minumun-conditions (definida en la configuración 1) en 
valueOfServiceInputs el cual representa el valor del número de entradas del 
servicio y cumple con la condición de pertenecer al conjunto de números 
naturales. 
Un ejemplo de esta expresión numérica en términos de XSPDDL es: 
  <increase> 
    <func name="indygo-minimum-conditions" /> 
    <value>2</value> 
  </increase> 
 
Configuración 3 
La configuración del criterio de optimización en el marco de esta tesis será: 
• La métrica del problema será la función numérica minumun-conditions 
• El criterio de optimización será minimizar la métrica anterior.  
 
Un ejemplo de este criterio de optimización y su métrica en términos de XSPDDL 
es: 
  <metric> 
    <minimize> 
      <func name="indygo-minimum-conditions" /> 
    </minimize> 
  </metric> 
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4.5 Capa Dos – Sintaxis y Semántica del Modelo de Ejecución 
 
En esta sección se presenta la sintáxis y semántica formal del modelo de 
ejecución que conforma la capa dos.  
 
En este modelo de ejecución, el perfil y la caracterización de la invocación de cada 
servicio Web (ver sección 3.1.1) asociado a un requerimiento de composición es 
representado mediante un operador. 
 
Definición 4.20 Operador. Un operador se describe como: 
 
Op = <Id, N, URI, I, O, P, Eff, KEff, Gr, SC > 
 
Donde: 
• Id es un identificador interno único del operador 
• N es el nombre del operador 
• URI es el identificador único externo del operador (que apunta a la 
especificación OWL-S del servicio Web que representa). 
• I es la lista de parámetros asociados a las entradas del operador 
• O es la lista de parámetros asociados a las salidas del operador 
• P es un conjunto de precondiciones del operador en la forma de una 
conjunción de predicados negados y no negados en el lenguaje XSPDDL.  
• Eff y KEff son los efectos del operador igualmente en la forma de una 
conjunción de predicados negados y no negados en el lenguaje XSPDDL. 
Ellos describen como cambia el estado del mundo después de la ejecución 
del operador. Más específicamente, Eff representa los efectos que alteran 
el mundo real actual, es decir describe como el estado del mundo real 
cambiará después de la ejecución del operador Op. Por otro lado, KEff 
describe como el estado local del modelo de planificación So (el modelo del 
entorno) cambiará después de la ejecución del operador Op. 
• Gr es una tupla que representa las definiciones de enlace de las parámetros 
utilizados en los predicados de las precondiciones y efectos (y que son 
asociados a las entradas y salidas del operador) con la información WSDL 
asociada al paso de mensajes del servicio Web al que representa el 
operador. Esta tupla tiene la siguiente forma: 
<Swsdl, Opwsdl, Iwsdl, Owsdl> 
Donde: 
o Swsdl es un identificador único externo que apunta al servicio WSDL 
asociado al operador. 
o Opwsdl es un identificador único externo que apunta a la Operación 
WSDL del servicio Web asociado al operador. 
o Iwsdl es una lista de los identificadores únicos externos que apuntan a 
las especificaciones de las entradas WSDL del servicio Web 
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asociado al operador 
o Owsdl es una lista de las salidas WSDL del servicio Web asociado al 
operador 
• SC Condiciones de éxito del operador (ver numeral 4.5.2) 
 
4.5.1 Conjunto de datos de conversación. 
 
Los conjuntos de datos de conversación capturan los tokens que son 
intercambiados entre el modelo y los servicios Web en tiempo de ejecución. El 
conjunto de datos de conversación son un importante requisito para evaluar si la 
ejecución de cada acción anext recibida desde la técnica de planificación de la capa 
1 es exitosa (exec(anext,S)= V). 
 
Definición 4.21 Conjunto de datos de conversación. Hace referencia a un 
conjunto de sustituciones {θ1, …, θn}. Se denota una sustitución como un conjunto 
finito de la forma θ ={x1/t1, …, xn/tn}, donde cada xi es un parámetro distinto y cada 
ti es una constante, tal que xi ≠ ti. 
 
Ahora se procederá a considerar el papel del conjunto de datos de conversación y 
sustituciones en el curso de la ejecución de un servicio Web asociado a una anext 
procedente del planificador. Este será el primer paso para validar el éxito de la 
ejecución de anext. 
 
Antes de proceder a realizar las respectivas definiciones para los datos de entrada 
y salida, es importante resaltar que los enlaces de cada parámetro de entrada y de 
salida de un operador Op a los respectivos mensajes de invocación de la 
operación asociada al servicio Web real se encuentra definida en Gr(Op) 
 
Definición 4.22 Sustitución de parámetros de entrada (Input). Cuando se invoca un 
operador Op, el modelo de ejecución es quien especifica los valores que deben 
tener los parámetros asociados a sus entradas. Esta especificación es 
representada por un conjunto de datos de conversación I. Cada sustitución θ en I 
contiene al menos un término ti para cáda parámetro de los parámetros de entrada 
Xi definidos para el operador. 
 
Para el caso particular de proceder a evaluar si la ejecución de un anext planteada 
por el modelo de creencias del planificador es exitosa, se hace necesario como 
primer paso que el modelo realice una sustitución θ en I que contiene un término ti 
correspondiente a cada parami (anext) para cada parámetro de entrada Xi del 
operador. 
 
En este punto es importante resaltar dos aspectos: 
1. La operación parami (anext) permite devolver el término ti asociado al 
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parámetro i de anex. 
2. Dado que cada acción anext es una instancia de su respectiva especificación 
abstracta entregada a partir de la capa 2, el orden de los parámetros de 
anext de la capa 1 conservará siempre el mismo orden de los parámetros de 
entrada I del respectivo operador de la capa 2 y su número de elementos 
siempre será el mismo. 
 
Definición 4.23 Sustitución de parámetros de salida (Output). Los valores 
retornados por el servicio son capturados por un conjunto de datos de 
conversación O, el cual contiene uno ó más sustituciones υ, dependiendo del tipo 
de operador anotado. 
 
Algunos operadores (por ejemplo ver el operador buyItem del dominio descrito en 
el anexo B, sección B.5.1) el cual retorna solo una sustitución particular, mientras 
otros servicios (por ejemplo ver el operador register del dominio descrito en el 
anexo B, sección B.5.1) retorna una lista de 2 sustituciones. Cada sustitución 
contiene almenos un término t0 para todo parámetro de los parámetros de salida 
Xo definido para el servicio. 
 
Definición 4.24 La unión de sustituciones. Dadas dos sustituciones: 
 
θ = {x1/t1, …, xk/tk}, υ = {xm/tm, …, xn/tn} 
 
se define la unión de sustituciones θ + υ como sigue: 
 
θ + υ = {x1/t1, …, xk/tk, xm/tm, …, xn/tn} 
 
Definición 4.25 Conjunto de datos de conversación combinada. Dado un conjunto 
de datos de entrada I y un conjunto de datos de salida O, se define un conjunto de 
datos de conversación combinada C = I ⊗ O como sigue: Para cada θ ∈ I y cada υ 
∈ O, C contiene un elemento θ + υ. 
 
Definición 4.26 Primera condición necesaria para la correcta ejecución de anext. 
Basandose en la anterior definición para que se cumpla que:  
 
exec(anext,S)= V 
 
es necesario pero no suficiente que se cumpla lo siguiente: 
 
• Si θ = {x1/t1, …, xk/tk}, υ = {xm/tm, …, xn/tn} y cada θ ∈ I y cada υ ∈ O  donde I 
y O son respectivamente las entradas y salidas de un operador, se debe 
cumplir que sea {t1, …, tk} la lista ordenada de cada uno de los términos 
asociado a los parámetros de entrada de anext y {tm, …, tn} la lista ordenada 
de cada uno de los términos asociado a los parámetros de salida de anext tal 
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que anext (1, …, tk, tm, …, tn) corresponde a la descripción total ordenada de 
los parámetros de anext.entregada por el modelo de planificación de la capa 
1 al modelo de ejecución de la capa 2. 
 
Así mismo es posible afirmar lo siguiente: 
 
• exec(anext,S)= F 
• El estado de creencia actual del planificador (So) es incorrecto 
 
Si no se cumple la primera condición necesaria especificada en la definición 4.26 y 
por lo tanto el ejecutor retornaría un evento inesperado al ejecutor ante dicha anext. 
 
4.5.2 Condiciones de Exito 
 
El éxito de un operador puede ser indetermindo hasta que la ejecución esté 
totalmente terminada. Por ejemplo un servicio atómico que pretende comprar un 
ítem específico puede retornar un reporte de error en caso de que no exista en 
stock el ítem específico. Una excepción como la anterior, sin embargo, no se 
puede preveer de antemano por el modelo.  
 
Definición 4.27 Las condiciones de Éxito. Para proveer al modelo de ejecución 
con un mecanismo que trate con esta clase de resultados no deterministas, se ha 
definido en el esquema de marcado un elemento llamado success-condition (SC) 
el cual en caso de existir se representa como un efecto más de los operadores. A 
diferencia de los efectos descritos anteriormente (Definición 4.20), un success 
condition puede ser representado por cualquier tipo de lenguaje de expresión que 
es reconocido por el ejecutor. El lenguaje que se requiere para evaluar la 
expresión necesita especificarse en el atributo lang. Este efecto por ser evaluado 
en tiempo de planificación no se incluye en la formalización de un problema de 
planificación enviado a la técnica de planificación de la capa 1. Esto implica que un 
efecto success condition solo es usado y evaluado únicamente en el proceso de 
ejecución y monitorización de una anext al interior del modelo de la capa 2. 
 
Como ejemplo en la figura 4-12, se considera la condición de éxito del efecto de 
un operador en el respectivo lenguaje de ontología OWL-S. En esta figura se 
detalla que, el lenguaje utilizado en la expresión es JavaTM, y la declaración le dice 
al modelo de ejecución que la ejecución es un éxito, si el valor del parámetro de 
salida ?NotificactionData es igual a la cadena string “yes”. Un valor distinto a “yes” 
daría un valor de retorno de falso, lo que indica que el efecto específico del 
respectivo operador “NO” se ha logrado mediante la ejecución. 
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Figura 4-12. Representación de Success Condition 
 
Se debe anotar que para el hacer efectiva la condición de éxito de la figura 4.12 se 
supone la existencia de un API que permite acceder a los valores de las salidas a 
través de una estructura de datos de salida y entienda el lenguaje JAVA. Tal API 
se describe en el capítulo 5.  
 
Una condición de éxito no tiene que ser verdad antes de la ejecución del servicio, 
pero se debe evaluar como verdadera después de la ejecución del servicio. Así, 
una condición necesaria para que la ejecución anext que se pretende evaluar sea 
verdadera, es que la condición de éxito si existe en el operador asociado a dicha 
anext debe ser verdadera.  
 
A continuación se formaliza la función de evaluación de una successCondition 
asociada a un operador SC(Op). 
 
Definición 4.28 Las entradas de una función de evaluación de una 
successCondition SC(Op) : 
 
eval(SC(Op), I, O) Æ ⎨V  ∨  F⎬ 
 
• La successCondition SC(Op) asociada a un operador Op. 
• El conjunto de datos de entrada I obtenidos de cada uno de los términos ti 
procedentes de la anext 
• El conjunto de datos de salida O de la respuesta del servicio. 
 
La salida de la función de evaluación es un valor booleano. Si ninguna condición 
de éxito es definida en los efectos de un operador, entonces eval retorna 
verdadero (V ) por defecto. 
 
La anterior definición de evaluación afecta la valoración de la ejecución anext. 
 
Definición 4.29 Segunda condición necesaria para la correcta ejecución de anext. 
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Basandose en la anterior definición, en caso de que exista una condición de éxito 
definida en los efectos de un operador asociado a anext, para que se cumpla que:  
 
exec(anext,S)= V 
 
es necesario pero no suficiente que se cumpla lo siguiente: 
 
• eval(SC(Op), I, O) = V  
 
Así mismo es posible afirmar lo siguiente: 
 
• si eval(SC(Op), I, O) = F, implica que exec(anext,S)= F y el estado de 
creencia actual del planificador (So) es incorrecto y por lo tanto el ejecutor 
retornaría un evento inesperado al ejecutor ante dicha anext. 
 
4.5.3 Evaluación de la acción a ejecutar anext 
 
Así es posible realizar la siguiente definición sobre la ejecución de anext que se 
desprende de las definiciones 4.26 y 4.29  
 
Definición 4.30 Ejecución correcta de anext. La ejecución correcta de anext, o lo que 
es lo mismo:  
 
exec(anext,S)= V 
 
se cumple cuando se cumplen las condiciones especificadas en las definiciones  
4.26 y 4.29. 
 
El cumplirse la ejecución correcta de anext implica que el estado de creencia actual 
del planificador (So) es correcto y por lo tanto el ejecutor retornaría un mensaje al 
modelo de planificación de la capa 1 solicitando la siguiente anext. 
 
4.5.4 Restricciones de Tiempo 
 
Definición 4.31 Restricción del Tiempo de Planificación anext. Corresponde al límite 
de tiempo que el mecanismo ejecutor controla como el intervalo, en el cual el 
planificador debe determinar qué acción puede ser la más adecuada para alcanzar 
los objetivos (Tmax) y por lo tanto la que debe ser enviada a ejecución (anext).  
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while ∃ Tmax  do  
         //El planificador  
              (valid_plan(Pi; S0, ⎨gi⎬, 0)) 
                   Pi → Pj  
                              where Pi  = ⎨ai0, ai1, ...., ain ⎬     ∧ 
  Pj  = ⎨aj0, aj1, ...., ajm ⎬ ,  con ai0  ≠ aj0  
                                            select  anext = ai0 
end while    
send anext  // Al ejecutor  
 
El valor de Tmax  corresponde a un valor que puede ser definido por el usuario (con 
la restricción Tmax > 0). 
 
 
4.6 Capa Dos – Algoritmo del Modelo de Ejecución 
 
La generación de los planes en si mismo no resuelve por si solos los problemas 
del mundo real. Por lo cual el algoritmo de planificación y la descripción del 
entorno empleados en la generación del plan desde la capa 1 son embebidos en 
en este modelo de ejecución que translada los requerimientos de la composición 
de servicios Web a problemas de planificación y es capaz de ejecutar cada una 
de las acciones que conforman los planes generados mediante la invocación de 
los respectivos servicios asociados a cada acción, realizar el monitoreo de los 
resultados obtenidos por la invocación de tales servicios como resultado de la 
ejecución de dicha acción que forma parte de la solución del problema y 
reaccionar acorde a las reglas predefinidas. 
 
Antes de entrar a detallar propiamente el algoritmo que sigue el modelo de 
ejecución implementado en esta capa 2, es importante dar una visión de cómo en 
esta capa se asume un requerimiento de composición de servicios. 
 
Definición 4.32 Objetivo a solucionar. En el marco de esta capa un objetivo a 
solucionar es una lista de predicados que describe el estado del mundo que se 
desea alcanzar, la cual es la manera clásica de representar los objetivos de 
planificación. Este objetivo está acompañado por un conjunto de restricciones para 
su solución como son: un conjunto de operadores que representan los servicios 
con los que se pueden contar para lograr dicha solución, un conjunto de objetos 
de información que manejará el sistema para su solución representados como 
objetos del problema, una descripción del mundo en forma de una lista de 
predicados que describe las relaciones entre los objetos de información 
manejados la cual es una descripción incompleta debido a la observabilidad 
parcial de la Web y una restricción de tiempo que representa el tiempo que se le 
otorgará al planificador para entregar una respuesta (retornar una acción a 
ejecutar). 
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La anterior epecificación se convierte así en una especificación de un problema de  
planificación la cual se obtiene al traducir los elementos que conforma el 
requerimiento de información expresado en su mayoría (excepto la restricción de 
tiempo) por ontologías OWL y OWL-S según lo explicado en la sección 3.2 
(Caracterización ontológica de un requerimiento de composición de servicios 
Web). 
 
Un ejemplo de una especificación de un requerimiento de composición en el 
dominio de compras (shopping) como hace referencia la definición 5.33 se puede 
observar en la sección B.5 del anexo B la cual hace uso del lenguaje XSPDDL.  
 
A continuación se ilustra el modelo de ejecución, el cual resuelve requerimientos 
de composición de servicios como se describe en definición 5.33 haciendo uso de 
la capa 1 la cual recibe dicho requerimiento interpretado como un problema de 
planificación y retorna para su ejecución, monitoreo y reacción cada una de las 
acciones que representan los servicios que conforman la solución al requerimiento 
de composición. 
 
4.6.1 La estrategia de ejecución, monitorización y replanificación 
 
La rutina principal del modelo de ejecución de la capa 2 sigue el procedimiento 
detallado en la figura 4.13. Sus argumentos de entrada son la ontología incial OI, 
la ontología Final OF, Un URI que apunta a un archivo que contiene una lista de 
URIs que pueden intervenir en la solución del requerimiento de composición y la 
restricción de tiempo asociada a obtener una respuesta (anext) para ser ejecutada 
en formato String llamada Tmax. 
 
Del procedimiento de la figura 4.13 se distinguen 4 etapas principales que son: 
• Construcción del Dominio y Problema XSPDDL.Esta etapa se lleva a cabo 
con el fin de trasladar el dominio de los servicios Web y el problema de 
composición dados a una descripción XSPDDL de un dominio de 
planificación D y su problema P con el fin de ser pasados a la técnica de 
planificación de la capa 1 quien llevará a cabo la tarea de generar un plan 
solución que satisface el requerimiento de composición. 
• Construcción de operadores con su invocación WSDL. Esta etapa busca 
tener una representación de los servicios Web de una manera cercana a 
una representación de un operador en el ámbito de la planificación IA. Esta 
representación se extiende para tener en cuenta la información asociada al 
paso de mensajes requeridos para la invocación del respectivo Web 
semántico representado por un operador en esta capa 2- 
• La ejecución de una acción anext. Con esta se busca poder ejecutar desde la 
capa 2 una acción que haga parte de una ejecución correcta de servicios 
Web que solucione el requerimiento de composición tal como se indica en 
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la definición 4.32. Para llevar a cabo esta etapa se hace necesario 
previamente dar inicio a la construcción del plan solución mediante la 
invocación de la técnica de planificación pasándole el dominio y el problema 
XSPDDL a resolver. Se da un margen de espera Tmax por parte del modelo 
de ejecución para luego realizar la petición al modelo de planificación de la 
primera acción a ejecutar. La acción anext retornada por el planificador se 
evalua para determinar si es una acción de tipo NOP o no. En caso de no 
ser una acción NOP se lleva a cabo la ejecución de la acción anext.  Si esta 
ejecución es correcta (exec (anext) = V) entonces se adiciona anext al plan 
solución y se retorna a la situación de espera. EN caso de que la ejecución 
falle (exec (anext) ≠ V), se notifica al panificador que ha ocurrido un evento 
inesperado. En ambos casos en que sea correcta o nó la ejecución, se 
retorna a la situación de espera en caso de que Tmax no se ha terminado. Si 
Tmax ya se ha terminado, se realiza una nueva solicitud de accoón anext. 
Este ciclo continua hasta que se devuelve por parte del planificador una 
acción NOP. 
• Construcción del modelo de proceso solución. En caso de que se reciba 
una acción NOP, el ejecutor procede a entrar en esta etapa. Aqui se 
construye el modelo de proceso OWL-S que representa el plan de 
composición que almacena las ejecuciones correctas de servicios Web que 
alcanzan el requerimiento de composición buscado. Luego de lo anterior, el 
modelo entra en una situación de espera. Si el usuario lo desea termina el 
proceso o si no puede insertar nuevos objetivos. 
 
 
Figura 4-13. Esquema General del Algoritmo de Ejecución 
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4.7 Roles del Usuario 
 
La construcción de una aplicación concreta usando los conceptos propuestos 
involucra diferentes tipos de conocimiento, llevando a una separación de grupos 
de usuarios (roles) en el proceso. En particular, dos tipos diferentes de roles se 
pueden identificar: 
 
• EL usuario final, quien tiene simplemente que seleccionar un conjunto de 
predicados y configurar el conocimiento incompleto sobre el estado de la 
Web. 
• El desarrollador de ontologías del dominio, quien ensambla una solución 
basada en servicios al crear ontologías tanto para describir el dominio 
(ontologías inicial y final) como marcar los servicios Web mediante la 
ontología OWL-S. Así mismo este define restricciones apropiadas de 
ejecución que permitan manejar el comportamiento indeterminado de los 
servicios. 
 
 
4.8 Conclusiones del capítulo 
 
En este capítulo se ha hecho una descripción detallada del algoritmo del módulo 
de  planificación y los elementos básicos del módulo de ejecución, incorporados 
en el modelo de la presente propuesta. Esta descripción se divide en dos etapas, 
en primer lugar, comienza con una introducción sobre la notación y la terminología 
utilizada por el módulo de planificación, para posteriormente citar la notación del 
módulo ejecutor. Ambas descripciones, son orientadas a describir principalmente 
tres características de carácter práctico, a las que ambos módulos (planificador y 
ejecutor) tiene que dar soporte, a fin de atender problemas como la observabilidad 
parcial del entorno, las composiciones a partir de la información esencialmente 
requerida y la coordinación del modelo concurrente. Tales características se 
resumen en el correspondiente orden: 
• Representar la observabilidad parcial del entorno, consiste en considerar la 
incertidumbre en un estado de planificación, lo cual,  es posible mediante el 
uso de una lógica trivaluada. Una proposición, de esta forma, puede ser 
verdadera, falsa, o desconocida en un estado. Respecto a la complejidad, 
esta representación repercute principalmente en una definición de la 
función de transición entre estados más compleja, dependiente de 
información desconocida como es el estado real del mundo. Sin embargo, 
la incertidumbre debe ser evaluada a verdadero o falso según su valor en el 
mundo real, para ello se han incorporado dentro del algoritmo del módulo 
de planificación, unas acciones especiales a las que se les ha denominado, 
acciones de sensado. Pese a tener una función de transición diferente del 
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resto de acciones, las acciones de sensado se incorporan en el algoritmo 
de planificación sin cambios importantes. Esto se debe a que es el ejecutor 
el que se encarga de comprobar los efectos reales que tienen las acciones 
de sensado ejecutadas. Para tal propósito, se ha considerado una  función 
de evaluación del éxito de la ejecución, la cual es evaluada por el propio 
módulo ejecutor, el cual se encarga de verificar si la ejecución, para ambos 
casos acciones de cambio de mundo y acciones de sensado, se dio en 
ausencia de factores externos que alteraran el propio proceso de ejecución, 
y/o si los datos de creencia del planificador, correspondientes 
específicamente a las acciones de sensado, coinciden con los obtenidos en 
el mundo real. Tal función es de carácter booleano y corresponde a 
verdadero, únicamente si ambas condiciones son evaluadas verdadero 
para el caso de acciones de sensado (no existen factores externos que 
alteren la ejecución y el dato de salida esperado coincide con el real) o si 
únicamente la primera condición fue verdadera para el caso de las acciones 
de cambio de mundo. 
• Para lograr composiciones de servicios, únicamente con la información 
esencialmente requerida, se ha incluido, la presencia de variables 
numéricas aumentando la funcionalidad del planificador, ya que permite 
modelar el uso de recursos (como la cantidad de información) en problemas 
de planificación. La representación de estos problemas, no obstante, se 
acompaña de una métrica la cual permite establecer criterios de selección 
de las acciones en función de la maximización o minimización de los 
recursos. 
• Coordinación del modelo concurrente: La coordinación del modelo 
concurrente es controlada por el módulo ejecutor a través de la declaración 
de una variable de tiempo. Dicha variable resulta mandatoria, en la 
restricción del cálculo computacional de la etapa de refinamiento del 
planificador, así como en el plazo con el que cuenta el mismo planificador 
para reaccionar ante un evento inesperado o la modificación de objetivos. 
Es de aclarar que esta característica otorga una mayor reactividad y un 
menor tiempo total de planificación/ejecución, pero su implementación es 
mucho más costosa, debido a la estricta coordinación que debe existir entre 
un proceso y otro, aunque es considerada valiosa ante el mundo de la 
composición debido a que de esta forma es posible utilizar la información 
recibida del entorno para mejorar y reparar los planes en ejecución. 
 
Es importante resaltar, que las bondades de las características de ambos 
módulos, han sido extendidas de manera tal que permiten tratar otros 
problemas no abordados en el planteamiento inicial de este trabajo; tales como 
el comportamiento inseminado de los servicios y la modificación de objetivos 
durante el proceso mismo de composición.   
• Bondades incluidas para tratar con un entorno de reactivo, donde no es 
posible encontrar un plan completo antes de iniciar la ejecución. Por tal  
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razón, el algoritmo de planificación siguiente los principios de diseño de los 
algoritmos anytime. El algoritmo de planificación se basa también en la 
metodología divide y vencerás: que consiste en dividir el problema en 
pequeños subproblemas, para resolver estos subproblemas y combinar las 
soluciones obtenidas. El algoritmo de planificación calcula entonces, un 
plan para cada objetivo de por separado. Sin embargo, la combinación de 
estos planes pueden provocar conflictos entre sí que son difíciles de 
resolver, razón por la cual se han incorporado estas etapas de refinamiento 
y ordenación de los planes monoobjetivos. 
• Para tratar el comportamiento indeterminista de los servicios, se ha 
considerado incluir la capacidad dentro del planificador de valorar la 
ejecutabilidad y el resultado de aplicar un acción (a ó α) en un estado. 
Permitiendo con ello, adaptar el valor del nuevo estado resultante a (V, F, 
D), según el valor real obtenido por la función de evaluación de éxito de 
estimada al interior del ejecutor.  Cuando la ejecución afecta la secuencia 
de acciones ya calculadas, el planificador reinicializa el cálculo de nuevos 
planes, descartando los antiguos, buscando ahora una acción o acciones 
alternativas (seguramente más costosas), que le permita alcanzar los 
objetivos.  
• Con el fin de permitir la modificabilidad de objetivos durante el proceso de 
composición, el módulo ejecutor ha sido dotado de un mecanismo que le 
permite comunicar de manera inmediata cualquier solicitud realizada por el 
usuario durante el proceso. Debido, a que las únicas consideraciones de 
comunicación en las puede intervenir el usuario, corresponden a: 1) la 
solicitud de finalizar el proceso de composición,  ó 2) la solicitud de 
modificar objetivos, el ejecutor está en capacidad de tipificar y comunicar de 
manera inmediata ambos eventos al planificador.                          
En caso de ser el primero, una vez ha pasado la etapa de comunicación 
entre ambos módulos (planificador y ejecutor) ambos cierran la conexión y 
el proceso se da por terminado. Pero, si se trata de una modificación de 
objetivos, una vez el ejecutor comunica el evento al planificador, este último 
revisa la pila de objetivos pendientes por alcanzar, actualiza el estado y 
acudiendo a la habilidad de tratar de manera independiente los objetivos, se 
propone a: 1) eliminar el plan monobjetivo del objetivo eliminado, 2) calcular 
otro plan monoobjetivo, pero esta vez para el objetivo adicionado ó 3) 
primero eliminar un plan monoobjetivo, para posteriormente calcular otro si 
se trata de un reemplazo de objetivos. En los dos últimos casos, los nuevos 
planes monoobejtivos, deben pasar por el proceso de ordenación de 
planes, considerando los planes monoobejtivos previamente existentes, que 
aún tienen acciones por ejecutar. 
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5.  
Capítulo 5    
 
INDYGO: Un Compositor de Servicios Web 
Semánticos 
 
 
En este capítulo, se describe la aplicación software que ha sido implementada 
utilizando como fundamento la base teórica del marco de trabajo presentado en 
los capítulos 2, 3 y 4. El objetivo general de la aplicación que aquí se define es 
lograr la composición de SWS. 
 
 
5.1 La Arquitectura del sistema INDYGO 
 
Según el modelo teórico planteado, la composición de servicios consiste en la 
satisfacción de un requerimiento formulado por un usuario, cuando no existe un 
servicio que lo satisfaga. Dicho requerimiento, se encuentra especificado de 
manera semántica por el usuario a través de un conjunto de ontologías las cuales 
se acompañan de la respectiva especificación ontológica de cada SW. Dichas 
especificaciones, por lo tanto deben ser trasladadas a la correspondiente 
definición de un problema del dominio de planificación IA, donde cada acción 
representa a un SWS, que potencialmente participará en la búsqueda del conjunto 
de acciones que satisfacen el mencionado requerimiento.   
 
En este sentido, en el momento de realizar la planificación se considera también la 
concurrencia con el proceso de ejecución de cada acción. De esta manera, se 
parte de un estado inicial vacío y un estado objetivo que coincide con el objetivo 
que el usuario desea alcanzar. Los operadores a aplicar para llegar al mundo final 
en el que el objetivo haya sido satisfecho son las distintas acciones que, 
ejecutadas de forma secuencial y una a una cada vez, dan lugar a la consecución 
del objetivo. Por tanto, los elementos que constituyen todo lo necesario para 
definir un problema de planificación (posibles estados del sistema, acciones que 
se pueden llevar a cabo, estado inicial y objetivo), dependen del dominio de 
aplicación al que, consecuentemente, se le consideran aspectos propios al 
proceso como: la observabilidad parcial del entorno, la consideración de la 
información mínima requerida. Además de otros aspectos, extendidos, como  son: 
las restricciones temporales, el comportamiento indeterminado de los servicios y la 
posibilidad de modificar los objetivos del plan de composición, sin que ello 
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implique que se deba generar un nuevo problema de planificación para cada 
modificación.  
 
Con las anteriores consideraciones, la aplicación resulta en un sistema prototipo 
denominado INDYGO [Guzmán y Ovalle 2008]. INDYGO, basa su arquitectura en 
tres módulos, que trabajan en el mismo entorno. Los módulos, corresponden a: un 
módulo traductor,  un módulo de planificación y un módulo de ejecución. Los 
módulos, están a cargo de la especificación del problema, el cálculo, la 
interpretación y ejecución de acciones para lograr los objetivos de composición, 
los cuales pueden variar a lo largo del tiempo.  
 
El comportamiento funcional que se propone en INDYGO, consiste básicamente 
de dos fases: 1) la conversión de especificaciones de un ambiente de ontologías 
Web a un ambiente de planificación en Inteligencia Artificial, y 2) la planificación y 
ejecución de las acciones del plan de composición solución.  
 
En la primera fase el Traductor  de especificaciones traduce las ontologías del 
dominio (abstracta, inicial y objetivo) proporcionadas por el usuario, junto con las 
descripciones de los servicios implementadas respectivamente en  OWL y OWL-S, 
en una especificación del dominio XSPDDL y su respectivo problema de 
planificación (el estado inicial y los objetivos a alcanzar).  
 
En la segunda fase, el módulo ejecutor inicia el proceso de planificación 
enviándole al módulo planificador, las especificaciones XSPDDL del dominio y su 
respectivo problema. Inicialmente, estas especificaciones constituyen el 
conocimiento del que dispone el planificador, el cual, generalmente resulta 
incompleto sobre el estado del mundo. Este conocimiento se expresa mediante 
hechos y variables numéricas, con un nivel de abstracción que permita al 
planificador manejar el problema de composición eficientemente. El planificador, 
de acuerdo con este conocimiento, trata de averiguar cuáles son las mejores 
acciones a ejecutar para alcanzar los objetivos, para ello, el módulo de 
planificación realiza el cálculo de la primera acción (a0) y luego de un tiempo de 
espera (que puede ser asignado por el usuario), el ejecutor realiza una petición de 
esta primera acción al planificador, quien le entrega la especificación de la misma 
también en XSPDDL. Tras esta primera solicitud, el ejecutor lleva a cabo la 
invocación de dicha acción a0. Sin embargo, esta acción también cuenta con cierto 
grado de abstracción, por lo que su invocación no puede realizarse directamente 
sobre el sistema, por lo cual, debe ser traducida al dominio de descripción del 
servicio (OWL y OWL-S), para posteriormente ser invocada por el ejecutor, quien 
consume un determinado tiempo en tal invocación. Este tiempo, es aprovechado 
por el planificador para calcular la segunda acción del plan. Cuando el ejecutor 
termina de ejecutar la primera acción solicita al planificador la siguiente acción 
(anext) y se repite de esta forma, el proceso hasta que se alcancen todos los 
objetivos solicitados, hasta que se modifiquen los actuales o se detenga la 
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ejecución. En el caso de que falle la ejecución de la acción, el ejecutor comunica 
al planificador, el verdadero estado del mundo, a fin de que este actualice sus 
creencias; si, los cambios en el ambiente afectan la secuencia de acciones ya 
calculadas, el planificador reinicializa el cálculo de nuevos planes, descartando los 
antiguos, buscando ahora una acción o acciones alternativas (seguramente más 
costosas), que le permita alcanzar los objetivos. Si no existen tales acciones, o si 
por el contrario, en esa búsqueda se encuentran nuevas acciones (no 
consideradas desde el estado inicial), se construye entonces, un mensaje al 
usuario, indicando que no fue posible alcanzar una solución y se muestra la 
secuencia ejecutada hasta el momento, la cual es retomada desde la base de 
hechos.  
 
La Figura 5.1, muestra gráficamente, la arquitectura de INDYGO, la cual sigue los 
principios de diseño siguientes: 
• Modularidad. La división del sistema en componentes con una 
funcionalidad bien definida reduce la complejidad del sistema. 
• Concurrencia. Diversos procesos, como la planificación y la ejecución, se 
llevan a cabo al mismo tiempo, lo cual, permite reducir los tiempos de 
ambos de ambos procesos. 
• Reactividad. La reactividad del sistema se ve favorecida por una 
arquitectura que permite la monitorización y reacción frente a eventos 
inesperados. En la arquitectura, dicha reacción es proporcionada por un 
conjunto de comportamientos predefinidos que permiten al sistema actuar 
con rapidez ante determinadas situaciones. 
• Recuperación frente a fallos. El Planificador implementa funciones que 
les permiten alcanzar un estado válido cuando una acción falla durante su 
ejecución. Un estado válido es aquel que puede representarse 
correctamente mediante el modelo abstracto del problema con el que 
trabaja el planificador. 
• Sensado del entorno  El modelo permite  ejecutar las acciones de 
sensado enviadas por el planificador, a la vez que incorpora de manera casi 
inmediata la información, resultado de la correspondiente ejecución, 
permitiendo que el planificador incorpore continuamente la información del 
entorno. 
• Restricciones temporales. En muchos problemas de composición de 
servicios existen limitaciones sobre el tiempo que el sistema puede emplear 
deliberando antes de actuar (operaciones bancarias, compras en línea). El 
ejecutor conoce estas restricciones y se encarga de solicitar una acción al 
planificador cuando el tiempo disponible expira. El planificador, por lo tanto, 
debe tener en todo momento una respuesta preparada para ser capaz de 
proporcionarla inmediatamente una vez recibe la petición. 
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Figura 5-1. Arquitectura de Alto Nivel de la Aplicación INDYGO 
 
Con el fin de proporcionar un mayor detalle de la funcionalidad y composición de 
cada módulo, a continuación se abordara cada uno de manera más detallada. 
 
1) Módulo Traductor: El módulo traductor, se encarga de trasladar las 
especificaciones externas de los SWS, definidas como descripciones dentro 
del marco del serviceProfile del propio servicio, a la vez que permite tomar la 
descripción de un problema de composición bajo la forma de dos ontologías 
OWL, para trasladarlas a una definición de un problema de planificación IA 
descrito bajo el lenguaje de XSPDDL. Adicionalmente, apoya el proceso de 
interpretación de cada acción instanciada del plan solución (anext), llevado a 
cabo por el módulo ejecutor, a fin de que este pueda invocar los respectivos 
SWS. Finalmente, el modulo traductor, participa en la construcción del 
procesModel correspondiente a la solución ejecutada, que resuelve el 
problema de composición.  
 
Los procesos anteriores, los realiza el traductor permite en dos ciclos 
principales, cada uno compuesto por varias partes. 
a) La conversión OWL-S a XSPDDL, la conforman tres etapas básicas: 
i) permite tomar la descripción de un problema de composición bajo la 
forma de dos ontologías OWL, que describen el estado inicial del 
entorno de la Web y el estado objetivo que se desea alcanzar, a fin de 
trasladarlos a la definición de un problema de planificación IA, cuya 
representación incluye una lista de objetos y una lista de hechos del 
estado inicial y finalmente una lista de objetivos que representan el 
requerimiento expresado por el usuario. Como se mencionó 
anteriormente, todo esto es trasladado a la especificación de un 
problema de planificación IA, expresado en XSPDDL.  
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ii) La segunda parte, toma la descripción semántica de cada SWS, provista 
en el serviceProfile del OWL-S, la cual incluye algunas descripciones de 
entradas, salidas, precondiciones y efectos, en XSPDDL para trasladarlo 
a sus respectivos tipos, predicados y acciones en el ambiente de un 
dominio de planificación expresados completamente en XSPDDL.  
iii) La tercera parte, toma la descripción semántica, provista en el 
serviceGrounding del OWL-S de cada SWS, la cual proporciona la 
información necesaria para invocar el WSDL del SWS, en la etapa 
posterior de Ejecución. 
iv) En la cuarta parte, el traductor, retoma los productos resultados de las 
dos partes anteriores (a y b) y los valida y combina con la lista de 
direcciones de documentos que contienen las descripciones semánticas 
de los servicios Web, con el propósito de crear dos documentos que 
conforman la descripción de un dominio y problema de planificación en 
XSPDDL. 
b) Construcción del Modelo de Datos: 
i) El modulo Traductor, permite generar además, una estructura que 
almacena los elementos básicos de ambas representaciones XSPDDL 
(Dominio y Problema).  
c)  La conversión de  XSPDDL a OWL-S: 
i) El módulo traductor apoya al módulo ejecutor, en el proceso de 
interpretación de cada acción instanciada anext del plan solución. Dicha 
acción, asociada a su correspondiente serviceprofile, es traducida a una 
especificación de invocación WSDL; este proceso es llevado a cabo por 
el módulo traductor. Lo anterior es esencialmente requerido, dado que 
no existe una plataforma disponible que permita invocar de manera 
eficiente e individual servicios OWL-S. 
ii) Finalmente, el módulo traductor, permite crear una especificación del 
respectivo processModel de OWL-S, el cual representa el plan solución 
final, correspondiente a la suma de anext ejecutadas. 
 
2) Módulo Planificador: El modulo planificador, es el encargado de generar el 
plan solución, correspondiente al requerimiento de composición planteado por 
el usuario. Este módulo, está dotado de un algoritmo de planificación que  
pproporciona una serie de características útiles para el problema de 
composición de Servicios en entornos Web: En primer lugar, ofrece un 
comportamiento muy similar al de los algoritmos anytime, proporcionando una 
primera respuesta en un periodo de tiempo limitado, y refinando tal respuesta, 
mientras haya tiempo disponible.  El comportamiento definido en el numeral 
anterior, le permite al módulo planificador, reaccionar rápidamente ante 
eventos inesperados y modificaciones en los objetivos (requerimiento del 
usuario) durante la ejecución. También hace posible resolver problemas con 
información incompleta mediante el uso de acciones de sensado, y soporta el 
uso de variables numéricas y la definición de funciones de optimización, 
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particularmente usadas para lograr composiciones de servicios que incluyan 
únicamente la información esencialmente requerida. Para lograr todas esas 
características el mecanismo de planificación trabaja en cinco pasos: 
a) Preproceso: Esta etapa consiste en el cálculo de todas las acciones y 
literales instanciados comenzando desde los operadores, predicados y 
objetos. Los cálculos de esta etapa agilizan los siguientes niveles.  
b) Cálculo del RPG: En esta etapa se construye un grafo relajado de 
planificación con todas las acciones y proporciones, ignorando de estas 
últimas sus efectos de borrado. El RPG de esta propuesta, incluye dentro 
una primera expansión, las acciones que corresponden a acciones de 
sensado, pero dado que el algoritmo intenta primero lograr los objetivos con 
acciones que cambian el mundo (debido a que se considera, que logran sus 
efectos con mayor probabilidad), solo incluye los efectos de las de sensado 
en una segunda expansión cuando uno o varios de los objetivos aún se 
encuentran pendientes de ser alcanzados. 
c) Cálculo de planes iniciales (monoobjetivos): Un plan incompleto es 
calculado por cada objetivo no alcanzado. Esos planes son calculados a 
partir del RPG, calculado en la etapa anterior. En la mayoría de los casos 
tales planes, no son completamente ejecutables. Sin embargo, se 
consideran una muy buena aproximación como punto de partida, que puede 
ser refinada. 
d) Refinamiento: Mientras el ejecutor no requiera una acción para ejecutar. 
Los planes son ordenados de acuerdo a un criterio de análisis de conflictos. 
De esta manera establece un orden entre los planes, a la vez que va 
revisando la ejecutabilidad de las acciones del mismo. 
e) Selección de anext: Cuando el ejecutor requiere una acción el algoritmo, 
elige la primera acción del plan que fue ordenado en la etapa anterior en 
primer lugar. 
 
3) Modulo Ejecutor: permite invocar los SWS y monitorizar el proceso, a fin de 
controlar algún evento inesperado, en caso de que este se produzca. Para ello, 
dentro del mecanismo ejecutor se han configurado las siguientes 
funcionalidades: 
a) Comunicador: Se refiere a un método implementado dentro del  ejecutor, el 
cual se encarga de establecer y mantener la conexión con el planificador. 
Tal comunicación, es establecida a través de un tipado de mensajes 
comunes para ambos módulos: planificador y ejecutor, aunque la 
interpretación sea diferente. 
b) Controlador de tiempo: Se encarga de vigilar y verificar el cumplimiento del 
tiempo tipificado como plazo máximo para los cálculos del planificador. 
c) Mapeador entre XSPDDL a una operation OWL-S: Esta función del módulo 
ejecutor, se encarga de recibir del planificador un documento XSPDDL con 
la especificación de la acción instanciada anext, la cual debe comunicar al 
módulo traductor a fin de que este descifre la anext y la  asocia al 
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serviceprofile de la operación del servicio correspondiente.  
d) Invocador: Una vez identificado el service profile del servicio, se procede a 
invocar el WSDL del mismo (servicio), a fin de obtener de él la información 
que brindan sus respectivas salidas.  
e) Finalmente se implementa un monitor que supervisa las condiciones de 
éxito asociadas a los efectos del serviceprofile del servicio.  Además,  
verifica los hechos asociados a las acciones de sensado comparándolos 
con las suposiciones del planificador y por último, verifica la ocurrencia de 
excepciones especiales ocurridas durante la invocación tales como la no 
localización del servicio invocado y la no respuesta de un servicio luego de 
su invocación.  
f) Base de Hechos: si los servicios son invocados con éxito y los efectos 
ocurrieron tal como estaban previstos, estos efectos son almacenados en 
forma de proposiciones (hechos), dentro de una estructura a la que se le ha 
llamado base hechos. Esta base de hechos, es mostrada al usuario, al final 
del proceso de composición, con el propósito, de proporcionarle información 
respecto al estado alcanzado una vez se ha ejecutado el conjunto de 
acciones anext que alcanzaban el objetivo. Si la composición falla durante la 
invocación de algún servicio, la base de hechos guardará y mostrará los 
resultados hasta donde estos fueron ejecutados incluyendo los eventos de 
falla. 
 
 
5.2 Esquema Funcional de INDYGO 
 
En esta sección se analizará la herramienta prototipo INDYGO, vista bajo el 
esquema funcional de la interfaz de usuario. 
 
La primera función que ofrece INDYGO, está representada en la adopción de 
cualquiera de los tres dominios diferentes (satélite, shopping y shopping plus) que 
han sido desarrollados como dominio de prueba. Cada dominio, está constituido 
por un grupo aproximado de mil (1000) servicios.  Donde cada servicio cuenta con 
su interfaz WSDL y está descrito semánticamente en OWL-S. El usuario, puede 
entonces acudir a un dominio específico, a fin de formular un requerimiento de 
composición, el cual puede ser generado completamente por el usuario o puede 
ser editado de formulaciones previas.  
 
INDYGO, cuenta entonces con un repositorio de SWS, que participaran en el plan 
de composición y que representan los dominios anteriormente descritos. 
Posteriormente con el solo llamado de la aplicación, se genera la apertura de una 
conexión tipo cliente-servidor entre el módulo traductor y el módulo planificador, 
respectivamente. Inmediatamente después, el usuario debe especificar al sistema, 
su requerimiento de composición, expresado en cuatro parámetros, asociados: 1) 
la descripción del estado inicial, representada por la URL de la ontología inicial, 
 146 
 
descrita en OWL; 2) La descripción del estado objetivo representada por la URL 
de la ontología final, igualmente expresada en OWL; 3) El suministro, de un 
archivo de extensión *.txt, con lista de las URL de los OWL-S de los servicios 
registrados en el repositorio y que potencialmente participaran en el plan de 
composición. Y finalmente, 4) el tiempo (en mili segundos), que va a destinar el 
mecanismo ejecutor, como plazo máximo para el cómputo del proceso de 
planificación.  
 
Una vez recibidos los parámetros, todos (a excepción del tiempo, el cual es 
remitido directamente al módulo ejecutor), son transferidos al módulo traductor, el 
cual se encarga de identificar, extraer y almacenar, algunos elementos de los 
mismos (parámetros), con el propósito de participar en el proceso de generación 
de los archivos domain y problem descritos ambos en XSPDDL, además de 
permitir ahorrar y agilizar los cálculos en las etapas posteriores de interpretación 
de la anext llevados a cabo por el módulo ejecutor. 
 
Cuando termina la construcción de los archivos, el modulo traductor remite al 
módulo de Planificación los archivos XSPDDL con la descripción del dominio y  el 
problema, así como crea el correspondiente hilo de comunicación, para el 
intercambio asíncrono de mensajes entre el modulo planificador y el modulo 
ejecutor, establecido a través de dos funciones de devolución de llamada: 
• action_request: Esta función es usuada por el modulo ejecutor para requerir 
una acción del modulo planificador. 
• monitor_info: Esta function es usada por el modulo ejecutor para informar al 
planificador un evento inesperado. 
 
Cuando expira el tiempo definido en el parámetro inicial, el planificador recibe un 
action_request, indicándole que el proceso de generación de planes debe ser 
detenido y debe proceder a enviar una acción (anext) al módulo ejecutor a través de 
la función SendAction. El módulo ejecutor interpreta la anext recibida, para ello 
acude a la estructura de datos almacenada por el módulo traductor, obteniendo de 
él, el WSDL del respectivo servicio que corresponde a la acción interpretada, para 
consecuentemente realizar la invocación del mismo (servicio) obteniendo las 
respectivas salidas. El ejecutor, supervisa entonces las condiciones de éxito 
asociadas en los efectos del propio servicio, al igual que verifica los hechos 
asociados a las acciones de sensado (sensing action) comparándolas con las 
suposiciones del planificador y por último, verifica la ocurrencia de excepciones 
especiales ocurridas durante la invocación tales como la no localización del 
servicio invocado y la no respuesta de un servicio luego de su invocación. En caso 
de ocurrir todo tal cual estaba previsto, el proceso continúa con la siguiente 
solicitud; En caso contrario, es decir si se presenta una excepción especial o si la 
condición de éxito es evaluada a falso, el mecanismo de monitorización genera un 
mensaje especifico de notificación, el cual es comunicado al modulo planificador a 
fin de que este último actualice sus creencias y busque un camino alternativo, que 
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le permita alcanzar el objetivo,  basado en el grafo de planificación previamente 
construido. Todo este proceso se repite continuamente, hasta que el usuario 
decide detener la ejecución del planificador. Cuando el planificador ha alcanzado 
todos los objetivos, devuelve al módulo ejecutor una acción especial: NOP (no 
operación), que le permite al planificador esperar cierto tiempo sin realizar ninguna 
tarea. El planificador volverá a calcular nuevos planes sólo cuando el usuario le 
introduzca nuevos objetivos.  
 
Una vez el proceso de ejecución de cada una, de las acciones componentes del 
plan ha terminado su invocación y el requerimiento del usuario ha sido 
satisfactoriamente logrado, el modulo define el proceso compuesto que contendrá 
la secuencia y la lista de servicios atómicos que representarán el process model 
del servicio compuesto ejecutado como resultado del requerimiento de 
composición entregado por el usuario. 
 
La interfaz del sistema mostrada en la figura 5-2, corresponde a la ventana de 
ingreso de los parámetros; los cuales son especificados en función de las URL de 
las ontologías. 
 
 
Figura 5-2. Interfaz Grafica INDYGO 
 
En las secciones siguientes se dará una descripción de los principales 
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componentes que conforman cada modulo de INDYGO y se describirá además, 
cómo la arquitectura de tres módulos (Traductor, Planificador y Ejecutor), 
interactúa con los dominios de los servicios Web semánticos, para alcanzar el 
objetivo de composición requerido por el usuario. 
 
 
5.3 Diseño e Implementación del Módulo Traductor 
 
Con el fin de generar los dominios de planificación a partir de ontologías, se 
diseñó, implementó e incorporó a INDYGO, un módulo capaz de trasladar 
especificaciones OWL y OWL-S en un problema de planificación, especificado en 
el lenguaje XSPDDL. 
 
Además de generar los dominios de descripción de un problema de planificación, 
el módulo traductor tiene la tarea de apoyar algunos otros procesos de la 
ejecución, para lo cual en su estructura interna almacena no solo la información 
que es importante durante el proceso de planificación, sino también aquella que 
será requerida después en el transcurso de la ejecución. Es decir, este módulo 
captura y aloja toda la descripción de los SWS como operadores en los cuales se 
encuentra la descripción abstracta del servicio y los protocolos necesarios para su  
comunicación. 
 
A continuación se describen los diagramas de clase de los principales 
componentes correspondientes al módulo traductor.  
5.3.1 Componente Traductor de Especificaciones (Converter) 
El componente converter, es una estructura que modela la especificación de un 
problema de planificación, el cual está  compuesto por dos  archivos importantes 
el Domain y el Problem. Debido, a que la información registrada en ambos 
archivos (Domain y Problem), se utiliza con mucha frecuencia durante el resto de 
procesos del modulo traductor, resulta conveniente tenerla almacenada para un 
acceso rápido. Por esta  razón se construye una estructura denominada 
IndygoOperator, la cual almacena el modelo de datos especificado en ambos 
archivos XSPDDL. Tal modelo, será posteriormente enriquecido con otros 
elementos del Informador de Invocación, también inmerso dentro del modulo 
traductor. Lo anterior, permite recuperar la información aquí registrada, con un 
coste computacional constante.  
 
A continuación se detallan los procesos de representación de los dos archivos y la 
estructura de datos. 
 
El Domain, representa el dominio de planificación, pensado para expresar los 
elementos básicos de la teoría del dominio, es decir, los tipos (type), las 
constantes (Constant) y los predicados (Predicate) que existen, además de las  
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acciones (IndygoOperator) que lo definen. Estas últimas constituidas por 
precondiciones (XSPDDLPrecondition) y efectos (XSPDDLEffects ó 
XSPDDLKnowledgeEffect) que describen la aplicabilidad de la acción. 
 
El Problem representa el problema de planificación, en el cual se describen el 
estado inicial (Init) y el estado objetivo (Goal) además de los objetos que los 
componen. 
  
Con el objetivo de construir las estructuras anteriormente mencionadas el 
traductor INDYGO realiza un proceso de lectura de las ontologías inicial, final y las 
ontologías OWLS que describen los SWS. El proceso se describe como sigue: 
 
Lectura de la ontología inicial  
En esta fase, se captura la dirección URL que apunta a la ontología Abstracta que 
contiene los predicados y la jerarquía de clases, con el objetivo de verificar la 
lectura de las instancias. Luego captura las instancias (Individuals) de la ontología, 
de la cual se extrae y el tipo de instancia, con esta información se genera la 
estructura Object por cada instancia encontrada y posteriormente se adiciona a un 
listado de Objects. 
 
En segundo lugar, se capturan los predicados iniciales con sus objetos 
instanciados, de los cuales se extrae el nombre de la propiedad y los nombres de 
las instancias relacionadas y de esta manera se genera la estructura Init que es la 
representación de un predicado contenido en el estado inicial de planificación. 
 
Lectura de la ontología final  
Al igual que la lectura de la ontología inicial, se captura la URL que apunta a la 
ontología Abstracta (la cual corresponde a la definición de tipos de datos y 
predicados), seguidamente, se capturan los predicados que definen los objetivos 
con sus objetos instanciados, de los cuales se extrae el nombre de la propiedad y 
los nombres de las instancias relacionadas, luego se construye la estructura Goal 
que es la representación de un predicado comprendido en el estado final de la 
planificación. Finalmente se comprueba que no existan nuevas instancias en esta 
ontología 
 
Lectura de la ontología abstracta  
Con la dirección URL de la ontología Abstracta capturada, luego de la lectura de 
las ontologías inicial y final, se comprueba la coincidencia de las dos últimas 
ontologías inicial y final, con la ontología abstracta. Si se confirma exitosamente la 
coincidencia, se procede a leer la ontología abstracta, capturando de ella, las 
clases (OwlClass), extrayendo a su vez, el nombre de las mismas, con su 
respectivo subtipo (SubClassOf), para finalmente generar la estructura Type. 
 
Posterior a esto, se procede de manera secuencial a capturar las propiedades de 
los objetos (ObjectProperty) o propiedades que relacionen tipos de datos 
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primitivos (DataTypeProperty). Para los dos casos de propiedades, se extrae el 
nombre de la propiedad y los tipos de datos que pueden relacionarse, dominio y 
rango respectivamente creando la estructura Predicate.  
 
Para el caso de las propiedades DataProperty, la cual puede relacionar un objeto 
con un dato primitivo, se identifican los posibles valores que puede tomar el rango 
de la propiedad, y construir una nueva lista de objetos  adicionándolos a la lista ya 
existente generada durante el proceso de la lectura de la ontología inicial. 
 
Lectura de la ontología de cada servicio web  
El proceso de lectura de las ontologías de los servicios, comienza identificando si 
la ontología actual del servicio importa las descripciones básicas necesarias para 
su descubrimiento, para ello, requiere la especificación OWLS. 
 
Inicialmente se identifica el nombre del servicio (ServiceName), los parámetros de 
entrada (OwlsInput) y los parámetros de salida (OwlsOutputs). Para los dos tipos 
de parámetros, se extrae el nombre del parámetro y el tipo al que pertenece, para 
así construir  la estructura Parameter. Sin embargo, los parámetros de salida son 
agregados a una lista diferente de los parámetros de entrada para su 
diferenciación. 
 
Después, se procede a capturar las precondiciones y efectos de cambio de mundo 
o de conocimiento, expresiones que deben ser especificadas en el lenguaje 
XSPDDL. Cuando se captura una expresión XSPDDL, es validada con un parser 
sintáctico que determina si ésta se encuentra correctamente escrita. 
 
Además, se comprueba si existen constantes al interior de estas expresiones, es 
decir, objetos estáticos definidos por el servicio, que también pueden ser 
simplemente sintácticos. Si existen estos objetos se identifica el tipo y se crean 
estructuras Constant y se agregan a un listado. Cada una de las estructuras 
mencionadas, precondiciones efectos de cambio de mundo y efectos de 
conocimiento son construidas respectivamente  como XSPDDLPrecondition, 
XSPDDLEffect y XSPDDLKnowledgeEffect.  
 
Posterior a la fase de lectura de los efectos, se procede a reconocer el tipo de 
servicio, es decir, si es un servicio con efectos de conocimiento se le asigna el 
valor de sensing de lo contrario, si el servicio posee efectos de cambio de mundo 
se le asigna el valor de action. Si el servicio contiene los dos tipos de efectos se le 
asigna el valor de two. 
 
Dentro del marcado ontológico del SWS, pueden existir expresiones de código de 
un lenguaje de programación cualquiera, llamadas condiciones de éxito (ver 
Definición 4.24) que inicialmente tienen un valor indeterminado antes de la 
ejecución del servicio. Como se mencionó en la sección 4.8.2, cualquiera de los 
tipos de servicios puede contenerla y no es necesariamente obligatoria. La 
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SuccessCondition se identifica en la ontología como una  Expresion JAVA-
SuccessCondition, de la cual se extrae el lenguaje que utiliza y  el código que 
contiene, seguidamente se genera la estructura SuccesCondition. 
   
Como último paso de la lectura de la ontología del SWS, se lee la especificación 
del Grounding, el cual se explica en la sección 5.3.2. 
 
Finalmente se construye el Modelo de Datos, representado en la estructura 
IndygoOperator, en donde se alojan cada una de las subestructuras mencionadas 
anteriormente, que representan la descripción abstracta de un servicio web. 
 
Al finalizar la construcción de las estructuras mencionadas en la lectura de 
ontologías, se procede a generar las dos estructuras macros que contienen al 
resto. Estas estructuras son: Domain y Problem y una lista de operadores 
asociados a los SWS, sin incluirle aún la información WSDL de su respectivo SW. 
Los elementos resultados de los procesos del componente Converter, son 
mostrados en la figura 5-3. 
 
 
 
Figura 5-3. Diagrama Clase Componente Traductor de Especificaciones 
 
Interpretación de anext 
Durante los procesos de planificación y ejecución, es necesario contar con una 
herramienta adicional que permita, la traducción de acciones de alto nivel (anext) a 
operadores de bajo nivel requeridos por el ejecutor. Para ello se utiliza la clase 
PlanActionTranslation, la cual, se encarga de dicho procedimiento de la siguiente 
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manera: cada vez que el planificador envía una acción, PlanActionTranslation, 
captura dicha acción, de la cual, extrae el tipo de acción, donde identifica a través 
del ID del IndygoOperator (Generado por el componente Converter y el 
Grounding), si es sensing o action. Posteriormente, realiza una búsqueda  en la 
lista de operadores y extrae la descripción abstracta del servicio, en la que ubica  
la descripción del Grounding (AtomicProcessGrounding) con el objetivo de mapear 
las partes WSDL para una posterior construcción de un mensaje SOAP una vez 
encontradas las partes genera una tripleta por cada valor de la acción, en la cual 
se asocia el valor, la owlClass y la wsdlPart. Posteriormente mapea la dirección 
URL del servicio y el nombre de la operación que se debe invocar. 
 
5.3.2 Constructor de Operadores con su Invocación WSDL (Grounding) 
Este lector, mostrado en la figura 5-4, es el encargado de proporcionar la 
información requerida para ejecutar el proceso posterior de invocación de un 
SWS, por tal razón, guarda una estrecha relación con el componente Converter, a 
través de la estructura IndygoOperator, la cual complementa; de manera que 
relaciona cada elemento del operador con el documento WSDL del SWS al que 
representa; El Grounding, especifica la información necesaria de cómo acceder al 
servicio, principalmente  detalla qué  protocolos se deben utilizar, define además 
los formatos, la serialización, el transporte, y la dirección de los mensajes. El 
Grounding puede ser pensado como una especificación concreta de los elementos 
de descripción del SW que son necesarios para interactuar con el propio servicio.  
En particular, para el propósito del presente trabajo, define como interactuar con 
las entradas y salidas de los procesos atómicos.  
 
 
 
Figura 5-4. Diagrama Clases del Componente Informador de Invocación  
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El componente Grounding es el encargado de generar la estructura  
AtomicProcessGrounding. Este proceso de formación de la estructura, se presenta 
durante la lectura de la ontología del servicio en la cual, se identifican el nombre 
de la operación (WsdlOperation),  las entradas WSDL (WsdlInputs), las salidas 
WSDL (WsdlOutputs)  y la dirección URL donde se encuentra alojado el archivo 
WSDL. Esta información capturada en la estructura atomicProcessGrounding, es 
utilizada por el módulo Ejecutor (ver Definición 4.22) en la posterior invocación del 
servicio. 
 
5.3.3 Componente Analizador Sintáctico (Parser) 
El componente parser mostrado en la figura 5-5, se encarga de validar que las 
expresiones (predicados instanciados capturados durante el proceso anterior de 
lectura de las ontologías), tengan consistencia con los predicados abstractos que 
definen las relaciones del dominio. 
  
 
 
Figura 5-5. Diagrama de Clase Componente Analizador Sintáctico 
 
Como punto de partida, el parser da por hecho que las estructuras Domain y 
Problem están completamente llenas y comienza la validación de los predicados 
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instanciados del estado inicial y objetivo; para ello mapea el nombre del predicado 
y busca su relación con los predicados abstractos del dominio, si existe tal 
correspondencia, se procede a mapear que los objetos del predicado instanciado 
sean del tipo que les corresponde y si todo coincide correctamente se informa al 
usuario que el predicado está correctamente utilizado; en caso contrario se lanzan 
excepciones del tipo BadGoalExpression o BadInitExpression que muestran que 
existen inconsistencias semánticas en el predicado analizado, para lo cual se 
emite un mensaje al usuario indicando el nombre del predicado errado y los 
objetos que los componen. 
 
Al igual que con los predicados del estado inicial y final, las expresiones XSPDDL 
entre ellas efectos y precondiciones, también son validadas por el parser. Sin 
embargo, la diferencia es que estos predicados en lugar de contener objetos, 
tienen al interior variables o constantes con las cuales, es necesario hacer un 
mapeo adicional que permite verificar que las variables son del tipo del predicado 
abstracto. Si existe tal correspondencia, se informa al usuario sobre el buen uso 
del predicado, pero si por el contrario existe alguna inconsistencia se lanzan 
excepciones del tipo BadGoalXSPDDLExpression que indican tal inconsistencia. 
 
Al terminar de validar todos los predicados (asociados al estado inicial, al estado 
objetivo, a la definición de las precondiciones y la definición de los efectos), el 
parser notifica que las estructuras están correctamente llenas y que es posible 
continuar los procesos de escritura tanto del dominio y como del problema de 
planificación. 
 
5.3.4 Componente Central del Traductor  
Una vez examinados los componentes principales del modulo traductor INDYGO, 
estos se asocian a través de un componente central coordinador, el cual se 
encarga de organizar el proceso funcional de los tres componentes anteriores 
Traductor de Especificaciones, Informador de Invocación y Analizador Sintáctico.  
 
La figura 5-6 muestra a manera de diagrama de flujo, la secuencia que el 
componente central del traductor sigue durante los procesos de especificación de 
un dominio y un problema de planificación y del diseño de la estructura de 
modelamiento de datos.  
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Figura 5-6. Diagrama de Flujo del Algoritmo Central Módulo Traductor 
 
 
5.4 Diseño e Implementación del Módulo Ejecutor  
 
El módulo ejecutor de SW, provee los mecanismos de comunicación e invocación 
del servicio, en la cual se utiliza  un protocolo estándar  llamado SOAP (siglas de 
Simple Object Access Protocol) que define cómo dos objetos en diferentes 
procesos pueden comunicarse por medio de intercambio de datos XML. Este 
protocolo está actualmente bajo el auspicio de la W3C y es uno de los protocolos 
más utilizados en la composición SW. 
 
SOAP proporciona un mecanismo estándar de empaquetamiento de mensajes. Un 
mensaje SOAP se compone de una envoltura (envelope), es decir, una especie de 
sobre que contiene el cuerpo del mensaje y cualquier información de cabecera 
que se utiliza para describir el mensaje (ver sección 2.1.2.2). La envoltura, como 
ha sido llamada, debe contener un elemento body (cuerpo), el cual contiene la 
carga de datos del mensaje, y el header (cabecera) contiene los datos adicionales 
que no pertenecen necesariamente al cuerpo del mensaje, Además la 
especificación de SOAP define una forma de codificar los datos contenidos en un 
mensaje. La codificación de SOAP proporciona un mecanismo estándar que 
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permite serializar tipos de datos no definidos en el XML esquema. 
 
5.4.1 Componente Invocador de Ejecución (ServiceWebExecutor) 
El módulo ejecutor exige una serie de datos iniciales con carácter obligatorio. 
Entre los cuales se encuentran los siguientes: el nombre de la operación, el tipo 
del servicio,  la dirección URL del documento WSDL, un listado de parámetros 
iniciales (valores de entradas y salida) pedidos por el SW para su invocación y 
finalmente la descripción abstracta del operador INDYGO (ver sección 5.3.1 
IndygoOprator). Con esta información el ejecutor comienza su proceso invocando 
la clase WsdlReader, encargada de leer la especificación WSDL del servicio; allí 
realiza una búsqueda de la dirección URL real del servicio, llamado el endpoint, 
luego ubica la especificación del portype en el cual se describe el mensaje de 
petición (MessageRequest) y el mensaje de Respuesta (MessageResponse). 
Cada uno de estos mensajes al interior de ellos contienen las partes necesarias 
que los describe, de las cuales, se extrae el nombre de la parte y el tipo de dato. 
Posteriormente se construye una lista de partes de cada mensaje en la estructura 
WsdlPart. El diagrama de clases de la figura 5-7, muestra la relación de los 
objetos implicados dentro de los componentes del módulo ejecutor 
 
 
 
Figura 5-7. Diagrama de Clases Componente Invocador de Ejecución 
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Una vez que se encuentran los mensajes anteriores, el módulo ejecutor organiza 
de acuerdo al mensaje de petición, los parámetros iniciales con los que se desea 
ejecutar la composición de SW, para luego formar el mensaje a ser enviado, una 
vez formado, se invoca a la clase SOAPBuilder, capaz de enviar y recibir los 
mensajes SOAP.  
 
Cuando se adquiere una respuesta del SW, dependiendo de qué tipo de servicio 
es: cambio de mundo o proveedor de información (action o sensing, en el mundo 
del módulo de planificación, respectivamente), se evalúa el resultado de la 
ejecución de la siguiente manera: 
• Si el servicio ejecutado es tipo cambio de mundo (action), el ejecutor 
extraerá la condición de éxito alojada en la descripción abstracta del 
servicio (estructura IndygoOperator); si existe tal condición, el ejecutor 
invoca a un intérprete (SuccessConditionInterpreter) capaz de compilar el 
código que allí se aloja y evalúa cual fue el resultado que retornó el SW,  
para luego determinar si es exitosa o no. Si la condición al ser evaluada 
resulta no exitosa, se lanza una excepción del tipo 
ServiceExecutionException que indica que la ejecución fallo. Cuando no 
existe tal condición de éxito, se da por hecho el éxito de la ejecución del 
SW. 
• Para los servicios del tipo sensing, el módulo ejecutor compara los 
parámetros  iniciales; en este caso sólo los de salida, con el resultado de la 
ejecución, si estos parámetros coinciden la ejecución se evalúa como 
exitosa; Sin embargo, si por el contrario alguno de los parámetros 
mencionados no coincide, se lanza una excepción de tipo 
sensingFailException, que indica que la comparación resulto falsa. 
 
Para los dos tipos de servicios pueden ocurrir problemas ajenos al propio módulo 
ejecutor, es decir, eventos inesperados (fallas en la comunicación, direcciones 
URL inválidas, especificaciones  incorrectas del WSDL, excepciones de tipo 
SOAP, entre otros), para estos casos se lanzan excepciones del tipo 
ServiceExecutionException. 
 
Finalmente, el módulo ejecutor está en capacidad de generar una lista de hechos 
resultado de cada ejecución. Esta lista de hechos solo es generada si la ejecución, 
al ser evaluada resultó verdadera, para ello, utiliza la estructura Fact en la cual 
materializa los efectos e instancia las variables de los efectos con los valores 
retornados por el SW. 
 
5.4.2 Componente Comunicador (ExecutorPlanner) 
El componente ExecutorPlanner corresponde a un conjunto de clases encargadas 
de establecer la comunicación con el módulo planificador, es decir este 
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componente permite el intercambio de mensajes planificador - ejecutor  a través 
de una comunicación  TCP/IP. 
 
La clase PlannerClient,  corresponde a  un conjunto de métodos que se encargan 
de establecer y administrar la comunicación asincrónica entre los dos módulos 
(planificador y ejecutor), además de permitir enviar un conjunto de mensajes 
disponibles (i.e. MSG_INIT, MSG_ACK, MSG_ANEXT, MSG_ECHO, MSG_NOP, 
MSG_FAIL, MSG_SENSING_FAIL, MSG_NOT_REACHABLE, 
MSG_PARSER_ERROR,MSG_INSTANCER_ERROR, MSG_NOT_READY, 
MSG_HALT, MSG_NEW_GOAL, MSG_REMOVE_GOAL). 
 
Una vez invocada la clase PlannerClient  la cual inicialmente envía un mensaje 
tipo INIT al módulo planificador, encargado de almacenar el Domain y el Problem, 
el módulo ejecutor espera por una respuesta del planificador que le indique, que el 
mensaje INIT fue satisfactoriamente recibido y que a partir de ese momento puede 
pedir un ANEXT (anext); si por algún motivo el ejecutor no recibe una respuesta 
satisfactoria, se lanzará una excepción de tipo PlannerException en la que se 
describe el posible error. Los cuales pueden ser: Error durante la instanciación, 
Error durante el parseo, o que el objetivo no es alcanzable. 
 
5.4.3 Manejador de Objetivos (GoalsHandler) 
Una vez que el sistema INDYGO está en el proceso de planificación y ejecución 
concurrente, es posible mediante la interfaz de usuario, adicionar y eliminar 
objetivos, con el fin de actualizar o remover del proceso de planificación los 
estados aún no alcanzados: 
• Adición de objetivos: Para llevar a cabo la adición de objetivos, es 
indispensable que el usuario ingrese al sistema una URL que corresponda 
con una descripción de una ontología final. Internamente y de manera 
automática es invocada la clase GoalsHandler (ver figura 5-12) la cual se 
encarga de validar, verificar y así mismo de determinar, la consistencia con 
el dominio actual del proceso. Si este proceso de lectura llegara a fallar, el 
usuario es informado y automáticamente queda habilitada la posibilidad de 
ingresar una nueva descripción.  
 
Finalmente es el usuario quien decide qué objetivo  desea  adicionar, para 
lo cual selecciona y ejecuta el evento addToPlanner, el cual, permite enviar 
el mensaje de un nuevo objetivo al planificador. Por último, actualiza la lista 
de objetivos a remover junto con el objetivo que fue enviado como adición. 
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Figura 5-8. Diagrama Clase Manejador de Objetivos 
 
• Remoción de objetivos: Una vez que el sistema INDYGO comienza el 
proceso de planificación, los objetivos definidos inicialmente en la ontología 
final, automáticamente son convertidos en objetivos candidatos a ser 
eliminados. Para ello, y de manera similar al evento de adición, se genera 
un evento denominado, removeToPlanner,  el cual, permite enviar un 
mensaje de borrado al módulo planificador, a través del cual, el objetivo 
seleccionado, pasa a ser parte de la lista de borrado. El proceso de adición 
y eliminación, es  solo ejecutable durante  la planificación, ya que el 
planificador está en total capacidad de atender cualquier petición de 
borrado o de adición en cualquier instante de tiempo durante la 
composición. Es importante señalar, que pueden ocurrir tres tipos de 
excepciones que finalmente se convierten en información para el usuario y 
están relacionadas con la alcanzabilidad del objetivo. Estas son: 
o Objetivo ya alcanzado: Es una simple notificación que informa al usuario 
que el objetivo ya fue alcanzado satisfactoriamente y que no es 
necesario ejecutar de nuevo el proceso. 
o Objetivo no alcanzado aún: Notifica al usuario que el objetivo no ha sido 
alcanzado aún, pero que está siendo procesado por el planificador. 
o Objetivo no alcanzable: Este error ocurre, si y solo si el objetivo no es 
posible alcanzarlo con los operadores disponibles y desde el estado 
actual que tiene el módulo planificador. 
o Objetivo no está en la lista de objetivos: Permite informar al usuario que 
el objetivo que desea borrar no puede ser borrado porque nunca fue 
especificado o ya ha sido borrado anteriormente.  
 
El proceso de adición y eliminación sólo termina, con el cierre de la aplicación 
INDYGO,  aún si  se llega a un estado de NOP (no operación). 
 
 
5.5 Diseño e Implementación del Módulo Planificador  
5.5.1 Componente Analizador Sintáctico (Parser) 
 
El componente Parser, trabaja con el  componente DomainTypes, para realizar en 
conjunto las tareas del análisis sintáctico y la generación de estructuras requeridas 
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posteriormente en  la etapa de instanciación. Cada vez que el componente parser, 
comprueba la correcta conformación de uno de los elementos del dominio de 
planificación, éste es almacenado en su correspondiente estructura representada  
por una de las clases del componente  DomainTypes. 
 
El componente parser contiene las clases requeridas para realizar el análisis 
sintáctico de los dominios de planificación, anteriormente generados por el módulo 
traductor. Es importante aclarar que el analizador sintáctico lee tanto archivos 
PDDL como documentos XSPDDL, aunque (por ahora) el módulo traductor 
únicamente genere dominios especificados en XSPDDL.  
 
Como se mencionó anteriormente, el componente domainTypes proporciona las 
estructuras que permiten representar el dominio de planificación, las cuales  están 
contenidas en diferentes arreglos de elementos tipados los cuales almacenan y 
agrupan cada tipo diferente de objeto. Tales tipos son: 
• Type: representa el tipo de un objeto utilizado en el dominio de 
planificación, el cual consta de un nombre y todos los tipos padre que 
pueda tener. 
• DomainObject: representa un objeto utilizado en el dominio de planificación, 
el cual consta de un nombre y un tipo. 
• Predicate: representa un predicado o una función utilizada en el dominio de 
planificación, el cual consta de un nombre, un atributo de tipo boolean (el 
cual tiene un valor false si se trata de un predicado o un valor true si se 
trata de una función) y un arreglo de elementos de tipo Parameter, los 
cuales representan la lista de parámetros que requiere el predicado o 
función. 
• Operator: representa un operador de cambio de mundo o un operador de 
sensado utilizado en el dominio de planificación. La definición de operador, 
se acompaña de un nombre, un atributo de tipo boolean (el cual tiene un 
valor false si se trata de una acción de cambio de mundo o un valor true si 
se trata de una acción de sensado), un arreglo de elementos de tipo 
Parameter, los cuales representan la lista de parámetros que requiere el 
operador y dos arreglos de elementos tipo OperatorPrecondition, cada uno 
representando la lista de precondiciones y efectos de la operador. 
• Fact: representa un hecho utilizado en el dominio de planificación, el cual 
consta de: un objeto de tipo Predicate que hace referencia al predicado que 
representa, un atributo de tipo boolean (el cual tiene un valor true si el 
hecho se encuentra en su forma negada o un valor false en caso contrario), 
un arreglo de elementos de tipo DomainObject, los cuales representan los 
objetos del dominio utilizados por el hecho y un atributo de tipo double, el 
cual contiene el valor numérico en caso de que el tipo de predicado al que 
hace referencia el hecho sea una función. 
• Goal: representa un objetivo o métrica utilizados en el dominio de 
planificación. El goal consta de: un objeto tipo Fact que hace referencia al 
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literal que se quiere alcanzar (objetivo) o a la función que se desea como 
métrica (maximizar o minimizar), un objeto de tipo GoalType el cual 
representa el tipo de objetivo a alcanzar (un literal, una función, una 
desigualdad, una operación matemática o el tiempo total de planificación). 
 
La relación entre los objetos implicados en el análisis sintáctico y la formación de 
las estructuras requeridas en la etapa de instanciación se muestran en la figura 5-
9. 
 
 
 
 Figura 5-9. Diagrama de Clases Componente Analizador Sintáctico  
 
5.5.2 Componente  Preprocesador  (Instancer) 
 
El componente preprocesador, se encuentra conformado por los componentes 
Instancer, e instancerTypes, el cual a su vez se compone de: instDomain e 
InstDomain.types, los cuales proveen las clases necesarias para formar la 
estructura requerida por los componentes del módulo de planificación (Ver sección 
5.2.3).  El paquete indygo.planner.instancer es el encargado de la etapa de 
preproceso, es decir realiza de manera unificada las fases de instanciación y 
alcanzabilidad (ver sección 4.3).    
 
Los demás componentes: instancerTypes, instDomain instDomain.types, 
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proporcionan las estructuras que permiten representar el dominio de planificación, 
pero esta vez de manera instanciada. La estructura obtenida es la representada 
por un objeto de tipo InstDomain y contiene todas las acciones y literales posibles 
para el proceso de planificación. 
 
La etapa de preproceso consta de los siguientes pasos: 
• Preproceso de objetos: para cada uno de los objetos contenidos en el 
dominio se crea una instancia, representada con el objeto InstancerObject, 
el cual consta del índice del objeto que se crea y los posibles tipos que éste 
pueda representar. 
• Preproceso de literales: para cada uno de los hechos no numéricos 
contenidos en el dominio se crea una instancia, representada con el objeto 
InstancerLiteral, el cual consta del índice del predicado que se crea, la lista 
de parámetros que lo conforman y un atributo de tipo boolean que 
representa si el literal se encuentra en su forma negada (true) o no (false). 
Cada uno de estos literales instanciados están agrupados de acuerdo al 
predicado que hacen referencia en un objeto del tipo 
InstancerFactsByType, adicionalmente, para cada uno de estos objetos, se 
crea un objeto de tipo InstLiteral para almacenarlo en la lista de hechos. 
• Preproceso de literales numéricos: para cada uno de los hechos numéricos 
contenidos en el dominio se crea una instancia, representada con el objeto 
InstancerFluent, el cual consta del índice del predicado que se crea (este 
valor es de -1 en caso de que el literal sea estático), y atributo de tipo 
double el cual contiene su valor numérico. 
• Preproceso de operadores: para cada uno de los operadores contenidos en 
el dominio se crea una instancia, representada con el objeto 
InstancerOperator, el cual consta del índice del operador que se crea, la 
lista de parámetros que lo conforman representados con objetos de tipo 
InstancerOperatorParameter, dos arreglos de elementos de tipo 
InstancerOperatorPrec, cada uno representando la lista de precondiciones y 
efectos del operador y dos arreglos de elementos de tipo 
InstancerOperatorFluentPrec, cada uno representando la lista de 
precondiciones y efectos numéricos del operador. 
• Instanciación de acciones y análisis de alcanzabilidad: para cada uno de los 
operadores contenidos en el dominio se verifica recursivamente 
comprobando si cada una de sus precondiciones se satisface de acuerdo a 
la lista de literales existentes, en caso de que se satisfagan todas sus 
precondiciones, se instancia una nueva acción, la cual está representada 
con un objeto de tipo InstAction. Se instancian y adicionan los literales 
descritos en los efectos de la acción a la lista de literales existentes (en 
caso de que no exista en la lista) y se reinicia el proceso. Este proceso de 
instanciación termina cuando una vez recorridos todos los operadores del 
dominio, no existen nuevos elementos en la lista de literales. 
• Preproceso de objetivos: para cada uno de los objetivos contenidos en el 
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dominio se crea una instancia, representada con el objeto InstGoal, el cual 
consta del índice del literal que se desea alcanzar, el tipo de objetivo 
representado en un objeto de tipo GoalType y un atributo  de tipo boolean 
que representa si el objetivo se encuentra en su forma negada (true) o no 
(false). 
• Preproceso de la métrica: para la métrica contenida en el dominio se crea 
una instancia, representada con el objeto InstGoal, el cual consta del índice 
del literal numérico que se desea maximizar o minimizar. En caso de ser 
una desigualdad u operación matemática la que se desea maximizar o 
minimizar, se instancia cada uno de los lados de la desigualdad u operación 
y se le asigna a la métrica con su respectivo tipo. 
• Preproceso del estado inicial: para cada uno de los hechos contenidos en el 
dominio, se busca su correspondiente literal y se adiciona al objeto que 
representa el estado inicial del dominio, el cual es un objeto de tipo CState, 
este consta de tres tipos de arreglos, dos de tipo int y uno de tipo double, 
los cuales almacenan cada uno, el índice del literal. Los dos arreglos de tipo 
int almacenan los literales verdaderos y falsos respectivamente, mientras 
que el arreglo de tipo double almacena los literales numéricos. 
 
La relación entre los objetos implicados en la instanciación y la formación de las 
estructuras requeridas por el hilo de planificación se presenta en la figura 5-10.  
 
 
Figura 5-10. Diagrama de Clases del Componente Preprocesador  
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5.5.3 Componente Principal del Planificador (RPG, Thread, Search) 
 
Una vez realizadas las etapas de análisis sintáctico (parseo) y preproceso, el 
módulo planificador tiene a su disposición un conjunto de componentes que le 
permiten llevar a cabo el resto de etapas propuestas en la sección 3 (Generación 
de RPG, Construcción de planes Iniciales, Refinamiento y Selección de Acción). 
Tales etapas se encuentran a cargo de los componentes: Thread, rpg, 
bestFirstSearch y completeSearch. La relación entre los objetos implicados dentro 
de los componentes del módulo de  planificación se muestra en la figura 5-11.  
 
En el componente Thread está contenido el hilo de planificación, representado en 
el objeto de tipo PlannerThread, el cual es el encargado de realizar el llamado 
secuencial de los demás componentes. 
 
 En el proceso del Thread se destacan las siguientes etapas: 
• Inicialización del proceso de búsqueda: inicializa todos los arreglos y 
estructuras necesarias para llevar a cabo el proceso de planificación. 
Algunas de estas estructuras están representadas con objetos de los 
siguientes tipos: 
o Memoization: clase que almacena los estados ya alcanzados con el 
fin de evitar repetir los cálculos de planificación para las mismas 
entradas y objetivos. 
o PriorityQueue: clase que almacena en orden de prioridad las 
acciones a ejecutar en el estado actual. 
o GoalOrdering: establece el orden entre los objetivos a alcanzar. 
o GoalsChange: almacena la nueva lista de objetivos a alcanzar. 
• Selección del siguiente nodo de búsqueda: selecciona el siguiente nodo a 
expandir para continuar con el proceso de búsqueda del objetivo, este nodo 
está representado por un objeto de tipo SearchNode, el cual consta de su 
nodo padre, sus hijos y el nivel en el que está ubicado. 
• Comprobación del nodo actual: verifica que el nodo seleccionado satisfaga 
alguno de los objetivos en el estado actual. 
• Expansión del grafo relajado: se expande el nivel de literales y de acciones 
en el grafo relajado para actualizar el estado actual, este grafo está 
representado por un objeto de tipo RelaxedProblemGraph, el cual 
adicionalmente calcula el costo de cada uno de los nuevos literales y 
acciones adicionados al grafo. 
• Creación de planes mono-objetivo: para cada uno de los objetivos del 
dominio de planificación se crea un objeto de tipo SingleGoalPlan, el cual 
consta de un objeto tipo InstGoal que indica cuál es el objetivo, un arreglo 
de tipo InstAction el cual contiene la lista de acciones necesarias para 
alcanzar dicho objetivo, un atributo de tipo boolean el cual indica si el plan 
es ejecutable (true para un plan ejecutable, false en caso contrario), un 
atributo de tipo boolean el cual indica si una búsqueda alternativa de 
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acciones fue realizada (true la búsqueda alternativa ya se realiza, false en 
caso contrario) y un atributo tipo RelaxedProblemGraph el cual representa 
el grafo relajado para el plan mono-objetivo. 
• Cálculo de planes mono-objetivo: realiza la búsqueda de la secuencia de 
acciones para cada plan mono-objetivo, la cual consta de dos fases: 
o Búsqueda del primero mejor: utiliza un objeto de tipo BestFirstSearch 
para realizar la búsqueda de la secuencia de acciones, de una forma 
rápida y sencilla al utilizar una versión reducida de su grafo relajado. 
o Búsqueda completa: en caso de que la búsqueda del primero mejor 
no haya encontrado una secuencia de acciones válida para alcanzar 
el objetivo, se utiliza un objeto de tipo FullSearchNode para realizar 
la búsqueda, ya que este utiliza la totalidad de nodos existentes en el 
grafo relajado, siendo más lento. 
• Actualización de la interfaz de usuario: actualiza por medio de mensajes la 
interfaz de usuario, estos mensajes están representados en objetos de tipo 
Msg, y son enviados a objetos de tipo SimulationCLI para la interfaz de 
usuario por comandos, y de tipo SimulationGUI para la interfaz de usuario 
gráfica. 
• Comunicación con el ejecutor: en el modo online, se intercambian mensajes 
con el ejecutor a través de mensajes de tipo Message, el cual contiene el 
tipo de mensaje y en caso de ser necesario el documento asociado al 
mensaje. Este intercambio de mensajes se realiza por medio de los sockets 
establecidos por el objeto de tipo Client. 
 
 
Figura 5-11. Diagrama de Clases Component Central del  Planificador 
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5.5.4 Componente Comunicador (Socket) 
 
El componente comunicador (socket), provee los principales elementos que 
permiten la interacción con el ejecutor a través de una arquitectura cliente-servidor 
utilizando sockets y el protocolo TCP. El objeto de tipo SocketListener permite 
crear el servidor para el establecimiento de conexiones con el ejecutor. Este 
servidor permite múltiples peticiones por parte del ejecutor, ya que por cada 
petición se crea un objeto de tipo Client el cual es el encargado del intercambio de 
mensajes con el ejecutor (a través de una comunicación asíncrona) y de crear y 
lanzar el hilo de planificación. 
 
El objeto de tipo Client y el ejecutor intercambian mensajes a través de un objeto 
de tipo Message, el cual consta principalmente de un atributo de tipo 
MessageType que contiene el tipo de mensaje que se está intercambiando y un 
atributo de tipo org.jdom.Document en el cual va contenida la información que se 
intercambia. 
 
Para iniciar el proceso de planificación, el primer mensaje que se intercambia con 
el ejecutor debe ser el que contiene los documentos que representan el dominio y 
el problema junto con la restricción de tiempo, una vez recibido este mensaje, se 
inicia el proceso de análisis sintáctico e instanciación. Si ocurrió algún error en 
alguno de estos dos procesos, el problema de planificación no tiene solución y la 
comunicación se termina enviándole el mensaje de error correspondiente al 
ejecutor, en caso contrario, se crean los hilos para el intercambio de mensajes 
asíncrono y se lanza el hilo de planificación. 
  
La relación entre los objetos implicados en comunicación con el ejecutor se 
muestra en la figura 5-12. 
 
 
 
Figura 5-12. Diagrama de Clases Componente Comunicador 
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A continuación se listan los tipos de mensajes que intercambian planificador y 
ejecutor: 
• MSG_INIT -> mensaje inicial conteniendo los objetos iniciales (dominio, 
problema, restricción de tiempo) 
• MSG_ACK -> acknowledge (acuse de recibo) 
• MSG_ANEXT -> anext, siguiente acción 
• MSG_ECHO -> echo, devuelve el mismo mensaje que recibió 
• MSG_NOP -> no hay más acciones para ejecutar en el plan 
• MSG_FAIL -> no se encontró un plan adecuado en el tiempo disponible 
(desde el planificador hacia el ejecutor), en sentido contrario, falló la 
ejecución de la acción, es decir, imposible de ejecutar. 
• MSG_SENSING_FAIL -> el efecto real de la ejecución de una acción de 
sensado (sensing action), no coincide con el esperado (el literal es falso). 
• MSG_NOT_REACHABLE -> objetivos no alcanzables desde el estado 
inicial (instanciación) 
• MSG_PARSER_ERROR -> hubo algún error en la etapa de análisis 
sintáctico (parser). 
• MSG_INSTANCER_ERROR -> hubo algún error en la fase de instanciación 
• MSG_NOT_READY -> El módulo planificador, no está listo para procesar el 
mensaje que le llegó del ejecutor. 
• MSG_HALT -> el módulo ejecutor envía al módulo planificador la orden de 
suspender el estado de espera definido por la acción NOP (No Operación) y 
a la vez que ordena cerrar el hilo de módulo de planificación. 
• MSG_NEW_GOAL -> el módulo ejecutor envía al módulo planificador  el 
nuevo objetivo, recientemente adicionado por el usuario, durante el proceso 
de composición, a fin de que éste módulo planificador, calcule el nuevo 
RPG que le permita alcanzar tal objetivo, a partir de su último estado. 
• MSG_REMOVE_GOAL -> el ejecutor envía al planificador el literal 
correspondiente al objetivo que desea eliminar a fin de que éste módulo 
planificador, lo elimine de la lista de objetivos pendientes por ser 
alcanzados.  
 
 
5.6 Diseño e Implementación del Componente IndygoMain 
 
Luego de describir cada uno de los componentes que conforman el sistema 
INDYGO, se hace necesario, describir el componente principal del sistema en 
donde se invoca cada uno de los procesos secuenciales requeridos para generar 
una composición exitosa (ver figura 5.13) 
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Figura 5-13. Diagrama Clases de Relación del Componente Indygo.Main  
 
Cabe señalar que este componente contiene una clase llamada 
PlanAndConcurrentExecution donde se describen los algoritmos que permiten la 
concurrencia del proceso de planificación y ejecución (ver figura 5-14). Dicha clase  
al ser invocada requiere por parte del traductor los objetos Domain y Problem, 
además de la restricción de tiempo por acción, necesarios para resolver el 
problema de composición. Posteriormente, se  hace un llamado a la clase 
PlannerClient con el fin de lograr una comunicación con el módulo planificador, 
para luego enviar y recibir los mensajes necesarios durante el proceso, es decir,  
todos los posibles mensajes de error o de éxito que se generan mientras se 
resuelve la composición. 
 
Ya sea, que el problema de planificación tenga o no, una solución exitosa, 
INDYGO, genera como respuesta al usuario o al agente, la  representación de  la 
composición lograda hasta ahora, como una especie de OWL-S, en la cual, se 
describen los SW atómicos ya ejecutados, con sus respectivas entradas salidas, 
precondiciones y efectos, además de un ProcessModel que indica la secuencia de 
ejecución de cada uno de ellos. 
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Figura 5-14. Algoritmo de Concurrencia 
 
 
La construcción de la secuencia de composición inicia desde el momento mismo 
en que se encuentran activos y concurrentes los procesos de ejecución y 
planificación, allí los operadores ya ejecutados van siendo almacenados para 
permitir posteriormente su recuperación. Una vez, el planificador llega a un NOP o 
en su defecto a un FAIL, se suspende la concurrencia y se genera la secuencia 
total o  parcial de composición, a través de la invocación de la clase CreateOwl. 
Esta clase,  recibe de IndygoOperator, un listado que describe cada uno de los 
SW atómicos ejecutados. El proceso, finalmente, se cierra, cuando se realiza la 
transición entre los operadores de bajo nivel, que fueron ya ejecutados a la 
correspondiente descripción ontológica OWL-S. Al ser el OWL-S una descripción 
de servicios bastante compleja, se optó simplemente por considerar generar 
únicamente, los componentes básicos que reflejarán la composición lograda. 
 
 A continuación, en las secciones 5.6.1 y 5.6.2,  se detalla el proceso de transición 
de operadores INDYGO (IndygoOperators) al lenguaje OWL-S. 
 
5.6.1 De IndygoOperator a Atomic Proccess 
 
IndygoOperator, corresponde a una estructura que almacena la información 
necesaria, que permite describir un SW atómico (ver Tabla 5-1). 
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Tabla 5-1. Estructura IndygOperator 
IndygoOperator.ServiceName <process:AtomicProcess rdf:ID="serviceName"> 
IndygoOperator.Inputs <process:hasInput> 
IndygoOperator.Outputs <process:hasOutput> 
IndygoOperator.Preconditions <process:hasPrecondition> 
IndygoOperator.Effects <process:hasEffect> 
 
Dado que las precondiciones y los efectos deben ser especificados en XSPDDL, 
se hace necesario importar la ontología XSPDDL.OWL (ver capítulo 3), la cual ha 
sido especificada de manera muy resumida, en la tabla 5-2. 
 
Tabla 5-2. Estructura Ontología XSPDDL.OWL 
Precondition <XSPDDL:XSPDDL-Condition rdf:ID="XSPDDL-Precondition0">      
Effect  <XSPDDL:XSPDDL-Expression rdf:ID="XSPDDL-Effect0"> 
KnowledgeEffect <XSPDDL:XSPDDL- Expression rdf:ID="XSPDDL- 
knowledgeEffect0"> 
 
5.6.2 Construcción ProcessModel 
 
Luego de elaborar la descripción OWL-S de cada proceso atómico, se procede a 
construir el correspondiente Process Model, en donde se ubica la secuencia de 
servicios atómicos ejecutados. Para tal efecto, se creó la clase ConstructList, a 
través de la cual se permiten generar las estructura de lista recursiva (cabeza y 
cola) del OWL-S, llamadas allí como list:first (cabeza de la lista) y list:rest (cola de 
la lista), tal como se muestra en el ejemplo de la figura 5-15. 
 
 
Figura 5-15. Representación de la Estructura ConstructList 
 
Cada uno de los elementos del componente IndygoOperator, es embebido, en 
esta estructura recursiva que como resultado genera una lista de procesos 
atómicos (ConstructList), de manera tal, que cada proceso atómico de la lista hace 
referencia a una descripción de un AtomicProcess, que como ya se vio fue 
generado en el proceso de transición de IndygoOperador a AtomicProcess. 
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Finalmente, existe un método al interior de la clase CreateOwls, el cual,  hace 
posible crear los tags que definen el proceso compuesto (CompositeProcess), que 
contendrá la secuencia (sequence) y la lista de procesos atómicos (Construct:List), 
que representarán el process model, correspondiente al SW compuesto ejecutado 
como resultado del requerimiento de composición entregado por el usuario. 
 
La figura 5-16, muestra a manera de ejemplo, el ProcessModel generado en un 
plan de composición, definido dentro del dominio Satélite, cuyo requerimiento de 
composición, está definido en una ontología final que indica que el satélite debe 
tomar una imagen en la dirección phenomenon_4, bajo el modo thermograph0.  El 
dominio satélite, ha sido un dominio utilizado para la evaluación del prototipo 
INDYGO. Este dominio (satélite), corresponde a una implementación Web basada 
en el servicio del bien conocido dominio del satélite STRIPS, definido en las 
competiciones internacionales de planificación. En el dominio satélite, los satélites 
se utilizan para tomar imágenes de varios objetos en el espacio. Cada satélite 
tiene una o más (tomadores de imagen) instrumentos a bordo, donde cada 
instrumento (tomadores de imagen)  soporta una colección de modos, por 
ejemplo, espectrometría, termografía. Utilizando un instrumento que apoya un 
cierto modo (por ejemplo, termografía) una imagen se pueden tomar en ese modo 
específico. Sin embargo, varias precondiciones deben cumplirse para que esta 
operación puede llevarse a cabo con éxito, y varios pasos de preparación suelen 
ser necesarios: En primer lugar, debe haber suficiente energía eléctrica en el 
satélite, en segundo lugar, el instrumento debe estar encendido, en tercer lugar, el 
instrumento debe ser calibrado correctamente. Además, la imagen sólo puede 
tomarse en el modo deseado, si este modo es apoyado por el instrumento a 
bordo.  
 
La figura 5-16, modela un plan solución, cuya secuencia, se compone de cinco (5) 
operaciones atómicas (acciones), necesarias para lograr el objetivo 
(Turn_To004Service0, Switch_On004Service, Calibrate_004Service2, 
TurnTo_004Service3, Take_Image004Service4). 
 
5.6.3 Construcción factbase 
 
Finalmente, la información capturada después de la ejecución de cada servicio, es 
almacenada, a manera de proposiciones (i.e. efectos que tienen un valor de 
verdad), en la base de hechos. Los datos acá registrados pueden ser presentados 
al usuario, una vez el ejecutor recibe el mensaje de NOP, del planificador. 
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Figura 5-16. Representación Process Model Dominio Satélite 
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5.7 Conclusiones del Capítulo 
 
En este capítulo, se describe, la aplicación de software que ha sido implementada 
utilizando como fundamento la base teórica del marco de trabajo descrito en los 
capítulos 3 y 4. Dicha aplicación,  resulta en un sistema prototipo denominado 
INDYGO, el cual se enmarca dentro de la vertiente de la planificación práctica, que 
propone una aproximación basada en la integración de los procesos de 
traducción, planificación y ejecución para la composición de SWS.  
 
INDYGO, especifica aspectos básicos para el proceso de composición tales como:  
• Traslada especificaciones semánticas propias a la descripción del dominio 
(ontologías OWL) y a la descripción de los servicios (OWL-S), en un 
problema de planificación (descrito en XSPDDL).  
• Proporciona una primera respuesta (anext), en un periodo de tiempo limitado, 
permitiendo refinarla mientras haya tiempo disponible.  
• Introduce un mecanismo monitorizador dentro del ejecutor 
• Ambos comportamientos anteriores: proporciona una respuesta en un 
tiempo limitado y el mecanismo de monitorización, le permite reaccionar 
rápidamente ante eventos inesperados y modificaciones en los objetivos 
durante la ejecución.  
• Permite también resolver problemas con información incompleta mediante 
el uso de acciones de sensado. 
• Soporta el uso de variables numéricas y la definición de funciones de 
optimización, que pueden ser usadas para lograr restringir la cantidad de 
información requerida por el proceso de composición. 
• Construye y presenta el Process Model del SW compuesto ejecutado, a 
partir de la secuencia de servicios atómicos ejecutados. 
 
La arquitectura general y el modelo de interacción de INDYGO, permiten mantener 
la indispensable independencia entre el usuario y la funcionalidad del sistema, ya 
que permite de manera transparente, automática y en tiempo real, generar el plan 
de composición que satisface el requerimiento inicialmente formulado por el 
usuario.  
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6.  
Capítulo 6    
 
Evaluación y Experimentación 
 
Este capítulo proporciona la evaluación, de los aspectos centrales de esta tesis, 
en una variedad de dominios de servicios Web, implementados para esta etapa. 
En primer lugar se evalúa el cumplimiento de los objetivos de diseño para  
caracterizar de manera precisa el problema de la composición de SWS 
centrándose en el comportamiento del modelo frente a la observabilidad parcial 
del estado de la Web, la ejecución mínima de servicios de recolección de 
información y el tiempo de reacción ante eventos inesperados. Posteriormente, se 
registran los resultados de las pruebas de evaluación que se enfocan en valorar 
las funcionalidades extendidas del modelo tales como, la calidad de las respuestas 
en función del tiempo de cómputo disponible, la modificación de objetivos y la 
escalabilidad del modelo de planificación y ejecución concurrente.  Finalmente, se 
proporcionan pruebas de la aplicabilidad y flexibilidad general de INDYGO, frente 
a WSPLAN [Peer 2005], otra propuesta de composición de servicios web definida 
en el estado del Arte.   
 
Los resultados que se muestran en este capítulo se han obtenido utilizando como 
cliente, un computador de procesador Intel Core 2 Quad Q8200 (2.33 GHz),  
DDR2 3544 MB 800 MHz. Sistema Operativo Windows 7 Professional 32 bits. 
Para desplegar el servicio INDYGO se uso un servidor con las siguientes 
características: procesador Intel Core 2 Duo E4500 (@2.20GHz), DDR2 264MB 
667MHz, Sistema Operativo Debian Etch 4.0 Kernel 2.6.18-128.7.1.el5xen SMP 
32bits. Las tablas incluidas en la presente sección, relacionan los tiempos  
consumidos de CPU consumidos en cada proceso, en el equipo cliente. 
 
 
6.1 Manejo del Ambiente Parcialmente Observable 
 
Una de las principales características del modelo propuesto, se centra en la 
capacidad de trabajar en ambientes parcialmente observables. Esto es posible, 
gracias a que: 1) el mecanismo de planificación puede trabajar con información 
incompleta y acciones de sensado. Y 2) El modulo traductor y ejecutor pueden 
distinguir entre un servicio web que cambia el mundo de uno que solo proporciona 
información. Por esa razón, en esta evaluación, se ha sometido a INDYGO a un 
conjunto de ejecuciones reales manipuladas, que permitan verificar si el sistema, 
es capaz de alcanzar los objetivos con éxito, a partir de utilizar información sólo 
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disponible durante la ejecución.  
 
Un ejemplo que permite someter a INDYGO, a tratar con ambientes parcialmente 
observables, se encuentra en el dominio de Shopping. Este es un problema 
común para muchos compradores que tienen que fijarse, en primer lugar en 
alguna información específica del artículo deseado que se deciden a adquirir, 
antes de que puedan tomar una decisión de compra. En un dominio como 
shopping, tal información sobre el producto, debe ser obtenida a través de algún 
tipo de comunicación con un servicio de información, el cual será incorporado 
inicialmente dentro del plan solución, como si alcanzara los efectos esperados. Sin 
embargo será su inmediata ejecución la que permitirá determinar si realmente lo 
logro o no. Continuando con el plan de composición, en caso de resultar 
verdadera la creencia u obligando a cambiar el plan a partir del estado actual (es 
decir incluyendo la certeza que ese servicio falla), cuando la ejecución indique que 
el estado esperado difiere del real.  
 
Para estos casos de prueba, el dominio de Shopping implementado, se encuentra 
compuesto por una colección de servicios los cuales provienen de dos centros de 
compras: Megashop y Gigashop.  
• Megashop, ofrece el subcojunto de los siguientes servicios: buyItem, Esta 
espera un identificador de producto, un número de tarjeta de crédito y fecha 
de caducidad de la misma. Como resultado, la propiedad del producto 
(item), es transferida al cliente. Y el servicio getItemInformation, permite 
obtener el precio,  el título y la descripción de un ítem determinado, además 
de confirmar si este se encuentra disponible o no. 
• Y Gigashop, además del getItemInformation, ya mencionado, posee las 
operaciones necesarias para un servicio en línea bajo el enfoque 
denominado “carro de compra”. Así, el ítem que será comprado primero 
debe ser añadido al carro de compra, esto a través de la invocación de la 
operación addToCart. Sin embargo, para llevar a cabo la compra del ítem 
una vez se encuentra en el carro de compra, debe invocarse el servicio 
checkOutBuyItem. Es necesario aclarar que bajo el enfoque del carro de 
compra, solo los usuarios registrados, que poseen un número valido de 
sesión, pueden llevar a cabo las operaciones de consulta y compra; para el 
registro y logueo del usuario se usan los servicios register y loggin 
respectivamente. 
 
Ambos dominios se agruparon en una Tienda específica bajo el identificador 
service004, el cual quedo conformado por los servicios getiteminformation_ 
service004, buyitem_service004, register_service004, loggin_service004, 
addToCart_service004 y checkOutBuyItem_service004. 
 
De igual manera, se genero una copia del service004, pero esta vez denominada 
service_001 a fin de que identifique una tienda diferente, con los mismos servicios 
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que la anterior, pero con diferentes bases de datos getiteminformation_service001, 
buyitem_service001, register_service001, loggin_service001, 
addToCart_service001 y checkOutBuyItem_service001. 
 
Ahora se va a considerar el objetivo descrito en la figura 6-1, allí se indica que “el 
cliente posee el ítem 12303”, el cual ha sido resuelto en cuatro casos diferentes, 
que son enumerados en la tabla 6-1.  Los casos son instancias distintas de la 
situación descrita anteriormente, con diferencias en cuanto a la disponibilidad del 
producto con el item 12303. En el caso número 1, el artículo está disponible en la 
tienda service_004, pero no en la tienda service_001, en caso número 2, el ítem a 
adquirir sólo está disponible en la tienda service_001, en el caso número 3, el ítem 
no está disponible en ninguna tienda y en caso número 4, ambas tiendas tienen 
disponibilidad del artículo. 
 
 
Figura 6-1. Ontología Objetivo Shopping 
 
La tabla 6-1 relaciona en la primera columna el número de caso, las columnas 2 y 
3 indican cual de las tiendas tiene disponibilidad del producto. La columna 4, 
relaciona el número de servicios web ejecutados dentro del plan. La columna 5, 
indica la métrica del plan de composición conseguido, la columna 6 registra la 
longitud del plan alcanzada hasta el momento de lograr los objetivos o hasta que 
el planificador notifica la inalcanzabilidad del mismo. Y finalmente, la columna 7, 
registra cada uno de los servicios que ha sido ejecutado dentro del plan, indicando 
sobre cuál de ellos la información de retorno ha coincidido con un “false”, tipificado 
por el ejecutor como un tipo de Fail. 
 
A manera de ejemplo se explica primero el caso 2, para el cual INDYGO, espera 
lograr la compra en la tienda service004, sin embargo al ejecutar el respectivo 
servicio de información getiteminformation_service004, que indaga por la 
disponibilidad del ítem, resulta ser falso, lo cual ejecutor tipifica como Fail y notifica 
al mecanismo de planificación; quien, inmediatamente recibe el informe, busca un 
nuevo plan alternativo que a partir del estado actual de conocimiento (del agente 
de planificación), permita al cliente cumplir la precondición para comprar el ítem 
12303. Por ello, incluye en el nuevo plan, los servicios que proporciona la tienda 
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service001, indicando que ejecute primero el servicio getiteminformation, el cual 
confirma la veracidad de sus efectos, permitiendo continuar con el resto del plan 
hasta alcanzar el objetivo. 
 
Tabla 6-1. Información Parcialmente Observable 
 
 
El ejemplo del caso 3, corresponde a la ejecución completa de todos los posibles 
servicios de ambas tiendas que permitan alcanzar el objetivo. Aunque la tabla no 
permite registrar la totalidad del nombre de las instancias de servicio ejecutadas 
(por limitaciones de espacio), el plan no logra ser satisfactorio nunca, como era de 
esperarse dado que ninguna de las dos tiendas ofrece disponibilidad del producto 
(ver columnas 2 y 3 de la tabla 6-1). Sin embargo, en todos los casos los servicios 
de información han sido ejecutados exitosamente, aunque su respuesta siempre 
corresponda a false, INDYGO, demuestra que sigue correctamente la búsqueda 
de alternativas, cuyas instancias coincidan con los datos del objetivo buscado. 
Aunque aparentemente se ejecuta varias veces el servicio 
op_3_getiteminformation004service_12303, este corresponde a instancias 
diferentes del mismo ejemplo:  
1) 
op_3_getiteminformation004service_12303_TitleData_tv_DescriptionData_20pulg 
2) 
op_3_getiteminformation004service_12303_TitleData_Airon_DescriptionData_LG 
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Otro aspecto importante a considerar cuando se aborda el problema de 
observabilidad parcial, se encuentra representado en el tiempo que usa el 
mecanismo compositor para realizar la adquisición de la información desconocida. 
La tabla 6-2, registra los tiempos en segundos consumidos de CPU, en cada 
proceso de INDYGO, para exactamente los mismos cuatro casos de la tabla 6-1.  
 
Tabla 6-2. Información Parcialmente Observable - Tiempos 
 
 
 
La información de la tabla 6-2, ha sido representada gráficamente en la figura 6-2. 
Como se menciono anteriormente, cuando la información de disponibilidad del 
ítem resulta ser falsa, el planificador tiene que descartar el plan que actualmente 
está siguiendo y calcular uno nuevo, para reiteradamente seleccionar otra anext que 
posiblemente al ejecutarse evaluará la disponibilidad a verdadera; dichas anext 
corresponden a instancias diferentes del mismo servicio. El coste de tratar este 
tipo de “eventos inesperados”, relacionado con la información incompleta, 
representa sin embargo un incremento muy bajo en el proceso de planificación, ya 
que los valores de tiempo de la curva de planificación tienden a ser constantes. 
Aunque, en el tiempo de ejecución es posible percibir un incremento proporcional 
con el número de servicios de información ejecutados, esto es debido a que entre 
más número de servicios de información retornen falso, mayor número de 
servicios alternativos, tendrán que ser validados en ejecución. Respecto a la 
traducción, el proceso presenta algunas variaciones relacionadas más 
directamente con el acceso a la red, debido a que dicha traducción solo se realiza 
una sola vez dentro de estos casos de prueba y el número de servicios y objetivos 
ha permanecido constante.  
 
El tiempo de concurrencia no ha sido incluido en la tabla, debido a que los valores 
registrados para este proceso, se ubican entre los 9 y los 119 segundos, mientras 
que los tiempos de los otros tres procesos se ubican por debajo de los 0,5 
segundos, lo cual afectaría altamente la escala. El incremento se debe a que el 
tiempo de cómputo por acción ha sido establecido en 3 segundos, es decir cada 
anext es solicitada una vez cumplido ese plazo no antes. Lo cual, por solo tres 
acciones implica un tiempo de 9 segundos básicos sin incluir los mensajes y los 
cotos de ejecución. 
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Figura 6-2. Diagrama Tiempos Bajo Observabilidad Parcial  
 
 
6.2 Ejecución de la Información Mínima Requerida  
 
Uno de los objetivos principales de INDYGO, consiste precisamente en lograr 
composiciones de servicios, a partir únicamente de la información esencialmente 
requerida. Esta sección se ocupa de evaluar tal funcionalidad, la cual ha sido 
definida a través de la expansión del RPG ofertada en la sección 4.4.1, cuyos 
criterios de optimización consideran minimizar los costos de información 
requeridos en el plan de solución.  
 
El dominio utilizado en esta sección, denominado Shoppingplus, es un dominio de 
compras particularizado con algunas características propias adicionadas para la 
presente prueba. Diseñado bajo el enfoque de servicios de comercio electrónico 
similares a e-bay o mercado libre, en los cuales, para adquirir un ítem, se hace 
necesario primero el registro del cliente, teniendo en cuenta, para esto algunos 
datos personales del mismo (cliente), además de su identificador de red IP y el 
código postal. Para el registro del cliente, existen dos servicios, register y 
fullregister. El primero register, solicita como datos de entrada información del 
cliente (nombre, apellido, dirección) así como su IP. El segundo, fullregister, posee 
un sistema de registro extendido el cual además de la información `demanda por 
register, necesita otro dato adicional del cliente tal como, su código postal. El 
código postal e IP son obtenidos a través de la invocación al servicio getIp. Y la 
compra del ítem finalmente se realiza a través de la operación buyItem. Cada 
requerimiento de servicio, establecido como Input en la descripción del servicio, es 
genera un costo sobre el servicio cuando este traducido como acción de 
planificación; así, entre más input solicite un servicio, mayor será el costo de 
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asignación a la acción correspondiente. 
 
Con este dominio, se perseguían alcanzar los siguientes objetivos descritos en la 
figura 6-3, los cuales buscan que el cliente adquiera los ítems 12303, 12304 y 
12305. 
 
 
Figura 6-3. Ontología de Objetivos ShoppingPlus 
 
Los resultados del plan de composición, son mostrados en la tabla 6-3. El 
esquema de distribución de la tabla, relaciona, en la primera columna el número 
del problema, en la segunda columna se enumeran cada uno de los servicios 
básicos que participan en el plan de composición, la tercera columna, registra la 
cantidad de replicas generadas para cada servicio de la columna anterior, la 
cuarta columna, señala el costo de la métrica, asignado por el traductor a cada 
servicio, según su número total de entradas (información requerida), la columna 
cinco, muestra el plan solución de composición, la columna seis señala el costo 
total de la métrica alcanzado con el plan de composición de la columna anterior. 
Finalmente, las columnas siete, ocho, nueve y diez, se proporcionan la 
información del tiempo de CPU consumido en cada proceso.  
 
Para esta prueba de evaluación, se generaron veinticinco réplicas del dominio 
shoppingplus descrito en párrafos iniciales, esto se alcanza, generando una copia 
de cada servicio (getip, register, fullregister y buyitem) con bases de datos 
diferentes o parcialmente similares.  El problema de composición descrito por el 
objetivo de la figura 6-3, se ejecuto tres veces y se registro no solo el plan 
solución, la métrica, sino también, los tiempos consumidos en cada proceso. El 
tiempo asignado por acción se estableció en 10.000 milisegundos (10,00  
segundos), esto para asegurar que la composición no se iba a ver afectada por 
limitaciones de tiempos, evitando en la medida de lo posible, surgieran eventos 
inesperados, los cuales no eran competencia de la presente prueba. 
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Tabla 6-3. Información Escencialmente Requerida 
 
 
Los resultados muestran que la extensión propuesta efectivamente logra 
composiciones de servicio, con la mínima información requerida. Lo anterior se 
deduce, claramente al revisar el número de entradas de cada servicio versus los 
servicios participantes del plan de composición. Es claro que aunque según la 
especificación del dominio, register y fullregister, logran los mismos efectos, el 
costo de la métrica del primero es un punto más bajo que la del segundo, por lo 
tanto bajo un ambiente de indeterminismo controlado, los planes de composición 
siempre consciente considerar en el plan a register y desechar a fullregister. La 
métrica como se observa corresponde a la sumatoria de los costos de las métricas 
de los servicios participantes. 
 
 
6.3 Reacción ante Eventos Inesperados 
 
En este apartado se va a estudiar el comportamiento de INDYGO, bajo el entorno 
dinámico de la Web. Para ello se tendrán en cuenta los eventos inesperados que 
pueden ocurrir durante la ejecución del plan y que obligan a reaccionar 
rápidamente al sistema para alcanzar los objetivos con éxito. Este problema no-
clásico, se produce por tres razones básicas: 1) si la conducta de los servicios no 
puede ser definida previamente. 2) si los servicios tienen un elemento estocástico 
ó 3) si los servicios se comportan de manera diferente a lo esperado. Los ejemplos 
del primer tipo de determinismo corresponden a las acciones de sensado, por 
definición, no es posible anticiparse a lo que se requiere en ejecución. Este caso 
ya ha sido tratado en el apartado inicial. El segundo tipo de determinismo se 
produce si los servicios tienen algún tipo de elemento estocástico, es decir, si el 
resultado exacto no puede ser definido previamente, por ejemplo, un servicio que 
ofrece un mensaje pop-up en una herramienta de mensajería instantánea sólo 
puede tener éxito si el mensajero que reciben herramienta está en línea, tal 
indeterminismo se relaciona con los efectos condicionales, no abordados en la 
presente propuesta. Y finalmente, cualquier otro tipo de excepción que se 
produzca en tiempo de ejecución del servicio, hará parte del tercer tipo de 
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indeterminismo. Es importante recordar antes, que el módulo de planificación de 
INDYGO, no trata explícitamente el no determinismo. Todos los servicios (excepto 
los de información - acciones de sensado) se consideran como deterministas, por 
lo que la planificación trabaja únicamente con los efectos esperados de los 
servicios. El no determinismo se maneja, por consiguiente, durante la ejecución: el 
ejecutor se encarga de verificar el resultado real de cada servicio, el cual esta 
soportado por el elemento “Succes Condition”, considerado en el formato de 
marcado de  los efectos del mismo servicio (ver definición 4.24). En caso de 
detectar un resultado inesperado, el ejecutor, tipifica el mensaje de fallo y notifica 
al planificador el cual se encarga de reparar el plan para adaptarlo a la nueva 
situación. Las condiciones de éxito son expresiones que usa INDYGO, para 
evaluar la salida de un servicio, con el fin de determinar si un resultado ya 
definido, se ha producido o no. En tiempo de ejecución, INDYGO, puede utilizar 
esta información para determinar qué efectos tuvieron, lugar como resultado y 
cuáles no. Y finalmente, materializar aquellos resultados que en consecuencia 
resultaron adecuados (Definición 4.25). 
 
Para ilustrar la aplicación de este concepto Success Condition, se tendrá en 
cuenta el siguiente marcado del servicio shopping (tomado de el dominio de 
Shopping  descrito en la sección 6-1), específicamente el servicio de cambio de 
mundo buyitem, el cual se puede utilizar para comprar un item determinado. Si el 
servicio se ejecutó exitosamente, devuelve el string "OK", de lo contrario, no 
devuelve nada (ver figura 4-16). En este último caso, INDYGO, tiene que 
reaccionar en consecuencia: se acepta el fracaso del servicio y el ejecutor tipifica 
el mensaje de error para notificarlo al planificador, a fin de que este calcule un plan 
nuevo, a partir del nuevo estado de conocimiento, seleccionando para ello otra 
anext, tal como se define en el capítulo 4.  
 
Para la realización de esta evaluación se han diseñado tres sub-dominios que se 
centran en las características básicas del dominio descrito en la sección 6-1, pero 
esta vez, además de la tienda service_004 y service_001, se ha incorporado otra 
definida como service_002.  Para hacer las cosas aún más difíciles para el 
mecanismo de composición automática, se han implementado los servicios Web 
de buyitem con un comportamiento no determinista. Cada operación tiene una 
cierta probabilidad de ser un fracaso, que se ve reflejada en la respectiva 
anotación de su Success Conditions. El mecanismo de planificación y ejecución 
concurrente, tiene que reaccionar de acuerdo a las situaciones. Dicha simulación 
irá variando entre un dominio y otro, sobre una escala fija comprendida en por un 
grupo de 100 servicios totales disponibles bajo un tiempo establecido por acción 
de 0, 1 segundo. El objetivo que se persigue corresponde, a la adquisición del  
item 12303, por parte del cliente, anteriormente definido en la figura 6-1. 
 
La tabla 6-4, muestra los resultados correspondientes a la simulación de las 
pruebas de indeterminismo, para los tres subdominios de Shopping. En la columna 
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1, se relaciona el número de caso. La columna 2, registra el numero se servicios 
que participan en el proceso de composición. La columna 3, 4 y 5, definen el tipo 
de dominio al que corresponderá el servicio buyitem, que será afectado en su 
comportamiento. La columna 6, registra el número de eventos inesperados 
encontrados dentro del plan de composición. La columna 7, muestra el valor de la 
métrica obtenido en el plan solución. La columna 8, muestra la longitud del plan, 
representada por el número total de servicios (acciones) que conforman el plan 
solución. Finalmente la columna 9, registra uno a uno los servicios que fueron 
ejecutados como parte de plan solución, identificando el servicio buyitem que fallo 
en ejecución. 
 
Tabla 6-4. Indeterminismo 
 
 
La primera característica que puede observarse es que INDYGO siempre calcula  
un plan solución. Esto se debe a que, 1) como se puede observar, cuando no es 
posible comprar el ítem, el mecanismo de planificación, tiene que descartar el plan 
que actualmente está siguiendo y calcular uno nuevo. 2) servicio de compra que 
se registra en un dominio, como el menos costoso (según su métrica) falla en 
ejecución, este puede ser sustituido por otro de otro dominio con igual costo o por 
uno de la misma que alcanza el objetivo, aunque con un costo de métrica más 
elevado. Lo anterior puede ser percibido, en el detalle de las acciones del plan, las 
cuales para el caso 4, por ejemplo, corresponden a la ejecución consecutiva de los 
servicios getiteminformation y buyitem de los tres dominios service004, service001 
y service003 en el orden dado. Las fallas del respectivo buyitem, obligan al 
ejecutor a notificar el evento inesperado al planificador, quien calcula un nuevo 
plan a partir del conocimiento de estado actual, cada vez. Luego de ejecutar los 
servicios menos costosos (de los tres dominios) y como aún no ha logrado el 
objetivo, el planificador de INDYGO, considera un nuevo plan que aunque con 
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unos servicios de un costo más alto logra alcanzar comprar el item 
(checkoutbuyitem). Es de aclara que para este último caso, el plan de composición 
se ejecuta como estaba previsto. En caso contrario se retornaría el mensaje de 
objetivo inalcanzable. 
 
La figura 6-4 gráficamente, registra la relación entre el número de caso de la tabla 
6-4, contra el numero de servicios ejecutados (representados por la variable, 
longitud del plan), y cantidad de ellos que generaron eventos inesperados. 
 
 
Figura 6-4. Diagrama Indeterminismo  
 
Según la grafica, es posible establecer que cuando todo ocurre como estaba 
previsto, solo es necesario ejecutar dos servicios, para alcanzar el objetivo. Sin 
embargo, y a medida que aparecen eventos inesperados la proporción entre  la 
longitud del plan y el número de eventos se va ampliando, de tal forma que 
cuando no ocurrían eventos inesperados (caso ideal), la relación era de 0 eventos 
a 2 servicios ejecutados, registrando una diferencia de 2 servicios; luego paso de 
1 a 4, registrando una diferencia de dos servicios adicionados para alcanzar el 
objetivo. Posteriormente, aparece  la relación de 2 eventos a 6 servicios 
ejecutados,  fijando una diferencia de 4 servicios adicionados necesariamente 
para alcanzar el objetivo y finalmente de 3 a 11, donde se el mecanismo de 
composición se ve obligado a adicionar dentro del plan 9 servicios más, para al fin 
lograr el objetivo. Por lo tanto, es posible indicar que la aparición de un mayor 
número de eventos inesperados, implicará cada vez, un mayor grado de esfuerzo 
para el mecanismo de composición el cual debe esforzarse más, no solo porque 
debe incluir un mayor número de servicios a ejecutar, sino también porque debe 
considerar un nuevo plan, toda vez que alguno de los servicios del mismo falla.  
 
Según el análisis anterior, es impórtate constatar entonces el impacto 
computacional que genera un evento inesperado dentro de cada modulo de 
INDYGO. La tabla 6-5 y La figura 6-5 gráficamente, registran los tiempos de CPU 
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consumidos por cada modulo de INDYGO en su respectivo proceso: traducción, 
planificación, ejecución y concurrencia.  
 
Tabla 6-5. Indeterminismo Vs. Tiempos  
 
 
Como se puede observar, cada vez que no es posible comprar el ítem, los costos 
de tiempo consumido de CPU, por el modulo de planificación resultan constantes, 
sin importar el numero de caso de la tabla, esto indica que el problema de 
composición, ocupa dentro del planificador, los tiempos de los procesos de 
instanciación y parseo únicamente, dado que la construcción del nuevo RPG y la 
selección de anext se realiza tan rápido, que no están generando, costos 
impactantes.  
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Figura 6-5. Diagrama Indeterminismo Vs. Tiempo 
 
Caso contrario, le ocurre al mecanismo de ejecución, el cual es directamente 
proporcional con el número de eventos inesperados. Aunque las diferencias, de 
tiempo entre el caso 1, donde todo resulta como estaba previsto, y el caso 4, 
donde el número de eventos inesperados ha sido triplicado, la diferencia de 
tiempos no sobre pasan los 0,1 segundos entre un caso y otro. De manera similar 
actúa el modulo de concurrencia, debido a que entre más eventos inesperados 
presente, mayor número de mensajes intercambiara con planificador y ejecutor, 
sin embargo, este tiempo si alcanza diferencias significativas de hasta 2 
segundos, aunque se debe recordar, que este último comportamiento se relaciona 
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con el tiempo determinado como plazo computacional por cada acción del 
planificador, el cual para la prueba, se estableció en 0,1 segundos. Los costos 
consumidos por el módulo traductor, son dependientes únicamente de la 
complejidad del dominio, por lo tanto el proceso no proporciona una información 
valiosa cuando se trata de indeterminismo. 
 
 
6.4 Calidad de Respuesta Vs. Tiempo 
 
Una de las bondades de INDYGO, radica en la capacidad de entregar un plan de 
composición en un tiempo restringido. Esta capacidad, la consigue el ejecutor,  
estableciendo un límite de tiempo al proceso computacional del planificador. 
Aunque la restricción permite, que en la mayoría de los casos, el planificador 
tenga una acción (servicio), lista para enviar a ejecución (anext), no siempre 
asegura que según la métrica del problema esta sea la mejor (menos costosa), lo 
cual redunda en la calidad del plan de composición. Obtener mejores resultados, 
implica algunas (algunas veces, siempre que existan otras alternativas) aumentar 
el plazo del tiempo de computo que el ejecutor establece al planificador.  
 
Para realizar esta prueba, se extendió el dominio Shoppingplus, definido en el 
numeral 6.2. a través de un ejemplo muy sencillo. Para recordar, el dominio de 
shopingplus permite adquirir un ítem, aun usuario que se encuentra registrado 
como cliente. El proceso se describe a continuación: 
• Para registrar un usuario, existen dos servicios disponibles, Register y 
fullregister: 
o El primero Register, solicita como datos de entrada alguna 
información personal del usuario (nombre de usuario y contraseña), 
así como su IP de red.  
o Fullregister, posee un sistema de registro extendido el cual, necesita 
el código postal del usuario, además de todos los datos solicitados 
por Register (nombre de usuario, contraseña e IP).  
• El código postal y la IP, son obtenidos a través de la invocación al servicio 
GetIp.  
• La compra del ítem finalmente se realiza a través de la operación BuyItem, 
la cual debe ser lograda, una vez se conoce la categoría del item a adquirir.  
• A este dominio se le ha adicionado por lo tanto, la operación 
SelectListCategory, la cual proporciona al usuario, un filtro por categorías 
de los productos (ítems) disponibles para la venta. Sin embargo, 
SelectListCategory, requiere que el usuario se encuentre registrado. 
 
Las muestras se llevaron a cabo ejecutando cinco veces el mismo requerimiento 
de usuario descrito en la figura 6-3, el cual busca que el cliente adquiera los ítems 
12303, 12304 y 12305. Sin embargo en cada ejecución se ha ido incrementando el 
tiempo disponible para calcular cada una de las acciones del plan. En particular, 
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se han utilizado los plazos de 0.5, 1, 10, 20 y 30 segundos.  
 
Tabla 6-6. Calidad de Respuesta Vs. Tiempo 
 
 
Según la definición arriba mencionada, el plan de composición “ideal”, 
correspondería a getip, fullregister, selectlistcategory, buyitem1203, buyitem12304, 
buyitem12305. Aunque register, es  una acción menos que fullregister (ver 
columna 4, Tabla 6-6), existe una precondición en el servicio selectlistcategory, 
que solo es suministrada por fullregister. De esta forma, estableciendo plazos de 
0,5 y 1 segs. como tiempo computacional  de planificación, se obtiene un plan muy 
rápidamente, aunque sin la calidad esperada. Aumentando el plazo de tiempo al 
proceso computacional del planificador a 10, 20 y 30 segs, se dispone de tiempo 
suficiente para llevar a cabo un mayor número de etapas de refinamiento. Así, la 
calidad del plan final obtenido es mayor en todos los casos de la tabla (aunque no 
siempre necesariamente, debido a la naturaleza heurística del Planificador 
INDYGO). Cuando se encuentra una acción de mejor calidad (según el RPG), que 
las obtenidas hasta el momento, INDYGO, la devuelve como anext, lo cual redunda 
en un plan de mejor calidad.  
 
Como puede observarse la figura 6-6, confirma que cuando el plazo de tiempo se 
establece en una escala menor a los 10 segundos, se consigue un plan solución 
que aunque alcanza el objetivo, los costos de la métrica son valores mayores a los 
obtenidos en la misma variable, en el plazo de  tiempo igual o superior a los 10 
segundos.  
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Figura 6-6. Calidad del Plan vs Tiempo 
 
 
6.5 Modificación de Objetivos 
 
Otro elemento importante a evaluar en INDYGO, este representado por caso en el 
que los objetivos del problema cambian durante la ejecución del plan. 
 
Un dominio utilizado para la evaluación de modificación de objetivos del prototipo 
INDYGO, es el dominio satélite, que corresponde a una implementación Web 
basada en servicio del bien conocido dominio del satélite STRIPS de las 
competiciones internacionales de planificación. En el dominio satélite, los satélites 
se utilizan para tomar imágenes de varios objetos en el espacio. Cada satélite 
tiene una o más (tomadores de imagen) instrumentos a bordo, donde cada 
instrumento (tomadores de imagen)  soporta una colección de modos, por 
ejemplo, espectrometría, termografía. Utilizando un instrumento que apoya un 
cierto modo (por ejemplo, termografía) una imagen se pueden tomar en ese modo 
específico. Sin embargo, varias precondiciones deben cumplirse para que esta 
operación puede llevarse a cabo con éxito, y varios pasos de preparación suelen 
ser necesarios: En primer lugar, debe haber suficiente energía eléctrica en el 
satélite, en segundo lugar, el instrumento debe estar encendido, en tercer lugar, el 
instrumento debe ser calibrado correctamente. Además, la imagen sólo puede 
tomarse en el modo deseado, si este modo es apoyado por el instrumento a 
bordo. 
 
Se han implementado una colección de satélites simulados como servicios Web. 
Enviar un mensaje a un servicio Web puede ser interpretado como el envío de un 
mensaje a un satélite; recibir un mensaje de un servicio Web es equivalente a 
recibir un mensaje desde un satélite. Cada satélite tiene un instrumento a bordo, 
cada instrumento es compatible con uno de los cinco modos definidos y cada 
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satélite apunta inicialmente a un determinado lugar y todos los satélites de la 
potencia suficiente. Estos datos de configuración son codificados en cada satélite. 
 
Esta etapa de prueba consiste en evaluar la modificación de objetivos en 
ejecución. Específicamente se ingresará un requerimiento de composición 
determinado por dos objetivos, de los cuales uno de ellos será reemplazado (antes 
de ser alcanzado). Inicialmente, se enviara el requerimiento de composición con el 
objetivo descrito en la ontología mostrada en la figura 6-7. El cual define dos 
objetivos conjuntos, los cuales indican que: 
1. El satélite debe tomar una imagen en la dirección phenomenon_4, bajo el 
modo thermograph0. y 
2. El satélite debe tomar otra imagen en la dirección Star_5, bajo el modo 
thermograph0. 
Sin embargo en ejecución y antes de que el segundo objetivo sea alcanzado, este 
será reemplazado por otro nuevo objetivo, perteneciente a la ontología objetivo 
descrita en la figura 6-8, e cual persigue que el satélite tome una imagen adicional, 
apuntando ahora a la dirección phenomenon_4, bajo el modo plasthograph0.  
 
 
Figura 6-7. Ontologia Objetivo Satélite Inicial 
  
 
Figura 6-8. Ontología Objetivo Satélite Reemplazante 
 
Las pruebas se realizaron tres veces, estableciendo como tiempo de cómputo del 
planificador, un plazo de 25 segundos y usando como escala de simulación los 
1000 servicios. Los resultados de esta prueba son registrados en la tabla 6-7. 
Donde, la columna uno muestra la relación, entre el índice de la anext dentro del 
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plan y las columnas dos, cuatro y seis, relacionan el tiempo de CPU, consumido 
en el proceso de construcción del RPG, cálculo, selección  y envío del anext, de 
cada prueba. La modificación de objetivo (Eliminar un objetivo y adicionar otro 
nuevo), fue realizada, en diferentes etapas de la ejecución, las cuales se indican 
en las columnas tres, cinco y siete. 
 
Tabla 6-7. Modificación de Objetivos 
 
 
En la tabla se observa, primero que el objetivo fue alcanzado exitosamente. El 
costo computacional de cada una de las acciones del plan puede observarse en la 
figura 6-9. En esta gráfica, se relacionan los resultados de la tabla anterior. En 
ella, se puede observar que un cambio en los objetivos produce un tiempo de 
cómputo costoso, muy similar al del cálculo de las primeras acciones del plan. 
Esto se debe a que, un cambio en el objetivo, inválida el plan actual y obliga al 
cálculo de un nuevo plan. 
 
 
 
Figura 6-9. Modificación de Objetivos 
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6.6 Escalabilidad 
 
Una preocupación importante para todas las aplicaciones basadas en la 
planificación es la cuestión de la viabilidad de cálculo. Esta preocupación está 
especialmente justificada en el caso de los dominios de servicios Web, que no 
sólo requieren descripciones de dominio relativamente complejos, sino que 
también tienden a ser extremadamente grandes (debido a la cantidad de 
colecciones de servicios disponibles y a un gran número de hechos conocidos). La 
escalabilidad de las soluciones basadas en la planificación prevista por nuestro 
marco depende de tres cuestiones: en primer lugar, la estrategia empleada por el 
módulo traductor. En segundo lugar, el tiempo empleado por cada ciclo de 
planificación en la selección y envío de la anext y por último, se encuentra el tiempo 
relacionado con la ejecución de tal anext. Ambos tiempos planificación y ejecución 
incluyen los pasos e interpretación de mensajes, hasta alcanzar la NOP, que 
indica que el plan ha sido ejecutado completamente alcanzando el requerimiento 
del usuario. 
 
Para la realización de esta prueba se uso el dominio Satélite definido en el 
apartado anterior. La evaluación se realizó con una escala de simulación de 1, 10, 
15, 20, 50, 100, 150 y 200 satélites diferentes. Teniendo en cuenta que los datos 
de configuración del satélite son representados como una colección de hechos en 
la definición del problema del planificador. Por ejemplo, el caso de SAT-200 
contiene más de 234000 hechos que describe la configuración de los 200 
satélites.  
 
El objetivo a ser alcanzado en esta prueba se describe a continuación: 
 
 
Figura 6-10. Diagrama Representación de Objetivo Satélite 
 
En la Tabla 6.8 se listan los resultados de estos experimentos, utilizando el 
siguiente esquema: la primera columna se refiere al nombre del problema, que 
puede ser utilizado para reproducir los resultados, el número de dominios se 
registra en la tabla dos y el número de operaciones (servicios) en el dominio se 
dan en la columna tres, el problema total de tiempo de traducción de ese dominio 
en la columna cuatro, el tiempo de planificación (parseo, instanciación, 
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construcción de RPG y demás) en la columna cinco, el número correspondiente a 
la sumatoria total de ejecución de cada acción en la columna seis, el tiempo total 
de concurrencia entre planificación y ejecución,  se registra en la columna de siete 
y finalmente la columna ocho, señala el número total de acciones que participan 
en la construcción del plan completo. 
 
Tabla 6-8. Escalabilidad Dominio Satelite 
 
 
Para esta prueba de escalabilidad se crearon diferentes dominios de varios 
tamaños y se ejecuto el problema de composición con el objetivo dado (ver figura 
6.10). El tiempo asignado por acción se estableció en 30.000 milisegundos (30,00  
segundos), esto para asegurar que la composición no se iba a ver afectada por 
limitaciones de tiempos, evitando en la medida de lo posible, surgieran eventos de 
fallas, los cuales no eran competencia de la presente prueba.  
 
La figura 6.11, muestra la relación entre el número de relaciones disponibles y el 
tiempo de CPU consumido por cada modulo, en su respectivo proceso: Traductor, 
Planificador y Ejecutor. El gráfico, (en el orden de los procesos) muestra: primero, 
que el tiempo de traducción, en su etapa de 1000 servicios no sobre pasa los 25 
segundos, aunque es un rango alto en comparación a los tiempos de planificación 
y ejecución, se considera breve en contraste con la cantidad de consultas que 
debe hacer a la web y la respectiva construcción de estructuras de 
almacenamiento que debe construir para la manipulación de la información. 
Segundo, se observa, que el tiempo de planificación absoluta se mantiene en un 
rango aceptable, incluso para ámbitos muy grandes, aunque su crecimiento sea 
lineal. Este resultado es satisfactorio, dado el hecho de que el dominio en su 
instanciación más extensa contiene más de 234.000 literales y el proceso se ubica 
muy por debajo de los 10 segundos. Tercero, se presenta la correspondiente 
relación del tiempo total de la ejecución, para cada grupo de servicios simulado; el 
comportamiento de este tiempo se ubica un nivel más bajo que el de planificación 
y tiende a ser constante, esto debido a que siempre sin importar el grupo de 
servicios (5, 100…o 200), solo selecciona un número reducido de ellos (cinco), 
para ser ejecutados, como solución al plan de composición, el cual siempre se 
alcanza con el mismo número de operadores. 
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De la figura, es posible deducir además, que en todos los casos INDYGO, 
encuentra una solución alcanzando el objetivo propuesto, es decir cada acción fue 
ejecutada exitosamente hasta alcanzar un plan completo. 
 
 
Figura 6-11. Diagrama  Representación Escalabilidad 
 
Otro tiempo importante según el objetivo de la presente propuesta, está 
representado en el tiempo total de planificación y ejecución concurrente. Como se 
observa en la figura los niveles se ubican sobre los 200 segundos, un tiempo muy 
alto para un proceso de composición. Sin embargo, este tiempo es lógicamente 
deducible, ya que como se menciono anteriormente, las pruebas fueron tomadas 
asignando un tiempo de computo por acción (tiempo que el ejecutor asigna como 
límite para solicitar una anext) de 30 segundos, sin embargo, esta decisión impacta 
de manera directamente proporcional el tiempo total de concurrencia, dado que 
como se ha venido indicando ese tiempo regula los plazos de comunicación entre 
planificador y ejecutor, es decir una vez cumplido ese plazo (no antes) el ejecutor 
solicitara la siguiente anext al planificador. Guardando las proporciones de la tabla 
6.8 y la figura 6-12, la longitud del plan de composición, representada en cinco 
acciones, solicitadas cada una de ellas a razón de 30 segundos, establecen un 
tiempo de concurrencia básico (si todo es exitoso como se estableció en la 
prueba) de 150 segundos.  
 
Este primer resultado confirma que la combinación de modelos de dominio y el 
razonamiento de cada modulo implementado, propuestos en este trabajo, pueden 
conducir a aplicaciones escalables, sobre todo si se tiene en cuenta el hecho de 
que el número de servicios a tratar en tiempo de ejecución, es probablemente 
mucho más bajo en la mayoría de las aplicaciones. 
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Figura 6-12. Diagrama  Escalabilidad y Concurrencia 
 
6.7 Complejidad de Objetivos 
 
Para evaluar el impacto de la complejidad de objetivo en el comportamiento de 
INDYGO, en tiempo de ejecución, se llevó a cabo una serie de pruebas en el 
dominio de satélite, a través de objetivos más complejos, sin embargo el estudio 
uso la escala de la simulación de 1, 10, 15, 20, 50 y 100. Las pruebas se 
ejecutaron, bajo la asignación de un tiempo de cómputo por acción 
correspondiente a 30 segundos. Y la longitud del plan vario, para cada problema 
complejo de objetivos 1, 2 y 3 relacionando una longitud de 5, 6 y 11 acciones, 
respectivamente. A continuación se describen los tres objetivos que utilizados en 
los experimentos, además de un objetivo muy simple tomado de la prueba anterior 
(figura 6-10), se han probado dos objetivos más, los cuales se han ido adicionando 
a través de dos y tres conjunciones, respectivamente, a fin de aumentar la 
complejidad del proceso de composición. El tercer objetivo es particularmente 
complejo porque se trata de dos modos de instrumento diferentes, que requieren 
soluciones más complejas. 
 
Objetivo 1.  
 
Figura 6-13. Diagrama  Representación de Objetivo1 Satélite 
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Objetivo 2. 
 
Figura 6-14. Diagrama  Representación de Objetivo1 Satélite 
 
Objetivo 3. 
 
Figura 6-15. Diagrama  Representación de Objetivo1 Satélite 
 
 
 
Tabla 6-9. Complejidad de Objetivos Dominio Satelite 
 
 
La tabla 6-9 compara el promedio de los tiempos de traducción, planificación, 
ejecución y concurrencia, para los diferentes problemas de complejidad 1, 2 y 3 
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objetivos. En las figuras 6-16, 6-17, 6-18 y 6-19, se visualizan los datos 
respectivamente. 
 
 
Figura 6-16. Diagrama Complejidad de Objetivo Vs. Traducción 
 
La figura 6-16, muestra que la relación entre la complejidad del problema y el 
tiempo de traducción, es imperceptible, debido a la flexibilidad que presenta el 
formato de descripción de ontologías objetivo junto con el mecanismo de 
razonamiento implementado en el modulo traductor. Lo anterior, permite identificar 
los literales a alcanzar en un lapso muy corto de tiempo, resultando constante para 
cada problema (uno, dos o tres objetivos). Es importante considerar, que la 
proporcionalidad directa entre el tiempo de traducción y el número de operaciones 
se mantiene. 
 
 
Figura 6-17. Diagrama Complejidad de Objetivo vs. Planificación 
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La relación entre la complejidad del problema y el tiempo de planificación, 
mostrada en la figura 6-17, no es clara: aunque, la tabla 6-9, sugiere que cuanto 
más compleja es la meta, mayor será el tiempo de planificación, tal incremento es 
considerado mínimo. De hecho, si se tiene en cuenta los objetivos complejos, el 
tiempo de planificación en la grafica conserva su carácter favorable y la 
planificación se conserva viable. 
 
 
Figura 6-18. Diagrama Complejidad de Objetivo vs. Ejecución 
 
 
La relación entre la complejidad del problema y el tiempo de ejecución, señalada 
en la figura 6-18, es directamente proporcional: entre más complejo sea el 
problema de composición, mayor será el tiempo que tarde la ejecución. La 
situación, indica que un objetivo de composición más complejo requiere de mayor 
número de servicios a ejecutar, guardando las proporciones inicialmente citadas, 
el problema de complejidad objetivo1, responde a una longitud de 5 acciones, 
mientras, el problema de complejidad objetivo2, responde a una longitud de 6 
acciones, para impactar en el problema de complejidad objetivo3, el cual responde 
a una longitud de 11 acciones, siendo necesaria la ejecución de acción, para 
alcanzar un plan exitoso. Aunque, es importante aclarar que la anterior afirmación 
no se ve tan claramente reflejada entre el objetivo 1 y el objetivo 2, cuando se trata 
de una escala de simulación menor e igual a 15  (75 servicios). 
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Figura 6-19. Diagrama Complejidad de Objetivo vs. Concurrencia 
 
La figura 6-19, muestra claramente, la estrecha relación que existe entre ambas 
variables (tiempo y Número de Operaciones). De esta manera, el tiempo de 
concurrencia, aumenta considerablemente a medida que aumenta la complejidad. 
De hecho, si la complejidad es mayor, mayor será el  número de mensajes 
intercambiados entre el planificador y el ejecutor, toda vez que ello represente 
mayor longitud del plan de composición (según deducción inmediatamente 
anterior). No se debe olvidar también, que el tiempo asignado para el cómputo de 
cada acción, es decir, los 30 segundos, lo cual afecta gravemente la complejidad 
dado que el problema de complejidad de objetivo1 responde a un plan solución de 
5 acciones, resultando en un tiempo de concurrencia básico (sin adicionar aún los 
tiempos de ejecución y paso de mensajes), de 150 segundos. Para el problema de 
complejidad de objetivo2, responde a un plan solución de 6 acciones, resultando 
en un tiempo de concurrencia básico de 180 segundos. Y finalmente, para el 
problema de complejidad de objetivo3 responde a un plan solución de 11 
acciones, resultando en un tiempo de concurrencia básico de 330 segundos. 
 
 
6.8 Comparación con WSPLAN 
 
A continuación se proporcionan algunas pruebas que permiten medir la 
aplicabilidad y flexibilidad general de INDYGO, frente a otra propuesta de 
composición de servicios web, WSPLAN [Peer 2005].   
 
 WSPLAN es actualmente, uno de los trabajos de composición de servicios Web, 
que trabaja más eficientemente con las técnicas de planificación IA para llevar a 
cabo la composición de servicios. WSPLAN, específicamente implementa una 
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técnica de planificación de orden parcial, a través del uso planificador VHPOP 
[Younes y Simmons 2003]. Además incluye su propio lenguaje de marcado 
semántico para los servicios Web llamado SESMA [Peer 2003], con el cual 
especifica los servicios web a utilizar, así como también, especifica el problema de 
composición. Dichas especificaciones se trasladan a las correspondientes 
representaciones PDDL, con el fin de utilizar el VHPOP. En este trabajo se 
enfrentan los problemas de la información incompleta mediante la consideración 
de planes condicionales (puede generar varios), que son valorados luego durante 
la etapa de ejecución insertando en el sistema los elementos de información 
obtenidos al ejecutar los respectivos servicios de información. En este trabajo, se 
considera la dinámica del mundo para lo cual se verifica, que en el tiempo de 
ejecución se lleve a cabo correctamente el plan inicialmente planteado y en caso 
de que falle, se realiza un proceso de re-planificación.  
 
La tabla 6-10, muestra las sucesivas soluciones del compositor de servicios web 
semánticos INDYGO y WSPLAN, en el dominio de Satélite, descrito en la sección 
6-5. En esta tabla los títulos corresponden a cada proceso realizado dentro del 
respectivo mecanismo compositor y el número de servicios, registra la escala de 
simulación; mientras que el tiempo expresado en segundos representa el tiempo 
de CPU total empleado para obtener cada una de las soluciones dentro de cada 
proceso. 
 
Tabla 6-10. Comparación INDYGO vs. WSPLAN  
 
 
Las celdas en las que aparece un guión (-) indican que el correspondiente proceso 
no pudo llevarse a cabo  o no se alcanzo un plan válido. 
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Figura 6-20. Tiempo de Traducción WSPLAN Vs. INDYGO 
 
En la gráfica 6-20, se puede observar que el tiempo de Traducción usado por 
INDYGO, algunas veces resulta menos costoso, esto se debe a que el mecanismo 
traductor de WSPLAN, debe realizar varias veces el proceso (una por cada plan 
condicional presentado), mientras que en INDYGO, solo se realiza una vez por 
cada requerimiento de composición solicitado por el usuario (incluyendo las etapas 
de modificación de objetivo). 
 
A continuación la figura 6-21, registra la relación entre los tiempos de CPU, 
consumidos por los procesos de Planificación de ambos mecanismos 
compositores INDYGO y WSPLAN. 
 
 
Figura 6-21. Tiempo de Planificación WSPLAN Vs. INDYGO 
 
Los resultados de la tabla 6.21 muestran que los tiempos de planificación de 
INDYGO, para la misma escala de servicios, se ubican muy por debajo los 
tiempos consumidos por el mismo proceso en WSPLAN. Lo anterior se debe a que 
WSPLAN, genera varios planes condicionales, que son construidos de manera 
abstracta (es decir sin incluir objetos), pero que luego son ejecutados y una vez se 
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presenta una falla, esta se identifica como un “enlace causal prohibido”, a fin de 
que cuando se replanifique nuevamente el requerimiento inicial,  el plan solución 
no contemple tal enlace. El anterior proceso genera costos computacionales más 
altos de los reportados por INDYGO, quien solo se preocupa por encontrar una 
acción a ejecutar a la vez, asegurando así una solución en el menor tiempo 
posible. 
 
 
Figura 6-22. Número de Planes WSPLAN Vs. INDYGO 
 
Los resultados de la tabla 6-22, muestran la relación entre el número de planes y 
la escala de servicios para cada mecanismo compositor. Como se observa cuando 
se especifica un requerimiento de composición, dentro de una escala menor a 100 
servicios WSPLAN, genera entre 1 y 4 planes de composición. Sin embargo, 
cuando se supera esta escala, los planes de composición se reducen a 0. 
Mientras que INDYGO, aunque solo entrega un plan por requerimiento, este 
número permanece constante independiente de la escala de servicios usada, 
asegurando una solución.  
 
 
6.9 Conclusiones del Capítulo 
 
En este capítulo se han evaluado los siete aspectos más importantes del sistema 
INDYGO, que se relacionan con: la observabilidad parcial del estado de la Web, la 
ejecución mínima de servicios de recolección de información, el tiempo de 
reacción ante eventos inesperados la calidad de las respuestas en función del 
tiempo de cómputo disponible, la modificación y complejidad de objetivos y la 
escalabilidad del modelo de planificación y ejecución concurrente.  
 
Las conclusiones extraídas de las pruebas realizadas se resumen en los 
siguientes puntos: 
 203 
 
• Respecto a la observabilidad parcial, representadas en las acciones de 
sensado incluidas en el algoritmo del mecanismo de planificación de 
INDYGO y originadas por los servicios proveedores de información, no 
representan ningún  incremento computacional de planificación y 
traducción, significativo, sin embargo, sí generan un costo directamente 
proporcional con el proceso de ejecución del mismo compositor (INDYGO). 
Los ejemplos de shopping, que se muestran en la sección 6-1, demuestran 
el buen  comportamiento que se obtiene con esta aproximación (en 
traducción y Planificación). Aunque, es claro ver que dentro del proceso de 
ejecución, entre más acciones de sensado existan en un problema, la 
probabilidad de que fallen (que implica un 50% de la total disponible), 
implicará la ejecución de más acciones de sensado. Sin embargo, es de 
recordar que la aproximación que se emplea es la de utilizar las acciones 
de sensado para obtener información del entorno únicamente cuando la 
información disponible no permita alcanzar los objetivos. 
• Se demostró en la sección 6-2, a través de un ejemplo muy básico, que 
implementando dentro del mecanismo de planificación la generación del 
grafo relajado en función de una estimación del costo y la asignación de un 
valor numérico, dependiente de la sumatoria del número de entradas de 
cada servicio, a cada acción del dominio que origina; es posible limitar el 
plan de composición a la información esencialmente requerida, 
minimizando la función de costo. 
• El manejo por parte del sistema INDYGO, del comportamiento 
indeterminista de la web, ha sido evaluado sometiendo a INDYGO a 
diversas situaciones inesperadas en el dominio de aplicación: Shopping, 
respectivamente.  En este caso, puede comprobarse que el costo en 
tiempo, de la reparación del plan de composición, no supone un valor 
adicional elevado, ya que en el proceso de planificación éste es comparable 
al cálculo de las primeras acciones del plan y en traducción solo 
corresponde a una única ejecución, la cual ocurre de la misma manera que 
si todo resulta como estaba previsto. Aunque, si se presenta un cambio en 
el tiempo del proceso de ejecución, es difícil distinguir este incremento de 
costo. 
• El comportamiento anytime del sistema INDYGO, ha sido evaluado en la 
sección 6-4 titulada calidad de respuesta Vs. tiempo. Allí se ha 
incrementando progresivamente el tiempo computacional disponible de 
planificación (determinado para calcular cada acción anext del plan). En 
general, se pudo demostrar que un mayor tiempo de cómputo permite 
tomar mejores decisiones, lo que conduce a generar planes menos 
costosos. 
• Uno de los valores agregados de INDYGO, se encuentra representado en la 
modificación de objetivos de composición en tiempo de ejecución. Este 
aporte en la literatura a la fecha, no sido comparado con ninguna 
propuesta, debido a que según la revisión del estado del arte realizada, 
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todos los mecanismos de composición de servicios Web disponibles, 
definen un problema de composición cuya descripción del requerimiento 
objetivo, debe ser definida desde el inicio del proceso mismo. En la sección 
6-5, se ha comprobado la funcionalidad de modificación de objetivos, los 
cuales pueden ser adicionados, eliminados (si aún no han sido alcanzados) 
o reemplazados (eliminados para adicionar otro no considerado aún) en 
tiempo de ejecución. Además, se pudo comprobar también que la 
modificación, genera costos computacionales (tiempo de CPU), similares a 
los del cálculo de las primeras acciones del plan de composición. 
• Ha sido posible demostrar, que para dominios que tienden a ser 
extremadamente grandes (debido a la cantidad de colecciones de servicios 
disponibles y a un gran número de hechos conocidos), INDYGO, resulta ser 
un mecanismo de composición viable, toda vez que los tiempos de cálculo 
de cada proceso no resultan ser ampliamente costosos. 
• Otra evaluación que se realizó, tenía como objetivo valorar el desempeño 
de INDYGO, frente a la complejidad de objetivos. De allí se logra establecer 
que: el proceso de traducción resulta ser independiente a la complejidad del 
requerimiento de composición. Sin embargo y aunque en la planificación y 
ejecución,  se presenta una proporcionalidad directa, los costos son tan 
bajos que aun es posible que INDYGO, conserve su carácter favorable y se 
conserve un mecanismo de composición viable 
• Las pruebas realizadas permiten comparar las soluciones de INDYGO, con 
las de WSPLAN. Donde puede observarse que INDYGO es capaz de 
asegurar una solución siempre, en un tiempo considerablemente menor a 
WSPLAN, quien dependiendo de la escalabilidad del dominio alcanza uno, 
dos o hasta tres planes, para luego a mayor complejidad no  lograr solución 
alguna. 
• En todas las evaluaciones anteriores, se pudo deducir y comprobar la 
directa relación de proporcionalidad que existe entre el tiempo 
computacional de planificación (tiempo por anext) asignado por el 
mecanismo ejecutor y el tiempo de concurrencia de INDYGO. Resultando 
como costo de tiempo básico de concurrencia, el producto entre el número 
de acciones (servicios) del plan y el tiempo computacional de planificación. 
 
Estos resultados reflejan que el sistema INDYGO cumple los objetivos de diseño 
planteados a la vez que adiciona otros aportes. Y que, por lo tanto, puede ser útil 
en problemas dinámicos de composición de servicios y con información 
incompleta, en los que se requieren reacciones rápidas y soluciones de una 
calidad aceptable. 
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7.  
Capítulo 7    
 
Conclusiones y Trabajo Futuro 
 
 
7.1 Resumen de Resultados y Contribuciones  
 
En esta tesis de doctorado, se propone un modelo para la composición automática 
de SWS, bajo la aplicación de las técnicas de planificación IA. Este enfoque ha 
sido direccionado a responder de manera conjunta a algunos de los principales 
retos de la composición de servicios, tales como: (1) la observabilidad parcial de la 
Web, y (2) la adquisición progresiva solo de la información esencialmente 
requerida del estado actual de la Web.   
 
El modelo, sin embargo, ha sido extendido, para tratar con otros problemas que 
inicialmente no fueron considerados en los objetivos propuestos de la presente 
investigación, pero que influyen altamente en un ambiente de composición, 
resultando en valor agregado de la teisis, como son: (3) tratar con el 
comportamiento indeterminado de los SW, (4) permitir el cambio de objetivos 
mientras se realiza la tarea de composición e (5) incluir el manejo de restricciones 
en los tiempos de respuesta del mecanismo de composición. Se debe distinguir 
que aunque el numeral 3 ha sido ampliamente abordado en diferentes trabajos, los 
numerales 4 y 5, no han sido a la fecha tratados en ninguno de los enfoques del 
estado del arte.  
 
Para soportar el modelo completo (con los problemas citados en los numerales 1, 
2, 3, 4 y 5), se definieron algunos trabajos específicos que originan los siguientes 
aportes:   
 
El primer lugar, lo constituye el sistema INDYGO, una aplicación orientada a 
servicios, que implementa y valida el modelo propuesto; INDYGO, trata la 
composición de SWS en línea, definiendo, para ello, un comportamiento funcional 
consistente básicamente en dos fases: i) la conversión de especificaciones de un 
ambiente de ontologías Web a un ambiente de planificación en Inteligencia 
artificial, y ii) la planificación y ejecución de la composición de servicios Web.   
 
Para lograr tal funcionalidad el sistema, primero, utiliza un conjunto de SWS, cuya 
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representación externa, se encuentra especificada en  OWL-S, en asocio con 
XSPDDL (un lenguaje de especificación de dominios diseñado y desarrollado para 
esta tesis). Así mismo, de manera externa bajo el enfoque de la Web Semántica la 
definición del entorno y el problema de composición se definen por medio de 
ontologías en OWL, de esta manera, se afronta además, el problema de la 
heterogeneidad de la información. La traducción de los servicios OWL-S y las 
ontologías OWL del entono y del problema de composición al ambiente de 
planificación se realiza a través de un modulo traductor que permite al usuario 
realizar un proceso de composición sin necesidad de analizar la gran cantidad de 
servicios disponibles manualmente. Este traductor, traslada dichas  
representaciones a un ambiente de planificación, donde cada servicio es 
representado internamente como una acción y cada ontología OWL, forma parte 
de la especificación del dominio y los estados, inicial y final del problema de 
planificación. En segundo lugar, la composición en línea de SWS se lleva a cabo 
como resultado de la interacción de sus componentes de planificación y ejecución 
los cuales actuando concurrentemente intercambian mensajes para realizar la 
solicitud de la siguiente acción a ejecutar, originado desde el ejecutor hacia el 
planificador y mensajes para el envío de especificaciones de acciones a ejecutar 
en sentido contrario, desde el planificador al ejecutor. Esta interacción se lleva a 
cabo hasta que: (1) el usuario decide detener la ejecución del proceso de 
composición, o hasta que (2) se alcancen todos los objetivos, caso en el que el 
modelo retorna una notificación al usuario de esta situación junto a su respectivo 
plan de composición especificado como un servicio Web compuesto OWL-S y una 
ontología del estado resultante de la ejecución de dicho plan. En el caso 
específico en el que ocurra un error al interior del sistema, el cual puede consistir, 
en no encontrar un plan solución ó la aparición de algún tipo de excepción interna 
del propio sistema; este, retorna una notificación al usuario de la respectiva 
situación de error. 
 
En segundo lugar, y dado el alcance de esta tesis es importante resaltar que el 
modelo enfrenta cada uno de los diferentes problemas identificados mediante el 
uso de los siguientes soluciones: (1) para la observabilidad parcial del estado de la 
Web, se utiliza una combinación entre la definición de acciones de sensado y la 
especificación de una lógica trivaluada sobre el conjunto de literales que definen 
un estado (verdadero, falso y desconocido); (2) para adquirir progresivamente solo 
la información esencialmente requerida del estado actual de la Web relacionada 
con el dominio del problema específico a solucionar se implementó un planificador 
heurístico el cual utiliza un grafo relajado de planificación que brinda la heurística 
necesaria para la construcción de planes. Este se expande por orden de costo 
para lo cual se implementó una función de evaluación que permite asignarle un 
costo asociado al número de entradas requeridas por cada acción castigando a las 
acciones que bajo una misma funcionalidad tengan mayores requerimientos de 
información con el fin de obtener planes con la mínima información requerida.  
 
Adicionalmente, a fin de tratar los otros problemas, anteriormente mencionados 
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como  valor agregado del presente trabajo, se definieron las siguientes soluciones: 
(3) a fin de manejar el comportamiento indeterminado de los servicios, se 
implementó un mecanismo de monitorización de la ejecución de servicios 
(acciones), el cual en caso de detectar un resultado inesperado, comunica esta 
situación al planificador quien se encarga de reparar el plan para adaptarlo a la 
nueva situación mediante una sencilla técnica de replanificación; (4) para permitir 
el cambio de objetivos mientras se realiza la tarea de composición, se incorporó 
un mecanismo que permite recibir una ontología OWL, la cual contiene los 
objetivos a adicionar o eliminar y los traduce en términos de predicados XSPDDL, 
para posteriormente comunicarlos al componente de planificación, quien en su 
interior modifica la lista de objetivos según sea el caso (adición o eliminación) 
previa verificación de diferentes restricciones. Asociado a lo anterior se 
implementó dentro del componente de planificación la acción ficticia NOP (no 
operación), la cual permite al planificador entrar en un estado de espera sin 
detener su ejecución una vez logrados los objetivos. En caso de que esta acción 
sea transferida al ejecutor este interpretará que por ahora no es conveniente 
ejecutar ninguna acción, lo cual le permite al modelo entrar en una situación de 
espera, que finaliza cuando el usuario lo desee o bien cuando sean adicionados 
nuevos objetivos si el usuario así lo desea. (4) para el manejo de restricciones en 
los tiempos de respuesta del mecanismo de composición, se implementaron los 
siguientes elementos: un mecanismo que permite al usuario establecer las 
respectivas restricciones de tiempo, un algoritmo de planificación que centra su 
atención en calcular las siguientes acciones a ejecutar en vez de construir un plan 
completo y por último, se diseñó e implementó un conjunto de protocolos de 
comunicación entre el componente de composición y el componente de ejecución. 
Por último, el modelo se ha implementado haciendo uso del enfoque orientado a 
servicios, lo cual ha permitido que esta herramienta pueda estar disponible vía 
Web tanto a usuarios humanos como máquinas, para lo cual se han diseñado sus 
respectivas interfaces de usuario y se ha generado el correspondiente marcado 
semántico. 
 
En tercer lugar, se diseñó y desarrollo un mecanismo de traslación entre los 
lenguajes estándar de los SWS OWL y OWL-S a una formulación de un problema 
de planificación en XSPDDL. Dicho mecanismo permite tomar el serviceProfile del 
OWL-S en asocio con el XSPDDL para permitir la descripción de sus entradas, 
salidas, precondiciones y efectos y trasladarlo a sus respectivos tipos, predicados 
y acciones en el ambiente de planificación expresados en XSPDDL. Luego, dicho 
mecanismo permite tomar la descripción de un problema de composición bajo la 
forma de dos ontologías en OWL que describen el estado inicial del entorno de la 
Web y el estado objetivo que se desea alcanzar. Posteriormente, con una lista de 
direcciones de documentos que contienen descripciones semánticas de los SW  
en asocio con la descripción de un problema de composición, el traductor permite 
crear dos documentos que conforman la descripción de un dominio y problema de 
planificación en XSPDDL. Dado que no existe una plataforma disponible que 
permita invocar de manera eficiente e individual servicios OWL-S,  el WSDL es 
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utilizado para la invocación de cada serviceprofile, por esta razón la traslación de 
cada acción instanciada del plan solución definida en XSPDDL y asociada a su 
respectivo serviceprofile es traducida a su respectiva especificación de invocación 
WSDL por este mecanismo. Finalmente, este mecanismo de traslación también 
permite crear una especificación del respectivo processModel de OWL-S que 
representa el plan solución final que corresponde a la solución ejecutada, la cual, 
resuelve el problema de composición de servicios Web semánticos requerido. 
 
En cuarto lugar, por razones de conveniencia y a manera de aporte, se diseñó y 
desarrolló una versión XML del lenguaje de definición de problemas PDDL, que se 
ha denominado XSPDDL; XSPDDL, la cual, simplifica el análisis, la lectura, y la 
comunicación en las descripciones PDDL mediante SOAP. El XSPDDL es un 
Esquema XML que implementa una versión extendida del PDDL2.1. Este permite 
definir tanto la estructura del dominio de un problema de planificación, como la 
respectiva especificación del problema al igual que la descripción del plan 
solución. Por otro lado, el XSPDDL adiciona el manejo de acciones de sensado 
con el fin de permitir especificar acciones que adquieren información del entorno. 
Este sistema a diferencia de otras versiones en XML del PDDL, incluye en su 
definición operaciones de validación haciendo uso del XPath entre las cuales se 
destacan: (1) la búsqueda de definiciones de elementos que estén repetidos, 
como lo podrían ser los requerimientos, tipos de datos, predicados, acciones, 
parámetros de los predicados y acciones; (2) la verificación de la existencia de las 
referencias a elementos que se utilizan al interior de las diferentes estructuras 
(que hayan sido definidos), como lo son las referencias a predicados que se 
utilizan en las acciones, los nombres de los parámetros, variables o constantes 
utilizados al interior de la acción, el tipo de dato definido para los parámetros en 
los predicados y acciones; (3) la restricción en el uso y orden de los caracteres 
utilizados en el nombramiento de los diferentes elementos que componen las 
diferentes estructuras del documento XSPDDL. 
 
En quinto lugar, se desarrolló un planificador anytme el cual permite obtener una 
respuesta (acción a ejecutar) en un intervalo acotado de tiempo, además de poder 
refinar dicha respuesta mientras exista tiempo disponible. Tal planificador 
incorpora un componente heurístico empleado para construir un RPG, al cual se le 
extienden algunas características que le pemitan manejar: incertidumbre sobre 
algunas proposiciones, acciones de sensado y el costo de acciones respecto a 
una función de optimización del problema. Este planificador, permite el cambio de 
objetivos mientras se realiza la tarea de planificación. Además permite leer 
problemas de planificación especificados en la versión estándar PDDL2.1 o en la 
versión XSPDDL propuesta en esta tesis. Aunque este planificador puede ser 
ejecutado off-line como la mayoría de los planificadores, este implementa una 
interfaz especial que le permite fácilmente ser adaptado a una arquitectura cliente-
servidor para llevar a cabo una planificación en línea. Y es multiplataforma ya que 
al ser implementado en JAVA permite ser ejecutado en diferentes sistemas 
operativos. 
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En sexto lugar, se diseñó y desarrolló un mecanismo integrado de ejecución y 
monitoreo de servicios Web. Permite ejecutar los servicios asociados a las 
especificaciones semánticas. Para ello, cuando el ejecutor recibe del planificador 
un documento XSPDDL con la especificación de una acción instanciada asociada 
a un serviceprofile para su ejecución, este envía tal documento al traductor del 
cual obtiene su respectiva especificación de invocación WSDL. Luego tomando 
ventaja de un invocador de servicios existente, invoca el servicio y obtiene de él la 
información que brindan sus respectivas salidas. En segundo lugar, implementa un 
monitor que supervisa y analiza las condiciones de éxito asociadas a los servicios 
en los efectos de sus respectivos serviceprofile, así mismo verifica los hechos 
asociados a las acciones de sensado comparándolos con las suposiciones del 
planificador y por último, verifica la ocurrencia de excepciones especiales 
ocurridas durante la invocación tales como la no localización del servicio invocado 
y la no respuesta de un servicio luego de su invocación. 
 
En séptimo lugar, se diseño y desarrollo un ambiente de pruebas el cual agrupa 
dos tipos de dominios de SWS (1) De compras por internet, y (2) se implementó, 
también el dominio de satélite propuesto en la competencia del ICAPS. Para 
ambos se implementaron los respectivos servicios Web atómicos reales, junto con 
las respectivas versiones que manejan diferente información en su interior, para 
alcanzar así un promedio de 1000 servicios web por cada dominio. Además, se 
implementaron las descripciones semánticas de dichos servicios haciendo uso de 
ontologías en OWL para cada dominio. Y finalmente, se implementaron diferentes 
versiones de problemas haciendo uso de ontologías OWL con el fin de evaluar el 
sistema INDYGO. 
 
El octavo lugar, está representado por el compendio de resultados recopilados por 
la fase de validación y evaluación del modelo. La orientación práctica del sistema 
hace que esta evaluación tenga un enfoque distinto a la de los demás 
mecanismos de composición desarrollados bajo el enfoque de la planificación IA: 
el estudio se centra en el comportamiento dinámico del sistema, es decir, en la 
resolución de los distintos problemas que pueden surgir durante la ejecución de un 
plan de composición. Para ello, se evalúa la ejecución mínima de servicios de 
recolección de información, la calidad de las respuestas en función del tiempo de 
cómputo disponible, y el tiempo de reacción ante eventos inesperados y cambios 
en los objetivos. 
 
 
7.2 Direcciones para Trabajo Futuro 
 
Los SWS, constituyen un campo de investigación relativamente nuevo y existen 
varias preguntas de investigación interesantes que surgen y representan el trabajo 
futuro para esta tesis de doctorado. Cabe señalar, sin embargo, que el marco 
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presentado en esta tesis puede ser visto como un punto de partida para tales 
trabajos futuros, algunos de los cuales ya han sido propuestos, como tesis de 
Maestría.  
 
En particular, se pueden señalar diferentes aspectos en los que el marco de 
trabajo y, sobre todo, el prototipo implementado se pueden mejorar. En los 
siguientes apartados, se enumeran las principales líneas a seguir a partir del 
trabajo desarrollado en esta tesis doctoral: 
1) Las primeras, se relacionan directamente con el modulo traductor diseñado e 
implementado en esta tesis,  
a) Mejorar la expresividad del traductor, implementando nuevas estructuras 
soportadas por el OWL y el OWLS, complementos, transitividad, inversas, 
etc. 
b) El modelo propuesto no permite la definición de flujos de trabajo complejos, 
por lo cual se sugiere, implementar el soporte para SWS compuestos 
c) Como se destaca a lo largo del documento, si bien el sistema desarrollado 
en esta tesis doctoral es capaz de proporcionar acceso integrado a fuentes 
de datos heterogéneas, no incorpora los mecanismos necesarios para tratar 
los problemas relacionados con la integración de datos. La integración se 
puede definir como el proceso de combinación de datos que se encuentran 
almacenados en diferentes repositorios, de forma que se ofrezca al usuario 
una visión unificada de estos datos. 
d) Mejora de la experiencia del usuario. En un futuro, y tras sucesivas mejoras 
que se correspondan con lo descrito en el marco teórico, se espera que el 
sistema incorpore nuevas técnicas para mejorar la experiencia de los 
usuarios que decidan componer SWS con el sistema INDYGO. Como 
ejemplo, para el futuro queda pendiente la inclusión de un sistema de 
generación de texto a partir de ontologías. Este mecanismo, similar al ya 
descrito en sistemas como Ontopath o GINO [Bernstein y Kaufmann, 2006], 
puede ser de interés para “usuarios no expertos” ya que aporta una guía útil 
en relación a los términos y expresiones a utilizar en el momento de 
generar una consulta. Así mismo, el desarrollo de una solución de esta 
índole supondría una mejora en la precisión y eficiencia con respecto al 
procesamiento de texto en lenguaje natural. En la entrada guiada por 
ontologías, el usuario está restringido a incluir conceptos y relaciones que 
formen parte de una o varias ontologías (en el caso de la aplicación en 
cuestión, se trataría de las ontologías de aplicación y del dominio). De esta 
forma, se excluye la posibilidad de introducir consultas incoherentes y se 
facilita al sistema el proceso de generación de objetivos 
e) Utilización de las capacidades de razonamiento propias de Jena, o aquellas 
más sofisticadas que puedan aportar los razonadores sobre lógica 
descriptiva que se pueden utilizar a través de Jena (p.ej., Pellet, Racer, 
KAON2), que permita explotar todas las posibilidades asociadas a disponer 
de conocimiento representado en forma de ontologías. De esta forma, la 
eficacia de tareas como el descubrimiento, que en la actualidad se 
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resuelven a partir de consultas SPARQL, se podrían mejorar 
considerablemente. 
2) Las segundas líneas de investigación a seguir, se relacionan con las mejoras 
que se le pueden incluir al módulo de planificación desarrollado. A continuación 
se enumeran cada una de ellas: 
a) Consiste en disminuir considerablemente el número de acciones de 
sensado que debe incluir el planificador para resolver un problema con 
información incompleta. Tal dificultad puede ser resuelta, considerando la 
posibilidad de asociar valores probabilísticos a ciertos hechos del entorno.  
Este trabajo, ya está siendo tratado en la tesis Maestría: “Modelo de 
Planificación y Aprendizaje para el Manejo de Riesgos de Falla Durante la 
Composición de Servicios Web Empleando una Especificación Parcial del 
Dominio”. Dicha teisis, basa su marco referencial en INDYGO y busca 
minimizar el factor de riesgo de que los SWS fracasen en su ejecución; 
esto, con el fin de guiar al mecanismo de composición para seleccionar la 
mejor solución entre todas las posibles composiciones que minimice las 
posibilidades de que estas fallen. Desafortunadamente esto en la realidad 
no se cumple y el problema principal de este proceso de composición, es 
obtener estas especificaciones. En consecuencia, esta propuesta plantea 
una solución al manejo de riesgos de fallas durante la composición con 
servicios Web, donde a través del aprendizaje de maquinas, se pueda 
adquirir de manera automática cada uno de los criterios relacionados con el 
factor de riesgo, que permitan identificar, cuáles serán los mejores servicios 
que harán parte de este proceso de composición”.  
b)  Consiste en considerar la combinación de la técnica de descomposición de 
objetivos, actualmente implementada, con la incorporación de una técnica 
de ordenación de objetivos la cual permite establecer un orden entre los 
diversos subobjetivos de un plan, por lo que el esfuerzo del cálculo y 
posterior refinamiento de los planes mono-objetivo podrían reducirse 
sensiblemente. 
3)   Finalmente, las terceras líneas de investigación, se relacionan con el módulo 
ejecutor, el cual demanda: 
a) Implementar un mecanismo que apoye la invocación paralela de SWS, a fin 
de explotar el paralelismo del mundo real. 
b) Adicionalmente, se contempla la posibilidad de que, si el módulo ejecutor es 
incapaz de invocar un servicio por la falta de alguno de los parámetros de 
entrada, y el valor de ese parámetro se obtiene como resultado de algún 
otro servicio, entonces una vez el valor ha sido obtenido como 
consecuencia de la ejecución de este último servicio, se procede a la 
invocación del primero.  
c) Sin embargo, a fin de otorgar mayor, utilidad a la propuesta inmediatamente 
anterior, se deben contemplar flujos de trabajo más complejos. Por este 
motivo, se plantea como trabajo futuro la definición de flujos de trabajos 
mediante alguno de los lenguajes de flujos de trabajo existentes (como WS-
BPEL, YAWL, Redes de Petri, etc.), que ofrecen un mayor poder de 
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expresividad 
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A.  
Anexo A    
 
Técnica Planificación para la Composición de 
SWS 
 
 
A continuación, se presentan los conceptos básicos relacionados con las 
diferentes aproximaciones de planificación en IA que soportan los diferentes 
trabajos orientados a la composición de servicios que son detallados en el capítulo 
2. 
 
A.1 Paradigmas de Planificación Básicos 
 
En esta sección se realiza una revisión de los principales paradigmas de 
planificación básica y algunas de sus más representativas implementaciones. 
 
A.1.1 Planificación basada en estados 
 
Un espacio de estado consiste de un conjunto finito de estados S, un conjunto 
finito de acciones A, una función de transición de estado f que describe cómo las 
acciones mapean un estado en otro, y una función de costo c (a, s)> 0 que mide el 
costo de realizar una acción a en el estado s [Fikes y Nilsson 1971]. Un espacio de 
estados extendido con un determinado estado inicial So y un conjunto SG de 
objetivos también se le llama un modelo de estado [Bonet y Geffner 2001b]. 
 
Los planificadores basados en estados tienen como objetivo resolver un problema 
de planificación mediante la búsqueda de instancias útiles de operadores que 
alcancen el estado deseado. Dependiendo del punto de partida de la búsqueda, se 
distinguen la búsqueda de estado hacia adelante (también llamada por progresión) 
y la búsqueda de estado hacia atrás (también llamada por regresión): Un 
planificador progresivo basado en estados comienza con el estado inicial y busca 
instancias de acciones que lleven al planificador más cerca del objetivo. Un 
planificador por regresión comienza con un estado que satisface el objetivo y 
busca instancias de acciones que lleven al planificador más cerca del estado 
inicial. 
 
En ambos casos, el objetivo es encontrar una secuencia de acciones que al 
aplicarse a partir del estado inicial, dará lugar al estado objetivo. Más formalmente, 
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una solución de un modelo basado en estados es una secuencia de acciones a1, 
..., an que genera una trayectoria de estados s0, ..., sn = f (s0, a0), ..., f (sn-1 , an), tal 
que cada acción ai es aplicable en si-1  y sn es un estado objetivo [Bonet y Geffner 
2001b]. 
 
En principio, cualquier algoritmo de búsqueda puede ser utilizado para realizar 
búsquedas basadas en el estado, y la disciplina de análisis de medios y fines tiene 
una larga tradición con sus raíces en la década de 1950 desde el GPS [Newell y 
Simon 1963]. Sin embargo, debido en general al gran número de diferentes ramas 
de acciones, un planificador tiene que optar por llamar métodos que reducen la 
búsqueda de espacio o ayudan a discriminar ramas fructíferas de las inútiles en el 
árbol de la búsqueda. Un primer intento de reducir el espacio de búsqueda fue el 
algoritmo STRIPS. Este utiliza una búsqueda hacia atrás, es decir, comienza con 
el objetivo, para encontrar una acción que se consiga el objetivo o uno de sus 
subobjetivos y luego pasa a la búsqueda de acciones que permitan alcanzar las 
precondiciones de las acciones, y así sucesivamente. STRIPS mejora esta 
búsqueda al considerar sólo las precondiciones del último operador añadido al 
plan y por comprometer  a los operadores cuyas precondiciones son satisfechas 
por el estado actual. Esto reduce significativamente el espacio del plan, pero hace 
a STRIPS incompleto, es decir, no hay garantía de que una solución a un 
problema será encontrada aun si existe una. 
 
Algunos planificadores que se benefician de una representación basada en 
estados son: HSP [Bonet y Geffner 2001c], FF [Hoffman y Nebel 2001], Graphplan 
[Blum y Furst 1997] y SATPLAN [Kautz y Selman 1992]. 
 
A.1.2 Planificación de orden parcial POCL 
 
Los planificadores de orden parcial POCL (Partial Order Causal Link) formulan el 
problema de planificación no como una búsqueda a través de espacios de estado 
sino como una búsqueda en un espacio de planes parcialmente especificados. En 
este, los nodos de búsqueda no son espacios de estados sino planes y los arcos 
no son  transiciones de estados sino refinamientos del plan. Es así como el 
planificador navega a través de este espacio de planes, seleccionando en cada 
caso el mejor plan (según un conjunto de criterios) a expandir. El proceso finaliza 
cuando se encuentra un plan en el que todos los subobjetivos han sido resueltos y 
no existen conflictos entre las acciones del mismo. Formalmente, cada nodo de la 
búsqueda es un plan que se define como una tupla (A, O, L), donde [Weld 1994]: 
 
• A es el conjunto de acciones del plan (a0, a1, … , an). Cada acción se 
corresponde con un operador, excepto para la acción inicial y final. La 
acción inicial (a0) no tiene precondiciones y sus efectos coinciden con el 
estado inicial del problema. La acción final an tiene como precondiciones los 
objetivos del problema, y carece de efectos. 
 215 
 
• O es un conjunto de restricciones de orden sobre las acciones del plan, de 
la forma ai aj. La acción inicial está siempre ordenada antes que el resto 
de acciones (a0 ai, ∀ai ∈ A – {a0}), mientras que la acción final siempre se 
ordena detrás (ai an; ∀ai ∈ A – {an}). 
• L es un conjunto de enlaces causales. Un enlace causal (ai aj) determina 
que la acción ai resuelve la precondición l de la acción aj. Los enlaces 
causales se utilizan para recordar el propósito de cada acción en el plan. 
 
El proceso de planificación comienza con un primer plan que contiene únicamente 
las acciones inicial y final. En cada iteración se escoge una acción aj que tenga 
precondiciones no resueltas. Una de dichas precondiciones (l ∈ Pre(aj)) se escoge 
como el siguiente subobjetivo a resolver. Para conseguir dicho subobjetivo es 
necesario incluir una nueva acción ai (o una acción ya existente en el plan) que 
produzca l (l ∈ Add(ai)). De esta forma aparece un enlace causal entre ambas 
acciones: ai aj. Si debido a este proceso de planificación aparece una acción 
ak, ordenada entre las acciones ai y aj (ai ak aj), y dicha acción elimina l (l ∈ 
Del(ak)), aparece una amenaza [Peot y Smith 1993]. Esta amenaza puede ser 
resuelta añadiendo una restricción de orden: 
 
• Por promoción: ordenamos la acción conflictiva detrás de la segunda acción 
del enlace causal (aj ak). 
• Por democión: ordenamos la acción conflictiva antes de la primera acción 
del enlace causal (ak ai). 
 
No es posible, sin embargo, realizar una promoción o democión si ello supone la 
violación de los órdenes ya existentes. Cuando esto ocurre, el plan en cuestión es 
descartado. 
 
Algunos de los planificadores más sobresalientes que implementan esta técnica 
son: NOAH [Sacerdoti, 1974], NONLIN [Tate 1977], TWEAK [Chapman 1987], 
SNLP [McAllester y Rosenblitt 1991], UCPOP [Penberthy y Weld 1992], RePOP 
[Nguyen y Kambhampati 2001] y el VHPOP [Younes y Simmons 2003]. Por último, 
las técnicas POCL se han adaptado para permitir el manejo de información 
temporal y recursos. En esta dirección se destacan los planificadores ZENO 
[Penberthy y Weld 1994], IxTeT [Ghallab y Laruelle 1994] y CPT [Vidal y Geffner 
2006]. 
 
A.1.3 Planificación basada en grafos 
 
El modelo de planificación basado grafos introducido en el planificador Graphplan  
[Blum y Furst 1997], el principal exponente de este enfoque, formaliza la 
construcción, anotación y análisis de una estructura compacta llamada grafo de 
planificación. El proceso de planificación de Graphplan alterna dos fases bien 
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diferenciadas: 
• Fase de expansión: extiende un grafo de planificación en el tiempo hasta 
lograr las condiciones necesarias (no suficientes) para que el plan exista. 
• Extracción de la solución: realiza una búsqueda regresiva sobre dicho 
grafo. Si no se encuentra la solución, se realiza otro proceso de expansión, 
y así sucesivamente. 
 
Un grafo de planificación consiste en un grafo dirigido conformado por dos tipos de 
nodos distribuidos en varios niveles. Los niveles proposicionales (niveles pares) 
que contienen nodos, los cuales guardan información sobre los hechos que se van 
alcanzando. Los niveles de acción (niveles impares) que contienen acciones, 
cuyas precondiciones están presentes en el nivel anterior. El nivel cero está 
conformado por los hechos que son ciertos en el estado inicial del plan. Las aristas 
representan las relaciones de precondición y efecto, tanto positivo (add) como 
negativo (del), entre proposiciones y acciones. 
 
En este grafo, todas las acciones están representadas en paralelo. Sin embargo, 
no necesariamente se pueden realizar todas ellas al mismo tiempo. Dos acciones 
o dos proposiciones que no pueden ocurrir al mismo tiempo se dice que son 
mutuamente excluyentes (mutex). Para identificar las acciones y proposiciones 
mutuamente excluyentes, existe un conjunto de reglas las cuales se detallan en 
[Blum y Furst 1997]. 
 
Graphplan extiende el grafo hasta llegar a un nivel proposicional (t) en el que se 
encuentran todos los objetivos, y ninguno de ellos es mutex con otro objetivo. Esta 
es la condición necesaria para que exista un plan, y a partir de la cual Graphplan 
pasa a la fase de extracción de solución. El proceso de extracción de una solución 
utiliza el grafo de planificación para guiar la búsqueda del plan. Para ello, se utiliza 
una estrategia de encadenamiento regresivo, nivel por nivel, para hacer el mejor 
uso posible de las restricciones de exclusión mutua. 
 
El éxito de Graphplan propició la aparición de nuevos sistemas basados en este 
enfoque. Entre los planificadores que se distinguen en la literatura que 
implementan este enfoque están: STAN [Long y Fox 1999], IPP [Koehler et al. 
1997], SGP [Weld et al. 1998], TGP [Smith y Weld 1999], TPSys [Garrido y 
Onaindía 2003] y  CSP-TGP [Jie, Sun y Wang 2006]. 
 
A.1.4 Planificación Heurística 
Una forma de enfrentar la inmensidad del espacio de búsqueda en un planificador 
es emplear funciones heurísticas las cuales estiman la utilidad de las acciones 
alternativas de las cuales un planificador puede seleccionar, así guiará al 
planificador para seleccionar los caminos de búsqueda más fructíferos e ignorará 
las ramificaciones que lleven a caminos cerrados y soluciones de baja calidad. 
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Tradicionalmente, las funciones heurísticas empleadas eran dependientes del 
dominio [Penberthy y Weld 1992]. Sin embargo, con la aparición de la planificación 
basada en grafos, han surgido diversas heurísticas independientes del dominio, 
suficientemente informadas para guiar el proceso de planificación de forma 
eficiente. El principio general para generar funciones heurísticas es formular una 
versión simplificada (o relajada) del problema. Resolver el problema relajado es, 
en general, más sencillo que la resolución del problema original. La solución del 
problema relajado se emplea como heurística para estimar la distancia hasta el 
objetivo. Entre las relajaciones más frecuentes dentro de la planificación heurística 
se destacan:  
• Ignorar los efectos negativos de las acciones. Mediante esta técnica se 
define un problema de planificación relajado en el que se ignoran los 
efectos negativos (efectos delete) de las acciones. El valor de la heurística 
para un estado se obtiene estimando el costo de llegar desde dicho estado 
hasta una solución en el problema de planificación relajado. Esta idea fue 
originalmente propuesta en [McDermott 1996] y [Bonet et al. 1997], y 
actualmente es una de las técnicas más extendidas dentro de la 
planificación heurística. Entre los planificadores que siguen este enfoque 
están: Unpop [McDermott 1999], las diversas versiones de HSP [Bonet y 
Geffner 2001c], GRT [Refanidis y Vlahavas 1999], MIPS [Edelkamp y 
Helmert 2001], STAN4 [Fox y Derek 2001], RePOP [Nguyen y 
Kambhampati 2001], Sapa [Do y Kambhampati 2001b] y FF [Hoffmann 
2000]. 
• Aproximar conjuntos de hechos mediante subconjuntos. Esta relajación 
asume que el costo de alcanzar un conjunto de literales se puede estimar 
calculando el costo de alcanzar solo un subconjunto de tamaño m. Este 
subconjunto de literales debe ser, sin embargo, el subconjunto más costoso 
de alcanzar de todos los posibles. Estas heurísticas se representan como 
hm, donde m indica el tamaño de los subconjuntos a considerar [Haslum y 
Geffner 2000]. 
• Ignorar determinados hechos. Esta técnica elimina determinados hechos 
del problema (de la situación inicial, de los objetivos y de las acciones). De 
esta forma, el espacio de estados resultante es más manejable. Esta idea 
está fuertemente relacionada con la búsqueda mediante bases de datos de 
patrones (pattern databases [Culberson y Schaeffer 1998]).Las bases de 
datos de patrones (PDB) permiten generar heurísticas definidas mediante 
distancias entre abstracciones de estados [Hernádvögyi y Holte 2000]. La 
construcción de una base de datos de patrones se realiza en una etapa de 
preproceso. De esta forma, si la base de datos se almacena en una 
estructura optimizada (como una tabla hash), es posible calcular las 
heurísticas durante el proceso de planificación en tiempo lineal [Edelkamp 
2001]. 
  
Las heurísticas obtenidas mediante la relajación del problema original se utilizan 
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para evaluar los nodos del proceso de búsqueda de la solución, generalmente en 
funciones del tipo f(n) = g(n) + h(n), donde g(n) representa el costo de alcanzar el 
nodo n y h(n) es una estimación de la distancia de dicho nodo hasta los objetivos. 
Esta función de evaluación se emplea en estrategias tradicionales de búsqueda, 
como la expansión primero el mejor (best first search, BFS [Pearl 1984]), caso del 
planificador HSP2, o en estrategias más novedosas basadas en búsqueda local, 
como la estrategia hill-climbing del planificador FF [Hoffmann 2000]. 
 
A.1.5 Planificación como satisfactibilidad 
La idea de este enfoque es transformar el problema de planificación en otro tipo de 
problema resoluble, con otras técnicas dentro del campo de la IA [Long et al. 
2002]. Las principales técnicas de transformación son:  
 
• Aproximación SAT: el problema de planificación se traduce a un problema 
de satisfactibilidad, y se resuelve mediante algoritmos SAT. Bajo este 
enfoque, los planificadores SAT transforman un problema de planificación 
en una formula lógica. El primer paso en esta transformación consiste en 
codificar el problema (estado inicial, objetivos, restricciones del dominio y 
acciones) como un conjunto de axiomas o predicados. Cada uno de estos 
predicados se indexa mediante un número entero que representa un 
instante de tiempo donde los predicados que forman los estados se indexan 
con el instante en el que se satisfacen y los predicados que representan 
acciones se indexan con el instante en el que la acción comienza. Las 
acciones tienen un instante de tiempo de duración, aunque varias acciones 
pueden realizarse al mismo tiempo. La indexación en instantes de tiempo 
hace necesario conocer la longitud del plan. Puesto que el número de 
acciones que formarían el plan no es conocido inicialmente, se realiza una 
estimación. La longitud estimada se va incrementando progresivamente 
hasta que se encuentra una solución. Una solución es cualquier asignación 
de valores de verdad a las variables de la formula que representa el 
problema, de forma que esta se satisfaga. La traducción de una solución a 
un plan del tipo STRIPS es un proceso muy sencillo. Los métodos para 
resolver problemas SAT se pueden clasificar en los que realizan una 
búsqueda sistemática (como DPLL Davis Putnam Logemann Loveland 
[Davis et al. 1962]), satz [Li y Anbulagan 1997] y relsat [Bayardo y Schrag 
1997]) y los basados en búsqueda local (como GSAT y Walksat [Selman et 
al. 1994]).  Algunos planificadores dentro de esta aproximación son: Satplan 
[Kautz y Selman 1998], Blackbox [Kautz y Selman 1999] (quien combina el 
Satplan con ideas del Graphplan) y LPSAT [Wolfman y Weld 1999]. 
• Aproximación CSP: el problema de planificación se transforma en un 
problema de satisfacción de restricciones, y se resuelve mediante un 
resolutor CSP. Un CSP, o problema de satisfacción de restricciones [Bartak 
1999], consiste en un conjunto de variables, un conjunto de valores para 
cada variable (dominios de las variables), y un conjunto finito de 
restricciones que limitan los valores que las variables pueden tomar 
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simultáneamente. Una solución a un CSP es una asignación completa de 
valores a las variables que satisface todas las restricciones. Los modelos 
CSP posibilitan el modelado de variables numéricas, recursos y 
restricciones de precedencia. Sin embargo, al igual que ocurre con SAT, un 
CSP representa un problema estático, mientras que un problema de 
planificación es dinámico: el número de acciones necesarias no se conoce 
de antemano. Por ello, es necesario estimar la longitud del plan, e 
incrementarla si no se encuentra la solución. Los principales planificadores 
que se distinguen en la literatura que implementan esta aproximación son: 
CPlan [Beek y Chen 1999], GP-CSP [Do y Kambhampati 2001a], CSP-
PLAN [López y Bacchus 2003]. 
• Model-checking: el problema de planificación se convierte en una formula 
lógica para la cual se busca un modelo. En un problema de model-checking 
[Clarke et al. 2000], los dominios de planificación se formalizan mediante 
modelos semánticos, en los que las propiedades de dichos dominios se 
representan mediante formulas temporales. Los modelos semánticos 
definen los posibles estados del problema, las posibles acciones y las 
transiciones entre estados causadas por la ejecución de las acciones. El 
proceso de planificación mediante esta técnica consiste en verificar si 
dichas formulas se satisfacen en el modelo semántico. Esta comprobación 
se realiza mediante la exploración del espacio de estados del modelo 
[Giunchiglia y Traverso 1999]. La planificación mediante model-checking 
permite resolver eficientemente problemas de gran tamaño, incluso en 
problemas con un carácter más práctico (dominios no deterministas, 
reactivos, etc.). La gran mayoría de planificadores en esta aproximación 
emplean árboles de decisión binarios (BDDs [Bryant 1985]) para 
representar los modelos. Algunos planificadores que implementan esta 
aproximación son: BDDPlan [HÄolldobler y StÄorr 2000], PropPlan 
[Fourman 2000] y MIPS [Edelkamp y Helmert 2001] [Edelkamp 2003] y en 
MBP planner [Bertoli et al. 2001b]. 
 
A.1.6 Planificación como programación lógica 
Esta aproximación propone una forma de codificar las leyes de la acción de un 
dominio de la planificación como una representación lógica que puede ser objeto 
de métodos de razonamiento formal. 
 
Un programa lógico está compuesto de un conjunto de cláusulas del Horn de la 
forma S←B1,….,Bn. Cada cláusula de Horn puede ser también interpretada como 
una disyunción de literales con al menos un literal positivo, es decir, Aν ⌐B1ν …. ν 
⌐B1. La negación en los programas lógicos es generalmente expresada como la 
negación como fallo, la cual los hacen no-monotónicos. 
 
La relación entre la Programación Lógica (LP) y la planificación, al igual que la 
codificación de los problemas de planificación como programas lógicos ha sido 
ampliamente estudiada en la literatura,  para ello ver [Gelfond y Lifschitz 1993] 
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[Turner 1997], [Lifschitz 1999]. 
 
Si bien la aplicación directa del razonamiento deductivo, como el SLD del 
PROLOG parece evidente que, muchos de los avances de la planificación como el 
enfoque LP se han logrado utilizando métodos alternativos, inspirados por 
[Subrahmanian y Zaniolo 1995]. Subrahmanian y Zaniolo, muestran que los 
problemas de planificación se pueden convertir en programas lógicos en un tiempo 
lineal de tal manera que un objetivo dado G es alcanzable en el ámbito de la 
planificación si y sólo si un objetivo relacionado G * es cierto en algún modelo 
estable del programa lógico obtenido por la transformación y la meta G * se puede 
también obtener en un tiempo lineal [Subrahmanian y Zaniolo 1995]. Estos 
modelos estables pueden ser generados de manera eficiente mediante el cómputo 
de los conjuntos de respuestas del programa lógico, tal como se implementa en 
herramientas como SMODELS [Niemelae y Simons 1997]. En [Dimopoulos et al. 
1997] se presentan pruebas empíricas de este enfoque, y sugieren que, dada una 
correcta codificación de los programas lógicos, el desempeño puede compararse 
con el desempeño de los algoritmos de planificación de propósito general tales 
como GRAPHPLAN o SATPLAN.  
 
Otras aplicaciones de programación lógica han sido la implementación del Golog y 
su regresión mediante el cálculo de situaciones [Reiter 2001]. También vale  
mencionar el trabajo de [Shanahan 2000], en el que se presenta una 
programación lógica para la codificación del cálculo de eventos. 
 
A.1.7 Redes de tareas jerárquicas 
La Planificación La planificación jerárquica (HTN) fue introducido inicialmente por 
el planificador ABSTRIPS [Sacerdoti 1974] en el cual se utiliza un conjunto 
ordenado de abstracciones para controlar la búsqueda. En la literatura se pueden 
encontrar dos mecanismos de abstracción fundamentales: la abstracción basada 
en acciones y la basada en estados. El primer mecanismo combina grupos de 
acciones para formar tareas más complejas, también denominadas macro-
operadores. El segundo explota varias representaciones del problema a distintos 
niveles de detalle.  
 
Como otras aproximaciones de planificación, la planificación HTN asume un 
conjunto de operadores que alcanzan ciertos efectos definidos cuando sus 
precondiciones se cumplen antes de su ejecución. Sin embargo, adicionalmente a 
las operaciones (las cuales son llamadas tareas primitivas en la planificación 
HTN), la planificación HTN también soporta un conjunto de métodos, donde cada 
uno es una prescripción de cómo descomponer alguna tarea en un conjunto de 
subtareas. Tales descripciones de los métodos representan el conocimiento del 
dominio común, o si se ve desde la perspectiva del planificador, representan 
fragmentos del plan. 
 
Según la definición de [Erol et al. 1994], existen tres tipos de objetivos en la 
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planificación HTN: (i) Tareas objetivo, las cuales son propiedades deseadas del 
estado final, tal como en otras aproximaciones de planificación, (ii) las ya 
mencionadas tareas primitivas, y (iii) las tareas compuestas, que denotan los 
cambios deseados que involucran varias tareas objetivos y tareas primitivas. 
 
Una variación de la planificación HTN es la planificación por descomposición 
ordenada de tareas, donde el planificador estructura las tareas en el mismo orden 
en el cual ellas serán ejecutadas, lo cual reduce en gran medida la complejidad del 
problema. Los planificadores basados en este principio, tal como el SHOP (Simple 
Hierarchical Ordered Planner) [Nau et al. 1999], aceptan objetivos como listas de 
tareas, donde las tareas compuestas pueden consistir de tareas compuestas o 
tareas primitivas, o sea las tareas objetivo no son soportadas. Aquí, el sistema de 
descomposición ordenada de tareas no planea para alcanzar un objetivo 
(declarativo) definido, sino a cambio lleva a cabo una tarea (compleja o primitiva) 
dada.  
 
Tal como un sistema de planificación basado en HTN, el SHOP descompone la 
tarea deseada en un conjunto de sub-tareas y estas subtareas en otro conjunto de 
subtareas (y así sucesivamente), hasta que el conjunto resultante de tareas 
consista solamente de tareas primitivas, las cuales puedan ser ejecutadas 
directamente por la invocación de operaciones atómicas. Durante cada etapa de 
descomposición de tareas, hay una evaluación sobre si ciertas condiciones dadas 
han sido violadas. El problema de planificación es solucionado exitosamente si la 
tarea compleja deseada es descompuesta en un conjunto de tareas primitivas sin 
violar cualquiera de las condiciones dadas. 
 
La flexibilidad y eficiencia de esta aproximación, han dado lugar a numerosos 
sistemas de planificación adicionales al SHOP, tales  como: O-Plan [Currie y Tate 
1991], UCMP [Erol et al. 1994], SIPE [Wilkins 1999], HyHTN [McCluskey et al. 
2003] y. SIADEX [Castillo et al. 2006]. 
 
A.1.8 Ejecución de un programa de alto nivel 
En los enfoques de planificación clásicos, un plan es construido, dando una 
descripción del dominio y un objetivo de planificación, donde los planificadores 
tienen que buscar un espacio de posibilidades para identificar una solución 
apropiada al problema de planificación. Un aproximación alternativa al anterior 
enfoque es la ejecución de un programa de alto nivel, donde en vez de buscar una 
secuencia de acciones que satisfagan algún objetivo dado, la tarea es identificar 
una secuencia de acciones que constituyan una ejecución legal de un programa 
de alto nivel. Al igual que en la planificación, es necesario razonar sobre las 
precondiciones y efectos de los operadores de un dominio para buscar cuales 
acciones pueden ser aplicadas en detalle. Si el programa de alto nivel es 
formulado en detalle y es formulado determinísticamente, entonces no habría  
mucho que razonar y una tarea de planificación sobraría. En caso contrario, 
cuando el programa no es formulado en detalle y si este hace uso de  estructuras 
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de control no determinísticas, la tarea de búsqueda se puede asimilar a un 
problema de planificación tradicional [Giacomo et al. 2000]. 
 
Un ejemplo de este enfoque es la solución de problema mediante la ejecución de 
un programa de alto nivel empleando el lenguaje Golog [Levesque et al. 1997]. 
Este es un lenguaje de programación de alto nivel, y esta especialmente diseñado 
para la especificación y ejecución de acciones complejas en dominios dinámicos. 
Este se basa en la lógica, lo que significa que un programa de Golog es 
susceptible a procedimientos de verificación formal y los problemas de 
planificación basados en Golog  se pueden llevar a cabo mediante el uso de 
herramientas lógicas tales como los demostradores de teoremas. 
 
Golog se basa en el cálculo de situaciones [McCarthym 1963] y desde entonces 
se utiliza a menudo como un medio para proporcionar una descripción formal de 
los sistemas dinámicos. Mientras las versiones iniciales del cálculo de situaciones 
identifican las situaciones con los estados, es decir, una descripción del mundo en 
un instante de tiempo [McCarthy y Hayes 1969], una versión formal más reciente 
del cálculo de la situaciones [Levesque et al. 1998, Pirri y Reiter, 1999] identifica 
situaciones con historias del mundo. Todos los cambios en el mundo son resultado 
de las acciones. Una situación es una posible historia del mundo, lo que resulta de 
una secuencia de acciones, y se expresa con un término de primer orden. La 
constante S0 denota la situación inicial, es decir, la secuencia vacía de acciones. 
La función Do(α, s) denota la situación que resulta de la ejecución de la acción α 
en la situación s. Las acciones se escriben como las funciones y puede ser 
parametrizadas. 
 
Golog ha sido construido sobre el cálculo de situaciones y proporciona un conjunto 
de estructuras extra-lógicas que sirven como abreviaciones para las expresiones 
lógicas en el lenguaje del cálculo de situaciones. La abreviatura Do(δ, s, s'), se 
macro-expande en una fórmula del cálculo de situaciones que dice que es posible 
alcanzar la situación s` desde la situación s al ejecutar una secuencia de acciones 
que se especifican por δ, que es una expresión de una acción compleja. Golog 
proporciona las siguientes estructuras macro- extensibles del lenguaje: acción 
primitiva, acción de evaluación, secuencia, elección no determinista de dos 
acciones, elección no determinista de los argumentos de la acción y la iteración no 
determinista (bucle while). Golog también permite la definición de procedimientos  
(posiblemente recursivos) [Reiter 2001]. 
 
Dada una axiomatización (Axioms) del dominio basado en el cálculo de 
situaciones, una situación inicial S0 y un programa Golog δ, la tarea de 
planificación (es decir, la ejecución del programa) se puede expresar como la 
tarea de probar el siguiente teorema [Reiter, 2001]:  
 
Axioms ⊢ (∃s) Do(δ, S0, s) 
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En otras palabras, el planificador tiene que identificar una situación s para la cual 
la macro expansión sea demostrable a partir de los axiomas. La instancia de s se 
obtiene como un efecto secundario de la prueba, y de esta instancia una 
secuencia de acciones   puede ser extraída tal que axioms ╞ Do (δ, S0, do ( , s)) 
se cumple, en donde   abrevia a do(an, do (An-1, ..., do(a1, S0))). Una 
implementación de Golog basada en un intérprete de Prolog se presenta en 
[Levesque et al. 1997]. 
 
Una variante del Golog capaz de tratar con la concurrencia es ConGolog 
(Concurrent Golog) [Giacomo et al. 2000]. Este permite procesos concurrentes, ya 
que la concurrencia es establecida al intercalar las acciones atómicas en los 
procesos compuestos. Este también soporta acciones exógenas, es decir, 
acciones que pueden ocurrir en paralelo al programa pero no están bajo el control 
del intérprete. Un intérprete basado en Prolog para ConGolog se presenta en 
[Giacomo et al. 2000]. 
 
A.2 Paradigmas de la Planificación en Entornos Reales  
 
Los conceptos y aproximaciones presentadas en los numerales anteriores 
corresponden a lo que comúnmente se denomina planificación clásica. Estas 
aproximaciones en general presentan una serie de simplificaciones, las cuales en 
la mayoría de los casos no se cumplen en situaciones reales [Pollack y Horty 
1999]. Estas simplificaciones comúnmente se realizan sobre los cuatro elementos 
clave de un sistema de planificación: el entorno, las acciones, las percepciones y 
los objetivos. A continuación se detallan las principales simplificaciones: 
• Simplificaciones sobre el entorno. Bajo esta simplificación se supone que el 
planificador tiene un conocimiento exacto y completo sobre el estado del 
mundo. Esta cualidad se denomina omnisciencia, y equivale a calificar al 
mundo como completamente observable. La realidad en muchos de los 
entornos reales, es que el mundo sea parcialmente observable. En estos 
casos, el planificador desconoce determinada información sobre el mundo, 
generalmente aquella que queda fuera del alcance de los sensores de los 
que dispone. La principal consecuencia de la observabilidad parcial del 
entono es que deja de ser válida la simplificación del mundo cerrado (los 
hechos que no se encuentran en el modelo que el planificador tiene sobre 
el mundo son falsos), uno de los principales supuestos de los planificadores 
clásicos [Golden et al. 1994]. Una segunda simplificación importante es 
considerar el mundo como estático. Bajo esta simplificación se considera 
que los únicos cambios que se producen en el entorno se deben a las 
acciones ejecutadas por el agente de planificación [Veloso et al. 1998]. En 
entornos reales, por el contrario, existe una gran variedad de agentes 
externos (personas, fenómenos meteorológicos, etc.) que pueden actuar 
sobre el entorno [Nareyek y Sandholm 2003]. Estos cambios en el estado 
del mundo, que generalmente se producen sin conocimiento del 
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planificador, hacen necesario la inclusión de mecanismos de monitorización 
de la ejecución los cuales se explicarán más adelante.  
• Simplificaciones sobre las acciones. La planificación clásica hace dos 
importantes simplificaciones sobre las acciones. La primera de ellas es 
suponer que las acciones son deterministas, es decir, que el efecto que 
produce una acción es siempre conocido y predecible. De esta forma, la 
función de transición entre estados es determinista y sólo depende del 
estado anterior y de la acción ejecutada. Es más realista, sin embargo, 
considerar que existe cierta incertidumbre sobre el efecto que produce una 
acción: como ocurre con frecuencia en la realidad, las acciones no siempre 
tienen éxito. En estos casos, el resultado de ejecutar una acción no 
determinista sobre un estado no conduce siempre al mismo estado. Una 
posición intermedia es considerar que la probabilidad de alcanzar un 
determinado estado al ejecutar una acción es conocida. Estas acciones se 
denominan probabilísticas o estocásticas, y se especifican asociando una 
determinada probabilidad a cada uno de sus posibles efectos. Es evidente 
que, las acciones no deterministas y/o probabilísticas requieren la 
monitorización de la ejecución para determinar el efecto que han tenido en 
la realidad [Blythe 1994].  
• Simplificaciones sobre la percepción. La percepción del entorno es un 
aspecto ignorado en la planificación clásica puesto que se asume que toda 
la información necesaria se conoce de antemano. Tanto en entornos 
dinámicos como con la observabilidad parcial de dicho entorno, la 
percepción puede ser a menudo la única forma de alcanzar los objetivos. 
Los mecanismos de los que dispone un agente de planificación para 
adquirir información sensorial son la monitorización y las acciones de 
sensado. 
•  Simplificaciones sobre los objetivos. Los problemas clásicos de 
planificación se definen, entre otras cosas, por un conjunto de objetivos que 
es necesario alcanzar. No se contempla una distinción entre los objetivos 
de información y objetivos a alcanzar que cambian el mundo. Muchos 
problemas requieren esta distinción ya que los objetivos de información 
deben ser logrados exclusivamente por las acciones de sensado. Como 
ejemplo,  el objetivo de encontrar el color actual de un carro debería ser 
logrado por operaciones que no afecten activamente su color, por lo que no 
se desea que el agente utilice una operación que asigne al color un nuevo 
valor y a continuación, reporte el nuevo color asignado [Golden 1997 de 
peer]. En vez de esto, el valor debe ser obtenido por medio de una 
operación de sensado. Una segunda simplificación es asumir que los 
objetivos son estáticos, es decir, que se mantienen invariables durante todo 
el proceso de planificación y ejecución. Aunque en bastantes ocasiones es 
así, en muchos problemas reales los objetivos van cambiando con el 
tiempo: los objetivos que ya se han conseguido se eliminan, al tiempo que 
se le encargan nuevas tareas al planificador [Haigh y Veloso 1996]. Una 
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última simplificación está relacionada con los tiempos de respuesta del 
planificador. En general como se dijo al principio de este tipo de 
simplificación, los problemas clásicos de planificación se definen, 
básicamente por un conjunto de objetivos que es necesario alcanzar. Sin 
embargo en muchos sistemas en el mundo real se hace necesario requerir 
que las acciones se lleven a cabo dentro de un plazo de tiempo limitado. En 
estos sistemas que reciben el nombre de sistemas en tiempo real, el tiempo 
que se tardan en obtener la respuesta es tan importante ó más que la 
respuesta misma. 
 
Los avances que actualmente se producen en el campo de la planificación IA 
tratan de resolver los problemas que surgen al tener en cuenta las anteriores 
simplificaciones. A continuación se hará un repaso por los conceptos y técnicas 
más importantes dentro de esta nueva tendencia. 
 
A.2.1 Planificación conforme (conformant planning) 
Esta técnica permite generar planes en entornos parcialmente observables, donde 
las condiciones iniciales no son totalmente conocidas. Los planificadores que 
implementan esta técnica generan secuencias de acciones en situaciones con 
incertidumbre en el estado inicial y en los efectos de las acciones, y sin la 
posibilidad de monitorear la ejecución del plan. Los planes generados deberán 
tener éxito independientemente del estado en el que se encuentre el mundo 
inicialmente (dentro de un conjunto de estados posibles). Esta técnica es, por lo 
tanto, muy apropiada en entornos en los que el sensado es imposible o tiene un 
costo muy alto.  
 
En general la tarea de planificación conforme se modela como un sistema de 
transición de estado de creencias determinista Σ= (B; A; C) donde: 
 
• B es el conjunto de estados de creencia. Bajo este enfoque no se manejan 
estados específicos sino estados de creencias. Un estado de creencia es el 
conjunto de todos los estados en los que podría estar el sistema en un 
instante dado. 
• A es el conjunto de acciones. Cada acción a∈A es una función que mapea 
un estado de creencia b∈B en otro estado de creencia b∈B.  El conjunto 
de acciones A(b)⊆A que se pueden aplicar con seguridad en un estado de 
creencia b∈B son las acciones a∈A que se pueden aplicar en cualquier 
estado s que es posible de acuerdo con b: b: A(b) = {a | Pre(a) ⊆  s; 
∀ s∈b}.  El estado de creencia b∈B  resultante de aplicar la acción a en el 
estado de creencia b∈B  es descrito como: b’= {s’ | s’∈ result(a; s); ∀ s ∈  
b}. 
• C(a) representa el costo de aplicar la acción a∈A. 
 
Basado en lo anterior, un problema de planificación conforme es definido como la 
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tupla P=( Σ, b0, G) donde b0∈B es el estado de creencia inicial, es decir, el 
posible conjunto de estados iniciales; y G⊆B es el conjunto de estados de 
creencia que contiene solo los estados objetivos. Buscar una solución a un 
problema de planificación conforme P consiste en obtener una secuencia de 
acciones (a1, a2, ….., an) correspondiente a una secuencia de transiciones de 
estados de creencias (bo, b1, …., bn) tal que bi resulta de ejecutar la acción ai en el 
estado de creencia bi-1 y bn es un estado de creencia que contiene solo estados 
objetivos. La solución óptima a un problema de planificación conforme es un plan 
que minimice la expresión ∑=ni iac0 )( . 
 
Algunos de los planificadores que implementan esta técnica son: CONFORMANT-
GRAPHPLAN (CGP) [Smith y Weld 1999], Conformant Model Based Planner 
(CMBP) [Cimatti y Roveri 2000], CONFORMANT-FF [Brafman y Hoffmann 2004], 
el planificador T0 [Palacios y Geffner 2006] y el APPROXIMATION-BASED 
CONFORMANT PLANNER (CPA) [Tran et al. 2008]. 
 
A.2.2 Planificación contingente 
Esta técnica soluciona un problema de planificación en un ambiente donde el 
estado actual es indeterminado, pero es posible observar algunos aspectos de 
este durante la ejecución del plan. Es así como mediante esta técnica se generan 
planes en los que algunas ramas se ejecutan condicionalmente, dependiendo de 
la información adquirida durante la ejecución. Los planificadores que implementan 
esta técnica  emplean, por lo tanto, acciones de sensado para descubrir los 
efectos inesperados de las acciones, así como la información necesaria que 
inicialmente desconocen. La planificación contingente es también referenciada en 
la literatura como planificación condicional.  
 
El modelo conceptual básico en el que se fundamenta la planificación contingente 
establece que parte del estado inicial del entorno es desconocido, Como resultado 
de esto esta aproximación no razona sobre los estados sino sobre estados de 
creencias. Además, los resultados de las observaciones no se pueden predecir 
por lo tanto, la planificación contingente se modela como un sistema de transición 
de estados de creencias no determinista donde Σ=(B, A, C, O)  donde: 
• B es el conjunto de estados de creencia. Un estado de creencia es el 
conjunto de todos los estados en los que podría estar el sistema en un 
instante dado. 
• A es el conjunto de acciones. Cada acción a∈A es una función que mapea 
un estado de creencia b∈B en un conjunto de estados de creencia.  El 
conjunto de acciones A(b)⊆A que se pueden aplicar con seguridad en un 
estado de creencia b∈B son las acciones a∈A que se pueden aplicar en 
cualquier estado s que es posible de acuerdo con b: A(b) = {a | Pre(a) ⊆  s; 
∀ s∈b}.  
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• C(a) representa el costo de aplicar la acción a∈A. 
• O=(a, b) es la función que modela un sensor libre de ruidos. Esta función 
retorna los posibles estados observados después de aplicar la acción a en 
el estado de creencia b: O(a, b) = {o(a, s) |∀ s∈b}. Donde o(a, s) es el 
estado observado después de aplicar la acción a en el estado s. Después 
de la ejecución de una acción a∈A, una observación o es llevada a cabo 
para excluir del estado de creencia resultante bo los estados inconsistentes 
con o. Así, el estado de creencia resultante bo∈B esta dado por: bo = {s’ S 
bo = {s’∈S |s’=o(a, s), s∈b}. 
 
Bajo el anterior modelo conceptual, un problema de planificación contingente se 
define como la tupla P=( Σ, b0, G) donde b0∈B es el estado de creencia inicial, es 
decir, el posible conjunto de estados iniciales; y G⊆B es el conjunto de estados de 
creencia que contiene solo los estados objetivos. La solución a un problema de 
planificación contingente P es un plan condicional normalmente expresado como 
una política de una acción de de estado de creencia  π (bi-1)=ai la cual contiene 
solo estados objetivos. La solución óptima a un problema de planificación 
contingente es la política  π *(bi-1)=ai  que minimiza la suma de los costos para 
alcanzar un estado de creencia bn∈G  de todos los posibles estados accesibles. 
Así mismo, una solución a un problema de planificación contingente también 
puede ser expresada como un árbol de decisión donde los nodos internos del 
árbol corresponden a las observaciones del estado actual del entorno que no está 
disponible en el tiempo de la construcción del plan (tiempo de planificación). 
 
Algunos de los planificadores que implementan esta técnica son: Conditional Non-
Linear Planner CNLP [Peot y Smith 1992],  CASSANDRA [Pryor y Collins 1996], 
Sensory GraphPlan SGP [Weld et al. 1998], CONTINGENT-FF [Hoffmann y 
Brafman 2005], MBP [Bertoli et al. 2006]. 
 
A.2.3 Planificación probabilística 
La planificación probabilística establece distribuciones de probabilidad para 
modelar la incertidumbre. Esta técnica busca un plan que alcance un conjunto de 
objetivos en un ambiente estocástico. Esta técnica no observa el entorno 
explícitamente, pues asume que conoce la probabilidad de que una acción tenga 
un determinado resultado. En los ambientes estocásticos, en general, no hay un 
plan que garantice el alcance de los objetivos. Así, los planificadores 
probabilísticos deben razonar sobre la probabilidad de los resultados de las 
acciones para obtener planes que (1) maximicen la probabilidad de alcanzar los 
objetivos y (2) equilibren el riesgo de alcanzar estados indeseables.  
 
El modelo básico de la planificación probabilística se basa en un sistema de 
transición de estados en un entorno totalmente observable estocástico con 
distribuciones de probabilidad asociada a cada transición de estado. Este modelo 
se conoce como MDP y se denota por Σ=(B, A, P, C, R) donde: 
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• S es el conjunto finito de estados 
• A es el conjunto finito acciones con efectos estocásticos. 
• Pa(si|s), es la probabilidad de que la acción a∈A ejecutada en el estado s ∈S, lleve al estado si S. Así, para cada s ∈S, si existe un a∈A y si y 
si∈S. tal que Pa(si|s)≠ 0, es verdad que Σ Pa(si|s)=1.   
• C(s, a) es el costo de aplicar la acción a∈A en el estado s ∈S. 
• R(si) es la recompensa obtenida cuando se llega al estado si S. 
 
Basándose en el anterior modelo conceptual, un problema de planificación 
probabilística se define como una tupla P= (Σ, s0, G) donde s0 ∈S es el estado 
inicial y G ⊆S es el conjunto de estados objetivos. El buscar una solución para un 
problema de planificación probabilístico P consiste en generar una secuencia de 
acciones (a1, a2,…, an) que corresponde a la secuencia de transiciones de estados 
(s0, s1,…., sn) tal que si es el resultado de la ejecución de la acción ai en el estado 
si-1 y sn∈G es un estado objetivo. Ai mismo, la calidad de la solución a un 
problema de planificación probabilístico depende de: (i) la probabilidad de alcanzar 
los objetivos ∏=ni ia sP0 1-i )s|( , (ii) el costo de la solución ),(0 ini i ass∑=  y (iii) la 
recompensa alcanzada )(
0∑=ni isr . Cuando el costo y las funciones de recompensa 
son expresados en las mismas unidades, la solución óptima a un problema de 
planificación probabilístico es una que maximice la expresión 
∏ ∑= = −−ni iiiia ascsrsP0 n 0i 11-i ),()(*)s|( . Para modelar este tipo de problemas se 
utiliza el PPDDL detallado en la sección 2.2.1. 
 
Algunos de los planificadores probabilísticos mas referenciados en la literatura 
son: MGPT [Bonet y Geffner, 2004], FOALP [Sanner y Boutilier 2006], FPG [Buffet 
y Aberdeen 2006], PARAGRAPH [Little y Thíebaux 2006], FF-REPLAN [Yoon et 
al. 2007], RFF [Teichteil-Konigsbuch et al. 2008], LPFF [Kalyanam y Givan 2008] y 
el  HMDPP [Keyder y Geffner 2008]. 
 
A.2.4 Planificación probabilística conforme 
Es una generalización de la planificación conforme (conformant). Este tipo 
consiste en generar planes que maximicen la probabilidad de alcanzar un conjunto 
de objetivos en un ambiente estocástico no observable. Algunos planificadores 
que implementan este enfoque  
 
Este tipo de planificación, se basa en un sistema de transición estocástico no 
observable con una distribución de probabilidad asociada a cada transición. Este 
modelo también se conoce como MDP no observable (NOMDP), el cual es 
definido como una tupla ∑= ),,,( CPAB , donde: 
• B es el conjunto de estados de creencia. En este caso, un estado de 
creencia b∈B es una distribución de probabilidad sobre los estados. La 
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probabilidad asignada por b para cada estado s ∈S se denota por b(s). 
• A es el conjunto de acciones con efectos estocásticos. Cada acción a∈A 
mapea un estado de creencia b∈B en un nuevo estado de creencia b(a). 
• Pa(s’|s), es la probabilidad de que la acción a A ejecutada en el estado 
s∈S, lleve al estado s’∈S. Así, la probabilidad de a de obtener s’ cuando 
se aplica en b∈B, puede ser calculada como la suma de la distribución de 
probabilidad determinada por b ponderado por la probabilidad de que la 
acción a  lleve desde s∈S a s’: ∑= s)b(s)|'()'( sPsb aa .  
• C(a) representa el costo de aplicar la acción a∈A. 
 
Basado en lo anterior, un problema de planificación probabilística conforme es 
definido como la tupla P=( Σ, b0, G) donde b0∈B es el estado de creencia inicial, 
es decir, el posible conjunto de estados iniciales; y G⊆B es el conjunto de estados 
de creencia que contiene solo los estados objetivos. Buscar una solución a un 
problema de planificación probabilística conforme P consiste en obtener la política 
que maximice la probabilidad Cni a Gb ii0 )(=  para todos los estados de creencia 
alcanzables. Para modelar este tipo de problemas se puede utilizar el PPDDL. 
 
Algunos planificadores que implementan este enfoque son: BURIDAN [Kushmerick 
et al. 1995], MAXPLAN [Majercik y Littman 1998], CPPlan [Hyafil y Bacchus 2003], 
Probapop [Onder et al. 2004], COMPLAN [Huang 2006]. 
 
A.2.5 Planificación probabilística contingente 
Este tipo de enfoque busca generar un plan contingente en ambientes 
parcialmente observables y estocásticos. 
 
El modelo conceptual en que se basa esta aproximación es un sistema de 
transición estocástico parcialmente observable con distribuciones de probabilidad 
asociado a cada transición  de estado. Este modelo se conoce también como el 
POMDP, el cual puede ser representado como una tupla ∑= ),,,,( COPAB , 
donde: 
• B es el conjunto de estados de creencia. En este caso, un estado de 
creencia b∈B es una distribución de probabilidad sobre los estados. La 
probabilidad asignada por b para cada estado s∈S es denotada por b(s). 
• A es el conjunto de acciones estocásticas. 
• Pa(s’|s), es la probabilidad de que la acción a∈A ejecutada en el estado s ∈S, lleve al estado s’∈S. Así, la probabilidad de a de obtener s’ cuando 
se aplica en b∈B, puede ser calculada como la suma de la distribución de 
probabilidad determinada por b ponderado por la probabilidad de que la 
acción a  lleve desde s ∈S,  a s’:  ∑∈= Ss aa sPsb s)b(s)|'()'( . 
• O es el conjunto de observaciones. Por cada o∈O, a∈A y s∈S hay una 
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probabilidad conocida Pa(o|s) que representa la probabilidad de 
observación o en el estado s después de ejecutar la acción a. Estas 
probabilidades están definidas para cada estado s∈S y la acción a∈A tal 
que, ∑ ∈ =Oo a soP .1)(  
• C(s,a) representa el costo de aplicar la acción a∈A en el estado s∈S. 
 
Con todas estas definiciones, la probabilidad de observar o∈O después de 
ejecutar a a∈A en el estado de creencia b esta dado por:  
∑ ∈= Ss aa sbsoPob )º.()()(  
 
Finalmente, la probabilidad de alcanzar el estado s después de ejecutar la acción 
a en el estado de creencia b, observando o esta dado por 
)(
)(
)()(
ob
sbsoPsb
a
a
a
o
a = . 
 
Basado en lo anterior, un problema de planificación probabilística contingente está 
definido como la tupla P=( Σ, b0, G) donde b0∈B es el estado de creencia inicial, 
es decir, el posible conjunto de estados iniciales; y G⊆B es el conjunto de estados 
de creencia que contiene solo los estados objetivos. Buscar una solución a un 
problema de planificación probabilística contingente P consiste en obtener la 
política que maximice la probabilidad Cni a Gb ii0 )(=  para todos los estados de 
creencia alcanzables. Para modelar este tipo de problemas se podría utilizar un 
lenguaje de planificación probabilística tal como el PPDDL extendiéndolo con 
acciones de sensado. 
 
Algunos planificadores que implementan este enfoque son: GPT [Bonet y Geffner 
2004], POND [Bryce 2006]. 
 
A.2.5 Planificación reactiva 
La planificación reactiva está relacionada con aquellos sistemas que tienen una 
función orientada a recomendar una acción a realizar dependiendo del estado 
actual. La existencia de una función para describir el comportamiento del sistema 
ante cualquier situación ayuda a simplificar el problema de trabajar en dominios 
dinámicos y/o impredecibles. Adicionalmente, esta función permite generar 
respuestas casi inmediatas en situaciones donde el tiempo disponible para actuar 
sobre el entorno es reducido. Esta función emplea en general dos mecanismos 
básicos para su implementación: el uso de una tabla ó el uso de un conjunto de 
reglas. 
 
Una de las primeras aproximaciones reactivas fue la planificación universal 
[Schoppers 1987]. En esta, un plan universal se define como una función arbitraria 
donde su dominio es el conjunto de posibles situaciones y su codominio es el 
conjunto de las acciones posibles. En esta aproximación, sus planes se suelen 
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representar como árboles de decisión binarios (BDDs), y pueden generarse 
automáticamente mediante planificadores clásicos. Su problema radica en el 
elevado número de posibles situaciones, lo cual hace que su uso sea 
impracticable incluso en problemas pequeños [Ginsberg 1989]. 
 
Existen diferentes propuestas para afrontar este problema. En la arquitectura ERE 
(Entropy Reduction Engine [Drummond et al. 1991]), por ejemplo, se propone una 
arquitectura híbrida que integra un componente deliberativo con un componente 
reactivo. Las arquitecturas híbridas son la solución más común para superar los 
problemas de la planificación reactiva. De esta forma, el sistema es capaz de 
reaccionar rápidamente ante las posibles situaciones, a la vez que emplea 
métodos de razonamiento para mejorar la probabilidad de éxito del plan. Otra 
opción, es el disponer de un algoritmo anytime que sea capaz de mejorar 
monotónicamente la probabilidad de satisfacción de los objetivos en función del 
tiempo empleado. Esta tipo de algoritmos de planificación se conocen con el 
nombre de algoritmos RFS (Reaction-First Search [Drummond et al. 1993]).  
 
Algunos de ejemplos de sistemas reactivos que se basan en arquitecturas híbridas 
son XFMR [McDermott 1992], donde el sistema contiene una librería de planes 
que le permite resolver los problemas. En este sistema, la tarea de planificación 
está orientada a la mejora de los planes y a la anticipación y prevención de fallos. 
Bajo esta orientación han surgido los sistemas APPEAL [Belker et al. 2004] y 
RAX-PS [Jónsson et al. 2000], destinados al control de robots autónomos. 
 
En general, la planificación reactiva se integra como parte de la arquitectura de un 
sistema de ejecución/monitorización más complejo. Un ejemplo de esto son los 
sistemas multiagentes MACTA [Aylett et al. 1998] y PRS (Procedural Reasoning 
System [Myers 1996]). El primero, emplea técnicas de planificación deliberativa 
para coordinar varios agentes reactivos. La colaboración entre estos agentes 
permite obtener tareas más complejas. El segundo, es combina la planificación 
reactiva y deliberativa dentro de una arquitectura BDI (Belief, Desires, Intentions 
[Rao y Georgeff 1991]). 
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B.  
Anexo B    
 
Sintaxis del Lenguaje XSPDDL 
 
 
El XSPDDL, es una versión del PDDL2.1 extendido basada en un Esquema XML 
(XML-Schema), que permite definir tanto la estructura del dominio de un problema 
de planificación (domain en PDDL), como su respectiva especificación del 
problema (problem en PDDL). Estas estructuras fueron creadas a partir de la 
sintaxis descrita en la especificación PDDL2.1 y la extensión permite representar 
acciones de sensado con lo cual se puede representar un mundo abierto. 
 
Para hacer uso de este esquema, la especificion del problema de planificación se 
representa mediante documentos XML los cuales hacen referencia al esquema en 
cuestión, lo cual permite realizar una validación acerca de la estructura contenida 
en el documento. Esta validación se denomina comúnmente como “que el 
documento este bien formado”. Que un documento esté "bien formado" solamente 
se refiere a su estructura sintáctica básica, es decir, que esta solo este compuesta 
de los elementos y atributos especificados en el Esquema XML. 
 
Esta representación del problema de planificación en documentos XML se realiza 
a través de elementos XML identificados a partir de etiquetas, algunas de las 
cuales (las de uso más común) se describen a continuación. Para ver la totalidad 
de elementos, ir al final del anexo donde se representa el lenguaje de una manera 
formal. 
 
B.1 Especificación del Dominio 
 
La especificación del dominio está representada en un documento independiente 
al del problema, el cual, tiene como elemento raíz el dominio, representado con la 
etiqueta <domain>. Este al ser el elemento raíz, contiene todos los atributos 
inherentes a un documento XML, como lo son: los espacios de nombres utilizados, 
las importaciones necesarias y la ubicación del esquema de validación. Cabe 
notar que el espacio de nombres utilizado por cada elemento del XSPDDL es 
“http://xue.unalmed.edu.co/~jaguzman/xspddl”. 
 
<domain xmlns=http://xue.unalmed.edu.co/~jaguzman/xspddl 
 xmlns:xsi=http://www.w3.org/2001/XMLSchema-instance 
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 xsi:schemaLocation="http://xue.unalmed.edu.co/~jaguzman/xspddl 
 http://xue.unalmed.edu.co/~jaguzman/xspddl/domain.xsd" 
   name="DomainName"> 
 
B.1.1 Nombre 
 
El nombre del dominio es un atributo del elemento raíz llamado name, el cual 
contiene una cadena de caracteres valida según el tipo de dato NCName, propio 
del XML. 
 
<domain name="DomainName"> 
 
B.1.2 Requerimientos 
 
Los requerimientos del dominio están contenidos al interior del elemento 
representado por la etiqueta <requirements>, el cual contiene uno o más 
elementos representados por la etiqueta <req> que indican los requerimientos 
necesarios por el dominio de planificación. Los requerimientos validos que aquí 
pueden aparecer son los contenidos en la lista suministrada por la especificación 
PDDL2.1. 
<requirements> 
  <req>strips</req> 
  <req>typing</req> 
  <req>fluents</req> 
</requirements> 
 
B.1.3 Tipos 
 
Todos los dominios incluyen una lista de tipos de objetos que pueden ser 
utilizados por él. Esta lista de tipos está contenida al interior del elemento 
representado por la etiqueta <types> que tiene en su interior etiquetas <type>. 
Cada elemento representado por la etiqueta <type> define uno de los tipos de 
objeto del dominio, y tiene un atributo opcional llamado super que permite indicar 
la relación de herencia entre los objetos; si se omite el atributo super, este toma el 
valor por defecto object. Cabe notar que los nombres de los tipos deben cumplir 
con una cadena de caracteres valida según el tipo de dato NCName. 
 
<types> 
  <type>object</type> 
  <type>number</type> 
  <type super="object">Type1</type> 
  <type super="Type1">Type2</type> 
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  <type>TypeN</type> 
</types> 
 
B.1.4 Constantes 
 
Algunos dominios hacen el uso de constantes, las cuales pueden ser definidas al 
interior del elemento representado por la etiqueta <constants>.  Este elemento 
contiene en su interior uno o más elementos representados por la etiqueta <cons>, 
cada uno definiendo una de las constantes del dominio. El elemento representado 
con la etiqueta <cons> contiene un atributo opcional llamado type el cual permite 
indicar el tipo de objeto asociado a esa constante, si se omite, la constante toma 
por defecto el tipo object. Cabe notar que los nombres de las constantes deben 
cumplir con una cadena de caracteres valida según el tipo de dato NCName. 
<constants> 
  <cons type="object">Constant1</cons> 
  <cons>Constant2</cons> 
  <cons type="Type1">ConstantN</cons> 
</constants> 
 
B.1.5 Predicados 
 
Los predicados del dominio están contenidos al interior del elemento representado 
por la etiqueta <predicates>, el cual contiene uno o más elementos representados 
por la etiqueta <pred>, cada uno definiendo uno de los predicados utilizados por el  
dominio. El elemento representado con la etiqueta <pred> contiene un atributo 
llamado name el cual permite indicar el nombre del predicado, adicionalmente, 
este elemento puede contener elementos representados por la etiqueta <param> ó 
<cons>, cada uno definiendo un parámetro o constante utilizado por el predicado y 
opcionalmente asignarle su tipo por medio del atributo type en el caso de un 
parámetro, si se omite este atributo el parámetro toma por defecto el tipo object. 
Cabe notar que los nombres de los predicados deben cumplir con una cadena de 
caracteres valida según el tipo de dato NCName, y los parámetros deben iniciar 
con el signo ’?’ seguido de una letra, y a continuación cualquier combinación de 
letras, guiones (‘-‘) y guion bajo (‘_’). 
 
<predicates> 
  <pred name="predicate1"> 
    <param>?parameter1</param> 
  </pred> 
  <pred name="predicate2"> 
    <param type="object">?parameter1</param> 
    <param type="Type1">?parameter2</param> 
    <param type="Type2">?parameterN</param> 
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  </pred> 
  <pred name="predicateN" /> 
</predicates> 
 
B.1.6 Funciones 
 
Este elemento es muy similar al utilizado para representar los predicados, solo que 
en lugar de utilizar las etiquetas <predicates> y <pred> se utilizan las etiquetas 
<functions> y <func> respectivamente. 
<functions> 
  <func name="function1"> 
    <param>?parameter1</param> 
  </func> 
  <func name="function2"> 
    <param type="object">?parameter1</param> 
    <param type="Type1">?parameter2</param> 
    <param type="Type2">?parameterN</param> 
  </func> 
  <func name="functionN" /> 
</functions> 
 
B.1.7 Acciones 
 
Las acciones del dominio están contenidas al interior del elemento representado 
por la etiqueta <actions>, el cual contiene uno o más elementos representados por 
la etiqueta <action> ó <sensing>, cada una definiendo una de las acciones de 
cambio de mundo para la etiqueta <action> o una de las acciones de sensado 
para la etiqueta <sensing> utilizados por el  dominio. Los elementos representados 
por las etiquetas <action> y <sensing> tienen la misma estructura interna, pero 
debido a la complejidad de la misma, se dividirá en los elementos más utilizados, 
detallados a continuación: 
 
B.1.7.1 Nombre 
El nombre de la acción es un atributo del elemento que representa la acción, 
llamado name, el cual contiene una cadena de caracteres valida según el tipo de 
dato NCName, propio del XML. 
 
<action name="ActionName"> 
 
 
B.1.7.2 Parámetros 
 
La lista de parámetros utilizados por la acción se define al interior del elemento 
representado con la etiqueta <parameters>, el cual contiene uno o más elementos 
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representados por la etiqueta <param>, cada uno definiendo un parámetro 
utilizado por la acción y opcionalmente asignarle su tipo por medio del atributo 
type, si se omite este atributo el parámetro toma por defecto el tipo object. El 
nombre de los parámetros deben de iniciar con el signo ’?’ seguido de una letra, y 
a continuación cualquier combinación de letras, guiones (‘-‘) y guion bajo (‘_’). 
<parameters> 
  <param>?parameter1</param> 
  <param type="object">?parameter2</param> 
  <param>?parameterN</param> 
</parameters> 
 
B.1.7.3 Precondiciones 
 
La lista de precondiciones requeridas por la acción se define al interior del 
elemento <precondition>, el cual contiene uno de los elementos representados por 
las etiquetas <pred>, <and>, <or>, <not>, <exists>, <forall>, <imply>, <when>, 
<gt>, <ge>, <lt>, <le> y <equals>. El elemento representado con la etiqueta 
<pred> es el más esencial de todos, ya que los demás elementos se componen de 
este, el cual representa el predicado que requiere la acción identificado por medio 
del atributo name, y en su interior elementos representados por la etiqueta 
<param> los cuales hacen referencia a los parámetros utilizados por la acción. Los 
demás elementos hacen referencia a la conjunción, disyunción, negación, 
cuantificador existencial, cuantificador universal, implicación, condicional, y los 
operadores relacionales mayor que, mayor igual, menor que, menor igual e igual 
respectivamente, los cuales contienen en su interior recursivamente mas de estos 
mismos elementos.  
<precondition> 
  <and> 
    <pred name="predicate1"> 
      <param>?parameter1</param> 
      <cons>Constant1</cons> 
    </pred> 
    <not> 
      <pred name="predicate2"> 
        <param>?parameter2</param> 
      </pred> 
    </not> 
    <exists> 
      <vars> 
        <var type="Type1">?variable1</var> 
      </vars> 
      <pred name="predicate3"> 
        <var>?variable1</var> 
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        <cons>Constant1</cons> 
        <param>?parameter1</param> 
        <param>?parameter2</param> 
      </pred> 
    </exists> 
  </and> 
</precondition> 
 
B.1.7.4 Efectos 
 
La lista de efectos generados por la acción se define al interior del elemento 
<effect>, el cual está formado con una estructura muy similar al elemento para 
definir las precondiciones de la acción, aunque adicionalmente puede contener 
elementos representados por las etiquetas <increase>, <decrease>, <scaleup> y 
<scaledown>, los cuales solo pueden contener en su interior alguna de las 
funciones definidas en el dominio y un valor numérico, ya que estos elementos son 
los utilizados para modificar los valores de estas funciones. 
<effect> 
  <and> 
    <and> 
      <pred name="predicate1"> 
        <cons>Constant1</cons> 
        <cons>Constant2</cons> 
      </pred> 
      <pred name="predicate2"> 
        <cons>Constant3</cons> 
        <cons>Constant4</cons> 
      </pred> 
      <pred name="predicate3"> 
        <cons>Constatn1</cons> 
        <param>?parameter1</param> 
      </pred> 
    </and> 
    <pred name="predicate4"> 
      <param>?result</param> 
    </pred> 
    <increase> 
      <func name="function1"> 
        <param>?parameter2</param> 
      </func> 
      <value>1</value> 
    </increase> 
  </and> 
</effect> 
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B.2 Especificación del problema 
 
La especificación del problema está representado en un documento independiente 
el cual tiene como elemento raíz el problema, representado con la etiqueta 
<problem>. Al igual que en la especificación del dominio, este al ser el elemento 
raíz, contiene todos los atributos inherentes a un documento XML. 
<problem xmlns=http://xue.unalmed.edu.co/~jaguzman/xspddl 
 xmlns:xsi=http://www.w3.org/2001/XMLSchema-instance 
 xsi:schemaLocation="http://xue.unalmed.edu.co/~jaguzman/xspddl 
 http://xue.unalmed.edu.co/~jaguzman/xspddl/problem.xsd" 
   name="ProblemName"> 
 
B.2.1 Nombre 
 
El nombre del problema es un atributo del elemento raíz llamado name, el cual 
contiene una cadena de caracteres valida según el tipo de dato NCName, propio 
del XML. 
 
<problem name="ProblemName"> 
 
B.2.2 Dominio 
 
La especificación del dominio al cual pertenece el problema se define a través del 
elemento representado con la etiqueta <domain>, el cual solo contiene en su 
interior el nombre del dominio. 
 
<domain>DomainName</domain> 
 
B.2.3 Objetos 
 
Los diferentes objetos utilizados por el problema de planificación son definidos al 
interior del elemento representado por la etiqueta <objects>.  Este elemento 
contiene en su interior uno o más elementos representados por la etiqueta <obj>, 
cada uno definiendo uno de los objetos utilizados. El elemento representado con la 
etiqueta <obj> contiene un atributo opcional llamado type el cual permite indicar el 
tipo de objeto, si se omite, toma por defecto el tipo object. Cabe notar que los 
nombres de los objetos deben cumplir con una cadena de caracteres valida según 
el tipo de dato NCName. 
<objects> 
  <obj type="object">Object1</obj> 
  <obj>Object2</obj> 
  <obj type="Type1">ObjectN</obj> 
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</objects> 
 
B.2.4 Estado Inicial 
 
El estado inicial del problema se define al interior del elemento representado por la 
etiqueta <init>, el cual contiene la lista de predicados que describen el estado 
inicial y la asignación de los valores iniciales de las funciones utilizadas en el 
problema. Los predicados se definen a través del elemento representado con la 
etiqueta <pred> el cual contiene un atributo llamado name que permite indicar el 
nombre del predicado, adicionalmente, este elemento puede contener elementos 
representados por la etiqueta <param> ó <cons>, cada uno definiendo un 
parámetro o constante utilizado por el predicado, los parámetros hacen referencia 
a los objetos definidos en el problema y las constantes hacen referencia a las 
constantes definidas en el dominio; si se requiere la forma negada del predicado, 
se define al interior de la etiqueta <not>. La asignación de los valores iniciales de 
las funciones utilizadas se realiza a través del elemento representado por la 
etiqueta <assign>, el cual solo puede contener en su interior alguna de las 
funciones definidas en el dominio referenciada por la etiqueta <func> con su 
atributo name, y su respectivo valor numérico el cual le será asignado, 
representado a través de la etiqueta <value>. 
<init> 
  <pred name="predicate1"> 
    <param>Object1</param> 
    <param>Object2</param> 
  </pred> 
  <not> 
    <pred name="predicate2"> 
      <param>Object1</param> 
      <cons>Constant1</cons> 
      </pred> 
    </not> 
    <assign> 
      <func name="function1"> 
        <param>ObjectN</param> 
      </func> 
      <value>0</value> 
    </assign> 
</init> 
 
B.2.5 Objetivos 
 
Los objetivos del problema se definen al interior del elemento representado por la 
etiqueta <goal>, el cual contiene la lista de predicados que se desean alcanzar y 
se definen de manera similar a las precondiciones o efectos de una acción.  
 241 
 
<goal> 
  <and> 
    <pred name="predicate1"> 
      <param>Object1</param> 
      <param>Object2</param> 
    </pred> 
    <pred name="predicate2"> 
      <param>Object2</param> 
      <param>ObjectN</param> 
    </pred> 
  </and> 
</goal> 
 
B.2.6 Métrica 
 
La métrica del problema se define al interior del elemento representado por la 
etiqueta <metric>, el cual contiene en su interior un elemento que define el tipo de 
métrica (minimizar (<minimize>) o maximizar (<maximize>)), y al interior de este la 
expresión de la métrica, bien sea una función, una operación matemática o el 
elemento vacio <total-time /> el cual se utiliza para indicar el tiempo total de 
ejecución del plan. 
 
<metric> 
  <minimize> 
    <func name="function1"> 
      <param>ObjectN</param> 
    </func> 
  </minimize> 
</metric> 
 
 
B.3 Evaluaciones XPATH 
 
Adicionalmente a la definición de la estructura de un dominio y problema de 
planificación, XSPDDL utiliza XPath para definir tareas internas de verificación 
automáticas entre los diferentes elementos que conforman el lenguaje, brindando 
una mayor consistencia en la definición del dominio y problema de planificación. 
 
Para hacer uso de XPath, se utilizan las etiquetas <xs:selector> y <xs:field>. La 
etiqueta <xs:selector> selecciona los elementos que se van a evaluar de acuerdo 
a la expresión contenida (path expression), y la etiqueta <xs:field> el campo que 
se evaluara de estos elementos. 
 
Las verificaciones con las que cuenta XSPDDL al hacer uso de XPath son: 
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• La definición de requerimientos está sujeta a la lista suministrada por la 
especificación PDDL 2.1, donde no pueden definirse requerimientos de otra 
especificación. Esto se logra con la etiqueta <xs:enumeration> 
 
<xs:enumeration value="strips" /> 
<xs:enumeration value="typing" /> 
<xs:enumeration value="negative-preconditions" /> 
<xs:enumeration value="disjunctive-preconditions" /> 
<xs:enumeration value="equality" /> 
<xs:enumeration value="existential-preconditions" /> 
<xs:enumeration value="universal-preconditions" /> 
<xs:enumeration value="quantified-preconditions" /> 
<xs:enumeration value="conditional-effects" /> 
<xs:enumeration value="fluents" /> 
<xs:enumeration value="adl" /> 
<xs:enumeration value="durative-actions" /> 
<xs:enumeration value="duration-inequalities" /> 
<xs:enumeration value="continuous-effects" /> 
 
• Duplicidad en la definición de requerimientos, no se permite definir dos o 
más requerimientos con el mismo nombre. Esto se logra con la etiqueta 
<xs:unique> definida al interior del elemento raíz del documento. 
<xs:unique name="requirementUnique"> 
  <xs:selector xpath="xspddl:requirements/xspddl:req" /> 
  <xs:field xpath="." /> 
</xs:unique> 
 
• Duplicidad en la definición de tipos, no se permite definir dos o más tipos 
con el mismo nombre. Esto se logra con la etiqueta <xs:unique> definida al 
interior del elemento raíz del documento. 
 
<xs:unique name="typeUnique"> 
  <xs:selector xpath="xspddl:types/xspddl:type" /> 
  <xs:field xpath="." /> 
</xs:unique> 
 
• Duplicidad en la definición de constantes, no se permite definir dos o más 
constantes con el mismo nombre. Esto se logra con la etiqueta <xs:unique> 
definida al interior del elemento raíz del documento. 
 
<xs:unique name="constantUnique"> 
  <xs:selector xpath="xspddl:constants/xspddl:cons" /> 
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  <xs:field xpath="." /> 
</xs:unique> 
 
• Duplicidad en la definición de predicados, no se permite definir dos o más 
predicados con el mismo nombre. Esto se logra con la etiqueta <xs:unique> 
definida al interior del elemento raíz del documento. 
 
<xs:unique name="predicateUnique"> 
  <xs:selector xpath="xspddl:predicates/xspddl:pred" /> 
  <xs:field xpath="@name" /> 
</xs:unique> 
 
• Duplicidad en la definición de funciones, no se permite definir dos o más 
funciones con el mismo nombre. Esto se logra con la etiqueta <xs:unique> 
definida al interior del elemento raíz del documento. 
 
<xs:unique name="functionUnique"> 
  <xs:selector xpath="xspddl:functions/xspddl:func" /> 
  <xs:field xpath="@name" /> 
</xs:unique> 
 
• Duplicidad en la definición de acciones, no se permite definir dos o más 
acciones con el mismo nombre. Esto se logra con la etiqueta <xs:unique> 
definida al interior del elemento raíz del documento. 
 
<xs:unique name="actionUnique"> 
  <xs:selector xpath="xspddl:actions/xspddl:action 
       |xspddl:actions/xspddl:sensing /> 
  <xs:field xpath="@name" /> 
</xs:unique> 
 
• Restricciones de caracteres en la cadena de texto que definen el nombre de 
los parámetros, estos deben respetar la especificación PDDL. Esto se logra 
con la etiqueta <xs:pattern>. 
 
<xs:restriction base="xs:string"> 
  <xs:pattern value=" \?[A-Za-z]{1}[A-Za-z0-9_-]*" /> 
  <xs:whiteSpace value="collapse" /> 
</xs:restriction> 
 
• Duplicidad en la definición de parámetros al interior de un predicado, no se 
permite definir dos o más parámetros con el mismo nombre. Esto se logra 
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con la etiqueta <xs:unique> definida al interior del elemento que define la 
estructura de un predicado (predicatesType). 
 
<xs:unique name="predicateParametersKey"> 
  <xs:selector xpath=".//xspddl:param" /> 
  <xs:field xpath="." /> 
</xs:unique> 
 
• Duplicidad en la definición de parámetros al interior de una funcione, no se 
permite definir dos o más parámetros con el mismo nombre. Esto se logra 
con la etiqueta <xs:unique> definida al interior del elemento que define la 
estructura de una función (functionsType). 
 
<xs:unique name="functionParametersKey"> 
  <xs:selector xpath=".//xspddl:param" /> 
  <xs:field xpath="." /> 
</xs:unique> 
 
• Duplicidad en la definición de parámetros al interior de una acción, no se 
permite definir dos o más parámetros con el mismo nombre. Esto se logra 
con la etiqueta <xs:unique> definida al interior del elemento que define la 
estructura de una acción (actionsType). 
 
<xs:unique name="actionParametersKey"> 
  <xs:selector xpath="xspddl:parameters/xspddl:param" /> 
  <xs:field xpath="." /> 
</xs:unique> 
 
• Duplicidad en la definición de variables al interior de los elementos que 
representan los cuantificadores universal y existencial, no se permite definir 
dos o más variables con el mismo nombre. Esto se logra con la etiqueta 
<xs:unique> definida al interior de los elementos que definen la estructura 
de cada uno de los cuantificadores (exists y forAll). 
 
<xs:unique name="existUnique"> 
  <xs:selector xpath=".//xspddl:vars/xspddl:var" /> 
  <xs:field xpath="." /> 
</xs:unique> 
 
<xs:unique name="forallUnique"> 
  <xs:selector xpath=".//xspddl:vars/xspddl:var" /> 
  <xs:field xpath="." /> 
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</xs:unique> 
 
• Definición del tipo de objeto utilizado en la declaración de constantes y 
parámetros. El tipo de objeto especificado en la definición de cada uno de 
estos elementos debe estar previamente definido. Esto se logra con la 
combinación de etiquetas <xs:unique> (antes definida) y la etiqueta 
<xs:keyref>. La etiqueta <xs:unique> asegura la existencia del elemento 
definido en todo el documento y la etiqueta <xs:keyref> define una 
referencia a este elemento (no se puede referenciar algo que no existe). La 
etiqueta <xs:unique> para este caso es la antes descrita para verificar la 
duplicidad de tipos y la etiqueta <xs:keyref> es definida al interior del 
elemento raíz del documento. 
 
<xs:keyref name="typeKeyref" refer="xspddl:typeUnique"> 
  <xs:selector xpath="xspddl:constants/xspddl:cons   
|xspddl:actions/xspddl:action/xspddl:parameters/xspddl:param 
|xspddl:actions/xspddl:sensing/xspddl:parameters/xspddl:para
m" /> 
  <xs:field xpath="@type" /> 
</xs:keyref> 
 
• Definición de constantes utilizadas al interior de predicados, funciones y 
acciones. Las constantes que se pasan como referencia a los predicados o 
funciones deben estar previamente definidas. Esto se logra con la 
combinación de etiquetas <xs:unique> y la etiqueta <xs:keyref>, igual que 
en el caso anterior. La etiqueta <xs:unique> para este caso es la antes 
descrita para verificar la duplicidad de constantes y la etiqueta <xs:keyref> 
es definida al interior del elemento raíz del documento. 
 
 <xs:keyref name="constantPredicateKeyref" 
     refer="xspddl:constantUnique"> 
  <xs:selector xpath=".//xspddl:cons" /> 
  <xs:field xpath="." /> 
</xs:keyref> 
 
• Definición de predicados y funciones utilizados al interior de acciones. Los 
predicados y las funciones utilizadas en las precondiciones y efectos de las 
acciones, deben estar previamente definidos. Esto se logra con la 
combinación de etiquetas <xs:unique> y la etiqueta <xs:keyref>. Las 
etiquetas <xs:unique> para este caso son las antes descritas para verificar 
la duplicidad de predicados y funciones y las etiquetas <xs:keyref> son 
definida al interior del elemento raíz del documento. 
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 <xs:keyref name="actionPredicateKeyref" 
     refer="xspddl:predicateUnique"> 
  <xs:selector xpath=".//xspddl:pred" /> 
  <xs:field xpath="@name" /> 
</xs:keyref> 
 
 <xs:keyref name="actionFunctionKeyref" 
     refer="xspddl:functionUnique"> 
  <xs:selector xpath=".//xspddl:func" /> 
  <xs:field xpath="@name" /> 
</xs:keyref> 
 
• Definición de parámetros utilizados al interior de una acción. Los 
parámetros que se pasan como referencia a los predicados o funciones 
deben estar previamente definidos. Esto se logra con la combinación de 
etiquetas <xs:unique> y la etiqueta <xs:keyref>. La etiqueta <xs:unique> 
para este caso es la antes descrita para verificar la duplicidad de 
parámetros al interior de una acción y la etiqueta <xs:keyref> es definida al 
interior del elemento que define la estructura de una acción. 
 
<xs:keyref name="actionPredicateParameterKeyref" 
    refer="xspddl:actionParametersKey"> 
  <xs:selector xpath=".//xspddl:param" /> 
  <xs:field xpath="." /> 
</xs:keyref> 
 
• Definición de variables utilizadas al interior de los elementos que 
representan los cuantificadores universal y existencial. Las variables que se 
pasan como referencia a los predicados o funciones deben estar 
previamente definidas. Esto se logra con la combinación de etiquetas 
<xs:unique> y la etiqueta <xs:keyref>. La etiqueta <xs:unique> para este 
caso es la antes descrita para verificar la duplicidad de variables al interior 
de los cuantificadores universal y existencial y las etiquetas <xs:keyref> son 
definidas al interior de los elementos que definen la estructura de cada uno 
de los cuantificadores. 
 
<xs:keyref name="existKeyref" refer="xspddl:existUnique"> 
  <xs:selector xpath=".//xspddl:var" /> 
  <xs:field xpath="." /> 
</xs:keyref> 
 
<xs:keyref name="forallKeyref" refer="xspddl:forallUnique"> 
  <xs:selector xpath=".//xspddl:var" /> 
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  <xs:field xpath="." /> 
</xs:keyref> 
 
 
B.4 Gramática 
 
La representación gramatical del lenguaje XSPDDL se presenta a continuación, 
para lo cual se empleara la notación EBNF teniendo en cuenta las siguientes 
indicaciones: (i) los paréntesis angulares (<, >) y el texto en cursiva identifican las 
etiquetas y atributos de un elemento XML, (ii) los paréntesis cuadrados ([, ]) y el 
texto en negrita identifican los nombres de los elementos sintácticos, (iii) las llaves 
({, }) representan un elemento opcional, (iv) el símbolo asterisco (*) significa "cero 
o más de", (v) el símbolo más (+) significa "uno o más de" y (vi) los comentarios 
están entre “/*” y “*/” . 
 
B.4.1 Dominio 
 
[domain]    := <domain name="[NCName]"> 
      {[require-def]} 
      {[types-def]} 
      {[constants-def]} 
      {[predicates-def]} 
      {[functions-def]} 
      [actions-def] 
     </domain> 
 
[require-def]   :=  <requirements> 
      [require-key]+ 
     </requirements> 
 
[require-key]  ::= <req> 
      [require-list] 
     </req> 
 
[require-list]  ::= strips | typing | negative-preconditions | 
disjunctive-preconditions | equality | 
existential-preconditions | universal-preconditions 
| quantified-preconditions | conditional-effects | 
fluent  | adl | durative-actions | 
duration-inequalities | continuous-effects 
 
[types-def]   ::= <types> 
      [typed-list]+ 
     </types> 
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[typed-list]   ::= <type super="[NCName]"> 
      [NCName] 
     </type> 
 
[typed-list]   ::= <type> /*Default super=object*/ 
      [NCName] 
     </type> 
 
[constants-def]  ::= <constants> 
      [constant-list]+ 
     </constants> 
 
[constant-list]  ::= <cons type="[NCName]"> 
      [NCName] 
     </cons> 
 
[constant-list]  ::= <cons>  /*Default type=object*/ 
      [NCName] 
     </cons> 
 
[predicates-def]  ::= <predicates> 
      [atomic-predicate]+ 
     </predicates> 
 
[atomic-predicate]  ::= <pred name="[NCName]"> 
      [typed-var-list]* 
     </pred> 
 
[typed-var-list]  ::= <param type="[NCName]"> 
      [variable] 
     </param> 
 
[typed-var-list]  ::= <param> /*Default type=object*/ 
      [variable] 
     </param> 
 
[variable]   ::= ?[string] 
 
[string]   ::= any combination of characters containing only 
letters, dashes and underscores (must start with 
a letter) 
 
[NCName]   ::= any legal XML NCName symbol 
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[functions-def]  ::= <functions> 
      [atomic-function]+ 
     </functions> 
 
[atomic-function]  ::= <func name="[NCName]"> 
      [typed-var-list]* 
     </func> 
 
[actions-def]  ::= <actions> 
      [action-def]+ 
     </actions> 
 
[action-def]   ::= <action name="[NCName]"> 
      [action-def body] 
     </action> 
 
[action-def]   ::= <sensing name="[NCName]"> 
      [action-def body] 
     </sensing> 
 
[action-def body]  ::= <parameters> 
      [typed-var-list]+ 
     </parameters> 
     {[duration-def]} 
     {[condition-def]} 
     {[precondition-def]} 
     {[effect-def]} 
 
[duration-def]  ::= <duration> 
      [GD] 
     </duration> 
 
[condition-def]  ::= <condition> 
      [timed-gd] 
     </condition> 
 
[precondition-def]  ::= <precondition> 
      [GD] 
     </precondition> 
 
[effect-def]   ::= <effect> 
      [effect-def body] 
     </effect> 
 
[GD]    ::= [atomic-formula] 
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[GD]    ::= <and> 
      [GD] 
     </and> 
 
[GD]    ::= <not> 
      [GD] 
     </not> 
 
[GD]    ::= <or> 
      [GD] 
     </or> 
 
[GD]    ::= <imply> 
      [GD] 
      [GD] 
     </imply> 
 
[GD]    ::= <exists> 
      [cond-def] 
     </exists> 
 
[GD]    ::= <forall> 
      [cond-def] 
     </forall> 
 
[GD]    ::= <when> 
      [GD] 
      [GD] 
     </when> 
 
[GD]    ::= [binary-def] 
 
[atomic-formula]  ::= <pred name"[NCName]"> 
      [untyped-var-list]* 
      [untyped-param-list]* 
     </pred> 
 
[cond-def]   ::= {[vars-def]} 
     [GD] 
 
[vars-def]   ::= <vars> 
[var-list]+ 
     </vars> 
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[var-list]   ::= <var type="[NCName]"> 
      [variable] 
     </var> 
 
[var-list]   ::= <var> /*Default type=object*/ 
      [variable] 
     </var> 
 
[untyped-var-list]  ::= <param> 
      [variable] 
     </param> 
 
[untyped-var-list]  ::= <var> 
      [variable] 
     </var> 
 
[untyped-var-list]  ::= <cons> 
      [NCName] 
     </cons> 
 
[untyped-param-list] ::= <param> 
      [string] 
     </param> 
 
[untyped-param-list] ::= <cons> 
      [NCName] 
     </cons> 
 
[binary-def]   ::= <gt> 
      [logical-def] 
     </gt> 
 
[binary-def]   ::= <ge> 
      [logical-def] 
     </ge> 
 
[binary-def]   ::= <lt> 
      [logical-def] 
     </lt> 
 
[binary-def]   ::= <le> 
      [logical-def] 
     </le> 
 
[binary-def]   ::= <equals> 
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      [logical-def] 
     </equals> 
 
[logial-def]   ::= [f-exp] 
     [f-exp] 
 
[f-exp]   ::= [number] 
 
[f-exp]   ::= [untyped-var-list] 
 
[f-exp]   ::= [binary-op] 
 
[f-exp]   ::= [f-head] 
 
[number]   ::= <value> 
      [FloatNumber] 
     </value> 
 
[binary-op]   ::= <add> 
      [logical-def] 
     </add> 
 
[binary-op]   ::= <subtract> 
      [logical-def] 
     </subtract> 
 
[binary-op]   ::= <multiply> 
      [logical-def] 
     </multiply> 
 
[binary-op]   ::= <divide> 
      [logical-def] 
     </divide> 
 
[f-head]   ::= <func name="[NCName]"> 
      [atomic-formula-struct] 
     </func> 
 
[atomic-formula-struct] ::= [untyped-var-list]* 
 
[atomic-formula-struct] ::= [binary-op]* 
 
[atomic-formula-struct] ::= [f-head]* 
 
[timed-gd]   ::= <at-start> 
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      [GD] 
     </at-start> 
 
[timed-gd]   ::= <at-end> 
      [GD] 
     </at-end> 
 
[timed-gd]   ::= <over-all> 
      [GD] 
     </over-all> 
 
[timed-gd]   ::= <and> 
      [timed-gd]+ 
     </and> 
 
[effect-def body]  ::= [atomic-formula] 
 
[effect-def body]  ::= <not> 
      [effect-def body] 
     </not> 
 
[effect-def body]  ::= <and> 
      [effect-def body] 
     </and> 
 
[effect-def body]  ::= <forall> 
      [cond-def] 
     </forall> 
 
[effect-def body]  ::= <when> 
      [effect-def body] 
      [effect-def body] 
     </when> 
 
[effect-def body]  ::= <increase> 
      [logical-assign-def] 
     </increase> 
 
[effect-def body]  ::= <decrease> 
      [logical-assign-def] 
     </decrease> 
 
[effect-def body]  ::= <scaleup> 
      [logical-assign-def] 
     </scaleup> 
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[effect-def body]  ::= <scaledown> 
      [logical-assign-def] 
     </scaledown> 
 
[logical-assign-def] ::= [f-head] 
     [f-exp] 
 
B.4.2 Problema 
 
[problem]   ::= <problem name="[NCName]"> 
      [domain-def] 
      {[objects-dec]} 
      [init-def] 
      [goal-def] 
      {[metric-def]} 
     </problem> 
 
[domain-def]  ::=  <domain> 
      [NCName] 
     </domain> 
 
[objects-dec]  ::= <objects> 
      [obj-list]+ 
     </objects> 
 
 
[obj-list]   ::= <obj type="[NCName]"> 
      [NCName] 
     </obj> 
 
[obj-list]   ::= <obj> /*Default type=object*/ 
      [NCName] 
     </obj> 
 
[init-def]   ::= <init> 
      [init-list]+ 
     </init> 
 
[init-list]   ::= [atomic-formula] 
 
[init-list]   ::= <not> 
      [atomic-formula] 
     </not> 
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[init-list]   ::= <assign> 
      [f-head] 
      [number] 
     </assign> 
 
[goal-def]   ::= <goal> 
      [GD] 
     </goal> 
 
[metric-def]   ::= <metric> 
      [metric-opt] 
     </metric> 
 
[metric-opt]   ::= <minimize> 
      [ground-f-exp] 
     </minimize> 
 
[metric-opt]   ::= <maximize> 
      [ground-f-exp] 
     </maximize> 
 
[ground-f-exp]  ::= [f-exp] 
 
[ground-f-exp]  ::= <total-time /> 
 
 
 
B.5 Ejemplo del lenguaje 
 
A continuación se muestra un ejemplo concreto del uso de XSPDDL, 
específicamente el relacionado con la definición del dominio y problema de 
planificación utilizado en el Anexo C. En este se pueden observar los elementos 
más comúnmente utilizados para la representación de los dominios y problemas 
de planificación. 
 
B.5.1 Dominio 
 
<?xml version="1.0" encoding="UTF-8"?> 
<domain xmlns="http://xue.unalmed.edu.co/~jaguzman/xspddl" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:schemaLocation="http://xue.unalmed.edu.co/~jaguzman/xspddl 
http://xue.unalmed.edu.co/~jaguzman/xspddl/domain.xsd" name="Shopping"> 
  <requirements> 
    <req>strips</req> 
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    <req>typing</req> 
    <req>fluents</req> 
  </requirements> 
  <types> 
    <type>object</type> 
    <type>number</type> 
    <type super="object">PersonalKeyData</type> 
    <type super="object">CreditCard</type> 
    <type super="object">Vendor</type> 
    <type super="object">Service</type> 
    <type super="object">ItemDescription</type> 
    <type super="object">Server</type> 
    <type super="object">Password</type> 
    <type super="object">Item</type> 
    <type super="object">ActiveSession</type> 
    <type super="object">Date</type> 
    <type super="object">Price</type> 
    <type super="object">ItemInCart</type> 
    <type super="object">ItemCode</type> 
    <type super="object">string</type> 
    <type super="object">Username</type> 
    <type super="object">SesionID</type> 
    <type super="object">ItemVendorPrice</type> 
    <type super="object">Data</type> 
    <type super="object">ItemTitle</type> 
    <type super="object">Owner</type> 
    <type super="object">UserCredential</type> 
    <type super="Owner">Client</type> 
  </types> 
  <constants> 
    <cons type="Client">Client_client</cons> 
    <cons type="Server">Server_gs</cons> 
    <cons type="ActiveSession">_ActiveSession_ActiveSession</cons> 
    <cons type="Vendor">Vendor_gs</cons> 
    <cons type="ItemInCart">_ItemInCart_ItemInCart</cons> 
    <cons type="Service">Service_gs</cons> 
    <cons type="ItemVendorPrice">_ItemVendorPrice_ItemVendorPrice</cons> 
    <cons type="Vendor">Vendor_ms</cons> 
    <cons type="UserCredential">_UserCredential_UserCredential</cons> 
    <cons type="PersonalKeyData">PersonalKeyData_firstname</cons> 
    <cons type="PersonalKeyData">PersonalKeyData_lastname</cons> 
    <cons type="PersonalKeyData">PersonalKeyData_address</cons> 
    <cons type="PersonalKeyData">PersonalKeyData_country</cons> 
  </constants> 
  <predicates> 
 257 
 
    <pred name="agentKnows"> 
      <param type="object">?object-parameter</param> 
    </pred> 
    <pred name="Item_Title"> 
      <param type="Item">?Item_domain-parameter</param> 
      <param type="ItemTitle">?ItemTitle_range-parameter</param> 
    </pred> 
    <pred name="Client_ActiveSession"> 
      <param type="Client">?Client_domain-parameter</param> 
      <param type="ActiveSession">?ActiveSession_range-parameter</param> 
    </pred> 
    <pred name="Service_ItemInCart"> 
      <param type="Service">?Service_domain-parameter</param> 
      <param type="ItemInCart">?ItemInCart_range-parameter</param> 
    </pred> 
    <pred name="ItemVendorPrice_Price"> 
      <param type="ItemVendorPrice">?ItemVendorPrice_domain-
parameter</param> 
      <param type="Price">?Price_range-parameter</param> 
    </pred> 
    <pred name="CreditCard_ExpiresDate"> 
      <param type="CreditCard">?CreditCard_domain-parameter</param> 
      <param type="Date">?Date_range-parameter</param> 
    </pred> 
    <pred name="ActiveSession_SesionID"> 
      <param type="ActiveSession">?ActiveSession_domain-parameter</param> 
      <param type="SesionID">?SesionID_range-parameter</param> 
    </pred> 
    <pred name="Vendor_inCatalog"> 
      <param type="Vendor">?Vendor_domain-parameter</param> 
      <param type="Item">?Item_range-parameter</param> 
    </pred> 
    <pred name="ItemInCart_Item"> 
      <param type="ItemInCart">?ItemInCart_domain-parameter</param> 
      <param type="Item">?Item_range-parameter</param> 
    </pred> 
    <pred name="UserCredential_Username"> 
      <param type="UserCredential">?UserCredential_domain-parameter</param> 
      <param type="Username">?Username_range-parameter</param> 
    </pred> 
    <pred name="Item_Code"> 
      <param type="Item">?Item_domain-parameter</param> 
      <param type="Item">?Item_range-parameter</param> 
    </pred> 
    <pred name="Server_ActiveSession"> 
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      <param type="Server">?Server_domain-parameter</param> 
      <param type="ActiveSession">?ActiveSession_range-parameter</param> 
    </pred> 
    <pred name="Item_ItemVendorPrice"> 
      <param type="Item">?Item_domain-parameter</param> 
      <param type="ItemVendorPrice">?ItemVendorPrice_range-
parameter</param> 
    </pred> 
    <pred name="Vendor_ItemVendorPrice"> 
      <param type="Vendor">?Vendor_domain-parameter</param> 
      <param type="ItemVendorPrice">?ItemVendorPrice_range-
parameter</param> 
    </pred> 
    <pred name="Server_UserCredential"> 
      <param type="Server">?Server_domain-parameter</param> 
      <param type="UserCredential">?UserCredential_range-parameter</param> 
    </pred> 
    <pred name="Owner_possess"> 
      <param type="Owner">?Owner_domain-parameter</param> 
      <param type="Item">?Item_range-parameter</param> 
    </pred> 
    <pred name="Client_ItemInCart"> 
      <param type="Client">?Client_domain-parameter</param> 
      <param type="ItemInCart">?ItemInCart_range-parameter</param> 
    </pred> 
    <pred name="Item_Description"> 
      <param type="Item">?Item_domain-parameter</param> 
      <param type="ItemDescription">?ItemDescription_range-parameter</param> 
    </pred> 
    <pred name="UserCredential_Password"> 
      <param type="UserCredential">?UserCredential_domain-parameter</param> 
      <param type="Password">?Password_range-parameter</param> 
    </pred> 
    <pred name="PersonalKey"> 
      <param type="PersonalKeyData">?PersonalKeyData_domain-
parameter</param> 
      <param type="Data">?Data_range-parameter</param> 
    </pred> 
    <pred name="Client_UserCredential"> 
      <param type="Client">?Client_domain-parameter</param> 
      <param type="UserCredential">?UserCredential_range-parameter</param> 
    </pred> 
  </predicates> 
  <functions> 
    <func name="indygo-minimum-conditions" /> 
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  </functions> 
  <actions> 
    <action name="addToCart"> 
      <parameters> 
        <param type="SesionID">?sid</param> 
        <param type="Item">?itemdata</param> 
        <param type="string">?result</param> 
      </parameters> 
      <precondition> 
        <and> 
          <and> 
            <pred name="Server_ActiveSession"> 
              <cons>Server_gs</cons> 
              <cons>_ActiveSession_ActiveSession</cons> 
            </pred> 
            <pred name="Client_ActiveSession"> 
              <cons>Client_client</cons> 
              <cons>_ActiveSession_ActiveSession</cons> 
            </pred> 
            <pred name="ActiveSession_SesionID"> 
              <cons>_ActiveSession_ActiveSession</cons> 
              <param>?sid</param> 
            </pred> 
            <pred name="Vendor_inCatalog"> 
              <cons>Vendor_gs</cons> 
              <param>?itemdata</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?sid</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <and> 
            <pred name="Client_ItemInCart"> 
              <cons>Client_client</cons> 
              <cons>_ItemInCart_ItemInCart</cons> 
            </pred> 
            <pred name="Service_ItemInCart"> 
              <cons>Service_gs</cons> 
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              <cons>_ItemInCart_ItemInCart</cons> 
            </pred> 
            <pred name="ItemInCart_Item"> 
              <cons>_ItemInCart_ItemInCart</cons> 
              <param>?itemdata</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?result</param> 
          </pred> 
          <increase> 
            <func name="indygo-minimum-conditions" /> 
            <value>2</value> 
          </increase> 
        </and> 
      </effect> 
    </action> 
    <action name="checkOutByItem"> 
      <parameters> 
        <param type="SesionID">?sid</param> 
        <param type="Item">?itemdata</param> 
        <param type="CreditCard">?cc</param> 
        <param type="Date">?ccexp</param> 
        <param type="string">?result</param> 
      </parameters> 
      <precondition> 
        <and> 
          <and> 
            <pred name="Server_ActiveSession"> 
              <cons>Server_gs</cons> 
              <cons>_ActiveSession_ActiveSession</cons> 
            </pred> 
            <pred name="Client_ActiveSession"> 
              <cons>Client_client</cons> 
              <cons>_ActiveSession_ActiveSession</cons> 
            </pred> 
            <pred name="ActiveSession_SesionID"> 
              <cons>_ActiveSession_ActiveSession</cons> 
              <param>?sid</param> 
            </pred> 
            <pred name="CreditCard_ExpiresDate"> 
              <param>?cc</param> 
              <param>?ccexp</param> 
            </pred> 
            <pred name="Client_ItemInCart"> 
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              <cons>Client_client</cons> 
              <cons>_ItemInCart_ItemInCart</cons> 
            </pred> 
            <pred name="Service_ItemInCart"> 
              <cons>Service_gs</cons> 
              <cons>_ItemInCart_ItemInCart</cons> 
            </pred> 
            <pred name="ItemInCart_Item"> 
              <cons>_ItemInCart_ItemInCart</cons> 
              <param>?itemdata</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?sid</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?cc</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?ccexp</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <and> 
            <pred name="Owner_possess"> 
              <cons>Client_client</cons> 
              <param>?itemdata</param> 
            </pred> 
            <not> 
              <pred name="Client_ItemInCart"> 
                <cons>Client_client</cons> 
                <cons>_ItemInCart_ItemInCart</cons> 
              </pred> 
            </not> 
            <not> 
              <pred name="Service_ItemInCart"> 
                <cons>Service_gs</cons> 
                <cons>_ItemInCart_ItemInCart</cons> 
              </pred> 
            </not> 
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            <not> 
              <pred name="ItemInCart_Item"> 
                <cons>_ItemInCart_ItemInCart</cons> 
                <param>?itemdata</param> 
              </pred> 
            </not> 
          </and> 
          <pred name="agentKnows"> 
            <param>?result</param> 
          </pred> 
          <increase> 
            <func name="indygo-minimum-conditions" /> 
            <value>4</value> 
          </increase> 
        </and> 
      </effect> 
    </action> 
    <sensing name="getItemInformation-Alias-0"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
        <param type="ItemTitle">?title</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Item_Title"> 
            <param>?itemres</param> 
            <param>?title</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?title</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
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    <sensing name="getItemInformation-Alias-1"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Vendor_ItemVendorPrice"> 
            <cons>Vendor_gs</cons> 
            <cons>_ItemVendorPrice_ItemVendorPrice</cons> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-2"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Item_ItemVendorPrice"> 
            <param>?itemres</param> 
            <cons>_ItemVendorPrice_ItemVendorPrice</cons> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-3"> 
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      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Price">?pricedata</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="ItemVendorPrice_Price"> 
            <cons>_ItemVendorPrice_ItemVendorPrice</cons> 
            <param>?pricedata</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?pricedata</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-4"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Vendor_ItemVendorPrice"> 
            <cons>Vendor_ms</cons> 
            <cons>_ItemVendorPrice_ItemVendorPrice</cons> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-5"> 
      <parameters> 
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        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Item_ItemVendorPrice"> 
            <param>?itemres</param> 
            <cons>_ItemVendorPrice_ItemVendorPrice</cons> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-6"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Price">?pricedata</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="ItemVendorPrice_Price"> 
            <cons>_ItemVendorPrice_ItemVendorPrice</cons> 
            <param>?pricedata</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?pricedata</param> 
          </pred> 
        </and> 
      </effect> 
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    </sensing> 
    <sensing name="getItemInformation-Alias-7"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
        <param type="Item">?code</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Item_Code"> 
            <param>?itemres</param> 
            <param>?code</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?code</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-8"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
        <param type="ItemDescription">?description</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Item_Description"> 
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            <param>?itemres</param> 
            <param>?description</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?description</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-9"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Vendor_inCatalog"> 
            <cons>Vendor_gs</cons> 
            <param>?itemres</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <sensing name="getItemInformation-Alias-10"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Item">?itemres</param> 
      </parameters> 
      <precondition> 
        <and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
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          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <pred name="Vendor_inCatalog"> 
            <cons>Vendor_ms</cons> 
            <param>?itemres</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?itemres</param> 
          </pred> 
        </and> 
      </effect> 
    </sensing> 
    <action name="login"> 
      <parameters> 
        <param type="Password">?pwd</param> 
        <param type="Username">?uid</param> 
        <param type="SesionID">?sid</param> 
      </parameters> 
      <precondition> 
        <and> 
          <and> 
            <pred name="Client_UserCredential"> 
              <cons>Client_client</cons> 
              <cons>_UserCredential_UserCredential</cons> 
            </pred> 
            <pred name="Server_UserCredential"> 
              <cons>Server_gs</cons> 
              <cons>_UserCredential_UserCredential</cons> 
            </pred> 
            <pred name="UserCredential_Username"> 
              <cons>_UserCredential_UserCredential</cons> 
              <param>?uid</param> 
            </pred> 
            <pred name="UserCredential_Password"> 
              <cons>_UserCredential_UserCredential</cons> 
              <param>?pwd</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?pwd</param> 
          </pred> 
          <pred name="agentKnows"> 
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            <param>?uid</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <and> 
            <pred name="Server_ActiveSession"> 
              <cons>Server_gs</cons> 
              <cons>_ActiveSession_ActiveSession</cons> 
            </pred> 
            <pred name="Client_ActiveSession"> 
              <cons>Client_client</cons> 
              <cons>_ActiveSession_ActiveSession</cons> 
            </pred> 
            <pred name="ActiveSession_SesionID"> 
              <cons>_ActiveSession_ActiveSession</cons> 
              <param>?sid</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?sid</param> 
          </pred> 
          <increase> 
            <func name="indygo-minimum-conditions" /> 
            <value>2</value> 
          </increase> 
        </and> 
      </effect> 
    </action> 
    <action name="register"> 
      <parameters> 
        <param type="Data">?ln</param> 
        <param type="Data">?fn</param> 
        <param type="Data">?addr</param> 
        <param type="Data">?cntry</param> 
        <param type="Username">?uid</param> 
        <param type="Password">?pwd</param> 
      </parameters> 
      <precondition> 
        <and> 
          <and> 
            <pred name="PersonalKey"> 
              <cons>PersonalKeyData_firstname</cons> 
              <param>?fn</param> 
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            </pred> 
            <pred name="PersonalKey"> 
              <cons>PersonalKeyData_lastname</cons> 
              <param>?ln</param> 
            </pred> 
            <pred name="PersonalKey"> 
              <cons>PersonalKeyData_address</cons> 
              <param>?addr</param> 
            </pred> 
            <pred name="PersonalKey"> 
              <cons>PersonalKeyData_country</cons> 
              <param>?cntry</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?ln</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?fn</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?addr</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?cntry</param> 
          </pred> 
        </and> 
      </precondition> 
      <effect> 
        <and> 
          <and> 
            <pred name="Client_UserCredential"> 
              <cons>Client_client</cons> 
              <cons>_UserCredential_UserCredential</cons> 
            </pred> 
            <pred name="Server_UserCredential"> 
              <cons>Server_gs</cons> 
              <cons>_UserCredential_UserCredential</cons> 
            </pred> 
            <pred name="UserCredential_Username"> 
              <cons>_UserCredential_UserCredential</cons> 
              <param>?uid</param> 
            </pred> 
            <pred name="UserCredential_Password"> 
              <cons>_UserCredential_UserCredential</cons> 
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              <param>?pwd</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?uid</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?pwd</param> 
          </pred> 
          <increase> 
            <func name="indygo-minimum-conditions" /> 
            <value>4</value> 
          </increase> 
        </and> 
      </effect> 
    </action> 
    <action name="buyItem"> 
      <parameters> 
        <param type="Item">?itemdata</param> 
        <param type="Date">?ccexp</param> 
        <param type="CreditCard">?cc</param> 
        <param type="string">?result</param> 
      </parameters> 
      <precondition> 
        <and> 
          <and> 
            <pred name="Vendor_inCatalog"> 
              <cons>Vendor_ms</cons> 
              <param>?itemdata</param> 
            </pred> 
            <pred name="CreditCard_ExpiresDate"> 
              <param>?cc</param> 
              <param>?ccexp</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?itemdata</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?ccexp</param> 
          </pred> 
          <pred name="agentKnows"> 
            <param>?cc</param> 
          </pred> 
        </and> 
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      </precondition> 
      <effect> 
        <and> 
          <and> 
            <pred name="Owner_possess"> 
              <cons>Client_client</cons> 
              <param>?itemdata</param> 
            </pred> 
          </and> 
          <pred name="agentKnows"> 
            <param>?result</param> 
          </pred> 
          <increase> 
            <func name="indygo-minimum-conditions" /> 
            <value>3</value> 
          </increase> 
        </and> 
      </effect> 
    </action> 
  </actions> 
</domain> 
 
 
B.5.2 Problema 
 
<?xml version="1.0" encoding="UTF-8"?> 
<problem xmlns="http://xue.unalmed.edu.co/~jaguzman/xspddl" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:schemaLocation="http://xue.unalmed.edu.co/~jaguzman/xspddl 
http://xue.unalmed.edu.co/~jaguzman/xspddl/problem.xsd" name="problem1"> 
  <domain>Shopping</domain> 
  <objects> 
    <obj type="CreditCard">CreditCard_34324343</obj> 
    <obj type="string">string_TV_20_inch_Acme3</obj> 
    <obj type="Password">Password_jaguz</obj> 
    <obj type="Date">Date_Neverever</obj> 
    <obj type="Price">Price_25000</obj> 
    <obj type="Data">Data_Jaime</obj> 
    <obj type="Data">Data_Colombia</obj> 
    <obj type="Data">Data_Guzman</obj> 
    <obj type="Username">Username_jaguz</obj> 
    <obj type="ItemTitle">ItemTitle_Normal_TV</obj> 
    <obj type="SesionID">SesionID_tmp</obj> 
    <obj type="Data">Data_Medellin</obj> 
    <obj type="Item">Item_12303</obj> 
 273 
 
  </objects> 
  <init> 
    <pred name="CreditCard_ExpiresDate"> 
      <param>CreditCard_34324343</param> 
      <param>Date_Neverever</param> 
    </pred> 
    <pred name="PersonalKey"> 
      <cons>PersonalKeyData_firstname</cons> 
      <param>Data_Jaime</param> 
    </pred> 
    <pred name="PersonalKey"> 
      <cons>PersonalKeyData_country</cons> 
      <param>Data_Colombia</param> 
    </pred> 
    <pred name="PersonalKey"> 
      <cons>PersonalKeyData_address</cons> 
      <param>Data_Medellin</param> 
    </pred> 
    <pred name="PersonalKey"> 
      <cons>PersonalKeyData_lastname</cons> 
      <param>Data_Guzman</param> 
    </pred> 
    <assign> 
      <func name="indygo-minimum-conditions" /> 
      <value>0</value> 
    </assign> 
    <pred name="agentKnows"> 
      <param>CreditCard_34324343</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>string_TV_20_inch_Acme3</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Password_jaguz</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Date_Neverever</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Price_25000</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Data_Jaime</param> 
    </pred> 
    <pred name="agentKnows"> 
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      <param>Data_Colombia</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Data_Guzman</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Username_jaguz</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>ItemTitle_Normal_TV</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>SesionID_tmp</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Data_Medellin</param> 
    </pred> 
    <pred name="agentKnows"> 
      <param>Item_12303</param> 
    </pred> 
  </init> 
  <goal> 
    <pred name="Owner_possess"> 
      <cons>Client_client</cons> 
      <param>Item_12303</param> 
    </pred> 
  </goal> 
  <metric> 
    <minimize> 
      <func name="indygo-minimum-conditions" /> 
    </minimize> 
  </metric> 
</problem> 
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C.  
Anexo C    
 
Caso de Estudio 
 
En este anexo se presenta detalladamente el proceso de composición de servicios 
para el dominio de prueba Shopping, en el cual se puede observar las decisiones 
que toma el planificador ante la petición del ejecutor de una acción. 
 
C.1 Descripción del Problema 
 
El dominio de prueba Shopping [Peer 2004] consiste en la combinación de los 
operadores ofrecidos por dos servicios de comercio electrónico, llamados 
GigaShop y MegaShop, los cuales brindan, cada uno, todas las operaciones 
necesarias para obtener información sobre los productos que ofrecen (como el 
precio y descripción) y la adquisición de estos. 
 
La descripción de cada uno de estos operadores es la siguiente: 
• register: registra un cliente en el servicio. Tiene como precondiciones todos 
los datos personales del cliente (nombre, apellido, ciudad, país), y como 
efecto la creación de una credencial para el cliente la cual contiene un 
nombre de usuario y una contraseña con las cuales puede autenticarse en 
el servicio. 
• login: autentica un cliente en el servicio. Tiene como precondición la 
credencial del cliente, de la cual utiliza su nombre de usuario y contraseña 
para verificar la existencia del cliente en el servicio. Como efecto tiene la 
creación de sesión del cliente en el sistema, representada por un ID. 
• addToCart: adiciona un producto al carro de compras. Tiene como 
precondiciones la sesión activa del cliente y la existencia del producto en el 
servicio, como efecto ubica el producto en el carro de compras del cliente. 
• checkOutByItem: compra un producto ubicado en el carro de compras del 
cliente. Tiene como precondiciones la sesión activa del cliente, la ubicación 
del producto en el carro de compras y los datos de la tarjeta de crédito del 
cliente, número y fecha de vencimiento. Como efectos tiene la adquisición 
del producto por parte del cliente y la remoción del producto del carro de 
compras. 
• getItemInformation: obtiene información detallada de un producto. Tiene 
como única precondición el código del producto del cual se requiere la 
información y tiene como efectos el conocimiento del nombre, descripción y 
 276 
 
precio del producto en cada servicio, adicionalmente confirma su existencia 
en cada servicio. 
• buyItem: compra un producto. Tiene como precondiciones la existencia del 
producto a comprar en el servicio y los datos de la tarjeta de crédito del 
cliente, número y fecha de vencimiento. Como efecto tiene la adquisición 
del producto por parte del cliente. 
 
Esta especificación del dominio permite dos posibilidades para la compra de un 
producto, la primera empezando por el proceso de registro y autenticación del 
cliente, para luego adicionar el producto al carro de compras previa verificación de 
su existencia y finalmente comprarlo, este proceso pertenece al servicio GigaShop 
y se identifica con la constante vendor_gs en las diferentes proposiciones; la 
segunda solo verificando la existencia del producto en el servicio y comprarlo, 
estos dos pasos corresponden al servicio MegaShop y se identifica con la 
constante vendor_ms en las diferentes proposiciones. Debido a esto, se tienen 
varias alternativas en el proceso de composición. Vale la pena aclarar que el 
operador getItemInformation es de adquisición de conocimiento, el resto de 
operadores son de cambio de mundo. 
 
El problema ejemplo consiste en la adquisición por parte del cliente de un producto 
cuyo código es 12303, el cual hace referencia a un televisor de 20 pulgadas. En el 
estado inicial del problema solo se conocen los datos personales del cliente y el 
número de la tarjeta de crédito con su fecha de vencimiento. 
 
Dado que uno de los objetivos de la presente tesis consiste en generar un pan de 
composición, con la información mínima requerida, en la etapa de traducción, se le 
asigna un costo a cada operador de cambio de mundo, el cual corresponde al 
número de entradas que requiera dicho operador; para los operadores de 
adquisición de conocimiento, estos se subdividen en tantos operadores como 
efectos posean, representado cada una a través de un alias. Por último, cada 
objeto descrito en la especificación del problema, es un objeto conocido, el cual se 
representa con el predicado agentKnows. Así, los operadores antes mencionados 
tienen asociados los siguientes costos: register 4, login 2, addToCart 2, 
checkOutByItem 4 y buyItem 3; el operador getItemInformation se subdivide en 
once (11) diferentes operadores, ya que posee esta misma cantidad de efectos. 
De esta forma el grafo de planificación se propaga en orden de costos, 
considerando primero para la construcción del plan aquellos servicios cuyo valor 
de entradas sea menor. 
 
 
C.2 Proceso de Planificación 
 
El proceso de planificación inicia en el instante en que el traductor envía los 
documentos del dominio y del problema al planificador y este realiza el proceso de 
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parseo e instanciación, verificando que los objetivos del problema sean 
alcanzables a partir del estado inicial, en caso contrario se le envía una 
notificación al traductor de no poder iniciar el proceso de planificación. En el 
dominio de prueba Shopping, el objetivo es alcanzable a partir del estado inicial.  
Allí, se inicia el proceso de planificación y ejecución concurrente. 
 
C.2.1 Construcción Grafo Relajado de Planificación 
 
El planificador realiza la búsqueda de las mejores acciones a ejecutar para 
alcanzar el objetivo a partir del grafo relajado de planificación, cuya construcción 
se puede observar en la siguiente tabla: 
 
Tabla C-1. RPG Caso de Estudio 
Nivel Contenido 
L0 {agentknows creditcard_34324343, agentknows string_tv_20_inch_acme3, agentknows 
password_jaguz, agentknows date_neverever, agentknows price_25000, agentknows 
data_jaime, agentknows data_colombia, agentknows data_guzman, agentknows 
username_jaguz, agentknows itemtitle_normal_tv, agentknows sesionid_tmp, 
agentknows data_medellin, agentknows item_12303, CreditCard_ExpiresDate 
CreditCard_34324343 Date_Neverever, PersonalKey PersonalKeyData_firstname 
Data_Jaime, PersonalKey PersonalKeyData_country Data_Colombia, PersonalKey 
PersonalKeyData_address Data_Medellin, PersonalKey PersonalKeyData_lastname 
Data_Guzman} 
A0 {register data_guzman data_jaime data_medellin data_colombia username_jaguz 
password_jaguz, getiteminformation-alias-0 item_12303 item_12303 itemtitle_normal_tv, 
getiteminformation-alias-1 item_12303, getiteminformation-alias-2 item_12303 
item_12303, getiteminformation-alias-3 item_12303 price_25000, getiteminformation-
alias-4 item_12303, getiteminformation-alias-5 item_12303 item_12303, 
getiteminformation-alias-6 item_12303 price_25000, getiteminformation-alias-7 
item_12303 item_12303 item_12303, getiteminformation-alias-9 item_12303 
item_12303, getiteminformation-alias-10 item_12303 item_12303}
Lε L0 ∪ {item_title item_12303 itemtitle_normal_tv, vendor_incatalog vendor_ms 
item_12303, vendor_incatalog vendor_gs item_12303, item_code item_12303 
item_12303, item_itemvendorprice item_12303 _itemvendorprice_itemvendorprice, 
vendor_itemvendorprice vendor_ms _itemvendorprice_itemvendorprice, 
itemvendorprice_price _itemvendorprice_itemvendorprice price_25000, 
vendor_itemvendorprice vendor_gs  _itemvendorprice_itemvendorprice} 
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Aε A0 ∪ {buyitem item_12303 date_neverever creditcard_34324343 
string_tv_20_inch_acme3} 
L3+2ε Lε ∪ {owner_possess client_client item_12303) 
A3+2ε Aε ∪ {∅} 
 
El primer nivel proposicional, L0, corresponde al estado inicial del problema y a la 
lista de objetos presentes en este; el primer nivel de acciones corresponde a las 
acciones ejecutables a partir del estado inicial del problema. En este primer nivel 
de acciones, se evalúan todas aquellas que tienen el menor costo de ejecución, y 
a partir de ahí se crea el siguiente nivel proposicional, que para este caso, serian 
todas las proposiciones generadas por las acciones getItemInformation, ya que, al 
igual que la acción register, todos los literales que cumplen sus precondiciones, 
están en el primer nivel proposicional, pero estas solo tienen un costo de ejecución 
ε, a diferencia de la acción register, la cual tiene asociado un costo de ejecución 
de 4+ε, lo que la hace la acción más cara a ejecutar en este nivel. 
 
El siguiente nivel proposicional, Lε, corresponde a la unión de la lista de 
proposiciones del nivel anterior (L0) más las proposiciones generadas por las 
acciones ejecutadas (getItemInformation); a partir de este nuevo nivel, se evalúan 
todas las posibles acciones cuyas precondiciones se satisfagan, siendo estas solo 
la acción buyItem. En este punto, a partir de las posibles acciones a ejecutar 
(register y buyItem), se evalúa nuevamente la acción de menor costo, la cual es 
buyItem, ya que tiene  un costo de ejecución menor a la acción register (una de las 
proposiciones requeridas para ejecutar la acción buyItem está ubicada en el nivel 
Lε, de donde, el costo de esta acción es 3+ε+ε). 
 
En el nuevo nivel proposicional, L3+2ε, se alcanza el objetivo del problema, dando 
por terminada la iteración de expansión del grafo relajado, aunque en este nuevo 
nivel propoposicional no hay nuevas acciones a ejecutar, quedando como única 
acción posible para la expansión del grafo, register. 
 
C.2.2 Cálculo de Planes Mono-objetivo 
 
A partir de la información contenida en el grafo relajado de planificación, se 
construye un plan por cada objetivo del problema. Esta construcción consta de dos 
etapas: la construcción de un plan inicial y el refinamiento del mismo. 
 
C.2.2.1 Construcción plan inicial 
Los planes iniciales se calculan de forma regresiva, partiendo del objetivo del 
problema, que para este caso estudio es “owner_possess client_client 
item_12303”. 
 
Se parte de un plan inicial vacio P=∅, al cual se insertara como primera acción, la 
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que produzca el objetivo, que en este caso seria “buyitem item_12303 
date_neverever creditcard_34324343 string_tv_20_inch_acme3”. 
 
La acción buyItem tiene cinco precondiciones, de las cuales solo una no se 
satisface en el estado actual, “vendor_incatalog vendor_ms item_12303”, así que, 
de nuevo, se debe seleccionar una acción que produzca dicha precondición. En el 
caso de existir varias precondiciones insatisfechas, se buscara la siguiente acción 
para la proposición con mayor costo, según el grafo relajado. 
 
Esta precondición solo es producida por una acción, “getiteminformation-alias-10 
item_12303 item_12303”, siendo esta insertada como una nueva acción al inicio 
del plan P. Si existieran varias acciones que produzcan la precondición, se utiliza 
la función de evaluación sobre cada una de las acciones y se seleccionará la de 
menor valor según esta función. 
 
La construcción del plan inicial termina cuando se inserta en el plan una acción 
cuyas precondiciones se satisfacen en el estado actual. El plan obtenido en este 
caso, es el siguiente: 
 
P: getiteminformation-alias-10 item_12303 item_12303 → buyitem item_12303 
date_neverever creditcard_34324343 string_tv_20_inch_acme3. 
 
C.2.2.2 Refinamiento 
Mientras el planificador dispone de tiempo, realiza un proceso de refinamiento por 
cada plan mono-objetivo que no sea válido, es decir, alguna de las precondiciones 
del plan mono-objetivo no ha sido satisfecha por las acciones que componen el 
plan, y será esta precondición insatisfecha la que se intentara reparar en la etapa 
de refinamiento. 
 
En este caso, el plan mono-objetivo P calculado, es un plan válido, por lo que la 
etapa de refinamiento no se realiza. 
 
C.2.3 Selección de Siguiente Acción (anext) 
Una vez finalizadas las etapas anteriores, el planificador ya dispone de un plan 
valido para responder ante las peticiones de acción por parte del ejecutor, donde 
se seleccionara la primera acción del plan calculado. En caso de ser varios planes 
los calculados (varios objetivos), el planificador calcula cual es la siguiente mejor 
acción para enviarle al ejecutor de entre las posibles acciones de los diferentes 
planes. 
 
Al enviar la acción al ejecutor, el planificador da por hecho que la ejecución de la 
acción fue exitosa (a no ser que se le notifique lo contrario) y elimina la acción del 
plan. Este proceso se repite hasta que el objetivo es alcanzado, en donde el 
planificador le enviara como siguiente acción al ejecutor la acción NOP, 
indicándole que ya no hay mas acciones por ejecutar y el objetivo ya fue 
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alcanzado. 
 
En el caso de que el ejecutor le notifique al planificador que la ejecución de una 
acción fallo, el planificador procede de la siguiente manera: en caso de ser una 
acción de cambio de mundo, regresa al estado inmediatamente anterior a la 
ejecución de la acción y reconstruye a partir de ahí un nuevo grafo relajado para el 
cálculo de un nuevo plan; si la acción es de sensado, la proposición que tiene 
como efecto se considera que esta en su forma negada y se actualiza el estado 
actual, reconstruyendo a partir de ahí un nuevo grafo relajado para el cálculo de 
un nuevo plan. Para ambos casos, se cuenta con la posibilidad de castigar la 
acción que ha fallado y no será visible por el nuevo proceso de expansión del 
grafo relajado. 
 
A continuación, se supone que la acción buyItem falló en su ejecución, donde se 
muestra la nueva tabla del grafo relajado y la construcción de un nuevo plan. 
 
Tabla C-2. RPG  Caso de Estudio Simulación de Falla 
Nivel Contenido 
L0 
{agentknows creditcard_34324343, agentknows string_tv_20_inch_acme3, agentknows 
password_jaguz, agentknows date_neverever, agentknows price_25000, agentknows 
data_jaime, agentknows data_colombia, agentknows data_guzman, agentknows 
username_jaguz, agentknows itemtitle_normal_tv, agentknows sesionid_tmp, 
agentknows data_medellin, agentknows item_12303, CreditCard_ExpiresDate 
CreditCard_34324343 Date_Neverever, PersonalKey PersonalKeyData_firstname 
Data_Jaime, PersonalKey PersonalKeyData_country Data_Colombia, PersonalKey 
PersonalKeyData_address Data_Medellin, PersonalKey PersonalKeyData_lastname 
Data_Guzman} 
A0 
{register data_guzman data_jaime data_medellin data_colombia username_jaguz 
password_jaguz, getiteminformation-alias-0 item_12303 item_12303 itemtitle_normal_tv, 
getiteminformation-alias-1 item_12303, getiteminformation-alias-2 item_12303 
item_12303, getiteminformation-alias-3 item_12303 price_25000, getiteminformation-
alias-4 item_12303, getiteminformation-alias-5 item_12303 item_12303, 
getiteminformation-alias-6 item_12303 price_25000, getiteminformation-alias-7 
item_12303 item_12303 item_12303, getiteminformation-alias-9 item_12303 
item_12303, getiteminformation-alias-10 item_12303 item_12303}
Lε 
L0 ∪ {item_title item_12303 itemtitle_normal_tv, vendor_incatalog vendor_ms 
item_12303, vendor_incatalog vendor_gs item_12303, item_code item_12303 
item_12303, item_itemvendorprice item_12303 _itemvendorprice_itemvendorprice, 
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vendor_itemvendorprice vendor_ms _itemvendorprice_itemvendorprice, 
itemvendorprice_price _itemvendorprice_itemvendorprice price_25000, 
vendor_itemvendorprice vendor_gs  _itemvendorprice_itemvendorprice} 
Aε 
A0 ∪ {buyitem item_12303 date_neverever creditcard_34324343 
string_tv_20_inch_acme3} 
L3+2ε Lε ∪ {owner_possess client_client item_12303) 
A3+2ε Aε ∪ {∅} 
Ejecución de la acción buyItem falló, se restaura el estado anterior a la ejecución de la acción y 
esta se anula para no permitir su elección en la expansión del nuevo grafo relajado. 
L’ε 
L0 ∪ {item_title item_12303 itemtitle_normal_tv, vendor_incatalog vendor_ms 
item_12303, vendor_incatalog vendor_gs item_12303, item_code item_12303 
item_12303, item_itemvendorprice item_12303 _itemvendorprice_itemvendorprice, 
vendor_itemvendorprice vendor_ms _itemvendorprice_itemvendorprice, 
itemvendorprice_price _itemvendorprice_itemvendorprice price_25000, 
vendor_itemvendorprice vendor_gs  _itemvendorprice_itemvendorprice} 
A’ε A0 ∪ {∅} 
L’4+ε 
L’ε ∪ {client_usercredential client_client _usercredential_usercredential, 
server_usercredential server_gs _usercredential_usercredential, 
usercredential_username _usercredential_usercredential username_jaguz, 
usercredential_password _usercredential_usercredential password_jaguz} 
A’4+ε A’ε ∪ {login password_jaguz username_jaguz sesionid_tmp} 
L’6+5ε 
L’4+ε ∪ {server_activesession server_gs _activesession_activesession, 
client_activesession client_client _activesession_activesession, activesession_sesionid 
_activesession_activesession sesionid_tmp} 
A’6+5ε A’4+ε ∪ {addtocart sesionid_tmp item_12303 string_tv_20_inch_acme3} 
L’8+17ε 
L’6+5ε ∪ {client_itemincart client_client _itemincart_itemincart, service_itemincart 
service_gs _itemincart_itemincart, itemincart_item _itemincart_itemincart item_12303} 
A’8+17ε 
A’6+5ε ∪ {checkoutbyitem sesionid_tmp item_12303 creditcard_34324343 
date_neverever string_tv_20_inch_acme3} 
L’12+67ε L’8+17ε ∪ {owner_possess client_client item_12303} 
A’12+67ε A’8+17ε ∪ {∅} 
  
Como se observa en la tabla, al recibir la notificación por parte del ejecutor que la 
acción fallo, se reconstruye un nuevo grafo relajado en donde no se tiene presente 
la acción que fallo (A’ε), y en este caso, quedando solo disponible la acción register 
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para continuar con el proceso de expansión del grafo relajado. 
 
Debido a la especificación del dominio, la construcción del grafo relajado de 
planificación y la construcción del plan mono-objetivo son procesos lineales, ya 
que las acciones necesarias para alcanzar el objetivo están en una secuencia 
ordenada. 
 
El nuevo plan calculado también es un plan valido, por lo que tampoco requiere 
etapa de refinamiento. El nuevo plan es el siguiente: 
 
P’: register data_guzman data_jaime data_medellin data_colombia 
username_jaguz password_jaguz → login password_jaguz username_jaguz 
sesionid_tmp → getiteminformation-alias-9 item_12303 item_12303 → addtocart 
sesionid_tmp item_12303 string_tv_20_inch_acme3 → checkoutbyitem 
sesionid_tmp item_12303 creditcard_34324343 date_neverever 
string_tv_20_inch_acme3. 
 
En caso tal de que volviese a fallar una acción, el planificador ya no encontraría un 
plan para llegar al objetivo, en cuyo caso, ante una petición de acción por parte del 
ejecutor, el planificador le respondería FAIL, indicándole de que no pudo hallar un 
plan adecuado. 
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D.  
Anexo D    
 
Manual de Usuario INDYGO 
 
En este anexo se presenta detalladamente el proceso de composición de servicios 
haciendo uso del software desarrollado; para esto se mostrara como hacer uso  de 
dicho software para llevar a cabo, desde cero, el proceso de composición para el 
dominio de prueba planteado en el Anexo C. 
 
D.1 Descripción General 
 
El software desarrollado, llamado INDYGO, permite la visualización de cada una 
de las etapas y procesos implicados en la composición de servicios, como lo son: 
• Estructura ontología abstracta. 
• Individuos e instancias de propiedades contenidos en la ontología inicial. 
• Instancias de propiedades en la ontología final. 
• Descripción general de cada uno de los servicios Web que participan en el 
proceso de composición. 
• Traducción especificaciones OWL y OWLS al problema de planificación 
especificado en el lenguaje XSPDDL. 
• Ejecución de los servicios Web implicados en el proceso de composición. 
• Secuencia de acciones ejecutadas especificadas en el lenguaje XSPDDL. 
• Process Model del plan solución. 
• Lista de hechos resultante de la ejecución del plan solución. 
• Resumen del proceso de composición. 
• Registro de eventos del sistema. 
 
Adicionalmente, se permite la edición de la ontología inicial y final a partir de la 
ontología abstracta o de ontologías ya existentes, de tal manera que se pueda 
especificar por medio del software el problema de composición. Una vista general 
del software se puede observar en la figura D.1, donde se ve los datos de entrada 
requeridos por el sistema en la parte izquierda (ver sección D.2), información de 
algunas de los individuos contenidos en la ontología inicial en la parte superior 
derecha y un apartado del proceso de ejecución de servicios Web en la parte 
inferior derecha. 
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Figura D-1. Vista General Interfaz INDYGO 
 
Una vez descritas las funcionalidades del software, se describirá a continuación 
cada una de estas de manera más detallada. 
 
 
D.2 Datos de Entrada 
 
Los datos de entrada requeridos por el sistema son: 
• URL ontología abstracta (Abstract Ontology URL): dirección en la cual 
está ubicada la ontología abstracta. Esta ontología es obligatoria si y solo si 
no se ingresan las direcciones de la ontología inicial ó final, ya que estas en 
su interior hacen referencia a la ontología abstracta. Es útil si se desea 
crear una ontología inicial y final desde cero. 
• URL ontología inicial (Initial Ontology URL): dirección en la cual está 
ubicada la ontología inicial. Esta ontología contiene todos los individuos e 
instancias de las propiedades que describen el estado inicial del cual partirá 
el proceso de planificación. Si se ingresa esta dirección, su contenido podrá 
ser visualizado y opcionalmente editado (ver sección D.3). 
• URL ontología final (Final Ontology URL): dirección en la cual está 
ubicada la ontología final. Esta ontología contiene todas las instancias de 
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las propiedades que describen el estado objetivo que buscara el proceso de 
planificación. Si se ingresa esta dirección, su contenido podrá ser 
visualizado y opcionalmente editado (ver sección D.3). 
• URL lista de servicios (Services List URL): dirección en la cual está 
ubicada la lista de servicios que participaran en el proceso de planificación. 
Esta lista de servicios es un archivo de texto plano donde cada línea es una 
URL apuntando a cada uno de los servicios. Este dato es opcional si solo 
se desea visualizar la información de las ontologías abstracta, inicial ó final. 
• Restricción de tiempo planificador (Planner Time Restriction): tiempo 
máximo del cual dispondrá el planificador para calcular cada una de las 
acciones del proceso de planificación, de tal manera que asegure una 
respuesta ante la petición del ejecutor de una acción. 
 
Una vez ingresadas las respectivas URLs, se dispone de dos opciones: 
• Cargar (Load): carga cada una de las URLs ingresadas solo para visualizar 
su información, lo cual no inicializa el proceso de traducción. Una vez 
cargadas, se habilitaran cada uno de los componentes correspondientes a 
cada URL, así: 
 La pestaña Abstract se habilitara una vez la ontología abstracta sea 
cargada. En esta pestaña se encuentra la información sobre la 
estructura que compone la ontología abstracta, sus clases y 
propiedades (con su respectivo tipo de dominio y rango) como se 
puede ver en la figura D-2. Adicionalmente, una vez cargada la 
ontología abstracta, se habilitaran los botones de edición de la 
ontología inicial y final. 
 La información de los individuos e instancias de las propiedades 
contenidos en el estado inicial se podrá visualizar una vez la 
ontología inicial sea cargada como se puede ver en la figura D-3. 
Esta información podrá ser modificada para crear a partir de esta una 
nueva ontología. 
 La información de las propiedades instanciadas contenidas en el 
estado objetivo se podrá visualizar una vez la ontología final sea 
cargada como se puede ver en la figura D-4. Esta información podrá 
ser modificada para crear a partir de esta una nueva ontología. 
 La pestaña Services se habilitara una vez la lista de servicios sea 
cargada. En esta pestaña se encuentra la información general de 
cada una de los servicios contenidos en la lista, adicionalmente, si 
alguno de los componentes de la información del servicio es 
seleccionado con dos clic, provocara que se muestre información 
adicional sobre este servicio en una pestaña extra al lado de la 
edición del problema de composición como se puede ver en la figura 
D-5. 
• Traducir (Translate): inicia el proceso de traducción a partir de las URLs 
especificadas, para lo cual primero realiza el proceso de carga (si no fue 
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realizado con anterioridad) y luego la traducción, proceso que podrá ser 
observado al habilitarse la pestaña Traslation. Este proceso traduce las 
especificaciones OWL y OWLS contenidas en las diferentes ontologías y 
lista de servicios a un problema de planificación especificado en el lenguaje 
XSPDDL, el cual está contenido en dos documentos XML, los cuales 
podrán ser visualizados y almacenados una vez terminado el proceso de 
traducción. Si el proceso de traducción terminar correctamente, se 
habilitaran los botones donde se podrá modificar la restricción de tiempo 
del planificador y el de inicio (Start), para poder dar inicio al proceso de 
planificación como se puede ver en la figura D-7. 
 
 
Figura D-2. Información Ontología Abstracta. 
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Figura D-3. Información Ontología Inicial. 
 
 
 
Figura D-4. Información Ontología Final. 
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Figura D-5.  Información Lista de Servicios. 
  
 
 
Figura D-6. Información Proceso de Traducción. 
 
 
D.3 Edición y Creación Ontología Inicial y Final 
 
Una de las características del sistema es la edición de la ontología inicial y final 
para así poder definir el problema de composición a partir de la ontología 
abstracta. Esta edición solo es posible una vez es cargada la ontología abstracta 
ya que esta es la que contiene la información de los tipos de individuos que se 
pueden crear y las propiedades que se pueden instanciar (cada uno con su 
respectivo tipo de dominio y rango). 
 
La edición de estas ontologías consta de dos pasos, la edición de individuos y la 
edición de propiedades. 
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D.3.1 Edición de Individuos 
 
En la edición de individuos solo se crearan los individuos que estarán disponibles 
para la edición de propiedades, tanto para los de la ontología inicial como para la 
ontología final, y a su vez, serán los objetos con los cuales el problema de 
planificación realizara el proceso de instanciación. Esta edición está disponible en 
la pestaña “Initial” perteneciente a la edición del problema (Problem). 
 
Estas instancias están compuestas de dos partes: 
• Tipo del individuo (Individual Type): es el tipo de clase a la que 
pertenecerá el individuo. Su edición está asociada a una lista predefinida, la 
cual está compuesta de todas los tipos de clases definidas en la ontología 
abstracta. 
• Nombre del individuo (Individual Name): es el nombre del individuo en 
cuestión, con el cual se podrá hacer referencia en las propiedades. Consta 
a su vez de dos partes: 
 Prefijo (Prefix): este es el nombre de la clase a la cual pertenece el 
individuo, seguido del símbolo ‘_’. Este no es editable ya que va 
asociado al tipo seleccionado. 
 Nombre (Name): este será una cadena de texto alfanumérico 
cualquiera, la cual conformara el nombre del individuo junto con el 
prefijo. 
 
Lo anterior se puede observar en la siguiente figura: 
 
 
Figura D-7..Edición de Individuos. 
 
Para adicionar o eliminar individuos se cuentan con los botones para cada una de 
estas de operaciones, los cuales son “Add” y “Remove” respectivamente. 
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• Adicionar (Add): adiciona un nuevo individuo con un tipo y nombre 
predefinidos de acuerdo a las clases disponibles en la ontología abstracta y 
la cantidad de individuos creados. 
• Eliminar (Remove): elimina el(los) individuo(s) seleccionado(s), teniendo 
en cuenta que si está siendo referenciada por alguna propiedad, esta será 
eliminada de dicha propiedad. 
 
En esta edición, solo se debe tener precaución de no definir dos individuos con 
exactamente el mismo nombre. 
 
D.3.2 Edición de Propiedades 
 
En la edición de propiedades se editaran las propiedades disponibles tanto para la 
ontología inicial como para la ontología final, para lo cual cada una cuenta con su 
respectiva pestaña, “Initial” y “Goal” respectivamente. 
 
La edición de estas propiedades está compuesta de tres partes: 
• Nombre (Name): es el tipo de propiedad a la cual se hará referencia y su 
edición está asociada a una lista predefinida, la cual está compuesta de 
todas las propiedades definidas en la ontología abstracta. 
• Individuo del dominio (Domain Individual): es el individuo que estará 
asociado al dominio de la propiedad y su edición está limitada a una lista 
predefinida, la cual está compuesta de todos los individuos compatibles con 
el dominio de la propiedad (según la descripción de este en la ontología 
abstracta) definidos en la edición de individuos. 
• Individuo del rango (Range Individual): es el individuo que estará 
asociado al rango de la propiedad y su edición está limitada a una lista 
predefinida, la cual está compuesta de todos los individuos compatibles con 
el rango de la propiedad (según la descripción de este en la ontología 
abstracta) definidos en la edición de individuos. 
 
Lo anterior se puede observar en Figura D-8. 
 
Al igual que la edición de individuos, para adicionar o eliminar propiedades se 
cuentan con los botones “Add” y “Remove” respectivamente. 
• Adicionar (Add): adiciona una nueva línea en la lista de propiedades la 
cual estará vacía para su futura edición. 
• Eliminar (Remove): elimina la(s) propiedad(es) seleccionada(s). 
 
En esta edición, se debe tener precaución de no definir dos propiedades 
exactamente iguales (nombre, individuo del dominio y rango) y que el tipo 
seleccionado de individuo sea compatible con el dominio y rango respectivamente 
(ya que una vez seleccionada un individuo, este puede ser modificado en la 
edición de individuos). 
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Figura D-8. Edición de Propiedades de la Ontología Inicial. 
 
D.3.3 Creación de Ontologías 
 
Una vez completado el proceso de edición, cada una de las ontologías puede ser 
almacenada localmente por medio del botón “Save”, el cual construirá a partir de 
lo definido en la edición de individuos y propiedades un archivo OWL. Como 
alternativa, se puede pre visualizar el archivo por medio del botón “Preview” como 
se puede ver en la Figura D-9. 
 
 
Figura D-9. PreVisualización Ontología Final. 
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D.4 Planificación y Ejecución Concurrente 
 
Una vez el proceso de traducción genere los documentos del dominio y problema, 
se puede iniciar el proceso de planificación y ejecución concurrente por medio del 
botón “Start”, lo cual creara una instancia del planificador de tal manera que el 
ejecutor se pueda conectar a él para así poder iniciar el proceso, el cual una vez 
iniciado, habilitara el resto de pestañas disponibles en el sistema (Execution, Plan 
– XSPDDL, Plan – Process Model, Facts, Summary, Goal Change) para poder 
hacer un seguimiento del proceso o editar los objetivos del problema en tiempo de 
ejecución. Cada una de estas pestañas se describe a continuación. 
 
D.4.1 Execution 
 
Monitorea la petición de acción por parte del ejecutor y su respectiva ejecución, 
brindando información del servicio ejecutado, su respuesta, la evaluación de la 
Success Condition y un breve resumen acerca de los tiempos y métrica del plan 
una vez todos los objetivos del problema de planificación han sido alcanzados. Lo 
anterior se puede observar en Figura D-10, presentada a continuación. 
 
 
Figura D-10.  Monitoreo Planificación y Ejecución Concurrente. 
 
D.4.2 Plan – XSPDDL 
 
Monitorea cada una de las acciones recibidas por parte del planificador para ser 
ejecutadas. Estas están en formato XSPDDL, un aparte del plan (representado por 
dos acciones), puede ser observada en la Figura D-11, mostrada en el siguiente  
parráfo. 
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Figura D-11.Monitoreo Acciones Recibidas por Parte del Planificador. 
 
D.4.3 Plan – Process Model 
 
Una vez finalizado el proceso de planificación, se creara el Process Model 
correspondiente a la secuencia de servicios que satisface la solución del 
problema. En la Figura D-12, se presenta un aparte de un ejemplo, de un Process 
Model construido, por INDYGO, una vez ha finalizado la ejeucción de cada una de 
las acciones del plan solución. 
 
 
Figura D-12. Process Model Generado. 
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D.4.4 Facts 
 
Una vez finalizado el proceso de planificación, se creara una lista con la base de 
hechos resultante una vez ejecutados los servicios que satisfacen la solución del 
problema. La siguiente Figura D-13, muestra una lista de hechos a manera de  
ejemplo. 
 
 
Figura D-13. Lista de Hechos Resultantes. 
 
D.4.5 Summary 
 
Contiene un resumen de todo el proceso de planificación y ejecución concurrente, 
como lo son: tiempo de carga de ontologías y servicios, tiempo de traducción, 
numero de instancias utilizadas, numero de predicados en el estado inicial, entre 
otros. Esto se puede observar en la Figura D-14, presentada a continuación. 
 
 
Figura D-14. Resumen Proceso de Planificación y Ejecución Concurrente. 
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D.4.6 Goal Change 
 
Permite el cambio de objetivos en tiempo de ejecución. Esto es posible, recibiendo 
la URL de la ontología que contiene la nueva lista de objetivos que serán 
adicionados o alternativamente permitirá cargar una dirección coincidente con la 
URL de la ontología final, inicialmente suminsitrada por el usuario (Ver sección D-
2) en la especificación del requerimiento de composición, con el propósito de 
elimianr algunoa de los objetivos actuales que el planificador aún no ha alcanzado 
a ejecutar.  Un ejemplo de la interfaz asociada a este proceso se presenta en las 
Figuras D-15 y D-16. 
 
 
Figura D-15.Carga de Ontología Cambio de Objetivos. 
 
 
Figura D-16.Adición o Remoción de Objetivos en Tiempo de Ejecución. 
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D.5 Opciones 
 
El sistema cuenta con dos opciones de configuración básicas, las cuales pueden 
ser accedidas a través de la opción de menú “Options”. 
 
D.5.1 Configuracion Proxy 
 
La primera opción de configuración es la relacionada al proxy del sistema, “Proxy 
Settings…”, la cual permite establecer (o eliminar) la dirección y puerto de un 
servidor proxy en caso de que la conexión a Internet utilizada se encuentre detrás 
de uno. La Figura D-17, muestra la interfaz asociada a este proceso. 
 
 
Figura D-17.Configuración proxy 
 
 
D.5.2 Selección de Apariencia 
 
La segunda opción de configuración, “Look & Feel” permite establecer la 
apariencia del sistema, la cual no tiene ninguna implicación funcional sobre el 
mismo. Esta opción de configuración permite seleccionar entre cinco opciones 
diferentes de apariencia, una de las cuales se puede observar en la Figura D-18. 
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Figura D-18. Apariencia Nimbus del sistema. 
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