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ABSTRACT
A continuous k nearest neighbor (CKNN) query retrieves the set of k mobile nodes that are
nearest to a query point, and provides real-time updates whenever this set of nodes changes.
A CKNN query can be either stationary or mobile, depending on the mobility of its query
point. Efficient processing of CKNN queries is essential to many applications, yet most ex-
isting techniques assume a centralized system, where one or more central servers are used for
query management. In this thesis, we assume a fully distributed mobile peer-to-peer system,
where mobile nodes are the only computing devices, and present a unified platform for effi-
cient processing of both stationary and mobile CKNN queries. For each query, our technique
computes a set of safe boundaries and lets mobile nodes monitor their movement with respect
to these boundaries. We show that the result of a query does not change unless a node crosses
over a safe boundary. As such, our technique requires a query to be re-evaluated only when
there is a crossing event, thus minimizing the cost of query evaluation. For performance study,
we model the communication cost incurred in query processing with a detailed mathematical
analysis and verify its accuracy using simulation. Our extensive study shows that the proposed
technique is able to provide real-time and accurate query results with a reasonable cost.
1CHAPTER 1. OVERVIEW
Given a set of mobile nodes, a continuous k-nearest-neighbor (CKNN) query retrieves the
set of k nodes that are nearest to a query point p, and provides real-time updates on the
query results whenever this set of nodes changes. Depending on whether or not the query
point moves during a query’s life time, CKNN queries can be classified into two categories,
stationary and mobile, which we will refer to as S-CKNN and M-CKNN queries, respectively.
Unlike traditional KNN queries that retrieve the set of k nearest neighbor at some snap of
time point, a CKNN query is a continuous query; as mobile nodes move continuously, the
query results may keep changing. By allowing one to monitor the k nodes nearest to a point
of interest, CKNN queries are useful in many applications. For instance, in a battlefield, a
commander may want to alert his soldiers as soon as they become nearest to an enemy post.
In this example the query point is fixed at the enemy post location. Similarly, in an emergency,
a police officer may want to track the ambulance that is closest to his/her current position. In
this case, the query is mobile because the query point is bound on the police officer.
As a primitive operation in mobile object database systems, efficient processing of CKNN
queries has been investigated intensively in the context of a centralized environment, wherein
mobile nodes can communicate with a central server. When the query point is fixed, the
proposed techniques rely on the server for query management, and can be classified into two
categories. The techniques in the first category (e.g., [19], [29], [30]) let mobile nodes report
the server their velocity information. At the server side, the trajectories of mobile nodes
are indexed using some spatial data structure to minimize disk I/O and CPU costs in query
evaluation. In these schemes, the server handles all query evaluation and mobile nodes just
need to report their location information. In contrast, the techniques in the second category
2(e.g., [28], [20], [10]) are distributed in the sense that they let mobile nodes participate in query
evaluation. Specifically, each mobile node needs to monitor their movement with respect to
some monitoring boundaries. When a node crosses over a boundary, it reports the server. In
response, the server checks if any query result needs to be updated.
Recently, Kim et al. [17] presented a fully distributed approach, called Safe-Time, for
processing stationary CKNN queries. The technique assumes that the maximal speed of the
mobile nodes is known and based on such knowledge it estimates the minimal time duration
during which the k + 1-th nearest neighbor and the k-th nearest neighbor to a query point do
not change. However this approach has some drawbacks. First, When the speeds of mobile
nodes vary significantly, this approach would incur frequent location update. Indeed, it requires
location update even when the k + 1-th and k-th nearest nodes do not change. Second, if the
k-th nearest neighbor node fails, the query result may be outdated and the query itself may
be lost. Finally, the proposed technique can support only S-CKNN queries.
In this thesis, we present a generic solution that support efficient processing of both S-
CKNN and M-CKNN queries. Our key innovation is the concept of safe boundary. For each
CKNN query, we compute a set of safe boundaries, which are circles centered on the query
point, and guarantee that as long as no mobile node crosses over those boundaries, the set of
K nearest nodes to the query point does not change. Since the query needs to be re-evaluated
only when there is a crossing event, a significant amount of communication overhead can be
saved. To further reduce the cost, we partition the network into a number of disjoint grid
cells, and make each node aware of only its relevant queries, defined to be those whose safe
boundaries overlap with the cell a node resides. As a node moves, it monitors its movement
against the boundaries of its relevant queries, and if it crosses over a boundary, it initiates
a query evaluation and computes a new safe boundary for the corresponding query. When a
node moves into a new cell, it can retrieve its new relevant queries from any other nodes in the
cell. In the case that the new cell does not have any other nodes, our technique ensures that
its relevant queries can be retrieved from some node in a neighboring cell, thus minimizing the
cost of query management. We show that when the network is fully connected, our technique
3is able to provide real-time and accurate query results.
The main contributions of our work are as follows. 1) We propose a generic solution
for efficient processing of both S-CKNN and M-CKNN queries. Instead of relying on any
stationary server, our technique stores queries among mobile hosts and does so dynamically to
make each host aware of its nearby queries. 2) We present an analytical model that estimates
the communication cost incurred by the proposed technique. The accuracy of this model
is validated using simulation. The rest of the thesis is organized as follows. We present our
proposed work in detail in Chapter 2. In Chapter 3, we present and validate an analytical model
based on a fully connected ad hoc network. Then, in Chapter 4 we demonstrate the effectiveness
of our scheme by simulating and ad hoc network under different network conditions. Also, we
present related work in Chapter 5. Finally, we offer some concluding remarks in Chapter 6.
4CHAPTER 2. PROPOSED TECHNIQUE: SAFE-BOUNDARY
We consider a mobile ad hoc network formed by a set of location-aware mobile nodes,
each having a unique ID. Since many MANET communication protocols (e.g., LAR [18],
DREAM [22], GPSR [15]) have been developed, we will simply assume these nodes can com-
municate with each other through packet relaying and will not concern how this is actually
implemented. Without causing ambiguity, we will use terms node and user exchangeably. In
the following subsections, we first present our technique for efficient processing of S-CKNN
queries, and then extend it to support M-CKNN queries.
2.1 S-CKNN query management
When a user issues a CKNN query on point p, the system needs to return the k nodes that
are nearest to the query point p, and provide continuous update whenever the query result
changes. Let Nk be the k-th nearest node to p with a distance of dk, and Nk+1 be the (k+1)-th
nearest node to p with a distance of dk+1. Let b be the circular boundary that centers on p
with a radius of
dk+dk+1
2 . These notations are illustrated in Figure 2.1. We observe that the
set of k nodes nearest to p does not change as long as no node moves across b. As such, to
process the CKNN query, we just need to make mobile nodes aware of b, which we will referred
to as the query’s safe boundary. When a node moves, it can monitor its movement against b.
If it crosses over the boundary, it computes a new safe boundary by identifying the k+1 nodes
nearest to p and informs the query creator of the new set of k nearest nodes.
The above approach converts the processing of a CKNN query into monitoring the crossing
events on its safe boundary. Given a set of n active CKNN queries, there are n corresponding
safe boundaries in the system. The problem now is how to manage these boundaries. A simple
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solution is to let each node cache the entire set of boundaries, but it will incur high network
costs. Each time a new safe boundary is computed, a network-wide broadcast is needed. In
the next section, we propose a cost-effective solution. We first explain the basic idea and then
present the solution in a more formal way.
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62.1.1 Basic idea
Our basic idea is to let each mobile node cache only its nearby boundaries. Let r is the
transmission radius of mobile nodes. We partition the network domain into a set of disjointed
cells, each being r√
2
× r√
2
. An example of such partitioning is illustrated in Figure 2.2. The
network partitioning is made known to all mobile nodes. We say a cell is a node’s home cell
if the node is currently inside the cell, and a query is relevant to a cell if the query’s safe
boundary overlaps with the cell. A query is relevant to more than one cell if its safe boundary
spans over several cells. For instance, Q3 in Figure 2.2 is relevant only to cell 9 while Q5 is
relevant to cells 3 and 7. Moreover, we say a query is relevant to a node if the query is relevant
to the node’s home cell.
When a node N creates a CKNN query on point p, it first determines the cell that contains
point p, and then broadcasts a message to all nodes in the cell to search the initial set of k + 1
nodes nearest to p. If the cell does not have all these nodes, N expands the search scope to
include the cell’s neighboring cells. This step is repeated until the k + 1 nodes nearest to p
are all located. N then computes the safe boundary b and broadcasts the query to all nodes
inside the relevant cells. In our approach, each mobile node caches all queries relevant to its
home cell. Thus, when a node moves into a new cell, it can find its relevant queries from any
node in the cell.
One technical problem here is how to handle the situation when a cell does not have any
node, in which case a node moving into the cell may not find its relevant queries. To address
this problem, we use the following approach. When a node moves out of its home cell, it checks
if it is the last node in the cell. If there are some other nodes in the cell, the node can simply
delete the queries that are relevant to this cell. Otherwise, it keeps these queries, and becomes
the cell’s retaining node. For example, if node A in Figure 2.2 is moving out of cell 8, it will
become the retaining node to this cell. Note that a cell can have at most one retaining node;
and this happens only when there is no node inside the cell. When a node becomes a cell’s
retaining node, it keeps the cell’s relevant queries until they are retrieved when some node
moves into the cell.
7The concept of retaining node allows a node to retrieve a cell’s relevant queries from its
retaining node, if the cell contains no other node. However, the cost of locating a cell’s retaining
node can be high if the node has moved far away from the cell. This cost can be minimized by
keeping a cell’s retaining node as close as possible to the cell. Suppose node H is the retaining
node to cell i, and H is moving from its current cell j into a new cell k. If the distance from
k to i is farther than that from j to i, then H can send i’s relevant queries to another node, if
any, in cell j, which then becomes i’s new retaining node. As an example, suppose node A in
Figure 2.2 moves from cell 8 to 9, and then to 10. If A is the retaining node to cell 8, it may
unload the cell’s relevant queries to either B or C.
When the network is fully connected, the above technique ensures that a node moving into
a new cell can always retrieve its relevant queries, either from another node currently in the
cell or from the cell’s retaining node (if the cell contains no other node), which is likely to be
nearby. This scheme also guarantees real-time and accurate query results. Since each node
is made aware of the queries relevant to its home cell, it can monitor its movement against
them and re-evaluate a query whenever necessary. In reality, the network may be disconnected
due to various factors such as node failures. When this happens, no technique can provide
accurate query results. To minimize the impact of network disconnection, we make some minor
revisions on the original design. When a node fails to create a query, it can choose to repeat the
operation until it is successful. When a node becomes a cell’s retaining node, it can periodically
try to geocast the relevant queries back to the cell. In this way, the queries can be restored as
soon as the network path to the cell is reconnected.
Another issue to consider is synchronization. For instance, two nodes may simultaneously
cross over a query’s safe boundary and both starts to re-evaluate the query. This problem can
be addressed by dynamically assigning each cell a coordinator to synchronize query evaluation
and other events. When the network is initially deployed (e.g., all nodes are airlifted to some
region in a battlefield and then start to move), a cell’s coordinator is randomly chosen among
the nodes. If a node moves into a cell containing no other nodes, it locates the node’s retaining
node and becomes the cell’s coordinator. If a cell’s coordinator is moving out of the cell, it
8randomly assigns another node in the cell as its new coordinator. If there is no other nodes in
the cell, the node remains as the cell’s coordinator (and also a retaining node).
2.1.2 Detailed design
We now describe the proposed technique in a more formal way. Because of relevance, we
focus on MessageListener and RegionMonitor, two daemon processes running concurrently on
each mobile node. To facilitate our discussion, we define the following notations for the data
structures maintained by each mobile node:
• myID: The node’s unique identifier;
• myPos: The node’s current position;
• myCell: The node’s current home cell;
• myQueries: The list of queries relevant to myCell;
• myRetains: The list of cells to which the node is currently a retaining node and their
relevant queries, each defined as (N, p, k, b), where N is the query creator, p the query
point, k the number of nearest nodes, and b the current safe boundary;
MessageListener: The mobile node listens to these messages and processes them as
follows:
• SearchNode(cell): If myPos is inside cell, or cell is listed in myRetains, reply with a
candidate message including myID and myPos.
• RetrieveQueries(cell):
– Send all queries relevant to cell to the requester;
– If cell is listed in myRetains, remove the cell and its relevant queries from myRetains.
• SetRetainingNode(cell, queries):
– Add cell and queries to myRetains.
9• CreateQuery(q):
– If q’s safe boundary overlaps with myCell, add q to myQueries;
– If q’s safe boundary overlaps with any cell listed in myRetains, add q to the list of
the cell’s relevant queries.
• RemoveQuery(q):
– If query q overlaps with myCell, remove q from myQueries;
– If q’s safe boundary overlaps with any cell listed in myRetains, remove q from the
list of the cell’s relevant queries.
• UpdateSafeBoundary(q, b):
– If q is included in myQueries, remove q if b does not overlap with myCell; otherwise
update q with the new safe boundary b;
– For each cell listed in myRetains that was relevant to q, remove q if b does not
overlap with myCell; otherwise update q with the new safe boundary b.
RegionMonitor: When the mobile node moves, it monitors its movement and does the
followings:
1. If it moves into a new cell, say newCell, do the followings:
• Set CandidateList = null;
• Broadcast message SearchNode(myCell) within myCell;
• Collect all candidate messages and add them to CandidateList;
• If CandidateList = null, add myCell and myQueries to myRetains (becoming
the cell’s retaining node);
• Otherwise, do the followings:
– For each cell c (if any) in myRetains, check its distance to myCell and to
newCell;
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– If c is closer to myCell than to newCell, then find the node in the CandidateList
that is nearest to c, and send a message SetRetainingNode(c, queries) to the
node, where queries is the list of queries relevant to c.
• Set myCell = newCell;
2. If it crosses over the safe boundary of any query q(N, p, k, b) listed in the myQueries, do
the followings:
• Locate the k + 1 nodes nearest to p;
• Notify N with the new set of k nearest nodes;
• Compute a new safe boundary b′, according to the positions of the kth and (k+1)th
nodes nearest to p;
• Broadcast UpdateSafeBoundary(q, b′) to all cells overlapping with b.
2.2 M-CKNN query management
In this section we extend the proposed technique described in section 2.1 to process M-
CKNN queries.
2.2.1 Basic idea
The difference between an S-CKNN and an M-CKNN query is that in the latest, the
geographic coordinates that describe its query point depend on the location of its focal node
or query’s owner. Thus, the query result of an M-CKNN not only may change because of the
movement of nearby mobile nodes, but also because of the movement of its associated focal
node. Our basic idea is to associate a new safe boundary to the focal node. This new safe
boundary termed as the inner safe boundary will encircles a region around the focal node, in
which the set of the k nearest neighbor nodes will not change because of its movement. The
safe boundary that encloses the k nearest neighbor nodes to the query point is denoted as the
outer safe boundary of a M-CKNN query.
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Let Nk be the k-th nearest node to the query point p with a distance of dk, and Nk+1 be
the (k + 1)-th nearest node to p with a distance of dk+1. Let bS be the outer safe boundary
that centers on p with a radius denoted as RS =
dk+dk+1
2 . If we consider that the mobile
nodes move at the average speed v, and assuming the worst case situation where node Nk is
moving away from the position of the focal node (p) and node Nk+1 and the focal node are
moving toward each other as illustrated in Figure 2.3. Thus we define the radius of a inner safe
boundary (bF ) as the maximum distance that the focal node (p) can move without affecting
the current query result as RF =
dk+1−dk
4 . Therefore, given a set of n active M-CKNN queries,
there are 2n corresponding safe boundaries in the system.
Nk+1
Inner safe boundary
P
Nk
dk
dk+1
Rs
RF
RS =  dk + dk+1
       2
RF =  dk+1 - dk
       4
Outer safe boundary
Figure 2.3 Safe Boundaries for a M-CKNN Query
When a mobile node moves, it monitors its movement against a inner safe boundary, bS ,
only if the node is the query’s owner. If the node crosses the inner safe boundary, then it
computes a new pair of safe boundaries bF and bS by identifying the k+1 nodes nearest to its
new position p. However, if the node is not the query’s owner, it will only monitor its location
against the outer safe boundary of the query.
Because of the fact that the query point can be constantly changing, the position of the
12
center of the outer safe boundary bS also should be updated. However, in order to avoid
unnecessary updates, a mobile node monitors its movement against a modified version of the
outer safe boundary BS of the query. In this case, the node monitors its position either against
an outer safe boundary of radius RS +RF if the node is moving outside of the region delimited
for such a radius or against an outer safe boundary of radius RS −RF if the node is member
of the query result. In either case, when a node crosses one of these modified safe boundaries,
it will geocast a request for a safe-boundary update to the region where the query’s owner or
its focal node is probably located. Such a region is considered to be the one defined by the
previous known position of p and the radius RS . If the corresponding focal node receives such
a request, it will identify the k+1 nodes nearest to its current position p.
Due to the processing of M-CKNN requires the use of two safe boundaries, it is necessary
to differentiate between the safe boundaries of an S-CKNN and an M-CKNN. This is done by
including a new field, in the data structure that describes the safe boundary of a query, that
indicates to which type of query is associated.
2.2.2 Detailed design
We know describe in a more formal way the necessary extension to the design explained in
section 2.1.2 to the daemons MessageListener and RegionMonitor. To facilitate our discussion,
beside of the notations explained in section 2.1.2, we include the followings:
• bF : is the inner safe boundary of a query q defined as (p,RF ), where p is the query point
and RF is the radius of the inner safe boundary.
• bS : is the outer safe boundary of a query q defined as (p,RS), where p is the query point
and RS is the radius of the outer safe boundary.
MessageListener: The mobile node listens also to these messages and processes them as
follows:
• RequestSafeBoundaryUpdate(q):
– if owner of query q is myID do:
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∗ Locate the k + 1 nodes nearest to p;
∗ Notify N with the new set of k nearest nodes;
∗ Compute a pair of new safe boundaries b′F and b′S , according to the positions
of the kth and (k + 1)th nodes nearest to p;
∗ Broadcast UpdateSafeBoundary(q, b′F , b′S) to all cells overlapping with b′S.
• UpdateSafeBoundary(q, bS,bF ):
– If q is included in myQueries and q’s owner is not myID, remove q if bS does not
overlap with myCell; otherwise update q with the new safe boundaries bS and bF ;
– For each cell listed in myRetains that was relevant to q, remove q if bS does not
overlap with myCell; otherwise update q with the new safe boundaries bS and bF .
RegionMonitor: When the mobile node moves, it monitors its movement and does the
followings:
1. For query q(N, p, k, bS , bF ), whose owner is myID, listed in the myQueries
• If it crosses over the inner safe boundary, bF , of q, do the followings:
– Locate the k + 1 nodes nearest to p;
– Notify N with the new set of k nearest nodes;
– Compute a pair of new safe boundaries b′F and b
′
S , according to the positions
of the kth and (k + 1)th nodes nearest to p;
– Broadcast UpdateSafeBoundary(q, b′F , b
′
S) to all cells overlapping with b
′
S.
2. For any query q(N, p, k, bS , bF ), whose owner is not myID, listed in the myQueries
• If it crosses into the outer safe boundary whose center is p and radius RS + RF , do
the followings:
– Broadcast RequestSafeBoundary(q) to all cells overlapping with bF .
• Else if it crosses out of the outer safe boundary whose center is p and radius RS−RF ,
do the followings:
14
– Broadcast RequestSafeBoundary(q) to all cells overlapping with bF .
15
CHAPTER 3. ANALYTICAL MODELS
3.1 Mobility model
In order to simulate or analysis a new protocol for an ad hoc network it is important to
use a mobility model that represents the mobile hosts that will use the given protocol in the
future. During the last few year many mobility models for MANET have been proposed [5]
but the most referenced models are the Random Walk Mobility Model [7] and the Random
Waypoint Mobility Model [12]. Even tough these mobility model may not represent accurately
the movement of mobile hosts, but because of their simplicity, they have been used extensively
to evaluate many protocols as a first step testing. Although it is preferable to test a new
protocol with real traces, in most of the cases it is quite difficult to obtain them [3]. Although
our work can be easily adapted to operate under different mobility models, because of its
simplicity and its broad usage in modeling the mobility of mobile hosts, we have chosen to use
the Random Walk Mobility Model [11]. In this model, a mobile host moves from its current
location to a new location by randomly choosing a direction and speed in which to move and
the speed is chosen randomly from a pre-defined range [Speedmin, Speedmax].
3.2 Analytical model for managing S-CKNN queries
As we mentioned in chapter 2, our technique divides the network domain in a set of adjacent
cell of size r√
2
x r√
2
, where r is the host transmission radius. Thus, when a host broadcasts a
message, it covers the entire cell where the host resides. Therefore the communication cost will
be dependent of the value of r. The communication cost of the safe-boundary comes from two
sources: 1) when a host moves into a new cell, and 2) when a new safe-boundary of a query
has to be geocasted. In the first case, the host needs to retrieve the new cell’s relevant queries,
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while in the second case, the safe-boundary needs to be broadcasted to its relevant cells. In
this subsection, we analyze the communication cost of a network partition that depends on a
fixed value of r and we propose an analytical model, which is posteriorly validated by some
simulations.
We assume the network is dense enough that all hosts are connected. Many techniques
can be used for regional broadcast (e.g., broadcasting within a fixed region or a number of
hops) and they can result in very different communication costs. In fact, the cost itself can
have different measures, e.g., the number of packets sent and/or received, or the size of total
network traffic, etc. To avoid assuming some particular technique and/or specific metric, we
simply assume the cost of 1-hop broadcast is K and the cost of broadcasting a fixed region is
proportional to the area of the region. Thus, the cost of broadcasting within a range of i hops
is Ci = i
2 · k.
Based on the analytical model developed by Cai et al. [4]. We summarized the assumptions
considered in our analytical model:
• Mobile nodes are uniformly distributed in the service area.
• All mobile nodes are reachable by one or more hops communication. Thus, nodes must
relay packets that are not sent to them.
• The area of every cell is covered in one hop transmission.
• The mobility pattern of a node is modeled by a random walk.
3.2.1 Cost of retrieving relevant queries
When a host h moves into a cell g, it needs to retrieve the cell’s relevant queries. We call
this host a requesting host. If there are other hosts inside the cell, any of them can supply the
queries. Since the cell is covered entirely by a host’s transmission range, the search cost in this
case is just one-hop broadcast:
Costretrieval = k (3.1)
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However, if the the supplying host is not located at one hop broadcast, we will need to
locate the retaining host. Suppose the retaining host is d-hops away from the requesting host.
Then it will take d rounds of search to locate this retaining host. The total cost can be
calculated according to this formula:
cost(d) =
d∑
i=1
i2 · c = d(d + 1)(2d + 1)
6
· k (3.2)
Thus, we can conclude that the cost of broadcasting a message d-hops away is proportional
to d3. Beside, we need to estimate how frequent such cost is incurred by the mobile nodes.
Such frequency depends on the mobility pattern of the mobile hosts. If we assume that the
mobility pattern of a mobile host is represented by a random walk in 2D [26], we could assume
according to Thomas et al. [25], the residence time for a random walk in two dimensions is:
t¯ =
piA
E[v]L
, (3.3)
where A is the area of the cell, L is the perimeter of the cell, and E[v] is the average speed
of the mobile unit.
Since there are N mobile hosts uniformly distributed in the network area and each cell is a
closed region of area A then the average number of mobile host per cell is Ng = N
A
AT
, where
AT is the area of the entire network region. According to equation 3.3, and since there are Ng
mobile hosts per cell, then the frequency of the events that some host moves out its current
cell is:
Freqretrieval =
4
√
2E[v]Ng
pir
(3.4)
Each time a host moves into a new cell, it needs to request for the cell’s relevant queries.
Thus, the average cost per time unit for a query retrieval at the network wide can be calculated
as:
Costretrieval ptu = Costretrieval × Freqretrieval ×H3rc (3.5)
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Where Hrc is the average number of hops needed to reach the supplying host. The previous
equation can also be expressed as:
Costretrieval = k
4
√
2E[v]Ng
pir
×H3rc (3.6)
Therefore the total cost of retrieving relevant queries per time unit incurred in the entire
network region is:
Costretrieval =
M∑
i=1
(k
4
√
2E[v]Ngi
pir
×H2rci) = k
4
√
2E[v]N
pir
×H3rc (3.7)
Where M is the total number of cells used to divide the service area. In our case M
can be calculated as = dAT
A
e. Because of the uniformity assumption, the average number of
hops needed to reach the supplying or retaining host is Hrci , which is the same for every cell.
Therefore Hrci = Hrc ∀i ∈ [1, ..,M ]. In this work, we use the model developed by Cai et al. [4],
which computes the probability to find the retaining host in i hops.
3.2.1.1 Cost of updating S-CKNN queries
We now analyze the communication cost incurred in updating a safe boundary. Suppose
the diameter of a safe boundary of a k¯NN query is l and the safe boundary is inscribed inside
a square of size l × l. The cell that contains the center position of this boundary can be seen
as a concatenation of a number of rectangles. Let a = d l
d
e and b = d l
d
e− l
d
, where d is the cell
size. Figure 3.1 shows these rectangles and their sizes.
These rectangles can be classified into three categories: R1X (including R1 along), R2X
(including R21, R22, R23, and R24), and R3X (including R31, R32, R33, and R34). The number
of cells that overlaps with the query depends on where the query point is located:
• Case 1: If the position is inside R1, thequery overlaps with (a + 1)2 cells;
• Case 2: If the position is inside some R2X rectangle, the query overlaps with a2 cells;
• Case 3: If the position locates in some R3X rectangle, the number of cells that overlap
with the query is a · (a + 1).
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Suppose the safe boundaries (or its related queries) are uniformly distributed in the network
domain. Then the probability of each case is proportional to the size of its corresponding area.
Specifically, the probability of case 1 is b2; the probability of case 2 is (1 − b)2; and the
probability of case 3 is 2b(1− b). Thus, the average number of cells that overlap with a query
is:
no = a
2 · b2+
(a + 1)2 · (1− b)2+
a(a + 1) · 2b(1 − b)
= (a− b + 1)2
= (d+l
d
)2
(3.8)
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Figure 3.1 Possible regions for a query point
We can estimate the average radius (R = l2) of a safe boundary as follows. Assuming that N
mobile hosts are uniformly distributed and the average value of K of a nearest neighbor query
is k¯. If we denote the average distance from the query point to the k¯-th nearest node as d¯k and
the respective average distance to the k¯ + 1-th nearest node as dk+1. Then we can estimate
those values from the probability distribution of the k¯-th and k¯+1-th order statistics [1] of the
probability distribution of the distance to the query point using an approximated formula [24]
or using a Monte Carlo method [23]. Then the average radius of the a safe boundary is
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estimated as:
RS =
d¯k + dk+1
2
(3.9)
Thus, based on the fact that a cell of size d × d can be geocasted in one hop-broadcast,
then the cost of sending the location request to the cells that may contain the the k+1 nearest
nodes is approximately:
Costlocate = no · Costgeocast(d)
Costlocate = no · c
(3.10)
In order to collect the positions, we can use any location-based data aggregation technique,
like the ones studied by Chen [6]. If we assume that the positions are aggregated per cell and
Po is the probability that a cell is empty, then the cost of collecting the positions of the nodes
located in the searching region is approximately proportional to the number of nodes in a cell:
Costcollect = c · (1− Po) · no · NM (3.11)
The cost of geocasting the new safe boundary to mobile nodes located in the cells overlapped
by this safe boundary is approximately:
Costgeocasting = c · (1− Po) · no · Costgeocast(d)
Costgeocasting = c · (1− Po) · no
(3.12)
Therefore the cost of updating a safe boundary can be estimated as:
Costupdating = Costlocate + Costcollect + Costgeocasting (3.13)
3.2.2 Overall cost per time unit
Now we will conclude with some formulas to estimate the retrieval and update cost per
time unit incurred in the entire system.
Each time a node moves into a new cell, it needs to ask for the cell’s relevant queries.
According to equation 3.4 the average cost per time unit to retrieve the cell’s relevant queries
at the network wide can be calculated as:
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Costretrieval ptu = Costretrieval × Freqretrieval ×M (3.14)
When a mobile node crosses a safe boundary, the current safe boundary may be shrink
because this node may become the new k nearest node or may be expanded if this node was
included in the query answer and is moving away from the query point. Such adjusting of the
size of the safe boundary increases the frequency expected by equation 3.4 because a mobile
node that crosses the safe boundary may cross it again in less time that predicted by the
equation as illustrated by figure 3.2. If we assume that a mobile node at least needs to cross
twice safe boundary in order to become either member of the query’s answer or the k + 1-th
nearest node, then we estimate the frequency of the events that some host moves into a safe
boundary as:
Frequpdating =
2 · 4√2E[v]K
piRS
(3.15)
If we assume that there are Nq CKNN being processed, and K is the number of nodes
moving within a safe boundary. Then the total cost incurred in updating all the safe boundaries
per time unit is
Costupdating ptu = Costupdating × Frequpdating ×Nq (3.16)
Now we estimate the overall cost incurred in the entire network domain by using equa-
tions 3.7 and 3.16:
Costptu = Costretrieval ptu + Costupdating ptu (3.17)
3.2.3 Validation analytical model
We validated Equation 3.17 using simulation. In this study, we fixed the network domain
to be 5000×5000 meter2 and placed on it a number of mobile hosts. These hosts are uniformly
distributed in the network domain. From simulations we found out that the mobile ad hoc
network becomes connected with high probability for long period of time when the number of
22
Nk+1
old safe boundary
P
new safe boundary
Nk
Figure 3.2 Adjusting of the size of a safe boundary
nodes is greater than 200 and the host transmission radius is set at 500 meter. The network
area is evenly partitioned in cells whose size is approximately 350. The location of 10 CKNN
queries are distributed uniformly within the network area and the number of K nearest neighbor
ranging from 1 and 10. To broadcast a packet to all mobile hosts in some geographic region, we
used an existing technique called Priority Forwarding [16]. The performance of this technique
has been shown to be little sensitive to the host density. As indicated in [16], the number
of hosts participating in forwarding a broadcast message is close to be proportional to the
intended broadcast area. In our study, we count the cost of broadcasting a message as the
number of hosts that rebroadcast this message. Thus, the cost of 1-hop broadcast is c = 1.
The results illustrated in figure 3.3(a) were obtained by ranging the number of nodes from
200 and 500 and each mobile node moves at the average speed of 5 meter/sec and the value for
K nearest neighbor value is set at 5. Those results illustrated in figure 3.3(b) were obtained by
ranging the value of K from 1 to 10, fixing the number of nodes at 300, an their average speed at
5 meter/sec. Finally, the results illustrated in figure 3.3(c) were obtained by ranging the node
speed from 1 to 10, fixing the number of nodes at 300, an the K nearest neighbor parameter
at 5. During each simulation run, we periodically compute the average communication cost
incurred during a fixed time interval, and collect the performance data when the average cost
per time unit becomes stabilized. Figure 3.3 shows both the simulation results and the results
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computed using Equation 3.17. We observe that the formula in many cases is quite accurate
in predicting the average cost per time unit in each simulation setting. But there are cases
where a significative error occurs because of the difficulty in predicting the frequency at which
a node crosses a safe boundary. Those cases occur when the mobility of the nodes increases
significantly because either the number of nodes is greater than 450 or the speed is greater than
8. Similar effect occurs when the K nearest neighbor parameter is becoming large, because
the probability to have more crossing events is increased as a consequence.
3.3 Analytical model for managing M-CKNN queries
In this section we extend the analytical model developed in section 3.2 in order to predict
the average communication cost of our technique, when it processes M-CKNN queries. The cost
of retrieving the relevant queries for a cell is the same as the one analyzed before. Therefore,
we focus our analysis in predicting the average communication cost incurred in updating the
safe boundaries of a mobile CKNN.
3.3.1 Overall cost per time unit
A mobile CKNN query is processed by using two safe boundaries as we explained in sec-
tion 2.2. The first safe boundary, termed simply as the outer safe boundary is computed based
on equation 3.9. The second safe boundary termed as the inner safe boundary is estimated as
follows:
RF =
dk+1 − dk
4
(3.18)
Every time a focal nodes crosses one of its inner safe boundaries, a new pair of safe bound-
aries are computed based on the distances of the k-th and k +1-th nearest nodes to its current
location. Considering that the focal node is always located at the center of the safe bound-
aries every time they are recomputed, it will take on average half of the time predicted by
formula 3.3 to arrive to the borders of the inner safe boundary. If we assume that there are K
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mobile nodes moving within the outer safe boundary. Thus the frequency of events that the
safe boundaries are recomputed can be estimated as:
Freqmupdating = Frequency of outer safe boundary crossings + Frequency of inner safe
boundary crossings
2·4
√
2E[v]K
piRS
+ 2·4
√
2E[v]
piRF
(3.19)
If we assume that there are Nmq mobile CKNN being processed. Then the total cost
incurred in updating all the safe boundaries per time unit is:
Costmupdating ptu = Costupdating × Freqmupdating ×Nmq (3.20)
Therefore, we estimate the overall cost incurred in the entire network domain by using
equations 3.7 and 3.20:
Costptu = Costretrieval ptu + Cost
m
updating ptu (3.21)
3.3.2 Validation analytical model
The results illustrated in figure 3.4(a) were obtained by ranging the number of nodes from
300 and 1000 and each mobile node moves at the average speed of 5 meter/sec and the
value for K nearest neighbor value is set at 5. Those results illustrated in figure 3.4(b) were
obtained by ranging the value of K from 1 to 10, fixing the number of nodes at 300, an their
average speed at 5 meter/sec. Finally, the results illustrated in figure 3.4(c) were obtained
by ranging the node speed from 1 to 10, fixing the number of nodes at 300, an the K nearest
neighbor parameter at 5. During each simulation run, we periodically compute the average
communication cost incurred during a fixed time interval, and collect the performance data
when the average cost per time unit becomes stabilized. Figure 3.4 shows both the simulation
results and the results computed using Equation 3.21. We observe that formula 3.4 provides an
approximated estimation of the communication cost incurred by our technique. The differences
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come from our estimation of how frequent an outer safe boundary is crossed, which we assumed
as twice the frequency predicted by formula 3.3. In general the formula agrees with the growing
tendency exposed by the average communication cost obtained from simulations.
28
CHAPTER 4. PERFORMANCE EVALUATION
We have implemented a detailed simulator to evaluate the performance of the proposed
technique when the network is fully or partially connected. The simulator is built on top of
an existing MANET testbed JIST/SWANS [2]. To broadcast a packet to all mobile nodes in
a given geographic region, we used Priority Forwarding [16], a technique we developed early
for efficient MANET communications. We simulate a small battlefield where the movement of
mobile nodes follows the random walk model [11]. The parameters used in our simulation is
summarized in Table 4.1.
Table 4.1 Parameters: Simulation of S-CKNN query management
Parameter range default unit
Cell size N/A 350 × 350 meter2
Network area N/A 5, 000 × 5, 000 meter2
Number of nodes 100 - 500 300 nodes
Transmission radius 500 500 meter
Average node speed 1 - 10 5 meter/sec
Number of queries N/A 10 query
k value of CKNN 1 - 10 5 nodes
For performance comparison, we have also implemented a baseline approach, which peri-
odically executes a query to find out its KNN. In each execution, the creator of a query sends
request to the nodes around the query point, sequentially from 1 hop, 2 hops, ..., until it locates
at least k nodes. In our study, we consider two performance metrics:
• Average communication cost: The average number of packets transmitted by each mobile
node during the simulation.
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• Average accuracy of query results: For each query, we compute its actual result at each
simulation time point and compare it with that returned by a particular query processing
technique. The average accuracy of a query result is defined to be percentage of the results
that are correct.
In the next subsections, we investigate how the performance of the two techniques (i.e.,
proposed and baseline) is affected by a number of factors, including number of nodes, node
mobility, and k value of queries.
4.1 Performance of S-CKNN query management
4.1.1 Effect of the number of nodes
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Figure 4.1 S-CKNN query management: Effect of the number of nodes
In this study, we generate a number of mobile nodes, from 100 to 500, in each simulation
and placed them on the network domain. For all simulations, the average of node speed is set
to be 5 meters/second, and the number of queries is fixed at 10, where the query points are
randomly selected. The average K value of S-CKNN queries is 5. In the baseline approach,
each query creator periodically computes the query results, at three different periods (T): 1,
10, and 100 seconds per update. The performance results are plotted in figure 4.1. When the
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number of node is 100, the network is mostly disconnected. In this case, the baseline approach
needs to expand its search scope to a large extend in order to find enough k nodes for a query.
As such, the cost is very high. As the number of nodes increases, the network becomes more
and finally fully connected. The cost of answering a query reduces accordingly, because it
becomes more and more likely that k nodes can be found within 1-hop to the query point. As
compared to the baseline approach, our proposed technique performs fairly stably. When the
network density is low, a node crossing a safe boundary also needs to search a large area in
order to recompute a query, but the chance of having such events is less, thus reducing the
performance penalty.
As for the accuracy of query results, all techniques improves when the network density
increases. When the network is partially connected, no technique can achieve 100% of accuracy.
However, when the network is fully connected, the proposed technique can provide accurate
query results, as confirmed in the performance figure. In contrast, the baseline approach,
regardless the frequency of query execution, never achieves 100% of accuracy.
4.1.2 Effect of node movement
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Figure 4.2 S-CKNN query management: Effect of node movement
In this study, we generate 300 mobile nodes and randomly place them on the network
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domain. We also create 10 S-CKNN queries on randomly selected query points. We vary the
average speed of node movement from 1 to 10 meter/second. The performance results are plot
in Figures 4.2. It shows when the node mobility increases, the proposed technique incurs more
communication costs. This is not surprising because the query results change more frequently.
Each time a node crosses a query’s safe boundary, the query is re-evaluated to ensure accurate
query results. As for the baseline approach, the incurred communication cost is not affected
by the node mobility. However, the average accuracy of query results deteriorate when the
node mobility increases.
4.1.3 Effect of the K value
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Figure 4.3 S-CKNN query management: Effect of the K value
This study investigates how the K value of S-CKNN queries affects the performance of the
two techniques. In each simulation, we generated 300 nodes and placed them randomly on
the network domains. The average speed of these nodes is set to be 5 meter/second, and we
varied the K value of S-CKNN queries from 1 to 10. The performance results are illustrated
in Figure 4.3. It shows that when the value of K increases, the communication costs incurred
by both the baseline and proposed techniques increase. For the baseline approach, executing a
query with a larger value of K needs to search a larger area in order to locate the initial set of
mobile nodes to determine the query results. As such, the communication costs increase. As
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for the proposed technique, a S-CKNN with a larger value of K means a larger safe boundary
(when the number of nodes is fixed). This increases the probability of having some node
crossing the boundary. Since for each crossing event, the query is re-evaluated to ensure its
accuracy and therefore the communication costs increase. As for the accuracy of query results,
the baseline approach performs worse when the K increases. This is not surprising because the
query result changes more frequently, yet the baseline approach evaluates a query periodically
in a pre-determined time interval. In contrast, the proposed technique ensure the accurate
query results as long as the network is fully connected.
4.2 Comparison of Safe Boundary and Safe Time
We compare our safe boundary technique with an existing technique, called SafeTime
developed by Kim et al [17]. In this technique, the K-th nearest node to a query point is
responsible to verify if the query result has been modified. When threshold time, termed as
safe time, is reached, the K-th node searches for the location of the K + 1-th nearest node.
When this latter node is found, then a new safe time is computed based on the cross distance
between these two nodes. Then the new K-th nearest node is responsible to locate again the
K + 1 nearest node after the new safe time is reached. The results plotted in figures 4.4(a)
and (b) were obtained by ranging the number of nodes from 150 and 200 nodes, the K nearest
neighbor value is set at 5 and the average speed of the nodes is set at 5 [mts/secs.].
The accuracy of safe time is based on the assumption that the maximum speed of the
nodes is known. It is illustrated in figure 4.4(b), that our technique and safe time reach 100%
of accuracy in their query results as long as the network becomes fully connected with high
probability, which occurs when the number of nodes is approximately greater than 200 nodes.
Figure 4.4(a) shows the communication cost incurred by both techniques and we observe that
our technique incurred in less communication cost. This redundancy comes from the fact that
safe time requires that the K-th nearest node needs to locate K + 1-th nearest node, even
tough the cross distance of both nodes remains almost the same.
Also it is illustrated in figures 4.5(b) and (c), the communication cost incurred by both
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Figure 4.5 Safe Boundary vs Safe Time: Effect of node movement and K
value
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techniques when the number of nodes is fixed at 300 nodes. Particularly, in figure 4.5(b) the
K nearest node value ranging from 1 to 10 and the average speed is fixed at 5 meters/secs and
in figure 4.5(c) the average speed of the node ranging from 1 to 10 and the value for K is set
at 5. From both figures we can observe that our technique incurs in less communication cost
than safe time. We can see that both techniques are affected by the mobility, which means
that if either the average speed of the nodes, the number of nodes or the K value are increased,
the communication cost is increased. This dependency on the mobility of the nodes comes
from the fact, both techniques needs to know the location of the K-th and K + 1-th nearest
nodes to a query point at some instant of time. The accuracy results of both techniques are
not plotted because both techniques reached 100% of accuracy in their query results.
4.3 Performance of M-CKNN query management
Table 4.2 Parameters: Simulation of M-CKNN query management
Parameter range default unit
Cell size N/A 350 × 350 meter2
Network area N/A 5, 000 × 5, 000 meter2
Number of nodes 100 - 500 300 nodes
Transmission radius 500 500 meter
Average node speed 1 - 10 5 meter/sec
Number of queries N/A 10 query
k value of CKNN 1 - 10 5 nodes
For performance comparison, we have also implemented a baseline approach. In this tech-
nique, each query’s owner periodically executes its queries to find out their KNN respect to its
new position. In each execution, the owner or creator of a query sends request to the nodes
around the query point, sequentially from 1 hop, 2 hops, ..., until it locates at least k nodes.
In our study, we consider two performance metrics:
• Average communication cost: The average number of packets transmitted during the
simulation.
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• Average accuracy of query results: For each query, we compute its actual result at each
simulation time point and compare it with that returned by a particular query processing
technique. The average accuracy of a query result is defined to be percentage of the results
that are correct.
In the next subsections, we investigate how the performance of the two techniques (i.e.,
proposed and baseline) is affected by a number of factors, including number of nodes, node
mobility, and the K value of queries.
4.3.1 Effect of the number of nodes
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Figure 4.6 M-CKNN query management: Effect of the number of nodes
In this study, we generate a number of mobile nodes, from 100 to 500, in each simulation
and placed them on the network domain. For all simulations, the average of node speed is set
to be 5 meters/second, and the number of queries is fixed at 10, where the query points are
randomly selected. The average K value of M-CKNN queries is 5. In the baseline approach,
each query creator periodically computes the query results, at three different periods (T): 1,
10, and 100 seconds per update. The performance results are plotted in figure 4.6. When the
number of node is 100, the network is mostly disconnected. In this case, the baseline approach
and our proposed technique need to expand its search scope to a large extend in order to find
36
enough k nodes for a query. As such, the cost of the baseline approach with T=1 and our
approach are similar. As the number of nodes increases, the network becomes more and finally
fully connected. The cost of answering a query reduces accordingly, because it becomes more
and more likely that k nodes can be found within 1-hop to the query point. However as the
number of nodes increases, the probability of a node crosses an outer safe boundary also is
increased and considering the fact that on average a focal node has less free space to move
without affecting the query result, then it was not surprising to observe an increase in the
communication cost. After 350 nodes, our approach becomes more costly than the baseline
approach with T =1.
As for the accuracy of query results, all techniques improves when the network density
increases. When the network is partially connected, no technique can achieve 100% of accuracy.
However, when the network is fully connected, the proposed technique can provide accurate
query results, as confirmed in the performance figure. In contrast, the baseline approach,
regardless the frequency of query execution, never achieves 100% of accuracy.
4.3.2 Effect of node movement
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Figure 4.7 M-CKNN query management: Effect of node movement
In this study, we generate 300 mobile nodes and randomly place them on the network
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domain. We also create 10 M-CKNN queries on randomly selected query points. We vary the
average speed of node movement from 1 to 10 meter/sec.. The performance results are plot
in Figures 4.7. It shows when the node mobility increases, the proposed technique incurs more
communication costs, and when the speed is greater than 5 [meter/secs.] it is more costly than
the baseline approach with T =1. This is not surprising because the query results change more
frequently. Each time a node crosses a query’s outer safe boundary, the query is re-evaluated
to ensure accurate query results and also the query’s focal node may cross the associated inner
safe boundary in lesser time. As for the baseline approach, the incurred communication cost is
not affected by the node mobility. However, the average accuracy of query results deteriorate
when the node mobility increases.
4.3.3 Effect of the K value
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Figure 4.8 M-CKNN query management: Effect of the K value
This study investigates how the K value of M-CKNN queries affects the performance of
the two techniques. In each simulation, we generated 300 nodes and placed them randomly on
the network domains. The average speed of these nodes is set to be 5 meter/second, and we
varied the K value of M-CKNN queries from 1 to 10. The performance results are illustrated
in Figure 4.8. It shows that when the value of K increases, the communication costs incurred
by both the baseline and proposed techniques increase. For the baseline, executing a query
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with a larger value of K needs to search a larger area in order to locate the initial set of
mobile nodes to determine the query results. As such, the communication costs increase. As
for the proposed technique, a M-CKNN query with a larger value of K means a larger safe
boundary. This increases the probability of having some node crossing an outer safe boundary.
If more nodes are probably near the outer safe boundary, it is also expected that the average
size of its associated inner safe boundary becomes small. Therefore, considering these two
factors and for each crossing event, the query is re-evaluated to ensure its accuracy, then the
communication costs increase. We can see that when the value of K is smaller than 5, the
baseline and our approach incur in similar communication cost, however when the area of an
outer safe boundary is increased because of the increasing of the value of K, our approach
becomes more costly. As for the accuracy of query results, the baseline approach performs
worse when the K increases. This is not surprising because the query result changes more
frequently, yet the baseline approach evaluates a query periodically in a pre-determined time
interval. In contrast, the proposed technique ensures the accurate query results as long as the
network is fully connected.
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CHAPTER 5. RELATED WORK
To the best of our knowledge, the work by Kim et al in [17] is the only one that investigate
efficient processing of CKNN queries in the context of a mobile peer-to-peer environment. As
mentioned early, this scheme supports only S-CKNN queries. Most existing techniques assume
a centralized architecture, where a server is used to track the movement of mobile nodes and
handle queries. These works aims at minimizing either mobile communication cost or server
processing cost, or both, and in general, can be classified into two categories.
The techniques in the first category supports only S-CKNN queries. Yu et al and Zhang et al
[30, 31] propose several algorithms for processing S-CKNN queries. The proposed algorithms
do not consider how the clients update their location, but simply assume the server knows
their location and focus on minimizing disk I/O incurred in query processing by indexing both
moving objects and queries. In [9], Hsueh et al consider how to approximate the results of
S-CKNN queries. The idea is to minimize the location update cost while ensuring the query
results are reasonably accurate. The technique proposed by Iwerks et al in [13] converts a
CKNN query into a window query to facilitate the indexing of mobile objects. This strategy
was later improved by Li et al [19]. The new scheme needs to monitor only the trajectories
of the k + 1-th and k-th nearest nodes instead of all k nearest nodes. Those trajectories are
represented by a sequence of bounding boxes in a transformed time-distance space.
The techniques in the second category supports both S-CKNN and M-CKNN queries. In
[8], Gedik et al propose an approach called Motion Adaptive Indexing (MAI) which levarage
the dynamic motion of the nodes to optimize the continuous query evaluation. Assuming the
knowledge of the speed and direction of mobile nodes, it uses the concept of motion sensitive
bounding boxes to model both mobile nodes and mobile CKNN queries. The objects and
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queries are indexed based on these bounding boxes, which are modified automatically based
on the mobility of the nodes. Although this approach is initially intended to process monitoring
range queries, it can also support CKNN queries with a new notion called safe radius. The safe
radius for a query is computed as the radius of a circular region centered at the query point that
encloses at least k-nearest nodes during a pre-computed period of time. When this time period
expires, a new period and radius are calculated. This strategy allows a CKNN query to be
converted into a monitoring range query. In [29], Xiong et al propose a technique called SEA-
CNN, which indexes the mobile nodes in secondary memory with regular cell index. Unlike
[8], this scheme does not require the server to know the velocity information of mobile nodes.
In [27], Wu et al propose a technique which distribute the queries among mobile nodes and
lets them evaluated directly. This scheme, however, still requires a central server to coordinate
query distribution and evaluation.
All the above techniques assume the nodes’ distance is Euclidean. In the context of road
networks, wherein the distance measurement depends on the structure of the road segments,
Jensen et al [14] propose an algorithm that allow mobile nodes to collaborate in query process-
ing. This technique also relies on a central server for query management, and it can provide
only approximate query results. In [21], Mouratidis et al proposed two algorithms, namely
IMA and GMA, which manage mobile objects and query movement patterns in road networks.
Another work is by Liu et al [20]. The proposed scheme oﬄoads some computation from the
server to the mobile nodes to reduce server computation cost and communication cost. For
each query point, the server initially computes the query result and a monitoring area on the
road network and knows the speed and direction of the mobile nodes. The monitoring area
of a query contains the k-nearest neighbor nodes to a query point. Subsequently, the server
transmits the monitoring area, the position of the query point and the k-th nearest node to
the mobile nodes moving on the the paths overlapped by the monitoring region. Each node,
within the monitoring area, monitors its position against the query point and the k-th nearest
node. If the (k − i)-th nearest node is moving far away from the query point than the k-th
nearest node, a location update message is sent to the server. Similar update occurs, if another
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node not included in the KNN set is moving closer to the query point than the k-th nearest
node.
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CHAPTER 6. SUMMARY AND CONCLUSION
We have proposed a unified solution for efficient processing of both S-CKNN and M-CKNN
queries in mobile ad hoc networks. Our technique is efficient because of the concept of safe
boundary: for each CKNN query, we compute a set of circular boundaries and perform query
evaluation only when some node crosses over any of these boundaries. In addition, our tech-
nique makes mobile nodes aware of their nearby boundaries and therefore minimizes the cost of
query management. We assess the performance of the proposed technique through simulation
and compare it with a baseline approach. The results confirm that the proposed technique
is able to achieve accurate query results when the network is fully connected at a reasonable
communication cost.
In our current solution, the network partitioning is pre-determined with a fixed cell size.
While this simplifies our technique design, it may not achieve optimal system performance.
A larger cell size reduces the chance of having a node moving out of it, and so decreases the
communication costs incurred in retrieving relevant queries. However, it increases the cost of
updating a safe boundary, which needs to broadcast to all nodes inside a cell. Clearly, various
factors such as node mobility and query activities need to be considered in determining a good
cell size. As these parameters may change from time to time, dynamic network partitioning is
necessary to ensure consistent good performance. Additionally, we plan to use the concept of
safe boundary to process mobile range monitoring queries. We leave these as our future work.
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