Abstract. This paper presents a method for detection of homogeneous regions in grey-scale images, representing them as blobs. In order to be fast, and not to favour one scale over others, the method uses a scale pyramid. In contrast to most multi-scale methods this one is non-linear, since it employs robust estimation rather than averaging to move through scale-space. This has the advantage that adjacent and partially overlapping clusters only affect each other's shape, not each other's values. It even allows blobs within blobs, to provide a pyramid blob structure of the image.
Introduction
In signal processing it is useful to attach a confidence measure to each measurement [1] . Such algorithms usually work with a measurement-confidence pair, but there are advantages with using the channel representation [2, 3] .
The channel representation of a measurement-confidence pair (p, c) is a vector h = c( H 1 (p) H 2 (p) ... H K (p))
T of channel values h k , computed using a set of localised kernel functions H k . The kernels should be symmetric, non-negative, and preferably have a compact, localised support. In this paper we will use a family of integer displaced, windowed cos 2 () functions
This setup gives us at most 3 non-zero channels for any signal value. Other common choices of kernels are B-splines [4] , and Gaussians [5] . The values represented in a channel vector may be recovered using a local decoding [3] . That is, we cut out an interval of channel values from the vector, and decode the (p, c) pair using only these. A local decoding allows several (p, c) pairs to be retrieved without their interfering, provided that the measurement values are sufficiently different. For a channel representation according to (1) , the local decoding has to involve at least N = 3 adjacent channel values {h l ,h l+1 ,h l+2 }, and is calculated asp
To decode a channel vector, we simply go through all such adjacent groups, and sort the decoded (p,ĉ) pairs, according to the confidence measuresĉ.
Channel Smoothing
If we combine a set of measurements using an average of their channel vectors h = 1 L L l=1 h l , the decoding with the largest confidence measure can be shown to be a robust weighted average [4] . 1 In other words, similar measurements are averaged, but the influence of a measurement on the result drops as a function of its distance to the cluster centre.
If we channel encode each pixel, p(x, y), in a grey-scale image with c(x, y) = 1, we obtain a set of channel images. If we then perform low-pass filtering on the channel images, and reconstruct an image using the local decoding (2), in each pixel, we obtain the result shown in figure 1 . This operation is called channel smoothing. A low-pass filtering directly on the image is also shown for comparison. The behaviour of channel smoothing is similar to selective binomial filtering [6] , and non-linear Gaussian filtering [7] . In fact, non-linear Gaussian filtering can be shown to correspond to the first iteration of an M-estimation, which is a robust estimation technique [8] . Thus, iterated Gaussian filtering will yield very similar results to channel smoothing. One thing missing in the non-linear Gaussian filtering is the confidence measure, which we will need later in this paper.
Input
Output Output confidence Low-pass output For this example we have used K = 8 channel images, and averaged each channel image with two one-dimensional Gaussian filters of σ = 1.18 and 7 coefficients each. A channel representation according to (1) can represent measurements p ∈ [3/2, K − 1/2], and thus we have scaled the image intensities i(x, y) ∈ [r l , r h ] using a linear mapping p(x, y) = t 1 i(x, y) + t 0 with
For large amounts of smoothing, the channel smoothing output looks almost like a segmented image, and this is what lead us to develop the blob extraction algorithm presented in this paper.
Homogeneity features are called blobs in scale-space theory [9] . In contrast to segmentation, blob detection has a more modest goal-we do not attempt to segment out exact shapes of objects, instead we want to extract robust and repeatable features. A blob representation discards exact shapes, and thin connections between patches are neglected.
Blob features have been used as texture descriptors [10] and as features for image database search [11] . For a discussion of the similarities and differences of other approaches and the one presented here, the reader is directed to [6] .
The blob estimation procedure uses a scale pyramid. Each position and scale in the pyramid contains a measurement and confidence pair (p, c). The confidence is a binary variable i.e. c ∈ {0, 1}. It signifies the absence or presence of a dominant measurement in the local image region. Consequently, when c = 1, the dominant measurement is found in p. This representation is obtained by non-linear means, in contrast to most scale-space methods, which are linear [9] , and thus obtain the average measurement.
The pyramid is used to generate a region image, from which we then extract a list of homogeneous regions. The shape of each region is approximated by its moments of orders 0, 1 and 2. These moments are conveniently visualised as ellipses, see figure 2 (right). The following sections will each in turn describe the different steps of the algorithm, starting with the clustering procedure. 
Building a Clustering Pyramid
To build the clustering pyramid, we view each image pixel as a measurement p with confidence c = 1, and expand the image into a set of channel images. For each of these channel images we generate a low-pass pyramid. The channels obtained from the input image constitute scale 1, and successively coarser scales are obtained by low-pass filtering, followed by sub-sampling. The low-pass filter used consists of a horizontal and a vertical 4-tap binomial kernel [1 3 3 1]/8. When the filter sums to 1, the confidence values of the reconstructed measurements correspond fractions of the area covered by the filter. Thus, we construct the low-pass pyramids, reconstruct the dominant (p, c) pair in each position, and finally make the confidence binary by setting values below c min to zero, and values above or equal to c min to 1. Typically we use the area threshold c min = 0.5. Row A in figure 3 shows such a pyramid for an aerial image. 
Pruning the Pyramid
If we look at the clustering pyramid in row A of figure 3, we can see that there is a great deal of redundancy, which will now be removed. We do this via a top-down reconstruction of the image. Starting from the top pixel, we expand it to cover its children (the four pixels below) by nearest neighbour up-sampling, i.e. duplication. Children which are similar to the parent are set to zero, and the others get to substitute the parent description in the reconstruction. This process is repeated until the finest level is reached.
The purpose of this stage is to remove all pixels that have parents (or parent's parents etc. if the parent has zero confidence) with a similar dominant component. By similar, we mean |p k − p l | ≤ d max , where d max = 2t 1 (see (3)), i.e. the approximate boundary between averaging and rejection (see [5] ).
The result of this operation is shown in figure 3 , row B. It bears some similarity to the old quad-tree image representation (see e.g. [9] , chapter 2). The main differences from quad-trees are that we integrate information over more than a 2 × 2 region, and that we are representing the dominant component rather than the average.
As we go through the pyramid top down, we also compute two neighbour maps, one signifying that the pixel to the right is similar to this one, and one signifying that the pixel below is similar to this one. These maps will be used in the region image generation.
Region Image Generation
If we look at figure 3, row B, we see that the pixels left in the pyramid can be used as seeds for blob extraction. We start at the top scale, and generate a label image, where each seed is given an integer label. We then proceed to expand each region using the neighbour maps extracted at the previous stage. We then do a nearest neighbour up-sampling of the label image, and crop the result to the image size at the finer level. Finally we expand our regions once more, using the neighbour maps. To summarise, the algorithm for region image generation looks like this: step 1 Generate an empty label image at the top scale. step 2 Assign new labels to all pixels with c = 1, and expand each new region with its neighbours, if the neighbour maps say so. step 3 Do a nearest neighbour up-sampling of the label image, and crop it to the image size at the finer level. step 4 Expand all regions with their neighbours, whenever the neighbour maps say so. step 5 If we are at the finest scale, we are done. Otherwise go back to step 2.
During the region expansion (step 4 above), a region with a lower label number is allowed to expand over one with a higher, if there is a conflict. This will cause large regions to "eat" most of the small regions with similar colour that will otherwise appear near the object boundaries. Note that the algorithm only moves through the pyramid once, and is thus quite fast.
The algorithm above does not quite produce a conventional segmentation. Occasionally it splits homogeneous regions into two or more regions. In most cases this is in line with the shape constraint on the region shapes mentioned in section 2, but sometimes regions which are really better described as one blob are split. This will however be dealt with in a later stage of the blob extraction.
Ellipse Approximation
The raw moments of a binary mask v n (x, y) : Z 2 → {0, 1} are defined by the weighted sum
See e.g. [12] for a more extensive discussion on moments of binary masks. For all the regions {v n (x, y)} N 1 in the image we will now compute the raw moments of order 0 to 2, i.e. µ 00 , µ 01 , µ 10 , µ 02 , µ 11 , and µ 20 . Note that this can be done using only one for-loop over the region image.
The raw moments are then converted to measures of the area a n , the centroid vector m n , and the inertia matrix I n a n = µ 00 , m n = 1 µ 00 µ 01 µ 10 and I n = 1 µ 00
Using the input image p(x, y) we also compute and store the average measurements for all regions,
From the eigenvalue decomposition I = λ 1ê1ê
with λ 1 ≥ λ 2 we can find the axes of the ellipse as 2 √ λ 1ê1 and 2 √ λ 2ê2 respectively. Since I = I T , each blob can be represented by 1 + 2 + 3 + 1 = 7 parameters.
Merge and Cleanup
For different translations and rotations of the image, the detection scale for a blob may change, and this will cause a blob to sometimes be split in two, or several. To reduce this effect, we will make use of the fact that the moments of a combined mask v(x, y) can be computed from the moments of its parts (e.g. v 1 and v 2 with v 1 + v 2 = v), and merge blobs whenever appropriate.
Since det |I| = λ 1 λ 2 , the ellipse area is given by e n = 4π det |I n |. Unless all pixels in the mask lie on a line, this is an overestimate of the actual mask area, and r n = a n /e n ≤ 1 is thus a measure of how ellipse-like a blob is. We will merge two blobs if they have similar dominant measurements, and the result becomes more ellipse-like, i.e. if |p m − p n | ≤ d max and e m + e n ≥ e mn /α. The parameter α can be set to > 1 to cause more mergers. Here we have used α = 1.005. Finally, we remove blobs with areas below a threshold a min = 20. Figure 4 shows an aerial image and two blob representations of the image. The clustering pyramid has been created using K = 26 channels, spaced according to (3) . The input image is a 348 × 287 image, and the blob representation initially contains 146 blobs, which after merging and cleanup drops to 57. This gives a total of 399 parameters for the entire image-a factor 250 of data reduction.
Noise Sensitivity
The purpose of the robust estimation scheme is to obtain robustness to noise. To evaluate noise sensitivity we have subjected our test image to three common kinds of noise. As can be seen in figure 5 , all three kinds of noise are handled fairly well. There is a small change in number of blobs, we originally had 57 blobs, and afterwards we got 66, 76, and 72 respectively. As can be seen this is mainly due to similar neighbouring blobs being merged, or blobs being split into two.
The robust estimation causes salt&pepper pixels to be rejected as outliers. This will cause small reductions in the blob areas and slight changes of blob shapes, but will not affect the resultant measurements p k at all. White noise will be averaged if it has an amplitude below d max . For K = 26 we have d max = 0.083. 1/f noise is a common model of atmospheric distortion, and moderate amounts of this distortion appears to be handled as well.
Concluding Remarks
We wish to stress that this is just a first attempt at robust blob detection, and a rigorous evaluation of the performance is still in progress. Similar results could probably be obtained if the pyramid generation using channel smoothing is replaced by another robust estimation technique. The blob features presented in this paper are intended for view based object recognition using learning, something which will hopefully be facilitated by the dramatic data reduction (we typically get 200 times less data).
