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SIMULTANEOUS UPPER TRIANGULAR FORMS FOR
COMMUTING OPERATORS IN A FINITE VON NEUMANN
ALGEBRA
IAN CHARLESWORTH◦, KEN DYKEMA†∗, FEDOR SUKOCHEV†,
AND DMITRIY ZANIN†
Abstract. The joint Brown measure and joint Haagerup–Schultz projections
for tuples of commuting operators in a von Neumann algebra equipped with a
faithful tracial state are investigated, and several natural properties are proved
for these. It is shown that the support of the joint Brown measure is contained
in the Taylor joint spectrum of the tuple, and also in the ostensibly smaller
left Harte spectrum. A simultaneous upper triangularization result for finite
commuting tuples is proved and the joint Brown measure and joint Haagerup–
Schultz projections are shown to behave well under the Arens multivariate
holomorphic functional calculus of such a commuting tuple.
1. Introduction and statement of main results
A well known classical result is that commuting matrices can be simultaneously
upper-triangularized. Namely, given a commuting family A1, . . . , An in Mk(C),
there is a unitary U such that each U∗AjU is an upper triangular matrix. Moreover,
if (λ
(j)
1 , . . . , λ
(j)
k ) is the diagonal of U
∗AjU , then the set
{(λ(1)p , . . . , λ(n)p ) | 1 ≤ p ≤ k} ⊆ Cn
is the joint spectrum of (A1, . . . , An).
LetM be a von Neumann algebra equipped with a normal, faithful, tracial state
τ . In this paper, we prove analogous results for commuting families of elements of
M.
For an element S ∈ M, there is a spectral distribution measure νS , that was
found by L. Brown [4]; it is a Borel probability measure whose support is contained
in the spectrum of S and is called the Brown measure of S. In a fundamental
paper [13], Uffe Haagerup and Hanne Schultz found S-hyperinvariant projections
P (S,B) for Borel sets B ⊆ C; these projections decompose the Brown measure (see
§2.4 below for a more precise statement). We call these P (S,B) the Haagerup–
Schultz projections of S.
In [18], building on results that were eventually published in [13], Schultz con-
structed analogues of Brown measure and Haagerup–Schultz projections for an
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2 CHARLESWORTH, DYKEMA, SUKOCHEV, AND ZANIN
n-tuple T = (T1, . . . , Tn) of commuting elements Tj of M. Her proof used elegant
arguments involving an idempotent–valued measure in the algebra of (unbounded)
operators affiliated to M.
The following is a combination of Theorems 4.1 and 5.3 of [18].
Theorem 1.1 ([18]). Let T = (T1, . . . , Tn) be a tuple of commuting elements ofM.
Then there is a probability measure νT on Cn and there is a map B 7→ P (T : B)
from Borel subsets of Cn to projections in M satisfying
(a) νT (B) = τ(P (T : B)) for all Borel subsets B of Cn;
(b) if B is a Borel rectangle, namely, if B = B1 × · · · ×Bn for Borel sets Bj of C,
then
P (T : B) =
n∧
j=1
P (Tj , Bj);
(c) if B =
⋃∞
k=1 B
(k) is a countable disjoint union of Borel rectangles B(k), then
P (T : B) =
∞∨
k=1
P (T : B(k));
(d) for a general Borel subset B of C(n),
P (T : B) =
∧
B⊆U⊆Cn
Uopen
P (T : U).
We will call νT the joint Brown measure and the projections P (T : B) the
joint Haagerup–Schultz projections of the tuple T = (T1, . . . , Tn). Note the subtle
notational difference, which we adopt in this paper: P (T,B) is the Haagerup-
Schultz projection when T is a single operator and B is a Borel subset of C, while
P (T : B) is the joint Haagerup–Schultz projection when T = (T1, . . . , Tn) is an
n-tuple of commuting operators and B is a Borel subset of Cn.
It is clear from the above that the marginal distributions of νT are the Brown
measures νTj of the individual operators. Schultz also proved (Theorem 6.6 of [18])
that νT is characterized by the equality
τ(log |α1T1 + · · ·+ αnTn − 1|) =
∫
Cn
log |α1z1 + · · ·αnzn − 1| dνT (z1, . . . , zn),
holding for all α1, . . . , αn ∈ C, and she shows (Theorem 7.1 of [18]) that for ev-
ery polynomial q in n commuting variables, the Brown measure of the operator
q(T1, . . . , Tn) equals the push-forward measure q∗νT of νT via q.
In this this paper we will need some stronger properties of the joint Brown
measure and joint Haagerup–Schultz projections. We did not see how to prove
these directly from Schultz’s derivation. Thus, we make a different construction
of these objects, in Sections 4, 5 and 6, culminating in Theorems 6.6, 6.7 and 6.9
and Proposition 6.11. Furthermore, we do this for arbitrary (not necessarily finite)
families of commuting operators in M. In order to make our paper self-contained,
we do not use Schultz’s results, though it is clear, comparing Schultz’s Theorem 1.1
and our construction, that the two constructions yield the same objects in the case
of a finite tuple of commuting operators.
After constructing joint Brown measure and joint Haagerup–Schultz projections,
we relate them, in the case of a finite tuple of commuting operators, to various
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notions of joint spectrum (including the Taylor joint spectrum) in Section 8. These
results show that the joint Brown measure is truly a spectral distribution.
In Section 9 we use the joint Haagerup–Schultz subspaces to find simultaneous
Schur-type upper triangular forms of tuples T = (T1, . . . , Tn) of commuting opera-
tors in M. This extends the main result of [7], where the case of a single operator
was treated. More specifically, let
ρ : [0, 1]→
n∏
k=1
{
z ∈ C : |z| ≤ ‖Tk‖
}
(1)
be a Peano curve (i.e., surjective and continuous; see Lemma 2.6.1 for a proof of
existence). We will call ρ a continuous spectral ordering for T = (T1, · · · , Tn). Let
D =W ∗({P (T : ρ([0, t])) | 0 ≤ t ≤ 1}). (2)
Note that D ⊆ M is an abelian von Neumann algebra with separable predual.
We denote by ED and EM∩D′ , respectively, the normal, τ -preserving conditional
expectations from M onto D and, respectively, the relative commutant M∩D′.
Here is a simultaneous upper triangularization result.
Theorem 1.2. Let S belong to the unital algebra generated by {T1, . . . , Tn} and let
N = ED(S). Then the Brown measures νN and νS agree and the Brown measure
of S −N is concentrated at 0.
Note that, for S as in the theorem, writing S = f(T1, . . . , Tn) for a polynomial
f in n commuting variables, by Schultz’s result mentioned above, νS is the push-
forward measure f∗νT of the joint Brown measure of T under f .
In Section 11, we consider the Arens multivariate holomorphic functional calculus
applied to a commuting tuple T . The above Theorem 1.2 and the fact about push-
forward measures will, in Theorem 11.2, be extended to give the same conclusions
also for operators S that arise as f(T1, . . . , Tn) for suitable multivariate holomorphic
functions f . Though Theorem 11.2 includes Theorem 1.2 as a subcase, we have
stated and proved the special case separately, because the proof avoids significant
technical difficulties of the proof of the full result. Furthermore, in Theorem 11.5, we
prove a multivariate analogue of the push-forward result for joint Brown measures
and a similar property for joint Haagerup–Schultz projections.
In addition to the sections of the paper mentioned above, Section 2 contains pre-
liminary results (many recalled from the literature), including: §2.1 Notation; §2.2
Projections in von Neumann algebras (with some additional examples provided in
Appendix A); §2.3 S.o.t.-quasinilpotent operators; §2.4 Haagerup–Schultz projec-
tions; §2.5 Hyperinvariant projections; §2.6 Space filling curves. In Section 3, we
show that Haagerup–Schultz projections satisfy the natural lattice properties. In
Section 7 we show that the joint Haagerup–Schultz projection of a direct integral
of commuting operators is the direct integral of the corresponding joint Haagerup–
Schultz projections; this result is needed later in the paper. Section 10 contains
some remarks and results about the multivariate functional calculi of Arens and
Taylor for tuples of commuting operators on Hilbert space. In particular, it is
proved that the Taylor spectrum and the Taylor functional calculus behave well
with respect to direct integral constructions; this result is used in Section 11. Sec-
tion 12 contains a proof that the joint spectral distribution measures and the joint
Haagerup–Schultz projections behave well with respect to conjugation by invertible
operators.
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2. Preliminaries
2.1. Notation. C denotes the complex plane. For λ ∈ C and r > 0, Br(λ) denotes
the closed disk in C with center λ and radius r.
Given measurable spaces X and Y , a measurable function f : X → Y and
a measure µ on X , we employ the standard notation f∗µ for the push–forward
measure of µ under f , namely, the measure ν on Y given by ν(B) = µ(f−1(B)).
Throughout, M is a von Neumann algebra equipped with a normal, faithful,
tracial state τ . We will refer to the pair (M, τ) as a tracial von Neumann algebra.
As is standard, completion of M with respect to the norm ‖a‖2 = τ(a∗a)1/2 is
denoted L2(M, τ), and M will be understood to be represented on L2(M, τ) via
the standard representation, i.e., the Gelfand–Naimark–Segal representation. Note
that, for bounded sequences, convergence in strong operator topology is equivalent
to convergence with respect to ‖ · ‖2.
As is standard, by projection we mean a self-adjoint idempotent element of a
C∗-algebra or von Neumann algebra.
For T ∈ M νT will denote the Brown measure and B ⊆ C, P (T,B) will denote
the corresponding Haagerup–Schultz projection. If Q ∈M is a nonzero projection
and T ∈ QMQ, then we will denote by ν(Q)T the Brown measure of T as an element
of QMQ endowed with the trace τ(Q)−1τ↾QMQ.
2.2. On projections in tracial von Neumann algebras. We don’t claim nov-
elty for any of the results in this subsection, but we do include some proofs, for
convenience.
Lemma 2.2.1. Suppose P and Q are projections in B(H) and (Pn)
∞
n=1, (Qn)
∞
n=1
are sequences of projections in B(H) that converge to P and Q, respectively, in
strong operator topology. Suppose that for every n, we have Pn ≤ P and Qn ≤ Q.
Then Pn ∨Qn converges to P ∨Q in strong operator topology as n→∞.
Proof. Since Pn ∨ Qn ≤ P ∨ Q for every n, it will suffice to show that for every
ξ ∈ (P ∨Q)(H), we have
lim
n→∞
dist(ξ, (Pn ∨Qn)(H)) = 0.
Let ǫ > 0. Then there exist x ∈ PH and y ∈ QH such that ‖ξ − (x + y)‖ < ǫ.
Since Pnx converges to x and Qny converges to y, for all n sufficiently large, we
have ‖ξ − (Pnx+Qny)‖ < ǫ. Since Pnx+Qny ∈ (Pn ∨Qn)(H), we are done. 
Lemma 2.2.2. Let I be a set directed by a partial ordering ≥ and suppose (Pi)i∈I is
a decreasing net of projections in B(H), namely, such that i1 ≥ i2 implies Pi1 ≤ Pi2 .
Then
lim
i∈I
Pi =
∧
i∈I
Pi,
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where the limit is in strong-operator topology. Moreover, if H is separable, then
there exists a totally ordered sequence i(1) ≤ i(2) ≤ · · · in I such that
lim
n→∞
Pi(n) =
∧
i∈I
Pi,
where the limit is in strong-operator topology. Furthermore, if Pi is a decreasing
net of projections in a tracial von Neumann algebra M, then there exists a totally
ordered sequence i(1) ≤ i(2) ≤ · · · in I such that
lim
n→∞
Pi(n) =
∧
i∈I
Pi,
where the limit is with respect to ‖ · ‖2.
Proof. We may without loss of generality assume
∧
i∈I Pi = 0. Then
∨
i∈I(1−Pi) =
1. Let ξ ∈ H and take ǫ > 0. Then there exists n ∈ N, i(1), . . . , i(n) ∈ I and
vj ∈ (1 − Pi(j))H such that ‖ξ −
∑n
j=1 vj‖ < ǫ. Thus, ‖(
∧n
j=1 Pi(j))ξ‖ < ǫ. Thus,
if i ∈ I and i ≥ i(j) for all j, then ‖Piξ‖ < ǫ. This proves that Pi converges in
strong-operator topology to 0.
In the case that H is separable, by choosing a countable dense subset of H and
using a standard diagonalisation argument, the desired sequence can be found.
In the case that Pi is a net in M, convergence in strong operator topology
(for any normal, faithful representation of M) implies convergence in ‖ · ‖2. Since
τ(Pi) converges to τ(
∧
i∈I Pi), we can find an increasing sequence i(j) in I so that
limj→∞ τ(Pi(j)) = τ(
∧
i∈I Pi). This completes the proof. 
The following result, which we will use quite frequently, is standard. (For a
proof, one can use the description of the C∗-algebra generated by two projections,
found in [17].)
Lemma 2.2.3. Let (M, τ) be a tracial von Neumann algebra and suppose P and
Q are projections in M. Then
τ(P ∨Q) = τ(P ) + τ(Q) − τ(P ∧Q).
We will need the following easy consequence:
Lemma 2.2.4. Let (M, τ) be a tracial von Neumann algebra and suppose P and
Q are projections in M. Then
τ(P ∧Q) + τ((P ∨Q) ∧ (1−Q)) = τ(P ).
Proof. Applying Lemma 2.2.3 twice, we have
τ (P ∧Q) + τ((P ∨Q) ∧ (1−Q))
=
(
τ(P ) + τ(Q)− τ(P ∨Q))+ (τ(P ∨Q) + τ(1 −Q)− τ(P ∨Q ∨ (1−Q))
=
(
τ(P ) + τ(Q)− τ(P ∨Q))+ (τ(P ∨Q)− τ(Q)) = τ(P ).

Lemma 2.2.5. Let (M, τ) be a tracial von Neumann algebra and suppose P and
Q are projections in M and that (Pn)∞n=1, (Qn)∞n=1 are sequences of projections in
M that converge to P and Q, respectively, in ‖ · ‖2. Suppose that for every n, we
have Pn ≤ P and Qn ≤ Q. Then Pn ∧Qn converges to P ∧Q in ‖ · ‖2 as n→∞.
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Proof. By Lemma 2.2.1, we have Pn ∨ Qn → P ∨ Q, in strong operator topology,
which implies limn→∞ τ(Pn ∨Qn) = τ(P ∨Q). From the identity
τ(Pn ∧Qn) = τ(Pn) + τ(Qn)− τ(Pn ∨Qn),
and likewise for P and Q, we get limn→∞ τ(Pn ∧ Qn) = τ(P ∧ Q). Since we have
Pn ∧Qn ≤ P ∧Q for every n, this completes the proof. 
Lemma 2.2.5 and an induction argument immediately give the following gener-
alisation.
Lemma 2.2.6. Let (M, τ) be a tracial von Neumann algebra. Let I be a finite set
and suppose that for every i ∈ I and n ≥ 1, P (i) ∈ M is a projection and (P (i)n )∞n=1
is a sequence of projections in M satisfying P (i)n ≤ P (i) for all n and such that
P
(i)
n converges in ‖ · ‖2 to P (i). Then
∧
i∈I P
(i)
n converges in ‖ · ‖2 to
∧
i∈I P
(i) as
n→∞.
Lemma 2.2.7. Let M be a von Neumann algebra with normal, faithful, tracial
state τ . Suppose P , Q and R are projections in M with P ≤ R. Then
(P ∨Q) ∧R = P ∨ (Q ∧R).
Proof. Let e = (P ∨Q)∧R and f = P ∨(Q∧R). Since P ≤ R, we have P ≤ e. Also,
we clearly have Q ∧R ≤ e. Thus, we have f ≤ e. Using P ≤ R and Lemma 2.2.3,
we compute
τ(e) = τ(P ∨Q) + τ(R)− τ(P ∨Q ∨R) = τ(P ∨Q) + τ(R) − τ(Q ∨R)
=
(
τ(P ) + τ(Q)− τ(P ∧Q))+ τ(R)− (τ(Q) + τ(R)− τ(Q ∧R))
= τ(P ) − τ(P ∧Q) + τ(Q ∧R)
and also
τ(f) = τ(P ) + τ(Q ∧R)− τ(P ∧Q ∧R)
= τ(P ) + τ(Q ∧R)− τ(P ∧Q).
Thus, we have τ(e) = τ(f) and we conclude e = f . 
See Appendix A for examples showing that the conclusions of Lemmas 2.2.5 and
2.2.7 can fail if we don’t require existence of a finite trace.
2.3. S.O.T.-quasinilpotent operators. We letM act on L2(M, τ) via the stan-
dard representation, and the standard embedding of M into L2(M, τ) will be de-
noted x 7→ xˆ.
The following is part of Theorem 8.1 of [13], by Haagerup and Schultz:
Theorem 2.3.1. For any T ∈ M, |T n|1/n converges as n→∞ in strong operator
topology. Moreover, letting A ≥ 0 be the strong operator limit of the above sequence,
for every r > 0, the spectral projection 1[0,r](A) is equal to the Haagerup–Schultz
projection P (T,Br(0)) of T for the closed disk of radius r centered at 0.
Recall that an operator T ∈ B(H) is said to be s.o.t.-quasinilpotent if |T n|1/n
converges in strong operator topology to 0 as n → ∞. Haagerup and Schultz [13]
prove that T ∈ M is s.o.t.-quasinilpotent if and only if νT = δ0. We will prove
(and recall) some basic results about s.o.t.-quasinilpotent operators.
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Lemma 2.3.2. Suppose An is a bounded sequence in M. Then the following are
equivalent:
(a) An converges in strong operator topology to 0,
(b) |An| converges in strong operator topology to 0,
(c) for some p > 0, we have limn→∞ τ(|An|p) = 0,
(d) for every p > 0, we have limn→∞ τ(|An|p) = 0.
Proof. The equivalence (a)⇔(b) follows by considering the polar decompositions of
the An. The implication (a)⇒(c) follows because ‖An1ˆ‖2 = τ(|An|2), so from (a)
we get limn→∞ τ(|An|2) = 0.
Let us show (c)⇒(d). We may, without loss of generality, assume ‖An‖ ≤ 1 for
all n. Suppose ‖An‖p → 0 as n → ∞. If r < p, then ‖An‖r ≤ ‖An‖p for all n
and, therefore, ‖An‖r → 0 as n → ∞. If p < r, then, because ‖An‖ ≤ 1, by the
continuous functional calculus, we have |An|r ≤ |An|p. Hence, τ(|An|r) → 0 as
n→∞.
The implication (d)⇒(a) is standard. Taking p = 2 and using ‖An1ˆ‖2 =
τ(|An|2), we conclude limn→∞ ‖An1ˆ‖ = 0. Since the image of 1ˆ under that ac-
tion of the commutant of M is dense in L2(M, τ), we get limn→∞ ‖Anv‖ = 0 for
all v in a dense subspace of L2(M, τ). Since the sequence An is bounded in norm,
we conclude (a). 
Lemma 2.3.3. Take positive integers n(1) < n(2) < · · · such that for some p ∈
(0, 1) and all k ≥ 1, the inequality n(k + 1) < n(k)/p holds. Suppose T ∈ M
satisfies that |T n(k)|1/n(k) converges in strong operator topology to 0 as k → ∞.
Then T is s.o.t.-quasinilpotent.
Proof. We may, without loss of generality, assume ‖T ‖ ≤ 1. Suppose n(k) ≤ n ≤
n(k + 1). Then
(T ∗)nT n = (T ∗)n(k)(T ∗)n−n(k)T n−n(k)T n(k)
≤ ‖T n−n(k)‖2(T ∗)n(k)T n(k) ≤ (T ∗)n(k)T n(k).
Since the function s 7→ s1/2n is operator monotone, we have
|T n| 1n = ((T ∗)nT n) 12n ≤ ((T ∗)n(k)T n(k)) 12n = |T n(k)| 1n = (|T n(k)| 1n(k))n(k)n .
Then, since ‖T ‖ ≤ 1, we have(
|T n(k)| 1n(k)
)n(k)
n ≤
(
|T n(k)| 1n(k)
) n(k)
n(k+1) ≤
(
|T n(k)| 1n(k)
)p
.
By hypothesis and Lemma 2.3.2, we have
lim
k→∞
τ(
(
|T n(k)| 1n(k)
)p
) = 0.
Thus, we get limn→∞ τ(|T n| 1n ) = 0. Using Lemma 2.3.2, we conclude that T is
s.o.t.-quasinilpotent. 
The next lemma follows from Lemma 3 of [8].
Lemma 2.3.4. If A, T ∈ M commute and if T is s.o.t.-quasinilpotent, then AT is
s.o.t.-quasinilpotent.
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Lemma 2.3.5. Suppose T1, T2 ∈ M commute and are both s.o.t.-quasinilpotent.
Then T1 + T2 is s.o.t.-quasinilpotent.
Proof. We will prove limn→∞ τ(|(T1 + T2)2n| 12n ) = 0, which by Lemmas 2.3.2
and 2.3.3 will imply that T1+T2 is s.o.t.-quasinilpotent. Without loss of generality,
we assume ‖Tj‖ ≤ 1 (j = 1, 2).
By commutativity, we have
(T1 + T2)
2n = AnT
n
1 +BnT
n
2 ,
where
An =
2n∑
k=n+1
(
2n
k
)
T k−n1 T
2n−k
2 , Bn =
n∑
k=0
(
2n
k
)
T k1 T
n−k
2 .
Clearly,
τ(|(T1 + T2)2n| 12n ) = ‖(T1 + T2)2n‖
1
2n
1
2n
= ‖AnT n1 +BnT n2 ‖
1
2n
1
2n
.
Using the standard inequality
‖X + Y ‖pp ≤ ‖X‖pp + ‖Y ‖pp
which is valid for every p ≤ 1 and every X,Y ∈M (see [10], Theorem 4.9), we get
τ(|(T1 + T2)2n| 12n ) ≤ ‖AnT n1 ‖
1
2n
1
2n
+ ‖BnT n2 ‖
1
2n
1
2n
.
Since ‖An‖ ≤ 22n and ‖Bn‖ ≤ 22n, we get
τ(|(T1 + T2)2n| 12n ) ≤ 2‖T n1 ‖
1
2n
1
2n
+ 2‖T n2 ‖
1
2n
1
2n
= 2τ(|T n1 |
1
2n ) + 2τ(|T n2 |
1
2n ).
Since T1 and T2 are s.o.t.-quasi-nilpotent, using Lemma 2.3.2 it follows that the right
hand side goes to 0 as n→∞. Applying Lemma 2.3.3 completes the proof. 
Combining Lemmas 2.3.4 and 2.3.5, we get the following.
Proposition 2.3.6. Suppose n ∈ N and T1, . . . , Tn ∈ M are commuting s.o.t.-
quasinilpotent operators. Suppose f is a polynomial in n commuting variables so
that f(0, . . . , 0) = 0. Then f(T1, . . . , Tn) is s.o.t.-quasinilpotent.
2.4. Haagerup–Schultz projections. For T ∈ M and for a Borel set B ⊆ C,
the Haagerup–Schultz projection P (T,B) is the unique T -invariant projection Q
with the property that that the Brown measure ν
(Q)
TQ is concentrated in B and the
Brown measure ν
(1−Q)
(1−Q)T is concentrated in B
c. It is also characterized as the largest
T -invariant projection Q such that the Brown measure ν
(Q)
TQ is concentrated in B.
The following is a basic fact about Brown measure, proved in [4].
Proposition 2.4.1. Let T ∈ M and let Q ∈ M be a T -invariant projection. If
Q 6= 0, 1, then
νT = τ(Q)ν
(Q)
TQ + τ(1 −Q)ν(1−Q)(1−Q)T ,
where the Brown measures ν
(Q)
TQ and ν
(1−Q)
(1−Q)T are computed in the algebras QMQ
and, respectively, (1−Q)M(1−Q).
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Recall (Theorem 7.1 of [13]), that for T ∈M, P (T,B) is the largest among all of
the T -invariant projections R inM such that the Brown measure of TR, taken as an
element of the von Neumann algebra RMR, with respect to the renormalized trace
τ(R)−1τ↾RMR, is concentrated in B. In particular, we have τ(P (T,B)) = νT (B)
for every Borel set B. Clearly, P (T,B) is monotone increasing in B.
We will use the fact, which is part of the construction (see Corollary 7.19 of [13]),
that whenM acts via a normal representation on a Hilbert space H, for the closed
disk Br(λ) of radius r > 0 around λ ∈ C, P (T,Br(λ)) is the projection onto the
closed subspace E(T − λ, r) of H given by
E(T − λ, r)
= {ξ ∈ H | ∃ (ξn)∞n=1 ⊆ H, limn→∞ ‖ξn − ξ‖ = 0, lim supn→∞ ‖(T − λ)
nξn‖1/n ≤ r}. (3)
The following lemma is obvious. For completeness we provide a quick proof.
Lemma 2.4.2. Suppose B1 and B2 are Borel sets whose symmetric difference is
νT -null. Then P (T,B1) = P (T,B2).
Proof. It suffices to show P (T,B1) = P (T,B1∪B2), so we may without loss of gen-
erality assume B1 ⊆ B2. Then P (T,B1) ≤ P (T,B2), but τ(P (T,B1)) = νT (B1) =
νT (B2) = τ(P (T,B2)). so we have the desired equality. 
The following is Corollary 7.27 of [13].
Proposition 2.4.3. For a Borel set B ⊆ C,
P (T ∗, B) = 1− P (T,C \B∗),
where B∗ = {z | z ∈ B}.
The following is a Lemma 3.3 of [18].
Theorem 2.4.4. If Q ∈M is a non-zero T -invariant projection, then for all Borel
sets B ⊆ C, we have
P (T,B) ∧Q = P (Q)(TQ,B),
where P (Q)(TQ,B) is the Haagerup-Schultz projection taken in the compressed von
Neumann algebra QMQ, with respect to the renormalized trace τ(Q)−1τ↾QMQ.
Corollary 2.4.5. Let T ∈ M. If Q ∈ M is a T -invariant projection that is not
equal to the identity 1, then for all Borel sets B ⊆ C, we have
P (1−Q)((1 −Q)T,B) = Q ∨ P (T,B)−Q = (Q ∨ P (T,B)) ∧ (1−Q),
where P (1−Q)((1−Q)T,B) is the Haagerup-Schultz projection of (1−Q)T (1−Q)
taken in the compressed von Neumann algebra (1 − Q)M(1 − Q), with respect to
the renormalized trace (1− τ(Q))−1τ↾(1−Q)M(1−Q).
Proof. Using Proposition 2.4.3 twice and Theorem 2.4.4, we have
P (1−Q)((1 −Q)T,B) = (1−Q)− P (1−Q)(T ∗(1 −Q),C \B∗)
= (1−Q)− P (T ∗,C \B∗) ∧ (1−Q)
= (1−Q)− (1− P (T,B)) ∧ (1−Q)
= (1−Q)− (1−Q ∨ P (T,B))
= Q ∨ P (T,B)−Q = (Q ∨ P (T,B)) ∧ (1−Q).
where B∗ is the set obtained from B by complex conjugation.
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2.5. Hyperinvariant projections. Recall that for S ∈ B(H), a closed subspace
V ⊆ H is said to be S-hyperinvariant if X(V) ⊆ V for all X ∈ B(H) satisfying
XS = SX , namely, if it is invariant under the commutant alg(S)′ of the algebra
of operators generated by S (note: algebra, not a ∗-algebra). Let (Si)i∈I be an
arbitrary family of elements of B(H). We say that a closed subspace V is (Si)i∈I -
hyperinvariant if X(V) ⊆ V for all X ∈ B(H) satisfying XSi = SiX for all i ∈ I,
namely, if it is invariant under the commutant alg({Si | i ∈ I})′ of the algebra of
operators generated by the family. If P is the orthogonal projection of H onto V ,
then this is equivalent to the condition XP = PXP for all X ∈ B(H) satisfying
XSi = SiX for all i ∈ I. Such a projection will be called an (Si)i∈I -hyperinvariant
projection.
The following is well known and easy to prove.
Lemma 2.5.1. Let J be a set and suppose, for every j ∈ J , Pj is an (Si)i∈I -
hyperinvariant projection in B(H). Then
∨
j∈J Pj and
∧
j∈J Pj are (Si)i∈I -hyper-
invariant projections.
The following is well known in the case that I is a singleton set, and the proof in
general is an equally easy application of the double commutant theorem of Murray
and von Neumann.
Lemma 2.5.2. If P is an (Si)i∈I -hyperinvariant projection, then P lies in the von
Neumann algebra generated by {Si | i ∈ I}.
2.6. On space-filling curves and probability measures. In this subsection,
we prove an elementary result about a curve mapping onto a space equipped with
a probability measure. We will use it in Section 9. But first, for completeness,
we prove existence of space-filling curves onto polydisks, which is, of course, a well
known result.
Lemma 2.6.1. Let n ≥ 2 and consider the closed polydisk
Dn = {(z1, . . . , zn) ∈ Cn | ∀j |zj| ≤ 1}.
Then there exists a continuous surjection ρ : [0, 1]→ Dn.
Proof. We will prove instead the existence of a continuous surjection ρ(d) : [0, 1]→
[0, 1]d for all integers d ≥ 2. This suffices because the polydisk Dn and the cube
[0, 1]d are homeomorphic when d = 2n. As usual, given r ∈ [0, 1]d, we write
r = (r1, . . . , rd). Let ρ
(2) : [0, 1] → [0, 1]2 be the usual (surjective, continuous)
Peano curve. Let ρ(3) : [0, 1]→ [0, 1]3 be given by the formula
ρ(3)(x) = ((ρ(2)(x))1, ρ
(2)((ρ(2)(x))2)).
It is easy to see that ρ(3) is a continuous surjection. Define the mapping ρ(k) :
[0, 1]→ [0, 1]k recursively by the formula
ρ(k)(x) = ((ρ(k−1)(x))1, · · · , (ρ(k−1)(x))k−2, ρ(2)((ρ(k−1)(x))k−1)), x ∈ [0, 1].
Using induction, we easily see that ρ(d) is continuous and surjective. 
LetK be a compact Hausdorff space and suppose ρ : [0, 1]→ K is continuous and
surjective. Let µ be a Borel probability measure on K and let σ be the probability
measure on [0, 1] defined by
σ([0, t]) = µ(ρ([0, t])), (t ∈ [0, 1]).
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Note that such a measure σ exists; it is just the restriction to [0, 1] of the Lebesgue–
Stieltjes measure on R corresponding to the function
R ∋ t 7→

0, t < 0
µ(ρ([0, t])), 0 ≤ t ≤ 1
1, t > 0.
Since ρ−1({x}) is closed for every x ∈ K, we can define g : K → [0, 1] by
g(x) = min(ρ−1({x})).
Let W = supp(µ) be the closed support of µ.
Lemma 2.6.2. We have
(a) ρ ◦ g = idK ,
(b) g is lower semicontinuous on K, and, therefore, Borel measurable,
(c) g∗µ = σ,
(d) σ is concentrated in g(W ),
(e) g is the inverse function of the restriction ρ↾g(W ) of ρ to g(W ),
(f) µ = ρ∗σ.
Moreover, there is an isomorphism of von Neumann algebras
L∞(W,µ)→ L∞([0, 1], σ)
sending f ∈ L∞(W,µ) to the function h given by
h(t) =
{
f(ρ(t)), t ∈ g(W ),
0, t /∈ g(W ).
Proof. Part (a) is obvious from the definition.
For (b), we will show that g−1([0, s]) is closed in K, for every s ∈ [0, 1]. Suppose
xn is a sequence in g
−1([0, s]) converging to x ∈ K. Since xn ∈ g−1([0, s]), it follows
that g(xn) ∈ [0, s]. That is, tn def= min(ρ−1({xn})) ∈ [0, s]. Thus, for each n, there
exists tn ∈ [0, s] such that ρ(tn) = xn. Passing to a subsequence, if necessary,
we may without loss of generality assume that tn converges to some t ∈ [0, s].
By continuity of ρ, we have ρ(t) = limn→∞ ρ(tn) = x. Thus, t ∈ ρ−1({x}) and
g(x) ≤ t ≤ s. So x ∈ g−1([0, s]).
For (c), given t ∈ [0, 1], we have
g−1([0, t]) = {x ∈ K | ∃s ∈ [0, t], ρ(s) = x} = ρ([0, t]).
Thus, we have
g∗µ([0, t]) = µ(g
−1([0, t])) = µ(ρ([0, t])) = σ([0, t]).
Since g∗µ and σ agree on all intervals of the form [0, t], they agree on all Borel
subsets of [0, 1].
Part (d) is immediate from (c).
For (e), note that, by definition, g is one-to-one. Thus, it has an inverse function,
mapping g(K) onto K. From (a), we see that this inverse function must be ρ↾g(K).
For (f), given a Borel subset B of K, using (c) and (a) we obtain
ρ∗σ(B) = σ(ρ
−1(B)) = µ(g−1(ρ−1(B))) = µ((ρ ◦ g)−1(B)) = µ(B).
The final statement about the isomorphism L∞(W,µ)→ L∞([0, 1]) now follows
directly. 
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3. Lattice properties of Haagerup–Schultz projections
Throughout this section, T ∈ M. Our goal in this section is to show (Theo-
rem 3.3) that the map B 7→ P (T,B) preserves lattice operations. In the case of a
normal operator T , P (T,B) is just the spectral projection of T for the set B. How-
ever, for general T ∈ M, we need not have P (T,B) = 1 − P (T,Bc) and P (T,B1)
and P (T,B2) need not commute for Borel sets B1 and B2. Of course, the idem-
potents from the idempotent measure constructed by Schultz [18] do satisfy the
analogous properties, and the results of this section could be proved from Schultz’s
results. However, here we present straightforward proofs that do not rely on the
technology of unbounded affiliated operators.
Lemma 3.1. If A1 and A2 are disjoint subsets in C, then
P (T,A1) ∧ P (T,A2) = 0.
Proof. Assume the contrary and denote, for brevity,
P = P (T,A1) ∧ P (T,A2).
Using a basic property of Brown measure (see Theorem 10 in [7], which is, effec-
tively, a restatement of Proposition 2.24 in [12]), we obtain
νTP ≤ τ(P (T,A1))
τ(P )
νTP (T,A1).
Thus, νTP is supported on A1. Similarly, it is supported on A2. Since A1 ∩A2 = ∅,
it follows that νTP is supported nowhere. This contradiction proves the lemma. 
Theorem 3.2. If A1 and A2 are Borel subsets of C, then
P (T,A1) ∨ P (T,A2) = P (T,A1 ∪ A2), (4)
P (T,A1) ∧ P (T,A2) = P (T,A1 ∩ A2). (5)
Proof. Set B1 = A1 and B2 = A2\A1. It is immediate that
B1 ∪B2 = A1 ∪ A2, B1 ∩B2 = ∅.
We have
P (T,A1), P (T,A2) ≤ P (T,A1 ∪ A2).
Thus,
P (T,A1) ∨ P (T,A2) ≤ P (T,A1 ∪ A2). (6)
Similarly, we have
P (T,B1) ∨ P (T,B2) ≤ P (T,B1 ∪B2). (7)
By Lemma 3.1, we have
P (T,B1) ∧ P (T,B2) = 0.
Using the equality
τ(p ∨ q) + τ(p ∧ q) = τ(p) + τ(q), (8)
we obtain
τ(P (T,B1) ∨ P (T,B2)) = τ(P (T,B1)) + τ(P (T,B2)) = νT (B1) + νT (B2)
= νT (B1 ∪B2) = τ(P (T,B1 ∪B2)).
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It follows now from (7) that
P (T,B1) ∨ P (T,B2) = P (T,B1 ∪B2).
Thus,
P (T,A1 ∪ A2) = P (T,B1) ∨ P (T,B2) ≤ P (T,A1) ∨ P (T,A2). (9)
A combination of (6) and (9) yields (4).
To prove (5), note first that we have
P (T,A1), P (T,A2) ≥ P (T,A1 ∩ A2).
Thus,
P (T,A1) ∧ P (T,A2) ≥ P (T,A1 ∩ A2). (10)
On the other hand, from (8), we have
τ(P (T,A1) ∧ P (T,A2)) = τ(P (T,A1)) + τ(P (T,A2))− τ(P (T,A1) ∨ P (T,A2)).
Using (4), we obtain
τ(P (T,A1) ∧ P (T,A2)) = τ(P (T,A1)) + τ(P (T,A2))− τ(P (T,A1 ∪A2))
= νT (A1) + νT (A2)− νT (A1 ∪ A2) = νT (A1 ∩ A2).
Thus,
τ(P (T,A1 ∩ A2)) = νT (A1 ∩A2) = τ(P (T,A1) ∧ P (T,A2)).
This, combined with (10), yields
P (T,A1) ∧ P (T,A2) = P (T,A1 ∩ A2).
This concludes the proof. 
Theorem 3.3. If (An)
∞
n=1 is a sequence of Borel subsets of C, then
∞∨
n=1
P (T,An) = P (T,
∞⋃
n=1
An), (11)
∞∧
n=1
P (T,An) = P (T,
∞⋂
n=1
An). (12)
Proof. We have
∞∨
n=1
P (T,An) = s.o.t.- lim
N→∞
N∨
n=1
P (T,An) = s.o.t.- lim
N→∞
P (T,
N⋃
n=1
An),
where we have used Theorem 3.2 in the second equality. So ≤ holds in (11). But
we have
lim
N→∞
τ(P (T,
N⋃
n=1
An)) = lim
N→∞
νT (
N⋃
n=1
An) = νT (
∞⋃
n=1
An) = τ(P (T,
N⋃
n=1
An)),
from which we conclude equality in (11).
The proof of (12) is similar. 
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4. Meets and joins of Haagerup–Schultz projections of commuting
operators
In this section, we begin our construction of joint Brown measure and joint
Haagerup-Schultz projections. We will construct some T -hyperinvariant projec-
tions corresponding to certain sets (belonging to an algebra of sets generated by
rectangles). Our construction is based on finite meets and joins of Haagerup–Schultz
projections.
Let I be a non-empty set and suppose T = (Ti)i∈I is a family of pairwise com-
muting element of M. Let Z = ∏i∈I σ(Ti) be the product space, endowed with
the product topology. It is of course, compact, by Tychonoff’s theorem. By a
coordinate-finite rectangle in Z we will mean a product R =
∏
i∈I Bi ⊆ Z for non-
empty Borel subsets Bi ⊆ σ(Ti), with Bi = σ(Ti) for all but finitely many i ∈ I.
Let A0 denote the algebra of subsets of Z consisting of the empty set and all fi-
nite unions of coordinate-finite rectangles. Note that every X ∈ A0 can be written
as a disjoint union of finitely many coordinate-finite rectangles. We begin with
coordinate-finite rectangles.
Definition 4.1. If R =
∏
i∈I Bi ⊆ Z is a coordinate-finite rectangle, then we set
P (T : R) =
∧
i∈I
P (Ti, Bi).
The goal of this section is to prove Theorem 4.10, which shows that the following
definition makes sense.
Definition 4.2. For X ∈ A0, writing X =
⋃k
j=1 R
(j) as a union of finitely many
pairwise disjoint coordinate-finite rectangles R(1), . . . , R(k), we set
P (T : X) =
k∨
j=1
P (T : R(j)).
Lemma 4.3. Let R be a coordinate-finite rectangle. Then P (T : R) is a T -hyper-
invariant projection.
Proof. For each i ∈ I, the Haagerup-Schultz projection P (Ti, Bi) is a Ti-hyperin-
variant projection, and is, therefore, also T -hyperinvariant. Now by Lemma 2.5.1,
the result follows. 
Lemma 4.4. If R1 and R2 are coordinate-finite rectangles and R1 ⊆ R2, then
P (T : R1) ≤ P (T : R2).
Proof. Writing Rj =
∏
i∈I Bi,j for j = 1, 2, we have Bi,1 ⊆ Bi,2 for every i. Thus,
P (Ti, Bi,1) ≤ P (Ti, Bi,2) for every i, and we have
P (T : R1) =
∧
i∈I
P (Ti, Bi,1) ≤
∧
i∈I
P (Ti, Bi,2) = P (T : R2).

Lemma 4.5. Suppose that R =
∏
i∈I Bi and R
′ =
∏
i∈I B
′
i are coordinate-finite
rectangles. Suppose that for each i ∈ I, the symmetric difference of Bi and B′i is
νTi-null. Then P (T : R) = P (T : R
′).
Proof. The follows immediately from Lemma 2.4.2 and Definition 4.1. 
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The following lemma shows that P (T : R) behaves well under monotone limits.
Lemma 4.6. Suppose R and R1, R2, . . . are coordinate-finite rectangles.
(i) If R1 ⊆ R2 ⊆ · · · and R =
⋃
j≥1 Rj, then
P (T : R) =
∨
j≥1
P (T : Rj).
(ii) If R1 ⊇ R2 ⊇ · · · and R =
⋂
j≥1 Rj, then
P (T : R) =
∧
j≥1
P (T : Rj).
Proof. Let R =
∏
i∈I Bi and Rj =
∏
i∈I Bi,j .
For (i), let I0 be the finite set of all i such that Bi,1 6= σ(Ti). The desired
conclusion is equivalent to the convergence of P (T : Rj) to P (T : R) in ‖ · ‖2. We
must have Bi = Bi,j = σ(Ti) for all j ≥ 1 and all i ∈ I \ I0 and for each i ∈ I0
we have Bi,1 ⊆ Bi,2 ⊆ · · · with Bi =
⋃
j≥1 Bi,j . From the properties of Haagerup–
Schultz projections, we have P (Ti, Bi,j) ≤ P (Ti, Bi) for all j and that P (Ti, Bi,j)
converges in ‖ · ‖2 to P (Ti, B) as j →∞. Applying Lemma 2.2.6, we have that
P (T : Rj) =
∧
i∈I0
P (Ti, Bi,j)
converges in ‖ · ‖2 to
∧
i∈I0
P (Ti, Bi) = P (T : R) as j →∞.
For (ii), for each i ∈ I we have Bi,1 ⊇ Bi,2 ⊇ · · · with Bi =
⋂
j≥1 Bi,j . From the
properties of Haagerup–Schultz projections, we have P (Ti, Bi) =
∧
j≥1 P (Ti, Bi,j).
Thus,
P (T : R) =
∧
i∈I
P (Ti, Bi) =
∧
i∈I
∧
j≥1
P (Ti, Bi,j)

=
∧
j≥1
(∧
i∈I
P (Ti, Bi,j)
)
=
∧
j≥1
P (T : Rj).

The following lemma shows that P (T : R) satisfies countable lattice properties
for decompositions of R in one coordinate.
Lemma 4.7. Suppose R =
∏
i∈I Bi is a coordinate-finite rectangle. Fix i1 ∈ I and
consider Borel subsets Bi1,j ⊆ σ(Ti1 ) for all integers j ≥ 1. Let
Rj =
∏
i∈I
Bi,j ,
where Bi,j = Bi whenever i 6= i1.
(i) If Bi1 =
⋃∞
j=1 Bi1,j, then
P (T : R) =
∨
j≥1
P (T : Rj).
(ii) If Bi1 =
⋂∞
j=1 Bi1,j, then
P (T : R) =
∧
j≥1
P (T : Rj).
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Proof. If I = {i1}, then this follows from the lattice properties of the Haagerup-
Schultz projections, Theorem 3.3.
Suppose |I| > 1 and let I1 = {i1} and I2 = I \ I1. Let T (2) = (Ti)i∈I2 and
R(2) =
∏
i∈I2
Bi. Let Q = P (T
(2) : R(2)). Since Ti1 commutes with Ti for every
i ∈ I2, by Lemma 4.3, the projection Q is Ti1 -invariant. Applying Theorem 2.4.4,
we have
P (T : R) = P (Q)(Ti1Q,Bi1)
and, for every j ≥ 1,
P (T : Rj) = P
(Q)(Ti1Q,Bi1,j).
Now using the lattice property of the Haagerup-Schultz projections for the operator
Ti1Q, if Bi1 =
⋃
j≥1Bi1,j , then we have∨
j≥1
P (T : Rj) =
∨
j≥1
P (Q)(Ti1Q,Bi1,j) = P
(Q)(Ti1Q,Bi1) = P (T : R),
while if Bi1 =
⋂
j≥1 Bi1,j , then we have∧
j≥1
P (T : Rj) =
∧
j≥1
P (Q)(Ti1Q,Bi1,j) = P
(Q)(Ti1Q,Bi1) = P (T : R).

Lemma 4.8. Let R =
∏
i∈I Bi be a coordinate-finite rectangle that is a proper
subset of Z. Enumerate the finite, non-empty set {i ∈ I | Bi 6= σ(Ti)}, writing it
as {i1, . . . , in}, and consider the rectangles S(j) =
∏
i∈I C
(j)
i , where
C
(j)
i =
{
σ(Ti), i 6= ij,
Bci , i = ij,
where Bci = σ(Ti) \Bi. Thus, we have Z \R =
⋃n
j=1 S
(j). Then
P (T : R) ∧
 n∨
j=1
P (T : S(j))
 = 0.
Proof. If n = 1 then this follows because P (Ti1 , Bi1) ∧ P (Ti1 , Bci1) = 0, which is a
property of the Haagerup–Schultz projections.
Supposing n ≥ 2, we proceed by induction on n. Since coordinates in I \
{i1, . . . , in} play no role, we may without loss of generality assume I = {i1, . . . , in}.
To ease notation, we will write simply ij = j. Thus, we have
R = B1 ×B2 × · · · ×Bn.
Writing
S(n) = (B1 ∪Bc1)× (B2 ∪Bc2)× · · · × (Bn−1 ∪Bcn−1)×Bcn
and applying Lemma 4.7 several times, we obtain
P (T : S(n)) ≤
n−1∨
j=1
P (T : S(j))
 ∨ P (T : B1 × · · · ×Bn−1 ×Bcn).
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Thus, we get
n∨
j=1
P (T : S(j)) =
n−1∨
j=1
P (T : S(j))
 ∨ P (T : B1 × · · · ×Bn−1 ×Bcn).
Let
R′ = B1 ×B2 × · · · ×Bn−1 × σ(Tn).
We have
P (T : R) = P (T : R′) ∧ P (Tn, Bn).
By the induction hypothesis, we have
P (T : R′) ∧
n−1∨
j=1
P (T : S(j))
 = 0. (13)
We also have
P (T : B1 × · · · ×Bn−1 ×Bcn) = P (T : R′) ∧ P (Tn, Bcn) ≤ P (T : R′).
Therefore, applying Lemma 2.2.7 to
p = P (T : B1 × · · · ×Bn−1 ×Bcn), q =
n−1∨
j=1
P (T : S(j))
 , r = P (T : R′)
(with the lower-case letters corresponding to upper-case letters in Lemma 2.2.7)
and using (13) to show q ∧ r = 0, we get
P (T : R) ∧
 n∨
j=1
P (T : S(j))
 = P (Tn, Bn) ∧ (r ∧ (p ∨ q))
= P (Tn, Bn) ∧ p ≤ P (Tn, Bn) ∧ P (Tn, Bcn) = 0.

Lemma 4.9. Let R =
∏
i∈I Bi be a coordinate-finite rectangle. Let Λ be any set
and suppose for each λ ∈ Λ, A(λ) is a coordinate-finite rectangle and A(λ) ∩R = ∅.
Then
P (T : R) ∧
(∨
λ∈Λ
P (T : A(λ))
)
= 0.
Proof. If R = Z, then A(λ) = ∅ and P (T : A(λ)) = 0 for every λ. So we may
assume R 6= Z and Lemma 4.8 applies, and we adopt the notation used there.
For each λ, since A(λ) ∩ R = ∅, there is j ∈ {1, . . . , n} such that A(λ) ⊆ S(j) and
(by Lemma 4.4), P (T : A(λ)) ≤ P (T : S(j)). Now the conclusion follows from
Lemma 4.8. 
Every element X of the algebra of sets A0 can be written as a union,
X =
k⋃
j=1
R(j)
of pairwise disjoint coordinate-finite rectangles R(j).
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Theorem 4.10. Let X ∈ A0. If
X =
k⋃
j=1
R(j) and X =
ℓ⋃
j=1
S(j)
are ways of writing X as unions of finitely many pairwise disjoint coordinate-finite
rectangles, then
k∨
j=1
P (T : R(j)) =
ℓ∨
j=1
P (T : S(j)). (14)
Proof. Since only finitely many coordinates are involved in the rectangles R(j) and
S(j), we may without loss of generality assume I = {1, . . . , n}. Given a rectangle
R = B1×· · ·×Bn and, for each i, a Borel partition ofBi into subsets Ai,1, . . . , Ai,p(i),
by repeated application of Lemma 4.7, we have
P (T : R) =
∨
1≤q(1)≤p(1),··· ,1≤q(n)≤p(n)
P (T : A1,q(1) × · · · ×An,q(n)). (15)
Now, to prove (14), we consider a coordinate-wise common refinement. In particu-
lar, writing
R(j) = B
(j)
1 × · · · ×B(j)n ,
S(j) = C
(j)
1 × · · · × C(j)n ,
for each 1 ≤ i ≤ n there are disjoint Borel sets Ai,1, . . . , Ai,r(i) such that for each j
B
(j)
i and C
(j)
i are unions of some subcollection of Ai,1, . . . , Ai,r(i). Thus, we have
X =
⋃
(q1,...,qn)∈Q
A1,q1 × · · · ×An,qn
for a unique subset Q of {1, . . . , r(1)}×· · ·×{1, . . . , r(n)}. By repeated application
of the formula (15) proved for rectangles, we get
k∨
j=1
P (T : R(j)) =
∨
(q1,...,qn)∈Q
P (T : A1,q1 × · · · ×An,qn) =
ℓ∨
j=1
P (T : S(j)).

5. Joint Brown measures
Let (Ti)i∈I be a commuting family of operators in M, as in Section 4. In this
section we construct a probability measure νT on CI whose marginals are the Brown
measures νTi and such that for all X ∈ A0, νT (X) = τ(P (T : X)), where P (T : X)
is as in Definition 4.2. This will, of course, be the joint Brown measure of T .
Lemma 5.1. For X ∈ A0, let µ0(X) = τ(P (T : X)). Then µ0 is a finitely additive
measure on the algebra of sets A0.
Proof. LetX ∈ A0 and writeX =
⋃k
j=1 R
(j) for disjoint coordinate-finite rectangles
R(1), . . . , R(j). We claim that then
µ0(X) =
k∑
j=1
µ0(R
(j)).
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We use induction on k. For k = 1 this is a tautology. Suppose k ≥ 2. Let
Y =
⋃k−1
j=1 R
(j). We have
P (T : Y ) =
k−1∨
j=1
P (T : R(j))
and, by the induction hypothesis, µ0(Y ) =
∑k−1
j=1 µ0(R
(j)). By Lemma 4.9, we have
P (T : Y ) ∧ P (T : R(k)) = 0. Since P (T : X) = P (T : Y ) ∨ P (T : R(k)), we have
µ0(X) = τ(P (T : Y )) + τ(P (T : R
(k)))− τ(P (T : Y ) ∧ P (T : R(k)))
= µ0(Y ) + µ0(R
(k)) =
k∑
j=1
µ0(R
(j))
and the claim is proved.
Now, given disjoint X1, X2 ∈ A0, writing each of them as a finite union of disjoint
coordinate-finite rectangles and using the claim that we proved above, we conclude
µ0(X1 ∪X2) = µ0(X1) + µ0(X2). 
Lemma 5.2. Let E,F,G ∈ A0. Then
E ⊆ G =⇒ P (T : E) ≤ P (T : G), (16)
P (T : E ∪ F ) = P (T : E) ∨ P (T, F ), (17)
P (T : E ∩ F ) = P (T : E) ∧ P (T, F ). (18)
Proof. To prove the identity (17) we may write E and F each as a disjoint union of
finite families of coordinate-finite rectangles in such a way that E ∩ F is the union
of a common subfamily of each of them. Namely, there exists a finite collection
(R(j))j∈J of pairwise disjoint coordinate-finite rectangles and there exists a partition
J = J1 ∪ J2 ∪ J3 of J such that
E ∩ F =
⋃
j∈J1
R(j), E \ F =
⋃
j∈J2
R(j), F \ E =
⋃
j∈J3
R(j).
Invoking Definition 4.2, we have
P (T : E ∪ F ) =
∨
j∈J1∪J2∪J3
P (T : R(j))
=
( ∨
j∈J1∪J2
P (T : R(j))
)
∨
( ∨
j∈J1∪J3
P (T : R(j))
)
= P (T : E) ∨ P (T : F )
and the identity (17) is proved.
The property (16) follows from the identity (17).
The inequality ≤ in (18) follows from the property (16). But from finite addi-
tivity of µ0, the identity (17) and Lemma 2.2.3, we have
τ(P (T : E ∩ F )) = µ0(E ∩ F ) = µ0(E) + µ0(F )− µ0(E ∪ F )
= τ(P (T : E)) + τ(P (T : F ))− τ(P (T : E) ∨ P (T : F )).
= τ(P (T : E) ∧ P (T : F )),
The identity (18) follows from this. 
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Lemma 5.3. Suppose R is a coordinate-finite rectangle and let ǫ > 0. There there
exist coordinate-finite rectangles F and U such that F is compact and U is open,
and
F ⊆ R ⊆ U,
µ0(U)− ǫ ≤ µ0(R) ≤ µ0(F ) + ǫ.
Proof. Write R =
∏
i∈I Bi for Borel sets Bi ⊆ σ(Ti). Since each of the probability
measures νTi is regular (see, for example, Theorem 7.8 of [11]), there exist sequences
Fi,1 ⊆ Fi,2 ⊆ · · · ⊆ Bi ⊆ · · · ⊆ Ui,2 ⊆ Ui,1
of compact sets Fi,j and open sets Ui,j such that the sets
Bi \
⋃
j≥1
Fi,j
 and
⋂
j≥1
Ui,j
 \Bi
are νTi -null, where in the case Bi = σ(Ti) we choose Fi,j = σ(Ti) = Ui,j for
all j. Consider the compact, respectively, open coordinate-finite rectangles Fj =∏
i∈I Fi,j and Uj =
∏
i∈I Ui,j . Using Lemmas 4.5 and 4.6, we have that µ0(Fj)
converges to µ0(R) from below and µ0(Uj) converges to µ0(R) from above. Selecting
U = Uj and F = Fj for suitably large j finishes the proof. 
Lemma 5.4. Suppose X ∈ A0 and that (Yj)∞j=1 is a sequence of pairwise disjoint
elements of A0 such that X =
⋃∞
j=1 Yj. Then
µ0(X) =
∞∑
j=1
µ0(Yj).
Proof. Since µ0 is finitely additive and since X is a disjoint union of finitely
many coordinate-finite rectangles R1, . . . , Rn, it will suffice to show that for all
k ∈ {1, . . . , n},
µ0(Rk) =
∞∑
j=1
µ0(Rk ∩ Yj).
Thus, we may without loss of generality assume X itself is a coordinate-finite rec-
tangle. Furthermore, since each Yj is itself the union of finitely many coordinate-
finite rectangles, we may without loss of generality assume that also each Yj is
such a rectangle. Let ǫ > 0. By Lemma 5.3, there exists a compact coordinate-
finite rectangle F such that F ⊆ X and µ0(X) ≤ µ0(F ) + ǫ. Moreover, for each
j ≥ 1, there exists an open coordinate-finite rectangle Uj such that Yj ⊆ Uj and
µ0(Uj) ≤ µ0(Yj) + ǫ/2j. Since (Uj)∞j=1 is an open cover of F , there exists N ∈ N
such that
F ⊆
N⋃
j=1
Uj.
Thus, we have
µ0(X) ≤ ǫ+ µ0(F ) ≤ ǫ +
N∑
j=1
µ0(Uj) ≤ ǫ+
N∑
j=1
(
µ0(Yj) + ǫ/2
j
)
< 2ǫ+
∞∑
j=1
µ0(Yj).
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Letting ǫ→ 0 proves
µ0(X) ≤
∞∑
j=1
µ0(Yj).
For the reverse inequality, we note that for every N ∈ N, the set ⋃Nj=1 Yj belongs
to A0 and is a subset of X , so by finite additivity of µ0 on A0, we have
N∑
j=1
µ0(Yj) = µ0
 N⋃
j=1
Yj
 ≤ µ0(X).
Letting N →∞ proves
∞∑
j=1
µ0(Yj) ≤ µ0(X).

The above lemma shows that µ0 is a so-called pre-measure on the algebra A0.
Now an application of Carathe´odory’s Extension Theorem (see Theorem 1.11 and
Proposition 1.13 of [11]) yields the following:
Proposition 5.5. There is a unique Borel probability measure νT on Z extending
µ0, defined by, for every Borel subset E ⊆ Z,
νT (E) = inf

∞∑
j=1
µ0(Aj)
∣∣∣∣ Aj ∈ A0, E ⊆ ∞⋃
j=1
Aj
 .
Definition 5.6. The measure νT from Proposition 5.5 is the joint Brown measure
of the tuple T = (Ti)i∈I . We consider it to be a Borel probability measure on CI by
defining νT (X) = νT (X∩Z) for Borel sets X ⊆ CI . It is (in the case of I finite) the
same as the measure constructed by Schultz [18], as is apparent from Theorem 1.1
of this paper, which is from [18].
6. Decomposing projections of commuting operators
In this section we use the joint Brown measure νT to extend Definition 4.2 of
P (T : X) to allow arbitrary Borel sets X of Z and so that we have τ(P (T : X)) =
νT (X). We then prove Theorems 6.6 and 6.7 and some further properties of these
projections.
First, we prove an analogue of the pre-measure result (Lemma 5.4) for the pro-
jections P (T : ·).
Lemma 6.1. If A ∈ A0 and A =
⋃∞
j=1 Aj for sets Aj ∈ A0,
P (T : A) =
∞∨
j=1
P (T : Aj).
Proof. The inequality ≥ follows from the fact that for every N ≥ 1, by Lemma 5.2,
we have
N∨
j=1
P (T : Aj) = P
(
T :
N⋃
j=1
Aj
)
≤ P (T : A).
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We have
τ
(
P
(
T,
N⋃
j=1
Aj
))
= µ0
( N⋃
j=1
Aj
)
= νT
( N⋃
j=1
Aj
)
.
Since this quantity tends to νT (A) = τ(P (T : A)) as N →∞, we have the desired
equality. 
The construction contained in the next proposition can be viewed as doing for
our projection-valued set function P (T : ·) something like the construction of a
measure from an outer measure using Caratheodory’s Theorem. Of course, because
we already have νT in hand, the proof goes quite easily.
Proposition 6.2. Let X ⊆ Z be a Borel set. Define
P˜ (T : X) =
∧
∞∨
j=1
P (T : Aj)
∣∣∣∣ Aj ∈ A0, X ⊆ ∞⋃
j=1
Aj
 .
Then τ(P˜ (T : X)) = νT (X). Moreover, if X ∈ A0, then P˜ (T : X) = P (T : X).
Proof. If Aj ∈ A0, then
τ
( ∞∨
j=1
P (T : Aj)
)
= lim
N→∞
τ
( N∨
j=1
P (T : Aj)
)
= lim
N→∞
τ
(
P
(
T :
N⋃
j=1
Aj
))
= lim
N→∞
µ0
( N⋃
j=1
Aj
)
= lim
N→∞
νT
( N⋃
j=1
Aj
)
= νT
( ∞⋃
j=1
Aj
)
. (19)
Consider the set Ω consisting of all sequences (Aj)
∞
j=1 of elements Aj ∈ A0 such
that X ⊆ ⋃∞j=1 Aj . Consider the partial ordering ≥ on Ω defined by (Aj)∞j=1 ≥
(Bk)
∞
k=1 if and only if for every j ≥ 1 there is k ≥ 1 such that Aj ⊆ Bk (i.e.,
“larger” means “finer”). The set Ω is directed by ≥, for given (Cj)∞j=1 and (Dk)∞k=1
in Ω, a common upper bound is (Cj∩Dk)j,k≥1. Clearly, (Aj)∞j=1 ≥ (Bk)∞k=1 implies
∞∨
j=1
P (T : Aj) ≤
∞∨
k=1
P (T : Bk).
Applying Lemma 2.2.2 and (19), we have
τ(P˜ (T : X)) = inf
{
τ
( ∞∨
j=1
P (T : Aj)
) ∣∣∣∣ (Aj)∞j=1 ∈ Ω}
= inf
{
νT
( ∞⋃
j=1
Aj
) ∣∣∣∣ (Aj)∞j=1 ∈ Ω} = νT (X).
Now suppose X ∈ A0. By considering the sequence (X, ∅, ∅, . . .), which belongs
to Ω, we see P˜ (T,X) ≤ P (T,X). But now for any (Aj)∞j=1 ∈ Ω, we have
∞∨
j=1
P (T : Aj) ≥
∞∨
j=1
P (T : Aj ∩X) = P (T : X),
where the last equality is by Lemma 6.1. 
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The following “up-down”consequence of the construction and Lemma 2.2.2 will
be useful.
Lemma 6.3. Let A∞0 be the set of all countable unions
⋃∞
j=1 Aj of elements Aj ∈
A0. Let X ⊆ Z be a Borel subset. Then there is a decreasing sequence E1 ⊇ E2 ⊇
· · · of sets En ∈ A∞0 such that X ⊆ En for all n and such that
P˜ (T : X) =
∞∧
n=1
P˜ (T : En).
Here is a multivariate analogue of Lemma 3.1.
Lemma 6.4. Suppose E,F ⊆ Z are disjoint Borel sets. Then
P˜ (T : E) ∧ P˜ (T : F ) = 0.
Proof. Let ǫ > 0. Because νT is defined as in Proposition 5.5, we may choose
sequences (Aj)
∞
j=1 and (Bj)
∞
j=1 in A0 such that
E ⊆
∞⋃
j=1
Aj , νT
(( ∞⋃
j=1
Aj
)
\ E
)
< ǫ
F ⊆
∞⋃
k=1
Bk, νT
(( ∞⋃
k=1
Bk
)
\ F
)
< ǫ.
Then for all N ≥ 1, making use of Lemma 5.2, we have
τ
(( N∨
j=1
P (T : Aj)
)
∧
( N∨
k=1
P (T : Bk)
))
= νT
(( N⋃
j=1
Aj
)
∩
( N⋃
k=1
Bk
))
< 2ǫ+ νT (E ∩ F ) = 2ǫ.
Now letting N →∞ and using Lemma 2.2.5, we obtain
τ(P˜ (T : E) ∧ P˜ (T : F )) ≤ τ
(( ∞∨
j=1
P (T : Aj)
)
∧
( ∞∨
k=1
P (T : Bk)
))
≤ 2ǫ.
Letting ǫ→ 0 completes the proof. 
Now that the construction and proofs of basic properties of the projections P˜ (T :
X) are complete, we will simplify the notation:
Definition 6.5. For every Borel set X ⊆ Z, we set the joint Haagerup–Schultz
projection P (T : X) to be the projection P˜ (T : X) constructed in Proposition 6.2,
thus extending Definition 4.2. Furthermore, we let P (T : X) be defined for arbitrary
Borel subsets X of CI , by setting P (T : X) = P (T : X ∩ Z).
We summarize the results of our constructions so far.
Theorem 6.6. For each family T = (Ti)io∈I of commuting operators in M, there
exists a Borel probability measure νT on CI , called the joint Brown measure, and a
family of T -hyperinvariant projections P (T : X) defined for Borel subsets X ⊆ CI ,
called the joint Haagerup–Schultz projections of T , satisfying the following:
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(a) Given i ∈ I, the marginal distribution of νT for the projection on the i-th
coordinate C of CI is the Brown measure νTi of Ti.
(b) τ(P (T : X)) = νT (X) for all Borel sets X ⊆ CI .
(c) For any sequence (Xn)
∞
n=1 of Borel sets in C
I , we have
∞∨
n=1
P (T : Xn) = P
(
T :
∞⋃
n=1
Xn
)
∞∧
n=1
P (T : Xn) = P
(
T :
∞⋂
n=1
Xn
)
.
Proof. The measure νT and projections P (T : X) satisfying Property (b) are con-
structed in the results of this section and the previous section, culminating in Propo-
sitions 5.5 and 6.2. If R =
∏
i∈I Bi ⊆ CI is what we may call a one-coordinate
rectangle, namely, if Bi = C for all but at most one value of i0 ∈ I, then by
construction (see Definition 4.1), P (T : R) = P (Ti0 , Bi0) is a Haagerup–Schultz
projection. Thus, we have
νT (R) = τ
(
P (Ti1 , Bi0)
)
= νTi0 (Bi0),
which implies that property (a) holds.
The Haagerup–Schultz projection P (Ti0 , Bi0) is Ti0-hyperinvariant, so it is also
T -hyperinvariant. Since all of the joint Haagerup–Schultz projections P (T : X)
are constructed from these P (T : R) for one-coordinate rectangles R using count-
able meets and joins, using Lemma 2.5.1, we have that all P (T : X) are T -
hyperinvariant.
The proof of part (c) follows from Lemma 6.4 just as the proofs of Theorems 3.2
and 3.3 did from Lemma 3.1. 
Our next main theorem is an extension of Proposition 2.4.1, Theorem 2.4.4 and
Corollary 2.4.5 to the setting of several commuting operators.
Theorem 6.7. Let T = (Ti)i∈I be a family of commuting elements of M and
suppose a projection Q ∈ M, Q /∈ {0, 1}, is T -invariant. Then the joint Brown
measures satisfy
νT = τ(Q)ν
(Q)
TQ + τ(1 −Q)ν(1−Q)(1−Q)T (20)
and the joint Haagerup–Schultz projections satisfy, for every Borel subset X ⊆ CI ,
P (Q)(TQ : X) = P (T : X) ∧Q (21)
P (1−Q)((1 −Q)T : X) = (P (T : X) ∨Q) ∧ (1−Q), (22)
where ν
(Q)
TQ denotes the joint Brown measure of the commuting family TQ = (TiQ)i∈I
of operators computed in the algebra QMQ with respect to the normalized trace
τ(Q)−1τ↾QMQ, and similarly for ν
(1−Q)
(1−Q)T in the algebra (1 − Q)M(1 − Q), while
P (Q)(TQ : X) and P (1−Q)((1 − Q)T : X) denote the joint Haagerup–Schultz pro-
jections computed in the respective algebras QMQ and (1−Q)M(1−Q).
We first prove a lemma.
Lemma 6.8. Let T and Q be as in the statement of Theorem 6.7. Suppose X is a
coordinate-finite rectangle in CI . Then the equalities
νT (X) = τ(Q)ν
(Q)
TQ (X) + τ(1 −Q)ν(1−Q)(1−Q)T (X) (23)
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and (21) and (22) hold.
Proof. We observe that ifX is what we may call a one-coordinate rectangle, namely,
if X =
∏
i∈I Bi with Bi = C for all but at most one value of i ∈ I, then by
Theorem 2.4.4 and Corollary 2.4.5, the equalities (23), (21) and (22) hold.
Now suppose X =
∏
i∈I Bi ⊆ CI is a coordinate-finite rectangle. We can find
n ∈ N and pairwise disjoint coordinate finite rectangles R(1), . . . , R(n) such that⋃n
k=1 R
(k) = CI \X . For example, if X = B1×B2, then (C×C) \X is the disjoint
union
(Bc1 ×B2) ∪ (B1 ×Bc2) ∪ (Bc1 ×Bc2).
Let R(0) = X . Since every coordinate-finite rectangle R(k) is the intersection of
finitely many one-coordinate rectangles R(k,1), . . . , R(k,p), we have, for each k ∈
{0, 1, . . . , n},
P (Q)(TQ : R(k)) =
p∧
j=1
P (Q)(TQ : R(k,j)) =
p∧
j=1
(
P (T : R(k,j)) ∧Q)
=
( p∧
j=1
P (T : R(k,j))
)
∧Q = P (T : R(k)) ∧Q
and
P (1−Q)((1 −Q)T : R(k)) =
p∧
j=1
P (1−Q)((1 −Q)T : R(k,j))
=
p∧
j=1
((
P (T : R(k,j)) ∨Q) ∧ (1 −Q))
=
( p∧
j=1
(
P (T : R(k,j)) ∨Q)) ∧ (1−Q)
≥
(( p∧
j=1
P (T : R(k,j))
)
∨Q
)
∧ (1−Q) (24)
=
(
P (T : R(k)) ∨Q) ∧ (1−Q).
Combining these with Lemma 2.2.4, we have, for each k,
τ(Q)ν
(Q)
TQ (R
(k)) + τ(1−Q)ν(1−Q)(1−Q)T (R(k))
= τ
(
P (Q)(TQ : R(k))
)
+ τ
(
P (1−Q)((1−Q)T : R(k)))
≥ τ(P (T : R(k)) ∧Q) + τ((P (T : R(k)) ∨Q) ∧ (1−Q)) (25)
= τ
(
P (T : R(k))
)
= νT (R
(k)).
Thus, we have
1 = τ(1 −Q) + τ(Q) =
n∑
k=0
τ(1 −Q)ν(1−Q)(1−Q)T (R(k)) +
n∑
k=0
τ(Q)ν
(Q)
TQ (R
(k))
≥
n∑
k=0
νT (R
(k)) = 1.
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and, for each k, the inequality in (25) must be an equality. Consequently, also each
inequality (24) must be an equality. 
Proof of Theorem 6.7. Since, by Lemma 6.8, the two regular measures on the left
and right sides of (20) agree when evaluated at coordinate-finite rectangles, they
must also agree on all Borel subsets of CI . This proves the identity (20).
Let B denote the set of all Borel subsets X ⊆ CI such that (21) and (22)
hold. We will now show that B is closed under taking countable unions. Suppose
X1, X2, . . . ∈ B and let X =
⋃∞
j=1Xj . Then
P (Q)(TQ : X) =
∞∨
j=1
P (Q)(TQ : Xj) =
∞∨
j=1
(
P (T : Xj) ∧Q
)
≤
( ∞∨
j=1
P (T : Xj)
)
∧Q = P (T : X) ∧Q,
(26)
while
P (1−Q)((1−Q)T : X) =
∞∨
j=1
P (1−Q)((1−Q)T : Xj)
=
∞∨
j=1
((
P (T : Xj) ∨Q
) ∧ (1−Q))
≤
(
Q ∨
∞∨
j=1
P (T : Xj)
)
∧ (1−Q) = (P (T : X) ∨Q) ∧ (1 −Q).
(27)
But then, taking traces, adding, using the identity (20) and invoking Lemma 2.2.4,
we have
νT (X) = τ(Q)ν
(Q)
TQ (X) + τ(1 −Q)ν(1−Q)(1−Q)T (X)
= τ
(
P (Q)(TQ : X)
)
+ τ
(
P (1−Q)((1−Q)T : X))
≤ τ(P (T : X) ∧Q)+ τ((P (T : X) ∨Q) ∧ (1−Q))
= τ(P (T : X)) = νT (X).
We conclude that the inequalities in (26) and (27) must be equalities. Thus, X ∈ B.
Since we have already shown that all coordinate-finite rectangles belong to B,
the above result proves A∞0 ⊆ B, where A∞0 denotes the set of all countable unions
of coordinate-finite rectangles. Now, given an arbitrary Borel subset X ⊆ CI ,
using Lemma 6.3, and working in the directed set Ω considered in the proof of
Proposition 6.2, we can find a sequenceXn ∈ A∞0 such thatX1 ⊇ X2 ⊇ · · · ⊇ X and
so that each of P (Q)(TQ : Xn), P
(1−Q)((1−Q)T : Xn) and, respectively, P (T : Xn),
converges in strong operator topology to P (Q)(TQ : X), P (1−Q)((1 − Q)T : X)
and, respectively P (T : X). Since these are monotone decreasing sequences of
projections, by taking limits, we conclude that (21) and (22) hold. 
Theorem 6.9. Let T = (Ti)i∈I be a family of commuting elements of M.
(a) If Q = P (T : X) and Q /∈ {0, 1}, then ν(Q)TQ is concentrated in X and ν(1−Q)(1−Q)T
is concentrated in the complement of X. More precisely, for every Borel set
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Y ⊆ CI , we have
ν
(Q)
TQ (Y ) = νT (X)
−1νT (X ∩ Y ) (28)
ν
(1−Q)
(1−Q)T (Y ) = (1− νT (X))−1νT (Xc ∩ Y ), (29)
where Xc = CI \X.
(b) If νT (X) > 0, then P (T : X) is the largest T -invariant projection Q ∈ M
satisfying that the joint Brown measure ν
(Q)
TQ is concentrated in X.
Proof. For part (a), let Q = P (T : X) and assume Q /∈ {0, 1}. For every Borel
subset Y of CI , using the lattice property of Theorem 6.6(c) and using (21) but
with Y replacing X there, we have
ν
(Q)
TQ (Y ) = τ(Q)
−1τ(P (Q)(TQ : Y )) = νT (X)
−1τ
(
P (T : Y ) ∧ P (T : X))
= νT (X)
−1τ
(
P (T : X ∩ Y )) = νT (X)−1νT (X ∩ Y ),
which proves (28). Similarly, using (22), we have
ν
(1−Q)
(1−Q)T (Y ) = τ(1 −Q)−1τ
(
P (1−Q)((1 −Q)T : Y ))
=
(
1− νT (X)
)−1
τ
((
Q ∨ P (T : Y )) ∧ (1−Q))
=
(
1− νT (X)
)−1
τ
((
Q ∨ P (T : Y ))−Q)
=
(
1− νT (X)
)−1(
τ
(
P (T : X) ∨ P (T : Y ))− τ(P (T : X)))
=
(
1− νT (X)
)−1(
νT (X ∪ Y )− νT (X)
)
=
(
1− νT (X)
)−1
νT (Y ∩Xc),
which proves (29).
For part (b), Let Q = P (T : X) and suppose νT (X) > 0. If Q = 1, then the
assertion is obvious. So we may assume Q 6= 1. From Theorem 6.9(a), we know
that ν
(Q)
TQ is concentrated in X . Suppose Q
′ is any T -invariant projection so that
ν
(Q′)
TQ′ is concentrated in X . Then, from (21), we have
Q′ = P (Q
′)(TQ′ : X) = P (T : X) ∧Q′ = Q ∧Q′ ≤ Q.

Here is a corollary of Theorem 6.9(a) and Theorem 6.7.
Corollary 6.10. Let X1 ⊆ X2 ⊆ CI be Borel subsets and suppose νT (X1) <
νT (X2). Let p = P (T : X2) − P (T : X1) and let pTp = (pTip)i∈I . Then the
joint Brown measure of pTp, computed in the algebra pMp with respect to the
renormalized trace τ(p)−1τ↾pMp, is the renormalized restriction of νT to X2 \X1,
namely,
νpTp(Y ) =
(
νT (X2)− νT (X1)
)−1
νT
(
Y ∩ (X2 \X1)
)
.
Proof. By Theorem 6.9(a), the joint Brown ν
(P (T :X2))
TP (T :X2)
of TP (T : X2) is the renor-
malized restriction of νT to X2. By Theorem 6.7 and the lattice properties,
P
(
TP (T : X2) : X1) = P (T : X2) ∧ P (T : X1) = P (T : X1).
Thus, by Theorem 6.9(a), the joint Brown measure of
(P (T : X2)− P (T : X1))TP (T : X2)
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is the renormalized restriction of ν
(P (T :X2))
TP (T :X2)
to Xc1 , which equals the renormalized
restriction of νT to X2 \X1. But(
P (T : X2)− P (T : X1)
)
TP (T : X2)
=
(
P (T : X2)− P (T : X1)
)
T
(
P (T : X2)− P (T : X1)
)
= pTp.

Now we prove an analogue of Proposition 2.4.3 for joint Haagerup–Schultz pro-
jections.
Proposition 6.11. Let E ⊆ CI be a Borel set. Then
P (T ∗ : E) = 1− P (T : CI \ E∗),
where E∗ = {(zi)i∈I | (zi)i∈I ∈ E}. Furthermore, the Brown measure νT∗ satisfies
νT∗(E) = νT (E
∗). (30)
Proof. Because of the convention P (T : X) = P (T : X ∩ Z) mentioned in Defi-
nition 6.5, which translates into P (T ∗ : X) = P (T ∗ : X ∩ Z∗) for Borel subsets
X ⊆ Z∗ =∏i∈I σ(T ∗i ), we may without loss of generality assume E ⊂ Z∗ and then
it will suffice to show
P (T ∗ : E) = 1− P (T : Z \ E∗). (31)
First, consider the case of a coordinate-finite rectangle R =
∏
i∈I Bi for Borel
subsets Bi of σ(T
∗
i ). Then the set
I0 = {i ∈ I | Bi 6= σ(T ∗i )}
is finite. Using Proposition 2.4.3 and Definition 4.1, we have
P (T ∗ : R) =
∧
i∈I0
P (T ∗i , Bi) =
∧
i∈I0
(
1− P (Ti,C \B∗i )
)
= 1−
∨
i∈I0
P (Ti,C \B∗i ).
For each i ∈ I0, let Fi =
∏
j∈I Dj , where
Dj =
{
σ(Tj) \B∗i , j = i
σ(Tj), j 6= i.
Then P (Ti,C \B∗i ) = P (T : Fi) and we have
P (T ∗ : R) = 1−
∨
i∈I0
P (T : Fi) = 1− P
(
T :
⋃
i∈I0
Fi
)
= 1− P (T : Z \R∗),
since
⋃
i∈I0
Fi is the complement of R
∗. Thus, we have
νT∗(R) = τ(P (T
∗ : R)) = 1− τ(P (T : Z \R∗)) = 1− νT (Z \R∗) = νT (R∗).
Consequently, the equality (30) holds for all Borel subsets E ⊆ Z∗.
Let A∗0 denote the algebra of subsets of Z
∗ generated by the set of all coordinate-
finite rectangles in Z∗. Suppose E =
⋃n
j=1 Rj ∈ A∗0, for disjoint coordinate-finite
rectangles R1, . . . , Rn ⊆ Z∗. Then, using Definition 4.2, we have
P (T ∗ : E) =
n∨
j=1
P (T ∗ : Rj) =
n∨
j=1
(1− P (T : Z \R∗j )) = 1−
n∧
j=1
P (T : Z \R∗j )
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= 1− P
(
T :
n⋂
j=1
(Z \R∗j )
)
= 1− P
(
T : Z \
( n⋃
j=1
R∗j
))
= 1− P (T : Z \ E∗).
This shows that (31) holds for all E ∈ A∗0.
Now suppose E ∈ (A∞0 )∗, namely, that E =
⋃∞
n=1An where A1 ⊆ A2 ⊆ · · · and
An ∈ A∗0 for all n. Then by the lattice properties (Theorem 6.6(c)) and the case
just proved, we have
P (T ∗ : E) =
∞∨
n=1
P (T ∗ : An) =
∞∨
n=1
(
1− P (T : Z \A∗n)
)
= 1−
∞∧
n=1
P (T : Z \A∗n)
= 1− P
(
T :
∞⋂
n=1
Z \A∗n
)
= 1− P (T : Z \ E).
Finally, let E ⊆ Z be any Borel set. Using Lemma 6.3, there is a decreasing
sequence En in (A
∞
0 )
∗ such that E ⊆ En for every n and
P (T ∗ : E) =
∞∧
n=1
P (T ∗ : En).
This of course implies
νT∗(E) = νT∗(
∞⋂
n=1
En). (32)
By the case just proved and the lattice properties, we have
P (T ∗ : E) =
∞∧
n=1
(
1− P (T : Z \ E∗n)
)
= 1− P
(
T : Z \
∞⋂
n=1
E∗n
)
.
Since E ⊆ ⋂∞n=1En, using (32) and (30), we have
P (T : Z \ E∗) = P
(
T : Z \
∞⋂
n=1
E∗n
)
.
Altogether, we have proved (31), as desired. 
7. Direct integrals of joint Haagerup–Schultz projections
In this section, we prove some natural results about joint Brown measures, joint
Haagerup–Schultz projections and direct integrals. See [5] for background on direct
integrals.
Suppose thatM is a von Neumann algebra acting on a Hilbert space H and that
D ⊆M is an abelian von Neumann subalgebra with separable predual. Identifying
D with L∞(Z, ω) for a Borel probability measure ω on a Polish space Z, we may
write H and the relative commutant M∩D′ of D in M as direct integrals:
H =
∫ ⊕
Z
H(ζ) dω(ζ)
M∩D′ =
∫ ⊕
Z
N (ζ) dω(ζ),
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where N (ζ) ⊆ B(H(ζ)) is a finite von Neumann algebra equipped with a normal,
faithful, tracial state τζ . Thus, τ is the direct integral
τ =
∫ ⊕
Z
τζ dω(ζ).
Moreover, elements S of M∩D′ are direct integrals
S =
∫ ⊕
Z
S(ζ) dω(ζ) (33)
with S(ζ) ∈ N (ζ). In particular, we have
τ(S) =
∫
Z
τζ(S(ζ)) dω(ζ).
Here is a special case of Theorem 5.6 of [6], which we will use repeatedly.
Theorem 7.1. Let S ∈ M ∩ D′ and write its direct integral representation as
in (33). Then for all Borel sets B ⊆ C, we have
νS(B) =
∫
Z
νS(ζ)(B) dω(ζ).
Naturally enough, we will write
νS =
∫
Z
νS(ζ) dω(ζ)
to indicate that the above description holds.
The next result is that a Haagerup–Schultz projection is the direct integral of
the corresponding Haagerup–Schultz projections.
Theorem 7.2. Suppose T ∈ M∩D′ and B is a Borel subset of C. Then
P (T,B) =
∫ ⊕
Z
P (T (ζ), B) dω(ζ), (34)
where P (T (ζ), B) denotes the Haagerup–Schultz projection of T (ζ) in (N (ζ), τ(ζ)).
Proof. Let Q be the operator on the right hand side of (34). It is clearly a projection
and we have
τ(Q) =
∫
Z
τζ(P (T (ζ), B) dω(ζ).
Let Qζ = P (T (ζ), B). Assuming Q 6= 0, let ωQ be the probability measure on Z
whose Radon–Nikodym derivative with respect to ω is
dωQ
dω
(ζ) =
τζ(Qζ)
τ(Q)
.
Then the von Neumann algebraQ(M∩D′)Q, the renormalized trace τ(Q)−1τ↾Q(M∩D′)Q
and the operator TQ = QTQ can be written as the direct integrals
Q(M∩D′)Q =
∫ ⊕
Z
QζN (ζ)Qζ dωQ(ζ)
τ(Q)−1τ↾Q(M∩D′)Q =
∫ ⊕
Z
τζ(Qζ)
−1τζ↾QζN (ζ)Qζ dωQ(ζ)
TQ =
∫ ⊕
Z
T (ζ)Qζ dωQ(ζ).
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Thus, by Theorem 7.1, if ν
(Qζ)
T (ζ)Qζ
denotes the Brownmeasure of T (ζ)Qζ = QζT (ζ)Qζ
with respect to the normalized trace τζ(Qζ)
−1τζ↾QζN (ζ)Qζ , then the Brown mea-
sure ν
(Q)
TQ of TQ with respect to the trace τ(Q)
−1τ↾Q(M∩D′)Q is given by, for every
Borel subset X of C,
ν
(Q)
TQ (X) =
∫
Z
ν
(Qζ)
T (ζ)Qζ
(X) dωQ(ζ).
This implies, in particular, that ν
(Q)
TQ is concentrated in B, since each ν
(Qζ)
T (ζ)Qζ
(X)
is concentrated in B.
Using the characterisation of Haagerup–Schultz projections described at the start
of Section 2.4, we obtain Q ≤ P (T,B). On the other hand, we have
τ(Q) =
∫
Z
τζ(P (T (ζ), B) dω(ζ) =
∫
Z
νT (ζ)(B) dω(ζ) = νT (B) = τ(P (T,B)).
Hence, Q = P (T,B). 
Now we state and, for completeness, prove a couple of basic lemmas about direct
integrals of projections.
Lemma 7.3. Suppose P,Q ∈ B(H) ∩D′ are projections and write
P =
∫ ⊕
Z
P (ζ) dω(ζ), Q =
∫ ⊕
Z
Q(ζ) dω(ζ)
for projections P (ζ), Q(ζ) ∈ B(H(ζ)). Then P ≤ Q if and only if for ω-almost
every ζ ∈ Z, we have P (ζ) ≤ Q(ζ).
Proof. We have P ≤ Q if and only if PQ = P. But
P − PQ =
∫ ⊕
Z
(
P (ζ)− P (ζ)Q(ζ)) dω(ζ)
and this is zero if and only if P (ζ)− P (ζ)Q(ζ) = 0 for ω-almost every ζ ∈ Z. 
Lemma 7.4. Let J be a countable set and suppose for each j ∈ J , Pj ∈ D′ is a
projection. Then writing
Pj =
∫ ⊕
Z
Pj(ζ) dω(ζ),
we have
∧
j∈J
Pj =
∫ ⊕
Z
∧
j∈J
Pj(ζ)
 dω(ζ) (35)
∨
j∈J
Pj =
∫ ⊕
Z
∨
j∈J
Pj(ζ)
 dω(ζ). (36)
Proof. We will prove (35) and then (36) will follow by using∨
j∈J
Pj = 1−
∧
j∈J
(1− Pj).
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Let Q be the right hand side of (35). Using Lemma 7.3, we clearly have Pj ≥ Q
for all j, so we get ≥ in (35). On the other hand, since ∧j∈J Pj commutes with D,
it has a direct integral decomposition∧
j∈J
Pj =
∫ ⊕
Z
F (ζ) dω(ζ),
for some projections F (ζ) ∈ B(H(ζ)). Thus, for every j0 ∈ J , we have∫ ⊕
Z
Pj0(ζ) dω(ζ) = Pj0 ≥
∧
j∈J
Pj =
∫ ⊕
Z
F (ζ) dω(ζ) ≥
∫ ⊕
Z
∧
j∈J
Pj(ζ)
 dω(ζ).
Thus, using Lemma 7.3, we find an ω-null set Nj0 such that for all ζ ∈ Z \Nj0 , we
have
Pj0(ζ) ≥ F (ζ) ≥
∧
j∈J
Pj(ζ).
Now letting N =
⋃
j∈J Nj , we get F (ζ) =
∧
j∈J Pj(ζ) for all ζ ∈ Z \N . Since J is
countable, also N is a null set. 
Theorem 7.5. Suppose T = (Ti)i∈I is a family of commuting elements Ti ∈ M∩
D′, and suppose that we have direct integral decompositions
Ti =
∫ ⊕
Z
Ti(ζ) dω(ζ)
so that T (ζ) := (Ti(ζ))i∈I is a family of commuting elements of N (ζ) for ω-almost
every ζ. (Note that if I is countable, then the existence of such decompositions is
guaranteed.) Then for every Borel set X ⊆ CI , we have
νT (X) =
∫
Z
νT (ζ)(X) dω(ζ), (37)
P (T : X) =
∫ ⊕
Z
P (T (ζ), X) dω(ζ). (38)
Proof. Let us first prove (38) when X = R is a coordinate-finite rectangle. Then
R =
∏
i∈I Bi for Borel sets Bi ⊆ C with Bi = C for all i ∈ I \ I0 for some finite set
I0 ⊆ I. Now, using Theorem 7.2 and Lemma 7.4, we have
P (T : R) =
∧
i∈Io
P (Ti, Bi) =
∧
i∈I0
∫ ⊕
Z
P (Ti(ζ), Bi) dω(ζ)
=
∫ ⊕
Z
(∧
i∈I0
P (Ti(ζ), Bi)
)
dω(ζ) =
∫ ⊕
Z
P (T (ζ) : R) dω(ζ).
This proves (38) when X = R is a coordinate-finite rectangle.
Taking τ of both sides, we get
νT (R) = τ(P (T : R)) =
∫
Z
τζ
(
P (T (ζ), R)
)
dω(ζ) =
∫
Z
νT (ζ)(R) dω(ζ),
which proves (37) when X = R is a coordinate-finite rectangle. Now let µ denote
the measure such that µ(X) is given by the right hand side of (37). We have just
shown that µ and νT agree when evaluated on coordinate-finite rectangles. Since
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these generate the Borel σ-algebra of CI and since both µ and νT are regular, we
get νT = µ, namely, the equality (37) holds for all Borel sets X .
It remains to show that the equality (38) holds for all Borel sets X . Recall
that A∞0 denotes that set of all countable unions of coordinate finite rectangles in
CI . Suppose E ∈ A∞0 and let R1, R2, . . . be coordinate-finite rectangles such that
E =
⋃∞
j=1 Rj . Using Lemma 7.4 and the lattice properties (Theorem 6.6(c)), we
get
P (T : E) =
∞∨
j=1
P (T : Rj) =
∞∨
j=1
∫ ⊕
Z
P (T (ζ) : Rj) dω(ζ)
=
∫ ⊕
Z
 ∞∨
j=1
P (T (ζ) : Rj)
 dω(ζ) = ∫ ⊕
Z
P (T (ζ) : E) dω(ζ).
Thus, the equality (38) holds when X ∈ A∞0 .
Now let X be an arbitrary Borel subset of CI . Using Lemma 6.3, we find a
sequence (En)
∞
n=1 in A
∞
0 such that
E1 ⊇ E2 ⊇ · · · ⊇ X
and
P (T : X) =
∞∧
n=1
P (T : En).
Thus, using Lemma 7.4 again, we have
P (T : X) =
∫ ⊕
Z
(
∞∧
n=1
P (T (ζ) : En)
)
dω(ζ). (39)
Clearly, for all ζ ∈ Z we have
∞∧
n=1
P (T (ζ) : En) ≥ P (T (ζ) : X).
Let
d(ζ) = τζ
((
∞∧
n=1
P (T (ζ) : En)
)
− P (T (ζ) : X)
)
.
Then d(ζ) ≥ 0 for all ζ. But∫
Z
d(ζ) dω(ζ) = τ
(∫ ⊕
Z
(
∞∧
n=1
P (T (ζ) : En)
))
dω(ζ)−
∫
Z
τζ(P (T (ζ) : X)) dω(ζ)
= τ(P (T : X))−
∫
Z
νT (ζ)(X) dω(ζ) = νT (X)− νT (X) = 0,
where we have used (37) in the penultimate equality. We conclude that d(ζ) = 0
for ω-almost every ζ ∈ Z. Thus, we have
∞∧
n=1
P (T (ζ) : En) = P (T (ζ) : X)
for almost every ζ, and from (39) we get the desired equality (38). 
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8. Joint spectra of commuting operators
In this section, we we show that the joint Brownmeasure νT of a finite commuting
family T = (T1, . . . , Tn) of elements of M is a joint spectral distribution measure.
Namely, we show that for a finite commuting tuple T , the support of νT is contained
in several versions of the joint spectrum of T .
The classical definition of the joint spectrum for a finite tuple of elements
a = (a1, . . . , an) in a commutative, unital Banach algebra A is the set σA(a) of
all λ = (λ1, . . . , λn) ∈ Cn such that the (algebraic) ideal generated by the set
{a1 − λ1, . . . , an − λn} is not all of A. This coincides with the set of all values
(φ(a1), . . . , φ(an)) ∈ Cn where φ ranges over the set of non-zero characters of A.
This notion of spectrum may, of course, depend on the algebra A; the spectrum
σA(a) decreases when A increases.
Joseph Taylor [19] defined a joint spectrum Sp(T ) for commuting bounded oper-
ators T = (T1, . . . , Tn) on a Banach spaceX and, in [20], proved that a holomorphic
functional calculus is valid for this notion of spectrum. Taylor’s joint spectrum is a
subset of the joint spectrum σA(T ) considered in any commutative unital Banach
subalgebra A of B(X) containing T1, . . . , Tn, so his functional calculus is richer
than the functional calculus due to Arens [2]. (See the exposition found after the
proof of Lemma 11.1 and further references mentioned there.)
Robin Harte [14] defined the following notion of joint spectrum for an n-tuple of
(not necessarily commuting) elements A = (A1, . . . , An) in a unital Banach algebra
A.
• The left joint spectrum specℓ
A
(A) is the set of all (λ1, . . . , λn) ∈ Cn such that
the (algebraic) left ideal of A generated by the set {A1 − λ1, . . . , An − λn}
is not all of A.
• The right joint spectrum specr
A
(A) is the set of all (λ1, . . . , λn) ∈ Cn such
that the (algebraic) right ideal of A generated by {A1 − λ1, . . . , An − λn}
is not all of A.
• The joint spectrum specA(A) is specℓA(A) ∪ specrA(A).
The Harte joint spectrum specA(A) may be empty, but it is always a compact
subset of the product of the usual spectra of the Ai.
The following observations are standard, but for convenience we indicate some
proofs.
Proposition 8.1. Let n ≥ 1 and let A = (A1, . . . , An) be any n-tuple in a unital
Banach algebra A.
(i) If A is a Banach ∗-algebra, then letting A∗ = (A∗1, . . . , A∗n), we have
specℓA(A
∗) =
(
specrA(A)
)∗
, specA(A
∗) =
(
specA(A)
)∗
,
where (specr
A
(A))∗, is the set obtained from specr
A
(A) by taking the complex
conjugate in every coordinate, etc.
(ii) If A is a C∗-algebra, then (λ1, . . . , λn) ∈ specℓA(A) if and only if the positive
element
(A1 − λ1)∗(A1 − λ1) + · · ·+ (An − λn)∗(An − λn) (40)
is not invertible in A.
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(iii) If A is a C∗-algebra, then (λ1, . . . , λn) ∈ specrA(A) if and only if the positive
element
(A1 − λ1)(A1 − λ1)∗ + · · ·+ (An − λn)(An − λn)∗
is not invertible in A.
Proof. Part (i) is elementary. For (ii), assume without loss of generality λj = 0
for all j. Let D be the element in (40). We observe that if the element D is
invertible in A, then taking Bj = D
−1A∗j yields B1A1 + · · · + BnAn = 1, which
shows (0, . . . , 0) /∈ specℓ
A
(A). For the opposite implication, consider
X =
 A1 0 ··· 0A2 0 ··· 0... ... ... ...
An 0 ··· 0
 ∈Mn(A).
Note that X∗X = diag(D, 0, . . . , 0). If (0, . . . , 0) /∈ specℓ
A
(A), then there exist
B1 . . . , Bn ∈ A such that B1A1 + · · ·+BnAn = 1. Letting
Y =
B1 B2 ··· Bn0 0 ··· 0... ... ... ...
0 0 ··· 0
 ∈Mn(A),
we have Y X = diag(1, 0, . . . , 0). Thus, we have
diag(D, 0, . . . , 0) = X∗X ≥ ‖Y ‖−2X∗Y ∗Y X = ‖Y ‖−2 diag(1, 0, . . . , 0),
so that D ≥ ‖Y ‖−21 is invertible in A. This completes the proof of (ii).
The proof of (iii) follows in a similar fashion, or by combining (i) and (ii). 
As a corollary, we have that the left and right Harte spectra in C∗-algebras A
enjoy spectral permanence, namely, do not depend on the C∗-algebra A.
Corollary 8.2. If A is an n-tuple of elements of a unital C∗-algebra A and if
A ⊂ B is a unital inclusion of C∗-algebras, then specℓ
A
(A) = specℓ
B
(A), specr
A
(A) =
specr
B
(A), and specA(A) = specB(A).
Proof. This follows immediately from the characterisations (ii) and (iii) of Proposi-
tion 8.1 and the spectral permanence property of individual elements in C∗-algebras,
namely, that an element D ∈ A is invertible in A if and only if it is invertible in
B. 
Next we show Harte’s joint spectrum spec(T ) is contained in Taylor’s joint spec-
trum Sp(T ), in the case of commuting elements acting on Hilbert space. Taylor’s
spectrum of a commuting n-tuple T = (T1, . . . , Tn) is defined in terms a the Koszul
complex, which is a finite-length chain complex of exterior powers and maps. The
last of these maps is
δ0 : H
⊕n → H,
given by
δ0(v1 ⊕ · · · ⊕ vn) =
n∑
j=1
Tjvj .
The first of these maps is called δn. For convenience, we make suitable renaming
and changes of sign to identify δn with
δ′n : H → H⊕n
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given by
δ′n(x) = T1x⊕ T2x⊕ · · · ⊕ Tnx. (41)
(To be more precise, in Taylor’s notation from Section 1 of [19], the domain H⊗Enn
for δn is identified with H in the obvious way, choosing the basis element e1∧· · ·∧en
for Enn , while the rangeH⊗Enn−1 for Taylor’s δn is identified with H⊕n by choosing
the basis {(−1)i−1e1 ∧ · · · ∧ êi ∧ · · · ∧ en}ni=1 for Enn−1; with these identifications, δn
is transformed into δ′n.)
Lemma 8.3. Let n ∈ N and let (T1, . . . , Tn) be an n-tuple of commuting elements
of B(H). Then δ0 is surjective if and only if there exist B1, . . . , Bn ∈ B(H) such
that
T1B1 + · · ·+ TnBn = 1.
Proof. Sufficiency is clear. For necessity, suppose δ0 is surjective. Let V = (ker δ0)⊥.
Then the restriction of δ0 to V is injective and surjective, so by the Open Mapping
Theorem, it is an isomorphism. The inverse of δ0, when viewed as a mapping from
H into H⊕n, is of the form v 7→ (B1v,B2v, . . . , Bnv), for some B1, . . . , Bn ∈ B(H).
Thus, we have T1B1v+ · · ·+TnBnv = v for all v ∈ H, so T1B1+ · · ·+TnBn = 1. 
Lemma 8.4. Let n ∈ N and let (T1, . . . , Tn) be an n-tuple of commuting ele-
ments of B(H). Then δn is injective and has closed range if and only if there exist
S1, . . . , Sn ∈ B(H) such that
S1T1 + · · ·+ SnTn = 1. (42)
Proof. The map δn is injective and has closed range if and only if the map δ
′
n given
in (41) has these properties.
Suppose δ′n is injective and has closed range. Let W be the image of δ′n and
let PW : H
⊕n → W be the orthogonal projection onto W . By the Open Mapping
Theorem, there exists a bounded operator S :W → H such that S◦δ′n is the identity
map onH. Let γj : H → H⊕n be the canonical isometry v 7→ 0⊕· · ·⊕0⊕v⊕0⊕· · ·⊕0
onto the j-th summand. Let Sj = S ◦ PW ◦ γj ∈ B(H). If v = v1 ⊕ · · · ⊕ vn ∈ W ,
then
Sv = S ◦ PWv =
n∑
j=1
S ◦ PW ◦ γjvj =
n∑
j=1
Sjvj .
Thus, for all ξ ∈ H, we have
ξ = S ◦ δ′nξ = S(T1ξ ⊕ · · · ⊕ Tnξ) =
n∑
j=1
SjTjξ.
Thus, we have
∑n
j=1 SjTj = 1.
Now suppose there exist S1, . . . , Sn ∈ B(H) such that (42) holds. We will show
that δ′n is bounded below, which will imply that δ
′
n is injective and has closed range.
Given ξ ∈ H, we have
‖ξ‖ ≤
n∑
i=1
‖Si‖‖Tiξ‖ ≤
( n∑
i=1
‖Si‖2
)1/2( n∑
i=1
‖Tiξ‖2
)1/2
=
( n∑
i=1
‖Si‖2
)1/2
‖δ′nξ‖.
This completes the proof. 
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Proposition 8.5. Let H be a Hilbert space, let n ∈ N and let T = (T1, . . . , Tn) be
an n-tuple of commuting operators in B(H). Then
specB(H)(T ) ⊆ Sp(T ).
Proof. It will suffice to show that if T is non-singular in the sense of Taylor, namely,
if (0, . . . , 0) /∈ Sp(T ), then T generates all of B(H) as a right ideal and as a left
ideal. Nonsingularity in the sense of Taylor means that the entire Koszul complex
is an exact sequence, which entails that the boundary map δ0 is surjective and the
boundary map δn is injective and has closed range. Now Lemmas 8.3 and 8.4 give
the desired result. 
This section’s main result follows. It is that for a tuple T = (T1, . . . , Tn) of
commuting operators in a tracial von Neumann algebra M, the support of the
probability measure νT lies in the left Harte joint spectrum spec
ℓ
M(T ) and in Tay-
lor’s joint spectrum Sp(T ).
Proposition 8.6. SupposeM is a von Neumann algebra with normal, faithful, tra-
cial state τ , let n ∈ N and suppose that T = (T1, . . . , Tn) is an n-tuple of commuting
elements of M. Then
supp(νT ) ⊆ specℓM(T ). (43)
Choosing any normal, faithful representation ofM on a Hilbert space H and thereby
realising T as a tuple of bounded operators on H, we also have
supp(νT ) ⊆ Sp(T ).
Proof. Suppose (0, . . . , 0) /∈ specℓM(T ). By definition of specℓM(T ), there exist ele-
ments X1, . . . , Xn ∈M such that X1T1 + · · ·+XnTn = 1. Let
M = max(‖X1‖, . . . , ‖Xn‖, ‖T1‖, . . . , ‖Tn‖, 1)
and let ǫ > 0 be so small that 2n(nM)2nǫ < 1. We claim that
n∧
i=1
P (Ti, Bǫ(0)) = 0. (44)
This will imply the inclusion (43).
Assume the contrary and let Q be the projection on the left hand side in (44).
Since TiQ = QTiQ, it follows that
n∑
i=1
QXiQ · TiQ = Q = 1QMQ.
Denote Yi = QXiQ and Si = TiQ. By the basic property of Haagerup–Schultz
projections, we have that ν
(Q)
Si
is supported in the ball Bǫ(0).
We now work in the algebra QMQ. Writing
1 = Y1S1+ · · ·+ YnSn = Y1
(
Y1S1+ · · ·+ YnSn
)
S1+ · · ·+ Yn
(
Y1S1+ · · ·+ YnSn
)
Sn
and so on, we obtain, for every m ∈ N,
1 =
∑
i1,...,im∈{1,...,n}
Yi1Yi2 · · ·YimSim · · ·Si2Si1 .
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Since the Si commute with each other and since in each term of the above summa-
tion at least one of the Sj must be repeated at least m/n times, by reordering we
obtain, for m = nk
1 =
n∑
j=1
Lj,kS
k
j ,
where for each j, Lj,k is an operator of norm no greater than (nM)
2nk.
Recall the standard inequality
‖A+B‖qq ≤ ‖A‖qq + ‖B‖qq, A,B ∈ Lq(M, τ), 0 < q < 1.
Using this inequality for q = 1k , we obtain
‖1‖ 1k1
k
≤
n∑
j=1
‖Lj,kSkj ‖
1
k
1
k
≤ (nM)2n
n∑
j=1
‖Skj ‖
1
k
1
k
= (nM)2n
n∑
j=1
‖|Skj |
1
k ‖1.
By Theorem 2.3.1, |Skj |
1
k converges strongly as k → ∞ to some Nj ≥ 0 and,
since the Brown measure of Sj is supported in Bǫ(0), we have ‖Nj‖∞ ≤ ǫ. By
Lemma 2.3.2, |Skj |
1
k → Nj in L1(M, τ). In particular, we have ‖|Skj |
1
k ‖1 → ‖Nj‖1
as k → ∞. Since ‖Nj‖1 ≤ ǫ, it follows that ‖|Skj |
1
k ‖1 ≤ 2ǫ for every sufficiently
large k. Hence, for large k, we have
1 ≤ 2n(nM)2nǫ.
This contradicts our choice of ǫ. Hence, our assumption that Q 6= 0 is false. This
proves the inclusion (43).
Combining (43) with Proposition 8.5 and the permanence property (Corollary
8.2), we have
supp(νT ) ⊆ specℓM(T ) = specℓB(H)(T ) ⊆ Sp(T ).

Question 8.7. Consider a tuple T = (T1, . . . , Tn) of commuting operators on some
Hilbert space.
(a) Must the Harte spectrum specB(H)(T ) be non-empty?
(b) Do we ever have proper inclusion specB(H)(T ) ( Sp(T ) (compare Proposi-
tion 8.5).
(c) If “yes” to part (b), is there a holomorphic functional calculus satisfying nice
properties for functions holomorphic in a neighborhood of specB(H)(T )?
Question 8.8. Consider a tuple T = (T1, . . . , Tn) of commuting operators in a
finite von Neumann algebra M. Must the left and right Harte spectra specℓM(T )
and specrM(T ) agree?
9. Simultaneous upper triangularization
Suppose (qt)0≤t≤1 is an increasing net of projections in M, with q0 = 0 and
q1 = 1 and let D =W ∗({qt | 0 ≤ t ≤ 1}).
Definition 9.1. We say that T ∈M is upper triangular with respect to (qt)0≤t≤1
if each qt is invariant under T , i.e., if Tqt = qtTqt for every t ∈ [0, 1].
Let
U = {S ∈M | S upper triangular with respect to (qt)0≤t≤1}.
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Lemma 9.2. The set U is a subalgebra of M that is closed in the weak operator
topology. Moreover, the restriction of EM∩D′ to U is an algebra homomorphism
from U into M∩D′.
Proof. Since U is the set of all S ∈ M such that (1 − qt)Sqt = 0 for all t ∈ [0, 1],
it is clearly a subspace that is closed in the weak operator topology. If S1, S2 ∈ U
then
S1S2qt = S1qtS2qt = qtS1qtS2qt = qtS1S2qt, t ∈ [0, 1],
so S1S2 ∈ U . Thus, U is also a subalgebra of M.
Clearly EM∩D′ is linear. We need only show that it is multiplicative. There is an
increasing family D1 ⊆ D2 ⊆ · · · of finite dimensional, unital ∗−subalgebras of D
whose union is dense (in strong operator topology) inD and such that eachDn is the
linear span of a set {qt(n,1), . . . , qt(n,k(n))} with 0 < t(n, 1) < · · · < t(n, k(n)) = 1.
Thus, the relative commutants M∩D′n are decreasing in n and their intersection
is M∩D′. Set t(n, 0) = 0. Then we have
EM∩D′n(A) =
k(n)∑
j=1
(qt(n,j) − qt(n,j−1))A(qt(n,j) − qt(n,j−1)), (A ∈M).
Suppose X,Y ∈ U . For every 1 ≤ j ≤ k(n), we have
(qt(n,j) − qt(n,j−1))XY (qt(n,j) − qt(n,j−1))
= qt(n,j)(1− qt(n,j−1))XY qt(n,j)(1− qt(n,j−1))
= qt(n,j)(1− qt(n,j−1))X(1− qt(n,j−1))qt(n,j)Y qt(n,j)(1− qt(n,j−1))
= (qt(n,j) − qt(n,j−1))X(qt(n,j) − qt(n,j−1))Y (qt(n,j) − qt(n,j−1)).
Summing over 1 ≤ j ≤ k(n), we obtain
EM∩D′n(XY ) = EM∩D′n(X)EM∩D′n(Y ), (X,Y ∈ U).
Since
⋂
n≥1(M∩D′n) =M∩D′, we have
EM∩D′n(A)→ EM∩D′(A), n→∞, (A ∈ M),
in strong operator topology. Since multiplication on bounded sets is continuous in
strong operator topology, the assertion follows. 
The following is an easy consequence of Lemma 22 of [7].
Lemma 9.3. If S ∈ M and if S is upper triangular with respect to the net
(qt)0≤t≤1, then
νS = νEM∩D′ (S).
Proof. By Lemma 22 of [7], we have
∆(S − λ) = ∆(EM∩D′(S)− λ), λ ∈ C,
where ∆ is the Fuglede–Kadison determinant. Thus, the Brown measures agree. 
We now turn to the setting of Theorem 1.2. Let ρ be a continuous spectral
ordering as in (1) and let D be the associated abelian von Neumann algebra as
in (2). By adjusting ρ, if necessary, we may, without affecting the algebra D,
assume νT ({ρ(0)}) = 0 and for convenience we do so. As described in the preamble
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to Lemma 2.6.2, from the measure νT we obtain a probability measure σ on [0, 1]
satisfying, for all t ∈ [0, 1],
σ([0, t]) = νT (ρ([0, t])) = τ(P (T : ρ([0, t]))).
Now D can be identified with L∞([0, 1], σ) for the Borel probability measure σ
on [0, 1], so that the restriction of τ to D corresponds to integration with respect
to σ and so that each qt is identified with the indicator function of the interval
[0, t]. Indeed, D is the von Neumann algebra generated by the set of projections
{qt | 0 ≤ t ≤ 1}, which form an increasing chain, and L∞([0, 1], σ) is the von
Neumann algebra generated by the set of projections {1[0,t] | 0 ≤ t ≤ 1}. The map
qt 7→ 1[0,t] is trace preserving and order preserving and extends to a trace preserving
∗-isomorphism of von Neumann algebras.
By Lemma 2.6.2, we have
νT = ρ∗σ. (45)
We write M∩D′ and the restriction of τ to this algebra as direct integrals with
respect to D:
M∩D′ =
∫ ⊕
[0,1]
N (t) dσ(t), τ =
∫ ⊕
[0,1]
τt dσ(t),
for normal, faithful, tracial states τt on von Neumann algebras N (t). Then an
element A of M∩D′ is written
A =
∫ ⊕
[0,1]
A(t) dσ(t), (46)
with A(t) ∈ N (t), and we have A ∈ D if and only if A(t) ∈ C1 for σ-almost every
t ∈ [0, 1]. Furthermore, for A as in (46), we have
ED(A) =
∫ ⊕
[0,1]
τt(A(t)) dσ(t). (47)
The following result is similar to the proof of Theorem 1.2 of [9], adapted to the
setting here.
Lemma 9.4. Writing
Xj := EM∩D′(Tj) =
∫ ⊕
[0,1]
Xj(t) dσ(t),
we have νXj(s) = δρj(s) for σ-almost every s ∈ [0, 1].
Proof. By Theorem 7.1, the Brown measure of Xj equals the integral of Brown
measures of the Xj(t), namely, for every Borel set B ⊆ C, we have
νXj (B) =
∫
[0,1]
νXj(t)(B) dσ(t).
Given 0 ≤ t(1) < t(2) ≤ 1, the projection qt(2) − qt(1) is identified with the charac-
teristic function 1(t1,t2] and we have
(qt(2) − qt(1))Xj(q(t(2) − qt(1)) =
∫ ⊕
(t(1),t(2)]
Xj(t) dσ(t). (48)
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If τ(qt(1)) < τ(qt(2)), then by Theorem 7.1, the Brown measure of the element (48)
computed with respect to the renormalisation of the restriction of τ , is given (in
the notation mentioned after that theorem) by
ν
(qt(2)−qt(1))
(qt(2)−qt(1))Xj(qt(2)−qt(1))
=
1
σ((t(1), t(2)])
∫
(t(1),t(2)]
νXj(t) dσ(t).
The operator (qt(2)−qt(1))Xj(qt(2)−qt(1)) is the value of the conditional expectation
E((qt(2)−qt(1))D)′ , from (qt(2)−qt(1))M(qt(2)−qt(1)) onto (qt(2)−qt(1))(D′∩M), applied
to the operator (qt(2) − qt(1))Tj(qt(2) − qt(1)). Thus, by applying Lemma 9.3 in this
setting, we have
ν
(qt(2)−qt(1))
(qt(2)−qt(1))Xj(qt(2)−qt(1))
= ν
(qt(2)−qt(1))
(qt(2)−qt(1))Tj(qt(2)−qt(1))
. (49)
By Corollary 6.10, the joint Brown measure
ν
(qt(2)−qt(1))
(qt(2)−qt(1))T (qt(2)−qt(1))
(50)
is concentrated in ρ([0, t(2)])\ρ([0, t(1)]), which is contained in ρ((t(1), t(2)]). Since
the Brown measure (49) is the j-th marginal distribution of the measure (50), the
former must be concentrated in the closed convex hull, conv(ρj((t(1), t(2)])) of
ρj((t(1), t(2)]). Therefore, for σ-almost every t ∈ (t(1), t(2)], the Brown measure of
Xj(t) is concentrated in conv(ρj((t(1), t(2)])). The same statement is tautologically
true when τ(qt(1)) = τ(qt(2)), for then σ((t(1), t(2)]) = 0.
Thus, we find a σ-null setN ⊆ [0, 1] so that for all t ∈ N c and all rational t(1) and
t(2) with 0 ≤ t(1) < t ≤ t(2) ≤ 1, the Brown measure of Xj(t) is concentrated in
conv(ρj((t(1), t(2)])). By continuity of ρj , for all t ∈ N c we have νXj(t) = δρj(t). 
Lemma 9.5. Let Xj be as in Lemma 9.4. Let f be a polynomial in n commuting
variables and let Y = f(X1, . . . , Xn). Writing Y as a direct integral over D, we
have
Y =
∫ ⊕
[0,1]
Y (t) dσ(t), (51)
where Y (t) = f(X1(t), . . . , Xn(t)). Then for σ-almost every t ∈ [0, 1], the Brown
measure νY (t) of Y (t) is the Dirac mass δf(ρ1(t),...,ρn(t)).
Proof. Recall that the Brown measure of an element A ∈ M is the Dirac mass at
z ∈ C if and only if A−z is s.o.t.-quasinilpotent. By Lemma 9.4, there is a σ-null set
N ⊆ [0, 1] such that for all t ∈ N c and every j ∈ {1, . . . , n}, Xj(t) = ρj(t) +Xoj (t),
whereXoj (t) is an s.o.t.-quasinilpotent operator. By applying Proposition 2.3.6 with
translation, it follows that Y (t) = f(ρ1(t), . . . , ρn(t)) + Y
o(t), where Y o(t) is s.o.t.-
quasinilpotent. Thus, for every t ∈ N c, νY (t) = δf(ρ1(t),...,ρn(t)), as required. 
Proof of Theorem 1.2. We have S = f(T1, . . . , Tn) for a polynomial f in n com-
muting variables. By Lemma 9.2, S is upper triangular with respect to (qt)0≤t≤1.
Let Y = EM∩D′(S) and N = ED(S). By Lemma 9.3, νS = νY and νS−N = νY−N .
Letting Xj be as in Lemma 9.4, by Lemma 9.2, we have Y = f(X1, . . . , Xn).
We write Y as a direct integral as in (51) in Lemma 9.5. By Theorem 7.1 and
Lemma 9.5, we have
νY =
∫
[0,1]
δf(ρ(t)) dσ(t).
Thus,
νY = (f ◦ ρ)∗σ = f∗(ρ∗σ) = f∗νT ,
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where for the last equality we used (45).
From the direct integral decomposition (51) of Y , applying ED and (47) we get
the direct integral decomposition
N =
∫ ⊕
[0,1]
τt(Y (t)) dσ(t). (52)
Brown’s version of Lidskii’s theorem [4] states that for any operator T in a finite
von Neumann algebra with trace τ , we have τ(T ) =
∫
C
z dνT (z), where the Brown
measure νT is taken with respect to τ . This, combined with Lemma 9.5 implies
τt(Y (t)) = f(ρ(t)) (53)
for σ-almost all t ∈ [0, 1]. From (52) and Theorem 7.1, since the Brown measure of
a scalar operator is the Dirac mass at that scalar, we have
νN =
∫
δf(ρ(t)) dσ(t) = νY .
This implies νN = νS .
Similarly,
Y −N =
∫ ⊕
[0,1]
(
Y (t)− τt(Y (t))
)
dσ(t).
By Lemma 9.5, νY (t)−τt(Y (t)) = δ0 for σ-almost all t ∈ [0, 1]. Thus, using again
Theorem 7.1, we have
νY−N =
∫
[0,1]
δ0 dσ(t) = δ0.
This implies νS−N = δ0, which means that S −N is s.o.t.-quasinilpotent. 
The following is essentially a corollary of the above proof of Theorem 1.2.
Proposition 9.6. For every polynomial f in n commuting variables, we have
ED
(
f(T1, . . . , Tn)
)
=
∫ ⊕
[0,1]
f(ρ(t)) dσ(t). (54)
Thus, the restriction of ED to the unital Banach algebra, A, that is generated by
{T1, . . . , Tn} is an algebra homomorphism.
Proof. The equality (54) follows from (52) and (53). Now it follows immediately
that the restriction of ED to the algebra generated by {T1, . . . , Tn} is an algebra
homomorphism. By boundedness of ED, it follows that its restriction to A is also
an algebra homomorphism. 
10. Taylor’s holomorphic functional calculus and direct integrals
In this section we show that the Taylor joint spectrum [19] and the Taylor holo-
morphic function calculus [20] of commuting operators on a Hilbert space thread
through direct integrals in the natural way. For this, we will use F.-H. Vasilescu’s
formula [22] for the Taylor holomorphic functional calculus, that is an analogue
of Martinelli’s formula. This result was also described in [23] and we will use the
notation employed there. See also the related work of V. Mu¨ller [15].
Consider an n-tuple T = (T1, . . . , Tn) of commuting operators on a Hilbert space
H. Taylor’s joint spectrum of T is denoted by Sp(T ), and the Taylor functional
calculus assigns, to every function f that is holomorphic on a neighborhood of
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Sp(T ), an operator f(T ), which belongs to the double commutant A′′ of the unital
Banach algebra A generated by {T1, . . . , Tn}. This map f 7→ f(T ) is an algebra
homomorphism from the set of germs of holomorphic functions on neighborhoods
of Sp(T ) into A′′, sending the j-th coordinate function to Tj , for every j. (Taylor’s
results are more general, namely for commuting operators on a Banach space.)
We now describe Vasilescu’s formula for the Taylor functional calculus. We write
s = (s1, . . . , sn) for indeterminates s1, . . . , sn and we let Λ[s] be the algebra of all
exterior forms in s1, . . . , sn, equipped with the wedge product. We give it the inner
product so that
{Ω} ∪ {si1 ∧ · · · ∧ sip | 1 ≤ i1 < i2 < · · · < ip ≤ n}
is an orthonormal basis, where Ω is the unit 0-form such that sj ∧ Ω = sj . Let
L(sj) denote the linear map on Λ[s] given by ξ 7→ sj ∧ ξ. This is a partial isometry.
Let δT be the operator on the Hilbert space Λ[s]⊗H given by
δT =
n∑
j=1
L(sj)⊗ Tj.
Note that δ2T = 0. Set
αT = δT + (δT )
∗.
In [21], Vasilescu showed that Sp(T ) consists of all w = (w1, . . . , wn) such that
αT−w is not invertible in B(Λ[s]⊗H), where T − w = (T1 − w1, . . . , Tn − wn).
For an open subset U ⊆ Cn and a Hilbert space H, let C∞(U,H) denote the set
of all H-valued, infinitely differentiable functions (in the variables z1, z1, . . . , zn, zn,
say).
If U ∩ Sp(T ) = ∅, then the function
z 7→ (αT−z)−1, (z ∈ U),
is infinitely differentiable and is, moreover, analytic in the variables z1, z1, . . . ,
zn, zn, in the sense of being given locally by power series in these 2n variables
with positive radii of convergence. (Note that we do not mean that the map is
holomorphic in z1, . . . , zn.) Indeed, for z, w ∈ Cn, we have
αz−w =
( n∑
j=1
(zj − wj)L(sj) + (zj − wj)(L(sj))∗
)
⊗ IH.
Since each L(sj) is a partial isometry whose square is zero, the inequality ‖αz−w‖ ≤
‖z − w‖1 holds. By linearity, when w ∈ Cn \ Sp(T ), we have
αT−z = αT−w + αw−z = (1 + αw−z(αT−w)
−1) · αT−w.
Thus, for ‖z − w‖1 < ‖(αT−w)−1‖−1, we have
α−1T−z = α
−1
T−w
(
1− αz−w(αT−w)−1
)−1
=
∞∑
k=0
(αT−w)
−1
(
αz−w(αT−w)
−1
)k
. (55)
This yields a power series expansion in the variables
z1 − w1, z1 − w1, · · · , zn − wn, zn − wn (56)
which converges whenever ‖z − w‖1 < ‖(αT−w)−1‖−1 and whose coefficients are
noncommutative polynomials in the L(sj)⊗ IH, L(sj)∗ ⊗ IH and (αT−w)−1.
Consider also the symbols dz = (dz1, . . . , dzn) and the exterior algebra Λ[s, dz]
in 2n indeterminates. As vector spaces, we have Λ[s, dz] = Λ[dz]⊗ Λ[s] which we
44 CHARLESWORTH, DYKEMA, SUKOCHEV, AND ZANIN
could also write as Λ[dz] ∧ Λ[s]. We will use this decomposition when convenient,
also write L(sj) and L(dzj) for the left wedging operators in B(Λ[s, dz]). Define
the operator
βT : C
∞(U,Λ[s, dz]⊗H)→ C∞(U,Λ[s, dz]⊗H)
by
(βT g)(z) =
(
IΛ[dz] ⊗ (αz−T )−1
)
g(z).
We consider also the operator
∂ =
(
L(dz1)⊗ IH
) ∂
∂ z1
+ · · ·+ (L(dzn)⊗ IH) ∂
∂ zn
on C∞(U,Λ[s, dz]⊗H), given by
(∂g)(z) =
n∑
j=1
(
L(dzj)⊗ IH
) ∂g
∂ zj
(z).
We consider the linear operator
MT = βT ◦
(
∂ ◦ βT
)n−1 ◦ L(s1) ◦ L(s2) ◦ · · · ◦ L(sn)
from C∞(U,Λ[s, dz] ⊗ H) to itself. This is the same as the operator MT used
by Vasilescu and described in Equation (2.1) of [23] (with some minor notational
differences). We now state Vasilescu’s Theorem 2.1 of [23], which expresses Taylor’s
holomorphic functional calculus for commuting Hilbert space operators using an
analogue of Martinelli’s formula. We identify H with Ω ⊗ H ⊆ Λ[s, dz] ⊗ H,
where Ω is the unit 0-form in Λ[s, dz], and we let Hol(W ) denote the set of all
complex analytic functions on an open subset W of Cn, endowed with the topology
of uniform convergence on compact subsets.
Theorem 10.1. ([23], [22]). Suppose T = (T1, . . . , Tn) is a tuple of commuting
operators on a Hilbert space H. Let W be an open subset of Cn containing the
Taylor joint spectrum Sp(T ). Then the formula
f(T )x =
1
(2πi)n
∫
∂∆
f(z)(MTx)(z) ∧ dz1 ∧ · · · ∧ dzn, (x ∈ H), (57)
where ∆ is any bounded, open subset of W with Sp(T ) ⊆ ∆ and whose boundary ∂∆
is a finite union of smooth surfaces contained in W , defines a continuous, unital
homomorphism f 7→ f(T ) from the unital algebra Hol(W ) into B(H), sending the
coordinate function zj to Tj for each j. Moreover, the integral (57) does not depend
on the choice of ∆ satisfying the above conditions.
In [22], Vasilescu does not claim that his functional calculus is the same as
Taylor’s. For application in Section 11, we don’t require it to be so. However, that
the two calculi coincide follows from results of M. Putinar [16] (or of V. Mu¨ller [15]).
Suppose now that H is a Hilbert space that is a direct integral
H =
∫ ⊕
Z
H(ζ) dω(ζ)
of Hilbert spaces H(ζ) for a Borel probability measure ω on a Polish space Z. Let
D ∼= L∞(Z, ω) denote the diagonal operators (with respect to this direct integral
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decomposition) in B(H) and let D′ ∩ B(H) denote the commutant of D in B(H).
Thus, for A ∈ D′ ∩B(H) we write
A =
∫ ⊕
Z
A(ζ) dω(ζ)
for A(ζ) ∈ B(H(ζ)).
Suppose T = (T1, . . . , Tn) is a tuple of commuting operators in D′ and consider
direct integral representations
Tj =
∫ ⊕
Z
Tj(ζ) dω(ζ) (58)
for each j. After redefining these on an ω-null set, if necessary, we assume Tj(ζ) and
Ti(ζ) commute for all ζ ∈ Z and all i and j. Let us write T (ζ) = (T1(ζ), . . . , Tn(ζ)).
Lemma 10.2. For every z ∈ Cn \ Sp(T ), there exists a neighborhood V of z in Cn
and an ω-null set N ⊆ Z such that for every ζ ∈ Z \N we have Sp(T (ζ))∩ V = ∅.
Proof. We may without loss of generality assume z = (0, . . . , 0).
We have the direct integral decomposition
Λ[s]⊗H =
∫ ⊕
Z
(Λ[s]⊗H(ζ)) dω(ζ)
with respect to which, for every z ∈ U , we have that
αT−z =
∫ ⊕
Z
αT (ζ)−z dω(ζ). (59)
Since (0, . . . , 0) /∈ Sp(T ), the operator αT is invertible. Thus, there is an ω-null
set N such that for all ζ ∈ Z \N , αT (ζ) is invertible and ‖(αT (ζ))−1‖ ≤ ‖(αT )−1‖.
Suppose that ‖z‖1 < ‖(αT )−1‖. By (55), we have
α−1T (ζ)−z =
∞∑
n=0
(αT (ζ))
−1
(
αz(αT (ζ))
−1
)n
,
where the series is convergent. Thus, letting V = {z ∈ Cn | ‖z‖1 < ‖(αT )−1‖−1},
we have Sp(T (ζ)) ∩ V = ∅ for every ζ ∈ Z \N , as required. 
Proposition 10.3. Let T = (T1, . . . , Tn) be commuting operators in D′ ∩ B(H),
each with direct integral decomposition as in (58), and assume without loss of gen-
erality that T (ζ) = (T1(ζ), . . . , Tn(ζ)) is a commuting tuple for all ζ ∈ Z. Then
there is an ω-null set N ⊆ Z such that Sp(T (ζ)) ⊆ Sp(T ) for every ζ ∈ Z \N .
Proof. Applying Lemma 10.2, we find an open cover V = (Vi)i∈I of Cn \ Sp(T )
such that for every i ∈ I, there is an ω-null set Ni ⊆ Z such that for every
ζ ∈ Z \ Ni, Sp(T (ζ)) ∩ Vi = ∅. There is a countable subcover (Vi(j))∞j=1 of V .
Letting N =
⋃∞
j=1Ni(j), we have Sp(T (ζ)) ⊆ Sp(T ) for every ζ ∈ Z \N . 
Here is the main result of this section:
Proposition 10.4. Let T = (T1, . . . , Tn) be commuting operators in D′∩B(H) and
let f be a function that is holomorphic on an open neighborhood W of the Taylor
joint spectrum Sp(T ). Then applying the Taylor functional calculus, we have the
direct integral representation
f(T ) =
∫ ⊕
Z
f(T (ζ)) dω(ζ). (60)
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Proof. Write each Tj as a direct integral as in (58) and assume without loss of
generality that T (ζ) = (T1(ζ), . . . , Tn(ζ)) is a commuting tuple with Sp(T (ζ)) ⊆
Sp(T ), for all ζ ∈ Z.
As Hilbert spaces, we have Λ[s, dz] = Λ[dz] ⊗ Λ[s]. Thus, we have the direct
integral decomposition
Λ[s, dz]⊗H =
∫ ⊕
Z
(Λ[s, dz]⊗H(ζ)) dω(ζ) (61)
whose diagonal operators form the algebra
IΛ[s,dz] ⊗D ⊆ B(Λ[s, dz])⊗B(H).
Moreover, writing αT−w and αT (ζ)−w for IΛ[dz] ⊗ αT−w and IΛ[dz] ⊗ αT (ζ)−w, re-
spectively in B(Λ[dz]) ⊗ B(Λ[s] ⊗H) and B(Λ[dz]) ⊗ B(Λ[s] ⊗H(ζ)), the direct
integral decomposition (59) applies also for the Hilbert space decomposition (61).
We also write L(sj) for the corresponding operator in B(Λ[s, dz]), identified with
IΛ[dz] ⊗ L(sj) ∈ B(Λ[dz]) ⊗ B(Λ[s]), and we let L(dzj) ∈ B(Λ[s, dz]) denote the
operator ξ 7→ dzj ∧ ξ.
Fixing w ∈W \Sp(T ) and using the Leibniz rule and the power series expansion
obtained from (55), we find, for all z close enough to w,
(∂ ◦ βT g)(z) =
n∑
k=1
L(dzk)
(
Fk(z)
∂g
∂ zk
(z) +Gk(z)g(z)
)
,
where Fk(z) and Gk(z) are given by power series expansions in the variables (56)
with positive radius of convergence and coefficients that are noncommutative poly-
nomials in the L(sj)⊗ IH, L(sj)∗ ⊗ IH and (αT−w)−1. Thus, by iterating, we find
that, for all x ∈ H,
(MTx)(z) =
n∑
k=1
L(dz1) · · · L̂(dzk) · · ·L(dzn)H(n)k (z)x,
where L̂(dzk) means that L(dzk) is omitted and where each H
(n)
k (z) is given by a
power series expansion in the variables (56) with positive radius of convergence and
coefficients that are noncommutative polynomials in the L(sj) ⊗ IH, L(sj)∗ ⊗ IH
and (αT−w)
−1. Thus, the function
Cn \ Sp(T ) ∋ z 7→ GT (z) :=
n∑
k=1
L(dz1) · · · L̂(dzk) · · ·L(dzn)H(n)k (z)
∈ B(Λ[s, dz]⊗H) ∩ (IΛ[s,dz] ⊗D′)
is real analytic in the variables z1, z1, . . . , zn, zn (note that the variables z1, . . . , zn
are to be distinguished from the differentials dz1, . . . , dzn) and we have
(MTx)(z) = GT (z)x
for all x ∈ H.
As noted above, for each fixed w, we may write (αT−w)
−1 as a direct integral
(αT−w)
−1 =
∫ ⊕
Z
(αT (ζ)−w)
−1 dω(ζ) (62)
with respect to the decomposition (61). We take a countable open cover of Cn \
Sp(T ) consisting of sets on each of which GT has a single power series expansion.
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Now in each open set of this cover, using (62) in the coefficients of the series
expansion for each H
(n)
k (z), above, we find an ω-null set N ⊆ Z such that
GT (z) =
∫ ⊕
Z
GT (ζ)(z) dω(ζ),
and such that, for every ζ ∈ Z \ N , GT (ζ)(z) ∈ B(Λ[s, dz] ⊗ H(ζ)) is given by
the same power series expansion as is GT (z), but with (αT (ζ)−w)
−1 replacing each
(αT−w)
−1. The same analysis as above shows that, for almost every ζ ∈ Z and
every z ∈ Cn \ Sp(T ), we have
(MT (ζ)y)(z) = GT (ζ)(z)y, (y ∈ H(ζ)).
This implies that, for every x ∈ H, taking direct integral decomposition
x =
∫ ⊕
Z
x(ζ) dω(ζ)
we have, for all z ∈ Cn \ Sp(T ),
(MTx)(z) = GT (z)x =
∫ ⊕
Z
GT (ζ)(z)x(ζ) dω(ζ) =
∫ ⊕
Z
(MT (ζ)x(ζ))(z) dω(ζ).
We now use the power series expansions in sets of the open cover considered above
and think of moduli of continuity. So doing, we see that, for every compact subset
K of Cn\Sp(T ), there is a modulus of continuity ρ for the function K ∋ z 7→ GT (z),
so that the same modulus of continuity holds for the function K ∋ z 7→ GT (ζ)(z),
for every ζ ∈ Z \N . Using this and standard approximations and performing the
real (2n− 1)-dimensional Riemann integration in Vasilescu’s formula (57) found in
Theorem 10.1, we obtain
f(T )x =
∫ ⊕
Z
f(T (ζ))x(ζ) dζ.
This proves the desired formula (60). 
11. Holomorphic functional calculus and joint Brown measures
In this section, we assume, as described before Lemma 9.4, that T = (T1, . . . , Tn)
is a tuple of commuting elements of M, ρ : [0, 1] → Cn is a continuous spectral
ordering for T , qt = P (T : ρ([0, t])) with q0 = 0 is the corresponding increasing
net of joint Haagerup–Schultz projections and D = W ∗({qt | 0 ≤ t ≤ 1}. As in
Section 9, we write elements S of M∩D′ as direct integrals
S =
∫ ⊕
[0,1]
S(t) dσ(t),
where σ is the measure on [0, 1] defined by
σ([0, t]) = τ(P (T : ρ([0, t]))) = νT (ρ([0, t])).
Let Xj = EM∩D′(Tj), for 1 ≤ j ≤ n. Note that, by Lemma 9.2, X1, . . . , Xn
commute.
The next result generalizes Lemma 9.5 to the Taylor holomorphic functional
calculus.
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Lemma 11.1. Let f be a holomorphic function of n variables defined on a neigh-
borhood of the Taylor joint spectrum Sp(X1, . . . , Xn). Let Y = f(X1, . . . , Xn). By
Proposition 10.4, we have
Y =
∫ ⊕
[0,1]
Y (t) dσ(t), (63)
where Y (t) = f(X1(t), . . . , Xn(t)) for σ-almost every t ∈ [0.1]. Then for σ-almost
every t ∈ [0, 1], the Brown measure νY (t) of Y (t) is the Dirac mass δf(ρ(t)).
Proof. Fix t and let h(z1, . . . , zn) = f(ρ1(t)+z1, . . . , ρn(t)+zn)−f(ρ1(t), . . . , ρn(t)).
Since h(0, . . . , 0) = 0, there exist functions g1, . . . , gn, each with the same domain
of holomorphy as h, such that
h(z1, . . . , zn) =
n∑
j=1
zjgj(z1, . . . , zn). (64)
Indeed, for n = 1 this is clear, while for n ≥ 2, letting
gn(z1, . . . , zn) =

h(z1,...,zn)−h(z1,...,zn−1,0)
zn
, zn 6= 0
∂
∂zn
∣∣∣
zn=0
h(z1, . . . , zn), zn = 0
we have h(z1, . . . , zn) = h(z1, . . . , zn−1, 0) + zngn(z1, . . . , zn) and we may argue by
induction on n.
By Lemma 9.4, for σ-almost every t ∈ [0, 1] and every j ∈ {1, . . . , n}, we have
Xj(t) = ρj(t)+X
o
j (t), where X
o
j (t) is an s.o.t.-quasinilpotent operator. Using (64),
we have
Y (t) = f(ρ1(t), . . . , ρn(t)) +
n∑
j=1
Xoj (t)gj(X
o
1 (t), . . . , Xn(t)
o).
By Lemmas 2.3.4 and 2.3.5, we have, for almost all t ∈ [0, 1],
Y (t) = f(ρ1(t), . . . , ρn(t)) + Y
o(t),
where Y o(t) is s.o.t.-quasinilpotent. Thus, for such values of t, we have νY (t) =
δf(ρ1(t),...,ρn(t)), as required. 
In this section we employ the holomorphic functional calculus in a Banach alge-
bra, due to Arens [2] (see also Waelbrock [24] and the exposition of Bourbaki [3]).
Given a unital, commutative, Banach algebra A, n ∈ N and A1, . . . , An ∈ A,
letting σA(A1, . . . , An) denote the classical joint spectrum (see the start of Sec-
tion 8 for the definition), given an open neighborhood U of this joint spectrum
and given f : U → C holomorphic on U , the functional calculus assigns an el-
ement f(A1, . . . , An) ∈ A. This map is the unique continuous algebra homo-
morphism from the algebra Hol(σA(A1, . . . , An)) of germs of holomorphic func-
tions on σA(A1, . . . , An) into A that sends the j-th coordinate function to aj , for
every j ∈ {1, . . . , n}, where Hol(σA(A1, . . . , An)) is endowed with the appropri-
ate topology of uniform convergence on compact subsets of neighborhoods U of
σA(A1, . . . , An). (See [3] for details.) Thus, it takes the expected values when f
is a polynomial or is given by an absolutely convergent power series. Moreover,
(see [3], Ch. I, §4, Prop. 2.), if π : A → B is a bounded unital algebra homomor-
phism between Banach algebras, then π(f(A1, . . . , An)) = f(π(A1), . . . , π(An)).
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Let us observe that, if A = (A1, . . . , An) is a tuple of commuting operators on a
Hilbert space H and if A is the unital Banach subalgebra of B(H) that they gen-
erate, then for every f holomorphic on an open set containing the joint spectrum
σA(A1, . . . , An), the operator f
Taylor(A) ∈ B(H) defined by the Taylor functional
calculus equals the operator fArens(A) ∈ A defined by the Arens functional calculus
in A. Indeed, f 7→ fTaylor(A) is an algebra homomorphism from Hol(σA′′ (A)) into
A′′, that is continuous with respect to the topology of uniform convergence on com-
pact subsets of open sets containing σA′′ (A); this can be deduced, for example from
the formula in Theorem 10.1. By uniqueness, this map must agree with the Arens
functional calculus in A′′; so we may write fTaylor(A) = fArens(A
′′)(A). However,
considering the inclusion A →֒ A′′ and the intertwining property of the Arens func-
tional calculus for bounded algebra homomorphisms, the Arens functional calculus
fArens(A
′′)(A) when f is holomorphic on an open set containing σA(A1, . . . , An),
equals the Arens functional calculus taken in A. Thus, for such functions f , we
have fTaylor(A) = fArens(A).
For the rest of this section, we let A ⊆ M be the unital Banach algebra gener-
ated by {T1, . . . , Tn}. The next result generalizes our earlier simultaneous upper
triangularization result, Theorem 1.2, from polynomials to holomorphic functions
of operators, in the Arens functional calculus relative to A.
Theorem 11.2. Suppose f is a holomorphic function of n variables whose do-
main contains a neighborhood of the joint spectrum σA(T1, . . . , Tn). Let S =
f(T1, . . . , Tn). Let N = ED(S). Then νN = νS and S −N is s.o.t.-quasinilpotent.
In particular, the Brown measure νS equals the push-forward measure f∗νT of the
joint Brown measure νT by f .
Proof. Let Y = EM∩D′(S). We write Y as a direct integral as in (63). By
Lemma 9.2 and Proposition 9.6, respectively, EM∩D′↾A and ED↾A are algebra homo-
morphisms. Since the holomorphic functional calculus is intertwined with bounded
algebra homomorphisms, we have Y = f(X1, . . . , Xn), where Xj = EM∩D′(Tj).
The joint spectrum of the tuple (X1, . . . , Xn) in the unital Banach algebra that
it generates is contained in the joint spectrum of (T1, . . . , Tn) in A. Recall we
observed, above, that the Arens functional calculus and the Taylor functional
calculus agree for functions, like f , that are holomorphic on neighborhoods of
σA(T1, . . . , Tn). Thus, using Lemma 11.1 and Brown’s version of Lidskii’s The-
orem, we have τt(Y (t)) =
∫
C
z dνY (t)(z) = f(ρ(t)) for σ-almost all t ∈ [0, 1]. Thus,
we have
N = ED(Y ) =
∫ ⊕
[0,1]
τt(Y (t)) dσ(t) =
∫ ⊕
[0,1]
f(ρ(t)) dσ(t). (65)
Now Theorem 7.1 yields
νN =
∫
[0,1]
δf(ρ(t)) dσ(t) = (f ◦ ρ)∗σ,
where the latter is the push-forward measure of σ under f ◦ ρ. Since σ([0, t]) =
νt(ρ([0, 1]), by Lemma 2.6.2 we have νT = ρ∗σ. Thus, νN = f∗νT .
By Lemma 9.3, νS = νY and νS−N = νY−N . But from (65) we get
Y −N =
∫ ⊕
[0,1]
(
Y (t)− f(ρ(t))) dσ(t).
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Using Theorem 7.1 and Lemma 11.1, we get
νY =
∫
[0,1]
νY (t) dσ(t) =
∫
[0,1]
δf(ρ(t)) dσ(t) = (f ◦ ρ)∗σ,
νY−N =
∫
[0,1]
νY (t)−f(ρ(t)) dσ(t) =
∫
[0,1]
δ0 dσ(t) = δ0.
Thus, νS = νN and νS−N = δ0 Therefore, S −N is s.o.t.-quasinilpotent. 
Let m ∈ N and let each of h1, . . . , hm be a holomorphic function of n variables
with domain containing the joint spectrum σA(T1, . . . , Tn). Let h = (h1, . . . , hm)
denote the Cm-valued function. We write hj(T ) = hj(T1, . . . , Tn) for the Arens
functional calculus applied to the n-tuple T and we write
h(T ) = (h1(T ), . . . , hm(T )).
Note that h(T ) is an m-tuple of commuting operators.
Given k ∈ N, z = (z1, . . . , zk) ∈ Ck and ǫ > 0, we let Bǫ(z) denote the open
polydisk
Bǫ(z) = {(w1, . . . , wk) ∈ Ck | ∀j |zj − wj | < ǫ}
Lemma 11.3. Let z ∈ Cn and let ǫ > 0. Let c > 0 be at least as large as √n times
the Lipschitz constant of h in Bǫ(z). Then
P (T : Bǫ(z)) ≤ P
(
h(T ) : Bcǫ(h(z))
)
.
Proof. Since
P
(
h(T ) : Bcǫ(h(z))
)
=
m∧
j=1
P
(
hj(T ) : Bcǫ(hj(z))
)
,
it will suffice to show, for every j, the inequality
P (T : Bǫ(z)) ≤ P
(
hj(T ) : Bcǫ(hj(z))
)
.
If P (T : Bǫ(z)) = 0, then there is nothing to show; so we may without loss of
generality assume νT (Bǫ(z)) > 0. Let Q = P (T : Bǫ(z)). Now Q is invariant under
every Tj and, therefore, also under every element of the Banach algebra A. Since
hj(T ) belongs to A, by Theorem 2.4.4 we have
P
(
hj(T ) : Bcǫ(hj(z))
) ∧Q = P (Q)(hj(T )Q : Bcǫ(hj(z))), (66)
where P (Q) means the Haagerup–Schultz projection computed in QMQ with re-
spect to the renormalized trace. But the map A → QAQ given by A 7→ AQ is
a bounded algebra homomorphism, so we have hj(T )Q = hj(TQ), where TQ =
(T1Q, . . . , TnQ). By Theorem 11.2, the Brown measure, ν
(Q)
hj(TQ)
, of hj(TQ) com-
puted in QMQ is equal to the push-forward measure (hj)∗ν(Q)TQ of the joint Brown
measure ν
(Q)
TQ under hj . Thus, the measure (hj)∗ν
(Q)
TQ is concentrated in hj(Bǫ(z)).
But ν
(Q)
TQ is the renormalized restriction of νT to the polydisk Bǫ(z) and hj maps
this set into the disk Bcǫ(hj(z)). Thus, the Brown measure ν
(Q)
hj(TQ)
is concentrated
in this latter disk, and the Haagerup–Schultz projection on the right hand side
of (66) is equal to the identity of QMQ, namely, Q. Therefore, we have
P
(
hj(T ) : Bcǫ(hj(z))
) ≥ Q,
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as required. 
Lemma 11.4. Suppose U ⊆ Cn is an open set whose closure is a compact subset
of the domain of h. Then
P (T : U) ≤ P (h(T ) : h(U) ).
Proof. Let c be at least
√
n times the Lipschitz constant of h on U . For each ǫ > 0,
let
Xǫ = {z ∈ Cn | dist∞(z, U c) ≥ ǫ}, Yǫ = {w ∈ Cm | dist(w, h(U)) < cǫ}.
Here dist∞ is the distance with respect to the norm, ‖z − w‖∞ = maxj |zj − wj |.
Clearly, Xǫ is compact and Yǫ is open. By Lemma 11.3, for every z ∈ Xǫ, we have
P (T : Bǫ(z)) ≤ P
(
h(T ) : Bcǫ(h(z))
) ≤ P (h(T ) : Yǫ).
By compactness, we may choose z(1), . . . , z(k) ∈ Xǫ such that Xǫ ⊆
⋃k
j=1 Bǫ(z
(j)).
Then, by the lattice properties (Theorem 6.6(c)), we have
P (T : Xǫ) ≤ P
T : k⋃
j=1
Bǫ(z
(j))
 = n∨
j=1
P (T : Bǫ(z
(j))) ≤ P (h(T ) : Yǫ).
Let ǫ(k) decrease to 0 as k →∞. Then
U =
∞⋃
k=1
Xǫ(k), h(U) =
∞⋂
k=1
Yǫ(k).
By the lattice properties again and since P (T : Xǫ(k)) is increasing and P (h(T ) :
Yǫ(k)) is decreasing in k, we get
P (T : U) =
∞∨
k=1
P (T : Xǫ(k)) ≤
∞∧
k=1
P (h(T ) : Yǫ(k)) = P (h(T ) : h(U) ),
as required. 
Theorem 11.5. We have
νh(T ) = h∗νT (67)
and for every Borel set X ⊆ Cm,
P (h(T ) : X) = P (T : h−1(X)). (68)
Proof. First, suppose V ⊆ Cm is bounded and open. Let U = h−1(V ) ∩ BM (0),
whereM = 1+max1≤k≤n ‖Tk‖. Note that the support of νT is contained in BM (0)
and that U is bounded and open. Thus, by using Lemma 11.4 we have
P (T : h−1(V )) = P (T : U) ≤ P (h(T ) : h(U) ) ≤ P (h(T ) : V ).
Now suppose K ⊆ Cm is compact and for ǫ > 0, let
Kǫ = {z ∈ Cm | dist(z,K) < ǫ}.
By the case just proved, we have
P (T : h−1(Kǫ)) ≤ P (h(T ) : Kǫ).
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But as ǫ decreases to 0, the set Kǫ decreases to K and the set h
−1(Kǫ) decreases
to h−1(K). Thus, choosing a sequence ǫ(j) decreasing to zero and using the lattice
properties (Theorem 6.6(c)), we have
P (T : h−1(K)) =
∞∧
j=1
P (T : h−1(Kǫ(j))) ≤
∞∧
j=1
P (h(T ) : Kǫ(j)) = P (h(T ) : K).
(69)
Taking traces of both sides, we get
h∗νT (K) = νT (h
−1(K)) = τ(P (T : h−1(K))) ≤ τ(P (h(T ) : K)) = νh(T )(K).
Let X ⊆ Cm be any Borel set. Since both h∗νT and νh(T ) are regular measures
on Cm, there exist compact sets K1 ⊆ K2 ⊆ · · · ⊆ X such that
lim
j→∞
νh(T )(Kj) = νh(T )(X), lim
j→∞
h∗νT (Kj) = h∗νT (X). (70)
Since for each j we have h∗ν(Kj) ≤ νh(T )(Kj), we get
h∗νT (X) ≤ νh(T )(X).
Since both h∗νT and νh(T ) are probability measures, by considering complements
we obtain the equality (67).
For every compact K ⊆ Cm, from (69) we have P (T : h−1(K)) ≤ P (h(T ) : K).
Using (67), we have
τ(P (T : h−1(K)) = h∗νT (K) = νh(T )(K) = τ(P (h(T ) : K)),
so we must, in fact, have
P (T : h−1(K)) = P (h(T ) : K).
Now for an arbitrary Borel set X ⊆ Cm, letting Kj be an increasing sequence of
compact subsets of X so that (70) holds, we have
P (h(T ) : X) = lim
j→∞
P (h(T ) : Kj) = lim
j→∞
P (T : h−1(Kj)) = P (T : h
−1(X)),
where the limits are in strong operator topology. This, of course, is the desired
equality (68). 
Question 11.6. Do analogues of Theorem 11.2 and Theorem 11.5 hold for the
holomorphic functional calculus of Taylor?
A formally easier question is:
Question 11.7. Do analogues of Theorem 11.2 and Theorem 11.5 hold for the
Arens functional calculus in A′′?
The impediment to answering Question 11.7 in the same manner that we proved
Theorems 11.2 and 11.5 is the question of whether the restriction of ED to A′′ is an
algebra homomorphism. We have A ⊆ A′, so A′′ ⊆ A′ and, since the projections
qt are T -hyperinvariant, we conclude that all elements of A
′′ are upper triangular
with respect to the family (qt)0≤t≤1 of projections. Thus, Lemma 9.2 gives us that
the restriction of EM∩D′ to A′′ is an algebra homomorphism. However, we don’t
know if the restriction of ED to EM∩D′(A′′) is an algebra homomorphism.
The inclusions
Sp(T1, . . . , Tn) ⊆ σA′′ (T1, . . . , Tn) ⊆ σA(T1, . . . , Tn)
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are known. Moreover, the right-most inclusion above can be proper: even when
n = 1, we have the standard example ofM = L∞(T) and T1 the function mapping
z 7→ z; then A is the disk algebra and A′′ =M, so σA(T1) is the closed unit disk,
while σA′′ (T1) is the unit circle. However, as far as we know the following question
is open:
Question 11.8. Can the inclusion
Sp(T1, . . . , Tn) ⊆ σA′′ (T1, . . . , Tn)
be proper for commuting operators T1, . . . , Tn in a finite von Neumann algebra?
The answer is “yes”if we ask instead about commuting operators on a Banach
space, as was shown by Taylor [19]. See also [1] for further interesting and related
examples.
12. Similarities
It is clear from the definition of Brown measure that it is the same for any
operators in the same similarity class. In this section, we show that for any S, T ∈
M with S invertible, the Haagerup–Schultz projections of T and STS−1 are related
as follows: P (STS−1, B) is the projection onto the image of SP (T,B). We then
show analogous results for families of commuting operators.
As usual, M will be a von Neumann algebra equipped with a normal, faithful
tracial state τ , acting via a normal representation on some Hilbert space. For
T ∈M, we will let [T ] denote the range projection of T , namely, the projection onto
the closure of the range of T . It is equal to the spectral projection 1(0,∞)(TT
∗) ∈ M.
In particular, it is independent of the action on a Hilbert space.
We will use the following easy lemmas repeatedly.
Lemma 12.1. Let S ∈M be invertible and let P be a projection in M. Then
τ([SP ]) = τ(P ).
Proof. Writing T = SP , we have [SP ] = 1(0,∞)(TT
∗) and, since S is invertible,
P = 1(0,∞)(T
∗T ). Thus, these two projections are unitarily conjugate, and have
the same trace. 
Lemma 12.2. Let S ∈M be invertible and let (Qj)j∈J be projections in M. Then
we have
∨
j∈J
[SQj ] =
S
∨
j∈J
Qj
 , ∧
j∈J
[SQj] =
S
∧
j∈J
Qj
 .
Proof. It is straightforward to verify this for J finite, and then we may take a limit
of a (monotone) net for arbitrary J . 
Theorem 12.3. Suppose A,S ∈M with S invertible. Then
(a) νSAS−1 = νA
(b) for every Borel set X ⊆ C, the Haagerup–Schultz projections satisfy
P (SAS−1, X) = [SP (A,X)].
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Proof. The equality (a) is well known, and follows from the multiplicativity of the
Fuglede–Kadison determinant and the definition of Brown measure, since we have
∆(A− λ) = ∆(SAS−1 − λ) for every λ ∈ C.
To prove (b), first suppose X is a closed disk Br(λ) in C. Using the description
expressed at (3) in Section 2.4, we have
P (SAS−1, Br(λ))H
= {ξ ∈ H | ∃ (ξn)∞n=1 ⊆ H, lim
n→∞
‖ξn−ξ‖ = 0, lim sup
n→∞
‖(SAS−1−λ)nξn‖1/n ≤ r}.
Now using
‖S−1‖−1‖(A− λ)nS−1ξn‖ ≤ ‖(SAS−1 − λ)nξn‖ ≤ ‖S‖ ‖(A− λ)nS−1ξn‖,
‖S‖−1‖ξn − ξ‖ ≤ ‖S−1ξn − S−1ξ‖ ≤ ‖S−1‖ ‖ξn − ξ‖,
we have
P (SAS−1, Br(λ))H
= {ξ ∈ H | ∃ (ξn)∞n=1 ⊆ H, limn→∞ ‖S
−1ξn − S−1ξ‖ = 0,
lim sup
n→∞
‖(A− λ)nS−1ξn‖1/n ≤ r}
= {ξ ∈ H | ∃ (ηn)∞n=1 ⊆ H, lim
n→∞
‖ηn − S−1ξ‖ = 0, lim sup
n→∞
‖(A− λ)nηn‖1/n ≤ r}
= S{η ∈ H | ∃ (ηn)∞n=1 ⊆ H, limn→∞ ‖ηn − η‖ = 0, lim supn→∞ ‖(A− λ)
nηn‖1/n ≤ r}
= SP (A,Br(λ))H.
This proves (b) when X is a closed disk.
Using Lemma 12.2 and the lattice properties of Haagerup–Schultz projections,
if
Y =
n⋃
j=1
Br(j)(λ(j))
is a union of closed disks in C, then
P (SAS−1, Y ) =
n∨
j=1
P (SAS−1, Br(j)(λ(j))) =
n∨
j=1
[SP (A,Br(j)(λ(j)))]
=
S
 n∨
j=1
P (A,Br(j)(λ(j)))
 = [SP (A, Y )].
SupposeK is a compact subset of C. Then by a standard compactness argument,
there is a sequence Y1 ⊇ Y2 ⊇ · · · such that each Yj is a union of finitely many closed
disks in C and K =
⋂∞
j=1 Yj . Then by the lattice properties of Haagerup–Schultz
projections, we have
P (SAS−1,K) =
∞∧
j=1
P (SAS−1, Yj) =
∞∧
j=1
[SP (A, Yj)]
=
S
 ∞∧
j=1
P (A, Yj)
 = [SP (A,K)].
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Suppose X is an arbitrary Borel subset of C. Since νA is regular, there is an
increasing sequence K1 ⊆ K2 ⊆ · · · ⊆ X of compact subsets of X such that
νA(X) = νA(
⋃∞
j=1Kj). Thus, (see Lemma 2.4.2) we have
P (SAS−1, X) = P (SAS−1,
∞⋃
j=1
Kj) =
∞∨
j=1
P (SAS−1,Kj)
=
∞∨
j=1
[SP (A,Kj)] =
S
 ∞∨
j=1
P (A,Kj)
 = [SP (A,X)].

We now extend the result to the case of Brown measures and joint Haagerup–
Schultz projections for commuting families of operators.
Theorem 12.4. Let I be a set and suppose T = (Ti)i∈I is a family of com-
muting operators in M. Suppose S ∈ M is invertible. Then writing STS−1 =
(STiS
−1)i∈I , we have
(a) νSTS−1 = νT
(b) for every Borel set X ⊆ CI , P (STS−1 : X) = [SP (T : X)].
Proof. Let Z =
∏
i∈I σ(Ti). Since σ(Ti) = σ(STiS
−1), it will suffice to show (b)
only for Borel sets X ⊆ Z. To show (a), it will suffice to show that νT and νSTS−1
agree on Borel subsets of Z.
First suppose X ⊆ Z is a coordinate-finite rectangle, X =∏i∈I Bi. Then using
Lemma 12.2 and Theorem 12.3, we have
P (STS−1 : X) =
∧
i∈I
P (STiS
−1, Bi) =
∧
i∈I
[SP (Ti, Bi)]
=
[
S
(∧
i∈I
P (Ti, Bi)
)]
= [SP (T : X)].
In particular, by Lemma 12.1, we have
νSTS−1(X) = τ(P (STS
−1 : X)) = τ([SP (T : X)]) = τ(P (T : X)) = νT (X).
Since ν−1STS and νT agree on all coordinate-finite rectangles, they agree on all Borel
subsets of Z. So (a) holds.
Now let X ⊆ Z be an arbitrary Borel set. By Definition 6.5 and Proposition 6.2,
we have
P (STS−1 : X) =
∧
∞∨
j=1
P (STS−1 : Rj)
∣∣∣∣ X ⊆ ∞⋃
j=1
Rj
 ,
where the Rj are required to be coordinate-finite rectangles in Z. Thus, by the
case just shown, we have
P (STS−1 : X) =
∧
∞∨
j=1
[SP (T : Rj)]
∣∣∣∣ X ⊆ ∞⋃
j=1
Rj

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=
∧
S
 ∞∨
j=1
P (T : Rj)
 ∣∣∣∣ X ⊆ ∞⋃
j=1
Rj

=
S
∧
∞∨
j=1
P (T : Rj)
∣∣∣∣ X ⊆ ∞⋃
j=1
Rj

 = [SP (T : X)].

Appendix A. Examples of Projections
This appendix provides examples of projections in B(H), forH separable, infinite
dimensional Hilbert space, showing that the conclusions of Lemmas 2.2.5 and 2.2.7
can fail in B(H).
Example A.1. Let (en)
∞
n=1 be an orthonormal basis for H. Let Pn be the pro-
jection onto e⊥n and let Qn be the projection onto (
1
ne1 + en)
⊥. Both sequences
(Pn)
∞
n=1 and (Qn)
∞
n=1 of codimension-one projections converge in strong operator
topology to 1. But Pn∧Qn is the projection onto {e1, en}⊥, and converges in strong
operator topology to the projection onto e⊥1 . This shows that the conclusions of
Lemma 2.2.5 may fail without existence of a trace.
Example A.2. In order to show that the conclusions of Lemma 2.2.7 may fail
without existence of a trace, we will construct projections P , Q and R in B(H) so
that P ≤ R, Q∧R = 0 but (P ∨Q)∧R 6= P . Equivalently, we find closed subspaces
E, F and G of H so that
E ⊆ G, and F ∩ G = {0}, but (E+ F) ∩ G 6= E. (71)
Consider
H =
∞⊕
n=0
C2, (72)
an orthogonal direct sum of infinitely many two-dimensional subspaces. For each
n ≥ 0, let {en, fn} be a basis for the n-th two-dimensional subspace in (72) so that
‖en‖ = ‖fn‖ = 1 and so that 〈en, fn〉 = 1 + o(n−2) as n→∞. Let
E = span {e0 + nen | n ≥ 1},
F = span {fn | n ≥ 0},
G = span {en | n ≥ 0}.
Then we clearly have E ⊆ G. We have F∩G = {0}, because if y ∈ F∩G, then letting
Pn be the projection from H onto the n-th two-dimensional subspace in (72), we
must have Pn(y) = 0 for every n ≥ 0. This implies y = 0.
Let
x = e0 −
∞∑
n=1
1
n
en.
Then x ⊥ E. But 〈x, e0〉 = 1, so e0 6∈ E. However, since
‖en − fn‖ =
(
2− 2Re 〈en, fn〉
)1/2
= o(n−1)
as n→∞, we have
e0 = lim
n→∞
(e0 + nen)− nfn ∈ (E+ F).
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Thus, e0 ∈ (E + F) ∩ G. This proves the last assertion of (71).
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