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Abstract
X-ray cone-beam computed tomography (CBCT) has been extensively used in various applic-
ations, especially in medical analysis and the image-guided radiation therapy (IGRT). There
have been on-going aempts to reconstruct images using a reduced number of projection data,
in order to reduce the amount of radiation dose delivered to patients. However, reconstruction
from insuicient number of projection data leads to reconstructed image with poor quality from
severe artefacts when using analytical approach, i.e. Filtered Backprojection (FBP). In this scen-
ario, iterative algorithms can significantly improve image quality, but comes at the cost of more
complicated implementation and much longer computational time. These are the main draw-
backs that make iterative algorithms diicult to be applied in a real clinical usage. This thesis
focusses on developing advanced iterative algorithm to overcome the problems arising from
CT reconstruction using limited number of projection data. The adaptive-weighted projection-
controlled steepest descent (AwPCSD) algorithm is proposed by implementing projection onto
convex sets (POCS) to enforce the data and the positivity constraints and minimising adaptive-
weighted total variation (AwTV) norm. Experimental results showed that the AwPCSD algorithm
is able to preserve the edges of the reconstructed image beer with less number of sensitive
hyper-parameters to tune, when compared to the pioneering work in this field such as the
adaptive-steepest-descent POCS (ASD-POCS) algorithm. This thesis also analyses sensitivity
of hyper-parameters, which are important components and play critical roles in the quality of
reconstruction results. These hyper-parameters control the balance between the constraints and
objective function in the TV regularised algorithms. The manual tuning of TV hyper-parameters
is a tedious and time-consuming process, for which there is no well-established criteria to guar-
antee the optimal set of hyper-parameters for a given data apart from trials-and-errors. In order
to overcome this problem, this thesis demonstrates 2 hyper-parameter selection approaches,
which can be used to assist hyper-parameter selection from the user-defined ranges of hyper-
parameters. The 2 algorithms employ 2 approaches, the Ant Colony Optimisation (ACO) and
the Hedge, to select the best set of hyper-parameters for the implementation of the AwPCSD
algorithm. Although the computational times for the training of hyper-parameters using these 2
algorithms are quite long, the set of hyper-parameters is guaranteed to produce a good quality of
image, without having to manually re-select the values again. In addition, it is promising from
the experimental results that the set of optimal hyper-parameters obtained from the training
stage can also be applied to other datasets with the same imaging context. Thus, the time and
resource spent on trying to figure out the best set of hyper-parameters for the best result of CT
reconstruction using the TV regularised algorithms can be drastically saved, which eventually
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X-ray radiation has long been discovered by Wilhelm C. Roentgen in 1895. Since then, it has been
extensively used in a variety of applications. In the aspect of clinical analysis, the development
of the first clinical CT scanner began in 1967 with Godfrey N. Hounsfield, who received a Nobel
prize in 1972. The prize is also shared with Allan M. Cormack, who independently discovered
some of the image reconstruction algorithms [116].
There are mainly 3 types of beam geometry in CT: parallel, fan and cone beam. Dierent
geometry consists of dierent parameters to be considered. An acquisition process, as well as
forward projection computation, for each beam geometry is discussed in more detail in chapter
2.
Considering the clinical usage of x-ray CT, cone beam computed tomography (CBCT) has
been used in radiation therapy since the early 2000s to give an information about patient local-
isation. This facilitates the implementation of the image-guided radiation therapy (IGRT). The
imaging in radiation therapy is important to identify exact shape of the tumour inside the pa-
tient, in order to deliver very high energy photons to only damage the cancerous cells and spare
the normal surrounding cells as much as possible. The imaging in radiation therapy is required
in 2 stages, the planning and treatment stages. The planning stage requires the exact inform-
ation about the electron density of the tissues that each x-ray beam needs to cross to arrive at
the target cells, in order to plan about the dose delivered to the patient and the overall expected
tissue damage. In the treatment stage, the information about the physiological changes of the
patient, as well as the tumour, is required during each session of the treatment. This informa-
tion is used to track the progress of the treatment and the amount of real dose delivered to the
patient in comparison with the planning stage. All the changes are taken into account and the
next sessions of the treatment can be re-planned, if needed. Although some other imaging mod-
alities recently start to enter the play such as magnetic resonance imaging (MRI) and positron
emission tomography (PET), the functionality of each one is dierent which can be used to com-
pliment the CBCT, but not to completely replace it. The role of CBCT in the radiation therapy
are still very strong in the present and future of radiation therapy.
Before the use of CBCT imaging, a traditional 2D imaging of an area being irradiated was
formed by using electronic portal imaging devices (EPIDs). This modality of image is called
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portal imaging. Not only containing information regarding patient anatomy, portal images
provide information on patient dosimetry. Thus, they can potentially be used for both dosi-
metric and geometric verification of radiotherapy treatments [76]. Since the development of
CBCT in 1990s and the utilisation of CBCT in radiation therapy in the early 2000s, the IGRT
routine technique has a rapid growth worldwide. This leads to an increase of frequency of CBCT
imaging, oen in a daily manner as opposed to the traditional weekly portal imaging [1]. This
becomes an issue of concern for a radiation dose delivered to a patient during clinical exams.
In the treatment of cancer with radiation therapy, the radiation fractionation is utilised where
the full dose of radiation is divided into a number of smaller doses called fractions. By doing so,
healthy cells can be recovered between treatments and there are fewer toxic eects on healthy
cells. Typically, a fractionation scheme divides the dose into 30 units delivered every weekday
over the course of six weeks [67]. It has been reported that a high radiation dose can increase
lifetime risk of cancer in patients [12] [43]. Over the course of treatment, it is possible that the
radiation dose from CBCT imaging delivered to patient equal to one therapy dose fraction.
There have been numerous aempts to reduce the radiation dose in the literature. Taking the
imaging dose into consideration in the planning process can reduce the overall dose delivered
to patient [91], [2]. The manufacturers also tried to reduce imaging dose for the newer CBCT
systems by using collimator cassees and field size-defining blades, to limit the range of x-ray
beam [1]. Many hardware-based optimal data acquisition protocols are also used for the dose
reduction [87], [73]. In addition, lowering the x-ray exposure and x-ray tube voltage in CT data
acquisition process are also methods to reduce the radiation dose of x-ray CT imaging [113].
However, by doing these, the data noise and the data inconsistency associated with the sparsity
will be increased [125], [80].
Another way to reduce the CT radiation dose is to reconstruct an image from sparse-view
projection data, i.e. reduced number of projection views per rotation around the object [22]. The
idea of accurate reconstruction using a limited number of measurements came from the discov-
ery of compressed sensing (CS) approach proposed by Donoho [35] and Candes et al [14], [17].
The results of CS lead to new approaches to signal processing and more eicient sampling
schemes with fewer projections than the Nyquist sampling theorem, which was previously un-
derstood to be a necessary condition for an accurate reconstruction [15]. CS is a technique to
reconstruct a signal that is known to be sparse or compressible. Most of the CT images as rep-
resented by the x-ray aenuation coeicients are sparse, especially their gradient images which
can be computed as total variation (TV) norm of an image. Therefore, among the possible can-
didates for CS penalty, the assumption of gradient image sparseness on the image function is
the most suitable one for CT imaging.
In 2006, Sidky et al [121] introduced the algorithm that applied the concept of the minim-
isation of the total variation (TV) norm of the image to perform CT image reconstruction from
sparse-view projection data. The implementation of the CT reconstruction algorithm developed
in this thesis is based on this principle. More details will be discussed in the chapter 4.
Insuicient amount of projection data for CT reconstruction derives from many situations:
sparse samples is considered when the image reconstruction performed on projection data at
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few views, limited angular range occurs when it is not possible to acquire projection data
through a complete angular range, in applications such as dental radiology, surgical imaging,
thoracic imaging, mammography [83] and treatment of cranial and noncranial tumours [90].
Another situation is gaps in the projection data, which is caused by bad detector bins. In all of
these 3 examples, the projection data are not suicient for exact reconstruction of tomographic
images. Hence, it leads to incomplete data problem, which is an ill-posed inverse problem.
For a CT reconstruction using incomplete set of projection data, the main issue is based on
how to estimate a tomographic image when the projection data are not theoretically suicient
for exact image reconstruction. In an aempt to solve this problem, it is important to understand
the fundamental background of x-ray CT.





Amnxn = bm+ e, m ∈ [1,M] (1.1)
where x ∈ RN is a vector representing an N dimensional image voxel in lexicographical or-
der of size N,b ∈ RM is the measured data from M measurements and e is the additive noise
associated with the measurement. A is called the system matrix or weight matrix describing
the behaviour of the x-ray that aect each single pixel in the detector. Each element of A, Amn,
is the weighting factor that represents the amount of influence an mth ray from the source has
on an nth image voxel it passing through. Theoretically, there are many methods to compute
the element of this matrix such as ray-voxel intersection and grid-interpolated methods. One
example is to consider the intersections of each ray with the horizontal and vertical planes in
the object domain and compute the length of intersections. These lengths of intersections are
used as weighting factors for the weight matrix A. In chapter 2, a comprehensive study of for-
ward projection computation using existing methods in two dimensions and three dimensions
is presented in great detail. The size of matrix A in the context of CT reconstruction, especially
for a standard medical imaging, is massive and is very sparse. This makes it almost impossible
to store the matrix in the memory, which is one of the most common diiculties found in solv-
ing a CT reconstruction problem. A thorough understanding of the formation of matrix A is an
important foundation for the development of CT reconstruction algorithm in the laer stage of
this PhD.
In an ideal scenario, the image reconstruction problem is solved by finding x given a set of
data b, in other words, inverting the system of linear equation 1.1. However, the system matrix
A is ill-conditioned due to two main reasons: insuicient coverage in the scanning configuration
or under-sampling set of projection data in the case of few-view CT scanning.
Since an exact solution for x cannot be found, the problem of reconstructing a discretised
version of the image is oen recast as
x∗ = argminx||Ax−b||2+G(x) (1.2)
where x∗ is an approximated solution. The first term of the equation 1.2 is a data fidelity term,
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which minimises the discrepancy between forward projection of the image to be reconstructed
and measured projection data. The l2 norm minimisation is required due to the nature of noise
in the physical x-ray model, which are Poisson and Gaussian noise. The second term, G(x), is
an optional regularisation term, which reflects a priori information of the desired image. The
regularisation is added to reduce the space of possible solutions.
Next, we turn our aention to the background regarding CT reconstruction algorithm. In
general, there are two categories of methods for CT reconstruction: analytical and iterative al-
gorithms. The well-known technique called filtered backprojection (FBP) is the most commonly
used algorithm for tomographic reconstruction [71]. This algorithm lies in the first category. As
the name implied, the projection data are first filtered before it is linearly smeared back over the
image points along the ray. For circular cone-beam tomography, an approximate reconstruction
of a three-dimensional imaging from a set of two-dimensional projections was implemented by
Feldkamp, Davis and Kress [45]. The FDK algorithm is predominantly used in clinical CT scan-
ners and advanced commercial cone-beam scanners [101]. This method works eiciently and
accurately if projection data are well sampled.
A problem with the FDK reconstruction algorithm occurs when an amount of projection
data is insuicient. This makes the FDK method performs less eiciently and suers from
artifacts [121] [101], because the number of projection views does not satisfy the Shannon
sampling theorem [63]. Apart from the reconstruction with limited projection data, another
aempt to reduce the dose delivered to patients is to obtain CT measurements at lower doses
by selecting weight-adapted protocols and/or using automatic tube current modulation sys-
tems [30], [123], [95]. In this scenario, it was reported in [105] that the iterative reconstruction
technique provides similar image quality to that achievable with the FDK algorithm at 35 % less
dose. Prior to their work in [105], Pontana et al also investigated the magnitude of noise reduc-
tion achievable with an iterative reconstruction techique in [106]. The results suggested that
the iterative reconstruction technique significantly reduces the level of objective image noise on
standard CT measurements. The iterative reconstruction technique which was used to compare
with the FDK algorithm in both [106] and [105] is an iterative reconstruction technique in image
space (IRIS) from Siemens Healthcare, Forchheim, Germany. In the IRIS approach, an iterative
series of 3-dimensional non-linear image processing steps is performed aer reconstruction of
an initial high resolution image. These non-linear image processing steps are locally adapted
according to the local image noise and image structure, aiming at maintaining or enhancing
spatial resolution at higher object contrast and reducing noise in low contrast area without de-
grading the image texture. The results from these studies provide evidence that the iterative
reconstruction technique is able to achieve good quality of image in the reconstruction with
limited projection data and the low-dose CT measurements.
The iterative algorithms compute the final image iteratively through the loop as shown in
figure 1-1. The process is repeated until the estimated image satisfies the pre-defined stopping
criteria. A more detailed discussion of dierent iterative algorithms is presented in chapter 3.
Referring back to equation 1.2, a minimisation problem of CT reconstruction can be solved
using iterative algorithms by formulating the data-consistency constraint with additional regu-
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Figure 1-1: Iterative reconstruction process [98]
larisation term. There are wide range of iterative algorithms that have been developed to solve
this minimisation problem. Dierent regularisation algorithms are discussed in chapter 4.
Despite the advantages of using iterative algorithms for solving CT reconstruction prob-
lem from limited projection data, the computational demands of iterative algorithms are much
higher compared to the implementation of FDK algorithm. This is because the FDK algorithm
is based on only a single reconstruction, whereas iterative algorithms use multiple repetitions
to update the image until the best solution is found. The complications of iterative algorithms
are the main drawbacks that make them diicult to be applied in a real clinical usage. One of
the issues involves balancing the eects that the final reconstructed image has based on the
data fidelity term and the regularisation term as shown in the equation 1.2. These eects are
mainly governed by the values of hyper-parameters existing in these two terms. In chapter 5,
the sensitivity that the reconstructed image has to value change on each hyper-parameter of
some common TV regularised algorithms are analysed to understand the behaviour of all the
TV hyper-parameters. The selection of appropriate values of the hyper-parameters for the TV
regularised algorithms is important for the reconstruction result and the manual tuning of the
hyper-parameter is a tedious and time-consuming process. Towards the end of the thesis, two
hyper-parameter selection algorithms are presented to overcome the problem of selecting the
optimal hyper-parameters for a given set of data.
1.1 Aim of the thesis
The aim of this thesis is to develop iterative reconstruction algorithms to produce a good qual-
ity of image from a set of limited x-ray CT projection data. Ultimately, the algorithms can be
beneficial for medical applications in an aempt to reduce the CBCT radiation dose delivered to
patients in the applications such as IGRT where regular CBCT scanning is required. In addition,
the algorithms could also be applied to industrial applications to reduce the time of the x-ray
CT scanning. The main research problems tackled in this thesis are as following:
• Explore the image reconstruction problem with focus on reconstruction using limited data
from CBCT projections. The existing algorithms and their drawbacks are focussed to de-
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velop new algorithms and produce good quality of image.
• Address the problems of using advanced iterative algorithms, especially the total variation
(TV) regularised algorithms, in real practice. The sensitivity analysis of hyper-parameters
required for implementation of TV regularised algorithms is implemented, in order to
understand the behaviour of each hyper-parameter and the eects on the reconstruction
results.
• The reconstruction problem of CT imaging from limited data is a challenging problem,
which requires advanced algorithms such as TV regularised algorithms to solve the prob-
lem. One of the diiculties of implementing these algorithms is the selection of hyper-
parameter values, for which the theory to solve the hyper-parameter selection in inverse
problem literature is not extensive. The results oen rely on the experienced users to select
the best set of hyper-parameters for the best results, which make the algorithms diicult
to implement for the general users. This thesis demonstrates 2 hyper-parameter selection
algorithms that the computer can use to select the best set of hyper-parameters from the
ranges of user-defined values. The aim is to alleviate the diiculty of choosing the values
of hyper-parameters for the implementation of TV regularised algorithm, which can be
problematic for the users who are not experts in the field.
1.2 Thesis organisation
The content of each chapter in this thesis is summarised as following:
Chapter 2: Fundamental of X-ray Computed Tomography
In this chapter, the acquisition of x-ray CT projection is presented. The highlight of this chapter
is the detailed explanation of forward projection which is the major building block of the image
reconstruction algorithms. This chapter is aimed at the readers who are interested in under-
standing how the forward projections in both 2D and 3D are formed step-by-step in terms of
system geometries and programming codes.
Chapter 3: X-ray CT image reconstruction algorithms
This chapter explains the implementation of two main categories of x-ray CT reconstruction
algorithms: analytical approach, which consists of Filtered backprojection (FBP) and iterative
algebraic reconstruction algorithms such as Algebraic Reconstruction Technique (ART), Simul-
taneous Iterative Reconstruction Technique (SIRT), Simultaneous ART (SART) and Conjugate
Gradient Least Squares (CGLS) algorithms. The advantages and disadvantages as well as con-
vergence rate of these algorithms are discussed.
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Chapter 4: Total variation regularisation algorithms
In this chapter, the total variation minimisation algorithms are reviewed. The main drawbacks
of existing algorithms are presented, leading to the proposal of new algorithm: the adaptive-
weighted projection-controlled steepest descent (AwPCSD). The AwPCSD algorithm is able to
address the over-smoothing problem of the TV regularised algorithm with less sensitive hyper-
parameters to tune. The selection of hyper-parameters is crucial for an eicient implementation
of TV regularised algorithms. The in-depth analysis of hyper-parameters is presented in chapter
5.
Chapter 5: Sensitivity analysis of TV hyper-parameters
In this chapter, a comprehensive valuation of hyper-parameter selection in 4 common TV reg-
ularised algorithms (ASD-POCS, AwTV-POCS, PCSD and AwPCSD) is presented. Changes in
values of each hyper-parameter are experimented and the corresponding eects on reconstruc-
tion results of 4 algorithms are analysed. The aim is to understand the behaviour that TV hyper-
parameters have on the implementation of TV regularised algorithms, in order to know which
ones to prioritise when tuning the algorithms. Ultimately, the experiments in this chapter are
conducted to find out the suggested ways to select some hyper-parameters to minimise or com-
pletely avoid re-running the reconstruction with dierent hyper-parameters. In addition, the
performance and robustness of the AwPCSD reconstruction algorithm is also evaluated by com-
paring with other 3 existing algorithms throughout the experiments for sensitivity analysis in
this chapter.
Chapter 6:Hyper-parameter selection using Ant Colony Optimisation algorithm
This chapter presents the algorithm to automatically select the best set of hyper-parameters
from the user-defined ranges of hyper-parameters using Ant Colony Optimisation (ACO) ap-
proach. The main reconstruction algorithm is the AwPCSD algorithm, which is the TV regu-
larised algorithm proposed in chapter 4 that requires 5 hyper-parameters to be tuned for its
implementation. The ACO approach, which imitates the way the colony of ants in nature find
the shortest path from their nest to the food source, is adopted to find the best set of hyper-
parameters for the AwPCSD algorithm. Therefore, the hyper-parameter selection algorithm
presented in this chapter combines the ACO approach with the AwPCSD algorithm. For a
given set of limited projection data, the algorithm is able to identify the best set of hyper-
parameters for the reconstruction using the AwPCSD algorithm from the set of initial values
of hyper-parameters as specified by the user at the beginning of the implementation.
Chapter 7: Eicient hyper-parameter calibration in Total Variation based CT
reconstruction using Freund and Shapire Hedge algorithm
In this chapter, the second hyper-parameter selection algorithm is presented, which takes the
motivation from the previously presented algorithm by considering the hyper-parameter selec-
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tion problem from a new perspective. This algorithm combines the Hedge method of Freund
and Shapire with the sequential reconstruction using the AwPCSD algorithm based on success-
ive incorporation of new projections. The hyper-parameter selection problem can be considered
as the experts problem, where each initial configuration of hyper-parameters is an expert. The
loss aer each iteration of the AwPCSD algorithm is computed as the RMSE error from the
prediction of the next projection. New projection data is then added and the algorithm pro-
ceeds to the next iteration. A probability distribution on the hyper-parameter configurations
is updated with every new projection. At the end of the implementation, the hyper-parameter
configuration with the highest probability is considered as the best set of hyper-parameters for
the reconstruction with the AwPCSD algorithm. The main result of this hyper-parameter selec-
tion algorithm is that choosing the value of hyper-parameters using the probability mass aer a
certain number of steps provides a prediction error which is almost as accurate as the prediction
error incurred by the best predictor.
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Chapter 2
Fundamentals of X-ray Computed
Tomography
The term ‘tomography’ is referred to as the process of finding a cross-sectional imaging of an
object from either transmission or reflection data collected by illuminating the object from many
dierent directions [71]. In the context of X-ray computed tomography (CT), the main goal is
to achieve accurate reconstruction of an image from its measurements or projections. An X-ray
source is located on one side as shown in the X-ray imaging seing in figure 2-1 and irradiates
an object in the middle through to a detector on the other side. The detector could be either an
X-ray film or a digital sensor. The radiation as detected by the detector is called projection data.
Then, the X-ray source and the detector move simultaneously in a circular motion to acquire
data from dierent angles [114].
Aer projection data from multiple angles are acquired, they are backprojected to retrieve
an image. The projection and backprojection are two important parts of CT reconstruction in
its simplest form. In this chapter and the next chapter, we will investigate how the image of
the cross-section of an object can be recovered from the projection data. The CT reconstruc-
tion made it possible for an internal inspection of the object without undergoing an invasive
approach.
The accuracy of the reconstruction process depends highly on the forward operator. Dif-
ferent variants of forward operators come from dierent beam geometries of the CT imaging.
Figure 2-1: X-ray imaging seing
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Figure 2-2: Parallel beam imaging geometry [143]
The main categories consist of parallel beam, fan beam and cone beam. This chapter presents
the basic fundamental of X-ray CT. Firstly, the acquisition of X-ray CT projection is explained.
Then, the computation of forward projection in 2D and 3D are presented in great details. The
chapter aims specifically at the readers who are beginners of the X-ray CT field and willing to
understand how the forward operators of 2D and 3D CT geometries are calculated.
2.1 Acquisition of X-ray CT projections
The most basic geometry of X-ray CT is parallel-beam geometry. A number of x-ray sources are
located on one side and emanate parallel rays through the object to the detectors on the other
side, as illustrated in figure 2-2.
The source-detector combination rotates through a certain angular interval and scans over
the length of the next projection and so on. This is performed to collect all projections from
dierent angles.
The acquisition process of x-ray CT projections is explained in this section. First of all, the
meaning of line integrals and how they are combined to form projections of an object are ex-
plained. According to figure 2-2, the object is modelled as a density function in the x− y plane,
f (x,y). A line integral represents the integral of some characteristic of the object along a line. In
the case of x-ray CT, the characteristic being considered is aenuation of x-ray beams as they
travel from x-ray sources through biological tissue. Each line integral is represented by the (θ ,s)
parameters. In the ideal scenario, each x-ray beam is infinitesimally very small in cross-section
for which it can be considered as a straight line. In addition, the photons are assumed to be
travelling along paths parallel to each other with no loss of beam intensity from beam diver-
gence. This approximation is used for the calculation of x-ray CT projections. The equation of
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Figure 2-3: 2D central slice theorem [143]
line representing each parallel ray as shown in figure 2-2 is defined as:
xcosθ + ysinθ = s (2.1)
A line integral of total aenuation suered along one particular beam of x-ray L as it travels











f (x,y)δ (xcosθ + ysinθ − s)dxdy (2.3)
The equation 2.3 is the Radon transform of the object f (x,y). It converts the spatial data into
frequency domain. One projection view is constituted of a set of line integrals of aenuation
coeicient, as measured on the detector for a given angle. The x-ray CT imaging system is then
rotated to the next angles to acquire multiple projection views of the object over a range of
angular orientations.
2.1.1 Central Slice Theorem
Next, the Central Slice Theorem, which is the fundamental theorem of x-ray CT is presented.
This theorem, also known as the Fourier Slice Theorem, calculates the Fourier transform of a
parallel projection of a 2D object function f (x,y) taken at angle θ . The illustration of central
slice theorem is shown in figure 2-3. The theorem states that given a projection p(s) of a 2D
object function f (x,y) at angle θ , the 1D Fourier transform P(ω) of the projection is equivalent
to a 1D profile along the radial line at the same angle of 2D Fourier transform (F(ωx,ωy)) of that
function.
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Figure 2-4: Image is reconstructed from 2D inverse Fourier transform [143]
Starting by defining the 2D Fourier transform of the object function in the polar coordinate






f (x,y)e− j2piω(xcosθ+ysinθ)dxdy (2.4)
The RHS of equation 2.4 represents the 2D Fourier Transform at a spatial frequency of (ωx
= ωcosθ , ωy = ωsinθ ). Therefore, it can be derived that
P(ω,θ) = F(ωx,ωy) = F(ωcosθ ,ωsinθ) (2.5)
If the suicient numbers of projections are taken from 0 topi radian, the 2D Fourier trans-
form F(ωx,ωy) will be collected over the entire 2D Fourier space. Each projection from each
particular angle adds a line in the Fourier space. Therefore, knowing F(ωx,ωy), the original
object function f (x,y) can be recovered by calculating the 2D inverse Fourier transform. This








However, there are some challenges in applying the direct Fourier space reconstruction by
using the central slice theorem in actual implementation. The first challenge is due to the fact
that the central slice theorem produces samples in the Fourier domain, which is not coincident
with Cartesian coordinates and requires interpolation of the samples into the Cartesian coordin-
ates. An interpolation in Fourier domain is highly sensitive, for which an interpolation of one
sample aects the appearance of the entire image aer the inverse Fourier transform [141]. An-
other challenge is the diiculties of performing targeted reconstruction to examine fine details
of a small region in the object [59]. Due to these drawbacks, the alternative implementation
to the central slice theorem is considered. The most commonly used algorithm is the Filtered
Backprojection (FBP), which is an analytic reconstruction approach. The FBP algorithm recon-
structs an image based on the principal of central slice theorem. More detail of the FBP method
is presented in the chapter 3, along with other types of reconstruction algorithms.
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2.2 Forward Projection of two-dimensional CT
Reconstruction of line integral measurements of x-ray CT depends heavily on the forward oper-
ators, which are the models for the acquisition process. The computation of forward projection
is the major building block of the image reconstruction algorithms. It is necessary to have an
understanding of how the forward projection is calculated, in order to develop x-ray CT image
reconstruction algorithms.
This section explains the acquisition of 2D forward projection in details. It aims at the be-
ginners of the CT reconstruction field to be able to understand how the forward projection is
formed step-by-step, in terms of system geometries and programming codes. The accuracy of
weighting factors in the system matrix A of the system of simultaneous linear equations, as
expressed in equation 1.1, is very important for the final solution. The simulation of forward
projection in this chapter is based on Siddon’s ray-driven projection approach [119] [61], which
traverses each individual ray through the voxel volume to accumulate the line-integration val-
ues. The system matrix A is constructed based on the computation of the ray-voxel intersection.
Each element of matrix A contains the length of intersection between a straight path and ima-
ging voxel multiplied by the voxel value. Dierent methods to compute and assign the elements
of the matrix A are investigated in this chapter. The main tool used to study and implement
forward projection is MATLAB, by following some existing programming codes available from
dierent sources.
2.2.1 Parallel-beam geometry
A simple illustration of intersections between parallel rays and an object in one particular angle
is shown in figure 2-5. In the this section, the way the existing soware, the Algebraic Iterative
Reconstruction (AIR) tools, computes the parallel-beam forward projection is first presented.
Then, a slightly modified approach using a ray-casting technique is explained in details later on.
Parallel-beam forward projection from Algebraic Iterative Reconstruction (AIR) tools
The first existing soware to compute parallel-beam forward projection is Algebraic Iterative Re-
construction (AIR) tools, which is the MATLAB package for Algebraic Reconstruction Techniques
proposed by Per Christian Hansen and Maria Saxild-Hansen [56]. There are three tomography
test problems introduced in the soware package: parallel and fan beam tomography and seis-
mic tomography. In this section, the parallel beam tomography forward projection acquisition
is studied.
In order to apply the parallel beam test problem from the AIR tool soware package to
algebraic reconstruction methods, we need a formulation of a linear system according to the
algebraic model as expressed in equation 1.1.
An object being irradiated by the parallel beam is called a domain. The user can specify the
number of discretisation intervals, N, in each dimension such that the domain consists of N2
cells. Each element of the domain is numbered from 1 to N2 starting from the upper le corner
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Figure 2-5: An illustration of parallel beam x-ray passing through a plane of an object containing
36 pixels (from x1 at the top le corner to x36 at the boom right corner). For a particular angle
shown in the figure, there are 8 parallel rays passing dierent pixels of the object with dierent
intersection lengths. A range of colours shown in the figure represent examples of dierent
densities of components within the object. [72]
running along the columns to the lower right corner as illustrated in figure 2-5. Each element j
is assigned a value x j, which is an average of linear aenuation coeicient within the j′th cell.
Therefore, the vector x is a discretised version of the real linear aenuation coeicient.
Considering ray i in figure 2-5, this ray originates from a source and passes through numbers
of cells in the domain in dierent portions. The length of intersection of the i′th ray through the
cell j is defined as aij. The element aij is assigned to 0, if the ray i does not pass through the cell
j. The user can choose to specify the desired number of parallel rays and a range of angles θ in
degrees. The sources are then rotated around the object domain in dierent angles θ to cover
the whole object for a beer representation.
Let us assume that the object domain of the system under study is divided into 50 parts of
unit length in each dimension, i.e. N = 50. Thus, the domain consists of 502 cells. The range of
angles is specified as 0◦ to 179◦ with 1◦ increment. This means that there are 180 angles being
determined and number of parallel rays for each angle is 75 rays.






A multiplication of the number of discretisation intervals (N) with
√
2 is suggested as a de-
fault option by the AIR toolbox, in order to ensure that the whole object is within the view of
the rays. The starting coordinates for all 75 parallel rays at the first angle are defined by gener-
ating 75 points which are linearly equally spaced between−d2 =−35.3553 and d2 = 35.3553, as
illustrated in figure 2-6.
Fiy one constant lines are drawn within the object domain for each unit cell, starting from
x = −25 upto x = 25 in x direction and y = −25 upto y = 25 in y direction. The illustration of
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Figure 2-6: An illustration of starting coordinates for 75 parallel rays of parallel-beam forward
projection using AIR tools. The figure shows starting coordinates at the first angle (0◦) by gener-
ating 75 points equally spaced between -35.3553 and 35.3553 to cover the distance in the domain
from the first ray to the last ray of 70.7107.
all the lines in the object domain is shown in figure 2-7.
A set of parallel rays is rotated over 180 angles around the domain. To carry out a rotation,
the starting points as defined in figure 2-6 are first wrien as a vector and multiplied by a rotation













where (x′,y′) are the coordinates of the points aer rotation.
This is repeated over all angles. In each angle, the coordinates of the points aer rotating for
θ degree are used as the starting points of the rays for the current angle. The direction vectors
are defined for all 75 rays corresponding to the current angle as follows.
a=−sinθ (2.9)
b= cosθ (2.10)
where a is the direction vector for x coordinates, b is the direction vector for y coordinates,
and θ is the current angle. These direction vectors are used to define the parametrisation of the
line to obtain the intersections between parallel rays and lines in the object domain later on.
In each one particular angle, we loop over the set of parallel rays to find the coordinates of
the intersections between each ray with the object lines. An illustration of how the parallel rays
intersect with the object lines in one particular angle is shown in figure 2-8.
In order to obtain the coordinates of intersections along each parallel ray, we use the para-
metrisation of line, as briefly explained here. According to Paul Dawkins’ Online Math Notes
[32], the parametric form of equation of a line can be defined, as shown in figure 2-9. This form
allows us to find out any points on the lines. Suppose that an arbitrary point on the line in 3D is
known to be P0 = (x0,y0,z0). A vector,~v=< a,b,c>, is some vector that is parallel to the line.
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Figure 2-7: An illustration of an object domain for the parallel-beam forward projection using
AIR tools. The object domain of the system under study is divided into 50 parts of unit length
in each dimension. Thus, the domain consists of 502 cells. Fiy one constant lines are drawn in
x and y dimensions, starting from x=−25 to x= 25 and y=−25 to y= 25, respectively.
Figure 2-8: Parallel rays intersect with the object domain at one particular angle.
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Figure 2-9: A simple sketch for the parametrisation of line [32].
The task is to find a point P= (x,y,z), which is any point on the line.
Let ~r0 and~r be position vectors for points P0 and P, respectively. And~a is a vector represent-
ing ~P0P. By simple vector arithmetic, we can say that~r = ~r0+~a from the sketch in figure 2-9.





= (x0,y0,z0)+ t < a,b,c>
< x,y,z> = < x0+ ta,y0+ tb,z0+ tc>
The parametric form of the equation of a line can then be defined as:
x= x0+ ta (2.11)
y= y0+ tb (2.12)
z= z0+ tc (2.13)
In order to obtain coordinates of a point on the line, the parameter t is chosen and substi-













where tx, ty and tz are for x, y and z directions, respectively, x, y, z are coordinates of any points
on the ray, x0, y0, z0 are coordinates of the starting points of the ray and a, b, c are direction
vectors. Equation 2.14 is called ‘Symmetric equations of the line’.
The principle of parametrisation of line explained so far is for 3D. Since the system under de-
termine is 2D, only two equations for x and y dimensions are needed in this case. From equation
2.14, x and y coordinates of intersections between parallel rays and object lines can be determ-
ined using the following equations:
x= a× tx+ x0 (2.15)
y= b× ty+ y0 (2.16)
All the coordinates of the intersections between parallel rays and object lines can be obtained
by using the equations 2.15 and 2.16, looping over each angle and each ray.





where dx and dy are dierences of x and y coordinates in an arbitrary cell that a ray passes
through. These distances are substituted into a system matrix A at the corresponding x and y
coordinates of the object.
Parallel-beam forward projection method using a ray-casting technique
This method is slightly modified from the previous section by using ray-casting technique to
create the weight matrix. The ray-casting technique looks into each parallel ray and computes
the intersections between the ray and the object.
The method to create the weight matrix using coordinates approach is introduced in [128].
Its implementation is explained in details here. First of all, the equation of line as expressed in
equation 2.1 is revisited again with dierent notation tk, instead of s, on the RHS:
xcosθ + ysinθ = tk (2.18)
The variable tk represents a perpendicular distance of a straight line with respect to the
line passing through the origin. For example, the equation 2.18 with tk equals to 0 represents a
straight line through the origin, making an angle θ to the x axis. A new line can be defined with
dierent value of tk. The parallel rays are simulated using this approach, as illustrated in figure
2-10.
In order to create the weight matrix using this approach, we loop over every projection
angle and compute the value of tk for each ray using equation 2.18, by substituting the x and y
coordinates for each pixel of the object domain. Aer calculating these distances for each ray,
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Figure 2-10: The parallel rays are simulated with dierent values of tk
we can now determine which pixels of the object domain are contained in which ray. This is
derived from the fact that, for one particular ray, the value of tk calculated from the pixels of the
object domain that this ray passing through should be similar. Figure 2-11 illustrates how this
approach works for one particular case of 3×3 pixels domain in the projection angle of 45◦ .
According to figure 2-11, the coordinates of each pixel of the object domain as shown in
figure 2-11(a) are substituted in equation 2.18 to calculate values of t . We can see that pixels in
the same direction of one particular ray have the same values of t . Using this knowledge, the
weight matrix can be constructed by adding proper value to the correct cell of the matrix.
For each projection angle, we compute the values of t in every pixels and loop over each ray
to search for similar value of t . Then, the values of 1 are added to the corresponding elements
of weight matrix representing the positions of these pixels. This approach makes it possible to
identify which pixels in the object domain that the ray passing through and correctly assign
the value to the corresponding elements of the weight matrix. The process is repeated for every
parallel rays in every projection angles to achieve the complete system matrix A.
2.2.2 Fan-beam geometry
In this section, we move on to another type of 2D forward projection in CT which is called
fan-beam CT. In fan-beam geometry, a point source irradiates an object with a fan-shaped x-
ray beam. A bank of detectors is located on the other side to simultaneously detect all the
measurements in one fan. Then, the source and the entire bank of detectors are rotated together
to generate the next projections and so on [72]. Figure 2-12 compares a fan-beam imaging
geometry and parallel-beam imaging geometry.
The method used to study fan-beam CT forward projection is extended from the methods
described in parallel-beam section. One snapshot from the programming codes showing how
the fan-beam CT intersects with the object domain at one particular angle is shown in figure
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Figure 2-11: Illustration of parallel beam at one particular angle (45◦); (a) Coordinates of pixels,
(b) Values of t calculated using equation 2.18
Figure 2-12: Comparison of the parallel-beam and the fan-beam imaging geometries [143]
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XY
Figure 2-13: Intersection of fan-beam CT with the object domain at one particular angle.
2-13.
The weight matrix for fan-beam CT forward projection is created using the same method as
a ray-casting technique for parallel-beam geometry. For each projection angle, values of tk are
computed for each ray using equation 2.18 by substituting the x and y coordinates of pixels. The
similar values of tk are searched. Then, the values of 1 are added to the corresponding elements
of weight matrix that represent the positions of these pixels in the object domain.
2.3 Forward Projection of three-dimensional CT
This section presents the forward projection of three-dimensional CT; cone-beam imaging geo-
metry. As opposed to 2D imaging, the benefit of cone-beam CT (CBCT) is volumetric visualisa-
tion of the object. An x-ray point source emanates cone-shaped radiation to irradiate an object.
On the opposite side, a two-dimensional detector is located to measure the x-ray flux aer be-
ing aenuated by the object [116]. An acquisition of a 2D projection is illustrated in figure 2-14.
The source and detector plane rotates around the object in circular motion to collect all the
projections.
CBCT have many advantages over fan-beam and parallel beam CT [93]. Firstly, it is very
dose-eicient because the emied x-rays are utilised more. Instead of 1D projection, the x-rays
yield a 2D projection for each angle. Secondly, motion artefacts from patient movement are less
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Figure 2-14: Acquisition of cone-beam CT projection [72]
aected because the data acquisition time is much shorter than that of the fan-beam CT [114],
[140]. With the cone-beam CT imaging, the projections are measured through the entire object
in the time it would take to measure a single slice using 2D geometries. However, the advantages
come at the cost of a more complex implementation. A weight matrix for cone-beam imaging
geometry requires massive space to store the values computed from the intersections of cone-
beam with the voxel of an object.
For an in-depth understanding of CBCT forward projection, two matrix-based approaches
are studied in this section.
Cone-beam forward projection from Tomography Image Reconstruction Soware (TIRS)
The TIRS soware is developed by researchers in our research group at Engineering Tomography
Lab, University of Bath. The implementation of the soware package is explained step-by-step
in this section. The diagram of the CBCT imaging geometry is shown in the figure 2-15.
First of all, the parameters for CBCT geometry need to be defined. Some of these parameters
are annotated in figure 2-15. The rest are presented as following:
• Number of acquired projections
• Number of reconstruction projections
• Scale factor
• Scan angle
• Source data path
• Start angle
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Figure 2-15: The diagram of the CBCT imaging geometry.
Next, the transform matrices from object space to projection space for all projections are
computed from the cone-beam parameters.
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Where x,y,z are coordinates in x,y,z dimensions.
• Perspective transform, perspective plane at distance f in z dimension
R=

f 0 0 0
0 f 0 0
0 0 1 0
0 0 −1 0

Next step, the system matrix is computed. Two inputs required for the function to compute
the system matrix are transform matrix for each projection from the previous step and parameter
structure. The output is the system matrix obtained for each projection. Then, these matrices
are concatenated to form one system matrix A for all projections.
Firstly, the boundaries for x, y and z dimensions are defined. Empty matrices are pre-
allocated to create a sparse matrix at the end. The soware then loops over the size of detector
in both u and v dimensions to find intersections in y and z for all x planes, intersections in x and
z for all y planes and intersections in x and y for all z planes.
Coordinates of intersections are combined and sorted. The reference points are calculated by
multiplying the dierence between maximum and minimum coordinates with the scale factor
parameter and normalise the term. Then, the row of coordinates are sorted again according
to the distance from the reference points. The system matrix for each projection is created by
allocating values of distance between coordinates according to coordinates’ rows and columns
in the object domain.
A forward projection is computed by multiplying the system matrix A with the object x, e.g.
the thorax phantom as shown in figure 2-16. In this example, the size of an object is 256×256×
256 voxels and the detector’s size is 512×512 pixels. The computed forward projection at angle
0◦ using the system matrix obtained from this method is shown in figure 2-17.
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Figure 2-16: Three cross-sectional slices of the thorax phantom sized 256×256×256 voxels.
Figure 2-17: The forward projection at angle 0◦ of the thorax phantom sized 256× 256× 256
voxels on the detector sized 512×512 pixels
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Cone-beam forward projection based on a ray-tracing method
Aer several approaches to acquire forward projection in both 2D and 3D CT are studied, this
method is created to ensure a solid understanding of the forward projection from CBCT, re-
garding a system geometry and a formation of system matrix A. The method is developed based
on the ray-tracing forward projection [149], [94]. The detailed explanation of each process is
presented in this section.
The parameters are first defined, in the same way as the previous method. These parameters
are:
• Voxel size of object in x,y and z directions
• Real size of each object voxel in millimetres
• Real size of object in millimetres
• Pixel size of detector in u and v directions
• Real size of each detector pixel in millimetres
• Real size of detector in millimetres
• Source to detector distance in millimetres
• Source to object distance in millimetres
• Projection angle in degree
• Oset (in millimetres) of the object’s centre from the origin point
• Oset (in millimetres) of the detector’s centre in y and z axis (oset in x axis is specified
by source to detector distance )
In a toy example of this study, the object is a cube with voxel size of 64×64×64 pixels. Its real
size is 256×256×256mm3. The detector size is 128×128 pixels with real size of 512×512mm2.
The CBCT system geometry being studied follows the diagram as shown in figure 2-15. The
origin of X ,Y,Z coordinates is at the centre of the cube object. The source-to-object distance is
defined to be 1000 mm. So, the X-ray source is located at (1000,0,0) on the X axis. While the
source-to-detector distance is defined to be 1536 mm, the detector is then situated at (−536,0,0)
along the X axis, on the other side of the object.
Then, the next step is to find physical position of each detector element with reference to
X ,Y,Z coordinate system, i.e. finding real positions of the middle of detector pixel starting from
the first pixel in the top le corner to the last pixel in the boom right corner. An illustration
how this function works is shown in figure 2-18. As mentioned earlier, the centre of detector
plane is located at coordinate (−536,0,0). The physical size of detector is 512×512mm2 where
the size of each element is 4×4 mm2. The position of each detector element in X ,Y and Z axes
of coordinates is then calculated accordingly from the first to the last element.
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Figure 2-18: Physical positions (x,y,z coordinates) of detector elements.
This process also takes into account multiple projection angles by multiplying each coordin-
ate with a rotation matrix about Z-axis as follows.
Rz(θ) =
 cosθ −sinθ 0sinθ cosθ 0
0 0 1

In CBCT, the ray emanates from the x-ray point source passing through the object to reach
the detector plane on the other side. In order to simulate this, a ray is defined as a straight line
originating from the x-ray source and ends at a detector element. This is repeated for the whole
set of cone-beam geometry starting from the first ray, which ends at the first detector’s element
(top-le corner). The last ray is the one that ends at the last detector’s element (boom-right
corner). The number of rays equals to the number of detector’s elements, i.e. 128×128= 16,384
rays, for this example.
The parametric forms of the equation of a line, as defined in equations 2.11,2.12,2.13, are
used to simulate the rays. Also, the equations are used to find intersection points between each
particular ray and the object by calculating any points that satisfy the equations of line.
To implement this, we start by considering the boundary of the object along the x axis. As
an example in this study, the size of the object is 256×256×256mm3. Thus, the range of object
boundary along the x axis is defined from x=−128 to x= 128 with increment of 4 (size of each
voxel element), as illustrated in figure 2-19.





The direction vector a is calculated by subtracting between the position of detector element
and position of the x-ray source in x coordinates. Therefore, we use the equation 2.19 to compute
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Figure 2-19: The range of object boundary along the x axis
Figure 2-20: The ranges of object boundaries along y and z axes
the parameter tx.
Next, we want to find the corresponding values of y and z coordinates for the intersection
points from the specified values of x. These can be obtained by substituting tx into parametric
forms of equations of line for y and z dimensions, as defined in 2.12,2.13, respectively.
So far, we already have intersection points between the rays and the object boundaries along
x axis. This process is repeated for the y and z axes, as illustrated in figure 2-20. In the same
way as the parameter tx, parameters ty and tz are computed using equation 2.19 but replacing
RHS to be the variables of y and z accordingly. Then, the corresponding values of x and z for the
intersection points are computed using ty, as well as the corresponding values of x and y using
tz.
At this stage, all the intersection coordinates x,y,z between the rays and the object domain
are collected. Figure 2-21 illustrates the cone-beam system in this study, showing the trajectory
of each ray from the point source through the object to the detector elements. Values of para-
meters tx, ty, tz computed from each ray that intersects with each voxel boundary in x,y and z
dimensions are also collected.
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(a) Intersection coordinates are sorted from the first ray starting from the point source and ending at the
first detector element at the top le corner.
(b) Intersection coordinates are running through each detector element until the last one at the boom
right corner.
Figure 2-21: An illustration of the cone-beam system in this study showing the trajectory of each
ray from the point source through the object to the detector elements.
Then, the values of t are sorted from minimum to maximum in each ray. The intersection
coordinates are then sorted accordingly.
The system matrix A is computed based on the intersection coordinates which have been
found so far. The number of rows for the matrix A equals to number of rays multiplied with
number of projections. The number of columns equals to number of object’s voxels which rep-
resents the index location of each element.
Figure 2-22 illustrates the index of the voxel in the example of this study, which specifies the
location where one particular ray intersects with the object. The number of voxel is 64×64×64
which equals to 262,144 voxels in total. The order of voxel’s index starts from the first one in
the upper le corner of the cube, running along every columns in the first row and then moving
on to the next row and so on. When the first plane of voxels is finished, the index continues
counting in the same paern in the second plane and so on until the it reaches the last index in
the lower right corner of the last plane.
Next, the length of intersection of the ray with the voxel is computed as the Euclidean dis-
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Figure 2-22: Index of the voxel starting from 1 in the upper le corner of the first plane to
64×64×64 in the lower right corner of the last plane
Figure 2-23: Length of intersection of one particular ray with the image voxels
tance between adjacent intersection points using the equation :
distance=
√
(x1− x2)2+(y1− y2)2+(z1− z2)2 (2.20)
These intersection lengths are filled in the elements of the system matrix A, starting from
the first row which stores the intersection lengths between the first ray with the object voxels. If
there is no intersections, the matrix element is input the value of 0. Otherwise, the intersection
lengths are stored at the corresponding voxel’s location, i.e. corresponding column of the matrix.
An example of one particular ray is shown in figure 2-23. This process is repeated for every ray
to collect all the intersection lengths between cone-beam and the object voxels.
In the same way as the previous method, a forward projection is computed by multiplying
the system matrix A computed using this method with the thorax phantom as an object x. The
size of an object is 128× 128× 128 voxels and the detector size is 256× 256 pixels. Forward
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Figure 2-24: Forward projection of the thorax phantom sized 128× 128× 128 voxels on the
detector sized 256×256 pixels at projection angle 0◦.
projections for angles 0◦ and 90◦ are computed and shown in figures 2-24 and 2-25, respectively.
2.4 Summary
This chapter presents an acquisition process of x-ray CT projections. The definition of line in-
tegral as well as the Central Slice Theorem are explained. The highlight of this chapter is the
detailed explanation of how the forward projection is calculated, specifically how the elements
of matrix A are computed based on the ray-voxel intersection. Dierent ways to compute for-
ward projections for 2D CT including parallel-beam and fan-beam and 3D cone-beam imaging
geometry, which is the main focus of the works in this thesis are explained.
Although the system matrix A is accurately created using the methods as explained in this
chapter, the size of the matrix can be relatively massive, as one column represents each pixel of
the image and one row for each ray. This is particularly true for 3D images. For example, in a
typical real-world scenario, the size of 3D volume is 2048× 2048× 2048with 1024 projections of
the detector size 2048× 2048. The size of the system matrix in this example is massive, with the
number of non-zero elements approximately 8×1012. Thus, storing matrix A is oen infeasible.
Fortunately, the matrix A is rarely used as a single matrix in the iterative algorithms. Instead,
the matrix-vector multiplication forms are computed, namely Ax and ATb. The projection (Ax)
represents an integral of image over the straight x-ray paths to the detector. The backprojec-
tion (ATb) represents the smearing of the detector data over the image following the straight
paths back to the direction of the source. With the nature of these 2 matrix-vector multiplica-
tion forms, it is possible to compute and accelerate them using graphic processing unit (GPU)
computing since the parallelism is the important key feature of GPU. The GPU accelerated pro-
jection and backprojection make it possible to implement and develop iterative algorithms with
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Figure 2-25: Forward projection of the thorax phantom sized 128× 128× 128 voxels on the
detector sized 256×256 pixels at projection angle 90◦.
high computational eiciency within a practical time frame.
There are several advanced toolboxes available that include a number of iterative recon-
struction algorithms and GPU-accelerated forward and back-projection operators such as AS-
TRA [127], RTK [109] and 3D CB CT MATLAB [74]. Among these toolboxes, ASTRA and RTK
are the ones that are most complete. However, for the purpose of developing new algorithms,
these toolboxes are less suitable to work with because of their infrastructure in low-level pro-
gramming language. Instead, the Tomographic Iterative GPU-based Reconstruction (TIGRE)
toolbox proposed by Biguri et al [9] is a beer alternative for developing new algorithms. It is a
MATLAB-CUDA toolbox which oers a modular, geometrically flexible and easy to use toolbox
for cone and parallel beam CT with GPU acceleration. Numerous CT reconstruction algorithms
are available in the TIGRE toolbox, as well as GPU accelerated Ax and ATb.
The comparisons of some existing iterative algorithms in this thesis employed fundamental
algorithms available in the TIGRE toolbox. The development of new algorithms, later on in this
thesis, is based on GPU accelerated projection and backprojection available in this toolbox.
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Chapter 3
X-ray CT image reconstruction
algorithms
Aer the x-ray CT projections from multiple views are obtained, another important part of CT
reconstruction is the backprojection process to retrieve an image. The backprojection process
distributes the projection data back along the same path that the projection data were formed.
The equal intensity of projection data in one angle is smeared back evenly along the path, on
to the imaging grid. This process is repeated for all angles. Aer this process, the result of
backprojection is not quite similar to the original image. Instead, it is an original image with
blurring eect, especially around the centre of the imaging grid. This results from the excess
intensities adding up when the projection data are smeared back in all angles.
The filtering process is then implemented to get rid of the blurring eect of backprojection.
The projection data is filtered first before being backprojected along the same path. As a result,
the blurring eect is reduced and the result image is more clear. This reconstruction algorithm
is called Filtered Backprojection (FBP) algorithm, which is explained in more detail in the next
section.
This chapter explains a variety of image reconstruction algorithm, which is a mathematical
process that dissolves the blurring eect and produces a non-overlapped image of the original
image.
Generally, there are two mains categories of image reconstruction algorithms; analytical and
iterative reconstruction algorithms. The implementations, as well as advantages and disadvant-
ages of these algorithms are discussed in this chapter.
3.1 Filtered backprojection (FBP)
The most common approach used in CT reconstruction is FBP algorithm, which is based on
the Central Slice Theorem. Referring to figure 2-4 in the previous chapter, the central region
of the Fourier space represents low frequencies components. It can be seen from the figure
that there is a high density building up around the origin of the Fourier space, which causes
the blurring eect as mentioned earlier. The mathematical filters can be used to eliminate this
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eect. The Fourier transform P(ω,θ) of the projection data is multiplied by |ω|, which is ramp
filter transfer function before implementing inverse Fourier transform. Aer the projection data
is filtered, they are backprojected to obtain the exact original image f (x,y).
FBP algorithm can be implemented by following the steps below:
(1) Compute the 1D Fourier transform of the projection data p(s,θ) to obtain P(ω,θ)
(2a) Multiply the Fourier transform P(ω,θ) with a ramp filter |ω| to obtain Q(ω,θ)
Q(ω,θ) = P(ω,θ)×H(ω)
Then, compute the 1D inverse Fourier transform to obtain q(s,θ)
(2b) Equivalently, instead of multiplication in the ω domain, the convolution in s domain
can be implemented to obtain the ramp-filtered data q(s,θ)
q(s,θ) = p(s,θ)∗h(s)
(3) Backproject the filtered data to obtain reconstructed image f (x,y)


















q(xcosθ + ysinθ ,θ)dθ (3.3)
An approximation of the 3D FBP algorithm is called the FDK algorithm, named aer Feldkamp,
Davis and Kress from their work proposed in [44]. The FDK algorithm is the predominant al-
gorithm used in most of the commercial CT reconstruction sowares for both medical and indus-
trial applications. This is due to its small computational power required for the implementation.
In the scenario where it is possible to take a complete set of projections from all around the
object, the accurate reconstruction can be obtained from the FDK algorithm.
However, in cases where the available projection data are limited due to many constraints
such as scaning geometry, radiation exposure or imaging hardware, the FDK algorithm performs
less eicient and oen produces result image with severe artefacts [62].
When the projection data is sparse, the reconstruction problem is extremely ill-posed, or
sensitive to measurement noise [31], [82]. Theoretically, an accurate reconstruction from sparse
projection data is possible [96]. However, a priori information on the image is required to obtain
a good quality reconstruction.
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3.2 Iterative algebraic reconstruction algorithms
As an alternative to FDK algorithm, iterative algebraic reconstruction algorithms are used. The
reconstruction algorithms in this category are capable of handling undersampled data and gen-
erate reconstructed images with higher quality.





amnxn = bm+ e (3.4)
where x∈RN is a vector representing an N dimensional image voxel in lexicographical order
(n = 1,2, ...,N), b ∈ RM is the measured data from M measurements (m = 1,2, ...,M), e is the
additive noise associated with the measurement and amn is the weighting factor representing
the contribution that the nth image voxel has to the mth line integral. The majority of amn values
will be zero as only a small number of image voxel contribute to a give ray-sum.
An iterative algorithm can be considered as a closed-loop process. In each iteration, the
algorithm starts with an initialised/estimated image. Then, a projection is computed from the
image and compared with the measured projection data. The discrepancy between the estim-
ated and measured projection data is used to update the estimated image for the next iteration.
The process is repeated iteratively until the image with the desired properties is achieved. In
addition, with the iterative algorithms, it is possible to incorporate prior information about the
image into consideration. Some traditional iterative algorithms are discussed in the following
sections.
3.2.1 Algebraic Reconstruction Technique (ART)
One of the most frequently used methods among the iterative type algorithms is the method
proposed by Kaczmarz [70], also known as the Algebraic Reconstruction Technique (ART) [52].
This algorithm is a projection-based algorithm aiming to solve for the solution that represents
the closest approximation to the object function from the available projections [92]. For the ART







where λ is a relaxation parameter, m is the iteration index. The term∑Nn=1 xk−1n amn represents
the computed ray-sum for the mth ray based on the (k−1)th solution for the estimated image.












represents the correction term which is computed by calculating the dierence between the
measured projection data and the computed projection from the estimated image. The dier-
ence is normalised by∑Ni=1 a2mn. Then, this value is multiplied with the weight amn. The correction
term is then assigned to all the image cells in the mth ray. For the ART algorithm, the reconstruc-
tion grid needs to be sequentially updated on a ray-by-ray basis. The ART algorithm updates
the nth imaging voxel using the mth equation.
The pseudo code of the ART algorithm is shown in Algorithm 1
Algorithm 1: Algebraic Reconstruction Technique (ART)
1 Initialisation ;
2 x0 : an initial image in RN ;
3 λ : relaxation parameter;
4 End of initialisation step;
5 while convergence not reached do
6 xk,0n = x0;









11 xk+1n = x
k,M
n ;
12 Until a stopping criterion is met
13 end while
Generally, in practical application, the size of the system matrix A is massive. Thus, updating
an image on a ray-to-ray basis is not practical and is a main disadvantage of the ART algorithm.
In addition, it was observed by Anderson and Kak in [4] that there is a striping eect occurs when
using ART method due to the updating of the reconstruction grid for every ray. This leads to
the implementation of the next algorithm, the Simultaneous Iterative Reconstruction Technique
(SIRT).
3.2.2 Simultaneous Iterative Reconstruction Technique (SIRT)
The SIRT algorithm is proposed to address the erroneous reconstruction as found from using the
ART algorithm [48]. The SIRT algorithm updates the reconstruction grid using all the data in
the measurement simultaneously. It goes through all the equations and updates the nth imaging
voxel at the end of each iteration using the average value of all the computed changes for that
imaging voxel.
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where Mn is number of non-zero elements in the column vector an. The correction terms
are accumulated for each voxel and the reconstruction grid is only updated aer each iteration.
Each iteration is then just a single update of the image. The pseudo code of the SIRT algorithm
is shown in Algorithm 2
Algorithm 2: Simultaneous Iterative Reconstruction Technique (SIRT)
1 Initialisation ;
2 x0 : an initial image in RN ;
3 λ : relaxation parameter;
4 Mn : number of non-zero elements in the column vector an;
5 End of initialisation step;
6 while convergence not reached do
7 xk,0n = x0;
8 ∆xk,0n = 0;





11 ∆xk,m+1n = ∆xk,mn +∆xk,m−1n ;
12 end for





14 Until a stopping criterion is met
15 end while
The SIRT algorithm can suppress the noise artefacts, which results in beer reconstruction.
However, the problem with the algorithm is the long time it needs for convergence. This leads to
a development of Simultaneous Algebraic Reconstruction Techniques (SART), which is a middle
ground between ART and SIRT algorithms.
3.2.3 Simultaneous Algebraic Reconstruction Technique (SART)
The SART algorithm is developed by Anderson and Kak [4]. The correction terms are computed
using simultaneously all data from each x-ray projection, in the same way as the SIRT algorithm.
However, the reconstruction grid is updated for each single voxel using an accumulated correc-
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where Mp is total number of rays in one particular angle, M =Mp× p and p is number of
projections.
The pseudo code of the SART algorithm is shown in Algorithm 3
Algorithm 3: Simultaneous Algebraic Reconstruction Technique (SART)
1 Initialisation ;
2 x0 : an initial image in RN ;
3 λ : relaxation parameter;
4 End of initialisation step;
5 while convergence not reached do
6 xk,0n = x0;














11 Until a stopping criterion is met
12 end while
The SART algorithm can be expressed in another format as:
x(k) = x(k−1)+λV−1ATW (b−Ax(k−1)) (3.12)
• V is diagonal with nth diagonal element : Vnn = ∑Mm=1 |Amn|
• W is diagonal with mth diagonal element Wmm = 1∑Nn=1 |Amn|
Another variant of SART is Ordered Subsets-SART (OS-SART) [19], [130], where the update
of the reconstruction grid is done using block-based methods. The projection data is divided
into groups or subsets. The update is performed for each subset, instead of the complete set of
available projections. The idea of implementing ordered subsets (OS) to reduce the reconstruc-
tion times was originally proposed for emission tomography in [75], [60]. Later on, the idea was
transferred to transmission methods in [85]. The general form of the OS-SART algorithm is:
x(k) = x(k−1)+λV−1[A(β )]T [W (β )]([b(β )]− [A(β )]x(k−1)) (3.13)
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• W (β ) is diagonal with mth diagonal element: [W (β )]mm = 1∑Nn=1 |Amn(β )|






 ∈ RM,bβ ∈ RMβ ,β ∈ [1,B] and M = ∑Bβ=1Mβ






 ∈ RM×N ,Aβ ∈ RMβ×N
The pseudo code of the OS-SART algorithm is shown in Algorithm 4
Algorithm 4: Ordered Subsets Simultaneous Algebraic Reconstruction Technique (OS-
SART)
1 Initialisation ;
2 x0 : an initial image in RN ;
3 λ : relaxation parameter;
4 End of initialisation step;
5 while convergence not reached do
6 xk,0n = x0;














11 Until a stopping criterion is met
12 end while
In summary, all ART-based methods perform beer than the analytical approach with sparse
data and irregular sampling of projection acquisition [7]. This is because the analytical approach
such as FBP algorithm assumes a continuum of acquisition positions, while the ART-based meth-
ods model the geometry of the acquisition process beer.
3.2.4 Conjugate Gradient Least Squares (CGLS)
The CGLS is a well-known and standard tool for finding the least squares solution, x∗, for the
sparse systems of equations with a symmetric, positive definite coeicient matrix [10], [55].
x∗ = min||Ax−b||2 sub ject to x ∈ κk(ATA,ATb) (3.14)
where κk(ATA,ATb) is the Krylov subspace associated with the normal equations:
ATAx= ATb (3.15)
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The CGLS algorithm performs i steps of the conjugate gradient algorithm, which is applied
implicitly to the normal equations. In each step, the algorithm minimises the next biggest ei-
genvector of the residual of the normal equations’ 2-norm. As a result, the CGLS algorithm
converges very fast when comparing to other iterative methods [77]. The pseudo code of the
CGLS algorithm is presented in Algorithm 5.
Algorithm 5: Conjugate Gradient Least Squares (CGLS)
1 Initialisation ;
2 x0 : an initial image;
3 r0 = b−Ax0;
4 p0 = AT r0;
5 ψ = ||A
T r0||2
Ap0||2 ;
6 End of initialisation step;
7 while convergence not reached do
8 for k=1:i do
9 r(k) = r(k−1)−ψ(k−1)Ap(k−1) ;
10 β (k−1) = ||A
T r(k)||2
AT r(k−1)||2 ;
11 p(k) = AT r(k)+β (k−1)p(k−1);
12 ψ(k) = ||A
T r(k)||2
Ap(k)||2 ;
13 x(k) = x(k−1)+ψ(k−1)p(k−1);
14 end for
15 Until a stopping criterion is met
16 end while
However, there is some loss of accuracy due to the implicit use of the cross-product ATA. In
addition, the CG type methods such as LSQR [100] require storing the whole weighting matrix
A before the actual calculation, which make the methods of this type rarely used in the CBCT
reconstruction because the usual size of the matrix A for CBCT is extremely large.
3.3 Convergence study between SIRT, SART, OS-SART and CGLS
algorithms
In this section, the convergence and computational time of the 4 iterative algorithms explained
earlier are compared. The test was performed using the synthetic dataset from the XCAT phantom
[115]. The voxel size of the data is 1283 and the detector size is 2562. The number of projection
angles of the data set is 100 projection views, uniformly distributed over 360◦. The testing com-
puter is an Intel Core i7-4930K CPU@3.40GHz with 32 GB RAM and GPU: NVDIA GeForce GT
610. These algorithms being tested are derived from the TIGRE toolbox: a MATLAB-GPU tool-
box for CBCT image reconstruction [9]. The maximum number of iteration for each algorithm
is set at 1,000 iterations.
Figure 3-1 shows the normalised residual of the reconstructed images from 4 algorithms
for each iteration until the algorithms finish their implementation. The normalised residual is
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Figure 3-1: The normalised residual of the reconstructed images from SART, CGLS, SIRT and OS-
SART algorithms. The normalised residual was computed and presented per iteration until the
algorithms stopped their implementation. The SART, CGLS and OS-SART algorithms stopped
due to divergence at iteration number 16,21 and 291, respectively. The SIRT algorithm stopped
at the maximum number of iteration.
computed following the equation.
||Ax−b||2
||b||2
According to figure 3-1, the SART, CGLS and OS-SART algorithms stopped due to diver-
gence at iteration number 16,21 and 291, respectively. The SART algorithm stopped when the
maximum number of iteration is reached. Comparing the computational time taken for one
iteration of each algorithm, SART algorithm takes the longest time per iteration, i.e. ≈ 3.5
seconds. OS-SART algorithm takes ≈ 0.5 seconds/iteration. SIRT and CGLS algorithms take
≈ 0.3 seconds/iteration. It is worth noting that the computational time presented in this con-
vergence study is based on the seing and power of the computer using in the experiments
as mentioned earlier. Dierent versions of TIGRE toolbox can also have some eects on the
computational time.
Although the normalised residual of SART algorithm is the lowest among others, the com-
putational time per iteration is the longest. The SIRT algorithm takes the shortest time per
iteration, but it is very slow to converge to the same level of the residual as those of the SART
and OS-SART algorithms. As a middle ground, the OS-SART algorithm converges to approxim-
ately the same normalised residual level, with≈6 times faster in term of the computational time
comparing to the SART algorithm.
To analyse the results of the test visually, the cross-sectional slices of the reconstructed
images from 4 algorithms are shown in figure 3-2. In addition, the plot of one dimensional
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Figure 3-2: Cross-sectional slices of the reconstructed images from CGLS, SIRT, SART and OS-
SART algorithms.
profiles along an arbitrary row of the reconstructed images is shown in figure 3-3.
According to figures 3-2 and 3-3, there is no single algorithm with an outstanding result
among the 4 algorithms, when comparing to the exact phantom image. However, the result
from the OS-SART algorithm in the one-dimensional profiles plot seems to be beer aligned
with the plot of the exact phantom image. This implies that the reconstruction image obtained
from the OS-SART is more similar to the exact phantom image.
More experiments were studied to beer understand the behaviour of each algorithm. In
the previous experiment, the 4 algorithms were implemented until they satisfy the stopping
criteria. In other words, the algorithm iterates until the algorithm starts to diverge, i.e. the
normalised residual of the estimated image in the current iteration is greater than that of the
previous iteration, in order to stop the algorithm at the point of minimum residual error. The
other stopping criterion is when the algorithm reaches the pre-defined maximum number of
iteration.
In the next experiments, the first stopping criterion of the 4 algorithms is suppressed and the
algorithms are forced to implement until they reach the maximum number of iterations (1,000
iterations). The objective is to observe how the normalised residuals of the reconstructed images
change per each iteration of the algorithms. The normalised residual plots of the 4 algorithms
per each iteration until iteration number 1,000 is displayed in figure 3-4.
It can be seen from figure 3-4 that, when the algorithms are forced to iterate until iteration
number 1,000, some algorithms start to diverge and end up having the reconstructed image with
the higher residual error than the minimum point. This is obvious for the CGLS algorithm. Aer
iteration number 16 of the CGLS algorithm, level of normalised residual per iteration consider-
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Figure 3-3: One-dimensional profiles plot of the 4 iterative reconstruction algorithms, in com-
parison with the exact image.
Figure 3-4: The normalised residual of the reconstructed images from SART, CGLS, SIRT and
OS-SART algorithms per each iteration. All the algorithms are forced to stop at the maximum
number of iterations of 1,000.
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Figure 3-5: The normalised residual of the reconstructed images from SART, CGLS, SIRT and OS-
SART algorithms per each iteration. All the algorithms are compared within the same running
time of 5 minutes. The CGLS and SIRT algorithms are implemented for 1,000 iterations. The
OS-SART and SART algorithms are implemted for 600 and 85 iterations, respectively.
ably increased. The final reconstructed image of the CGLS aer it reaches the maximum number
of iteration contains much higher normalised residual error, compared to the one of iteration
number 16. Although it is not clearly visible, the same phenomenon occurred for the SART and
OS-SART algorithms. These two algorithms still iterated until the maximum number of iteration
was reached. The final reconstructed images contain slightly higher normalised residual errors
than those of the minimum point of error.
Next, the performance of the 4 algorithms is compared based on the running time. Instead
of specifying the same maximum number of iteration (1,000 iterations as shown in figure 3-
4), the 4 algorithms were specified the same running time of 5 minutes, as a benchmark. The
computational time per each iteration among all algorithms is dierent, as presented earlier
and annotated in figure 3-1. This leads to dierent number of iterations within 5 minutes time
frame of each algorithm. Approximately 1,000 iterations of the CGLS and SIRT algorithms can
be implemented within 5 minutes since they require ≈0.3 seconds per iteration. Six hundreds
iterations of OS-SART algorithm can be implemented (≈0.5 seconds/iteration). Lastly, 85 iter-
ations of SART algorithm can be implemented (≈3.5 seconds/iteration). Again, the stopping
criteria was suppressed in this experiment to let the algorithms iterate to the specified iteration
number. The normalised residuals of the reconstructed images per each iteration upto 5 minutes
running time of the 4 algorithms are shown in figure 3-5.
The results from the same 5-minute running time presented in figure 3-5 are rather similar to
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those of the same maximum number of iteration presented in 3-4. The dierences between these
two experiments are regarding to what were used as benchmarks to compare, either maximum
number of iteration or running time. As shown in figure 3-5, the 3 algorithms namely CGLS,
SART and OS-SART were iterated beyond the minimum normalised residual points and stopped
aer 5 minutes with dierent number of iterations. The normalised residual errors of SIRT
algorithm still decreased until the algorithm stopped at the same time limit.
From these experiments of the convergence study in this section, we can see that the stop-
ping criteria of the iterative algorithms play an important role to the performance of the al-
gorithms. They stop the algorithms at the point of minimum residual, to avoid the divergence
of the algorithms. The performance of the iterative algorithms can be compared on the basis
of running time. However, the iterative algorithms implement iteration-by-iteration and obtain
the reconstructed image of the current iteration at the end of each iteration. The time of run-
ning each algorithm will then be based on how many iterations can be implemented within the
specified time-frame.
It is also important to discuss here that there are many factors that could aect the com-
putational time of each iterative algorithm such as computer power, GPU power, structure of
the MATLAB codes, version of TIGRE toolbox used in this work, etc. Thus, comparison based on
iterations can represent beer perspective of the iterative algorithms’ performance.
The final concluding of this chapter is that minimising the residual errors of the reconstruc-
ted image is not the only factor to achieve a good reconstruction result. The image reconstruc-
tion task can be further improved by formulating it as an optimisation problem with a regular-
isation. More details will be presented in the next chapter.
3.4 Summary
This chapter presents the detailed implementation of x-ray CT image reconstruction algorithms,
both analytical approach which is the Filtered backprojection (FBP) algorithm and iterative
algebraic approaches such as Algebraic Reconstruction Technique (ART), Simultaneous Iterat-
ive Reconstruction Technique (SIRT), Simultaneous ART (SART) and Conjugate Gradient Least
Squares (CGLS) algorithms.
The FBP algorithm is the most commonly used and well-known reconstruction algorithm
across the commercialised sowares. This is because the implementation of FBP algorithm is
straightforward and less computationally expensive compared to the iterative algorithms. How-
ever, the FBP algorithm requires a lot of projection data to reconstruct good quality of image.
In the limited data scenario, the iterative algorithms show superior results to the analytical ap-
proach.
The convergence and performance of the 4 iterative reconstruction algorithms are studied
in this chapter. Among the 4 algorithms, the reconstructed image from the OS-SART algorithm
has slightly beer quality compared to other algorithms, when observing the visual inspection
and one-dimensional profile plots.
However, the reconstruction results can be improved further by using regularisation tech-
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niques, especially the total variation (TV) minimisation, which is the main focus of the algorithm






The amount of radiation dose delivered to patients from X-ray CT is the great concern in medical
imaging. With limited angular configurations, the projection angles are sampled more sparsely
in an aempt to reduce the radiation or due to physical limitations. The reconstruction from in-
suicient data degrades the reconstructed image as a consequence. This makes the inverse prob-
lem of CT reconstruction oen ill-posed. In mathematical aspect, the number of data samples is
not suicient to uniquely determine the values of image vector by using direct inversion method.
In order to reconstruct an image from available measurements, a numerous number of iter-
ative algorithms have been extensively used and developed during the past decades. The dier-
ences among the algorithms are the constraints used for the image function, the cost function
being minimised and the scheme of implementation. Some well-known examples of iterative
algorithms have been shown in the previous chapter.
4.1 Mathematical formulation
Let us state again an image reconstruction problem, which can be formulated as solving a system




Amnxn = bm+ e, m ∈ [1,M] (4.1)
where x ∈ RN is a vector representing an N dimensional image voxel in lexicographical or-
der of size N,b ∈ RM is the measured data from M measurements and e is the additive noise
associated with the measurement. A is the system matrix.
The problem of estimating image x from measured data b is called a linear inverse problem.
In most scenarios of practical interest, specifically for the CT reconstruction problem, the linear
inverse problem is oen ill-posed, i.e. the system matrix A is very ill-conditioned. Therefore, it
requires some kind of regularisation or prior information about the target image.
Formulating the linear inverse problem as a constrained optimisation problem is one way
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of the regularisation. The image reconstruction problem from X-ray CT measurement can be
formulated as a constrained optimisation problem in the form:
min
x
φ(x) sub ject to ‖Ax−b‖2 ≤ ε (4.2)
Notice that the constrained optimisation formulation include explicit constraint on the vari-
ables that the unknowns must satisfy. φ is the regulariser or regularisation function and ε ≥ 0
is an error bound that defines the amount of acceptable error between predicted and observed
projection data. In real practice, it is impossible to always obtain the reconstructed image that
is perfectly consistent with the data due to several factors such as modelling errors, noise and x-
ray scaering [122]. Therefore, the constraint in equation 4.2 only require that the reconstructed
image yields projection data that are within a given l2 distance ε of the actual projection data.
The constrained optimisation problem in the form of equation 4.2 minimises the regularisation
function φ with subject to the constraint that the error between the predicted and observed
projection data lies within the pre-defined ε value.
Another category of the optimisation problem is an unconstrained optimisation problem,
which arises as a reformulation of the constrained optimisation problem. In the unconstrained
optimisation problem, the constraints are replaced by penalisation terms in the objective func-
tion that have the eects of discouraging constraint violations [99]. The unconstrained optim-






where τ is the regularisation parameter and φ is the regulariser or regularisation function.
The first term of the unconstrained problem in equation 4.3 is the data fidelity term, which aims
to minimise the error between the predicted and observed projection data with an additional
regularisation term. The formulation of unconstrained optimisation problem makes sense when
there is a unique image that minimises the data fidelity term. By adding the regularising penalty
term, the image sacrifices data fidelity for image regularity. The balance between two terms is
controlled by the regularisation parameter τ .
When there is a number of images with equivalent data fidelity, the regularisation term
takes on the role of selecting the image with desired property out of the set of feasible images
with the same data fidelity. The formulation of constrained optimisation problem in equation
4.2 makes this process more naturally separated. The resulting image is ensured to satisfy the
constraint, while also achieving the desired property. As can be seen in the equation 4.3, the
data fidelity constraint is formulated as an inequality constraint to reflect multiple sources of
data inconsistency such as noise, x-ray scaer and a simplified data model. These factors make it
impossible to always find the image that is absolutely consistent with the data. In addition, some
common physical constraints/assumptions such as image positivity can be easily incorporated
with the formulation of constrained optimisation problem.
The idea of accurate reconstruction using a limited number of measurements came from
the discovery of compressed sensing (CS) approach, which was first proposed by [13], [35].
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The CS approach has a strong impact on CT reconstruction aer the successful performance as
shown in the studies [24], [120]. Among the possible candidates for CS penalty, the non-smooth
regularisers such as the total variation (TV) and l1(φ(x) = ||x||1) norms are popular and powerful
choices for CT imaging.
The prior knowledge about the structure of CT images can be incorporated to push the
reconstruction algorithms towards a specific solution among multiple possibilities. For example,
the medical tomographic images are constant over flat regions which can be assumed as regions
within an organ. The flat regions are separated by sharp edges that may only occur at boundaries
of internal structures.
The gradient image in 3D is defined as:
|∇(x)|=
√
(xi jk− xi j−1k)2+(xi jk− xi−1 jk)2+(xi jk− xi jk−1)2 (4.4)
where i, j,k are indices of image voxel in three dimensions.
The l1 norm of the gradient image is called the total variation (TV) of the image. The idea of
using TV penalty methods was introduced by Rudin, Osher and Fatemi (ROF) in 1992 [110]. It
was observed that minimising the TV, with subject to other conditions regarding variance and
mean of the image, beer preserves the edges information of the image. It has been used in
image processing for image denoising while preserving the edges [129], [21], [8], [29].




(xi jk− xi j−1k)2+(xi jk− xi−1 jk)2+(xi jk− xi jk−1)2 (4.5)
The iterative algorithms are developed by taking advantage of this sparseness of the gradi-
ent image. The TV norm of the image is used as a regularisation function in the optimisation
formulation. In 2004, the algorithm for minimising the TV of an image is proposed by Chambolle
in [20]. The TV has been commonly used as a regularising criterion for solving inverse problems
in a number of studies [21], [50], [88], [86].
The constrained optimisation problem as presented in equation 4.2 can be formulated again




with subject to the following two constraints:
(A) data fidelity constraint
||Ax−b||2 ≤ ε (4.7)
where ε is an error bound that defines the amount of acceptable error between predicted
and observed projection data.
(B) non-negativity constraint
x≥ 0 (4.8)
The second constraint is applied to the image voxels based on the assumption that negative
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aenuation values are not possible.
4.2 Karush Kuhn-Tucker (KKT) conditions
The necessary conditions for a constrained minimisation to find an optimal image is called the
Karush Kuhn-Tucker (KKT) conditions. These conditions are a generalisation of the Lagrange
multiplies for inequality constraints. The description of the KKT conditions explained in this
section is from [122]. See for examples in [99] and [11].
Firstly, the Lagrangian is defined for the current problems:
L= ‖~x‖TV +λ0(‖A~x−~b‖2− ε2)−~λ ·~x (4.9)
The Lagrangian in equation 4.9 combines the objective function with each constraint multi-
plied by a multiplier λi. The data constraint is a single constraint, thus it receives a single-value
multiplier λ0 in the Lagrangian. For the non-negativity constraint, it is a constraint on each im-
age voxel. Therefore, there is a multiplier λi for each image voxel, where i represents the index
of each image voxel. The set of multipliers for the non-negativity constraints is~λ , which is a
vector of the same size as the image.
The following two inequality constraints are imposed on the Lagrange multipliers.
(1) Non-negativity:
λi ≥ 0 (4.10)
(2) Complementarity:
hi(~x)λi = 0 (4.11)
Where i = 0,1, ...,Nvoxels and hi represents alternative form of the inequality constraints
hi(~x)≤ 0:
h0(~x) = ‖A~x−~b‖2− ε2 ≤ 0
hi(~x) =−xi ≤ 0; i ∈ [1,Nvoxels]
(4.12)
Only when an inequality constraint is violated, its corresponding hi becomes positive. The
complementarity condition allows the Lagrange multiplier λi to be non-zero only when its cor-
responding inequality constraint is active, i.e. when equation 4.12 is satisfied with equality.
Therefore, the conditions for a potential solution~x are equations 4.10,4.11,4.12 and ∇~xL= 0.




where~δi is the Knonecker delta, which is a zero image everywhere, but ones at the ith voxel.
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= ∇~x‖~x‖TV +2λ0AT (A~x−~b)−~λ
= 0
(4.14)
Since the non-negativity constraints are only active in zero-value voxels, the Lagrange mul-
tipliers are zero for strictly positive voxels, due to complementarity. With this knowledge, the
following indicator function:
~xindicator =
1, if~x 6= 00, ~x= 0 (4.15)
can be used to simplify the gradient of the Lagrangian equation in 4.14 to:
∇~xL= diag(~xindicator)(∇~x‖~x‖TV +λ0∇~xh0(~x)) = 0 (4.16)
This equation can be separated into 2 vectors, namely the TV and data constraint gradients:
~dTV = diag(~xindicator)(∇~x‖~x‖TV )
~ddata = diag(~xindicator)(∇~xh0(~x))
(4.17)
These two vectors play an important role to assess the optimality of an image estimate
~x. Hence, the KKT conditions state that an image ~x is optimal when the two vectors ~dTV and
~ddata point in exactly opposite direction. In practice, the image is checked if it satisfies the
inequality constraints and the two vectors are pulling in the opposite direction by computing





The cosine of angle is used as a test of optimality. If the two vectors are exactly opposite to
each other, the angle between them is 180◦ and the cosθ is -1.0. However, this value is rather
diicult to achieve in practice and requires a large number of iterations. It is reported in [122]
that ,empirically, there is only lile significant changes in the image when the cosθ is below -0.5.
Thus, the aim is to aain cosθ in the neighbourhood of -0.99.
The algorithm to solve the constrained optimisation problem checks the direction of the
vectors ~dTV and ~ddata to ensure that even if the data constraint is satisfied, only the optimal
image regarding both TV norm and data fidelity is chosen as a solution.
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4.3 Alternating direction method of multipliers (ADMM)
From this section onwards, the methods to solve the optimisation problem of the CT recon-
struction are reviewed. The first one is the Alternating direction method of multipliers (ADMM),
which was first introduced in the mid 1970s by Gabay and Mercier [47], Glowinski and Mar-
rocco [49] with roots in the mid 1950s.
The ADMM method decomposes a large-scale optimisation problem into a sequence of
small local sub-problems. The method utilises the benefits of dual decomposition and aug-
mented Lagrangian methods for constrained optimisation, where the objective function is sep-
arable.Solutions to small sub-problems are coordinated to find a solution to large-scale global
problem.
A general form of an ADMM problem is (with f ,g convex):
minimise f (x)+g(z)
sub ject to Ax+Bz= c
Two set of variables with separable objective.




xk+1 := argminxLρ(x,zk,yk) //x−minimisation
zk+1 := argminzLρ(xk+1,z,yk) //z−minimisation
yk+1 := yk+ρ(Axk+1+Bzk+1− c) //dual update
In this section, the way the ADMM method can be applied to solve the CT reconstruction









Where x is an image x ∈ Rn2 , Dix ∈ R2 represents the 1st order finite dierence of image x





The description in this section followed the materials explained in [124]. In the problem
under determine, both the system matrix A and the finite dierence operators have structures,
an algorithm is then designed to take advantage of problem structures. The formulation in 4.19







2 : yi = Dix, i= 1, ...,n2
}
(4.20)
Where yi ∈R2 is an auxiliary vector. The objective function in equation 4.20 is separable and
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the constraints are linear. For convenience, let y = (y1;y2) ∈ R2n2 , where y1 and y2 are vectors
of length n2 satisfying ((y1)i;(y2)i) = yi ∈ R2 for i= 1, ...,n2.













Start with x = xk and λ = λ k, the alternating minimisation applied to equation 4.20 yields
the iterative scheme as following:
yk+1← argminyLA(xk,y,λ k)
xk+1← argminxLA(x,yk+1,λ k)
λ k+1← λ k−β (yk+1−Dxk+1)
(4.22)
The minimisation of LA(xk,y,λ k) with respect to y is equivalent to n2 two-dimensional prob-




wwwwyi−(Dixk+ 1β (λ k)i)
wwww2, i= 1,2, ...,n2 (4.23)
The solution of the problem in 4.23 can be given by the following two-dimensional shrinkage
[132] [142]:
yk+1i = max
{wwwwDixk+ 1β (λ k)i
wwww− 1β ,0} Dix
k+ 1β (λ
k)i
‖Dixk+ 1β (λ k)i‖
, i= 1,2, ...,n2 (4.24)
Where it is assumed that 0 · (0/0) = 0.
Fixing λ = λ k and y= yk+1 (recall that y is a re-ordering of yi, i= 1,2, ...,n2), the minimisation
of LA with respect to x is a least squares problem and the corresponding normal equations can




















) ∈ R2n2×n2 is the global first-order finite dierence operator. The
equation 4.25 can be solved in 3 steps:
• First, the right-hand side vector in equation 4.25 is computed and a forward fast Fourier
transform (FFT) is applied.
• Second,F xk+1 is obtained by componentwisely dividing the eigenvalues of DTD+ µβ A
TA,
whereF denotes 2D discrete Fourier transform.
• Third, the 2D inverse discrete Fourier transform is applied to F xk+1 to obtain the new
iterate xk+1
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The λ is updated by the following equation:
λ k+1 = λ k−β (yk+1−Dxk+1) (4.26)
At this point, the ADMM approach for image reconstruction to solve the problem of the form
4.19 or equivalently 4.20 can be presented in the Algorithm 6.
Algorithm 6: Alternating direction method of multipliers (ADMM)
1 Initialisation ;
2 Input b,A,µ > 0,β > 0 and λ 0;
3 Set x= b and λ = λ 0;
4 End of initialisation step;
5 while not converged do
6 1) Compute yk+1 according to equation 4.24 for given (xk,λ = λ k) ;
7 2) Compute xk+1 by solving equation 4.25 ;
8 3) Update λ k+1 by equation 4.26 ;
9 Until stopping criteria are met
10 end while




Where ε > 0 is an accepted error.
4.4 Projected subgradient method (PSM)
Another method to solve the constrained minimisation problem is the Projected Subgradient
Method (PSM). The root of this method in the unconstrained case was proposed in 1985 by Shor
[118], while the root in the constrained case was proposed around 1969 by Polyak [104], [103].
The implementation of PSM for constrained minimisation has been extensively investigated
[111], [97]. This method repeatedly interlaces subgradient steps for the objective function with
projections onto the intersection of closed and convex constraints sets, to regain feasibility.
The description of the PSM in this section followed the materials explained in [18]. First of






Where φ : RJ → R is an objective function and C ⊆ Ω is a given feasible set. The Ω is a
non-empty subset of the J-dimensional Euclidean space RJ .





φ(x)|Ax= b and 0≤ x≤ 1
}
(4.29)
As suggested in Table 4.1 of [58], the box constraints 0 ≤ x ≤ 1 are natural for the image
reconstruction problem of X-ray CT and reasonable for human body’s tissues. Thus, Ω for this
particular problem can be defined as Ω=
{
x ∈RJ|0≤ x≤ 1
}
. The choice ofC in equation 4.28
is of the type specified as the following equation, where {Cl}Ll=1 is a family of constraints and






with L = I+ 1,Ci = {x ∈ RJ|〈ai,x〉 = bi} for i = 1,2, ..., I and CI+1 = Ω. The choice of the
objective function φ is TV norm in equation 4.5.
The PSM generates a sequence of iterations, i.e. {xk}∞k=0 using the following recursion for-
mula:
xk+1 = PC(xk− tkφ ′(xk)) (4.31)
Where tk > 0 is a step size and φ ′(xk) ∈ ∂φ(xk) is a subgradient of φ at xk. PC denotes the
orthogonal (least Euclidean norm) projection onto the set C. In this problem, a non-summable
diminishing step-length is adopted. The form is tk = γk/‖φ ′(xk)‖, where γ ≥ 0, lim
k→∞
γk = 0 and
∑∞k=0 γk = ∞.
The pseudocode of the PSM algorithm is shown in Algorithm 7.
It is reported in [18] that a major disadvantage of the PSM is that the method needs to
perform an orthogonal projection onto the feasible set of the constrained minimisation problem
in each iterative step. In case that the feasible set is not simple to project onto, the projection
requires an independent inner-loop calculation to minimise the distance from a point to the
feasible set. This process is costly and aects overall eectiveness of the PSM.
even be in C, and, even if it is in C, it is most unlikely to be the minimizer of φ over C.
The second problem in real-world applications comes from the fact that the constraints, de-
rived from the real-world problem, may not be consistent (e.g., because they come from noisy
measurements), and so C is empty.
4.5 Adaptive-steepest-descent projection onto convex sets (ASD-
POCS)
The pioneering work in this field is the algorithm proposed by Sidky et al [121], which is a com-
bination of gradient descent on the TV objective function as in the equation 4.6 and projection
onto convex sets (POCS) to enforce the data and the positivity constraints as in the equations
4.7 and 4.8. The aim is to find the solution to the constrained, optimisation problem. However,
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Algorithm 7: Projected Subgradient Method (PSM)
1 Initialisation ;
2 Select a point x0 ∈ RJ ;
3 Select integers K and M and use two real number variables curr and prev;
4 Set curr=φ(x0) and prev=curr ;
5 Set xkthe current iterate End of initialisation step;
6 while Stopping criteria not met do
7 Calculate a subgradient of φ at xk, i.e. φ ′(xk) ∈ ∂φ(xk) ;
8 tk = k
−1/4
‖φ ′(xk)‖2 ; // Calculate a step-size
9 qk = xk− tkφ ′(xk) ;




2‖x−qk‖2|Ax= b and 0≤ x≤ 1
}
; // Calculate the next
iterate as the projection of qk onto C
11 if φ(xk+1 ≤ curr) then
12 curr= φ(xk+1) ;
13 end if
14 if k mod K = 0 then
15 if prev− curr< prev/M then
16 Stop ; // Check stopping criteria
17 end if
18 else
19 prev= curr ;
20 end if
21 end if
22 Until stopping criteria are met
23 end while
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Figure 4-1: The illustration of the ASD-POCS algorithm showing the image trajectories during
the iteration of the algorithm. This figure is adapted from [122].
the algorithm proposed in [121] did not explicitly consider data inconsistency and only designed
for the case of ε = 0 for the equation 4.7. Their improvement on the algorithm was proposed
later on in [122] with the algorithm called the Adaptive-steepest-descent projection onto con-
vex sets (ASD-POCS) algorithm. The algorithm aims to find the solutions for the equations 4.6,
4.7 and 4.8 for a given value of ε . As the name implies, the strength of the TV minimisation
update in the ASD-POCS algorithm is adaptively controlled according to the data constraint
update. The pseudocode of the ASD-POCS algorithm is shown in Algorithm 8. The ASD-POCS
algorithm consists of 2 steps. The Simultaneous Algebraic Reconstruction Technique (SART) is
used to improve data consistency. The first step is POCS where the SART and basic projection
enforces positivity are implemented. The second step is the minimisation of TV norm using
adaptive-steepest-descent method.
The illustration of the ASD-POCS algorithm, which explains the image trajectories during
the iteration of the algorithm is shown in the figure 4-1. The ultimate goal of the ASD-POCS
algorithm is to provide the image with minimum TV that satisfies a given error tolerance. The
oval represented by I(ε) is all images that lie within a specified error tolerance. The shaded circle
represented by I(εmin) are the images whose projection have the minimum distance compare
to the given projection data. Firstly, the algorithm starts with an initial image ~f0, which is
represented by the small dot outside the oval. The thin curve stemming from this dot shows
the image trajectory for the ASD-POCS algorithm. Starting from the initial image or when the
currently estimated image is outside of the I(ε), the magnitude of change due to POCS (dp) is
adaptively controlled to be greater than the magnitude of change due to TV-steepest descent
(dg). Once the currently estimated image is inside the I(ε), dg is adaptively controlled to be
greater than dp. This is to ensure that the image which has already satisfied an error tolerance
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Algorithm 8: Adaptive-Steepest-Descent Projection Onto Convex Sets (ASD-POCS) al-
gorithm
1 Initialisation ;
2 Set ε ,β ,βred ,ng,α ,αred ,rmax;
3 ~x= 0;
4 End of initialisation step;
5 while Stopping criteria not met do
6 ~xprev =~x ;
7 for nangles do
8 ~x=~x+βV−1ATW (~b−A~x) ; // SART update
9 end for
10 β = β ×βred ;
11 ~x=max(0,~x) ; // Enforce positivity constraint
12 ~xout =~x;
13 εcurrent = ||A~x−~b||;
14 dp= ||~x−~xprev|| ; // Change in data constraints
15 if First iteration then
16 dtv= α×dp ; // Initialisation of TV hyperparameter
17 end if
18 ~xprev =~x ;
19 for number of sub-iteration=1:ng do
20 ~dx= ∇~x||~x||TV ;
21 dˆx= ~dx||~dx|| ;
22 ~x=~x−dtv · dˆx ; // TV minimisation update
23 end for
24 dg= ||~x−~xprev|| ; // Change in TV update
25 if (dg> rmax×dp) and εcurrent > ε then
26 dtv= dtv×αred
27 end if
28 cosθ = ~dp·~dg||~dp||·||~dg|| ;
29 if (cosθ <−0.9 and εcurrent < ε) or β < 0.0005 then
30 Stop ; // Check stopping criteria
31 end if
32 Until stopping criteria are met
33 end while
72
will have a minimum TV. The optimal solution, i.e. image within I(ε) with the minimum TV, will
generally lies on the boundary of the I(ε) oval. This is because it is the point that the solution
is within the user specified ε . Apart from that, the optimal solution is found at the point where
both TV and data gradients (~dTV and ~ddata) point in opposing direction. This is the proof of
the optimality, as explained earlier in details in the section of KKT conditions (section 4.2). It is
to be observed that the optimal image estimate ~f ∗ is located on the boundary of the I(ε) oval
with the minimum distance from the line representing zero TV norm of the image (||~f ||TV ). The
ASD-POCS algorithm yields an image that is close to the minimum TV image within projection-
data tolerance ε . The POCS and TV-steepest descent steps are implemented alternately. The
step-sizes for these 2 steps are controlled adaptively. The thin curve in figure 4-1 represents the
complete image trajectory of the algorithm.
4.6 Adaptive-weighted Total Variation (AwTV) norm as an ob-
jective function
Despite the success of the ASD-POCS algorithm, a number of drawbacks arise which lead to the
development of many algorithms later on, based on the principles proposed in the ASD-POCS
algorithm. The first and the foremost problem is the over-smoothing in the reconstructed image,
which is frequently seen due to the assumption of isotropic edge property in calculating the TV
term [80]. The low-contrast structures tend to be smoothed out by the TV regularisation, which
poses a great challenge for the TV methods. The edges are significant structural information
of the image. Hence, the edge preservation is a critical requirement in many clinical analysis
especially in Image-Guided Radiation Therapy (IGRT).
One way to address this problem is to use priors other than conventional TV norm, as ex-
pressed in 4.5, to improve preservation of fine details. There have been a number of studies to
overcome this limitation. One of those is the TV-based edge preserving (EPTV) model, which is
proposed by Tian et al [125]. The objective of the EPTV regularisation model is to to perform
smoothing only on the non-edge region of the image, in order to beer preserve the edges. This
is realised by introducing a penalty weight vectorω in the definition of the TV term, as expressed
in the following equations:
||x||EPTV =
∫
ω( f (x))||∇ f (x)||1dx, (4.32)
ω( f (x)) = exp
[
−





Equation 4.32 is convex. Where δ controls an amount of smoothing being applied to the im-
age voxels at edges, relative to non-edge voxels. The edges of image is determined by computing
the gradient image using equation 4.4.
Using the EPTV model, Tian et al also proposed the EPTV algorithm in [125], which is im-
plemented as presented in Algorithm 9.
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Algorithm 9: TV-based edge preserving (EPTV) model algorithm
1 Initialisation ;
2 x0 : an initial image;
3 M : maximum number of iteration;
4 δ : amount of smoothing being applied to the image voxels at edges;
5 End of initialisation step;
6 while Stopping criteria not met do
7 for k=1:M do
8 Solve: v(k+1) = argminx||Ax(k)−b||22 ; // CGLS solver
9 Solve: x(k+1) = argminx pi2 ||x(k)− v(k+1)||22+ ||x||EPTV ; // Gradient Descent









11 x(k+1)=max(0,x(k+1)) ; // Ensure image positivity
12 end for
13 Until stopping criteria are met
14 end while
However, only isotropic edge property was considered in the EPTV model. The anisotropic
edge property of an image is considered in the adaptive-weighted TV (AwTV) model proposed
by Liu et al in [80].
Before moving on to the AwTV model, the dierence between the isotropic and anisotropic
discretisation of TV is given here [53].







|xi, j+1− xi, j|2+ |xi+1, j− xi, j|2 (4.34)
Where gi, j are weights. The isotropic discretisation of TV assigns zero weight to pixels on
edges to free them from the TV minimisation. By doing so, it is fine if both pairs of pixels, i.e.
(i, j) (i+1, j) and (i, j) (i, j+1) are cut by edges. However, this is not a common case. A more
oen case is when one of the pairs of pixels cut by an edge and not both. In this case, freeing
just one pair of pixels from TV minimisation is more desirable.
An anisotropic discretisation of TV is
TVaniso(x) =∑
α
gα |Dαx| :=∑g(i, j)∼(k,l)|xi, j− xk,l| (4.35)
Where g(i, j)∼(k,l) are weights and the summation is taken over all pairs of neighbours (i, j)
and (k, l).
Next, the AwTV model is presented. The associated weights in the AwTV model are expressed
as an exponential function, which can be adaptively adjusted with the local image-intensity
gradient for the purpose of preserving the edge details.
74




wi,i−1, j, j(xi, j− xi−1, j)2+wi,i, j, j−1(xi, j− xi, j−1)2 (4.36)
















where δ controls the strength of the diusion during each iteration. It should also be noted
that the , in equation 4.36 are used to separate indices and not for dierentiation. This anistropic
TV type regularisation is based on the framework proposed by Perona and Malik [102], which
was proved successful for X-ray tomography in [131].
With the AwTV model, it is possible to fully consider the gradient of the image and incorpor-
ate changes of local voxel intensities. This makes the TV minimisation by using the AwTV model
more adaptive to the local information of the image. When the change in local voxel intensities
are small, a stronger weight maybe given to emphasize the TV minimisation in the non-edge
region. On the other hand, when there is a large change in the local voxel intensities, a weaker
weight maybe given to alleviate the eect of TV minimisation in the possible edge regions of
the image. Intuitively, the AwTV approaches the conventional TV norm in 4.5 when the weight
goes to 1. Hence, the TV model is considered as a special case of the AwTV model when δ → ∞
Liu et al in [80] also proposed the algorithm called the AwTV-POCS algorithm, which min-
imises the AwTV subject to data and non-negativity constraints in the equations 4.7,4.8, for the
purpose of dose reduction via CT image reconstruction from sparse data.
In the AwTV-POCS algorithm, similar two-phase approach as that of the ASD-POCS al-
gorithm is employed. The pseudocode of the AwTV-POCS algorithm is shown in Algorithm 10.
In the AwTV-POCS algorithm, the AwTV of the reconstructed image is minimised instead of the
conventional TV norm. By doing so, the edge information of the reconstructed image can be
preserved and the over-smoothing problem when using the conventional TV is mitigated.
Apart from the over-smoothing problem of implementing TV regularised algorithms, another
great concern is the diiculty of selecting the hyper-parameters. Typically, an objective function
of regularisation algorithms contains several terms which are specifically designed for dierent
purposes. The balance between each term is controlled by hyper-parameters and is significant
for the eicacy of the algorithms. The interactions between each hyper-parameter are complex
and eective configurations of these hyper-parameters are diicult to identify. Generally, the
choices of hyper-parameters are obtained manually through trials-and-errors as can be seen in
many studies [64], [122], [65], [23], [66]. This is particularly true for the case of TV regularisation
algorithms. One important part of this thesis is the sensitivity analysis of the hyper-parameters
for some common TV regularisation algorithms. The analysis will be presented and discussed
in more detail next chapter.
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Algorithm 10: Adaptive-weighted Total Variation Projection Onto Convex Sets (AwTV-
POCS) algorithm
1 Initialisation ;
2 Set δ ,ε ,τ ,β ,ng ;
3 ~x= 1;
4 End of initialisation step;
5 while Stopping criteria not met do
6 ~xprev =~x ;
7 for nangles do
8 ~x=~x+βV−1ATW (~b−A~x) ; // SART update
9 end for
10 β = β ×βred ;
11 ~x=max(0,~x) ; // Enforce positivity constraint
12 ~xout =~x;
13 εcurrent = ||A~x−~b||;
14 dpro jection = ||A~x−A~xprev||2 ;
15 dp= ||~x−~xprev||2 ;
















18 ~xprev =~x ;
19 for number of sub-iteration=1:ng do
20 ~dx= ∇~x||~x||AwTV ;
21 dˆx= ~dx||~dx|| ;
22 ~x=~x−dp · τ · dˆx ; // AwTV minimisation update
23 end for
24 dg= ||~x−~xprev|| ; // Change in TV update
25 if dpro jection < ε then
26 ε = 0.995× ε
27 end if
28 τ = τ×0.995 ;
29 cosθ = ~dp·~dg||~dp||·||~dg|| ;
30 if (cosθ <−0.9 and εcurrent < ε) or β < 0.0005 then
31 Stop ; // Check stopping criteria
32 end if
33 Until stopping criteria are met
34 end while
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4.7 Projection-Controlled Steepest Descent (PCSD)
There are several adaptations and improvements based on the same methematical approach
as the ASD-POCS algorithm in the literature such as [79], [80], [125], [139]. One of these im-
provements is the PCSD algorithm, which is proposed by Liu et al [78]. The main objective of
this algorithm is to determine the step-sizes of steepest descent method in the TV minimisation
phase adaptively by considering the changes in projection domain of the POCS update, while
the step size of ART operation in POCS is determined based on the data noise level. In addition,
the PCSD algorithm implements a mechanism to reduce a computational cost by skipping the
implementation of ART when the projection error of the current iteration is not greater than a
predefined error bound. Algorithm 11 shows the pseudo code of the PCSD algorithm.
Algorithm 11: Projection-Controlled Steepest Descent (PCSD) algorithm
1 Initialisation ;
2 Set β ,ε ,ng,wt and x(0) ;
3 Set w= 0, η = 1, k = 1;
4 End of initialisation step;
5 while Stopping criteria not met do
6 for w=1: wt do
7 xART = x(w);
8 ∇(w)p = ||AxART −b||;
9 if ((∇(w)p )2 > ε) then
10 xART +
βi
||ai||2 (bi−aixART )aTi ; // ART update
11 end if
12 xPOCS=max(xART ,0) ; // Enforce positivity constraint
13 n= 0 ; // Initialisation of TV sub-iteration
14 x(0)TV = xPOCS;
15 if (w> 0 and (∇(1)p )2 > ε) then













19 for number of sub-iteration=1:ng do




||s(n)|| ; // TV minimisation update
21 end for
22 end for
23 x(w) = xntTV ;
24 Until stopping criteria are met
25 end while
As mentioned earlier, the iterative PCSD algorithm follows two-phase approach of the ASD-
POCS algorithm, which consists of POCS and TV minimisation steps. Two phases of operations
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are implemented alternately until the currently estimated image satisfies the stopping criteria.
These criteria are (1) the image satisfies the constraints (2) pre-specified number of iteration is
met (3) a dierence between images of two consecutive iteration reaches the pre-defined small
value.
In the PCSD algorithm, the step size of the TV minimisation phase is determined automat-






where∇(w)p = ||Ax(w−1)−b|| is the estimation error in the projection domain at the wth main
iteration, ∇(1)p is the projection error aer the first iteration.
It is worth mentioning that the square root function of the TV norm in equation 4.5 is non-
dierentiable at zero, which precludes the use of conventional gradient-based methods for op-
timisation [107]. In order to prevent this non-dierentiability, the square root is modified by
adding a small constant at the end.
By implementing the PCSD algorithm, the number of critical hyper-parameters to be calib-
rated and the computational cost of running the algorithm can be reduced.
4.8 Adaptive-weighted Projection-Controlled Steepest Descent (AwPCSD)
With the knowledge of the advantages and disadvantages of the TV regularisation algorithms we
have learned so far, a completely new approach namely Adaptive-weighted Projection-Controlled
Steepest Descent (AwPCSD) algorithm is introduced and tested in this section. The AwPCSD
algorithm is developed to reconstruct the volumetric image from cone-beam CT projection data.
The main algorithm of the AwPCSD is inspired from the PCSD algorithm by having two-phase
approach with automatic computation of step size in TV minimisation phase. In addition to that,
instead of minimising the conventional TV norm of the image, the AwPCSD algorithm minimise
the AwTV norm instead. The AwTV norm that is used for the AwPCSD algorithm is extended





wi,i−1, j, j,k,k(xi, j,k− xi−1, j,k)2+wi,i, j, j−1,k,k(xi, j,k− xi, j−1,k)2+wi,i, j, j,k,k−1(xi, j,k− xi, j,k−1)2
(4.40)

























With this framework, the AwPCSD algorithm is able to preserve the edges of the reconstruc-
ted image beer with less critical hyper-parameters to calibrate. To summarise, the pseudo code
for the AwPCSD algorithm is shown in Algorithm 12. Note that the SART algorithm is used for
the data fidelity constraint, instead of the ART algorithm as in the original PCSD algorithm, to
improve the rate of convergence.
4.8.1 Numerical Study of the AwPCSD algorithm
A numerical study is demonstrated in this section to show the performance of the AwPCSD
algorithm. Projection images from digital 4D Extended Cardiac-Torso (XCAT) phantom [115] is
used as a data set. Figure 4-2 shows the cross-sectional slices of the XCAT phantom. Poisson
and Gaussian noise [135], [84] is added to the input projection data to simulate a realistic noise.
The default noise is the combination of Poisson noise with maximum photon count of 60,000
and the Gaussian noise with mean and standard deviation of 0 and 0.5, respectively.
Figure 4-2: Cross-sectional slices of the XCAT phantom in transverse, coronal and sagial planes.
In this experiment, CBCT data are generated consisting of 50 projection images, equally
sampled over 360◦ circle. The reconstruction from the proposed AwPCSD algorithm is compared
with FDK and iterative algorithms: CGLS and OS-SART, as well as other 3 TV regularisation
algorithms: ASD-POCS, PCSD and AwTV-POCS. Four algorithms (FDK, OS-SART, CGLS, ASD-
POCS) have already been implemented and are available in the TIGRE toolbox. The AwTV-POCS,
PCSD and AwPCSD algorithms are developed by following the principles of each algorithm as
explained in this chapter and employ GPU accelerated Ax and ATb operations from the TIGRE
toolbox to speed up the execution. Cross-sectional slices of the reconstructed images from 7
reconstruction algorithms are shown in figure 4-3, in comparison with the exact phantom image.
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Algorithm 12: Adaptive-weighted Projection-Controlled Steepest Descent (AwPCSD)
1 Initialisation;
2 Set x0,β , βred , ε , ng, δ ;
3 Set w= 0, η = 1, k = 1;
4 End of initialisation step;
5 while Stopping criteria not met do
6 for w=1: wt do
7 xSART = x(w);
8 ∇(w)p = ||AxSART −b||;
9 if ((∇(w)p )2 > ε) then
10 for nangles do
11 xSART = xSART +βV−1ATW (~b−A~x) ; // SART update
12 end for
13 end if
14 xPOCS=max(0,xSART ) ; // Enforce positivity constraint
15 β = β ×βred ;
























19 n= 0 ; // Initialisation of AwTV sub-iteration
20 x(0)AwTV = xPOCS;
21 if (w> 0 and (∇(1)p )2 > ε) then













25 for number of sub-iteration=1:ng do




||s(n)|| ; // AwTV minimisation update
27 end for
28 end for
29 x(w) = xntAwTV ;
30 Until stopping criteria are met
31 end while
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The normalised root mean squared errors (NRMSE) of reconstructed images from all algorithms




f (xi)max− f (xi)min (4.44)
Where f (xi)max and f (xi)min denote the maximum and minimum intensity value of an image,
respectively. The root mean squared error (RMSE) calculates the similarity between the resulting








( fˆ (xi)− f (xi))2 (4.45)
Where fˆ (xi) represents the reference aenuation coeicient at voxel i , f (xi) represents the
reconstructed aenuation coeicients at voxel i, N is total number of voxels of the image. A















Figure 4-3: Cross-sectional slices in transverse plane of the reconstructed images from 7 recon-
struction algorithms, in comparison with the exact phantom image. The normalised root mean
squared errors (NRMSE) of all the images are also presented.
The details of implementation for each iterative algorithm are as follows. The CGLS al-
gorithm converges at 15 iterations and 60 iterations are specified for OS-SART algorithm. All
the TV regularisation algorithms are specified maximum number of iteration as 50 and default
hyper-parameter values from the TIGRE toolbox. The maximum number of iteration of 50 is
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specified as empirically found from trials-and-errors to represent a good amount of iterations
needed to produce good quality of image for this experiment. The maximum number of iteration
is used as one of the stopping criterion of the TV algorithms. In case that the algorithms are not
stopped from satisfying the other stopping criterion, they will implement until the maximum
number of iteration is reached. More details of the stopping criterion will be discussed in the
section 5.1.2 of next chapter. This number is also served as a constraint of time allowed for the
reconstruction to take place, for a comparison purpose. In this experiment, the ASD-POCS and
AwTV-POCS algorithms converge and stop at 14 and 16 iterations, respectively. The PCSD and
AwPCSD algorithms stop at the specified maximum number of iteration. Table 4.1 presents the
reconstruction times of all the iterative algorithms in this experiment, as implemented using
the computer with an Intel Core i7-4930K CPU@3.40GHz with 32 GB RAM and GPU: NVDIA
GeForce GT 610.




ASD-POCS 1 minute, 57.3 seconds
AwTV-POCS 2 minutes, 27.6 seconds
PCSD 2 minutes, 16.6 seconds
AwPCSD 2 minutes, 35.6 seconds
According to figure 4-3 and table 4.1, the following observations can be seen:
• Comparing between FDK and iterative algorithms (CGLS, OS-SART, ASD-POCS, AwTV-
POCS, PCSD, AwPCSD), the results from the iterative algorithms contain much less arti-
facts than that of the FDK algorithm.
• Comparing between iterative algorithms (CGLS, OS-SART) and TV regularisation algorithms
(ASD-POCS, AwTV-POCS, PCSD, AwPCSD), the results from the TV regularisation al-
gorithms contain much sharper edges than those of the CGLS and OS-SART algorithms,
as measured by lower NRMSE values presented in figure 4-3. However, the reconstruction
times of the TV algorithms are longer, as shown in the table 4.1. Thus, there is a trade-o
between the reconstruction quality and time.
• The reconstructed results from the ASD-POCS and AwTV-POCS algorithms are more
noisy than the results from the PCSD and AwPCSD algorithms.
The results from 4 TV regularisation algorithms is analysed further by considering the one-
dimensional profiles plot as shown in figure 4-4.
From figure 4-4, one-dimensional profiles from PCSD and AwPCSD are closer to the pro-




Figure 4-4: The intensities of the reconstructed images from the ASD-POCS, AwTV-POCS, PCSD,
AwPCSD algorithms along the red line as shown in (a) are ploed in (b).
This means that the PCSD and AwPCSD algorithms can preserve the important features of the
reconstructed image beer. The dierences between the adaptive-weighted and non-adaptive
weighted algorithms are not clearly visible here. The comparison between the adaptive-weighted
algorithms and the non-adaptive-weighted algorithms will be shown and discussed in more de-
tail next chapter, together with the analysis of sensitivity of TV hyper-parameters.
4.9 Summary
In this chapter, the algorithms to solve CT reconstruction problem by minimising the total vari-
ation norm of the image as a regularisation are presented. The pioneering work such as the
ASD-POCS algorithm, as well as some adaptations and improvements of the ASD-POCS al-
gorithm are discussed. Advantages and disadvantages of the existing algorithms are extensively
studied, which leads to the development of the novel algorithm, the AwPCSD algorithm, as a
part of the contributions of this thesis. It is clearly shown in the numerical study that the results
from the TV regularisation algorithms are superior to those of the iterative algorithms such as
CGLS and OS-SART and much beer than the FDK result, in a limited data scenario. However,
one of the main drawbacks of the TV regularised algorithms is its reliance on the selection of
hyper-parameters, which are used to balance the eects between the data fidelity and the TV
minimisation processes. The in-depth analysis of the sensitivity of each hyper-parameter will
be discussed in the next chapter.
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Chapter 5
Sensitivity analysis of TV
hyper-parameters
The iterative reconstruction algorithms, especially with regularisation techniques, are based on
numerical optimisation. The balance between the constraints and objective function is con-
trolled by a diverse set of hyper-parameters. As briefly mentioned in the previous chapter, one
of the reasons behind the complications of implementing the TV regularisation algorithms is the
selection of TV hyper-parameters. The TV regularisation algorithms require careful selection of
these hyper-parameters for which there is no well established criteria. This chapter presents a
comprehensive valuation of hyper-parameter selection in 4 common TV-based reconstruction
algorithms comprising ASD-POCS, AwTV-POCS, PCSD and the newly proposed AwPCSD. The
aim is to analyse the sensitivity of the hyper-parameters required for the TV regularisation al-
gorithms. These hyper-parameters play an important role in the reconstruction performance of
the algorithms. It is useful to be able to examine the sensitivity that the reconstruction image
has to the changes in value of these hyper-parameters, in order to know which ones to prioritise
when tuning the algorithm. Ultimately, heuristics on how to choose these hyper-parameters are
desired to minimise or completely avoid rerunning the reconstruction with dierent values of
hyper-parameters.
The sensitivity of all the hyper-parameters is analysed using two image quality metrics:
the root mean squared error (RMSE) and the correlation coeicient (CC) for the algorithm in-
troduced in the previous chapter, AwPCSD, in comparison with other three existing algorithms,
ASD-POCS, AwTV-POCS and PCSD. By doing this, the performance of the new algorithm AwPCSD
can also be evaluated.
5.1 Stopping criterion and hyper-parameters for TV regularisa-
tion algorithms
As explained in the previous chapter, the implementations of all 4 TV based reconstruction al-
gorithms being studied in this chapter are based on two-phase strategy that alternates between
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data-consistency and TV minimisation steps. A set of hyper-parameters is required to adjust the
contributions or balance these two operations. There is no straightforward way to determine the
optimal values of hyper-parameters other than trial-and-error tests. Also, when reconstructing
dierent types of images, dierent hyper-parameters need to be empirically chosen [79]. This
process is very time-consuming. Therefore, it is useful to examine the sensitivity that the re-
construction image has to value change on these parameters, in order to know which ones to
prioritise when tuning the algorithm.
In this chapter, the sensitivity analysis of hyper-parameters is implemented by observing
the impact on the reconstruction performance using simulation experiments on thorax medical
phantom [115]. The values of each hyper-parameter are varied in a specified range. The results
are demonstrated visually and quantitatively using two image quality metrics, RMSE and CC.
5.1.1 Hyper-parameters for TV-based reconstruction algorithms
Dierent algorithms require dierent numbers of hyper-parameter for its implementation. This
section compiles explanations of all the hyper-parameters required to implement TV regulariz-
ation algorithms.
• Data-inconsistency-tolerance parameter (ε)
The first hyper-parameter specifies tolerance of the image to be reconstructed. The value
of this hyper-parameter controls an impact level of potential data inconsistency on image
reconstruction. It is defined as the maximum L2 error to accept image as valid. This hyper-
parameter is used as one of the checks for the stopping criterion which are discussed in
detail later on in this section.
• TV sub-iteration number (ng)
Next hyper-parameter is TV sub-iteration number (ng), which specifies how many times
the TV minimisation process is performed in each iteration of the algorithm.
• TV hyperparameter (α)
This hyper-parameter is used to convert the steepest-descent step-size from a fraction of
a step-size to an absolute image distance on the first iteration in ASD-POCS and AwTV-
POCS algorithms. This hyper-parameter is not required in PCSD and AwPCSD algorithms
as these two algorithms adaptively adjust the step-size of steepest-descent according to
the dierence from POCS update in the projection domain.
• Reduction factor of TV hyperparameter (αred)
In the same way as the α , the αred is only required by ASD-POCS and AwTV-POCS al-
gorithms. If the ratio of change in the image due to TV minimisation to change in the im-
age due to SART is greater than maximum ratio of change by TV minimisation to change
by SART (rmax) and the L2 error of image in the current iteration is greater than ε , simul-
taneously, the gradient-descent step-size is reduced by αred .
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• Relaxation parameter (β )
This is a relaxation parameter on which the SART operator depends. The value of hyper-
parameter starts at 1.0 and slowly decreases to 0.0 depending on the hyper-parameter
βred .
• Reduction factor of relaxation parameter (βred)
This hyper-parameter is used to reduce relaxation parameter (β ) in the SART step as the
iteration progresses. When relaxation parameter (β ) reduces to less than 0.005, the al-
gorithm will be stopped since no further dierence is noticeable between the reconstruc-
ted images of the current and next iterations. This is used as one of the stopping criterion,
which will be explained in the next section.
• Maximum ratio of change by TV minimization to change by SART (rmax)
As mentioned in the part of hyper-parameter αred , if the ratio of the change in the image
due to steepest descent to the change in the image due to POCS is greater than rmax , the
gradient-descent step-size is reduced by αred .
• Scale factor for adaptive-weighted TV norm (δ )
This hyper-parameter is only required in adaptive-weighted algorithms, i.e. AwTV-POCS
and AwPCSD. It controls the strength of the diusion in the adaptive-weighted TV norm
in equation 4.36 during each iteration, as explained in the previous chapter. The weights
in equation 4.36 make it possible to consider the gradient of the desired image and to take
into account the changes of local voxel intensities.
5.1.2 Stopping criterion
The stopping criterion play an important role in the reconstruction algorithms as they specify at
which point the algorithms should be stopped. Generally speaking, the algorithms are stopped
either when the dierence of image between current and previous iterations is not noticeable,
the image is accepted to be an optimal one or the maximum number of iteration is reached due
to the time constraint. The stopping criterion utilised in the reconstruction algorithms in this
chapter comprise of 3 checks.
Firstly, the case where reconstructed image is accepted to be an optimal solution is con-
sidered. When implementing the algorithm, the currently estimated image is checked to see if
it obeys the constraints of equations 4.7 and 4.8, as explained in the previous chapter. In addi-
tion, the currently estimated image is checked if it satisfies the Karush Kuhn-Tucker conditions,
which is a generalisation of the Lagrange multipliers for inequality constraints. The Karush
Kuhn-Tucker conditions are presented in detail in section4.2 of chapter4. In summary, the KKT
conditions state that the image will be an optimal solution if the TV and data-constraints gradi-
ents vectors are pointing in exactly the opposite direction. As a stopping criteria, these two
vectors are checked if they are back-to-back with each other by computing the dot product
between them. The Karush Kuhn-Tucker conditions are checked as one of the stopping criterion
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to ensure that only the optimal solution is obtained regarding both the TV norm minimisation
and data fidelity, even if the data constraint is satisfied. The reader is referred to read more de-
tailed explanation of the neccessary conditions for a given image to be the optimal one in [122].
The first check of the stopping criterion is when the currently estimated image satisfies the
following conditions:
c<−0.99 & dd ≤ ε (5.1)
where c is the cosine of the angle between the TV and data-constraint gradients, dd is the L2
error between the measured projections and the projections computed from the estimated image
in the current iteration , ε is the data-inconsistency-tolerance parameter. Ideally, cosθ should be
-1.0 to show that the two vectors are exactly opposite to each other, i.e. the angle between them
is 180◦. However, this value is rather diicult to achieve in practice and requires a large number
of iterations. It is reported in [122] that ,empirically, there is only lile significant changes in
the image when the cosθ is below -0.5. Thus, the aim is to aain cosθ in the neighbourhood of
-0.99.
In an ideal scenario, the value of c should be -1 as the vectors of TV and data-constraint
gradients must be completely opposite to each other, as mentioned earlier. Practically, this value
is diicult to reach as it requires a large number of iterations. Thus, this value is set to -0.99.
The algorithm is stopped when the currently estimated image satisfies these two conditions in
equation 5.1, simultaneously.
Secondly, the algorithms are ceased when the relaxation parameter (β ) of the current itera-
tion meets the following condition:
β < 0.005 (5.2)
The relaxation parameter reduces every iteration by a factor of specified βred . When value
of β falls below 0.005, no further dierence is noticeable between the reconstructed images of
the current and next iterations. Hence, the algorithm is forced to stop.
Last check of the stopping criterion is when the maximum number of iteration specified by
user is reached. As the number of iterations is a constant and cannot be updated adaptively, the
algorithm may be stopped either before or aer the optimal solution is obtained. The stopping
criterion of maximum number of iteration can be related to the β condition in equation 5.2
depending on the specified values of β and βred . For instance, when β and βred are specified as
1 and 0.99, respectively, β will be reduced to β = β ×βred in every iteration of algorithm. In this
case, it will take 528 iterations until β < 0.005 and satisfy the stopping criterion in equation 5.2.
Thus, the stopping criterion of β also determines the maximum number of iteration.
When the algorithms meet any of these three stopping criterion checks, the current iteration
is ceased and the currently estimated image is accepted to be a final reconstructed image.
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5.2 Results
All 4 TV-based reconstruction algorithms are implemented based on the algorithms available in
Tomographic Iterative GPU-based Reconstruction (TIGRE) toolbox [9]. Apart from analysing the
sensitivity of TV hyper-parameters and evaluating the performance of the AwPCSD algorithm,
we are also looking to investigate how the adaptive-weighted function helps to improve the
result by comparing between two pairs of adaptive-weighted and non-adaptive-weighted al-
gorithms.
The data set used to evaluate the performance of reconstruction algorithms and hyper-
parameters analysis is a digital XCAT phantom which contains thorax anatomy structures [115].
The Poisson and Gaussian noise [135], [84] has been added to the input projection data for a
simulation of realistic noise. The default noise is the combination of Poisson noise with max-
imum photon count of 60,000 and the Gaussian noise with mean and standard deviation of 0
and 0.5, respectively. Figures [5-1a] and [5-1b] show one cross-sectional slice of the exact thorax
phantom and the region of interest used to compute the evaluation metrics, respectively.
(a) Exact phantom (b) Region of interest
Figure 5-1: One cross-sectional slice of thorax phantom data set
Number of projection images used for image reconstruction in this study is 20 views, equally
sampled from 360◦. For this situation with very limited number of projection images, reconstruc-
tion using standard FDK algorithm can give an extremely poor quality reconstructed image with






Figure 5-2: Reconstructed images from 20 projection images using FDK method
With this limited data scenario, the performance of the proposed AwPCSD algorithm as well
as other three existing TV-based reconstruction algorithms can be intensively evaluated and
compared. The following two metrics were used as a quantitative measure of reconstruction
quality in this study.
5.2.1 Image ality Metrics
• Root mean squared error (RMSE)
The first metric is root mean squared error (RMSE) which calculates the similarity between








( fˆ (xi)− f (xi))2 (5.3)
where fˆ (xi) represents the reference aenuation coeicient at voxel i , f (xi) represents the
reconstructed aenuation coeicients at voxel i, N is total number of voxels of the image.
A small value of RMSE indicates small dierence between the two images and vice versa.
In this experiment, the reference image is the exact XCAT phantom. The reference image
is only used for assessment to determine how well the reconstruction algorithms are able
to reconstruct an image, in comparison with the ideal case. In real practice, there is no ref-
erence image since a reconstruction is implemented on a measured projection data of an
object and the image of the object is what is being produced. If an assessment is needed
for a reconstruction with real measured data, a reference image could be a reconstruc-
ted image using a standard reconstruction algorithm such as the FDK algorithm using
as many projections as possible. The reconstructed image from such scenario should be
suicient to represent the best possible expectation of the image to be reconstructed.
• Correlation coeicient (CC)
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The second metric is correlation coeicient (CC) which measures the degree to which the
two images are associated. The CC metric is defined as follows
CC =
Cov( fˆ (x), f (x))
σ fˆ (x)σ f (x)
(5.4)
where Cov( fˆ (x), f (x)) is the covariance of the reference and reconstructed images, σ fˆ (x)
is the standard deviation of the reference image, σ f (x) is the standard deviation of the
reconstructed image. The value of CC is between -1 and 1 where 1 is the total positive
linear correlation, 0 is no linear correlation and -1 is total negative linear correlation. A
positive linear correction between the reference and reconstructed images is desired.
5.2.2 Sensitivity analysis of hyper-parameters
This section analyses a sensitivity of all the hyper-parameters required for 4 reconstruction al-
gorithms: ASD-POCS, AwTV-POCS, PCSD and AwPCSD. Each hyper-parameter is analysed
separately across all the algorithms. The RMSE and CC values calculated from final estimated
images from each value of hyper-parameter are ploed to see the performance of 4 algorithms
in respond to changing of hyper-parameters’ values.
The total number of hyper-parameters is dierent among the 4 algorithms in this study. The
table 5.1 shows the set of initial values for hyper-parameters that is used as a starting point to
analyse the sensitivity of the first hyper-parameter, ε . The initial values in table 5.1 are chosen
following some initial tests and also randomly selected.
Table 5.1: A set of initial values of hyper-parameters for the sensitivity analysis
Algorithms ng α αred β βred rmax δ
ASD-POCS 25 0.002 0.95 1 0.98 0.94 N/A
AwTV-POCS 25 0.002 0.95 1 0.98 0.94 0.001
PCSD 10 N/A N/A 1 0.98 N/A N/A
AwPCSD 10 N/A N/A 1 0.98 N/A 0.001
In this study, the ASD-POCS algorithm is used as a reference algorithm, which requires
7 hyper-parameters including ε . The AwTV-POCS requires one more hyper-parameter from
ASD-POCS which is δ as it implements the adaptive-weighted TV norm, making AwTV-POCS
the algorithm that requires the highest number of hyper-parameter among the 4 algorithms.
The PCSD and AwPCSD algorithms require three less parameters than ASD-POCS and AwTV-
POCS algorithms including α , αred and rmax, making PCSD the algorithm that requires the least
number of parameters among all 4 algorithms.
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Reconstruction time
The reconstruction time of the 4 TV regularised algorithms in this analysis depends on sev-
eral factors. The first factor is the experimental seings, which can be summarised for this
analysis as following: Detector size = 512× 512, Voxel size = 128× 128× 128, Number of pro-
jections = 20 projections, maximum number of iteration = 500. The specifications of the testing
computer is also important. In this experiment, the testing computer is an Intel Core i7-4930K
CPU@3.40GHz with 32 GB RAM and GPU: NVDIA GeForce GT 610. If these 2 factors change,
the reconstruction time will also change accordingly.
Moreover, dierent values of some hyper-parameters strongly aect the reconstruction time.
These are the ones that directly aect the stopping criterion such as ε and βred . Other hyper-
parameters can also aect the reconstruction time such as ng since it defines a number of TV
sub-iteration within the main algorithm.
Tables 5.2 and 5.3 report examples of dierent reconstruction times for the 4 TV regularised
algorithms in this experiment. Some extreme values of hyper-parameters are chosen to give an
idea on estimated time required for dierent values.
Table 5.2: Reconstruction times for 4 TV regularised algorithms with ε = 0 and ε = 100,000.
The other hyper-parameters are defined as shown in table 5.1.
ε = 0
Algorithms Time Stopping criterion
ASD-POCS 7 mins 55.3 secs maximum iteration at 500
AwTV-POCS 9 mins 57 secs maximum iteration at 500
PCSD ≈4 mins β at iteration 263
AwPCSD ≈4 mins β at iteration 263
ε = 100,000
Algorithms Time Stopping criterion
ASD-POCS ≈40 secs c and dd at iteration 21
AwTV-POCS ≈40 secs c and dd at iteration 20
PCSD ≈4 mins β at iteration 263
AwPCSD ≈4 mins β at iteration 263
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Table 5.3: Reconstruction times for 4 TV regularised algorithms with ng= 1 and ng= 200 with
ε chosen as 40. The other hyper-parameters are defined as shown in table 5.1.
ng = 1
Algorithms Time Stopping criterion
ASD-POCS 8 mins 42 secs maximum iteration at 500
AwTV-POCS 9 mins 28.6 secs maximum iteration at 500
PCSD ≈4 mins β at iteration 263
AwPCSD ≈6 mins β at iteration 263
ng = 200
Algorithms Time Stopping criterion
ASD-POCS 13 mins 27.5 secs maximum iteration at 500
AwTV-POCS 13 mins 55.9 secs maximum iteration at 500
PCSD ≈6 mins β at iteration 263
AwPCSD ≈8 mins β at iteration 263
Data-inconsistency-tolerance parameter (ε)
The first hyper-parameter to be analysed is ε , which is required by all 4 algorithms and signi-
ficant to the final reconstructed image as it involves in stopping criterion of equation 5.1.
To begin the sensitivity analysis, the other hyper-parameters are set to their initial seings as
displayed in table 5.1, while ε are varied from 0 to 105. The 21 values of ε being tested in this ex-
periments are ε =0,0.1,1,10,15,20,25,30,35,40,45,50,100,300,500,700,1,000,5,000,10,000,50,000 and
100,000. The RMSE and CC values are calculated using the reconstructed image obtained from
each ε value and ploed as shown in figure 5-3.
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(a) RMSE plots from varying ε (b) CC plots from varying ε
Figure 5-3: RMSE and CC plots across dierent ε values
According to the figure 5-3, an evaluation of eects from varying ε by using RMSE and CC
plots can not be done in a straightforward way because all the algorithms are implemented
with all 3 stopping criterion in place. When specifying dierent values of ε to the algorithms,
some of the algorithms with certain values of ε were stopped according to dierent stopping
criterion, not just from achieving the specified ε . As a consequence, the reconstructed images
do not directly represent the eects from dierent values of ε .
Instead, the stopping criterion of the 4 algorithms are suppressed for this experiment of
varying ε . All the algorithms are forced to implement until they reach the iteration number
250. This number is chosen such that the algorithms iterate enough to achieve the specified
ε , especially when the values are small. Moreover, instead of using the RMSE and CC metrics,
this experiment of varying ε is evaluated by ploing the l2 norm of the dierence between a
projection of the estimated image and the simulated projection data ,||Ax−b||2, and TV norm
of the estimated image, ||x||TV .
Firstly, the analysis of the results in this section start with the plots between l2 norm error,







Figure 5-4: Plots of the l2 norms of the dierence between a projection of the estimated image
and the simulated projection data (||Ax− b||2) of the reconstructed images from 4 algorithms
with varying values of specified ε from 0 to 105.
The overall of figure 5-4 can be interpreted that as the ε increase, the l2 norm increases. For
the ASD-POCS and the AwTV-POCS algorithms, l2 norms stay at the same value at the begin-
ning until they start to increase at ε ≈ 40−50 and stay constant at dierent values aerwards.
The l2 norms of PCSD and AwPCSD algorithms start with slightly higher values and stay con-
stant until they start to increase at the higher values of ε and keep increasing until the last value
of ε .
According to the figure 5-4, it can also be seen that the l2 norms measured from the final
reconstructed images at the end of the implementation and the specified ε values are not the
same values. In case that large ε values are specified, the final ||Ax− b||2 achieved in the re-
constructed image is even lower than that of the specified value. For instance, the case of ε =
105, we can see that the final ||Ax− b||2 achieved by each algorithm ended up all lower than
105. This is because the algorithms are forced to iterate until the maximum number of iteration
250 is reached, which makes the algorithms still minimising the error even though the achieved
error passes the point of the specified values.
However, when the ε is specified at very low values, such as 0.1 and 0, we can see that the
final ||Ax−b||2 achieved by each algorithm can only get to the value≈ 50−70, even though the
250 iterations of algorithms are implemented. The point to say here is that very low ε are almost
impossible to achieve and also the specified ε to the algorithms are not always guaranteed that
the final l2 norm error of the same value will be achieved.







Figure 5-5: Plots of the TV norms of the reconstructed images from 4 algorithms with varying
values of specified ε from 0 to 105.
According to figure 5-5, as the ε increases, the TV norms of the reconstructed images from
ASD-POCS and AwTV-POCS algorithms stay constant at certain values upto ε ≈ 35−40. Then,
the TV norms of both algorithms drop and stay constant at the lower values aerwards until
the last ε . For PCSD algorithm, the TV norms are constant with increasing ε at the beginning
until they start to increase gradually at ε ≈ 5,000. For AwPCSD algorithm, the TV norms also
stay constant upto ε ≈ 1,000, then they slightly decrease before turning to gradually increase
at the point of ε ≈ 5,000.
Next, we investigate how the 2 norms are changed, in relative to each other, with dierent
values of specified ε . This is shown by ploing ||Ax−b||2 and ||x||TV norms computed from the







Figure 5-6: Plots of the ||Ax− b||2 and ||x||TV norms of the reconstructed images from 4 al-
gorithms with varying values of specified ε from 0 to 105. The Y axis represents ||Ax−b||2 and
the X axis represents ||x||TV with the values of ε annotated at each point.
According to figure 5-6, the results from the ASD-POCS and AwTV-POCS algorithms have
the same paern. As the ε decrease, the ||Ax−b||2 norms are also decreasing, as opposed to the
increasing ||x||TV norms. The PCSD and AwPCSD algorithms exhibit almost the same paern
with decreasing ||Ax−b||2 and ||x||TV norms when the ε decrease. However, the ||x||TV norm of
the AwPCSD algorithm slightly increase when ε fall below 5,000.
As well as the plots of 2 norms with varying ε as presented in figures 5-4,5-5 and 5-6, the
cross-sectional slices of reconstructed images from the experiment are shown in figure 5-7. The
images from reconstruction using 4 values of ε are chosen to display in figure 5-7 out of the
21 values being tested, in order to give an information on how the reconstructed images are



















ε=0 ε=100 ε=1,000 ε=100,000
Figure 5-7: Reconstructed images from 4 algorithms using dierent ε values
With increasing values of ε , the quality of reconstructed images deteriorates. This can be
seen from visually inspecting the images in figure 5-7, as well as the increasing of ||Ax− b||2
norm. However, the measured ||x||TV norms do not always correspond to the quality of the
reconstructed images. For instance, the ||x||TV norms have shown to be decreasing with an in-
creasing ε in the reconstructed images from ASD-POCS and AwTV-POCS algorithms. These
are shown in flaer-looking images with less small features recovered in the 3rd and 4th rows
from the top of figure 5-7, when the ε are geing larger. For the PCSD and AwPCSD algorithms,
the reconstructed images with large ε deteriorates even more than those of the ASD-POCS and
AwTV-POCS algorithms. These can be seen with the blurry edges with almost no small features
of images recovered in the 1st and 2nd rows from the top of figure 5-7, when the ε are geing lar-
ger. However, the ||x||TV norms have shown to be increasing with an increasing ε . These results
show dierent amounts of image TV norm minimisation for each TV regularised algorithm. The
main objective of CT reconstruction problem under study is to solve the constrained optimisa-
tion in the equation 4.6 explained in the previous chapter. The balance between a regularisation
function, which is a minimisation of ||x||TV norm, and the data fidelity constraint ||Ax−b||2 < ε
is controlled by a set of hyper-parameters. Each and every hyper-parameter is very important
to the implementation of the TV regularised algorithms since it controls the balance of regular-
isation term and the data fidelity term. This is the main reason why the sensitivity analysis of
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TV hyper-parameters in this chapter is very important.
It is also worth noting that each TV regularised algorithm under study requires dierent
numbers of hyper-parameters for its implementation. As much as the values of all the hyper-
parameters strongly aect the final reconstruction results of all the algorithms, each hyper-
parameter could also aects the others. However, the experiments in this study is designed
to vary one hyper-parameter at a time while keeping others constant, in order to observe the
eects of a reconstruction from one particular hyper-parameter with as lile interference form
other hyper-parameters as possible. The correlation between a group of hyper-parameters is a
complicated issue and requires another study particularly devotes to this. We bear in mind that
the results come out from this study are subject to this limitation.
It is very diicult to identify any specific value as the most appropriate ε for one particular
data set as the ε is data-specific. However, from the trials and errors, we can suggest that using
the L2 norm of the reconstructed image obtained from Ordered-subset simultaneous algebraic
reconstruction techniques (OS-SART) algorithm [19], [130] as an ε value yields an acceptable
result. However, one has to bear in mind that specifying the ε is a maer of image quality versus
computational time. Choosing too small ε might take longer computational time to achieve the
desired value and also does not guarantee the best image for some of the algorithms. This
can be seen from figure 5-3a that stopping criterion of reconstructed images with ε lower than
20 is from reaching the maximum number of iterations which takes long computational time.
Moreover, in case of PCSD and AwTV-POCS algorithms, the reconstructed images from larger
ε even have beer quality than smaller RMSE values.
TV sub-iteration number (ng)
The second hyper-parameter to be analysed is TV sub-iteration number. The values are varied
from 1 to 200. Other hyper-parameters are still the same as initial seings apart from ε , which
are chosen to be the optimal values for each algorithm obtained from the previous section.
According to the RMSE plot in figure 5-8a, two algorithms which achieve the lowest RMSE
values are AwTV-POCS and AwPCSD. Firstly, we consider the pair of PCSD and AwPCSD al-
gorithms. For PCSD algorithm , the reconstructed images from low number of TV sub-iteration
are still acceptable even though the images are not very clear as seen from the second row of
figure 5-9. When the TV sub-iteration number increases, the RMSE values suddenly go up with
relatively bad reconstructed images when ng > 10. This is to show that the strange performance
of PCSD algorithm arises very easily, following on from sensitivity of ε to TV sub-iteration num-
ber in this case. However, with the adaptive-weighted function added on to PCSD algorithm, the
AwPCSD algorithm can significantly improve the quality of reconstructed images as the TV sub-
iteration number increases. The lowest RMSE value of the reconstructed images from AwPCSD
is when ng = 6. Aer that, the reconstructed images get more blurred with the increasing TV
sub-iteration number as seen in the first row of figure 5-9.
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(a) RMSE plots from varying ng (b) CC plots from varying ng
Figure 5-8: RMSE and CC plots across dierent ng values
Analysing the pair of ASD-POCS and AwTV-POCS algorithms, both algorithms improve the
quality of reconstructed images as the TV sub-iteration number increases until they reach their
lowest RMSE points which dier in both algorithms. For the ASD-POCS, the algorithm hits the
lowest RMSE point when ng is approximately between 20 to 50. The AwTV-POCS algorithm is
still able to bring down the RMSE further from the point of ng approximately equals to 6 until
it reaches the lowest point when ng is between 30 to 100.
The two adaptive-weighted algorithms, AwTV-POCS and AwPCSD, can bring down the
RMSE of the final reconstructed images to approximately the same level. According to figure
5-8a, the AwPCSD requires less TV sub-iteration number than AwTV-POCS to reach the op-
timal reconstructed image which can save significant amount of computational time. This is
because the AwPCSD algorithm takes into account the current image error when choosing the
TV steepest descent step-size for the next iteration. However, the AwPCSD is more sensitive
to the changing values TV sub-iteration number as the quality of final reconstructed images
deteriorate quickly with the increasing ng as shown in the figure 5-9.
To sum up, the adaptive-weighted algorithms outperform the non-adaptive-weighted al-
gorithms over the range of TV sub-iteration numbers under study. Comparing between AwPCSD
and AwTV-POCS, although the best reconstructed images from these 2 algorithms achieve the
same level of RMSE, AwPCSD algorithm requires less number of ng which save computational
time. However, it is important to specify a proper TV sub-iteration number when implementing



















ng=2 ng=6 ng=25 ng=45
Figure 5-9: Reconstructed images from 4 algorithms with dierent ng values
TV hyperparameter (α)
The next hyper-parameter to be studied is α . This hyper-parameter is only required by ASD-
POCS and AwTV-POCS algorithms. In these 2 algorithms, the α is used to specify the steepest-
descent step-size in the first iteration. As the iteration goes on, the TV step-size will be reduced
by the amount of αred if the condition which we briefly discussed earlier when explaining the
data-inconsistency-tolerance ε hyper-parameter section is met.
The α hyper-parameter is varied from 0,2× 10−8,2× 10−5,2× 10−4,2× 10−3,0.1,1,5,10
to 20. Other hyper-parameters are still the same as initial seings apart from ε and ng which
are set as found in the previous sections. The RMSE and CC plots of final reconstructed images
using dierent α values over the range of study are shown in figure 5-10.
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(a) RMSE plots from varying α (b) CC plots from varying α
Figure 5-10: RMSE and CC plots across dierent α values
From the RMSE plots, both algorithms have a minima in a very specific value of α ,i.e.
when α = 0.002. The reconstructed images get increasingly deteriorated the further away the
α is from that value. This can be seen from the reconstructed images in figure 5-12. Again,
the AwTV-POCS algorithm has beer performance than ASD-POCS algorithm with the clearer
reconstructed image in the same value of α .
With the fixed value of α = 0.002, figure 5-11 shows the RMSE plots of the reconstructed
images using ASD-POCS and AwTV-POCS algorithms with varying TV sub-iteration number




TV sub-iteration number (ng)
Figure 5-11: RMSE plots of the reconstructed images using ASD-POCS and AwTV-POCS al-
gorithms with fixed value of α = 0.002 and varying TV sub-iteration number (ng) from 2 to
50.
According to figure 5-11, it can be seen that the reconstructed images using ASD-POCS and















Figure 5-12: Reconstructed images from ASD-POCS and AwTV-POCS with dierent α values
Therefore, it is of the utmost importance to specify a proper value of α for the ASD-POCS
and AwTV-POCS algorithms to work properly. With this knowledge, we can say that this is a
great advantage of PCSD and AwPCSD algorithms that do not require this α hyper-parameter
It is also worth noting that the hyper-parameter α is data set dependent. According to
the experiments in [68], dierent values of α can lead to transition from an under-regularised
noisy/patchy TV-regularised reconstruction, through to an over-regularised solution.
Reduction factor of TV hyperparameter (αred)
In the same way as α , the αred hyper-parameter is only required by two algorithms, ASD-POCS
and AwTV-POCS. This hyper-parameter is involved in the condition which has been discussed
earlier when the definitions of hyper-parameters are introduced in section 5.1.1. For the next
iteration, the gradient-descent step-size is reduced by αred only when the ratio of change due
to TV minimisation to change due to SART is greater than rmax and the L2 error of image in the
current iteration is greater than ε simultaneously.
The range of αred being studied here is varied from 0.1 to 1. The RMSE and CC plots of final
reconstructed images using dierent αred values over this range are shown in figure 5-13.
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(a) RMSE plots from varying αred (b) CC plots from varying αred
Figure 5-13: RMSE and CC plots across dierent αred values
Considering RMSE and CC plots, the reconstructed images obtained from AwTV-POCS with
dierentαred achieve lower RMSE values and higher CC values than that of the ASD-POCS in al-
most all cases. Again, this is also showing that the adaptive-weighted function can significantly














Figure 5-14: Reconstructed images from ASD-POCS and AwTV-POCS with dierent αred values
From this study, we can see that theαred hyper-parameter is a sensitive one. A slight increase
in value of αred leads to a drastic change in the final reconstructed image. See for an instance
the reconstructed images in figure 5-14 when αred is increased from 0.9 to 1. It is a crucial hyper-
parameter to set to a proper value. For both algorithms, reduction of α is crucial. Therefore, the
αred should not be set to 1 as the quality of image is deteriorated hugely. The suggested value of
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αred for the implementation of ASD-POCS and AwTV-POCS is any value close to 1 for the best
results.
Since the αred hyper-parameter is sensitive to value change and requires a proper seing, it
is another advantage of PCSD and AwPCSD algorithms that these 2 algorithms do not require
this hyper-parameter for their implementations.
Relaxation parameter (β )
This is the hyper-parameter that defines how strong the eect of SART function is on the current
iteration of the reconstruction. In this study, the relaxation parameter is varied from 0 to 1.
According to the RMSE plot in figure 5-15a, when β = 0 , all 4 algorithms have a high level of
RMSE which is expected as the SART operation is suppressed. As β increases to 1, the quality
of reconstructed images is gradually improved with lower RMSE for all algorithms apart from
PCSD where the RMSE values increase in the middle part of the range. Although the RMSE of
reconstructed images with β closer to 1 are slightly dierent, the quality of images is not that
significantly improved. Thus, the recommended seing for β hyper-parameter is 1.
(a) RMSE plots from dierent β (b) CC plots from dierent β
Figure 5-15: RMSE and CC plots across dierent β values
Reduction factor of relaxation parameter (βred)
This hyper-parameter is varied from 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.98, 0.99 to 1. The
value of βred = 1 means that the same amount of eect from SART operation is kept constant as
the iteration goes on. Decreasing βred from 1 to 0.1 reflects in less and less amount of relaxation
parameter β for the next iteration.
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(a) RMSE plots from dierent βred (b) CC plots from dierent βred


















βred=0.1 βred=0.98 βred=0.99 βred=1
Figure 5-17: Reconstructed images with dierent βred values
From the RMSE and CC plots in figure 5-16, we can see that values of RMSE are the lowest
when βred are close to 1. The quality of reconstructed images quickly deteriorate as the βred get
smaller upto 0.1 as can be seen from the cross-sectional slices of the reconstructed images in
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figure 5-17.
From this study, the suggested range of βred is value larger than 0.98 but smaller than 1 to
ensure the eect of SART operation is reduced for the next iteration but not excessive.
Maximum ratio of change by TV minimization to change by SART (rmax)
The rmax hyper-parameter is required by two algorithms: ASD-POCS and AwTV-POCS. This
hyper-parameter is also involved in the condition for TV steepest-descent step-size adaptation
for next iteration. If the ratio of the change in the image due to steepest descent to the change
in the image due to POCS is greater than rmax , the gradient-descent step-size is reduced by
αred . In case that the current image satisfies the data-inconsistency-tolerance condition, the
gradient-descent step-size is then no longer reduced.
From this condition, we can see that the reconstructed images obtained from varying rmax
also depends on the values of ε andαred . However, the study of combination of hyper-parameters
would be too complicated to evaluate for the scope of this study.
The rmax in this study is varied from 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.94, 1, 2, 3, 4 to 5.
The RMSE and CC plots of the reconstructed images obtained from varying rmax in this range
is shown in figure 5-18.
(a) RMSE plots from dierent rmax (b) CC plots from dierent rmax
Figure 5-18: RMSE and CC plots across dierent rmax values
According to figure 5-18, the best results for both algorithms are obtained from rmax = 1 which
means that the algorithms best perform when the change in the image is balanced between the
two operations. In other words, the ratio of the change in the image due to steepest descent
should be equal to the change in the image due to SART. The same way as in the previous
sections, the introduction of the adaptive-weighted TV norm results in overall a beer image.
Scale factor for adaptive-weight TV norm (δ )
This hyper-parameter is only required by AwTV-POCS and AwPCSD algorithms that minimise
adaptive-weighted TV norm, as expressed in the equation 4.40 in the previous chapter. The
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δ hyper-parameter is a scale factor controlling the amount of smoothing being applied to the
image voxel at edges relative to non-edge region during each iteration.
Figure 5-19 shows the weight function plot from the weight equations 4.41-4.43. The range
of image gradient in X axis is specified from 0 to 0.01 with six values of δ : 0.0005, 0.001, 0.003,
0.005, 0.01, 0.1. The RMSE and CC values obtained from the reconstructed images of dierent
values of δ are ploed in figure 5-20.
Figure 5-19: Weight equation function
(a) RMSE plots from dierent δ (b) CC plots from dierent δ
Figure 5-20: RMSE and CC plots across dierent δ values
According to figure 5-19, the weight equation with a small value of δ specifies low weights
to almost every pixels. This means that the algorithm preserves most of the gradient by leing
TV minimisation have less influence to its implementation . Hence, the reconstructed images
will be on the noisy side as can be seen from the figure 5-21, especially the case of AwPCSD with
δ = 0.0005.
On the other hand, when δ is large, the function specifies high weights to almost every
gradient size of image. This allows TV minimisation to have more influence during the imple-
mentation of the algorithm results in the blurred side of the image.
Seing values of δ to these 2 extreme cases makes the algorithm unable to dierentiate
between the noise which normally contain small gradient and the edges which contain larger
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gradient. The appropriate seing of δ is significant to the adaptive-weighted algorithms as it
allows TV minimisation to have more influence to remove noise and less influence to preserve
edges.
A proper choice of δ is specific to each data set. The suggested way to choose δ is by
seing it to approximately 90th percentile of histogram of the reconstructed image from OS-
SART algorithm. It should also be noted that this suggestion is derived from the experiment
with one set of data, i.e. simulated projection from XCAT phantom. Later on in this chapter, this
suggestion of choosing δ will be applied to a dierent data set, to observe if this suggestion still
works.
The weight equation function can be ploed using this value of δ to see how much influence
of TV minimisation is preferred for dierent level of image gradient. Minor alternation might
be needed around this value to ensure that the weight equation can preserve the gradient of the










δ=0.0005 δ=0.001 δ=0.003 δ=0.1
Figure 5-21: Reconstructed images from dierent δ values
Aer the sensitivity analysis of all the hyper-parameters has been implemented, figure 5-22
shows the cross-sectional slices of reconstructed images from the best possible seing of hyper-
parameters obtained from the analysis. The best values of hyper-parameters from the analysis,
as well as the reconstruction times taken for each algorithm are presented in table 5.4. It is
clearly seen that the AwPCSD algorithm can preserve the edges of reconstructed image beer
than other 3 algorithms.
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ASD-POCS AwTV-POCS PCSD AwPCSD
Figure 5-22: The cross-sectional slices of reconstructed images of 4 algorithms from the best set
of hyper-parameters.
Table 5.4: The best values of hyper-parameters obtained from the sensitivity analysis and the
reconstruction times.
Algorithms ε ng α αred β βred rmax δ
ASD-POCS 0-40 25 0.002 0.9 1 0.99 1 N/A
≈ 2 mins 17secs
AwTV-POCS 40 45 0.002 0.9 1 0.99 1 0.001
≈ 6 mins 45secs
PCSD 40 6 N/A N/A 1 0.99 N/A N/A
≈ 9 mins 43secs
AwPCSD 0-40 6 N/A N/A 1 0.99 N/A 0.003
≈ 10 mins 31secs
5.2.3 Further analysis of the reconstructed images
In order to analyse the edge preserving property of the experimental results, the image profiles
along the horizontal and vertical lines as shown in the figure 5-23 are ploed.
Figure 5-23: The image profiles are ploed along the horizontal and vertical lines.
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The profiles of reconstructed images from the 4 algorithms are ploed in figure 5-24 with
reference to the Thorax phantom. This is to compare the ability of the reconstruction algorithms
to reconstruct the small features as well as preserving the edges of the phantom.
(a) The image profiles along the horizontal line. (b) Partial profiles of the selected ROI.
(c) The image profiles along the vertical line. (d) Partial profiles of the selected ROI.
Figure 5-24: 1D profiles along the horizontal line (81st row of the reconstructed images) and the
vertical line (71st column of the reconstructed images.)
The 1D profiles of the exact phantom image are ploed in solid black line for reference.
Region of interest (ROI) is selected from 1D profiles and marked by the red rectangles in the
le column of the figure 5-24. The profiles of these selected pixels are ploed in the right
column to observe the dierences clearer. It can be obviously seen that the profiles of the
adaptive-weighted algorithms i.e. AwTV-POCS and AwPCSD show beer alignment with the
exact phantom image than those of the ASD-POCS and PCSD algorithms.
Comparing between the two adaptive-weighted algorithms: AwTV-POCS and AwPCSD, al-
though the dierences between these two methods are not clearly visible,the reconstructed im-
age from AwPCSD shows a slightly beer alignment with the exact phantom image than that
of the AwTV-POCS algorithm.
5.3 Experimental evaluation
SophiaBeads dataset
Apart from the simulated data set, the proposed algorithm is also tested with the real microCT
datasets, The SophiaBeads Datasets [28]. The sample is a plastic tube with a diameter of 25 mm,
filled with uniform Soda-Lime Glass (SiO2-Na2O) beads of diameters 2.5 mm (with standard
deviation 0.1 mm). The dataset is loaded using the scripts in the project [27]. The source-
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to-detector distance is 1.007× 103 mm and the source-to-object distance is 80.6392 mm. The
detector size is 1564 x 1564 pixels and the image size is 1564 x 1564 x 200 voxels. The number of
projections used to reconstruct the image in this experiment is 64 projections.
The gold standard image used as a reference in this study is reconstructed by FDK algorithm
with 2,048 projections. The proposed algorithm, AwPCSD, is tested with this dataset as well
as other 3 TV-based regularization algorithms and FDK for a comparison. The set of hyper-
parameters used for each TV-based algorithm is derived as suggested from the experiments of
sensitivity analysis in the previous section. The detail of each hyper-parameter is explained in
table 5.5
Table 5.5: The optimum set of hyper-parameters used for SophiaBeads dataset
Algorithms ε ng α αred β βred rmax δ
ASD-POCS 1.5e+04 25 0.002 0.9 1 0.99 1 N/A
AwTV-POCS 1.5e+04 45 0.002 0.9 1 0.99 1 0.1129
PCSD 1.5e+04 6 N/A N/A 1 0.99 N/A N/A
AwPCSD 1.5e+04 6 N/A N/A 1 0.99 N/A 0.0922
The optimum set of hyper-parameters used in this SophiaBeads dataset have some sim-
ilarities and dierences compared to the one used for Thorax phantom dataset. The hyper-
parameters such as TV sub-iteration (ng), TV hyperparameter (α), Reduction factor of TV hy-
perparameter (αred) , Relaxation parameter (β ), Reduction factor of relaxation parameter (βred)
and Maximum ratio of change by TV minimisation to change by SART (rmax) are similar, whereas
data-inconsistency-tolerance (ε) and Scale factor for adaptive-weight TV norm (δ ) are dierent.
The laer two hyper-parameters are defined specifically for each dataset based on the recom-
mended suggestions in the previous section with some small modification. A cross-sectional
slice of the reconstructed images from each algorithm is shown in figure 5-25, together with the












Figure 5-25: The cross-sectional slices of reconstructed images from SophiaBeads datasets.
Considering the RMSE values of all the results from 5 algorithms, the lowest value is the
reconstructed image from the FDK algorithm. The other reconstructed images from 4 TV-
regularised algorithms have higher RMSE values than that of the FDK but rather similar to each
ither, with only slightly dierences. Although the one of FDK algorithm has the smallest value,
the image shows severe artifacts, especially outside the circle of the object. The reconstructed
images from TV-regularised algorithms have higher RMSE values but show less artefacts. To
observe the dierence of each algorithm beer, the image profiles along the horizontal line as
shown in figure 5-26a are ploed to compare the edge preserving property. The horizontal im-
age profile along the 146th row is ploed in figure 5-26b with the ROI between 305th to 325th
column as shown in figure 5-26c.
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(a) Horizontal line through the 146th row of the image
(b) The image profiles along the horizontal line
(c) Partial profiles of the selected ROI
Figure 5-26: The reconstructed images profiles
Considering the 1D profile plot of the ROI in figure 5-26c, the reconstructed images from
4 algorithms have very similar image profiles. However, the result from the proposed AwPCSD
algorithm is closer to the reference image in some parts, especially when the pixel intensity is
lowering down approximately near the pixel number 308-309. This shows that the proposed
AwPCSD algorithm performs relatively similar, if not beer than the other 3 existing algorithms
with less critical hyper-parameters to tune.
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5.4 Eects of reconstruction using total variation regularised al-
gorithms from dierent number of projections
As discussed in the introduction chapter, the frequency of CBCT imaging has increased during
the past decades with a rapid growth of IGRT routine due to the superiority of CBCT imaging in
volumetric visualisation of patient localisation. As a consequence, there is an increasing aware-
ness of high radiation dose delivered to patients from imaging. This reflects in a number of
published papers, which have investigated into the magnitude of imaging dose from CBCT by
measurements and calculations, as reported in the review paper [1]. Imaging dose reduction
has been an active area of research recently. It is of greater importance for the imaging dose
reduction in children than adults, as shown in [34], [33] that the pediatric imaging dose de-
livered to several organs is approximately twice that of adult. Several methods can be utilised
to reduce imaging dose during image acquisition such as adjusting the start/stop angles of the
x-ray source to avoid radio-sensitive organs, reducing scan length by using smaller field sizes
and using low-dose protocols to image.
The amount of scanning dose is directly related to a number of projections and an exposure
per projection, as presented in [146]. The eect of a limited number of projections on the im-
age quality of megavoltage digital tomosynthesis was studied in [112]. The experiments in the
work [112] were implemented using portal images, which were acquired using an add-on charge
coupled device (CCD) camera EPID. The dose measurements and calculations were implemen-
ted to determine the dose delivered to 3 points of the test phantom during image acquisition.
The lithium fluoride (LiF) thermoluminescent dosimeters (TLDs) chips were positioned at these
points to measure the amount of dose. A total of 41 projection images were acquired every de-
gree from -20◦ to 20◦. Number of projections used to measured the dose in the experiment was
from 2 to 41 projections. The results showed the expected linearly increase in dose to all points
with an increasing number of projections. Apart from the radiation dose, a number of projec-
tions also aects a data acquisition time and reconstruction time. It is, therefore, desired to have
a balance between time and quality such that the scan times can be kept as low as possible while
still achieving good quality of image.
An interesting question can be raised regarding how many projections are suicient for an
accurate X-ray CT reconstruction. Number of projections directly aects the acquisition time
and reconstruction time. Therefore, it is important to have a balance between time and quality
so that the scan time can be kept as low as possible while still achieving good quality image
from the CT scan. Among existing literature, there is lile quantitative guidance regarding how
much TV regularisation helps to reduce the number of projections.
In [69], Jørgensen and Sidky developed and adapted phase-diagram analysis from the com-
pressed sensing (CS) for empirical use in X-ray CT, in order to determine how few projections
are enough for recovery of an image of a given sparsity. The phase-diagram is a systematic ana-
lysis tool from the CS to study and express theoretical relations between sparsity and suicient
sampling. In their work, two theoretical analyses by Donoho and Tanner (DT) [38], [37], [36], [39]
and Amelunxen, Lotz, McCoy and Tropp (ALMT) [3] are presented. Brief explanation of each
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analysis is given in the following.
For an s-sparse signal x∈RN and m samples, the phase-diagram from DT shows recoverabil-
ity as a function of (ρ,δ ), where ρ = s/m∈ [0,1] and δ =m/N ∈ [0,1]. The results in [69] showed
that there exist phase-transition curves ρ(δ ) such that at a sampling level of δ all/most signals
with ρ < ρ(δ ) can be recovered and all/most signals with ρ > ρ(δ ) failed to be recovered. These
are represented as the area below the curve for full recovery and the area above the curve for no
recovery. The ALMT phase diagram shows recoverability as a function of (s/N,m/N) ∈ [0,1]2,
where m/N are critical sampling values and s/N are sparsity values. The phase-transition curves
of ALMT show that most images of a given sparsity are recovered from more samples than the
critical level, and not recovered from fewer samples. The region of full recovery are above the
phase-transition curve.
In [69], they had taken the first steps to use the phase-diagrams to predict critical sampling
levels for large-scale TV reconstruction by testing with test phantoms from a cone-beam CT
scan data set of a walnut. The simulation results reported in their work showed that the critical
sampling level was predicted very well by phase-diagram analysis. More investigation regarding
how few projections will suice for accurate TV-regularised reconstruction was done in [68].
Jørgensen et al systematically studied TV-regularised reconstruction quality at reduced numbers
of projection using real X-ray CT data. The following 2 questions were raised in their study:
• Does TV-regularised reconstruction compensate beer for reduced information from few
high-exposure or many low-exposure projections?
• Is there a connection between gradient sparsity and how few projections provide enough
information that TV-regularised reconstruction succeeds?
Regarding the first question, it can be concluded from the experimental results shown in [68]
that it is more beneficial to distribute low-exposure projections across the highest possible num-
ber of projections than few high-quality projections. Regarding the second question, it is incon-
clusive if there is a possible connection between gradient sparsity and number of projections
for the reconstruction in real X-ray CT data set. The experimental results showed no clear dif-
ference in their dependence on the number of projections between two data sets with dierent
sparsity levels. However, there is a large error reduction between 64 and 128 projection, which
may hint that there is a number of projections below which TV-regularised reconstruction will
not be successful.
In order to beer understand the eects that dierent numbers of projections have to the re-
construction quality, an experiment was set up and presented in this section. The XCAT phantom
was used again as an input data set to 4 TV-regularised algorithms, i.e. ASD-POCS, AwTV-POCS,
PCSD and AwPCSD. The FDK algorithm is also implemented for a comparison purpose. The de-
fault Poisson and Gaussian noise were also added to the input projection data to simulate a
realistic noise. The numbers of projections used for the reconstruction with 5 algorithms range
from 20 projection views to 360 projection views, equally sampled over 360◦. Aer the recon-
structed images from all the algorithms with dierent numbers of projections were obtained,
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the root mean squared error (RMSE) of each reconstructed image was calculated by using the
equation 5.3. The reference image in this experiment was the exact XCAT phantom image.
The experiments were performed on the computer with an Intel Core i7-4930K CPU@3.40GHz
with 32 GB RAM and GPU: NVDIA GeForce GT 610. All the TV regularised algorithms were spe-
cified maximum number of iteration of 50. All the hyper-parameters for each algorithm were
specified as suggested from the results of sensitivity analysis presented earlier in this chapter.
The ng,α,αred ,β ,βred and rmax for each algorithm was specified according to the table 5.4. The
ε hyper-parameter was specified as the L2 norm of the reconstructed image obtained from OS-
SART algorithm. The δ hyper-parameter was specified as approximately 90th percentile of his-
togram of the reconstructed image from OS-SART algorithm. Values of ε and δ for dierent
numbers of projections are shown in table 5.6, together with the reconstruction times per itera-
tion and iteration numbers when the 4 TV regularised algorithms stopped.
Table 5.6: Variation of dierent ε and δ values, reconstruction times per iteration, the iteration
numbers where the TV regularised algorithms stopped with dierent numbers of projections.
Numbers of Values of ε / ASD-POCS / AwTV-POCS/ PCSD / AwPCSD /
projections δ (for Aw algos) stop at stop at stop at stop at
20 107.2733/0.0201 1 s/iter 17 1.3 s/iter 14 1.1 s/iter 50 1.2 s/iter 50
40 101.5651/0.0209 1.8 s/iter 13 2.4 s/iter 12 2.1 s/iter 50 2.4 s/iter 50
60 114.5665/0.0213 2.7 s/iter 13 3.5 s/iter 10 3.1 s/iter 50 3.5 s/iter 50
80 124.9976/0.0216 3.6 s/iter 10 4.7 s/iter 8 4 s/iter 50 4.6 s/iter 50
100 135.4417/0.0218 4.5 s/iter 9 5.8 s/iter 8 4.9 s/iter 50 5.8 s/iter 50
120 145.8427/0.0218 5.2 s/iter 8 6.9 s/iter 7 5.9 s/iter 50 6.9 s/iter 50
140 153.8287/0.0220 6.2 s/iter 8 8.2 s/iter 6 6.5 s/iter 50 7.6 s/iter 50
160 163.3692/0.0220 7 s/iter 7 9.2 s/iter 6 7.9 s/iter 50 9.1 s/iter 50
180 171.0661/0.0221 7.7 s/iter 7 12.5 s/iter 6 8.7 s/iter 50 9.6 s/iter 50
200 178.6926/0.0222 8.7 s/iter 7 12.8 s/iter 6 9.7 s/iter 50 10.8 s/iter 50
220 187.5277/0.0223 9.5 s/iter 6 13.1 s/iter 13 10.9 s/iter 50 11.9 s/iter 50
240 194.1640/0.0224 10.1 s/iter 6 14.1 s/iter 19 11.8 s/iter 50 13.9 s/iter 50
260 200.3112/0.0224 11.5 s/iter 6 15.2 s/iter 13 12.7 s/iter 50 14.1 s/iter 50
280 207.5493/0.0225 11.9 s/iter 8 16.2 s/iter 31 13.8 s/iter 50 15.1 s/iter 50
300 214.3009/0.0225 12.8 s/iter 14 17.8 s/iter 20 14.7 s/iter 50 16.2 s/iter 50
320 221.0016/0.0226 13.7 s/iter 16 19 s/iter 21 14.5 s/iter 50 17 s/iter 50
340 228.5531/0.0226 14.2 s/iter 21 20.2 s/iter 44 15.3 s/iter 50 18.1 s/iter 50
360 234.1947/0.0227 15.2 s/iter 50 20.1 s/iter 44 17.3 s/iter 50 20.4 s/iter 50
In this experiment, the ASD-POCS and AwTV-POCS algorithms stopped by satisfying the
stopping criterion of cosine angle between the TV and data-constraint gradients and the L2
norm error between the measured projections and the projections computed form the estim-
116
ated image in the current iteration, as explained in equation 5.1. With dierent numbers of
projections, these 2 algorithms stopped at dierent number of iteration, as presented in table
5.6. The PCSD and AwPCSD algorithms were implemented until the maximum number of iter-
ation of 50 was reached. We can also observe from the table 5.6 that the reconstruction times of
all the algorithms increase with an increasing number of projections used for the reconstruction.
Furthermore, it can be observed that most of the ε and δ values slightly increase as the number
of projections increases in each step.
The RMSE values of the reconstructed images from 4 TV regularised and FDK reconstruc-
tion algorithms with dierent numbers of projections from 20 projections to 360 projections are
shown in figure 5-27. The Y axis of the graphs is ploed in a log scale.
Figure 5-27: RMSE values of the reconstructed images from ASD-POCS, AwTV-POCS, PCSD,
AwPCSD and FDK algorithms with dierent numbers of projections used for reconstructions,
i.e. varying from 20 projection views to 360 projection views, equally sampled over 360◦. The Y
axis of the graphs is ploed in a log scale.
Figure 5-28 depicts some examples of the reconstructed images from this experiment. The
reconstructed images shown in figure 5-28 are the reconstruction results of 4 TV regularised
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Figure 5-28: Reconstructed images from ASD-POCS, AwTV-POCS, PCSD, AwPCSD and FDK
algorithms obtained using 20, 60, 200 and 360 projection images.
According to the RMSE plots on figure 5-27, it can be observed that, as the numbers of
projections increase from 20 to 360, only the RMSE values of reconstructed images from FDK
algorithm constantly decrease. These results of FDK algorithm are in line with the reconstructed
images shown in the top row of figure 5-28. As the number of projections increases from 20 to
360 projections, the FDK reconstructed images becomes less noisy with an improved quality of
images. Next, we consider the results of the TV regularised algorithms. The RMSE values of 4 TV
regularised algorithms start o decreasing and then eventually increase, especially when num-
ber of projections are in a high region, ≈ 300 and more. Among all the 4 algorithms, the PCSD
algorithm exhibits the slowest decreasing of RMSE values at the beginning and the increasing
at the end. Frankly speaking, these behaviours of the 4 TV regularised algorithms are not in line
with an assumption that the reconstructions using higher numbers of projections should result
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in lower RMSE values. However, visual inspection of figure 5-28 reveals that the reconstructed
images from these 4 algorithms become less and less noisy with clearer small features recovered
with an increasing number of projections. Some prominent dark and white circles artifacts can
be seen in the lower part of reconstructed images from PCSD and AwPCSD algorithms from 200
views, even become more obvious in 360 views. These artifacts may be the reason of high RMSE
values of the reconstructed images from PCSD and AwPCSD algorithms towards the end of the
graphs in figure 5-27.
The conclusions can be drawn from this experiment in several aspects. First of all, the TV
regularised algorithms perform beer than the FDK algorithm when the number of projection
is limited, especially in the 20 views case. This can be seen from the lower RMSE values and
less noisy reconstructed images. Secondly, this experiment reinforces the point that finding an
appropriate set of hyper-parameters for the TV regularised algorithms is a diicult task. This is
because there are many factors involved in choosing hyper-parameters such as a data set, sizes
of the measurement data and image to be reconstructed, as well as a number of projections
used for a reconstruction. Dierent numbers of projections require dierent values of hyper-
parameters for the algorithms to work properly and produce a good quality image. For example,
more TV sub-iteration number might be required for the reconstruction with low number of
projections, in order to deal with noise of a reconstruction with limited data.
5.5 Summary
In this chapter, the hyper-parameter selection of TV-based regularization algorithms is investig-
ated. The sensitivity that the reconstruction image has to value change on each hyper-parameter
is analysed, in order to know which ones to prioritise when tuning the algorithms to minimise
or completely avoid rerunning the reconstruction with dierent values of hyper-parameters.
In addition, the robustness of the newly proposed AwPCSD algorithm is tested in compar-
ison with other 3 algorithms: ASD-POCS, AwTV-POCS and PCSD. The sensitivity analysis is
evaluated experimentally by two image quality metrics: Root mean squared error (RMSE) and
Correlation coeicient (CC). The edge preserving property of the adaptive-weighted function is
also analysed using the one-dimensional profiles plot along the horizontal and vertical lines of
the reconstructed images from the TV-based algorithms in comparison to the reference image.
The suggested ways of selecting the values for each hyper-parameter are presented in detail
in the results section. It is clearly seen from the results that hyper-parameter choice is cru-
cial for the implementation of TV-based regularization algorithms, especially for the following
three hyper-parameters: TV hyperparameter (α), Reduction factor of TV hyperparameter (αred)
and Maximum ratio of change by TV minimization to change by SART (rmax). These hyper-
parameters are the most sensitive ones and require careful selection of values. Seing these
hyper-parameters to certain values can significantly deteriorate the quality of final reconstruc-
ted image.
With this knowledge, it is a great advantage of PCSD algorithm as well as the proposed
AwPCSD algorithm because they do not require the mentioned hyper-parameters, making them
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a lot easier to implement and less prone to errors compared to the ASD-POCS algorithm.
However, the performance of PCSD algorithm is unreliable at times in response to changes
of some hyper-parameters such as data-inconsistency-tolerance (ε), TV sub-iteration number
(ng) and Relaxation parameter (β ). In these scenarios, the proposed AwPCSD algorithm shows
significant robustness over PCSD algorithm by preserving edges of the reconstructed image
beer.
The minimisation of adaptive-weighted TV norm shows great performance in preserving the
edges of the reconstructed algorithms for both two adaptive-weighted algorithms: AwTV-POCS
and AwPCSD. This edge-preserving function make the adaptive-weighted algorithms a lot more
robust when compared to other two non-adaptive-weighted algorithms, especially for the pair
of PCSD and AwPCSD algorithms.
There are some limitations of the sensitivity analysis of combination of hyper-parameters.
For some hyper-parameters such as the reduction factor of TV hyperparameter (αred), the gradient-
descent step-size for the next iteration will only be reduced by αred when the ratio of change
due to TV minimisation to change due to SART is greater than rmax and the L2 error of im-
age in the current iteration is greater than ε simultaneously. This means that all three hyper-
parameters can aect the results of sensitivity analysis of αred . However, the sensitivity analysis
is done by varying values of one hyper-parameter at a time as the study of combination of
hyper-parameters would be complicated to evaluate and is beyond the scope of this study.
The proposed AwPCSD algorithm has shown significant robustness compared to other three
existing algorithms: ASD-POCS, AwTV-POCS and PCSD. This AwPCSD algorithm is able to pre-
serve the edges of the reconstructed images beer with less sensitive hyper-parameters to tune.
Towards the end of the chapter, the eects of reconstruction using TV regularised algorithms
and the FDK algorithm with dierent numbers of projections was studied.
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Chapter 6
Hyper-parameter selection using Ant
Colony Optimisation algorithm
It has been clearly shown from the results in the previous chapter that the selection of hyper-
parameters is of the utmost importance for the implementation of TV-based reconstruction al-
gorithms. If the hyper-parameters are not specified the proper values, the eicacy of the re-
construction algorithms might not be at their best. The proper values of TV hyper-parameters
are the ones that are most suited to a set of data and imaging application, for which they make
the TV regularised algorithms produce images with good quality for certain tasks. The interac-
tions among a set of hyper-parameters are also complex. This makes the knowledge of picking a
proper value for a given task scenario only be acquired through many trials-and-errors, which is
a tedious and time-consuming process. The manual adjusting of the hyper-parameters is com-
monly seen in a number of researches in this field [122], [65], [64], [66], [23]. The complication
of hyper-parameter selection makes it diicult to unlock the true potential of iterative recon-
struction algorithms in clinical use [148].
In the literature, many techniques are proposed to automatically tune the hyper-parameters
in dierent applications. In [51], Golub et al proposed the generalised cross-validation method
for estimating the ridge parameter in ridge regression. P.C. Hansen [54] proposed methods
to choose the regularisation parameters by locating a characteristic L-shaped corner of a plot
between a seminorm of a regularised solution versus a norm of the corresponding residual er-
ror. In [108], the method to select regularisation parameter for nonlinear iterative image res-
toration and MRI reconstruction was proposed. In their work, they demonstrated that minim-
ising predicted-SURE (Stein’s unbiased risk estimate) consistently lead to reconstruction with al-
most optimal value of mean-squared-error (MSE). Also, minimising generalised cross-validation
(GCV) yields result with near-MSE-optimal for image restoration and slightly sub-optimal for
MRI.
For x-ray CT reconstruction, there has also been an on-going eort to address the prob-
lem of hyper-parameter selection in iterative algorithms. In 2009, Xu and Mueller proposed the
data-driven learning approach to automate the parameter selection for CT reconstruction tasks
by matching given data configurations with their most eective reconstruction parameter con-
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figurations [136]. The ordered subsets SIRT (OS-SIRT) is used to demonstrate the principles of
their proposed approach. Later on, they devised a parameter space navigation interface that
allows users to interactively assist parameter selection for iterative CT reconstruction algorithm
(OS-SIRT) [137].
In [138], Xu and Mueller proposed two approaches to learn eective parameter seings for
GPU-accelerated iterative CT reconstruction algorithms. The first approach starts by producing
a set of reconstructions from the projection data. These reconstructions are evaluated fitness
scores by using a quality metric. Adaptive sampling are used to drive the data collection into
parameter regions that produce more diverse reconstruction results in terms of the quality met-
rics. All the reconstructions is then labelled either ‘quality, given a certain wall-clock time limit’
or ‘reconstruction speed, given a certain quality threshold’. The observations with the higher
marks, subsequently receive higher weights in determining the reconstruction algorithm para-
meters.
The second approach of the work proposed by Xu and Mueller is to solve the parameter
learning problem as a multi-objective optimisation (MOO) problem. The genetic algorithms
(GA) are well suited for this kind of problem. More detail about the GA will be explained in
the next section. In their work, the nondominated sorting genetic algorithm (NSGA) is used to
find a nondominated optimal solution set. The parameter learning process in this approach is
executed by firstly generating the initial population of parameter. The OS-SIRT reconstruction
algorithm and the parameter searching algorithm NSGA-II are running alternatively until the
stopping criterion has been satisfied. Within each generation, OS-SIRT is implemented as a
parallel fitness values evaluator, while the NSGA-II combines these fitness values to find the
current solution set with a user-defined set size. The results showed that the second approach
using GA can provide optimal parameter seings considerably faster than the first approach
because fewer reconstructions need to be computed. Their work shows the feasibility of using
GA as a tool for parameter selection in iterative algorithms and reveals interesting relationships
among the parameters tested. However, their proposed approach is not scalable in the number of
parameters and uses the OS-SIRT reconstruction algorithm in conjunction with bilateral filtering
for regularisation.
The scalable framework of the learning of eective parameter seing is proposed in [148]
by Zheng et al. In their work, a compute-based assistant called dose, quality and speed (DQS)
advisor is devised. It is a visual interface system that allows users to balance the three most
important CT metric; dose, quality and speed. Their optimisation system is designed by using
OS-SIRT algorithm with 2D NLM filter and unsharp masking for regularisation. The most eect-
ive parameter seings for a set of DQS configurations are generated by ant-colony optimisation
(ACO) algorithm, which is a specific form of GA. A visual interface presents the outcome of the
optimisation, while a matrix display allows users to compare the corresponding images. The
ACO approach used for parameter searching in the DQS advisor is based on their automatic
parameter optimisation framework proposed in [147], which will be presented in more detail in
section 6.2.
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6.1 Hyper-parameter selection framework
First of all, this section explains the framework of the hyper-parameter selection problem to help
the reader understands the context, as well as the practical constraints of the problem. As parts
of the work done in this thesis, 2 hyper-parameter selection algorithms are developed to demon-
strate the possible ways that the computer can be used to select the best set of hyper-parameters
from the ranges of user-defined values. The aim is to alleviate the diiculty of choosing the
values of hyper-parameters for the implementation of TV regularised algorithm, which can be
problematic for the users who are not experts in the field. Upon achieving this, the following
points are important factors to be considered:
• Image reconstruction hyper-parameters
Depending on which reconstruction algorithm is being implemented, dierent algorithms
require dierent numbers of hyper-parameters for their implementations. For instance,
the fundamental iterative algorithms such as ART, SIRT, SART and OS-SART require mainly
2 hyper-parameters; relaxation parameter and number of iteration. The CGLS algorithm
requires one hyper-parameter, which is the number of iteration. For TV regularised al-
gorithms, as presented in detail in the chapter 5, the ASD-POCS algorithm requires 7
hyper-parameters: ε,ng,α,αred ,β ,βred ,rmax, the AwTV-POCS algorithm requires the same
amount of hyper-parameters plus one extra: δ . The PCSD algorithm requires 4 hyper-
parameters: ε,ng,β ,βred and the AwPCSD requires the same amount as that of the PCSD
algorithm plus δ .
• Practical constraints
There are several constraints that need to be considered for the hyper-parameter selection
problem. The first one is the time constraint, which is directly related to the maximum
number of iterations specified for the algorithms. The algorithms might be stopped from
meeting the convergence criteria. Otherwise, they will continue implementing until the
maximum number of iterations is reached. Another constraint is the image quality, for
which the level of image quality might depend on the applications that the images will be
used in. This is another input required from the user.
• User-defined ranges of hyper-parameters The hyper-parameter selection problem for
the reconstruction algorithms is still an unsolved problem. Typically, the set of hyper-
parameters which produces good quality of image is obtained from the opinion of experts
in the field. Otherwise, it is obtained through trials-and-errors of manual tuning, which is
a tedious and time-consuming process. In the context of this work, the hyper-parameter
selection algorithms work based on the initial set of hyper-parameters as defined by the
general users. The ranges are based on the experimental results as presented in the chapter
5. However, any discrete values of the hyper-parameters can be specified for the hyper-
parameter selection algorithms.
Based on the above mentioned factors, 2 hyper-parameter selection algorithms are developed
123
to demonstrate the possible ways of solving the hyper-parameter selection problem for the TV
regularised algorithms. The aim is for the general users who do not have much experience in the
field. As an example, the AwPCSD algorithm is chosen as a base reconstruction algorithm, to be
combined with the ACO and the Hedge algorithm to choose the hyper-parameters. However,
the algorithms are generalised to be applied with any reconstruction algorithms at all. In this
chapter, the hyper-parameter selection using the ACO algorithm is explained and the Hedge
algorithm will be explained in the next chapter.
6.2 Hyper-parameter selection using Ant Colony Optimisation
(ACO)
The ACO approach imitates the way the ants in nature find the shortest path from their nest
to the food source. Intuitively, an ant chooses the path randomly from multiple paths available,
which have dierent distances to the food source. Then, it travels back to the nest and leaves
pheromones along the trail it has traversed so the other ants can follow this path. As other
ants follow the pheromone trails, they will also emit pheromones to reinforce the trails. Aer
some time, the pheromone will evaporate. However, the pheromones on the shortest path will
have the least amount of time to evaporate. Eventually, the shortest path will have the highest
amount of pheromone deposited, which aract more ants to follow this path. At the end, all
ants will converge to the shortest path.
The Ant Colony Optimisation (ACO) is a swarm intelligence approach to search for good
paths in discrete graphs, as proposed in [40]. It is a modification of the Ant System algorithm,
which was first introduced by Dorigo et al in [41], [42]. The ACO approach is a probabilistic
technique and has been successfully implemented in a numerous number of optimisation prob-
lems as reported in [40]. It belongs to the class of metaheuristic approaches, which can provide
approximate solutions when the global optimum is unobtainable due to incomplete information.
In [40] the ant colony optimisation (ACO) metaheuristic is proposed. Its use in hyper-parameter
optimisation in CT reconstruction context is not extensive. As briefly mentioned earlier, Zheng et
al [148] employed this approach to learn the best parameter seing in their iterative algorithm.
In this chapter, we use the ACO approach for the complex non-linear problem of TV hyper-
parameter selection. This work uses the AwPCSD algorithm as TV regularised reconstruction
method, but any other TV regularising algorithm can be tuned using the exact same approach.
The reason for choosing this algorithm is that the AwPCSD implements the adaptive-weighted
TV regularisation, which is able to preserve the edges of the reconstructed image beer with
less sensitive hyper-parameters required.
6.2.1 The method
To explain how the algorithm works in a nutshell: There is a colony of artificial ants that swarm
through the AwPCSD algorithm. Each ant chooses a set of hyper-parameters required for its
iterative CT reconstruction. Aer the reconstruction process finishes, the reconstructed image
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obtained from each set of hyper-parameters that belongs to each ant is given a score, which
measured using a correlation coeicient (CC). According to this score, each ant leaves a pher-
omone through the path it has chosen. A higher score means stronger pheromone to aract
more ants in the next generations. The reconstructed image with the best score of one genera-
tion of ants is kept and used as a base image for the next iteration of algorithm. This approach
iterates until either the stopping criterion as explained in equations 5.1 and 5.2 are met, or the
maximum number of iteration is reached.
The overall picture of the hyper-parameter selection algorithm using ACO method for CBCT
reconstruction is shown in figure 6-1. The detailed explanation of the method in this section is
based on this diagram.
Starting with the initialisation stage, the initial images are defined. These are previous it-
eration best image (prev-iter-best) and previous generation best image (prev-gen-best), which
are both defined to be zero images as a starting point. Also, the pheromones of all values of
hyper-parameters are initially set to 1, such that a probability for an individual ant to choose
any choices is equal.
In the context of problem in this work, the number of hyper-parameters to be selected is
five as required by the implementation of the AwPCSD algorithm. The recommended seings
of some hyper-parameters as found from previous chapter are followed, i.e. relaxation para-
meter (β ) is set to 1, reduction factor of relaxation parameter (βred) is set to 0.99, scale factor for
adaptive-weighted TV norm (δ ) is set to the 90th percentile of the histogram of the reconstruc-
ted image from the OS-SART algorithm. Apart from these, there are still two hyper-parameters
, data-inconsistency-tolerance parameter (ε) and TV sub-iteration number (ng), that require
a proper seing. In the proposed algorithm, the ACO algorithm is employed to identify the
optimal hyper-parameter seing for the AwPCSD reconstruction algorithm for a given set of
limited projection data.
In each iteration of the algorithm, the process loops through each ant in the colony. The
prev-iter-best is used as a base image for all ants. An individual ant chooses the value of each
hyper-parameter seing following the probability. Ants are not allowed to choose a set of hyper-
parameters that was already chosen by another ant of the same generation. The pheromone is





where τi is the pheromone for the choice of hyper-parameter value i andR is the total number
of available choices for the hyper-parameter. In the first iteration, the pheromones of all the
hyper-parameters are set to 1, making it possible for each ant in the first generation to freely
choose any choices.
Each ant then moves on to the reconstruction process, carrying choices of hyper-parameters
it has chosen. This process involves running an instance of the AwPCSD reconstruction al-
gorithm.For each run of the AwPCSD algorithm, one iteration of the algorithm is performed.
The reconstructed image from each ant is compared with the reference image and a correlation
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Figure 6-1: The overall picture of the implementation of the computer-aided hyper-parameter
tuning approach works
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coeicient (CC) is computed and used as a score. This step is repeated until all ants in a colony
has finished their moves. The reconstructed image with the highest score among all the ants in
that generation is kept as the current-gen-best result.
Aer one generation of ant is finished, the score of each reconstructed image obtained from
the reconstruction using each hyper-parameter configuration is separately recorded for each
hyper-parameter value in that configuration. Then, all the scores of each hyper-parameter value
in that generation of ant is averaged. This average score is used to update the pheromone for
that choice of hyper-parameter value for the next generation of ant colony. The pheromone
update equation is:
τm+1i = (1−σ)τmi + s¯i (6.2)
where si is the normalised score of an ant choosing the choice i of hyper-parameters, s¯i
is the average score of all ants choosing the choice i of hyper-parameters. In this study, the
CC metric is used as a score. τmi is the pheromone of the choice i of hyper-parameters for the
mth generation of ants, σ is the pheromone evaporation factor with the value between 0 and 1.
The values of pheromone are normalised between 0 and 1. The pheromone for each choice of
hyper-parameter is updated based on the score obtained from the reconstructed image. This is
to ensure that the choice which produces high-score reconstructed image aracts more ants in
the next generation of ant colony.
Then, two conditions are checked. The first condition is checked whether the score of the
current-gen-best image is greater than that of the prev-gen-best image. If the answer is no, the
algorithm launches another generation of ant colony. If the answer is yes and the maximum
number of iteration is not reached yet, the algorithm launches the new iteration and replacing
prev-iter-best and prev-gen-best images with current-gen-best image. Apart from these 2 con-
ditions, the stopping criterion as explained in the equations 5.1 and 5.2 of the chapter 5 are
also checked for each reconstructed image. If these stopping criterion are met, the algorithm
is stopped. Otherwise, the whole process is repeated until the user-defined maximum number
of iteration is reached. At the end of the implementation, the hyper-parameter configuration
with the highest score is an optimal hyper-parameter seing for a given data. Furthermore,
the reconstructed image from this seing is obtained as an optimal result from the AwPCSD
reconstruction algorithm.
The ACO approach in the proposed algorithm is able to identify optimal hyper-parameters
appropriate for a dataset and produce good quality reconstructed image using limited num-
bers of projection data. The whole process does not require any knowledge about the iterat-
ive reconstruction algorithm from the user, nor the intervention between its implementation.
The reconstructed image from the proposed algorithm is compared with the results from other
ways of choosing parameters, visually and quantitatively. In addition, the optimal set of hyper-
parameters from the proposed algorithm is used to reconstruct images from the projection data
with dierent levels of noise and dierent angle arrangements. The same set of experiments




6.3.1 Image quality metric
The image quality metric which is used to compute a score for the hyper-parameter selection
algorithm is the correlation coeicient (CC). This metric measures the degree to which the two
images are associated. The CC metric is defined in the following equation.
CC =
Cov( fˆ (x), f (x))
σ fˆ (x)σ f (x)
(6.3)
where Cov( fˆ (x), f (x)) is the covariance of the reference and reconstructed images, σ fˆ (x) is
the standard deviation of the reference image, σ f (x) is the standard deviation of the reconstruc-
ted image. The value ofCC is between -1 and 1 where 1 is the total positive linear correlation, 0
is no linear correlation and -1 is total negative linear correlation.
6.3.2 4D Extended Cardiac-Torso (XCAT) Phantom
In this work, datasets from the digital 4D Extended Cardiac-Torso (XCAT) Phantom [115] were
used in the experiments. The thorax anatomy structure of the phantoms were selected to show
the performance of the proposed algorithm to reconstruct lung images. Three datasets were
used for the training and testing purposes. The details of experiments with each dataset are
explained in the following sections.
Training dataset
The first dataset used to train the hyper-parameters for the AwPCSD reconstruction algorithm
using the proposed computer-aided training approach is the XCAT phantom as shown in figure
6-2. The chosen voxel size is 128×128×128.
Figure 6-2: Cross-sectional slices of the XCAT phantom used for the training of hyper-parameters
in transverse, coronal and sagial planes.
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Poisson and Gaussian noise [135], [84] was added to the input projection data of this data
set to simulate a realistic noise. The case of default noise in the experiment was a combination
of Poisson noise with maximum photon count of 60,000 and the Gaussian noise with mean and
standard deviation of 0 and 0.5, respectively.
In this experiment, the following general parameters for the algorithm are defined as: max-
imum number of iteration = 50, maximum number of generation of ant colony = 10, number of
ants in a colony = 50, evaporation rate = 1. The configurations for five hyper-parameters in this
experiment are displayed in the table 6.1.
Table 6.1: Values of hyper-parameter configurations for this study
Hyper-parameters Values
Data-inconsistency-tolerance parameter (ε) 0,50,70,100,200,500,2×103,1×104,1×105,5×105
TV sub-iteration number (ng) 2,4,6,8,10,12,14,16,18,20,22,24,26,28,30
Relaxation parameter (β ) 1
Reduction factor of relaxation parameter (βred) 0.99
Scale factor for adaptive-weighted TV norm (δ ) 0.0213
The values of three hyper-parameters are fixed, as explained in the method section earlier.
These values remain constant for all hyper-parameters configurations. There are 10 values for ε
and 15 values for ng. In total, there are 150 hyper-parameter configurations to be optimised by
the proposed algorithm. Each ant then chooses the values of the remaining hyper-parameter, ε
and ng, to search for the optimal hyper-parameter configuration for a given data.
The performance of the proposed algorithm was evaluated in a limited data scenario by
using the data set with 50 projection views, equally sampled from a 360◦ with an increment of
7.2◦ between each angle.
6.3.3 Performance evaluation
To evaluate the performance, the reconstructed image obtained from the optimal hyper-parameters
from the proposed method was compared with the results from other 3 cases. The first case is
the reconstruction result from the CGLS algorithm. The second case is the AwPCSD reconstruc-
tion algorithm using the non-optimal set of hyper-parameters. The non-optimal set represents
the way a user who is not familiar with the TV-based CT reconstruction would have chosen
this set of hyper-parameters. The last case to compare is a cross-validation method, which is
explained in this section.
The cross-validation method
The cross-validation method [5] [126] is a technique that is used to evaluate predictive models
by spliing the original data into training and testing sets. Typically, the implementation of the
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cross-validation method for the hyper-parameter calibration is prohibitively time consuming.
The method is implemented for a comparison in this work to evaluate the performance of the
proposed method in terms of the quality of reconstruction, as well as the computational time.
The implementation of cross-validation technique to select the hyper-parameter in this work
is shown in figure 6-3 and explained as following. In one trial of the cross-validation technique,
one projection is taken out from the available stack of projection data and is used as a testing
data. The remaining projections are used as a training set. The reconstruction using the AwPCSD
algorithm is implemented on the training set in parallel, using each one of the hyper-parameter
configurations. The RMSE error is measured between the projected data from the reconstructed
image of each hyper-parameter configuration and the testing data. Then, the method moves on
to the next trial, where the next successive projection data is used as a testing data instead of the
current one. The same process is repeated again until the last available data is used as a testing
data, i.e. the total number of trial equals to the number of projection data. The average error of
each hyper-parameter configuration is computed from the errors collected from all trials. The
best parameter configuration is the one with the lowest average error and the worst parameter
configuration is the one with the highest average error.
As the results of the cross-validation method is evaluated on a testing data, which is not
included in the data used to produce the results, the cross-validation method is thus a good
benchmark to compare with the proposed algorithm.
The proposed algorithm, as well as the other 3 methods, were implemented with the sim-
ulated XCAT phantom projection data, following the experimental seing as explained earlier.
Figure 6-4 presents the scores computed as correlation coeicients of the reconstructed images
using all the hyper-parameter configurations. The plot in figure 6-4 are scores of the hyper-
parameter configurations as chosen by all members of ants in the last iteration. These scores
are accumulated over the entire implementation of the proposed ACO hyper-parameter selec-
tion algorithm. The one with the highest score is chosen as an optimal set of hyper-parameters.
The optimal set of hyper-parameters found by the proposed algorithm and the cross-validation
method, as well as the non-optimal seing are displayed in the table 6.2. Note that for the
CGLS algorithm, no hyper-parameter is required. The maximum number of iteration for 3 cases
is specified at 50. However, the CGLS algorithm converges and stops at the iteration number 15
and the AwPCSD algorithm with the non-optimal seing converges and stops at the iteration
number 5.
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Figure 6-4: The plot of accumulated scores computed as correlation coeicients at the end of the
implementation of the proposed ACO hyper-parameter selection algorithm. The values of each
hyper-parameter configuration are annotated for each score in the figure.
Table 6.2: Dierent sets of hyper-parameters used to compare the performance of the proposed
algorithm
Hyper-parameter selection methods ε ng β βred δ
Proposed algorithm 2,000 10 1 0.99 0.0213
Non-optimal seing 700 100 1 0.99 0.0213
Cross-validation 0 8 1 0.99 0.0213
It is worth mentioning here that the ε = 0 for the case of cross-validation does not mean that
the algorithm was able to achieve no error between the predicted and observed projection data.
In this case, what happened was that the algorithm aimed to reach the zero error point, when
the hyper-parameter configuration under study contains ε = 0, but was forced to stop due to
the maximum number of iteration was reached first. Thus, the hyper-parameter configurations
which contain ε = 0 was evaluated based on this aempt, in combination with the performance
as aected by the other hyper-parameters.
The testing computer used for the experiment is Intel Core i7-4930K CPU @3.40GHz with
32 GB RAM. The single GPU in use is NVDIA GeForce GT 610. Comparing the computational
time for all 4 cases, the CGLS algorithm is the one with the shortest time as it only takes a
couple of seconds to finish its 15 iterations. For the AwPCSD algorithm with the non-optimal
seing of hyper-parameters, it takes approximately 2 minutes for its implementation. The hyper-
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parameter learning process using the proposed algorithm takes approximately 1.45 hours to
finish. The cross-validation algorithm is the one with the longest computational time. It takes
approximately 47.15 hours to finish the entire process.
Cross-sectional slices of the reconstruction results from all cases are shown in figure 6-5, in
comparison with an exact phantom image.
(a) Exact image (b) Proposed algorithm (c) Cross-validation
(a) Exact image (d) Non-optimal seing (e) CGLS
Figure 6-5: Cross-sectional slices of reconstructed images from 50 projection views obtained
from 4 cases (a) Exact image (b) the proposed algorithm (c) Cross-validation (d) Non-optimal
seing (e) CGLS. The display window is [0-0.02].
From a visual inspection of figure 6-5, the reconstructed image from the proposed algorithm
and the cross-validation method are rather similar to each other. Not much outstanding dif-
ference can be observed in the images from both cases. However, they are very similar the the
exact phantom image, as they contain sharper edges compared to the blurry result from the
non-optimal seing. Even though the CGLS algorithm is able to recover small features as well
as edges, the image is relatively noisy compared to the result from the proposed algorithm and
the cross-validation method.
To make a comparison clearer, we analysed one-dimensional profile plots of all the results
along an arbitrary row of a cross-sectional slice as shown in figure 6-6. The 1D plot of all the
results is shown in figure 6-7, in comparison with the reference exact phantom.
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Figure 6-7: One-dimensional profiles plot of all the results from 4 cases, in comparison with the
exact image.
According to the plots in figure 6-7, the one-dimensional profiles from the proposed ACO
algorithm and the cross-validation method are the most aligned with the profile from the exact
image. This is particularly true around the edges area, where the abrupt changes occur. In some
areas, the profile from the proposed algorithm is more aligned to the exact image than that of the
cross-validation method. But there are also some other areas that the cross-validation method
is beer aligned. Hence, the results from these two algorithms do not have any outstanding
dierence still. In line with the visual inspection of the figure 6-5, the profile from the AwPCSD
algorithm using the set of non-optimal hyper-parameter seing shows that the algorithm failed
to recover the edges information of the image. This can be seen between pixel number 30 to 60,
where the profile plot is rather flat. The result from the CGLS is middle ground between the
first 2 cases. Although the CGLS algorithm is able to recover most of the image features, the
result is much noisier compared to the proposed ACO algorithm.
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The result from the AwPCSD algorithm with the non-optimal seing can be improved fur-
ther by re-selecting the values of hyper-parameters and implement the algorithm again. It is a
time-consuming and tedious process and there is no way to guarantee that the chosen hyper-
parameters will be the optimal ones. This highlights the significance and advantage of having
the proposed computer-aided hyper-parameter selection algorithm, which helps to save time
and resource of the user to find an optimal set of hyper-parameters.
Application to other cases
To evaluate the robustness of the set of hyper-parameters obtained from the proposed algorithm
in dierent scenarios, the optimal set of hyper-parameters obtained from the proposed algorithm
was used to reconstruct images from projection data with 3 dierent levels of noise. The projec-
tion data simulated using the digital XCAT phantom is added the Poisson and Gaussian noise,
as explained in the following:
• Noise 1 case: Poisson noise = 30,000 maximum photon count and Gaussian noise with
mean = 0, standard deviation of 1
• Noise 2 case: Poisson noise = 20,000 maximum photon count and Gaussian noise with
mean = 0, standard deviation of 3
• Noise 3 case: Poisson noise = 10,000 maximum photon count and Gaussian noise with
mean = 0, standard deviation of 5
The AwPCSD algorithm is used to reconstruct the images by taking each of the noise level






















Reference Non-optimal CGLS Proposed Cross-validation
Figure 6-8: Reconstruction results from the projection data with dierent levels of noise. The
display window is [0-0.02].
In order to quantify the dierence between the results, the Universal ality Index (UQI)
[134], [144] values as well as the relative 2-norm errors in all dierent noise level cases, as com-









































(µm− µ¯)(µ truem − µ¯true)
where µ and µtrue denote voxel intensity of reconstructed image and reference image, re-
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spectively, m is the voxel index, Q is number of voxels, cov(·, ·) , σ and µ¯ are covariance, vari-
ance and mean of intensities, respectively. The UQI is an image quality metric which is used
to evaluate the degree of similarity between the reconstructed and reference images. The value
ranges from zero to one, where the value closer to one suggests beer similarity to the reference
image.
relative error (e) =
||image− imagere f ||2
||imagere f ||2 (6.5)
Table 6.3: Relative errors and UQI of image reconstruction results with XCAT Thorax phantom
(Boldface numbers indicate the best result in each case)
Case ecross eproposed enon−optimal eCGLS UQIcross UQIproposed UQInon−optimal UQICGLS
Default 5.25% 6.70% 29.13% 19.26% 0.9970 0.9959 0.9322 0.9749
Noise 1 6.95% 8.97% 29.62% 20.64% 0.9959 0.9938 0.9293 0.9711
Noise 2 11.23% 13.32% 31.42% 23.22% 0.9905 0.9857 0.9182 0.9631
Noise 3 18.37 18.01% 32.86% 31.83% 0.9737 0.9717 0.9071 0.9330
According to figure 6-8 and table 6.3, the results from the AwPCSD with non-optimal seing
are clearly the worst among the others. This is because the cross-sectional slices are rather blurry
and the relative errors are the biggest with the lowest UQI values in all cases. The CGLS results
are beer than those of the non-optimal seing but still corrupted by noise, also worsen with
an increase of noise levels. antitatively, the relative errors and the UQI values show that the
cross-validation method is slightly beer than the proposed algorithm in all cases apart from
relative error in the noise 3 case. Although the results from the proposed algorithm is slightly
inferior than the cross-validation method, the fact that the cross-validation method is much
more computationally expensive in term of the running time makes the method impractical in
real use. The cross-validation method is implemented here for a comparison purpose. The point
we are making in this experiment is to prove that the proposed algorithm is able to achieve
almost as good quality of the result as that of the cross-validation method, but in a much more
feasible time frame.
The experiment in this section proves that the same set of hyper-parameters from the pro-
posed method is robust against an increase of noise in the projection. The reconstructed images
from the proposed algorithm still able to maintain a superior quality over almost all other meth-
ods in all the noise cases.
Further analysis with multiple arrangements of angles used to acquire the projection data
was tested to ensure that the results are not unique to only one specific angle arrangement. The
projection data used in the training of hyper-parameters contains 50 projection views, equally
sampled from a 360◦ angle with an increment of 7.2◦ between each angle. This hyper-parameter
seing was tested with four dierent angle arrangements with fixed number of projections. The
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first two angle arrangements are the projection data collected over 360◦ with 7◦ and 5.9◦ incre-
ments, respectively. The other two arrangements are collected over 180◦, with 3.6◦ and 3.52◦ in-
crements. Cross-sectional slices of the reconstructed images with dierent angle arrangements
using the same set of hyper-parameters from the training stage of the proposed algorithm is
shown in figure 6-9.
Exact Phantom 180◦ with 3.6◦ increment 180◦ with 3.52◦ increment
360◦ with 7.2◦ increment 360◦ with 7◦ increment 360◦ with 5.9◦ increment
Figure 6-9: Cross-sectional slices of the reconstructed images with dierent angle arrangements.
The display window is [0-0.02].
The dierence images between the cross-sectional slices in figure 6-9 and the exact phantom
are displayed in figure 6-10 to beer observe the dierences in each case.
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Exact Phantom 180◦ with 3.6◦ increment 180◦ with 3.52◦ increment
360◦ with 7.2◦ increment 360◦ with 7◦ increment 360◦ with 5.9◦ increment
Figure 6-10: The dierence images in each angle arrangement between the exact XCAT phantom
and the reconstructed images using the set of hyper-parameters from the proposed algorithm.
The display window is [0-0.02].
The results in figure 6-9 and the dierence images in 6-10 show that the hyper-parameter
seing obtained from the proposed algorithm is able to reconstruct the same quality of image
even when the angle arrangement of the projection data was changed.
Testing datasets
In the second part of experiments, the robustness of the proposed algorithm was evaluated by
applying the trained hyper-parameter seing to the reconstruction of dierent samples. For this
purpose, two dierent XCAT phantom datasets were simulated with dierent parametrisation
from the training dataset.
The first dataset is a male phantom with the chosen voxel size of 128×128×70. The second
one is a female phantom with some modifications of general parameters used to generate the
phantom. The detail of the dierent modifications between these two phantoms is shown in the
table 6.4. Cross-sectional slices of the two phantoms are shown in figure 6-11.
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Table 6.4: The parametrisation details of the two phantoms
Parametrisation details Male Female
motion option beating heart only respiratory only
length of beating heart cycle 1 sec 5 secs
starting phase of the heart 0.0 0.4
wall thickness for the le ventricle(LV) non-uniform uniform
LV end-systolic volume 0.0 0.5
start phase of the respiratory 0.0 0.4
anteroposterior diameter of the ribcage, body and lungs 0.5 1.2
heart’s lateral motion during breathing 0.0 0.5
heart’s up/down motion during breathing 2.0 3.0
breast type prone supine
factor to compress breast half compression no compression
thickness of sternum 0.4 0.6
thickness of scapula 0.35 0.55
thickness of ribs 0.3 0.5
thickness of backbone 0.4 0.6
Figure 6-11: Cross sectional slices of the male (top row) and female (boom row) phantoms in
the three axes.
In this experiment, the experimental seing used in the previous experiment with the first
set of XCAT phantom remains the same, i.e. the default case is 50 projection views, equally
sampled from a 360◦ with Poisson noise of 60,000 maximum photon count and Gaussian noise
with mean and standard deviation of 0 and 0.5, respectively.
In the same way, the same sets of hyper-parameters used in the previous experiment as
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displayed in the table 6.2 were used to reconstruct images of the testing datasets, as well as the
CGLS algorithm. The results of the male phantom are shown and discussed first. The cross-
sectional images are shown in the figures 6-12.
(a) Exact image (b) Proposed algorithm (c) Cross-validation
(a) Exact image (d) Non-optimal seing (e) CGLS
Figure 6-12: Cross-sectional slices of the reconstructed images from the male phantom using
the same sets of hyper-parameter seings and the CGLS algorithm as applied to the training
dataset previously. The display window is [0-0.07].
According to figure 6-12, the reconstruction using the set of hyper-parameters obtained from
the training dataset still able to produce good quality of image, comparing to other methods.
We then implement the proposed method directly to the projection simulated from the male
phantom to further analyse the dierence between these 2 cases. The cross-sectional slices are
shown in figure 6-13. The relative errors and the UQI, as well as the sets of hyper-parameters
used in each method are presented in table 6.5.
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(a) (b) (c)
Figure 6-13: Cross-sectional slices of (a) the exact image ,(b) the reconstruction from the pro-
posed method directly implemented on the male phantom data, (c) the reconstruction using the
set of hyper-parameters from the training dataset. The display window is [0-0.07].
Table 6.5: Relative errors and UQI of image reconstruction results from the male phantom using
each set of hyper-parameter and the CGLS algorithm. (Boldface numbers indicate the best
result)
Sets of hyper-parameter/method Relative error (%) UQI ε ng
Proposed method from the training dataset 8.2668% 0.9946 2,000 10
Proposed method with the male phantom 5.3356% 0.9980 70 22
Cross-validation from the training dataset 10.6377% 0.9909 0 8
Non-optimal seing 12.7896% 0.9863 700 100
CGLS 15.9408% 0.9798 N/A N/A
According to figure 6-13 and table 6.5, it can be concluded that the set of hyper-parameters
obtained from the proposed algorithm with the training set can be applied to dierent ima-
ging sample and produce the result which is superior to other methods. However, the set of
hyper-parameters obtained from directly implementing the proposed algorithm with the male
phantom projection shows even beer result. This experiment proves that the selection of hyper-
parameter for the TV regularisation algorithm, specifically for the AwPCSD algorithm, is data-
specific. The optimal set of hyper-parameters from one training dataset can still be applied
to dierent image sampling with similar context. However, the optimal result might not yet
be achieved. It is significant to fine-tune the hyper-parameters, in order to obtain the optimal
result for a given data. This is the advantage that the proposed algorithm oers, to avoid the
tedious process of manual hyper-parameter tuning.
The same paern of experiment is performed on the female phantom and the results, as
presented in the figures 6-14,6-15 and table 6.6, confirm the conclusion stated above.
142
(a) Exact image (b) Proposed algorithm (c) Cross-validation
(a) Exact image (d) Non-optimal seing (e) CGLS
Figure 6-14: Cross-sectional slices of the reconstructed images from the female phantom using
dierent method and hyper-parameter seings. The display window is [0-0.07].
(a) (b) (c)
Figure 6-15: Cross-sectional slices of (a) the exact image, (b) the reconstruction from the pro-
posed method directly implemented on the female phantom data, (c) the reconstruction using
the set of hyper-parameters from the training dataset. The display window is [0-0.07].
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Table 6.6: Relative errors and UQI of image reconstruction results from the female phantom
using each set of hyper-parameter and the CGLS algorithm. (Boldface numbers indicate the
best result)
Sets of hyper-parameter/method Relative error (%) UQI ε ng
Proposed method from the training dataset 7.5255% 0.9963 2,000 10
Proposed method with the female phantom 5.5501% 0.9982 70 18
Cross-validation from the training dataset 8.8493% 0.9950 0 8
Non-optimal seing 16.7038% 0.9800 700 100
CGLS 19.3525% 0.9752 N/A N/A
6.3.4 RANDO anthropomorphic head phantom
In this section, the set of hyper-parameters obtained from the proposed algorithm with the
training dataset is tested on the real data, the RANDO anthropomorphic head phantom. The
projection data used for the experiment in this section is the measured projection data from
the RANDO head phantom 1, which were provided by North Western Medical Physics at The
Christie Hospital in Manchester. The dataset contains 360 X-ray projection images, approxim-
ately evenly spaced over a range of -100◦ to +100◦ . The projection images were acquired at 100kV,
10mA and 10ms per projection, with total imaging dose of approximately 1.5mGy. The size of
each projection image is 512×512 pixels of dimension 1×1mm, which is a down-sampled size
from the system maximum resolution of 1024×1024. An example of one measured projection
image is shown in figure 6-16.
Figure 6-16: One measured projection image from the RANDO head phantom
The AwPCSD reconstruction algorithm is applied to the projection of Rando head phantom
using the trained hyper-parameters from the first XCAT thorax. The purpose of the experiment
is to observe if the trained hyper-parameters from one training set can be applied to dierent
1The Phantom Laboratory, Salem, NY, USA.
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imaging sample in a dierent context, i.e. from the thorax phantom to the head phantom.
The number of projection for the experiment is sub-sampled from 360 to 60, equally sampled
over 360◦. Since the Rando head projection is the real dataset, there is no exact phantom image
to compare the result with. The reference image used for a comparison is then obtained using the
FDK algorithm with full projection data (360◦). The computational time taken for 50 iterations
of the AwPCSD algorithm for 60 projection images using the same testing computer is≈ 1 hour
4 minutes. The cross-sectional slices of the result is shown in figure 6-17, in comparison with
the FDK result.
(a) FDK from 360 projections (b) AwPCSD from 60 projections
Figure 6-17: Cross-sectional slices of the reconstructed images from the RANDO head phantom
dataset using (a) the FDK algorithm with 360 projection images, (b) the AwPCSD algorithm
using the hyper-parameter obtained from the proposed algorithm with the training dataset.
It can be seen from the figure 6-17 that the AwPCSD algorithm using the hyper-parameters
from the training set still able to produce an image with reasonable quality. However, the quality
of the reconstructed image is much inferior to the result from the FDK algorithm with full set of
projection. The potential reasons could be because the number of projections for the AwPCSD
algorithm is much lower and the hyper-parameters are not yet specifically calibrated for the
Rando head phantom. The result could be further improved by implementing the proposed
algorithm on the Rando head projection data to select an optimal set of hyper-parameters.
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Testing the RANDO head phantom data with the ACO hyper-parameter selec-
tion algorithm
In this section, the ACO hyper-parameter selection is implemented directly on the projection
data from the RANDO head phantom. This is to evaluate the performance of the ACO algorithm
with the real projection data and to compare the result with the reconstruction from the trained
hyper-parameters from the previous data set. The number of projection used is 60 projection
views. The reference image for the algorithm is the result from the FDK algorithm with full
projection data (360◦). The number of image voxel size is 512×512×512. Due to the massive size
of the dataset, the computational time taken to finish the entire process of the ACO algorithm
using the same seing as that of the XCAT phantom is ≈ 17 days. With the same initial hyper-
parameter values, table 6.7 summarises the best hyper-parameter configurations, as well as the
UQI and relative errors from dierent experiments. The reconstructed images from the two
cases, as well as the reference FDK image, are shown in figure 6-18.
Table 6.7: Best hyper-parameter configurations as found by the ACO hyper-parameter selection
algorithm from dierent experiments
Experiments TV sub-iteration Data-inconsistency- Relative error (%) UQI
number (ng) tolerance parameter (ε)
The ACO method with
the XCAT phantom 10 2,000 77.8337 0.3408
The ACO method with
the RANDO phantom 30 0 74.9196 0.3601
According to the results of this experiment with the RANDO head data, the following points
can be concluded. Firstly, the results prove again the point we have made earlier that the re-
construction using the set of hyper-parameters obtained from directly implementing the ACO
method are beer than reconstruction using the trained hyper-parameters from the other data
set. Although the dierence between two cases are relatively small in this experiment, it is still
noticeable. However, the computational time taken to implement the algorithm to the real data
with massive geometry is extremely long, for the current version of the algorithm. Therefore,
it is not always practical to apply the algorithm directly to the big size data. The experiment
in this section gives promising results, however, that if we were to use the non-optimal set of
hyper-parameters for the reconstruction, the fundamental structure of the algorithm is able to
achieve an image with a reasonable quality. The trained hyper-parameters from the RANDO
head phantom data are also promising to be able to use with other data set with the same
context, i.e. the brain projection data. This will save time for the training of the other brain
projection data, which could possibly take very long computational time as well.
There are several alternatives that could be implemented to reduce a computational time of
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(a) (b) (c)
Figure 6-18: Cross-sectional slices of the reconstructed images from the RANDO head phantom
dataset using (a) the FDK algorithm with 360 projection images, (b) the AwPCSD algorithm using
the trained hyper-parameters from the RANDO head phantom data, (c) the AwPCSD algorithm
using the trained hyper-parameters from the XCAT phantom data
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the ACO hyper-parameter selection algorithm. First option, the algorithm can be modified to
use with the multi-GPU, which should drastically accelerate the computational time. Secondly,
the voxel size of the reconstructed image can be specified a smaller value, for which the quality
of the image might be compromised.
6.4 Summary
In this chapter, the computer-aided hyper-parameters selection algorithm for limited data
CT reconstruction using the TV regularisation algorithm is proposed. In the proposed algorithm,
the AwPCSD algorithm is used as a reconstruction algorithm. The ACO approach is employed
to select the optimal set of hyper-parameter for the reconstruction with the AwPCSD algorithm,
which is crucial for the reconstruction result.
Initially, the ranges of hyper-parameter values are specified. The proposed algorithm searches
through all possible configurations via a colony of ants and evaluate each configuration based
on the score obtained from the comparison between the reconstructed image and the reference
image. The pheromones are le for all configurations according to the scores, to aract ants in
the next generation. At the end of the implementation, the set of hyper-parameters with the
highest score is considered as the optimal set for a given projection data. The implementation
of the proposed algorithm is fully aided by computer, without the need of human intervention
between the process.
The experimental results showed that the results from the proposed algorithm are superior
to the results from CGLS algortihm and the AwPCSD algorithm using the non-optimal hyper-
parameter seing. Although the results of the proposed algorithm are slightly inferior to those
of the cross-validation method as measured by the quantitative metrics, the computational time
of the proposed algorithm is much shorter, approximately more than 10 times quicker than the
cross-validation method. Furthermore, the optimal set of hyper-parameters from the training
data is robust against an increase of noise in the projection data. The reconstructed images from
the proposed algorithm still able to maintain a superior quality over almost all the methods in
all the noise cases.
In addition, the optimal set of hyper-parameters from one training dataset can still be ap-
plicable to dierent imaging samples with similar context. Depending on the requirement of
users in term of imaging quality, the beer result can be achieved by directly apply the pro-
posed algorithm to the data. This is the advantage that the proposed algorithm oers, to avoid




in Total Variation based CT
reconstruction using Freund and
Shapire Hedge algorithm
7.1 Introduction
From the results of the hyper-parameter selection algorithm using the ACO method presented
in the previous chapter, there are two main points that could be improved for a beer hyper-
parameter selection method. The first point is that the results from the ACO algorithm are
slightly inferior to those of the cross-validation method, in terms of the quantitative measures
using the relative error and the UQI.
The second point is the requirement of the reference image for a comparison during the
implementation. The reference image can either be an exact phantom image or a result from
the FDK algorithm with full set of projection data. This would be problematic in case of the
limited angular real projection data, where there is no exact phantom image available and only
projection in certain angular range are available. The FDK result from an incomplete set of pro-
jection is not a good quality image. Hence, it is not practical to implement the hyper-parameter
selection algorithm using ACO method in this scenario.
In this chapter, we take the motivation to improve the previously presented algorithm by
considering the hyper-parameter selection problem from a new perspective, which combines
the Hedge method of Freund and Shapire [46], [6] with the AwPCSD reconstruction algorithm.
The algorithm presented in this chapter combines the hedge algorithm of Freund and Sha-
pire with sequential reconstruction using the AwPCSD algorithm based on successive incorpor-
ation of new projections. A probability distribution on the set of potential hyper-parameters is
updated with every new projection. The hyper-parameter with the highest probability is selec-
ted for the reconstruction. The main result of this method is that choosing the value of hyper-
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parameters using the probability mass aer a certain number of steps provides a prediction error
which is almost as accurate as the prediction error incurred by the best predictor.
The hyper-parameter selection algorithm using Freund and Shapire’s hedge algorithm does
not require a reference image because the comparison during the implementation of the al-
gorithm is performed in the projection domain. Therefore, the algorithm is practical for real
projection data with limited angles.
7.1.1 The Hedge algorithm
Firstly, the concept of Hedge algorithm by Freund and Schapire [46] is explained in this sec-
tion. It is the online prediction model to solve dynamic allocation problems such as gambling,
multiple-outcome prediction, repeated games and prediction of points in Rn. With the word
‘online’, it means that a prediction model learns as it goes through experience when more as-
pects of the problem are observed. In each step, the prediction of the next observation is made
and used to compute a loss that can be incorporated into the update rule of Freund and Shapire
by using an exponential factor [6].
In the context of the hyper-parameter selection, the problem can be considered as the experts
problem, which is the most well known problem in prediction theory [57]. An overview of the
experts problem is given here in the horse-racing scenario, for instance. There are n experts
who can give their advice about which horse is going to win in each round. The decision maker
does not know which expert is the most knowledgeable about the horse-racing and needs to
choose among all the possible n given experts. In the first round, the decision maker apportions
his money equally among all the experts. In each round, the loss of each expert is computed
and used to update the weight matrix for each expert using the multiplicative rule. The weight
matrix reflects the performance of each expert. More money is allocated to the experts with
higher weights for the next round of horse-racing. The scenario is repeated iteratively. The goal
of the decision maker is to apportion his money in each race in a way that his total winnings
will be close to what he would have won had he bet his money with the best expert in hindsight.
Applying to the context of hyper-parameter selection problem, each configuration of hyper-
parameters can be considered as an expert. One round of horse-racing is equivalent to ten
iterations of the AwPCSD algorithm. The loss aer each round is computed as the RMSE error
from the prediction of the next projection. We are in search for the configuration of hyper-
parameters that returns the lowest cumulative error aer the maximum number of iteration is
reached, i.e. the one with the highest weight. More detail of the algorithm proposed in this work
is explained in the next section.
7.1.2 Hedging hyper-parameter selection for CT reconstruction using TV reg-
ularised algorithm
The Hedging hyper-parameter selection in this work is an adaptation of the method described
in [26] for the particular case of the Least Absolute Selection and Shrinkage Operator (LASSO)
estimator, which is a popular estimator in high dimensional statistics. Apart from the LASSO
150
Figure 7-1: The diagram of hyper-parameter selection method using Freund and Shapire’s hedge
algorithm
estimator, the method can also be extended to other models such as two-stage estimation [25],
[145], graphical models [89] and Robust PCA [16], etc.
The main idea behind the algorithm in this chapter is to select the hyper-parameters based
on online learning, i.e. by adding one projection at each iteration aer an initial starting image
has been found using a pre-specified number of preliminary projections. The algorithm com-
bines the Hedge method of Freund and Shapire with the AwPCSD reconstruction algorithm.
The overall picture of the proposed algorithm is shown in figure 7-1.
For the implementation of AwPCSD algorithm, five hyper-parameters are required. The
values of the following three hyper-parameters are fixed, following the empirical conclusion
from our work proposed in [81] : Relaxation parameter (β ) = 1, Reduction factor of relaxation
parameter (βred) = 0.99, Scale factor for adaptive-weighted TV norm (δ ) = the 90th percentile of
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the histogram of the reconstructed image from the OS-SART algorithm.
The remaining two hyper-parameters, TV sub-iteration number (ng) and data-inconsistency-
tolerance parameter (ε), are the ones being calibrated using the Hedge algorithm in this work.
Let us now describe the hyper-parameter selection procedure in the context of this work.
Firstly, N denotes a number of the available projection data. A finite set of hyper-parameter
configurations (Λ) is selected, from which the value of each hyper-parameter configuration (λ )
will be compared. According to the diagram in figure 7-1, number of Λ = m × n, where λ =
(ngm,εn) and λ ∈ Λ. Each value of hyper-parameter configuration (λ ) can be interpreted as an
‘expert’. All of these experts can be compared based on how well they predict the value of the
next projection of data.
To set up all the hyper-parameter configurations, the range of candidates for each hyper-
parameter is specified, i.e. TV sub-iteration number varies from ng1 to ngm and data-inconsistency-
tolerance parameter varies from ε1 to εn. Each hyper-parameter candidate is combined one-by-
one to form m × n hyper-parameter configurations.
In the initialisation stage, a probability mass (hλ ) of all the hyper-parameter configurations
is set to 1m×n , to represent equal probability for all the possible candidates. The initial starting
images are then reconstructed by AwPCSD algorithm using a pre-specified number of prelim-
inary projections (T ), which is initially set to half of the total number of projections, i.e. T = N2 .
The method simply consists in running 10 iterations of the AwPCSD algorithm in parallel, each
one with a dierent candidate value of the hyper-parameters λ ∈ Λ. Once the initial images are
obtained, the Hedge algorithm then takes place in the following steps:
• The forward projections of the images reconstructed from all the hyper-parameter con-
figurations are computed.
• For each hyper-parameter configuration, a prediction is performed for the next observed
projection (T+1) and an RMSE error (errλ ) between the reference projection and the com-
puted projection is calculated. The comparison is done in the projection domain, meaning
that the training is possible from real data (without the exact image from simulation data).
• The vector of errors for all the hyper-parameter configurations are used to update the


















Aer the probability mass (hλ ) is updated, the hyper-parameter configurations which pro-
duce the probability of less than 10% of the highest probability are discarded to speed up the
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process. Then, a new projection is added to the set of projection used to reconstruct an image.
This newly added projection is the next observed projection, i.e. the projection number (T +1).
The whole method is then repeated again until the number of T reaches the number of available
projection data N.
At the end of the algorithm, aer n steps of the algorithm is implemented, the probability
mass for each hyper-parameter configuration (hλ ) is ploed. This probability vector can be used
for the purpose of predictor aggregation. The best hyper-parameter configuration is considered
as the one with the highest probability mass.
In machine learning and computer science literature, the Hedge algorithm has been extens-
ively studied according to the survey paper [6]. The main result of the Hedge algorithm is that
if the prediction errors ( err(i)λ ) are in (0,1), or are at least bounded, then choosing the para-
meter configuration (λ ) using the probability mass (h(N)) aer n steps provides a prediction
error which is almost as accurate as the prediction error incurred by the best predictor. This is
equivalent to the reconstruction algorithm governed by the best value of the parameter config-
uration (λ ) [46], which is an unknown set and can only be obtained from a number of trials and
errors.
7.2 Results
7.2.1 Digital XCAT phantom
Some numerical studies are implemented to evaluate the Hedge hyper-parameter selection al-
gorithm. Initially, the digital XCAT phantom [115] is used as a data set. In the same way as
the experiments in the previous chapters, Poisson and Gaussian noise is added to the input
projection data to simulate a realistic noise.
In the first study, 50 projections from the data set are taken as an input. These projections are
equally sampled over 360◦. The AwPCSD reconstruction algorithm requires 5 hyper-parameters.
The values of all hyper-parameter configurations are shown in the following table.
Table 7.1: Values of each hyper-parameter configuration for this study
Hyper-parameter Values
Data-inconsistency-tolerance parameter (ε) 0,50,70,100,200,500,2×103,1×104,1×105,5×105
TV sub-iteration number (ng) 2,4,6,8,10,12,14,16,18,20,22,24,26,28,30
Relaxation parameter (β ) 1
Reduction factor of relaxation parameter (βred) 0.99
Scale factor for adaptive-weighted TV norm (δ ) 0.0212
In the same way as the experiments in the previous chapter, the three hyper-parameters
(β , βred and δ ) are specified the fixed values. Also, the same values of hyper-parameters are
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specified, in order to compare the results with the ACO algorithm. There are 10 values of ε
and 15 values of ng hyper-parameters. The combination of these values leads to 150 dierent
hyper-parameter configurations.
As the total number of projection data (N) in this study is 50, the initial starting image for the
Hedge algorithm is reconstructed using 25 projections (T=25). Then, T is incremented by 1 for
the next iteration. The algorithm is iteratively implemented until T reaches N. The probability













Figure 7-2: The probability mass of all the hyper-parameter configurations aer 25 iterations of
the Hedge algorithm (T = 25 to 50)
Since the algorithm had discarded the hyper-parameter configurations which produce the
probability of less than 10% of the highest probability, the number of remaining hyper-parameter
configurations aer this experiment is 120 configurations, as displayed in figure 7-2. The best
hyper-parameter configuration is the one with the highest probability and vice versa. According
to figure 7-2, the highest probability is the configuration number 5 (ng= 10,ε = 0). The lowest
probability is the configuration number 16 (ng= 2,ε = 50). The probability plot in figure 7-2 is
presented per hyper-parameter combination consisting of two values (ng and ε) since it reflects
the performance of both hyper-parameters, simultaneously. The combinations of all the initial
values of hyper-parameters are defined at the start of the algorithm. Both ng and ε values are
combined in a periodic manner to create 150 dierent combinations of hyper-parameters before
being implemented the Hedge algorithm. Each value of hyper-parameters is labelled in the
plot to give an information of each hyper-parameter combination. Cross-sectional slices of the




Figure 7-3: The cross-sectional slices of the reconstructed image from: (a) the exact phantom,
(b) the best hyper-parameter configuration, and (c) the worst hyper-parameter configuration.
The display window is [0-0.02].
It is obviously seen in figure 7-3 that the reconstructed image from the best configuration
of hyper-parameters is beer to recover the important features of the image and looks rather
similar to the exact phantom image. On the other hand, the result from the worst configuration
of hyper-parameters suers from noise and much more dierent from the exact phantom from
the visual inspection.
7.2.2 Performance evaluation
In order to evaluate the performance of the hyper-parameter selection algorithm using the hedge
method, the result is compared with the previously implemented algorithms in the previous
chapter, i.e. the cross-validation and the ACO algorithms. In this section, the results of the XCAT
phantom of the 3 methods are compared. Starting with the same initial ranges of the hyper-
parameters as displayed in the table 7.1, the best hyper-parameter configurations as found by
three methods are summarised in table 7.2.
Table 7.2: Best hyper-parameter configurations as found by the hedge, the ACO and the cross-
validation algorithms.
Algorithms TV sub-iteration number (ng) Data-inconsistency-tolerance
parameter (ε)
The hedge algorithm 10 0
The ACO algorithm 10 2,000
The cross-validation algorithm 8 0
It is worth mentioning here that the ε = 0 for the hedge and cross-validation algorithms does
not mean that the algorithms were able to achieve no error between the predicted and observed
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projection data. In this case, what happened was that the algorithms aimed to reach the zero
error point, when the hyper-parameter configuration under study contains ε = 0, but was forced
to stop due to the maximum number of iteration was reached first. Thus, the hyper-parameter
configurations which contain ε = 0 was evaluated based on this aempt, in combination with
the performance as aected by the other hyper-parameters.
In order to compare the results visually, the cross-sectional slices of the reconstructed images
from the AwPCSD algorithm using best hyper-parameter configurations of 3 methods are shown
in figure 7-4.
(a) ACO algorithm (b) Cross-validation algorithm
(c) Exact image (d) Hedge algorithm
Figure 7-4: The cross-sectional slices of the reconstructed images from 3 methods of hyper-
parameter selection algorithms, in comparison with the exact image. The display window is
[0-0.02].
From visual inspection, the results of 3 algorithms are very similar to each other. There is
no outstanding dierences that could be observed from the cross-sectional slices of the recon-
structed images. The results are analysed further by ploing one-dimensional profile of each
reconstructed images along one arbitrary row of the images. The one-dimensional profiles plots




Figure 7-5: One dimensional profile plots of the reconstructed images from three hyper-
parameter selection methods along one arbitrary row of the images, in comparison with the
exact image: 7-5a plots along pixel numbers 25 to 97, 7-5b zoom in along pixel numbers 50 to 70.
The one-dimensional profile plots also show the similarity of results from the three al-
gorithms. Taking a closer look in figure 7-5b, it can be seen that the profile of the cross-validation
method is closer to that of the exact image in some areas such as pixel numbers 53 and 65. How-
ever, the result from the hedge algorithm is more aligned with the exact image between pixel
numbers 60-64 and 66-70.
In order to quantify the dierence between the results, the Universal ality Index (UQI)
and the relative 2-norm errors, as defined in equations 6.4 and 6.5, are computed. Table 7.3
displays the relative errors, UQI values and the computational time taken to implement the
hyper-parameter selection for all 3 algorithms. The computational time is measured using the
same testing computer (Intel Core i7-4930K CPU @3.40GHz with 32 GB RAM and GPU: NVDIA
GeForce GT 610).
Table 7.3: Relative errors, UQI and computational time of image reconstruction results from 3
hyper-parameter selection algorithms. (Boldface numbers indicate the best result)
Algorithms Relative errors (%) UQI Computational time
(hours)
The hedge algorithm 4.9349 0.9972 16.12
The ACO algorithm 6.6979 0.9959 1.45
The cross-validation algorithm 5.2597 0.9970 47.15
antitatively, the result from the hedge algorithm is the best among the 3 algorithms with
the lowest relative error and the highest UQI. When comparing the computational time taken
to finish each algorithm, the ACO algorithm is the one with the shortest time,≈ 1.45 hours. The
computational time of the cross-validation algorithm is the longest, ≈ 47.15 hours. The hedge
algorithm is the middle ground between the two algorithm, ≈ 16.12 hours.
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Further improvements can be implemented in an aempt to reduce the computational time
of the Hedge algorithm. The first improvement is to discard more hyper-parameter configura-
tions from one iteration to another. In the first aempt, the configurations which produce the
probability of less than 10% of the highest probability are discarded before proceeding to the
next iteration. This threshold can be reduced to 5% to only let the configurations with the best
probability pass through. The second improvement is to re-select the pre-specified number of
preliminary projections (T ). In the first aempt, this number is specified as T = N2 = 25. We
can try to set T to ≈ 30-40 and the computational time should be reduced further. Next section
presents the experiments to improvement the computational time of the Hedge algorithm.
Further improvements of the hedge hyper-parameter selection algorithms
• The first improvement of the algorithm is implemented by discarding the hyper-parameter
configurations which produce the probability of less than 5% of the highest probability before
proceeding to the next iteration. The other seings remain the same. At the end of the im-
plementation, there are 104 hyper-parameter configurations remaining from the starting 150
configuration. The computational time is improved from 16.12 to 14.45 hours. In term of the
result, the best hyper-parameter configuration is still similar to the base experiment, i.e. ng= 10
and ε = 0. However, the worst configuration has changed to ng= 28 and ε = 0, which produces
the improved result from previous experiment since more low-performance configurations are
discarded during the process. The reconstructed images from the first improvement is shown in
figure 7-6.
(a) (b) (c)
Figure 7-6: The cross-sectional slices of the reconstructed image from the first improvement:
(a) the exact phantom, (b) the best hyper-parameter configuration, and (c) the worst hyper-
parameter configuration. The display window is [0-0.02].
• The second improvement is implemented by specifying T = 35, instead of T = 25, at the
beginning of the algorithm. This means that the number of projections used to reconstruct
a preliminary image is 35 projection views, which will make the algorithm start with a beer
quality of preliminary image. However, the algorithm will only be implemented for 15 iterations
(from T = 35 to 50). The other seing remain the same. At the end of the implementation,
there are 120 hyper-parameter configurations remaining from the starting 150 configurations.
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The computational time is drastically improved from 16.12 to 10.50 hours with similar result
for the best hyper-parameter configuration, i.e. ng= 10 and ε = 0. The worst hyper-parameter
configuration from this experiment is ng= 2 and ε = 0. The cross-sectional slices are shown in
figure 7-7.
(a) (b) (c)
Figure 7-7: The cross-sectional slices of the reconstructed image from the second improvement:
(a) the exact phantom, (b) the best hyper-parameter configuration, and (c) the worst hyper-
parameter configuration. The display window is [0-0.02].
• The third improvement combines the first and the second improvements by specifying T =
40 and discarding the hyper-parameter configurations which produce the probability of less than
5% of the highest probability before proceeding to the next iteration. In this case, the algorithm
will be implemented for 10 iterations (from T = 40 to 50). At the end of implementation, the
same best and worst hyper-parameters as the second improvement are obtained (and hence the
same cross-sectional slices of the results as shown in figure 7-7) with the computational time
reduced to ≈ 7.36 hours.
Up to this point, it can be concluded that by changing some seings from the base experi-
ment such as T from 25 to 40 and the threshold to discard the hyper-parameters from 10% to 5%
as in the third experiment resulted in the same set of best hyper-parameter configuration with
drastic reduction of computational time of the training (from ≈16.12 to 7.36 hours). Next step,
we try to see further possible alternative to reduce the computational time without violating
the quality of the result. In the base experiment, 10 iterations of the AwPCSD reconstruction
is implemented per one step of the Hedge algorithm. This number is reduced to 5 iterations of
the AwPCSD algorithm in one step of the Hedge algorithm and the following experiments are
performed.
In the first experiment, T is specified as 40 and the hyper-parameter configurations which
produce the probability of less than 5% of the highest probability are discarded. At the end
of the implementation, there are 120 configurations remaining with the best and worst hyper-
parameter configurations being (ng= 6,ε = 0) and (ng= 30,ε = 0), respectively. The computa-
tion time taken to complete the implementation is 4.25 hours and the cross-sectional slices of
the results are compared with the result from the third improvement as shown in figure 7-8.
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(a) (b) (c) (d)
Figure 7-8: The cross-sectional slices of the reconstructed image from:(a) the exact phantom,
(b) the best hyper-parameter configuration from the third improvement, (c) the best hyper-
parameter configuration from the first experiment and (c) the worst hyper-parameter configur-
ation from the first experiment. The display window is [0-0.02].
It can be observed that the reconstructed image from the best configuration of the first
experiment (T=40, 5 iterations, threshold = 5%) in figure 7-8(c) is slightly inferior in the image
quality to the one from the third improvement improvement (T=40, 10 iterations, threshold =
5%) in figure 7-8(b). The second experiment is then set up to observe what happen if T is changed
to 25 instead of 40 while the other seings remain the same (5 iterations, threshold = 5%). The
cross-sectional slices of the results are compared with the result from the third improvement as
shown in figure 7-9.
(a) (b) (c) (d)
Figure 7-9: The cross-sectional slices of the reconstructed image from:(a) the exact phantom,
(b) the best hyper-parameter configuration from the third improvement, (c) the best hyper-
parameter configuration from the second experiment and (c) the worst hyper-parameter config-
uration from the second experiment. The display window is [0-0.02].
At the end of the second experiment, 80 configurations are remaining with the best and
worst hyper-parameter configurations being (ng= 6,ε = 0) and (ng= 20,ε = 0), respectively. The
computation time is 7.42 hours, which is longer than the first experiment since the algorithm
performed more steps (from T = 25 to 50). It can be noted that the only dierence in the result
from the first experiment is the image of the worst hyper-parameter configuration.
Relatively speaking, the two experiments returned the same best configuration of hyper-
parameters, i.e. ng= 6 and ε = 0. The reconstructed image using this set of hyper-parameters,
however, is not as good a quality of image as the reconstructed image using the set of hyper-
parameters obtained from the experiment seing of the third improvement, i.e. ng = 10 and
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Figure 7-10: Plots of the RMSE errors computed from the reconstructed images using the
AwPCSD algorithm with each value of hyper-parameters presented in table 7.1. Y axis presents
the RMSE and X axis presents dierent TV sub-iteration numbers (ng). The values of ε are
annotated for each plot in the figure.
ε = 0. These two experiments showed that reducing the number of AwPCSD iteration per step
of the Hedge algorithm sacrifices for the inferior quality of the images reconstructed from each
hyper-parameter configuration, which are used for a comparison during the process. Eventually,
at the end of the implementation, this results in the algorithm returning the hyper-parameter
configuration that produces not as good quality of image as the other configurations as chosen
from the Hedge algorithm with more iterations of the AwPCSD algorithm in one step.
It can be concluded that the best way to implement the Hedge algorithm for the XCAT
phantom data is to set the experimental seing to be in line with the third improvement, i.e.
specifying 10 iterations of the AwPCSD per step, T = 40 and discarding the hyper-parameter
configurations which produce the probability of less than 5% of the highest probability before
proceeding to the next iteration. With this seing, the same best set of hyper-parameters for the
given data is achieved at the computational time of 7.36 hours, which has improved drastically
from the best experiment of 16.12 hours.
Up to this point, we have seen the results from the 2 proposed hyper-parameter selection
algorithms, the ACO and Hedge algorithms, and the cross-validation algorithm. Lastly, an exper-
iment is designed to reconstruct images using the AwPCSD algorithm with all values of hyper-
parameters, as shown in table 7.1, one by one. The XCAT phantom data with the same experi-
mental seings as previous experiments is used. Root mean squared error (RMSE) is measured
from each reconstructed image using each value of hyper-parameters and presented in figure
7-10.
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From figure 7-10, we can see that the majority of RMSE values increase with increasing
values of ε . There are some groups of ε that return the same RMSE values across the entire range
of varying ng such as the groups of ε = 0,50,70 and ε = 200,500,2,000. These are because the
algorithm returns the same output images with these ranges of specified values of ε due to
several factors such as the stopping criterion and the maximum number of iteration. The final
residual norm ||Ax−b||2 of the reconstructed image does not always be the same as the input
ε specified to the algorithm. The detailed discussion of this issue is presented in section of
data-inconsistency-tolerance parameter in chapter 5.
The values of hyper-parameters which contribute to the reconstructed image with the lowest
RMSE in this experiment are ε = 0,50,70 and ng= 6. These values are slightly dierent to the
best ones found by the three methods, presented in table 7.2 earlier. The best hyper-parameter
configurations found by the Hedge, ACO and the cross-validation algorithms are ε = 0&ng =
10,ε = 2,000&ng= 10 and ε = 0&ng= 8, respectively. Although the values of hyper-parameters
found from the 2 proposed algorithms do not yield the image with the lowest RMSE error, as
confirmed by the results of this experiment, the proposed algorithms are fully automated and
do not require any actions from the user between the implementation. The 2 hyper-parameter
selection algorithms proposed in this thesis can be further improved to address all the drawbacks
and shorten the computational time, which will make them useful for the future use.
Experiments with dierent number of available projections (N)
All previous experiments in this chapter are based on the total number of projection data equals
to 50 (N = 50). In this section, experiments with dierent number of available projections are
conducted to observe how the hyper-parameter selection algorithm works in these situations.
In the first experiment, 100 projection images (N = 100) are used as an input to the Hedge
algorithm. A pre-specified number of preliminary projection (T ) is set to N2 = 50 in this case. The
probability mass of all the hyper-parameter configurations at the end of the implementation is













Figure 7-11: The probability mass of all the hyper-parameter configurations from the experiment
with N = 100 and T = 50.
The remaining number of hyper-parameter configurations aer the experiment is 112 config-
urations. The best hyper-parameter configurations with the highest probability is (ng= 12,ε =
70). The cross-sectional slice of reconstructed image with the best hyper-parameter configura-
tion found in this experiment is displayed in figure 7-12.
Figure 7-12: The cross-sectional slices of the reconstructed image from the best hyper-parameter
configuration from the experiment with N = 100 and T = 50.
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Regarding the computational time, the experiment with N = 100 and T = 50 takes approx-
imately 3 days to finish. The time is much longer compared to previous experiments withN = 50
(≈ 7.36 hours).
Next, 40 projection images (N = 40) are used as an input to the Hedge algorithm. In this
case, T is specified as 30. The probability mass of all the hyper-parameter configurations at the












Figure 7-13: The probability mass of all the hyper-parameter configurations from the experiment
with N = 40 and T = 30.
The remaining number of hyper-parameter configurations aer the experiment is 116 con-
figurations. The best hyper-parameter configurations with the highest probability is (ng= 6,ε =
70). The cross-sectional slice of reconstructed image with the best hyper-parameter configura-
tion found in this experiment is displayed in figure 7-14. The computational time taken for the
experiment with N = 40 and T = 30 is ≈7 hours 23 minutes.
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Figure 7-14: The cross-sectional slices of the reconstructed image from the best hyper-parameter
configuration from the experiment with N = 40 and T = 30.
According to the experimental results in this section, several conclusions can be made. Firstly,
both the number of projection data (N) and a pre-specified number of preliminary projection (T )
have strong eects on the computational time of the algorithm. With higher N, T will also be
higher accordingly since the algorithm has more projections to work on. The initial value of T ,
whether it is set at T = N2 or higher would aect how many new projections to be added during
the prediction process of the hyper-parameter selection algorithm. We have already shown the
results with dierent numbers of T for a given number of N in the earlier experiments.
In this section, with 2 dierent numbers of N chosen in the experiments, i.e. N = 100 and
N = 40, we can see that the computational time forN = 100 is much longer than those of N = 40
and N = 50. This is because for each iteration of hyper-parameter selection algorithm, there are
more projection for the reconstruction with each hyper-parameter. Hence, more time required
to finish the process.
The total number of projection data (N) is directly related to the amount of dose delivered to
patients, as discussed in details in section 5.4 of chapter 5. However, the role of N in the context
in this chapter is served as an input to the hyper-parameter selection algorithm. The aim is to
find an eicient way to select hyper-parameters which would be most suited to a given set of
data and produce reconstructed image with good quality.
7.3 Discussion
It is obviously seen from the experiments in this chapter that several factors can aect the com-
putational time as well as the quality of the reconstruction result. First factor, T specifies how
many projections to be used for a preliminary image, which will also relate to the number of
steps for the Hedge algorithm. For instance, when T is specified as 25, the algorithm will only
have 25 projections to reconstruct the preliminary image and the algorithm will be implemented
for 25 steps until all the projections are incorporated. If T is set to 40, it will be 40 projections for
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the reconstruction of the preliminary image and 10 steps for the algorithm to be implemented.
According to the experiments, specifying T as 40 return the same result as T=25 with much re-
duced computational time can be implied that more number of projections for the preliminary
image can be compensated for the fewer number of steps for the algorithm.
The second factor is the threshold to discard the hyper-parameter configurations. Discarding
more low-performance configurations before proceeding to the next step of algorithm could help
to reduce the computational time and does not aect the result since we are more interested in
the configuration with high probability distribution. The last factor is the number of iteration
of AwPCSD algorithm per one step of the Hedge algorithm. This can be obviously seen from the
final two experiments that reducing the number of AwPCSD iteration per step sacrifices for the
inferior quality of the images reconstructed from each hyper-parameter configuration, which
eventually make the algorithm chooses the hyper-parameter configuration that produces not as
good quality of image as the other configurations chosen from the Hedge algorithm with more
iterations of the AwPCSD algorithm in one step.
7.4 Summary
Taking the motivation from the previous chapter, this chapter considers the hyper-parameter se-
lection problem from a new perspective by combining the Hedge method of Freund and Shapire
with the AwPCSD reconstruction algorithm. The Hedge method is the online prediction model,
which is commonly used to solve dynamic allocation problems. In this context, the method is
adopted to select the best hyper-parameters for the TV regularised reconstruction algorithm by
considering the hyper-parameter selection problem as the experts problem. Each configuration
of hyper-parameters is assumed to be ‘an expert’ and its advice is the corresponding recon-
struction using each configuration. In one step of the Hedge algorithm, several instances of the
AwPCSD algorithm are implemented by using each hyper-parameter configuration. Aer each
step, the loss of each advice is computed as the RMSE error from the prediction of the next
projection. A probability distribution of all the experts are updated based on the computed er-
rors. Then, new projection is incorporated for the next step of the algorithm so that a prediction
model learns as it goes through the experience when more aspect of the problems are observed.
The process is repeated until all the available projection is incorporated into the reconstruction.
One expert’s advice will be chosen by the user as the best advice based on how well they predict
the results throughout the implementation. This means that we are in search for the configur-
ation of hyper-parameters that returns the lowest cumulative error aer the maximum number
of iteration is reached, i.e. the configuration of hyper-parameters with the highest probability
mass.
The Hedge algorithm is evaluated by using 50 projection views equally sampled over 360◦
digital XCAT phantom. In the same way as the previous chapter, the same initial values of ng and
ε hyper-parameters are specified so that the results can be compared with the ACO algorithm.
Starting with the base experiment, the number of projections used to reconstruct a preliminary
image (T ) is specified as half of the number of available projections, i.e. T = 502 = 25. Also, the
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threshold to discard the hyper-parameter configurations before proceeding to the next step is
set to 10%, meaning that any configurations which produce probability of less than 10% of the
highest probability will be discarded.
Aer the implementation, the reconstruction result from the best hyper-parameter config-
uration obtained from the Hedge algorithm (ng = 10, ε = 0) is compared with the ones from
the ACO (ng = 10, ε = 2,000) and the cross-validation (ng = 8, ε = 0) algorithms. The recon-
structed images from 3 algorithms are very similar to each other as well as the exact phantom
image from visual inspection and one-dimensional profile plots. This means that AwPCSD re-
construction using the sets of hyper-parameters obtained from 3 algorithms is able to produce
the images with as good quality as that of the exact phantom image. However, the results as
measured from the quantitative metrics (relative error and the UQI) showed that the result from
the Hedge algorithm is the best among the 3 algorithms with the lowest relative error and the
highest UQI.
Another important factor to be considered apart from the quality of the reconstructed im-
ages is the computational time taken to complete the implementation. With the same seing,
the cross-validation algorithm takes ≈ 47.15 hours, the Hedge algorithm takes 16.12 hours and
the ACO algorithm takes 1.45 hours. Further improvements have been experimented in an at-
tempt to reduce the computational time without violating the quality of the result and it can be
concluded that the best seing to implement the Hedge algorithm is to specify 10 iterations of
the AwPCSD per step, T = 40 and discarding the hyper-parameter configurations which pro-
duce the probability of less than 5% of the highest probability before proceeding to the next
iteration. This seing results in the computational time of≈7.36 hours with the same set of best
hyper-parameter configuration as that of the base experiment.
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Chapter 8
Conclusions and future work
The main objective of this thesis focuses on the reconstruction of CT imaging using limited
number of projection data, in order to reduce the amount of radiation dose delivered to patient.
This area of research has been active for over decades with numerous numbers of work developed
to overcome the problems arising from the CT reconstruction with an insuicient number of
data. These problems have been extensively studied in this thesis in dierent aspects as can be
summarised in this chapter, together with the contributions this thesis have made.
Firstly, the acquisition of the CT projection is studied. The aim is to thoroughly understand
how the CT projection is acquired, especially how the forward operators are computed. The
forward operator is one of the important building block of the CT reconstruction algorithms.
The accuracy of the reconstruction process depends highly on the forward operator. The system
matrix A is computed based on the intersection of the X-ray and the image voxels. Even though
the forward operators are computed based on the same principle, dierent geometries of the
CT imaging require dierent approaches to calculate the element of system matrix A. The more
dimensions, the more complicated the calculation gets, as well as the memory it takes to store
the system matrix A. The chapter 2 of the thesis is devoted to explain how the forward operators
of the 2D and 3D CT geometries are calculated using the MATLAB soware, which later on is the
based soware for all the algorithms developed in this thesis. It is significant to understand the
formation of the forward operator and come across the diiculty in storing the system matrix
A, which is one of the complications of solving the CT reconstruction problem.
Then, the iterative algorithms are focussed due to their eiciency in reconstructing an image
using limited number of data. The implementations as well as the advantages and disadvant-
ages of the existing algorithms are studied to understand the basic principles and behaviour
of the algorithms. The iterative algorithms work as a closed-loop system where a discrepancy
between the projection of the estimated image and the measured data is compared for each it-
eration. This discrepancy is used to update the estimated image for the next iteration and so on,
until the stopping criterion are met. The reconstructed images obtained from the standard iter-
ative algorithms such as SART,SIRT,CGLS and OS-SART are promising. However, the improved
quality of the results can be achieved by incorporating a prior knowledge about the structure
of CT images to push the reconstruction algorithms towards a specific solution among multiple
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possibilities. This thesis is interested in the regularisation algorithms that use the total variation
(TV) norm of the image as an objective function to be minimised.
The common TV regularised algorithms are based on the two-stage approach, which consists
of projection onto convex sets (POCS) to enforce the data fidelity and the positivity constraints
and the steepest descent in the TV minimisation stage. The goal of the algorithms is to provide
the image with minimum TV that satisfies a given error tolerance. The TV regularised algorithms
have been very successful in the past decade. However, there are 2 main concerns of the imple-
mentation of TV regularised algorithms which shape the development of the algorithms in a
number of ways. The first concern is the over-smoothing of the reconstructed image due to the
assumption of piecewise constant of the reconstructed image. The over-smoothing is commonly
occurred around the edges of the image, which leads to the loss of some important structural
information of the image, especially for the medical imaging. The second concern is the selec-
tion of hyper-parameters to control the eects between the constraints and objective function
of the TV regularised algorithms.
Given the background knowledge and research gaps, the following contributions have been
made throughout this thesis:
The adaptive-weighted projection-controlled steepest descent (AwPCSD) reconstruction al-
gorithm is proposed. It is the TV regularised algorithm, which is developed based on the existing
algorithm, the projection-controlled steepest descent (PCSD), by replacing the conventional TV
norm in the steepest descent step with the adaptive-weighted TV norm. The goal of the AwPCSD
algorithm is to improve the edge preservation of the reconstructed image with fewer numbers
of sensitive hyper-parameters to be tuned comparing to the ASD-POCS algorithm.
In the adaptive-weighted TV norm, the anisotropic edge property of an image is considered
by adding a weight for each dimension to the conventional TV norm, in order to take the change
in local voxel intensities into consideration. In a non-edge region of an image, which normally
have a smaller change in local voxel intensity, a stronger weight maybe given to emphasise the
TV minimisation. On the other hand, when the change is larger in the edge region, a weaker
weight shall be given to alleviate the TV minimisation and preserve the edges of the reconstruc-
ted image. This weighting process allows beer control over the eects that the TV minimisation
process have for dierent gradient of the image. With this feature of the AwPCSD algorithm,
the problem of over-smoothing of the reconstructed image is addressed.
Another advantage of the AwPCSD algorithm is that there are less number of sensitive
hyper-parameters required to be calibrated. In the AwPCSD algorithm, the main structure of
the PCSD algorithm is employed. The step size of the steepest descent process is adaptively
adjusted according to the dierence in the projection domain from the SART step in the current
iteration. By doing so, the calibration of some sensitive hyper-parameters can be avoided. These
two features of the AwPCSD algorithm in combination pose a great advantage of the AwPCSD
algorithm in a sense that the edges of the reconstructed image are beer preserved with less
number of hyper-parameters to be tuned.
The next contribution of the thesis is to investigate the eects that the reconstruction may
have from dierent seings of the hyper-parameters in the TV regularised algorithms. The
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values of hyper-parameters play an important role in the reconstruction performance of the al-
gorithms. A careful selection of the optimal hyper-parameter seing for a given data is one
of the main reasons behind the complications of implementing the iterative algorithms, es-
pecially for the TV regularised algorithms. The manual tuning of the hyper-parameters is a
tedious and time-consuming process. Chapter 5 presents a comprehensive valuation of hyper-
parameters to examine the sensitivity that the reconstructed image has to the change in values
of hyper-parameters. The aim is to know which hyper-parameters to prioritise when tuning
the algorithms to minimise or avoid re-running the algorithms with dierent values of hyper-
parameters. The sensitivity of hyper-parameters in chapter 5 is analysed based on the 4 common
TV regularised algorithm including ASD-POCS, AwTV-POCS, PCSD and AwPCSD. By doing so,
it is possible to evaluate the performance of the AwPCSD algorithm and observe the dierence
between the results from the algorithms which minimise the adaptive-weighted TV norm and
conventional TV norm.
The results from chapter 5 demonstrate that the choice of hyper-parameters is crucial for
the implementation of TV-based regularisation algorithms, especially for the following hyper-
parameters: α , αred and rmax. Also, the minimisation of adaptive-weighted TV norm is able
to preserve the edges of the reconstructed image beer and make the algorithms more robust
to changes compared to the non-adaptive-weighted algorithms. These two findings confirm
the eicacy of the AwPCSD algorithm as this algorithm is able to preserve the edges of the
reconstructed image beer with less sensitive hyper-parameters to calibrate.
We have seen the evidence from the results so far that the TV-based algorithms only work
eiciently if the hyper-parameters in those algorithms are specified optimal values for a given
data. The complication of hyper-parameter selection makes it diicult to unlock the real poten-
tial of iterative algorithms in practical usage, especially in the medical imaging application. It
is then strongly desired to have an automated algorithm to assist in hyper-parameter selection.
This topic has become an active area of research in the recent years.
In this thesis, 2 hyper-parameter selection methods for CT reconstruction are developed for
this purpose. The AwPCSD algorithm proposed in this thesis is used as a main reconstruction al-
gorithm. Two dierent techniques, which are successfully used for hyper-parameter selection in
dierent applications, are adapted to identify the best set of hyper-parameters for the AwPCSD
algorithm. The AwPCSD algorithm is only implemented here as a representative of the TV reg-
ularised algorithm. The hyper-parameter selection methods are generalised to be used with any
other reconstruction algorithms with some modifications.
The first hyper-parameter selection algorithm employed the ACO approach, which launches
generations of artificial ants that swarm through the AwPCSD algorithm. Each ant represents
dierent configurations of hyper-parameters. One iteration of the AwPCSD algorithm is imple-
mented using each configuration and produces a reconstructed image. A score is given for each
image and used to compute a pheromone for each value of hyper-parameter configuration. A
higher score leads to stronger pheromone to aract ants in the next generations. Once all gen-
erations of ants finish their moves, the image with the highest score in one generation is used
as a base image for the next iteration of the algorithm. The same process is repeated in each
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iteration of the algorithm until either stopping criterion of the AwPCSD algorithm are met or
maximum number of iteration is reached.
The best hyper-parameter configuration suggested by the ACO algorithm produces superior
results to those of the non-optimal seing and the CGLS algorithm. Although the results are
slightly inferior to the results from the cross-validation method as measured by quantitative
metrics, the computational time taken to implement the ACO algorithm is much shorter. The
ACO algorithm is also robust against the extra levels of noise added to the projection data. In
addition, the optimal hyper-parameter configuration is able to reconstruct a good quality image
for other projection data of the same context of imaging.
The second hyper-parameter selection algorithm is developed to overcome drawbacks of the
first algorithm. Firstly, the algorithm is aimed to achieve beer results than those of the cross-
validation method. Secondly, the algorithm is implemented in such a way that the reference
image is not required for a comparison during the implementation. This will make the algorithm
more applicable to the limited angular real projection data where the exact phantom image is
not available and the FDK result from incomplete set of projection data is not a good quality
image.
In the second hyper-parameter selection algorithm, the AwPCSD algorithm is also used as
a main reconstruction algorithm. The hedge method of Freund and Shapire, which is the online
prediction model to solve dynamic allocation problems, is combined with the AwPCSD algorithm
to select the best seing of hyper-parameter configuration. The algorithm starts with an initial
image reconstructed using a pre-specified number of preliminary projection. The sequential re-
construction of the AwPCSD algorithm is performed for all the hyper-parameter configurations.
Then, a forward projection of each reconstructed image is computed and prediction is performed
for the next observed projection. The error of the prediction is measured and recorded for all the
hyper-parameter configurations. The vector of errors are used to update the probability mass
by using the multiplicative rule. Then, the new projection which is the next observed projection
is added to the set of projection used to reconstruct an image. The algorithm is moved on to the
next iteration and the same process is repeated again until all the available number of projections
is used. At the end of the implementation, the best hyper-parameter configuration is determ-
ined from the one with the highest probability mass. The main result of this hyper-parameter
selection algorithm is that choosing the value of hyper-parameters using the probability mass
aer a certain number of steps provides a prediction error which is almost as accurate as the
prediction error incurred by the best predictor.
The results from the reconstruction using 50 projections and the best hyper-parameters ob-
tained from the Hedge algorithm are compared with the ones from the ACO and the cross-
validation algorithms and the reference image. Visually, the results from all 3 algorithms are
very similar to each other with no outstanding dierence among the algorithms. Also, the re-
constructed images look similar to the reference image which suggest that the images are almost
as the same quality as the true phantom example. Further comparison using quantitative met-
rics (i.e. relative errors and UQI) show that the result from the Hedge algorithm is the best
among the 3 algorithms, with the lowest relative error and the highest UQI.
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It is worth mentioning that the long computational times are only for the training stage of
the hyper-parameter selection algorithms. Once the best set of hyper-parameters are found,
the implementation of the AwPCSD reconstruction algorithm does not take long time to finish,
approximately 2 minutes for the reconstruction of XCAT phantom data using the same testing
computer. However, one has to bear in mind that the reconstruction time depends on several
factors such number of projection, maximum number of iteration , size of the data and the image
to be reconstructed and the computational power of the computer, etc. Although both hyper-
parameter selection algorithms presented in this thesis take substantial amount of time in the
training stage, it is guaranteed that the best set of hyper-parameters is achieved at the end of the
implementation. Thus, the tedious process of manual tuning of hyper-parameter can be avoided.
The best set of hyper-parameters of a given data can also be applied to other datasets of similar
context of imaging, which saves a lot of time and eort to re-select the hyper-parameters for
dierent data.
The conclusion can be made from the experimental results that two hyper-parameter selec-
tion algorithms proposed in this thesis, the ACO and the Hedge algorithms, have been proved
to achieve the best set of hyper-parameters for a given data. However, the image quality of the
results are slightly dierent with the Hedge’s result is slightly beer and computational time is
relatively much longer. The requirement for the image quality and the available time frame for
the training stage are then the two factors that define which algorithm is more appropriate in
which situation. The fact that the result from the Hedge algorithm is quantitatively beer than
the ACO algorithm suggest that the Hedge algorithm is appropriate for the situation where a
more accurate reconstruction is required. However, one has to bear in mind that the accuracy
of reconstruction comes at the cost of longer computational time. When the time constraint is
more strict, the ACO algorithm is a beer alternative since the computational time is drastically
shorter than the Hedge algorithm with only slightly inferior result.
Another important point is that the implementation of the ACO algorithm heavily relies on
the quality of the reference image as the comparison is always done between the reconstructed
image from each hyper-parameter configuration and the reference image in each iteration. The
Hedge algorithm does not require the reference image since the errors are measured from the
prediction in the projection domain. Due to this fact, the Hedge algorithm is then easily applic-
able to the case when the reference image is not available such as the projection data from real
measurement, specifically in the limited angular scenario where the quality of reconstruction
result from the FDK algorithm is not good and cannot be used as a reference image.
One of the reasons behind long computational time for the training stage of two hyper-
parameter selection algorithms is because the hyper-parameters being optimised are not all the
global parameters. The two hyper-parameter selection algorithms select the hyper-parameters
for the implementation of the AwPCSD reconstruction algorithm, which is based on the two-
stage approach as mentioned earlier. In the experiments, the two hyper-parameters being se-
lected were Data-inconsistency-tolerance parameter (ε) and TV sub-iteration number (ng). The
ε hyper-parameter is the maximum L2 norm error to accept image as valid and is used as one
of the stopping criterion of the AwPCSD algorithm. This hyper-parameter is a global parameter
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that governs the current iteration of the algorithm as a whole. The other hyper-parameter, ng,
is the TV sub-iteration number which specifies how many times the TV minimisation process
performs in each iteration of the algorithm. The ng hyper-parameter controls the eect of the
second stage of the current iteration of the algorithm. The change incurred from specifying the
values of ng will aect the first stage of the next iteration of the algorithm. Thus, the ng hyper-
parameter is not a global parameter. The computational time of the hyper-parameter selection
algorithms would have been drastically reduced if all the hyper-parameters being selected are
global parameters. In which case, the value of one hyper-parameter can be fixed while running
the matrix of dierent values of another hyper-parameter. The algorithm can be implemented
for the smallest value first and then move on to the greater values based on the results of the
previous values. However, the hyper-parameters being dealt with in this thesis are not all global
parameters. The implementation of the hyper-parameter selection in the mentioned fashion is
then not feasible.
It is also important to discuss about the limitations of the work done in this thesis. The first
limitation is regarding the algorithmic parameters, which are diered from one algorithm to an-
other depending on the implementation. For instance, the algorithmic parameters for the ACO
algorithm are maximum number of iteration, maximum number of generation of ant colony,
number of ants in a colony, evaporation rate and the number of hyper-parameter configura-
tions. For the Hedge algorithm, the algorithmic parameters are pre-specified number of prelim-
inary projections (T ) and the number of hyper-parameter configurations. All these algorithmic
parameters shape the direction of the algorithms and also strongly aect the results and com-
putational time of the algorithms. Most of these parameters are specified the values in the
experiments of this thesis based on the trial-and-errors. Next, the rationale behind the choices
of two important algorithmic parameters are discussed.
The first one is the initial values of hyper-parameters to be selected by both of the presen-
ted hyper-parameter selection algorithms. The ranges of values for the 2 hyper-parameters are
chosen such that they represent all possible levels that could aect the reconstruction results.
The total number of hyper-parameter configuration is 150, which is a substantial number and
causes a long computational time. However, it can be assured that all possible searching space
of the hyper-parameters has already been covered.
The next algorithmic parameter is the maximum number of iteration, which is fixed to reflect
the time constraint of the reconstruction. In all the experiments of this thesis, the maximum
number of iteration was specified as 50 from trial-and-error because this is a reasonable point to
observe the reconstruction results. If the maximum number of iteration is specified at a higher
number than 50, it is possible that the quality of the reconstructed image can be improved but
unfortunately comes at the cost of longer computational time. Thus, the maximum number of
iteration for any algorithms is set to 50 such that the time constraint remains constant. However,
this might also mean that the algorithms would not reach the small level of error when small
values of ε are specified since the algorithm is stopped due to the maximum number of iteration
is reached first. The algorithms will aim to reach those small values of ε and the quality of the
reconstructed image is evaluated based on this aempt, in combination with the performance
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as aected by the other hyper-parameters.
8.1 Future Work
The possible future work of this thesis can be expanded in several aspects.
The first aspect regards the application of the hyper-parameter selection algorithm with real
clinical data, especially in a limited angular scenario. In this case, it is obvious that there is no
exact phantom available and obtaining a good quality reference image from the FDK algorithm
is challenging since the FDK algorithm does not perform well with insuicient number of projec-
tion data. The hyper-parameter selection algorithm using the Hedge algorithm would be most
suitable for the situation as it does not require the reference image for a comparison during the
implementation. The algorithm can be applied to any set of data straight away.
This idea leads to the next possible future work of this thesis in the situation where multiple
clinical data sets are available from dierent patients in the same context of the CT scan such as
lung or brain projection data. The hyper-parameter selection algorithms can be applied for the
training purpose using each data set. The best hyper-parameter configuration from each data
set is learned and the average values over the set of projection data can be found. If suicient
numbers of data are observed, it is promising that the average values from the set of hyper-
parameters found from the experiments can be applied to the other data set in a similar context.
Although the computational time of the Hedge algorithm for the training is quite long, the fact
that the set of hyper-parameters from the training of dierent data sets can be readily applied
to any data without having to undergo the training again can considerably save a lot of time
and resource for the reconstruction of CT imaging.
The next challenging extension of this thesis is to apply the hyper-parameter selection al-
gorithms with other dierent reconstruction algorithms. The two hyper-parameter selection
algorithms proposed in this thesis are based on the AwPCSD reconstruction algorithm. How-
ever, the implementation is generalised to be used to select hyper-parameters for any other
reconstruction algorithms. Some modifications will be required as dierent algorithms require
dierent numbers of hyper-parameters to implement but the concept of the hyper-parameter
selection using ACO and hedge algorithms should still be practicable to other scenarios as well.
In addition, the proposed 2 hyper-parameter selection algorithms can be implemented with
a more discrete values of hyper-parameters, other than the ones used in the experiments in
chapter 6 and 7, in case that the behaviour of dierent values of hyper-parameters are required
to be observed. However, one has to bear in mind that the number of initial hyper-parameters
also aects the computational time of the algorithms.
The next aspect of future work regards the choices of image quality metrics used throughout
the experiments in this thesis. For examples, the CC is used to compute the score for the ACO
hyper-parameter selection algorithm and the RMSE error is measured in the cross-validation
method, as well as the Hedge algorithm. The results in the experiments for these two hyper-
parameter selection algorithms are quantitatively measured using the UQI metric. These metrics
are chosen only to represent any other metrics that could be used to measure either the similarity
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or discrepancy between the results and the reference. The next phase of the thesis could be
extended to experiment dierent image quality metrics in the implementation and evaluation
of all the algorithms.
The reconstruction algorithms in this thesis are developed based on the algorithms available
in the TIGRE toolbox with the projection and backprojection operators that are optimised for
GPU computing using CUDA. The next phase of the TIGRE toolbox will be implemented based
on the multi-GPU, which will make the reconstruction algorithms able to tackle larger scale of
problems and the computational time will also be reduced.
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