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Introduccio´n
El objetivo fundamental de este trabajo es presentar la integral de Henstock-
Kurzweil en el caso de funciones de una variable real, dando su construccio´n,
propiedades ba´sicas, y las versiones correspondientes de los teoremas de con-
vergencia y teoremas fundamentales del ca´lculo.
A lo largo de la historia se han dado diferentes introducciones al concepto
de integral de una funcio´n f : [a, b] → R, normalmente ligadas al concepto
de a´rea. Por ello, antes de tratar la integral de Henstock-Kurzweil se hace
una breve introduccio´n de las integrales anteriores, las de Cauchy, Riemann y
Lebesgue con el fin de motivar el desarrollo de la nueva integral y de mostrar
las principales diferencias y mejoras de unas respecto a otras.
A.L. Cauchy en 1823 propone una integra que funciona adecuadamente para
las funciones continuas, o eventualmente con un nu´mero finito de disconti-
nuidades de salto.
B. Riemann propone una definicio´n de integral que resulta u´til para estudiar
funciones acotadas, incluso con una cantidad numerable de discontinuida-
des. Sin embargo esta construccio´n sigue siendo ineficaz para tratar algunas
funciones problema´ticas, como por ejemplo, la funcio´n de Dirichlet,
f(x) =
{
1 si x ∈ Q
0 si x /∈ Q
Uno de los resultados ma´s destacados en la integral de Riemann es el TFC,
el cual, en una de sus versiones, afirma que si f : [a, b] → R es una funcio´n
derivable cuya derivada es continua entonces f ′(x) es integrable Riemann y
R
∫ b
a
f ′(x) = f(b)− f(a) (1)
Hay, no obstante, ejemplos de funciones derivables f(x) tales que f ′(x) no es
ni siquiera acotada y por tanto no es integrable Riemann.
En 1902, H. Lebesgue desarrolla una nueva nocio´n de integral con una cons-
truccio´n diferente ya que es vez de hacer particiones en el dominio de la
funcio´n lo hace en su rango, lo que hace necesaria la nocio´n de medida que
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e´l mismo construye. Esto supone una gran mejora ya que muchas funciones
que no eran integrables en sentido Riemann s´ı lo sera´n en sentido Lebesgue,
como por ejemplo, la funcio´n de Dirichlet definida antes. Sin embargo siguen
existiendo funciones derivables f(x) con derivada no integrable Lebesgue y
en las que por tanto no se puede aplicar la expresio´n 1.
La nueva integral, cuyo nombre hace referencia a los matema´ticos Ralph
Henstock (Reino Unido, 1923) y Jaroslav Kurzweil (Chequia, 1926) que, tra-
bajando de forma independiente, desarrollaron la integral de Riemann gene-
ralizada en 1961 y 1957 respectivamente permite salvar alguno de los proble-
mas de las integrales anteriores. La construccio´n se basa en tomar sumas de
Riemann sustituyendo el dia´metro δ de una particio´n del intervalo de partida
por un dia´metro variable δ(t) > 0, llamado ((gauge)). Esta construccio´n tiene
en cuenta el posible cara´cter variable de una funcio´n. La principal ventaja
de esta integral y su principal razo´n de desarrollo es la aplicacio´n general
del Teorema Fundamental del Ca´lculo, lo que quiere decir que la integral
de Henstock-Kurzweil integra todas las funciones derivables, por lo que la
fo´rmula 1, es siempre va´lida.
Otra diferencia con respecto a la integral de Lebesgue se observa al tratar la
integrabilidad absoluta. Si f(x) es integrable Lebesgue, |f(x)| tambie´n lo es.
Por tanto, funciones como
g(x) =
{
sin(x)
x
si x > 0
1 si x = 0
no son integrables Lebesgue en [0,∞), ya que |g(x)| no lo es. La integral de
Henstock-Kurzweil recupera el cara´cter integrable de estas funciones.
En este TFG se pretende desarrollar la nocio´n de integral de Henstock-
Kurzweil en el caso de funciones reales de una variable real, a la cual se
dedica el cap´ıtulo 4. De manera previa, se revisan otras nociones de integra-
les, Cauchy, Riemann y Lebesgue, las cuales ya han sido desarrolladas con
detalle en las asignaturas de Ca´lculo infinitesimal y de Ana´lisis Matema´tico.
Las pruebas del cap´ıtulo 4 esta´n detalladas pero no todas las de cap´ıtulos an-
teriores, las cuales so´lo esta´n esbozadas u omitidas, por estimar que se trata
de material desarrollado y utilizado a lo largo del Grado en Matema´ticas.
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Cap´ıtulo 1
Integral de Cauchy
1.1. Construccio´n
Cauchy fue el primero en dar un proceso constructivo para el ca´lculo de
integrales, investigando las caracter´ısticas que deb´ıa poseer una funcio´n para
ser integrable.
La construccio´n que dio Cauchy es la siguiente:
Dada una funcio´n acotada f en el intervalo [a, b], se divide [a, b] en un nu´mero
finito de subintervalos contiguos [xk−1, xk] con a = x0 < x1 < . . . < xn < b.
Se usara´ la siguiente terminolog´ıa:
La coleccio´n de intervalos contiguos {[x0, x1], [x1, x2], . . . , [xn−1, xn]} se
define como particio´n de [a, b] y se denota por P .
Los puntos x0, x1, . . . , xn se definen como los puntos de divisio´n de
P . Tambie´n se puede identificar P como P = {x0, x1, . . . , xn}.
La coleccio´n de puntos {xk}n−1k=0 do´nde xk ∈ [xk, xk+1] se definen como
las etiquetas de P .
Se denota por ∆xk a la longitud de cada subintervalo [xk−1, xk], 1 ≤
k ≤ n y por ||P|| al dia´metro de la particio´n, definido como:
||P|| = ma´x
1≤k≤n
∆xk
Se define la suma de Cauchy de la siguiente manera:
n∑
k=1
f(xk−1)(xk − xk−1) =
∑
P
f∆x
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El l´ımite de las sumas, existente por ser f acotada, cuando la longitud de los
intervalos tiende a cero, es la denominada integral de Cauchy de f en [a, b]
que denotaremos como C
∫ b
a
f(x)dx.
Definicio´n 1.1. Dada una funcio´n acotada f en el intervalo [a, b] se di-
ce que es integrable Cauchy en [a, b] o integrable en el sentido de
Cauchy en [a, b] en [a, b] si existe un nu´mero A tal que para cada  > 0
existe una constante positiva δ tal que para cualquier particio´n P de [a, b]
cuyos subintervalos sean de longitud menor que δ se cumple:∣∣∣∣∣∑P f∆x− A
∣∣∣∣∣ < .
Se escribe C
∫ b
a
f(x)dx = A.
1.2. Teorema de Cauchy
Una vez dado un proceso constructivo de la integral, se buscan ahora
condiciones suficientes sobre las funciones para garantizar la existencia de su
integral en el sentido de Cauchy.
Definicio´n 1.2. Dadas dos particiones P y Q de un intervalo [a, b] se dice
que Q es un refinamiento de P si los puntos de divisio´n de P esta´n in-
cluidos en los puntos de divisio´n de Q, es decir cada subintervalo de Q esta´
contenido en uno de P.
Teorema 1.3. Si f es continua en el intervalo [a, b], entonces f es integrable
en sentido de Cauchy en [a, b] y adema´s el valor de la integral en u´nico.
Demostracio´n. Veremos que considerando diferentes particiones cuyos dia´me-
tros tienden a cero, sus sumas de Cauchy forman una sucesio´n de Cauchy,
estas por converger siempre nos dara´n el valor buscado de la integral de
Cauchy. Considerando que:
1. Las funciones continuas definidas en intervalos cerrados y acotados son
uniformemente continuas.
2. Se recurre a las sucesiones de Cauchy cuando no es posible calcular el
l´ımite, en este caso el nu´mero A de la definicio´n de integral de Cauchy.
Utilizando estas ideas se demostrara´ que las sumas de Cauchy
∑
P f∆x,
convergen a un l´ımite A y que este l´ımite en u´nico ya que no depende de una
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eleccio´n concreta de la particio´n siempre que se cumpla que la longitud de
los subintervalos tienda a cero.
Comparamos las sumas de Cauchy de dos particiones cualesquiera.
Tomamos una particio´n P y un refinamiento P̂ obtenido al an˜adir un nu´mero
finito de puntos a la particio´n P .
Sean a = x0 < x1 < . . . < xn = b los puntos de divisio´n de P con:
x0 = y10, y11, y12, . . . , y1i1 = x1
x1 = y20, y21, y22, . . . , y1i2 = x2
...
xn−1 = yn0, yn1, yn2, . . . , ynin = xn los puntos de divisio´n de P̂ .
Entonces,∣∣∣∣∣∣
∑
P
f∆x−
∑
P̂
f∆y
∣∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
f(xk−1)(xk − xk−1)−
n∑
k=1
ik∑
j=1
f(ykj−1)(ykj − ykj−1)
∣∣∣∣∣
=
∣∣∣∣∣
n∑
k=1
ik∑
j=1
[f(xk−1)− f(ykj−1)](ykj − ykj−1)
∣∣∣∣∣ .
Aplicando que la funcio´n f es uniformemente continua en el intervalo [a, b],
es decir, dado un  > 0 existe δ tal que |f(x)− f(y)| <  con x e y pun-
tos cualesquiera del intervalo [a, b] cumpliendo |x− y| < δ. Basta tomar los
subintervalos de P con longitud menor que δ para concluir que∣∣∣∣∣∣
∑
P
f∆x−
∑
P̂
f∆y
∣∣∣∣∣∣ < (b− a).
Volviendo al problema original, dadas P1 y P2 dos particiones cualesquiera
del intervalo [a, b] cuyos subintervalos tengan longitud menor que δ se cons-
truye P1∪P2, un refinamiento de cada una de las particiones iniciales, cuyos
subintervalos vuelven a tener longitud menor que δ. Por tanto las sumas
asociadas,
∑
P1 f∆x y
∑
P2 f∆x esta´n a una distancia menor que (b − a)
de
∑
P1∪P2 f∆x, veamos a que distancia esta´n una de otra utilizando la de-
sigualdad triangular:∣∣∣∣∣∑P1 f∆x−
∑
P2
f∆x
∣∣∣∣∣ =
∣∣∣∣∣∑P1 f∆x−
∑
P1∪P2
f∆x+
∑
P1∪P2
f∆x−
∑
P2
f∆x
∣∣∣∣∣ ≤∣∣∣∣∣∑P1 f∆x−
∑
P1∪P2
f∆x
∣∣∣∣∣+
∣∣∣∣∣ ∑P1∪P2 f∆x−
∑
P2
f∆x
∣∣∣∣∣ < 2(b− a)
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Utilizando esta idea de forma recurrente podemos construir una sucesio´n de
particiones Pn tales que l´ımn→∞ ||P|| = 0. Las diferentes sumas de Cauchy,∑
Pn f∆nx para los diferentes valores de n esta´n a una distancia 2(b−a) unas
de otras as´ı que para un n suficientemente grande se tiene que
∑
Pn f∆nx→
A.
Por tanto hemos visto que la construccio´n dada por Cauchy esta´ bien defi-
nida para funciones continuas y que el valor de la integral no depende de la
particio´n escogida por lo que es u´nico.
Obse´rvese que si f es continua en [a, b], entonces |f | es continua en [a, b], y
por tanto integrable. Se cumple en general que si f es integrable en el sentido
de Cauchy, |f | tambie´n lo es. El rec´ıproco no es cierto como se muestra en el
siguiente ejemplo:
Ejemplo:
f(x) =
{
1 x racional
−1 x irracional
Se tiene que |f | es integrable de Cauchy y que C ∫ 1
0
|f | dx = 1 y sin embargo
f no es integrable de Cauchy ya que no es continua.
1.3. Teoremas fundamentales del ca´lculo
Dada la derivada o la integral de una funcio´n nos planteamos como recu-
perar la funcio´n de partida.
Teorema 1.4. (TFC-1) Si F es diferenciable en el intervalo [a, b], y F ′ es
continua en [a, b], entonces,
1. F ′ es Cauchy integrable en [a, b].
2. C
∫ x
a
F ′(t)dt = F (x)− F (a) para cada x del intervalo [a, b].
Demostracio´n. El primer apartado se deduce directamente del Teorema 1.2.
Para la segunda parte utilizamos la continuidad uniforme de F y el teorema
del valor medio.
Sea P una particio´n del intervalo [a, b] y sean a = x0 < x1 < . . . < xn = b
sus puntos de divisio´n. Por el teorema del valor medio, ∃ck ∈ [a, b] tal que
F (xk) − F (xk−1) = F ′(ck)(xk − xk−1). Sea  > 0, por la integrabilidad de
F ′, se tiene que existe un nu´mero positivo δ1 tal que si P ′ es una particio´n
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cualquiera del intervalo [a, x] cuyos subintervalos son de longitud menor que
δ1, se tiene que: ∣∣∣∣∣∑P ′ F ′∆x−C
∫ x
a
F ′(t)dt
∣∣∣∣∣ < .
Dado que la derivada F ′ es continua por hipo´tesis y por la continuidad uni-
forme se tiene que ∃δ2 > 0 tal que |F ′(c)− F ′(d)| <  para c y d puntos del
intervalo [a, b] tales que |c− d| < δ2. Sea δ = mı´n {δ1, δ2}, se tiene que:∣∣∣∣F (x)− F (a)−C ∫ x
a
F ′(t)dt
∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
[F (xk)− F (xk−1)]−
n∑
k=1
F ′(xk−1)(xk − xk−1)
+
n∑
k=1
F ′(xk−1)(xk−xk−1)−C
∫ x
a
F ′(t)dt
∣∣∣∣∣≤
n∑
k=1
|F ′(ck)− F ′(xk−1)| (xk − xk−1)
+
∣∣∣∣∣∑P F ′∆x−C
∫ x
a
F ′(t)dt
∣∣∣∣∣ < (b− a) + .
Teorema 1.5. (TFC-2) Si f es una funcio´n continua en el intervalo [a, b],
se define la funcio´n F en [a, b] como F (x) =C
∫ x
a
f(t)dt, entonces:
1. F es diferenciable en [a, b].
2. F ′ = f en [a, b].
3. F es absolutamente continua en [a, b].
Demostracio´n. F esta´ bien definida ya que es la integral en el sentido de
Cauchy de una funcio´n continua. Veamos que F es diferenciable en [a, b] y
que su valor coincide con f :∣∣∣∣F (x+ h)− F (x)h − f(x)
∣∣∣∣ , h ∈ R tal que x+ h ∈ [a, b]
Aplicando que f es continua, es decir para δ > 0 tal que |x− t| < δ t ∈ [a, b],
entonces |f(x)− f(t)| <  llegamos a:∣∣∣∣F (x+ h)− F (x)h − f(x)
∣∣∣∣ = ∣∣∣∣1h · C
∫ x+h
x
[f(t)− f(x)] dt
∣∣∣∣ < .
Llegando al resultado buscado.
Para demostrar la continuidad absoluta observamos que F ′ es continua y por
tanto acotada en [a, b]:
|F (bk)− F (ak)| = |F ′(ck)(bk − ak)| ≤ B |bb − ak| .
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1.4. Teorema de convergencia
Otra forma de calcular integrales es usando los teoremas de convergencia,
veamos como se aplican estos teoremas en la integral de Cauchy.
Teorema 1.6. Si {fk} es una sucesio´n de funciones continuas que conver-
gen uniformemente hacia f en el intervalo [a, b], entonces C
∫ b
a
f(x)dx =
l´ımk→∞ C
∫ b
a
fk(x)dx
Demostracio´n. f es continua por ser el l´ımite uniforme de funciones conti-
nuas.
Se tiene que:∣∣∣∣C ∫ b
a
fk(x)dx−C
∫ b
a
f(x)dx
∣∣∣∣ ≤C ∫ b
a
|fk(x)− f(x)| dx,
Por la convergencia uniforme se tiene que el te´rmino de la derecha es menor
que  para todo k ≥ K con K un nu´mero natural, por lo que se concluye el
resultado.
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Cap´ıtulo 2
Integral de Riemann
2.1. Construccio´n
La integral de Riemann surge al intentar dar respuesta a las cuestiones
de Dirichlet sobre la discontinuidad de una funcio´n y su conservacio´n de la
integrabilidad.
La construccio´n que dio Riemann es la siguiente:
Dada una funcio´n acotada f en el intervalo [a, b], se divide [a, b] en un nu´mero
finito de subintervalos contiguos [xk−1, xk] con a = x0 < x1 < . . . < xn < b y
se toma un punto tk en [xk−1, xk] . Se usara´ la siguiente terminolog´ıa al igual
que para la integral de Cauchy:
La coleccio´n de puntos e intervalos (t1, [x0, x1]), (t2, [x1, x2]), . . . , (tn, [xn−1, xn])
se define como particio´n etiquetada de [a, b] y se denota por P .
Los puntos x0, x1, . . . , xn se definen como los puntos de divisio´n de
P . Tambie´n se puede identificar P como P = {x0, x1, . . . , xn}.
Los puntos t1, t2, . . . , tn se definen como las etiquetas de P .
Se define la suma de Riemann de la siguiente manera:
n∑
k=1
f(tk)(xk − xk−1) =
∑
P
f∆x = SR(f,P)
El l´ımite de las sumas, existente por ser f acotada, cuando la longitud de los
intervalos tiende a cero, es la denominada integral de Riemann de f en [a, b]
que denotaremos como R
∫ b
a
f(x)dx.
Observamos que a diferencia de la suma de Cauchy do´nde se evaluaba la fun-
cio´n el en extremo izquierdo de cada subintervalo, en la suma de Riemann se
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toma un punto cualquiera en cada subintervalo.
Definicio´n 2.1. Dada una funcio´n acotada f en el intervalo [a, b] se dice
que es integrable Riemann en [a, b] o integrable en el sentido de
Riemann en [a, b] si existe un nu´mero A tal que para cada  > 0 existe una
constante positiva δ tal que para cualquier particio´n P de [a, b] cuyo dia´metro
sea de longitud menor que δ se cumple:∣∣∣∣∣∑
P
f∆x− A
∣∣∣∣∣ < .
Se escribe R
∫ b
a
f(x)dx = A.
Teorema 2.2. Si f es Riemann integrable en [a, b] el valor de la integral es
u´nico.
Demostracio´n. Dada f Riemann integrable en [a, b] suponemos que hay dos
valores A y B que satisfacen la definicio´n 2.1. Fijamos  > 0 y elegimos δA y
δB correspondientes a los valores A y B respectivamente. Sea δ = mı´n (δA, δB)
y supongamos que P es una particio´n con dia´metro menor que δ, tomamos
un conjunto de etiquetas {ti}ni=1 para P , entonces aplicando la desigualdad
triangular se tiene que:
|A−B| ≤
∣∣∣∣∣A−∑
P
f∆t
∣∣∣∣∣+
∣∣∣∣∣∑
P
f∆t−B
∣∣∣∣∣ < 2 + 2 = 
Dado que  es arbitrario se concluye que A = B.
2.2. Integrabilidad
Teorema 2.3. Si f es continua en [a, b] entonces f es Riemann integrable
en [a, b].
Demostracio´n. Al ser [a, b] un intervalo compacto, se tiene que f es acotada
y uniformemente continua en [a, b], es decir, existe un nu´mero real B tal que
|f(x)| < B para todo x ∈ [a, b]. Sea ∆x = (b − a)/n y sea Pn la particio´n
definida por los puntos {a+ k∆x}n−1k=1 . Usaremos la notacio´n PL y PR para
denotar las particiones etiquetadas tomando como etiquetas los extremos
izquierdos y derechos de los subintervalos respectivamente. Se tiene que:
−B(b− a) ≤
∑
Pn,L
f∆x ≤ B(b− a)
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la serie
{∑
Pn,L f∆x
}
debe tener un punto de acumulacio´n A.
Veamos que R
∫ b
a
f(x)dx = A.
Sea  > 0, usando la continuidad uniforme se toma δ > 0 tal que |f(t)− f(s)| <
 cuando s, t ∈ [a, b] y |s− t| < δ.
Se toma n tal que
∣∣∣∑Pn,L −A∣∣∣ <  y ||Pn|| = b−an < δ. Sea P = {tk, [xk−1, xk]}nk=1
una particio´n etiquetada de [a, b] con ||P|| < δ.
Finalmente se define Q = Pn ∪ P = {[yj−1, yj]}mj=1.
Nos fijamos en un u´nico subintervalo de P , [xi−1, xi]. Por ser Q un refina-
miento de P se tiene que los subintervalos de Q esta´n contenidos en los de
P , es decir, xi−1 = yj−1 < . . . < yk = xi para ciertos valores de j y k por lo
que se tiene que |f(ti)− f(yp)| <  para j ≤ p ≤ k.
Consideramos las sumas de Riemann en estos intervalos:
|f(ti)(xi − xi−1)− [f(yj)(yj − yj−1) + . . .+ f(yk)(yk − yk−1)]|
= |[f(ti)(yj − yj−1) + . . .+ f(ti)(yk − yk−1)]
−[f(yj)(yj − yj−1) + . . .+ f(yk)(yk − yk−1)]|
≤ |f(ti)− f(yj)|(yj − yj−1) + . . .+ |f(ti)− f(yk)|(yk − yk−1)
< (yj − yj−1) + . . .+ (yk − yk−1)
= (yk − yj−1) = (xi − xi−1)
Podemos aplicar el mismo razonamiento a todos los subintervalos de P y de
Q por lo que se llega a:
|
∑
P
f∆x−
∑
QR
f∆x|
< (x1 − x0) + (x2 − x1) + . . .+ (xn − xn−1) = (b− a)
Como Q tambie´n es un refinamiento de Pn razonando de la misma forma se
tiene tambie´n que:
|
∑
PL
f∆x−
∑
QR
f∆x| < (b− a)
Finalmente usando la desigualdad triangulas y las diferentes desigualdades
anteriores se llega a:
|
∑
P
f∆x− A| ≤ |
∑
P
f∆x−
∑
QR
f∆x|
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+|
∑
QR
f∆x−
∑
Pn,L
f∆x|+ |
∑
Pn,L
f∆x− A
< 2(b− a) + 
Dado que  es arbitrario se concluye que f es integrable y que R
∫ b
a
f = A.
Teorema 2.4. Si f es acotada y tiene un nu´mero finito de discontinuidades
en [a, b] entonces f es integrable Riemann en [a, b].
Demostracio´n. Supongamos que f es continua en todo [a, b] salvo en x = a.
Como f es acotada, existe un valor B tal que |f | < B para todo x ∈ [a, b].
Por el teorema precedente la integral sn =
R
∫ b
a+ 1
n
f esta´ bien definida cuando
n > 1
b−a ya que f es continua en ese intervalo. Entonces cuando m > n:
|sm − sn| =
∣∣∣∣∣R
∫ a+ 1
n
a+ 1
m
f
∣∣∣∣∣ ≤R
∫ a+ 1
n
a+ 1
m
|f | ≤R
∫ a+ 1
n
a+ 1
m
B = B
(
1
n
+
1
m
)
<
B
n
por tanto {sn} =
{
R
∫ b
a+ 1
n
f
}
es una sucesio´n de Cauchy. Sea A = l´ımn→∞ sn.
Sea  > 0 y elegimos n0 tal que |sn0 − A| < /6, 1n0 < /3B, y n0 > 1b−a .
Definimos a0 = a +
1
n0
. Como f es integrable en [a0, b] se puede encontrar
un δ tal que |∑P f∆x− sn0 | < /6 para cualquier particio´n etiquetada P de
[a0, b] de dia´metro menor que δ.
Sea δ′ = mı´n
{
δ, 
6B
}
y supongamos que P es una particio´n etiquetada de
[a, b] de dia´metro menor que δ′. Si a0 no es un punto de divisio´n de P , se
toma una nueva particio´n etiquetada P∗ an˜adiendo a0 como punto de divisio´n
y usando los extremos izquierdos de los subintervalos como las etiquetas de la
nueva particio´n. Observemos que P y P∗ coinciden salvo en los subintervalos
que contienen a a0. Dado que los valores de f en cualquier par de etiquetas
de un intervalo dado puede diferir como ma´ximo 2B se tiene que:∣∣∣∣∣∑P f∆x−
∑
P∗
f∆x
∣∣∣∣∣ ≤ 2Bδ < /3.
Si a0 es un punto de divisio´n de P entonces se toma P∗ = P y por tanto la
diferencia de las sumas de Riemann es cero.
Se divide P∗ en dos particiones etiquetadas P∗1 y P∗2 de [a, a+ 1n0 ] y [a+ 1n0 , b]
respectivamente. Entonces:∣∣∣∣∣∣
∑
P∗1
f∆x
∣∣∣∣∣∣ ≤
∑
P∗1
B∆x = B
1
n0
< /3
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y como el dia´metro de P∗2 es menor que δ∣∣∣∣∣∣
∑
P∗2
f∆x− A
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
P∗2
f∆x− sn0
∣∣∣∣∣∣+ |sn0 − A| < /3
Por tanto; ∣∣∣∣∣∑P f∆x− A
∣∣∣∣∣
≤
∣∣∣∣∣∑P f∆x−
∑
P∗
f∆x
∣∣∣∣∣+
∣∣∣∣∣∑P∗ f∆x− A
∣∣∣∣∣
≤
∣∣∣∣∣∑P f∆x−
∑
P∗
f∆x
∣∣∣∣∣+
∣∣∣∣∣∣
∑
P∗1
f∆x
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
P∗2
f∆x− A
∣∣∣∣∣∣ < 
Por lo que se concluye que f es integrable en [a, b]. Para un nu´mero finito
de discontinuidades se razona de la misma forma dividiendo la integral en el
intervalo inicial en diferentes subintervalos.
2.3. Teoremas fundamentales del ca´lculo
Como en el caso de Cauchy nos preguntamos si es posible recuperar una
funcio´n partiendo de su integral de Riemann y viceversa.
Teorema 2.5. (TFC-1) Si F es diferenciable en el intervalo [a, b], y F ′ es
continua en [a, b], entonces,
1. F ′ es Riemann integrable en [a, b].
2. R
∫ x
a
F ′(t)dt = F (x)− F (a) para cada x del intervalo [a, b].
Demostracio´n. El primer apartado se deduce directamente del teorema 2.3.
Para la segunda parte tomamos una particio´n cualquiera del intervalo [a, x],
P = {[xi−1, xi]}ni=1. Aplicando el teorema del valor medio a F en cada subin-
tervalo [xi−1, xi], se pueden seleccionar etiquetas {ti}ni=1 tales que F ′(ti)(xi−
xi−1) = F (xi)− F (xi−1).
Entonces la suma asociada a F ′ y a la particio´n P tiene forma telesco´pica y
se llega a:
n∑
k=1
F ′(tk)(xk − xk−1) =
n∑
k=1
(F (xk)− F (xk−1)) = F (x)− F (a).
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Es decir, para cualquier  > 0 se tiene que:∣∣∣∣∣∑P F ′∆x− F (x) + F (a)
∣∣∣∣∣ = 0 < 
Y por la definicio´n 2.1 de integral de Riemann se concluye que:
R
∫ x
a
F ′(t)dt = F (x)− F (a)
Sin embargo este resultado no es todo lo fuerte que se desear´ıa ya que
falla al recuperar alguna funcio´n a partir de su derivada como se muestra en
el siguiente ejemplo.
Ejemplo: Se define f : [0, 1]→ R como
f(x) =
{
x2 cos( pi
x2
) si 0 < x ≤ 1
0 si x = 0
Entonces, f es diferenciable en [0, 1] con derivada
f(x) =
{
2x cos( pi
x2
) + 2pi
x
sin( pi
x2
) si 0 < x ≤ 1
0 si x = 0
Como f ′ no es acotada en [0, 1], f ′ no es integrable en [0, 1].
Teorema 2.6. (TFC-2) Dada f integrable Riemann en el intervalo [a, b], se
define F en [a, b] como F (x) =R
∫ x
a
f , entonces:
1. F es continua en [a, b].
2. Si f es continua en x0 ∈ (a, b), entonces F es diferenciable en x0 y
F ′(x0) = f(x0).
Demostracio´n. Por ser integrable Riemann f es acotada, sea B su cota, dados
x, y ∈ [a, b] tales que x < y se tiene que:
|F (y)− F (x)| =
∣∣∣∣R ∫ y
x
f
∣∣∣∣ ≤R ∫ y
x
B = B(x− y)
Por lo que dado  > 0 basta tomar δ = (x − y) = B/ para cumplir la
definicio´n de continuidad y por tanto se concluye la continuidad de F .
Sea f continua en x0. Dado cualquier  > 0 se puede encontrar δ > 0 tal que
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f(x0)−  < f(x) < f(x0) +  para cualquier x ∈ [x0 − δ, x0 + δ] ∩ [a, b]. Por
la monoton´ıa de la integral se tiene que:
R
∫ x
x0
(f(x0)− ) ≤R
∫ x
x0
f ≤R
∫ x
x0
(f(x0) + )
por lo que se tiene que:
(f(x0)− )(x− x0) ≤ F (x)− F (x0) ≤ (f(x0) + )(x− x0)
Operando en ambas desigualdades se llega a:
− ≤ F (x)− F (x0)
x− x0 − f(x0) ≤ 
Por lo que se concluye que F ′(x0) = f(x0).
2.4. Teorema de convergencia
Nos preguntamos ahora como interactu´a la integral de Riemann con los
l´ımites.
Teorema 2.7. Sea una sucesio´n {fn} de funciones Riemann integrables en
[a, b] y que convergen uniformemente en [a, b] hacia f . Entonces f es Rie-
mann integrable en [a, b] y se tiene que:
R
∫ b
a
l´ım
n→∞
fn =
R
∫ b
a
f = l´ım
n→∞
R
∫ b
a
f
Demostracio´n. Por ser fn Riemann integrable en [a, b], fn es acotada en [a, b].
Por la convergencia uniforme de {fn} existe un valor B tal que |fn(x)| < B
para todo x ∈ [a, b] y para todo n ∈ N. Lleva´ndolo a la integral se tiene que:
−B(b− a) ≤R
∫ b
a
fn ≤ B(b− a)
Por tanto,
{
R
∫ b
a
fn
}
es una sucesio´n acotada que debe tener un punto de
acumulacio´n A.
Veremos que f es integrable y R
∫ b
a
f = A.
Sea  > 0, tomamos n tal que
∣∣∣R ∫ ba fn − A∣∣∣ < /3 y |fn(x)− f(x)| < /3(b−
a) para todo x ∈ [a, b], este n existe por la convergencia uniforme de fn.
Entonces para cualquier particio´n etiquetada P = {(tk, [xk−1, xk])}mk=1,∣∣∣∣∣∑P f∆x−
∑
P
fn∆x
∣∣∣∣∣ =
∣∣∣∣∣
m∑
k=1
(f(tk)− fn(tk))∆x
∣∣∣∣∣
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≤
m∑
k=1

3(b− a)∆x = /3
Como fn es integrable en [a, b], se puede encontrar δ > 0 tal que
∣∣∣∑P fn∆x−R ∫ ba fn∣∣∣ <
/3 para cualquier particio´n P de [a, b] con dia´metro ‖P‖ < δ. Entonces para
cualquier particio´n etiquetada de [a, b]∣∣∣∣∣∑P f∆x− A
∣∣∣∣∣ ≤
∣∣∣∣∣∑P f∆x−
∑
P
fn∆x
∣∣∣∣∣
+
∣∣∣∣∣∑P fn∆x−R
∫ b
a
fn
∣∣∣∣∣+
∣∣∣∣R ∫ b
a
fn − A
∣∣∣∣ < 
Por lo que se concluye que f es integrable en [a, b] con R
∫ b
a
f = A =
l´ımn→∞ R
∫ b
a
fn.
Para terminar la demostracio´n u´nicamente falta verificar que
{
R
∫ b
a
fn
}
con-
verge hacia A. Por la unicidad de la integral la sucesio´n solamente puede
tener un punto de acumulacio´n por lo que debe converger hacia A y se con-
cluye.
2.5. Integral de Darboux
Diecise´is an˜os despue´s de la publicacio´n del trabajo de Riemann, Darboux
da una nueva definicio´n de integral que hace ma´s sencilla la demostracio´n
de algunas propiedades y teoremas, aqu´ı so´lo veremos su definicio´n y su
equivalencia con la integral de Riemann.
Definicio´n 2.8. Sea f una funcio´n acotada definida en [a, b] y sea
P = {[xk−1, xk]}nk=1 = {Ik} una particio´n de [a, b]. La suma inferior de
Darboux y la suma superior de Darboux de f sobre P son respectiva-
mente;
SD(f,P) =
n∑
i=1
ı´nf
[xi−1,xi]
f(xi − xi−1) =
∑
P
ı´nf
Ik
f∆xk
y
SD(f,P) =
n∑
i=1
sup
[xi−1,xi]
f(xi − xi−1) =
∑
P
sup
Ik
f∆xk
La integral inferior de Darboux y la integral superior de Darboux
de f sobre [a, b] son:
D
∫ b
a
f = sup
P
SD(f,P)
18
yD
∫ b
a
f = ı´nf
P
SD(f,P)
Si D
∫ b
a
f =D
∫ b
a
f entonces f es Darboux integrable en [a, b] y la integral
de Darboux de f en [a, b] es:
D
∫ b
a
f =D
∫ b
a
f =D
∫ b
a
f
Teorema 2.9. Sea f una funcio´n en [a, b]. Entonces f es Riemann integrable
si y so´lo si f es Darboux integrable. Adema´s R
∫ b
a
f =D
∫ b
a
f . Es decir, la
integral de Riemann y de Darboux son equivalentes.
Demostracio´n. Primero supongamos que f es Riemann integrable. Para de-
mostrar que f es Darboux integrable necesitamos controlar las sumas supe-
riores e inferiores de Darboux usando particiones etiquetadas.
Tomamos  > 0 y elegimos δ > 0 tal que
∣∣∣R ∫ ba f −∑P f∆x∣∣∣ <  para cual-
quier particio´n etiquetada P de [a, b] con dia´metro menor que δ. Se fija una
particio´n concreta P0 = {Ik} con dia´metro menor que δ y se seleccionan
etiquetas {sk} y {tk} tales que:
f(sk)−  < ı´nf
Ik
f ≤ sup
Ik
f < f(tk) + .
Denotamos por Ps y Pt a las correspondientes particiones etiquetadas, en-
tonces,
SD(f,P0)− SD(f,P0) =
∑
P
sup
Ik
f∆xk −
∑
P
ı´nf
Ik
f∆xk
<
∑
P
(f(tk) + )∆xk −
∑
P
(f(sk)− )∆xk
= SR(f,Pt)− SR(f,Ps) + 2(b− a).
Ahora SR(f,Pt) y SR(f,Ps) esta´n ambas a una distancia  de R
∫ b
a
f por lo
que esta´n a una distancia 2 la una de la otra. Por tanto,
SD(f,P0)− SD(f,P0) < 2+ 2(b− a).
Por tanto las sumas superiores e inferiores de Darboux esta´n a una distancia
menor que un valor dependiente de  por lo que se concluye que f es Darboux
integrable.
Supongamos ahora que f es Darboux integrable, tomamos  > 0. Como f es
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Darboux integrable, f esta´ acotada por algu´n valor B y se puede encontrar
una particio´n P0 tal que SD(f,P0) − SD(f,P0) < /2. Denotamos por N el
nu´mero de puntos de divisio´n de P0. Supongamos que P es una particio´n
etiquetada cualquiera de [a, b] con dia´metro menor que δ, determinaremos δ
ma´s adelante, y sea Q = P0 ∪ P , se tiene que:
SD(f,Q)− SD(f,Q) ≤ SD(f,P0)− SD(f,P0) < /2
y por tanto,
SD(f,Q) ≤D
∫ b
a
f ≤ SD(f,Q),
y se concluye tambie´n que
∣∣∣D ∫ ba f − SD(f,Q)∣∣∣ < /2. Utilizando esto tene-
mos que:
0 ≤D
∫ b
a
f − SD(f,P)
≤
∣∣∣∣D ∫ b
a
f − SD(f,Q)
∣∣∣∣+ |SD(f,Q)− SD(f,P)|
< /2 + 2BN ‖P‖ .
Tomando ‖P‖ < δ = 
4BN
, la u´ltima expresio´n es menor que  y se concluye
que:
D
∫ b
a
f −  < SD(f,P).
Razonando de forma similar se llega a que:
SD(f,P) <D
∫ b
a
f + .
Por tanto:
D
∫ b
a
f −  < SD(f,P) ≤ SR(f,P) ≤ SD(f,P) <D
∫ b
a
f + 
lo que implica que: ∣∣∣∣SR(f,P)−D ∫ b
a
f
∣∣∣∣ < .
Por tanto f es integrable Riemann con R
∫ b
a
f =D
∫ b
a
f
Veamos ahora una condicio´n suficiente y necesaria para que una funcio´n
sea integrable Riemann. Para ello necesitamos un lema que enunciaremos sin
demostracio´n y tres elementos que definimos a continuacio´n:
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Definicio´n 2.10. Sea f : [a, b]→ R una funcio´n acotada y sea S un subcon-
junto no vac´ıo de [a, b]. La oscilacio´n de f en S se define como:
w(f, S) = sup {f(t) : t ∈ S} − ı´nf {f(t) : t ∈ S}
Sea x ∈ [a, b] y para δ > 0, sea Uδ(x) = {t ∈ [a, b] : |t− x| < δ}. La oscila-
cio´n de f en x se define como
w(f, x) = l´ım
δ→0+
w(f, Uδ)
Definicio´n 2.11. Sea P = {x0, x1, . . . , xn} una particio´n del intervalo [a, b],
sea S un subconjunto del mismo intervalo y sea J(S,P) la suma de las longi-
tudes de los intervalos cerrados [xi−1, xi] que contienen puntos de la adheren-
cia de S. El contenido exterior de Jordan de S, denotado como c(S),
es definido como el ı´nfimo de J(S,P) para cierta particio´n P del intervalo
[a, b]. La funcio´n c as´ı definida es mono´tona y subaditiva.
Definicio´n 2.12. Para cierto  > 0, se define el conjunto D(f) como sigue,
D(f) = {x ∈ [a, b] : w(f, x) ≥ }
Lema 2.13. Supongamos que w(f, x) <  para todo x ∈ [a, b]. Entonces,
existe una particio´n P = x0, x1, . . . , xn de [a, b] tal que w(f, [xi−1, xi]) < 
para i = 1, . . . , n
Teorema 2.14. Sea f : [a, b] → R. Entonces, f es Riemann integrable en
[a, b] si y so´lo si, f es acotada y para cada  > 0, el conjunto D(f) tiene
contenido exterior de Jordan cero.
Demostracio´n. Supongamos primero que f es acotada y que para cada  > 0
el conjunto D(f) tiene contenido exterior de Jordan cero. Elegimos M > 0
tal que |f(t)| ≤ M para a ≤ t ≤ b. Sea  > 0 y sea P una particio´n de
[a, b] tal que la suma de las longitudes de los subintervalos determinados por
P que contienen puntos de D/2(b−a) es menor que 4M . Etiquetamos estos
subintervalos como {I1, I2, . . . , Ik} y el resto de subintervalos de P como
{J1, J2, . . . , Jl}. Aplicando el lema previo a cada Jj se tiene que w(f, Jj) <

2(b−a) para j = 1, . . . , l. Entonces se tiene:
SD(f,P)− SD(f,P) ≤
k∑
i=1
w(f, Ii)l(Ii) +
l∑
j=1
w(f, Jj)l(Jj)
< 2M

4M
+

2(b− a)(b− a) = 
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por lo que f es integrable Darboux y por tanto tambie´n integrable Riemann.
Para la segunda parte utilizaremos el contrarrec´ıproco, supongamos que exis-
te un  > 0 tal que c(D(f)) = c > 0. Veremos que f no es Darboux integrable
y por tanto tampoco Riemann integrable.
Sea P = {x0, x1, . . . , xn} una particio´n de [a, b] y sea I el conjunto de todos
los ı´ndices i tales que la interseccio´n de [xi−1, xi] y D(f) es no vac´ıa. Sea
I ′ ⊂ I el conjunto ı´ndices i tales que (xi−1, xi)∩D(f) 6= ∅. Se tiene que para
i ∈ I ′, w(f, [xi−1, xi]) ≥ . Sea η > 0. Supongamos que i ∈ I \ I ′. Entonces,
al menos uno de los extremos de [xi−1, xi] esta´ en D(f). Se hace un refina-
miento de P an˜adiendo yi, y′i ∈ (xi−1, xi) tales que yi < y′i, |yi − xi−1| < η2n
y |y′i − xi| < η2n . Para i ∈ I \ I ′, se etiquetan los intervalos [xi−1, yi] y [y′i, xi]
por J1, . . . , Jm donde m ≤ 2n. No´tese que [yi, y′i] ∩D(f) = ∅ as´ı que
c ≤
∑
i∈I′
(xi − xi−1) +
m∑
k=1
l(Jk)
≤
∑
i∈I′
(xi − xi−1) + 2n η
2n
=
∑
i∈I′
(xi − xi−1) + η.
Dado que η > 0 es arbitrario, se tiene que
c ≤
∑
i∈I′
(xi − xi−1).
Por tanto,
SD(f,P)− SD(f,P) =
n∑
i=1
w(f, [xi−1, xi])(xi − xi−1)
≥
∑
i∈I′
w(f, [xi−1, xi])(xi − xi−1) ≥ c.
Como esto es cierto para cualquier particio´n se concluye que f no es Darboux
integrable y por tanto tampoco es Riemann integrable.
Por tanto hemos visto que la integral de Riemann funciona bien para fun-
ciones continuas y funciones que son continuas salvo es un conjunto, que es
de alguna forma, pequen˜o. Sin embargo si una funcio´n tiene muchas discon-
tinuidades la integral de Riemann no existe como se muestra en el siguiente
ejemplo.
Ejemplo: Se define la funcio´n de Dirichlet f : [0, 1]→ R como
f(x) =
{
1 si x ∈ Q
0 si x /∈ Q
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Sea P = {x0, x1, . . . , xn} una particio´n de [0, 1]. En cada subintervalo [xi−1, xi]
hay un nu´mero racional ri y uno irracional qi, por tanto tomando las parti-
ciones etiquetadas Pr, donde las etiquetas son nu´meros racionales y Pq donde
las etiquetas son nu´meros irracionales se tiene que
SR(f,Pr) =
n∑
i=1
f(ri)(xi − xi−1) =
n∑
i=1
(xi − xi−1) = 1
mientras que
SR(f,Pq) =
n∑
i=1
f(qi)(xi − xi−1) =
n∑
i=1
0 = 0.
Por tanto, independientemente de lo fina que sea una particio´n siempre se
puede tomar un conjunto de etiquetas tal que la suma de Riemann asociada
es cero y otro conjunto de etiquetas tal que la suma de Riemann asociada
es uno. Ahora, supongamos que f es integrable Riemann con integral igual
a A. Tomamos  < 1/2 y se toma el correspondiente δ. Si Pr y Pq son
las particio´n con dia´metro menor que δ y etiquetas racionales e irracionales
respectivamente, entonces
1 = |SR(f,Pq)− SR(f,Pr)|
≤ |SR(f,Pq)− A|+ |A− SR(f,Pr)| < +  < 1.
Lo que es una contradiccio´n y se concluye que f no es integrable Riemann.
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Cap´ıtulo 3
Integral de Lebesgue
Motivado por dar solucio´n al problema de una funcio´n que teniendo deri-
vada acotada no es integrable Riemann, Henri Lebesgue desarrollo´ un nuevo
me´todo de integracio´n diferente en su construccio´n a las integrales vista pre-
viamente ya que en vez de tomar una particio´n del eje de abscisas, del dominio
de la funcio´n f que se desea integrar, lo toma del eje de ordenadas, del rango
de f .
Para dar esta construccio´n se hace necesaria la asignacio´n de una medida a
diferentes tipos de conjuntos, se necesita la teor´ıa de la medida.
Esta teor´ıa ha sido vista en las asignaturas de Ana´lisis matema´tico de segun-
do curso y Teor´ıa de la probabilidad y estad´ıstica matema´tica de tercer curso
por ello y por no ser el tema principal del trabajo los resultados necesarios
sera´n enunciados sin demostracio´n.
3.1. Teor´ıa de la medida
Definicio´n 3.1. Se define la medida exterior de un conjunto A ⊂ R,
denotada por µ∗(A), como
µ∗(A) = ı´nf
{∑
k
l(Ik), cuando {Ik}∞k=1 es una familia numerable
de semiintervalos tales que A ⊂ ∪∞k=1 {Ik}}
donde l(I) es la longitud del intervalo I.
Proposicio´n 3.2. Propiedades de la medida exterior.
1. Si A ⊂ B, µ∗(A) ≤ µ∗(B).
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2. Si I es un semiintervalo, µ∗(I) = l(I).
3. µ∗(∅) = 0 y µ∗(R) =∞.
4. (Subaditividad numerable) Si A = ∪∞k=1Ak, entonces µ∗(A) ≤
∑∞
k=1 µ
∗(Ak).
Definicio´n 3.3. (Criterio de medibilidad de Carathe´odory) Un conjunto E ⊆
R se dice que es medible si
µ∗(A) = µ∗(A ∩ E) + µ∗(A ∩ Ec)
para todo conjunto A ⊆ R.
Definicio´n 3.4. Un conjunto A ⊂ R tal que µ∗(A) = 0 se llama conjunto
de medida nula.
Proposicio´n 3.5. Para cualquier conjunto E medible de nu´meros reales
siempre existe un abierto G tal que E ⊂ G y µ∗(G− E) ≤ .
Definicio´n 3.6. Sea X un conjunto no vac´ıo y A una coleccio´n de subcon-
juntos de X.
Llamamos σ − a´lgebra a A si se cumple
1. Si {Ek}∞k=1 ⊂ A, ∪∞k=1Ek ∈ A
2. Si {Ek}∞k=1 ⊂ A, ∩∞k=1Ek ∈ A
3. Si E ∈ A, Ec = R \ E ∈ A
4. ∅,R ∈ A
Proposicio´n 3.7. La familia de conjuntos medibles, M, es una σ-a´lgebra.
Definicio´n 3.8. La σ-a´lgebra generada por la coleccio´n de conjuntos abiertos
recibe el nombre de σ-a´lgebra de Borel.
Definicio´n 3.9. SeaM la coleccio´n de todos los conjuntos medibles, se define
la medida de Lebesgue como µ∗ |M = µ
Proposicio´n 3.10. Dada una coleccio´n {Ek}∞k=1 de conjuntos medibles y
disjuntos dos a dos, se tiene que
µ(∪∞k=1Ek) =
∞∑
k=1
µ(Ek)
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Proposicio´n 3.11. Dada una coleccio´n E1 ⊂ E2 ⊂ . . . de conjuntos medi-
bles, se define E = ∪∞k=1Ek, entonces
µ(E) = l´ım
k→∞
µ(Ek)
Proposicio´n 3.12. Dada una coleccio´n E1 ⊃ E2 ⊃ . . . de conjuntos medibles
y de medida finita cada uno de ellos se define E = ∩∞k=1Ek, entonces
µ(E) = l´ım
k→∞
µ(Ek)
Definicio´n 3.13. Se dice que una propiedad se verifica casi siempre en un
conjunto y se denota por c.s. si el conjunto de puntos donde no se verifica
es de medida nula.
Como comenta´bamos al principio de este cap´ıtulo la integral de Lebes-
gue a diferencia de las dos integrales vistas previamente toma inicialmente
un intervalo del rango de la funcio´n por lo que se necesita que el conjunto
f−1[α, β] sea medible, esto sera´ equivalente a que la funcio´n sea medible por
lo que pasamos ahora a estudiar brevemente las funciones medibles y algunas
de sus caracter´ısticas.
Definicio´n 3.14. Llamamos R-completada a R¯ = R ∪ {−∞,∞}, donde
−∞,∞ son dos puntos que no esta´n en R.
Una base de abierto de R¯ esta´ formada por los conjuntos:
(x− δ, x+ δ) para x ∈ R, con δ > 0.
(a,∞] para ∞, con a ∈ R.
[−∞, a) para −∞, con a ∈ R.
Definicio´n 3.15. Una funcio´n f a valores en R¯ definida en un conjunto
medible E se dice que es medible si la imagen inversa por f de cualquier
conjunto abierto de R¯ es un conjunto medible.
Proposicio´n 3.16. Sea E un conjunto medible, veamos algunas propiedades
de las funciones medibles:
1. Si f : E → R es una funcio´n continua, f es medible
2. Si µ(E) = 0, cualquier funcio´n f : E → R¯ es medible.
3. Si E = ∪∞k=1Ek, Ek medible, y f : E → R es tal que f |Ek es medible,
entonces f es medible.
Teorema 3.17. Sea fk una sucesio´n de funciones medibles a valores en R¯
que convergen puntualmente a f : E → R¯, entonces f es medible. El resultado
sigue siendo cierto si la convergencia se da casi siempre.
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Definicio´n 3.18. Sea f : E → R¯, se definen las parte positiva y parte
negativa de f como
f+ = sup {f, 0} , f− = − ı´nf {f, 0} = sup {−f, 0}
Se verifica que si f es medible, f+, f− son medibles.
Adema´s se tiene que
f = f+ − f− |f | = f+ + f−
f+ =
1
2
(f + |f |) f− = 1
2
(f − |f |).
Con estos resultados ya estamos en posicio´n de construir la integral de
Lebesgue.
3.2. Construccio´n de la integral de Lebesgue
Definicio´n 3.19. Si E ⊂ R, se define la funcio´n caracter´ıstica como
χE : χE(x) =
{
1 x ∈ E
0 x /∈ E
Proposicio´n 3.20. La funcio´n χE es medible si y so´lo si E es medible.
Definicio´n 3.21. Una funcio´n simple s : E → R es una funcio´n medible
que toma so´lo un nu´mero finito de valores. s(E) es un conjunto finito.
Proposicio´n 3.22. Una funcio´n s es simple si y so´lo si se puede escribir de
la forma s =
∑m
j=1 αjχEj , donde αj ∈ R¯, Ej conjuntos medibles de R
Teorema 3.23. Sea E un conjunto medible, f : E → [0,∞] una funcio´n
medible. Existe una sucesio´n {sn} de funciones simples tales que
1. ∀x ∈ E, 0 ≤ s1(x) ≤ . . . ≤ sn(x), sn(x) ≤ f(x).
2. ∀x ∈ E, l´ımk→∞ sk(x) = f(x). Si f es acotada, la convergencia es
uniforme.
Definicio´n 3.24. Sea E ⊂ R un conjunto medible, s : E → [0,∞) una
funcio´n simple. Sea s =
∑m
j=1 αjχEj una representacio´n de s. Se define la
integral de Lebesgue de s como L
∫
E
sdµ =
∑m
j=1 αjµ(Ej).
Definicio´n 3.25. Sea E ⊂ R un conjunto medible, f : E → [0,∞) una
funcio´n medible. Se define la integral de Lebesgue de f como
L
∫
E
fdµ = sup
{∫
E
sdµ : s : E → [0,∞] recorre las funciones simples tales
que 0 ≤ s ≤ f}
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Proposicio´n 3.26. Veamos algunas propiedades de la integral de Lebesgue
para este tipo de funciones
Sean f, g : E → [0,∞]
1. Si f ≤ g, entonces L ∫
E
fdµ ≤L ∫
E
gdµ
2. Si F es un conjunto medible tal que F ⊂ E, L ∫
F
fdµ = L
∫
E
fχFdµ
3. Si µ(E) = 0, L
∫
E
fdµ = 0
4. Si c > 0, L
∫
E
cfdµ = c L
∫
E
fdµ
3.3. Teoremas de convergencia
Teorema 3.27. (Teorema de la convergencia mono´tona)
Sea E un conjunto medible y sea {fk}∞k=1 una sucesio´n creciente de funciones
medibles, fk : E → [0,∞). Sea f(x) = l´ımk→∞ fk(x). Entonces,
L
∫
E
fdµ = l´ım
k→∞
L
∫
E
fkdµ
Para la demostracio´n de este teorema utilizaremos lo siguiente:
Corolario 3.28. Si ϕ es una funcio´n simple y no negativa en R, entonces,
Φ :M→ [0,∞] definida como Φ(E) = L ∫
E
ϕ es una medida en M.
Ahora ya estamos en posicio´n de demostrar el teorema.
Demostracio´n. Primero remarquemos que f es positiva y medible por ser
el l´ımite de funciones medibles. Por la monoton´ıa de {fk}∞k=1 se tiene que{
L
∫
E
fk
}∞
k=1
tambie´n es mono´tona y adema´s l´ımk→∞ L
∫
E
fk ≤L
∫
E
f .
Para probar la otra desigualdad, se fija 0 < a < 1 y sea ϕ una funcio´n simple
tal que 0 ≤ ϕ ≤ f . Sea Ek = {x ∈ E : fk(x) ≥ aϕ(x)}. Dado que fk(x) crece
hacia f(x) punto a punto, se tiene que Ek ⊂ Ek+1 para todo k y E = ∪∞k=1Ek.
Por tanto,
L
∫
E
fk ≥L
∫
Ek
fk ≥ a L
∫
Ek
ϕ
Como vimos antes, Φ(E) =L
∫
E
ϕ define una medida, as´ı que por las
propiedades de la medida, proposicio´n 3.10
a L
∫
E
ϕ = a l´ım
k→∞
L
∫
Ek
ϕ ≤ l´ım
k→∞
L
∫
E
fk.
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Haciendo a → 1, vemos que l´ımk L
∫
E
fk ≥L
∫
E
ϕ. Dado que es va´lido para
todas las funciones simples ϕ ≤ f , se llega a que
l´ım
k→∞
L
∫
E
fk ≥L
∫
E
f
Lema 3.29. (Lema de Fatou)
Sea E ∈M y fk : E → [0,∞] medible para todo k. Entonces,
L
∫
E
l´ım
k→∞
ı´nf fk ≤ l´ım
k→∞
ı´nf L
∫
E
fk
Demostracio´n. Sea hk(x) = ı´nfj≥k fj(x), se tiene que hk es positiva y medible,
adema´s {hk}∞k=1 crece hacia l´ımk→∞ ı´nf fk. Por el teorema de la convergencia
mono´tona,
L
∫
E
l´ım
k→∞
fk = l´ım
k→∞
L
∫
E
hk.
Como hk ≤ fk para todo x ∈ E,
l´ım
k→∞
L
∫
E
hk ≤ l´ım
k→∞
ı´nf L
∫
E
fk.
Hasta ahora so´lo hemos tratado con funciones medibles positivas, veamos
co´mo tratar las funciones medibles reales.
Definicio´n 3.30. Sea f : E → R medible. f es integrable si
L
∫
E
f+ < ∞ y L ∫
E
f− < ∞. En este caso se define la integral de Lebes-
gue de f como
L
∫
f = L
∫
E
f+ − L
∫
E
f− ∈ R
Teorema 3.31. Sea f : E → R una funcio´n medible, f es integrable si y
so´lo si |f | es integrable.
Demostracio´n. Si f es integrable se tiene que f+ y f− son integrables y como
|f | = f+ + f−, |f | tambie´n es integrable.
Si |f | es integrable se tiene que L ∫
E
|f | =L ∫
E
f+ +L
∫
E
f− <∞ por lo que se
tiene que L
∫
E
f+ <∞ y L ∫
E
f− <∞ y se concluye que f es integrable.
Teorema 3.32. (Teorema de la convergencia dominada) Sea {fk}∞k=1 una
sucesio´n de funciones medibles definidas en un conjunto medible E, tales que
{fk}∞k=1 converge puntualmente hacia f casi siempre. Si existe una funcio´n
integrable Lebesgue g tal que |fk(x)| ≤ g(x) para todo k y casi todo x ∈ E.
Entonces,
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1. f es integrable Lebesgue.
2. l´ımk→∞ L
∫
E
|f − fk| = 0.
3. L
∫
E
f = l´ımk→∞ L
∫
E
fk.
Para esta demostracio´n se usara´ el corolario siguiente que se enunciara´
sin demostracio´n, su demostracio´n se puede encontrar en [4].
Corolario 3.33. Sea E ∈M y fk, g : E → R funciones medibles cumpliendo
fk ≤ g para todo k. Si g es integrable Lebesgue en E, entonces,
L
∫
E
l´ım sup
k→∞
fk ≥ l´ım sup
k→∞
L
∫
E
fk
Demostracio´n. Por hipo´tesis se tiene que −g ≤ fk ≤ g c.s., as´ı que se puede
aplicar el corolario enunciado previamente y el lema de Fatou. Dado que
{fk}∞k=1 converge hacia f puntualmente casi siempre,
l´ım sup
k→∞
L
∫
E
fk ≤ L
∫
E
l´ım sup
k→∞
fk =
L
∫
E
f = L
∫
E
l´ım inf
k→∞
fk ≤ l´ım inf
k→∞
L
∫
E
fk
Por tanto, L
∫
E
f = l´ım L
∫
E
fk.
Para terminar la prueba, no´tese que |f − fk| converge a 0 puntualmente c.s.
y |f(x)− fk(x)| ≤ g(x) para todo k y casi todo x. Por tanto, por la primera
parte del teorema, l´ım L
∫
E
|f(x)− fk(x)| = 0 y se concluye.
3.4. Integrabilidad
Veamos que la integrabilidad en el sentido de Riemann implica la integra-
bilidad en el sentido de Lebesgue gracias a la funcio´n de Dirichlet ya vimos
que el rec´ıproco no es cierto.
Teorema 3.34. Si f es integrable Riemann en [a, b], entonces f es tambie´n
integrable Lebesgue en [a, b] y se cumple L
∫ b
a
f =R
∫ b
a
f .
Demostracio´n. Ya vimos que ser Riemann integrable era equivalente a ser
Darboux integrable, teorema 2.9, usaremos la integral inferior y superior de
Darboux, definicio´n 2.8, en esta demostracio´n.
Sea {Qk}∞k=1 una sucesio´n de particiones del intervalo [a, b] tal que:
1. l´ımk→∞ µ(Qk) = 0;
2. l´ımk→∞ SD(f,Qk) =D
∫ b
a
f ;
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3. l´ımk→∞ SD(f,Qk) =D
∫ b
a
f .
Se definen Pk = ∪kj=1Qj, entonces {Pk}∞k=1 es una sucesio´n de particiones
encajadas, es decir, Pk ⊂ Pk+1, que satisfacen las condiciones 1,2 y 3.
Se fija k y se supone que Pk = x0, x1, . . . , xj. Seami = ı´nf {f(t) : xi−1 ≤ t ≤ xi}
y Mi = sup {f(t) : xi−1 ≤ t ≤ xi}, y se definen las funciones simples lk y uk
como
lk(x) =
j−1∑
i=1
miχ[xi−1,xi)(x) +mjχ[xj−1,xj ](x)
y
uk(x) =
j−1∑
i=1
Miχ[xi−1,xi)(x) +Mjχ[xj−1,xj ](x),
donde χ(A)(x) es la funcio´n indicatriz del conjunto A.
Se tiene que L
∫
[a,b]
lk = SD(f,Pk) y L
∫
[a,b]
uk = SD(f,Pk). Dado que las
particiones esta´n encajadas, se tiene que lk ≤ f ≤ uk y la sucesio´n {lk}∞k=1
crece y {uk}∞k=1 decrece. Se definen l y u como l(x) = l´ımk→∞ lk(x) y u(x) =
l´ımk→∞ uk(x). Por el teorema de la convergencia mono´tona,
L
∫ b
a
l = l´ım
k→∞
L
∫ b
a
lk = l´ım
k→∞
SD(f,Pk) =D
∫ b
a
f
y
L
∫ b
a
u = l´ım
k→∞
L
∫ b
a
uk = l´ım
k→∞
SD(f,Pk) =D
∫ b
a
f
Como f es Riemann integrable, se tiene que, D
∫ b
a
f =D
∫ b
a
f , as´ı que
L
∫ b
a
l =L
∫ b
a
u
Por tanto, como l ≤ f ≤ u, l = f = u c.s. en [a, b], f es integrable Lebesgue
en [a, b] y
L
∫ b
a
f =R
∫ b
a
f
3.5. Teoremas fundamentales del ca´lculo
Teorema 3.35. (TFC-1) Si F es una funcio´n diferenciable con derivada
acotada en [a, b], entonces F ′ es integrable Lebesgue en [a, b] y
L
∫ x
a
F ′ = F (x)− F (a)
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para todo x ∈ [a, b].
Demostracio´n. Primero no´tese que F es medible por ser continua. Se extiende
F a [a, b + 1] mediante F (x) = F (b) + F ′(b)(x − b) para x ∈ [b, b + 1]. Se
define fn de la siguiente manera,
fn(x) = n
[
F
(
x+
1
n
)
− F (x)
]
, x ∈ [a, b]
estas funciones son medibles con {fn} convergiendo punto a punto hacia F ′ en
[a, b]. Entonces F ′ es medible y acotada por hipo´tesis por lo que es integrable
Lebesgue.
Por el teorema del valor medio, dado t ∈ [a, b] y n ∈ N, existe un valor
c ∈ (t, t+ 1
n
)
tal que
n
[
F
(
t+
1
n
)
− F (t)
]
= F ′(c).
Como F ′ es acotada, se tiene que {fn} es uniformemente acotada. Por tanto
usando el teorema de la convergencia acotada, la continuidad de F y el teo-
rema fundamental del ca´lculo para la integral de Riemann, teorema 2.6, se
concluye que,
L
∫ x
a
F ′ = L
∫ x
a
l´ım
n
n
[
F
(
t+
1
n
)
− F (t)
]
dt
= l´ım
n
n · L
∫ x
a
[
F
(
t+
1
n
)
− F (t)
]
dt
= l´ım
n
n ·
[
L
∫ x
a
F
(
t+
1
n
)
dt− L
∫ x
a
F (t)dt
]
= l´ım
n
n ·
[
L
∫ x+ 1
n
a+ 1
n
F (t)dt− L
∫ x
a
F (t)dt
]
= l´ım
n
[
n · L
∫ x+ 1
n
x
F − nL
∫ a+ 1
n
a
F
]
= l´ım
n
n · R
∫ x+ 1
n
x
F − l´ım
n
nR
∫ a+ 1
n
a
F
= F (x)− F (a).
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Observemos que a diferencia del primer teorema fundamental del ca´lculo
para la integral de Riemann donde se ped´ıa la continuidad de la derivada,
en la versio´n para la integral de Lebesgue se pide la acotacio´n de la deriva-
da, una condicio´n menos fuerte. Veamos con el siguiente ejemplo como una
funcio´n que no era integrable Riemann pero s´ı es integrable Lebesgue.
Ejemplo: Recordemos que la funcio´n de Dirichlet, f : [0, 1]→ R, se define
como
f(x) =
{
1 si x ∈ Q
0 si x /∈ Q
Ya vimos que esta funcio´n no era integrable Riemann, ejemplo de la pa´gina
23 pero s´ı es integrable Lebesgue ya que coincide casi siempre con una fun-
cio´n constante que es integrable Lebesgue.
Sin embargo sigue habiendo funciones derivables cuya derivada no es integra-
ble Lebesgue por lo que no se puede aplicar la fo´rmula del TFC-1. Veamos
un ejemplo.
Ejemplo Sea f : [0, 1] → R la funcio´n definida por f(x) = x2 cos(pi/x2)
si x > 0 y f(0) = 0 si x = 0. Entonces f es derivable en [0, 1] con:
f ′(x) =
{
0 si x = 0
2x cos( pi
x2
) + 2pi
x
sin( pi
x2
) si x > 0
Veamos que |f ′| no es integrable Lebesgue en [0, 1] lo que implicara´ que f
tampoco lo es. Tomemos
αk =
√
2
4k + 1
y βk =
√
1
2k
.
Se tiene que L
∫ βk
αk
f ′ = 1/2k. Como los segmentos [αk, βk] son disjuntos se
tiene que
L
∫ 1
0
|f ′| ≥
∞∑
k=1
L
∫ βk
αk
|f ′| ≥
∞∑
k=1
1
2k
=∞
Por lo que |f ′| no es integrable y por tanto f tampoco.
Para la demostracio´n de la segunda versio´n del teorema fundamental del
ca´lculo necesitaremos la nocio´n de continuidad absoluta y una serie de le-
mas que enunciaremos a continuacio´n sin demostracio´n, las demostraciones
se pueden encontrar en el libro [3].
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Lema 3.36. Sea f integrable en [a, b]. Entonces, dado cualquier  > 0, existe
un δ > 0 tal que L
∫
E
|f | <  para cualquier subconjunto E de [a, b] tal que
µ(E) < δ.
Lema 3.37. Sea f integrable Lebesgue en [a, b]. Si F (x) = L
∫ x
a
f = 0 para
todo x ∈ [a, b] entonces f = 0 c.s. en [a, b].
Lema 3.38. Si f es creciente en [a, b] entonces f es diferenciable c.s. en
[a, b].
Teorema 3.39. (TFC-2) Sea f una funcio´n integrable Lebesgue en [a, b],
se define F (x) = L
∫ x
a
f en [a, b]. Entonces F es absolutamente continua en
[a, b] y F ′ = f c.s. en [a, b].
Demostracio´n. Veamos primero que F es absolutamente continua. Se toma
 > 0. Como f es integrable Lebesgue por el lema 3.37 se tiene que existe
un δ > 0 tal que L
∫
A
|f | <  cuando A es un conjunto medible tal que
µ(A) < δ. Sea {(xk, yk)} una coleccio´n finita de subintervalos disjuntos de
[a, b] tales que
∑
k |xk − yk| < δ. Tomando A = ∪k(xk, yk) se tiene que µ(A) =∑
k |xk − yk| < δ as´ı que∑
k
|F (xk)− F (yk)| =
∑
k
∣∣∣∣L ∫ yk
xk
f
∣∣∣∣
≤
∑
k
L
∫ yk
xk
|f | = L
∫
A
|f | < 
Por tanto F es absolutamente continua y consecuentemente diferenciable casi
siempre.
Primero probaremos que F ′ = f c.s. bajo la condicio´n adicional de que
|f | < B. Se extiende F a [a, b+ 1] mediante F (x) = F (b) para x ∈ [b, b+ 1].
Entonces l´ımn→ n
[
F
(
x+ 1
n
)− F (x)] = F ′(x) para los x ∈ (a, b) donde F es
diferenciable. Se tiene entonces que,∣∣∣∣n [F (x+ 1n
)
− F (x)
]∣∣∣∣ = n
∣∣∣∣∣L
∫ x+ 1
n
x
f
∣∣∣∣∣ ≤ n · L
∫ x+ 1
n
x
|f | ≤ B,
procediendo de la misma forma que en la demostracio´n del teorema 3.35
usando el teorema de la convergencia acotada se concluye que
L
∫ x
a
F ′ = L
∫ x
a
l´ım
n
n
[
F
(
t+
1
n
)
− F (t)
]
= F (x)− F (a) = F (x)
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Esto implica que
L
∫ x
a
(F ′ − f) =
(
L
∫ x
a
F ′
)
− F (x) = 0
para todo x ∈ [a, b]. Por tanto por el lema 3.38, F ′ = f c.s en [a, b].
Si f no es acotada, no se cumple la suposicio´n hecha en la parte precedente,
supongamos primero que f ≥ 0. Razonamos de igual forma que en la parte
precedente pero usando en esta ocasio´n el lema de Fatou, lema 3.29, en lugar
del teorema de la convergencia acotada para concluir que, para los x ∈ (a, b)
para los que F es diferenciable,
L
∫ x
a
F ′ = L
∫ x
a
l´ım
n
n
[
F
(
t+
1
n
)
− F (t)
]
≤ l´ım inf
n
L
∫ x
a
n
[
F
(
t+
1
n
)
− F (t)
]
= F (x)− F (a) = F (x).
Por tanto,
L
∫ x
a
(F ′ − f) =
(
L
∫ x
a
F ′
)
− F (x) ≤ 0.
Para la otra desigualdad, se define
fn(x) =
{
f(x), f(x) ≤ n
n, f(x) > n
y Fn(x) =
L
∫ x
a
fn para x ∈ [a, b]. Entonces F −Fn es no negativa y creciente
en [a, b] as´ı que por el lema 3.39, (F−Fn)′ existe y es no negativa casi siempre
en [a, b]. Adema´s, F ′n = fn c.s. en [a, b]. Recordemos que estamos suponiendo
que f en no negativa y por tanto fn tambie´n es no negativa,
0 ≤ (F − Fn)′ = F ′ − F ′n = F ′ − fn ≤ F ′ c.s
Por tanto,
L
∫ x
a
(F ′ − fn) ≥ 0.
Como la desigualdad se cumple para todos los valores de n,
L
∫ x
a
(F ′ − f) ≥ 0
por el teorema de la convergencia dominada.
Por tanto, cuando f es no negativa, F ′ = f c.s. Para el caso general basta
considerar f = f+ − f−.
36
Cap´ıtulo 4
Integral de Henstock-Kurzweil
Este nuevo tipo de integral surge al querer dar con un proceso de integra-
cio´n que garantice que todas las funciones obtenidas al derivar puedan ser
reconstruidas a partir de su derivada, es decir, que sean integrables.
Recordemos que vimos ejemplos donde una funcio´n con derivada acotada no
era integrable Riemann, esto nos llevo´ a introducir la integral de Lebesgue
con la que s´ı se pod´ıa garantizar la integrabilidad si se ten´ıa la acotacio´n de
la derivada. Con la integral de Henstock-Kurzweil se podra´ prescindir de la
acotacio´n para garantizar que una funcio´n es integrable.
Esta integral fue desarrollada en 1957 por Jaroslav Kurzweil utilizando una
generalizacio´n de la integral de Riemann, independientemente en 1961 Ralph
Henstock hizo un profundo estudio de la generalizacio´n de la integral de
Riemann. En este texto nos referiremos a esta integral cono la integral de
Henstock-Kurzweil aunque en otros textos se puede encontrar como la inte-
gral de gauge, haciendo referencia a su construccio´n.
La palabra inglesa gauge puede ser traducida como calibre o calibrador y su
versio´n francesa, jauge, como medidor, debido a la falta de textos en caste-
llano que hagan referencia a este te´rmino en este texto se mantendra´ el uso
de gauge.
4.1. Construccio´n
Recordemos que al construir la integral de Riemann se eleg´ıan particiones
cuyo dia´metro fuera menor que cierto δ prefijado, es decir nos fija´bamos en la
longitud del mayor subintervalo, esta forma de proceder no tiene en cuenta
el comportamiento local de la funcio´n a integrar. En la integral de Henstock-
Kurzweil el valor de δ podra´ variar con el fin de ajustarse al comportamiento
local de la funcio´n, si la funcio´n no var´ıa en torno a un punto se tomara´ un
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δ mayor, mientras que si sufre oscilaciones el valor de δ sera´ menor.
El valor variable de δ es la idea clave en la nueva integral, veamos los ele-
mentos necesarios para la construccio´n de la nueva integral.
Lema 4.1. Sea f : [a, b] → R una funcio´n diferenciable en y ∈ [a, b]. Para
cada  > 0, existe un δ > 0, dependiente de y, tal que
|f(v)− f(u)− f ′(y)(v − u)| ≤ (v − u)
cuando u, v ∈ [a, b] y y − δ < u ≤ y ≤ v < y + δ.
Demostracio´n. Sea  > 0 y sea y ∈ [a, b]. Como f es diferenciable n y, existe
un δ(y) > 0 tal que si x ∈ [a, b] y 0 < |x− y| < δ(y) entonces∣∣∣∣f(x)− f(y)x− y − f ′(y)
∣∣∣∣ < .
Multiplicando cada te´rmino por |x− y|, se tiene que
|f(x)− f(y)− f ′(y)(x− y)| ≤ |x− y|,
lo que tambie´n es va´lido para x = y. Ahora tomemos u, v ∈ [a, b] y
y − δ(y) < u ≤ y ≤ v < y + δ(y). Entonces,
|f(v)− f(u)− f ′(y)(v − u)|
|{f(v)− f(y)− f ′(y)(v − y)}+ {f(y)− f(u)− f ′(y)(y − u)}|
≤ |f(v)− f(y)− f ′(y)(v − y)|+ |f(y)− f(u)− f ′(y)(y − u)|
≤ (v − y) + (y − u) = (v − u)
Con lo que se concluye.
Definicio´n 4.2. Sea E ⊂ R. Un δ − gauge en E es una funcio´n positiva
δ : E → R+. Donde R+ denota los nu´meros reales estrictamente positivos.
Definicio´n 4.3. Dado un δ-gauge, una particio´n etiquetada P = {(tk, [xk−1, xk])}nk=1
se dice que es δ − buena si tk − δ(tk) < xk−1 ≤ tk ≤ xk < tk + δ(tk), donde
1 ≤ k ≤ n.
Definicio´n 4.4. Sea E ⊂ R, un γ − gauge es una funcio´n de E a intervalos
abiertos de R tal que γ(t) = (t− δ(t), t+ δ(t)), donde δ(t) es un δ − gauge.
Definicio´n 4.5. Dado un γ-gauge, una particio´n etiquetada P = {(tk, Ik)}nk=1
de [a, b] se dice que es γ − buena si para todo k = 1, 2, . . . , n se tiene que
Ik ⊂ γ(tk)
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Observemos que dada una particio´n P˜ = {x0, x1, . . . , xn} de [a, b] con
dia´metro menor que δ se puede tomar un conjunto de etiquetas {yk}nk=1 ta-
les que yi ∈ [xi−1, xi]. Si γ(t) = (t − δ, t + δ) para todo t ∈ [a, b], entonces
[xk−1, xk] ⊂ γ(yk) por lo que la particio´n etiquetada P = {(yk, Ik)}nk=1 es una
particio´n γ-buena de [a, b]. Este es el gauge usado en la integral de Riemann,
por tanto las construcciones hechas en la integral de Riemann son compati-
bles con los gauges.
Veamos un resultado relativo a γ-gauges e intervalos que nos sera´ de uti-
lidad en futuras demostraciones.
Lema 4.6. Sea I ⊂ R un intervalo cerrado y acotado y sea E ⊂ I no vac´ıo.
Sea γ un γ-gauge en I. Entonces, existe una familia numerable {(tk, Jk) : k ∈ σ}
tal que los intervalos {Jk : k ∈ σ} son subintervalos disjuntos y cerrados de
I, tk ∈ Jk ∩ E, Jk ⊂ γ(tk), y E ⊂ ∪k∈σJk ⊂ I.
Demostracio´n. Sea Dk el conjunto de subintervalos de I obtenidos al dividir
I en 2k subintervalos iguales. Se tiene que ∪∞k=1Dk es un conjunto numerable
y si J ′ ∈ Dk y J ′′ ∈ Dl, entonces o bien J ′ y J ′′ son disjuntos o bien uno esta´
contenido en el otro.
Sea E1 el conjunto que contiene a los elementos J ∈ D1 para los cuales existe
un t ∈ E∩J tal que J ⊂ γ(t). Sea E2 el conjunto que contiene a los elementos
J ∈ D2 para los cuales existe un t ∈ E ∩ J tal que J ⊂ γ(t) y J no esta´
contenido en ningu´n elemento de E1, se continu´a el proceso para el resto de
Dk. De esta forma se ha obtenido una coleccio´n de intervalos cerrados de
I, {Ek}∞k=1, alguno de los cuales puede ser vac´ıo. El conjunto E = ∪∞k=1Ek
es una coleccio´n numerable de intervalos cerrados disjuntos contenidos en I.
Por construccio´n, si J ∈ E , entonces existe un t ∈ E ∩ J tal que J ⊂ γ(t).
Falta ver que E ⊂ ∪J∈EJ .
Sea t ∈ E. Entonces, existe un entero K tal que para k ≥ K, si Jk(t) ∈ Dk
es el subintervalo que contiene a t, entonces Jk(t) ⊂ γ(t). Entonces o bien
Jk ∈ EK o bien existe un J ∈ ∪K−1k=1 Ek tal que JK ⊂ J . Por tanto, t ∈ ∪J∈EJ .
Definicio´n 4.7. Sea f : [a, b] → R. Se dice que la funcio´n f es integrable
Henstock-Kurweil en [a, b] si existe A ∈ R tal que para todo  > 0 existe
un gauge γ en [a, b] tal que para toda particio´n etiquetada P γ-buena de [a, b],
|SR(f,P)− A| < .
Donde SR(f,P) =
∑n
k=1 f(tk)(xk−xk−1) =
∑
P f∆x es la suma de Riemann
vista en el segundo cap´ıtulo.
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El nu´mero A es la integral de Henstock-Kurweil de f en [a, b] y se
donota por A = H-K
∫ b
a
f .
Para garantizar que la integral de Henstock-Kurzweil esta´ bien definida se
necesita que dado un gauge γ exista una particio´n etiquetada γ-buena y que
el valor de la integral sea u´nico, los resultados que veremos a continuacio´n
nos garantizan ambos aspectos.
Teorema 4.8. Sea γ un gauge en [a, b]. Entonces existe una particio´n eti-
quetada γ-buena en [a, b].
Demostracio´n. Sea E = {t ∈ (a, b] : [a, t] tiene una particio´n etiquetada γ-buena}.
Se quiere probar que b ∈ E.
Primero observemos queE 6= ∅ ya que si x ∈ γ(a)∩(a, b), entonces {(a, [a, x])}
es una γ-buena particio´n etiquetada de [a, x]. Por tanto, x ∈ E y E 6= ∅.
Ahora veamos que y = supE es un elemento de E. Por definicio´n y ∈ [a, b],
por tanto γ esta´ definida en y. Se toma x ∈ γ(y) tal que x < y y x ∈ E, y sea
P una particio´n etiquetada γ-buena de [a, y]. Entonces, P ′ = P ∪{(y, [x, y])}
es una particio´n etiquetada γ-buena de [a, y]. Consecuentemente, y ∈ E.
Por u´ltimo, veamos que y = b. Supongamos que y < b. Se toma w ∈
(γ/y) ∩ (y, b). Sea P una particio´n etiquetada γ-buena de [a, y]. Entonces,
P ′ = P ∪ {(y, [y, w])} es una particio´n etiquetada γ-buena de [a, w]. Como
y < w, esto contradice la definicio´n de y, por tanto y = b.
Para ver la unicidad del valor de la integral de Henstock-Kurzweil usa-
remos algunas propiedades de los gauges. Dados γ1 y γ2 gauges definidos en
[a, b], entonces la funcio´n γ(t) = γ1(y) ∩ γ2(t) tambie´n es un gauge en [a, b].
De hecho si δ1 y δ2 son los δ-gauges utilizados en la definicio´n de γ1 y γ2
respectivamente, se tiene que δ(t) = mı´n {δ1, δ2} y γ(t) = (t− δ(t), t+ δ(t)).
Adema´s si P una particio´n etiquetada γ-buena, entonces P tambie´n es una
particio´n etiquetada γ1-buena y una particio´n etiquetada γ2-buena, ya que
para (t, I) ∈ P , I ⊂ γ(t) ⊂ γi(t) para i = 1, 2.
Teorema 4.9. El valor de la integral de Henstock-Kurzweil de una funcio´n
f es u´nico.
Demostracio´n. Sea f una funcio´n integrable Henstock-Kurzweil en [a, b] y
sean A,B valores que satisfacen la definicio´n 4.5. Fijamos  > 0 y elegimos
γA y γB correspondientes a los gauge de la definicio´n 4.5 para A y B respecti-
vamente y ′ = 
2
correspondiente al  de la definicio´n. Sea γ(t) = γ1(t)∩γ2(t)
y sea P una particio´n etiquetada γ-buena, como P es γ1-buena y γ2-buena
se tiene que
|A−B| ≤ |A− SR(f,P)|+ |SR(f,P)−B| < ′ + ′ = .
40
Como  era un valor arbitrario, se concluye que A = B y por tanto el valor
de la integral de Henstock-Kurzweil es u´nico.
Veamos que todo funcio´n integrable Riemann es integrable Henstock-
Kurzweil por lo que los resultados y criterios de integrabilidad que ten´ıamos
para la primera podra´n ser utilizados en esta nueva integral.
Teorema 4.10. Si f : [a, b]→ R es integrable Riemann entonces f es inte-
grable Henstock-Kurzweil y el valor de las integrales coincide.
Demostracio´n. Sea f integrable Riemann, sea δ el valor correspondiente a 
en la definicio´n 2.1, y P la particio´n etiquetada de dia´metro menor que δ, es
decir se tiene que ∣∣∣∣SR(f,P)− R ∫ b
a
f
∣∣∣∣ < 
Para comprobar que f es integrable Henstock-Kurzweil basta tomar el gauge
γ(t) = (t− δ
2
, t+ δ
2
) ya que as´ı cualquier particio´n etiquetada γ-buena tendra´
un dia´metro menor que δ por lo que tambie´n se tendra´∣∣∣∣SR(f,P)− H-K ∫ b
a
f
∣∣∣∣ < 
por lo que la funcio´n es integrable Henstock-Kurzweil.
Falta ver que el valor de las integrales coincide∣∣∣∣R ∫ b
a
f − H-K
∫ b
a
f
∣∣∣∣ ≤∣∣∣∣R ∫ b
a
f − SR(f,P)
∣∣∣∣+ ∣∣∣∣SR(f,P)− H-K ∫ b
a
f
∣∣∣∣ < +  = 2
Como  es arbitrario se concluye el resultado.
Sin embargo el rec´ıproco no es cierto, veamos un ejemplo de ello.
Ejemplo: Sea f : [0, 1] → R la funcio´n de Dirichlet, ya vimos que esta
funcio´n no es integrable Riemann, veremos que f es integrable Henstock-
Kurzweil y que H-K
∫ 1
0
f = 0.
Sea {ri}∞i=1 una enumeracio´n de los nu´meros racionales en Q∩[0, 1]. Sea c > 0
y δ y γ un δ-gauge y un γ-gauge respectivamente definidos como sigue
δ(x) =
{
c si x /∈ Q
2−ic si x = ri ∈ Q
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γ(x) =
{
(x− c, x+ c) si x /∈ Q
(x− 2−ic, x+ 2−ic) si x = ri ∈ Q
Tomamos c = /4. Sea P = {(ti, Ii) : i = 1, . . . ,m} una particio´n γ-buena
de [0, 1], se tiene que
|SR(f,P)− 0| = |SR(f,P)| =
∣∣∣∣∣
m∑
i=1
f(ti)l(Ii)
∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(ti,Ii)∈P
ti /∈Q
f(ti)l(Ii) +
∑
(ti,Ii)∈P
ti∈Q
f(ti)l(Ii)
∣∣∣∣∣∣∣∣ .
La suma para los ti /∈ P ∩ Q es cero ya que f(t) = 0 cuando t /∈ Q. Para
estimar la suma para los ti ∈ P ∩ Q, no´tese que f(ti) = 1 ya que ti ∈ Q
y recue´rdese que cada etiqueta ti puede ser una etiqueta de dos intervalos
como ma´ximo. Como ti ∈ Q ∩ [0, 1], existe un j tal que ti = rj. Por tanto, si
(ti, Ii) ∈ P , entonces Ii ⊂ γ(ti), tal que l(Ii) ≤ l(γ(ti)) = l(γ(rj)) = 21−j 4 .
Por tanto, ∣∣∣∣∣∣
∑
ti /∈P∩Q
f(ti)l(Ii) +
∑
ti∈P∩Q
f(ti)l(Ii)
∣∣∣∣∣∣
=
∣∣∣∣∣ ∑
ti∈P∩Q
f(ti)l(Ii)
∣∣∣∣∣ ≤ 2
∞∑
j=1
21−j

4
= .
Por tanto hemos visto que dado cualquier  > 0, existe un γ-gauge, γ tal
que para cualquier particio´n γ-buena, P , |SR(f,P)− 0| < . Por lo que se
concluye que la funcio´n de Dirichlet es integrable Henstock-Kurzweil en [0, 1]
y el valor de la integral es cero.
Recordemos que las funciones continuas son integrables Riemann por lo que
como consecuencia del teorema precedente se tiene que
Teorema 4.11. Sea f : [a, b]→ R una funcio´n continua en [a, b], entonces,
f es integrable Henstock-Kurzweil en [a, b].
4.2. Propiedades ba´sicas
Veamos que la nueva integral posee las propiedades fundamentales con
las que contaban las integrales anteriores.
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Proposicio´n 4.12. (Linealidad)
Sean f, g : [a, b] → R y sean α, β ∈ R. Si f y g son funciones integrables
Henstock-Kurzweil, entonces αf + βg es integrable Henstock-Kurzweil y
H-K
∫ b
a
(αf + βg) = α H-K
∫ b
a
f + β H-K
∫ b
a
g
Demostracio´n. Se fija  > 0 y se elige γf > 0 tal que P es una particio´n
etiquetada γf -buena de [a, b], entonces∣∣∣∣S(f,P)− H-K ∫ b
a
f
∣∣∣∣ < 2(1 + |α|) .
De igual forma, se toma γg > 0 tal que P es una particio´n etiquetada
γg-buena de [a, b], entonces∣∣∣∣S(g,P)−H-K ∫ b
a
g
∣∣∣∣ < 2(1 + |β|) .
Ahora, sea γ(t) = γf (y)∩ γg(t) y sea P una particio´n etiquetada γ-buena de
[a, b]. Entonces,∣∣∣∣SR(αf + βg,P)− (α H-K ∫ b
a
f + β H-K
∫ b
a
g
)∣∣∣∣
=
∣∣∣∣(αSR(f,P) + βSR(g,P))− (α H-K ∫ b
a
f + β H-K
∫ b
a
g
)∣∣∣∣
=
∣∣∣∣α(SR(f,P)− H-K ∫ b
a
f
)
+ β
(
SR(g,P)− H-K
∫ b
a
g
)∣∣∣∣
≤ |α|
∣∣∣∣SR(f,P)− H-K ∫ b
a
f
∣∣∣∣+ |β| ∣∣∣∣SR(g,P)− H-K ∫ b
a
g
∣∣∣∣
<
 |α|
2(1 + |α|) +
 |β|
2(1 + |β|) < .
Como  era arbitrario, se llega a que αf + gβ es Henstock-Kurzweil inte-
grable y
H-K
∫ b
a
(αf + gβ) = α H-K
∫ b
a
f + β H-K
∫ b
a
g.
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Proposicio´n 4.13. (Positividad)
Sea f : [a, b]→ R una funcio´n positiva integrable Henstock-Kurzweil. Enton-
ces, H-K
∫ b
a
f ≥ 0.
Demostracio´n. Sea  > 0, tomamos un gauge γ que satisfaga la definicio´n
4.5 para la integral de f , entonces, si P es una particio´n etiquetada γ-buena
de [a, b], ∣∣∣∣SR(f,P)− H-K ∫ b
a
f
∣∣∣∣ < .
Por tanto, como SR(f,P) ≥ 0,
H-K
∫ b
a
f > SR(f,P)−  ≥ −
para cualquier  positivo, por tanto se concluye que H-K
∫ b
a
f ≥ 0.
Como consecuencia de estos dos previos resultados se cumple que
Proposicio´n 4.14. Sean f y g dos funciones Henstock-Kurzweil integrables
en [a, b] tales que f(x) ≤ g(x) para todo x ∈ [a, b]. Entonces,
H-K
∫ b
a
f ≤ H-K
∫ b
a
g
Teorema 4.15. (Criterio de Cauchy)
Sea f : [a, b] → R una funcio´n, entonces f es integrable Henstock-Kurzweil
en [a, b] si y so´lo si, para todo  > 0 existe un gauge γ tal que si P1 y P2 son
dos particiones etiquetadas γ-buenas de [a, b], entonces
|SR(f,P1)− SR(f,P2)| < 
Esta desigualdad es el criterio de Cauchy.
Demostracio´n. Supongamos que f : [a, b]→ R es integrable Henstock-Kurzweil
en [a, b] y sea  > 0. Entonces existe un gauge γ tal que P es una particio´n
etiquetada γ-buena de [a, b], entonces
∣∣∣SR(f,P)− H-K ∫ ba f ∣∣∣ < 2 . Sean P1 y
P2 dos particiones etiquetadas γ-buenas de [a, b], entonces
|SR(f,P1)− SR(f,P2)| ≤
∣∣∣∣SR(f,P1)− H-K ∫ b
a
f
∣∣∣∣+∣∣∣∣H-K ∫ b
a
f − SR(f,P2)
∣∣∣∣ < 
Por lo que se cumple el criterio de Cauchy.
Supongamos ahora que se cumple el criterio de Cauchy y veamos que f es
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integrable Henstock-Kurzweil.
Para cada k ∈ N, se toma un gauge γk > 0 tal que para cada par de parti-
ciones etiquetadas γ-buenas de [a, b], P1 y P2 se tiene que
|SR(f,P1)− SR(f,P2)| < 1
k
.
Reemplazando γk por ∩kj=1γj, se tiene que γk+1 ⊂ γk. Para cada k, se fija una
particio´n etiquetada γk-buena, Pk. No´tese que para j > k, como γj ⊂ γk, Pj
es una particio´n etiquetada γk-buena de [a, b]. Por tanto,
|SR(f,Pk)− SR(f,Pj)| < 1
k
,
lo que implica que la serie {SR(f,Pk)}∞k=1 es una serie de Cauchy en R, y
por tanto converge. Sea A el l´ımite de esta serie. De la desigualdad anterior
se tiene que
|SR(f,Pk)− A| ≤ 1
k
.
Falta verificar que A satisface la definicio´n de integral de Henstock-Kurzweil.
Se toma  > 0 y K > 2/. Sea P una particio´n etiquetada γK-buena de [a, b].
Entonces,
|SR(f,P)− A| = |SR(f,P)− SR(f,PK)|+ |SR(f,PK)− A| < 1
K
+
1
K
< .
Por tanto f es integrable Henstock-Kurzweil en [a, b].
Teorema 4.16. Sea f : [a, b]→ R una funcio´n integrable Henstock-Kurzweil
en [a, b]. Si J ⊂ [a, b] es un subintervalo cerrado, entonces f es integrable
Henstock-Kurzweil en J .
Demostracio´n. Sea  > 0 y γ un gauge en [a, b] tal que P1 y P2 son dos
particiones etiquetadas γ-buenas de [a, b], entonces |SR(f,P1)− SR(f,P2)| <
. Sea J = [c, d] un subintervalo cerrado de [a, b]. Sea J1 = [a, c] y J2 = [d, b]
si alguno de ellos contiene un u´nico punto no los consideraremos ma´s ya que
la integral ser´ıa nula en ese conjunto. Sea γ = γ|J y γi = γ|Ji . Supongamos
que P y E son particiones etiquetadas γ-buenas de J , y Pi es una particio´n
etiquetada γ-buena de Ji, i = 1, 2. Entonces P ′ = P ∪ (P1 ∪ P2) y E =
∪(P1 ∪ P2) son particiones etiquetadas γ-buenas de [a, b]. Como P ′ y E ′
contienen los mismos pares (zj, Ij) de J ,
|SR(f,P)− SR(f, E)| = |SR(f,P ′)− SR(f, E ′)| < .
Por el criterio de Cauchy, f es integrable Henstock-Kurzweil en J .
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Teorema 4.17. Sea f : [a, b] → R y sea {Ij}mj=1 un conjunto de intervalos
cerrados con interiores disjuntos tales que [a, b] = ∪mj=1Ij. Si f es integrable
Henstock-Kurzweil en cada Ij, entonces f es integrable Henstock-Kurzweil en
[a, b] y
H-K
∫ b
a
f =
m∑
j=1
H-K
∫
Ij
f
Demostracio´n. Supongamos primero que [a, b] esta´ dividido en dos subin-
tervalos, I1 = [a, c] e I2 = [c, b], y que f es integrable Henstock-Kurzweil
en ambos intervalos. Se toma  > 0 y para i = 1, 2 se toma un gau-
ge γi en Ii tal que P es una particio´n etiquetada γi-buena de Ii, entonces∣∣∣SR(f,P)− H-K ∫Ii f ∣∣∣ < 2 . Si x < c, el mayor intervalo centrado en x que
no contiene a c es (x − |x− c| , x + |x− c|) = (x − |x− c| , c), de igual ma-
nera si x > c el mayor subintervalo centrado en x que no contiene a c es
(c, x− |x− c|). Definimos un gauge en [a, b] de la siguiente manera:
γ(x) =

γ1(x) ∩ (x− |x− c| , c) si x ∈ [a, c)
γ2(x) ∩ (c, x− |x− c|) si x ∈ (c, b]
γ1(c) ∩ γ2(c) si x = c
Como c ∈ γ(x) si y solo si x = c, c es una etiqueta para toda parti-
cio´n etiquetada γ-buena. Dado que P es una particio´n etiquetada γ-buena
de [a, b]. Si (c, J) ∈ P y J tiene interseccio´n no vac´ıa con I1 e I2, se di-
vide J en dos intervalos Ji = J ∩ Ii, con Ji ⊂ γi(c), i = 1, 2. Enton-
ces, f(c)l(J) = f(c)l(J1) + f(c)l(J2). Escribimos P como P1 ∪ P2, donde
Pi = {(x, J) ∈ P : J ∈ Ii}. Por la construccio´n de γ, Pi es una particio´n eti-
quetada γi-buena de Ii. Despue´s de dividir el intervalo asociado a la etiqueta
c, si fuera necesario, se tendr´ıa que SR(f,P) = SR(f,P1) + SR(f,P2). Por
tanto,∣∣∣∣SR(f,P)−{H-K ∫
I1
f + H-K
∫
I2
f
}∣∣∣∣ ≤ ∣∣∣∣SR(f,P1)− H-K ∫
I1
f
∣∣∣∣+∣∣∣∣SR(f,P2)− H-K ∫
I2
f
∣∣∣∣ < 2 + 2 = .
Por tanto, f es integrable Henstock-Kurzweil en [a, b] y H-K
∫ b
a
f = H-K
∫
I1
f+
H-K
∫
I2
f . Razonando por induccio´n se concluye el resultado.
4.3. Primer teorema fundamental del ca´lculo
Veamos ahora los teoremas fundamentales del ca´lculo para la integral
de Henstock-Kurzweil que como comentamos al principio del cap´ıtulo fue la
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mejora de estos teoremas lo que motivo´ su desarrollo y es su principal mejora
respecto a las integrales anteriores.
Teorema 4.18. Sean F, f : [a, b] → R. Sea F continua y tal que F ′ = f
salvo tal vez en un conjunto numerable de puntos de [a, b], Entonces, f es
integrable Henstock-Kurzweil en [a, b] y
H-K
∫ b
a
f = F (b)− F (a).
Demostracio´n. Sea C = {cn}n∈N la coleccio´n de puntos donde o bien F ′ no
existe o bien F ′ existe pero no es igual a f . Sea  > 0. Si t ∈ [a, b] \ C, se
elige δ(t) > 0 para este  utilizando el lema 4.1. Si t ∈ C, entonces t = ck
para cierto k. Se toma δ(t) = δ(ck) > 0 as´ı que |x− ck| < δ(ck) implica que:
1. |F (x)− F (ck)| < 2−(k+3)
2. |f(ck)| |x− ck| < 2−(k+3)
δ esta´ bien definido ya que F es continua en [a, b] y |x− ck| se puede hacer
tan pequen˜o como se desee, basta con tomar x lo suficientemente pro´ximo a
ck. Se define el gauge γ(t) = (t− δ(t), t+ δ(t)) para todo t ∈ [a, b].
Sea P = {(ti, Ii) : i = 1, . . . ,m} una particio´n etiquetada γ-buena de [a, b],
donde Ii = [ai, bi] para cada i. No´tese que si ai 6= a, entonces existe un j
tal que ai = bj, de forma similar se tiene que bi 6= b. Sea P1 el conjunto de
elementos de P con etiquetas en [a, b] \ C y P2 el conjunto de elementos de
P con etiquetas en C. Por el lema 4.1,∑
(ti,Ii)∈P1
|F (bi)− F (ai)− f(ti)(bi − ai)| ≤
∑
(ti,Ii)∈P1
(bi − ai) ≤ (b− a).
Si ti = ck para cierto k, por (1) y (2)
|F (bi)− F (ai)− f(ti)(bi − ai)|
≤ |F (bi)− F (ck)|+ |F (ck)− F (ai)|+ |f(ck)(bi − ai)|
<

2k+3
+

2k+3
+

2k+3
<

2k+1
.
Por tanto,
∑
(ti,Ii)∈P2
|F (bi)− F (ai)− f(ti)(bi − ai)| < 2
∞∑
k=1

2k+1
= 
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ya que cada ck puede ser una etiqueta de como ma´ximo dos subintervalos
de P . Gracias a que cada punto de divisio´n, diferente de a y b, es a la vez
extremo derecho e izquierdo de los subintervalos, se llega a que
|SR(f,P)− [F (b)− F (a)]| =
∣∣∣∣∣∣
∑
(ti,Ii)∈P
{F (bi)− F (ai)− f(ti)(bi − ai)}
∣∣∣∣∣∣
≤ (b− a) +  = (1 + b− a),
con lo que se concluye.
Obse´rvese que en este caso no se pide ni la continuidad de F ′ como se
hac´ıa para la integral de Riemann ni la acotacio´n de F ′ como se hac´ıa para
la de Lebesgue. Ma´s adelante veremos un ejemplo de una funcio´n integrable
Henstock-Kurzweil pero no integrable Lebesgue.
4.4. Integrabilidad absoluta
A diferencia de la integral de Lebesgue en la que la integrabilidad de una
funcio´n medible f es equivalente a la integrabilidad de |f | como vimos en el
teorema 3.31, en la integral de Henstock-Kurzweil esto no sucede. Veamos
un ejemplo de ello.
Ejemplo Sea f : [0, 1] → R la funcio´n definida por f(x) = x2 cos(pi/x2)
si x > 0 y f(0) = 0 si x = 0. Entonces f es derivable en [0, 1] con:
f ′(x) =
{
0 si x = 0
2x cos( pi
x2
) + 2pi
x
sin( pi
x2
) si x > 0
Por el primer teorema fundamental del ca´lculo, teorema 4.18, f ′ es integrable
Henstock-Kurzweil en [0, 1] y H-K
∫ 1
0
f ′ = −1.
Sin embargo, |f ′| no es integrable Henstock-Kurzweil en [0, 1]. Razonamos de
igual forma que en el ejemplo de la seccio´n 3.5, tomando
αk =
√
2
4k + 1
y βk =
√
1
2k
.
Los segmentos [αk, βk] son disjuntos y |f ′| es continua y por tanto integrable
Henstock-Kurzweil sobre cada uno de ellos. Adema´s, si x ∈ [αk, βk], se tiene
que
2kpi ≤ pi
x2
≤ (4k + 1)pi
2
.
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Por tanto,
H-K
∫ βk
αk
|f ′| = H-K
∫ βk
αk
f ′ = f(βk)− f(αk) = 1
2k
.
y
H-K
∫ 1
0
|f ′| ≥
∞∑
k=1
H-K
∫ βk
αk
|f ′| ≥
∞∑
k=1
1
2k
=∞
Por lo que |f ′| no es integrable Henstock-Kurzweil.
Nos preguntamos por tanto que relacio´n existe entre la integrabilidad en sen-
tido Henstock-Kurzweil de una funcio´n y su valor absoluto.
Introducimos un nuevo concepto relativo a los δ-gauges que sera´ de utili-
dad en esta seccio´n.
Definicio´n 4.19. Un δ-gauge, δ en [a, b] se dice que es -adaptado a f :
[a, b]→ R si f es integrable, el valor de su integral es A, y si |S(P , f)− A| ≤
 para toda particio´n δ-buena, P, de [a, b].
Definicio´n 4.20. Una funcio´n f : [a, b]→ R es absolutamente integrable
Henstock-Kurzweil en [a, b] si f y |f | son ambas integrables Henstock-
Kurzweil en [a, b].
Proposicio´n 4.21. Una funcio´n f : [a, b] → R es absolutamente integrable
Henstock-Kurzweil en [a, b] si y so´lo si, f+ y f− son integrables Henstock-
Kurzweil en [a, b].
Demostracio´n. Si f y |f | son ambas integrables Henstock-Kurzweil, entonces
f+ = 1
2
(|f | + f) y f− = 1
2
(|f | − f) son integrables Henstock-Kurzweil por
linealidad.
Si f+ y f− son integrables Henstock-Kurzweil, entonces f = f+ − f− y
|f | = f+−f− tambie´n son integrables Henstock-Kurzweil por linealidad.
Proposicio´n 4.22. Si f : [a, b] → R es absolutamente integrable Henstock-
Kurzweil, entonces, ∣∣∣∣H-K ∫ b
a
f
∣∣∣∣ ≤ H-K ∫ b
a
|f |.
Demostracio´n. Se tiene la cadena de desigualdades
−H-K
∫ b
a
|f | ≤ − H-K
∫ b
a
f− ≤ H-K
∫ b
a
f =
H-K
∫ b
a
f+ − H-K
∫ b
a
f− ≤ H-K
∫ b
a
f+ ≤ H-K
∫ b
a
|f |
con lo que se concluye.
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Proposicio´n 4.23. Si f y g son integrables Henstock-Kurzweil en [a, b] y
|f | ≤ g, entonces f es absolutamente integrable Henstock-Kurzweil en [a, b].
Demostracio´n. Sea a1 < a2 < . . . < aN+1 una subdivisio´n de un segmento
[a1, aN+1] ⊂ [a, b], entonces se tiene que
∑N
k=1
∣∣∣H-K ∫ ak+1ak f ∣∣∣ ≤∑Nk=1 H-K ∫ ak+1ak g ≤
H-K
∫ b
a
g <∞ Se define
S = sup
a1<a2<...<aN+1∈[a,b]
N∑
k=1
∣∣∣∣H-K ∫ ak+1
ak
f
∣∣∣∣ <∞
Veremos que f es integrable y su integral es igual a S.
Sea  > 0 y consideramos puntos a1 < a2 < . . . < aN+1 de [a, b], tales que
N∑
k=1
∣∣∣∣H-K ∫ ak+1
ak
f
∣∣∣∣ ≥ S − .
Sea δ un δ-gauge -adaptado a f en [a, b] tal que
δ(x) ≤ mı´n(|x− a1|, |x− a2|, . . . , |x− aN+1|).
Sea [α, β] un segmento contenido en [a, b] y sea P una particio´n δ-buena de
un segmento contenido en [a, b] y que contiene a [a1, aN+1]. Se toma a0 = α
y aN+2 = β. Entonces, se tiene SR(|f |,P) =
∑N+1
k=0 SR(|f |,Pk) donde Pk es
una particio´n δ-buena de [ak, ak+1].
Se definen las subdivisiones parciales δ-buenas de [a, b] siguientes
J +k =
{
(J, x) ∈ Pk | l(J) · f(x)− H-K
∫
J
f ≥ 0
}
,
J −k =
{
(J, x) ∈ Pk | l(J) · f(x)− H-K
∫
J
f < 0
}
,
J + = ∪N+1k=0 J +k y J − = ∪N+1k=0 J −k .
Si u − v ≥ 0, se tiene que −(u − v) ≤ |u| − |v| ≤ u − v, y por tanto por el
lema de Henstock
− ≤ −
∑
(J,x)∈J+
(
l(J) · f(x)− H-K
∫
J
f
)
≤
∑
(J,x)∈J+
(
l(J) · |f(x)| −
∣∣∣∣H-K ∫
J
f
∣∣∣∣) ≤ ∑
(J,x)∈J+
(
l(J) · f(x)− H-K
∫
J
f
)
≤ .
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Por tanto, − ≤ SR(|f |,J +) −
∑
(J,x)∈J+
∣∣H-K ∫
J
f
∣∣ ≤ . Y de igual manera
− ≤ SR(|f |,J −)−
∑
(J,x)∈J+
∣∣H-K ∫
J
f
∣∣ ≤ , por tanto, −2 ≤ SR(|f |,P)−∑
(J,x)∈J+∪J− |H-K
∫
J
f | ≤ 2. Como cada intervalo de J +∪J − esta´ contenido
en un [ak, ak+1], se tiene que
S −  ≤
N+1∑
k=0
∣∣∣∣H-K ∫ ak+1
ak
f
∣∣∣∣ ≤ ∑
(J,x)∈J+∪J−
∣∣∣∣H-K ∫
J
f
∣∣∣∣ ≤ S.
Finalmente se tiene que S− 3 ≤ SR(|f |,P) ≤ S + 2, y como  es arbitrario
se concluye que |f | es integrable en [a, b] de integral igual a S.
Proposicio´n 4.24. Sean f , g y h funciones integrables Henstock-Kurzweil
en [a, b] y tales que h ≤ f y h ≤ g, entonces las funciones mı´n(f, g) y
ma´x(f, g) son integrables en [a, b].
Demostracio´n. Se tiene que las funciones positivas f − h y g − h son inte-
grables Henstock-Kurzweil. Adema´s la funcio´n f − g tambie´n es integrable
Henstock-Kurzweil y
|f − g| ≤ (f − h) + (g − h).
Por tanto, por la proposicio´n precedente se tiene que f − g es absolutamente
integrable.
Para concluir basta observar que
mı´n(f, g) =
1
2
((f − g)− |f − g|) y ma´x(f, g) = 1
2
((f − g) + |f − g|) .
4.5. Lema de Henstock
A continuacio´n veremos un resultado que nos sera´ u´til para las demostra-
ciones de los teoremas de convergencia.
Lema 4.25. (Henstock)
Sea f una funcio´n integrable Henstock-Kurzweil en [a, b], y para  > 0 sea δ
un δ-gauge en [a, b] por tanto para cualquier particio´n etiquetada δ-buena de
[a, b] se tiene que ∣∣∣∣∣
I∑
i=1
f(ti)(xi − xi−1)− H-K
∫ b
a
f
∣∣∣∣∣ < .
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Sea F1, F2, . . . , FJ una coleccio´n de subintervalos cerrados y disjuntos de
[a, b], con yj ∈ FJ ⊂ (yj − δ(yj), yj + δ(yj)), donde 1 ≤ j ≤ J . Enton-
ces, ∣∣∣∣∣
J∑
j=1
{
f(yj)l(Fj)− H-K
∫
Fj
f(x)
}∣∣∣∣∣ ≤ 
y
J∑
j=1
∣∣∣∣∣f(yj)l(Fj)− H-K
∫
Fj
f(x)
∣∣∣∣∣ ≤ 2,
donde l(Fj) indica la longitud del subintervalo Fj.
Demostracio´n. El conjunto [a, b] − ∪Jj=1Fj es una coleccio´n finita de inter-
valos abiertos. An˜adimos a cada uno sus extremos obteniendo una coleccio´n
finita de subintervalos cerrados K1, K2, . . . , KN de [a, b] donde f es integrable
Henstock-Kurzweil por el teorema 4.15.
Se toma un δ-gauge δn < δ tal que para η > 0 y una particio´n etiquetada
δ-buena de Kn, que denotamos K(Pn) se tiene que∣∣∣∣∣∣
∑
K(Pn)
f(xi)(xi − xi−1) − H-K
∫
Kn
f(x)
∣∣∣∣∣∣ < ηN .
Las particiones K(P1), K(P2), . . . ,PN junto con F1, F2, . . . , FJ forman una
particio´n etiquetada δ-buena de [a, b] Entonces,∣∣∣∣∣
J∑
j=1
{
f(yj)l(Fj)− H-K
∫
Fj
f(x)
}∣∣∣∣∣
= |[f(y1)l(F1) + f(y2)l(F2) + . . .+ f(yJ)l(FJ)
+
∑
K(P1)
f(x)∆x+
∑
K(P2)
f(x)∆x+ . . .+
∑
K(PN )
f(x)∆x

−
[
H-K
∫
F1
f(x) +H-K
∫
F2
f(x) + . . .+H-K
∫
FJ
f(x)
+ H-K
∫
K1
f(x) +H-K
∫
K2
f(x) + . . .+H-K
∫
KN
f(x)
]
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+
N∑
n=1
(
H-K
∫
Kn
f(x)
)
−
N∑
n=1
 ∑
K(PN )
f(x)∆x
∣∣∣∣∣∣
< +
N∑
n=1
∣∣∣∣∣∣H-K
∫
Kn
f(x)−
∑
K(Pn)
f(x)
∣∣∣∣∣∣ < +N ηN = + η.
Como η es arbitrario, la segunda desigualdad es va´lida. Para la primera
desigualdad, de los subintervalos F1, F2, . . . , FJ se toman aquellos que cum-
plen f(yj)l(Fj)− H-K
∫
Fj
f(x) ≥ 0. Por tanto,
0 ≤
∑
f(yj)l(Fj)− H-K
∫
FJ
f(x) ≤ .
Si se tuviera, f(yj)l(Fj)− H-K
∫
Fj
f(x) < 0 se cumplir´ıa
−
∑
f(yj)l(Fj) +
H-K
∫
FJ
f(x) ≤ .
Juntando ambas partes se llega a que,
∑∣∣∣∣∣f(yj)l(Fj)− H-K
∫
Fj
∣∣∣∣∣ ≤ 2.
4.6. Teoremas de convergencia
Teorema 4.26. (Convergencia mono´tona) Sea {fk} una sucesio´n mono´tona
de funciones integrables Henstock-Kurzweil en [a, b] que convergen puntual-
mente hacia f en [a, b]. Entonces, f es integrable Henstock-Kurzweil en [a, b]
si y solo si la sucesio´n
{
H-K
∫ b
a
fk(x)
}
es acotada en [a, b]. En este caso,
H-K
∫ b
a
f(x) = l´ım
k→∞
H-K
∫ b
a
fk(x).
Demostracio´n. Supongamos que la serie {fk} es mono´tona creciente, f1 ≤
f2 . . . ≤ fk ≤ fk+1 ≤ f en [a, b]. Si f es integrable Henstock-Kurzweil,
entonces, H-K
∫ b
a
fk(x) ≤ H-K
∫ b
a
f(x) para todo k, y la sucesio´n mono´tona
creciente
{
H-K
∫ b
a
fk
}
al estar acotada por H-K
∫ b
a
f es convergente.
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Rec´ıprocamente, supongamos que A es el l´ımite de la sucesio´n
{
H-K
∫ b
a
fk
}
.
Veremos que f es integrable Henstock-Kurzweil en [a, b] y que H-K
∫ b
a
f = A.
Se toma  > 0. Para k ≥ K, se tiene que 0 ≤ A− H-K ∫ b
a
fk(x) < . Como las
funciones fk son integrables Henstock-Kurzweil, se tiene un δ
k
 -gauge para fk
tal que ∣∣∣∣SR(fk,P)− H-K ∫ b
a
fk(x)
∣∣∣∣ < 2k
para cada particio´n etiquetada, P , δk -buena de [a, b].
Sea x ∈ [a, b]. Como l´ımk→∞ fk(x) = f(x), existe n(x) ∈ N tal que |f(x)− fk(x)| <
 cuando k ≥ n(x) ≥ K.
La funcio´n δ(x) = δ
n(x)
 es un gauge en [a, b]. Sea P una particio´n etique-
tada δ-buena de [a, b]. Recordemos que la suma de Riemann tambie´n pod´ıa
expresarse como SR(f,P) =
∑I
i=1 f(ti)∆xi entonces se tiene que,
|SR(f,P)− A| ≤
∣∣∣∣∣
I∑
i=1
f(ti)∆xi −
I∑
i=1
fn(ti)(ti)∆xi
∣∣∣∣∣
+
∣∣∣∣∣
I∑
i=1
{
fn(ti)(ti)∆xi − H-K
∫
∆xi
fn(ti)(x)
}∣∣∣∣∣
+
∣∣∣∣∣
I∑
i=1
H-K
∫
∆xi
fn(ti)(x)− A
∣∣∣∣∣
Veamos co´mo se acotan cada uno de los te´rminos de la derecha de la
u´ltima desigualdad.
El primer te´rmino esta´ dominado por
∑I
i=1
∣∣f(ti)− fn(ti)(ti)∣∣∆xi < (b− a).
Para el tercer te´rmino, teniendo en cuenta que la serie {fk} es mono´tona
creciente, que los subintervalos de la particio´n P son disjuntos y que los
nu´meros naturales n(t1), n(t2), . . . , n(tI) son todos mayores o iguales que K
se tiene que
H-K
∫ b
a
fK(x) =
I∑
i=1
H-K
∫
∆xi
fK(x) ≤
I∑
i=1
H-K
∫
∆xi
fn(ti)(x),
entonces,
0 ≤ A−
I∑
i=1
H-K
∫
∆xi
fn(ti)(x) ≤ A− H-K
∫ b
a
fK(x) < .
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Veamos por u´ltimo co´mo acotar el segundo te´rmino, los nu´meros naturales
n(c1), n(c2), . . . , n(cI) pueden no ser todos distintos. Aquellos que son iguales
corresponden a la misma particio´n y usando el lema de Henstock se tiene que∣∣∣∣∣
l∑
k=1
fn(cik )∆xik − H-K
∫
∆xik
fn(cik )
∣∣∣∣∣ ≤ 2n(cik ) .
Siendo n(ci1) = n(ci2) = . . . = n(cil).
El segundo te´rmino esta´ dominado por
∑
/2k = . Hemos visto por tanto
que para esta particio´n etiquetada δ-buena de [a, b] la diferencia entre la
suma de Riemann asociada a f y el valor A de la integral esta´ acotado por
(b− a) + + . Esta es la definicio´n de ser integrable Henstock-Kurzweil en
[a, b] y que el valor de la integral sea A, por tanto
H-K
∫ b
a
f(x) = l´ım
k→∞
H-K
∫ b
a
fk(x).
El argumento en el caso de que f1 ≥ . . . fk ≥ fk+1 ≥ . . . f es similar.
Teorema 4.27. (Convergencia encajada) Sea fn : [a, b] → R una serie de
funciones integrables Henstock-Kurzweil en [a, b] que convergente puntual-
mente hacia f : [a, b] → R. Si existen dos funciones integrables Henstock-
Kurzweil g : [a, b] → R y h : [a, b] → R tales que para todo n se tiene que
g ≤ fn ≤ h. Entonces f es integrable y
l´ım
k→∞
H-K
∫ b
a
fn =
H-K
∫ b
a
f.
Demostracio´n. Dados dos enteros m y n tales que m ≥ n, consideramos la
funcio´n Fm,n definida por Fm,n = mı´nk∈[n,m] fk. Por la proposicio´n 4.23 se tie-
ne que para todom ≥ n, Fm,n es integrable. Adema´s, la serie (Gm = Fm,n)m≥n
es decreciente, acotada inferiormente por g y tiene como l´ımite a Fn =
ı´nfk≥n fk. Como H-K
∫ b
a
Gm ≥ H-K
∫ b
a
g, por el teorema de la convergencia
mono´tona se tiene que Fn es integrable y que
H-K
∫ b
a
Fn ≤ ı´nfk≥n H-K
∫ b
a
fk ≤
H-K
∫ b
a
h. La serie (Fn) es creciente y converge hacia f . Volviendo a aplicar el
teorema de la convergencia mono´tona se tiene que f es integrable y que
H-K
∫ b
a
f = l´ım
k→∞
H-K
∫ b
a
Fn ≤ l´ım
k→∞
ı´nf H-K
∫ b
a
fn.
Razonando de igual manera se tiene que l´ımk→∞ sup H-K
∫ b
a
fn ≤ H-K
∫ b
a
fn.
Por lo que se concluye el resultado l´ımk→∞ H-K
∫ b
a
fn =
H-K
∫ b
a
f .
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Como consecuencia de este teorema se tiene el teorema de la convergencia
dominada.
Teorema 4.28. (Convergencia dominada) Sea fn : [a, b] → R una serie de
funciones integrables Henstock-Kurzweil que convergen puntualmente hacia
f : [a, b] → R. Si existe una funcio´n g : [a, b] → R tal que para todo n se
tiene que |fn| ≤ g se tiene que f es integrable y que
l´ım
k→∞
H-K
∫ b
a
fn =
H-K
∫ b
a
f.
Demostracio´n. Basta observar que la serie (fn) esta´ encajada por g y −g que
son ambas integrables Henstock-Kurzweil en [a, b] por lo que se concluye el
resultado.
4.7. Relacio´n con la integral de Lebesgue
Veremos que las funciones integrables Lebesgue son integrables Henstock-
Kurzweil para ello se hara´ una demostracio´n en varios pasos partiendo de las
funciones escalonadas que definimos a continuacio´n.
Definicio´n 4.29. Una funcio´n f : [a, b]→ R es una funcio´n escalonada
si existe una particio´n P = {[xi−1, xi]} de [a, b] tal que f es constante en
cada intervalo abierto (xi−1, xi).
Teorema 4.30. Sea f integrable Lebesgue en [a, b] entonces f es integrable
Henstock-Kurzweil en [a, b] y los valores de las integrales coinciden.
Demostracio´n. La demostracio´n consta de varias partes,
Parte 1 Las funciones escalonadas son integrables Henstock-Kurzweil y su
valor coincide con el de la integral de Lebesgue.
Sea s : [a, b] → R una funcio´n escalonada. Las funciones escalonadas son
integrables Riemann ya que tienen un nu´mero finito de discontinuidades, por
tanto tambie´n son integrables Henstock-Kurzweil y los valores coinciden, se
tiene que
R
∫ b
a
s = H-K
∫ b
a
s
Por otra parte las funciones escalonadas son integrables Lebesgue ya que son
discontinuas en un nu´mero finito de puntos, es decir, en un conjunto de me-
dida cero, adema´s las funciones integrables Lebesgue son a su vez integrables
Riemann, por lo que tambie´n se tiene
L
∫ b
a
s = R
∫ b
a
s
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Por lo que empleando ambas igualdades se concluye que
L
∫ b
a
s = H-K
∫ b
a
s
Parte 2 Las funciones simples son integrables Henstock-Kurzweil y su valor
coincide con el de la integral de Lebesgue.
Sea G un subintervalo abierto de [a, b], G se puede expresar como la unio´n nu-
merable de intervalos disjuntos G = ∪Ik. Se define una sucesio´n de funciones
escalonadas {fk}, donde fk = χI1 +χI2 + . . .+χIk . Entonces fk es integrable
Henstock-Kurzweil y l´ımk→∞ fk(x) = χG. No´tese que si x ∈ [a, b] \G, enton-
ces fk(x) = 0 para todo k y l´ımk→∞ fk(x) = 0.
Si x ∈ G, entonces existe un nu´mero natural N tal que x /∈ I1∪. . .∪IN−1, x ∈
IN , x /∈ IN+1, . . . . Esto quiere decir que,
f1(x) = . . . = fN−1(x) = 0,
fN(x) = 1 = fN+1(x) = . . . , y
l´ım
k→∞
fk(x) = 1.
Por el teorema de la convergencia mono´tona, aplicado tanto a la integral de
Lebesgue como a la de Henstock-Kurzweil y dado que 0 ≤ fk ≤ 1 en [a, b] la
funcio´n caracter´ıstica de G es integrable Henstock-Kurzweil y Lebesgue, y
H-K
∫ b
a
χG = l´ım
k→∞
H-K
∫ b
a
fk
l´ım
k→∞
L
∫ b
a
fk =
L
∫ b
a
χG
Sea ahora E un subconjunto medible de [a, b]. Se puede cubrir E con una
sucesio´n mono´tona decreciente de conjuntos abiertosGk tales que l´ımµ(Gk) =
µ(E), aplicando la proposicio´n 3.5. De nuevo, fk = χGk define una sucesio´n
mono´tona de funciones integrables tanto Henstock-Kurzweil como Lebesgue
que convergen puntualmente hacia χE, tales que 0 ≤ fk ≤ 1 en [a, b] y
0 ≤ H-K ∫ b
a
fk ≤ b− a para todo k. Entonces se tiene que,
H-K
∫ b
a
χE = l´ım
k→∞
H-K
∫ b
a
fk
= l´ım
k→∞
L
∫ b
a
fk =
L
∫ b
a
χE.
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Para concluir basta observar que una funcio´n simple es una combinacio´n
lineal de funciones caracter´ısticas en conjuntos medibles, por tanto, si s es
una funcio´n simple definida en [a, b] se tiene que
H-K
∫ b
a
s = L
∫ b
a
s.
Parte 3 Supongamos que f es una funcio´n positiva integrable Lebesgue en
[a, b]. Entonces existe una sucesio´n de funciones simples, {sk}, convergente
puntualmente hacia f en [a, b]. Entonces,
H-K
∫ b
a
sk =
L
∫ b
a
sk ≤ L
∫ b
a
f <∞.
Aplicando el teorema de la convergencia mono´tona se tiene que
H-K
∫ b
a
f = l´ım
k→∞
H-K
∫ b
a
sk
l´ım
k→∞
L
∫ b
a
sk =
L
∫ b
a
f.
Parte 4 Si f no es positiva basta aplicar la parte precedente a las funciones
f+ = sup {f, 0} y f− = − ı´nf {f, 0}
Veamos un ejemplo de que el rec´ıproco no es cierto.
Ejemplo: Sea F : [0, 1]→ R definida por:
F (x) =
{
0 si x = 0
x2 cos( pi
x2
) si x ∈ (0, 1]
F ′ es derivable en [0, 1] y su valor es
F ′(x) =
{
0 si x = 0
2x cos( pi
x2
)− 2pi
x
sin( pi
x2
) si x ∈ (0, 1]
Por el TFC-1 para la integral de Henstock-Kurzweil se tiene que F ′ es inte-
grable Henstock-Kurzweil en [0, 1].
Sin embargo, |F ′| no es integrable Henstock-Kurzweil en [0, 1]. Utilizando la
positividad de la integral se tiene que para todo i ∈ N
H-K
∫ 1√
i
1√
i+1
|F ′| ≥
∣∣∣∣∣H-K
∫ 1√
i+1
1√
i
F ′
∣∣∣∣∣ =
∣∣∣∣F ( 1√i
)
− F
(
1√
i+ 1
)∣∣∣∣ = 1i+ 1i+ 1 ≥ 2i+ 1 .
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Lo que implica que, para todo N ∈ N
H-K
∫ 1
0
|F ′| ≥
N∑
i=1
2
i+ 1
El miembro de la derecha de la desigualdad diverge con N por lo que |F ′| no
puede ser integrable Henstock-Kurzweil en [0, 1] y por el teorema 4.29 |F ′|
no es integrable Lebesgue por lo que F ′ tampoco lo es por el teorema 3.31.
Recordemos que la funcio´n F ′ tampoco es integrable Riemann ya que no es
acotada, como vimos en el ejemplo de la pa´gina 16.
4.8. Segundo teorema fundamental del ca´lcu-
lo
Teorema 4.31. (TFC-2) Sea f : [a, b]→ R una funcio´n integrable Henstock-
Kurzweil, se define F (x) =H-K
∫ x
a
f(t)dt. Entonces, F es diferenciable en casi
todo x ∈ [a, b] y F ′(x) = f(x).
Para demostrar este teorema necesitamos el siguiente un lema de conver-
gencia.
Lema 4.32. Sea C = {Ii : i = 1, . . . , N} un conjunto finito de intervalos de
R. Entonces, existen intervalos disjuntos dos a dos J1, . . . , Jk ∈ C tales que
1
3
µ
(∪Ni=1Ii) ≤ µ (∪Nj=1Jj) .
Demostracio´n. La medida de los intervalos de R coincide con su longitud por
lo que µ(I) = l(I), I intervalo.
Reordenando los intervalos si fuera necesario, se puede suponer que
l(IN) ≤ l(IN+1) ≤ . . . ≤ l(I2) ≤ l(I1).
Sea J1 = I1. Sea C1 = {I ∈ C : I1 ∩ I = ∅} y no´tese que si Ii ∈ C y Ii /∈ C1,
entonces Ii ⊂ 3J1, donde 3J1 es el intervalo conce´ntrico con J1 que tiene
tres veces su longitud. Sea J2 el elemento de C1 con el menor ı´ndice, y por
tanto la mayor longitud. Sea C2 = {I ∈ C1 : I2 ∩ I = ∅} y de igual forma
se definen los Ck sucesivos. Como C es un conjunto finito, la seleccio´n de los
intervalos Jj termina tras un nu´mero de pasos finitos, digamos k pasos. Por
construccio´n, los intervalos {J1, . . . Jk} son disjuntos dos a dos, y si Ii ∈ C
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no esta´ en la eleccio´n, entonces existe un j tal que Ii ⊂ 3Jj. Por tanto,
∪Ni=1Ii = ∪kj=1 ∪Ii∪Jj 6=∅ Ii ⊂ ∪kj=13Jj, as´ı que
1
3
µ
(∪Ni=1Ii) ≤ 13µ (∪kj=13Ji) ≤ 13
k∑
j=1
µ(3Jj) =
k∑
j=1
µ(Jj) = µ
(∪kj=1Jj) .
Ahora ya estamos en posicio´n de demostrar el segundo teorema funda-
mental del ca´lculo.
Demostracio´n. Se fija µ > 0, se dice que x satisface la condicio´n (∗µ) si para
cada entorno de x que contiene a un intervalo [u, v] tal que x ∈ (u, v) se tiene
que ∣∣∣∣F (v)− F (u)v − u − f(x)
∣∣∣∣ > µ. (4.1)
Sea Eµ el conjunto de todos los x ∈ (a, b) que satisfacen la condicio´n (∗µ),
se define E = ∪∞i=1E1/n. Supongamos que x /∈ E. Entonces, para todo n ≥ 1,
existe un entorno Un de x tal que para cualquier intervalo [u, v] ⊂ Un con
x ∈ (u, v), se tiene que ∣∣∣∣F (v)− F (u)v − u − f(x)
∣∣∣∣ ≤ 1n.
Por la continuidad de F , la desigualdad se mantiene cuando u se reemplaza
por x. Por tanto, si x /∈ E, entonces F es diferenciable en x y F ′(x) = f(x).
Falta probar que Eµ es de medida cero para cualquier µ > 0, lo que implicar´ıa
que E = ∪∞i=1E1/n tiene medida cero. Si Eµ = ∅, no habr´ıa nada que probar,
as´ı que supongamos que Eµ 6= ∅. Sea  > 0, como f es integrable Henstock-
Kurzweil , por el lema de Henstock, lema 4.25, existe un γ-gauge γ en [a, b]
tal que
l∑
i=1
|F (vi)− F (ui)− f(xi)(vi − ui)| < µ
6
(4.2)
para cualquier particio´n etiquetada γ-buena P = {(xi, [ui, vi]) : i = 1, . . . , l}
de [a, b]. Para x ∈ Eµ, se toma un intervalo [ux, vx] tal que x ∈ [ux, vx] ⊂
γ(x) y 4.1 se mantiene. Despue´s, se toma un γ-gauge γ1 en Eµ tal que
γ1(x) ⊂ (ux, vx) para todo x ∈ Eµ. Por el lema 4.6, existe una coleccio´n
numerable de intervalos disjuntos {Jk : k ∈ σ} y puntos {xk : k ∈ σ} tales
que xk ∈ Jk ∩ Eµ, Jk ⊂ γ1(xk) ⊂ (uxk , vxk), y Eµ ⊂ ∪k∈σJk ⊂ [a, b]. Sea
α =
∑
k∈σ l(Jk) ≤ b− a <∞, se toma N tal que
∑N
k=1 l(Jk) >
α
2
.
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Aplicando el lema 4.32 a {(uxk , vxk) : k = 1, . . . , N} para conseguir una co-
leccio´n de intervalos disjuntos {(uy1 , vy1), . . . , (uyK , vyK )} tal que
K∑
i=1
l((uy1 , vy1)) = µ
(∪Ki=1(uy1 , vy1)) ≥ 13µ (∪Nk=1(uxk , vxk)) (4.3)
≥ 1
3
µ
(∪Nk=1l(Jk)) = 13
N∑
k=1
l(Jk) >
α
6
.
Como {(xi, [uxi , vxi ]) : i = 1, . . . , N} es una particio´n etiquetada γ-buena de
[a, b], por 4.1 y 4.2,
µ
K∑
i=1
l((uyi , vyi)) ≤
N∑
i=1
|F (vxi)− F (uxi)− f(xi)(vxi − uxi)| <
µ
6
.
Ahora por 4.3 se tiene que  > α. Como Eµ ⊂ ∪k∈σJk y
∑
k∈σ l(Jk) = α < ,
se deduce que Eµ es de medida cero.
4.9. Extensio´n a un intervalo cualquiera
Hasta ahora solamente hemos construido la integral de Henstock-Kurzweil
para un intervalo cerrado acotado, veamos como definirla para un intervalo
cualquiera de la recta completada R = R ∪ {−∞,∞}.
Definicio´n 4.33. Una funcio´n f : I → R es integrable Henstock-Kurzweil
si existe un nu´mero real A tal que para todo  > 0 se puede encontrar un
δ-gauge, δ : I → R+ y un segmento [α, β] ⊂ I tal que si P es una subdivisio´n
δ-buena de un segmento contenido en I y que contiene a [α, β], entonces
|SR(f,P)− A| ≤ . El nu´mero real A es la integral de f sobre I, A =H-K
∫
I
f .
Obse´rvese que si I = [a, b] es un segmento, se puede tomar [α, β] = [a, b]
y la nueva definicio´n es equivalente a la dada en un principio, definicio´n 4.7.
Veamos un resultado que nos indica co´mo calcular una integral en un intervalo
cualquiera, uno no acotado por ejemplo.
Teorema 4.34. Sea I ⊂ R un intervalo, a = ı´nf(I) ∈ R ∪ {−∞} y b =
sup(I) ∈ R ∪ {∞}. Entonces f es integrable en I si y so´lo si f verifica las
dos propiedades siguientes
f es integrable en todo segmento [c, d] ⊂ I y
H-K
∫ d
c
f admite un l´ımite finito cuando c→ a+ y d→ b−
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Se tiene entonces que este l´ımite es igual a la integral de f en I.
Primero veamos un lema previo que usaremos en la demostracio´n del
teorema.
Lema 4.35. Si I ′ ⊂ I son dos intervalos con los mismos extremos, una
funcio´n f : I → R es integrable en I si y so´lo si, es integrable en I ′. En este
caso,
H-K
∫
I
f =H-K
∫
I′
f
.
Demostracio´n. Veremos el caso en que I = (a, b], donde a ∈ R ∪ {−∞} e
I ′ = (a, b). Los otros casos se demuestran de manera similar.
Trabajaremos con δ-gauges tales que δ(x) ≤ /(1 + |f(x)|) para todo x ∈ I.
Por tanto los te´rminos de las sumas de Riemann estara´n acotados superior-
mente por δ(x) · |f(x)| ≤ .
Si f es integrable en (a, b] y si (δ, [α, b]) es una pareja -adaptada a f en
(a, b], entonces (δ, [α, b − δ(b)]) es una pareja -adaptada a f en (a, b). De
hecho, toda particio´n P de un intervalo que contenga a [α, b− δ(b)] se puede
completar an˜adiendo ([b− δ(b), b]) para obtener P ′ una particio´n δ-buena de
un segmento que contiene a [α, β]. Entonces,∣∣∣∣SR(f,P)− H-K ∫
(a,b]
f
∣∣∣∣ ≤ δ(b) · |f(b)|+ ∣∣∣∣SR(f,P ′)− H-K ∫
(a,b]
f
∣∣∣∣ ≤ 2.
Por tanto, f es integrable en (a, b) y H-K
∫
(a,b)
f = H-K
∫
(a,b]
f .
Rec´ıprocamente, supongamos que f es integrable en (a, b). Sea (δ, [α, β]) una
pareja -adaptada a f en (a, b) donde β ≥ b−δ(b) con δ(b) = /(1+|f(b)|). Si
P = ([ak, ak+1], xk)1≤k≤N es una particio´n etiquetada δ-buena de un segmento
que contiene a [α, b], entonces P ′ = ([ak, ak+1], xk)1≤k≤N−1 es una particio´n
δ-buena de un segmento que contiene a [α, β] y∣∣∣∣SR(f,P)− H-K ∫
(a,b)
f
∣∣∣∣ ≤ δ(xN) · |f(xN)|+ ∣∣∣∣SR(f,P ′)− H-K ∫
(a,b)
f
∣∣∣∣ ≤ 2.
Por tanto, f es integrable en (a, b] y H-K
∫
(a,b]
f = H-K
∫
(a,b)
f .
Ahora ya estamos en disposicio´n de demostrar el teorema.
Demostracio´n. Empecemos viendo que si f es una funcio´n integrable en
I y que si a = ı´nf(I) ∈ R ∪ −∞ y b = sup(I) ∈ R ∪ ∞, entonces,
H-K
∫
I
f = l´ımc→a+
d→b−
H-K
∫ d
c
f .
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Por el lema precedente podemos suponer sin pe´rdida de generalidad que
I = (a, b). Por el teorema 4.16, tenemos la primera condicio´n. Para ver que
se cumple la segunda, sea  > 0 y sea (δ, [α, β]) una pareja -adaptada a f
en I. Si [c, d] contiene a [α, β] y si P es una particio´n δ-buena de [c, d], se
tiene que
∣∣SR(f,P)− H-K ∫I f ∣∣ ≤ . Como la integral de f en [c, d] puede
ser aproximada por tales sumas de Riemann SR(f,P), se deduce que pa-
ra todo segmento [c, d] contenido en I y que contiene a [α, β], se tiene que∣∣∣H-K ∫ dc f − H-K ∫I f ∣∣∣ ≤ . Por tanto H-K ∫I f = l´ımc→a+
d→b−
H-K
∫ d
c
f .
Veamos el rec´ıproco. Suponemos que I = [a, b) sin pe´rdida de generalidad
por el lema previo, veamos que si l´ımd→b− H-K
∫ d
a
f = A ∈ R entonces f es
integrable en I y su integral es A. Sea  > 0, se toma una sucesio´n estric-
tamente creciente (dk) de l´ımite b tal que
∣∣∣H-K ∫ dka f − A∣∣∣ ≤ 2k . Se toma a
continuacio´n para todo k un δ-gauge δk en [dk, dk+1] que es /2
k-adaptado a
f en estos intervalos. Se define entonces un δ-gauge en [a, b] de la siguiente
manera
δ(x) =

δ0(a) si x = a
mı´n(δk(x), x− dk, dk+1 − x) si x ∈ (dk, dk+1)
mı´n(δk(dk), δk−1(dk)) si x = dk, k ≥ 1
Entonces toda particio´n P δ-buena de [a, d] con dk ≤ d < dk+1 se puede
dividir en particiones Pj de [dj, dj+1] para 0 ≤< k, y de [dk, d] para j = k.
Se tiene por tanto
∀j < k,
∣∣∣∣∣SR(f,Pj)−H-K
∫ dj+1
dj
f
∣∣∣∣∣ ≤ 2j y
∣∣∣∣SR(f,Pk)−H-K ∫ d
dk
f
∣∣∣∣ ≤ 2k .
Para la segunda acotacio´n se ha utilizado el teorema 4.16.
Se tiene que SR(f,P) =
∑k
j=0 SR(f,Pj) , por lo que
|SR(f,P)− A| ≤
∣∣∣∣SR(f,P)− H-K ∫ d
a
f
∣∣∣∣+∣∣∣∣H-K ∫ d
a
f − A
∣∣∣∣ ≤ k∑
j=0

2j
+

2k
= 2
para toda particio´n δ-buena P de un segmento que contiene a [a, d1].
Veamos co´mo este resultado nos permite calcular la integral de Henstock-
Kurzweil de la funcio´n f : [1,∞) → R, f(x) = sin(x)
x
que no es integrable
Lebesgue por no ser integrable su valor absoluto.
Ejemplo: Sea f : [1,∞) → R definida como f(x) = sin(x)
x
. f es continua
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en [1,∞) por lo que es integrable en cada segmento [c, d] ⊂ [1,∞). Haciendo
una integracio´n por partes se obtiene que para todo c ∈ (1,∞):
H-K
∫ c
1
f =
[
−cos(x)
x
]c
1
− H-K
∫ c
1
cos(x)
x2
.
Por una parte se tiene que l´ımc→∞(cos(c)/c) = 0, para el segundo te´rmino se
tiene que las funciones x → (cos(x))/x2 y x → |(cos(x))/x2| son continuas
en [1,∞) y |(cos(x))/x2| ≤ 1/x2. La integral H-K ∫∞
1
1
x2
es convergente, por
tanto la integral H-K
∫ c
1
cos(x)
x2
tiene un l´ımite finito cuando c tiende a ∞ lo
que permite concluir que la integral H-K
∫∞
1
sin(x)
x
es convergente.
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