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Abstract
We present in this report 1 + 1 dimensional nonlinear partial differential equa-
tion integrable through inverse scattering transform. The integrable system under
consideration is a pseudo-Hermitian reduction of a matrix generalization of classical
1 + 1 dimensional Heisenberg ferromagnet equation. We derive recursion operators
and describe the integrable hierarchy related to that matrix equation.
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1 Introduction
The Heisenberg ferromagnet equation (HF)
St = S× Sxx, S2 = 1 (1)
is one of classical equations integrable through inverse scattering transform [10]. Above,
S = (S1, S2, S3) is the spin vector of a one-dimensional ferromagnet and subscripts mean
partial derivatives with respect to space variable x and time t, see [1] for more details. HF
can be written as the compatibility condition [L(λ), A(λ)] = 0 of the Lax operators:
L(λ) = i∂x − λS,
A(λ) = i∂t +
iλ
2
[S, Sx] + 2λ
2S
where λ ∈ C is spectral parameter, i = √−1 and
S =
(
S3 S1 − iS2
S1 + iS2 −S3
)
.
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In a series of papers [4, 5, 12, 13, 15], the properties of the pair of nonlinear evolution
equations (NLEEs)
iut + uxx + (ǫuu
∗
x + vv
∗
x)ux + (ǫuu
∗
x + vv
∗
x)xu = 0, ǫ = ±1
ivt + vxx + (ǫuu
∗
x + vv
∗
x)vx + (ǫuu
∗
x + vv
∗
x)xv = 0
(2)
and the auxiliary spectral problem associated with it have extensively been studied. Above,
∗ denotes complex conjugation and the complex-valued functions u and v are subject to
the condition ǫ|u|2 + |v|2 = 1. Obviously, we have two distinct systems here: one for
ǫ = +1 (Hermitian reduction) and another for ǫ = −1 (pseudo-Hermitian reduction).
Similarly to HF, (2) can be written into the Lax form [L(λ), A(λ)] = 0 for Lax operators
given by:
L(λ) = i∂x − λS, λ ∈ C, S =

 0 u vǫu∗ 0 0
v∗ 0 0

 ,
A(λ) = i∂t + λA1 + λ
2A2, A2 =

 −1/3 0 00 2/3 − ǫ|u|2 −ǫu∗v
0 −v∗u 2/3− |v|2

 ,
A1 =

 0 a bǫa∗ 0 0
b∗ 0 0

 , a = −iux − i (ǫuu∗x + vv∗x)u
b = −ivx − i (ǫuu∗x + vv∗x) v
.
Thus, one can view (2) as a formal S-integrable generalization of HF.
In the present report, we intend to consider a matrix version of (2) and discuss some of
its basic properties. The matrix NLEE we aim to study still has a Lax representation and
its Lax pair is related to symmetric spaces of the type SU(m + n)/S(U(m) × U(n)). We
are going to describe the integrable hierarchy of NLEEs using recursion operators. Our
approach will not use the notion of gauge equivalent NLEEs and gauge equivalent Lax
pairs.
The report is organized as follows. Next section introduces the main object of study
in the report — pseudo-Hermitian reduction of a matrix HF equation and its Lax rep-
resentation. In section 3, we describe an integrable hierarchy of NLEEs associated with
the matrix HF equation in terms of recursion operators. Section 4 contains some further
discussion and final remarks.
2 Matrix HF Type Equations
In this section, we shall introduce a new multicomponent NLEE generalizing the coupled
system (2). Since our analysis will require certain knowledge of Lie algebras and Lie
groups, we refer to the classical monograph [7] for more detailed explanations. Let us
start with a few remarks on the notations we intend to use.
Assume F is either the field of real or complex numbers. We are going to denote the
linear space of all m× n matrices with entries in F by Mm,n(F). SL(n,F) and SU(n) will
stand for the special linear group over F and the unitary group of order n respectively
while sl(n,F) and su(n) will denote the corresponding Lie algebras. When this does not
lead to any ambiguity, we shall drop from the notation the field of scalars.
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Next, we shall write
(
XT
)
ij
:= Xji, X ∈ Mm,n(F) and
(
X†
)
ij
:= X∗ji, X ∈ Mm,n(C)
for the transposition and Hermitian conjugation of a matrix. Also, we are going to use the
notation 1m for the unit matrix in Mm,m(F) and Qm ∈ Mm,m(F) will denote a diagonal
matrix with entries equal to ±1 (we do not specify the number of positive entries here).
It is well-known that X → −XT , X ∈ sl(n) is an outer Lie algebra automorphisms for
sl(n). An example of inner Lie algebra automorphism is given by the adjoint action
X → Ad gX := gXg−1, g ∈ SL(n), X ∈ sl(n)
of SL(n) on its Lie algebra. The derivation corresponding to the adjoint group action will
be denoted by adX(Y ) := [X,Y ], X,Y ∈ sl(n).
Let us introduce the following Lax pair
L(λ) := i∂x − λS, S :=
(
0 uT
Qnu
∗Qm 0
)
, (3)
A(λ) := i∂t + λA1 + λ
2A2, A2 :=
2m
m+ n
1m+n − S 2, (4)
A1 :=
(
0 aT
Qna
∗Qm 0
)
, a := −i(ux + uQmu†xQnu) (5)
where u : R2 → Mn,m(C) is some smooth function. We shall require that the matrix
u(x, t) obeys the condition:
uT (x, t)Qnu
∗(x, t)Qm = 1m. (6)
Condition (6) can not be fulfilled for arbitrary matrices Qn and Qm, e.g. if Qn = 1 n and
Qm = −1m then (6) leads to contradiction. We shall assume that Qn and Qm are such
that (6) leads to meaningful constraints for u(x, t).
Equation (6) represents orthonormality condition for the columns of u(x, t) viewed
as vectors with respect to some pseudo-Hermitian form defined in Cn by the diagonal
matrix Qn. As a result, (6) can be satisfied for m ≤ n only. However, when u(x, t)
is a square matrix (m = n) then (6) gives rise to trivial flow. Indeed, we observe first
that tr (Qnu
∗Qmu
T ) = tr (uTQnu
∗Qm) = m. Next, condition (6) leads to the following
relation: (
Qnu
∗(x, t)Qmu
T (x, t)
)2
= Qnu
∗(x, t)Qmu
T (x, t). (7)
Therefore, when m = n Qnu
∗(x, t)Qmu
T (x, t) has the maximal possible rank, i.e. it is
invertible, and (7) shows that it is simply the unit matrix. Thus, it is easily seen that
S2 = 1m+n and A2 becomes equal to zero. So in order to have a nontrivial construction
we assume at that point that m < n is fulfilled.
The compatibility condition [L(λ), A(λ)] = 0 of (3), (4) and (5) leads to the following
matrix NLEE
iut + uxx +
(
uQmu
†
xQnu
)
x
= 0. (8)
Equation (8) turns into the matrix equation (1) that appeared in [4] when setting Qm = 1m
and Qn = 1 n.
Constraint (6) imposes a restriction on the spectrum of S(x, t). Indeed, it is easy to
check that
S 3 = S, (9)
hence the eigenvalues of S are 1, 0 and −1.
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Example 2.1 Let us consider the case when m = 1 and n ≥ 2, i.e. u is a n-component
vector function. Without any loss of generality we can set Q1 = 1 and assume that at least
one diagonal entry of Qn is 1. Then (8) acquires the following vector form:
iut + uxx +
(
uu†xQnu
)
x
= 0 (10)
where u must satisfy
uTQnu
∗ = 1. (11)
Relation (11) represents geometrically a sphere embedded in R2n provided Qn = 1 n and
a hyperboloid in R2n otherwise. Equation (10) and its anisotropic deformation were first
considered by Golubchik and Sokolov [6].
In the vector case, the eigenvalues ±1 appear once in the spectrum of S while 0 has
multiplicity n − 1, therefore one can pick up diag (1, 0, . . . , 0,−1) as a canonical form of
S. Evidently, for n = 2 the vector equation reduces to (2).
Let us now consider the case when u(x, t) is a rectangular matrix with m > n. Now,
we replace (6) with the following requirement:
Qnu
∗Qmu
T = 1 n (12)
and the second Lax operator (4), (5) with the following one:
A(λ) := i∂t + λA1 + λ
2A2, A2 :=
2n
m+ n
1m+n − S 2, (13)
A1 :=
(
0 aT
Qna
∗Qm 0
)
, a := i(ux + uQmu
†
xQnu). (14)
The compatibility condition of modified Lax pair (3), (13) and (14) now gives
iut − uxx −
(
uQmu
†
xQnu
)
x
= 0. (15)
Finally, consider the case when m = n. Conditions (6) and (12) coincide for quadratic
matrices and, as discussed earlier in text, and lead to trivial flows. This is why we need
to impose another (weaker) condition for u, namely:
uQmu
†Qnu = u. (16)
Remark 2.1 Evidently, equations (6) and (12) give rise to (16), i.e. they are special
cases of it. In fact, for u(x, t) being a n-vector (m = 1) constraint (16) is equivalent to
(11). On the other hand, if u(x, t) is an invertible square matrix then (16) is reduced to
(6) (or equivalently to (12)). This is why we shall be interested in the case when u(x, t)
is not invertible.
It is easy to see that equation (9) holds if and only if u satisfies (16), i.e. (16) is
the weakest condition leading to (9). Thus, S(x, t) can be diagonalized and its spectrum
consists of 0, −1 and 1.
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Condition (16) requires certain modification in the second Lax operator — we have to
use now the following operator:
A(λ) := i∂t + λA1 + λ
2A2, A2 :=
2r
m+ n
1m+n − S 2, (17)
A1 :=
(
0 aT
Qna
∗Qm 0
)
, a := i
[
u(Qmu
†Qnu)x − (uQmu†Qn)xu
]
(18)
instead of (4), (5) (or (13), (14)). The number r := tr (uTQnu
∗Qm) is assumed to be not
greater than min(m,n), for m 6= n and strictly less than m for m = n, see Remark 2.1.
The compatibility condition of (3) and (17), (18) now leads to
iut +
[
(uQmu
†Qn)xu− u(Qmu†Qnu)x
]
x
= 0. (19)
Obviously, (19) includes (8) and (15) as particular cases.
The form of the matrix coefficients in (3), (4), (5), (13), (17) and (18) implies that the
Lax operators are subject to the following symmetry conditions:
HL(−λ)H = L(λ), HA(−λ)H = A(λ), (20)
Qm+nL
†(λ∗)Qm+n = −L˜(λ), Qm+nA†(λ)Qm+n = −A˜(λ) (21)
where H = diag (−1m, 1 n), Qm+n = diag (Qm, Qn) and L˜ψ := i∂xψ + λψS. The ajoint
action of H in sl(m + n,C) is involutive, hence it defines a Z2-grading of the Lie algebra
in the following way:
sl(m+ n) = sl0(m+ n)⊕ sl1(m+ n),
sl
σ(m+ n) := {X ∈ sl(m+ n) : AdHX = (−1)σX}, σ = 0, 1.
The eigenspace sl0(m+n) consists of block diagonal matrices with m×m and n×n blocks
on its principal diagonal, e.g. the matrix coefficient A2, while sl
1(m + n) is spanned by
matrices of a form like S and A1. Let us also remark that the relation S = −HSH shows
that S is a semisimple matrix, hence it is diagonalizable.
The matrix H is deeply related to the Cartan involution underlying the definition
of the symmetric space SU(m + n)/S(U(m) × U(n)). This is why we say that the Lax
pair (3)–(5) is related to the symmetric space SU(m + n)/S(U(m) × U(n)) following the
convention proposed by Fordy and Kulish [2].
Using the adjoint action of Qm+n as appeared in (21), one can introduce a complex
conjugation I in sl(m+ n) setting:
I(X) := −Qm+nX†Qm+n, X ∈ sl(m+ n).
This complex conjugation defines the compact real form su(m + n) of sl(m + n) in case
Qm+n = 1m+n or the real form su(l,m + n − l) in case the matrix Qm+n has l diagonal
entries equal to 1. In order to treat both cases simultaneously we shall refer to condition
(21) as a pseudo-Hermitian reduction when Qm+n 6= 1m+n and a Hermitian one when
Qm+n = 1m+n.
Let us consider the linear problem
L(λ)ψ(x, t, λ) = 0 (22)
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and denote the set of its fundamental solutions by F. Then (20) and (21) could be
considered consequences of a Mikhailov-type reduction imposed on the linear spectral
problem, see [9, 13]. Indeed, consider the following maps:
ψ0(λ) → G1ψ0(λ) = Hψ0(−λ)H, (23)
ψ0(λ) → G2ψ0(λ) = Qm+n
[
ψ†0(λ
∗)
]−1
Qm+n (24)
and assume that F is invariant under G1 and G2. Since G1G2 = G2G1, G
2
1 = G
2
2 = id,
(23) and (24) define an action of the Mikhailov reduction group Z2 × Z2 for the spectral
problem (22). As it is easily seen, this leads to (20) and (21) respectively.
3 Integrable Hierarchy and Recursion Operators
In this section, we shall describe the hierarchy of matrix integrable NLEEs associated with
matrix equation (8). In doing this, we shall follow ideas and methods discussed in [3, 5].
Let us consider the general flow Lax pair:
L(λ) :=i∂x − λS,
A(λ) :=i∂t +
N∑
j=1
λjAj, N ≥ 2
(25)
which is subject to reduction conditions (20) and (21). The matrix S(x, t) has the same
form as in (3) and it is assumed to obey (9), i.e. constraint (16) holds for u(x, t). Then the
zero curvature condition [L(λ), A(λ)] = 0 of the Lax pair (25) gives rise to the following
set of recurrence relations:
[S,AN ] = 0, (26)
. . .
i∂xAk − [S,Ak−1] = 0, k = 2, . . . , N, (27)
. . .
∂xA1 + ∂tS = 0. (28)
Each solution to these equations leads to a member of the integrable hierarchy of NLEEs.
The analysis of (26)–(28) resembles very much the one we have in the case of 2-component
system (2). Following [5, 13],we introduce the splitting
Aj = A
a
j +A
d
j , j = 1, . . . , N (29)
of the matrix coefficients of A into a S-commuting term Adj and some remainder A
a
j .
We discussed in the previous section that S(x, t) is a diagonalizable matrix. Hence ad S is
diagonalizable too with eigenvalues 0,±1,±2. The above splitting simply says that Adj and
Aaj belong to the zero eigenspace of ad S and the direct sum of all the nonzero eigenspaces
respectively. Consequently, the above splitting is unique and the operator ad−1S is properly
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defined on Aaj . Moreover, considering the minimal polynomial of ad S on the direct sum
of all nonzero eigenspaces, one gets (ad 2S − 1)(ad 2S − 4) = 0. Therefore, we have
ad−1S =
1
4
(
5ad S − ad 3S
)
.
Further, symmetry conditions (20) and (21) require that we have
Aj ∈ slσ(m+ n,C) ∩ su(l,m+ n− l), j ≡ σ (mod 2), σ = 0, 1
for the coefficients of the second Lax operator, see the comments at the bottom of page
5. For our purposes it will be enough to take
Adj =
{
ajS1, j ≡ 0 (mod 2)
ajS, j ≡ 1 (mod 2)
(30)
where
S1 := S
2 − 2r
m+ n
1m+n
and aj , j = 1, . . . , N are some scalar functions to be determined in such a way that the
recurrence relations are satisfied.
Equation (26) means that AaN = 0 and in accordance with our previous assumption,
for the highest degree coefficient we may take:
AN =
{
cNS, N ≡ 1 (mod 2)
cNS1, N ≡ 0 (mod 2)
, cN ∈ R.
Let us consider now recurrence relation (27). After substituting (29) into (27) and
taking into account that
(Sx)
d = (S1,x)
d = 0,
we derive the following two relations
(∂xA
a
k)
d = −
{
∂xakS, k ≡ 1 (mod 2)
∂xakS1, k ≡ 0 (mod 2)
, k = 2, . . . , N (31)
for the S-commuting terms and
[S,Aak]− i (∂xAak)a =
{
iakSx, k ≡ 1 (mod 2)
iakS1,x, k ≡ 0 (mod 2)
(32)
for the terms which do not commute with S. In order to solve (31), we also make use of
the normalization conditions:
trS2 = 2r , trS21 =
2r(m+ n− 2r)
m+ n
.
As a result, we obtain the following expression for ak
ak = ck −
{
1
2r ∂
−1
x tr
[
S(∂xAk)
d
]
, k ≡ 1 (mod 2)
m+n
2r(m+n−2r) ∂
−1
x tr
[
S1(∂xAk)
d
]
, k ≡ 0 (mod 2) (33)
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where the symbol ∂−1x stands for any right inverse of the operator of partial differentiation
in variable x and ck ∈ R is an integration constant. After substituting (33) into (32), we
obtain
Aak−1 =
{
ΛAak + ickad
−1
S S1,x , k ≡ 0 (mod 2)
ΛAak + ickad
−1
S Sx , k ≡ 1 (mod 2)
where
Λ := iad−1S
{
[∂x(.)]
a − Sx
2r
∂−1x tr
[
S(∂x(.))
d
]
− (m+ n)S1,x
2r(m+ n− 2r)∂
−1
x tr
[
S1(∂x(.))
d
]}
.
The Λ operator as defined above acts on the S-non commuting part of Aj only. However,
one can extend the action of Λ on the S-commuting part as well by requiring
ΛS := iad−1S Sx , ΛS1 := iad
−1
S S1,x .
Then an arbitrary member of the integrable hierarchy we consider can be written down
as follows:
iad −1S St +
∑
k
c2kΛ
2kS1 +
∑
k
c2k−1Λ
2k−1S = 0. (34)
The operator Λ2 is called recursion operator of the above hierarchy of NLEEs. It is easy
to check that (34) gives (8) after setting N = 2, c2 = −1 and c1 = 0. Thus, it is the
simplest representative of the family (34).
4 Conclusion
In the present report, we have considered new multicomponent NLEE of HF type, see (8),
(15) and (19). That NLEE is S-integrable with a Lax pair associated with the symmetric
space SU(m + n)/S(U(m) × U(n)), see (3)–(5), (13), (14), (17) and (18). Thus, it is
a natural generalization of the coupled system (2) already studied. Moreover, we have
derived recursion operators that allowed us to describe an integrable hierarchy related
to (8), see (34). We would like to stress here on an important difference between the
integrable hierarchy for (2) as obtained in [13] and that one we have derived in previous
section. Unlike the integrable hierarchy for the coupled system, (34) is not the most
general one. Indeed, one may observe that ker ad S is not spanned by S and S1 only.
This means that when we have picked up Adj in the form (30) we have neglected some
S-commuting terms which contribute to the Λ-operators, therefore contribute to the form
of the integrable hierarchy.
As discussed in [5], the recursion operator of a S-integrable NLEE could also be derived
through a method which is a modification of the method used in the previous section. For
its implementation in the case of scattering operator (3), one starts from a Lax repre-
sentation for two adjacent equations in the hierarchy with evolution parameters t and τ
respectively, see [8]. Recursion operator R is then viewed as the mapping
Sτ = RSt .
Then one can prove that R and Λ2 as derived in main text are interrelated through
R = ad SΛ
2 ad−1S .
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Therefore they have essentially the same properties and are equivalent.
We have not discussed in detail some important issues like the spectral properties of the
scattering operator. As it is well-known, the spectrum of L depends on the asymptotic
behavior of potential function u and the reductions imposed on the Lax pair. In the
simplest case of constant boundary conditions, one can prove that the continuous spectrum
of (3) coincides with the real line in C, see [13]. On the other hand, the discrete eigenvalues
of L will be located symmetrically with respect to the real and imaginary lines in C due
to reductions (20) and (21).
Another important issue concerns the solutions of (8). Similarly to the 2-component
case, see [14], we can distinguish between solutions of soliton type and solutions of quasi-
rational type. The latter correspond to a degenerate spectrum of the scattering operator
[11]. We intend to address all these issues elsewhere.
Acknowledgments
The work has been supported by the NRF incentive grant of South Africa and grant DN
02-5 of Bulgarian Fund ”Scientific Research”.
References
[1] Borovik A. E. and Popkov V. Yu., Completely Integrable Spin-1 Chains, Sov. Phys.
JETPH 71 (1990) 177–185.
[2] Fordy A. and Kulish P., Nonlinear Schro¨dinger Equations and Simple Lie Algebras,
Commun. Math. Phys. 89 (1983) 427–443.
[3] Gerdjikov V. S., Vilasi G. and Yanovski A. B., Integrable Hamiltonian Hierarchies,
Lecture Notes in Physics 748, Springer: Berlin, 2008.
[4] Gerdjikov V. S., Mikhailov A. V. and Valchev T. I., Reductions of Integrable Equa-
tions on A.III-type Symmetric Spaces, J. of Physics A: Math. Theor. 43 (2010),
434015.
[5] Gerdjikov V., Grahovski G., Mikhailov A. and Valchev T., Polynomial Bundles and
Generalised Fourier Transforms for Integrable Equations on A.III-type Symmetric
Spaces, SIGMA 7, 096 (2011) 48 pages.
[6] Golubchik I. Z. and Sokolov V. V., Multicomponent Generalization of the Hierarchy
of the Landau-Lifshitz Equation Theor. and Math. Phys. 124 n. 1 (2000) 909–917.
[7] Goto M. and Grosshans F., Semisimple Lie Algebras, Lecture Notes in Pure and
Applied Mathematics 38, M. Dekker Inc.: New-York & Basel, 1978.
[8] Gu¨rses M., Karasu A. and Sokolov V. V., On Construction of Recursion Operators
from Lax Representation, J. Math. Phys. 40 (1999) 6473–6490.
[9] Mikhailov A. V., Reduction in the Integrable Systems. Reduction Groups, Lett.
JETF 32 (1979) 187–192.
9
[10] Takhtadjan L. and Faddeev L., The Hamiltonian Approach to Soliton Theory,
Springer Verlag: Berlin, 1987.
[11] Valchev T., On Solutions of the Rational Type to Multicomponent Nonlinear Equa-
tions, Pliska Stud. Math. 25 (2015) 203–212 (Proc. of Second Int. Conference
NTADES, 6–10 July 2015, Sofia, Bulgaria).
[12] Yanovski A. B., On the Recursion Operators for the Gerdjikov, Mikhailov and
Valchev System, J. Math. Phys. 52 8 (2011) .
[13] Yanovski A. B. and Valchev T. I., Pseudo-Hermitian Reduction of a Generalized
Heisenberg Ferromagnet Equation. I. Auxiliary System and Fundamental Properties,
ArXiv: 1709.09266 [nlin.SI] (to appear in J. Nonl. Math. Phys.).
[14] Yanovski A. B. and Valchev T. I., Pseudo-Hermitian Reduction of a Generalized
Heisenberg Ferromagnet Equation. II. Special Solutions, ArXiv: 1711.06353[nlin.SI].
[15] Yanovski A. and Vilasi G., Geometry of the Recursion Operators for the GMV
System, J. Nonl. Math. Phys. 19, N3 (2012) 1250023-1/18.
10
