Abstract. Existing feature extraction methods explore either global statistical or local geometric information underlying the data. In this paper, we propose a general framework to learn features that account for both types of information based on variational optimization of nonparametric learning criteria. Using mutual information and Bayes error rate as example criteria, we show that high-quality features can be learned from a variational graph embedding procedure, which is solved through an iterative EM-style algorithm where the E-Step learns a variational affinity graph and the M-Step in turn embeds this graph by spectral analysis. The resulting feature learner has several appealing properties such as maximum discrimination, maximum-relevanceminimum-redundancy and locality-preserving. Experiments on benchmark face recognition data sets confirm the effectiveness of our proposed algorithms.
Introduction
Feature extraction, the preprocessing step aimed at learning a small set of highly predictive features out of a large amount of possibly noisy or redundant raw input variables, plays a fundamental role in the success of many learning tasks where high dimensionality arises as a big challenge [8, 5] .
Over the past decades, a large number of algorithms have been proposed, mostly based on using either global statistical or local geometric structures underlying the data. Classical techniques, such as the Principal Component Analysis (PCA) and the Fisher Discriminant Analysis (FDA), make use of some well-defined statistical measures (e.g., variance, entropy, linear correlation, crosscorrelogram, Fisher information, etc.) to evaluate the usefulness of features. Since these measures are usually defined based on the overall properties of the data set, hence, such statistical approaches are often powerful to retain the global structures of the data space, but usually perform poorly when their underlying assumptions (i.e., the optimal condition of statistical measures) are violated. For example, FDA performs poorly for multi-modal data, because Fisher's criterion is optimal only if the data in each class are sampled from a Gaussian distribution [7] .
In contrast, a host of algorithms were recently established by using the local geometric information to restore the submanifold structure from which the data are sampled. Examples include ISOMAP [21] , Locally Linear Embedding [17] , Laplacian Eigenmap [1] , Locality Preserving Projection [9] . Such geometric methods, although are powerful to retain the geometric structure revealed by the training data, neglect the overall properties of the data that are fundamental to the success of extracting predictive features. For example, most geometric methods neglect the supervision (label) information of the data and therefore lack of discriminant power.
In this paper, we show that, by optimizing certain nonparametric learning criteria, both the global (statistical) and local (geometric) structures revealed by the training data can be used to build high-quality features. As case studies, we mainly consider two learning criteria, Mutual Information (MI) and Bayes Error Rate (BER). Both MI and BER are theoretically optimal for feature learning but computationally intractable in practice. Our approach, however, is able to encode these criteria into well-defined data graphs and in turn reduce the task into variational graph-embedding problem. The proposed approach is an iterative EM-style algorithm where the E-Step learns a variational affinity graph and the M-Step in turn embeds this graph by spectral analysis. More importantly, the learned graphs are capable to simultaneously capture the supervision information, the global statistical property and the local geometric structure of the data, leading to feature extractors sharing the advantages of both local geometric methods and global statistical methods while mitigating their drawbacks.
Related Work
MI is a popular criterion in machine learning. Unlike other statistical measures, such as variance, correlation or Fisher's criterion, which only account for up to second order moments, MI can capture the complete dependence between features and the target concept (i.e., label) [14, 16] . A practical prohibition of using MI is the computational cost of entropy estimation which involves numerical integration of high dimensional data. Conventional approaches usually resort to histogram or discretization based methods to obtain estimations of MI [2, 26] , which is computationally intensive when we are dealing with high-dimensional data. In contrast, our approach encodes maximization of MI as variational graph embedding, a much easier problem to solve. In addition, our approach is significantly different from the existing MI-based feature extraction algorithms such as [12, 22, 10] , all of which are formalized as nonlinear non-convex optimization problems and do not account for the local properties of the data, as a result, cannot capture the geometric structure of the underlying manifold, which is, however, fundamental to feature learning as being demonstrated by recent researches [21, 1] .
BER has also been employed to learn features. However, due to the unavailability of the underlying generative distribution, almost all the existing algorithms optimize BER indirectly [18, 4] , e.g., by maximizing the Average Pairwise Divergence or minimizing the Union Bhattacharyya Error Bounds or Bhattacharyya Distance. And Gaussian assumption usually has to be made to make these approach tractable, which strongly limits the applicability and performance of those methods. Again, our approach shows advantages over this class of methods in computational efficiency as well as the capability to use local information to restore geometric structures.
The importance of utilizing both global and local information for better feature learning has been increasingly recognized. Algorithms that are globallyand-locally consistent were reported to significantly outperform both global algorithms and local algorithms. For example, Weinberger et al [23] proposed an approach to learn a kernel matrix for nonlinear feature projections by maximizing a global statistic measure (i.e. variance of the projected data) subject to local geometric constraints (e.g., preserving the angles and distances between nearest neighbors). Sugiyama [20] proposed a localized FDA algorithm by optimizing a combination of the Fisher's criterion [7] and the locality preserving cost [9] . In this paper, we propose a principled way to derive such globally-and-locally consistent approaches for feature learning.
The last few years have witnessed a surge of interests in graph-based learning (GBL). Typically, a GBL learner is established by: (1) conveying basic assumptions and heuristical intuitions into pairwise similarity of and/or constraints over the training instances; (2) constructing a affinity graph based on the defined similarity; and (3) building a learner by spectral analysis of the graph. For instance, in dimensionality reduction, Yan et al [24] and Zhao & Liu [29] presented generalized formalization frameworks for graph-based feature extraction and attribute selection respectively. Usually, the spectral graph theory [6] is employed to provide justifications for GBL. However, it provides no guidance on how to construct the graph, which is of central importance to the success of the GBL algorithms since the performance is extremely sensitive to both graph structures and edge weight settings. As a consequence, one has to resort to heuristics to establish graph for GBL. In contrast, we show in this paper that affinity graphs can be learned by optimizing theoretically sound learning measures. In particular, we show that some nonparametric criteria lead to graphs which naturally encode both the global statistical and the local geometric structures of the data.
Our Contribution
The main contribution of this paper are three folds: -Firstly, we propose two effective feature extraction algorithms and test them on real-world tasks. -Secondly, the graphs learned by our method, which encodes both global (statistical) and local (geometric) structures of the data, can be used in a wide variety of graph-based learning tasks, e.g., semi-supervised learning, metric learning, etc. -Finally, the approach we use to learn graphs, that is, nonparametric learning measure estimation and variational approximation of kernel terms, can be applied to other learning criteria to learn predictive graphs/kernels/ similarity functions.
Optimal Feature Learning Criteria
Suppose we are given a set of input vectors {x n } N n=1 along with the corresponding labels {y n } N n=1 drawn i.i.d from an unknown distribution p(x,y), where x n ∈ X ⊂ R D is a training instance and y n ∈ Y={1,. . . ,C} is its label, N , D and C denote the training set size, the input space dimensionality and the total number of categories, respectively. The goal of feature extraction is to construct a set of M (M D) most predictive features, i.e., to find a preprocessing of data z = τ (x), where z ∈ Z ⊂ R M , τ : X → Z and τ ∈ H with H being a hypothesis space. Let the goodness of τ be measured by the feature evaluation criterion J(·). Then the problem of feature extraction can be formalized as:
Theoretically, two optimal criteria can be identified for feature learning. The first one [13] is based on information theory, which attempts to minimize the amount of information loss incurred in the process of dimensionality reduction, i.e.: min τ ∈H KL{p(y|z)||p(y|x)}. Ideally, if the KL-divergence between these two posteriors reaches zero, we can recover the optimal Bayes classifier based on the data in the reduced dimensional space Z. This criterion is equivalent to maximizing the mutual information, i.e., the expected information gain about y from observing z:
The second optimal criterion [25] considers classification directly and naturally reflects the Bayes error rate Υ in the reduced dimensional space Z, i.e.:
where E x {err(h|z)} is the generalization error of a decision rule h in the reduceddimensional space. However, a critical issue of learning features by directly optimizing such optimal learning criteria is that they involve unknown generative distributions. In this paper, we attempt to establish feature extractors by efficiently optimizing these criteria. We achieve this goal by two steps: (1) By nonparametric estimation of the criteria, we reduce the task to kernel-based optimization problems; (2) Based on variational approximation of each kernel term, the task can be compactly formalized as variational graph-embedding problems, which can be solved by graph spectral analysis.
We will mainly focus on MI in the next section and discuss BER in Section 4 since the derivation procedures are quite similar.
Graph-Based Feature Learning by Maximizing Mutual Information
In this section, we establish feature extractors by maximize the mutual information between the features and the class label. Compared with other criteria that only account for up to second-order statistics, an appealing property of MI is that it makes use of higher-order statistics and is able to capture the complete nonlinear dependence between the features and the class label [14, 16] . However, the computation of MI involves integration of the unknown generative distributions. Conventional approaches usually resort to histogram or discretization based methods to obtain estimations of MI [2, 26] . Such approaches are not only highly ill-formed but also computationally intractable when dealing with extremely high-dimensional data. In this section, we will show that MaxMIfeatures can be learned efficiently by variational graph embedding.
Nonparametric Quadratic MI
We use a nonparametric method to estimate MI. One of the advantages of using nonparametric estimators is that they can effectively capture the properties (e.g., multimodality) of the underlying distribution. We adopt an efficient estimator that was proposed by Principe et al [16] and exploited recently by Torkkola [22] to learn features. First, instead of using standard MI, we use the quadratic MI:
which has been justified both theoretically and experimentally by many previous works, e.g., [16, 22, 10] . A kernel density estimator is then employed to estimate the density function involved in Eq.(3). Particularly, consider the isotropic Gaussian kernel:
where σ is the standard deviation, U denotes the unit matrix, and g(μ,Σ) is the Gaussian distribution function with mean μ and covariance Σ. An interesting property of this kernel is:
It turns out that, by using this property and the quadratic form of Eq.(3), we are able to eliminate the integration in MI. Given the training data, p(x) can be estimated asp(x) = 1 N N n=1 k(x, x n ). Plugging this into the objective J(z) = I 2 (z, y), we obtain,
where Y c denotes the index set of examples in class c and N c the number of instances in it,
MaxMI by Variational Graph Embedding
In this section, we show that maximization of MI can be formalized compactly as a variational graph embedding problem with a generic graph learning procedure being derived. We begin with rewriting the objective Eq.(4).
Theorem 1. Maximizing the nonparametric quadratic MI is equivalent to the following optimization problem:
where I(·) denotes the indicator function, andP yi =P (c = y i ) = Nc N is the proportion of instances sharing the same label with y i .
Proof. Let
we have:
The optimization in Eq. (5) is still computationally difficult due to its expression as a big summation of the nonconvex Gaussian density function k(·, ·). To address this problem, we adopt the variational optimization method [11] to approximate each kernel term with its variational lower bound. Since exponential function is convex, a simple lower bound can be easily obtained by making first-order Taylor expansion:
where we have introduced variational parameters λ ij . Then for given λ ij , integrate Eq.(6) into the objective Eq.(5), the task is reduced to a linear graph embedding problem [24] :
where W = (w ij ) ∈ R N ×N is the adjacency matrix of the derived data graph with edge wights
However, since the variational parameters are coupled with the feature extractors, the variational optimization is a EM-style algorithm, where the E-step corresponds to learning a graph W by optimizing the variational parameters in Eq. (6), and the M-step in turn learns feature extractors by solving the graph embedding problem Eq.(7). These two steps are repeated alternatively until convergence.
The E-Step has an analytical solution because the variational lower bound Eq.(6) is exact iff λ ij = − exp(−||z i − z j || 2 /δ 2 ). In the following, we will mainly discuss the M-Step.
Let G = {X, W } be the undirected weighted graph with X = {x i } 
where
To obtain practical feature extractors, we consider two special forms.
Linear Case. Assume each feature is obtained as a linear projection of the input attributes, i.e.,
where X = [x 1 , x 2 , . . . , x n ] is the input data matrix, tr(·) denotes the trace of a matrix. This is a constrained quadratic program problem. By using the Lagrangian technique, we can easily prove that the optimal projection vectors are given by the eigenvectors of X LX corresponding to the bottom M eigenvalues 1 . Since W is symmetric, the resulting features are naturally orthogonal projections, i.e., T T = U . The algorithm is referred to as Mutual Information Embedding (MIE).
Nonlinear Case. The linear MIE might fail to discover nonlinear structures underlying the data. We now investigate nonlinear feature extractors. For simplicity, we only consider a special case, where the hypothesis space H is restricted to a reproducing kernel Hilbert space 
where A =[α 1 ,α 2 ,. . .,α M ] is the kernel space projection matrix. Similarly, the optimal projection vectors are given by the bottom M eigenvectors of K LK. Note that the Euclidean distance in H is given by:
For a new input instance x, its projection in the optimal reduced kernel space is given as:
This algorithm is referred to as kernel MIE (kMIE).
Initial Graph and Efficient Approximate Solution
The variational graph embedding algorithm requires initialization of the variational parameters λ ij or equivalently the graph w ij . In this section, we construct an initial graph, which is in the near neighborhood of the optimal one and hence makes the convergence of the variational algorithm very fast. Again, we approximate each kernel term by its first-order Taylor , we have:
Integrating this into the objective, we get an initial data graph with edge weights
That is, the feature space distance ||z i − z j || is replaced with the original space distance||x i − x j ||.
Besides being used to initialize the graph of the variational embedding algorithm, this graph could also be used as an off-the-shelf tool to build other graph-based learners. For instance, solely embedding this graph leads to an efficient non-iterative alternative to MIE (refer to as initial MIE or MIE 0 ).
Justifications

Max-Relevance-Min-Redundancy
In feature extraction, our goal is to learn a set of features that are useful for building the predictor. Hence, merely extracting features that are most relevant to the target concept is suboptimal since the learned features might be redundant such that adding them will gain no additional information [8] . Therefore, a good feature extractor should achieve a reasonable balance between maximizing relevance and minimizing redundancy.
It turns out that our proposed algorithm simultaneously (1)maximizes the relevance of the learned features z to the class label y; (2) minimizes the redundancy within z; and (3) employs a natural tradeoff parameter for perfect balance. This can be seen clearly from the objective function Eq.(4), which consists of two terms: J(z) = J zy + ηJ z , where J zy , depending on both the features z and the class label y, is a measure of relevance of z to y; J z , depending solely on features z, measures the degree of redundancy within z; and η = J y = c N 2 c /N 2 , which is invariant to z, provides a natural compromise between relevance and redundancy.
Max-Discrimination
Another observation is that the proposed algorithms are supervised methods, i.e., they take advantage of the label information to maximize the discriminative ability of the learned features.
Theorem 2.
The weights γ i,j have the following properties:
Proof. Without loss of generality, consider a nontrivial case, i.e., ∀ c = 1, . . . , C, C 2, P c > 0 and N c 1.
1. if y i = y j :
completing the proof.
From Theorem 2, we can see that instance pairs that are from the same class (y i = y j ) are always assigned positive weights, while pairs from different classes (y i = y j ) are expected to get negative weights. As a consequence, the optimization Eq. (7) actually minimizes the distances between patterns with the same label while keeping patterns with different labels as far apart as possible, i.e., maximizing the margin between within-class and between-class patterns.
Locality Preserving
Another appealing properties of the proposed algorithm is that, besides the statistical information used to model the global property underlying the data (e.g., relevance, redundance and discrimination), it also makes use of local geometric information to restore the submanifold structure from which the data is sampled, or in other words, it is locality preserving. Particularly, the learned graph G naturally includes a weight term e
which is actually the Gaussian heat weight [19] usually employed to retain the local consistency of the data. This term turns to assign small weights to the instance pairs that are far apart from each other, making sure that the results are mainly affected by neighboring instance pairs and hence sufficiently smooth with respect to the intrinsic structure revealed by the training data.
Connection with LPP and FDA
We provide some theoretical analysis of the connection between our proposed algorithm and two popular dimensionality reduction methods, i.e., the global statistical method FDA and the local geometric method LPP [9] . We show that even the initial solution of MIE (i.e., embedding the initial graph) shares the advantages of both FDA and LPP and mitigates their drawbacks at the same time.
Theorem 3. MaximizingĴ z is equivalent to LPP.
Proof. We have
where w
2 is the adjacency matrix of a heat graph, L (0) is its corresponding Laplacian matrix. Recall that LPP minimizes exactly the same objective function except that it uses a different normalization constraint (equivalent to using normalized Laplacian). [20] ).
2 ) and w
fines two graphs, L (+) and L (−) represents their Laplacian matrices respectively. Assume the classes are balanced, ∀i, j,p yi =p yj = 1/C, the Fisher criterion can be rewritten as:
The equivalence between Eq. (13) and Eq. (14) follows directly from the equivalence of trace ratio and trace difference [7] .
To summarize, both LPP and FDA can be viewed as degraded forms of the initial MIE, They maximize solely either J z or J zy . In contrast, MIE simultaneously optimizes both J z and J zy . In addition, instead of combining these two goals in an ad-hoc way, MIE uses a natural parameter
N 2 that is derived from a theoretically optimal criterion to strive for a reasonable balance between these two goals.
As an empirical validation, we test FDA, LPP and the initial MIE on a synthetic 2-D data set [20] . The results are shown in Fig.1 . We can see that in an ideal case as depicted in the leftmost subfigure, LPP, FDA and MIE are all able to find an excellent projection for the data. In the middle subfigure, while the MIE and FDA can still find a good projection, the geometric and unsupervised method LPP gets a very poor projection such that the data from both classes are totally mixed up. In the rightmost subfigure where the data has multiple modes, the methods that account for locality geometric information (i.e., MIE and LPP) successfully obtain a good feature. However, FDA totally fails, which is not surprising since it is based on Gaussian distribution assumption.
Using Bayes Error Rate
We now apply the procedures to the Bayes Error Rate (BER) criterion. From Eq.(2), we have:
Using nonparametric estimator, we have:
where Ω
(o) n = {i : y i = y n } and Ω
(e) n = {j : y j = y n } denote the homogenous and heterogeneous index set of z n ,P c = N c /N , and
The remaining procedures (i.e., kernel approximation and feature construction) are quite straightforward; we will omit the detailed derivation. Eventually, we will derive a variational graph with adjacency w ij = −r ij λ ij (similarly, the initial graph w ij = r ij e −||xi−xj || 2 /δ 2 ), and get feature extractors by spectral analysis based on the Laplacian of this graph (the resulting algorithms are referred to as BER Embedding, or BERE/kBERE). It can be easily proved that BERE also has the Max-Discrimination and Locality-Preserving properties.
Experiment
We test our proposed algorithms on real-world face recognition tasks. For comparison, PCA, FDA, LPP, MFA (Margin Fisher Analysis, [24] ) and their kernel counterparts are selected as baselines, among which PCA and LPP are unsupervised, FDA and MFA are supervised, and LPP and MFA account for local geometric structures. Three benchmark facial image sets are selected: (1) the Yale 2 data set, which contains 165 facial images of 15 persons, 11 images for each individual; (2)the ORL 3 data set, which consists of 400 facial images of 40 persons; and (3) the CMU Pie 4 data set, which contains 41368 facial images of 68 individuals. All the three sets of images were taken in different environments, at different times, with different poses, facial expressions and details. In our experiment, all the raw images are normalized to 32×32. For each data set, we randomly select ν images of each person as training data (referred to as νtrain), and leave others for testing. Only the training data are used to learn features. To evaluate the effectiveness of different methods, the classification accuracy of a k-NN classifier on testing data is used as the evaluation metric. The only parameter of our algorithms is the bandwidth parameter δ in the initial graph. In our experiments, we adopt the local scaling scheme used in [27] . All the other hyper-parameters (e.g., the number of neighbors k used in kNN and local scaling) are tuned by 5-fold cross validation. The experiments are averaged over 10 random runs. The results are given in Table 1 , where each entry represents the mean testing accuracy ± standard deviation.
From Table 1 , we can see that for almost all the entries, our proposed algorithms significantly outperform other baseline methods. Even the algorithms based on the initial graphs (i.e., MIE 0 and BERE 0 ) perform significantly better than the baselines. Note that the computation complexity of the initial algorithms are of the same order as the baseline methods. The improvements are quite evident. On average, MIE is 36% over PCA, 8% over FDA, and 4% over MFA; BERE is 39% over PCA, 11% over FDA and 6% over MFA. The improvements are even more significant in the kernel case: kMIE (31%,9%,7%) and kBERE(33%,10%,8%) over (KPCA, KDA, KMFA). For most entries in the table, we got p-values less than 0.005. We also observe in our experiment that, when using the initial graph for initialization, the variational graph embedding algorithms (i.e., MIE, BERE) usually converge within 5 iteration steps.
Conclusion
In this paper, we have established graph-based feature extraction algorithms based on variational optimization of nonparametric learning criteria. As case studies, we employed two theoretically optimal but computationally intractable feature learning criteria, i.e., Mutual Information and Bayes Error Rate. By nonparametric criteria estimation and kernel term approximation, we reduced the optimization of these criteria to variational graph-embedding problems, which can be solved by an iterative EM-style procedure where the E-Step learns a variational affinity graph and the M-Step in turn embeds this graph by spectral analysis. The resulting feature learner has several appealing properties such as maximum discrimination, maximum-relevance-minimum-redundancy and localitypreserving. Experiments on benchmark face recognition data sets confirm the effectiveness of our proposed algorithms.
We finally note that our derived graphs (e.g., the initial graphs derived in Section 3 and 4) as well as the approach we used to derive graphs (i.e., nonparametric learning measure estimation and variational approximation of kernel terms) are not confined to feature extraction scenarios. They might also be useful in a variety of graph-based learning tasks, e.g., semi-supervise learning, relational learning, metric learning. We shall leave such investigations for future research. Sparseness is a desirable property for feature learning, especially for kernel based methods since both the memory for storing the kernel matrix and the training and testing time are typically proportional to the degree of sparsity of the feature extractor. In the future, we would also like to investigate sparse feature learning in the proposed framework.
