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A Practical Access Point Deployment Optimization
Strategy In Communication-Based Train Control
Systems
Tao Wen, Costas Constantinou, Lei Chen, Zhu Li and Clive Roberts
Abstract—Communication-based train control (CBTC) sys-
tems have been playing a progressively significant role in metro
signalling in recent years. As safety-critical systems, CBTC
systems have very strict requirements on the wireless commu-
nication performance between train and wayside access points
(AP), which is highly dependent on the deployment of the APs.
In this paper, by customizing and adopting a decomposition-
based multiobjective evolutionary algorithm, the proposed AP
deployment optimization method has been implemented, verified
and its implementation accuracy has been assessed. A real-world
case study is carried out in an integrated simulation platform,
in which the optimized AP deployments are verified and show
better performance than the original planning.
Index Terms—Communication-based train control (CBTC),
AP deployment planning, multiobjective optimisation and inte-
grated simulation platform.
I. INTRODUCTION
THe world is experiencing huge economic growth, fast ur-banization and continuing population increase, especially
in some emerging economies. Consequently, the demand for
a safer, more efficient and comfortable public mass transit
system is becoming more and more urgent [1]. In terms
of capacity, safety and reliability, metro systems have been
adopted as an ideal option that can meet these urgent demands.
As a critical safety system, the main function of a train control
system is to avoid potential collisions when trains are running
over the network [2]. To redeem this principle, the location
of each train on the track must be known by the train control
system [3].
Traditionally, track circuits are used to detect the location of
trains, the whole track is discretized into many blocks. Once a
train enters a block, other trains will not be authorized to do the
same. By using this scheme the location of each train can be
monitored and potential collisions prevented, but the downside
is that exact location detection is impossible to achieve,
which affects the scheduling efficiency of metro systems.
To overcome this shortcoming caused by the low detection
resolution, an increasing number of metro systems tend to
use new generation train control systems, which are known
as communication-based train control (CBTC) systems. As a
modern successor to track circuit-based train control systems,
by utilizing the wireless local area network (WLAN), CBTC
systems enable timely bi-directional wireless communication
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between trains and the zone controller (ZC) via associated
wayside access points (AP). This technology allows the exact
location of each train to be found. In addition, other relevant
operational data can be updated with the ZC in real time, and
in return, the moving authorities (MA) will be generated by
ZC and delivered to relevant trains in a timely fashion.
In a typical CBTC system, the data communication system
(DCS) is in charge of building the bi-directional train-to-
wayside communications [4]. The brief structure of the DCS
in CBTC systems is sketched in outline in Figure 1. The
track is divided into different zones and controlled by relevant
ZCs. In each zone, a number of APs are allocated and
connected with the corresponding ZC via backbone networks;
when the train runs within this radio coverage of an AP, bi-
directional train-to-wayside communication takes place; when
the train leaves this coverage and moves to the next one, a
hand-off procedure will be triggered. To achieve continuous
bi-directional data exchange, the AP deployment must be
sufficiently overlapping. However, a too dense deployment
could result in more serious co-channel interference, lower
communication system capacity and a higher cost; one the
other hand, a minimised spatial overlap could cause radio
coverage discontinuities. The deployment of APs is a very
important planning issue not only because it determines the
overall communication performance, in terms of reliability and
capacity, but it can also significantly affect the cost of the train
control systems. As stated in a report [5], in mainline railways,
the cost of the wireless network takes 40% of the whole budget
of building a train control system, which requires over $50,000
per kilometer to construct. However, what is surprising is that
about 40% of the wireless network in mainline railways could
be wasteful [6]. Even though there is no revealed figures for
metro systems, it is easy to imagine that there is an enormous
potential in financial cost saving if a more reasonable AP
deployment is employed in the DCS. As a result, a well-
planned AP deployment is vital for a reliable and cost-effective
DCS.
Much research has been conducted towards the optimal
placement problem of AP or base stations (BS). In [6], the
placement planning problem of BS in the global system
for mobile communications for railway (GSM-R) has been
addressed, and an optimized BS deployment arrangement is
proposed. However, as the network in [6] is assumed to be
noise-limited and no interference is taken into account, this
method is not suitable for metro systems. More existing work
focus on non-railway systems. In [7], an unique framework
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Fig. 1: A diagram of a communication-based train control (CBTC) system
for forming an automatic optimisation tool towards solving
the BS placement problem in code-division multiple access
(CDMA) based systems is proposed, which contains vari-
ous BS deployment scenario models and the corresponding
customised optimization algorithms. In [8] and [9], a new
methodology is proposed to efficiently search an optimal BS
deployment scenario for indoor CDMA systems, and a number
of potential BS sites and mobile locations are configured
by using the brute force search (BFS) algorithm. All the
possible up and down-links between BS and mobile will be
evaluated, the optimal BS deployment being a subset of these
potential BS sites. All prior work focuses on CDMA-based
systems, which are not typically used in WLAN systems.
As most WLAN systems use orthogonal frequency-division
multiplexing (OFDM), to explore the capability of the CDMA-
based AP or BS deployment planning methods in the OFDM-
based WLAN systems, in [10] some comparisons have been
done: By setting the same AP deployment in both OFDM and
DS-CDMA based systems, the difference in radio coverage is
found, demonstrating that the capability of CDMA-based AP
deployment planning methods is not suited to OFDM-based
WLAN systems. In [11]–[13], algorithms for AP planning
in WLAN systems have been proposed, these being good
examples which can be potentially adopted to DCS in CBTC
systems. However, as there is no consideration taken of the
impact caused by a CBTC-specific environment, there will
be underlying uncertainties in the planning result. To achieve
a higher efficiency in placement optimization, a new novel
optimization method using binary integer programming was
proposed in [14], which proposes a new method for solving
the AP deployment optimization problem.
By consolidating and extending the existing radio prop-
agation models [15], [16] and [17], and considering the
experiments conducted under a railway-specific environment
[18], [3] and [19], an AP deployment optimization method
for CBTC systems was proposed in our prior work [20].
However, only brute-force exhaustive search was implemented
in [20], which is computationally infeasible in planning large-
scale DCS systems. Therefore, we have a strong motivation to
further extend our prior work. The contributions of this paper
will be:
1) Instead of exhaustive search, a more advanced search
algorithm, known as the multiobjective evolutionary
algorithm based on decomposition (MOEA/D) [21], is
introduced and adapted to improve the searching effi-
ciency.
2) An adaptive fading parameter setting subjected to the
train location and tunnel dimension is taken.
3) A case study based on a real-world metro line is carried
out to illustrate the practicality of the extended optimiza-
tion methodology.
4) The optimization result is validated in an integrated
simulation platform. By comparing the optimised AP de-
ployment communication performance with the original
non-optimised AP planning, the achieved improvement
is quantified.
The remainder of this paper is arranged as follows: Sec-
tion II builds dedicated wireless channel models in metro
environments, and some simplifying approximation methods
for computing the outage probability are investigated. In
Section III, the methodology for AP deployment optimization
is presented, and an advanced search algorithm, MOEA/D, is
customized to our problem. In Section IV, a real-world case
study is carried out. In Section V, an integrated test platform
is introduced, and the optimized AP deployments are tested
to compare with the original planning. Finally, conclusion and
future work are presented in Section VI.
II. CHANNEL MODELLING
At the physical layer a reliable wireless connection mainly
depends on the following factors: path-loss including shadow-
ing (known as large-scale fading), multipath effects (or small-
scale fading), the Doppler shift and co-&adjacent-channel
interference [22]. Since most WLANs in DCS utilize advanced
modulation technologies, such as OFDM and spread spectrum
(e.g. frequency-hopping spread spectrum (FHSS)), the impact
of multipath effects can be significantly mitigated. As the
train speed in metro systems is relatively low (the operational
speed is around 60 km/h), the Doppler shift is not significant.
Therefore, multi-path effects and the Doppler shift are small
and consequently they will be ignored in this paper, which
only consider the path-loss plus shadowing. Interference is
also considered throughout.
A. Path-loss and Shadowing
When a radiowave is propagating between the train and APs,
the power density of the wireless signal suffers a reduction
with increasing train-AP separation, which is expressed as
[23]:
LPL(d) [dBm] = Pt−Pr = 10n log10(
d
d0
)−10 log10K
(1)
where LPL is the path-loss; Pt and Pr are the transmitted
signal power and the average received signal power in dBm
respectively; n is the path-loss exponent, which is subject to
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the propagation environment; K is an dimensionless constant
that is dependent on the antenna characteristics other than
maximum gain, and is subsumed into the path-loss at a
reference distance d0 [24]; and d is the distance between the
train and the associated AP in m.
However, in reality, some large obstacles may be located
on the propagation path between the transmitter and receiver;
these obstacles can obscure the radiowave and cause variation
of signal power density, which is referred as shadowing. As a
result, the path-loss will be rewritten as:
LPL(d) [dBm] = 10n log10(
d
d0
) − 10 log10K − xdB (2)
where xdB represents the signal power density change caused
by shadowing, and obeys log-normal distribution N(µdB, σ2dB)
[25] where σdB is the signal strength standard deviation in dB,
and µdB is the mean power of the reviewed signal in dB.
Therefore, by combining path-loss and shadowing effects,
the received power is,
Pr(d) [dBm] = Pt − 10n log10(
d
d0
) + 10 log10K
+Gtx +Grx − xdB (3)
where Gtx and Gtx are the transmitting gain and receiving
gain respectively; without counting xdB, the Pr will be the
received mean power.
B. Outage Probability and Its Approximation
To meet the requirements of DCS for reliable wireless
connection, the received power strength of the desired signal
must be higher than the Rx sensitivity. However, owing to
shadowing fading, the power density of any radio signal
undergoes a random spatial attenuation, and we make use of a
complex ray-tracing method or a full-wave propagation predic-
tion method incurring a prohibitively expensive computational
overhead, it is almost impossible to predict the exact signal
strength at a certain distance. As the shadowing follows a log-
normal distribution, we can employ a probability to quantify
the likelihood of radio link outage at each spatial location.
This probability is referred to as outage probability.
In WLANs, there are two typical scenarios, which are hav-
ing a noise-limited system and an interference-limited system,
respectively. For a noise-limited WLAN system, one important
system performance metric is referred to as signal-to-noise-
ratio (SNR), which must be lower than the protection ratio in
a reliable wireless connection. If the received signal power is
too close to the noise level, the wireless connection will be
terminated, this situation is referred as an outage. The outage
probability in noise-limited systems, without accounting the
impact of interference, is expressed as [26]:
Pout =
1
2
erfc[
m−ms√
2σ
] (4)
where σ is the signal strength standard deviation in dB; m is
the average received signal power in dB; ms is the receiver
sensitivity in dB.
In a more general scenario, due to the working channel
frequency fully or partially overlapping with another nearby
transmission, the system is referred to as an interference-
limited system [27]. This describes co-&adjacent-channel in-
terference when the SNR is always stronger than the Rx
sensitivity. In interference-limited WLAN systems the relevant
performance metric is the signal-to-interference-ratio (SIR),
which must be lower than the protection ratio in a reliable
wireless connection, otherwise an outage occurs.
TABLE I: The Outage Probability Approximations Compari-
son
Actual Parameters Wilk. Sch.&Ye. Chan Exact
σ dB τ1 dB τ2 dB P 2out% P
2
out% P
2
out% P
2
out%
3 5 5 34.1 34.2 32 34.1
3 5 10 18.6 18.4 18.5 18.4
3 10 20 1.1 1.0 1.2 1.1
6 10 10 23 23.7 20.5 23.6
6 10 20 13.3 13.4 12.9 13.4
6 20 20 2.2 2.1 2.3 2.2
Even though there is no practical means of predicting the
exact received signal power or SIR, we can use a stochastic
function to exactly measure the outage probability in the
presence of interference, which was proposed in [28] and
summarised by Sowerby in his Ph.D. thesis [29]. However,
it could still be prohibitively computationally expensive to
determine the outage probability in the presence of multiple
interferers. To tackle this problem some approximate methods
have been proposed in [30]–[32], which can dramatically
decrease the computational cost in computing the outage
probability. A performance comparison is drawn in Table I,
in which the exact method [28], and three approximations
proposed by Chan [30], Wilkinson [31] and Schwartz & Yeh
[32] are investigated respectively. From the table we can see
that every aforementioned approximation method can provide
a very good result when σ is between 3 dB and 6 dB, which
is a common occurring range in the metro environment [3].
In interest of computational efficiency in the presence of
multiple interferers, in this paper we will employ Chan’s
method [30] to compute the outage probability. With n in-
terferers and the corresponding power excess (τ1, τ2, . . . , τn),
Chan proposes an equivalent interfering signal τeq given by:
τeq = −10× log10(
n∑
i=1
10
−τi
10 ) (5)
and the power excess of the i-th interferer τi is expressed as:
τi = m− (mi +R) (6)
where mi is the average power of the i-th interferer at the
receiver; R is the system minimally accepted SIR in dB, which
is also known as the system protection ratio. Therefore, the
outage probability in the presence of n interferers is
Pout =
1
2
erfc[τeq/2σeq] (7)
where σeq equals the σdB of the desired signal. In interference-
limited WLANs, the SIR is expressed as:
SIR[dB] = 10 log10(Eb/I0) + 10 log10(fb/B) (8)
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where Eb/I0 is the energy per bit to co-channel interference
power spectral density ratio; fb is referred to as the channel
data rate; B is referred to as the channel bandwidth. In
planning the WLANs, SIR is a core criterion that needs
to be considered carefully, because too low SIR will lead
to a dramatically increased bit-error-rate (BER), which is
unacceptable for DCS. As a function of Eb/I0, for binary-
frequency-shift keying (BFSK), BER is expressed as:
BER =
1
2
erfc(
√
Eb
2× I0 ) (9)
By integrating equation (8) and (9), the system protection ratio
can be derived.
III. METHODOLOGY
A. System Modelling
In tunnel-based metro systems, there are two main types
of architecture, namely section and station. Section is defined
as the part between two adjacent stations. For the most part,
the section area is an isolated two-way tunnel; the station is
typically an underground building that has entrances and exits
for trains going through. A typical station design drawing is
shown in Figure 2. From this figure we can see that the track
is divided into a station part and a section part, the partition
boundaries denoted by K 25+737.8 and K 25+926.8 in Figure
2, respectively.
Fig. 2: The design drawing of Nanning Road Station (NNR)
The raidowave propagation behaviour in section and station
is totally different. In the section, wireless propagation is
mainly determined by the tunnel cross section shape and
dimension and the tunnel curvature; on the other hand, in
the station wireless propagation is much more complex and
varied. From Figure 2 we can note that the station entrance
and exit are connected to separated tunnels; when a train
is running through the station entrance or exit, the line of
sight (LOS) signal propagation between station and section
will be to a great extent obstructed by the train, which can
cause significant power reduction [3]. As a result, for a worst
case scenario consideration, it is assumed that the section area
and its neighboring station area are fully isolated, and that
no radiowaves pass through. Therefore, in this paper, as it
is difficult to characterize wireless transmission in stations
(deterministically or stochastically), and the neighboring sec-
tion and station are isolated, it is proposed that existing AP
deployments are adopted and AP deployment optimization is
only performed in the sections between stations.
In sections, it is assumed that the railway track is a continu-
ous line, which means there are countless places where an AP
can potentially be allocated. To render the problem tractable,
the railway track is discretized into a number of subsections.
At the joint between adjacent subsections there is a potential
placement of an AP, and binary integers are used to show
whether there is an AP placed in the joint or not. For a track
discretized into N − 1 subsections, the problem is formulated
as: 
Pµ = 1, AP is located
Pµ = 0, AP is not located
s. t. µ ∈ 1, . . . , N
(10)
where µ is the joint label. Consequently, a specific AP deploy-
ment is expressed by a particular value of the N long binary
string (P1, . . . , PN ). It follows that there exist 2N − 1 AP
deployments. The set of all the AP deployments is denoted as
Θ.
To determine a meaning full subsection length which yields
a compromise between accuracy and tractability, we require
knowledge of the correlation length of the shadowing fading
in the tunnel. Within separations smaller than this length,
the received signal will experience a typical (average) fade
duration. It has been found in [3] and [33] that the correlation
length range of shadowing varies significantly from 5 m to 300
m, which depends on the relevant dimensions of the signal
propagation environment. In the case of tunnels we take a
typical value for the subsection length is to be 60 m, which is
consistent with reported shadow correlation lengths of a small
number of 10s of meters in [18] and [34] .
B. Problem Formulation
In our prior work [20] a method to assess the feasibility
and the overall performance of AP deployments has been
established and successfully validated. In this method, we
avoid a priori assumption on what constitutes a ”nonsensical”
deployment, all the AP deployment combinations are con-
sidered, the outage probability is utilized as the criterion to
select the best deployments, the outage probability at each
sampling point need to be assured as lower than the pre-
specified threshold,{
Pout i(x) ≤ Routage
s. t. i ∈ 1, . . . , I (11)
where x is an AP deployment in Θ; Pout i is the outage
probability at sampling point i; I is the total number of
sampling points; Routage is the system outage probability
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threshold. To render the system reliability in case of an AP
failure, the outage probability threshold should still be satisfied
when an AP is out of order,
Pout i(x˙) ≤ Routage (12)
where x˙ is the AP deployment x with a faulty AP. The
AP deployments which can simultaneously fulfill equation
(11) and equation (12) are deemed feasible. All the feasible
AP deployments form S. Additionally, we assume that the
safety-critical operation is also achieved through hardware
redundancy at each AP node.
In this paper, instead of using experience-based system
optimisation factor to add preference on objectives in [20],
the AP deployment optimization problem is formulated as:{
min F (P 2out max(x), P
2
out mean(x), H
2(x))
s. t. x ∈ S ⊂ Θ (13)
where H(x) is the Hamming distance of the AP deployment x
to a null AP deployment; Pout mean is the mean value of the
outage probability ×102, Pout max(x) is the max value of the
outage probability the mean value of the outage probability
×103. The aim of the optimisation is expressed as:
x˜ = arg min
x∈S
F (x) (14)
where x˜ is the optimal AP deployment.
C. Search Algorithm Application
After formulating the problem, we need to find an efficient
search algorithm for the optimization result. In our prior work
[20], we employed exhaustive search and experience-based
system optimization factors, which achieved a good perfor-
mance in a small-scale case study. However, some concerns
arise if the brute-force exhaustive search method is applied to
larger-scale AP deployments:
1) Prohibitively high computational cost: If we set the
subsection length as 60 m, for a 2182 m track, there
are 35 subsections. Through implementing the same
methodology proposed in our prior work on a desktop
(Intel i5-3570 3.4GHz, 8GB RAM), it needs 2088 days
to evaluate all the 3.4× 1010 AP deployments, which is
almost infeasible.
2) Optimsation result bias: In our prior work [20], in
order to covert multiple objectives into an overall ob-
jective, experience-based preference (e.g. system opti-
mization factors) is predefined to each objective. How-
ever, when the system scale is large and the system is
complex, due to there being insufficient knowledge and
thorough analysis, this predefined preference is highly
likely to be unreasonable, which can lead to an bias or
even inaccurate optimisation result.
To relieve these concerns, we need a more advanced search
algorithm that can not only search efficiently for the opti-
mization result, but also has a guaranteed accuracy. Equation
(13) dictates that we need to employ a multiple objective
optimization programming (MOP). As the objective functions
in a MOP problem are very likely to be contradictory, it will
be difficult to have a solution that optimizes all the objectives
simultaneously and the optimal result will be the solution that
has the best tradeoff among these objectives.
To determine the best tradeoff efficiently, an advanced
search algorithm MOEA/D [21] is customized, as it has been
proven to be a good tool for solving MOP problems. In
MOEA/D, the MOP problem F (x) proposed in equation (13)
is decomposed into M scalar optimization sub-problems by
using the Techebycheff approach [36], so the cost function of
the kth sub-problem is expressed as:
gte(x|λk, z∗) = max
1≤i≤3
(λk|fi(x)− z∗i ) (15)
where f1(x) = P 2out max(x), f2(x) = P
2
out mean(x), f3(x) =
H2(x); gte is the decomposition cost; λk is the weight vector;
z∗i = (z
∗
1 , z
∗
2 , z
∗
3)
T is the reference vector, which is expressed
as: 
z∗1 = min(f1(x)|x ∈ S)
z∗2 = min(f2(x)|x ∈ S)
z∗3 = min(f3(x)|x ∈ S)
(16)
By changing the weight vector λ in equation (15), different
optima of the subproblem will be found. To provide sufficient
and well spread optimum candidates, in MOEA/D the weight
vector is uniformly spread. As the gte is continuous with
regard to λ, MOEA/D considers that if λk is close to λt,
the optimum of the kth sub-problem should be close to the
optimum of the tth sub-problem. Therefore, MOEA/D defines
that the neighborhood of λk is formed by T closest (in terms
of Euclidean distance) weight vectors in (λ1, . . . , λM )T, and
the neighborhood of kth sub-problem is formed by the sub-
problems whose weight vectors are the neighbors of λk.
In each iteration, only the neighboring sub-problems are
explored through using genetic algorithm (GA) [35], and the
optimum of each sub-problem will be updated if a better one
is found. When the maximum iteration number is reached, an
external population (EP) will be outputted, which stores all
the found non-dominated optima. These stored optima and EP
are better known as Pareto optimal (PO) and Pareto front (PF)
[36] respectively.
D. Decision Making
The optima stored in the EP are the optimal result can-
didates. As each member of the EP is non-dominated, this
means there is no perfect among the EP such that the system
designers need to define a dedicated trade-off by themselves.
To define such a trade-off, the posterior preference must be
specified. In some cases, if the system designers demand a
more stable throughput in the train-to-wayside communication,
the maximum outage probability should have more priority;
in some protocols, i.e. the user datagram protocol (UDP), the
mean outage probability is a privileged metric, because UDP is
a best effort transmission, and lower mean outage probability
leads to a higher cumulative throughput. Unlike the prior pref-
erences (i.e. the predefined weight factors), adding posterior
preference can provide a much broader solution space, which
can bring an extra gain in planning AP deployment in DCS.
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IV. CASE STUDY
In Section II and Section III, the channel modelling and the
optimisation methodology have been addressed, respectively.
In this section, a real-world case study is presented to illustrate
the efficacy of the proposed optimisation method.
A. System Environment
In this paper, we take Hefei Metro Line-I (HML-I) in China
as a case study. HML-I is the first urban rail transit system
in Hefei, the capital city of Anhui province in China. The
construction of this metro line began in June 2012 and it was
opened to the public at the end of 2016. HML-I has a length of
29.06 km and 23 stations, the whole metro system is operated
in a tunnel environment and is fully managed by a WLAN-
based CBTC system. A track layout is shown in Figure 3.
The detailed start distance kilometre (DK), end DK and
length of each station and section in HML-I are listed in
Table II. From this table we can find that there are 23 stations
TABLE II: Station List of the HML-I
Station Section
Name From To Length
(m)
Length
(m)
Hefei Sta. (HFS) 4K+306 4K+883 577 558
Fengyang Rd. Sta. (FYR) 5K+441 5K+628 187 551
Mingguang Rd. Sta. (MGR) 6K+179 6K+448 269 524
Dadongmeng Sta. (DDM) 6K+972 7K+119 147 739
Wuhu Rd. Sta. (WHR) 7K+858 8K+016 158 877
Nanyihuan Sta. (NYH) 8K+893 9K+099 206 1449
Taihu Rd. Sta. (THR) 10K+548 11K+010 462 476
Shuiyangjiang Rd. Sta. (SYJ) 11K+486 11K+685 199 799
Gedadian Sta. (GDD) 12K+484 12K+684 200 1428
Wanghucheng Rd. Sta. (WHR) 14K+112 14K+388 276 466
Gaotie Sta. (GTS) 14K+854 15K+120 266 633
Fanhua Ave. Sta. (FHA) 15K+753 15K+917 164 795
Dalian Rd. Sta. (DLR) 16K+712 17K+063 351 856
Huayuan Ave. Sta. (HYA) 17K+919 18K+114 195 2182
Jinxiu Ave. Sta. (JXA) 20K+296 20K+497 201 1353
Ziyun Rd. Sta. (ZYR) 21K+850 22K+018 168 849
Zhongshan Rd. Sta. (ZSR) 22K+867 23K+062 195 718
Fangxing Ave. Sta. (FXA) 23K+780 24K+047 267 906
Yungu Rd. Sta. (YGR) 24K+953 25K+422 469 315
Nanning Rd. Sta. (NNR) 25K+737 25K+926 189 582
Guiyang Rd. Sta. (GYR) 26K+508 26K+702 194 923
Hunan Rd. Sta. (HNR) 27K+625 27K+814 189 726
Huizhou Ave. Sta. (HZA) 28K+540 29K+010 470 0
and 22 sections, where the longest station is Hefei Station
which is 577 m long, the shortest station is Dadongmen
Station at 147 m long, the longest section is between Huayuan
Avenue Station and Jinxiu Avenue Station which is 2182
m long, the shortest section area is between Yungu Road
Station and Naning Road Station which is 315 m long. As
discussed in III-A, in this case study we will only implement
the optimization in section areas.
TABLE III: Simulation Parameters
Network Parameters Fading Parameters
Parameters V alue Curvature
Radius [m]
Pathloss
Exponent
Std.
[dB]
Protocol IEEE802.11 300 5.50 4.09
Frequency 2.4 GHz 350 5.47 4.23
Modu. Scheme FHSS 380 5.45 4.32
Modu. Type BFSK 450 5.40 4.52
Data Rate 1 MB/s Straight 2 5
Chan.
Bandwidth
3 MHz
Chan.
Hopping
No.
25
Trans. Scheme CSMA/CA
Trans. Power 15 dBm
TX Gain 14 dBi
RX Gain 12 dBi
Proce. Gain 18 dB
Rx Sensitive -85 dBm
Routage 3.2 %
B. Large-scale Fading Characteristics in Section Areas
The radiowave propagation behavior is variational in differ-
ent dimensions of section. In this subsection, the parameters
used for describing the large-scale fading characteristics in
different types of section are discussed.
1) Straight Section: For the sake of simplifying the prob-
lem, we regard a track as straight when its curvature radius is
greater than 600 m. In [37] and [38], it has been found that
under an arched tunnel the radiowave will encounter around a
2 path-loss exponent and around 5 dB shadowing deviation.
As the parameters were measured in a tunnel that has similar
dimensions with the tunnel in HML-I, and was at a similar
working frequency of 2.4 GHz, we will use these two proposed
parameters to describe the radiowave propagation channel in
this case study.
2) Curved Section: In this paper, we regard a track as
curved when the curvature radius is less than 600 m. The
large-scale fading characteristics in different types of curved
railway tunnel at 2.4 GHz have been addressed in [18]. As
the tunnel dimensions encountered are similar, we will use
these addressed parameters to describe the large-scale fading
characteristics in the curved tunnel of HML-I. The detailed
fading parameters in this paper are shown in Table III. As the
train is moving within different section types, the large-scale
fading parameters will change, subject to the train’s location.
C. Simulation Parameters
The key network parameters are defined in Table III. By
referring to the DCS design requirements in HML-I, the
acceptable BER must be lower than 10−6, and based on
equation (8) and (9), we can deduce the corresponding SIR
threshold, which is 8.5 dB. In HML-I, the requirement on
maximum latency is no more than 50 ms, and by following
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Fig. 3: Track layout of HML-I
the derivation described in [20], we can deduce that the
corresponding maximum accepted outage probability is 3.2%.
As the IEEE-802.11 FHSS-based WLAN is used in the DCS
of HML-I, there is a processing gain, in which the parameter
of interest is the channel hopping number [39]:
Gp[dB] = 10× log10(HN) (17)
where the HN is the hopping channel number. In HML-I, there
are 25 hopping channels in DCS, as a result, the processing
gain in data transmission is 14 dB.
D. Search Algorithm
The MOEA/D algorithm used to search the optimised AP
deployments in HML-I is shown in Algorithm 1. The required
input of this algorithm is given: The MOP function is equation
(13); the iteration time it is set as 20; we will account M =
500 sub-problems, so that there will be 500 evenly spread
weight vectors, namely λ1, . . . , λ500; the neighborhood size is
75; the outage probability threshold is set as 0.032, therefore,
Ot will be (0.032× 100)2.
1) Initialize: After setting the input, some data are initial-
ized. At the first step, it is necessary to find the T neighbors
of each sub-problem by measuring the Euclidean distance
between the accompanied weight vector. The index of these
neighbors are stored in L = (k1, . . . , kM )T. Then, randomly
select AP deployments xt as the initial population, where
xt ∈ S, t = 1, . . . ,M , and if f1(xt) ≤ Ot store the
corresponding F (xt) as the CFt, otherwise stores the F (xt)
as ∞. Finally, based on experience, set the initial reference
points z∗ = (z1, z2, z3).
2) Update: For the tth sub-problem, we will randomly
chose two indexes ξ and θ from kt, and use xξ and xθ to
generate an offspring yt by using genetic operator. Then, to
update the neighborhood, MOEA/D uses the gte as the indi-
cator to compare the gte(yt|λt, z∗) with all the gte(xi|λt, z∗),
where i ∈ kt. If gte(yt|λt, z∗) is smaller than gte(xi|λt, z∗)
and f1(yt) ≤ Ot, store the CFt = F (yt) in EP if there is no
member of that EP dominates it, and remove all the vectors
dominated by F (yt). If f1(xt) > Ot, set CFt = ∞. During
this process, to update the reference points z∗, if fii(yt) is
smaller zii, where ii ∈ (1, 2, 3), update the zii with fii(yt).
3) Output: After 20 iterations, check whether every cor-
responding [EP.Location] fulfills the constraint stated in
equation (12). Then output the eligible EP.
E. Result Search
After defining all the relative parameters and customizing
the MOEA/D, in this part we search for the optimization result.
As an indicative example, the search result for the section
between FYR and HFS is shown in Figure 4. At the upper part
of Figure 4, there is a 3D figure, and all of the four PO are
marked by red dots. The X-axle, Y-axle and Z-axle represent
Pout max(x), Pout mean(x) and H(x) respectively. As all the
PO have the same value on the Z-axle, for the sake of clarity,
we cast the 3D figure to a 2D one. In this 2D figure, by fitting
the four PO, we can get a solid line, which is referred to as
the PF. This PF assumes an order of results which has only
one objective better than the others.
The overall search result is shown in Table IV, where the
section length, the radius of curvature of the section, AP
candidates number, the spacing between two AP candidates,
the PO AP deployments and the used AP number in the
original planning are illustrated. We can see that the section
with the most AP candidates is between JXA and HYA, in
which 35 locations can be potentially placed an AP; the
section with the least AP candidates is between NNR and
YGR, only 6 locations are raised to potentially place an AP.
To fulfil the users with different types of demands for each
section, we select two PO from the Pareto set to display,
namely minimized AP number preferred (when there are
multiple options, chose the one with a lower mean value
of outage probability) and minimized mean value of outage
probability preferred. The used AP numbers in the original AP
deployments are listed as a contrast. From the bottom line of
Table IV we can see that the used AP numbers, for different
preferred PO, are decreased by 21% and 13% respectively,
which corresponds to a significant reduction in the overall
system cost.
To verify the accuracy of the search result, we select a
section (HZA to HNR) and compare the PF archived by brute
force search (BFS) and MOEA/D. The comparison is shown
in Figure 5. We can see that the result departure between BFS
and MOEA/D is very small. Therefore, the accuracy of the
MOEA/D is deemed to be very good indeed.
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Algorithm 1: Search Algorithm
1 Initialize
2 set EP = [ ];
3 create M sub-problems;
4 generate M evenly spread weight vectors (λ1, . . . ,
λM )T;
5 find the T closest neighbors for each weight vector;
6 store the indexes of the T neighbors of each weight
vector in L = (k1, . . . , kM )T;
7 randomly pick M feasible solutions x1, . . . , xM . For
the tth sub-problem, if f1(xt) ≤ Ot, set the
CFt = F (xt), otherwise set CFt =∞, where
t(∈ 1, . . . ,M);
8 set the initial reference points z∗ = (z1, z2, z3)T;
9 Update
10 for it = 1, . . . , 20 do
11 for t = 1, . . . ,M do
12 randomly chose two indexes ξ and θ from kt;
13 use xξ and xθ as parents to generate offspring
yt;
14 for each index i ∈ kt do
15 if gte(yt|λt, z∗) ≤
gte(xi|λt, z∗)&&f1(yt) ≤ Ot then
16 xi = y
t;
17 CFt = F (y
t);
18 else
19 CFt =∞
20 end
21 for each ii = 1, 2, 3 do
22 if zii ≥ fii(yt) then
23 zii = fii(yt)
24 end
25 for each CFiii ∈ EP do
26 while CFt is dominated by CFiii = false
do
27 add CFt to EP;
28 if CFiii is dominated by CFt = true
then
29 delate CFiii from EP;
30 end
31 end
32 end
33 end
34 end
35 Return
36 for each iiii = [EP.Location] do
37 if f1(x˙iiii) ≥ Ot then
38 delete EP
39 end
40 Output EP;
Fig. 4: Search result for the section between FYR to HFS
Fig. 5: The search result comparison between BFS and MOEA/D
V. OPTIMIZATION RESULT VALIDATION
In this section, we will validate the performance of the
optimized AP deployment by comparing it to the original AP
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TABLE IV: The Overall Optimisation Search Result
Section Length R. of cur. Candidate Spacing Pareto Optimal AP No.
From To (m) (m) Number (m) AP No. prefer. Mean prefer. Original
HZA HNR 726 Straight 13 60 3-9 3-9 3
HNR GYR 923 380 16 60 3-6-11 3-6-11 4
GYR NNR 582 Straight 10 60 3-7 3-7 2
NNR YGR 315 Straight 6 60 2-4 2-4 1
YGR FXA 906 Straight 16 60 4-8-11 4-8-11 4
FXA ZSR 718 Straight 13 60 5-10 5-10 4
ZSR ZYR 849 Straight 15 60 5-8-12 5-8-12 3
ZYR JXA 1353 Straight 24 60 3-10-12-16-24 3-10-12-16-24 5
JXA HYA 2182 350/450 35 60 1-2-5-13-19-26-27-32-34 1-2-5-13-19-27-28-30-31-33 10
HYA DLR 856 Straight 15 60 7-10 7-10 4
DLR FHA 795 Straight 14 60 5-8 5-8 3
FHA GTS 633 350 14 60 1-4-14 2-4-7-11 3
GTS WHC 466 350 9 60 3-5 3-5 2
WHC GDD 1428 350/450 25 60 2-12-15-20-22 2-3-5-6-8-12-16-22-25 8
GDD SYJ 799 Straight 14 60 5-12 5-12 3
SYJ THR 476 Straight 9 60 4-7 4-7 3
THR NYH 1449 Straight 25 60 7-13-16-18-20 7-13-16-18-20 6
NYH WHR 877 Straight 16 60 5-11-15 5-11-15 3
WHR DDM 739 300 13 60 4-7-9 3-5-7-9 3
DDM MGR 524 Straight 10 60 4-7 4-7 3
MGR FYR 551 Straight 10 60 4-7 4-7 2
FYR HFS 558 Straight 10 60 4-7 4-7 3
66 (-21%) 73 (-13%) 84
planning. This validation will be conducted in the integrated
simulation platform [1], [20].
A. Simulation platform
This integrated simulation platform is formed by two parts,
one is the railway simulator BRaVE, and the other one is the
network simulator OMNeT++.
1) Railway traffic simulator: BRaVE is a microscopic rail-
way traffic simulator, developed by the Birmingham Centre for
Railway Research and Education (BCRRE) at the University
of Birmingham. BRaVE has a number of panels, including
traffic, timetable, train run, train type, vehicle, infrastructure,
station, routes, interlocking, junction, maps, models and rules.
By configuring different panels, BRaVE can generate the
railway traffic and simulate the functions of a railway control
system.
2) Network simulator: OMNeT++ is an open source object-
oriented modular discrete network simulation environment. To
accurately validate the AP deployment in DCS, we should
integrate OMNeT++ and BRaVE [40]. In this integrated sim-
ulation environment, the wireless data transmitted and received
between the train and wayside APs in BRaVE will go through
the real-world channel created in OMNeT++; meanwhile,
the data transmission quality in BRaVE is determined in
OMNet++ [1]. The data flow between OMNeT++ and BRAvE
is shown in Figure 6.
Fig. 6: The data flow in the integrated simulation platform
B. DCS performance validation
To prove the optimized AP deployments have a better
performance than the original planning, the optimized and
original AP deployments are simulated between DDM and
FYR, and the simulation results are compared. The DK of
the AP locations in the optimised AP deployment and the
original AP deployment between DDM and FYR are specified
in Table V. Firstly, the optimised AP deployment and the
TABLE V: The AP Deployment Between DDM and FYR
DDM-MGR MGR-FYR
Original K6+822 K6+662 K6+482 K6+008 K5+758
Optimised K6+784 K6+604 K5+999 K5+640
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original AP deployment in the section between DDM-FYR
are configured in OMNeT++ respectively; the layout of these
two AP deployments in OMNeT++ are displayed in Figure 7.
Then, a train service is set up in BRaVE. In this service,
the train departs from DDM station, via MGR station, and
arrives at FYR station. The whole journey takes 112 seconds.
A screenshot of the simulation environment is shown in Figure
8. After finishing all the configurations in OMNeT++ andin
BRaVE, the validation is started. The validation result is
shown in Table VI.
From Table VI we can see that the optimised AP deploy-
ment has a greater mean and minimum signal-to-interference-
plus-noise ratio (SNIR), a smaller mean and maximum BER,
and a better packet error rate (PER), with a reduced AP
number. Therefore, a conclusion is drawn that the optimised
AP deployment is better than the original planning.
VI. CONCLUSION AND FUTURE WORK
A well-planned AP deployment is vital for CBTC systems,
in terms of system reliability and cost. In this paper, by
customizing and adopting an accurate and more efficient
search algorithm MOEA/D, the AP deployment optimization
method proposed in our prior work has been consolidated
and extended to be more practical. By using this extended
optimization method, we optimized the AP deployment in
HML-I, a real-world metro system. The relevant validation
can prove that the optimized AP deployment can achieve a
better data exchange performance than the original planning,
meanwhile, the required AP number is decreased.
It is worthy mentioning that the methodology proposed in
this paper is not just aiming to solve the AP planning problems
in CBTC systems, but could be generic to all other types
of radio-based train control systems with some minor cus-
tomizations, such as the GSM-R based Europe Train Control
Systems (ETCS) and the new generation Long Term Evolution
for Railway (LTE-R) based train control systems. Moreover,
the methodology can also be adapted to the planning work
of the future 5G cellular systems and even the smart rail
mobility designing. The relevant methodology applications
will be extended in our future work.
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