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Abstract
Mechanical behavior of structures made from cementitious materials has been successfully
modeled using non-linear fracture mechanics in recent decades. On the structural scale,
an assumption of homogeneity of the material is valid and well established theories can be
applied. However, if focus is put on phenomena of a similar scale as is the characteristic
size of inhomogeneities of the material, a model which reflects the heterogeneous nature
of the material needs to be applied. This is, indeed, the case for prediction of mechanical
properties of a material based on the knowledge of properties of its constituents and
composition or when focus is put on a single crack and an accurate estimation of its
width.
Similarly, in the case of ordinary portland cement paste, a simple relationship linking
the strength of the cement paste with its porosity was proposed and widely used for
a long time. However, in today’s blended cements, systems with higher porosity and
higher strength at the same time are often found. Thus, the arrangement of the phases in
microstructures plays an important role. These microstructures are highly heterogeneous
and a model for prediction of mechanical properties of the materials needs to be able to
take this complexity into account.
In this thesis, two frameworks for prediction of strengths of cementitious materials are
developed. The first one relates the strength of materials with aggregates with the prop-
erties of the matrix and distribution of aggregates. The second one relates the strength
of cement paste with the properties of cement phases and its microstructure. The frame-
works consist of an experimental part, an identification of material properties from the
experiments and a modeling part based on an approximative discrete particle model.
In the case of mortar and concrete, it is demonstrated that the measured mode-I
fracture properties of the matrix together with fitted ratios of mode-I to mode-II properties
are sufficient to provide estimations of mode-I, mixed-mode and compressive experiments
matching favorably experimental records.
In the case of pure cement paste, it is experimentally observed and numerically verified
that the cracking plays an important role in mode-I as well as compressive experiments.
The approximative particle model extended for materials with heterogeneous matrices
predicts strengths matching favorably experimental records in a qualitative way.
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Resume´
Mekanisk opførsel af konstruktioner lavet af cementbaserede materialer har kunnet mod-
elleres ved anvendelse af ikke-lineær revnemekanik i de seneste a˚rtier. P˚a den strukturelle
skala kan materialet antages homogent, og vel dokumenterede teorier kan anvendes. Hvis
der imidlertid fokuseres p˚a fænomener af en skala sammenlignelig med den karakteristiske
størrelse af materialets inhomogeniteter, er det nødvendigt at anvende den heterogene
natur af materialet. Det er tilfældet n˚ar den mekaniske opførsel ønskes forudsagt med
udgangspunkt i materialets komponenter og deres sammensætning, eller n˚ar fokus er p˚a
en enkelt revne og dens a˚bning.
Tilsvarende for almindelig portlandcementpasta, et simpelt forhold sammenkæder
styrken af cement pastaen med dens porøsitet, og har været accepteret og brugt i lang
tid. Imidlertid findes der ved anvendelse af nutidens blandede cement produkter, højere
porøsitet og højere styrke p˚a samme tid. Det er derfor oplagt at opbygningen af faserne i
mikrostrukturen har en afgørende indflydelse. Disse mikrostrukture er meget heterogene,
og en model for forudsigelse af de mekaniske egenskaber af et s˚adant materiale, kræver at
denne kompleksitet tages i regning.
I denne afhandling udvikles to metoder til forudsigelse af styrken af cement baserede
materialer. Den første metode relaterer styrken af de anvendte aggregater med egensk-
aberne af matrixmaterialet, samt fordelingen af aggregaterne. Den anden metode relaterer
styrken af cement pastaen med dens mikrostruktur og egenskaberne af cement kompo-
nenterne. Metoderne best˚ar hver af tre dele; en eksperimentel del, en identifikation af
materiale egenskaber fra eksperimenterne, og en modellerings del baseret p˚a en approksi-
mativ diskret partikel model.
For de to materialer mørtel og beton, er det demonstreret at de m˚alte mode-I brudegen-
skaber af matrix materialet sammen med et forhold mellem mode-I og mode-II egenskaber
er tilstrækkelig til at leverer estimater af mode-I, mixed-mode and tryk eksperimenter,
som matcher eksperimentelle resultater overbevisende. I tilfældet med rent cementpasta,
er det eksperimentelt observeret, og numerisk verificeret, at dannelsen af revner spiller en
afgørende rolle i mode-I lige som for tryk eksperimenterne. Den approksimative partikel
model udvidet for materialer med heterogene matricer, forudsiger styrker som overbe-
visende stemmer over ens med eksperimentelle resultater p˚a en kvalitativ ma˚de.
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Introduction and Summary
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Chapter 1
Introduction
Nowadays, concrete is the material produced in the largest amount worldwide. With its
world annual production of over 10 000 million tonnes, concrete is produced in higher
quantity than other materials all together. That is caused by its outstanding properties
and low prize. The concrete is an easy accessible material since raw materials for its man-
ufacturing can be found almost everywhere and can be processed with reasonable energy
consumption which makes concrete the cheapest structural material available. Further
advantage of concrete lies in its transportability and constructibility, when all necessary
compounds can be moved using the most common means of transport and mixed together
with water to build the final material at the construction or prefabrication site. Concrete
is able to fill forms of nearly any shapes and sets and hardens at room temperature. In
addition, if well built, concrete structures can survive for centuries. Though the cement
production is responsible for approximately 5-7% of man made CO2, concrete is, compared
to other construction materials, sustainable as well. Energy consumption for production
of one tonne of concrete based on a common portland cement is about 600 MJ, while
for the same amount of steel is, even if production from the scrap is considered, about
11 000 MJ/t. One can object to different strength of steel and concrete, but still several
times lower amount of energy is consumed to build a structural member with the same
load bearing capacity from the concrete than from the steel.
Concrete consists of two basic compounds: an aggregate skeleton and cement paste
acting as a binder. The aggregates present in concrete vary in size from fine sands to
coarse gravels to achieve optimal space filling and resulting mechanical performance. The
cement paste is formed by cement, water, air and optionally by admixtures and additives.
Even though concrete has been the most widely used material for long period of time and
its composition is not so complicated, at least at the first sight, mechanisms taking place
during setting, hardening and life-time of the material and their influence on mechanical
properties are still insufficiently explored.
Two major obstacles against intensification of the knowledge about concrete can be
identified: The first one results from a characteristic of the building industry itself. Since
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every major structure is unique - build from different (local) materials, located in a differ-
ent climate, built under different standards etc.- there is not enough resources for a deep
research and design for every single structure as is the case e.g. in the car industry where
a huge number of identical products is made. In structural engineering, more emphasis
is given on experience and consequently heavily simplified relationships are often used in
the design of structures. Such an approach proved to be sufficient and correct for most
structures built in the past. However, during the last decades, limits of such an approach
has been reached. With the development of new materials and more advanced struc-
tures where the experience is missing, material research and modeling start to play an
important role. The second major obstacle is the complexity of the material. As already
mentioned, concrete is a mixture of aggregates, water and cement. Properties of all these
compounds influence the final properties. All of these compounds differ from one place to
another. To make things even more complex, the properties of the cement paste depend
on the way the hydration took place - moisture, temperature, mixing conditions etc. Even
after the setting and hardening the material properties keep developing, depending on the
chemical composition of the cement paste and conditions of the environment. Mechanical
properties also varies in time - same loading for a short period of time gives a different
response compared to the longer one. All these effects complicate significantly the ex-
change of knowledge between different research teams as well as between the research and
industry.
Due to the complex nature of cementitious materials, everyday practical design covered
by codes is heavily simplified and only a few material parameters - usually compressive
strength and elastic modulus - are needed for the design. Codes provide simple analyti-
cal relationships between the measured properties and other important properties based
mostly on the experience with ”simple” systems containing Ordinary Portland Cement
(OPC). However, recent cements are mostly blended and contain often various Supple-
mentary Cementitious Materials (SCMs) that have significant effect on the hydration
process as well as on the formation of the microstructure of the material. The simple
empirical, analytical relationships cannot cover such a wide variety of materials and mix-
tures. Thus, numerical models that can capture the complex heterogeneous nature of the
cementitious materials are therefore needed.
The importance of the microstructure on the properties of cementitious materials is
demonstrated in the following example: The compressive strength of mortars with OPC,
fc, is assumed to be indirectly proportional to the porosity, p, and
fc = fc(1− p)3
is assumed (Powers & Brownyards 1948). However, such a relationship cannot be used
for cements with SCMs. Many materials with higher porosity compared to the OPC
and with higher strength at the same time are reported in literature (Ramezanianpour
& Malhotra 1995, Hossain & Lachemi 2007). Figure 1.1 shows the relation between
the compressive strength and total porosity for different system. It can be seen that, for
4 Department of Civil Engineering - Technical University of Denmark
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example, the strength around 100 MPa is reached for systems with overall porosity around
0.05 but also for systems with the porosity around 0.2 even thought material properties
of phases are similar. Therefore, various arrangements of phases are responsible for such
a difference.
Figure 1.1: Relation between compressive strength and overall porosity for different sys-
tems. From (Bishnoi 2008).
, Similar discrepancies can be found when the time-related performance is investi-
gated. For the case of OPC, the longer time and higher degree of hydration, the better
mechanical properties. Opposite trends in long-term properties evolution were observed
for some blended cements (Khatri, et al. 1995). Durability of the systems with SCMs
is very sensitive to the dosage and the type of the SCM used and the relationship be-
tween the compressive strength, dosage, porosity etc. is much more complex compared
to the systems with OPC (Toutanji, et al. 2004). Micro-structural modeling and models
capable of incorporating the actual microstructure and the phase arrangement are keys
to understand the differences between the materials.
The thesis focuses on the fracture mechanical properties since the crack formation and
propagation in cementitious materials are one of the major mechanisms influencing the
strength as well as the durability of the material and structures, respectively. Models for
fracture propagation on the structural scale where concrete can be considered homoge-
neous are well established. However, once the focus is put on phenomena on a scale similar
to the size of aggregates or structural details, the heterogeneity of the material starts to
play an important role and cannot be neglected anymore. The crack formation at the
scale of aggregates is directly linked with the durability of the material since it influences
transport properties. Therefore, models capable of predicting the fracture process at this
scale are of an utmost importance.
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Similarly, limits of the models formulated for homogeneous materials are reached once
cement paste is studied. At the level of cement paste phases, the material is highly het-
erogeneous with phases ranging from a significant amount of porosity to stiff unhydrated
grains of clinker. It is self-evident that the arrangement of the phases will play a crucial
role and models capable of incorporating of the geometrically explicit heterogeneity of the
material are therefore necessary.
This Chapter is organized in the following way: Section 1.1 reviews briefly theories
and approaches used to asses the crack propagation in cementitious materials and points
out the main challenges in the application of fracture mechanics for prediction of the
properties of cementitious materials. Section 1.2 describes objectives of this work and
Section 1.3 outlines the structure of the thesis.
1.1 Fracture Mechanics - Theories and models for concrete
In the current codes for the design of concrete structures, the load bearing capacity of
a structure is governed by a strength criterion. The compressive strength of concrete
is measured in a force-driven compression test and the value is then used according to
codes. Consequently, the materials shown in Figure 1.2a)-c) would be treated as the same
material since the peak load is the same for all of them. In real structural applications,
however, the difference will be significant. A structure made from the material charac-
terized by the working diagram a), e.g. glass or concrete in large-scale structures, would
collapse immediately after the deformation corresponding to the strength will be reached.
In contrary, the same structure made from material b), e.g. steel, would show high de-
formations under the same load and dissipates energy which increases the safety of the
structure. The response of a structure made from material c), e.g. concrete in ordinary
structures or ceramic, is somewhere in between. In order to be able to distinguish between
such materials an energy criterion needs to be formulated instead. Fracture mechanics is
therefore a useful tool providing a better estimation of the ultimate load bearing capacity
of a structure compared to a modeling approach applying a strength criterion.
In real-life applications of the structural concrete, however, the deterioration of the
material due to an internal or external environment (e.g. delayed ettringite formation,
sulfate attack or corrosion of reinforcement, alkali-silica reaction etc.) are often more
severe limiting factors for the structural use than the load bearing capacity itself. Such
phenomena are caused or accompanied by cracking. Thus, having a better estimation
of crack widths, shapes and connectivity potentially improves the design and reduces
both primary costs related to the construction as well as secondary costs related to the
maintenance of the structure. Fracture mechanics can provide much useful information
on the crack formation and propagation.
Last but not the least, strength of a heterogeneous material like concrete depends on
processes and properties of materials on various scales. Fracture mechanics provides a
solid background for multiscale models bridging the different scales.
6 Department of Civil Engineering - Technical University of Denmark
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Figure 1.2: Response of samples from different materials: a) brittle material, b) elasto-
plastic material and c) quasi-brittle material. After (Karihaloo 1995).
1.1.1 Linear elastic fracture mechanics
It is well known that a large discrepancy exists between the theoretically predicted and
measured tensile strength of brittle materials. The first satisfactory description the be-
havior off brittle materials was given as long ago as 1920 by Griffith (Griffith 1920). Based
on the analysis of a thin plate with a sharp crack loaded by a remotely applied stress,
Griffith found that the tensile strength of brittle materials is determined by presence of
flaws. He pointed out that stresses tend to infinity near the crack tips regardless how
small the applied stress is. Therefore, the fracture process of brittle materials cannot be
governed by any strength criterion. He showed that a certain amount of potential energy
needs to be accumulated in the system and consequently released to crack tips to create a
new cracked area. From this energetical equilibrium, the formula for the remotely applied
constant stress, σc, needed for the further crack propagation was derived as:
σc =
√
EGc
pia
, (1.1)
where E is the Young’s modulus, a is the initial crack length and the critical energy
release rate, Gc, is a new material parameter. This parameter is called the toughness of
the material, and stands for the energy required to create a unit area of the new cracked
surface. The Eq.(1.1) provides the criterion for the crack growth. If the remotely applied
stress, σ, is lower than σc, the potential energy accumulated in the system is too low and
no cracking occurs. However, if σ ≥ σc cracking propagates in catastrophic manner, until
σ < σc is reached again.
In the fifties, Irwin (Irwin 1957) discovered that the singular stress field near sharp
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crack tips always exhibits the same asymptotic behavior for all components of the stress
independent on the shape of the elastic body, boundary conditions or loading. The stress
state near the crack tip is called r−
1
2 asymptotic field with r being a distance from the
crack tip. This solution is valid for r << a only. An arbitrarily loading state can be
decomposed into three basic states introduced by Irwin based on the deformation state
at the crack tip; mode-I, mode-II and mode-III, see Figure 1.3 for an illustration. Mode-I
I IIIII
Figure 1.3: Decomposition of a loading state into three basic deformation modes as in-
troduced by Irwin.
corresponds to the case investigated by Griffith. The analytical solution can be found
for stresses and deformations for the three modes. The solution is available in polar
coordinates with origin at the crack tip and with coordinates r and θ defined as the angle
between the crack plane and the investigated direction. For mode-I loading, the following
solution for stresses and displacements can be derived:
σ11 =
KI√
2pir
cos
θ
2
(
1− sin θ
2
sin
3θ
2
)
σ22 =
KI√
2pir
cos
θ
2
(
1 + sin
θ
2
sin
3θ
2
)
σ12 =
KI√
2pir
cos
θ
2
sin
θ
2
sin
3θ
2
(1.2)
u =
KI(1 + ν)
E
√
2r
pi
cos
θ
2
(
κ− 1
2
+ sin2
θ
2
)
v =
KI(1 + ν)
E
√
2r
pi
sin
θ
2
(
κ− 1
2
− cos2 θ
2
)
,
where ν is Poisson’s ratio and κ = (3 − ν)/(1 + ν) for plain stress and κ = (3 − 4ν)
for plain strain conditions; KI is the so-called stress intensity factor which depends on
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specimen geometry, loading condition (in terms of a nominal stress) and the square root
of crack length. Irwin postulated that the crack growth in the mode-I will occur when KI
reaches the critical value, KI = KIc. The value of KIc is a constant material parameter
called fracture toughness. For the geometry and loading investigated by Griffith, critical
value of the stress intensity factor for mode-I loading can be expressed as
KI = σ
√
pia . (1.3)
The crack starts to propagate when the critical stress, σc, and the critical stress intensity
factor
KIc = σc
√
pia (1.4)
are reached, respectively.
By inserting of the Eq.(1.1) to the Eq.(1.4), one can easily find that the Griffith’s
global energy criterion and Irwin’s local stress criterion at the crack tip are essentially
identical and that
K2Ic = E
′Gc .
with E ′ = E for plane stress and E ′ = E/(1 − ν2) for plane strain. However, since
it is much easier to determine critical stress intensity factor from experiments, Irwin’s
approach is usually preferred over Griffith’s one and hand books for the stress intensity
factor determination can be found, see e.g. (Tada, et al. 1985). Similar equations and
relations for remaining two modes, mode-II and mode-III, can be found in the original
work of Irwin (Irwin 1957).
1.1.2 Nonlinear fracture mechanics
The Linear Elastic Fracture Mechanics (LEFM) presented by Griffith and Irwin is capable
of predicting the behavior of brittle materials very well. However, this theory, with stresses
tending to infinity near the cracks tips, is in discrepancy with natural condition of stress
limitations given by the tensile strength of the material. The infinite stresses also violate
assumptions of small strains assumed by the linear theory of elasticity. Further, the
proposed theory assumes that the energy is dissipated at one point while the bulk of the
body remains elastic. For many materials, however, the dissipation takes place in a zone
comparable to the size of the structure and the assumption of the dissipation at the single
point needs to be abandoned. This problem might be overcome allowing smooth crack
faces closure, as proposed by Griffith (Griffith 1920). The first attempt to include cohesive
forces closing the crack smoothly was done by Barenblatt (Barenblatt 1959, Barenblatt
1962) who assumed that large cohesive forces of unknown distribution act in a small
region, the so-called cohesive zone, near the crack tip. Later, Dugdale (Dugdale 1960)
suggested a similar approach with cohesive forces acting in a narrow cohesive zone for
elasto-plastic materials. Due to the yield limit and high ductility of such materials the
distribution of cohesive forces could be determined. The cohesive forces were distributed
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uniformly and equal to the yielding stress. Irwin (Irwin 1957) drafted a rough estimation
of the zone where the dissipative processes takes place, the so-called Fracture Process
Zone (FPZ), Lp. The maximum stress was assumed limited by the tensile strength, ft,
and Lp was derived as
Lp =
1
pi
K2Ic
f 2t
=
1
pi
E ′Gc
f 2t
.
When the length of the FPZ, Lp, is small compared to the characteristic dimension of the
structure, the assumptions of the LEFM are not violated and the LEFM can be used. In
other cases, however, more general nonlinear theories need to be employed. Figure 1.4
shows the evolution of the nonlinear region and the FPZ for materials from Figure 1.2.
One can see that in the brittle material both the nonlinear region and the FPZ can be
considered negligibly small compared to the the specimen. In the elasto-plastic material
a nonlinear (plastic) zone occupies significant area of the specimen while the FPZ zone
still remains small. In the case of a quasi-brittle material, lengths of both zones are
comparable to the size of the specimen and therefore cannot be neglected.
c)
N
F
a) b)
F
N
F
N
Figure 1.4: Evolution of nonlinear and fracture process zones in different materials: a)
brittle material, b) elasto-plastic material and c) quasi-brittle material. After (Karihaloo
1995).
1.1.3 Fracture mechanics for concrete and mortar
As pointed out in the last paragraph, the size of fracture process zone, Lp, compared to
a characteristic dimension of the sample or structure determines whether the linear or
nonlinear theory should be used to obtain accurate predictions of the behavior. If all
the energy dissipated in cracking takes place in a small FPZ which can be considered
as a material point, LEFM is applicable. This is, unfortunately, the case only for very
large concrete structures such as gravity dams. For the majority of concrete or mortar
applications, the aforementioned assumption is not valid and nonlinear fracture mechanics
has to be used instead.
In Figure 1.2c) it can be seen that even before the peak load a nonlinear response
occurs. This is due to microcracking of the cement paste or mortar, caused by stress
concentrations due to different stiffnesses of aggregates and cement paste. When the
10 Department of Civil Engineering - Technical University of Denmark
1.1 Fracture Mechanics - Theories and models for concrete Introduction
peak load is reached, inelastic deformations localize into one main crack that starts to
propagate. A softening branch of the load-displacement diagram is then affected mostly
by bridging tractions of aggregates and by the crack path tortuosity resulting from the
heterogeneity of the material, see Figure 1.5. Thus it is evident that the more heteroge-
σ(ε)
t
micro−
cracking
bridging traction free
crack
f
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Figure 1.5: Fracture propagation in concrete - microcracking, bridging of aggregates and
tortuosity of the crack path. After (Karihaloo 1995).
neous the system the longer fracture process zone. Karihaloo (Karihaloo 1995) compares
typical lengths of FPZs for commonly used cementitious materials. The FPZs range from
Lp = 5 − 10 mm for cement paste, through Lp = 200 − 500 mm for normal strength
concretes up to Lp = 700 mm for dam concretes with 38 mm aggregates.
The first nonlinear fracture theory suitable for concrete was developed by Hillerborg
(Hillerborg, et al. 1976). His model, the fictitious crack model, as well as those of Baren-
blatt and Dugdale, relies upon the smooth crack closure eliminating the energy dissipation
at the crack tip. The term fictitious is used to underline the fact that ahead of the real,
stress free crack, an artificial crack is supposed to be present and to transfer certain stresses
causing the smooth crack closure. Unlike the Dugdale’s model, the bridging stresses are
not constant. The magnitude of the closing stress depends on the crack opening, w, and
increase from zero at w = wc to ft at w = 0. Moreover, unlike the Barenblatt’s model, the
size of fracture process, Lp, does not need to be small compared to the crack length and
the specimen size. As was previously pointed out, the crack propagation in the fictitious
crack model is governed by the relation between the crack opening, w, and the magnitude
of the bridging stress, σ(w). This relationship, see Figure 1.6b), is called the softening
curve or the Traction-Separation Law (TSL). The fracture behavior of quasi-brittle mate-
rials is consequently described by two independent parameters instead of one parameter
as in the case of the LEFM. These parameters can be e.g. softening curve and the fracture
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energy, Gf , defined as
Gf =
∫ ft
0
w(σ) dσ =
∫ wc
0
σ(w) dw (1.5)
where ft is the uniaxial tensile strength and wc denotes the critical crack opening dis-
placement at which the crack becomes stress-free. Consequently, the material modeled
by the fictitious crack model is governed by the linear elastic law, see Figure 1.6a), until
the tensile strength is reached and by the TSL, Figure 1.6b), afterwards.
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Figure 1.6: Constitutive law for the fictitious crack model.
Typically, at the structural scale, concrete is consedered as a homogeneous material
and the TSL does not distinguish whether the bridging stress originates from microcrack-
ing in pure cement paste, aggregates debonding, crack branching or fiber cross-bridging or
other effects; the TSL describes its averaged resulting actions on the current material scale
only. The assumption of homogeneity determines both advantages and limitationsiof this
approach. Figure 1.7 schematically depicts the TSL as the average of mechanisms taking
place on different scales in the material. In reality, each computer simulation is limited by
a certain minimal resolution, wlim, in the displacement solution. There is always a certain
amount of dissipated energy on displacement levels lower than wlim of the solution which
violates the assumption of smooth crack closure and KI 6= 0. The total dissipated energy
equals then
Gf = Gw +GKI ,
where Gw denotes the energy dissipated in the cohesive crack defined by Eq. (1.5) and GKI
stands for energy dissipated at the crack tip. The ratio between Gf and GKI determines
whether the fictitious crack model or a more general Bridged Crack Model (BCM) should
be used. Stang (Stang, et al. 2007) shows that up to 0.05, the error introduced by
neglecting of GKI is acceptable. Since the fracture energy of normal concrete is around
100 J/m2 and the fracture energy of a common cement paste about 5 J/m2, this limit is
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usually met. In other cases with higher Gw to GKI ratio, however, the BCM needs to be
employed. The BCM considers both sources of the energy dissipation. Figure 1.8 shows
stress distribution in the vicinity of the crack tip for LEFM, the Hillerborg’s FCM and
the BCM.
Ic
σ
log wwlim
resulting cohesive law
energy
goes
to K
Figure 1.7: Traction separation law as an average of multiscale processes.
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Figure 1.8: Stress distribution in the vicinity of the crack tip for : a) linear elastic
fracture mechanics, b) fictitious crack model and c) general bridged crack model. After
(Karihaloo 1995).
1.1.4 Models for heterogeneous materials
The nonlinear models for fracture propagation in concrete based on the fictitious crack
model assume homogeneous and elastic effective material properties for the bulk behavior
and averaged relationships between the crack width and the bridging stress. Utilization of
such models is well established and the models are available in many commercial numerical
computer codes for structural analysis. Such models, however, have several limitations
resulting from their assumptions. Models based on the averaged elastic and non-elastic
properties cannot simulate effects on scales similar to the size of heterogeneities of the
material such as micro-cracking prior to the formation of the main crack, crack branching
or aggregates bridging. Similarly, if simulations of complex loadings are of interest, for
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example non-proportional, mixed-mode experiments (Jacobsen, et al. to be published),
complicated material laws introducing mode-I and mode-II coupling, shear dilatancy and
related sensitivity to confining stresses etc. are needed. These parameters, however, often
lack sound physical background and are used as fitting parameters of such models.
Several models going beyond the assumption of homogeneity of the material and at
the same time capable of simulating the global behavior of real-sized concrete specimens
have been proposed. Since the heterogeneous microstructure responsible for most of the
complexity of the concrete behavior is already modeled in such models, simpler material
laws can be used and the models are more robust. In contrary to the models assuming
homogeneous material, the heterogeneous models are capable of providing more reliable
information about processes on the scale similar to the scale of heterogeneities. This can be
used with advantages in up-scaling of the fracture propagation. Down-scaling, i.e. focus-
ing on the meso-scale processes in a global simulation can lead to better estimation of the
local crack propagation which is of a special importance for coupled transport-mechanical
models (Idiart, et al. 2007, Idiart, et al. 2009) where the crack widths predicted by a
homogeneous model will be overestimated compared to a heterogeneous model capable of
predicting the crack branching and microcracking.
Assuming concrete to be a two phase composite material consisting of aggregate in-
clusions in mortar matrix and applying the frameworks of the fictitious crack model and
Finite Elements Method (FEM) to the phases reaches the limit of the computational power
very soon, since one dm3 of an ordinary concrete contains several thousands of aggregates
larger than 4 mm. Therefore, some simplifications have to be made. One of the ways
to reduce the computational demands while still maintaining the framework of contin-
uum mechanics and FEM is based on considering the largest aggregates only (Caballero,
et al. 2006). Another possibility is a discretization of the material and interactions of its
phases (Schlangen & van Mier 1992, Bolander & Saito 1998, Rots, et al. 2008, Karihaloo,
et al. 2003, Zubelewicz & Bazant 1987, Adley & Sadd 1992, Cusatis, et al. 2006). The
models for fracture propagation in heterogeneous materials are discussed in Chapter 3 in
a greater detail.
1.2 Objectives
As discussed in the introductory part of this Chapter, the heterogeneity of cementitious
materials influences significantly fracture propagation and therefore plays an important
role once processes on the scale similar to the size of heterogeneities are studied. However,
once the heterogeneities are explicitly modeled, the computational demands rise rapidly.
Several models based on various simplifying assumptions can be found in the literature for
modeling of the effect of aggregates in concrete. However, applicability of the models to
practical tasks and the way of retrieving input parameters from experimental data needs
to be investigated. Further, it is necessary to develop a similar framework of testing
and modeling at the scale of cement paste that would provide a tool to predict strength
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properties of the cement paste based on its microstructure and measured properties of
the phases.
Thus, the objectives of the present work are the following:
• Critical review of models for fracture propagation in heterogeneous materials on the
scale of concrete and mortar with respect to their practical applicability (measuring
of material properties, possibility to simulate real-sized specimens etc.).
• Development and verification of a framework for the prediction of crack propagation
in concrete and mortar from experimental work and material parameters identifica-
tion to the simulations of fracture propagation in real-sized specimens.
• Verification of the developed framework against experimental data.
• Extension of the developed framework to the scale of cement paste and predicting
the compressive and tensile limit of the cement paste based on its microstructure
and measured properties of phases.
1.3 Outline
The thesis is organized in the following way:
• Material models for fracture propagation in homogeneous materials and applications
of such models in the identification of material properties from experiments are
discussed in Chapter 2. Details on the hinge model-based inverse analysis of mode-I
fracture tests are provided in Paper I. Application of optical deformation analysis
system on wedge splitting test and its inverse analysis in discussed in Paper II.
• Models for fracture propagation in heterogeneous materials are critically reviewed
in Chapter 3.
• Selected particle model is described in Chapter 4 together with its applications for
cementitious materials with aggregates. Paper III shows a detailed comparison of
a lattice model with particle model applied for simulation of a non-proportional
mixed-mode test.
• Chapter 5 together with Paper IV introduce the proposed framework for predicting
the strength properties on scales of mortar and concrete. The application of the
framework for pure cement paste is discussed in the second part of the Chapter
with details and comparisons with other methods provided in Paper V.
• The work is concluded in Chapter 6.
• Description of experimental part of the work - materials and preparation of samples,
test setups, data acquisition and treating is provided in Appendix A.
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Chapter 2
Cohesive Zone Models
2.1 Introduction
As mentioned previously, crack propagation in heterogeneous materials such as cementi-
tious materials is a very complex process. In front of the stress-free crack, a region when
nonlinear mechanisms occur is located. Due to cracks presented in concrete even before
the external mechanical load is applied and due to stress concentrations resulting from the
heterogeneity of the material, the microcracking occurs ahead of the crack tip even before
the macroscopic tensile strength is reached. The microcracks join in the most loaded
region and form a macrocrack. The consequent gradual loss of the load bearing capacity
is then a result of aggregates bridging, crack branching, crack tortuosity and shearing.
Hillerborg (Hillerborg et al. 1976) made the first attempt to describe such a behavior. His
model, the Fictitious Crack Model (FCM), projects all aforementioned effect into a single
fictitious crack and postulates the relationship between the average bridging stress and
the average crack opening, the TSL. The material is assumed to behave linearly elastically
until the macroscopic tensile strength is reach. Then the response is governed by the TSL,
see Figure 1.6.
2.2 FEM Implementation
This Section describes briefly the most common numerical implementations of the FCM.
2.2.1 Cohesive interface elements
The most straightforward finite elements implementation of the FCM are interface cohe-
sive elements. The cohesive interface elements are placed at the region (a line in 2D or
a plane in 3D for mode-I) where the crack propagation is expected. The simplest imple-
mentation based on a penalty stiffness approach is described e.g. in (Xie & Waas 2006).
A one dimensional cohesive zero thickness interface element connecting nodes i and j of
a finite element mesh is assumed (see Figure 2.1). Initially, the element behaves linearly
17
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Figure 2.1: Simple interface cohesive element.
elastically with initial penalty stiffness proportional to the area of element A = lt, where
t is out of plane thickness in the given example and l is spacing of nodes of the finite
element mesh. The forces transfered by the element can be expressed as
fij = Kijdij (2.1)
where
Kij =
[
Kij −Kij
−Kij Kij
]
and dij = {di, dj}T , (2.2)
where Kij is the penalty stiffness and di and dj are nodal displacements of the nodes i
and j in the normal direction of the cohesive element obtained from the solution of the
global system of equations of equilibrium in the current iteration. The penalty stiffness
is a compromise between ensuring negligible deformation of the zero thickness element in
the elastic mode and numerical stability of a solver of the global system of equations of
equilibrium. Usually, the penalty stiffness of 102EA to 103EA, where E denotes Young’s
modulus of the bulk material, is considered. When the tensile strength of the material, ft,
is reached, the stiffness of the element is modified according to the current deformation
of the element. The normal opening of the element, δ, can be approximated by
δ = di − dj. (2.3)
A bridging stress, σ(δ), is determined from the traction separation law for δ. The element
stiffness, Kij, is then computed as
Kij =
σ(δ)A
δ
. (2.4)
Advantages of the interface elements are readily observed. Since the crack path is
defined a priory, the re-meshing is not necessary. The interface cohesive element is very
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simple and can be easily added to an existing FE code. Further, the simple interface
element can be easily extended to account for shear or coupled normal-shear softening
(see (Walter & Olesen 2008)). Since the crack path is predefined and the bulk of the
structure or specimen is modeled using linear elements, there is no risk of localization
problems and the model allows modeling of materials with strain hardening - for example
fiber reinforces concrete.
The main disadvantage, beside numerical issues related to the rapid change in stiffness
of elements requiring small increments, is the predetermination of the crack path. Since
the crack path is known (in the scope of the presented model) for mode-I or cracking
at the interface of different materials only, this model cannot be used for general crack
propagation under mixed mode conditions.
2.2.2 Crack band model
The necessity of the definition of the crack path a priory and the fact that the real fracture
process takes places in a zone of a certain width rather than a plane led to the creation of
the crack band model by Bazˇant (Bazˇant 1976) and to further improvements by Bazˇant
and Cedolin (Bazˇant & Cedolin 1979) and Bazˇant and Oh (Bazˇant & Oh 1983). The
width of the band, h in Figure 2.2a), is a new material property. Since the effect of the
cracked is smeared over the finite width, the traction separation law can be formulated in
terms of strain, Figure 2.2b), which is convenient for the FE simulation.
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Figure 2.2: Crack band model: a) crack smeared over a band of width h and b) constitutive
law.
The crack band model has the advantage that the crack pattern does not need to be
defined a priory. The cracking starts at the element which reaches the tensile strength
first and further propagation is governed by the state of the stress and mesh orientation.
The mesh dependency is significantly reduced in the rotating crack model (K.Gupta &
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Akbar 1984) and even more in the rotating crack model with transition to scalar damage
(see (Jira´sek 2006b, Jira´sek 1998) for comparison of the models). Since the mesh path
is not know a priory, re-meshing is often used during the computation to increase the
accuracy of the solution. This leads to increased computational demands, especially in
3D.
2.2.3 Mesh independent implementations
The necessity of the re-meshing needed for a general crack path and accurate FEM dis-
cretization was overcome by the eXtended Finite Element Method (XFEM) (Belytschko
& Black 1999). In the XFEM implementation of the cohesive zone models, the enrich-
ment of basis functions of elements for the a jump in the displacement field representing
the crack ensures that the direction of the crack propagation is independent on the FE
mesh (Mougaard, et al. 2010). The strength of the XFEM implementation of the FCM is
demonstrated e.g. in (Unger, et al. 2007) where a simple mesh is used for the simulation
of a complex crack path in a mixed-mode experiment.
Another application of the XFEM is demonstrated in (Xiao & Karihaloo 2007). The
finite elements at the crack tip were enriched with functions relating displacements to the
asymptotic analytical of the displacements around the crack tip of a cohesive crack which
led to improvements in the accuracy of simulations.
2.3 Identification of material properties of the fictitious crack
model
The mode-I material parameters of the FCM and its variants are usually obtained by
finding a combination of the parameters giving a simulation matching favorably an exper-
imental record. In order to make both the simulation as well as the experiment as simple
as possible, the position of the crack is usually predefined by a notch. In a structure or
specimen with a large enough notch, all the non-elastic behavior can be considered to
take place at the plane of the notch and can be easily modeled using the interface element
approach within the scope of the FEM. However, in such an approach the entire structure
is modeled relatively detailedly (finite elements outside the plane of the notch) which
increases the computational time. The computational demands can be decreased by the
static condensation of some DOFs outside the FPZ, see (Carpinteri 1989). An alternative
approach reducing the computational costs lies in modeling of the parts outside the FPZ
analytically. This allows formulations of simple and computationally inexpensive models
delivering accuracies comparable to the full FEA (Østergaard 2003).
In Sections 2.3.1 and 2.3.2, two semi-analytical models are introduced and their ap-
plications for the inverse analysis of simple mode-I fracture experiments is discussed in
Section 2.4.2.
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2.3.1 Hinge model
The semi-analytical method for mode-I fracture propagation is based on the hinge model
developed by Ulfkjær et al. (Ulfkjær, et al. 1995) and improved by Olesen (Olesen 2001)
for elements loaded with a combination of the bending moment and the normal force. The
advantage of the original hinge model is that it provides a closed-form analytical solution
for the Crack Opening Displacement (COD) for a given load of the hinge, assuming
linear elastic material behavior with a multi-linear TSL. The hinge model is based on
the assumption that the presence of the crack changes the stress and the strain field only
locally while the rest of the structure remains unaffected. Using the closed-form formula
instead of the FE discretization is reflected by the reduction of the computational costs.
Even though the hinge model is capable of providing a closed-form analytical solution for
any piece-wise linear TSL, derivation of an analytical solution for a more than bi-linear
TSL and its implementation would be very complicated. Therefore a semi-analytical
approach, with iterative neutral axis position assessment is employed in the work described
in Paper I. This modification allows us to involve both the multi-linear TSL and the multi-
linear elastic behavior of the undamaged material in the computation with only a tiny
increase in the computation costs in the global iterative scheme. The hinge model is
suitable for simulation of a mode-I fracture test where the cracked cross-section is loaded
by a combination of bending and normal load. Figure 2.4a) shows incorporation of the
hinge model in two different test specimens.
The crack propagation is modeled through incremental layers of spring elements within
the rigid element boundary allowed to rotate and translate to ensure compatibility with
the bulk of the structure modeled with classical elastic beam theory, see Figure 2.3 for
illustration. For a given Crack Mouth Opening Displacement (CMOD), internal forces
transfered by the hinge depend on the angular deformation of the hinge, 2φ in Figure 2.3,
and on the normal force transfered by the hinge determining the position of the neutral
axis, y0 in Figure 2.3. The internal forces and deformations of the specimen can be
expressed analytically once 2φ and y0 are known. The hinge model simulation of the mode-
I crack propagation is carried out as follows: For every recorded or prescribed CMOD,
the angular deformation, 2φ, and the position of the neutral axis, y0, are determined
numerically in a such way that the analytically computed load is in equilibrium and the
analytically computed deformations equal the recorded or prescribed ones. All the details
can be found in (Olesen 2001, Østergaard 2003) for the bi-linear TSL and in (Skocˇek &
Stang 2008) for a general multi-linear TSL.
2.3.2 Back analysis approach
An alternative type of a semi-analytical model for mode-I fracture propagation in cross-
sections loaded by the combination of bending moment and normal force, called ”back
analysis” (Casanova 1995) is used at Lafarge Centre de Recherche for evaluation of com-
mon fracture tests. The back analysis approach assumes that the material behaves elas-
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Figure 2.3: The hinge model geometry and assumed stress distribution.
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Figure 2.4: The hinge model for wedge splitting test and three point bending test.
tically with Young’s modulus E up to the tensile strength, ft. Then the TSL governs
the response of the material. The TSL is assumed as a set of stress-COD pairs, σBA(w).
The shape of the TSL can be arbitrary, including hardening or even compressive stresses.
Triangular crack shape is assumed, see Figure 2.5.
For a given CMOD, the stress in the cracked cross-section can be divided into two
parts. The first part is the elastic stress
σelx (y) = Eχm(αnh− y),
where χm stands for the curvature of the cross-section, αn is the relative height of the
neutral axis, h height of the cross-section and y denotes the vertical coordinate, see
Figure 2.5. The stress bridging the formed fictitious crack of length αh is the second part
of the stress, σwx (w). Similarly, the normal force N = N
el + Nw and bending moment
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Figure 2.5: Scheme of the model assumed by the back analysis approach.
M = M el +Mw, where
N el =
∫ h
αh
σelx (y) dy =
Eχmth
2
2
[(1− αn)2 − (αn − α)2]
Nw =
αht
w0
∫ w0
0
σwx (w) dw
M el =
∫ h
αh
σelx (y)y dy =
Eχmth
3
3
[(1− αn)3 − (αn − α)3] + hαnN el
Mw = αhN el − (αh)
2t
w0
∫ w0
0
σwx (w)w dw, (2.5)
where t stands for the thickness of the specimen and w0 for opening of the crack at
y = 0 which corresponds to the measured CMOD. To link the crack opening w0 with the
curvature χm, the following kinematic relation is assumed (Casanova 1995):
w0 = (χm + 2χel)
2(αw)2
3
,
where χel = M/EI stands for the equivalent elastic curvature of uncracked cross-section
loaded with moment M and I = 1
12
th3 is the moment of inertia of the uncracked cross-
section. Supposing sufficiently fine discretization of the load-CMOD points, integrals on
the right hand side of Eq. (2.5) at i-th step can be computed using trapezoidal approxi-
mation such as∫ wi
0
σwx (w) dw ≈
∫ wi−1
0
σwx (w) dw +
σwx (wi) + σ
w
x (wi−1)
2
(wi − wi−1) (2.6)
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Substituting Eq. (2.6) to Eq. (2.5) one can express Nw,i and Mw,i as
Nw,i = Nw,i−1
αiw0
αi−1w
+
αith (σwx (wi) + σ
w
x (wi−1)) (1− w0w )
2
Mw,i =
(
αiw0
αi−1w
)2
Mw,i−1 + (2.7)
+
[(
1− αn
αi
)
− w0
w
(
1− α
i−1
n
αi−1
)]
αiw0
αi−1w
αihNw,i−1 +
+
t
2
(
αih
)2 (
1− w0
w
) [
σwx (wi−1)
(
1− w0
w
− αn
αi
)
− αn
αi
σwx (wi)
]
In the case of the Three Point Bending Test (TPBT), the following equilibrium equa-
tions have to be satisfied in the step i:
N el,i +Nwi,i = 0 (2.8)
M el,i +Mwi,i −M i = 0
For a given set of i = 1, 2, . . . , K prescribed or recored CMODs and for given TSL,
σBA(w), the bending moment M i is found in the following way:
i = 1
wi = 0
Mw,i = 0
Nw, i = 0
σwx (0) = ft
α1 = 0
for i = 2 : K
find σwx (wi) as interpolation of σ
BA(w)
find such M i and αi minimizing Eqs. (2.8)
end
The found set of M i is the simulated load and the set of αi describes the evolution of the
crack length.
2.4 Identification of material parameters
Since the material models based on the FCM are capable of providing generally a good
simulation of global responses of simple mode-I fracture tests and since the numerical
models utilizing the FCM have reasonable computational demands, such models are suit-
able for the identification of the material properties from experimental records. The
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semi-analytical hinge model and the back analysis, see Sections 2.3.1 and 2.3.2, have sig-
nificantly lower computational demands compared to the FEM implementations and were
thus chosen as the tool for identification of the material properties.
The attached Paper I describes the application of the hinge model for the material
parameters identification and addresses the amount of information that it is possible to get
from a single test in details. The main conclusion is that the traditionally used bi-linear
traction separation law can be substituted by a tri-linear or quad-linear law increasing the
accuracy of simulation while still keeping the optimization well constrained and solutions
unique. Further, it is verified that the identified parameters can be used as the input
for FEA while providing results matching favorably the experimental record used for the
identification. The identified material parameters are thus independent on the model used
for the identification.
However, even though the hinge-model is a very efficient model with very low compu-
tational demands (one simulation takes roughly 10 seconds), the entire inverse analysis
procedure can be time consuming. The reason is that, especially for cases when high
precision and dense point spacing are desired, a huge number of iterations is needed to
fulfill the convergence criteria and the entire inverse analysis can easily take several hours.
Thus, searching for an even simpler tool with similar accuracy is of interest.
The inverse analysis based on the back analysis approach introduced in Section 2.3.2
was therefore investigated.
2.4.1 LCR back-analysis
Section 2.3.2 described an alternative semi-analytical model which is capable of simulating
mode-I fracture propagation once the TSL (pairs of COD-bridging stress) is given. Due to
the unconstrained shape of the TSL, the model is suitable for so-called step-by-step inverse
analysis, see Paper I for the comparison of different types of inverse analyses, resulting
in a simple and fast algorithm which does not require global iterations in contrast to the
hinge model-based inverse analysis. The step-by-step analysis allows the identification of
the TSL in one single run reflected by several orders of magnitude faster computation
compared to the hinge model-based inverse analysis.
Assume that the experimental record for the inverse analysis consists of a set of
CMODi − M i pairs and that E and ft is known. In every step of the inverse analy-
sis, a solution of Eqs. (2.8) is found. In contrary to the forward analysis, the M i is known
and the σBA(w) needs to be found. Nw,i and Mw,i in Eqs. (2.5) depend on σBA(w) for
w ≤ wi, where σBA(w) for w < wi has been already identified in previous steps and the
bridging stress corresponding to wi is the only parameter needed to be found in step i.
The algorithm for the back analysis is very straightforward:
i = 1
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wi = 0
Mw,i = 0
Nw, i = 0
σwx (0) = ft
α1 = 0
for i = 2 : K
set wi = CMODi
find such σwx (wi) and α
i minimizing Eqs. (2.8)
end
The values of σwx (wi) are saved and constructs the TSL, thus the set of σ
w
x (wi) ≡
σBA(w).
Since the TSL is identified by fitting Eq. 2.8 in every step, the simulation using the
identified TSL match perfectly the experimental record. Figure 2.6a) shows a detail of an
experimental record (in black) and its simulation with the identified TSL (in red). The
minor discrepancies are due to the interpolation of the experimental record with uniformly
placed points and would disappear for a very large number of the interpolation points.
However, the identified TSL, see Figure 2.6b), shows highly scattered values of bridging
stress. The scatter is the price to pay for the speed and simplicity of the algorithm.
In step i = 2, the value of the bridging stress is found to minimize Eqs. (2.8), where the
external moment M (i=2) is measured and thus contains noise. In step i = 3, the bridging
stress is found again by minimizing Eqs. (2.8) dependent on the previously identified
bridging stress containing noise. The bridging stress in the step i = 3 therefore depends
on the structural response containing noise, M (i=3), and on the previously determined
bridging stress that also contains noise. This obviously leads to the accumulation of
noise and scattered TSL, respectively. Moreover, the recorded experimental response
is the response of a heterogeneous material, while the model assumes the homogeneous
material. Fitting of the record containing the natural material-noise increases further the
scatter in the TSL.
A possibility of smoothing of the TSL was therefore investigated. To suppress the
noise, the TSL was filtered using the floating average filter. Values of the bridging stress,
σwx (wi), were substituted by σ˜
w
x (wi), where
σ˜wx (wi) =
I∑
j=−I
σwx (wi+j)/(2I + 1), (2.9)
where 2I + 1 values were used for the averaging. Figure 2.6 shows the impact of the
averaging on the global response and the TSL, respectively, and its dependence on 2I +
1. The last plotted curve entitled ”31 dense points” was obtained by averaging the
TSL identified from the experimental record with two times denser interpolation of the
experimental record. In the identification of the TSL, the value of Young’s modulus was
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set to be equal to the value determined by the hinge-model based inverse analysis, see
Table 2.1, and the tensile strength was set to ft = 1.2 MPa.
Figure 2.6a) shows that once the TSL is smoothened, simulations do not match the
experimental record any more but the more the TSL is smoothen the lower the peak load
is and, in generally, the more the simulation differs from the record. To minimize this
effect, an alternative averaging scheme, Hamming window (Enochson & Otnes 1969), was
implemented. Eq. (2.9) was substituted by
σ˜wx (wi) =
I∑
j=−I
bjσ
w
x (wi+j)
I∑
j=−I
bj
, (2.10)
where weights bj can be expressed as
bj = 0.54− 0.46 cos
(
2pij
2I
)
. (2.11)
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Figure 2.6: Comparison of simulations, a), and traction separation laws, b), identified by
the back analysis for different level of filtering using the floating average.
Results of the smoothening using Hamming window are shown in Figure 2.7.
Figure 2.8a) shows direct comparison of simulations and identified TSLs, Figure 2.8b),
using the floating average and Hamming window, respectively. It can be seen that the
TSLs are relatively smooth, but the simulation using the TSL smoothen by the Hamming
window matches more favorably the experimental record, especially when peak loads are
concerned. Therefore the Hamming window is used in all further back analyses presented.
2.4.2 Comparison of back analysis and hinge model-based inverse analysis
The hinge model-based inverse analysis, see Section 2.3.1 for the description of the hinge
model and Paper I for the description of the inverse analysis, provides a reliable and
accurate tool for the identification of Young’s modulus, tensile strength and the shape
of multi-linear TSL from an experimental record. However, despite the semi-analytical
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Figure 2.7: Comparison of simulations, a), and traction separation laws, b), identified by
the back analysis for different level of filtering using Hamming window.
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Figure 2.8: Comparison of the effect of smoothening using the floating average or the
Hamming window on the simulation of the experimental record, a), and the identified
TSL, b).
nature of the hinge model, the inverse analysis is time consuming due to large number of
iterations needed to fulfill the convergence criteria. On the other hand, the back analysis,
see Sections 2.3.2 and 2.4.1, is extremely simple and therefore fast but is not suited for the
identification of neither the Young’s modulus nor tensile strength which are needed as the
input parameters. Moreover, due to the step-by-step identification of the TSL the errors
accumulate leading to highly scatter values that need to be filtered, see Figures 2.7 and 2.8.
In this Section the two methods are compared on a set of TPBT records and their
applicability is discussed. An utilization of the back analysis as a tool for estimating the
initial material properties for the hinge model-based inverse analysis is introduced.
Test setup and investigated materials
Cementitious materials of three different materials scales - concrete, mortar and micro-
mortar - were prepared. The materials differed in the size of the largest aggregates used
and in Water to Cement ratio (W/C). The concrete contained aggregates up to 8 mm,
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mortar up to 2 mm and micro-mortar up to 0.8 mm. Washed sea gravel and sand were
used. The W/C varied between 0.47 in the case of concrete and 0.43 in the case of
micro-mortar. The differences were assumed to compensate for the effect of the increased
volume of the ITZ changing the apparent W/C in the bulk material. Two different types
of binder - Aalborg Basis cement (AB) and Aalborg White cement (AW) - were used for
the preparation. Details about the composition, PSD, mixing and curing are provided in
Appendix A.1.1
Six TPBT were performed and averaged for every material. The samples were identical
across the materials and their geometries, dimensions and test setups are depicted in
Figure 2.9. In this Section the average of the six experimental records is used. See
Appendix A.1.3 for details about the test setup and loading and Appendix A.1.4 for details
about data acquisition and averaging of experimental records listed in Appendix A.1.5.
thickness 40 mm
40 mm
120 mm
160 mm
Bending Force
10 mm
CMOD
Figure 2.9: Scheme and dimensions of the TPBT.
Results and discussion
The hinge model-based inverse analysis had the following settings (see Paper I for details
and nomenclature): the number of lines in the TSL was set to N = 3, the convergence cri-
terion was set to 0.02 and the point spacing to 0.05. The identified material properties are
summarized in Table 2.1 and the shapes of TSLs are plotted in Figures 2.10a) and 2.11a).
The matching simulations can be seen in Figures 2.10a) and 2.11a).
Since the back analysis requires the Young’s modulus and tensile strength of the mate-
rial as the input parameters, values identified by the hinge model-based inverse analyses
were considered in this comparison. The same density of the points interpolating the
experimental record as in the case of the hinge model-based analysis was considered. The
Hamming window filtering algorithm described in Eq. (2.10) with width 2I + 1 = 9 was
used for the filtering of the identified TSL.
Simulations of the TPBT test using the back analysis and the hinge model-based
analysis are compared in Figure 2.10a) for the Aalborg Basis cement and in Figure 2.11a)
for Aalborg white cement. Figures 2.10b) and 2.11b) show the corresponding identified
TSLs.
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Figure 2.10: Comparison of inverse analysis based on the hinge model and the back
analysis for Aalborg Basis binder.
 0
 250
 500
 750
 1000
 1250
 1500
 0  0.1  0.2  0.3
B
en
di
ng
 F
or
ce
 [N
]
CMOD [mm] 
Experiment
Simulation HM
Simulation BA
 0
 1
 2
 3
 4
 0  0.05  0.1  0.15
B
rid
gi
ng
 S
tre
ss
 [M
Pa
]
COD [mm] 
Concrete HM
Mortar HM
Micro-mortar HM
Concrete BA
Mortar BA
Micro-mortar BA
a) b)
Figure 2.11: Comparison of inverse analysis based on the hinge model and the back
analysis for Aalborg White binder.
Binder Material E ft Gf [Jm
−2]
[GPa] [MPa] Hinge Analysis Back Analysis
AB Concrete 37.1 3.970 136.5 139.8
AB Mortar 27.2 4.146 66.65 58.76
AB Micro-mortar 29.1 4.231 48.68 39.50
AW Concrete 38.3 4.160 158.0 155.7
AW Mortar 29.0 5.225 75.68 62.64
AW Micro-mortar 31.1 4.173 51.39 43.23
Table 2.1: Material properties identified by the hinge model-based inverse analysis and
by the back analysis. Note that E and ft was not identified by the back analysis.
The fracture energies listed in Table 2.1 as well as the shapes of TSLs predicted by
the back analysis are very close to the values predicted by the hinge model-based inverse
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analysis.
2.4.3 Improvements of the hinge model-based inverse analysis with the back
analysis initial material estimation
The time needed to perform the hinge model-based inverse analysis is very sensitive to the
initial estimation of the material parameters, especially the shape of the TSL is important.
Since in every global iteration, see Paper I, the material properties are changed one by
one in local iterations and since the shape of the TSL has to meet some constraints (e.g.
the first kink-point has to be at smaller crack opening than the second one, etc.), several
global iterations are necessary to completely change the shape of TSL e.g. from the TSL
of cement paste to the TSL of mortar. Therefore it is desirable to start with the best
initial estimation available. Here the back analysis comes into play. Since the shapes
of the TSLs identified by the back analysis are similar to those identified by the hinge
model, see Figures 2.11b) and 2.10b), the back analysis can be used as a very effective
tool for the determination of the initial estimation of the shape of the TSL for the hinge
model-based inverse analysis.
The initial estimation of the shape of the TSL of the investigated material is con-
structed in the following way: Young’s modulus and tensile strength are guessed and the
back analysis is run and the TSL is found and smoothen (red line in Figure 2.12b)). The
number of lines in the multi-linear TSL is chosen (N = 3 in the given example) and the
multi-linear TSL is fitted. The fitting consisted in finding such slopes and kink points of
the multi-linear TSL that minimize Eq. (2.12) and fulfill Eq. (2.13).
Err(σML(w)) =
K∑
j=0
(
σML(wj)− σBA(wj)
)2
(2.12)
with the constraints
σML(0) = ft and 0 < wI < wII < ... < wc, (2.13)
(2.14)
where σML(w) stands for the multi-linear TSL, σBA(w) is the TSL identified by the back
analysis in K discrete crack openings wj; wI,II,...,N stand for the COD corresponding to
the kink points, see Figure 2.12b) and wc is the critical crack opening.
Figure 2.12b) shows the TSL identified by the back analysis and its multi-linear (N =
3) fit used as the initial estimation for the hinge model inverse analysis. E = 30 GPa and
ft = 4 MPa were assumed for the back analysis. Figure 2.12a) compares the investigated
experimental record with the hinge-model based analysis using the fitted TSL and assumed
values of Young’s modulus and tensile strength. It can be seen that using the fitted TSL
leads to the simulation matching favorably the experimental record. Starting from such a
good initial estimation significantly reduces number of global iterations needed to fulfill the
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convergence criteria in the hinge model-based inverse analysis with only negligible increase
in the computational costs (back analysis and the fitting of the TSL takes ≈ 2 seconds
while 1 global iteration in the hinge model-based inverse analysis takes ≈ 5 minutes for
the considered density of points).
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Figure 2.12: a) Comparison of the experimental record with the hinge model simulation
using the TSL (red in b)) fitted on the TSL identified by the back analysis (blue in b)).
2.4.4 Data acquisition
Deformations in the aforementioned experimental records were measured with a clip-
gauge at a single point. However, this approach of displacement measurement has several
limitations. First of all, the point where the displacement measurement takes place needs
to be specified a priory. Secondly, as the fracture process is investigated on still smaller and
smaller scale, sensors also need to be smaller. In certain cases, e.g. for experiments carried
out in the chamber of an Environmental Scanning Electron Microscope (ESEM), the space
is highly constrained and the transducer cannot be used without shielding the specimen.
The measurement of the complete crack propagation in terms of crack opening profile
and crack tip position is clearly much more attractive than the single point measurement.
Hence, optical measurement of the displacement presents a promising possibility avoiding
the aforementioned disadvantages.
Optical measurement systems are typically capable of measuring displacements on the
surface of the whole specimen or the part of the specimen where the cracking is supposed
to occur. Specific points where the displacement is measured are defined after the test
in data post processing. In principle, the only limitation in the number of points where
displacement is recorded is the resolution of the digital imaging device and a virtually
continuous displacement field can be obtained. The post processing is similar for experi-
ments on all scales and the same software can be used for specimens differing for several
orders of magnitude in size. Since any digital image sequence can be used as the input
for the post processing, the approach is suitable for evaluation of displacement fields in
specimens loaded in an chamber of an ESEM .
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The disadvantage of this approach lies in its restrictions to surface deformations only.
This implies that this approach is suitable only for cases where cracking can be considered
uniform across the thickness of the specimen. This is fortunately the case for most of
commonly used mode I fracture tests and an implicit assumption of Hillerborg’s fictitious
crack model. The assumption was verified e.g. in (Østergaard, et al. 2002) where two-
and three-dimensional analyses of the Wedge Splitting Test (WST) were compared.
The optical measurement of the deformation and crack propagation in a specimen
during a fracture test can be used in two basic ways. The displacements of similar points
that would be measured with a clip gauge can be recorded and these records used in the
same way as data from a transducer. Optical measurements, however, open up other, new
possibilities of fracture process analysis. Instead of measuring the deformation in discrete
points a displacement field can be recorded and continuous features such as the crack
profile evolution or crack tip position can be measured. Measurement of such processes
traditionally presents significant difficulties. The crack profile is traditionally obtained by
impregnation techniques which however is unable to provide its evolution during loading
for a single specimen due to its destructiveness. The approximate crack tip position can
be determined by acoustic emission which provides good three dimensional estimation
of the dissipated energy. However, the crack profile and dissipation free opening of the
crack cannot be characterized by such a technique. When optical deformation analysis is
employed, the evolution of crack tip position and crack profile can be easily measured.
A framework developed for inverse analysis of the WST based on the optically acquired
data is discussed in Paper II. First of all, extensions of the inverse analysis described
in (Skocˇek & Stang 2008) supporting crack profile data is introduced. The extended
inverse analysis is applied to data from the WST of ordinary concrete. The identified
parameters of the fictitious crack model are then compared to those obtained by inverse
analysis based on global response measured by clip gauge. The parameters are subse-
quently used as input parameters for simulations of the test by the Finite Element (FE)
model and the non-linear semi-analytical hinge model (Ulfkjær et al. 1995, Olesen 2001,
Østergaard 2003, Skocˇek & Stang 2008). Crack profiles and crack tip positions are com-
puted and compared with those measured by the optical deformation analysis system. It
is shown that the inverse analysis based on the optical measurement can provide material
parameters of the fictitious crack model matching favorably those obtained by classical
inverse analysis based on the clip gauge data. It is demonstrated that further advantages
of using the optical deformation analysis lie in discovering of such effects as aggregates
bridging and crack branching. These effects would remain hidden if the deformation
would be measured by the clip gauge and the experiment simulated by the fictitious crack
model. The ability of the non-linear hinge model and cohesive finite elements model to
represent the crack profile and the crack tip position is investigated. It is found that the
finite elements model performs better in the pre-peak regime whereas the hinge-model
performs better in later stages of the crack propagation. Non of these models, however,
are capable of modeling the aforementioned effects identified by the optical deformation
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analysis.
2.5 Advantages and limitations
The FCM and its modifications are very robust models for simulation of global responses of
a structure with limited number of localized cracks. Since the FCM assumes homogeneous
material and lumps all the processes related to the fracture propagation into one single
crack, the implementation of the FCM to a FEM is very straightforward especially for
situations when the crack position is known a priory. For cases when only one crack
forms in a simple structure or test specimen, the FEA can be substituted with even
simpler semi-analytical models. Such models are highly suitable for identification of the
material properties of the FCM due to their low computational demands.
However, once the focus is put on the processes at the scale close to the characteristic
size of inhomogeneities in concrete, the FCM cannot be used anymore. Unfortunately,
this is the case for many crucial industry relevant problems:
• The assumption of homogeneity does not allow distinguishing between various sources
of the bridging mechanisms which is necessary for bridging between different ma-
terial scales and thus for prediction of strength properties and fracture behavior of
cementitious materials.
• In the homogeneous material, widths, shapes and locations of cracks cannot be
predicted reliably which would be necessary for realistic estimation of transport
properties of the material relevant for predictions of corrosion, sulfate attack, leaking
of structure etc.
• Creation of a universal robust model for simulation of concrete behavior under
complex loadings.
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Chapter 3
Fracture Models for Heterogeneous
Materials
3.1 Introduction
The cohesive zone model and its modifications discussed in Chapter 2 provide a solid
background for simulations of fracture propagation in concrete on the scales where the
material can be considered homogeneous. However, in many applications this assumption
cannot be made and the heterogeneity of the material has to be modeled, see Section 2.5.
Assuming the concrete to be a two phase composite material consisted of aggregates
and mortar, application of the frameworks of the CZM and FEM to the phases reaches the
limit of the computational power very soon, since one dm3 of an ordinary concrete contains
several thousands of aggregates larger than 4 mm. Therefore some simplifications have to
be made. One of the way to reduce the computational demands is based considering the
largest aggregates only. Such an approach is briefly describe in Section 3.2. Another way
lies in abandoning of the continuum mechanics background and in describing of the geom-
etry of the material in a discrete way. Such models are described in Sections 3.3 and 3.4,
respectively.
3.2 Continuum mechanics approach
A straightforward approach to the modeling of the fracture propagation in heterogeneous
materials is the explicit modeling of the materials within the framework of the common
FEM. As an example, the approach of Carol et al. (Caballero et al. 2006, Caballero,
et al. 2008) is based on the classical 3D finite element method with non-linear interfaces
between aggregates-mortar and selected mortar-mortar connections. The advantage of
such an approach lies in its accuracy resulting from the utilization of the well established
framework of the finite elements method with common types of elements and material
laws.
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However, such an approach has several disadvantages. Since the aggregates, mortar
and ITZ are modeled explicitly, it is necessary to determine their material properties,
which is especially for the case of ITZ, extremely difficult since the ITZ properties are
highly sensitive to the type and size of aggregates used (Tasong, et al. 1998, Elsharief,
et al. 2003, Aquino, et al. 1995, Zimbelmann 1985, Alexander 1993), age (Elsharief et al.
2003), binder (Elsharief et al. 2003, Aquino et al. 1995, Zimbelmann 1985) and the test
used for the identification (Aquino et al. 1995, Zimbelmann 1985, Alexander 1993).
The validation of the model against the experimental data presents a further com-
plication. Since only very limited amount of aggregates can be modeled explicitly due
to the high computational demands, the effect of the remaining not explicitely modeled
aggregates is included in the properties of the matrix. For example, if a concrete cube
with edge of 100 mm made from concrete with spherical aggregates up to 8 mm, the
relative volume fraction of aggregates of 0.65 and the PSD shown in Figure A.1 is consid-
ered and the maximal number of particle modeled explicitly is limited to 100 and 1000,
respectively, the matrix corresponds to a concrete with aggregates up to 7.65 mm and
5.88 mm, respectively. Thus, a difference between the original concrete and the matrix
properties would probably be very close to the experimental scatter.
3.3 Lattice models
The lattice models are based on the assumption that it is not necessary to model ac-
curately all the links and interactions in the material, but that the interactions can be
approximated e.g. by the normal interactions only. This simplification dates back to
Alexander Hrennikoff1 who showed that problems of elasticity can be solved or approx-
imated by a discretization of a continuum by trusses. An example of such a solution is
shown in Figure 3.1. A homogeneous plate of a unit thickness, length, width and stiffness
was discretized by a random lattice model created by random ”shaking” of uniformly
placed points. The lattice elements connecting the points were determined by Delaunay
triangulation and the cross-sectional area of the elements was determined from corre-
sponding Voronoi tessellation as the length of the edge crossing the element. The plate
was loaded with uniform bi-axial tension. The black dots show the analytical solution
of the problem. As can be seen from the Figure 3.1, that the lattice model based on
the Voronoi tessellation provides the exact solution - uniform state of stress (green color)
and correct displacements of points. Further, a solution obtained by so-called centroid
tessellation, see (Elia´sˇ 2009) for details, that does not match the exact solution, is shown.
The Voronoi-type of the lattice model was extended for heterogeneous materials and
simulations of non-linear problems. Figures 3.2a) and b) compare the geometry of a
random lattice with a uniform lattice. The mapping of the heterogeneous material is
demonstrated in Figure 3.2c) - when both nodes of a lattice beam are located at the same
1http://en.wikipedia.org/wiki/Alexander_Hrennikoff
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Figure 3.1: Comparison of lattice models with Voronoi and centroid tessellation. Courtesy
Jan Elia´sˇ.
material, the material is assigned to the beam; otherwise the properties of the ITZ are
assigned. Initial lattice models for simulation of fracture propagation in concrete assumed
only normal forces transfered by the beams (bars) with elasto-brittle behavior (Schlangen
& van Mier 1992). However, it was found that the normal force is not sufficient and the
shear forces were included in the formulations (Bolander & Saito 1998). The elasto-brittle
material laws were further substituted by elasto-piece-wise brittle models or by non-linear
models with strain softening (Rots et al. 2008, Karihaloo et al. 2003).
Due to the elasto-brittle or elasto-piece-wise-brittle material law, the solution of the
macroscopically non-linear problem breaks into a sequence of linear solutions. In every
step, the beam with the highest stress to strain ratio is found and its stiffness is reduced
according to the considered material law. For a uniform loading such an approach pro-
vides a unique solution. However, for a non-proportional loading an algorithm proposed
in (Elia´sˇ & Frant´ık 2009) needs to be considered. Application of the lattice model for
non-proportional loading is discussed in Paper III.
The elasto-brittle lattice models provide, despite their simplicity, a robust tool for
simulation of the fracture propagation in concrete. The amount of aggregates that can be
considered in the simulation can be significantly higher compared to the approach based
on the continuum mechanics and detailed discretization of the entire volume. However,
the complication with the properties of the ITZ introduced in Section 3.2 remains. Since
in the elasto-brittle formulation of the lattice models the dissipated energy is not preserved
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a) b)
c)
Figure 3.2: a) discretization of concrete mesostructure by random lattice model and
regular lattice model; b) assignment of material properties to lattice elements. Courtesy
Jan Elia´sˇ.
and is mesh dependent, the material properties (strength and stiffness) assigned to the
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phases are artificial. Once the simulated response should match an experimental record,
the elastic energy released at the rupture of the beam has to be the same as would be
released during the strain softening. Therefore, the stiffness or the strength of the beam,
or both, have to be increased. The mesh sensitivity and related topic are detailedly
discussed in (Elia´sˇ 2009).
3.4 Particle models
In contrary to the lattice models, where the material structure is mapped (Figure 3.2c))
on the lattice mesh which has to be finer than the smallest mapped geometrical feature
considered, it is the material structure itself that determines the mesh in the case of
particle models. Examples of such meshes are shown in Figure 3.3. The first mesh is
defined by the particle stack (Zubelewicz & Bazant 1987, Adley & Sadd 1992, Cusatis
et al. 2006) whereas the second one is defined by the maximum spacing between interacting
particles (Hentz, et al. 2004, Wang, et al. 2008). Such approaches allow simulation of
systems with significantly more particles compared to the mapped lattice models or if
the number of particles remains the same, more complicated nonlinear interaction laws
can be used with the same computational demands. Particle models are based on the
assumption that it is not necessary to model detailed the behavior of inside of particles
since a major part of the modeled effects take place in the matrix between the particles.
In the case of ordinary concrete, major part of fracture process takes place in the mortar
between aggregates or at ITZ and aggregates provides the bridging across the crack and
are responsible for the tortuosity of the crack path.
a) b)
Figure 3.3: Particle models - mesh defined by the particle stack, a), and by the maximum
interacting distance, b).
The blue lines in Figures 3.3 representing interactions between the aggregates approx-
imates all the mechanisms taking place between the centers of the connected aggregates.
Thus, the mechanisms as well as the materials between the centers cannot be modeled
explicitly, but are averaged. This leads to greater loss of accuracy compared to the
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aforementioned models, where the materials are modeled separately. On the other hand,
the averaged material properties can be obtained experimentally in a more simple way
compared to the intrinsic properties which have to be measured on a lower scale.
The way the meshes are created in the particles models allows considering a signifi-
cantly higher number of aggregates in the simulations compared to lattice models and the
continuum mechanics-based models and makes it possible to separate experimentally the
investigated material scales.
3.5 Advantages and limitations
In this Chapter, three groups of models for simulation of fracture propagation in heteroge-
neous materials were presented and their main advantages and limitations were discussed.
Here the groups of models are summarized and compared:
Continuum Mechanics approach Section 3.2
+ Accuracy of geometrical representation
+ Solid background of finite elements method
- High computational demands making the experimental separation of scales
impossible
- Difficult identification of all material parameters
Lattice Models Section 3.3
+ Accuracy for linear solution
+ Simulation breaks to the sequence of linear solutions
+ Favorable ratio between computational demands, accuracy and robustness
- Difficult identification of all material parameters
Particle Models Section 3.4
+ Low computational demands allowing consideration of a large number of ag-
gregates in the simulation
+ Averaged material properties as the input
- Inaccurate
- ITZ cannot be modeled explicitly
Since the main focus of the undertaken researched was put on the upscaling of the
fracture properties from one material scale to another, the particle model was chosen
because of its lowest computational demands allowing the experimental scale separation.
Particle model of Cusatis (Cusatis, et al. 2003, Cusatis et al. 2006, Cusatis & Cedolin 2007)
was taken as the underlying model. The particle model, its modifications and applications
are summarized in Chapter 4.
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Particle Model
Simulation of the fracture propagation in heterogeneous materials is a challenging task.
Due to computational demands, it is not generally possible to simulate all particles and
their mutual interactions with the matrix and some simplifications are needed. In the
case of particle models, it is assumed that the fracture propagates in the matrix between
the particles only and the behavior can be approximately modeled by links connecting
the particles.
This Chapter introduces in a detailed way the particle model developed from the
model of Cusatis (Cusatis et al. 2003, Cusatis et al. 2006, Cusatis & Cedolin 2007), its
enrichments, applied solution strategies, implementation of the model and its applications
for simulations of the fracture process in concrete. Applications of the particle model for
upscaling of the fracture properties are discussed in Chapter 5 and Papers IV and V.
4.1 Particle model
4.1.1 Discretization
The geometrical discretization of a 2D concrete mesostructure is schematically shown
in Figure 4.1. The procedure is essentially the same in three dimensions. Initially, an
idealized geometry of the material is created. Spherical particles are generated in the
specimen according to a given Particle Size Distribution (PSD) which is given as a set
of pairs - diameters Di and volume fractions, fi, of aggregates passing the sieve with
diameter Di (see Figure A.1 for an illustration). The particles are generated one by one
starting with the one with the largest diameter. The generation of every particle can be
divided into two steps: i) Determination of particle diameter, Dnext, from:
Dnext = Di +
(Di−1 −Di)(1− αcαagg − fi)
fi−1 − fi , (4.1)
where Di is the diameter of the first sieve that the previous particle does not pass,
Di−1 denotes the diameter of the last sieve that was passed by the previous particle and
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fi and fi−1 stand for the corresponding volume fractions of aggregates passed. Symbol
αc denotes the relative volume occupied by particles generated so far and αagg denotes
the relative volume which would be occupied when all the particles described by the
PSD would be generated. ii) Coordinates of the particle are randomly generated and the
particle is checked for overlapping with boundaries of the specimen and with previously
placed particles. This last step is repeated until the particle is successfully placed without
any overlapping.
The geometrical discretization of the idealized geometry as well as the material model
were taken from (Cusatis & Cedolin 2007). The following paragraphs briefly describe
the most important aspects of the model necessary for understanding of the presented
applications and stress the improvements done. Readers are referred to the original works
for detailed explanations.
The adopted particle model lumps the behavior of the modeled material into a contact
between two cells containing always one and only one particle. The cells are created based
on tessellation of the mesostructure and determine geometrical properties - position and
area - of the contacts. The contacts are created and discretized in the following way.
First, the idealized geometry is triangulated using 3D Delaunay triangulation of particles
centers (second image of Figure 4.1). In the next step, centers of gravity of solids resulting
from subtracting spheres from tetrahedrons as well as centers of gravity of their faces are
computed (a 2D representation of the solid is shown in the third image of Figure 4.1
with the thick solid line). The centers of gravity of the solids are connected with centers
of gravity of their faces and with points on edges of tetrahedrons laying in the middle
between particles. This creates the cells. The cells are represented by dashed thin lines
in the fourth image of Figure 4.1. Finally, contacts between the cells are discretized using
struts. The area of a strut corresponds to the are of the contact projected to the plane
perpendicular to the strut and intersecting the strut at the point in the middle between
the particles. The point labeled C in the last image of the Figure 4.1, so called contact
point, where the kinematic end constitutive relationships are prescribed, is found as the
center of gravity of the projected contact area (middle of the line in 2D).
4.1.2 Kinematics of the model
The overall response of the strut is localized into zero-thickness contact element at the
point C. Displacement of a point x of the strut can be expressed from the rigid movements
of the two parts as
u(x) = ui + θi × (x− xi) = Ai(x)Qi, (4.2)
where
Ai(x) =
 1 0 0 0 z − zi yi − y0 1 0 zi − z 0 x− xi
0 0 1 y − yi xi − x 0
 . (4.3)
42 Department of Civil Engineering - Technical University of Denmark
4.1 Particle model Particle Model
  
  


    
 
 


 
 

 
       
       
       
       
       
       
       







   
   


Particles generating Triangulation Cell creation Cell contacts discetization
C
Figure 4.1: Two dimensional schematic steps of discretization used in the particle model.
The vector x = [x y z]T collects spatial coordinates and vectors ui = [ux uy uz]
T and
θi = [θx θy θz]
T collect displacement and rotations of the node of the strut corresponding
to the center of the i − th particle. The vector Qi =
[
uTi θ
T
i
]T
collects all DOFs of the
node i. The displacement jump at the contact of two cells belonging to particles i and j
can be expressed as
[[uC ]] = u(x
+
C)− u(x−C) = Aj(xC)Qj − Ai(xC)Qi (4.4)
Normal and shear strains can be computed by projecting the displacement jump from
Eq. (4.4) to given directions and normalizing with respect to the length of the strut, l.
This leads to
εN = n
T [[uC ]]/l = n
TAj(uC)Qj/l − nTAi(uC)Qi/l = BNjQj − BNiQi,
εL = l
T [[uC ]]/l = l
TAj(uC)Qj/l − lTAi(uC)Qi/l = BLjQj − BLiQi,
εM = m
T [[uC ]]/l = m
TAj(uC)Qj/l −mTAi(uC)Qi/l = BMjQj − BMiQi,
(4.5)
where n = (xj − xi) /l is the unit vector orthogonal to the projected contact area and
vectors l and m are mutually orthogonal unit vectors both laying at the plane of the
projected contact area. Consistently, the total elastic stress transfered by the contact
area can be split into three components:
σN = EεN,
σL = ETεL,
σM = ETεM,
(4.6)
where E is the elastic normal stiffness and ET is elastic shear stiffness of the contact.
Corresponding forces can be obtained by multiplication of the stresses by the projected
contract area, Ap. Having formulated relationships between nodal displacements and
rotations and forces, the local stiffness matrix of the strut can be expressed. Nodal forces
of the strut can be computed as
fij = Kijdij, (4.7)
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where dij = [QTi Q
T
j ]
T is a vector collecting nodal displacements and rotations in the
global coordinate system; vector fij collects corresponding nodal forces and moments and
Kij = Kijab with a, b = 0, 1 . . . 11 is the elastic stiffness matrix of the strut in the global
coordinate system. The stiffness matrix can be expressed as
Kijab = Apl
[
EBNia B
Ni
b + ET
(
BLia B
Li
b +B
Mi
a B
Mi
b
)]
if a ≤ 5 and b ≤ 5,
Kijab = Apl
[
EBNja−6B
Nj
b−6 + ET
(
BMja−6B
Lj
b−6 +B
Mj
a−6B
Mj
b−6
)]
if a ≥ 6 and b ≥ 6,
Kijab = −Apl
[
EBNjb−6B
Ni
a + ET
(
BMjb−6B
Li
a +B
Mj
b−6B
Mi
a
)]
if a ≤ 5 and b ≥ 6,
Kijab = −Apl
[
EBNib B
Nj
a−6 + ET
(
BLib B
Lj
a−6 +B
Mi
b B
Mj
a−6
)]
if a ≥ 6 and b ≤ 5
(4.8)
with BNi, BLi etc. defined by Eq. (4.5). Note that Einstein index notation is not used in
the above Equations as well as in the remaining part of this Chapter.
4.1.3 Constitutive model
The constitutive model originally introduced in (Cusatis et al. 2003) and further improved
in (Cusatis et al. 2006) was taken for the most part. In the following part, its main features
and improvements are presented with emphasis given to the particular implementation
used.
Elastic behavior
Linear relationships from Eq. (4.6) are used. The elastic normal stiffness, E, corresponds
to the averaged stiffness of materials laying between nodes i and j of the strut. The
average can be approximated by serial coupling and
E = l/(la/Ea + lm/Em), (4.9)
where Ea and Em are Young’s moduli of aggregates and matrix, respectively. Length la
corresponds to segments of the strut laying inside particles i and j, la =
1
2
(Di +Dj), and
lm = l − la denotes the remaining part of the strut belonging to the matrix. The elastic
normal stiffness can be expressed as a fraction of the normal stiffness, ET = αE, where α
is a coupling parameter controlling the Poisson’s ratio.
Inelastic behavior
The mesoscopical damage-like constitutive model is formulated in terms of effective stress,
σ, effective strain, ε, and coupling strain, ω. The effective stress is computed by
σ =
√
σ2N +
σ2T
α
where σT =
√
σ2L + σ
2
M.
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Accordingly, the effective strain can be expressed as
ε =
√
ε2N + αε
2
T with εT =
√
ε2L + ε
2
M.
The coupling strain, ω, reflecting the direction of loading, can be expressed as
tanω =
εN√
αεT
. (4.10)
See (Cusatis et al. 2003) for all the details. The effective stress, σ, needs to satisfy
inequality 0 ≤ σ ≤ σb(ε, ω) and the effective stress boundary, σb(ε, ω), can be expressed
as
σb(ε, ω) = σb,0(ω)exp
[
K(ω)
σb,0(ω)
〈χ(ε, ω)− ε0(ω)〉
]
, (4.11)
where 〈•〉 = max{0, •}. Function σb,0(ω) denotes the initial boundary of the elastic
domain, see Figure 4.2.
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Figure 4.2: Initial boundary of the elastic domain.
The initial elastic domain is a hyperbola in the σN − σT space with an ellipsoidal cup
in the compression. The hyperbola is described as
σb,01(ω) =
−(ft + σa)s+
√
[(ft + σa)s]2 + [α(c/µ)2 − s2](ft + 2σa)ft
α(c/µ)2 − s2 , (4.12)
where ft corresponds to the mesoscopical tensile strength, c = cosω, s = sinω, µ is an
asymptote of the hyperbola and σa = 0.5ft[f
2
s /(µft)
2 − 1] with fs denoting the shear
strength at the meso-level. The ellipsoidal cup has equation
σb,02(ω) =
fc√
s2 + αc2/β
, (4.13)
where fc is the mesoscopical compressive strength and β is a shape parameter of the
ellipse. The strain decay function in Eq. (4.11), χ(ε, ω), is defined as
χ(ε, ω) =
{
ε for ω ≤ ω0
εmax for ω > ω0
(4.14)
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with ω0 denoting the intersection of σb,01(ω) and σb,02(ω) and εmax =
√
maxε2N + maxε
2
T;
maxεN is the maximal positive normal strain reached in the loading history and maxεT
is the maximal total shear strain reached. The initial slope function in Eq. (4.11), K(ω),
is defined as
K(ω) =
 Kc −Kc
(
ω+pi/2
ω0+pi/2
)nc
for ω ≤ ω0
Kt −Kt
(
ω−pi/2
ω0−pi/2
)nt
for ω > ω0
(4.15)
The initial slope is positive for ω ≤ ω0 resulting in a hardening behavior in compression
and negative for ω > ω0 leading to a strain softening. For ω = pi/2 corresponding to the
pure tension, parameters Kt and nt can be identified. Since the energy dissipated in a
unit volume has to be equal to the mesoscopical mode-I fracture energy, Gt, one can write∫ ∞
0
σN(εN) dεN = Gt/l. (4.16)
Substituting Eq. 4.16 to Eq. 4.11 leads to
Kt =
2E
lcr,t/l − 1 (4.17)
with material characteristic length lcr,t = 2EGt/f
2
t . Similarly, behavior in pure shear is
obtained for ω = 0 and
Ks =
2αE
lcr,s/l − 1 and lcr,s = 2αEGs/f
2
s , (4.18)
where Gs denotes mesoscopical mode II fracture energy. Mixed mode fracture on the
mesoscale is then governed by parameter nt in Eq. (4.15) and
nt =
ln[Kt/(Kt −Ks)]
ln(1− 2ω0/pi) (4.19)
In the very original version of the material model (Cusatis et al. 2003), an effect of
confining stresses on the mesoscale was introduced. The confining stresses modify the
post-peak response of a strut due to the improved properties of bonds between the matrix
and small particles not considered in the simulation, but present between the simulated
particles in reality. The confinement improves the pull-out resistance of the particles out
of matrix and promotes bridging. In (Cusatis et al. 2006), the effect of confining stresses
is substituted by the effect of confining strains, which makes the formulation completely
explicit and the numerical algorithm more robust. However, the original physical justi-
fication is partly lost since the strains are not linear function of stresses after the initial
elastic boundary is reached. In the strain-based formulation, the highest confining effect,
giving the highest bond strength, is reached in very late steps of a simulation when very
high strains, but very small stresses, are reached.
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Due to the aforementioned discrepancies in the strain-based formulation, increased
computational demands of the stress-based formulation and due to only a negligible effect
of the confining stresses on the experiments considered, the effect of the confinement was
completely excluded from the applied material model. Figure 4.3 compares the effect of
the confining stresses on the simulated responses of the compressive test on cylinders,
see Appendix A.1.3 for the description of the experiment and Paper IV for the details
about the simulation and material parameters for Aalborg basis concrete. The effect of
the confinement stresses was considered in an approximative way to make the simulation
explicit: the confining stresses from the last converged step in the iteration were taken.
Sensitivity to the confinement λ0 = 1×10−3 was taken according to (Cusatis et al. 2006).
As can be seen from the Figure 4.3, the confining stresses can be neglected in the simulated
experiments and were therefore not considered in all presented computations.
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Figure 4.3: Effect of the confining stress on the response of the compressive test on
cylinders.
As already mentioned, the material model was implemented as the scalar damage
model. The material response is elastic, governed by Eq. (4.7), until the initial boundary
of the elastic domain was reached. Then the response was governed by
fij = (1−D)Kijdij, (4.20)
where D ∈< 0, 1 > is the damage parameter.
Nonuniform loading
Since nonuniform loading paths were of interest for certain applications of the particle
model, see Paper III, it was necessary to include an effect of the stiffness recovery once an
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opened crack was closed and loaded in compression. The damage parameter was therefore
ω-dependent and defined as
D(ω) =
 max
{
1− σ
Eε
, Dω
+
max
}
for ω ≥ 0
max
{
1− σ
Eε
, Dω
−
max
}
for ω < 0,
(4.21)
where Dω
+
max and D
ω−
max is highest damage reached in the loading history when the strut was
loaded in mixed mode tension or compression, respectively. Figure 4.4 shows a response
of a strut loaded by one cycle of uniaxial tension-compression-tension. Starting at point
0, the strut is loaded in tension. The response is elastic, governed by the Eq. (4.7), until
the initial boundary of the elastic domain corresponding to the tensile strength, ft in the
given example, is reached. With increasing straining up to point a, a cracking occurs and
the damage parameter, D, evolves. The strut is then elastically unloaded back to point
o and the damage parameter remains constant D = Dω
+
max. Point o corresponds to fully
closed crack with recovered initial elastic stiffness when loaded in compression up to the
elastic limit in compression, fc. Compressing further to point b, hardening takes place
and the damage parameter evolves. Reversing the loading direction at point b the strut
is elastically unloaded back to 0 and damage parameter remains constant and D = Dω
−
max.
Strut is then elastically loaded with D = Dω
+
max up to point a when the damage starts to
evolve again up to point c.
4.2 Solution strategies
In the previous Section, the behavior of a single strut was described. Global behavior of
a structure or specimen is obtained from solution of discretized equations of equilibrium
that can be written as
fint(d) = fext, (4.22)
where fint(d) is the internal force vector obtained by localization of f
ij corresponding to
all struts in the model, d is the vector collecting the nodal displacements1 of all nodes
and fext is the external force vector collecting the load acting on the structure. Assume
that the external force vector is independent on the nodal displacements. In the case of
linear elasticity, the internal force vector can be directly expressed as
fint(d) = Kd, (4.23)
where K is the global stiffness matrix of the model. Substituting Eq. (4.23) to Eq. (4.22)
the global response of the model can be directly2 computed as
d = K−1fext. (4.24)
1Term displacements stands both for displacements and rotations.
2Conjugate gradients solver is used in the current implementation of the model.
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Figure 4.4: Behavior of a strut with the stiffness recovery in compression. The strut is
loaded in tension (o−ft−a), then unloaded to o, then loaded by compression (0−fc−b),
then unloaded to o and finally loaded in tension again (o− a− c)
.
For a nonlinear material response, the internal force vector becomes a nonlinear function
of the nodal displacements d. In the previous Equation, the global stiffness matrix, K,
becomes a function of the nodal displacement as well and
d = K−1(d)fext. (4.25)
Such an Equation can not be solved directly. Therefore, the concept of linearization is
applied.
4.2.1 Linearization
Suppose that fint(d) is the vector of internal forces generated by nodal displacements d.
The internal forces in the vicinity of d can be expanded into Taylor series leading to
fint(d + ∆d) = fint(d) +
∂fint
∂d
∣∣∣
d=d
∆d + . . . . (4.26)
For a small displacement increment, ∆d, the nonlinear terms represented by dots can be
neglected and we obtain a linear approximation of the internal forces
fint(d + ∆d) ≈ fint(d) + K(d)∆d (4.27)
in which K(d) is the global tangent stiffness matrix of the model.
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Having defined the linearized relationships, an incremental-iterative solution can be
formulated to solve Eq. (4.25). Usually, the external load is applied in several incremental
steps and in every step, the structural response is computed from equilibrium equations,
Eq. (4.22). The step-size of the global load-adding loop can be controlled by several ways.
Two control techniques, the direct displacement control and the indirect displacement
control technique were implemented.
4.2.2 Direct displacement control
The nodal displacements, d, can be divided into two parts {d} = {d1, d2}T; d1 cor-
responds to the internal DOFs which are unknown and d2 collects DOFs with pre-
scribed values. Accordingly, the vector of internal and external forces can be divided
into {fint} = {dint,1, dint,2}T and {fext} = {fext,1, fext,2}T, respectively. External forces fext,1
are prescribed and for simplicity equal to zero. External forces fext,2 collects reactions at
nodes with the prescribed nodal displacements d2. The equilibrium equations are parti-
tioned as
fint,1(d1, d2) = o (4.28)
fint,2(d1, d2) = fext,2. (4.29)
For the prescribed d2, d1 can be obtained by solving Eq. (4.28). Substituting (4.28)
to Eq. (4.29), the reactions are computed. As already said, the system is solved in
incremental steps and the structural response is tracked. Let d
(n−1)
1 and d
(n−1)
2 be solutions
of Eqs. (4.28) and (4.29) in a step number (n− 1). Eq. (4.28) can be linearized as
f
(n−1)
int,1 + K
(n−1)
11 ∆d
(n,1)
1 + K
(n−1)
12 ∆d
(n,1)
2 = o, (4.30)
where K11 = ∂fint,1/∂d1 ands K12 = ∂fint,1/∂d2 are blocks of the global tangent stiffness
matrix
K ≡ ∂fint
∂d
=
[
∂fint,1
∂d1
∂fint,1
∂d2
∂fint,2
∂d1
∂fint,2
∂d2
]
=
[
K11 K12
K21 K22.
]
(4.31)
The increment ∆d
(n,1)
2 is prescribed and ∆d
(n,1)
1 is obtained by solving Eq. (4.30). The
approximation of the displacement d
(n)
1 = d
(n−1)
1 + ∆d
(n,1)
1 is constructed and Eq. (4.28)
can be linearized around (d
(n)
1 , d
(n)
2 ). This leads to the modifications of the global tangent
stiffness matrix and to new corrections ∆d
(n,k)
1 . The procedure is repeated until the
convergence criteria are satisfied.
4.2.3 Arc length method - indirect displacement control
For the proportional loading, the external load can be expressed as fext = λf, where f is a
reference load vector and λ is a load parameter. Assume a converged displacements d(n−1)
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and the corresponding load parameter λ(n−1). In the next step, n, a combination of d(n)
and λ(n−1) satisfying
fint(d
(n)) = λ(n)f (4.32)
are to be found. The load parameter, λ(n), is an additional unknown. Therefore, an
additional equation controlling a length of the step is required. In the case of the indirect
displacement control, the equation yields
cT∆d = ∆l, (4.33)
where c is a column vector prescribing a projection of the displacement vector onto the
direction given by c and ∆l is the step size. The choice of the c needs to be such that
cT∆d is increasing all the time. Linearized equations of equilibrium in i− th iteration of
step n read then
K(n,i−1)δd(n,i) = λ(n,i−1)f − f(n,i−1)int + δλ(n,i)f, (4.34)
where δd(n,i) is the unknown displacement correction and δλ(n,i) is the unknown correction
of the load parameter. The Eq. (4.34) can be split into two separated equations
K(n,i−1)δd0 = λ(n,i−1)f − f(n,i−1)int K(n,i−1)δdf = δλ(n,i)f (4.35)
and the unknown displacement correction, δd(n,i), can be expressed as
δd(n,i) = δd0 + δλ
(n,i)δdf . (4.36)
Substituting Eq. (4.36) into Eq. (4.33), the correction of the load parameter can be ex-
pressed as
δλ(n,i) =
∆l − cT∆d(n,i−1) − cTδd0
cTδdf
. (4.37)
Adaptive step length (Crisfield 1984, Bittnar & Sˇejnoha 1992) was introduced to ac-
celerate or damp the analysis. The step length in the current step, ∆l, was computed
as
∆l = ∆lprev
√
Nit,opt
Nit,prev
, (4.38)
where ∆lprev stands the step length in the previous step, Nit,prev is the number of iterations
needed to fulfill the convergence criteria in the previous step and Nit,opt is a parameter
describing the optimal number of iterations in which the convergence criteria should be
fulfilled. The effect of the damping and acceleration of the analysis is demonstrated in
Figure 4.5 showing the effect of different choices of Nit,opt.
After initial step with elastic solution found in one iteration, the step length in the
second step is
√
Nit,opt-times bigger. Close to the peak load the analysis is damped due to
higher number of iterations needed for convergence (localization of the main crack) while
at the last stages the increase of the step length is visible again.
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Figure 4.5: Effect of variable arc length for different different choices of Nit,opt on a
simulation of TPBT.
Similar accelerating and damping technique was implemented for the direct displace-
ment control as well. The increment of the prescribed displacement, ∆d
(n,1)
2 in Eq. (4.30),
was computed as:
∆d
(n,1)
2 = ∆l∆d2, (4.39)
where ∆d2 is the reference displacement increment and ∆l is computed from Eq. (4.38).
4.2.4 Governing parameters of the nonlinear problem solution - convergence
analysis
In the i− th step of the linearized solution, the solution of Eq.(4.22) was accepted when
γi ≤ γcon, where
γi =
Wun
Win
(4.40)
Wun = |d|T|fun| (4.41)
Win = |d|T|fint| (4.42)
fun = fint − fext. (4.43)
The absolute values |{x}| = {|x1|, |x2|, . . .}T and γcon is the prescribed tolerance.
In order to identify the influence of the choice of the tolerance, γcon, a convergence
analysis was performed. Seven simulations with the ratios from γcon = 1× 10−1 to γcon =
1× 10−4 were run for the TPBT of Aalborg basis concrete described in Paper IV. Results
are shown in Figure 4.6. The simulated responses for γcon = 5× 10−4 and γcon = 1× 10−4
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were reasonably consistent. Therefore, the convergence criterion of γcon = 5 × 10−4 was
used for all following simulations.
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Figure 4.6: Convergence analysis of the TPBT.
4.3 Model enrichments
4.3.1 Matrix nodes
In the original implementation of the model, centers of aggregates are taken as the nodes
of the finite element discretization and the contact is assumed to be placed in the middle
of the ligament between the aggregates. Under such an assumption, the crack is forced to
propagate only in regions with the biggest distances to aggregates which is in a contradic-
tion with experimental observations where cracks tend to propagate ”around” aggregates
as well as with the assumption of the ITZ being the weakest part in the mesostructure.
Assuming that the cracking takes place in the middle between the aggregates only also
creates an exaggerated roughness of the crack path. In order to improve the behavior
of the model, additional artificial nodes, matrix nodes, were placed in the inter-particle
volume resulting in a more natural crack propagation (see Figure 4.7 schematically show-
ing the effect of the matrix nodes in a 2D case). Spatial coordinates of the matrix nodes
were generated randomly and checked for overlapping with previously placed aggregates
and matrix nodes. The minimal distance from a matrix node to another matrix node or
to an aggregate was set to be equal to the radius of the smallest aggregate generated.
This condition leads to more uniform distribution of the matrix nodes in the matrix and
eliminates possible numerical instabilities that could arise if two matrix nodes would be
placed too close to each other. Diameters of the matrix nodes were set to zero, thus the
elastic properties of struts were not changed.
Department of Civil Engineering - Technical University of Denmark 53
Particle Model 4.3 Model enrichments
Figure 4.7: 2D scheme of the effect of the additional matrix nodes on the number of
contacts.
Figure 4.8: 2D scheme of the effect of the additional matrix nodes on the crack roughness
in mode-I fracture propagation in a TPBT.
The described enrichment results in a more realistic crack propagation with a reduced
roughness of the crack path and only the roughness resulting from mesostructural geom-
etry is preserved as is illustrated by Figure 4.7. Further limitation of the original model
- the prevention of the crack propagating from an aggregate to aggregate, see Figure 4.9
- is overcome with the proposed approach.
Figure 4.9: Scheme of a radial crack propagation in the enriched model.
Reducing the crack path roughness and increasing the number of contacts in the model
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leads to changes is the predicted response which is then dependent on the amount of the
matrix nodes added. A convergence analysis was performed to quantify these effects. A
reference mesostructure was generated and then the matrix nodes were added in 5 steps.
In every step, 1
4
Nagg of matrix nodes were added, where Nagg is the amount of proper
aggregates generated according to Eq. (4.1). The response does not change significantly
anymore after 3
4
Nagg matrix nodes were added (see Figure 4.10). Therefore the addition
of 3
4
Nagg matrix nodes was used for following simulations.
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Figure 4.10: Convergence analysis with respect to the addition of the matrix nodes.
4.3.2 Effect of the ITZ
The elastic normal stiffness of the contact, E, corresponds to the averaged stiffness of
materials laying between two nodes of the strut, see Eq. (4.9). Since the diameter of the
smallest aggregate simulated by authors in the original work was 4.75 mm, it was possible
to neglect the effect of the ITZ. However, in an application where the diameter of the
smallest simulated aggregate is comparable with the thickness of the ITZ, it is necessary
to include the effect of ITZ on the stiffness of the contact. The average stiffness of the
materials between two nodes can be approximated by the serial coupling and
EITZ = l/(la/Ea + lm/Em + lITZ/EITZ), (4.44)
where Ea, Em and EITZ are Young’s moduli of aggregates, matrix and ITZ, respectively.
Length la corresponds to segments of the strut laying inside particles, lITZ corresponds
to two times ITZ thickness and lm = l− la− lITZ denotes the remaining part of the strut
belonging to the matrix.
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Figure 4.11 compares stiffnesses E computed without ITZ, Eq. (4.9), with EITZ con-
sidering the effect of ITZ, Eq.(4.44). The graph shows relative differences in stiffnesses
of a strut connecting two aggregates of the identical diameter, D, with the length of the
strut ranging from 1.5×D to 5×D. Ea = 80 GPa, Em = 20 GPa, EITZ = 10 GPa and
lITZ = 2× 0.043 mm (Nadeau 2003) were considered in this comparison.
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Figure 4.11: Effect of the ITZ on the stiffness of the strut for varying aggregates diameter
and length of the strut.
4.4 Implementation
This Section describes solutions and algorithms used for some of the major challenges
found during the numerical implementation of the model.
The two dimensional version of the model was implemented in Matlab with satisfactory
performance. However, when the model was extended into three dimensions, the compu-
tational time increased for orders of magnitude and become unacceptable. Therefore the
model was implemented in C++ and several modifications improving the performance
were done.
4.4.1 Model building
During the particle generation phase, the newly created particle was checked for overlap-
ping with all previously generated particles in the 2D implementation of the model. In
three dimensions, however, such a simple approach resulted in a very poor performance.
The performance was improved using a grid overlay algorithm. A three dimensional grid
storing IDs of particles presented in or overlapping with a cell of the grid was created.
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Then, the newly created particle was checked for overlapping only with the particles be-
longing to cells overlapping with the new particle and the cells stored the ID of the new
particle.
In the model building phase, the most of the computational time was spent by the
detection of edges of tetrahedrons and by linking of the struts created from edges with
the tetrahedrons. It was necessary to detect every edge of tetrahedrons presented, create
a strut from the edge and make sure that there is one and only one strut at the given
edge. Further, it was necessary to know to which tetrahedrons does the edge belongs to
and vice versa. The original straightforward implementation was following:
for (all tetrahedrons)
for (all edges of the tetrahedron)
for (all struts created so far)
if (edge not yet represented by strut)
make new strut
end if
end for
end for
end for
for (all struts)
for (all tetrahedrons)
if (strut and tetrahedron share 2 vertexes)
strut saves id of the tetrahedron
tetrahedron saves id the of strut
end if
end for
end for
New implementation was following:
create a map mapping combinations of vertexes with yet unknown id of strut
for (all tetrahedrons)
for (all combinations of vertexes of the tetrahedron)
if (id in the map for the given combination of vertexes is empty)
make new strut
save id of the new strut in the map
end if
strut at the map at the given combination saves id of the tetrahedron
end for
end for
for (all struts)
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for (all tetrahedrons ids saved by the strut)
tetrahedron saves id of strut
end for
end for
Such a modification resulted in a significant improvement of the computational time
reducing the model building phase from tens of minutes to tens of seconds for the same
(complex) mesostructure.
4.4.2 Sparse matrix algebra and solver
As already mentioned in the introductory part of this Section, poor performance of the
Matlab built-in sparse matrix algebra package was the main reason for the C++ implemen-
tation of the particle model. Several sparse matrix packages available on the Internet were
implemented and compared. Regrettably, none of them fitted the needs of the program
and author’s programming skills. Some of the packages showed great performance, but
creation and especially modification of matrices during computation necessary e.g. during
updating of the global stiffness matrix was cumbersome and required e.g. copying of the
matrix to the memory which ruined the performance. Some packages provided straight-
forward and simple access to the matrix and its elements and their modification, but did
not performed much better compared to the Matlab implementation. Finally, a sparse
matrix algebra package developed by Cyrille Dunant from LMX, EPFL (Dunant 2009)
was implemented. The package provided simple access to the elements of the matrix and
satisfactory performance.
Systems of equations were solved by conjugate gradients solver with diagonal precon-
ditioning of the matrix of coefficients, see (Rektorys & a spol. 1981).
4.4.3 Parts of specimens outside of the FPZ
In the two dimensional implementation of the particle model, the material outside the
vicinity of the FPZ was modeled using linear finite elements. To preserve the same number
of DOFs per node, the triangular elements with drilling degrees of freedom (Felippa 2003)
were implemented, see Figure 4.8 for an illustration.
In three dimensions, however, the implementation of similar approach would require
a significant amount of coding. Therefore a different approach was utilized. The bulk
material was modeled using the particle model as well, but the minimal diameter of the
aggregate generated as well as the spacing of the nodes on the edges of the specimen were
reduced. The struts created outside of the FPZ were treated as linear elastic without
any strength limits. Figure 4.17 demonstrates the reduction of the aggregates generated
outside of the FPZ. Since the section between two aggregates does not correspond to the
matrix anymore, but corresponds to the matrix with aggregates smaller than the smallest
aggregate generated, the elastic stiffness of the strut was computed as E = l/(la/Ea +
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lm/E
∗
m), where E
∗
m is the effective Young’s modulus of the matrix with aggregates smaller
than the smallest aggregate generated computed by the Mori-Tanaka approximation for
spherical inclusions (Aboudi 1991).
4.5 Applications of the particle model
In this Section, applications of the introduced particle models demonstrating the ad-
vantages and disadvantages of the approach are presented. The particle model is used
for simulation of experiments with complex stress distributions, e.g. a non-proportional
mixed-mode experiment, in Section 4.5.1. In Section 4.5.2, the particle model is used
for an investigation of the size effect together with the effect of the randomly generated
layout of the aggregates. The effect of different volume fraction of aggregates is briefly
discussed in Section 4.5.3. Several types of mode-I fracture experiments are detailedly
studied in Section 4.5.4 and the impact of the type of the experiment on the identified
material properties of the FCM is discussed.
However, the major application of the particle model - upscaling of fracture properties
and prediction of the strength of cementitious materials - is discussed in Chapter 5 and
Paper IV and Paper V, respectively.
4.5.1 Simulation of complex experiments
Most of the complexity of the mechanical behavior of concrete on macro-scale results from
its heterogeneous mesostructure. When the concrete is modeled under the assumption
of homogeneity, this complexity has to be included in constitutive laws which makes
them complex, with many parameters and thus difficult to be determined experimentally.
Since the heterogeneous geometry is already captured by the heterogeneous models, simple
material laws with straightforward physical meaning can be used instead.
Paper III presents a comparison of the particle model and the lattice model (Elia´sˇ 2009)
for simulation of non-proportional mixed-mode crack growth in concrete.
Simulations of the mode I experiments (TPBT) and of cylinders loaded in compression
presented in Paper IV are another demonstration of the robustness of the particle model.
Material properties of the model were measured on mortar samples and inserted into the
particle model of concrete for the TPBT and compression tests. The predictions matched
favorably the experimental records. Details can be found in Paper IV.
4.5.2 Intrinsic variability and size effect
The process of meso-structure generating described in Section 4.1.1 employs the random
number generator for generating of coordinates of aggregates. This allows estimation
of which part of the scatter seen in the experimental records is caused by the intrinsic
variability caused by the random meso-structure and which part originates from other
sources.
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Comparison of 2D and 3D particle model
Initially, the effect of the random placing of aggregates was studied using the 2D imple-
mentation of the particle model. 10 simulations of the TPBT described in Section A.1.3
were run. The simulations differed in the seed used for the random number generator
and thus the placing of the aggregates was different as well. The set of ten simulations
was run for three sizes of the TPBT specimen. Results are plotted in Figure 4.12; α = 1
corresponds to the size of the specimen described in Section A.1.3, i.e. height of the
cross-section is 40 mm, span is 120 mm, notch depth is 10 mm and the thickness of the
specimen is 40 mm. α = 1.5 and α = 2 denotes simulations where all the dimensions were
scaled α-times, but the thickness was kept constant.
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Figure 4.12: Effect of the random aggregates placement on the response of the TPBT for
different sizes of the specimen simulated using the 2D particle model.
From Figure 4.12, it can be seen that the random geometry has a significant effect both
on the initial (elastic) slopes as well as on the peak loads of the simulations. However, in
experimental records usually only the peak load is scattered while the initial slopes are
relatively consistent (compare Figure 4.12 with experimental records for various materials
and α = 1 in Appendix A.1.5). The effect of the random geometry can be expected to
vanish once the specimen reaches an infinite size. Even though the largest size of the
specimen modeled is only twice the size of the smallest one, this trend is not followed and
the α = 2-specimens show the largest scatter. The reason for the inappropriate behavior
of the 2D model is shown in Figure 4.13. If an aggregate is placed right above the notch tip
and the crack branching occurs at the initial phase of the crack propagation, Figure 4.13a),
higher initial stiffness and higher peak load is predicted compared to the situation where
the crack propagation starts as a single crack in the matrix phase, Figure 4.13b). The
afore-mentioned effect is of a greater importance compared to the effect of the specimen
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size.
a) b
Figure 4.13: Two types of the initial crack propagation in 2D particle model: crack
branching leading to higher peak load, a), and a single crack formed in the matrix, b).
In the case of the three dimensional model, the effect of the initial crack branching
is smeared through the thickness of the specimen and the simulations are therefore more
objective. Application of the three dimensional particle model to simulate the intrinsic
variability and the size effect in the TPBT simulations is discussed in Section 4.5.2.
Size effect
The ability of the particle model to simulate the size effect was investigated using the
3D implementation. Sets of simulation of the TPBT, see Appendix A.1.3, with height
of the cross-section of α40 mm, span α120 mm, notch depth α10 mm and thickness of
40 mm were run for α = 0.5, 1, 2 and 4. The material properties of the mortar containing
aggregates up to 2 mm, see Paper IV for details about material parameters identification
and underlying assumptions, are summarized in Table 4.1. Aggregates characterized by
the PSD listed in Table A.1 and plotted in Figure A.1 smaller than 8 mm and larger than
2 mm were considered in the simulations.
Figure 4.14 shows the simulations for different values of α and Figure 4.15 presents the
average peak load and the scatter of the peak load normalized with the average peak load
for α = 0.5 as functions of the size of the specimen normalized with the size corresponding
to α = 0.5. It can be observed that the particle model is capable to predict the decreasing
relative peak load with the increasing structural size with the slope of ≈ 1 : −0.25 in
the log-log plot. Further, the three dimensional model predicts correctly the expected
decreasing scatter with the increasing structural size.
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Model parameter Abbreviation [unit] value
Young’s modulus of aggregates Ea [GPa] 80
Young’s modulus of matrix Em [GPa] 28.3
Young’s modulus of ITZ EITZ [GPa] 10
Thickness of ITZ lITZ [mm] 0.043
Coupling parameters α [-] 0.25
Uniaxial meso-tensile strength ft [MPa] 3.93
Uniaxial meso-shear strength fs [MPa] 3ft
Mode-I meso-fracture energy Gt [J/m
2] 66.7
Mode-II meso-fracture energy Gt [J/m
2] 12.5Gt
Friction coefficient µ [-] 0.2
Uniaxial meso-compressive strength fc [MPa] 1000
Table 4.1: Material parameters used for the case studies with the particle model. Values
of remaining parameters of the material model not relevant for the mixed-mode crack
propagation which are not listed in the table were taken from (Cusatis et al. 2003).
 0
 1000
 2000
 3000
 4000
 5000
 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35
B
en
di
ng
 F
or
ce
 [N
]
CMOD [mm] 
α=0.5
α=1
α=2
α=4
Figure 4.14: Size effect: simulations of TPBTs with similar geometries but different sizes.
4.5.3 Effect of aggregates volume fraction
The effect of the volume fraction of aggregates on the simulated response of the TPBT was
investigated. The material properties of the mortar containing aggregates up to 2 mm, see
Paper IV for details about material parameters identification and underlying assumptions,
are summarized in Table 4.1. Aggregates characterized by the PSD listed in Table A.1
and plotted in Figure A.1 smaller than 8 mm and larger than 2 mm were considered in
the simulations. The volume fraction of aggregates that would be occupied when all the
aggregates described by the PSD would be generated, αagg in Eq. (4.1), was varied from
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Figure 4.15: Size effect: normalized peak load and scatter of the peak load for different
sizes of TPBT.
0.1 to 0.7. Ten simulations with the random geometry was run for the given αagg and the
simulations were averaged. The results are presented in Figure 4.16.
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Figure 4.16: Effect of aggregate volume fraction on the simulated response of the TPBT.
The increased amount off aggregates results in the higher peak load. The higher
peak load is caused by the increased width of the fracture process zone and increased
roughness of the main crack path resulting in promoted bridging and increased amount
of the dissipated energy. The right hand sides of Figures 4.17 and 4.18 depicts all the
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contacts with damage parameter greater than 0.1. It can be seen that in the case of
αagg = 0.6 the FPZ is significantly wider compared to αagg = 0.1. Higher stiffness of the
material is another effect of the increased volume fraction of aggregates.
Figure 4.17: Crack pattern at the peak load for αagg = 0.6 and the cracked contacts of
cells with damage > 0.1.
Figure 4.18: Crack pattern at the peak load for αagg = 0.1 and the cracked contacts of
cells with damage > 0.1.
4.5.4 Numerical comparison of mode-I fracture tests
Section 2.3 is devoted to the identification of the parameters of the fictitious crack model
by inverse analyses and discusses suitable algorithms and methods. However, all the
presented computations are limited to a single type of experiment - three points bending
test - and a single size. It is a well known and frequently reported fact that the identified
properties depend on the type of the test and size used (Wittmann, et al. 1990, Bazant
2002, Elices, et al. 2002, Abdalla & Karihaloo 2003, Duan, et al. 2003, Hu & Duan 2004,
Kwon, et al. 2008, Zhao, et al. 2008) among others. In (Østergaard 2003), the effect
of specimen type was investigated. TPBT, WST and Uniaxial Tensile Test (UTT) were
compared under the assumption of homegeneity of the material. The TSLs were idendified
using the hinge-model based inverse analysis. It was found out that in order to identify
the same tensile strength from the TPBT and WST as was directly measured in the UTT,
the ratio of width to height of the hinge has to be adjusted and differs ≈ 4 times between
the tests (0.25 in the case of the WST, 0.95 in the case of the TPBT).
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Application of the hinge model-based inverse analysis described in Section 2.3.1 to
the experimental records from TPBT and WST from Appendix A.1.5 and A.1.5 yields
material properties summarized in Table 4.2. It can be seen that important differences
between tensile strengths and fracture energies identified from the TPBT and WST exist.
However, since the experimental data exist only for a single size of specimen, effects of
different stress states in WST and TPBT on the identified properties can not be separated
from the effect of different sizes of cracked cross-sections (30× 40 mm in the case of the
TPBT and 50 × 100 mm in the case of the WST, the fist dimension denotes the height
of the cross-section while the second one is the out of plane thickness). Therefore the
experiments were simulated using the particle model which should be naturally capable
of distinguishing between the various sizes (see Section 4.5.2) as well as between the
different stress states in the experiments.
Material Test E [GPa] ft [MPa] Gf [J/m
2]
TPBT 38.7 3.54 159.2
Concrete AW
WST 36.1 3.47 171.6
TPBT 37.1 3.97 136.5
Concrete AB
WST 26.6 3.29 194.8
TPBT 27.2 4.15 75.06
Mortar AW
WST 22.7 2.50 116.3
TPBT 27.8 5.11 66.65
Mortar AB
WST 23.0 2.52 77.83
TPBT 31.1 4.23 51.46
Micro-mortar AW
WST 20.0 2.16 84.86
TPBT 29.1 4.23 48.68
Micro-mortar AB
WST 24.5 2.32 49.80
Table 4.2: Comparison of material properties identified by the hinge model-based inverse
analysis from TPBT and WST.
TPBT described in Appendix A.1.3, WST described in Appendix A.1.3 and an UTT
were simulated. All the test were simulated in two similar geometries. One with the
cracked cross-section of 30 × 40 mm and the other one of 50 × 100 mm. Remaining di-
mensions were scaled correspondingly. The UTT specimen was notched from two sides
and the first dimension corresponds to the length of ligament. The width of the entire
specimen was equal to the length of ligament divided by 0.6, i.e. 50 mm for the smaller
and 83.3 mm for the bigger configuration. The height of the specimen (in the direction
of loading) was equal to the width. Material properties listed in Table 4.1 and PSD
from Figure A.2 were used. Aggregates between 8 mm and 2 mm and αagg = 0.65 were
considered and thus the simulation corresponds to the material labeled Concrete AB, see
Appendix A.1.1 for details about the composition. Material properties used in the simu-
lations are summarized in Table 5.1. Several simulations were run for every experiment
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to eliminate the scatter caused by the random geometry.
Extraction of traction-separation law from particle model simulation
During the simulation of an experiment with the particle model, it is possible to determine
the shape of the TSL. The shape, based on Hillerborg’s assumptions, see Chapter 2, is
constructed in the following way (Cusatis et al. 2003): An imaginary fictitious crack placed
at the plane of the initial notch is divided into stripes perpendicular to the crack. In
every step of the iterative solution, the energy dissipated in every stripe, dG is computed
together with the resultant force, F , perpendicular to the imaginary crack and crossing
the imaginary crack plane in the stripe. According to the fictitious crack model, dG is the
work of F on imaginary equivalent crack opening dweq. F can be expressed in terms of
bridging stress, σ(G) once divided by dimensions of the stripe and the traction separation
law can be constructed by solving dG = σ(G) dweq(G) under condition weq(0) = 0. The
traction separation laws for stripes can be then averaged over all stripes and specimens
with the dissipated energy in the stripe as a weight.
Results and discussion
Figure 4.19a) shows comparison of simulations of the UTT for small and large specimens
and Figure 4.19b) compares the simulations normalized with respect to the size of the
specimen. The tensile force was divided by 30×40 and 50×100 mm2, respectively and the
CMOD was divided by the spacing of the points where the CMOD was measured (width
of the notch). Figure 4.20a) shows the computed TSLs and Figure 4.20b) the energetically
averaged crack propagation as a function of CMOD. For the step corresponding to given
CMOD, j, the energetically average direction of crack propagation was obtained as
ω¯j =
Nel∑
i=1
ωi,j(WN,i,j + WT,i,j)
Nel∑
i=1
(WN,i,j + WT,i,j)
,
where ωi,j is the direction of the crack propagation in the i−th strut, WN,i,j and WT,i,j are
dissipated energies associated with normal and shear deformation increments in the step
j and Nel is the total number of struts in the model. As can be seen, the larger specimens
exhibit an important microcracking with gradual loss of stiffness before the peak load is
reached despite relatively deep notches. Reaching of the peak load is then followed by a
rapid crack propagation and softening due to the elastic unloading of the material outside
of the ligament. This is reflected by the shapes of TSLs showing an intensive hardening
at the beginning. Further, the peak load as well as the bridging stress are greater for
smaller specimens which corresponds to Section 4.5.2.
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Figure 4.19: Simulations of UTTs, a), and their normalizations with respect to size, b).
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Figure 4.20: Traction-separation law computed in the particle model simulation, a), and
the average direction of the crack propagation at the mesoscale, b), for uniaxial tensile
test simulations.
In the case of TPBT simulations, Figures 4.21 and 4.22, the effect of the specimen
size was even more pronounced compared to the UTT. However, the computed TSL were
comparable with higher scatter observed for the small size.
Simulations of the WST, see Figures 4.23 and 4.24, showed similar trends observed in
the case of TPBT simulations - pronounced size effect and comparable TSL between the
small and large specimens. However, some of the computed TSLs were shifted to the right,
see Figure 4.24a). The initial slopes of such TSLs were significantly lower compared to
the TSLs computed for UTT and TPBT, respectively. The lower slope indicates that an
energy was dissipated in a stripe with a small resultant force, F . However, for the mode-
I fracture propagation, the energy dissipation should not start before the mesoscopical
tensile strength, ft, is reached which corresponds to a significant magnitude of F . Thus,
the stripe was not loaded in mode-I but in a mixed-mode. The crack pattern evolution
was investigated to verify this hypothesis.
Figures 4.25 show the crack pattern at the peak load in the large WST specimen. As
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Figure 4.21: Simulations of TPBTs, a), and their normalizations with respect to size, b).
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Figure 4.22: Traction-separation law computed in the particle model simulation, a), and
the average direction of the crack propagation at the mesoscale, b), for TPBT simulations.
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Figure 4.23: Simulations of WSTs, a), and their normalizations with respect to size, b).
can be seen, the crack pattern differs from the typical mode-I pattern from Figures 4.18.
In the case of the WST specimen, two zones out of the plane of the notch exists ahead
of the main (mode-I) cracking. The cracking in these zones has to be a mixed-mode
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Figure 4.24: Traction-separation law computed in the particle model simulation, a), and
the average direction of the crack propagation at the mesoscale, b), for WST simulations.
a) b)
Figure 4.25: Crack pattern at the peak load in the WST on ≈ 10 mm slice containing the
from face of th specimen, a), and all cracked contacts of cells viewed from the front face,
b).
cracking, since the meso-scale tensile strength is not reached at the plane of the notch at
the level of the zones. The cracking in these zones is responsible for the atypical shape
of the TSL discussed before as well as for the curved crack propagation observed in some
of the WST sapmles, see Figure 4.26. Further, cracked contacts occur above the notch
tip - in the inner corners and along the notch. Energy dissipated at these contacts is not
considered in the computed TSLs.
The hinge-model based inverse analysis, or any analysis assuming that the cracking
takes place at the plane between the notch tip and the support, can not model neither the
cracking above the notch tip, neither the mixed-mode cracking in the mesostructure of
the material out of the plane. However, the energy dissipated in these zones influences the
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Figure 4.26: Experimentally observed curved crack propagation caused by the mixed-
mode crack propagation in the WST.
experimental record that is used as the input for the inverse analysis and fitted. The higher
values of fracture energies and lower values of tensile strengths listed in Table 4.2 are its
direct consequences. However, the main conclusion is not that the hinge-model analysis
or the fictitious crack model are useless. Rather, the main conclusion of the presented
study is that the wedge splitting test is not a test suitable for the identification of the
mode-I fracture properties, since, due to the combination of the vertical and horizontal
force, the stress state in the specimen is too complex resulting in a significant energy
dissipation out of the plane of the notch that can not be modeled using the assumptions
of the fictitious crack model.
Finally, Figure 4.27 compares the TSLs computed using the particle model with algo-
rithm described in Section 4.5.4 for UTT, WST and TPBT and the two sizes of specimens.
TSLs computed from the TPBT were the most consistent, even though the size effect was
pronounced. In the case of the UTT, the microcracking reflected by the promoted hard-
ening in the shape of the TSL is responsible for the difference between the small and
large specimens. In the case of the WST, the mixed-mode crack propagation outside of
the notch-plane is responsible for the significant difference in the initial slope of the TSL
emphasized in Figure 4.27b).
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Figure 4.27: Comparison of averaged traction-separation laws computed in the particle
model simulations of UTT, TPBT and WST, a), and the same with logarithmic x-axis to
emphasize the difference in the initial slope, b).
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Chapter 5
Upscaling of Fracture Properties
Reliable prediction of behavior of complex materials such as concrete based on easily
obtainable input data and a known geometry is very challenging from the numerical
point of view. At the same time, however, it is one of the most desirable things in cement
and concrete industry. Especially nowadays, when the cement is becoming more and more
complex due to the intensive use of the SCMs, a strong need of tools for predictions of
mechanical properties of materials made from such cements exists. Such a tool needs to
address three main subjects to be successful: a) acquisition of input material parameters of
the material models used; b) sufficiently accurate representation of the complex geometry
and c) establishment of numerical and material models capable of simulating the desired
processes in the given geometry. In this Section, two frameworks based on the particle
model described in Chapter 4 for the prediction of strength and fracture propagation
in cementitious materials containing aggregates (Section 5.1) and in pure cement paste
(Section 5.2) are presented.
5.1 Upscaling from meso to macro level: Cementitious materials
containing aggregates
This Section is a condensation of Paper IV which provides all details.
The particle model discussed in Chapter 4 was used for upscaling of fracture proper-
ties. Three types of cementitious materials - concrete, mortar and micro-mortar - were
prepared, see Section A.1.1 and Figure 5.1 and tested in three point bending test and in
compressive test on cylinders. See Sections A.1.3 and A.1.3 for details about test setups
and dimensions of specimens. The results are plotted in Figure 5.2.
Material properties of the fictitious crack model were identified by the approach de-
scribed in Paper I and in Section 2.3. The identified material properties and shapes of
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Figure 5.1: a) Particle Size Distribution characterizing investigated materials and b)
graphical illustration of the up-scaling.
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Figure 5.2: Experimental results of the TPBT for concrete a), mortar b) and micro-
mortar c). The solid lines show average from six records while the shaded areas show
experimental scatter
TSLs are summarized in Table 5.3. The corresponding hinge-model simulations are shown
in Figure 5.4.
As elaborated previously in Chapters 2 and 3, mode-I fracture propagation on the
global scale presents a very complex problem once zoomed down to meso-scale. The
mesoscopical model requires a large number of material parameters some of which cannot
be easily obtained. Generally, due to computational demands, simple models usually
based on the assumption of homogeneity of the material are often used for material
parameter identification. This, however, reduces the number of parameters which can
be identified from a given experiment. The identification procedure based on the semi-
analytical hinge model was introduced in Section 2.4. Such an approach retrieves elastic
stiffness, uniaxial tensile strength, macroscopical mode-I energy and the shape of the TSL.
The remaining material parameters of the material model used in the particle model need
to be estimated or possibly identified from additional experiments.
Both the response of the TPBT and CC specimens were simulated with the parti-
cle model on concrete and mortar level. In order to understand the importance of the
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Material E [GPa] ft [MPa] Gf [J/m
2]
Concrete 38.8 3.42 137
Mortar 28.3 3.93 66.7
Micro-mortar 27.9 4.05 47.8
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Figure 5.3: Material properties and shapes of traction separation laws of the investigated
materials identified by the hinge model.
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Figure 5.4: Comparison of the averaged experimental records with their simulations using
the hinge model and the identified material parameters listed in Figure 5.3.
identified parameters on the simulated response in the TPBT and to evaluate the impor-
tance of the remaining parameters, a sensitivity analysis was performed for the mortar to
concrete upscaling. All the identified material parameters together with shear strength,
mode-II fracture energy and α were randomly generated with uniform distribution in the
interval of ±25 % from the reference value. The geometry and material properties not
important for the global mode-I fracture process were kept constant. Pearson’s correlation
coefficients were evaluated as functions of CMOD for the relevant material parameters.
The correlation coefficient, ρM,CMOD, of the material property M for given CMOD was
computed as (Bittnar & Sˇejnoha 1992)
ρM,CMOD =
n
n∑
i=1
miPi,CMOD −
n∑
i=1
mi
n∑
i=1
Pi,CMOD√
n
n∑
i=1
m2i −
(
n∑
i=1
mi
)2√
n
n∑
i=1
P 2i,CMOD −
(
n∑
i=1
Pi,CMOD
)2 ,
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where n is the number of sampling computations, mi is the value of the parameter M in
the i − th sampling computation and Pi,CMOD is the value of bending force interpolated
for given CMOD from the i − th computation. Correlation coefficients for the relevant
parameters are plotted in Figure 5.5a). Figure 5.5b) shows the sampling computations.
The effect of variations of the material parameters for ±25 % for all identified parameters
is shown if Figure 5.6a) and for the remaining important parameters in Figure 5.6b).
Comparing Figures 5.5a) and 5.6a), it can be seen that even though ρEm is close to 1 in
the initial phase, the effect of variation of Em on the global response is small since Em is
further averaged with EITZ and Ea. As expected, mesoscopical tensile strength, St, and
mode-I fracture energy, Gt, have the biggest influence at the peak load and after the peak.
These material parameters can be directly identified from the experimental records of the
matrix material. Mesoscopical shear strength, Ss, and mode-II fracture energy, Gs, start
to play an important role once the peak load is reached. These parameters, however, can
not be accessed by the analysis of the TPBT with the matrix material. Moreover, the two
aforementioned parameters influences the predicted response of the TPBT in an opposite
way - increased Ss leads to lower peak and post-peak load bearing capacity while increase
Gs leads to higher load bearing capacities. Therefore, different combinations of the two
parameters can give basically identical results which results in a weak identification of the
individual parameters.
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Figure 5.5: Pearson’s correlation parameter for important material parameters in the
TPBT a) and the set of sampling computations b).
Not enough data on the shear strength and mode-II fracture energy of mortars can be
found in literature. Significant effort has been put into investigation of the mode-II prop-
erties of concrete, however, a literature survey yields highly scattered data. Comparisons
of ratios between mode-I and mode-II fracture energies done in (Neto, et al. 2004) ad-
dresses ratios from Gf,II/Gf,I ≈ 25 (Reinhardt, et al. 1997) to less than 10 (Ta¨ljsten 1994).
Therefore, additional CC experiments were performed and simulated. Contrary to sim-
ulating mode-I crack propagation in the TPBT, when simulating the crack propagation
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typical for the CC, increasing Ss and Gs both have an positive effect on the global response
which makes the CC experiment suitable for the identification of the shear parameters
through fitting of the CC model.
In the CC experiments, the specimens were placed directly between the loading platens
without any friction modifying devices. Thus, in the particle model of the CC, all dis-
placements were set to zero on the bottom surface and the upper surface was allowed to
move in the load direction only. Rotations at the boundary were kept unconstrained. A
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Figure 5.6: Effect of variation of ±25 % of the identified a) and fitted b) material param-
eters on the global response of the TPBT.
parametric study varying Ss/St and Gs/Gt was performed to identified the proper com-
bination of the shear parameters. The geometry as well as the remaining parameters
were kept constant. Figure 5.7 shows the simulated responses in CC. The simulation
with Ss/St = 3 matched the peak load favorably and simulations with Gs/Gt = 10 and
Gs/Gt = 15 both matched the deformation at the peak load as well, therefore Ss/St = 3
and Gs/Gt = 12.5 were used for the remaining simulations. The same ratios were used
also for the case of micro-mortar to mortar upscaling.
Table 5.1 summarizes all the important input material parameters of the particle
model for micro-mortar to mortar and mortar to concrete upscaling. Values of remaining
parameters of the material model not relevant for the mixed-mode crack propagation and
which are not listed in the table were taken from (Cusatis et al. 2003).
Finally, the material properties summarized in Table 5.1 were used in the particle
model simulations of the concrete and mortar test specimens, respectively. The predicted
responses of the materials in the TPBT are compared with the experimental records in
Figure 5.8a) for the case of concrete and in Figure 5.8b) for mortar.
The following conclusions can be drawn:
• The particle model with the measured material properties provides predictions of
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Figure 5.7: Sensitivity of the CC simulation to Ss and Gs. The first number in legend is
Ss/St while the second denotes Gs/Gt.
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Figure 5.8: Comparison of the prediction with the experimental records of TPBT for a)
mortar to concrete upscaling and b) micro-mortar to mortar upscaling. Dashed lines show
different simulations with randomly generated mesostructures.
crack propagation in the TPBT matching favorably the experimental records and
at the same time provides fitted responses of the CC tests.
• The predictions show a more ductile response compared to the experimental records,
presumably due to the missing explicit incorporation of the ITZ in the model1. Nev-
ertheless, incorporation of the aforementioned features into the model would signif-
icantly increase number of material parameters of the model and hence would make
the presented framework much more complicated especially from the experimental
point of view.
1Assuming that the strength of aggregates is significantly higher compared to the strength of matrix
and ITZ
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• Shear strength and mode-II energy on the meso-level play important roles in the
advanced stages of the crack propagation. Their direct identification, however, is
not possible neither from TPBT nor CC tests with the matrix and were therefore
fitted.
• Fracture propagation in the uniaxial compression of concrete and mortar is ini-
tially mode-I and later a mixed-mode crack propagation dominated process on the
mesoscale. Therefore, the same set of material properties as in the case of TPBT
prediction was successfully used for predicting the CC response up to the peak load.
• The particle model in the applied form is not suitable for simulation of the softening
part of the CC experiments since it can not describe correctly creation of new
contacts and mutual shearing of heavily damaged parts contributing to the load
bearing capacity of the material.
Further details are provided in Paper IV.
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5.2 Upscaling from nano to micro level: Pure cement paste
5.2.1 In-situ observation of the crack propagation in pure cement pastes
Initial attempts to observe the crack propagation in cement pastes in situ date back several
decades (Mindess & Diamond 1980, Mindess & Diamond 1982, Kjellsen & Jennings 1996).
Creep of the material during loading resulting in damage propagation even under
constant deformation, heterogeneity of the material making the crack tracking difficult
and formation of additional cracks due to drying in the observation chambers of SEM or
ESEM are the major obstacles that have to be challenged during the experiments.
In the present work, the crack propagation during the TPBT on notched specimens
was observed in the ESEM (model EVO 60 manufactured by Carl Zeiss). The dimensions
of the specimens, the detailed description of the test setup as well as of the materials used
can be found in Appendix A. The specimen was loaded by imposed displacement of the
supports against the contact point in the midspan. The loading was done in several steps
and in every step, the ESEM image was taken. The load levels at which the images were
taken are indicated as fractions of the peak load. As already mentioned, the specimens
undergo significant creep fracture. Therefore, after the load was reached in each step, the
specimen was unloaded by ≈ 10% to avoid rupture of the specimen due to creep. The
load levels are related to the load level before unloading and images do not correspond
perfectly.
Figures 5.10-5.12 show the zone near the notch tip (very bottom of the images) and
the crack propagation in this zone at the right-hand side. Two interesting features can
be observed: The crack is clearly visible already in Figure 5.11a) taken at the load level
smaller than 50% of the peak load. However in a closer look some micro-cracking can be
seen already in Figure 5.10b). The second feature is the crack branching and tortuosity
visible in the last steps of the experiment. The applied load as a function of time is
plotted in Figure 5.13; the unloading and holding periods necessary for the acquisition of
the images are clearly shown.
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Figure 5.9: Scheme and dimensions of the TPBT loading stage used for the ESEM crack
growth observation experiments.
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a) Load level ≈ 0.083 maximal load.
b) Load level ≈ 0.28 maximal load.
Figure 5.10: ESEM images of formation of the main crack at the zone close to the notch
tip in the TPBT on pure cement paste.
Department of Civil Engineering - Technical University of Denmark 83
Fracture Scaling 5.2 Nano to micro level
a) Load level ≈ 0.44 maximal load.
Load level ≈ 0.55 maximal load.
Figure 5.11: ESEM images of formation of the main crack at the zone close to the notch
tip in the TPBT on pure cement paste.
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Load level ≈ 0.86 maximal load.
Figure 5.12: ESEM image of formation of the main crack at the zone close to the notch
tip in the TPBT on pure cement paste.
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Figure 5.13: Loading history corresponding to Figures 5.10-5.12.
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The second set of images, Figures 5.14 and 5.15, demonstrates the crack propagation
in pure cement paste in the ligament of the cross-section far from the crack tip. In
this observation, the specimen was loaded up to ≈ 80% of the expected peak load and
unloaded, see Figure 5.16 with the load history. Then the main localized crack similar to
the crack shown in Figure 5.10b) was tracked from the notch tip to the zone where the
crack was not distinguishable anymore. The zone several hundreds of µm in the direction
of the expected crack propagation was then captured, Figure 5.14a). Micro-cracking can
be observed in several regions marked with red dashed lines in Figure 5.14a). Note that
the lines are shifted to the right for ≈ 5 µm from the actual positions of the micro-
cracks. Further, the load was increased and the main crack entered the observed zone,
Figure 5.14b); the crack runs vertically from ”EHT = 20.00 kV”. Further load increase led
to the rupture of the specimen. However, the two parts of the specimens stayed connected
at the very top part of the specimen and image of the main crack was taken, Figure 5.15.
Partly closures of the micro-cracks highlighted in Figure 5.14a) can be seen.
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After the in-situ observations of the crack propagation, fractured surfaces of the speci-
mens were investigated. Figure 5.17 shows the crack branching and tortuosity of the crack
in details and Figure 5.18 shows the particles that were bridging the main crack during
the test.
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a)
b)
Figure 5.14: ESEM images of formation of micro-cracks, a), and formation of the main
crack, b), in the pure cement paste loaded in the TPBT.
88 Department of Civil Engineering - Technical University of Denmark
5.2 Nano to micro level Fracture Scaling
Figure 5.15: ESEM image of the final crack pattern found in the pure cement paste loaded
in the TPBT.
 0
 10
 20
 30
 40
 50
 0  200  400  600  800  1000  1200
B
en
di
ng
 F
or
ce
 [N
]
Time [s] 
100 s = 0.142 mm for loading
AB-1
Figure 5.16: Loading history corresponding to Figures 5.14 and 5.15.
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a)
b)
Figure 5.17: ESEM images the crack after the test: a) crack branching and tortuosity
from the side view (the front side of the specimen with the main crack running from left
to right hand size is visible at the bottom) and magnified view of the same, b).
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a)
b)
Figure 5.18: ESEM images the crack after the test: a) particles bridging the crack viewed
from the front side of the specimen and a particle bridging the crack viewed from the
perpendicular direction to the main crack in b).
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From these observations, two main conclusions can be drawn:
1. At the investigated scale, the cement paste does not exhibit the perfectly brittle
behavior. Comparing Figures 5.10-5.12 with the corresponding load history plotted
in Figure 5.13, it can be seen that already at very early stages of the experiment
the main crack is formed and its length is comparable with the size of the specimen.
However, the load bearing capacity of the cracked cross-section is not exhausted
and the load leading to the rupture of the specimen is significantly higher than the
load corresponding to the formation of the crack. Thus, the bridging stresses across
the crack have to exist and the energy dissipated by the crack opening can not be
neglected.
2. Observed mechanisms are qualitatively very similar to those observed in the case
of mortars and concrete (Figures 5.14 and 5.15). The formation of the main crack
is preceded by intensive micro-cracking and the stiff cement phases provide the
bridging. The width of the zone with micro-cracking is in order of ≈ 100 µm, see
Figure 5.14a), and the roughness of the crack is in order of tens of µm giving a
similar ratio found in concrete.
Thus, apparently the particle model used in Paper IV for the prediction of behavior of
concrete and mortar based on material properties measured on mortar and micro-mortar,
respectively, can be assumed to be applicable also for the case of cement phase.
5.2.2 Prediction of strength of cement pastes
This Section is a condensation of Paper V which provides all details.
Several approaches for estimation of the strength of multiphase materials can be found.
When the microstructure is relatively simple (such as matrix-pore inclusions in case of, for
example, reinforced concrete or poly-crystals in metals), a homogenization based on the
definition of Linear Comparison Composite (LCC) (Castaneda 1996, Castaneda 2002) or
methods based on the second order moment estimate of stress and strains in each phase
of the heterogeneous material (Dormieux, et al. 2006, L. Dormieux 2002) can be used.
In both cases, the non-linear constitutive laws of various phases are linearized in such
a way that the traditional elastic homogenization schemes can be applied. The correct
capturing of the average strain and stress field in each phase is the main problem in mean-
field homogenization schemes. The problem becomes even more pronounced for complex
microstructures such as the cement paste where stress localization is hard to capture.
Still, a formulation with quadratic stress average assuming von Mises yield condition
was successfully applied to cement paste assuming acircular (needle-type) geometry of
hydration products (Pichler, et al. 2008). It should be noted, however, that authors were
not looking for a solution of the variational problem but for loss of linearity based on
the second order estimates. The same results can be potentially achieved by solving the
linear elastic problem with FEM of FFT (Moulinec & Suquet 1998) methods, thus giving
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physically similar but more precise estimates thanks to considering explicitly the actual
microstructure.
In order to incorporate the information about the real microstructure of cement paste,
a discretization of digital images with the variational formulation of the lower bound of
the strength with Drucker-Prager yield criterion was done in (Ganneau, et al. 2007). This
formulation is similar to the formulation mentioned above with the difference that an
estimation of stress and strain in each phase are not needed. Instead, the discretization of
the microstructure in a way similar to FEM leads, as a result, to a nonlinear programming
problem.
All aforementioned methods are based on the yield limit theory and perfect plasticity
and just basically approach the same problem from different sides. However, in-situ
observations of the crack propagation in the cement paste loaded in compression (Mindess
& Diamond 1982) showed that cracks parallel to the loading direction are formed in
the specimen prior the peak load is reached. Therefore, it can be expected that the
localized tensile failure of the C-S-H and other phases in the microstructure will be as
important as the yielding of the C-S-H. The importance of the localized failure will be
even more pronounced in the cement paste subjected to tension. Therefore the particle
model introduced in Chapter 4 was modified for cement paste. Such an approximative
model is suitable for handling complex heterogeneous materials and can combine yielding
with localized failure of the C-S-H with reasonable computational costs.
In the presented study, the mean-field strength homogenization approach used in (Pichler
et al. 2008), approaches based on the solution of linear-elastic problems with FEM and
FFT and a modified particle model based on (Cusatis et al. 2003) are utilized to pre-
dict the tensile and compressive strength of three cement pastes. Critical aspects of each
method are identified, discussed and compared with other methods.
Three different microstructures were considered: the first was scanned2, and the other
two are simulated using CemHyd3D(Bentz 2000) hydration model for two different types
of cements. The first microstructure was a X-ray microtomography image, see (Bentz,
et al. 2002) for details, of cement paste with W/C of 0.3 made from ”cement 133” according
to the orginal work hydrated for 7 days (see http://visiblecem.nist.gov/cement for
all the details). The cement is labeled as NIST Cem in the rest of this work. This
particular microstructure was chosen due to its hydration time which is being comparable
with other microstructures generated using CemHyd3D (Bentz 2000). The first generated
cement was Aalborg White cement, labeled as Cem A in the rest of the work, and the
second one an OPC labeled as Cem C.
In order to avoid fitting of phase properties, nanoindentation was considered to provide
mechanical properties of the main hydration product - C-S-H - in cement paste (Constantinides
& Ulm 2007) from which LD-C-S-H and HD-C-S-H properties can be obtained among
others. For the sake of comparison of results obtained from modeled microstructures
2http://visiblecem.nist.gov/cement
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(Cem A and C modeled in CemHyd3D) with the scanned one (NIST Cem), where
only three phases were distinguished - porosity, hydrates and unhydrated clinker. Sep-
aration thresholds were set according to recommendations from (Bentz et al. 2002).
Elastic properties of C-S-H were set to 25.55 GPa in all calculations (average values
from (Sˇmilauer 2005, Constantinides & Ulm 2007)) and Poisson’s ratio was set to 0.24.
In addition, in the case of the modeled microstructures (Cem A and Cem C), the elastic
properties of the other phases were taken from (Sˇmilauer 2005). The C-S-H was considered
to be the only phase allowed to yield/crack. Regarding the strength/yield properties of
C-S-H, the only experimentally available strength parameter is hardness H = Pmax/Ac,
where Pmax is the maximum load during the indentation and Ac is the contact area.
Using different hypothesis regarding the yield surface of C-S-H, different scaling relation-
ships relating H to the yield surface properties can be obtained. For J2 plasticity with
fy,J2 << E (which is the case of cementitious materials) this scaling relationship reads
fy,J2 = H/2.8 (Cheng & Cheng 2004).
Phase E [GPa] ν [-] fy,J2 [GPa] H [GPa]
Porosity 0.001 0.4999 Inf Inf
Clinker 135.0 0.3 Inf Inf
Hydrates 25.5 0.24 0.214 0.6
Table 5.2: Assumed material properties of the cement paste phases.
The mean-field strength homogenization approach is described in detail in (Pichler
et al. 2008) as well as in Paper V. The description of the FFT can be found ibidem.
Descriptions of the FEM and the particle model follows.
The FEM was applied in a very straightforward and simple way. The voxel represen-
tation of the microstructure obtained from the hydration model or the X-ray photomi-
crography was directly discretized using 8 node linear brick elements. The model was then
loaded with mixed boundary conditions - DOFs in the loaded direction were prescribed
on the two opposite faces (0 at one side and a nonzero displacement on the other size). At
one of the corner nodes at the first face, all DOFs were set to zero to avoid a rigid body
motion. Remaining DOFs of the model were kept unconstrained. Three types of analyses
were performed: 1) Full nonlinear plastic analysis of the scanned microstructure (NIST
Cem) computed in Abaqus and used as a benchmark solution for the comparison with
the particle model. 2) A simple linear analysis to find the loss of linearity and effective
elastic properties of the microstructures loaded in tension and compression, respectively,
used for comparison with FFT and with J2 homogenized ellipsoidal yield criterion. 3)
Linear computations on the level of individual struts of the particle model.
Particle models for simulation of the fracture propagation in concrete are based on the
assumption that all the cracking and possibly other non-linear phenomena take place in
the matrix phase, e.i. mortar in the case of concrete, between the particles, i.e. aggregates.
This assumption allows significantly simplified formulations of kinematics compared to the
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classical FEA and volumes with a large number of particles can be modeled with a reason-
able computational time and memory requirements. The assumptions made for concrete
can be extended to the case of the cement paste since most of the plastic yielding and
cracking takes place in hydrates and the unhydrated clinkers can be viewed as aggregates.
In the presented study, the model of Cusatis (Cusatis et al. 2003) was chosen as the
base. The unhydrated clinkers were approximated by spherical particles conserving the
volume of clinkers and the positions of centers of gravity. Then the volume was tessellated
according to the procedure described in (Cusatis et al. 2003, Cusatis et al. 2006, Cusatis
& Cedolin 2007).
In contrary to the case of mortar or concrete where the matrix phase can be considered
as a homogeneous material, the properties of the matrix phase, or rather of the interparti-
cle volume, differ significantly for individual contacts in the cement paste microstructure.
The increased heterogeneity of the material is the result of the hydration which is, in
terms of positioning of hydration products, essentially a random process. Therefore, the
simple averaging of the elastic stiffnesses along the struts as well as concept of one set of
material properties used in the case of concrete have to be abandoned and every strut has
to be treated separately.
After the discretization of the microstructure by the struts, the diameters of the par-
ticles were set to zero. The entire volume between two nodes was homogenize using the
FFT and FEM for every strut (loss of linearity was used as a strength estimation in
all cases). The internodal volume was discretized by voxels aligned with the orientation
of the strut and homogenized using the FFT and FEM . Effective Young’s modulus,
Poisson’s ratio, tensile (ft), shear (fs) and compressive (fc) strengths of the internodal
volumes were obtained and assigned to the strut discretizing the connection. Since the
internodal volume was small (typically ≈ 100 voxels), it was assumed that the loss of
linearity should approximate reasonably well the yield limit of the strut. In cases where
there were not any C-S-H voxels in the internodal volume, struts were assumed to be
elastic without any strength limits. The comparison of the homogenization based on the
FEM and FFT is shown in the following Section.
The material model proposed in the original particle model (Cusatis et al. 2003) was
utilized and modified. The material behaved elastically until the elastic boundary depend-
ing on the tensile, shear and compressive strength is reached. Then a nonlinear behavior
is applied. In the presented implementation, the response was considered elasto-brittle
for ω > ω0, see (4.10) and Figure 4.2 in Section 4.1.3, and perfectly plastic otherwise.
It means that when the contact was loaded in tension or in mixed-mode with shear and
tension, it ruptured in a brittle manner when the elastic boundary was reached. In the
case of mixed-mode compression, the contact yielded.
The Particle Model with the FEM -based homogenization of the internodal volume
(PM − FEM) and the ellipsoidal yield condition, see Paper V, was used to simulate
a uniaxial compression test on cubical microstructures cut from the NIST tomography
data with size of edges equal to 60 µm (RVE60). The microstructure was chosen in the
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way that it did not contain any large unhydrated grains that would bridge the entire
microstructure, see Figure 5.19. Two simulations - one considering plastic yielding even
for the mixed-mode with tension, red line in Figure 5.21, and one with the brittle cracking,
blue line in Figure 5.21 - were done. The microstructure was also modeled using the full
non-linear analysis in Abaqus. Material properties from Table 5.2 and J2 plasticity (for
C-S-H) were assumed. Figure 5.20 shows the distribution of elastic and plastic strains at
the last step of the analysis. Simulated stress-strain curves are plotted in Figure 5.21.
It can be seen that the particle model simulation assuming the yielding of contacts even
under tension is, despite its simplicity, roughly comparable to the full non-linear FEM
analysis in Abaqus. Comparing the responses simulated by the particle model with and
without the brittle cracking of the contact shows the importance of the tensile cracking
even in the compressive test. It is interesting to compare computational times needed: the
overall computational time of the particle model was about 10×shorter compared to the
full FEM analysis. The FEM -based homogenization of the internodal volumes was the
most time demanding procedure and was coded without any optimization with respect to
the performance. Therefore, it can be expected that the difference could be even bigger.
Figure 5.19: Microstructure of 60×60×60 µm used for initial comparison of the methods
- three mutually orthogonal cut planes going through the center of the microstructure.
Further, the particle model with the FEM -based homogenization of the internodal
volume and the ellipsoidal and J2 yield conditions was used to study an effect of the size
of the microstructure on the stress-strain response in uniaxial compression and tension,
respectively. Brittle cracking of contacts was considered. Two sizes of the microstructure
were considered: the already introduced RVE60 and 150 µm microstructure, RVE150.
Comparison of the stress-strain curves for the two sizes is plotted in Figure 5.22a) for
uniaxial tension and in Figure 5.22b) for uniaxial compression. As expected, the choice
of the smaller microstructure in the way that it did not contain any clinker grains larger
than 60 µm is reflected in the responses. Both elastic modulus and strength are lower
compared to the large microstructure where the plastic zone as well as the fracture process
zone are larger due to the presence of larger cement grains. When comparing the effect
of the J2 yield condition and ellipsoidal yield condition on the global response, it can be
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a) b)
Figure 5.20: Elastic stain in all phases, a), and plastic strain in C-S-H after the last step
of the full non-linear FEM analysis in Abaqus for RVE60. The microstructure was loaded
in direction 1.
seen that the responses are qualitatively similar.
All the introduced methods were compared on the small NIST Cem microstructure
RVE60. In the case of Self-Consistent (SC) scheme, see Paper V, the J2 plasticity was
assumed while the other methods also considered ellipsoidal yield condition. The FEM
and FFT were used to find the loss of linearity which was assumed to be the strength. The
particle model included the cracking of contact in tension and the strengths corresponds
to the peak loads in Figure 5.22 for RVE60. Results are summarized in Table 5.3.
As can be seen from the Table, the scatter of the predicted elastic and strength prop-
erties is large. Young’s modulus predicted by the PM − FEM is significantly lower
compared to the other methods. This is due the utilized volume tessellation. The tessel-
lation is based on centers of gravity (Cusatis et al. 2003) and therefore cannot simulate the
elastic loading exactly, as is the case of models based on Voronoi tessellation (Elia´sˇ 2009).
The difference in Young’s modulus between FFT and FEM is caused by the different
boundary conditions assumed by the methods. The FEM models was loaded by mixed
boundary conditions, while the FFT model was loaded by periodic boundary conditions
which should, in general, give the best results (Sˇmilauer 2005). The SC method does not
consider the actual arrangement of phases which leads to the overestimation of Young’s
modulus.
Comparison of strength properties is more difficult. FFT and FEM were used to
find the loss of linearity only, which is far from the maximum capacity of the material
(compare values from Table 5.3 with full non-linear analysis plotted in Figure 5.21). The
SC predictions of strength are much higher compared to FFT and FEM calculations
with the same J2 plasticity. This indeed means that second order strain rate and stress
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Figure 5.21: Comparison of stress-strain curves predicted by the particle model with and
without cracking and the stress-strain curve from the full nonlinear FEM analysis in
Abaqus.
estimates, used in the effective strain rate approach do not hold for studied microstruc-
ture. Linear comparison composite method could potentially give better results. See, for
example, (Michel, et al. 2007), where comparable results were obtained from FEM and
analytical homogenization methods of porous elastomers.
The PM simulation combining the yielding and cracking of C-S-H predicted not only
values of tensile and compressive strength, but provided the entire responses in terms of
stress-strain curves, see Figure 5.22.
The numerically predicted microstructures of Cem A and Cem C at three different ages
- after 1, 7 and 28 days of hydration - were studied using the PM. The goal of this study was
to investigate whether the approximate particle model can model the difference between
the two cements observed experimentally (see Appendix A.1.5) and that the evolution of
the strength properties with the evolving hydration can be captured. The particle model
with the ellipsoidal yield condition and brittle cracking in tension was used. Figure 5.23
shows simulations of uniaxial tensile test, a), and uniaxial compression, b), for Cem A
and at the different ages. Figure 5.24 shows the same for Cem C.
The effect of hydration on the elastic and strength properties on the level of individual
struts was already discussed. The improvement of the properties of struts is reflected by
the change of predicted behavior of microstructures. The longer the hydration the higher
tensile and compressive strength. Further, it can be seen for both cements that responses
in 7 and 28 days are significantly less ductile compared to responses after 1 day.
In the presented study, the mean-field strength homogenization approach used in (Pichler
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Figure 5.22: Simulations of the uniaxial tensile test, a), and the uniaxial compressive test,
b), on the NIST cement microstructure of 60 and 150 µm assuming J2 and ellipsoidal
yield condition, respectively.
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Figure 5.23: Simulations of the uniaxial tensile test, a), and the uniaxial compressive test,
b), on Cem A microstructures.
et al. 2008), approaches based on the solution of linear-elastic problems with FEM and
FFT and a modified particle model based on (Cusatis et al. 2003) were utilized to predict
the tensile and compressive strength of three cement pastes. Three different microstruc-
tures were considered: the first was scanned3, and the other two are simulated using
CemHyd3D (Bentz 2000) hydration model for two different types of cements. Two ma-
terial models of C-S-H in compression were used for every model - J2 plasticity and the
elliptical yield condition resulting from the porous nature of the C-S-H. Both material
models assumed perfectly brittle behavior in mixed-mode tension.
The following conclusions can be drawn:
• Responses of the scanned and modeled microstructures are qualitatively identical.
3http://visiblecem.nist.gov/cement
Department of Civil Engineering - Technical University of Denmark 99
Fracture Scaling 5.2 Nano to micro level
 0
 20
 40
 60
 80
 100
 0  0.002  0.004  0.006  0.008  0.01  0.012
St
re
ss
 [M
Pa
]
Strain [-] 
Cem C 1 day
Cem C 7 days
Cem C 28 days
 0
 40
 80
 120
 160
 200
 240
 0  0.01  0.02  0.03  0.04  0.05  0.06
-
St
re
ss
 [M
Pa
]
-Strain [-] 
Cem C 1 day
Cem C 7 days
Cem C 28 days
a) b)
Figure 5.24: Simulations of the uniaxial tensile test, a), and the uniaxial compressive test,
b), on Cem C microstructures.
• Methods based on the loss of linearity (FEM and FFT and the mean-field strength
homogenization approach (SC)) give inconsistent results and can not be used for
reliable predictions:
– SC does not reflect the actual microstructure and significantly overestimates
strengths compared to FFT and FEM .
– FFT and FEM reflect the microstructure, however, the loss of linearity is
significantly dependent on the discretization and is not a good approximation
of the strength.
• Particle model with FEM -based homogenization of the internodal volume without
cracking provides results matching favorably the full nonlinear FEM solution with
significantly reduced computational time.
• Cracking of the C-S-H plays an important role in the compressive test and con-
tributes significantly to the difference between the compressive and tensile strengths.
• Size of the RVE is an important parameter influencing significantly the strength.
• The type of the yield condition changes the responses only in the quantitative way
while qualitatively the influence is not important. However, both investigated yield
conditions overestimates peak strengths significantly for the considered material
parameters.
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Chapter 6
Conclusions
The effect of heterogeneities in cementitious materials on the fracture propagation was
studied on two material scales - cementitious materials with aggregates and pure cement
paste. Objectives of the thesis were following:
• Critical review of the models for fracture propagation in heterogeneous materials
on the scale of concrete and mortar with respect to their practical applicability
(measuring of material properties, possibility to simulate real-sized specimens etc.)
• Development and verification of a framework for prediction of crack propagation in
concrete and mortar involving work ranging from experimental work and material
parameters identification to the simulations of fracture propagation in real-sized
specimens.
• Verification of the developed framework against experimental data.
• Obtaining understanding of the basic nature of cracking processes in cement paste,
extension of the developed framework to the scale of cement paste and predicting
the compressive and tensile limit of the cement paste based on its microstructure
and measured properties of phases.
In this Chapter, the proposed frameworks are summarized and conclusions are drawn.
6.1 Cementitious materials with aggregates
The proposed framework consists of three main parts:
• Experiments
• Identification of material properties
• Modeling
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6.1.1 Experiments
Three types of experiments for determination of the mode-I fracture properties based on
the assumptions of the fictitious crack method were compared - wedge splitting test, three
point bending test and uniaxial tensile test (only numerically). The inverse analysis of
the experimental records revealed significant discrepancies between material properties
identified from the three point bending test and the wedge splitting test. Therefore the
tests were simulated using the enriched particle model together with the uniaxial tensile
test. Two sizes of specimens were simulated for each test to eliminate the effect of size.
From the comparison of the traction-separation laws computed from the simulations and
from the observation of the crack propagation in the model, the following conclusions
were drawn:
• In the case of the uniaxial tensile test, the energy dissipated through microcracking
outside of the plane of the notch depends significantly on the size of the specimen
and is responsible for the difference in the computed traction-separation laws despite
the relatively deep notches.
• Significant amount of energy dissipated in the wedge splitting specimen outside of
the expected fracture process zone (above the tip of the notch) and due to a mixed-
mode loading ahead of the main crack is responsible for significant difference in the
computed traction separation laws as well as for the discrepancies observed in the
identified material properties.
• In the three point bending test, the energy is dissipated in the expected fracture
process zone and the computed traction-separation laws were consistent between
the two sizes despite significant size effect observed at the global responses.
Due to the aforementioned reasons, the three point bending test was chosen as the
main experiment for the identification of the material properties for simulations as well
as for their verification.
6.1.2 Identification of material properties
The semi-analytical method for mode-I fracture propagation is based on the hinge model
for specimens loaded with a combination of the bending moment and the normal force.
The advantage is that it provides a closed-form analytical solution for the Crack Open-
ing Displacement (COD) for a given load of the hinge, assuming linear elastic material
behavior with a multi-linear traction-separation law. The hinge model is based on the
assumption that the presence of the crack changes the stress and the strain field only
locally while the rest of the structure remains unaffected. Using the closed-form formula
instead of the FE discretization is reflected by the reduction of the computational costs.
Even though the hinge model is capable of providing a closed-form analytical solution
for any piece-wise linear TSL, derivation of an analytical solution for a more than bi-linear
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TSL and its implementation would be very complicated. Therefore a semi-analytical
approach, with iterative neutral axis position assessment is employed. This modification
allows us to involve both multi-linear traction-separation lawa as well as the multi-linear
elastic behavior of the undamaged material in the computation with only a tiny increase
in the computation costs in the global iterative scheme. The hinge model is suitable for
simulation of mode-I fracture test where the crack cross-section is loaded by a combination
of bending and normal load.
The traditionally used bi-linear traction separation law can be substituted by a tri-
linear or quad-linear law increasing accuracy of simulation while still keeping the opti-
mization well constrained and solutions unique. Further, it is verified that the identified
parameters can be used as the input for FEA providing results matching favorably the
experimental record used for the identification. The identified material parameters are
thus independent on the model used for the identification.
However, even though the hinge-model is a very efficient model with very low compu-
tational demands (one simulation takes roughly 10 seconds), the entire inverse analysis
procedure can still be time consuming. The reason is that, especially for cases when
high precision and dense point spacing are desired, a huge number of iterations is needed
to fulfill the convergence criteria and the entire inverse analysis can easily take several
hours. The time needed to perform the hinge model-based inverse analysis is very sensitive
to the initial estimation of the material parameters, especially the shape of the traction-
separation law is important. The initial estimation of the shape of the traction-separation
law of the investigated material is constructed in the following way: Young’s modulus and
tensile strength are guessed and the back analysis is run and the traction-separation law
is found and smoothen. Starting from such an initial estimation reduces the number of
global iterations needed to fulfill the convergence criteria in the hinge model-based inverse
analysis is reduced with only negligible increase in the computational costs (back analysis
and the fitting of the traction-separation law takes ≈ 2 seconds while 1 global iteration
in the hinge model-based inverse analysis takes ≈ 5 minutes for the considered density of
points).
6.1.3 Model for fracture propagation
Three different types of models capable of simulating the fracture propagation in a hetero-
geneous material were considered. Their advantages and disadvantages are summarized
in the following overview:
Continuum Mechanics approach Section 3.2
+ Accuracy of geometrical representation
+ Solid background of finite elements method
- High computational demands making the experimental separation of scales
impossible
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- Independent identification of all material parameters is impossible
Lattice Models Section 3.3
+ Accuracy for linear solution
+ Simulation breaks to the sequence of linear solutions
+ Favorable ratio between computational demands, accuracy and robustness
- Difficult identification of all material parameters
Particle Models Section 3.4
+ Low computational demands allowing consideration of large number of aggre-
gates in the simulation
+ Averaged material properties as the input
- Lower accuracy
- ITZ can not be modeled explicitly
Since the main focus of the research undertaken was put on the upscaling of the
fracture properties from one material scale to another, the particle model was chosen
because of its low computational demands allowing the experimental scale separation.
Particle model of Cusatis (Cusatis et al. 2003, Cusatis et al. 2006, Cusatis & Cedolin 2007)
was taken as the underlying model. The particle model was extended to include the effect
of interfacial transition zone on the elastic properties to be able to simulate a broader
range of aggregates diameters with satisfactory accuracy. Further, the particle model
was enriched with matrix nodes - additional zero-diameter particles reducing the artificial
roughness of the crack path and thus making the crack path more realistic.
6.1.4 Verification of the framework
Three types of cementitious materials - concrete, mortar and micro-mortar - were pre-
pared and tested in three point bending test and in compressive test on cylinders. Material
properties of the fictitious crack model were identified by inverse analysis providing elas-
tic stiffness, uniaxial tensile strength, macroscopical mode-I energy and the shape of the
traction-separation law of the materials. The remaining material parameters of the ma-
terial model used in the particle model need to be estimated or possibly identified from
additional experiments. In the presented framework, shear properties of the material were
fitted in a such a way that the particle model simulation of a compressive test matched
favorably the experimental record.
The particle model with the identified material properties was used to predict the
response of the investigated materials in the three point bending tests. The following
conclusions can be drawn:
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• The particle model with the measured material properties provides predictions of
crack propagation in three point bending test and compressive test matching favor-
ably the experimental records.
• However, the predictions show more ductile response compared to the experimental
records due to missing explicit incorporation of the ITZ in the model and due
to missing localization limiters. Nevertheless, incorporation of the aforementioned
features into the model would significantly increase number of material parameters of
the model and hence would make the presented framework much more complicated
especially from the experimental point of view.
• Shear strength and mode-II energy on the meso-level play important role in advanced
stages of the crack propagation. Their direct identification, however, is not possible
neither from three point bending tests nor compressive tests and were therefore
fitted.
• Fracture propagation in the uniaxial compression of concrete and mortar is ini-
tially mode-I and later mixed-mode crack propagation dominated process on the
mesoscale. Therefore, the same set of material properties as in the case of three
point bending test prediction was successfully used for predicting of the compres-
sive test response up to the peak load.
• The particle model in the applied form is not suitable for simulation of the softening
part of the compressive test experiments since it can not describe correctly creation
of new contacts and mutual shearing of heavily damaged parts contributing to the
load bearing capacity.
6.2 Pure cement paste
The crack propagation during the TPBT on notched specimens was observed in the ESEM.
From these observations, two main conclusions can be drawn:
1. At the investigated scale, the cement paste does not exhibit purely brittle behavior
but shows intensive propagation of cracks in mode-I even before the peak load in
mode-I is reached.
2. The observed fracture mechanisms are qualitatively very similar to those observed
in the case of mortars and concrete. The formation of the main crack is preceded
by intensive micro-cracking and the stiff cement phases provide the bridging. The
width of the zone with micro-cracking is in order of ≈ 100 µm and the roughness of
the crack is in order of tens of µm.
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Thus, the particle model used in Paper IV for the prediction of behavior of concrete and
mortar based on material properties measured on mortar and micro-mortar, respectively,
is presumably applicable also for the case of cement phase.
In contrary to the case of mortar or concrete where the matrix phase can be considered
as a homogeneous material, the properties of the matrix phase, or rather of the interparti-
cle volume, differ significantly for individual contacts in the cement paste microstructure.
The increased heterogeneity of the material is the result of the hydration which is, in
terms of positioning of hydration products, essentially a random process. Therefore, the
simple averaging of the elastic stiffnesses along the struts as well as concept of one set of
material properties used in the case of concrete have to be abandoned and every strut has
to be treated separately.
After the discretization of the microstructure by the struts, the diameters of the par-
ticles were set to zero. The entire volume between two nodes was homogenize using the
finite element method for every strut (loss of linearity was used as a strength estimation in
all cases). The material model applied in the case of mortar and concrete was modified in
the following way: the response was considered elasto-brittle for a contact loaded in ten-
sion or in mixed-mode and perfectly plastic for case of the mixed-mode with dominating
compression.
Material properties of cement phases identified from nanoindentation experiments were
considered. Elastic modulus was computed from the unloading slope while the strength
properties were computed from hardness. Two types of the yield conditions were com-
pared: classical J2 plasticity and the elliptical yield surface obtained from upscaling of
the building blocks of C-S-H.
6.2.1 Verification
The modified particle model with the material properties obtained from nanoindentation
was used to simulate compressive and tensile tests of three types of microstructures - X-ray
microtomography image of an ordinary portland cement paste with water/cement ratio
of 0.3 hydrated for 7 days, microstructures of a white cement and an ordinary portland
cement with water/cement ratio of 0.4 modeled in the hydration model (microstructures
after 1, 7 and 28 days of hydration). The following conclusions can be drawn:
• Responses of the scanned and modeled microstructures are qualitatively identical.
• Particle model with FEM homogenization of the internodal volume without crack-
ing provides simulations of compression without cracking matching favorably the
nonlinear FEM solution with significantly reduced computational time.
• Cracking of the C-S-H plays and important role in the compressive test and con-
tributes significantly to the difference between the compressive and tensile strengths.
• Size of the RVE is an important parameter influencing significantly the strength.
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• The type of the yield condition changes the responses only in the quantitative way
while qualitatively the difference is not important.
• The proposed framework predicts correctly differences in strengths between differ-
ent types of cements observed experimentally as well as the effect of hydration on
strength.
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Appendix A
Experiments
This Appendix does not present any coherent stand-alone Section. Rather, this Appendix
collects detailed descriptions of all experimental procedures, records and materials refer-
enced at various parts of this thesis and in the attached papers.
A.1 Experiments for upscaling of fracture properties
A.1.1 Materials
Cementitious materials of four different materials scales - concrete, mortar, micro-mortar
and pure cement paste - were prepared. The materials differed in the size of the largest
aggregates used, in the W/C and volume fractions of aggregates. The concrete contained
aggregates up to 8 mm, mortar up to 2 mm, micro-mortar up to 0.8 mm and cement
paste was without any aggregates. Washed sea gravel and sand were used. Two different
binders were used for preparation of concrete, mortar and micro-mortar. The first set of
specimens was prepared from Aalborg White cement (Cem A) and the second set was
prepared using Aalborg Basis ordinary portland cement. One additional type of binder
- Cem C - was added for the case of the pure cement paste and the smallest specimens
made from micro-mortar. The W/C varied between 0.47 in the case of concrete and 0.4 in
the case of pure cement paste. The differences were assumed to compensate the effect of
the increased volume of the ITZ changing the effective W/C in the bulk material.
The PSD characterizing the aggregates is shown in Figure A.1a) and the corresponding
volume fractions are listed in Table A.1. The mixing proportions are detailed in Table A.2.
The grading of the used aggregates was obtained by mixing of several sands with well
defined PSD. Thus, the PSD was not directly measured, but was constructed based on
manufacturer’s specifications of individual sands and their proportions in the mixture.
Figure A.1b) illustrates the heterogeneity of the actual investigated materials com-
pared to the millimeter scale on the right hand side.
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Figure A.1: a) Particle Size Distribution characterizing investigated materials and b)
graphical illustration of the up-scaling.
Characterization of binders
Two types of cement binders, Cem A and Cem C, were used for preparation of pure
cement pastes for mechanical testing and their hydration was modeled in Paper V. Ta-
bles A.3 and A.4 summarize chemical compositions of the cement measured by XRF and
Rietveld analysis, respectively. Figures A.2a) and b) show the PSD and the cumulative
PSD of the cement powder and Figure A.3 depicts the evolution of the heat of hydration of
the cement pastes prepared according to the mixing procedure described in Section A.1.2.
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Sieve diameter Di [mm] volume fraction passing fi [%]
10.0 100
8.00 100
6.30 81
5.00 62
4.0 46
3.15 42
2.80 41
2.50 40
2.00 36
1.60 35
1.40 33
1.25 31
1.00 29
0.800 26
0.710 25
0.500 19
0.400 16
0.355 15
0.250 11
0.180 5
0.125 2
0.0900 1
0.0630 1
0.0500 1
0.0100 0
Table A.1: Characterization of the PSD curve used in the experiments for upscaling of
fracture properties
Material dmin [mm] dmax [mm] αagg [-] W/C [-]
Concrete 0.01 8.0 0.65 0.47
Mortar 0.01 2 0.40 0.44
Micro-mortar 0.01 0.8 0.32 0.43
Paste - - - 0.4
Table A.2: Detail description of investigated materials: dmin and dmax refer to minimal and
maximal sizes of aggregates used, respectively; αagg denotes volume fraction of aggregates
in the fresh mix and W/C is the water to cement ratio.
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Oxid content [%] Cem A Cem C
SiO2 24.53 20.55
Al2O3 2.19 4.44
Fe2O3 0.33 2.52
CaO 69.42 63.62
MgO 0.62 1.82
SO3 1.99 2.82
K2O 0.06 0.89
Na2O 0.16 0.20
Mn2O3 0.02 0.05
TiO2 0.08 0.22
P2O5 0.45 0.39
SrO 0.13 0.09
Cr2O3 0.00 0.01
ZnO 0.00 0.01
F 0.04 0.08
Na2Oequivalent 0.19 0.79
Minor 0.00 2.31
Total 100 100
Table A.3: Chemical composition of the investigated cements measured by XRF.
Content [%] Cem A Cem C
C3S 67.1 62.3
C2S 23.6 18.4
C4AF 0.00 7.1
C3A 3.5 6.0
C 0.8 0
MgO 0.2 0.7
Sulfate 4.2 5.1
CaCO3 0.6 0.5
Table A.4: Chemical composition of the investigated cements measured by Rietveld anal-
ysis.
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Figure A.2: Particle size distribution curves, a), and cumulative particle size distribution
curves, b), for Cem A and Cem C.
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Figure A.3: Calorimetric record of heat of hydration of Cem A and Cem C prepared
according to Section A.1.2.
116 Department of Civil Engineering - Technical University of Denmark
A.1 Experiments for upscaling of fracture properties Experiments
A.1.2 Mixing and curing
The materials with aggregates were mixed in a rotary drum mixer not allowing continuous
adding of water. Thus the mixing water was added in two steps: 10% of water was added
and mixed with aggregates for 1 minute; then the binder was added and the mixing
continued for 1 minute; the rest of water was added and mixed for another 2 minutes.
The samples were cast immediately after the mixing. The concrete samples were vibrated
using a vibration table. The samples made from mortar and micro-mortar were compacted
manually with several impacts, since there was a danger of the separation of phases when
the machine vibration would be used. After the casting, samples were stored in laboratory
conditions (approximately 20◦C) overnight covered with a plastic foil. The samples were
demolded after approximately 24 hours and were moved to a warm water bath (50◦C)
where were kept for another seven days. Then notches were cut and the samples were
kept in the laboratory conditions until the testing took place (approximately 3 months).
Mixing of pure cement pastes
The specimens made from pure cement paste as well as the specimens made from the
micro-mortar used in the TPBT in the ESEM were prepared according to the mixing
procedure shown in Figures A.4 and A.5.
After the mixing, samples were casted immediately. The material was compacted
manually with several impacts, since there was a danger of the separation of phases when
the machine vibration would be used. After casting, samples were stored in laboratory
conditions (approximately 20◦C) overnight covered with a plastic foil. The samples were
demolded after approximately 24 hours and were moved to a warm water bath (50◦C)
where were kept for another seven days. The notches were casted.
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Procedure for mixing for cement pastes 
Purpose 
Mixing of cement paste in batches of approximately 120 cm3. 
 
Equipment 
- Mixer equipped with a paddle, see Figure 1 and 2.  Such mixer may be obtained from IKA 
– Weke GMBH & CO.KG (www.ika.net); 
- Paddle, diameter of 44.5 mm. This paddle is custom made at EPFL; contact Emmanuel 
Galluci; 
- Scale (accuracy 0.01 g.) 
- Plastic containers with lid for weighing and mixing, see Figure 3: 
- Binder: conical cylindrical cup approx. diameter 54 mm at bottom and 75 mm at top 
and 100 mm high; 
- Water: e.g. conical cylindrical cup approx. diameter 60 mm at bottom and 70 mm at 
top and 60 mm high; 
Such cups may be obtained from Semadeni (www.semadeni.com); 
- Moulds (size and amounts depends on your purpose); 
- Room of ambient temperature.  
 
Possible additional equipment 
- A powder mixer for blending of powder; capacity 0.5 litres, maximum speed of rotation 
60 rpm (adjustable),  e.g. a TURBULA model T2 F shaker mixer from Glen Mills Inc. 
(www.glenmills.com), see Figure 4. The powder mixer container is set into three-
dimensional movement that exposes the product to always changing, rhythmically pulsing 
motion. 
- If the control of the mixer is analog an instrument to check the rotational speed of the 
paste mixer; e.g. JAQUET type DMR 903. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Containers for weighing and 
mixing, dimensions in (mm) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Paste mixer 
(LABORTECHNIK RW 20.n) 
Figure 2: Custom made paddle  Figure 4: Powder mixer (TURBULA 
shaker-mixer ) 
60 
60 
70 
100 
54 
74 
Figure A.4: Mixing procedure for pure cement paste, part 1.
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Materials 
- Cement 
- Distilled water (20oC) 
- Possible supplementary materials 
- Possible chemical admixtures 
- Saturated calcium hydroxide for possible saturated curing 
 
Mix proportions are given in Table 1. The size of container and paddle for mixing is suitable 
for pastes from 160 g powder. The mix proportions are based on a constant volume water to 
volume binder ratio and w/c=0.4 of the paste with cement A. The need for use of 
superplasticizer when mixing pastes with silica fume is to be discussed with Elkem and Sika.  
 
Procedure 
Blending of binders  
Either use a powder blender 
1. Weighed out the cement and the supplementary cementitious materials in amounts to fit 
the volume of the powder mixer. 
2. Blend the binders in the TURBULA shaker-mixer for minimum 5 hours 
3. Weighed out the exact amount of binders 
 
or blend binders in “binder container” 
4. Weighed out the exact amounts of cement and the supplementary cementitious materials 
in the ”binder container” and blend by shaking the container with two 15-20 mm glass 
balls in for 5 min. 
 
Mixing 
5. Adjust the rotational speed of the mixer to 500 rpm (if analog check rotational speed) 
6. Add the water to the cement and immediately after mix the paste at a rotational speed of 
500 rpm for 3 minutes.  
7. Stop the mixing for 2 minutes, and cover the paste during this period. If analog check 
rotational speed adjust the rotational speed of the mixer to 2000 rpm 
8. Mix at a rotational speed of 2000 rpm for 2 minutes. 
 
Casting 
Cast your samples, ensure proper compaction.  
 
Curing 
Either sealed curing 
9.  Close the flask with the paste and put on the date and time when the hydration cement 
paste started. Keep sealed to restrict evaporation and ingress of CO2. 
 
or saturated curing  
10. The samples should not dry at any time). Add a few drops of saturated calcium hydroxide 
right after casting and add additional saturated calcium hydroxide to keep the sample 
saturated (minimum the amount which will be imbibed (sucked in) due to 6 ml/100 g 
cement and 18g/100 silica fume). The sample size should be limited to ensure transport of 
water to the center of the sample; i.e. high samples should be de-moulded and kept 
submerged in saturated calcium hydroxide in a slightly larger container. Keep sealed to 
restrict evaporation and ingress of CO2. 
Figure A.5: Mixing procedure for pure cement paste, part 2.
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L h a0 am bm d1 d2
mm 100 50.0 28.0 4.5 35.0 39.5 85.4
Table A.5: Dimensions of the wedge splitting test specimen. The nomenclature is intro-
duced in Figure A.8.
A.1.3 Test setups
This Section briefly describes the experimental setups used.
Three point bending test
TPBTs were performed on prismatic specimens, see Figure A.6 for dimensions, with
notches cut by a diamond saw. The experiment was controlled by the CMOD measured
by a clip gauge between two metal jaws glued at the bottom surface of the specimen. The
loading rate was ˙CMOD = 0.03mm/min for all the investigated materials. The specimens
were supported by two cylindrical support with free rotations. One of the supports had
tilt allowed. However, the loading platen was fixed and an approximately 3 mm thick
rubber was inserted between the platen and the specimen to ensure the uniform load
distribution along the thickness of the specimen.
thickness 40 mm
40 mm
120 mm
160 mm
Bending Force
10 mm
CMOD
Figure A.6: Scheme of the three point bending test setup and specimen.
Wedge splitting test
Dimensions of the WST specimens according to the nomenclature introduced in Figure A.8
are summarized in Table A.5. The notches were cut with a diamond saw. The experiment
was controlled by the COD measured at the line of the applied load. The loading rate
was ˙COD = 0.1mm/min in the case of concrete specimens and ˙COD = 0.05mm/min in
the case of mortar and micro-mortar specimens. Slope of the wedge was 15.25◦. The test
setup is described in (Østergaard 2003) in details.
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Figure 5.28 Upper left: Specimen placed on line support; lower left: mounting of two
loading devices with roller bearings; right: wedge in place between roller
bearings.
Figure 5.29a shows the geometry of the WST-specimen. The side length of the cube is
L and the thickness t = L. The initial notch length is a0 while the ligament length is
h. The coordinates for the center of the roller bearings are described by d1, which is
the horizontal distance from the center line, and d2, the distance from the bottom of the
specimen. These must be known since the resultant of the wedge forces passes through
this point.
Figure 5.29b shows how the hinge element is incorporated into the WST-specimen. From
investigations on three point bending specimens (see e.g. (Ulfkjær, Krenk & Brincker
1995)), the band width is expected to be in the order of h/2, which is within the bound-
aries of the WST-specimen. As shown, the hinge is placed up-side down with crack
initiation at the bottom of the notch. As indicated, CMOD is calculated from the open-
ing measured at a distance b from the bottom of the specimen.
Figure 5.29c shows the loading of the specimen. The resultant acting on the specimen
from the roller bearings is resolved into a splitting part and a vertical part. The fig-
ure also shows loading due to self-weight, mg, acting a distance e from the center line.
Usually, self-weight of WST-specimens is ignored in the interpretation of experimental
results, since for mature samples the influence is negligible. However, if experiments are
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Figure A.7: Scheme of the wedge splitting test setup.
Compression test on cylinders
The compression experiments were performed on cylinders with diameter of 60 mm and
height of 120 mm before grinding, see Figure A.9. The CC experiments were controlled
by the displacement control with rat of 0.6 mm/min. The displacement was measured
as the average of 3 LVDTs measuring the v rtical displac me t of the cross head with
a hinge. The upper and bottom surfaces of cylinders were grind to assure parallel and
planar surfaces. Stiff loading platens were used and the friction was not reduced.
Three point bending test in ESEM
The specimens for the TPBT in the chamber of the ESEM were of the identical shape
as the specimens for the TPBT shown in Figure A.6. However, the dimensions were
following: span 28 mm, width 9.5 mm and thickness 9.5 mm. The notch was casted and
its depth was ≈ 1.8 mm. The loading stage and its dimensions are depicted in Figure A.10.
The specimen was laid on two fixed round support of the span of 28 mm and the bending
fixture, see right-hand size of Figure A.10, was placed around. The bending fixture was
then moved by a screw-driven mechanism against the specimen imposing the load to the
specimen by the rounded bending point, Figure A.10. The bending point was attached to
a thin metal plate with a tensometer attached on the other side of the plate. The voltage
output of the tensometer was calibrated to provide the load.
The speed of the screw-driven mechanism imposing the load was 0.142 mm per 100 s
(source: calibration by a technician in Riso). However, such a speed yielded underesti-
mated values of slopes of the records. For example, initial slopes of records in Figure A.18
correspond to a material with E < 1 GPa. A different speed of the travel of unloaded and
loaded bending fixture is one of the possible explanations of such an error. The purposes
of the testing were, however, following: in-situ observation of the crack growth, see Sec-
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performed on samples in early age self-weight should be considered. Finally, Figure 5.29c
shows the sectional forc s, Psp and Pv, acting in the symmetry plane.
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Figure 5.29 Geometry and loading of the WST-specimen (a), incorporation of the hinge
element (b) and loading (c)
The relationship between the splitting force Psp and the vertical force Pv may be derived
by looking at the forces acting on the wedge, see e.g. (Rossi et al. 1991), and is given by:
Pv = k Psp (5.15)
where k is dependent on the friction in the roller bearings and the wedge angle:
k =
2 tan αw + 2µc
1− µc tan αw ≈ 2 tan αw (5.16)
where µ denotes the coefficient of friction in the roller bearings, while αw is the wedge
angle. The rough equality is only valid if the friction in the roller bearings is negligible.
According to Rossi et al. (1991), manufacturers of roller bearings give µ-values ranging
from 0.1 % to 0.5 %. Ignoring friction in this range generates an error ranging from 0.4 %
to 1.9 %.
From Figure 5.29c, expressions for the moment M and the normal force N in the sym-
metry plane are now determined from the equilibrium equations
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Figure A.8: Scheme of the wedge splitting test specimen. Dimensions are summarized in
Table A.5.
tion 5.2.1, and strength (modulus of rupture) measurement of the investigated materials.
Both purposes are independent n the deformation nd therefore any further calibrati n
was omitted.
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Deformation
60 mm
Vertical Force
Stiff platten
Stiff platten
120 mm
Figure A.9: Scheme of the test setup for compression on cylinders and specimen dimen-
sions.
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Figure A.10: Scheme of the TPBT setup used in ESEM.
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A.1.4 Data filtering and manipulation
For certain applications such as the inverse analysis based on the semi-analytical hinge
model described in Section 2.3.1 or for the averaging based on the deformation described
bellow, the starting point of the experimental records as well as the initial slopes of
the records play a very important role. In the experiments controlled by the CMOD,
however, it is not possible to start from the zero load level since the gauge measuring
the CMOD would not get any signal. Thus, the experimental record usually starts at a
certain load level and the initial part of the record has to be extrapolated. Even for the
experiments controlled directly by displacement, such as the compressive test introduced
in Section A.1.3, where it should be possible to measure directly the initial part of the
experiment, this part is often affected by establishing of the contact between the specimen
and loading platens, rigid movements of the specimen causing friction recorded by the
machine etc. Both aforementioned cases are schematically illustrated in Figure A.11a).
For all the experiments, the initial part of the record was cut off, extrapolated with
manually chosen slope and shifted to origin, see Figure A.11b).
In cases when more than one specimen of the material were tested in the same test,
records were averaged in the following way:
• the initial parts of all records were cut off and extrapolated, records were shifted to
the origin;
• the largest deformation measured was discretized into several (thousands) equidis-
tantly placed points;
• for every point, loads corresponding to the point were obtained by the linear inter-
polation of the records;
• for every point, the average load was computed by summing the interpolated values
divided by number of records with maximal measured deformation greater than the
deformation corresponding to the point.
The averaging is schematically shown in Figure A.11c).
A.1.5 Results
In the main part of the thesis, only the averaged experimental record and possibly extreme
values are shown. For sake of complexity, all experimental records are listed in this Section.
Three point bending tests results
Three types of material - concrete, mortar and micro-mortar described in Section A.1.1
- were mixed according to the procedure described in Section A.1.2 and tested in the
TPBT described in Section A.1.3. The results are plotted in Figures A.12 for Aalborg
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Figure A.11: Illustration of data manipulation and modification.
Basis cement and Figures A.13 for Aalborg White cement (Cem A). Initial parts of the
data were cut off and extrapolated as described in Section A.1.4.
Six specimens were tested per every material. However, in some cases only five records
are plotted. In such cases, one of the experiments went wrong and the record was excluded.
Wedge splitting tests results
Three types of material - concrete, mortar and micro-mortar described in Section A.1.1 -
were mixed according to the procedure described in Section A.1.2 and tested in the WST
described in Section A.1.3. The results are plotted in Figures A.14 for Aalborg Basis
cement and Figures A.15 for Aalborg White cement (Cem A). Initial parts of the data
were cut off and extrapolated as described in Section A.1.4.
Five specimens were tested per every material. However, in some cases only four
records are plotted. In such cases, one of the experiments went wrong and the record was
excluded.
Compression on cylinders - tests results
Three types of material - concrete, mortar and micro-mortar described in Section A.1.1 -
were mixed according to the procedure described in Section A.1.2 and tested in the CC
test described in Section A.1.3. The results are plotted in Figures A.16 for Aalborg Basis
cement and Figures A.17 for Aalborg White cement (Cem A). Initial parts of the data
were cut off and extrapolated as described in Section A.1.4.
Three specimens were tested in the case of concrete and two specimens for other
materials.
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Figure A.12: Results of three point bending test for a) concrete, b) mortar and c) micro-
mortar. Aalborg Basis cement was used as the binder.
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Figure A.13: Results of three point bending test for a) concrete, b) mortar and c) micro-
mortar. Aalborg White cement (Cem A) was used as the binder.
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Figure A.14: Results of wedge splitting test for a) concrete, b) mortar and c) micro-
mortar. Aalborg Basis cement was used as the binder.
128 Department of Civil Engineering - Technical University of Denmark
A.1 Experiments for upscaling of fracture properties Experiments
 0
 500
 1000
 1500
 2000
 2500
 3000
 0  0.15  0.3  0.45  0.6  0.75  0.9  1.05  1.2
Sp
lit
tin
g 
Fo
rc
e 
[N
]
COD [mm] 
Avg
a)
 0
 500
 1000
 1500
 2000
 2500
 3000
 0  0.15  0.3  0.45  0.6  0.75  0.9  1.05  1.2
Sp
lit
tin
g 
Fo
rc
e 
[N
]
COD [mm] 
Avg
b)
 0
 500
 1000
 1500
 2000
 2500
 3000
 0  0.15  0.3  0.45  0.6  0.75  0.9  1.05  1.2
Sp
lit
tin
g 
Fo
rc
e 
[N
]
COD [mm] 
Avg
c)
Figure A.15: Results of wedge splitting test for a) concrete, b) mortar and c) micro-
mortar. Aalborg White cement (Cem A) was used as the binder.
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Figure A.16: Results of compressive tests on cylinders for a) concrete, b) mortar and c)
micro-mortar. Aalborg Basis cement (Cem A) was used as the binder.
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Figure A.17: Results of compressive tests on cylinders for a) concrete, b) mortar and c)
micro-mortar. Aalborg White cement (Cem A) was used as the binder.
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Three point bending test in ESEM - tests results
Two types of cement pastes, see Sections A.1.1 and A.1.2, were tested in TPBT in the
ESEM. The test setup is described in Section A.1.3. Results are plotted in Figure A.18a)
for Aalborg White cement (Cem A) and in Figure A.18b) for Cem C. Initial parts of the
data were cut off and extrapolated as described in Section A.1.4. Note the inaccurate
measurement of the deformation described in A.1.3.
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Figure A.18: Results of TPBT in ESME for a) Aalborg White cement paste (Cem A)
and b) Cem C cement paste.
Two types of micro-mortars, see Sections A.1.1 and A.1.2, were tested in TPBT in the
ESEM. The test setup is described in Section A.1.3. Results are plotted in Figure A.19a)
for Aalborg White cement (Cem A) and in Figure A.19b) for Cem C. Initial parts of the
data were cut off and extrapolated as described in Section A.1.4. Note the inaccurate
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measurement of the deformation described in A.1.3.
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Figure A.19: Results of TPBT in ESME for a) Aalborg White (Cem A) and b) Cem C
micro-mortar.
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Abstract
The amount of information which it is possible to retrieve from the wedge-splitting
test is investigated. Inverse analysis is undertaken based on the analytical hinge
model for various multi-linear softening curves. This showed that the commonly
used bi-linear softening curve can be replaced by an up to quad-linear curve, which
is reflected by increased accuracy of the test simulation. Furthermore it was demon-
strated that the next refinement of the softening curve leads to convergence problems
due to problems with local minima. Finally, the semi-analytically obtained results
are verified using FEM simulations.
A.1 Introduction
In recent years, crack initiation and propagation in quasi-brittle materials such as con-
crete and other cement-based materials has usually been modelled using the cohesive
crack model. This model, unlike linear elastic fracture mechanics, also considers energy
dissipation in the so-called fracture process zone. According to the original works of
Barenblatt (Barenblatt 1962) and Dugdale (Dugdale 1960), crack faces are allowed to
transfer certain tractions, which correspond nicely to the bridging mechanisms observable
in heterogeneous materials. The most often used nonlinear fracture model for concrete,
Hillerborgs fictitious crack model (Hillerborg et al. 1976), is derived from the cohesive
crack model for cases where the energy dissipated at the crack tip is negligible compared
to the energy dissipated in the fracture process zone.
The stress intensity factor at the crack tip is then equal to zero, crack faces close
smoothly, and the fracture process is governed by the relationship between the magnitude
of transferred stress and the crack opening. This model is quite simple and provides a
reasonable estimation of the crack propagation in quasi-brittle materials. On the other
hand, determination of the stress-crack opening relationship, or softening curve, presents
significant difficulties even for pure mode-I loading conditions.
The most straightforward approach is to perform a tensile test. With its direct inter-
pretation, a tensile test can provide the softening curve for the tested material right away.
However, this is only true for very well-controlled tests performed with a testing machine
with no eccentricity on a perfect sample. Unfortunately, tensile tests are very sensitive
to eccentricities in applied loads and the rotational boundary conditions of the specimen.
There is also the danger that multiple cracking will occur due to the non-homogeneity of
the investigated material. All of these influences can introduce significant error into mea-
surements and make the results obtained unusable. This topic has been widely discussed,
e.g. in the work of van Mier and van Vliet (van Mier & van Vliet 2002) and further by
Østergaard (Østergaard 2003). The second option for softening curve estimation is an
indirect determination, usually using the three-point bending test setup. The load-mid
span deflection relationship, from which the softening curve can be extracted, is usually
measured in this test. However, the three-point bending test also needs to be performed
under well-controlled conditions. Due to the large amount of elastic energy stored in
the specimen, snap-back can occur during loading. And the influence of specimens own
weight is significant and cannot be ignored, especially in the case of early-aged concretes
and mortars. Another test setup for indirect determination of the softening curve is the
Wedge-Splitting Test (WST). The WST setup is shown in Figure 1. The advantage of
this test lies in its simplicity and stability. The WST can be performed with common dis-
placement controlled testing machines. The WST was originally developed by Linsbauer
and Tschegg (Linsbauer & Tschegg 1986) to determine the specific fracture energy, Gf ,
of investigated material. However, after applying a suitable model, this test can provide
information describing softening behaviour too. The idea is to split the specimen into
5.3 Wedge Splitting Test for Short-Term Testing Test methods for early age concrete
 
Figure 5.28 Upper left: Specimen placed on line support; lower left: mounting of two
loading devices with roller bearings; right: wedge in place between roller
bearings.
Figure 5.29a shows the geometry of the WST-specimen. The side length of the cube is
L and the thickness t = L. The initial notch length is a0 while the ligament length is
h. The coordinates for the center of the roller bearings are described by d1, which is
the horizontal distance from the center line, and d2, the distance from the bottom of the
specimen. These must be known since the resultant of the wedge forces passes through
this point.
Figure 5.29b shows how the hinge element is incorporated into the WST-specimen. From
investigations on three point bending specimens (see e.g. (Ulfkjær, Krenk & Brincker
1995)), the band width is expected to be in the order of h/2, which is within the bound-
aries of the WST-specimen. As shown, the hinge is placed up-side down with crack
initiation at the bottom of the notch. As indicated, CMOD is calculated from the open-
ing measured at a distance b from the bottom of the specimen.
Figure 5.29c shows the loading of the specimen. The resultant acting on the specimen
from the roller bearings is resolved into a splitting part and a vertical part. The fig-
ure also shows loading due to self-weight, mg, acting a distance e from the center line.
Usually, self-weight of WST-specimens is ignored in the interpretation of experimental
results, since for mature samples the influence is negligible. However, if experiments are
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Figure 1: Scheme of the WST (Østergaard 2003). Specimen is placed on the line support,
complemented by two devices with roller bearings and loaded with the wedge positioned
between the roller bearing .
two parts using the stiff wedge acting on the upper part of the specimen equipped with
roller bearings. Crack Opening Displace ent (COD) at the point of applied load and the
corresponding splitting force are recorded in this test. The specimens required for the
WST are of smaller dimensions than in the three point bending test, so they can easily be
prepared in laboratory conditions or cored directly from a structure. This test can be per-
formed with a common displacement-driven testing machine since the crack growth is very
stable due to the compressive stress field in front of the crack tip and the small amount
of elastic energy stored. And the elastic energy stored in the testing device is small than
in the other test methods, because the wedge angle multiplies the effect of the vertical
force transferred by the machine. The slope of the wedge also contributes to more precise
displacement control. Moreover, the WST does not suffer from problems caused by the
specimens own weight, which is negligible compared to the contribution of the splitting
force. This makes the test suitable for early-aged concretes too, see (Østergaard 2003) for
more details on this topic.
After test data has been recorded, inverse analysis needs to be performed to establish
material properties. The inverse analysis consists of three main parts: (1) data obtained
from laboratory or in-situ tests, (2) simulation of the test using the parameters to be
determined, and (3) a optimization process to minimize a suitable norm for discrepancies
between the test data and the corresponding data obtained from the simulation. Many
approaches for the obtaining of fracture properties have been developed in recent decades.
These approaches can, generally speaking, be divided into two main groups. The first
group involves inverse analyses that determine the following point on the softening curve
by minimization of the discrepancy between the computed value at following point and the
corresponding measured point on the load-displacement curve. Figure 2a) schematically
illustrates this approach. The second group covers techniques which determine the values
of parameters describing the proportions of the softening curve, whose shape is given a
priori, see Figure 2b). Within the latter, two approaches can be distinguished: those that
require some material parameters to be known in advance to obtain the remaining ones,
and those that are capable of predicting all the parameters of the material model from
one single experiment. The poly-linear method introduced by Kitsutaka et al. (Kitsutaka
1997) is an example of the first group. The method involves step-by-step extension of
the softening curve, in which the following point on the softening curve is obtained by
minimization of the difference between the computed and the measured load corresponding
to the investigated crack opening. The advantage of this method lies in its generality; no
assumptions, e.g. a bi-linear softening curve, need to be made in advance. On the other
hand, the relationship determined is heavily influenced by any measurement error at each
point. Moreover, when the following point of the softening curve is being determined,
the corresponding point on the load-crack opening curve is not only a function of the
determined point. The value of the load is a function of all the previously determined
points on the softening curve, which means that all previous errors accumulate in the point
considered. Furthermore, the tensile strength and the initial part of the softening curve
may not be determined accurately, as shown in Uchida and Barr (Uchida & Barr 1998)
and Planas et al. (J. Planas & Elices 1999).
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Figure 2: Two basic approaches to the inverse analysis: a) piecewise determination of
whole softening curve and b) determination of parameters defining softening curve.
In the second group, inverse analysis advances in different way. Once the softening
curve type, e.g. power law or bi-linear curve, has been defined, a global optimization
process, involving several measured points takes place. This global optimization can be
done in two basic ways: either one optimization process involving the determination of
all variables at once or a sequence of sub-optimizations determining selected variables one
after the other. As shown in Østergaard’s work (Østergaard 2003), this second type of
inverse analysis provides higher robustness due to a lower risk of reaching local minima.
One of the methods from this second type of inverse analysis, which requires knowl-
edge of some of the parameter values, is the compliance technique pioneered by Hu and
Mai (Hu & Mai 1992). Knowledge of the uniaxial tensile strength is required for this
method, and the parameters describing the power softening law can then be determined.
Roelfstra and Wittmann (Roelfstra & Wittmann 1986) developed finite element based
inverse analysis with prescribed bi-linear softening. The bilinear softening curve seems
to provide sufficiently accurate results for a wide range of materials, such as concrete,
fibre-reinforced concrete, cement mortar or rock, and is therefore widely used. For more
detailed information about types of inverse analyses applicable for determination of the
softening curve, see the work of Que (Que 2003), where this topic is discussed in detail.
The bi-linear softening curve is usually used to approximate the softening behaviour
of cementitious materials. It could be expected that refinement of the softening curve
by using a greater number of lines would be reflected in the improved accuracy of the
WST test simulation. On the other hand, the inverse analysis might become unstable
because the amount of information we are trying to determine is too great. The amount
of information which can be extracted from a single WST has never been investigated,
and that was the motivation for the investigation described in this paper.
The purpose of this paper is to investigate the possibility and reliability of extending
the inverse analysis to more than bi-linear softening curves. The goal is to determine the
maximal possible number of lines in the softening curve that we can obtain and to check
if this refinement is reflected in increased accuracy in the experiment simulation. For this
task, the semi-analytical approach is used as the background for the inverse analysis of the
WST. The inverse analysis introduced is capable of estimating both elastic and fracture
properties from a single WST as will be shown below.
A.2 Inverse analysis of the WST
This paper focuses on the inverse analysis of the WST coming out of Østergaard’s ap-
proach, see (Østergaard 2003). The method is based on the hinge model developed Ulfkjær
et al. (Ulfkjær et al. 1995) and improved by Olesen (Olesen 2001) for elements loaded with
a combination of the bending moment and the normal force. The advantage of the origi-
nal hinge model is that it can provide a closed-form analytical solution for the COD for
a given load of the hinge, assuming linear elastic material behaviour with a multi-linear
softening curve. The hinge model is based on the assumption that the presence of the
crack changes the stress and the strain field only locally, and the rest of the structure
remains unaffected. This is reflected in a reduction in the computational cost since only
part of the structure is calculated using a closed-form solution instead of expensive FEM
or XFEM simulations. Even though this hinge model is capable of providing a closed-form
analytical solution for any piece-wise linear softening curve, derivation of an analytical
solution for a more than bi-linear softening curve and its implementation as code would
be very complicated. Therefore a semi-analytical approach, with iterative neutral axis
position assessment is employed in this work. This modification allows us to involve both
the multi-linear softening curve and the multi-linear elastic behaviour of undamaged ma-
terial in the computation with only a tiny increase in the computation costs in the global
iterative scheme.
A.2.1 The hinge model
The purpose of this section is to summarize the hinge model described by Olesen (Olesen
2001) and to present its extension for general multi-linear softening curve. The crack
propagation is modelled as the incremental layer of spring elements within the rigid ele-
ment boundary allowed to rotate and translate to ensure compatibility with the bulk of
the structures modelled with classical elastic theory, see Figure 3 for illustration. The
uncracked springs are assumed to behave linear elastically, whereas the cracked state is
determined by the stress-crack opening relationship
σ =
{
σe() = E pre− cracked state
σw(w) = g(w)ft cracked states ,
(A.1)
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Figure 3: The hinge model geometry and assumed stress distribution.
where E is the elastic modulus,  elastic strain, σw(w) stands for the stress-crack open-
ing relationship (softening curve) with crack opening w and ft denotes uniaxial tensile
strength. The function g(w), see Figure 4, is for the N -linear (N ≥ 2) softening curve
defined as
g(w) = bi − aiw ; w(i−1) < w < wi, (A.2)
where wi corresponds to the intersection of i-th and i+ 1-th line and has the form
wi =
bi − bi+1
ai − a1+1
for i < N and
wN = wc =
bN
aN
with N equal to the number of lines in the softening curve. The deformation of the hinge
g(w)
b
b
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w
i
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Figure 4: Scheme of the multi-linear softening curve.
is described by the half the angular deformation φ and the depth of the neutral axis y0 (see
Figure 3). Once these are known stress σ(y) and crack opening w(y) can be analytically
determined for each point y according to (Olesen 2001).
A.2.2 The hinge model applied to the WST
The wedge-splitting test modeling using the hinge model was pioneered by Østergaard (Østergaard
2003). In his work, the bi-linear softening curve was employed, but the following rules
are general and can be used for any softening law. Figure 5b) shows the incorporation
of the hinge element in the WST specimen. If one want to compute the applied load Psp
Test methods for early age concrete 5.3 Wedge Splitting Test for Short-Term Testing
performed on samples in early age self-weight should be considered. Finally, Figure 5.29c
shows the sectional forces, Psp and Pv, acting in the symmetry plane.
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Figure 5.29 Geometry and loading of the WST-specimen (a), incorporation of the hinge
element (b) and loading (c)
The relationship between the splitting force Psp and the vertical force Pv may be derived
by looking at the forces acting on the wedge, see e.g. (Rossi et al. 1991), and is given by:
Pv = k Psp (5.15)
where k is dependent on the friction in the roller bearings and the wedge angle:
k =
2 tan αw + 2µc
1− µc tan αw ≈ 2 tan αw (5.16)
where µ denotes the coefficient of friction in the roller bearings, while αw is the wedge
angle. The rough equality is only valid if the friction in the roller bearings is negligible.
According to Rossi et al. (1991), manufacturers of roller bearings give µ-values ranging
from 0.1 % to 0.5 %. Ignoring friction in this range generates an error ranging from 0.4 %
to 1.9 %.
From Figure 5.29c, expressions for the moment M and the normal force N in the sym-
metry plane are now determined from the equilibrium equations
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Figure 5: Figure a) represents dimensions of th WST specimen, b) the incorporation of
the hinge model into the WST and c) the loading of the WST specimen.
for a given Crack Mouth Opening Displacement (CMOD) measured at the point of load
application, the two following Equations need to be fulfilled:
Mext −Mhinge = 0 (A.3)
CMODobs − CMODWST = 0 ,
where Mext stands for the external bending moment and Mhinge stands for the bending mo-
ment transmitted by the hinge; CMODobs presents the observed CMOD and CMODWST
stands for computed CMOD. The external moment Mext is defined, see Figure 5c), as
M xt = Psp(d2 − y0) + 1
2
Pspkd1 +
1
2
mge ,
where
k =
2 tanαw + µc
1− µc tanαw
refers to friction in the roller bearings, µc, and wedge angle αw; m stands for the mass
of the specimen, g for gravity and e denotes the horizontal the distance between the axis
of symmetry of the specimen and the centre of gravity of one half of the specimen. The
moment transfered by the hinge can be computed from equation
Mhinge =
∫ h
0
σα(y)(y − y0)dy ,
where σα stands for σe() or σw(w) from Eq. (A.1), depending on whether the incremental
layer is cracked or not.
The CMODWST , here defined as the opening of the specimen at the line of loading,
depends on three different contributions. The first contribution, δe, is caused by the elastic
deformation of the specimen. The second one is the opening due to the presence of the
crack, δw. Finally, the third contribution is due to the geometrical amplification, which
arises from the fact that there is a certain distance from the crack mouth located at h, to
the line where CMODobs is measured located at point b. This contribution, δg, is caused
by the rotation of the crack faces. Thus, CMODWST , is given by:
CMODWST = δe + δw + δg . (A.4)
For evaluation of the first term in Eq. (A.4) the formula found in Tada et al. (Tada
et al. 1985) can be used. The elastic deformation is expressed there as
δe =
PSP
Et
v2 ,
where t stands for the thickness of the specimen and v2 is a function of the ratio between
the length of the initial notch and the distance from the loading line to the bottom of the
specimen. In this case, the ratio is given by x = 1− h/b and
v2 =
x
(1− x)2 (38.2− 55.4x+ 33.0x
2) .
In Tadas formula, only opening due to the horizontal splitting force is considered. This
simplification, however, does not lead to any significant error in particular since in the
cracked phase, the contribution of δe is negligible in comparison with δw. In the elastic
phase, the error introduced can be also ignored, as shown in (Østergaard 2003).
The second term in Eq. (A.4), δw, can be directly evaluated according to (Olesen 2001)
at point y = h. The last term, δg, as derived in (Østergaard 2003), is defined as
δg = 2(b− h)
(
δw
2d
− φ
el
1− βi
)
,
where φel is the maximal elastic angular deformation of the hinge and βi is a dimensionless
parameter defined by
βi =
ftais
E
. (A.5)
The solution fulfilling Eqs. (A.3) cannot be obtained in closed form even for the analytical
hinge model and an optimization process needs to be performed. The goal is to find such
force P which minimizes Eqs. (A.3). The optimization process evaluates the following
cycle, until Eqs. (A.3) are satisfied:
1. update values of P and φ in accordance with the simplex search method (Matlab
R2006a1 optimization tool is used);
2. find neutral axis position y0 from condition of equilibrium∫ h
0
σ(y) dy − P = 0 ;
3. compute the bending moment transferred by the hinge as
Mhinge =
∫ h
0
σ(y)(y − y0) dy ;
4. evaluate Eqs. (A.3).
A.2.3 The inverse analysis
The shape of the softening curve is given a priori by defining the number of the lines in
the softening curve and the corresponding values of ai and bi are then searched. There
is no need for additional experimentally obtained data since E and ft can be identified
too. The inverse analysis presented here is a generalization of the inverse analysis used
in (Østergaard 2003) for more than bi-linear softening curves. The inverse analyses com-
putation consists of three steps that are repeated until convergence criteria are reached.
The first step presents the computation of Young’s modulus E. For this purpose, only
those data corresponding to the elastic loading, are used. Since this part of working dia-
gram is governed by the E only, its determination is very fast and reliable. Once Young’s
modulus is found, the tensile strength ft and the first descending branch of the softening
curve a1 are searched. Further, N − 1 searchings are carried out to find ai and bi, where
i = 2, · · · , N . The entire process can be written into the following scheme:
while (convergence is not achieved)
min
E
Kel∑
j=1
‖Pj,obs − Pj,hinge‖
min
ft,a1
K∑
j=1
‖Pj,obs − Pj,hinge‖
for i=2:N
1www.mathworks.com
min
ai,bi
K∑
j=1
‖Pj,obs − Pj,hinge‖
check convergence
The above step-by-step inverse analysis has several advantages. The main one is in
the fact that individual inner optimizations have no problem with the local minima, as
shown in (Østergaard 2003), which is not necessarily the case for global optimization of
all variables in one minimization step (Ulfkjær & Brincker 1993).. This allows the use of
simpler and more efficient searching algorithms which, of course, is reflected in the lower
computational cost of the proposed process.
Since each measurement can be affected by errors, it is impossible to fit the model
exactly to the measurements. This means that the choice of the appropriate robust
norm of ‖Pobs − Phinge‖ plays a significant role. The goal of such a norm is to eliminate
the influence of noise and outliers in the measurements, which does not happen in the
commonly used norm
L2 =
(Pobs − Phinge)2
2
which emphasizes the influence of the outliers. That is why the L1−L2 norm was chosen
for our purpose:
L1 − L2 = ‖Pobs − Phinge‖ =
√
1 +
(Pobs − Phinge)2
2
− 1 .
This norm behaves like the L2 for small |Pobs − Phinge|, whereas for greater differences
(the case of the outliers) it behaves like the L1 = |Pobs − Phinge|, see Figure 6 The fact
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Figure 6: Comparison of the L2 and the L1 − L2 norm.
that it is impossible to achieve exact model fitting is also reflected in our convergence
criterion selection. In our approach, the maximal relative difference between fracture
energy Gf from Eq. (A.7) and the characteristic length lch from Eq. (A.8) (see later) for
two sequential sets of estimated parameters were used as the stopping criteria.
Note that the observations on the load-CMOD curve must be placed equidistantly
with regard to the arc length in the normalized coordinate system in order to arrive at as
precise results as possible. This is due to the fact that no part of the load-CMOD curve
should be weighted higher than any other part. The equidistantly placed observations are
obtained by linear interpolation of the measured data.
A.3 Determination of the optimal number of DOFs in the soft-
ening curve
Measurements for CEM II based high-performance concrete with silica fume and fly ash
performed and described by Østergaard in his thesis (Østergaard 2003) were used as the
experimental data. The mixture properties and the curing conditions are described in
details ibidem. The specimen dimensions, see 5a), were: L = 100 mm, h = 50 mm,
a0 = 28 mm, d2 = 85.2 mm, am = 4.5 mm, bm = 35 mm, d1 = 39.5 mm and the thickness
of the specimen was t = 100 mm. The wedge angle was α = 15◦ and the friction in the
roller bearings was ignored, so that µc = 0. Those interested in a more detailed test setup
description are referred to Østergaard’s work.
The main goal of the present paper was to find the optimal number of DOFs in the
softening curve. The idea was to change the number of lines in the determined multi-
linear softening curve, N , and check whether the accuracy of the simulation of the WST
using the determined softening curve improved or not. At the same time, the robustness
of the proposed algorithm was investigated. For this latter investigation, two sets of the
initial estimations were considered. The first one consisted in changing the ”shape” of the
initial softening curve, see Figure 7, where four initial shapes for N = 3 are depicted. The
initial estimation of Young’s modulus, E, the critical crack opening, wc, and the tensile
strength, ft, were kept constant for this first set of the initial softening curves estimations.
The values of the aforementioned parameters were equal to these values obtained from the
preliminary inverse analysis for N = 2. In the second initial set, the shape of softening
curve was kept constant and initial values of the critical crack opening, wc, and the tensile
strength, ft, were varied. The ability to reach the convergence criteria was investigated
and the accuracy of the simulation of the test using the softening curves obtained for
different values of N and both initial sets was compared.
Since both the accuracy of computed results and reasonable computational costs need
to be considered, the convergence criterion was set to 1% and the distance of the points
generated by the arc length method in the normalized coordinate system was set to 0.01.
The first set of initial estimations was created in the following way. First, the softening
curves with both equidistantly placed bi and wi, see Figure 7a), were created for N =
2 · · · 5. For the next shape of the initial softening curves, the cut-offs bi were positioned in
accordance with bi+1
bi
= 2 and b1 = 1 for i = 1, ..., N − 1 for each N and wi in accordance
with wi+1
wi
= 2 and wN = wc for i = 1, ..., N − 1 for each N . Figure 7b) shows this second
shape of the initial softening curve for N = 3. The third initial shape was created in the
same way as the second one except that the aspect ratios of differences between crack
openings and axis cut offs were equal to 1
2
, Figure 7c). The last initial shape, Figure 7d),
was characterized by equally placed bi and
wi+1
wi
= 2. The initial value of Young’s modulus
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Figure 7: Shapes of the initial softening curves used in the inverse analysis.
was set to E = 38188 MPa, the tensile strength to ft = 4 MPa and the critical crack
opening to wc = 0.1 mm. Then, the inverse analysis for each shape and N = 2 · · · 5 was
undertaken. The following error norms and quantities were compared:
• the error between the measured and the computed load-crack mouth opening dis-
placement curve in the term of the L1 − L2 norm
L1 − L2 =
M∑
i=1
√1 + (P iobs − P ihinge)2
2
− 1
 , (A.6)
where M stands for number of equidistantly (in term of the arc length method)
placed points on the P-CMOD curve;
• Young’s modulus E;
• the specific fracture energy Gf determined from the softening curve as
Gf =
ft
2
N∑
i=1
[(2bi − ai(wi−1 + wi))(wi − wi−1)] , (A.7)
where N denotes the number of the lines in the softening curve and w0 = b0 = 0;
• the uniaxial tensile strength ft;
• the characteristic length of the material defined as
lch =
EGf
f 2t
; (A.8)
• the critical crack opening wc = wN = bNaN .
The following graphs show the values and variability of the above quantities. Figure 8a)
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Figure 8: Graph of a) the error and b) the differences between Young’s modules for
different N in the first set of initial guesses with varying shapes of the softening curve.
shows that the difference in the total error (represented by the L1 − L2 norm) between
the commonly used N = 2 and the others is quite high. This can also be seen in Figure
10a) which shows the P-CMOD curves predicted using the results obtained by the inverse
analysis with the lowest error for each N and the measured data. The difference between
the N = 2 curve and the measured data is much greater than the others, especially in
the region near peak load, Figure 10b), and close to CMOD=0.5 mm, Figure 10c). Even
though it was said that determining of Young’s modulus is very well conditioned and
straightforward, slight differences can be seen in Figure 8b). These are due to fact that
the optimization process searching Young’s modulus takes place in the elastic part of
the P-CMOD curve only. But this part is bounded by the uniaxial tensile strength, ft,
whose determined value is strongly dependent on the softening curve and varies therefore
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Figure 9: Graphs of a) the specific fracture energy and b) the uniaxial tensile strength for
different N in the first set of initial guesses with varying shapes of the softening curve.
significantly. As mentioned before, the tensile strength of the material, ft, is dependent on
the softening law used and therefore varies with both varying N and with varying shape
of the softening curve, see Figure 9a). But despite this, all the determined values of the
tensile strength lay within 0.5 MPa which seems, taking into account general difficulties in
measuring of this property, to be reasonable value. The specific fracture energy, although
linearly dependent on the tensile strength, was determined to within 3% for all shapes
and all N ’s as depicted in Figure 9b). This supports the close link between the value of
the tensile strength and the softening curve properties. It can be seen from Figure 11a)
that the characteristic length is the parameter estimated with the greatest differences.
This is due to the fact that in this parameter, errors from E, Gr and ft are accumulated,
see Eq. (A.8).
Afterwards, the inverse analysis for the second set of the initial softening curves for
N = 2 · · · 5 was performed. Again, four initial starting estimations were used for each
value of N . In this case, the shape of the initial softening curve remained constant with
both bi and wi equidistantly placed, Figure 7a). The variation lay in the changing of the
initial values of ft and wc, when all mutual combinations of ft = 4 or ft = 2 MPa and
wc = 0.2 and wc = 0.05 mm had been used. The same quantities as for the first set
were used to compare the accuracy of the individual results. This computation based on
softening curves for N = 3 and N = 4 also provided better test approximation compared
to the bi-linear case (see Figure 12). Both the error and Young’s modulus, as well as
other quantities shown in the following graphs, show large differences for N = 5. In this
case, the convergence criteria were not reached in a reasonable number of iterations and
the maximal relative change of parameters between two consequent iterations remained
slightly above 4% after several iterations.
In Figures 13 and 14 the differences in the quantities for N = 5 are caused by the
problems with convergence again. Note that the obtained results nicely match those
obtained by Østergaard (Østergaard 2003) for similar inverse analysis of the WST for
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Figure 10: Comparison of the measured and the computed P-CMOD curves.
N = 2. It is noted that for greater generality of the results it would be better not to
split the investigation into two parts, but to investigate changes both in the shape of
the softening curve and in the initial values simultaneously. However, this would require
much more computation time, since one iteration for N = 5 took approximately one hour
and usually from 7 to 15 iterations were needed to reach the convergence criteria.
A.4 FEM verification
In order to verify the results obtained, the WST was simulated using standard FE software
DIANA Release 9.12 which support the multi-linear softening curve. The WST specimen
was modelled in 2D, since, as demonstrated in (Østergaard et al. 2002), the 2D model is
fully capable of representing the WST. Figure 15 shows the 2D mesh of one half of the
specimen. The dashed line represents the interface element used to model the crack. The
results obtained from the hinge model-based inverse analysis were used as the material
input for the FE simulation, concretely, those corresponding to the lowest value of the error
2www2.tnodiana.com
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Figure 11: Graphs of a) the characteristic length and b) the critical crack opening for
different N in the first set of initial guesses with varying shapes of the softening curve.
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Figure 12: Graphs of a) the error and b) the differences found between Young’s modulus
for different N in the second initial set.
between the test data and the experiment. For the crack interface elements, the quad-
linear softening curve with ft = 4.4586 MPa, wc = 0.2680 mm, a1 = 22.277 mm
−1, a2 =
8.4055 mm−1, a3 = 5.7420 mm−1, a4 = 0.54304 mm−1 and b2 = 0.73238, b3 = 0.61784,
b4 = 0.14527 was used. The bulk material was considered linear elastic with Young’s
modulus determined as E = 34298 MPa. Since Poisson’s ratio was not determined,
ν = 0.2 was set. The computation was controlled by stable CMOD control provided in
the DIANA package. Figure 16 shows a comparison of the experimental data with its FE
simulation.
A.5 Conclusion
This paper fills gaps in present knowledge of the inverse analysis of the WST. In particular
it addresses the question about the amount of information that can be retrieved from the
WST using inverse analysis. The robustness of the inverse analysis algorithm proposed
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Figure 13: Graphs of a) the specific fracture energy and b) the uniaxial tensile strength
for different N in the second initial set.
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Figure 14: Graphs of a) the characteristic length and b) the critical crack opening for
different N in the second initial set.
by Østergaard (Østergaard 2003) was investigated for increasing numbers of lines in the
multi-linear softening curve. It was shown that the algorithm is robust enough to be
able to determine the parameters of softening curves consisting of up to four lines. When
simulation for N = 2, 3 and 4 are compared, it is clear that the most widely used bi-linear
softening curve can be replaced by the tri- or even the quad-linear curve with advantage,
decreasing the total discrepancy between the experiment and its simulation. For For
N = 5 problems with local minima occurred and the algorithm was not able to reach
convergence criteria. The sensitivity of the inverse analysis to variations in the initial
estimations was investigated for two groups of these variations. Firstly, the shapes of
the initial softening curves were changed and after that the initial values of the uniaxial
tensile strength and of the critical crack opening were changed for a fixed shape. It was
shown that inverse analysis is much more sensitive to initial values of the uniaxial tensile
strength and the critical crack opening. The initial shape of the softening curve does
not play a very important role if the initial approximations for uniaxial tensile strength
Figure 15: FE mesh of the WST specimen.
and critical crack opening are accurate. It was also shown that the WST is capable of
providing both elastic and fracture properties with high reliability and the hinge model is
a useful tool for its simulation with only minimal computational costs. When the obtained
material parameters were directly used for the material model in the FEM simulation,
the predicted data compared favourably with the measured ones.
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Abstract
An alternative approach of fracture tests evaluation based on optical measurements
of displacements is investigated in this paper. The non-linear hinge model based
inverse analysis outgoing from the optically measured crack mouth opening dis-
placements is introduced for the wedge splitting test. Results of the inverse analysis
are compared with traditional inverse analysis based on clip gauge data. Then the
optically measured crack profile and crack tip position are compared with predic-
tions done by the non-linear hinge model and a finite element analysis. It is shown
that the inverse analysis based on the optically measured data can provide mate-
rial parameters of the fictitious crack model matching favorably those obtained by
classical inverse analysis based on the clip gauge data. Further advantages of using
of the optical deformation analysis lie in identification of such effects as aggregates
bridging and crack branching. These effects would remain hidden if the crack profile
is simulated by a model based on the fictitious crack model.
A.1 Introduction
Post-peak behavior of quasi-brittle materials such as concrete and mortar are often mod-
eled using Hillerborg’s fictitious crack model (Hillerborg et al. 1976) which introduces a
relation between crack opening and the magnitude of the stress transfered by the crack,
the so-called cohesive law, traction-separation law or softening curve. For determina-
tion of the traction-separation law of a given material, load versus displacement curves
recorded during crack propagation in experiments with standard test specimens are often
taken as starting point. Data interpretation typically takes the form of inverse analysis,
see e.g. (Skocˇek & Stang 2008) where different types of inverse analysis and corresponding
material parameters are presented and discussed. Typically, the displacement of a single
point or the displacement difference between two points is measured by a Linear Variable
Displacement Transducer (LVDT) or a clip gauge attached to the specimen. However,
this approach of displacement measurement has several limitations. First of all, the point
where the displacement measurement takes place needs to be specified a priory. Secondly,
as the fracture process is investigated on still smaller and smaller scale, sensors also need
to be smaller. In certain cases, e.g. for experiments carried out in the chamber of an
Environmental Scanning Electron Microscope (ESEM), the space is highly constraining
and the transducer can not be used without shielding the specimen. The measurement of
the complete crack propagation in terms of crack opening profile and crack tip position is
clearly much more attractive than the single point measurement. Hence, optical measure-
ment of the displacement presents a promising possibility avoiding the aforementioned
disadvantages.
Optical measurement systems are typically capable of measuring displacements on the
surface of the whole specimen or the part of the specimen where the cracking is supposed
to occur. Specific points where the displacement is measured are defined after the test
in data post processing. In principle, the only limitation in the number of points where
displacement is recorded is the resolution of the digital imaging device and a virtually
continuous displacement field can be obtained. The post processing is similar for experi-
ments on all scales and the same software can be used for specimens differing for several
orders of magnitude in size. Since any digital image sequence can be used as the input
for the post processing, the approach is suitable for evaluation of displacement fields in
specimens loaded in an chamber of an ESEM .
The disadvantage of this approach lies in its restrictions to surface deformations only.
This implies that this approach is suitable only for cases where cracking can be considered
uniform across the thickness of the specimen. This is fortunately the case for most of
commonly used mode I fracture tests and an implicit assumption of Hillerborg’s fictitious
crack model. The assumption was verified e.g. in (Østergaard et al. 2002) where two-
and three-dimensional analyses of the Wedge Splitting Test (WST) were compared.
The optical measurement of the deformation and crack propagation in a specimen
during a fracture test can be used in two basic ways. The displacements of similar points
that would be measured with a clip gauge can be recorded and these records used in the
same way as data from a transducer. Optical measurements, however, open up other, new
possibilities of fracture process analysis. Instead of measuring the deformation in discrete
points a displacement field can be recorded and continuous features such as the crack
profile evolution or crack tip position can be measured. Measurement of such processes
traditionally presents significant difficulties. The crack profile is traditionally obtained by
impregnation techniques which however is unable to provide its evolution during loading
for a single specimen due to its destructivity. The approximate crack tip position can
be determined by acoustic emission which provides good three dimensional estimation
of the dissipated energy. However, the crack profile and dissipation free opening of the
crack cannot be characterized by such a technique. When optical deformation analysis is
employed, the evolution of crack tip position and crack profile can be easily measured.
In this paper, a framework developed for inverse analysis of the WST based on opti-
cally acquired data is presented. First of all, extensions of the inverse analysis described
in (Skocˇek & Stang 2008) supporting crack profile data is introduced. The extended
inverse analysis is applied to data from the WST of ordinary concrete. The identified
parameters of the fictitious crack model are then compared to those obtained by inverse
analysis based on global response measured by clip gauge. The parameters are subse-
quently used as input parameters for simulations of the test by the Finite Element (FE)
model and the non-linear semi-analytical hinge model (Ulfkjær et al. 1995, Olesen 2001,
Østergaard 2003, Skocˇek & Stang 2008). Crack profiles and crack tip positions are com-
puted and compared with those measured by the optical deformation analysis system. It
is shown that the inverse analysis based on the optical measurement can provide material
parameters of the fictitious crack model matching favorably those obtained by classical
inverse analysis based on the clip gauge data. It is demonstrated that further advantages
of using the optical deformation analysis lie in discovering of such effects as aggregates
bridging and crack branching. These effects would remain hidden if the deformation
would be measured by the clip gauge and the experiment simulated by the fictitious crack
model. The ability of the non-linear hinge model and cohesive finite elements model to
represent the crack profile and the crack tip position is investigated. It is found that the
finite elements model performs better in the pre-peak regime whereas the hinge-model
performs better in later stages of the crack propagation. None of these models, however,
are capable of modeling the aforementioned effects identified by the optical deformation
analysis.
A.2 Material
The material used was a typical concrete with a well-graded coarse aggregates, naturally
rounded, with size between 4 and 8 mm (1103 kg/m3 of concrete). A washed sea sand
0-4 mm was used as finer aggregates (766 kg/m3 of concrete). Aalborg white cement was
used as a binder with water to cement ratio equal to 0.5. Ordinary tap water was used
for the mixing process. After casting, the samples were stored in 20◦C and covered with a
plastic foil overnight. They were demolded after 24 hours and placed in an environmental
chamber at 20◦C and 85% relative humidity for six days. The samples were stored at 50
% relative humidity and 20◦C for about a year before the test was performed.
A.3 Test setup
The WST was originally developed by Linsbauer and Tschegg (Linsbauer & Tschegg 1986)
to determine specific fracture energy, GF , of the investigated material. However, when
applying a suitable model, the WST can provide information describing the softening in
terms of the traction-separation law. The test setup is shown in Figure 1. The idea is
to equip the upper part of the specimen with roller bearings and to split the specimen
into two parts using a stiff wedge engaging the upper part of the specimen through the
roller bearings. Crack Mouth Opening Displacement (CMOD) at the level of applied load
and the corresponding splitting force are usually recorded in this test. Specimens used
for the WST are of smaller dimensions compared to the typical three point bending test
specimen and can therefore easily be prepared in laboratory conditions or cored directly
from a structure. The WST can be performed with a common displacement controlled
testing machine since the crack growth is very stable due to the compressive stresses in
front of the crack tip and due to the small amount of elastic energy stored in the specimen.
Also the elastic energy stored in the testing device is lower compared to other common test
methods because the wedge angle enhances the effect of the vertical force applied by the
machine. The slope of the wedge also contributes to more precise displacement control.
Finally, the WST does not suffer from problems caused by the self weight of the specimen.
The contribution of the self weight is, compared to the contribution of the splitting force,
negligible. This makes the test suitable for early aged cementitious materials too, as
proposed already in (Østergaard 2003). The specimen dimensions, according to Figure
5.3 Wedge Splitting Test for Short-Term Testing Test methods for early age concrete
 
Figure 5.28 Upper left: Specimen placed on line support; lower left: mounting of two
loading devices with roller bearings; right: wedge in place between roller
bearings.
Figure 5.29a shows the geometry of the WST-specimen. The side length of the cube is
L and the thickness t = L. The initial notch length is a0 while the ligament length is
h. The coordinates for the center of the roller bearings are described by d1, which is
the horizontal distance from the center line, and d2, the distance from the bottom of the
specimen. These must be known since the resultant of the wedge forces passes through
this point.
Figure 5.29b shows how the hinge element is incorporated into the WST-specimen. From
investigations on three point bending specimens (see e.g. (Ulfkjær, Krenk & Brincker
1995)), the band width is expected to be in the order of h/2, which is within the bound-
aries of the WST-specimen. As shown, the hinge is placed up-side down with crack
initiation at the bottom of the notch. As indicated, CMOD is calculated from the open-
ing measured at a distance b from the bottom of the specimen.
Figure 5.29c shows the loading of the specimen. The resultant acting on the specimen
from the roller bearings is resolved into a splitting part and a vertical part. The fig-
ure also shows loading due to self-weight, mg, acting a distance e from the center line.
Usually, self-weight of WST-specimens is ignored in the interpretation of experimental
results, since for mature samples the influence is negligible. However, if experiments are
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Figure 1: Schematic showing of the WST from (Østergaard 2003). Specimen is placed on
the line support, equipped with two devices with roller bearings and loaded by the wedge
placed between the roller bearings.
2a), were: L = 100 mm, h = 50 mm, a0 = 28 mm, d2 = 85.2 mm, am = 4.5 mm,
bm = 35 mm, d1 = 39.5 mm and the thickness of the specimen was t = 100 mm. The
wedge angle was α = 15◦ and the friction in the roller bearings was neglected. Those
interested in a more in-depth description of the test setup are referred to Østergaard’s
work (Østergaard 2003). Th experim nt was carried out in displacement control, where
the CMOD measured at the level of the applied load (see Figure 1 ) was chosen as the
control variable. The loading rate was 0.5 mm
mm.min
.
Figure 2: Figure a) shows dimensions of the WST specimen, b) the incorporation of the
hinge model into the WST. From (Østergaard 2003).
A.4 Evaluation of the WST
As mentioned in the introductory part, measuring crack propagation during the fracture
process is a complex and challenging task, especially if continuous data for a single spec-
imen is needed. Optical deformation analysis is capable of providing such data. In our
study, a system for optical 3D deformation analysis, Aramis 2M3, was used. The data
postprocessing software provided with Aramis investigates the correlation between stereo
images of subsequent loading steps and computes relative displacements of characteristic
points on the basis of which the 2D strain tensor can be calculated and, if calibrated, also
to a displacement field in defined units can be constructed. The crack profile, the Crack
Opening Displacement (COD) and the crack tip position can be evaluated for each load
step. Thus a set of load versus COD curves can be constructed and used as input for the
inverse analysis. Based on the manufacturer’s specification, the theoretical resolution of
1× 10−5 times the image dimension (or 2 µm for the configuration used here) is possible
for this equipment. Following previous results obtained with the same equipment (Pease,
et al. 2006), an accuracy of ±5 µm is expected.
A.4.1 Image analysis
Since, as discussed in the introductory part, the optical deformation analysis can provide
information on the surface displacement only, the crack opening was measured between
pairs of points equidistantly placed along the height of the WST specimen (see Figure 3).
3http://www.gom.com
The horizontal spacing of points in one pair was approximately 10 mm, while the vertical
spacing between points in each pair was around 1.8 mm. The measured displacement
1.8 mm
10 mm
Figure 3: Schematic placing of pairs of points (solid circles) between which the deformation
(arrow across the crack) was measured in the post-processing. Approximate spacing is
marked.
field contained some noise, which particularly in the pre-cracked phase was very significant
(see Figure 4). To suppress the noise, the data was filtered using floating average filter
with an elimination of outliers. First of all, outliers were eliminated by substituting values
of the measured field x by x˜, where
x˜i =
I∑
j=−I
xi+j/(2I + 1) (A.1)
if |xi| > |x˜i| + λσ. Here, x˜i denotes floating average computed from 2I + 1 values, σ
stands for standard deviation from the floating average and λ is a multiplicand. After
the outliers were eliminated, data were smoothen by (A.1) for each value of x. Since
the measured data represents a variable varying in both length and time, values of the
COD were smoothed with respect to both axes. Firstly, the data were smoothen with
the respect to the position of the measured COD for all time steps and subsequently the
data were smoothen with the respect to the time step for all positions. This smoothing
cycle was performed twice. Multipliers were set to λ = 2 both for smoothing with respect
to time steps and positions. The displacement was recorded in 23 pairs of points and at
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Figure 4: Originally recorded COD containing noise and outliers.
848 time steps, hence different numbers of data points, 2I + 1, from which the average
was computed were chosen. I was set to 3 for smoothening with respect to the position
and to 11 in the latter case. These values of I were found by try-and-error method and
provide reasonably smooth record while still preserve local variations of the COD. The
smoothed data are plotted in Figure 5.
0
100 200
300
400 500
600 700
800
900
0
10
20
30
40
50
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Load stepVertical position [mm]
CO
D 
[m
m]
Figure 5: Smoothed COD data.
A.4.2 Inverse analysis
The inverse analysis presented in (Skocˇek & Stang 2008) was used. This inverse analysis
is a generalization of the approach introduced by Østergaard (Østergaard 2003) for multi-
linear traction-separation laws. It is based on the non-linear hinge model, see Ulfkjær et
al. (Ulfkjær et al. 1995) and improvements done by Olesen (Olesen 2001), and provides
a semi-analytical tool for a determination of both elastic and fracture properties of the
investigated material.
Two types of the inverse analysis were performed. The first one estimated material
parameters by fitting the load vs. optically measured crack profile curve (load vs. COD
curves for points with varying coordinate y) and the latter by fitting the load vs. CMOD
measured by the clip gauge curve.
Following our previous results (Skocˇek & Stang 2008), the number of lines in the
traction-separation law, N , was set to 3. Thus, the traction-separation law, σw(w) has
form
σw(w) = g(w)ft,
where w stands for crack opening and ft denotes uniaxial tensile strength. The function
g(w) is for the 3-linear traction-separation law defined as
g(w) = bi − aiw ; w(i−1) < w < wi; i = 1, 2, 3
where wi corresponds to the intersection of i-th and i + 1-th line and has the form wi =
bi−bi+1
ai−a1+1 for i = 1, 2 and w3 = wc =
b3
a3
. It means that 7 parameters (Young’s modulus E,
tensile strength ft, a1,2,3 and b2,3) were identified in the inverse analysis. Parameter b1
was not identified since b1 = 1.
To be able to use COD measured by the optical deformation analysis system, the
original inverse analysis had to be modified. Originally, the CMOD was measured by a
clip gauge at the level of the load application point and the computed CMOD consisted
of three contributions - the elastic deformation of the specimen, the opening due to the
cracking and deformation caused by a certain distance between real crack mouth and the
level of clip gauge measurement. Using the optical deformation analysis approach the
COD is measured directly and hence the geometrical amplification of the deformation
equals to zero. Finally, the COD computed at point y has form
CODhinge(y) = δe(y) + δw(y), (A.2)
where δe(y) denotes the elastic deformation at point y and δw(y) denotes the true crack
opening at point y. For evaluation of the first term in Eq. (A.2), a simple linear relation
can be used with δe(y) = σ(y)d/E, where σ(y) is elastic stress for uncracked material
and bridging stress for cracked material, E stands for Young’s modulus and d for the
horizontal distance between the points, where the COD was measured by the optical
device (see Figure 3). The latter term, δw(y), can be analytically expressed from the
hinge model. Its derivation can be found in (Olesen 2001).
The norm of error reflecting the discrepancy between measured and computed load-
crack opening curves had to be modified as well. Originally, the norm was set for one
load vs. CMOD curve only. Now, since a crack profile is of interest, the global L1 − L2
norm of error has a form
L1 − L2 =
K∑
j=1
1
Mj
Mj∑
i=1
(√
1+
(P io(yj)−P ih(yj))2
2 −1
)
, (A.3)
where K is number of curves describing the crack profile, Mj is number of uniformly
placed points on j − th curve, P io(yj) is recorded splitting force and finally P ih(yj) is
the splitting force computed by the hinge model. Such a norm ensures that every point
on every curve is weighted equally. Since values of elastic deformation were very small
compared to the noise in the optical measurement, Young’s modulus was not identified
and the value obtained from the inverse analysis based on the clip gauge data was used
in this inverse analysis. The remaining parts of the algorithm are the same as described
in (Skocˇek & Stang 2008).
For the present study, three load vs. COD curves at y = 50 mm, y = 41.8 mm and
y = 29.4 mm were chosen, thus K = 3 . Figure 6 shows the comparison of optically
measured and computed load vs. COD curves at the chosen points.
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Figure 6: Comparison of optically measured and computed load vs. COD curves. Sub-
scripts denote vertical position y of points.
The resulting optimal material parameters computed by the inverse analysis of the
optically acquired data were compared to those computed from global clip gauge data.
Table A.6 summarizes the identified material parameters while Figure 7a) shows the
identified traction-separation laws. Finally, Figure 7b) depicts measured and simulated
splitting force vs. CMOD curves based on both material parameters sets.
E[MPa] ft[MPa] Gf [Jm
−2] wc[mm]
Clip-gauge 21680 1.3988 111.64 0.89964
Optical 21680 1.3307 108.30 0.60938
Table A.6: Comparison of material parameters obtained by the clip gauge date and optical
data inverse analysis of the WST. Note that Young’s modulus was not identified by the
optical data based inverse analysis.
It can be seen that the inverse analysis based on the optical data provides very similar
material parameters and that the traction-separation law, like the traditional one, results
in favorable match of measured and computed splitting force vs. CMOD curve.
A.5 Simulation of crack propagation
In the previous Section it was demonstrated that the optically determined deformation
can be used instead of the traditional clip gauge determined deformation as the input for
the inverse analysis. In this Section, the ability of the applied non-linear hinge model and
the more general cohesive elements based Finite Elements Analysis (FEA) to simulate the
crack profile and the crack tip position evolution during fracture process is investigated.
The hinge model allows for an analytical determination of the crack tip position as well
as the crack profile after the angular deformation of the hinge is determined by an iterative
procedure, see (Skocˇek & Stang 2008, Olesen 2001) for all details. The determination of
the crack profile as well as of the crack tip position is then straightforward: the COD in
each point where the tensile strength was reached during load history was recorded to
describe the crack profile. The first point (from bottom of the specimen) where the stress
reached the tensile strength of the material was recorded as the crack tip position for each
load step.
In the FEA, the crack pattern was modeled using interface cohesive elements with the
prescribed tri-linear softening behavior obtained from the non-linear hinge model-based
inverse analysis based on the optical data. The WST specimen was modeled in 2D, since,
as demonstrated in (Østergaard et al. 2002), the 2D model is fully capable of represent-
ing the WST. Figure 8 shows the 2D mesh and boundary conditions of the one half of
the specimen which was modeled. The interface cohesive elements were based on the
penalty approach with the initial stiffness of an uncracked element set to 100Ehe, where
E is Young’s modulus determined by the inverse analysis and he height of the element
depending on discretization. Bilinear isoparametric quadrilateral elements were used for
the bulk material, which was considered linear elastic with Youngs modulus determined
from the inverse analysis. Since Poisson’s ratio was not determined in the inverse anal-
ysis, the value ν = 0.2 was set by default. A convergence analysis was performed to
exclude mesh dependency of results. Figure 9 shows a comparison of the recorded load
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Figure 7: Comparison of identified traction-separation laws a) and simulation of splitting
force vs. CMOD curves based on the identified material parameters b).
vs. CMOD curve and corresponding simulations with varying mesh size. The ligament, h,
was discretized by 10, 20 and 30 elements, respectively. It can be seen that the difference
between h/20 and h/30 is negligible and further refinement is not necessary. Therefore
mesh size corresponding to h/30 was used in following computations.
As already mentioned, the measured crack profile was obtained from the deformation
Figure 8: FE mesh and boundary conditions of half of the WST specimen. Case with 20
elements per ligament. Dashed line represents the interfacial cohesive elements.
measured between discrete pairs of points as shown in Figure 3 for every loading step.
Figure 10 shows crack profiles measured by the optical device and their comparison with
crack profiles predicted by the non-linear hinge and the FEA. Crack profiles are plotted
at three characteristic points: when load reaches 80% of the peak load, at the peak load
and finally when load reaches 20% of the peak load in the post peak regime. Finding
the crack tip position directly from the measured data was not possible, since the elastic
deformation, δe, corresponding to the elastic limit with a point spacing of 10 mm is
around 1 µm which is below accuracy of the equipment (5 µm). Therefore the crack
tip position was extrapolated from the measured crack profile. The crack profile was
approximated by a line connecting the first point where the COD exceeded 5 µm and
the point corresponding to the COD at the original notch tip (y = 50 mm). Crack tip
position was then found as an extrapolation of the line for COD = 0 mm. The deviation
(in terms of COD) of any theoretical crack profile with arbitrary bridging stresses smaller
than or equal to the tensile strength from the straight line is in order of microns, which
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Figure 9: Recorded load vs. CMOD curve and its simulations with varying mesh size.
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Figure 10: Comparison of measured and simulated crack profiles at 80% of peak load,
peak load and 20% of peak load after peak. Note that the x-axis is bilinear. The accuracy
of COD measurements is estimated to 5 µm.
is below the accuracy assumed. It makes the linear approximation of the crack profile
reasonable. Figure 11 shows crack tip positions simulated by the hinge model and FEA
and extrapolated from the data measured by the optical system as functions of the CMOD.
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Figure 11: Measured and simulated crack tip position.
A.5.1 Discussion on results
Looking at Figure 10 it can bee seen that simulated crack profiles match the measured
ones favorably at the peak load and post peak. At the load level of 80% of the peak
load before the peak (most left crack profiles), it can be seen that the measured COD
is smaller than the estimated accuracy. The crack profiles are very tortuous which is
caused by the inhomogeneous nature of concrete when the measured surface deformations
do not depend only on the overall deformation of the specimen, but more significantly
on the local random arrangement of phases. It can be further seen that the COD at
points around y 45 mm and y 15 mm are smaller compared to their neighborhood. These
effect were identified to be results of aggregate bridging. Since the traction-separation
law in the fictitious crack model refers the average cohesive stress (in sense that the
stress acts on a single straight crack), to the average crack opening (in sense that the
opening is uniform across the thickness of the specimen and effects of aggregates bridging
etc. are averaged) and since the material is modeled as a homogeneous in both cases,
the applied models are not capable to predict the tortuosity of the crack profile. Other
models reflecting a microstructure of the material (e.g. lattice (Man & van Mier 2008)
or particle models (Cusatis & Cedolin 2007, Caballero, et al. 2006)) with a local stress-
crack opening relationship would need to be applied to be able to predict the tortuosity.
Applying such models would, however, make the inverse analysis too complicated and the
obtained material parameters questionable.
The crack tip position evolution during loading was the task in the last study (see
Figure 11). It can be seen that the extrapolated crack tip position does not change
smoothly, but in steps. Regions, where holding periods followed by rapid drops in the
position occur, match with the regions with aggregates bridging visible at Figure 10.
Looking at the crack tip position predicted by the hinge model and FEA, considerable
difference can be seen although the overall global load vs. CMOD curves computed
by both models match favorably (see Figures 9 and 7 where the computed curves are
compared to the experiment). The difference can be explained by the assumptions of the
models. Since the hinge model comes from a simple beam theory, the assumed strain
distribution is linear across the height of the uncracked ligament. On the other hand, the
finite element model does not have any assumptions on the strain distribution resulting
in faster crack propagation and smaller crack width compared to the hinge model.
A.6 Conclusions
An alternative approach to data collection for the inverse analysis of the wedge splitting
test was introduced. The crack opening displacement was measured by an optical defor-
mation analysis system, Aramis, and the inverse analysis was modified to be able to use
such data as input. It was shown that material parameters of the fictitious crack model
can be determined using the optically determined data with similar accuracy compared
to the traditional approach using a clip gauge for data collecting. The Young’s modu-
lus cannot be determined by the presented approach due to too small values of elastic
deformations measured.
Advantages of using the optical deformation analysis system during fracture mechan-
ical tests were discussed. Crack profiles can be measured during fracture propagation.
However, measuring and analysis of small deformations is complicated due to inhomo-
geneity of the strain field and due to noise. Consequently the crack tip position needs to
be extrapolated from the measurements. Phenomena such as an aggregate bridging effect
or crack branching can be qualified and quantified.
Further, the ability of the nonlinear hinge model and finite element analysis based on
interface cohesive elements to simulate crack profiles and crack tip position was inves-
tigated. It was found that though both models provide similar overall response in the
term of the load vs. CMOD curve. Crack profiles and especially crack tip position differs
considerably. Therefore, special care needs to be taken if processes sensitive to crack tip
position, e.g. transport processes in cracked media, are concerned.
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Abstract
In the framework of cohesive crack models and finite element modeling, simulations
of the mixed-mode crack propagation in concrete presents a challenging task both
from the numerical point of view and in the view of definition of material laws.
In contrary to mode I propagation, mixed-mode crack patterns are much more
complex and can not be predicted a priory. Therefore, remeshing techniques or
XFEM implementation need to be employed, resulting in increased computational
demands, especially in 3D. Beyond the mode I traction separation law, a mode II
traction separation law referring shear opening to a bridging shear stress needs to
be defined. Moreover, a law projecting mode I and II laws into a general direction of
the crack opening has to be defined. A description of the shear dilatancy caused by
the roughness of the real crack is a further material law required. Determination of
the material parameters presents a complicated process since most of them can not
be measured directly but needs to be identified using an inverse analysis. On the
other hand, discrete models leaving the assumption of homogeneity of the material
and moving to simpler material laws on a lower material scale can be an attractive
choice with results comparable to the traditional aforementioned approach.
In the presented study, two discrete models based on different assumptions
are applied to simulation of mixed-mode fracture tests of laboratory scale
specimens under varying loading. The first model belongs to lattice models
discretizing the material into three types of lattice elements - aggregate, ma-
trix and interfacial transition zone. The elements behave elasto-brittle with
the elastic limit dependent on the direction of straining. The second model
belongs to the group of particle models. Contacts between particles are de-
fined and discretized by nonlinear struts. The models are used to simulate a
non-proportional mixed-mode test. The specimen is loaded in mode I opening
up to the peak load and then sheared/opened under 45◦. Despite the differ-
ent assumptions, both models are capable of predicting correctly trends and
mechanisms observed in the experiments and help with understanding of the
observed fracture process and with an explanation of instabilities observed
during experiments.
A.1 Introduction
Simulation of the fracture process in heterogeneous quasi-brittle materials such as concrete
or mortar presents a challenging task. Several models for realistic simulations of a global
response of the material in mode I experiments were proposed, for example the most
widely spread Hillerborg’s fictitious crack model (Hillerborg et al. 1976). Such models
assume homogeneous and elastic effective material properties for the bulk behavior and
averaged relationships between the crack width and bridging stresses. Utilization of such
models is well established and the models are available in many commercial codes. The
identification of material parameters, especially for mode I fracture, has been also widely
investigated, e.g. (Skocˇek & Stang 2008).
These models, however, have several limitations resulting from their assumptions.
Such models can not simulate effects on scales similar to the size of heterogeneities of the
material such as micro-cracking prior to the formation of the main crack, crack branching
or aggregates bridging. The mixed-mode fracture propagation is a challenging task as well
and complicated material laws introducing mode I and mode II coupling, shear dilatancy,
sensitivity to confining stresses etc. are needed.
Several models going beyond the assumption of homogeneity of the material on one
side and capable to simulate global behavior of real-sized concrete specimens on the other
side were proposed. Since the heterogeneous microstructure is already captured by these
models, simpler material laws can be used and the models are more robust and allow
simulations of complex loadings with a single model. Since it is generally not possible
to model behavior of every single particle and bond in the material, some simplifications
have to be done. Two main trends can be found in literature.
The first one builds on a simplified geometry, e.g. by considering only the biggest
aggregates, and on a detailed description of the behavior of all phases and their connec-
tions. As an example, the approach of Carol’s group (Caballero et al. 2006) is based
on a classical 3D finite element method with non-linear interfaces between aggregates-
mortar and mortar-mortar connections. The advantage of such an approach lies in its
accuracy resulting from using well established continuous finite elements method. The
disadvantage rises from its computational demands allowing considering only very limited
number of aggregates (64 in the case of (Caballero et al. 2006)). The material parameters
identification presents a further complication. Material parameters describing elastic, as
well as non-elastic, behavior are needed for all phases and contacts. The execution and
interpretation of direct experiments is extremely difficult on this scale and identification
of the parameters from a larger scale experiment is difficult as well.
The second trend builds on a simplification of material models as well as on the
simplified abstract geometry. Lattice models, see e.g. work of van Mier’s group (Man &
van Mier 2008), belong to the latter group. The grain structure of the actual material
is usually modeled by three phases - aggregates, matrix and Interfacial Transition Zone
(ITZ) - and discretized using simple beams or truss elements, see Figure 5. The material
models are usually elasto-brittle or elastic step-wise brittle. With such an approach,
much finer aggregates can be simulated compared to the model based on continuum finite
elements. Due to elasto-brittle behavior of the elements, the solution of the non-linear
problem breaks into a sequence of linear problems. However, for the same reason, the
response is highly mesh sensitive and strength parameters are artificial since the energy
associated with the failure has to be dissipated in the elastic regime in such models.
Similar problems with material properties as in the previous case need to be overcome
with this approach.
The model of Cusatis (Cusatis et al. 2003) which assumes geometrical simplifications
and complex material laws using effective properties of the material represents a com-
promise between the two approaches described above. In this model, mesostructure of
concrete is described by two phases - aggregates and matrix - and discretized by struts con-
necting centers of the aggregates (see Figure 3). Each strut has a nonlinear stress-strain
relationship in tension, shear and compression, but the strut is treated as a homogeneous,
effective material. Such an approach allows to consider a relatively large number of ag-
gregates in the simulation and relies on well established material laws. However, since the
laws are formulated in effective properties, determination of such properties is still not
straightforward.
In the presented study, two discrete models, elasto-brittle lattice-type model and
Cusatis-type particle model, are compared with the bi-axial fracture mechanical testing.
Basic assumptions of the models are briefly introduced in Section A.3. The experimental
setup as well as the investigated material are then described in Section A.2 and finally,
results and conclusions are discussed in the last Section A.4. It is demonstrated that the
discrete models, despite their simplicity, are capable of capturing the trends observed in
experiments and provide a good approximation of the observed crack paths as well as
of the loading paths. The simulations are further used to analyze instabilities observed
during experiments.
A.2 Experiments
Specimens made from ordinary concrete described in A.2.2 were tested in the mixed
mode test with non-proportional loading. The specimens were loaded in pure mode I
until the deformation corresponding to the peak load and then subjected to the mixed
mode crack opening under 45◦. The overall geometry of the specimen is depicted in
Figure 1. Thickness of the sample was 75 mm. The samples were cut out from a beam of
150× 150× 600 mm after curing.
cast surface
80 mm
37.5 mm37.5 mm 75 mm
150 mm
38 mm
38 mm
4 mm
Figure 1: Dimensions of the mixed-mode specimens. Thickness is 75 mm.
A.2.1 Test setup
The specimens were loaded in the biaxial loading machine closely described in (Østergaard,
et al. 2007). The experiment was performed under displacement control where Crack
Mouth Opening Displacements (CMODs) measured in vertical (labeled as y-direction in
Figure 7) and horizontal directions (labeled as x) across the two notches were used as the
control variables - (Jacobsen, et al. 2009). Initially, the specimens were loaded in the uni-
axial tension until the peak load (CMODy ≈ 0.025 mm in Figure 7) while CMODx = 0
was kept during this first stage. After reaching the tensile peak, the specimens were loaded
in proportional mixed-mode under 45◦until the complete failure. The loading rates varied
during the experiments to ensure the stability of the test in the initial stage as well as
a reasonable time duration of the entire experiment. Details can be found in (Jacobsen
et al. 2009, Jacobsen et al. to be published).
A.2.2 Material
The specimens were made from ordinary concrete with Aalborg Basis portland cement
used as binder. Washed sea sand and gravel were used as aggregates. Table A.7 summa-
rizes the composition of the concrete and Figure 2 shows the PSD of aggregates. Water
to cement ratio of the concrete was equal to 0.47 and relative volume of aggregates was
0.65.
Specimens were casted and kept in laboratory conditions for 24 hours. Then they were
moved to 50◦ C water bath where they were kept for seven days. After removal from the
water bath the specimens were cut from the beam and kept in the laboratory conditions
until the testing took place.
Material kg/m3 l/m3
Aggregates 4-8 mm 965 364
Aggregates 2-4 mm 138 52
Aggregates 0-2 mm 620 324
Cement 444 141
Water 209 209
Table A.7: Composition of the concrete mix.
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Figure 2: Particle size distribution of aggregates.
A.3 Brief description of adopted discrete models
A.3.1 Creation of numerical concrete
The first part of the modeling, a creation of the idealized microstructure of the investigated
material, is the same for both models. Initially, an idealized geometry of the material was
created. Spherical particles were generated in the specimen according to given PSD which
is given as a set of pairs - diameters Di and volume fractions, fi, of aggregates passing the
sieve with diameter Di (see Figure 2). The particles were generated one by one starting
with the one with the largest diameter. The generation of every particle can be divided
into two steps:
1. Determination of particle diameter, Dnext, from:
Dnext = Di +
(Di−1 −Di)(1− αcαagg − fi)
fi−1 − fi , (A.1)
where Di is the diameter of the first sieve that the previous particle did not pass,
Di−1 denotes the diameter of the last sieve that was passed by the previous particle
and fi and fi−1 stand for the corresponding volume fraction of aggregates passed.
Symbol αc denotes the volume fraction occupied by particles generated so far and
αagg denotes the volume fraction which would be occupied when all the particles
described by the PSD would be generated.
2. Coordinates of the particle were randomly generated and the particle was checked
for overlapping with boundaries of the specimen and with previously placed parti-
cles. This step was repeated until the particle was successfully placed without any
overlaps.
Not all particles described by the PSD curve were generated. Computational demands
increases significantly with the increasing number of particles generated. Thus, the process
was stopped at the grain diameter equal to 3 mm which seemed to be a reasonable
compromise between the realistic representation of the grain layout and the required
computational time.
Further discretization of the numerical concrete as well as material models and solution
strategies are model-dependent and are briefly introduced in Sections A.3.2 and A.3.3 for
the adopted particle and lattice model, respectively.
A.3.2 Particle model
The adopted particle model is based on the model introduced by Cusatis (Cusatis et al.
2003). The particle model lumps the behavior of the modeled material into a contact
between two cells containing always one and only one particle. The cells are created based
on tessellation of the mesostructure and determines geometrical properties - position and
area - of the contacts. The contacts are created and discretized in the following way.
First, the idealized geometry is triangulated using 3D Delaunay triangulation of particles
centers (second image of Figure 3). In the next step, centers of gravity of solids resulting
from subtracting spheres from tetrahedrons as well as centers of gravity of their faces are
computed (a 2D representation of the solid is shown in the third image of Figure 3 with
the thick solid line). The centers of gravity of the solids are connected with centers of
gravity of their faces and with points on edges of tetrahedrons laying in the middle between
particles. This created the cells. The cells are represented by dashed lines in the fourth
image of the Figure 3. Finally, contacts between the cells are discretized using struts. The
area of a strut corresponds to the are of the contact projected to the plane perpendicular
to the strut and intersecting the strut at the point in the middle between the particles.
The point labeled C in the last image of the Figure 3, so called contact point, where the
kinematic end constitutive relationships are prescribed, is found as the center of gravity
of the projected contact area (middle of the line in 2D). The elastic normal stiffness of the
contact, E, corresponds to the averaged stiffness of materials laying between two nodes.
The average can be approximated by the serial coupling E = l/(la/Ea+lm/Em), where Ea
and Em are Young’s moduli of aggregates and matrix, respectively. Length la corresponds
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Figure 3: Two dimensional schematic steps of the discretization used in the particle model.
to segments of the strut laying inside particles lm = l − la denotes the remaining part of
the strut belonging to the matrix. The elastic shear stiffness, ET, can be expressed as a
fraction of the normal stiffness, ET = αE, where α is a coupling parameter controlling
the Poisson’s ratio.
The mesoscopical damage-like constitutive model is formulated in terms of effective
stress, σ, effective strain, ε and coupling strain, ω. The effective stress is computed by
σ =
√
σ2N +
σ2T
α
where σT =
√
σ2L + σ
2
M,
where σN is the stress perpendicular to the contact plane and σL and σM denote two
mutually perpendicular stresses at the plane of the contact.
Accordingly, the effective strain can be expressed as
ε =
√
ε2N + αε
2
T with εT =
√
ε2L + ε
2
M.
The coupling strain, ω, reflecting direction of the loading of the strut, is expressed as
tanω =
εN√
αεT
.
See (Cusatis et al. 2003) for all the details. The effective stress, σ, needs to satisfy
inequality 0 ≤ σ ≤ σb(ε, ω), where the effective stress boundary, σb(ε, ω), can be expressed
as
σb(ε, ω) = σb,0(ω)exp
[
K(ω)
σb,0(ω)
〈χ(ε, ω)− ε0(ω)〉
]
, (A.2)
where 〈•〉 = max{0, •}. Function σb,0(ω) is the initial boundary of the elastic domain, see
Figure 4.
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Figure 4: Initial boundary of the elastic domain of the
material model.
The factor K(ω) accounts
for strain softening of the ma-
terial and depends on frac-
ture energies in mode-I, Gt,
and mode-II, Gs, and on
the direction of straining, ω.
The factor 〈χ(ε, ω)− ε0(ω)〉 ac-
counts for the irreversibly of
the damage. Details can be
found in (Cusatis, et al. 2003a,
Cusatis, et al. 2003b).
The originally proposed ma-
terial model is more complex
and beyond the mixed-mode
fracture propagation in the
mesostructure reflecting strain hardening in compression as well as effects of confin-
ing stresses/strains. However, in the investigated experiments, the majority of the en-
ergy is dissipated for loadings with ω > ω0, where ω0 is the loading direction where
σb,01(ω) = σb,02(ω) in Figure 4, and Ea, Em, EITZ , St, Ss, Gt, Gs and α are the dom-
inating material parameters. Thus, non-linear strain hardening in compression, high
compression-shear coupling and effects of confining stresses/strains can be neglected in
the presented study.
A.3.3 Lattice model
In contrast to the first particle approach, the second modeling strategy is based on a mesh
that is independent on the grain layout. The lattice is generated from a set of random
nuclei and concrete mesoscale structure is projected onto this discretization (Figure 5).
This gives the advantage of capturing effects of material structure in the more detailed
way. The springs interconnecting the nuclei are assumed to be brittle. All the softening
at macro level is structural, i.e. it is caused by branching, bridging or locking the crack
in the aggregate pattern.
In order to minimize the influence of the mesh structure on the crack direction, the
lattice of irregular geometry is chosen. The discretization strategy is taken from (Bolander,
et al. 2000). The nuclei are placed into the domain with a mutual distance restriction.
Cells obtained by Voronoi tessellation serve as ideally rigid bodies. Concept of rigid-
body-spring network published in (Kawai 1978) was originally applied on Voronoi facets
in (Bolander & Saito 1998). The neighboring facets are connected by set of zero length
springs (normal, shear, and rotational) in the middle of the common facet boundary.
All the springs are elasto-brittle, and their elastic properties are derived according to
behavior of the underlying continuum. The benefit that arises from Voronoi tessellation
aggregate matrix interface
Figure 5: (a) computer generated grain layout; (b) layout projected onto the lattice; (c)
zoom in on the mesostructure .
is the elastically uniform structure, see (Bolander, et al. 1999).
The solution procedure is step-by-step linear. In every step, elastic solution is cal-
culated, the most loaded spring set is found, and the step solution is scaled so that the
critical spring reaches the failure criterion. The material characteristics of the springs
then are reduced. This classical, simple strategy is suitable only for proportional loading
paths.
Non-proportional loadings require a more sophisticated solution algorithm. Conve-
nient modification of classical strategy is published in (DeJong, et al. 2008). Here, an-
other enhancement proposed in (Elia´sˇ 2009) is used. After a rupture of a spring set, the
stresses and nodal displacements are not released. The structure is loaded by the forces
that were transferred by the broken spring set. Obviously, other spring sets can break
during this stress redistribution. Therefore, the loading forces from broken spring set are
scaled in the same way as the main load. When some bond reaches its failure criterion
during the stress redistribution, the bond is removed and loading forces are updated. This
redistribution process continues until the equilibrium is reached, i.e. the loading vector
is zero. The next step keeps stresses from previous step and sums them together with
a stress increment caused by an increase of the main load. The strategy is step-by-step
linear. It can be compared with a dynamic model with infinite damping.
Many failure criteria of lattice elements were proposed and published. The modified
criteria of (Bolander & Saito 1998) was found to be the most convenient. Adopted failure
surfaces are shown in Figure 6. The normal and shear stresses σ and τ of spring sets
are given by forces in normal and shear springs divided by an area of the common facet
boundary. The moments transferred by rotational springs are ignored.
Aggregates interlocking and curvature of a crack cause shear resistance of an existing
tensile crack. In order to mimic this resistance, the material model had to adopt stiffness
recovery of broken spring connections which come to negative normal strains. Only a
stiffness of the normal spring is recovered, because conditions for recovering shear and
rotational springs are ill-defined. The recovery of the stiffness must not lead to any change
st
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Figure 6: Present fracture criteria. Solid circles show stress state when elements were
broken.
interface matrix aggregates
tensile strength ft 4.4 17.6 35.2 MPa
shear strength fs 6.6 26.4 52.8 MPa
Poisson’s ratio ν 0.2 0.2 0.2
elastic modulus E 30 30 105 GPa
net size 0.8 mm
Table A.8: Material parameters of the lattice model used in simulations.
of the stress state in the spring. This is possible only when the extension of the normal
spring is zero. Recovering the shear or the rotational stiffnesses when the tangential or
rotational springs extensions are zero lacks any physical meaning.
The elasto-brittle model is generally mesh dependent. The mesh structure influences
primarily the direction of the crack propagation, while the mesh density has a strong
influence on the strength of lattice structure. Both kinds of the mesh dependency are
significantly reduced by the applied incorporating of the aggregate structure. The grain
layout outweighs the directional bias and brings some internal length of the material.
A.4 Results and discussion
Two discrete models, nonlinear particle model and elasto-brittle lattice model described in
Section A.3, were used to simulate the fracture propagation in the described mixed-mode
experiment. Material parameters used in the simulations are shown in Tables A.8 and A.9
for the lattice and particle model, respectively.
Figure 7 shows comparison of the experimental data with model simulations and Fig-
ure 9 shows the observed crack pattern and its simulations. It can be seen that both
models are capable of providing a good approximation of the crack pattern observed. The
simulation of the load-CMOD curves presents a much more challenging task. Both models
tensile strength ft 2.0 MPa
mode I fracture energy Gt 20 J/m
2
shear strength fs 6.0 MPa
mode II fracture energy Gs 250 J/m
2
coupling parameter α 0.8 -
elastic modulus of aggregates Ea 90 GPa
elastic modulus of matrix Em 30 GPa
Table A.9: Material parameters of the particle model used in simulations.
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Figure 7: Computed force-CMOD curves in comparison with experimentally measured
data. The simulated responses were computed as the average from the two CMODs
corresponding to left and right notches in Figure 1. The left and right CMODs are
separately plotted in Figure 8.
can simulate well the observed trends in the measured response. However, neither of the
models were capable of capturing the initial slope of the horizontal load-CMOD curve.
The simulations have, however, shown the major challenge in the experimental setup.
As can be seen from Figure 8, behavior of the two sides of the specimen differs significantly.
Once the main crack is closed again (Fy ≈ 0 kN), which corresponds to the first local
maximum in the CMODx−Fx plot, left side of the specimens opens rapidly in horizontal
direction while the other snaps back. This, since the experimentally measured CMODs
are obtained by direct averaging of the clip gage signals, can lead to instabilities in the
control of the experiment, especially when the rates of crack opening and snapping back
are identical leading to zero average signal. This phenomenon is responsible for the
increased noise in the measured signal that can be observed in the experimental records
in Figure 7.
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specimen. The average response is predicted with experiments in Figure 7.
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Figure 9: Comparison of the simulated and measured crack patterns. The first row
shows prediction of the crack openings by the lattice model at a) the end of tensile load
(machine vertical deformation 0.025 mm), b) the closing of the main crack in vertical
direction when Fy ≈ 0 kN and c) at the peak of the shear force. Colors and widths
of lines indicate openings of cracks in millimeters. The middle row shows damage and
opening simulated by the particle model at the same stages. These plots are 10 mm wide
cuts of the specimen containing the front face. Deformations are magnified 50x. Figure
g) shows the final crack pattern after complete destroying of the specimen.
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Abstract
Mechanical behavior of structures made from cementitious materials has been suc-
cessfully modeled using non-linear fracture mechanics in recent decades. On the
structural scale, an assumption of homogeneity of the material is valid and well
established theories can be applied. However, if focus is put on phenomena of a
similar scale as is the characteristic size of inhomogeneities of the material (e.g.
crack branching in concrete meso-structure, surface cracking due to expansion reac-
tions, up-scaling or down-scaling of fracture properties), a model which reflects the
heterogeneous nature of the material needs to be applied. In the presented work, a
non-linear particle model is used to predict up-scaling of fracture properties. Frac-
ture energy, elastic stiffness and tensile strength of an ordinary portland cement
paste and mortar are identified from three point bending test experiments using a
simulation based on the fictitious crack model and the assumption of homogeneity
of the material. These properties are then, together with the particle size distribu-
tion of aggregates, used to predict fracture properties and behavior of a mortar and
micro-concrete (aggregates up to 8 cm in diameter) using the non-linear particle
model.
A.1 Introduction
Simulation of the fracture process in heterogeneous quasi-brittle materials such as con-
crete or mortar presents a challenging task. Several models for realistic simulations of
a global response of the material in mode-I experiments were proposed, for example the
most widely spread Hillerborg’s fictitious crack model (Hillerborg et al. 1976). Such mod-
els assume homogeneous and elastic effective material properties for the bulk behavior
and averaged relationships between the crack width and bridging stresses. Utilization of
such models is well established and the models are available in many commercial numer-
ical computer codes for structural analysis. The identification of material parameters,
especially for mode-I fracture, has been also widely investigated (Skocˇek & Stang 2008).
Such models, however, have several limitations resulting from their assumptions. Mod-
els base on the averaged elastic and non-elastic properties can not simulate effects on scales
similar to the size of heterogeneities of the material such as micro-cracking prior to the
formation of the main crack, crack branching or aggregates bridging. Similarly, if sim-
ulations of complex loadings are of interest, for example non-proportional mixed-mode
experiments, complicated material laws introducing mode-I and mode-II coupling, shear
dilatancy and related sensitivity to confining stresses etc. are needed. These parameters,
however, often lack sound physical background and are used as fitting parameters.
Several models going beyond the assumption of homogeneity of the material and at
the same time capable of simulating global behavior of real-sized concrete specimens
have been proposed. Since the heterogeneous microstructure responsible for most of the
complexity of the concrete behavior is already captured by such models, simpler material
laws can be used and the models are more robust. In contrary to the models assuming
homogeneous material, the heterogeneous models are capable of providing more reliable
information about processes on the scale similar to the scale of heterogeneities. This
can be used with advantages in up-scaling of the fracture propagation. Down-scaling,
i.e. focusing on the meso-scale processes in a global simulation can lead to the better
estimation of the local crack propagation which is of a special importance for coupled
transport-mechanical models where the crack widths predicted by a homogeneous model
will be overestimated compared to a heterogeneous model capable of predicting the crack
branching and microcracking. Up-scaling, i.e. bringing a known information from the
meso-level to the global level is another application of the heterogeneous models that can
not be solved using the homogeneous models. Since it is generally not possible to model
behavior of every single particle and bond in the material, some simplifications have to
be introduced. Two main trends can be found in literature.
The first builds on a simplified geometry, e.g. by considering only the biggest aggre-
gates, and on a detailed description of the behavior of all phases and their connections.
As an example, the approach of Carol et al. (Caballero et al. 2006, Caballero et al. 2008)
is based on the classical 3D finite element method with non-linear interfaces between
aggregates-mortar and mortar-mortar connections. The advantage of such an approach
lies in its accuracy resulting from utilization of well established framework of the finite
element method with common types of elements and material laws. The disadvantages
arise from computational demands of such an approach allowing consideration of only a
very limited number of aggregates (64 in the case of (Caballero et al. 2006)).
The second trend builds on a simplification of material models as well as on the sim-
plified abstract geometry. Lattice models, see e.g. work of van Mier’s group (Man &
van Mier 2008) or (Elia´sˇ 2009), belong to the latter group. The geometry of the actual
material is usually modeled by three phases - aggregates, matrix and the Interfacial Tran-
sition Zone (ITZ) - and discretized using simple beams or truss elements. The material
models are usually elastic-brittle or elastic step-wise brittle. With such an approach,
much finer aggregates can be considerer in the simulation compared to the model based
on the continuous representation of material. Due to step-wise elasto-brittle behavior of
the elements, the solution of the non-linear problem of damage and crack propagation
breaks into a sequence of linear problems.
Both aforementioned approaches share one common disadvantage. Since the aggre-
gates, mortar and ITZ are modeled explicitly, it is necessary to determine their material
properties, which is extremely difficult especially in the case of the ITZ since the ITZ
properties are highly sensitive to the type and size of aggregates used (Tasong et al. 1998,
Elsharief et al. 2003, Aquino et al. 1995, Zimbelmann 1985, Alexander 1993), age (Elsharief
et al. 2003), binder (Elsharief et al. 2003, Aquino et al. 1995, Zimbelmann 1985) and the
test used for the identification (Aquino et al. 1995, Zimbelmann 1985, Alexander 1993).
The model of Cusatis (Cusatis et al. 2003), which assumes geometrical simplifica-
tions and complex material laws using effective properties of the material on mesoscale,
represents a compromise between the two approaches described above. In this model,
the mesostructure of concrete is described by two phases - aggregates and matrix - and
discretized by struts connecting centers of the aggregates. Each strut has a nonlinear
stress-strain relationship in tension, shear and compression, but the strut is treated as a
homogeneous, effective material. Such an approach allows considering a relatively large
number of aggregates in the simulation. This makes an effective separation of scales pos-
sible and the model is therefore suitable for the up-scaling or down-scaling of fracture
processes. The material laws are formulated in effective properties which makes their
identification simpler compared to the two afore mentioned cases. However, the ITZ
is not modeled explicitly which could have an effect on the global response of certain
systems.
From applications of the models for the simulation of fracture propagation in the
heterogeneous materials it is, however, not clear to what extent the material properties
used by the models can be measured independently. The purpose of this study is thus
the investigating of a possibility of predicting of the crack propagation in heterogeneous
materials (concrete and mortar) based on measured material parameters.
It the present study, a modified model of Cusatis (Cusatis et al. 2003) is used for
up-scaling of fracture properties from the scale of cement paste with very fine aggregates
(up to 0.8 mm) to the scale of concrete. The material properties on the mesoscale are
identified from experiments. These are then, together with the idealized mesostructure of
the material, based on the measured Particle Size Distribution curve (PSD), used as an
input for the particle model to predict the response of the material in a mode-I fracture
test on the global level. The work is organized in the following way. After the introduction,
composition and preparation of the investigated materials on different scales are described
in Section A.2 followed by description of experiments in Section A.3. Section A.4 briefly
introduces the identification of the material parameters from the test on mesoscopical
materials. The particle model and its improvements and modifications are then described
in Section A.5 together with details on utilization of the identified parameters by the
model. Finally, the predictions by the particle model are compared with the experiments
in Section A.5.3. Conclusions are drawn in Section A.6.
A.2 Materials
Cementitious materials of three different materials scales - concrete, mortar and micro-
mortar - were prepared. The materials differed in the size of the largest aggregates used,
dmax and in the Water to Cement ratio (W/C). The concrete contained aggregates up
to 8 mm, mortar up to 2 mm and micro-mortar up to 0.8 mm. Washed sea gravel
and sand were used. Ordinary portland cement was used as the binder. The W/C
varied between 0.47 in the case of concrete and 0.43 in the case of micro-mortar. The
differences were introduced to compensate for the effect of the increased volume of ITZ
changing the effective W/C in the bulk material. The Particle Size Distribution curve
(PSD) characterizing the materials is shown in Figure 1a) and the mixing proportions are
detailed in Table A.10. dmin stands for the diameter of the smallest aggregates used and
αagg is the relative volume of aggregates. Figure 1b) illustrates the heterogeneity of the
investigated materials compared to the millimeter scale on the right hand side.
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Figure 1: a) Particle Size Distribution characterizing investigated materials and b) graph-
ical illustration of the up-scaling.
Material dmin [mm] dmax [mm] αagg [-] W/C [-]
Concrete 0.01 8.0 0.65 0.47
Mortar 0.01 2 0.40 0.44
Micro-mortar 0.01 0.8 0.32 0.43
Table A.10: Detail description of investigated materials.
The materials were mixed in a rotary drum mixer not allowing continuous adding of
water. Thus the mixing water was added in two steps: 10% of water was added and
mixed with aggregates for 1 minute; then the binder was added and the mixing continued
for 1 minute; the rest of water was added and mixed for another 2 minutes. The samples
were cast immediately after mixing. The concrete samples were vibrated using a vibration
table. The samples made from mortar and micro-mortar were compacted manually by
bouncing the mold gently 4-5 times against a flat surface since there was a danger of
separation of phases when using the machine vibration. After casting, samples were
stored in laboratory conditions (approximately 20◦C) overnight covered with a plastic
foil. The samples were demolded after approximately 24 hours and were moved to a
warm water bath (50◦C) where they were kept for another seven days. Finally, notches
were cut and the samples were kept in the laboratory conditions until the testing took
place (approximately 3 months).
A.3 Experiments
Six Three Points Bending Tests (TPBT) and two tests on Cylinders in uniaxial Com-
pression (CC) were performed for every material. The specimens were identical for all
materials and their geometries, dimensions and test setups are depicted in Figure 2a)
for the TPBT and in b) for the CC. The Crack Mouth Opening Displacement (CMOD)
measured with a clip gauge attached to the bottom side of a specimen was used as the
control variable of the TPBT experiments. The loading rate was 0.05 mm/min. After the
tests, six experimental records for every material were averaged. The results are plotted
in Figure 3.
thickness 40 mm
40 mm
120 mm
160 mm
Bending Force
10 mm
CMOD
Deformation
60 mm
Vertical Force
Stiff platten
Stiff platten
120 mm
a) b)
Figure 2: Geometry and dimensions of a) TPBT and b) CC specimens. Out of plane
thickness of TPBT specimens was 40 mm.
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Figure 3: Experimental results of the TPBT for concrete a), mortar b) and micro-
mortar c). The solid lines show average from six records while the shaded areas show
experimental scatter
The CC experiments were controlled by displacement control with rate of 0.6 mm/min.
The cross head was equipped with a hinge assuring a uniform load at the upper surfaces.
The displacement was measured as the average of 3 LVDTs to eliminate the rotations of
the cross head during the experiment. The upper and bottom surfaces of cylinders were
grind to assure parallel and planar surfaces. Stiff loading platens were used. Averaged
experimental records are plotted in Figure 15.
A.4 Interpretation of the TPBT experiments based on the as-
sumption of homogeneity
In order to identify material parameters of the investigated materials, a semi-analytical
model based on assumptions of the classical beam theory and material homogeneity -
the so-called Hinge Model (HM) - was used. The hinge model is described in (Ulfkjær
et al. 1995, Olesen 2001). The model assumes that the mode-I fracture process zone in
a quasi-brittle material can be modeled using a simple beam element with linear strain
distribution for the undamaged section and a set of infinitesimally small springs governed
by a multi-linear Traction Separation Law (TSL) for the cracked section. The internal
forces and deformation of the cross-section can be analytically expressed once the angular
deformation of the beam element is determined. Such a tool can therefore be effectively
used for simulations of simple fracture experiments such as the TPBT and if an error
minimizing algorithm is introduced, the hinge model can be used as an effective tool for
the identification of the material properties, see (Østergaard 2003, Skocˇek & Stang 2008).
Young’s modulus, tensile strength, fracture energy and the shape of the TSL can be
identified using such an approach. Tri-linear TSL was used in this study. The algorithm
used as well as other details of the identification can be found in (Skocˇek & Stang 2008).
Figure 4 shows the averaged experimental records and their simulations obtained with
the hinge model while the identified material parameters are given and graphically illus-
trated in Figure 5). These material parameters were then used as input for the particle
model, see Section A.5.2 for the details.
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Figure 4: Comparison of the averaged experimental records with their simulations using
the hinge model and the identified material parameters listed in Figure 5.
Material E [GPa] ft [MPa] Gf [J/m
2]
Concrete 38.8 3.42 137
Mortar 28.3 3.93 66.7
Micro-mortar 27.9 4.05 47.8
 0
 1
 2
 3
 4
 0  0.05  0.1  0.15  0.2  0.25
B
rid
gi
ng
 S
tre
ss
 [M
Pa
]
COD [mm] 
Concrete
Mortar
Micro-mortar
Figure 5: Material properties and shapes of traction separation laws of the investigated
materials identified by the hinge model.
A.5 Multi-scale modeling of experiments
In this study, a particle model based on the work of Cusatis (Cusatis et al. 2003a, Cusatis
et al. 2003b, Cusatis, et al. 2006, Cusatis & Cedolin 2007) is used to predict the behavior of
cementitious materials based on knowledge of its composition (PSD and volume fraction
of aggregates) and material properties of its constituents.
A.5.1 Particle model
Initially, an idealized geometry of the material was created. Spherical particles were gen-
erated in the specimen according to the PSD which is given as a set of pairs - diameters Di
and volume fractions, fi, of aggregates passing the sieve with diameter Di (see Figure 1).
The particles were generated one by one starting with the one with the largest diame-
ter. The generation of every particle can be divided into two steps: i) Determination of
particle diameter, Dnext, from:
Dnext = Di +
(Di−1 −Di)(1− αcαagg − fi)
fi−1 − fi , (A.1)
where Di is the diameter of the first sieve that the previous particle does not pass, Di−1
denotes the diameter of the last sieve that was passed by the previous particle and fi
and fi−1 stand for the corresponding volume fraction of aggregates passed. Symbol αc
denotes the relative volume occupied by particles generated so far and αagg denotes the
relative volume which would be occupied when all the particles described by the PSD
would be generated. ii) Coordinates of the particle were randomly generated and the
particle was checked for overlapping with boundaries of the specimen and with previously
placed particles. This step was repeated until the particle was successfully placed without
any overlaps.
The geometrical discretization of the idealized geometry as well as the material model
were taken from (Cusatis & Cedolin 2007). The following paragraphs briefly describe
the most important aspects of the model necessary for understanding of the presented
application and stress the improvements done. Readers are referred to the original works
for full explanations.
The adopted particle model lumps the behavior of the modeled material into a contact
between two cells containing always one and only one particle. The cells are created based
on tessellation of the mesostructure and determines geometrical properties - position and
area - of the contacts. The contacts are created and discretized in the following way.
First, the idealized geometry is triangulated using 3D Delaunay triangulation of particles
centers (second image of Figure 6). In the next step, centers of gravity of solids resulting
from subtracting spheres from tetrahedrons as well as centers of gravity of their faces
are computed (a 2D representation of the solid is shown in the third image of Figure 6
with the thick solid line). The centers of gravity of the solids are connected with centers
of gravity of their faces and with points on edges of tetrahedrons laying in the middle
between particles. This procedure creates the cells. The cells are represented by dashed
lines in the fourth image of the Figure 6. Finally, contacts between the cells are discretized
using struts. The area of a strut corresponds to the area of the contact projected to the
plane perpendicular to the strut and intersecting the strut at the point in the middle
between the particles. The point labeled C in the last image of the Figure 6, the so-called
contact point, where the kinematic end constitutive relationships are prescribed, is found
as the center of gravity of the projected contact area (middle of the line in 2D).
The elastic normal stiffness of the contact, E, corresponds to the averaged stiffness
of materials laying between two nodes of the strut. Since the diameter of the smallest
aggregate simulated by authors in the original work was 4.75 mm, it was possible to
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Figure 6: Two dimensional schematic steps of the discretization used in the particle model.
neglect the effect of the ITZ. However, in the present study the diameter of the smallest
simulated aggregate is 0.8 mm which is only one order of magnitude larger than the
thickness of the ITZ (Nadeau 2003), it is necessary to include the effect of ITZ on the
stiffness of the contact. The average stiffness of the materials between two nodes can be
approximated by the serial coupling and E = l/(la/Ea + lm/Em + lITZ/EITZ), where Ea,
Em and EITZ are Young’s moduli of aggregates, matrix and ITZ, respectively. Length la
corresponds to segments of the strut laying inside particles, lITZ corresponds to two times
ITZ thickness and lm = l− la− lITZ denotes the remaining part of the strut belonging to
the matrix. The elastic shear stiffness, ET, can be expressed as a fraction of the normal
stiffness, ET = αE, where α is a coupling parameter controlling the Poisson’s ratio.
The mesoscopical damage-like constitutive model is formulated in terms of effective
stress, σ, effective strain, ε and coupling strain, ω. The effective stress is computed by
σ =
√
σ2N +
σ2T
α
where σT =
√
σ2L + σ
2
M,
where σN is the stress perpendicular to the contact plane and σL and σM denote two
mutually perpendicular stresses at the plane of the contact.
Accordingly the effective strain can be expressed as
ε =
√
ε2N + αε
2
T with εT =
√
ε2L + ε
2
M.
The coupling strain, ω, reflecting direction of the loading of the strut, is expressed as
tanω =
εN√
αεT
.
See (Cusatis et al. 2003) for all the details. The effective stress, σ, needs to satisfy
inequality 0 ≤ σ ≤ σb(ε, ω), where the effective stress boundary, σb(ε, ω), can be expressed
as
σb(ε, ω) = σb,0(ω)exp
[
K(ω)
σb,0(ω)
〈χ(ε, ω)− ε0(ω)〉
]
, (A.2)
where 〈•〉 = max{0, •}. Function σb,0(ω) is the initial boundary of the elastic domain, see
Figure 7.
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Figure 7: Initial boundary of the elastic domain of the
material model.
The factor K(ω) accounts
for strain softening of the ma-
terial and depends on fracture
energies in mode-I, Gt, and
mode-II, Gs, and on the direc-
tion of straining, ω. The fac-
tor 〈χ(ε, ω)− ε0(ω)〉 accounts
for the irreversibly of the dam-
age. Details can be found
in (Cusatis et al. 2003a, Cusatis
et al. 2003b).
The originally proposed ma-
terial model is more complex
and beyond the mixed-mode
fracture propagation in the
mesostructure reflecting strain
hardening in compression as well as effects of confining stresses/strains. However, in
the investigated experiments, the majority of the energy is dissipated for loadings with
ω > ω0, where ω0 is the loading direction where σb,01(ω) = σb,02(ω) in Figure 7, and Ea,
Em, EITZ , St, Ss, Gt, Gs and α are the dominating material parameters. Thus, non-linear
strain hardening in compression, high compression-shear coupling and effects of confining
stresses/strains can be neglected in the presented study.
A.5.1.1 Convergence analysis and matrix nodes
The global equations of equilibrium were solved using incremental linearized analysis gov-
erned by the indirect displacement control technique described e.g. in (Jira´sek 2006) with
adaptive step length (Crisfield 1984, Bittnar & Sˇejnoha 1992). The ratio between the
work of unbalanced forces and the work of internal forces was used as the convergence
criterion for every step. In order to identify the influence of the choice of the convergence
criterion, a convergence analysis was performed. Seven simulations with the ratios be-
tween the work of unbalanced forces and work of internal forces between 10−1 and 10−4
were run. The material properties from Table A.11 were used. Results are shown in
Figure 9a). The simulated responses for 5 × 10−4 and 10−4 were reasonably consistent.
Therefore, the convergence criterion of 5× 10−4 was used for all following simulations.
In the original implementation of the model, centers of aggregates are taken as the
nodes of the finite element discretization and the contact is assumed to be placed in the
middle of ligament between the aggregates. Under such an assumption, the crack is forced
to propagate only in regions with the biggest distances to aggregates which is in contra-
diction to experimental observations where cracks tend to propagate ”around” aggregates
as well as to the assumption of the ITZ being the weakest part in the mesostructure.
Assuming that the cracking takes place in the middle between the aggregates only also
creates an exaggerated roughness of the crack path. In order to improve the behavior of
the model, additional artificial nodes with zero diameter, matrix nodes, were placed in the
inter-particle volume resulting in a crack propagation more consistent with experimental
observations (see Figure 8 schematically showing the effect of the matrix nodes in a 2D
case). Spatial coordinates of the matrix nodes were generated randomly and checked for
overlapping with previously placed aggregates and matrix nodes. The minimal distance
from a matrix node to another matrix node or to an aggregate was set to be equal to the
radius of the smallest aggregate generated. This condition leads to more uniform distri-
bution of the matrix nodes in the matrix and eliminates possible numerical instabilities
that could arise if two matrix nodes would be placed too close to each other.
a) b)
Figure 8: Comparison of the crack roughness in 2D simulation of TPBT for case with a)
100 and b) with 800 matrix nodes.
The described enrichment results in a more realistic crack propagation with a reduced
roughness of the crack path and only the roughness resulting from mesostructural geom-
etry is preserved as is illustrated by Figure 8. Reducing the crack path roughness and
increasing of the number of contacts in the model leads to changes in the predicted re-
sponse which is then dependent on the amount of matrix nodes added. A convergence
analysis was performed to quantify these effects. A reference mesostructure was generated
and then the matrix nodes were added in 5 steps. In every step 1
4
Nagg of matrix nodes
were added, where Nagg is amount of proper aggregates generated according to Eq. (A.1).
The response does not change significantly anymore after 3
4
Nagg matrix nodes were added
(see Figure 9b)). Therefore the addition of 3
4
Nagg matrix nodes was used for following
simulations. In the case of the TPBT simulations, matrix nodes were placed in the middle
third of the specimen only.
A.5.2 Input parameters
Mode-I fracture propagation on the global scale presents a very complex problem once
zoomed down to meso-scale. The mesoscopical model requires a large number of material
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Figure 9: Convergence analysis with respect to a) relative work of unbalanced forces as
the convergence criterion in the linearized steps and b) addition of matrix nodes.
parameters of which some are not easily obtained. Generally, due to computational de-
mands, simple models, usually based on the assumption of homogeneity of the material,
are often used for material parameter identification. This, however, reduces the number
of parameters which can be identified from an experiments. The identification procedure
based on the semi-analytical hinge model was introduced in Section A.4. Such an ap-
proacher retrieves elastic stiffness, uniaxial tensile strength, macroscopical mode-I energy
and the shape of the TSL. The remaining material parameters of the material model used
in the particle model need to be estimated or possibly identified from additional experi-
ments. The way all relevant material properties of the material model were obtained is
discussed in this Section.
Based on the results in (Li et al. 1999, Nadeau 2003), Young’s modulus of aggregates
Ea, and ITZ, EITZ , were set to 80 GPa and 10 GPa, respectively. The thickness of the
ITZ, lITZ , was fixed to 0.043 mm (Nadeau 2003). The coupling parameter was set to
α = 0.25 as proposed by authors of the original model. Young’s modulus of matrix,
Em, tensile strength, St, and mode-I fracture energy, Gt, were directly identified by the
HM-based inverse analysis of the experiments performed on the pure matrix.
Both the response of the TPBT and CC specimens were simulated with the particle
model. In order to identify the importance of the identified parameters on the simulated
response in the TPBT and to evaluate the importance of the remaining parameters, a
sensitivity analysis was performed for the mortar to concrete upscaling. All the identified
material parameters together with shear strength, mode-II fracture energy and α were
randomly generated with uniform distribution in the interval of ±25 % from the reference
value. The geometry and the assumed material properties as well as other properties not
important for the global mode-I fracture process were kept constant. Pearson’s correlation
coefficients as a function of CMOD were evaluated for the relevant material parameters.
The correlation coefficient, ρM,CMOD, of the material property M for given CMOD was
computed as (Bittnar & Sˇejnoha 1992)
ρM,CMOD =
n
n∑
i=1
miPi,CMOD −
n∑
i=1
mi
n∑
i=1
Pi,CMOD√
n
n∑
i=1
m2i −
(
n∑
i=1
mi
)2√
n
n∑
i=1
P 2i,CMOD −
(
n∑
i=1
Pi,CMOD
)2 ,
where n is the number of sampling computations, mi is the value of the parameter M in
the i − th sampling computation and Pi,CMOD is the value of bending force interpolated
for given CMOD from the i − th computation. Correlation coefficients for the relevant
parameters are plotted in Figure 10a). Figure 10b) shows the sampling computations.
The effect of variations of the material parameters for ±25 % for all identified parameters
is shown if Figure 11a) and for the remaining important parameters in Figure 11b).
Comparing Figures 10a) and 11a), it can be seen that even though ρEm is close to 1 in
the initial phase, the effect of variation of Em on the global response is small since Em is
further averaged with EITZ and Ea. As expected, mesoscopical tensile strength, St, and
mode-I fracture energy, Gt, have the biggest influence at the peak load and after the peak.
These material parameters can be directly identified from the experimental records of the
matrix material. Mesoscopical shear strength, Ss, and mode-II fracture energy, Gs, start
to play an important role once the peak load is reached. These parameters, however,
can not be accessed by the analysis of the TPBT. Moreover, the two aforementioned
parameters influence the predicted response of the TPBT in an opposite way - increased
Ss leads to lower peak and post-peak load bearing capacity while increase Gs leads to
higher load bearing capacities. Therefore, several combinations of the two parameters
can give basically identical results which makes identification or fitting of the proper pair
of properties difficult.
Not enough data on the shear strength and mode-II fracture energy of mortars can be
found in literature. Significant effort has been put into investigation of the mode-II prop-
erties of concrete, however, a literature survey yields highly scattered data. Comparisons
of ratios between mode-I and mode-II fracture energies done in (Neto et al. 2004) ad-
dresses ratios from Gf,II/Gf,I ≈ 25 (Reinhardt et al. 1997) to less than 10 (Ta¨ljsten 1994).
Therefore, additional CC experiments were performed. In contrast to the mode-I crack
propagation in the TPBT, the crack propagation typical for the CC is characterized by
the fact that increasing Ss and Gs both have an positive effect on the global response
which makes the CC experiment suitable for the identification of the shear parameters
using the CC model.
In the CC experiments, the specimens were placed directly between the loading platens
without any friction modifying devices. Thus, in the particle model of the CC, all dis-
placements were set to zero on the bottom surface and the upper surface was allowed
to move in the load direction only. Rotations were kept unconstrained. A paramet-
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Figure 10: Pearson’s correlation parameter for important material parameters in the
TPBT a) and the set of sampling computations b).
ric study varying Ss/St and Gs/Gt was performed on mortar to concrete upscaling to
identify the proper combination of the shear parameters. The geometry as well as the
remaining parameters were kept constant. Figure 12 shows the simulated responses in
CC. The simulation with Ss/St = 3 and matched favorably the peak load and simulations
with Gs/Gt = 10 and Gs/Gt = 15 matched the deformation at the peak load, therefore
Ss/St = 3 and Gs/Gt = 12.5 were used for the remaining simulations. The same ratios
were used also for the case of micro-mortar to mortar upscaling.
Table A.11 summarizes all the important input material parameters of the particle
model for micro-mortar to mortar and mortar to concrete upscaling. Values of the remain-
ing parameters of the material model - not relevant for the mixed-mode crack propagation
and not listed in the table - were taken from (Cusatis et al. 2003).
A.5.3 Results and discussion
The goal of the presented study is to investigate the possibility of predicting the fracture
propagation in mode-I in heterogeneous materials on the basis of, primarily, measured
material properties and known idealized geometry. TPBTs of mortar and concrete spec-
imens were simulated using the particle model described in Section A.5. The geometry
of the model was based on the measured PSD curves. The material properties of matrix
were identified from experiments (Sections A.3 and 5) done on micro-mortar and mortar,
respectively. Material parameters which could not be identified or assumed were fitted
based on the comparison of the CC and its simulations by the particle model (mortar to
concrete upscaling). The input material parameters are summarized in Table A.11.
Figure 13a) and b) show comparison of the measured and predicted responses of the
investigated materials. Globally, predictions match favorably the experimental records.
However, the predictions are more ductile after reaching the peak load, which is especially
pronounced in the case of micro-mortar to mortar upscaling. The reason for this less brittle
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Figure 11: Effect of variation of ±25 % of the identified a) and fitted b) material param-
eters on the global response of the TPBT.
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behavior is presumably that the effect of ITZ is incorporated into the elastic properties
of the strut only and the fracture in the ITZ is not modeled explicitly. The particle
model assumes that the cracking always takes place in the matrix. This assumption leads
to the increased dissipated energy compared to the experiments, where part of cracks
form in the ITZ. This effect is more pronounced in the case of micro-mortar to mortar
upscaling because the material is more homogeneous compared to the case of concrete.
Since the aggregates are smaller, the effect of ITZ on the elastic properties is relatively
larger compared to larger aggregates. This decreases the difference between stiffnesses of
struts connecting aggregate-aggregate and matrix-aggregate or matrix-matrix leading to
exaggerated microcracking since the stress field is more homogeneous compared to the
case of concrete.
Due to the random geometry of the numerical concrete and mortar, the particle model
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Figure 13: Comparison of the prediction with the experimental records of TPBT for a)
mortar to concrete upscaling and b) micro-mortar to mortar upscaling. Dashed lines show
different simulations with randomly generated geometries.
is suitable for the prediction and explanation of the scatter seen in the experimental
data. As is visible from the presented results, trends in the measured scatter can be
predicted correctly, see Figure 13. However, the predicted scatter at the peak load is
smaller compared to the experimental one. Idealized geometry of aggregates, neglecting
of air voids and imperfections in the specimens are the possible sources of errors.
Even though the specimens crack in global mode-I fracture propagation, shear and
crack sliding play an important role at the mesoscale. This topic was already partly
discussed in Section A.5.2 where effects of shear strength and mode-II fracture energy
were investigated. To characterize closer the nature of the crack propagation in the
TPBT specimen, the ratio between dissipated energies associated with normal and shear
deformation, WN/WT, was investigated. This ratio is plotted in Figure 14 as a function
of CMOD. The sub-figures in Figure 14 show the direction of energetically averaged crack
propagation as a function of CMOD. For the step corresponding to a given CMOD, j, the
energetically average direction of crack propagation was obtained as
ω¯j =
Nel∑
i=1
ωi,j(WN,i,j + WT,i,j)
Nel∑
i=1
(WN,i,j + WT,i,j)
,
where ωi,j is the direction of the crack propagation in the i− th strut, WN,i,j and WT,i,j
are dissipated energies associated with normal and shear deformation increments in the
step j and Nel is the total number of struts in the model.
Figure 14 shows that initially most of the energy is spend in the pure mesoscopical
mode-I fracture propagation with a high WN/WT ratio and ω¯ ≈ pi2 . The cracks created
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Figure 14: Evolution of the ratio between energies dissipated in local shearing and normal
opening, WN/WT, and energetically averaged direction of crack propagation, ω¯ in the
predictions of TPBT for a) mortar to concrete upscaling and b) micro-mortar to mortar
upscaling.
in this microcracking are mostly parallel with the global load direction. Some of these
microcracks need to be connected together allowing the localization of the main crack.
This leads to creation of cracks of arbitrary direction given by the mesostructure. Shear
and crack sliding plays an important role in these secondary cracks, thus the ratio WN/WT
gradually decreases to approximately 2. Similar trends can be observed in the evolution
of ω¯, where for small CMOD ω¯ ≈ pi/2 while in the later stages of the simulation, when
the shearing of the cracks becomes more important, ω¯ ≈ pi/4.
In the case of mortar to concrete upscaling, the predictions of CC experiments shown
in Figure 15 match favorably the experimental data up to the peak (note that CC sim-
ulations of the mortar to concrete upscaling were used for the fitting of SS and GS).
However, for the case of micro-mortar to mortar upscaling, the peak load is underesti-
mated. Shortly after the peak the simulations where terminated due to lack of convergence
because the response became too brittle and snap-back of the control variable of the in-
direct displacement control occurred. In general, the particle model is not suitable for
the capturing of the entire path in the CC since it is based on the linear initial geometry
and any creation of new contacts between particles which were not initially in contact is
not supported, while in the post peak stages of the CC the specimen is already heavily
damaged and broken into several parts which, through mutual sliding, contributes signif-
icantly to the load bearing capacity of the specimen. The evolution of ω¯ indicates that
the CC is governed by the tension-shear, mixed-mode crack propagation rather than by
the compression-shear mixed-mode crack propagation or non-linear behavior of matrix in
pure compression. Therefore, the assumptions about neglecting the nonlinear behavior in
compression with ω < ω0 remains valid.
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Figure 15: Comparison of the prediction with the experimental records of CC tests for
a) mortar to concrete upscaling and b) micro-mortar to mortar upscaling. Dashed lines
show different simulations with randomly generated geometries.
A.6 Conclusions
The possibility of simulating the fracture propagation in heterogeneous materials on the
basis of a material model with primary input parameters that can be easily measured was
investigated. The particle model introduced in (Cusatis et al. 2003a, Cusatis et al. 2003b)
was chosen because it works with effective parameters and provides computationally ef-
fective tool allowing suitable scale separation in experiments. The original particle model
was enriched with matrix nodes for more realistic crack path simulation and with the
effect of the ITZ in the elastic regime, see Section A.5. The material parameters of the
model were identified using the inverse analysis based on the semi-analytical hinge model,
see Section A.4. The responses of the investigated materials in the tree points bending test
with a notch and in the uniaxial compression on cylinders were simulated. The following
conclusions can be drawn:
• The particle model with the measured material properties provides predictions of
crack propagation in the TPBT and CC tests matching favorably the experimental
records.
• The predictions show a more ductile response compared to the experimental records,
presumably due to the missing explicit incorporation of the ITZ in the model and due
to missing localization limiters. Nevertheless, incorporation of the aforementioned
features into the model would significantly increase number of material parameters of
the model and hence would make the presented framework much more complicated
especially from the experimental point of view.
• Shear strength and mode-II energy on the meso-level play important roles in the
advanced stages of the crack propagation. Their direct identification, however, is
not possible neither from TPBT nor CC test and were therefore fitted.
• Fracture propagation in the uniaxial compression of concrete and mortar is ini-
tially mode-I and later a mixed-mode crack propagation dominated process on the
mesoscale. Therefore, the same set of material properties as in the case of TPBT
prediction was successfully used for predicting the CC response up to the peak load.
• The particle model in the applied form is not suitable for simulation of the softening
part of the CC experiments since it can not describe correctly creation of new
contacts and mutual shearing of heavily damaged parts contributing to the load
bearing capacity of the material.
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Abstract
In the case of the ordinary Portland cement paste, a simple relationship linking
the strength of the cement paste with its porosity was proposed and widely
used for a long time. However, in today’s blended cements, systems with
higher porosity and higher strength at the same time are often found. Thus,
the arrangement of the phases in the RVE plays an important role and the
simple relationship can not be used anymore. It is well understood that the
modeling of microstructures of such systems and models linking microstruc-
tures with mechanical properties are necessary for the strength prediction.
In the presented study, the mean-field strength homogenization approach, ap-
proaches based on numerical solutions of linear-elastic problems and a modified
particle model for concrete are utilized to predict the tensile and compressive
strength of measured and modeled microstructures. Critical aspects of every
method are identified, discussed and compared with other methods. It is ver-
ified that analytical methods based on the second order stress estimates do
not reflect the actual microstructure and significantly overestimate strengths
compared to results from the numerical methods. Further, it is verified and
quantified that the perfectly brittle strength estimate differs significantly from
the strengths obtained from particle model for cement microstructures and
thus only nonlinear material models and nonlinear simulations can provide
satisfactory results. The modified particle model provides a robust modeling
tool with results matching favorable results of a full nonlinear finite element
analysis with a significantly reduced computational costs. Further, the effect
of cracking of the C-S-H is investigated using the particle model.
A.1 Introduction
In the case of the Ordinary Portland Cement (OPC) paste, a simple relationship linking
the strength of the cement paste with its porosity was proposed and widely used (Powers
& Brownyards 1948) for a long time. However, in today’s blended cements, systems
with higher porosity and higher strength at the same time are often found. Thus, the
arrangement of the phases in the RVE plays an important role and the simple relationship
can not be used anymore. It is well understood that the modeling of microstructures of
such systems and models linking microstructures with mechanical properties are necessary
for the strength prediction.
Several approaches for estimation of the strength of multiphase materials can be found.
When the microstructure is relatively simple (such as matrix-pore inclusions in case of, for
example, reinforced concrete or poly-crystals in metals), a homogenization based on the
definition of Linear Comparison Composite (LCC) (Castaneda 1996, Castaneda 2002)
or methods based on the second order moment estimate of stress and strains in each
phase of the heterogeneous material (Dormieux et al. 2006, L. Dormieux 2002) can be
used. In both cases, the non-linear constitutive laws of various phases are linearized in
such a way that the traditional elastic homogenization schemes can be applied. These
approaches are formulated as variational problems which are aimed to find the dissipation
capacity of the heterogeneous material. In other words, the collapse occurs when the
limit of the maximum plastic dissipation is reached. The main problem in analytical
homogenization methods is that the secant stiffness tensor is not uniform in each phase.
It can be approached either by defining a reference state for each phase based on the first or
second order moment or by introducing the LCC with a-priory unknown properties. The
correct capturing of the average strain and stress field per phase is the main problem in
the mean-field homogenization schemes. The problem becomes even more pronounced for
complex microstructures such as the cement paste where the stress localization is hard to
capture. Still, the formulation with quadratic stress average for von Mises yield condition
was successfully applied to cement paste assuming acircular (needle-type) geometry of
hydration products (Pichler et al. 2008). It should be noted that authors were not solving
the variational problem but assuming perfectly brittle behavior based on the second order
estimates. The same results can be potentially achieved by solving the linear elastic
problem with Finite Element Method (FEM) of Fast Fourier Transform (FFT ) (Moulinec
& Suquet 1998), thus giving physically similar but more precise estimates thanks to
considering explicitly the actual microstructure. Never the less, the authors obtained
satisfactory agreement between the prediction of the analytical model and experimental
results for an early age strength-evolution of cement pastes mixed at different Water-
Cement ratios (W/C). However, the deviatoric yield limit for the main hydration product
- C-S-H - was not obtained experimentally (e.g. from nanoindentation) but was fitted,
resulting in a value about 20 MPa (Pichler et al. 2008). Yet, results of nanoindentation
clearly shows a hardness value of C-S-H in the range 0.5-1.5 GPa (Sorelli, et al. 2008,
Constantinides & Ulm 2007) which can be recalculated into the yield limit assuming von
Mises (J2) plasticity dividing by 2.8 (Cheng & Cheng 2004, Vandamme & Ulm 2008). This
estimate leads to one order of magnitude higher value of J2 strength than the strength
used in (Pichler et al. 2008).
In order to incorporate the information about the real microstructural of cement paste,
a discretization of digital images with the variational formulation of the lower bound (stat-
ically admissible stress fields) with Drucker-Prager yield criterion was done in (Ganneau
et al. 2007). This formulation is similar to the mentioned above with the difference that
an estimation of stress and strain in each phase are not needed thank to the discretization
of the microstructure in a way similar to the FEM leading, as a result, to a nonlinear pro-
gramming problem. It is interesting to note that the cohesion of C-S-H equal to 120 MPa
was used (Ganneau et al. 2007). It led to a meaningful homogenized strength of about 10-
20 MPa and on the other hand agrees with nanoindentation experiments. Therefore, the
question of possibility of application of the mean field strength homogenization schemes
to the cement paste complex microstructure naturally arises. The answer to this question
is one of the aims of the presented paper. Let us note that none of the above mentioned
method considers interface strength criteria.
All aforementioned methods are based on the yield limit theory and perfect plasticity
and just approach the problem from different sides. However, in-situ observations of the
crack propagation in the cement paste loaded in compression (Mindess & Diamond 1982)
showed that cracks parallel to the loading direction are formed in the specimen prior the
peak load is reached. Therefore, it can be expected that the localized tensile failure of
the C-S-H and other phases in the microstructure will be as important as the yielding of
the C-S-H. The importance of the localized failure will be even more pronounced in the
cement paste subjected to tension. Therefore a particle model similar to the model used
for simulations of the fracture process in concrete (Cusatis et al. 2003) was modified for the
cement paste and heterogeneous matrix in the presented study. Such an approximative
model is suitable for handling complex heterogeneous materials and can combine the
yielding with the localized failure of the C-S-H with reasonable computational costs.
In the presented study, the mean-field strength homogenization approach used in (Pichler
et al. 2008), approaches based on the solution of linear-elastic problems with the FEM
and FFT and a modified particle model based on (Cusatis et al. 2003) are utilized to
predict the tensile and compressive strength of three cement pastes: first was measured4,
and the other two are simulated using CemHyd3D (Bentz 2000) hydration model for two
different types of cements. Critical aspects of every method are identified, discussed and
compared with other methods.
Authors are aware of the existence of more advanced numerical models for strength
predictions of heterogeneous materials, see e.g. (Ganneau et al. 2007, Pichler et al. 2008,
Pierard 2006), and of very simplified approaches and strong assumptions used in certain
4http://visiblecem.nist.gov/cement
places of this study. However, the main goal of this study is to critically review available
approaches considering same hypothesis, discuss their robustness and efficiency and iden-
tify the missing gaps in knowledge necessary for practical application of the approaches.
The more advanced models not considered in the comparison share the most important
assumptions with some of the methods and the main findings are therefore valid for them
as well, as discussed in Conclusions.
The outline of the paper is the following: Section A.2 describes the investigated mi-
crostructures as well as assumed mechanical properties. Section A.3 gives basic informa-
tion about all methods, used in current study, keeping in mind that the task is homog-
enization of heterogeneous materials. Section A.3.6 provides basic information on used
particle model and its application to cement paste microstructure. And finally Section A.4
and Section A.5 present results of current study and conclusions drawn.
A.2 Investigated materials and microstructures
Seven different cement microstructures were studied. The first one was X-ray microto-
mography image, see (Bentz et al. 2002) for details, of cement paste with W/C of 0.3
made from cement 133 hydrating for 7 days (see http://visiblecem.nist.gov/cement
for all the details). The cement is labeled as NIST Cem in the rest of this work. This par-
ticular microstructure was chosen due to its longest hydration time which is comparable
with other microstructures. Focusing initially on performance at later ages only allows us
to use simpler models since effects of the artificial connectivity in the model and related
problems with the resolution of the input play significantly smaller role compared to the
early age performance, see (Chamrova´ 2010).
The remaining microstructures were generated using CemHyd3D (Bentz 2000). The
first generated cement was Aalborg White cement, labeled as Cem A in the rest of the
work, and the second one an OPC labeled as Cem C. Microstructures were generated after
1, 7 and 28 days of hydration. Composition of the cements can be found in Table A.12.
Particle size distribution curves for the latter two cements are plotted in Figure 1 and the
evolution of the heat of hydration for W/C= 0.4 are plotted in Figure 2.
A.2.1 Material properties of cement phases
In order to avoid any fitting of phase properties, the nanoindentation was considered as the
source of mechanical properties of the main hydration product - the C-S-H (Constantinides
& Ulm 2007). From the nanoindentation, LD-C-S-H and HD-C-S-H properties can be
obtained among others. For the sake of comparison of results obtained from modeled
microstructures (Cem A and C modeled in CemHyd3D) with the measured one (NIST
Cem), where only three phases were distinguished - porosity, hydrates and unhydrated
clinker (separation thresholds were set according to recommendations from (Bentz et al.
2002)), elastic properties of the C-S-H were set to 25.55 GPa in all calculations (average
Content [%] Cem A Cem C
C3S 67.1 62.3
C2S 23.6 18.4
C4AF 0.00 7.1
C3A 3.5 6.0
C 0.8 0
MgO 0.2 0.7
Sulfate 4.2 5.1
CaCO3 0.6 0.5
Table A.12: Chemical composition of the investigated cements measured by Rietveld
analysis.
values from (Sˇmilauer 2005, Constantinides & Ulm 2007)) and Poisson’s ratio was set
to 0.24. In addition, in the case of the modeled microstructures (Cem A and Cem C),
the elastic properties of the other phases were used from (Sˇmilauer 2005). The C-S-H
was considered to be the only phase allowed to yield/crack. Regarding the strength/yield
properties of the C-S-H, the only experimentally available strength parameter is hardness
H = Pmax/Ac, where Pmax is the maximum load during the indentation and Ac is the
contact area. Using different hypothesis regarding the yield surface of the C-S-H, different
scaling relationships relating H to the yield surface properties can be obtained. For J2
plasticity with fy,J2 << E (which is the case of cementitious materials) this scaling
relationship reads fy,J2 = H/2.8 (Cheng & Cheng 2004).
Phase E [GPa] ν [-] fy,J2 [GPa] H [GPa]
Porosity 0.001 0.4999 Inf Inf
Clinker 135.0 0.3 Inf Inf
Hydrates 25.5 0.24 0.214 0.6
Table A.13: Assumed material properties of the cement paste phases.
Yet, we would like to use more physically motivated yield surface. Current understand-
ing of the C-S-H microstructure is that it is a porous medium (Jennings, et al. 2007, Allen,
et al. 2007, Constantinides & Ulm 2004, Constantinides & Ulm 2007). In (Vandamme
& Ulm 2008), the author assumed Drucker-Prager yield behavior for the C-S-H building
blocks, then homogenized it to the level of nanoindentation experiment and developed
scaling relationships for such a case. The resulting yield surface represents an elliptical
yield criterion. Such a description was used for both types of C-S-H and also for all hy-
drates in the case of experimentally obtained microstructure. This choice corresponds to
the weakest link and therefore is a safe estimate. Additional details regarding strength
homogenization used for the C-S-H are presented in Section A.3.2.5.
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Figure 1: Particle size distribution curves, a), and cumulative particle size distribution
curves, b), for Cem A and Cem C.
Material properties of the phases are summarized in Table A.13. But since our goal
is not the modeling of experimentally observed values, but rather comparison of different
approaches, used mechanical properties serve as estimates only and their precise values
are not important.
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Figure 2: Calorimetric record of heat of hydration of Cem A and Cem C cement pastes.
A.3 Utilized methods
A.3.1 Mean field elasticity homogenization
A brief description of the mean field elastic homogenization approach needed for the
plastic homogenization is presented in the following part.
Consider a Representative Volume Element (RVE) of an elastic heterogeneous material
composed of n phases with the volume fractions fγ, such that
∑
γ fγ = 1. The RVE is
subjected on its boundary, denoted ∂V , to a displacement condition of the Hashin-type:
∂V : u(x) = E · x , (A.1)
where u(x) is a microscopic displacement field, x denotes a position vector at the micro-
scopic scale and E is a macroscopic strain related to the microscopic strain ε(x) by the
volume averaging relation:
E =< ε(x) >V =
1
V
∫
V
ε(x)dV =
∑
γ
fγεγ , (A.2)
where εγ is strain averaged over the phase. Analogously, the microscopic stress and the
macroscopic stress are related by the volume averaging relation:
Σ =< σ(x) >V . (A.3)
To connect the macroscopic strain, E, with the microscopic strain, ε, the linear strain
localization condition is postulated for each phase γ:
εγ = Aγ : E (A.4a)
〈A〉V =
∑
γ
fγAγ = I , (A.4b)
where A is a fourth-order localization or concentration tensor which depends on the
morphology, elastic properties and fractions of the phases. Considering the linear elastic
constitutive law for each microscopic phase, σ = C : ε, together with strain localization
condition (A.4a), stress volume averaging relation (A.3) delivers the linear homogenization
formula for the macroscopic elasticity:
Σ = 〈σ〉V = 〈C : ε〉V = 〈C : A〉V : E = (
∑
γ
fγCγ : Aγ) : E = Chom : E (A.5)
with fr-volume fraction of phase, Cγ - stiffness tensor of the phases, Chom - homogenized
stiffness:
Chom =
∑
γ
fγCγ : Aγ. (A.6)
The average strains of each phase are set equal to the strains in a single ellipsoidal
inclusion with stiffness Cγ embedded in an infinite matrix of stiffness Cm, subjected to
the fictitious (uniform) strains E∞ at infinity. This problem was analytically solved by
Eshelby (J.D. 1957, J.D. 1959). The average strains of the inclusion is given by the
formula:
εγ = [I+ Pmγ : (Cγ − Cm)]−1 : E∞ , (A.7)
where Pmγ is the fourth-order Hill tensor characterizing the interaction between the inclu-
sion and the infinite matrix. Integral and closed-from solutions for Pmγ are available for a
number of inclusion shapes and symmetries of the elasticity tensor. Pmγ can be written in
the following form:
Pmγ = S
m
γ : C
−1
m , (A.8)
where Smγ - is the Eshelby tensor of phase γ, which depends on Cm, the geometry and
the orientation of phase γ. For the phase, chosen to be matrix with respect to the others
phases Cγ = Cm and (A.7) reads:
εm = E
∞ . (A.9)
The strains E∞, prescribed at infinity of the matrix surrounding a single phase, must
be related appropriately to the macroscopic strains E, imposed as uniform boundary
condition onto the RVE.
If the phases are sufficiently far apart from each other (dilute concentration), E∞ can
be approximated as
E∞ = E . (A.10)
Using (A.10) in (A.7) and comparing with (A.4a) leads to the dilute formulation of the
localization tensor:
A(D)γ = [I+ P
m
γ : (Cγ − Cm)]−1 . (A.11)
Inserting (A.11) to (A.6) leads to the well-known dilute estimate of Chom.
In the case of the non-dilute concentration of the phases the interactions have to be
considered. The simplest consideration of the phases interactions is to define the fictitious
remote strain E∞ such that the strain average rule (A.2) is satisfied, i.e. insertion of (A.7)
into (A.2) reads:
E =< [I+ Pmγ : (Cγ − Cm)]−1 >V : E∞ . (A.12)
Back-substitution of (A.12) into (A.7) yields the well-known Mori-Tanaka localization
tensor estimate:
A(MT )γ = [I+ P
m
γ : (Cγ − Cm)]−1 :< [I+ Pmα : (Cα − Cm)]−1 >−1V . (A.13)
Insertion of (A.13) into the (A.6) gives the Mori-Tanaka stiffness estimate Chom. At this
case, Cm represents one of the phases which is chosen to be the matrix for all other
inclusions.
For the Self-Consistent (SC) scheme the reference medium is chosen to be homoge-
nized, i.e. Cm ≡ Chom. This leads to the self-consistent formulation of localization tensor:
A(SC)γ = [I+ P
hom
γ : (Cγ − Chom)]−1 :< [I+ Phomα : (Cα − Chom)]−1 >−1V . (A.14)
Using (A.14) in (A.6) leads to the solution of the nonlinear tensorial equation.
The most common case is to consider phases to be isotropic and inclusions to be
spherical. The first assumption leads to
Cγ = 3KγJ+ 2GγK (A.15)
Chom = 3KhomJ+ 2GhomK
where Kγ, Gγ are bulk and shear moduli of the phase γ. Jijkl =
1
3
δijδkl, K = I − J. The
second assumption of spherical inclusion implies the following form of the Eshelby tensor
Smγ :
Smγ = αmJ+ βmK , (A.16)
where
αm =
3Km
3Km + 4Gm
, βm =
6(Km + 2Gm)
5(3Km + 4Gm)
, (A.17)
where Km, Gm are bulk and shear moduli of the reference medium. Substituting (A.15)
and (A.16) to (A.13) and (A.14) and using with (A.6) and (A.8) leads to the following
system of equations:
Khom =
∑
γ
fγKγ[1 +
αm
Km
(Kγ −Km)]−1 < [1 + αm
Km
(Kα −Km)]−1 >−1V (A.18a)
Ghom =
∑
γ
fγGγ[1 +
βm
Gm
(Gγ −Gm)]−1 < [1 + βm
Gm
(Gα −Gm)]−1 >−1V (A.18b)
In case of Mori-Tanaka homogenization, Km and Gm are known in advance and are
chosen to be the properties of one of the phases. Whereas for the Self-Consistent scheme,
Km ≡ Khom and Gm ≡ Ghom, this lead to the solution of system of two nonlinear equa-
tions:
Khom =
∑
r
fγKγ[1 +
αhom
Khom
(Kγ −Khom)]−1 < [1 + αhom
Khom
(Kα −Khom)]−1 >−1V(A.19a)
Ghom =
∑
r
fγGγ[1 +
βhom
Ghom
(Gγ −Ghom)]−1 < [1 + βhom
Ghom
(Gα −Ghom)]−1 >−1V(A.19b)
For material, consisting of two phases, close form solution of Eq. (A.22) is available.
A.3.2 Mean field strength homogenization
A.3.2.1 Formulation
The goal is to obtain a macroscopic strength domain of a heterogeneous material knowing
microscopic strength domains of each phase in the material and certain information on
the microstructure. The presented description follows (Dormieux et al. 2006).
Limit analysis aims to find the maximum load Σ, which corresponds to the plastic
collapse of the heterogeneous material, that is a state at which an ability to dissipate
applied load is exhausted. The behavior of each phase at plastic collapse is assumed to
follow the principle of maximum dissipation:
σ =
∂piγ(d)
∂d
, (A.20)
where d is strain rate and piγ is the maximum dissipation capacity (support function) of
phase γ:
piγ = sup
σ∗∈Gγ
σ∗ : d . (A.21)
The strength domain of each phase Gγ is considered to be convex. The RVE of the
considered microstructure is then loaded by a homogeneous strain rate, which is described
by the following system of equations:
∇ · σ = 0 in V (A.22a)
σ = ∂piγ(d)
∂d
in Vγ (A.22b)
d = 1
2
(∇v + v∇) in V (A.22c)
v = D · x on ∂V (A.22d)
From the convexity of strength domains Gγ, the maximum dissipation capacity of the
system reads:
Πhom(D) ≡ sup
Σ∈Ghom
Σ : D = inf
d∈K(D)
pi(d(v),x) , (A.23)
where
K(D) = {v(x) | v(x) = D · x on ∂V } (A.24)
is the set of kinematically admissible strain rate. The relationship between macroscopic
stress at plastic collapse, Σ, and the macroscopic strain rate, D, is
Σ =
∂Πhom
∂D
. (A.25)
A.3.2.2 Effective Strain Rate approach
The aim is to estimate the solution of the system Eq. (A.22). Mean field elastic lin-
ear homogenization theories cannot be applied straight away due to nonlinearity of the
Eq. (A.22b). There are different ways of approaching this problem. One of them is to
introduce the Effective Strain Rate into Eq. (A.22b) (Dormieux et al. 2006, Carioua,
et al. 2008). Assuming that the maximum dissipation capacity of a phase depends only
on the first and second invariants of strain yields:
piγ(d) = piγ(I
′
1, J
′
2) , (A.26)
with
d =
1
3
I ′1I + δ (A.27a)
I ′1 = tr(d) (A.27b)
J ′2 =
1
2
δ : δ (A.27c)
(A.27d)
Eq. (A.22b) leads to:
σ =
∂piγ
∂I ′1
I +
∂piγ
∂J ′2
δ ≡ Cγ : d (A.28)
with
kγ =
1
I ′1
∂pii
∂I ′1
(A.29a)
2µγ =
∂pii
∂J ′2
(A.29b)
(A.29c)
The last equation clearly shows the nonlinearity in the ’secant’ stiffness tensor which
is overcome by introducing the effective strain rate:
σ = Cγ(x) : d ≈ Cγappr(dγ) : d , (A.30)
where dγ is a suitably chosen strain rate measure for phase γ. The simplest choice is an
average (first moment) of the strain rate over phase γ:
dγ = d(x)
γ
. (A.31)
Second-order moments proved to be a much better choice for the strength homogenization:√
J ′r2 =
√
1
2
δ : δ
γ
. (A.32)
Thus, the following steps are part of the effective strain rate secant homogenization tech-
nique:
1. Eq. (A.30) reduces the originally nonlinear problem to the standard problem of
heterogeneous elasticity, thus all the machinery of Eshelby homogenization is appli-
cable.
2. It is necessary to choose a reference strain rate, dr, to be used in the linearization
and then develop it as a function of macro strain rate dγ = dγ(D). This is done in
the framework of linear elasticity.
3. Solving the nonlinearity of the problem: Σ = Chom(D) : D is the final step.
A.3.2.3 Second-order momentum for a reference strain rate
As mentioned before, the second order moment are better choices as reference strain rates.
Let us now develop this estimation for phase γ, present in microstructure. By definition:
dγd =
√
δ : δ
γ
(A.33)
dγv =
√
d2v
γ
, (A.34)
where dv = tr(d). The macroscopic strain rate energy density is
W =
1
2
D : Chom : D (A.35)
Assuming isotropic elastic material, it is expressed as
W =
1
2
KhomD2v +G
hom∆ : ∆ . (A.36)
Similarly, the strain rate energy density of phase γ reads
wα = fα(
1
2
kαd2v + g
αδ : δ) , (A.37)
where fα is volume fraction of phase α. It is obvious that
W =
∑
α
wα . (A.38)
Now, let us develop the derivatives of Eq. (A.38) with respect to kγ and gγ considering
that the local strain rate field of phase α is a function of kα and gα:
1
2
∂Khom
∂gγ
D2v +
∂Ghom
∂gγ
∆ : ∆ = fγ
(
δ : δ
γ
+ σ :
∂d
∂gγ
γ
)
(A.39a)
1
2
∂Khom
∂kγ
D2v +
∂Ghom
∂kγ
∆ : ∆ = fγ
(
d2v
γ
+ σ :
∂d
∂kγ
γ
)
(A.39b)
The first terms after the equality signs are exactly squares of second-order moments
(Eq. (A.33), Eq. (A.34)), and the last terms equal zero. So, these equations can be
rewritten as
1
2
∂Khom
∂gγ
D2v +
∂Ghom
∂gγ
∆ : ∆ = fγ(d
γ
d)
2 (A.40a)
1
2
∂Khom
∂kγ
D2v +
∂Ghom
∂kγ
∆ : ∆ = fγ(d
γ
v)
2 . (A.40b)
A.3.2.4 Perfectly Brittle Behavior
Considering each phase to be perfectly brittle, previously obtained results can be used
to approximate the yield limit of the composite by the stress level, at which at least one
phase reaches its yield surface. Eq. (A.40) are (second-order) estimations of strain rate
in each phase and therefore can be directly used in yield functions of each phase to find
when the yielding will start. Let us show it on the example of J2 plasticity.
The quadratic deviatoric stress average σγd is defined by analogy to Eq. (A.33) and is
related to dγd by σ
γ
d = 2g
γdγd. Using Eq. (A.40a) this leads to:
σγd =
2 gγ√
fγ
[
1
2
∂Khom
∂gγ
(Dv)
2 +
∂Ghom
∂gγ
∆ : ∆
] 1
2
. (A.41)
Now, let us consider that RV E is subjected to uniaxial tension Σ = −Σ11e1e1 where
ei are the base vectors. Σv = −Σ11 and Σd =
√
2/3Σ11. The macroscopic stresses and
strains are related by
Σv = 3K
homEv (A.42a)
Σd = 2G
homEd . (A.42b)
Eq. (A.41) holds both for strain rate D and E, therefore using Eq. (A.42) in it leads to:
σγd =
2 gγ√
fγ
[
1
2
∂Khom
∂gγ
(
1
3Khom
)2Σ211 +
2
3
∂Ghom
∂gγ
(
1
2Ghom
)2Σ211
] 1
2
, (A.43)
which can be rewritten as:
σγd = Σ11
2 gγ√
fγ
(
− 1
18
∂1/Khom
∂gγ
− ∂1/G
hom
∂gγ
1
6
) 1
2
. (A.44)
The obtained equation can be directly used in J2 yield limit function for each phase γ in
order to calculate the critical load Σγ11 at which yield limit is reached. Thus, using perfect
brittle assumption, the strength at the level of RV E is
Σ = min(Σγ11) (A.45)
This approach was used in (Pichler et al. 2008) for prediction of cement paste strength
from volume fractions of its constituents.
A.3.2.5 LCC Homogenization method
The limitation of the Effective Strain Rate approach is the necessity of choosing the
particular averaging measure. In order to overcome it, the concept of Linear Comparison
Composite (LCC) was introduced (Castaneda 1996, Castaneda 2002). The principle is
similar: approximation of a non-linear behavior by a linear one, but the main difference
is that parameters of the linear behavior are fictitious and are variables of the problem.
These parameters are then suitably chosen in order to find the lowest upper bound of the
dissipation energy of a homogeneous material. In our description of this method, we will
follow (Vandamme & Ulm 2008).
Let us consider a fictitious comparison composite in which the behavior of each phase
is given by
σ = Cγ : d + τγ . (A.46)
The strain rate energy of such composite material
w0(x,d) =
∑
γ
χγ(x)wγ(d) (A.47a)
wγ(d) =
1
2
d : Cγ : d + τγ : d , (A.47b)
where χγ(x) are indicator functions, such that χγ(x) = 1 if x is in phase i, and 0
otherwise. Considering w0 = pi + w0 − pi, the following estimate can be obtained
inf
v∈K(D)
w0(x,d(v)) ≥ inf
v∈K(D)
pi(x,d(v)) + inf
v∈K(D)
w0(x,d(v))− pi(x,d(v)) . (A.48)
The first term is the macroscopic strain rate energy W0(D) of the LCC:
W0(D) = inf
v∈K(D)
w0(x,d(v)) . (A.49)
The second is Πhom(D) and the last one, multiplied by −1, can be overestimated by:
− inf
v∈K(D)
w0(x,d(v))− pi(x,d(v)) =
sup
v∈K(D)
pi(x,d(v))− w0(x,d(v)) ≤
∑
γ
fγνγ ,
(A.50)
where
νγ = − sup
d
pi(d)− wγ(d) (A.51)
is a constant in each phase of the volume fraction fγ. As a result, the following upper
bound for Πhom is obtained:
Πhom(D) ≤ W0(D) +
∑
γ
fγνγ . (A.52)
Our aim is to find the elastic parameters of a fictitious LCC that will lead to the lowest
possible estimate of Πhom, that is infimum of the right hand side of Eq. (A.52). Since
infimum and supremum can be replaced by stationary points, this new estimate is
Π˜hom(D) = statCγ ,τγ
(
W0(D) +
∑
γ
fγνγ
)
(A.53)
νγ = statd (pi(d)− wγ(d)) (A.54)
Thus, the main steps in the LCC homogenization method are:
1. From linear micromechanics, compute the macroscopic strain rate energy W0(D).
2. For each phase, compute νi.
3. Find stationary points of Eq. (A.53) and Eq. (A.54) (solve for Ci and τi). As a
result, obtain the estimate of Πhom.
Application of th LCC to a matrix-pore composite with Drucker-Prager yield surface
leads to (Vandamme & Ulm 2008):(
σm − Σhom0
Ahom
)2
+
(
σd√
2Bhom
)2
= 1 (A.55)
with
(
Ahom
cs
)2
=
η2K(η − α2sK)
(η − 2α2sK)2
(A.56a)(
Bhom
cs
)2
=
ηM(η − α2sK)
η − 2α2sK
(A.56b)
Σhom0
cs
= − ηαsK
η − 2α2sK
(A.56c)
Depending on the sign of η − 2α2sK, the yield surface will be hyperbolic, parabolic or
ellipsoidal:
η − 2α2sK(
ks
gs
=
1
α2s
)

< 0 Elliptic Criterion
= 0 Limit Parabola
> 0 Hyperbolic Criterion
(A.57)
where K = K( 1
α2s
, η) andM =M( 1
α2s
, η) are dimensionless functions from the solution
of elastic homogenization problem Eq. (A.22) in case of solid-pore composite with solid
properties ks and gs:
Khom = gsK(ks
gs
, η) (A.58a)
Ghom = gsM(ks
gs
, η) (A.58b)
The following properties of the C-S-H building block were considered (Vandamme &
Ulm 2008): αs = 0.207, cs = 0.392; Porosity of LD − C-S-H was set to 0.31, which
together with used αs and cs yields(Vandamme & Ulm 2008) indentation hardness H =
0.5945GPa, the latter is negligibly different from the one, considered before H = 0.60
for J2 plasticity and thus models are comparable. In (Jennings et al. 2007), LD −
C-S-H porosity was reported to be 0.36, therefore our choice of this parameter is also
meaningful. Homogenized plastic parameters are:
(
Ahom/cs
)2
= 1.0113,
(
Bhom/cs
)2
=
0.3144,
(
Σhom0 /cs
)
= −0.2799. Comparison of used J2 and elliptical yield surfaces is
present in Fig. 3.
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Figure 3: Comparison of the considered yield surfaces for C-S-H.
A.3.3 Fast Fourier Transform Homogenization method
A.3.3.1 Formulation
In this Section, the FFT algorithm for homogenization proposed in (Moulinec & Suquet
1998) is briefly summarized. This method is proposed in order to obtain local and overall
responses of nonlinear composites. It is generally directly applied to 2D or 3D microstruc-
tures obtained from experimental techniques such as SEM/BSE images, 3D tomography,
TEM and others. A general approach to incorporate detailed information on the mi-
crostructure (not just volume fractions) is to mesh it and calculate its response to par-
ticular loading using FEM. However, serious difficulties arise from meshing. The FFT
method avoids difficulties due to meshing and can be used even in the case of nonlinear
phase behavior. As an input it requires data sampled in a grid of regular spacing, which
is the usual output of all digital image methods. FFT also does not require the formation
of the tangent stiffness matrix and therefore consumes less memory and can be used for
finer discretization.
Let us consider a RVE of an arbitrary complex heterogeneous medium composed of
linear elastic phases. Extension to nonlinear behavior will be discussed later. We then
consider periodic boundary conditions. The local strain field (u(x)) is split into its
average E and fluctuation term (u∗(x)):
(u(x)) = (u∗(x)) + E (A.59)
or equivalently
u(x) = u∗(x) + E · x (A.60)
Periodic boundary conditions require the fluctuation term u∗ to be periodic (u∗]) and
traction σ · x to be anti-periodic (σ · x− ]).
Before solving the heterogeneous problem, let us consider a homogeneous linear elastic
medium with stiffness C subjected to a polarization field τ (x):{
σ(x) = C0 : (u∗(x)) + τ (x) ∀x ∈ V
∇ · σ(x) = 0 ∀x ∈ V (A.61)
The solution of Eq. (A.61) can be expressed in real and Fourier spaces, respectively, by
means of the periodic Green operator G0(C0):
(u∗) = −G0 ∗ τ ∀x ∈ V (A.62)
where (f ∗ g)(x) ≡ ∫
R3
f(y)g(x− y)dy, or, in Fourier space,
ˆ∗(ξ) = −Gˆ0 : τˆ (ξ) ∀ξ 6= 0, ˆ∗(0) = 0 (A.63)
Operator G0 is explicitly known in Fourier space, and when the reference material is
isotropic (with Lame coefficients λ0 and µ0), it takes the form
G0ijkh(ξ) =
1
4µ0 ‖ξ‖2 (δkiξhξj + δhiξkξj + δkjξhξi + δhjξkξi)−
λ0 + µ0
µ0(λ0 + 2µ0)
ξiξjξkξh
‖ξ‖4 (A.64)
Now, let us consider a heterogeneous elastic composite medium with the stiffness C(x)
and macroscopic strain E:{
σ(x) = C(x) : ((u∗(x)) + E) ∀x ∈ V
∇ · σ(x) = 0 ∀x ∈ V (A.65)
For now, we will consider E to be prescribed, however boundary conditions with prescribed
stress can be considered as well. Let us introduce a reference homogeneous elastic material
with C0 and polarization stress τ (x), defined as
τ (x) =
(
C(x)− C0) : (u(x)) (A.66)
Using this definition, Eq. (A.65) can be rewritten as{
σ(x) = C0 : (u∗(x)) + τ (x) + C0 : E ∀x ∈ V
∇ · σ(x) = 0 ∀x ∈ V (A.67)
Comparing the obtained formulation with the auxiliary problem Eq. (A.63), we notice
that the definition of the stress differs in a constant term, yet this term obviously will not
affect the solution of the equilibrium equation ∇ · σ = 0 and so both problems have the
same solution. Therefore, the solution of Eq. (A.67) reads
 = −G0 ∗ τ + Σ (A.68)
or, in Fourier space,
ˆ(ξ) = −Gˆ0(ξ) : τˆ (ξ) ∀ξ 6= 0, ˆ(0) = E (A.69)
A.3.4 Algorithm
Before developing Eq. (A.69) into an algorithm, let us note that G0 ∗ (C0 : ) = . Thus,
the algorithm reads:
1. Initialize: 0(x) = E, σ0(x) = C : 0(x).
2. Compute (discrete) Fourier transform of stresses σˆ.
3. Check equilibrium conditions in Fourier space.
4. Update strain in Fourier space: ˆ(ξ)− = Gˆ0(ξ) : σˆ(ξ) and ˆ(0) = E (follows from
Eq. (A.69) and Eq. (A.66)).
5. Compute Inverse (discrete) Fourier transform of total strains .
6. Update stresses from strains: σ(x) = C(x) : (x).
Equilibrium conditions can be easily rewritten in Fourier space and therefore the error
serving to check convergence is
e =
(
‖ξ · σˆ‖2
)1/2
‖σˆ(0)‖ (A.70)
Discrete representation of the problem naturally arises from the regular voxel input
from tomography, BSE or cement hydration models. Therefore, all unknowns are sampled
on that grid (N1 × N2 × N3). This discretization can be used in discrete Fast Fourier
Transform (DFFT) packages ((Frigo & Johnson 2005)). Corresponding frequencies in
Fourier space read for even and odd cases of Nj, respectively:
ξj = (−Nj
2
+ 1)
1
Tj
, (−Nj
2
+ 2)
1
Tj
, . . . ,− 1
Tj
, 0,
1
Tj
, . . . , (
Nj
2
− 1) 1
Tj
,
Nj
2
1
Tj
(A.71)
ξj = −Nj − 1
2
1
Tj
, . . . ,− 1
Tj
, 0,
1
Tj
, . . . ,
Nj
2
1
Tj
(A.72)
where Tj is a period of the unit cell in j−th direction.
Any plastic or visco-plastic behavior can be considered as well. The main difference
will be only in the last step of the algorithm: calculation of total stresses from total strain
at the current iteration. Of course, one should keep track of all internal variables and
update them after equilibrium is reached.
Applying DFFT, the following should be noted. The discrete Fourier transform is
exact when the image cut-off frequency f c (i.e. the frequency above which the Fourier
transform of the image vanishes identically) is less than half of the sampling frequency
(Shannon’s theorem):
f cj <
1
2
Nj
Tj
(A.73)
This condition is not met in general (e.g. a discontinuous field does not have a cut-
off frequency). However, an increase of image sampling leads to an increase of cut-off
frequency, as expected, and therefore the solution of the discrete problem approaches the
solution of the continuous one.
FFT homogenization method was proven to give remarkably good results (J.C. Michel
1999). Prescribing stress boundary conditions may lead to big displacements in one step,
therefore the direction is usually prescribed and the amplitude is considered to be unknown
(J.C. Michel 1999):
Σ(t) = k(t)Σ0 (A.74)
requiring that
Σ0 : E(t) = t (A.75)
The choice of a reference medium (Lame constants for G) is of great importance. A
common approach is to use the mean value among all phases.
It is well known that FFT homogenization method does not converge when the con-
trast between the phases is infinite (void or rigid inclusions) or when the nonlinear be-
havior of phases results in very different stiffness matrices (J.C. Michel 1999). In order
to overcome this, several modified schemes were introduced (J.C. Michel 2001): The first
one is an accelerated scheme for composites with high contrasts (the rate of convergence
is proportional to the square root of the contrast). The second scheme, adequate for
composites with infinite contrast, is based on an augmented Lagrangian method. The
resulting saddle-point problem involves three steps: 1) solving a linear elastic problem
with FFT ; 2) solving non-linear problem at each individual voxel; 3) updating Lagrange
multipliers. Comparison of all schemes can be found in (H. Moulinec 2003).
A.3.5 Finite Element Method
The FEM was applied in a very straightforward and simple way. The voxel representation
of the microstructure obtained from the hydration model or the X-ray photomicrography
was directly discretized using 8 node linear brick elements. The model was then loaded
with mixed boundary conditions - DOFs in the loaded direction were prescribed on the
two opposite faces (0 at one side and a nonzero displacement on the other size). At one of
the corner nodes at the first face, all DOFs were set to zero to avoid a rigid body motion.
Remaining DOFs of the model were kept unconstrained.
Three types of analyses were performed: 1) Full nonlinear plastic analysis of the
measured microstructure (NIST Cem) with a reduced size computed in Abaqus and used
as a benchmark solution for the comparison with the particle model, see Section A.3.6.
2) Simple linear analysis to find the strength, based on perfectly brittle assumption and
effective elastic properties of the microstructures with reduced sizes loaded in tension
and compression, respectively, used for comparison with FFT and with J2 homogenized
yield criterion Eq. (A.45). 3) Linear computations on the level of individual struts of the
particle model, see Section A.3.6, used to access the elastic and non-elastic properties of
the struts.
In all the analyses, material properties from Table A.13 and elastic properties of other
phases than the C-S-H from (Sˇmilauer 2005) were assumed.
A.3.6 Particle model for cement paste
Particle models for simulation of the fracture propagation in concrete are based on the as-
sumption that all the cracking and possibly other non-linear phenomena take place in the
matrix phase, e.i. mortar in the case of concrete, between the particles, i.e. aggregates.
This assumption allows significantly simplified formulations of kinematics compared to
the classical FEA and volumes with a large number of particles can be modeled with
a reasonable computational time and memory requirements. The assumptions made for
concrete can be extended to the case of the cement paste since most of the plastic yield-
ing and cracking takes place in hydrates and the unhydrated clinkers can be viewed as
aggregates.
In the presented study, the model of Cusatis (Cusatis et al. 2003) was chosen as the
base. The unhydrated clinkers were approximated by spherical particles conserving the
volumes of clinkers and the positions of centers of gravity. Then the volume was tessellated
according to the procedure described in (Cusatis et al. 2003, Cusatis et al. 2006, Cusatis
& Cedolin 2007).
In contrary to the case of mortar or concrete where the matrix phase can be considered
as a homogeneous material, the properties of the matrix phase, or rather of the interparti-
cle volume, differ significantly for individual contacts in the cement paste microstructure.
The increased heterogeneity of the material is the result of the hydration which is, in the
terms of positioning of some hydration products, essentially a random process. Therefore,
the simple averaging of the elastic stiffnesses along the struts as well as concept of one set
of material properties used in the case of concrete have to be abandoned and every strut
has to be treated separately.
After the discretization of the microstructure by the struts, the diameters of the par-
ticles were set to zero. The entire volume between two nodes was homogenize using the
FFT and FEM for every strut (perfectly brittle assumption was used as a strength
estimation in all cases). The SC was not used for the homogenization of the microstruc-
ture on the struts level since it assumes the RVE. However, the investigated internodal
volumes were too small and heterogeneous to be considered as RVEs. The internodal
volume was discretized by voxels aligned with the orientation of the strut. The size of
the voxels is l/round(l/s) in longitudinal and
√
A/round(
√
A/s) in transversal direction.
l is length of the strut, s is the size of the edge of voxels in the original microstructure
and A is the projected area of the contact discretized by the strut. The same phase as is
the one of the voxels in which the center of gravity of the newly formed voxel is located
is then assigned to the new voxel. Then the obtained volume is homogenized using the
FFT or FEM and effective Young’s modulus, Poisson’s ratio, tensile (ft), shear (fs) and
compressive (fc) strengths of the internodal volumes were obtained and assigned to the
strut discretizing the connection. Since the internodal volume was small (typically ≈ 100
voxels), it was assumed that the strength, based on perfectly brittle assumption should
approximate reasonably well the yield limit of the strut. In cases where there were not
any C-S-H voxels in the internodal volume, struts were assumed to be elastic without any
strength limits. The comparison of the homogenization based on the FEM and FFT is
shown in the following Section.
A.3.6.1 Comparison of FFT and FEM on the level of struts
Figures 4 and 6 compare the Young’s moduli of the struts obtained by the FFT and
FEM for Cem A and Cem C, respectively. Figures 5 and 7 present the comparison of
the tensile strength of the struts for the same materials. Figures a) correspond to 1 day
of hydration, b) and c) to 7 and 28 days, respectively.
Figures 8 compares tensile and compressive strengths of the struts using the Eq. (A.55)
yield condition.
The elastic properties predicted by the FFT and FEM homogenizations are con-
sistent. However, the strength predicted by the FFT homogenization is systematically
lower compared to the strength predicted by the FEM homogenization. Probably, this is
induced by the fact, that each strut is an arbitrary microstructure, which is not periodic.
Therefore, the computed DFFT is not equal to the FFT and thus the whole homoge-
nization algorithm converges to slightly biased stress fields. The latter leads to bias in
perfectly brittle strength estimate.
The effect of hydration is visible especially comparing plots for 1 day with plots for
28 days. For both cements as well as for both methods, Young’s moduli show shift to
larger values and the scatter is smaller due to decreasing volumes of stiff clinker and weak
porosity and increasing volume of hydrates. The strength experiences a similar trend that
is more pronounced for the FEM homogenization because of the aforementioned reasons.
Figure 9 demonstrates the differences between the FEM and FFT on microstructures
of NIST Cem with edges of 60 µm (red dots) and 150 µm (black dots).
A.3.6.2 Simulation of global response
The material model proposed in the original particle model (Cusatis et al. 2003) was uti-
lized and modified. The material behaves elastically until the elastic boundary depending
on the tensile, shear and compressive strength is reached. Then a nonlinear behavior
occurs. In the presented implementation, the response was considered elasto-brittle for
ω > ω0, see (Cusatis et al. 2003) for explanations and Figure 10 for an illustration, and
perfectly plastic otherwise. It means that when the contact was loaded in tension or
in mixed-mode with shear and tension, it ruptured in a brittle manner when the elastic
boundary was reached. In the case of mixed-mode compression, the contact yielded.
The particle model with the FEM -based homogenization of the internodal volume
and the Eq. (A.55) yield condition was used to simulate a uniaxial compression test on
cubical microstructures cut from the NIST tomography data with size of edges equal
to 60 µm (RVE60). The microstructure was chosen in the way that it did not contain
any large unhydrated grains that would bridge the entire microstructure, see Figure 11.
Two simulations - one considering plastic yielding even for the mixed-mode with tension,
red line in Figure 13, and one with the brittle cracking, blue line in Figure 13 - were
done. The microstructure was also modeled using the full non-linear analysis in Abaqus.
Material properties from Table A.13 and J2 plasticity (for the C-S-H) were assumed.
Figure 12 shows the distribution of elastic and plastic strains at the last step of the
analysis. Simulated stress-strain curves are plotted in Figure 13. It can be seen that the
particle model simulation assuming the yielding of contacts even under tension is, despite
its simplicity, roughly comparable to the full non-linear FEM analysis in Abaqus. In the
later stages, the particle model simulation shows a plastic plateau while the simulation
in Abaqus shows a hardening. In the case of the particle model, basically every strut has
a yield limit while in the FEM discretization, interconnected blocks of clinker exist due
to the coarse discretization assumed. Comparing the responses simulated by the particle
model with and without the brittle cracking of the contact shows the importance of the
tensile cracking even in the compressive test. It is interesting to compare computational
times needed: the overall computational time of the particle model was about 10×shorter
compared to the full FEM analysis. The FEM -based homogenization of the internodal
volumes was the most time demanding procedure and was coded without any optimization
with respect to the performance. Therefore, it can be expected that the difference could
be even bigger.
Further, the particle model with the FEM -based homogenization of the internodal
volume and the Eq. (A.55) and J2 yield conditions was used to study an effect of the size
of the microstructure on the stress-strain response in uniaxial compression and tension,
respectively. The brittle cracking of contact was considered. Two sizes of the microstruc-
ture were considered: the already introduced RVE60 and 150 µm microstructure, RVE150.
Comparison of the stress-strain curves for the two sizes is plotted in Figure 14a) for uni-
axial tension and in Figure 14b) for uniaxial compression. As expected, the choice of the
smaller microstructure in the way that it did not contain any cement grains larger than
60 µm is reflected in the responses by both lower elastic modulus and lower strength com-
pared to the large microstructure where the plastic zone as well as the fracture process
zone are larger due to the presence of larger cement grains. The difference can be seen
already at the level of individual struts in Figure 9. Comparing the effect of the J2 yield
condition and Eq. (A.55) yield condition on the global response, it can be seen that the
responses are qualitatively similar.
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Figure 4: Comparison of the Young’s moduli of the struts predicted by the FFT and
FEM , respectively, for Cem A after 1, 7 and 28 days of hydration, respectively.
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Figure 5: Comparison of the tensile strengths of the struts predicted by the FFT and
FEM , respectively, for Cem A after 1, 7 and 28 days of hydration, respectively.
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Figure 6: Comparison of the Young’s moduli of the struts predicted by the FFT and
FEM , respectively, for Cem C after 1, 7 and 28 days of hydration, respectively.
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Figure 7: Comparison of the tensile strengths of the struts predicted by the FFT and
FEM , respectively, for Cem C after 1, 7 and 28 days of hydration, respectively.
 0
 0.5
 1
 1.5
 0  0.25  0.5  0.75  1
Co
m
pr
es
siv
e 
St
re
ng
th
 [G
Pa
]
Tensile Strength [GPa] 
f t=
f c
 0
 0.5
 1
 1.5
 0  0.25  0.5  0.75  1
Co
m
pr
es
siv
e 
St
re
ng
th
 [G
Pa
]
Tensile Strength [GPa] 
f t=
f c
a) b)
Figure 8: Comparison of tensile and compressive strengths of the struts for Cem A, a),
and Cem C, b), considering the Eq. (A.55) yield criterion. ft = fc for the J2 plasticity
yield criterion.
 0
 25
 50
 75
 100
 125
 0  25  50  75  100  125
Y
ou
ng
’s
 M
od
ul
us
 F
FT
 [G
Pa
]
Young’s Modulus FEM [GPa] 
E FE
M
=
E FF
T
 0
 0.25
 0.5
 0.75
 1
 0  0.25  0.5  0.75  1
Te
ns
ile
 S
tre
ng
th
 F
FT
 [G
Pa
]
Tensile Strength FEM [GPa] 
f t,FE
M
=
f t,FF
T
a) b)
 0
 0.5
 1
 1.5
 0  0.25  0.5  0.75  1
Co
m
pr
es
siv
e 
St
re
ng
th
 [G
Pa
]
Tensile Strength [GPa] 
f t=
f c
c)
Figure 9: Comparison of the Young’s modulus, a), tensile strengths, b), of the struts
predicted by the FFT and FEM , respectively, and comparison of tensile and compressive
strengths, c), on microstructures of NIST Cem with edges of 60 µm (red dots) and 150 µm
(black dots).
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Figure 10: Material models of the struts: elastic domain. Brittle cracking occur when the
domain is reached for ω > ω0 and plastic yielding for ω < ω0.
Figure 11: Microstructure of 60×60×60 µm used for initial comparison of the methods -
three mutually orthogonal cut planes going through the center of the microstructure.
a) b)
Figure 12: Elastic stain in all phases, a), and plastic strain in C-S-H after the last step of
the full non-linear FEM analysis in Abaqus for RVE60. The microstructure was loaded
in direction 1.
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Figure 13: Comparison of stress-strain curves predicted by the particle model with and
without cracking and the stress-strain curve from the full nonlinear FEM analysis in
Abaqus.
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Figure 14: Simulations of the uniaxial tensile test, a), and the uniaxial compressive test,
b), on the NIST cement microstructure of 60 and 150 µm assuming J2 and Eq. (A.55)
yield condition, respectively.
A.4 Results and discussion
A.4.1 Comparison of methods on 60 µm RVE
Initially, all the introduced methods were compared on the example of the small NIST
Cem microstructure RVE60. In the case of SC, the J2 plasticity was assumed while the
other methods also considered Eq. (A.55) yield condition. The FEM and FFT were used
to find the strength based on perfectly brittle assumption. The particle model included
the cracking of contact in tension and the strengths corresponds to the peak loads in
Figure 14 for RVE60. Results are summarized in Table A.14.
As can be seen from the Table, the scatter of the predicted elastic and strength proper-
ties is large. Young’s modulus predicted by the PM-FEM is significantly lower compared
to the other methods. This is due the utilized volume tessellation. The tessellation is
based on centers of gravity (Cusatis et al. 2003) and can not therefore simulate the elas-
tic loading exactly, as is the case of models based on Voronoi tessellation (Elia´sˇ 2009).
The difference in Young’s modulus between FFT and FEM is caused by the different
boundary conditions assumed by the methods. The FEM models was loaded by mixed
boundary conditions, see Section A.3.5, while the FFT model was loaded by periodic
boundary conditions which should, in general, give the best results (Sˇmilauer 2005). The
SC method does not consider the actual arrangement of phases which led to the overes-
timation of Young’s modulus.
Comparison of strength properties is more difficult. The FFT and FEM were used
to find the strength based on perfectly brittle assumption. This estimate is far from the
maximum capacity of the material (compare values from Table A.14 with the full non-
linear analysis plotted in Figure 13). However, the predictions are consistent between the
FFT and FEM and consistent with Figure 3. The SC prediction of strength are much
higher compared to the FFT and FEM calculations with same J2 plasticity. This indeed
means that the second order strain rate and stress estimates used in the effective strain
rate approach (Eq. (A.40)) do not hold for the studied microstructure. Linear compar-
ison composite method could potentially give better results. See, for example, (Michel
et al. 2007), where comparable results were obtained from the FEM and analytical ho-
mogenization methods of porous elastomers.
The PM simulations combining the yielding and cracking of C-S-H predicted not only
the values of tensile and compressive strength, but provided the entire responses in terms
of stress-strain curves, see Figure 14.
A.4.2 Modeled microstructures
Discussion at the end of Section A.3.6 about the influence of the size of the microstructure
modeled clearly showed that the 60 µm microstructure is not representative. However,
modeling of the larger microstructure with the edge of 150 µm using the FEM would
be very time consuming or even impossible due to insufficient memory of the machine
used. Therefore only the PM and the FFT were used for the predictions. The mod-
eled microstructures of Cem A and Cem C at three different times - after 1, 7 and 28
days of hydration - were studied. The goal of this study was to investigate whether the
approximate particle model can model the difference between the two cements observed
experimentally A.1.5 and that the evolution of the strength properties with the evolving
hydration can be captured. The PM with Eq. (A.55) yield condition and brittle cracking
was used. For the FFT both J2 and elliptic yield surfaces were considered.
Figure 15 shows simulations of uniaxial tensile test, a), and uniaxial compression, b),
for Cem A and the different times of hydration. Figure 16 shows the same for Cem C.
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Figure 15: Simulations of the uniaxial tensile test, a), and the uniaxial compressive test,
b), on Cem A microstructures.
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Figure 16: Simulations of the uniaxial tensile test, a), and the uniaxial compressive test,
b), on Cem C microstructures.
The effect of hydration on the elastic and strength properties on the level of individual
struts was already discussed in Section A.3.6.1 showing the improvement of properties with
time. The improvement of the properties of struts is reflected by the change of predicted
behavior of microstructures. The longer the hydration the higher tensile and compressive
strength. Further, it can be seen for both cements that responses in 7 and 28 days are
significantly less ductile compared to responses after 1 day.
Tensile and compressive strengths in the case of particle model were obtained as the
maximum loads in stress-strain curves (Figures 16 and 15). Comparison of these results
with those obtained from the FFT are present in figures 17 and 18.
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Figure 17: Compressive, a), and tensile, b), strengths modeled with the particle model
and and FFT for Cem A and Cem C 150 RVE150 microstructures at different age.
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Figure 18: Elastic moduli calculated with FFT and PM for Cem A and Cem C mi-
crostructures at different age.
As it was already mentioned for the NIST microstructure, the particle model gives
much higher values of compressive and tensile strengths compared to the FFT . This
indeed means that the perfectly brittle assumption is too crude estimate of strengths.
It is important to notice that the strengths, based on perfectly brittle assumption could
sometimes lead to conceptually wrong results (consider results for Cem A at 28 days,
Figure 17). That is obviously due to excessive stress in one of the C-S-H voxels. Further
study on this issue is necessary. Nevertheless, elastic properties obtained from FFT
method are more accurate compared to the PM as already discussed.
A.5 Conclusions
In the presented study, the mean-field strength homogenization approach used in (Pichler
et al. 2008), approaches based on the solution of linear-elastic problems with FEM and
FFT and a modified particle model based on (Cusatis et al. 2003) were utilized to predict
the tensile and compressive strength of three cement pastes. Seven different microstruc-
tures were considered: first was measured (http://visiblecem.nist.gov/cement), and
the other are simulated using CemHyd3D (Bentz 2000) hydration model for two different
types of cements. Two material models of the C-S-H were used for every model - J2
plasticity and the elliptical yield condition resulting from the porous nature of the C-S-H.
The following conclusions can be drawn:
• Methods based on the perfect brittle assumption applied to heterogeneous stress
field resulting from the FEM and FFT calculation or to the second order stress
estimates give inconsistent results for considered microstructures and can not be
used for reliable predictions:
– Second order stress estimates do not reflect the actual microstructure and sig-
nificantly overestimates strengths compared to results from FFT and FEM
calculations.
– FFT and FEM reflect the microstructure, however, the perfect brittle as-
sumption is significantly dependent on the discretization and should not be
used as a strength approximation of cement paste.
• Particle model with FEM homogenization of the internodal volume provides sim-
ulations of compression without cracking matching favorably the nonlinear FEM
solution with significantly reduced computational time.
• Cracking of the C-S-H plays and important role in the compressive test and con-
tributes significantly to the difference between the compressive and tensile strengths.
• Size of the microstructure is an important parameter influencing significantly the
strength.
• The type of the yield condition changes the responses only in the quantitative way
while qualitatively the difference is not pronounced.
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