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Abstract
A simple symmetric logic is proposed which captures both the notions of Linearity
and of Passivity (Syntactic Control of Interference).
Both of these systems of logic can be seen as providing varying constraints on
the use of the Contraction structural rule. We show that these systems are closely
related and form a natural integration.
A term calculus is proposed for the logic and we establish the soundness of our
proposal with respect to an operational semantics of this term calculus.
1 Introduction
A major advantage of conventional language designs (such as C++) is that
they allow very ﬁne grained control of resource usage. This control is a signif-
icant advantage in all highly performance sensitive applications of computer
software.
In contrast to this view, this ﬁne grained control of resources has often
been a key point of attack by advocates of declarative language designs. The
arguments are that such issues detract from the primary goals of software
design and that they often lead to incorrect or overly complex programs due
to the introduction of side eﬀects such as aliasing and the loss of natural
properties such as substitutivity.
A pragmatic view is to try to retain the natural mathematical semantics
of declarative language designs whilst introducing mechanisms which allow
some increase in the ability to control resource usage in these languages. The
present paper demonstrates how two such aproaches to controlling resource
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usage, Linearity and Passivity, can be combined into a single cohesive logic of
resource usage.
Whilst Linear Logic [4] is well known as a mechanism for controlling sharing
of resources and specifying evaluation order, Algol-like declarative languages
with Passivity are perhaps less prominent [8,9]. We provide a brief summary
of the Algol-like approach to combining state-based and functional paradigms
below. We then introduce a logic which illustrates that Linearity and Passivity
are complementary and have a common underlying mechanism.
2 Algol-like Languages
Conventional compositions of imperative and functional paradigms are con-
structed by introducing the notion of reference and having computations over
references rather than over values. The eﬀect of this is that evaluation of
function applications can change the meaning of expressions and thus the β-
and η-contraction laws of the functional paradigm are no longer sound. The
harm this does to reasoning about programs is well known [6].
In contrast, Algol-like languages combine functions and imperative com-
mands whilst retaining substitutivity. This is achieved by treating imperative
commands as a primitive type over which functions compute. In this way, the
two paradigms are kept separate and retain their individual desirable charac-
teristics. The type structure of a simple Algol-like language takes the following
form:
Data types:
δ ::= int | bool | real
Phrase types:
π ::= exp[δ] | var[δ] | comm | π1&π2 | π1 → π2
In the above the phrase exp[δ] is the type of ‘read-only’ imperative expressions
giving type δ, var[δ] is the type of imperative variables storing values of
type δ and comm is the type of imperative (state-changing) commands. The
imperative features of the language are thus values in the functional parts of
the language and interaction between the two is limited to purely functional
computations over the imperative commands.
In summary, Algol-like languages allow one to retain the ﬁne grained state
change management of imperative commands whilst still enjoying the simple
semantics of a functional language.
2.1 Aliasing and Passivity
Unfortunately, the subtle problems of aliasing are still very much present in
Algol-like languages. As with conventional language designs, aliasing arises
in the interaction between imperative variables and function applications. A
simple example of this can be seen in the following program fragment:
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let
f = \x : exp[int]→ \y : var[int]→ while y < x do y := y + 1
in
f (a+ 1) a
In this case, the while loop will never terminate because the argument bound
to parameter y interferes with the argument bound to parameter x. This
interference of parameters is an example of aliasing in which changes to one
phrase alter the meaning of a separate phrase. (In our example, the aliased
phrases are variables, though aliasing may also occur in arrays or other data
structures).
Aliasing in Algol-like languages can be controlled by restricting sharing of
imperative variables across function calls using a resource control logic [7] that
we call Passivity.
2.2 Intuitionistic Linear Logic
In Figure 1 we revise the rules of intuitionistic linear logic. The style of
presentation follows [5]. Assumptions in entailments are split into two zones.
The left zone is for intuitionistic assumptions and the right zone is for linear
assumptions. The rules ensure that all assumptions in the right zone are used
linearly.
The term calculus employed is that of [10]. Functions are split into linear
functions () and general functions (!). (And similarly for products).
3 Linearity and Passivity
Parameters of linear type are necessarily passive because interference amongst
parameters only arises when they share (have non-linear) imperative variables.
However, passive parameters need not be linear: they may be shared, but used
in non-interfering phrases.
These facts lead us to conclude that linear terms are a special case of
passive phrases and so we present herein a logic which encompasses both
concepts.
3.1 Types/Propositions
We will stratify according to linearity and passivity the deﬁnition of the types
of an Algol-like language given in Section 2. This stratiﬁcation will enable the
logic to identify the required linear and passive constraints.
The syntax of types is deﬁned as follows:
Linear and passive types:
ρ ::= exp[δ] | ρ1 ⊗ ρ2 | ρ1&ρ2 | τ  ρ
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Identities
Γ, τ | −  τ (Non-linear Id) Γ | σ  σ (Linear Id)
Functions
Γ | Θ, σ  τ
Γ | Θ  σ τ ( I)
Γ | Θ1  σ τ Γ | Θ2  σ
Γ | Θ1,Θ2  τ ( E)
Γ | −  σ
Γ | −  !σ (! I)
Γ | Θ1  !σ Γ, !σ | Θ2  τ
Γ | Θ1,Θ2  τ (! E)
Products
Γ | Θ1  σ1 Γ | Θ2  σ2
Γ | Θ1,Θ2  σ1 ⊗ σ2 (⊗ I)
Γ | Θ1  σ1 ⊗ σ2 Γ | Θ2, σ1, σ2  τ
Γ | Θ1,Θ2  τ (⊗ E)
Γ | Θ  τ1 Γ | Θ  τ2
Γ | Θ  τ1&τ2 (& I)
Γ | Θ  τ1&τ2
Γ | Θ  τi (& Ei)
Fig. 1. Intuistionistic Linear Logic.
Passive types:
κ ::= ρ | !ρ
Linear types:
σ ::= exp[δ] | var[δ] | comm | τ1 ⊗ τ2 | τ1&τ2 | τ1 τ2
Types:
τ ::= σ | !σ
Note that since !!τ =!τ (!!κ =!κ) we lose nothing in the syntactic restriction
explicated in our deﬁnition of κ and τ .
The following picture illustrate the subset relationships between these four
sets of types:
τ




✒ ❅
❅
❅
❅
❅
κ σ
❅
❅
❅
❅
❅ 



✒
ρ
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A subtype relationship between types is deﬁned which will later be used
in an implicit coercion rule of the logic:
τ ≤ τ
τ1 ≤ τ2 τ2 ≤ τ3
τ1 ≤ τ3 int ≤ real
δ1 ≤ δ2
var[δ1] ≤ var[δ2]
δ1 ≤ δ2
exp[δ1] ≤ exp[δ2] var[δ] ≤ exp[δ]
τ1 ≤ τ2
!τ1 ≤!τ2
τ1 ≤ τ2 τ3 ≤ τ4
τ1 ⊗ τ3 ≤ τ2 ⊗ τ4
τ1 ≤ τ2 τ3 ≤ τ4
τ1&τ3 ≤ τ2&τ4
τ1 ≤ τ2 τ3 ≤ τ4
τ2 τ3 ≤ τ1 τ4
For our purposes the types thus deﬁned are suﬃciently expressive, though in a
practical programming language additional expressivity 2 would be required.
3.2 Sequents
Sequents take the form:
Π | Γ | Θ  τ
The zones on the left hand side of the entailment indicate permissions to
employ the Contraction rule. The leftmost zone, with contents Π, allows
unlimited use of the Contraction rule. The rightmost zone, with contents Θ,
allows no uses of Contraction. Finally the centre zone, with contents Γ, allows
use of the Contraction rule on a case by case basis (essentially, denying it
for function applications and parallel compositions, but allowing it for data
structures such as product and record constructors).
Each zone is constructed by application of the concatenation (,) operator
which is commutative and associative, but not reﬂexive.
As a matter of notation, we write: (Π | Γ), τ1 | Θ  τ2 to mean either:
Π, τ1 | Γ | Θ  τ2 or Π | Γ, τ1 | Θ  τ2.
3.3 Rules of the Logic
The rules of the logic are displayed in Figure 2. Noteworthy is the permeability
rule (Passify) which moves propositions from right to left. This may occur
whenever the term is passive.
Also compare the function and product rules. For example, consider the
( E) and (& I) rules. In ( E) active and linear propositions are treated
identically, whereas in (& I) active propositions are allowed to interfere, but
linear propositions must still occur exactly once, in either left or right hand
sides of the product.
2 . . . for example, intersection types, recursive types, parametric polymorphism or inheri-
tance polymorphism might be included.
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Identities
Π, κ | Γ | −  κ (Passive Id) Π | Γ, τ | −  τ (Active Id)
Π | Γ | σ  σ (Linear Id)
Permeability and Coercion
Π | Γ, τ | Θ  κ
Π, τ | Γ | Θ  κ (Passify)
Π | Γ | Θ  τ1 τ1 ≤ τ2
Π | Γ | Θ  τ2 (≤)
Functions
Π | Γ | Θ, σ  τ
Π | Γ | Θ  σ τ ( I)
Π | Γ1 | Θ1  σ τ Π | Γ2 | Θ2  σ
Π | Γ1,Γ2 | Θ1,Θ2  τ ( E)
Π | Γ | −  σ
Π | Γ | −  !σ (! I)
Π | Γ1 | Θ1  !σ (Π | Γ2), !σ | Θ2  τ
Π | Γ1,Γ2 | Θ1,Θ2  τ (! E)
Products
Π | Γ | Θ1  σ1 Π | Γ | Θ2  σ2
Π | Γ | Θ1,Θ2  σ1 ⊗ σ2 (⊗ I)
Π | Γ | Θ1  σ1 ⊗ σ2 Π | Γ | Θ2, σ1, σ2  τ
Π | Γ | Θ1,Θ2  τ (⊗ E)
Π | Γ | Θ  τ1 Π | Γ | Θ  τ2
Π | Γ | Θ  τ1&τ2 (& I)
Π | Γ | Θ  τ1&τ2
Π | Γ | Θ  τi (& Ei)
Fig. 2. The Rules of LP.
There are three identity axioms, corresponding to variables which will be
used passively (Passive Id), linearly (Linear Id) and actively (Active Id). Im-
plicit coercion amongst types is supported by the rule labelled (≤).
Note that the rules enforce the expectation that those propositions in the
right hand zone are constrained to be linear, whereas all propositions in the
left and centre zones are without such constraint. In these rules we have
chosen not to explicitly write the Weakening rule, instead merging this rule
into the other rules. It is not hard to write down versions of these rules with
explicit weakening.
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3.4 Programs/Terms
Here we combine the commands of a simple imperative language with the
terms of a linear functional calculus, as described by the following syntax
deﬁnition:
e ::=
x | \x→ e | e e
| !e | let !x = e in e
| e⊗ e | let x⊗ y = e in e
| e&e | selecti e
|x := e | skip | e; e
|while e do e | if e then e else e
|n | r | b | e + e
Note that n stands for integer numbers, r for real numbers, b for Boolean
values and that we only include one arithmetic operator for compactness of
presentation. The rules of LP decorated with terms are shown in Figures 3
and 4.
3.5 Example
To give an example of the eﬀectiveness of the proposed logic and programming
calculus, consider the problem used earlier to illustrate the issue of aliasing (see
section 2.1). In a system with Passivity alone, we must reject this example.
In the new calculus we can rewrite the example as follows:
let
f = \x : exp[int]→ let !y : var[int] = !a in while y < x do y := y + 1
in
f (a+ 1)
Two things should be noted here: ﬁrstly, the example has a type deduction
in which x is linear and y and a are non-linear and active; secondly, the
semantics of linear function application (see below) require the argument to
a linear function to be fully evaluated (called by value) — which implies that
no aliasing can occur.
3.6 Operational Semantics
Values are the following subset of the terms:
v ::= x | c | n | r | b | \x→ e
c ::= x := v | skip | c; c | while v do c | if v then c else c
Our operational semantics is the composition of the semantics of term reduc-
tion and command execution. These are deﬁned in Figure 5 and Figure 6,
respectively.
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Identities
Π, x : κ | Γ | −  x : κ (Passive Id) Π | Γ, x : τ | −  x : τ (Active Id)
Π | Γ | x : σ  x : σ (Linear Id)
Permeability and Coercion
Π | Γ, x : τ | Θ  e : κ
Π, x : τ | Γ | Θ  e : κ (Passify)
Π | Γ | Θ  e : τ1 τ1 ≤ τ2
Π | Γ | Θ  e : τ2 (≤)
Functions
Π | Γ | Θ, x : σ  e : τ
Π | Γ | Θ  \x→ e : σ τ ( I)
Π | Γ1 | Θ1  e1 : σ τ Π | Γ2 | Θ2  e2 : σ
Π | Γ1,Γ2 | Θ1,Θ2  e1e2 : τ ( E)
Π | Γ | −  e : σ
Π | Γ | −  !e :!σ (! I)
Π | Γ1 | Θ1  e1 :!σ (Π | Γ2), x :!σ | Θ2  e2 : τ
Π | Γ1,Γ2 | Θ1,Θ2  let !x = e1 in e2 : τ (! E)
Products
Π | Γ | Θ1  e1 : σ1 Π | Γ | Θ2  e2 : σ2
Π | Γ | Θ1,Θ2  e1 ⊗ e2 : σ1 ⊗ σ2 (⊗ I)
Π | Γ | Θ1  e1 : σ1 ⊗ σ2 Π | Γ | Θ2, x : σ1, y : σ2  e2 : τ
Π | Γ | Θ1,Θ2  let x⊗ y = e1 in e2 : τ (⊗ E)
Π | Γ | Θ  e1 : τ1 Π | Γ | Θ  e2 : τ2
Π | Γ | Θ  e1&e2 : τ1&τ2 (& I)
Π | Γ | Θ  e : τ1&τ2
Π | Γ | Θ  selecti e : τi (& Ei)
Fig. 3. LP with Terms.
The reduction semantics are straight forward and require no further com-
ment. The execution semantics make use of stores and must take into account
the possibility of non-termination. Stores are mappings from imperative vari-
ables (addresses) to primitive values of type δ.
For non-termination, we require:
s  c  s′ ∧ s =⊥−→ s′ =⊥
for all stores s, s′ and commands c. Also, we must ensure that non-termination
propogates through all parts of the computation. Rather than explicitly spec-
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Commands
Π | Γ, x : var[δ] | Θ  e : exp[δ]
Π | Γ, x : var[δ] | Θ  x := e: comm (:=) Π | Γ | −  skip : comm (skip)
Π | Γ | Θ1  e1 : comm Π | Γ | Θ2  e2 : comm
Π | Γ | Θ1,Θ2  e1; e2 : comm (;)
Π | Γ | Θ1  e1 : exp[bool] Π | Γ | Θ2  e2 : comm
Π | Γ | Θ1,Θ2  while e1 do e2 : comm (while)
Π | Γ | Θ1  e1 : exp[bool] Π | Γ | Θ2  e2 : comm Π | Γ | Θ3  e3 : comm
Π | Γ | Θ1,Θ2,Θ3  if e1 then e2 else e3 : comm (if)
Expressions
Π | Γ | −  n : exp[int] (n) Π | Γ | −  r : exp[real] (r)
Π | Γ | −  b : exp[bool] (b)
Π | Γ | Θ1  e1 : exp[δ] Π | Γ | Θ2  e2 : exp[δ] int ≤ δ
Π | Γ | Θ1,Θ2  e1 + e2 : exp[δ] (+)
Fig. 4. LP with Terms (continued).
\x→ e⇒ \x→ e
e1 ⇒ \x→ e3 e2 ⇒ v e3[x := v]⇒ e4
e1e2 ⇒ e4
!e⇒!e
e1 ⇒!e3 e2[x := e3]⇒ e4
let !x = e1 in e2 ⇒ e4
e1 ⇒ e3 e2 ⇒ e4
e1 ⊗ e2 ⇒ e3 ⊗ e4
e1 ⇒ e3 ⊗ e4 e2[x1 := e3, x2 := e4]⇒ e
let x1 ⊗ x2 = e1 in e2 ⇒ e
e1&e2 ⇒ e1&e2
e⇒ e1&e2
selecti e⇒ ei
e1 ⇒ e2 e2 ⇒ e3
e1 ⇒ e3
Fig. 5. Reduction semantics.
ify this in the rules of the execution semantics we build this propogation of
non-termination into each deduction step and denote this with the double
barred deduction steps of Figure 6.
3.7 Subject Reduction
We can now establish that our typing system is sound with respect to the
operational semantics. We split this into two parts, ﬁrstly establishing sound-
ness with respect to reduction of terms and then secondly with respect to
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s  v  n
s  x := v  s[x := n]
s  v  r
s  x := v  s[x := r]
s  skip  s
s1  c1  s2 s2  c2  s3
s1  c1; c2  s3
s1  v  true s1  c  s2 s2  while v do c  s3
s1  while v do c  s3
s  v  false
s  while v do c  s
s1  v  true s1  c1  s2
s1  if v then c1 else c2  s2
s1  v  false s1  c2  s2
s1  if v then c1 else c2  s2
⊥  c  s
⊥  c  ⊥
Fig. 6. Execution semantics.
s  x  s(x) s  b  b
s  n  n s  r  r
s  v1  n1 s  v2  n2
s  v1 + v2  n1 + n2
Fig. 7. Arithmetic and Booleans.
execution of commands.
Theorem 3.1 For all assumption sets Π,Γ,Θ, terms e, e′ and types τ , if
Π | Γ | Θ  e : τ is a valid deduction and e⇒ e′, then Π | Γ | Θ  e′ : τ .
Proof. By structural induction over e⇒ e′. An illustrative case:
let x1 ⊗ x2 = e1 in e2 ⇒ e The result follows immediately by the induction
hypotheses and rule (⊗ E) of Figure 3.
✷
3.8 Subject Execution
Note that non-terminating commands c have a deﬁned semantics (for any store
s, s  c  ⊥).
Theorem 3.2 For all assumption sets Π,Γ,Θ, commands c, stores s, s′ and
types τ , if Π | Γ | Θ  c : τ , then s  c  s′ is defined.
Proof. By structural induction over Π | Γ | Θ  c : τ . An illustrative case:
Π | Γ | Θ1,Θ2,Θ3  if v then c1 else c2 : τ By rule (if) of Figure 4 we have
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Π | Γ | Θ1  v: exp[bool]. Suppose that s  v  true. (Non-termination
is not possible in this execution of v, by syntax deﬁnition). By induc-
tive hypothesis we have s  c1  s′ is deﬁned (even if it denotes non-
termination). Then by the ﬁrst rule for if in Figure 6 it is immediate
that s  if v then c1 else c2  s′ is deﬁned, as required.
✷
4 Related Work
Swarup et al [11] introduce a stratiﬁed typing system into a purely functional
language so as to integrate imperative features into the language. They incor-
porate references with side eﬀects localised by the type system in contrast to
Algol-like languages in which commands are values of the functional sublan-
guage. A similar notion to passivity is used to control unwanted side eﬀects
in the language.
There is considerable work on the use of linear types in purely functional
languages [2,3].
Abramsky and McCusker [1] use linear logic to provide a fully abstract
semantics for Algol-like languages, though they do not introduce systems of
resource control into the programming language itself.
4.1 Resource Monitoring Logics
In earlier work [12,13,14] we have argued for systems of resource monitoring
as opposed to the more familiar (as used in this paper) systems of resource
control. In particular, consider a simple example such as:
(λxy.x)aa
Here, it seems arguable that a is used linearly despite its textual duplication,
and yet a linear type is not derivable for the variable a. For systems which do
annotate a as linear see the above cited references.
5 Conclusion
We have argued that since linear terms are passive there should be a simple
and elegant logic encompassing both concepts. We have demonstrated that
such a logic exists and have shown that it is sound with respect to a reasonable
notion of the semantics of an Algol-like language.
The promise of observations such as that described herein is that we can
design languages which are a composition of valuable language paradigms
in such a way that their fundamental properties are preserved and that any
adverse eﬀects from the composition can be constrained. In this paper, our ob-
servation is that adding linearity to the passive constraint system is a natural
extension and adds useful expressive power to the language.
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