Abstract. Let α, β, γ, . . . Θ, Ψ, . . . R, S, T, . . . be variables for, respectively, congruences, tolerances and reflexive admissible relations. Let juxtaposition denote intersection. We show that the identity
Introduction
The famous and well-known characterizations by Jónsson [3] and Day [1] of, respectively, congruence distributive and congruence modular varieties are classical results in the general theory of algebraic systems. Though the results deal with congruences, the proofs make an essential use of reflexive and admissible relations. See the introductions of [5, 6, 8] for further details, comments and references about the use of reflexive and admissible relations.
In [8] we used relation identities in order to approach the problem of the relationships between the numbers of Gumm and of Day terms in a congruence modular variety. While the problem is still largely unsolved, the partial results confirm the usefulness of the approach. Though our main aim has been the study of relation identities satisfied in congruence modular varieties, we encountered delicate issues already in the relatively well-behaved case of 4-distributive varieties [7] . Here we show that the problem of the satisfaction of relation identities is non trivial even for 3-distributive, 3-permutable varieties with a 4-ary majority term.
As remarked in [6] , a recent result by Kazda, Kozik, McKenzie, Moore [4] can be used to strengthen Jónsson's Theorem to the effect that a variety V is congruence distributive if and only if V satisfies the relation identity
for some k, where "k factors" means k − 1 occurrences of • on the right-hand side. Thus it is interesting to study relation identities satisfied by congruence distributive varieties; in particular, to evaluate the best possible value of k for which (1.1) holds. A good test case are 3-permutable varieties. Since 3-permutable varieties satisfy S • T • S • . . . ⊆ S • T • S • T (any number of factors on the left), we get that a 3-permutable congruence distributive variety satisfies α(S • T ) ⊆ αS • αT • αS • αT , that is, (1.1) holds with k = 4. We show that we cannot improve this to k = 3 even when S is a congruence and even in a 3-distributive, 3-permutable variety with a 4-unanimity term. On the other hand, congruence distributive 3-permutable varieties do satisfy α(S • γ) ⊆ αS • αγ • αS. With respect to the displayed formula in the abstract, the symmetry is only apparent. Here the relation assumed to be a congruence is placed in the middle of the right-hand side; in the displayed formula in the abstract it appears two times on the borders.
Implication algebras and a reduct
We need to introduce some definitions and recall some facts in order to present our constructions. The variety of Boolean algebras is denoted by BA. We shall denote by +, · and ′ the operations of a Boolean algebra. The variety I of implication algebras is the variety generated by polynomial reducts of Boolean algebras in which i(x, y) = xy ′ is the only basic operation. Equivalently, I is the variety of algebras with a binary operation i which satisfies all the equations satisfied by the term xy ′ in Boolean algebras. A more frequent description of implication algebras uses the term x + y ′ , instead, but Boolean duality implies that we get the same variety. Mitschke [9] showed that the variety of implication algebras is 3-distributive, not 2-distributive (that is, I has no majority term), 3-permutable and not permutable.
If A is an implication algebra and a, b ∈ A, we shall usually write ab ′ in place of i A (a, b), resorting to the latter expression only when we need to point out the operation nature of i A . When no ambiguity is possible, we shall omit the superscript A , that is, we shall not distinguish between a term and its interpretation. Notice that, under the above definitions, i(x, i(y, z)) represents the Boolean term f (x, y, z) = x(y ′ + z). Sometimes it will be simpler to deal with the corresponding reduct I − of BA. Namely, I − is the variety generated by reducts of Boolean algebras having f as the only basic operation. Since
in Boolean algebras, we get that the Boolean term x(y + z) is expressible both in I and in I − . In particular, taking y = z, the meet xy is expressible in both varieties. Thus we get that all algebras in I and I − have a semilattice structure, hence a naturally defined partial order. This natural order shall be particularly useful in what follows. If A ∈ I − and A has a minimum a under the above-mentioned order, then the position i(x, y) = f (x, y, a) defines the structure of an implication algebra on A. In this respect, there is no big difference between I and I − . On the other hand, for certain purposes, it is much easier to deal with I − . For example, the free algebra in I − generated by two elements x, z has only 3 elements (just add xz) rather than the 6 elements of the free algebra in I, which contains also xz ′ , x ′ z and xx ′ = zz ′ .
Theorem 2.1. For some algebra A in the variety I of implication algebras, the identity
fails, for certain congruences α, β and tolerance Θ on A and where juxtaposition denotes intersection.
Proof. It seems easier to work in the free algebra F in I − generated by three elements x, y and z. Then we shall show how to transfer the result to I, as implicit in a comment above. In Example 2.3 below we shall describe an algebra of smaller cardinality for which Theorem 2.1 still holds.
It is rather easy to see that F consists of the elements of the following form
for all possible permutations of the triple (x, y, z). This can be proved directly; another proof shall be given in Remark 2.2. Let α, β and γ be, respectively, the smallest congruences containing (x, z), (x, y) and (y, z). We first consider those elements of F which are αβ-related to x or to z. Then we shall define an appropriate tolerance Θ.
Since we are in a free algebra, then, for every ternary term t, we have that, say, t F (x, y, z) α t F (x, y, z) holds if and only if the equation t(x, y, x) = t(x, y, x) is valid in I − . Using (F) and the above remark, one easily sees that the only (other) element αβ-connected to x is x(y + z) and that the only (other) element αβ-connected to z is z(y ′ + x). Moreover, both x γ z(y ′ + x) and x(y + z) γ z fail.
Let Ψ be the binary relation on F defined in such a way that two elements a, b ∈ F are Ψ-related if and only if at least one of the following conditions holds:
(a) both a ≤ x and b ≤ x, or (b) (either a ≤ y or a ≤ z, possibly both) and (either b ≤ y or b ≤ z, possibly both).
The relation Ψ is trivially symmetric; Ψ is also reflexive, since every element of F is ≤ than either x, y or z. We claim that Ψ is admissible, thus a tolerance. Indeed, if a Ψ a 1 is witnessed by (a), then a(b ′ + c) ≤ x and a 1 (b
is ≤ than y or z and the same holds for a 1 (b
. We have proved that Ψ is a tolerance. Now let Θ be the intersection γΨ, thus Θ is tolerance. We have y Θ z, hence y witnesses (x, z) ∈ α(β • Θ), recalling the definitions of α and β. Since Θ ⊆ γ, then both x Θ z(y ′ + x) and x(y + z) Θ z fail. Moreover, since Θ ⊆ Ψ, we have that both x Θ z and x(y + z) Θ z(y ′ + x) fail. Since, as we mentioned at the beginning, x is αβ-connected only to x(y + z) and z is αβ-connected only to z(y
Since xyz is the minimum of F, then, as in a remark before the statement of the theorem, if we let i
, we get the structure of an implication algebra F * on F . Trivially, F * and F have the same polynomials, hence the same admissible relations; in particular, Θ is still a tolerance on F * . Otherwise, rephrase the argument in the proof that Ψ is a tolerance on F. For example, if a Ψ a 1 is witnessed by (a), then ab ′ ≤ x and
The other case is similar. All the other arguments carry over unchanged, hence the identity (2.1) fails in the implication algebra F * , too.
We now present a more concrete description of the above algebra F, as a subset of the free Boolean algebra on 3 elements. We also show that we can have a counterexample of smaller cardinality. Remark 2.2. A generic element b of the free Boolean algebra B generated by 3 elements x, y and z can be expressed in the form
of the two-elements Boolean algebra 2 and we shall identify B and 2 8 . Under this identification, x is (1, 1, 1, 1, 0, 0, 0, 0), y is (1, 1, 0, 0, 1, 1, 0, 0) and z is (1, 0, 1, 0, 1, 0, 1, 0). The algebra F used in the proof of Theorem 2.1, the free algebra in I − generated by x, y and z, is naturally identified with a subset of B, hence with a subset of 2 8 . All the elements of F are ≥ xyz, since x, y and z are all ≥ xyz and the operation f (u, v, w) = u(v ′ + w) preserves this property. Thus all the elements of F have 1 as the first coordinate. In passing, notice that this would be false, were we considering a free algebra in I. For example, xx ′ = (0, 0, 0, 0, 0, 0, 0, 0). This is another way to see that free algebras in I are much larger than free algebras in I − . Returning to F, we have that every element of F is ≤ than at least one among x, y and z. Indeed, this property, too, is preserved by f , since if, say, a ≤ x, then a(b + c) ≤ x. Let G be the set of those elements of 2 8 which have 1 as the first coordinate and that are ≤ than at least one among x, y and z. The above arguments show that F ⊆ G. There are 8 elements of G which are ≤ x. Moreover, there are 2 elements of G which are both ≤ x and ≤ y, namely (1, 1, 0, 0, 0, 0, 0, 0), corresponding to xy, and (1, 0, 0, 0, 0, 0, 0, 0), corresponding to xyz. Finally, only the latter element is ≤ than all among x, y and z. By symmetry and by the inclusion-exclusion principle, G has 8 + 8 + 8 − 2 − 2 − 2 + 1 = 19 elements. Since the list (F) in the proof of Theorem 2.1 provides exactly 19 elements, e. g., x(y ′ + z) contributes 6 times, x(y + z) contributes 3 times, etc., we get that F = G. In particular, the above argument provides a proof that the list (F) is complete.
Under the above identifications, x(y + z) is (1, 1, 1, 0, 0, 0, 0, 0) and z(y ′ + x) is (1, 0, 1, 0, 0, 0, 1, 0) . Again under the identifications we have performed, γ is the intersection of the kernels of the 1st, 4th, 5th and 8th projections, that is, the projections corresponding to those coordinates in which y and z assume the same values. A similar description works for α and β. Explicit definitions of Ψ and Θ are not particularly convenient, hence we maintain the definitions given in the proof of Theorem 2.1. We now see that we can disregard a certain number of components, in such a way that the arguments in the proof of Theorem 2.1 are still valid. We need, respectively, the 4th and the 5th components in order to ensure that x = x(y + z) and z(y ′ + x) = z and, more generally, that both x γ z(y ′ + x) and x(y + z) γ z fail, thus also the corresponding Θ-relations fail. Moreover, we need, respectively, the 3rd, the 2nd and the 7th components in order to ensure that neither x(y + z) ≤ y, nor x(y + z) ≤ z, nor z(y ′ + x) ≤ x. This is sufficient to show that x(y + z) and z(y ′ + x) are not Θ-related. Hence we can do without the first and the last components (obviously), but we can also discard the 6th component. We present the explicit details in the following example. consisting of those elements which are ≤ than at least one amongx,ŷ orẑ. ThenÂ = (Â, i) is an implication algebra. Letα be the kernel of the second projection,β be the intersection of the kernels of the first and of the fifth projections,γ be the intersection of the kernels of the third and of the fourth projections. LetΨ be defined by the conditions corresponding to (a) and (b) in the proof of Theorem 2.1 andΘ =γΨ. Then (x,ẑ) ∈α(β •Θ) and the same arguments as in the proof of Theorem 2.1 show that (x,ẑ) ∈αβ •Θ •αβ, thus the identity (2.1) fails inÂ.
Of course, we could have directly presented the above example and the proof for it; however, working in the free algebra F in I − presents no essential difference and we believe that, in the end, the idea of the proof becomes more clear and intelligible working in F. The set A has cardinality 15, rather than 19. The considerations in Remark 2.2 suggest that this is likely the smallest set over which a counterexample to (2.1) can be constructed.
Remark 2.4. In [5] we showed that, under a fairly general hypothesis, a variety V satisfies an identity for congruences if and only if V satisfies the same identity for representable tolerances.
By [9] , I is 3-distributive that is, I satisfies the congruence identity α(β • γ) ⊆ αβ • αγ • αβ; on the other hand, I fails to satisfy this identity when α, β and γ are interpreted as tolerances, by Theorem 2.1. Hence the assumption of representability is necessary in [5] , even in the case 3-distributive 3-permutable varieties. A similar counterexample in the case of 4-distributive varieties has been presented in [7] .
An expansion with a near-unanimity term
Mitschke [9, 10] showed that I is 3-distributive, 3-permutable and has no near-unanimity term. Since I fails to satisfy (2.1), it is natural to ask whether the existence of a near-unanimity term, together with 3-distributivity and 3-permutability, is sufficient to imply (2.1). We show that this is not the case, either.
Let g be the lattice term defined by g(u 1 , u 2 , u 3 , u 4 ) = j =j (u i + u j ), where the indices on the product vary on the set {1, 2, 3, 4}. The term g is clearly a near-unanimity term in every lattice, in particular, in Boolean algebras. Let I nu denote the variety generated by polynomial reducts of Boolean algebras in which both i and g are taken as basic operations. Proof. We have to show that (2.1) fails in I nu ; all the rest follows from the above comment and the mentioned results by Mitschke.
The algebraÂ constructed in Example 2.3 is a polynomial reduct of the Boolean algebraB = 2 5 . If we show thatÂ is closed under gB, then we clearly get an algebra in I nu . Hence suppose that a 1 , a 2 , a 3 , a 4 ∈Â. By the definition ofÂ, for each index j, either a j ≤x, or a j ≤ŷ, or a j ≤ẑ. Since we have four elements at hand, then one of the above three eventualities occurs twice (at least). Suppose that, say, a 1 , a 2 ≤x. Then gB(a 1 , a 2 , a 3 , a 4 ) ≤ gB(x,x, a 3 , a 4 ) =x(a 3 + a 4 ) ≤x. Thus gB (a 1 , a 2 , a 3 , a 4 ) ∈Â. The argument shows thatÂ is closed under gB, hence A nu = (Â, i, g) is an algebra in I nu . The relationsα,β andγ defined in Example 2.3 are congruences on A nu , too, since they are (intersections of) kernels of projections. On the other hand, it is not obvious thatΨ, and henceΘ, are tolerances.
Let us recall the definition ofΨ. Two elements a, b ∈Â areΨ-related if and only if one of the following conditions holds:
(a) both a ≤x and b ≤x, or (b) both a and b are either ≤ŷ or ≤ẑ.
Suppose that a j , b j ∈Â and a jΨ b j , for j = 1, . . . , 4. If condition (a) occurs for at least two indices, say, a 1 , a 2 , b 1 , b 2 ≤x, then, as above, g(a 1 , a 2 , a 3 , a 4 ) ≤  g(x,x, a 3 , a 4 ) ≤x, and similarly g(b 1 , b 2 , b 3 , b 4 ) ≤x, thus g(a 1 , a 2 , a 3 , a 4 ) and  g(b 1 , b 2 , b 3 , b 4 ) areΨ-related. Otherwise, condition (b) occurs for at least three indices. Hence we either have a j ≤ŷ for at least two indices, or a j ≤ẑ for at least two indices. Arguing as above, we have that, correspondingly, either g (a 1 , a 2 , a 3 , a 4 ) ≤ŷ or g(a 1 , a 2 , a 3 , a 4 ) ≤ẑ. The same argument applies to g (b 1 , b 2 , b 3 , b 4 ), as well, hence g(a 1 , a 2 , a 3 , a 4 ) and g(b 1 , b 2 , b 3 , b 4 ) areΨ-related.
We have proved thatΨ is a tolerance, henceΘ =γΨ, too, is a tolerance and all the arguments in the proof of Theorem 2.1 carry over.
Remark 3.2. Let I nu− be the polynomial reduct of Boolean algebras in which we consider only f and g as basic operations.
Consider the argument in the proof of Corollary 3.1 showing thatÂ is closed under g. When the argument is applied to the algebra F constructed in the proof of Theorem 2.1, and using the representation of F provided in Remark 2.2, we get that F , too, is closed under g. Hence the free algebras generated by 3 elements in I − and I nu− have the same base set. In other words, I
− and I nu− have the same ternary term operations. Of course, this is not the case for 4-ary term operations; in fact, by definition, g is a term of I nu− , while not a term of I − , since I has no near-unanimity term [10] .
Further identities
We now show that I satisfies the other identity mentioned in the abstract. Some results hold in a general context. If R is a reflexive binary relation on some algebra, let R denote the smallest admissible relation containing R. Let R * denote the transitive closure of R. Large parts of the following proposition are well-known. 
If V is n-permutable and congruence distributive, then V satisfies:
Proof. If, say, V is a 3-permutable variety, then, by [2] , there are terms t 1 and t 2 such that x = t 1 (x, y, y), t 1 (x, x, y) = t 2 (x, y, y) and t 2 (x, x, y) = y are equations valid in V. If S and T are reflexive and admissible, then S•T is reflexive and admissible, too, hence (4.3) is the special case of (4.2) obtained by considering S • T in place of R.
In order to prove (4.4), observe that S • T is a reflexive and admissible relation which contains both S and T , thus S ∪ T ⊆ S • T . Since S, T ⊆ S ∪ T , we get (S • T ) * = (S ∪ T ) * . By taking the reflexive and admissible relation S ∪ T in place of R in (4.2) and using alternatively S ∪ T ⊆ S • T and S ∪ T ⊆ T • S, we get (4.4). Of course, the same argument can be used to obtain again a proof of (4.3).
If in addition V is congruence distributive, then, by Kazda, Kozik, McKenzie and Moore [4] and by [6] , Θ(S • T • S • T . . . ) ⊆ ΘS • ΘT • ΘS . . . , where, relative to the number of factors on the left, we might have a much larger number of factors on the right. However we can apply the identities (4.2) -(4.4) with ΘS and ΘT in place of, respectively, S and T , obtaining a bounded number of factors on the right.
Notice the the identities (4.1) -(4.4) are in fact equivalent to n-permutability: for example, take S and T congruences in (4.4). If we take T = 0 in (4.3), we get back (4.2). Here 0 is the smallest congruence. Moreover, (4.5) -(4.7) are equivalent to the conjunction of congruence distributivity and npermutability: just take Θ = 1, the largest congruence, and use the above remark.
Notice also that (4.3) and (4.4) cannot be improved. It would be natural to expect that, say, T • S • T ⊆ S • T • S is equivalent to 3-permutability but, on the contrary, this identity is sufficiently strong to imply permutability. As above, just take S = 0, getting T • T ⊆ T , which is equivalent to permutability by (4.2) and the above comment. Compare [11] . In other words, identities like (4.3) and (4.4) are interesting only for an even number of factors on the right.
The results form Kazda, Kozik, McKenzie and Moore [4] and the observations in [6] show that, for every n, there is some (possibly quite large) k such that α(S •T ) ⊆ αS •αT •αS •. . . (k factors) holds in every n-distributive variety. The case n = 3, however, is particularly simple. If V is 3-distributive, then V satisfies α(S •T ) ⊆ αS •αT •αS •αT . Indeed, suppose that (a, c) ∈ α(S •T ), hence a α c and a S b T c, for some b. Then, using the Jónsson's terms from [3] , we get a = j 1 (j 1 (a, a, c) , a, c) S j 1 (j 1 (a, b, c) , b, c) T j 1 (j 1 (a, c, c) , c, c) = j 2 (j 2 (a, c, c), j 2 (a, a, c), c) S j 2 (j 2 (a, c, c), j 2 (a, b, c), c) T j 2 (j 2 (a, c, c), j 2 (a, c, c) , c) = c and all the above elements are easily seen to be α-related.
By slightly modifying the above computations, we also get that if V is 3-distributive, then V satisfies α(S • T ) ⊆ αS • αT • αT • αS. Indeed, j 1 (j 1 (a, c, c) We have not yet performed a completely accurate search in order to check whether some of the results presented here are already known. Credits for already known results should go to the original discoverers.
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