This paper presents a new approach to find an approximate solution for the nonlinear path planning problem. In this approach, first by defining a new formulation in the calculus of variations, an optimal control problem, equivalent to the original problem, is obtained. Then, a metamorphosis is performed in the space of problem by defining an injection from the set of admissible trajectory-control pairs in this space into the space of positive Radon measures. Using properties of Radon measures, the problem is changed to a measure-theoretical optimization problem. This problem is an infinite dimensional linear programming (LP), which is approximated by a finite dimensional LP. The solution of this LP is used to construct an approximate solution for the original path planning problem. Finally, a numerical example is included to verify the effectiveness of the proposed approach.
Introduction
In the control theory, the path planning problem finds an admissible control for steering the control system from an initial state to a desired final state in a certain finite time interval. This problem has been developed initially by the aerospace industries for trajectory modification of aircrafts and space vehicles [1] . Moreover, it is one of the most applicable control problems, especially in robot industrial and etc [2] [3] [4] . However, the inherent nonlinearity of practical systems presents a challenging path planning problem. For many systems, the conventional trial and error method can work quite well to find system schedules. But for more advanced ones, more accurate methodologies are needed. For instance, in [5] the problem of optimal path planning has been considered as a semi-infinite constrained optimization problem.
In the filed of path planning, many different solution methods have been developed [6] . Most of the conventional methods, such as road mapping [7] and potential field [8] , have some weaknesses in common. In the road mapping method, which is probabilistic, the heuristic nature of path generation leads to the difficulty in characterizing the algorithm in terms of performance, complexity, and reliability [9] . Potential field path planning method has been appeared frequently in the literatures; however, it has been plagued with inherent limitations [10] .
In [11] a chaotic genetic algorithm has been used to find the shortest path for a mobile robot to move in a static environment. Besides, in [12] a chaotic particle swarm optimization (PSO) algorithm with mutation operator has been employed in the path planning. But, since the path planning is a complex NP-hard problem, general particle swarm optimizer is slow in convergence and is easy to be trapped in local optima, especially in complex multi-apex search problem. In [13] a variational approach has been proposed for path planning in three dimensions by defining an energy integral over the path, using gradient flow on the defined energy, and evolving the entire path until a locally optimal steady state is reached. A mixed integer linear programming (MILP) method has also been proposed in [14, 15] which yields an optimization-based technique and performs quite well in specific instances. This method combines linear programming (LP) problem with the ability of constraining some subset of the state variables to be integers.
In the past few years, the idea of finding solutions of some problems by converting them to a suitable optimal control problem has received growing attentions. In [16] [17] [18] you can see some applications of this idea for solving a number of ordinary and partial differential equations. The path planning problem can also be converted to an optimal control problem by considering a suitable objective function. Therefore, optimal control concepts can be used which present a systematic approach to solve the problem. In [19] , a new optimal control problem, equivalent to the path planning problem, has been obtained by defining a new formulation in the calculus of variations. Discretizing this new problem yields a nonlinear programming (NLP) which may have a large number of variables and a large number of constraints. To overcome this difficulty and reduce the computational complexity, an iterative algorithm has also been introduced in [19] in which a sequence of reduced order NLP's is solved instead of directly solving the large NLP obtained through the discretization. However, solving NLP problems is much more difficult than solving LP ones.
In [20] a suitable tool is introduced to obtain approximate solutions for optimal control problems using the concept of measure theory [21] [22] [23] . In this approach, to find an acceptable solution, only a LP problem should be solved. Therefore, the approach has the advantage that it sets aside completely the nonlinearity of the problem. Moreover, it does not depend on the convexity of objective function. Besides, it is practical for systems with too complicated nonlinear terms.
In this paper, using the concept of measure theory, a novel practical approach is proposed to approximate the solution of nonlinear path planning problem. The proposed approach in comparison with other numerical methods works well; especially it is practical and accurate enough for systems with too complicated nonlinear terms. Moreover, as the obtained control function is piecewise constant, it is suitable for switching systems. Besides, error is completely controllable and accuracy can be improved as fine as desired.
The paper is organized as follows. Section 2 defines the problem of path planning, and Section 3 proposes a new formulation for this problem. In Section 4, a metamorphosis is performed to convert the problem to an infinite-dimensional LP in measure space. Then, by introducing two stage approximations in Section 5, a finite-dimensional LP is obtained. In Section 6, an illustrative example is presented to verify the effectiveness of the proposed approach. Finally, conclusions are given in the last section.
Definition
Consider the following general form of nonlinear path planning problem:
where   :
is the state trajectory which is assumed to be absolutely continuous on J and be constrained to stay in the compact set
is the control function which is a bounded measurable function on J and takes its values in the compact set ,
is a continuous function where V is a compact set and
x A  are the initial and final states, respectively. In addition, it is assumed that ( ) x t satisfies the differential equation of system, almost everywhere on J . Path planning problem is the problem of guiding control system from the known initial state a x at 0 a t t  to the given final state b x at f b Remark 1.1. Under the above-mentioned assumptions, the nonlinear system in (1) without the final condition
for every bounded measurable control function [24] . In this situa-
the solution of system obtained from a piecewise con-
x t is continuous piecewise differentiable and has piecewise continuous derivative [24] .
New Formulation
In [25] , there is a new formulation for the path planning problem of linear time-varying systems. Here, that formulation is extended for the nonlinear system in (1) by defining a function F as follows:
F R R F x t x t u t t x t g x t u t t
where  is a suitable continuous norm on and
where A , , and U J are as before.
Problem (3) is equivalent to the original problem (1) as the following theorem states: Theorem 3.1. Problem (1) has a solution if and only if problem (3) has an optimal solution with the corresponding zero optimal objective value.
Proof. The "only if" part is obvious. For the "if" part let be the optimal solution of problem (3) with corresponding zero optimal objective value, that is 
will be absolutely continuous and therefore is a solution of problem
(1). Thus, the proof is complete.
, problem (3) can be expressed as an optimal control problem as follows:
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where A , , , and U V J are as before. It is easy to show that problems (3) and (4) are equivalent.
as a new control vector and define
Therefore, problem (4) can be rewritten as:
where x t x  are satisfied.
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4) The state equation
Let be the set of all admissible pairs. Then, problem (5) (and equivalently (1), (3) and (4) 
x t u t t x t t v t x t t x t u t t C B
where we have:
t u t t t x t t v t x t t t x t t t x t x t
Note that it is necessary to introduce the set and the space 
we have: space of comprised of those continuous functions which depend only on the time variable. In addition, (7) implies that:
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The set of Equalities (7), (9) and (10) are the properties of admissible pairs in the new but classical formulation of the path planning problem. In the next section, by suitable generalization, a transformation into another, non-classical problem is introduced which has better properties in some aspects. 
Metamorphosis
,d H C H x t u t t t R
This mapping is a bounded linear functional on   C  which is also positive, i.e. w assigns nonnegative values to the nonnegative continuous functions 
It is said that  is a representing measure for  . Let 
Existence of the optimal measure Notice that in this case, which the set w is extended to the set , Q Q *  is not necessarily a measure corresponding to an admissible pair . w Remark 4.1. Minimization of functional (13) subject to (14) is an infinite-dimensional LP. But it is possible to approximate the solution of this problem by the solution of a finite-dimensional LP of sufficiently large dimension which will be done in the next section.
Approximation
For the first step of approximation, we consider the measures in   M   satisfying a finite number of constraints in (14) . To do this, let and x t  x , N M   as . Remark 5.2. Referring to Theorem 3.1., the optimal value of objective function in (19) can be considered as a criterion for the total error. After solving (19) if the total error is more than desirable one, it can be improved by increasing the number of variables or constraints M, of the LP problem (19) . Therefore, in this approach the accuracy can be improved as fine as desired.
N
Numerical Example
In this section we present a numerical example to show the effectiveness of the proposed approach for solving nonlinear path planning problems with a systematic algorithm. Thus, consider the following problem which has too complicated nonlinear term [19] : 
Step 1 Step 4. Calculate and then apply to the nonlinear system in (21) with to obtain Figures 1 and 2 Step 5. Compare the total error with desirable one. In this example, after solving LP the total error would be as the optimal value of objective function in LP. Since . Therefore, our proposed approach, in comparison with what has been proposed in [19] , has more accuracy together with lower computational load.
Conclusions
In this paper, a new approach has been proposed to find an approximate solution for the nonlinear path planning problem. In this approach, first a new problem, equivalent to the original problem, has been defined in the calculus of variations. The new problem can be expressed as an optimal control problem by introducing slack variable. Then, a measure theoretical approach and two stage approximations have been used to convert the optimal control problem to a finite dimensional LP. The solution of this LP is used to construct an approximate solution for the original path planning problem. The proposed approach in comparison with other numerical methods works well; especially it is practical and accurate enough for systems with too complicated nonlinear terms. Moreover, error is completely controllable and accuracy can be improved as fine as desired. In addition, as the obtained control function is piecewise constant, it is suitable for switching systems. Effectiveness of the proposed approach has been verified using a numerical example.
