The nonlinear multigrid method is applied to a transistor problem in one dimension. A weak spot in the linearization of the well-known ScharfetterGummel discretization scheme is reported. Further it is shown that both the residual transfer and the solution transfer from a ne to a coarse grid need special requirements due to the rapidly varying problem coe cients. Some modi cations are proposed which make the multigrid algorithm perform well for the hard example problem.
Introduction
There is a great demand for a proper numerical simulation of semiconductors in order to reduce the costs of constructing expensive prototypes. The search for a fast and robust algorithm has proven to be a challenge. So far only a few papers have considered the multigrid solution of the discrete semiconductor equations e.g. see 1, 2 , 6 , 9 , 1 3 and therefore extensive further research is required.
In this paper we restrict ourselves on purpose to one space dimension as a preparatory study for the case of more space dimensions. We study a particular example problem which has been put forward by W. Schilders Philips, the Netherlands. This problem models a transistor and turns out to be much harder to solve than the forward or reversed biased diode problem. We apply the nonlinear multigrid method and encounter a serious di culty due to the nonlinearity of the problem. Some modi cations are proposed which signi cantly increase the robustness of the nonlinear multigrid method and which look promising also for the higher-dimensional case.
The problem
The behaviour of a steady semiconductor device can be described by the following set of equations cf. 10 : r,"r = qp , n + D; 6.1a rJ n = +qR; 6.1b rJ p = ,qR; 6.1c where J n and J p are de ned by J n = q n 1 rn , nr;
6.2a J p = ,q p 1 rp + pr: 6 .2b Substitution of 6.2 into 6.1 results in a system of three nonlinear partial di erential equations for ; n and p. In 6.1 represents the electrostatic potential, p and n describe the concentration of holes and electrons respectively. Equations 6.1b and 6.1c are called the continuity equations; J n is the electron current density, J p is the hole current density, and R is the recombination-generation rate, a function of n and p. The doping pro le D is a function of the space variable x. The quantities "; q; ; n ; p represent the permittivity, the elementary charge, the inverse of the thermal voltage and the electron and hole mobility respectively.
In this paper we consider the case of only one space dimension and assume "; ; n and p to be constant. It is common practice to replace the variables n and p by the hole and electron quasi-Fermi potentials n and p de ned by the relations: n = n i e , n ;
6.3a p = n i e p, : 6.3b
On the one hand, by this change of variables, the nonlinearity of the problem is strongly increased, on the other hand the values assumed by ; n ; p are in a much more moderate range. For extensive discussions on the choice of variables see 9, 10 . Using 6.3 the equations 6.1 are transformed into ,rJ = n i qe p , , e , n + qD; 6.4a ,rJ n = +qR; 6.4b ,rJ p = ,qR; 6.4c where J is de ned by J = "r; 6.5 and J n ; J p are now de ned by J n = n e , n r n ; 6.6a J p = p e p , r p ; 6.6b with n = n i q n ; p = n i q p :
6.7
In this paper we adhere to the formulation 6.4 6.7.
A particular one-dimensional model problem
We will focus our attention to a particular hard one-dimensional model problem which has been supplied by S c hilders 14 . Here the problem constants are The equations 6.4 are de ned on the domain = 0; 8 10 ,4 cm. We have three contacts to our semiconductor device the one-dimensional model of a transistor: the emitter E, the basis B and the collector C see Figure 6 .1. In Figure 6 .2 the doping function Dx is shown after the transformation D ! signD log 10 1 + jDj:
Boundary conditions at the emitter E are:
p , n + D = 0 i.e., vanishing space charge;
6.9a n = V E ;
6.9b J p = 0:
6.9c 6.11b p = V C :
6.11c
For fteen di erent cases, each c haracterized by a pair of voltages V E ; V C , the solution is required see Table 6 .1. Figure 6 .6 shows the solution-component for the subsequent cases. 
Discretization
At the outset of this section we give a short preview of its contents. In order to abide by the law of conservation we use a nite volume technique based on the piecewise constant approximation of J ; J n and J p . As a consequence we arrive at a cell-centered version of the well-known Scharfetter-Gummel scheme 4, 9 , 1 1 . We examine how the nonlinear discrete operator depends on the discrete solution.
Box integration
The interval = x 0 ; x N is split up into disjoint boxes 
Box discretization
We i n troduce the variables j ; n;j ; p;j T , j = 1 1 N, which are associated with the centers x j,1=2 of the boxes B j . Let denote approximation by midpoint quadrature.
We then de ne 6.14c j = 11N: We make the assumption that J ; J n and J p are piecewise constant on the dual set fD j g, see 4, 9, 1 1 and correspondingly we use the notation J ;j ; J n;j ; J p;j . By this assumption and applying 6.14 we arrive at the following discrete equations: ,J ;j + J ;j,1 , S j = F j ; 6.15a ,J n;j + J n;j,1 , R j = 0; so the p -stencils correspond with an L-matrix. Further, at the exact discrete solution, i.e., when ,J p;j + J p;j,1 = 0 is satis ed, it follows from 6.20d that stpj; 0 = ,stpj; ,1 + stpj; +1; so then the L-matrix also possesses weak diagonal dominance provided there is at least one stencil corresponding with a Dirichlet boundary condition, see 15 . However, in the middle of some iterative process to determine the solution, we m a y w ell have negative residuals so that 6.20d implies the loss of diagonal dominance. Therefore ill-conditioning and numerical di culties can be expected.
The Newton method and expedients
An obvious way of solving the set of nonlinear equations 6.17 is application of the Newton method. Because the Newton method is not globally convergent and the operator M h is strongly nonlinear in the variables ; n ; p w e use two additional tools which are considered subsequently in this section:
1. Correction transformation. 2. Smoothing of the Newton-iterates. It turns out that these expedients make the Newton method well applicable. Other modi cations of the Newton method including inexact line searches and related techniques have been found to be reliable elsewhere see 4 .
In two or more space dimensions direct application of the Newton method to 6.17 would involve large storage requirements and the solution of large linear systems. If well designed, a nonlinear multigrid algorithm holds out a prospect of both a computational complexity which is linear in the number of grid-points and low storage requirements even for the case of two or more space dimensions. Therefore we w ant to apply the Newton method only for very coarse grids and we restrict the use of the Newton method as a coarsest grid solver for multigrid methods Section 6.5.
Correction transformation
The correction transformation, introduced by Schilders 10 is a device to transform the Newton-correction d; d n ; d p , computed by linearization with respect to ; n ; p , into the correction for these very variables that would be obtained if linearization were applied with respect to ; n ; p . Because the system in terms of ; n ; p i s m uch less nonlinear, a much better convergence behaviour of the Newton method can be expected. By performing the calculations in terms of ; n ; p and applying a transformation afterwards, we a void complications due to the extremely wide range of values of n and p. In this way w e take advantage of the bene ts of both variable-sets 9, 1 0 , 1 4 .
Smoothing
In Section 6.4.1 we pointed out a technique to improve the global convergence behaviour of the Newton method. Even yet di culties are encountered when we apply the improved Newton method. As an example consider Figure 6 .3 which shows subsequent Newton iterates for case 12 starting from the solution for case 11. The dips in the iterates are attended with very small pivot numbers while solving the linear systems. Section 6.3.3 explains the ill-conditioning whenever there is a large residual somewhere. Arti cially increasing the main diagonal of the Jacobian turned out to be not e cient. Simply cutting o the correction at certain points is hardly justi able because of lack of a more or less general criterion to do so. A more appropriate way o f handling the phenomenon sketched above is to apply relaxation or smoothing sweeps at the beginning of the Newton process cp. 9 . As a smoother the collective Sym-metric Gauss-Seidel relaxation CSGS can be used. It is called collective because at each b o x w e solve collectively the three nonlinear equations which arise employing Newton's method.
We will present here some numerical results to show the e ect of smoothing. The grid is more or less uniform and satis es x N=4 = B. The set of voltages fV E ; V C g for which a solution is required is de ned in Table 6 .1. For each case 0 the solution of the previous case serves as a starting solution; in case 0 we start with n;j = p;j = 0, for all j, and is determined by assuming space charge neutrality. We use the correction transformation. For the solution of the linear systems we apply row-scaling followed by r o w-pivotting. Table 6 .2 shows the number of Newton sweeps required to reach a correction with absnorm 10 ,12 , and the smallest pivot-number encountered during the solution process. Table 6 .2 also contains the results for the case when in addition a CSGS-sweep is applied each time after a Newton-correction for which the in nity norm of the correction was larger than 0.1. This method will henceforth be referred to as Newton-CSGS. We observe that in the di cult cases Table 6 .2: Number of Newton-and CSGS-sweeps used, and smallest pivot-numbers; N = 32.
No smoothing applied Smoothing applied Smallest Smallest case Newton-pivotNewton-CSGSpivotsweeps number sweeps sweeps number 0 the Jacobians generated within the Newton method are far from being singular e.g., compare for case 12 in Table 6 .2 and therefore no large dips in the Newton-corrections do occur. Experiments for N = 1 6 ; 64; 128 show results similar to Table 6 .2.
The multigrid method
More advanced ways of solving a set of nonlinear equations are the Full Approximation Scheme FAS 5 , and the Nonlinear Multigrid Method NMGM 7 . Both multigrid methods are very similar although the NMGM is more general. The multigrid method has already found many speci c applications in the elds of elliptic, parabolic and hyperbolic equations and integral equations as well. Recently, also in the eld of semiconductor equations research o n m ultigrid methods has been initiated see 1, 2, 6, 9 , 1 3 . If well applied, a multigrid method can be optimal in the sense that the rate of convergence is independent of the mesh-size. An important advantage of the FAS NMGM-method is that no large linear systems need to be stored and solved. The subsequent stages of a usual FAS-method, applied to 6.17, are:
1 4. Interpolate the correction, computed on H , o n to h and add the correction to q h . 5. Apply q nonlinear relaxation sweeps. The combination of stage 2,3 and 4 is called the coarse grid correction CGC. Stage 3 may be obtained by applying a number of FAS-cycles on the coarser grid. In this way a recursive procedure is obtained in which a sequence of increasingly coarser grids is used. In this paper we use p = q = = 1 throughout. In the subsections to come we will de ne precisely the coarse grid correction and the grid transfer operators involved. In Section 6.6 a signi cant improvement of the CGC will be introduced. It consists of a solution-dependent adjustment of the restriction of the residual d h .
6.5.1 Nested boxes Let a coarse grid H , a discretization of , be given by the set of boxes fB H;j g j=11N . From H we construct the next ner grid h = fB h;j g j=112N by division of each sequence of increasingly ner grids. By de nition all boxes are nested. Of course, the corresponding dual boxes are not nested. For all our numerical experiments in this paper we assume in addition that B h;2j,1 and B h;2j have equal size.
Restriction operators
For the problem 6.13 on , let S denote the domain and V the range of nonlinear operator M. For each discretization on h , w e h a ve the spaces S h and V h , the discrete analogues of S and V .
Let the restriction operator for right-hand side functions 6.25b
The restriction operator for solutions R h : S ! S h 6.26 may be de ned by the well-known fullweighting operator 5 .
Prolongation interpolation
A prolongation transfers a solution from a coarse grid to a ner one: only true on an unfeasibly ne grid. Secondly, linear interpolation does not satisfy here the so-called Galerkin condition
.28 which is a condition that ascertains the reduction of low frequency components in the residual after a CGC. Hemker 9 has introduced a prolongation which is based on the assumption of smoothness of uxes, and which satis es 6.28 for the simpli ed case that all S j and R j are zero, see 6.15. Here, we use the same assumption but we choose a short and convenient formulation in order to handle also the situation near the inner boundary point B. Figure 6 .4 depicts how the dual box L,R is divided into the boxes L,M and M,R . The assumption reads that J ; J n ; J p are constant on L,R . Given the values of the variables ; n ; p a t L and R we wish to compute the values at L 0 and R 0 . From 6.16a it follows that j L 0 and j R 0 can be computed by linear interpolation. For p we rst determine the value at the wall M. If 
Full Multi-Grid
The full multigrid FMG algorithm provides the e cient construction of an initial approximation to the solution on a ne grid, once a solution on a coarse grid has been computed cf. 5, 7 . Let coarse be the coarsest grid and ne be the nest one. i.e., the dope-function integrated over box B j . By means of 1 3 we compute the integral as a Riemann-sum over a larger number of subintervals. This is more accurate because D is a rapidly varying function. In the numerical experiments to come we use = 1 throughout. For SOLVE we use the techniques of Section 6.4.
Adaptation of the Coarse Grid Correction
Hemker 9 successfully applied box-centered multigrid FAS iteration to the forward and the reverse biased diode problem. A key feature in his application is the prolongation based on locally constant uxes. This prolongation has been reformulated and made suitable for the transistor problem in Section 6.5. Application of the same MG-algorithm to the transistor problem, gives rise to a complication in the CGC due to drastically varying problem coe cients. This complication and possible remedies are the topics of this section.
Improper solution transfer
The rst attempt of applying multigrid to our speci c problem was done by employing BOX-FMG with only two grids. The coarse grid problem 6.34b, within the CGC of FAS, was to be solved up to machine-accuracy by means of Newton-CSGS. For several cases of our test-problem it turned out that the two-grid-algorithm gets stuck precisely at stage 6.34b of the CGC. This is remarkable because Newton-CSGS was shown in Section 6. H and the two grid-algorithm gets stuck.
We will now con rm the foregoing by considering our discretized problem in more detail. Consider the center of the p -stencil given by 6.20b and let us suppose that is monotonous on x j,3=2 ; x j,1=2 ; then either s, j,1 1 o r s j 1. The solution at M on the coarse grid somehow relates to the solution at L and R on the ne grid for instance by means of the full weighting restriction. If M p , is small a smooth solution then obviously a H M does not di er much from either a h L or a h R . If M p , is large a steep gradient in the solution then a H M may di er orders of magnitude from both a h L and a h R , and therefore the MG-algorithm may get stuck a s w as pointed out in the previous subsection. A radical remedy to meet this situation is to prevent M p , from getting large, i.e., to introduce local re nement of the mesh just where the solution has a large variation M p , , e.g., by means of equidistributing the variation. However, we want to be able to nd solutions without much re nement, in order to apply coarse grids in our MGalgorithm. Besides, a solution without much resolution can serve as a guide for where a local mesh re nement should take place. 6.37 at each center M. For a smooth part of the solution this fraction will be near one, for a rapidly varying part of the solution it will be near zero, so that the solution q old h will be preserved. The foregoing is the motivation for the following modi cation of the FAS-algorithm MFAS using the notation of Section 6.5. The superscripts l , 1; l refer to l,1 ; l respectively.
The rst component of the restricted residual needs not to be adjusted. The de nition originates from the evaluation of expression 6.37. By means of 6.38b 6.38c the numbers l,1;j;2 and l,1;j;3 are rounded o upwards to 1 when l,1;j ; l,1;j are 1 2 . Summarizing, we observe the following from 6.38 and the body of MFAS: 1. Where q l is smooth, d l,1 will not be suppressed. 2. Where q l depicts a steep gradient, d l,1 may be strongly suppressed.
3. Let 0 be some xed grid, then, for l ! 1 , the matrix l,1 becomes asymptotically the identity matrix. 4. By a proper local mesh re nement the suppression of d l,1 will decrease. The performance of the modi ed FAS-algorithm will be shown and discussed in Section 6.7.
In the nonlinear multigrid algorithm as proposed by Hackbusch 7, p. 187 In recent work of Hackbusch and Reusken 8 a global parameter is proposed by which the coarse grid correction should be damped. For a limited class of problems an appropriate can be computed. Important di erences with our approach are the following: 1. is a damping parameter for the correction, instead of the residual. 2. is a global parameter, i.e. the same is used at each di erent b o x. 3. After su cient FAS-sweeps the damping parameter converges to 1, the parameters l,1;j;2 , l,1;j;3 do not and should not converge to 1. 4. The -parameter is meant to enlarge the domain of guaranteed convergence on the analogy of the damping parameter in the Newton method; the l,1 -operator is meant to deal with discrepancies between the operators M l,1 and M l due to rapidly varying problem coe cients.
Numerical results
In this section we i n vestigate the performance of our nonlinear multigrid-algorithm. We focus our attention on the e ects of local suppressing of the restricted residual The performance of the MFAS-algorithm is shown in The average number of MFAS-sweeps necessary to obtain an additional reduction factor 10 ,1 of the residual-norm after the application of BOX-FMG. After FMG The last column shows the scaled norm of the residual, after application of BOX-FMG see Section 6.5.5, = 1. In each case 0 we obtain a starting approximation of the solution on the coarsest grid by means of continuation and application of Newton-CSGS see Section 6.4.2.
For Table 6 .3 the multigrid procedures are applied with 3 grids, with N = 16, 32, 64, respectively. In the event o f n o c o n vergence the symbol? is written. We observe that the use of the -operator, combined with a proper choice of the coarse grid solution, gives convergence for all cases. In the cases 3 6 the use of the -operator is essential for convergence. The use of the -operator does not slow d o wn convergence in the cases where it is not needed case 0 2 and 7 14. We observe further that apparently the full weighting approximation of the ne grid solution on the coarse grid may be a poor one. Experiments for more and ner grids showed almost identical results for Table 6 .3. Further we observe that mere application of BOX-FMG, without further MFAS-sweeps, already gives fairly accurate results which m a y b e w ell enough for practical purposes. Figure 6 .6 shows the electrostatic potential as computed on a grid of 128 boxes. For two t ypical cases, case 4 and case 12, we i n vestigate the grid-dependence of the multigrid convergence. In Figure 6 .7 we show the 10-logarithm of the scaled residual norms after subsequent F AS-sweeps, starting from the result obtained by B O X-FMG. The coarsest grid contains 16 boxes; for the nest grid we take 32, 64, 128 and 256 Figure 6 .6: The electrostatic potential on a 128-grid.
boxes, respectively; is applied without application of case 4 persistently depicts divergence. We observe that the multigrid convergence becomes grid-independent when the mesh-size of the nest grid decreases. This indicates that the semiconductor problem has been treated correctly at each m ultigrid stage. Hereby i t i s s h o wn that even for the strongly nonlinear and particular hard problem it is possible to compose a multigrid method with optimal multigrid e ciency. Of course, considered in one space dimension only, competitive methods are available. However, the multigrid method as developed in this paper o ers several clues for the foundation of a MGalgorithm which solves the semiconductor problem also in more space dimensions with a computational complexity that is linear in the number of gridpoints. In order to give some insight i n to the behaviour of the -operator, we show in Figure 6 .8 the solutioncomponents and n for case 4 on a 64-grid and a graph of 2;j;2 see 6.38b. We observe the typical behaviour that 2;j;2 equals 1 almost everywhere, except for some isolated points.
Conclusions
We nd, by deriving explicit expressions for the entries of the Jacobian, that the linearization of the Scharfetter-Gummel discretization scheme contains a weak spot. When applying full multigrid followed by F AS NMGM-iterations to our one-dimensional transistor-problem, we nd a serious lack of robustness which is explained by the strong nonlinearity of the discretized problem. This di culty is met by adaptation of the coarse grid correction, which looks to be equally applicable for the higher-dimensional case. A proper choice of the coarse grid solutions is of importance too, e.g., the full weighting approximation is not satisfactory. Furnished with the improvements as proposed, we obtain a robust multigrid algorithm with a convergence which is independent of the mesh-size.
