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Abstract
A heuristic algorithm for computing the longest Hamiltonian tour through a set of points in the plane is given in [S.P. Fekete,
H. Meijer, A. Rohe, W. Tietze, Solving a “hard” problem to approximate and “easy” one: Good and fast heuristics for large
geometric maximum matching and maximum traveling salesman problems, Journal of Experimental Algorithms 7 (2002), article
11]. Asymptotically the value of the heuristic solution is guaranteed to be within a factor of
√
3/2 of the optimal solution. It was
shown experimentally that the algorithm does often find solutions that are much closer to the optimal answers. In this paper we
will show that in practice the heuristic algorithm is better than the
√
3/2 bound suggests. We will prove that the heuristic algorithm
is ε-optimal with a probability that approaches 1 as the input becomes a larger and larger set of points drawn from a balanced
distribution.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of finding a minimal Hamiltonian tour through a set of N points in the plane is a well-known NP-hard
problem. From [2] we known that the status of the problem of finding the longest Hamiltonian tour through a set of
points in the plane is open, i.e. no polynomial time solution is known, but neither is it known whether the problem is
NP-hard. Interestingly, in [2] it is shown that if we use the L1 metric rather than the regular Euclidean or L2 metric in
the plane, the problem of finding the largest Hamiltonian cycle through a set of points in the plane is polynomial. On
the other hand, if the points are placed on a sphere and the L2 distance metric is used, the problem has been shown to
be NP-hard.
A heuristic algorithm for computing the longest Hamiltonian tour through a set of points in the plane is given in [5].
Asymptotically the value of the heuristic solution is guaranteed to be within a factor of
√
3/2 of the optimal solution.
It is shown that for points in convex position, the solution is optimal. Experimental results [5] show that approximate
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the optimal solutions could be obtained and the approximate answers were within 0.29 percent of these upper bounds.
A polynomial time approximation scheme for computing the maximal Hamiltonian tour is presented in [2]. The
metric used in [2] for computing this approximating solution is defined by a unit ball that is a regular polygon with
f facets. In [2] it is shown that under this metric, the maximal Hamiltonian tour through n points in the plane can be
computed in O(n2f−2 logn) time. This solution can be arbitrarily close to the solution under the L2 metric, provided
that f is chosen large enough. However for larger values of f , the algorithm is impractical for large point sets.
In this paper we will show that the heuristic algorithm of [5] finds a good approximate solution if the point set is
drawn from a distribution that is balanced in the following sense: there is a point c such that for any line through c
the number of points on each side of the line is expected to be equal. Notice, that this is a wider family than the point
symmetric distributions.
We will show that for any given ε > 0 and δ > 0 the probability that the heuristic algorithm in [5] gives a tour
whose length is at least 1− ε times the length of the optimal tour is greater than 1− δ whenever at least N(ε, δ) points
are drawn.
The paper is organized as follows: In Section 2 we introduce some terminology and the heuristic algorithm. In
Section 3 and Section 4 we will show that the heuristic solution is arbitrarily close to optimal with arbitrarily large
probability.
2. Notation and the heuristic algorithm
We will use the following notation throughout the paper. The unit disk in the plane is denoted by D. If p is a point
in the plane, then |p| is the Euclidean norm of p. Elements of R2 are sometimes considered points in the plane and
at other times vectors. If p,q ∈ R2 then p − q denotes the vector from q to p. The regular L2 or Euclidean distance
between p and q is denoted by d(p,q), so d(p,q) = |p − q|. We use x · y to denote the product when x, y ∈ R and
the standard inner product when x, y ∈ R2. The interior of a subset A ⊂ X is denoted by intX(A), or simply int(A).
The circle S1 is the unit circle in the plane, and the length of an arc I ⊂ S1 is denoted by |I |. A ball of radius a  1
is denoted by Ba , i.e. Ba = {x | |x|  a}. If f :X → Y is a measurable map and μ a measure on X then f∗μ is the
measure on Y defined by
f∗μ(A) = μ
(
f −1(A)
)
with A ⊂ Y . If A ⊂ R2 then −A = {−a ∈ R2 | a ∈ A}. The sup-norm of a continuous function f :X → R, where X
is compact, is denoted by |f |0 = max{f }.
Let PN = DN be the space of sets consisting of N points in D. A set of N points in D is also called a configuration.
We will use the following notation for a configuration P = (p0,p1, . . . , pN−1) ∈ PN . Suppose that c is a point in
the plane. The Steiner Star centered at c is the set of line segments connecting c to each point in P . The length of
this Star is
∑
p∈P d(c,p). Computing the point c for which the Steiner Star has the minimal length is known as the
Fermat–Weber problem; solving it requires finding zeroes of high-order polynomials [1]. We denote the center of a
minimal Steiner Star for a configuration P by SC(P ). Let maxTSP(P ) denote a maximal Hamiltonian tour through
the points in P and let |maxTSP(P )| denote its length.
Suppose c is a point such that there are three lines h0, h1, h2 through c such that at most N/2 points of P lie to
any side of those three lines and such that the three lines make angles of π/3 with each other. In [6] it was shown
that such a point always exists. It was also shown that the Steiner Star centered at c is at most a factor of 2/
√
3 times
larger than the length of the minimal Steiner Star. We call such a point the line center, denoted by LC(P ).
The heuristic algorithm for computing a long Hamiltonian tour uses another approximation of SC(P ). Since the
sum of the distances from a point in the plane to all points in P is a convex function, it is possible to approximate
SC(P ) to arbitrary precision [4]. This approximation of SC(P ) is easier to find and generally closer to SC(P ) than
LC(P ). We call this approximation the Approximate Steiner Center, denoted by ASC(P ).
Now we will recall the heuristic algorithm to compute a Hamiltonian tour through the points of P as described in
[5]. Let
c = SC(P ) (or ASC(P )).
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the heuristic algorithm uses SC(P ). The actual algorithm is based on ASC(P ). Later we will see that both resulting
Hamiltonian tours behave the same from a probabilistic point of view.
We sort the points around c in clockwise direction and number the points as p0,p1, . . . , pN−1. If N is odd, we
connect pi with pi+(N−1)/2 for all i where the arithmetic in the indices is done modulo N . The result is a Hamiltonian
tour. If N is even, we connect pi with pi−1+N/2 for all i. Let a 2-flip consists of a removal of two edges (pi,pi−1+N/2)
and (pi+N/2,pi−1) and an addition of edges (pi,pi+N/2) and (pi−1,pi−1+N/2). Any 2-flip will result in a Hamil-
tonian tour. We choose the 2-flip that gives the longest Hamiltonian tour. This tour is denoted by H(P ) and its length
by |H(P )|. If one uses c = LC(P ) instead of SC(P ) or ASC(P ), it was shown in [5] that |H(P )| is within a factor√
3/2 of |maxTSP(P )|. Using either SC(P ), LC(P ) or ASC(P ) it was also shown that |maxTSP(P )| = |H(P )| for
points in convex position.
The experimental results in [5] show much better behaviour for large configurations than the estimate
√
3/2. The
main result in this paper deals with the behaviour of the heuristic algorithm on random configurations. The configura-
tions will consists of points that are independently chosen from a distribution μ on D. For general distributions there
can be a substantial probability that |H(P )| is significantly smaller than |maxTSP(P )|.
We will consider the distributions, the so called balanced distributions, for which the heuristic algorithm behaves
well as described in the main theorem below. First we will define balanced distributions.
Let π :D \ {0} → S1 be defined by
π(p) = p|p| .
A probability measure μ on D is balanced if
• for every line l through the origin in R2
μ(U) = μ(V )
where U and V are the two components of D \ l,
• μ({0}) = 0,
• π∗μ is an absolutely continuous probability measure on the circle.
Examples of balanced distributions are the uniform distribution, a truncated Gaussian, or even a balanced measure
whose support has some connected components. The product measure PPμ = μ × μ × · · · × μ is the probability
measure on the space of configurations PN describing stochastic configurations consisting of N  1 independently
chosen points from μ.
The following two theorems show that the heuristic algorithm computes good approximations with high probability.
The proofs of the theorems will be given in Sections 3 and 4.
Theorem 1. Let μ be a balanced measure. For every ε > 0
lim
N→∞Pμ
(∣∣maxTSP(P )∣∣ (1 + ε)∣∣H(P )∣∣)= 1.
The quality of the algorithm that computes ASC(P ) is
q = d(ASC(P ),SC(P )).
This quality can be made arbitrarily small [4]. The Hamiltonian tour constructed using c = ASC(P ), with quality q ,
is denoted Hq(P ).
Theorem 2. Let μ be a balanced measure. For every ε > 0 there exists q0 > 0 such that whenever q < q0
lim
N→∞Pμ
(∣∣maxTSP(P )∣∣ (1 + ε)∣∣Hq(P )∣∣)= 1.
If an algorithm gives an Hamiltonian tour H(P ) with |maxTSP(P )| (1+ε)|H(P )| we say that H(P ) is ε-optimal.
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3. Ingredients for the proof
The balanced measures we consider are not necessarily uniform over the disk. We introduce a partition of the disc
consisting of sectors of equal weight. In the case of Lebesgue measure this partition would just consists of sectors
with equal angle. In general they might be as shown in Fig. 1(a). The precise definition is as follows.
An n-wheel is a partition of the unit circle into interval {I0, I1, I2, . . . , In−1}, n even, such that
• ⋃n−1i=0 Ii = S1• int(Ii) ∩ int(Ij ) = ∅ whenever i = j ,
• Ii ∩ Ii+1mod n consists of a point,
• π∗μ(Ii) = 1/n,
• −Ii = Ii+ n2 mod n.
An illustration of an n-wheel with n = 16 is given in Fig. 1(a). Notice that a balanced measure has an n-wheel for
every even n 2. The sets
Si = π−1(Ii), i = 0,1,2, . . . , n − 1,
are called the sectors of the wheel. For each even n 2 we fix an n-wheel.
Let a0 > 0 be such that
μ(Ba0)
1
4
.
In the remainder of this paper, arithmetic in the indices of objects related to wheels is done modulo n, while arithmetic
in the indices of objects associated with configurations is done modulo N .
A typical configuration will have approximately equal fractions of points in each sector of a given n-wheel. We
will introduce the notion of n,a-well distributed configurations to describe precisely what we mean by this approx-
imate uniform distribution over the sectors. The precise definition is given below. Indeed, Lemma 3 states that most
configuration are well distributed.
A configuration P = (p0,p1,p2, . . . , pN−1) ∈PN is n,a-well distributed with respect to μ, n 2 even, 0 < a  1,
if the following holds
(1)1 · #{i | pi ∈ Ba0}
(
1 + 1
)
1
,N 2n 4
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N
· #{i | pi ∈ Ba}
(
1 + 1
2n
)
μ(Ba),
(3)
(
1 − 1
2n
)
1
n
 1
N
· #{i | pi ∈ Sj }
(
1 + 1
2n
)
1
n
,
where Sj is the j th-sector, j = 0,1,2, . . . , n − 1, of the previously chosen n-wheel. The set of n,a-well distributed
configurations is denoted by PN(n, a). The weak law of large numbers [3] becomes in this context
Lemma 3. For every even n 2, and 0 < a  1
lim
N→∞Pμ
(PN(n, a))= 1.
The proof of the main theorem will rely on properties of these well distributed configurations as described in the
lemmas later in this section. First we will assume that c = SC(P ).
Let P = (p0,p1,p2, . . . , pN−1) ∈ PN be a configuration and for each i = 0,1,2, . . . ,N − 1. Let pˆi be the point
that follows pi in the heuristic Hamiltonian tour. So
pˆi = pj
with |j − i| N2 + 1 and {pˆi | i = 0,1,2, . . . ,N − 1} = P .
The angle between pˆi − c and pi − c is denoted by φ(pi) ∈ [0,π], i.e.
cos
(
φ(pi)
)= (pˆi − c) · (pi − c)|pˆi − c| · |pi − c| .
Also define φ0(pi) ∈ [0,π] to be the angle between the line segment connecting the origin to −pi and the line segment
connecting the origin to pˆi ,
cos
(
φ0(pi)
)= −pi · pˆi|pi | · |pˆi | .
Let n  2 be an even number and let Si be a sector of the corresponding n-wheel, i = 0,1,2, . . . , n − 1. Let
j = i + n2 . Now define Zi to be the union of five sectors, namely the sector −Si = Sj together with the two pairs of
neighbouring sectors
Zi = Sj−2 ∪ Sj−1 ∪ Sj ∪ Sj+1 ∪ Sj+2
and let θi be the angle of the sector Zi , i.e.
θi = |Ij−2| + |Ij−1| + |Ij | + |Ij+1| + |Ij+2|.
The above definitions are illustrated in Fig. 1.
Lemma 4. For every n 10 there exists N0  1 such that the following holds. Let N N0 and P = (p0,p1,p2, . . . ,
pN−1) ∈PN(n,1). If pj ∈ Si then
pˆj ∈ Zi.
Moreover, there exists a constant K > 0 such that for every φ > 0
1
N
· #{j | φ0(pj ) > φ} K
φ · n.
Proof. Let pj ∈ Si and Fi and Gi be the connected components of D \ (Si ∪ Zi). Observe, that the set Fi ∪ Si is a
union of n2 − 2 sectors of the n-wheel. Hence, using (3)
1
N
· #{k | pk ∈ Fi ∪ Si}
(
1 + 1
2n
)
· 1
n
·
(
n
2
− 2
)
= 1
2
− 7n + 4
4n2
<
1
2
− 1
n
.
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1
N
· #{k | pk ∈ Gi ∪ Si} 12 −
7n + 4
4n2
<
1
2
− 1
n
.
If pˆj ∈ Fi then #Fi  12N −1. This contradicts the above estimates whenever N > n. Similarly, we prove that pˆj /∈ Gi .
Hence,
pˆj ∈ Zi.
Given a point, x ∈ S1, on the circle. Then
#{i | x ∈ Zi} = 5.
Choose φ > 0 and let
Nφ = #{i | θi > φ}
then
Nφ · φ  2π · 5.
Hence,
μ
( ⋃
θi>φ
Si
)
 1
n
· 2π · 5
φ
.
The configurations in PN(n,1) are well distributed with respect to μ. Hence
1
N
· #{i | φ0(pi) > φ}
(
1 + 1
2n
)
· μ
( ⋃
θi>φ
Si
)
.
This implies the second statement of the lemma. 
Proposition 5. For every a > 0 there exist n0  10 and N0  1 such that the following holds. Let n n0 and N N0
then
SC(P ) ∈ Ba
for every P ∈PN(n,1).
Proof. Let H = {(x, y) ∈ D |x  0} and ∂H = H ∩ S1 and denote the counter clock-wise rotation over an angle φ by
Rφ . Fix a ∈ (0,1] and let r = (a,0) ∈ D.
Given t ∈ ∂H and φ ∈ [0, π2 ], let α ∈ [0,π] be the angle between t − r and r , i.e.
cos(α) = (t − r) · r|t − r| · |r| .
And α+ ∈ [0,π] be the angle between −Rφt − r and r and α− ∈ [0,π] be the angle between −R−φt − r and r .
Finally let
α′ = max{α+, α−}.
For an illustration, see Fig. 2.
Define
Δr(t, φ) = cos(α) + cos(α′).
This function has the following properties
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• there exists a K > 0 such that
|Δr |0,
∣∣∣∣∂Δr∂t
∣∣∣∣
0
,
∣∣∣∣∂Δr∂φ
∣∣∣∣
0
K,
for all r = (a,0), a ∈ (0,1], where |f |0 is the sup-norm, or maximum of f ,
• if |r| |r ′| then for every t ∈ ∂H and φ ∈ [0, π2 ]
Δr(t, φ)Δr ′(t, φ),
• for every t ∈ ∂H \ {(1,0)}
Δr(t,0) < 0.
We will prove the proposition by contradiction. Select an n-wheel and fix P ∈ PN(n,1) and assume without loss
of generality that
SC(P ) = r = (a,0)
with a > 0.
Define α(xi) to be the angle between SC(P ) and pi − SC(P )
cos
(
α(pi)
)= (pi − SC(P )) · SC(P )|pi − SC(P )| · |SC(P )| .
It has been shown in [1] that
N−1∑
i=0
cos
(
α(pi)
)= 0.
To rewrite the above sum we will introduce three classes of points
J = {pi | pi ∈ H, pˆi /∈ H},
A= {pi | pi ∈ H, pˆi ∈ H},
B = {pi | pi /∈ H, pˆi /∈ H}.
Notice that there are only six sectors Si of the n-wheel for which Si ∩H = ∅ and Zi ∩H = ∅. Namely, the two sectors
which intersect the boundary of H and there two neighboring sectors inside H. Hence, by using Eq. (3),
1
#A 6 · 1 ·
(
1 + 1
)
 12 .N n 2n n
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1
N
#B  6 · 1
n
·
(
1 + 1
2n
)
 12
n
.
Using these three classes one gets
1
N
·
∑
pi∈D
cos
(
α(pi)
)= 1
N
·
∑
pi∈J
cos
(
α(pi)
)+ cos(α(pˆi))+ 1
N
·
∑
pi∈A
cos
(
α(pi)
)+ 1
N
·
∑
pi∈B
cos
(
α(pˆi)
)
.
The sums over A and B we can estimate by
1
N
·
∑
pi∈A
cos
(
α(pi)
)+ 1
N
·
∑
pi∈B
cos
(
α(pˆi)
)
 2 · 12
n
= 24
n
.
Therefore
0 = 1
N
·
N−1∑
i=0
cos
(
α(pi)
)
 1
N
·
∑
pi∈J
cos
(
α(pi)
)+ cos(α(pˆi))+ 24
n
 1
N
·
∑
pi∈J
Δr
(
π(pi),φ0(pi)
)+ 24
n
.
Notice that the function Δr is constructed in such a way that
cos
(
α(pi)
)+ cos(α(pˆi))Δr(π(pi),φ0(pi)),
the sum of these cosines is largest when pi, pˆi ∈ S1.
We split this sum over pi ∈ J into two parts. Assume n was chosen large enough and φ > 0 small enough and
consider
1
N
·
∑
φ0(pi )>φ
Δr
(
π(pi),φ0(pi)
)
 |Δr |0 · 1
N
· #{i | φ0(pi) > φ} |Δr |0 · K
φ · n,
where we used Lemma 4. Hence by choosing φ · n large we can control the above sum.
As before let Ij , j = 0,1,2, . . . , n − 1, be the arcs of the previously chosen n-wheel and let
ν(Ij ) = 1
N
· #{pi ∈ H | π(pi) ∈ Ij and ∣∣φ0(pi)∣∣ φ}
and
μP (Ij ) = 1
N
· #{pi ∈ H | π(pi) ∈ Ij}.
From Eq. (3) we derive that
∣∣μP (Ij ) − π∗μ(Ij )∣∣ 12n2 .
Now we will estimate the following sum using the intermediate value theorem applied to the φ-dependence of Δr(t, φ)
1
N
·
∑
φ0(pi )φ
Δr
(
π(pi),φ0(pi)
)
 1
N
·
∑
φ0(pi )φ
{
Δr
(
π(pi),φ
)+ ∂Δr
∂φ
(
π(pi), ζi
) · (φ − φ0(pi))
}
 1
N
·
∑
φ0(pi )φ
Δr
(
π(pi),φ
)+ ∣∣∣∣∂Δr∂φ
∣∣∣∣
0
· φ

n−1∑
j=0
Δr(tj , φ) · ν(Ij ) +
∣∣∣∣∂Δr∂φ
∣∣∣∣
0
· φ,
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1
N
·
∑
φ0(pi )φ
Δr
(
π(pi),φ0(pi)
)

n−1∑
j=0
Δr(tj , φ) · μP (Ij ) + |Δr |0 ·
n−1∑
j=0
∣∣ν(Ij ) − μP (Ij )∣∣+
∣∣∣∣∂Δr∂φ
∣∣∣∣
0
· φ.
Observe,
n−1∑
j=0
∣∣ν(Ij ) − μP (Ij )∣∣= n−1∑
j=0
μP (Ij ) − ν(Ij ) = 1
N
#
{
j | φ0(pj ) > φ
}
 K
φ · n,
where we used Lemma 4. Hence,
1
N
·
∑
φ0(pi )φ
Δr
(
π(pi),φ0(pi)
)

n−1∑
j=0
Δr(tj , φ) · μP (Ij ) + |Δr |0 · K
φ · n +
∣∣∣∣∂Δr∂φ
∣∣∣∣
0
· φ

n−1∑
j=0
Δr(tj , φ) · π∗μ(Ij ) + |Δr |0 · 12n2 + |Δr |0 ·
K
φ · n +
∣∣∣∣∂Δr∂φ
∣∣∣∣
0
· φ

∫
∂H
Δr(t, φ)dπ∗μ + 2 ·
∣∣∣∣∂Δr∂t
∣∣∣∣
0
·
n−1∑
j=0
|Ij | · 1
n
+ K
φ · n + K · φ,
where we replaced the sum by an integral using the mean value theorem and collected the correction terms by one
estimate which holds by taking K large enough. Let us clarify the use of the mean value theorem. Let τj ∈ Ij be such
that ∫
Ij
Δr(t, φ)dπ∗μ = Δr(τj ,φ) · π∗μ(Ij ).
Then ∣∣∣∣Δr(tj , φ) · π∗μ(Ij ) −
∫
Ij
Δr(t, φ)dπ∗μ
∣∣∣∣ ∣∣Δr(tj , φ) − Δr(τj ,φ)∣∣ · π∗μ(Ij )
∣∣∣∣∂Δr∂t
∣∣∣∣
0
· |Ij | · 1
n
.
Combining the above two estimates we get
0 = 1
N
·
N−1∑
i=0
cos
(
α(pi)
)

∫
∂H
Δr(t, φ)dπ∗μ + K
φ · n + K · φ.
The measure μ is balanced. This implies that
μ(H) = 1
2
.
As noticed before we have
Δr(t,0) < 0,
for t = π(SC(P )). Now we use that the measure π∗μ is absolutely continuous on the circle which implies that the
continuous map
β →
∫
∂H
Δr(Rβt,0)dπ∗μ
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∂H
Δr(t,0)dπ∗μ−ρ.
Because we assumed that SC(P ) = (r,0) we have to use this lower bound −ρ in our estimates. The continuous
dependence of Δr on φ implies that for φ > 0 small enough and n 10 large enough we have
0 = 1
N
·
N−1∑
i=0
cos
(
α(pi)
)
−ρ + K
φ · n + K · φ < 0,
a contradiction. We showed that for every P ∈ PN(n,1), with n 10 and N  n large enough
SC(P ) ∈ Ba. 
Corollary 6. For every a > 0
lim
N→∞Pμ
(
SC(P ) ∈ Ba
)= 1.
Remark 7. This is the only property of the Steiner center which makes that the heuristic algorithm gives an ε-optimal
Hamiltonian path, the main theorem. The center one uses to define heuristic algorithms should be chosen with some
care. For example, the average of the configuration does not have the property as stated in the previous proposition
and its corollary.
Proposition 8. For every φ,η > 0 there exist n0  10, N0  1, and a1 such that the following holds. Let n n0 and
N N0 then
1
N
· #{i | φ(pi) φ} 1 − η
for every P ∈PN(n, a1).
Proof. Let φ > 0 and η > 0 be given. Choose a1 > 0 such that
μ(Ba1)
1
2
η.
This is possible because μ({0}) = 0. According to Lemma 4 we can choose n0  10 and N0  1 such that whenever
n n0, N N0 and P ∈PN(n, a1) the set
G(P ) =
{
pi | |pi |, |pˆi | a1 and φ0(pi) 12φ
}
is large. From Lemma 4 and Eq. (2) we derive that
1
N
· #G(P ) 1 −
(
2K
φ · n +
1
2
η ·
(
1 + 1
2n
))
 1 − η.
If pi ∈ G(P ) then φ0(pi) 12φ. If the Steiner center is close enough to 0, say
SC(P ) ∈ Bδ,
for some small δ > 0 then we have also
φ(pi) φ.
Notice, PN(n, a1) ⊂ PN(n,1). Hence, Proposition 5 assures that the Steiner centers of the configurations under con-
sideration is close to the origin whenever n0 and N0 are large enough. 
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N−1∑
i=0
|pi − pˆi |K · N,
with P ∈ PN(n,1).
Proof. The proof is a variation of the proof of the previous proposition. We will use the same notation. Take η = 12 and
choose φ < π2 . Recall that the disk of radius a1 has measure μ(Ba0)
1
4 . Determine n0  10 and N0  1 exactly as
in the proof of the previous proposition. Note that the number of points in Ba0 is always taken care of by formula (2).
In this lemma we can work with configurations in PN(n,1).
Let n n0, N N0 and P ∈PN(n,1) and consider the set G(P ). We have
1
N
· #G(P ) 1 − η.
Observe,
N−1∑
i=0
|pi − pˆi |
∑
pi∈G(P )
|pi − pˆi |
√
2a0 · #G(P )
√
2a0 · (1 − η) · N. 
Proposition 10. For every a > 0 there exist q0 > 0, n0  10 and N0  1 such that the following holds. Let n n0 and
N N0 and assume that the quality of ASC(P ) is less than q0; then
ASC(P ) ∈ Ba
for every P ∈PN(n,1).
Corollary 11. For every a > 0 there exists q0 > 0 such that
lim
N→∞Pμ
(
ASC(P ) ∈ Ba
)= 1,
whenever the quality of ASC(P ) is less than q0.
4. Proof of main theorems
The proof for Theorem 1 is based on the following proposition. The proof for Theorem 2 is exactly the same and
we will omit it.
Proposition 12. For every ε > 0 there exist n0  2, N0  1, and a1 such that the following holds. Let n  n0 and
N N0 then∑N−1
i=0 |pi − SC(P )| + |pˆi − SC(P )|∑N−1
i=0 |pi − pˆi |
 1 + ε
for every P ∈PN(n0, a1).
Proof. Given two points A,B in some Euclidean space, say |A| = a, |B| = b and |A − B| = c. The angle between
−A and B is denoted by φ ∈ [0,π]. A straightforward geometric consideration gives
a + b
c

√
2
1 + cos(φ) ,
whenever φ < π . Given ε > 0 choose φ and η small enough such that√
2
1 + cos(φ) +
4η
K
 1 + ε
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that whenever N N0 and P ∈ PN(n0, a1) the following estimates hold.∑N−1
i=0 |pi − SC(P )| + |pˆi − SC(P )|∑N−1
i=0 |pi − pˆi |

∑
φ(pi)φ
|pi − SC(P )| + |pˆi − SC(P )|∑N−1
i=0 |pi − pˆi |
+
∑
φ(pi)>φ
|pi − SC(P )| + |pˆi − SC(P )|∑N−1
i=0 |pi − pˆi |

∑
φ(pi)φ
√
2
1 + cos(φ(pi)) ·
|pi − pˆi |∑N−1
i=0 |pi − pˆi |
+
∑
φ(pi)>φ
4∑N−1
i=0 |pi − pˆi |

√
2
1 + cos(φ) + 4
#{i | φ(pi) > φ}∑N−1
i=0 |pi − pˆi |
 2
1 + cos(φ) + 4
η · N
K · N  1 + ε. 
We now complete the proofs of Theorems 1 and 2. Choose ε > 0 and a configuration from the collection described
by Proposition 12, P ∈PN(n0, a1). Let H(P ) be the heuristic tour computed by the heuristic algorithm using SC(P ).
The proof of Theorem 2 only differs at this point, it uses NCP(P ) instead.
Assume first that N  1 is odd. Since any Hamiltonian tour for P has a length which is at most 2
∑N−1
i=0 |pi − q|
for any point q and Proposition 12 we have
∣∣maxTSP(P )∣∣ 2 N−1∑
i=0
∣∣pi − SC(P )∣∣ N−1∑
i=0
∣∣pi − SC(P )∣∣+ ∣∣pˆi − SC(P )∣∣ (1 + ε) · H(P ). 
Here we used the choice
pˆi = pi+N−12 ,
i = 0,1,2, . . . ,N − 1 such that (pi, pˆi) is an edge of H(P ). This finishes the proof for N  1 odd.
Now assume N  1 to be even and use the choice
pˆi = pi−1+N2 ,
i = 0,1,2, . . . ,N − 1. Let Hˆ(P) be the graph whose edges are of the form (pi, pˆi). This graph is, up to the 2-flip
described in the definition of H(P), equal to H(P). Hence,∣∣∣∣Hˆ(P)∣∣− ∣∣H(P)∣∣∣∣ 4.
We start the estimate the same as in the odd case.
∣∣maxTSP(P )∣∣ 2 N−1∑
i=0
∣∣pi − SC(P )∣∣ N−1∑
i=0
∣∣pi − SC(P )∣∣+ ∣∣pˆi − SC(P )∣∣ (1 + ε) · Hˆ(P ).
From Lemma 9 we get∣∣H(P)∣∣K · N.
Hence,
∣∣Hˆ(P )∣∣ (1 + 4
K · N
)
· ∣∣H(P)∣∣,
which finishes the proof when N  1 is even.
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