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Zooming into single cells dynamics 
– metabolite detection and cell manipulation 
Zheng Zhang, Matthias Heinemann 
Molecular Systems Biology, Groningen Biomolecular Sciences and 
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Why single cell studies? 
In the last two decades, we have seen a transition of microbiological studies from the 
population to the single-cell level due to the awareness of heterogeneity in clonal 
populations. Heterogeneity was suggested to be relevant to the formation of biofilms, 
persistence and sporulation in some species1-5 and was widely investigated in the 2000s. 
The origin of heterogeneity was suggested to associate with intrinsic and extrinsic noise in 
gene expression6,7. Therefore, ensemble studies may mask the individual behavior due to 
heterogeneity. Another obvious disadvantage of ensemble studies is that the averaged 
measurements mask processes which are cell cycle-dependent, such as dynamics of 
metabolite concentrations and protein synthesis8-12. Though synchronization of cell cycle in 
a population can be achieved, it may still disappear in just a few generations due to cell-cell 
heterogeneity12-14, which is troublesome for long-term studies. 
To break through the disadvantages of ensemble studies, methods for zooming into single 
cells are required. Through development of several techniques in the past decade, 
quantitative analysis on the single-cell level was enabled. For instance, micro-
electrophoretic separation techniques provided fast and quantitative analyses of single cell 
contents with high sensitivity, which was used for quantifying a range of analytes15. Mass 
spectrometry, as a sensitive detection method, has been applied for single-cell 
metabolomics in combination with novel ionization methods16,17. Further, progress in 
sequencing techniques enabled genomic and epigenomic studies at single cell level18. 
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Observing cells dynamically through microfluidics-
based microscopy 
Though the above techniques enabled quantification of components in single cells, studying 
dynamics in live cells requires the combination of microscopy, microfluidics and 
biosensors, by which dynamics can be observed directly in live cells19,20.  
Immobilizing single cells in microfluidics via PDMS microstructures 
Since dynamic microscopic studies often require long-term observation of live cells, a 
culturing device is required, which allows for medium perfusion and perturbation in 
experiments. Although most work concerning observing microcolonies was performed with 
agarose pads, PDMS-based microfluidic chips became more useful due to the flexibility of 
designing patterns of flow channel, by which single cells can be immobilized and observed 
for multiple generations.  
One way to immobilize cells is to build microstructures in a flow channel so that cells could 
be pushed by the medium flow to the microstructure. To ensure stable trapping, the shape 
and dimensions of the barrier must be suitable to the dimensions of target cells. The first 
example was reported in 2006, when an array of U-shaped barriers connecting the channel 
roof and cover glass were fabricated by Di Carlo et al. (Figure 1A)21. Though 
photolithography techniques enable the size of barriers to be comparable to microbes, a 
practical requirement for microbes is that the newly-born cells should be removed to avoid 
clustered cells in the field of view during long-term trapping. Regarding yeasts, a small 
cleavage was designed on the barrier so that the daughter cells, being smaller than the 
mothers, can be removed by the medium flow22,23 (Figure 1B). However, in case cell 
lineages need to be observed, a U-shaped structure with extended ‘arms’ can maintain the 
mother cell and its daughters confined in a channel over several generations24 (Figure 1C). 
To ensure the confinement of mother cells throughout experiments, barriers were further 
simplified into a set of three pillars surrounding the cells25 (Figure 1D). Since designing 




integrated in flow channels with a space between pad and cover glass, where only cells with 
suitable dimensions could be trapped. A microfluidic device based on this principle was 
designed for trapping yeasts, with which cell-aging and oscillation of metabolite levels 
were studied by long-term observation of single yeast cells26,27 (Figure 1E).  
Having a much smaller cell size than yeasts, bacteria are harder to trap since high precision 
in fabrication of these PDMS patterns is required. Nevertheless, novel designs of bacteria-
trapping microfluidics have been developed in recent years, with which a number of 
physical and biological studies of bacteria were carried out. For instance, the so-called 
‘mother machine’ consists of multiple parallel micro-channels that have similar width as 
bacteria. Depending on the length of the channels, single bacteria and the descendants could 
be maintained in the micro-channels and tracked over multiple rounds of cell division. This 
mother machine has become an important platform for bacterial studies on aging28, cell 
growth29,30 and phenotypic heterogeneity3,31 (Figure 1F). The height of the mother machine 
was designed to be similar to cell width to ensure only single layer of bacteria stays in the 
micro-channel. Moreover, since the dimension of PDMS structure could reach sub-micron 
level, channels that are either shallower or narrower than the cell width were also fabricated 
and applied in bacterial motility studies. Here, even squeezed in such channels where the 
height is only 50% of E. coli’s diameter, E. coli were still able to penetrate, grow and divide 
in the channel32 (Figure 1G). 




Figure 1. Immobilizing single cells with PDMS microstructures. 
(A) Single mammalian cells. Reproduced with permission21 from The Royal Society of 
Chemistry,  
(B-E) Single yeast cells (B (left): reproduced from Ref. 22, B(right): reproduced from Ref. 
23. Copyright (2015), National Academy of Sciences., C: adapted from Ref. 24. Copyright 
(2009), National Academy of Sciences., D: reproduced from Ref. 25 with permission. 
Copyright (2015), Cell Press, E: adapted from Ref. 26. Copyright (2012), National 
Academy of Sciences), 
(F,G) Single bacteria (F: reprinted by permission from Springer Nature (Ref. 31), 






Immobilizing single cells in microfluidics via coatings 
Apart from designing structures in microfluidics for immobilizing cells, another way is to 
create cell-surface attachment to retain cells in medium flow. To this end, the cover glass 
needs to be functionalized so that cells can be attached to the cover glass and grow on the 
glass surface. Generally, this can be achieved by applying coating materials33. For instance, 
materials such as Poly-D-lysine and (3-Aminopropyl)triethoxysilane (APTES) can render 
the cover glass positively charged, which can attract microbes that have a negatively 
charged cell wall. A collection of coating materials for trapping bacteria in microfluidics is 
provided in Ref. 34. 
 
Observing metabolite level dynamics in single cells 
Dynamic measurement of protein and mRNA levels in single bacteria is possible by 
exploiting fluorescent proteins or methods like fluorescent in situ hybridization (FISH), 
while dynamic measurement of metabolite levels requires specifically designed 
fluorescence sensors or the autofluorescence of the metabolite.  
Detecting metabolites using genetically encoded fluorescence sensors has become the 
major method to study metabolite dynamics in live cells. By properly connecting one or a 
pair of fluorescence proteins to such metabolite-sensing protein, the metabolite level can be 
visualized according to the fluorescence intensity or the ratiometric fluorescence intensity. 
Recent years have seen a fast progress on sensor development, where more metabolites can 
be detected and physiological properties (e.g., pH-sensitivity, dynamic range) of sensors are 
improved, as reviewed in Ref.35,36. Also RNA-based fluorescence sensors are currently 
quickly developing. However, most metabolite sensors are still protein-based.    
Since the metabolite NAD(P)H is particularly important for the present thesis, methods to 
detect intracellular NAD(P)H will be covered in the next section. 
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NAD(P)H detection using fluorescent sensors 
Due to the important role of NAD(P)H in cellular redox control, a series of fluorescence 
sensors that detect either their levels or the ratio of NAD(P)+ / NAD(P)H are devised. The 
core of these sensors are proteins from the Rex family, a transcription factor that senses 
NAD+ / NADH in Gram-positive bacteria37, connected to circularly permutated fluorescent 
proteins. Since the conformation of the Rex dimer differs upon binding to NADH and 
NAD+, the spectral property of the circularly permutated fluorescent protein changes 
accordingly. Based on this correlation between NAD+ / NADH binding and fluorescence 
change,  Rex dimer from Thermus aquaticus and Bacillus subtilis were used in NAD+ / 
NADH sensors, Peredox and Frex, respectively38,39. Peredox contains two Rex monomers, 
connected with an mCherry and a circularly permutated fluorescent protein (T-Sapphire), 
respectively. Peredox measures NAD+ / NADH by the ratiometric readout, since binding to 
NAD+ and NADH changes the quantum yield of T-Sapphire. Frex has a circularly 
permutated YFP (cpYFP) inserted between two Rex monomers (only one is full length), 
whose fluorescence reflects only the level of free NADH. To be able to measure NAD+ / 
NADH, SoNar, a sensor on the basis of Frex, was constructed which visualizes NAD+ / 
NADH by the difference in fluorescence pattern at 420 nm and 500 nm excitation40.  
However, these fluorescence protein-based sensors have a number of limitations that 
require considerations for applications. For example, the dynamic range of Peredox could 
be problematic in certain cell types due to its high affinity to NADH while the pH-
sensitivity of cpYFP in Frex and SoNar requires additional pH controls40,41. Depending on 
the intracellular physiological conditions, the measurement from these sensors in different 
organisms may not be comparable unless careful calibrations are performed. Nevertheless, 
these limitations could be reduced by devising new versions of sensors. With single site-
directed mutagenesis, a series of Rex proteins with different NADH-binding affinities were 
developed for diversifying the dynamic range of Frex, rendering a collection of Frex 
sensors suitable for organisms with different NADH concentrations41,42. Another solution 
distinguishes the slow and fast fluorescence dynamics of these sensors in fluorescence life-




fluorescence intensity, to yield higher sensitivity and dynamic range43. Two NADP(H)-
detecting sensors, Apollo-NADP+ and iNAP44,45, were devised in the last two years on the 
basis of mutated Rex and Glucose-6-phosphate dehydrogenase (G6PDH), making 
quantification of both cofactors feasible in single cells.  
NAD(P)H detection using autofluorescence 
Apart from fluorescent sensor-based approaches, the level of some metabolites can also be 
detected by exploiting their autofluorescence. For instance, NADH and NADPH can be 
excited by light ranging from 300 to 370 nm with a maximum at 340 nm46. The pioneering 
observation of NAD(P)H autofluorescence from cells was performed by Britton Chance in 
1950’s, where the link between mitochondrial metabolism and NAD(P)H level was 
established47-49. In the following decades, investigations of NAD(P)H autofluorescence 
were carried out in various organisms to visualize redox status in mitochondria50, since it 
became known that mitochondrial dysfunction is relevant to diseases like Parkinson's 
disease and Alzheimer's disease51. In this period, confocal microscopy had facilitated the 
observation of NAD(P)H in cells or tissues with its high spatial resolution52.  However, the 
drawback of this method - the photodamage of live specimen from excitation light - 
hampered its application for long-term studies.  
To reduce the photodamage in live cell research, one way is to carefully optimize the 
exposure setting to obtain a balance between cell growth and signal quality which is further 
described in Chapter 2. Another way is to perform two-photon excitation to excite 
NAD(P)H with near-infrared light, as light with this range of wavelength generates 
relatively less cellular toxicity. Since its first application in biology in 199053, NAD(P)H 
detection using two-photon excitation has been widely performed on mammalian cells to 
detect, for instance, neuron activities54 and redox states in precancerous cells55-57.  
Even though the autofluorescence reflects the collective level of NADH and NADPH in 
live cells, the slight difference in fluorescence lifetime between the two cofactors, which 
can be detected with fluorescence-lifetime imaging microscopy (FLIM), provides the 
possibility to distinguish and separately quantify both compounds in cells58-60.  In recent 
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years, with improved imaging hardware and algorithms, the sensitivity in detecting the 
changes of lifetime characteristics of live-cell NAD(P)H fluorescence has boosted61,62. 
Therefore, FLIM is used in studies in differentiation of neural stem cells and cell 
apoptosis63,64. Fluorescence lifetime measurement of NAD(P)H in bacteria was reported 
recently, where the authors investigated metabolic activity from individual bacteria and 
population65. Notably, however, enzyme-bound NAD(P)H yields different fluorescence 
lifetimes depending on the enzyme, which makes the differentiation of free NADH, 
NADPH and the enzyme-bound ones from the detected fluorescence lifetime 
challenging66,67.  
 
Manipulating single cells by means of optical tweezers 
Next to cultivating and observing single cells, manipulating single cells is equally important 
for bacterial studies, where individual cells need to be handled and moved, such as bacterial 
surface attachment, cell-cell interaction and cell motility. A useful tool that can accomplish 
this are optical tweezers (OT), which can immobilize transparent particles with a laser 
beam. This section describes the application of OT in bacterial studies. 
Applying OT in biological studies 
Dating back to 1970, Ashkin et al., demonstrated the possibility that small transparent 
particles can be trapped by light. He trapped micron-sized latex and glass spheres in 
vacuum, liquid and gas68,69. With improvements of optical trapping in terms of power and 
stiffness, single E. coli cells and single tobacco mosaic viruses were trapped in optical 
beams70. The application of optical tweezers in microbiological studies has started in the 
1990s when a range of organisms were successfully manipulated with light, including 
single cells of yeasts, protozoa and human red blood cells71, together with organelles in 




Meanwhile, the combination of OT and sensitive position detector allowed measurements 
of tiny displacement between beam focus and the position of a trapped object. Since this 
displacement is correlated to external force (excluding the trapping force), with careful 
calibration of the displacement and the intensity of trapping laser, OT can be used to 
quantify tiny forces, such as the pN-level force that one single bacterium can exert to 
medium73, a surface74 or another bacterium75. Using back-focal plane interferometry76, the 
spatial resolution of position detection increased from nanometer-scale in 1990s77 to less 
than 0.1 nm at present78,79. This sensitivity enabled observation and force measurement of 
motion of molecular motors and helicase on nucleic acids (reviewed in Ref.80).  
One of the few examples where OT were implemented in bacterial studies is the 
investigation of cell motility. E. coli cells swim with flagella that are driven by bidirectional 
rotary motors. Two swimming patterns, runs and tumbles, are known that depend to the 
rotation direction of flagella81. Using OT and microfluidics, single E.coli cells were 
observed for generations and a negative correlation between swimming speed and cell 
length was observed82. By applying fluorescence microscopy and a high-speed camera, 
fluorescently labelled flagella were directly monitored by Chemla et al., to investigate the 
mechanism of swimming patterns and their relationship to chemotaxis83. By monitoring the 
rotation of an individual flagellum on an optically trapped E. coli, the mechanism of how 
all the flagella on one cell coordinate their rotation directions was also characterized84. 
Combination of OT with microfluidics yielded the possibility of manipulating cells in long-
term studies. Eriksson et al., devised a microfluidic platform with a Y-shaped channel, in 
which an optically trapped yeast cell can be positioned in the main channel after the 
converging point of the two side-channels85. By changing the trap positions in the main 
channel, the cell could be switched between two media that come from the side-channels 
and the cellular response due to the medium change was observed on sub-second time scale. 
A more advanced version with three converging channels was later reported, which 
provided more flexibility for studies about cellular response upon changing enviroments86. 
Similar work with single-bacteria manipulation was also carried out. By culturing single 
bacterial cells in a microfluidic chamber and optically removing one of the newly born cells 
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after division, one single cell could be observed for cell growth and motion properties in 
long-term experiments. Using such device, by shifting E. coli between media with or 
without carbon source, cell growth was found to stop within 20 min upon removal of the 
carbon source and could restart within 30 min when a carbon source was provided after 42-
hour carbon starvation87. To improve the efficiency of experiments, by designing chamber 
arrays along a micro-channel in PDMS-based chips, loading cells from the channel into 
chambers could be done by OT before programmed long-term observation. Using such 
setup, Probst et al., tracked 500 single bacteria in parallel and demonstrated that isolating 
and studying cells from micro-colonies is possible with OT88. 
Infrared-damage in single cells 
Optical tweezers use light in the infrared (IR) range. This light can cause photo damage to 
trapped cell, which could be problematic for long-term live cell studies. Even though the 
near-IR light induces less heat and DNA-damage than visible light89, with the increasing 
application of optical tweezers in biological studies, IR-induced cell damage (IR-damage) 
was still observed  in early work with mammalian cells90-92, where multi-photon absorption 
was considered as the cause. 
Investigation of IR-damage on bacteria was first carried out by Neuman et al.89 in 1999, 
after exposure to the trapping laser the rotation rate of E. coli flagella was observed as an 
indicator for IR-damage. In this work, the IR-damage was found to be wavelength-
dependent and the increased viability of anaerobically grown cells suggested that the laser-
induced reactive oxygen species are the cause of IR-damage. This conclusion was later 
supported by the observation of DNA damage with IR-exposure in solution experiments, 
which can be greatly reduced in anaerobic conditions93. Towards a quantitative 
understanding of IR-damage on bacteria, investigations were carried out to qualify how 
optical trapping affects bacterial division94, gene expression95 and the ability of to maintain 
a pH gradient96. For instance, Ayano et al. found that an IR-dose of 0.36 J was able to 
inhibit cell division, while 0.54 J stopped cell growth94. Similar work regarding cell 




and microalgae97-100. Throughout these studies, the cause of IR-damage is still controversial 
as single-photon absorption, IR-induced heating or IR-induced inhibition of intracellular 
reactions have all been suggested to contribute to IR-damage. 
Manipulating orientation of optically trapped rod-shaped bacteria. 
Another challenge with OT in bacterial studies is to manipulate the orientation of the 
optical traps so that the trapped bacteria could be visualized from different angles. Because 
the axis of a laser beams is normally perpendicular to the focal plane, a trapped rod-shaped 
bacterium will orient along the laser axis, leaving only the cross section of the cell visible. 
To be able to see the whole rod-shaped cell in an optical trap, one option is to use two laser 
beams to hold both ends of the cell in the focal plane. However, this may lead to heavier 
photodamage. Also, extra attention is required to keep both beam centers at the same height 
and at a suitable distance from each other. Manipulation of the spatial orientations of rod-
shaped bacteria was also reported using holographic optical tweezers (HOT), where optical 
traps were shaped using computer-generated holograms101.  
Given the complicated setup required in HOT, a simpler way is to create an oscillatory 
optical trap with one light beam, which will render a linear optical trap whose long axis is 
parallel to focal plane. A rod-shaped cell in this trap will be lying down and the long axis of 
the cell body can be imaged. This method was proposed by Feingold et al. They found that, 
when the amplitude of oscillation is longer than the cell length of the trapped bacterium, the 
cell axis will be parallel to the focal plane. However, if the oscillation amplitude is shorter 
than cell length, the cell axis will start to deviate from the focal plane and the deviation is 
larger when the oscillation amplitude is shorter102. This technique enabled alignment of rod-
shaped bacteria in 3D since a carefully determined oscillation amplitude could render any 
angle between cell axis and focal plane103. A fluorescently-labelled rod-shape bacterium 
can thus be observed from any viewpoint. For instance, the Z-ring in E. coli was visualized 
from different angles and the radial width was found to be about 100 nm, which is larger 
than expected104,105. 




Ensemble biological studies, in which the entire population of cells is averaged, may not 
reflect what is really happening in individuals, as individual cell behaviors can hardly be 
identical. Thus, microscopic single-cell studies are required. The development of tools with 
high-sensitivity and experimental methodologies have enabled single-cell studies, but 
challenges remain. 
For instance, to quantify metabolites in live cells, genetically-encoded fluorescence sensors 
are used due to their non-invasive feature. These sensors undoubtedly boosted studies on 
dynamics of metabolite levels in single cells but the applications are still limited by the type 
of metabolites that can be detected, by changes in cellular physicochemistry during 
detection, or by the limited dynamic range of the sensor. Quantification of metabolites also 
requires careful calibration of the sensor, which usually depends on the physiological 
conditions of cells. Nevertheless, these drawbacks will likely be solved in the future, since 
new genetically-encoded fluorescence sensors have shown that single site-directed 
mutagenesis on either metabolite-binding region or the fluorescent protein could generate 
sensors with different protein-metabolite affinities or pH-sensitivities, which are suitable 
for cell types with different physiological conditions. 
Another challenge resides in the sample size in single-cell analyses, which must be 
statistically sufficient for drawing reliable conclusions. To achieve large sample sizes, high-
throughput designs for both experiments and data analysis are very important. This usually 
requires the combined effort from multidisciplinary fields. For instance, high-throughput 
time-lapse microscopy always requires a fully automated image-acquisition process, which 
may include pattern design of the microfluidics and pattern identification during 
programmed image acquisition. Apart from image acquisition, analysis of microscopic data 
requires reliable and automated algorithms to assist segmentation, lineage tracking and 
background correction. This is especially necessary for microscopic analysis where phase-
contrast microscopy is not applicable. However, the fast development of automated image-




suggests that a fully automated solution for microscopic image analysis might be 
achievable in the near future. 
Aim of this thesis 
In this thesis, I aimed to contribute to advance single-cell studies through developing and 
optimizing methods for detecting dynamics of intracellular metabolites and manipulating 
bacterial cells with optical tweezers. 
Outline of this thesis 
In Chapter 2, we developed a method for detecting NAD(P)H autofluorescence in single E. 
coli with minimized negative effect on cell growth. Validated by metabolic perturbations, 
we confirmed that the obtained signals did reflect intracellular NAD(P)H levels. With this 
method, we, for the first time, observed the oscillatory dynamics of NAD(P)H along with 
division cycles of E. coli. This observation implied the existence of metabolic oscillations 
in bacteria, which may correlate with bacterial cell division. 
In Chapter 3, the method was applied on the long-term observation of intracellular 
NAD(P)H dynamics in H2O2-stressed cells. We first established a setup that enables long-
term H2O2-stress exposure to bacteria with constant H2O2 concentrations. By comparing 
the NAD(P)H dynamics in wild type cells, deletion mutants, and overexpression mutants 
upon H2O2-stress, we developed a conceptual model explaining how metabolism and 
H2O2-scavenging systems are both involved in the process of fighting the oxidative stress.  
In chapter 4, towards establishing optical tweezers as a research tool to manipulate single 
live bacteria, we optimized a method for optically trapping E. coli in medium flow. 
Exploiting a microfluidic device, we found that the cell growth can be compromised by 
toxicity of coating material on the microfluidics after optical trapping. We found by 
applying line-scanning trapping, cell damage for IR-trapping could be reduced by as much 
as 3-fold. For this less-damaging trapping method, we further identified length of scanning 
and scanning frequency that are optimal with regards to the stability of trapping. We expect 
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this work will be important in studies where cells need to be optically trapped in medium 
flow, such as in studies for cell-cell interaction, surface sensing and biofilms. 
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Recent work has shown that metabolism among bacterial cells in an otherwise isogenetic 
population can be different. To investigate such heterogeneity, experimental methods to 
zoom into the metabolism of individual cells are required. To this end, the autofluoresence 
of the redox cofactors NADH and NADPH offers great potential for single-cell dynamic 
NAD(P)H measurements. However, NAD(P)H excitation requires UV light, which can 
cause cell damage. In this work, we developed a method for time-lapse NAD(P)H imaging 
in single E. coli cells. Our method combines a setup with reduced background emission, 
UV-enhanced microscopy equipment and optimized exposure settings, overall generating 
acceptable NAD(P)H signals from single cells, with minimal negative effect on cell growth. 
Through different experiments, in which we perturb E. coli’s redox metabolism, we 
demonstrated that the acquired fluorescence signal indeed corresponds to NAD(P)H. Using 
this new method, for the first time, we report that intracellular NAD(P)H levels oscillate 
along the bacterial cell division cycle. The developed method for dynamic measurement of 
NAD(P)H in single bacterial cells will be an important tool to zoom into metabolism of 
individual cells. 
Introduction 
Recent work has shown that individual microbial cells in a population can express different 
metabolic phenotypes1-5. For instance, different subpopulations of E. coli were observed in 
clonal populations growing in glucose4 or after a glucose-gluconeogenic carbon source 
shift1. While such phenotypic differences are typically identified with fluorescent proteins 
highlighting differences in protein expression, in most cases the true metabolic phenotype 
in these metabolically-divergent subpopulations - i.e. the metabolite levels - remains elusive. 
This is because methods to measure metabolites on the single cell level are largely lacking. 
Fluorescence resonance energy transfer (FRET) sensors are one of the very few methods 
for single-cell metabolite measurements6-9. However, these sensors often have a limited 
dynamic range and the fluorescence intensity of the fluorescent proteins can also be 
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influenced by the physiochemical conditions in the cell (such as pH, oxygen level, ionic 
strength, etc)10-13. Therefore, FRET sensors may not be suitable for all studies; particularly 
those, where the physicochemical conditions of the cells would be perturbed are critical.  
For quantifying the redox cofactors NAD(P)H in single cells, one can exploit the fact that 
their reduced forms fluoresce, when excited with light in the ultraviolet A range (UVA). 
While the use of these metabolites’ autofluorescence solves some of the problems 
associated with fluorescent proteins, the low quantum yield of the NAD(P)H fluorescence14, 
15 and the UVA-induced cell-damage16 represent other challenges, i.e. those connected with 
low intensity readouts, and potential cell growth defects in dynamic studies. Although some 
applications exist for dynamic single-cell NAD(P)H measurement in mammalian17 and 
yeast cells18, to the best of our knowledge, this method has not yet been used to study 
NAD(P)H levels in single live bacterial cells, where the challenges are even greater due to 
the very low amounts of NAD(P)H present in the small volumes of bacterial cells. 
In this work, we developed a method to measure NAD(P)H levels dynamically in single 
live E. coli cells using the autofluorescence of NAD(P)H. Specifically, we developed a 
flow-channel for culturing E. coli with minimized background signal at the required 
wavelength, and exploiting UVA-optimized microscopy equipment (i.e. objective, camera 
and filters) we identified an excitation protocol that enabled generating acceptable 
fluorescence intensities, while limiting growth defects. Through metabolic perturbation 
experiments, we validated that the observed signal originates from NAD(P)H. Our method 
allows to determine NAD(P)H levels in single E. coli cells at a 10-min resolution for more 
than 20 hours with minimal effect on growth. Using this method, we found oscillations in 
the NAD(P)H levels in synchrony with the cell division cycle, suggesting fluctuating 
metabolic activity throughout the bacterial cell division cycle. We expect that our method 
for measuring NAD(P)H levels in single bacterial cells will be a valuable tool for 







Optimal exposure settings to balance photo damage and signal intensity  
The excitation wavelength of NAD(P)H ranges from 300 to 370 nm with a maximum at 
340 nm14. Light of this wavelength falls into the ultraviolet A range (UVA), and is known 
to harm bacteria by damaging DNA or producing reactive oxygen species (ROS)19, 20, 
resulting in decreased or halted growth21-23. Thus, towards dynamic NAD(P)H 
determination in live bacterial cells over multiple hours, we had to find ways to reduce the 
UVA exposure as much as possible while still generating sufficient signals. First, we 
optimized our imaging hardware. Specifically, we used excitation at 365 nm-light (FWHM: 
8.46 nm), resembling a wavelength in the upper range of the excitation spectrum of 
NAD(P)H, and microscope hardware (i.e. objectives, filters and camera, see Materials and 
Methods), which all was optimized for increased transmission and sensitivity for the 
wavelengths for NAD(P)H excitation and emission. 
Next, we needed a microfluidic setup that would generate as low as possible background 
intensity at the employed excitation and emission wavelengths. Here, comparing with 
conventionally used poly-acrylamide pads, we found that immobilizing E. coli on silanized 
cover glass, where a positively charged surface traps E. coli cells by electrostatic forces24, 
could generate 40% less background intensity at the respective wavelength (see 
Supplementary Fig. S1). By bonding a polydimethylsiloxane (PDMS) slab (with a single 
channel) onto the silanized cover glass, we fabricated a flow channel, through which 
perfusion of fresh growth medium would maintain constant growth conditions throughout 
the 20-hour observation period.  
Using this imaging hardware and microfluidic setup, we then asked whether we could 
identify exposure settings including exposure time, interval and excitation power, allowing 
NAD(P)H measurements over multiple hours without or with only minimally harming cells. 
To identify such settings, we performed multiple experiments, in which we cultured E. coli 
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on the abovementioned microfluidic device with continuous glucose minimal medium 
supply. In each experiment, we imaged with different exposure settings (exposure time * 
excitation power as measured at specimen, see Methods and Materials), and determined the 
resulting growth rates. The imaging was carried out with bright field and 365 nm-light once 
per 5, 10 or 15 min over a period of 20 hours. 
Next, we segmented the acquired cell images by manually creating regions of interest 
(ROIs) based on the bright field images and tracked single cells throughout time, always 
following one of the two sister cells after each division. Note that with the used silanized 
cover glass as cell-attachment methods, cells are frequently lost after division. We found 
that the cells’ growth rates, as determined by the change of area (referred to as cell size 
hereafter) between 4 and 10 hours after the start of the experiment, were reduced at higher 
exposure energies (Figure 1A). Up to an exposure energy of 9 μJ, all tested exposure 
intervals had the same influence on the growth rate but at higher exposure energies, 
imaging with 5-min interval further aggravated the growth rate reduction. Thus, growth 
defects occur at all tested exposure energies and intervals. However, the growth rate defect 
can be as low as 10% at 9 μJ and 15 min interval, but also as high as 89% at 56 μJ and 5 
min. Notably, the observed decrease of growth rate was not due to the emergence of non-
growing or dead cells, but to a reduction of growth rate across all cells (see Supplementary 
Fig. S1C). 
Next, we asked how strong the signal from the intracellular NAD(P)H autofluorescence 
(denoted in the following as signal intensity) would be compared to the background signal. 
To assess this, we determined the fluorescence intensities of single cells and the 
background intensity. Specifically, the ROIs determined from the bright field images were 
applied to corresponding fluorescence images in the NAD(P)H-channel, while background 
fluorescence intensity (stemming from the cover glass, medium and PDMS, in the 
following denoted as background intensity) was determined from an area outside the ROIs. 
The mean intensity of each ROI was then used to indicate NAD(P)H autofluorescence 
intensity in single cells after subtracting the background intensity. Here, we found that 





average about 45% of the background intensity, as determined by linear regression (Figure 
1B), whereas at 9 μJ, this percentage was 33%. This is also consistent with the fact that at 
exposure energies of 22 μJ and higher we could observe the shapes of the cells from 
NAD(P)H autofluorescence. For this reason, we chose 22 μJ for the following metabolic 
perturbation experiments, although even higher exposure energies would better exploit the 
camera's dynamic range, so that more details of fluorescence dynamics could be recorded. 
Thus, depending on the purpose of experiments, the applied exposure settings should 
represent a balance between compromises in terms of cell growth and signal intensity. The 
here presented results can serve as reference to determine such settings.  
We next tested whether growth on different nutrients would lead to the same susceptibility 
to the 365 nm-light exposure as on the minimal glucose medium. Specifically, we applied 
the 22 μJ / 10 min exposure program to E. coli growing in minimal medium with fumarate 
or with glucose supplemented with casamino acids. Here, we found that the growth rate 
reduction upon exposure anti-correlated with the growth rate without 365 nm-light 
exposure (Figure 1C). This finding could be explained by the fact that within one division 
cycle in total more light is exposed to the slowly growing cells, thereby causing an 
increased growth rate reduction. Alternatively, it could be that the higher respiratory 
activity on fumarate compared to the other conditions is responsible for the increased 
growth defect on this carbon source. Importantly, these findings demonstrate that 
depending on the applied nutrient conditions, exposure settings would need to be adjusted 
to minimize growth defects.  
Overall, we have shown that it is possible to obtained signals above the background, with 
using a background-minimized microfluidic setup, optimized imaging hardware and 
appropriate exposure settings. While growth defects cannot be fully avoided, they can be as 
low as 10% or lower. However, optimal exposure settings may need to be adjusted for 
different growth conditions.  
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Figure 1. Influence of exposure energy and exposure interval on E. coli growth and 
NAD(P)H fluorescence intensity. 
A. Growth rate of E. coli at different exposure energies and three exposure intervals. 
Between 4 and 10 hour after loading, E. coli’s growth rate at each exposure setting was 
determined from two replicates with at least 20 cell tracks in total, using exponential-fitting 
to cell sizes. Minimal medium with 5 g/L glucose was used as culture. For each replicate, 
the median growth rate is shown. Each symbol represents data from an independent 
experiment. Number of tracked cells in Fig. 1 can be found as Supplementary Table 1. 
B. Fluorescence intensity from NAD(P)H autofluorescence and from background obtained 
with 5 different exposure energies and 10-min exposure interval. Every bar represents data 
from 2 independent experiments with at least 20 cell tracks in total. For each track between 
4 to 10 hours, fluorescence intensities were obtained from inside of cells (denoted as signal) 
and surrounding area with no cells (denoted as background). The dynamics of the 
background intensity with time is shown in Supplementary Fig. S1B. In each replicate, 
signal and background intensities from single tracks were both averaged and the mean of 
both replicates are shown as bars for corresponding exposure settings. Values of signal 
intensity at every exposure settings are listed. At 9 μJ, the ratio of NAD(P)H intensity over 
background intensity was low compared to the higher exposure energies, suggesting that 
here the NAD(P)H signal was too low to be accurately distinguished from the camera noise. 
Linear fitting of background and signal intensity (excluding the 9 μJ group) are shown as 





C. Decrease of growth rate by 365 nm-light exposure for E. coli growing in minimal 
medium with 2 g/L fumarate, 5 g/L glucose and 5 g/L glucose supplemented with 0.5% 
casamino acids. Cells were exposed with and without 365 nm-light in each growth medium 
in three replicates and the growth rates of at least 25 cell tracks were obtained for each 
medium in each replicate. 22 μJ / 10 min was used as exposure program. In each replicate, 
the mean growth rate of un-exposed cells (GR0) was obtained and the decreases of exposed 
cells’ growth rate from GR0 were calculated and averaged, as ΔGR. The mean of ΔGR from 
all three replicates is shown with error bars indicating standard deviation, whereas the mean 
of GR0 in all three replicates is shown with error bars indicating one standard deviation. 
 
Metabolic perturbations indicate that the observed fluorescence stems 
from NAD(P)H 
Although we used an emission filter with narrow passband (440-455 nm), which excluded 
most of the other UVA-excited autofluorescence sources of E. coli (such as flavins25), we 
still sought to validate that the observed fluorescence signal originated from NAD(P)H. 
Therefore, we metabolically perturbed cells, observed the response of single-cell signal 
intensities and benchmarked these responses with the expected NAD(P)H levels changes. 
First, we added glucose to starved cells, where we expected to observe a fast increase in 
NAD(P)H levels as a result of the suddenly increased glycolytic flux26. Specifically, we 
cultured E. coli in our microfluidic chip for 5 hours in minimal medium without carbon 
source, but with a fluorescent dye. After switching to a second medium with glucose but 
without the dye, a drop of fluorescence from the dye indicated the arrival of new medium in 
the flow-channel. We found that the starved cells had a low fluorescence intensity in the 
NAD(P)H channel. After glucose supply, the fluorescence intensity increased 2-folds 
within 20 min and cells instantly started to increase in size (Figure 2A). This change in 
fluorescence and the timescale of the increase reflects the expected response in the 
intracellular NAD(P)H levels upon this perturbation.  
In a second perturbation experiment, we challenged E. coli with H2O2. As main cellular 
reducing force, NAD(P)H was expected to be utilized for neutralizing external H2O2, by 
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for instance, the thioredoxin systems, glutathione system or AhpCF27, 28, so that we 
anticipated a drop of the intracellular NAD(P)H levels upon H2O2-challenge. Specifically, 
after cells grew for 7 hours in glucose minimal medium, we supplemented the medium with 
a mixture of 0.4 mM H2O2 and a fluorescence dye to indicate arrival of H2O2 in the field 
of view. Here, in agreement with our expectation, we observed a drop of the NAD(P)H 
fluorescence intensity starting from 30 minutes upon H2O2 arrival (Figure 2B). 
Consistently, by disrupting the function of AhpCF, no drop occurred (see Supplementary 
Fig. S2). Thus, since in these perturbation experiments the expected changes in 
fluorescence occurred within the expected timeframes, our findings strongly suggest that 







Figure 2. Changes of autofluorescence upon metabolic perturbations demonstrate that 
the observed fluorescence signals stem from NAD(P)H. 
A. Supplying glucose to starved E. coli increased the fluorescence intensity. Cells were 
cultured in minimal medium without carbon source for 5 hours (gray shaded region) after 
having been loaded into the microfluidic device before glucose supply. The arrival of 
glucose-containing medium was indicated by the descent of fluorescence dye intensity. 
Note, due to experimental variances, between individual experiments it can take different 
amounts of time until the new medium reaches cells after a medium switch. 30 cells were 
tracked and their fluorescence intensity, the median of their fluorescence intensity and cell 
size are shown as squares, solid lines and dash lines, respectively. Four images illustrate the 
observed upshift of autofluorescence in NAD(P)H-channel, with corresponding images in 
the bright field. For a quantification of the fluorescence signal, see Supplementary Fig. S3. 
B. Adding 0.4 mM H2O2 to glucose-grown E. coli reduced the fluorescence intensity. Cells 
were growing in minimal medium for 3.5 hours (gray shaded region) before 0.4 mM H2O2 
was added into the flow-channel as indicated with arrow. The increase of the fluorescence 
dye intensity indicates arrival of the new medium at the cells. 48 cells were tracked and 
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their fluorescence intensity, the median of their fluorescence intensity and cell size are 
shown as squares, solid lines and dash lines, respectively. 
 
Oscillation in NAD(P)H levels during the cell division cycle 
Using the capability of our method to determine intracellular NAD(P)H levels in single E. 
coli cells over long periods of time, we sought to investigate whether the NAD(P)H levels 
are constant throughout the cell division cycle, or whether they oscillate, as recently found 
in yeast29. For the analysis of the NAD(P)H dynamics along the bacterial cell division cycle, 
we cultivated E. coli in glucose minimal medium, acquired images every 10 minutes, and 
obtained single-cell trajectories of the NAD(P)H fluorescence levels between cell divisions.  
Though the experiments were carried out in constant conditions (e.g. environmental 
temperature, excitation power, etc), the signals from single cells were noisy and sometimes 
exhibited long-term dynamics so that an obvious pattern of NAD(P)H level along the cell 
division cycle was hard to observe from individual cell trajectories (Supplementary Fig. 
S4A and S4B). Therefore, we next turned to data post-processing to reveal population-level 
trends. Specifically, a spline was fitted to the NAD(P)H signal trajectory of each cell (over 
a period of 10 hours), and a normalized trajectory was determined by dividing the original 
trajectory by this spline (Supplementary Fig. S4C and S4D). As division times vary 
between cells and cell division cycles, the trajectories over single division cycles contained 
different numbers of images. To enable averaging of the normalized trajectories, we 
generated 19 evenly spaced data points between both ends of each individual division cycle 
using linear interpolation. In this way, each interpolated single-cell trajectory comprised 21 
data points (19 + 2 endpoints). Finally, by computing the median of these trajectories, we 
obtained an estimate of the average NAD(P)H levels during the cell division cycle.   
Here, despite the noisy NAD(P)H level during individual division cycles, we found a clear 
‘increase-drop’ oscillatory pattern in the average NAD(P)H levels across the cells division 





and is thus less likely to be a processing artifact. To do this, for each division cycle we 
investigated the NAD(P)H dynamics including the NAD(P)H data from the last part of the 
preceding and the initial part of the cycle that follows it (details provided in Materials and 
Methods). In this way, the descending trend in NAD(P)H levels from the last part of the 
previous cycle and the increasing trend in the initial part of the following cycle were clearly 
observable, providing further support to the observed NAD(P)H dynamics. 
To still generate a visual impression of the single cell data, we resorted to a clustering 
analysis, using all normalized individual trajectories obtained in the three replicate 
experiments. This analysis revealed that in about 65% of the trajectories (Group 1 and 2 in 
Fig. 3B), the maximum NAD(P)H level was attained in the second half of their division 
cycles, which indicated that the maxima of NAD(P)H occur non-uniformly throughout the 
division cycles (Supplementary Fig. S4E). Similar percentages were also obtained when we 
analyzed the data from the three individual experiments separately. Additionally, the 
clustering analysis revealed that the fluctuation of NAD(P)H within division cycles in 
single cells was much more prominent than the median of the entire dataset as shown in Fig. 
3A. Thus, despite the noise in the raw data, we were able to establish that the majority of 
cells displayed an ‘increase-drop’ oscillatory pattern of NAD(P)H during division cycles, 
which resulted in the observed average behavior.  
Next, to verify the observed NAD(P)H pattern was not an artifact of the data analysis, we 
re-processed the raw NAD(P)H trajectories of single cells by assuming arbitrarily fixed 
division times. Specifically, as we found that 80% of the division cycles took 60-110 min, 
we selected six values from this range as fixed division times, segmented the single-cell 
NAD(P)H trajectories according to these division times, and processed these data with the 
same normalization and interpolation procedure as before. The obtained median curves 
were almost flat (gray lines in Fig. 3A), indicating that the originally obtained oscillatory 
pattern was not a result of our post-processing approach. This oscillatory pattern was also 
observed with another normalization method where a linear function was fitted to the first 
and last point of each single-cell trajectory (between two cell divisions, Supplementary Fig. 
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S4C), and then the differences between the trajectory and this linear function were 
computed to yield a normalized trajectory for each cell (Supplementary Fig. S4H and S4I). 
Since the division events were determined by morphology of cells in bright field images, 
we next verified if the accuracy of determining division events in this work could bias the 
pattern of NAD(P)H level along division cycle. Specifically, we applied a uniformly 
random plus/minus one frame or no frame shift at both ends to the individual division 
cycles, in order to check if the resulting median NAD(P)H levels in replicate experiments 
deviated from the observed ‘increase-drop’ pattern. Here, in all ten tests performed for each 
of three replicate experiments, the ‘increase-drop’ pattern remained (see Supplementary Fig. 
S4G), indicating that the determination accuracy of division events did not bias our results, 
therefore confirming that the oscillatory pattern in NAD(P)H levels must indeed occur 
during the E. coli cell division cycle. 
 
Figure 3. NAD(P)H levels show an oscillatory pattern throughout the E. coli cell 
division cycle. 
A.  Median of spline-normalized NAD(P)H levels along division cycles using actual and 
fixed division events. Trajectories were determined from 159 cells from three independent 
experiments, in which E. coli was grown in glucose minimal medium and imaged at 45 μJ 
every 10 minutes for 10 hours. 887 division cycles were identified and were used as actual 
division events while 60, 70, 80, 90, 100, 110 min were, respectively, used as fixed division 





with actual division events in three experiments (including 10% of the adjacent division 
cycles) were plotted as solid lines, while median curves from the data of all three 
experiments were generated with fixed division events and showed as gray lines. 
Supplementary Fig. S4H shows an alternative normalization with a linear function fitted to 
the first and last intensity points of every division cycle (see Methods and Materials). 
B.  After processing with normalization and interpolation, trajectories of NAD(P)H levels 
in 887 division cycles from all three experiments were clustered with k-means (4 clusters, 
separated with thin black lines, performed with Matlab). The color scale indicates the 
NAD(P)H level relative to that at initial and ending points of division cycle. The upper two 
clusters (n=575, 63% of all samples) have an increased NAD(P)H level in the middle of the 
cycle. Supplementary Fig. S4I shows the clustering results on the basis of the alternative 
normalization shown in Supplementary Fig. S4H.  
 
Discussion 
In this work we established a method for dynamic single-cell NAD(P)H measurement in E. 
coli via the autofluorescence of NAD(P)H. In this method, we used a microfluidic flow-
channel with low background intensity and a UVA-optimized microscopic setup, and 
developed exposure settings, which, on the one hand generate sufficient signal intensity 
from intracellular NAD(P)H autofluorescence and, result in limited cell growth defects on 
the other. By perturbing E. coli’s metabolism and redox state, we generated strong evidence 
that the acquired signal originates from NAD(P)H. Using this method, for the first time, we 
uncovered an oscillatory behavior of NAD(P)H levels throughout the E. coli cell division 
cycle.  
While intracellular NAD(P)H measurement via autofluorescence was first proposed a long 
time ago30 and has been widely used in eukaryotes, to the best of our knowledge it has not 
yet been implemented for single prokaryotic cells. The most likely reason for this is that the 
small volume of prokaryotic cells which contains less amount of NAD(P)H than eukaryotic 
cells requires stronger excitation to generate visible signals, which in turn exerts severe 
negative effects on cell growth. For example, compared to our recent work in yeast29, a 4-
fold higher excitation is necessary to image NAD(P)H in E. coli than in yeast. While this 
could be due to in general lower concentrations of NAD(P)H in E. coli, we rather believe 
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that this has to do with the about 40-fold lower cell volume of E. coli. Nevertheless, by 
carefully quantifying the impairment of E. coli cell growth and the intracellular NAD(P)H 
autofluorescence under various exposure energy and intervals, we demonstrated that, with 
appropriate exposure settings, dynamics of intracellular NAD(P)H in single bacterial cells 
can indeed be acquired using our method with limited cell damage from the excitation light. 
Notably, if both redox cofactors would need to be measured separately, then fluorescence 
lifetime imaging microscopy (FLIM)17 would need to be exploited. 
Recent work has revealed that the abundances of many biomolecules are oscillating with 
bacterial division cycle, including metabolites (e.g., cyclic-di-GMP as measured with liquid 
chromatography-tandem mass spectrometry on cell extracts of synchronized cultures31 or 
time-lapse microscopy with a fluorescence sensor32) and NAD(H)-dependent proteins like 
KidO and GdhZ33, 34, suggesting a dynamic metabolism also in bacteria. Oscillating 
NAD(P)H levels along cell cycle, though reported in yeast29, has, to the best of our 
knowledge, never been observed in bacteria.  
The observed 'increase-drop' oscillatory pattern of NAD(P)H during the E. coli cell division 
cycle could be caused by metabolic reactions in the second half of the division cycle, that 
consume NAD(P)H faster than it is regenerated by metabolism. Pioneering work showed 
that the production rate of phospholipids increases during the elongation phase (D-period) 
of bacterial division cycle35, 36, which requires synthesis of fatty acids. In Bacillus subtilis, 
synthesis of phospholipids and fatty acids was even found to be coordinated with Z-ring 
formation37. Given the fact that biosynthesis of fatty acids in bacteria (type II fatty acid 
synthesis) consumes both NADH and NADPH in elongating the acyl chains38, 39, one could 
speculate that the decrease in the second half of the division cycle (as visible in the overall 
trend, Fig. 3A) could be caused by increased fatty acid biosynthetic activity. However, 
since the intracellular NAD(P)H levels may also be affected by fluctuations in the activity 
of various metabolic pathways, the resulting NAD(P)H pattern in single cell cycles may be 
different. 
Overall, our work provided a method for the investigation of intracellular NAD(P)H in 





studied. The discovery of the oscillatory pattern in NAD(P)H during the E. coli division 
cycle is a good starting point for further investigation how metabolism operates throughout 
the cell division cycle in prokaryotes, eventually together with dynamic observations of 
other aspects, such as membrane voltage40, 41. Finally, we envision that the developed 
method for dynamic measurement of NAD(P)H in single bacterial cells will in general be 
an important tool for zooming into metabolism of single bacterial cells. 
 
Materials and Methods 
Bacterial strain and growth conditions 
BW25113 wild type E. coli was used in this work. M9 minimal medium1 with 5 g/L 
glucose was used in batch cultures and microscopic experiments, unless indicated otherwise. 
For testing growth with amino acids, the aforementioned medium were supplemented with 
0.5% casamino acids (BD Bioscience). In experiments using fumarate as carbon source, 
glucose was replaced by 2 g/L fumarate. Stock solution of glucose and fumarate were 
prepared with MilliQ, filtered through 0.2 μm PES filter and the pH was adjusted to 7 with 
NaOH or HCl. 
All bacterial cultures used in time-lapse movies were from single colonies and were firstly 
grown overnight at 37 °C, shaking at 300 rpm in a 500 mL flask with 50 mL medium. 
Sponge caps were used with flasks to enable sufficient oxygen supply in culture. In 
experiments with glucose as carbon source, the culture was diluted when optical density 
(OD600) was greater than 0.5 and then was further diluted 2 times in the course of the 
following 24 hours whenever OD600 reached 0.5. The growth rate in shaking flasks were 
between 0.6 and 0.66 hour-1 with glucose as carbon source while became 1.2 hour-1 if 
casamno acids were added. Once the final culture reached OD600 0.5, cells were diluted 10 
times (OD600 0.05) in pre-warmed medium and loaded onto the microfluidic device. Here, 
the growth rate in flasks was between 0.4 and 0.44 hour-1 with fumarate as carbon source. 
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In experiments using fumarate as carbon source, after a first overnight culture, the culture 
was diluted in M9 with 2 g/L fumarate, cultured until OD600 reached 0.2 and further diluted 
2 times in the same way as done in experiments with glucose. When the final culture 
reached OD600 0.2, the culture was diluted 4 times in M9 with fumarate for loading onto the 
microfluidic device. In the glucose perturbation experiments, E. coli were cultured in M9 
with glucose as described before. After the final culture reached OD600 0.5, 30 mL culture 
was harvested and centrifuged (5 min, 4000 g) at room temperature. Then, the pellets were 
re-suspended in 50 mL M9 without carbon source (500 mL flask) and incubated (300 rpm, 
37 °C) for 4 hours, before being diluted to OD600 0.05 for microscopy. 
Fabrication of microfluidic device 
The microfluidic device used in this work is a polydimethylsiloxane (PDMS) slab bonded 
to a silanized cover glass. PDMS (Sylgard 184; Dow Corning) was poured onto a silicon 
wafer molded with a channel (dimensions: 50 μm (Width) x 5 μm (Height) x 1 cm (Length)) 
and then baked for 1 hour at 120 °C and 1 hour at 100 °C.  
Silanization of cover glass was performed at room temperature. Cover glasses (22 x 40 mm, 
Thermo Scientific) were sonicated in 5 M KOH for 30 min in a polytetrafluoroethylene 
container before being washed 10 times with MilliQ water. Then, the cover glasses were 
incubated with 2% (v/v) (3-Aminopropyl)triethoxysilane (APTES; Sigma) for 2 hours. 
Finally, the cover glasses were sequentially washed with MilliQ for 10 times, aceton for 2 
times and were dried by compressed air. Processed cover glasses were kept in vacuum as 
moisture in the air deteriorates the APTES coating. Thus, microfluidic devices were 
fabricated right before experiments. Specifically, PDMS slab and silanized cover glass were 








All microscopy was performed with a Nikon Ti-E inverted microscope, operated using 
NIS-Elements. Light sources for bright field and fluorescence imaging were a halogen lamp 
and an LED (pE-2, CoolLED), respectively. 365 nm-light was for excitation in NAD(P)H-
channel with a filter set comprising a 350/50-nm band-pass filter, a 409-nm beam-splitter 
and a 435/40-nm emission filter while 470 nm-light was for the fluorescence dye with a 
filter set comprising a 470/40-nm band-pass filter, a 495-nm beam-splitter and a 525/50-nm 
emission filter. A wavelength-optimized 100x objective (MRF02900, Nikon) and camera 
(DU-897 EX, Andor) were used for image acquisition. The EM Gain Multiplier of the 
camera was disabled and the Readout Mode was set to 1MHz to reduce the camera readout 
noise. The baseline level of camera was set to 500 at -75 °C to avoid negative intensity 
value. Exposure energies were determined as exposure time (set in NIS elements) 
multiplied by exposure power, which was measured with a power meter (PM100USB, 
Thorlabs) and a power sensor (S120VC, Thorlabs), located at the specimen plane. The 
Nikon Perfect Focus System was used in all time-lapse movies to ensure focusing. Images 
in bright field channel were focused 1.05 μm higher than that in the fluorescence channels 
to facilitate cell segmentation.  
Microfluidic experiments 
All microscopic experiments were performed at 37 °C. In all time-lapse movies, fresh 
minimal medium was perfused into the chip at 6 μL/min (syringe pump in some 
experiments, air-pressurized pumping system in others) for 10 min to flush the flow-
channel, followed by manually injecting diluted E. coli culture (OD600 0.05) via a 1 mL 
syringe. Then, the medium flow rate was reduced to 0.5 μL/min for 3 min so that cells had 
a higher chance to attach to the glass surface. Finally, the flow rate was set to 3.4 μL/min to 
flush away loosely attached cells, to prevent later formation of colonies with multiple layer 
of cells. In experiments optimizing the exposure settings, perfusion was performed with a 
syringe pump, while in the experiments to probe metabolic perturbation and to test for 
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NAD(P)H oscillations, an air-pressurized pumping system (OB1, Elveflow) was used 
together with a flow sensor (MFS2, Elveflow) for precise flow-rate control.  
In the experiments optimizing the exposure settings, time-lapse movies in bright field and 
NAD(P)H-channel started 1 hour after loading cells. In the metabolic perturbation 
experiments, we used bright field and NAD(P)H-channel (22 μJ per 10 min), together with 
470 nm (9 μJ per 10 min) to excite a fluorescent dye, 5-(and-6)-Carboxy-2',7'-
Dichlorofluorescein (C368; Thermo Fisher) mixed in medium. Medium switches were done 
manually by cutting and reconnecting tubings. In the glucose perturbation experiments, 
after loading starved cells onto the microfluidic chip, we continued to feed them with 
medium without carbon source (but mixed with the fluorescent dye) for additional 3 hours. 
Image acquisition started 1 hours after loading, meaning that cells were imaged for 2 hours 
before the medium switch. In the H2O2-perturbation experiments, cells were first cultured 
on chip in glucose minimal medium for 3.5 hours without any light exposure before image 
acquisition started. Medium containing H2O2 and the saturated water solution of 
abovementioned fluorescent dye was connected to the chip 3.5 hours after image 
acquisition started. To avoid deterioration of H2O2, two times concentrated H2O2/water 
solution and minimal medium were loaded separately in two 15 mL falcon tubes and were 
both driven into chip at the same flow rate. The two media converged in a connector before 
running into chip. Due to its instability, H2O2 solution was freshly prepared before 
experiment and the concentration was titrated with 2 mM KMnO4. 
In experiments observing NAD(P)H along cell division cycles, bright field and NAD(P)H-
channels were included in the time-lapse acquisition. 45 μJ (per 10 min) was used as 
exposure energy for NAD(P)H-channel to increase the resolution of NAD(P)H dynamics. 
Determining growth rate and intensity of NAD(P)H autofluorescence 
In the experiments optimizing exposure settings and perturbing metabolism, cells were 
segmented manually into region of interests (ROIs) according to the bright field images. In 





to segment cells from bright field images. To determine growth rates, the ROI areas were 
used. When a cell divided, the ROI area was doubled. Growth rates were calculated by 
fitting an exponential function to the time course (from hour 4 to 10) of the ROI areas.  
To obtain the NAD(P)H fluorescence intensity, the ROIs were transferred to the 
corresponding images in the NAD(P)H-channel. In experiments optimizing exposure 
settings and perturbing metabolism with glucose, NAD(P)H fluorescence intensity were 
determined by subtracting mean fluorescence intensity of surrounding area with no cells 
from mean fluorescence intensity in ROIs. In all other experiments, NAD(P)H fluorescence 
in ROIs were obtained from fluorescence images which were corrected for background and 
uneven illumination. To do this correction, we included one to three ‘blank positions’ in 
time-lapse acquisition where no E. coli or fluorescent debris were present. Then, for every 
acquisition round, images from the blank positions were averaged and used for correcting 
images from experimental positions (with E. coli) as follows, 
experimental image - blank imageCorrected image = mean intensity of blank image
blank image - CCD baseline level
×
              (1) 
where the CCD baseline level is an electronic offset added to the output signal of CCD 
sensor and was set to 500 in our work. 
Data processing for investigating NAD(P)H level in cell division cycles 
In the experiments investigating the NAD(P)H levels along the cell division cycle, the 
mean fluorescence intensity in ROIs were used to quantify intracellular NAD(P)H level. To 
obtain this value, ROIs determined from bright field images were transferred to the 
background-corrected fluorescence images and pixels in every ROI whose intensity was 
lower than background noise value (10 in this work) were removed. Specifically, to 
determine this background noise value, we first selected an acquisition position and 
determined an area (bigger than 5000 pixels) containing no cells on all time-lapse images of 
this position. Then, all pixel values in this area on background-corrected fluorescence 
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images were sorted and an intensity value that is greater than 90% of the selected pixels 
was determined as background noise for each frame and the median of these values was set 
as background noise for the experiment. Then, a normal probability distribution function 
was fitted from the rest of pixel intensities, by which the mean value of the function was 
obtained accordingly. Data in the first 10 hours were used in calculation.  
To obtain trajectories of intracellular NAD(P)H levels between cell division events, single 
cells (or one of two sister cells after division) were tracked for 10 hours and the NAD(P)H 
signals from each cell track were then separated according to division events, as shown in 
Supplementary Fig. S4A S4B and S4F. To remove the effect from long-term dynamics of 
NAD(P)H to NAD(P)H trajectories between cell division, we fitted a spline (smoothing 
parameter: 0.004) to every NAD(P)H trajectory of single tracks and the normalized 
trajectory is the quotient of original trajectory divided by the spline (see Supplementary Fig. 
S4C and S4D). NAD(P)H trajectories of cell division cycles was obtained according to cell 
division. As an alternative method for normalization, we normalized every original 
NAD(P)H trajectory for intensity by fitting a linear function to the first and last intensity 
points of every division cycle (dash line in Supplementary Fig. S4F), subtracting this 
function from original trajectory and using the residue as normalized trajectory of 
NAD(P)H level. With both normalization methods, to obtain the median trajectories, 19 
time points were linearly interpolated between first and last time point of every normalized 
trajectory so that every NAD(P)H trajectory contained 21 time points in one division cycle.  
To check if the observed pattern of NAD(P)H level in the current division cycle also 
appears in adjacent cycle, we first selected the NAD(P)H trajectories from the last time 
point of previous cycle to the first time point in the next cycle and normalized it based on 
the intensity profile in current cycle. Then interpolation was performed on the current cycle 
and the same interpolation interval were applied to the parts of trajectory outside of the 
current cycles. Finally, the mean of these 'elongated' NAD(P)H trajectories were calculated 






Calibration of intracellular NAD(P)H concentration in E. coli  
To calibrate the intracellular NAD(P)H concentration in E. coli on our setup, we used 
NADPH-water solutions (note the similar spectral properties of NADH and NADPH). 
Specifically, 0.2, 0.3, 0.5, 0.75, 1.0 mM NADPH standard solutions were prepared by 
dissolving NADPH tetrasodium (Oriental Yeast) into MilliQ water and the concentration 
was verified spectrophotometrically at 340 nm using the known extinction coefficient of 
NAPDH. Wild type E. coli was cultured in shaking flask as described. When the OD600 
reached 0.5, growth medium was diluted 50 times with minimal medium without carbon 
source. The cultures was kept for further 6 hours while shaking. Cells were then loaded into 
microfluidic device and immobilized in the flow channel. MilliQ water was perfused into 
the chip while images were acquired in the brightfield and NAD(P)H-channels. This step 
was repeated using aforementioned NADPH standard solutions, one at a time. When the 
intracellular fluorescence intensity equaled the intensity of the surrounding area with no 
cells, the intracellular NAD(P)H concentration was considered identical to the one of the 
NADPH standard solution. 
To determine fluorescence intensities, we manually segmented cells into region of interests 
(ROIs) according to the bright field images, which were then transferred to the 
corresponding images in NAD(P)H-channel. The difference of fluorescence intensity 
between cells and nearby areas was obtained for each analyzed cell by subtracting mean 
fluorescence intensity of surrounding area with no cells from mean fluorescence intensity in 
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Figure S1. Background intensity from two setups and the reduction of grow rate from 
365 nm-light exposure.  
(A)  Comparison of background intensity generated from silanized cover glass setup and 
poly-acrylamide (PAA) gel pad setup with three exposure energies. Time-lapse movies 
were performed in both setups with indicated exposure energies and 10-min acquisition 
interval. At least 7 acquisition positions were selected and background intensity on images 
between 4 and 10 hour (gray shadow in Fig. S1B) were averaged for each position. Bar 
plots are the median of these averaged intensities with standard deviation as error bars. 
Percentages indicate the drop of intensity from that in PAA gel pad setup. 
(B)  Reduction of background intensity from 365 nm-light exposure over time in two setups 
with 3 exposure energies. The first intensity value for every acquisition position was 





deviation shown as shadows along with median curves. Images between 4 and 10 hour 
(shown as gray shadow) were used in calculation for Fig. S1A.  
(C)  365 nm-light-caused decrease of growth rate. Growth rates in experiments with 10-min 
and 5-min interval and specified exposure energies (shown as energy / interval) are plotted 
as histogram (n>40, from 2 replicates for each group). Unimodal distribution in each plot 







Figure S2. NAD(P)H level increased upon H2O2-stress in ΔahpC strain. 
 
Adding 0.4 mM H2O2 to glucose-grown ΔahpC cells elevated the fluorescence intensity. 
Cells were grown in minimal medium for 3.5 hours (gray shaded region) before 0.4 mM 
H2O2 was added into the flow-channel as indicated with arrow. The increase of the 
fluorescence dye intensity indicates arrival of the new medium at the cells. 25 cells were 
tracked and their fluorescence intensity, the median of their fluorescence intensity and cell 
size are shown as squares, solid lines and dash lines, respectively. 
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Figure S3. Calibration of intracellular NAD(P)H concentration in E. coli 
 
Cells in minimal medium without carbon source were loaded into the microfluidic device 
and immobilized. Water and NADPH-water solutions (with 0.08, 0.12, 0.2, 0.3, 0.4 mM 
NADPH) were sequentially perfused into the chip while images of cells were taken in the 
bright field and NAD(P)H-channel. With each medium composition, at least 12 cells were 
identified and the difference of fluorescence intensity between cell and nearby area 
determined and plotted as box plot with the whiskers indicating the 10-90% percentiles. A 
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Figure S4. Dynamics of intracellular NAD(P)H level. 
 
(A) NAD(P)H levels in three single cell tracks. Upon cell division (vertical lines), one of 
two descendant cells were tracked. 
(B) Data from (A) where here each line represents data from one division cycle. Time point 
0 represents the moment of a cell division. 
(C) Spline fitted to cell tracks in (A). (smoothing parameter: 0.004, performed by fitting 
smoothing spline in Matlab.) 
(D) Normalized trajectories of cell tracks in (A). Normalized trajectories were obtained 
from dividing original intensity trajectories (A) by fitted spline (C). 
(E) Uneven distribution of the times of maximum NAD(P)H level throughout the division 
cycle. For every trajectory in Figure 3, the time (normalized to the division cycle duration) 
when the highest NAD(P)H level occurred is located and used to generate the histogram. 
(F) Fluorescence intensities from ROIs in one division cycle and one additional frame from 
each of the two adjacent cycles. The frames where cell division happened are marked with 
arrows. 45 μJ per 10 minute was used as exposure settings. 
(G) With spline-fitting, median of normalized NAD(P)H levels along division cycles using 
actual and shifted division events. Each solid lines is from one replicate experiment, as also 
shown in Fig. 3A. For trajectories in each replicate, starting and ending divisions were 
randomly shifted one frame earlier, or not shifted or one frame later to test if the observed 
trend was altered. 10 such tests were performed for each of three replicate experiments and 
the resulting median curve of NAD(P)H level were plotted as gray lines (n=30). 
(H) Median of normalized NAD(P)H level using actual and fixed division events. The same 
data in Fig. 3A except the normalization method was line-fitting, as described in Materials 
and Methods.  
(I) The same data in Fig. 3B except the normalization method was line-fitting, as described 







Table S1. Number of cells tracked in Fig. 1. For each combination of UV-dose and 
exposure interval in Fig. 1A, two replicates were performed and the numbers of tracked 
cells in each replicates were listed, separated by a comma. 
Figure 1A and 1B Figure 1C 
UV-dose 
(J) 
0 9 22 38 45 56 Carbon 





















exposure No Yes No Yes No Yes 
Replicate 






























3 20 20 35 53 17 30 
Figure 1B - 42 41 40 42 36        
For each combination of UV-dose and exposure interval in Fig. 1A, two replicates were 
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Oxidative stress is common to bacteria since it can be easily induced by oxidants released 
from their hosts or other bacterial competitors. Among these oxidants, hydrogen peroxide 
(H2O2) is an important candidate to poison cells by causing DNA lesion and inhibiting 
protein activity. Upon H2O2-induced oxidative stress, bacteria activate enzymes to 
maintain NAD(P)H homeostasis and scavengers to reduce intracellular H2O2 level. 
However, how these two systems are temporally orchestrated in antioxidant defense 
remains unclear. To address this, we used dynamics of intracellular NAD(P)H as a reporter 
for the actions of antioxidant defense systems. Specifically, with a setup which allows for 
rapid and constant H2O2-addition, we investigated NAD(P)H dynamics upon H2O2-stress 
in wild type E. coli, overexpression and deletion mutants at single cell level. We found that 
stress from different H2O2 levels led to vastly different patterns in intracellular NAD(P)H 
dynamics and cell survival, by which we developed a temporal model to describe the 
sequence of cellular responses to oxidative stress. We demonstrated that to survive through 
H2O2-induced oxidative stress, maintaining NAD(P)H homeostasis via G6PDH was 
necessary while timely activation of H2O2-scavenger, KatG, was decisive. The presented 
work will pave the way for future studies on the dynamics of antioxidant defense in bacteria. 
 
Introduction 
Bacteria frequently experience oxidative stress as a result of defense mechanisms of their 
animal or plant hosts, or from other microbial competitors1-3. Oxidative stress is induced by 
reactive oxygen species (ROS), such as hydroxyl radicals (•OH), superoxide (O2.-) and 
hydrogen peroxide (H2O2), which damage DNA, [Fe-S]clusters and proteins4. For instance, 
plants release redox-cycling compounds such as plumbagin5 or juglone6, which can 
increase O2.- and H2O2 levels in pathogens. But also bacteria, such as lactic acid bacteria, 
excrete H2O2 in the millimolar range to defeat competitors5-8. Finally, the bactericidal 
effect of common antibiotics, such as norfloxacin, ampicillin and kanamycin, is associated 




with the induction of oxidative stress9,10. In order to understand the mechanism of how 
oxidative stress could lead to cell death, it is important to unravel the strategies that bacteria 
utilize upon oxidative stress. 
Several ROS scavenging systems have already been identified in bacteria, especially for 
scavenging H2O2. H2O2 can be endogenously generated from the electron transfer chain 
(ETC) and subsequently inhibit protein activities and cause DNA lesions via the Fenton 
reaction4,11. To eliminate endogenous H2O2, E. coli uses the constitutively expressed alkyl 
hydroperoxide reductase (AhpCF) as H2O2 scavenger12. When AhpCF is saturated and 
unable to limit the intracellular H2O2 level (e.g., in presence of excessive exogenous H2O2), 
the OxyR system is activated. The OxyR system upregulates AhpCF and other enzymes 
including KatG and Dps to relieve oxidative stress by scavenging intracellular H2O2 and to 
inhibit Fenton reaction by chelating the free iron ions4. Apart from H2O2, O2.- poses a 
threat to [Fe-S]clusters-containing enzymes and its presence can activate SoxRS system 
which upregulates superoxide dismutases (SODs) for O2.--scavenging13. 
To counteract oxidative stress, the supply of NAD(P)H is important since they are the main 
electron donor during the antioxidant defense14,15. Upon H2O2-stress, activity of the 
glucose-6-phosphate dehydrogenase (G6PDH) is upregulated16, suggesting the pentose 
phosphate pathway as main contributor for maintaining NAD(P)H homeostasis under these 
conditions.  
Despite the ROS-scavengers and the mechanism for maintenance of intracellular NAD(P)H 
are identified, it has never been reported how the antioxidant defense is temporally 
orchestrated with H2O2-scavenging and NAD(P)H-regeneration. To address this question, 
it is important to know, for instance, the initiation time of NAD(P)H-regeneration upon 
oxidative stress and the temporal correlation between cell survival and activation of KatG, 
the main H2O2-scavenger under oxidative stress. Such temporal information can reveal 
how antioxidant defense is organized and indicate the weakest link in this process. 
Here, we used a recently developed method to monitor NAD(P)H dynamics in single cells, 





upon a step-increase of extracellular H2O2. Specifically, we developed and validated a 
setup allowing rapid and constant H2O2-addition during long-term time-lapse microscopy. 
We found that stress induced by different H2O2 levels led to vastly different patterns of 
intracellular NAD(P)H dynamics and cell survival. We showed that G6PDH was essential 
upon H2O2-addition, indicating that the NAD(P)H-regeneration system is required from the 
beginning of oxidative stress. Moreover, we revealed that timely induction of KatG was 
crucial for maintaining NAD(P)H homeostasis and survival, while chelation of iron ions 
was of minor importance in this process. The presented work will provide a basis for future 
research on the temporal dynamics of antioxidant defense and ROS-induced cell damage in 
bacteria, which might reveal new targets in antimicrobial treatment.  
 
Results 
Establishment of an experimental system allowing dynamic oxidative 
stress perturbations and single cell observations  
To investigate the dynamics of different antioxidant defense systems, we opted to measure 
NAD(P)H levels in single cells with high time-resolution. Since NAD(P)H are essential for 
combating oxidative stress, we considered their dynamics as a suitable reporter for the 
actions in antioxidant defense systems and, therefore, we exploited the autofluoresence of 
NAD(P)H to measure NAD(P)H dynamics in single E. coli cells using a recently developed 
method. Using a microfluidics device17, where cells were immobilized on a silanized cover 
glass through electrostatic interactions, we could supply the cells with fresh medium for at 
least 20 hours in time-lapse experiments. Further, an air-pressurized pumping system 
enabled performing rapid medium switches (Figure S1) for dynamical addition of H2O2 
(Figure 1A). 
Because H2O2 is chemically instable in the presence of transition metal ions18,19, which are 
part of our growth medium, we needed an approach to ensure constant H2O2 levels in the 
flow channel throughout the whole time-lapse experiments. To this end, we first tested the 




stability of H2O2 mixed with water, culture medium and other components in our 
experimental setup, such as the fluorescent dye for visualization of medium switch 
dynamics and the PDMS slab with which the chip was made. We found that M9 medium 
caused a ~50% drop of the H2O2 concentrations over 20 hours, while water, the dye, 
PDMS or the silanized cover glass had no effect on H2O2 stability (Figure 1B).  
Thus, instead of using pre-mixed H2O2 and M9 medium for H2O2-addition, we devised a 
setup where two-fold concentrated M9 medium (2x M9) and two-fold concentrated H2O2 
(2x H2O2) were independently perfused at the same flow rate and mixed via a T-connector 
just prior to entering the microfluidic device (Figure 1A). In our setup, it takes only 100 
seconds for the mixture of M9 and H2O2 to arrive at the cells from the T-connector (Figure 
S1) so that the drop of H2O2 concentration in the mixture would be negligible. 
We next examined whether UV excitation, which is required for measuring the NAD(P)H 
autofluoresence, itself can activate ROS-defense systems, potentially biasing the 
observation of H2O2-induced cellular response. Therefore we performed time-lapse 
microscopy using the chosen UV exposure settings (72 μW – 400 ms, per 10 min) with 
strains carrying promoter-GFP fusions, which are reporters for the activity of different 
ROS-defense systems (pkatG-gfp for OxyR and psodA-gfp for SoxRS)20. Here, we found 
that GFP fluorescence intensity did not change upon UV exposure (Figure 1C), while 
addition of 0.2 mM H2O2 strongly increased GFP fluorescence of the pkatG-gfp reporter 
strain. Thus, these experiments showed that our experimental settings are suitable for 
measuring the NAD(P)H, where the UV exposure did not induce oxidative stress. 
Taken together, the developed microfluidic setup, enabling fast medium switches (Figure 
S1) and mixing of components just prior to entrance of the microfluidic chip, allowed 
performing long-term oxidative stress on E. coli and observe intracellular NAD(P)H 






Figure 1. Experimental setup and verifications. 
A. Schematic diagram of the experimental setup. two-fold concentrated M9 (2x M9), two-
fold concentrated H2O2 (2x H2O2, mixed with fluorescence dye) and M9 are loaded in 
three reservoirs and driven by a pumping system through three flow rate sensors. The flow 
rate is controlled by specific sensors. The 2x M9 and 2x H2O2 are mixed via a T-connector 
and either this mixture or M9 medium is perfused into the PDMS-based microfluidic chip. 
B. M9 decomposes H2O2. 1.1 mM H2O2 solutions are, respectively, mixed or soaked with 
M9 (solid rectangle), silanized cover glass (SCG) (circle), fluorescent dye (up triangle), 
SCG and dye with a piece of PDMS (down triangle), including a sample with only water 
(open rectangle). Mixture solutions are kept at 37 °C and H2O2 concentrations in every 
mixture was determined by titration at 0.5, 5.5 and 22 hours (see materials and methods). 
Every titration is performed in triplicates with mean and standard deviation shown as 
symbols and error bars.  
C. UV-exposure in our protocol does not activate the OxyR and SoxRS systems. BW25113 
transformed with reporter plasmids, in which the gfp gene is under the control of either the 
katG or sodA promoter, is imaged at a wave length of 470-nm with or without 365-nm light 
exposure every 10 minutes as described in Materials and Methods. Median GFP 
fluorescence intensity are plotted from at least 15 single cell tracks for each group (solid 
lines). Both strains were treated with 0.2 mM H2O2 between 3.5 to 7 hours, during imaging 




with 470-nm light. Median GFP fluorescence intensity are plotted from at least 15 single 
cell tracks for each group (dash lines).  
 
Intracellular NAD(P)H dynamics upon H2O2-treatment 
First, we wanted to find out how H2O2-treatment alters cell growth and NAD(P)H 
dynamics in wild type E. coli. Therefore, we first determined the intracellular NAD(P)H 
dynamics in response to rapid (70 seconds, Figure S1) step-increases of extracellular H2O2 
levels. Specifically, wild type cells were loaded in the flow channel and grown in glucose 
minimal medium for 3.5 hours without any imaging, allowing the cells to fully adapt to the 
environment of the microfluidic device. Afterwards, we started imaging the NAD(P)H- and 
bright field-channel, together with the 470 nm-channel, allowing determining the precise 
arrival time of the H2O2 solution. 3.5 hours later, medium containing H2O2 and the 
fluorescence dye was switched for perfusion.  
We found that exposing cells to increasing concentrations of H2O2 led to different 
dynamics of intracellular NAD(P)H levels and cell survival. At H2O2 concentrations ≤0.2 
mm, intracellular NAD(P)H was maintained at a constant level (Figure 2A). However, 
treatment with ≥0.3 mM H2O2 led to significant non-monotonous NAD(P)H dynamics, 
which resulted in a sharp drop of NAD(P)H at a certain time point (Figure 2B). We 
observed that the drop occurred earlier in higher H2O2 concentrations (Figure 2C) and 
coincided with a change of cell morphology and contrast (as obtained from the bright field 
images) (Figure 2D), indicating cell death. Therefore, the sharp drop of NAD(P)H may 
indicate the release of cell contents upon cell lysis. Overall, the NAD(P)H dynamics are 
indicative for the cellular response to H2O2 and survival while the non-monotonous 
NAD(P)H levels (Figure 2B) are likely reflecting different steps in the antioxidant defense.  
We also found that with H2O2 levels ≤0.2 mM, cells, as determined by cell size, did not 
stop growing but experienced a slightly decreased growth rate for 1 to 5 hours depending 
on H2O2 concentration (Figure 2A). In contrast to that, cell growth was significantly 





one time (at 0.3 mM H2O2) or only slightly swelled before the sharp drop of NAD(P)H 
level occurred (Figure 2B).  
In conclusion, cells could still grow and maintain constant NAD(P)H level at 0.1 and 0.2 
mM H2O2, whereas higher H2O2 concentrations (≥0.3 mM) killed cells at various time 
points. We therefore assume that an intermediate H2O2 concentration between 0.2 and 0.3 
mM is the critical point that is decisive for cell survival. In agreement with that, an H2O2 
concentration close to this critical value led to a larger experimental deviation in NAD(P)H 
dynamics (0.2 mM group, Figure 2A).  
 
 




Figure 2. Dynamics of NAD(P)H and cell growth after H2O2-treatment. 
A and B. NAD(P)H levels and hypothetical cell sizes after treatments with 0 or 0.1, 0.2 mM 
H2O2 (A) and 0.3, 0.35 and 0.4 mM (B). For each H2O2 concentration, two independent 
replicates with at least 50 single cells tracks in each are analyzed. In each replicate, mean 
fluorescence of cell tracks is plotted as dark line and the standard deviation between 
individual cells as gray shadow. The single-cells’ NAD(P)H levels are normalized to the 
respective cell’s mean fluorescence intensity between 2.5 and 3.5 hours (i.e., 1 hour before 
H2O2-addition). Cell size was doubled after each cell division and indicated as hypothetical 
cell size (see Methods and Materials). Hypothetical size of each cell track is normalized to 
the size of the respective track at time point 0. 
C. Survival time of cells treated with high H2O2 concentrations. The sharp drop of 
NAD(P)H level corresponds to the lysis of bacteria and the survival time is determined by 
the time of the occurrence of lowest NAD(P)H level after treatment. The lowest NAD(P)H 
level of each single cell track was determined after 6.5 hours (for 0.3 mM H2O2) or 0.5 
hours (for 0.35 and 0.4 mM) since H2O2-addition. These time points are plotted as dots, 
while median, quantile and 10-90 percentile for each H2O2 concentration are shown as 
notch boxes and whiskers. 
D. A morphological change takes place when the drop in NAD(P)H happened. The 
NAD(P)H dynamics of a single cell treated with 0.4 mM H2O2 is shown in the upper panel 
with corresponding bright field in the lower panel. Here, the drop of fluorescence intensity 
and change in bright field images occurred after 7 hours. 
 
Effect of gene deletions and overexpression on NAD(P)H dynamics and 
cell growth 
We next wanted to unravel the temporal regulation of antioxidant defense systems after 
H2O2 treatment. E. coli upregulates H2O2-scavengers, such as AhpCF and KatG, and 
enzymes increasing NADPH production such as Glucose-6-phosphate dehydrogenase 
(G6PDH, encoded by zwf)16,20 upon oxidative stress. To identify the roles of these 
antioxidant enzymes in the observed NAD(P)H dynamics and cell growth upon H2O2 stress, 
we tested deletion mutants (ahpC, katG and zwf ) and overexpression strains (katG and zwf) 
at various H2O2 concentrations. Moreover, we overexpressed dps, which encodes an iron-





hydroxyl radicals to aggravate oxidative stress, we assumed that upregulation of Dps 
protects cells against H2O2-stress21. 
We first tested the role of AhpCF, which is considered to be the primary H2O2-scavenger 
in E. coli under normal growing conditions12. AhpCF consists of two subunits, where AhpC 
decomposes H2O2 and AhpF reduces the oxidized AhpC using electrons derived from 
NADH22. Therefore, we assumed that deletion of ahpC would impair the function of 
AhpCF. Without this primary H2O2-scavener, the OxyR system will be “constitutively” 
activated to upregulate KatG, a more efficient H2O2-scavenger. Therefore, we expected 
higher cell survival of the ahpC deletion strain compared to wild type cells upon H2O2-
treatment. At low H2O2 concentrations (i.e., 0.1 mM and 0.2 mM), the deletion mutant 
showed an identical response as the wild type regarding both cell growth and NAD(P)H 
dynamics (Figure 3A). In line with our hypothesis, at the high concentrations (i.e., 0.35 mM 
and 0.4 mM), we found enhanced viability for ΔahpC mutants (Figure 3A). Unlike in the 
wild type, the NAD(P)H levels in ΔahpC did not drop at these high H2O2 concentrations, 
indicating that deleting ahpC renders increased tolerance towards H2O2-stress. 
KatG is the main H2O2-scavenger, which is upregulated by the activation of OxyR system 
when intracellular H2O2 saturates AhpCF12. Here, at the two low H2O2 concentrations, 
where the wild type managed to keep the NAD(P)H levels constant, the katG deletion strain 
stopped growing and NAD(P)H dropped about 3.5 hours after H2O2-addition (Figure 3B). 
The fact that the sharp drop of NAD(P)H level only occurred after 3.5 hours suggested 
other defense systems could still manage to maintain NAD(P)H homeostasis in the absence 
of KatG at these two low H2O2 concentrations. The drastic difference of cell growth 
between wild type and the ΔkatG mutant indicated that KatG is crucial to overcome 
oxidative stress even at low H2O2 concentrations. But the reduced growth rate of the wild 
type in the initial period after H2O2-treatment may indicate that KatG cannot be fully 
activated to support normal cell growth by efficiently eliminate H2O2 soon once after the 
stress starts.  
We next asked whether increasing KatG levels could better maintain NAD(P)H levels at 
high H2O2 concentrations. Indeed, overexpressing KatG before 0.3 mM H2O2-treatment 




allowed maintaining constant NAD(P)H levels and cell growth throughout the experiment 
(Figure 3B). Even at a H2O2 concentration of 0.35 mM, overexpressed KatG kept a 
constant intracellular NAD(P)H , even though cells stopped growing. However, we still 
assume that cells survived in the presence of 0.35 mM H2O2, as we did not observe any 
morphological changes or a drop in NAD(P)H levels. Therefore, consistent with important 
role of KatG in H2O2-scavenging, we confirmed that KatG is essential for cell survival 
under H2O2 stress even at low concentration (0.1 mM). 
G6PDH (encoded by zwf) catalyzes the first step of the pentose phosphate pathway (PPP) 
and is upregulated during H2O2-stress16. We expected that its role in H2O2-stress response 
is to boost NADPH production by increasing flux through the pentose phosphate pathway. 
To prove our hypothesis, we tested if deletion or overexpression would cause alterations in 
NADPH dynamics. We found that the deletion mutant stopped growing and showed an 
instant 25% decrease of NAD(P)H levels upon 0.1 mM and 0.2 mM H2O2-addition (Figure 
3C). However, overexpression of zwf did not rescue cells from treatment with high H2O2-
concentrations (i.e., 0.3 mM and 0.35 mM). These experiments showed that G6PDH is 
crucial to maintain the NAD(P)H level directly from the beginning of H2O2-stress. The fact 
that overexpression of zwf did not rescue the cells from high H2O2 concentrations indicates 
that maintenance of NAD(P)H is necessary but not sufficient for bacteria to survive. 
Finally, we analyzed NAD(P)H levels and cell survival after overexpression of the iron-
chelating protein Dps. We expected that increased levels of Dps could reduce the negative 
effect of oxidative stress on cell survival and, therefore, indirectly help with maintaining 
NAD(P)H homeostasis. Consistent with this hypothesis, we observed that the cells did 
survive in the presence of 0.3 mM H2O2, a concentration at which wild type cells died. 
However, overexpression of Dps did not improve cell survival and maintenance of 
NAD(P)H levels at 0.35 mM H2O2.(Figure 3D). These findings demonstrate that dps 











Figure 3. NAD(P)H and cell growth dynamics of gene deletion and overexpression 
strains after H2O2-treatment 
NAD(P)H fluorescent intensity (upper) and cell size (lower) with various level of H2O2-
treatment were determined in (A) ΔahpC; (B) ΔkatG and katG+; (C) Δzwf and zwf+; (D) 
dps+. Cells were loaded onto the microfluidic channel 3.5 hours prior the beginning of 
image acquisition (time point 0) and H2O2-containing medium was perfused at 3.5 hour 
(indicated by dashed line). For overexpression, cells were induced with 400 μM IPTG 
between 1 and 3.5 hour (2.5 hours before H2O2-stress). Each experiment was repeated 
twice and at least 50 cells were tracked and analyzed in each replicate. Intracellular 
NAD(P)H levels and hypothetical cell sizes were normalized as described in Figure 2 and 
are shown as average (dark lines) and standard deviation between individual cells’ signals 
(dark shadow). NAD(P)H intensities and cell growth for H2O2-stressed wild type (Figure 
2A and 2B) are also plotted for a better comparison. 
 
Discussion 
In this study, we established a microfluidics-based setup which enables long-term 
observation of intracellular NAD(P)H dynamics in single E. coli cells and dynamic addition 
of H2O2 to induce oxidative stress. We analyzed the effect of various H2O2 concentrations 





Empowered by our setup’s ability to keep H2O2 levels constant in long-term experiments, 
we first studied the intracellular NAD(P)H dynamics in single E. coli cells under constant 
H2O2-stress. We found that a H2O2 concentration between 0.2 to 0.3 mM is marginal to 
affect cell survival, which is slightly lower than in earlier reports, ranging from 0.5 mM to 
tens of millimolar23,24. One explanation for this discrepancy might be related to the presence 
of transition metal ions in growth media during batch cultivation, which decompose H2O2 
and thereby eliminate its toxic effect. In our work we circumvented this problem by 
constant flow of fresh medium, allowing the investigation of cellular responses at an 
accurately adjusted H2O2 concentration over multiple hours.  
We also examined the NAD(P)H dynamics in deletion and overexpression mutants to 
identify the role of each gene in antioxidant defense. Based on the observations of wild type 
and mutant strains (Figure 3), we developed a conceptual model describing the sequence of 
cellular responses to oxidative stress. Before H2O2-treatment, exponentially growing cells 
generate H2O2 endogenously, which can be eliminated via the house-keeping H2O2-
scavenger AhpCF, consuming NADH from central metabolism (Step 0 in Figure 4).  
In the presence of external H2O2, AhpCF and other NAD(P)H-dependent anti-oxidative 
systems, such as thioredoxin and glutathione, degrade H2O2 resulting in an increased 
consumption of NAD(P)H (Step 1 in Figure 4). In earlier reports the decrease of NAD(P)H 
levels upon oxidative stress is attributed to the downregulation of NADH-generating 
enzymes in the TCA cycle25,26 or to NADH-consumption in the Fenton reaction16. However, 
we did not see any drop of NAD(P)H level upon H2O2-addition in the ΔahpC strain, 
indicating that AhpCF is another important consumer of NADH under oxidative stress 
(Figure 3A). 
If external H2O2 level further increases, the aforementioned systems are not sufficient to 
eliminate internal H2O2 and prevent cell damage such as DNA lesions and compromised 
activities of metalloenzymes4. H2O2 can induce disulfide bond formation in or between 
thiol-containing proteins. This will trigger the activation of the OxyR system which 
upregulates the expression of more than 20 enzymes, including the H2O2 scavengers KatG 
and Dps20. It was reported that H2O2 causes upregulation of G6PDH (encoded by zwf), 




which redirects carbon flux into PPP to generate NADPH to combat the increasing 
intracellular H2O2 levels (Step 2 in Figure 4)16. According to the NAD(P)H dynamics in 
wild type and the G6PDH deletion strain (see also Figure 3C), NAD(P)H regeneration 
occurs instantly after H2O2 treatment, most likely via G6PDH, indicating that the enzyme 
is instantly needed upon H2O2-stress. This is in line with the finding that E. coli and P. 
fluorescens show an increased production of NADPH under oxidative-stress16,26. We found 
that overexpressing G6PDH prior to H2O2-stress do not support cell survival at high 
external H2O2 concentrations (Figure 3C). We therefore concluded that NAD(P)H-
regeneration is not the bottleneck in the antioxidant defense response, but rather the 
capability of H2O2-scavenging. 
In the third step in the response to H2O2-stress, KatG starts to accumulate in cell as a result 
of OxyR activation, gradually replacing AhpCF as the main H2O2-scavenger. KatG has a 
higher affinity to H2O2 than AhpCF and is therefore more effective in H2O2 binding27. As 
KatG acts NAD(P)H-independent but the production rate in PPP remains high, the 
activation of KatG can lead to an accumulation of intracellular NAD(P)H  under oxidative 
stress (Step 3 in Figure 4). This could be the cause for the ‘drop-increase’ trend in the level 
of NAD(P)H as seen in the wild type treated with 0.3 mM H2O2 (Figure 2B). If KatG is 
already upregulated (e.g., by overexpression or by the lack of functional AhpCF12) when 
H2O2-stress emerges, H2O2 would be mainly degraded by KatG so that the high NAD(P)H 
production rate in PPP will directly increase the intracellular NAD(P)H concentration (see 
0.35 and 0.4 mM in Figure 3A, katG+ group with 0.3 and 0.35 mM in 3B). A further 
protection of the cells can be achieved by iron-chelation via Dps, so that its activation 
renders cells more protected, including the capability to maintain NAD(P)H-homeostasis.  
Our model suggested that H2O2-stressed E. coli cells are most vulnerable between Step 2 
and 3, when H2O2-scavenging relies on the less efficient H2O2-scavengers (such as AhpCF, 
thioredoxin and glutathione system). In this period, accumulated intracellular H2O2 will 
start to cause cell damage. The scale of such cell damage is the key challenge for survival 
as it determines, a) whether NAD(P)H-regeneration can be maintained for NAD(P)H-





KatG reaches the level at which it can effectively reduce the intracellular H2O2 level. 
Therefore, the timely activation of KatG after H2O2-stress is pivotal for cell survival. We 
assume that activation of KatG prior H2O2-stress can greatly shorten this critical time 
period, which probably is the reason for enhanced survival of ΔahpC and katG-
overexpression mutants in this work, and the survival of wild type E.coli pre-exposed to 
H2O228. 
Overall, we investigated the dynamic response of NAD(P)H level in wild type E. coli and 
various deletion and overexpression strains upon a step-increase in extracellular H2O2 
concentrations at the single-cell level. Based on the results, we developed a conceptual 
model describing the sequence of cellular responses to H2O2-induced oxidative stress and 
identified timely activation of KatG is the critical link for cell survival during H2O2-
induced oxidative stress. We found that NADPH-regeneration is necessary but not 
sufficient for cell survival upon H2O2-stress. We would envision that the presented work 
will provide an important basis for future research on the dynamics of antioxidant defense 
and ROS-induced cell damage in bacteria. 









Figure 4. A temporal model of actions against H2O2-stress in E. coli. 
Temporal model of antioxidant defense in H2O2-stressed E. coli. Exponentially growing 
cells clear endogenously generated H2O2 by AhpCF, consuming NADH, which can be 
replenished via metabolism (Step 0). Upon exogenous H2O2-stress, AhpCF and other 
NAD(P)H-dependent enzymes quickly consume NADH to reduce the increasing 
intracellular H2O2 level (Step 1). When H2O2 saturates AhpCF, the transcriptional 
regulator OxyR is activated to upregulate katG and dps. Meanwhile, G6PDH redirects 
carbon flux to PPP to increase NADPH production for maintaining NAD(P)H homeostasis 
(Step 2). Fully activated KatG starts to decompose intracellular H2O2 with high efficiency, 
reducing the H2O2-scavenging via other enzymes (like AhpCF) and the NAD(P)H 
consumption by these enzymes. Dps reduces H2O2-induced cell damage by chelating free 
irons, the major component in the Fenton reaction (Step 3). 
 
Materials and Methods 
Bacterial strain and growth conditions 
BW25113 wild type E. coli was used in this work. M9 minimal medium29 supplemented 
with 5 g/L glucose was used in this work. Strains ΔahpC, ΔkatG and Δzwf are from Ref.30. 
Plasmids pNT3-dps, pNT3-zwf and pNT3-katG from Ref.31 were transformed into 
BW25113 for overexpression experiments. 
All inocula in this work were from single colonies, cultured overnight with 50 mL medium 
in 500 mL flasks and incubated at 37 °C, 300 rpm. Once optical density (OD600) reached 
0.5, cells were diluted into a new culture and further diluted 2 times in the course of the 
following 24 hours whenever OD600 reached 0.5. When the final culture reached OD600 
0.5, the cultures were diluted 10 times in minimal medium for time-lapse microscopy. 
 




Stability of H2O2 in medium 
In this work, H2O2 solutions were prepared and the concentration of H2O2 was determined 
by titration with 2 mM KMnO4 water solution, right before experiments. This KMnO4 
solution was prepared once per month and its concentration was determined by titration 
with 90 mM oxalic acid solution, which was freshly prepared before titration by dissolving 
81 mg oxalic acid into 10 mL 1 M sulfuric acid solution. Using 2 mM KMnO4 solution as 
titrant, the end point of both titrations was determined when a faint pink color of the 
permanganate ion emerges and persists for more than 30 seconds. Calculation of KMnO4 
and H2O2 concentrations was based on the 2 equations as follows: 
2KMnO4  +   5H2O2  +  3H2SO4  →  2MnSO4  +  K2SO4  +  5O2  +  8H2O         (1) 
2KMnO4  +  5H2C2O4  +  3H2SO4  →  2MnSO4  +  K2SO4  +  10CO2  +  8H2O    (2) 
To validate the H2O2 concentration does not deteriorate throughout the experiment, 100 mL 
2.2 mM H2O2 water solutions was prepared and evenly separated into five aliquots in 50 
mL-falcon tubes. The five falcon tubes were, respectively, mixed with a) 20 mL water, b) 
20 mL saturated dye solution (see the Time-lapse microscopy section), c) 20 mL water 
soaking with a piece of silanized cover glass, d) 20 mL saturated dye solution soaking with 
a piece of cover glass and a PDMS part of the chip, and e) 20 mL M9 medium (with 5 g/L 
glucose). All falcon tubes were kept at 37 °C and each sample were determined 3 times by 
KMnO4-titration at the time points indicated in Figure 1B.  
Fabrication of microfluidic chip 
Microfluidic chips were used for culturing and imaging E. coli during microscopic 
experiments. The chip used was a polydimethylsiloxane (PDMS) slab bonded to a silanized 
cover glass. PDMS (Sylgard 184; Dow Corning) was poured onto a silicon wafer molded 
with a channel (dimensions: 50 μm (Width) x 5 μm (Height) x 1 cm (Length)) and then 





For silanization, cover glasses (Thermo Scientific) were sonicated with 5M KOH for 60 
min in a polytetrafluoroethylene container before being washed 10 times with MilliQ-grade 
water. Then the cover glasses were soaked with 2% (v/v) (3-Aminopropyl) triethoxysilane 
(Sigma) for 2 hours. Finally, the cover glasses were sequentially washed with MilliQ-grade 
water for 10 times, aceton for 2 times and were quickly dried by compressed air after all 
washing steps. Processed cover glasses were kept in vacuum until being used. The PDMS 
slab and the silanized cover glass were irradiated in ozone cleaner for 5 minutes before 
being bonded together and baked at 120°C for 1 hour. 
Time-lapse microscopy 
All microscopic experiments were performed on a Nikon Ti-E microscope using NIS-
Elements as operating software. An EMCCD camera (DU-897 EX, Andor), which is 
compatible with wavelengths in NAD(P)H spectrum, was used for imaging, together with 
an 100x objective (MRF02900, Nikon), a filter set comprising a 350/50-nm band-pass filter, 
a 409-nm beam-splitter and a 435/40-nm emission filter for NAD(P)H-channel and a filter 
set comprising a 470/40-nm band-pass filter, a 495-nm beam-splitter and a 525/50-nm 
emission filter for GFP-channel. A halogen lamp and LED were the light source for bright 
field and fluorescence imaging, respectively. In this work, 365-nm-excitation was set to 72 
μW for 400 ms in NAD(P)H-channel, while 470-nm-excitation was set to 72 μW for 200 
ms in the GFP-channel. Here, the exposure power was measured with a power meter 
(PM100USB, Thorlabs) and a power sensor (S120VC, Thorlabs) in specimen plane. The 
Nikon Perfect Focus System was used in all time-lapse experiments to ensure focusing. 
Images in bright field channel were focused 1 μm higher than that in the fluorescence 
channels to facilitate cell segmentation. 
A 4-channel air-pressurized pumping system (OB1; Elveflow) perfused media into the 
microfluidic chips during experiments. For every channel, medium were pushed from a 15 
mL falcon tube and run into the microfluidic chip via 5 cm polyetheretherketone (PEEK) 
flow resistor (ID: 100 μm), flow rate sensor (MFS2, Elveflow) and polytetrafluoroethylene 
(PTFE) tubing (ID: 1/16”). The flow rate was controlled and stabilized by a feed-back loop 




consisting the pumping system and the flow rate sensors. 3 channels were used in the work. 
Minimal medium was loaded in the first channel for culturing cells before H2O2-treatment. 
H2O2 and minimal medium were both 2-time concentrated and were separately loaded in 
the 2nd and 3rd channel, which converged right before entering the chip via a T-connector 
(ETFE Tee; Elveflow). To indicate the presence of H2O2 in microfluidics, H2O2 solution 
was mixed with saturated water solution of a fluorescent dye (C368; Thermo Fisher), which 
was prepared by adding about 0.1 mg solid power into 50 mL MilliQ-grade water. After 
vortex, the supernatant (i.e., saturated water solution of the dye) was obtained and mixed in 
the 2-times concentrated H2O2 solution at a ratio of 1:120. All media used in this work 
were aerated in advance in shaking flasks at 37°C for at least one hour.  
The channels on microfluidic chip were flushed with minimal medium for 20 min at a 
pressure of 200 mbar before around 20 μL cell culture (diluted to OD600 0.05) was 
manually injected from a 1 mL syringe into the chip via the inlet of the flow channel. After 
cell loading, perfusion was firstly set to 0.5 μL/min for 10 min to facilitate cell attachment 
and then kept at 3.2 μL/min. 3.5 hours after loading, time-lapse acquisition started in the 
three aforementioned exposure channels and excitation powers once per 10 min. 3.5 hours 
after the image acquisition started, we switched the perfusion to the H2O2-containing 
medium. Specifically, the inlet tubing which was connected to minimal medium was cut 
and re-connected to the outlet of T-connector and flow rates of both 2nd and 3rd channels 
were both set to 1.8 μL/min.  
In overexpression experiments, 1 hour after image acquisition started, minimal medium 
containing 500 μM IPTG was connected to the chip in the aforementioned manner. This 
induction lasted for 2.5 hours, stopped right before the H2O2-contaning medium was 
connected to the chip. 
In experiments testing the transcription of katG and sodA promoters, BW25113 containing 
pkatG-gfp or psodA-gfp (plasmids were from Ref.32) were loaded in two independent 





were located for each strain and 6 of them were exposed to the three aforementioned 
exposure channels, while the rest were exposed to only the 470-nm and bright field 
channels. In another experiment, the two strains were loaded in two independent channels 
fabricated on one microfluidic chip. 3.5 hours later, 6 positions with single cells were 
located for each strain and all of them were exposed to the three aforementioned exposure 
channels. 3.5 hours after exposure started, H2O2 solution (without fluorescent dye) and 
glucose minimal medium were connected to the microfluidics so that the H2O2 
concentration in flow channel was 0.2 mM. At 7 hours after exposure started, minimal 
medium was again connected to microfluidics to stop the H2O2-stress. 
Determining cell size and intensity of intracellular NADP(H). 
In all experiments, cells were segmented into region of interests (ROIs) on bright field 
images using MicrobeJ33, a plug-in for ImageJ. The area of ROIs from the same cell lineage 
was used for determining cell size. When a cell divided, the ROI area was doubled. As 
normalization, for each single cell track, cell sizes at all time point were divided by the size 
value at time point 0.  
To determine NAD(P)H fluorescence intensity, the ROIs were transferred to the 
corresponding corrected fluorescent images. Here, the aim of the correction was to remove 
the background and the bias from uneven illumination. To do so, we included one to three 
‘blank positions’ in the time-lapse acquisition where no E. coli cells or fluorescent debris 
were present. Then, for every acquisition round, images from the blank positions were 
averaged and used for correcting images from experimental positions (with E. coli) as 
follows, 
experimental image - blank imageCorrected image = mean intensity of blank image
blank image - CCD baseline level
×             (3) 




where the CCD baseline level is an electronic offset added to the output signal of CCD 
sensor and was set to 500 in our work. To normalize NAD(P)H dynamics, for each single 
cell track, florescence intensities at all time point were divided by the mean intensity 
between 2.5 to 3.5 hours after exposure started.  
To determine the GFP fluorescence in experiments testing the transcription of katG and 
sodA promoters, single cells were segmented into ROIs as mentioned before. Then, the 
ROIs were transferred to corresponding fluorescence images. The intensity of intracellular 
GFP were determined by subtracting mean fluorescence intensity of surrounding area with 
no cells from mean fluorescence intensity in ROIs.   
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Figure S1. New medium reached maximum concentration in 70 s after medium switch. 
Complete medium change takes 70 s in our microfluidic channel. Medium switching 
between medium with/without dye was done at time point 0. Flow rate was set to 3.2 
μL/min. The fluorescence intensity in the channel was imaged every 5 seconds and shown 
as mean with standard deviation from 3 replicates. The start and end points of the change of 
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Optical tweezers, allowing to hold small transparent objects, have started to be used also in 
microbiology to hold and manipulate bacteria. However, the methodology to use optical 
tweezers for live cell studies is far from mature. For instance, although optical trapping 
could cause damage to trapped cells, it is yet unclear what the optimal trapping mode is 
with regards to light exposure, imaging possibilities and trapping stability. In this work, 
using conventional and line-scanning optical traps, we quantitatively assessed the infrared 
(IR)-induced cell damage. Specifically, after IR-exposure, we observed cell growth and 
gene expression in single Escherichia coli cells in a microfluidic device coated with silane. 
Here, we found that cell growth and gene expressioin of optically trapped cells were not 
affected with an IR-exposure of 7.9 J in a conventional trap or 20.52 J in a line-scanning 
trap. With a line-scanning trap, optimal stability of cells could be achieved when the 
scanning line was 20% longer than the cell length, while the scanning frequency does not 
play a role as long as it is higher than 100 Hz. We optimized the method for handling and 
imaging of single E. coli cells using optical tweezers. Further, this work shows the 
possibilities and limits of using optical tweezers as a research tool to manipulate living 
bacteria, and will hopefully pave the way for future use of optical tweezers in microbiology. 
  
Introduction 
The past decade witnessed a transition in microbiology from bulk to single-cell studies, 
driven by exciting developments in microfluidics and time-lapse microscopy. Cleverly 
designed microfluidic devices now enable precise control of the micro-environment of 
single cells in long-term studies and advanced microscopic techniques greatly expanded 
spatial and temporal resolution, allowing real-time quantitative measurements on single 
cells1,2. For instance, studying aging in prokaryotes is possible since a microfluidic device 
with dead-end channels (known as “the mother machine”) accomplished the tracking of 
single E. coli cells for more than 200 divisions, while other designs, in which bacteria are 
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grown in sub-micron sized microfluidic chambers, allowed investigating on cell mobility in 
constrained conditions3-5. Now being able to culture and visualize single cells, the next 
challenge is to handle and manipulate them, for instance to study the cellular response upon 
cell-to-cell interactions or contact with surfaces. 
Here, optical tweezers (OT) offer great potential. Exploiting the radiative pressure force 
generated when light passes through transparent particles, optical tweezers have 
traditionally been used for single-molecule studies, such as the interaction between DNA 
and repair complexes or helicases6-8. OT are also applied for microbiological studies, such 
as cell sorting in microfluidics or investigating cellular responses upon rapid switching of 
cells between different media9,10. Also, optical trapping of single bacteria allows observing 
of flagellar motion with fluorescence microscopy11-13, and has been used to study cellular 
responses to inhibition of flagellar rotation14. 
However, there are still a number of issues that need to be solved before OT can be widely 
applied to microbiology. For instance, in a normal optical trap, rod-shaped bacteria such as 
E. coli will orient along the beam axis, leaving only the short cross section of the cells to be 
visible during microscopic observation. To visualize the long axis of the cell, the optical 
trap can be moved with high frequency along a distance comparable to the cell length, 
which will force the cell to align along the focal plane15-17. Such line-scanning trapping of 
rod-shaped bacteria can be achieved by a range of settings (for instance, for the scanning 
frequency and line length), and eventual effects of these settings on stability of the cell, and 
on viability of trapped bacteria are yet to be investigated.  
An additional issue when applying OT in biological studies is that the infra-red (IR) light 
typically used for optical trapping can induce cell damage. While the IR-damage was 
investigated in bacteria, the reported lethal dose of IR-exposure to optically trapped E. coli 
varied from 0.54 J to 5 J in different studies18-20. Therefore, it is still disputable how long a 
bacterial cell can actually be held by an OT before damage occurs, and whether line-
scanning could ameliorate this damage to some extent. Thus, essentially, it is still unclear 
what the optimal way of trapping is for rod-shaped bacteria, and what the limits are for the 




Here, towards establishing optical tweezers as a research tool to manipulate single live 
bacteria, we determined the optimal trapping settings and investigated the upper limits of 
IR-exposure where cell damage occurs. To indicate cell damage, apart from cell growth, we 
quantified GFP fluorescence to verify if the essential steps of gene expression (e.g., 
transcription, translation and maturation) could be affected by optical trapping. We found 
that cells could be trapped in a line-scanning trap for maximally 6 min with a 1064 nm laser 
and 20.52 J as dose of exposure without compromising cell growth and gene expression, 
which is two- to three-fold longer than in a conventional trap. Further, we identified 
settings of a line scanning trap (line length, scanning frequency and orientation of the 
trapped cell in medium flow) that are optimal for the stability of optically trapped cells in 
flow medium. Our work demonstrates that, with optimized settings, line-scanning trapping 
provides a stable, low-damage method for manipulating single living E. coli cells and is, 




To facilitate optical trapping and long-term observation of E. coli cells, a microfluidic setup 
was used including an air-pressurized system to control the medium flow through the chip. 
The microfluidic chip contained two channels, which were connected by a shallow channel 
in between (Figure 1A). An E. coli culture (in glucose minimal medium) and a glucose 
minimal medium without cells but supplemented with IPTG were perfused into the two 
main channels, respectively. Because the outlet of the channel with cells (‘Exit 1’) was 
closed during the experiment, the cell culture flowed through the shallow connecting 
channel. 
Single cells carrying an IPTG-inducible plasmid encoding GFP were trapped with the OT at 
the connection region (Figure 1B). After exposure to a predefined dose of IR light (i.e. 
determined by laser intensity and holding time), cells were positioned onto the cover glass 
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in the channel with medium flow (containing IPTG), where they were immobilized on a 
coating of either poly-D-lysine (PDL) or (3-aminopropyl)triethoxysilane (APTES). 
Thereafter, their growth and GFP fluorescence were observed through time-lapse imaging. 
With this setup, we were able to optically trap single E. coli cells, expose them to a defined 
dose of IR, immobilize them and observe cell growth and gene (gfp) expression by time-
lapse microscopy with constant supply of fresh medium. 
 
Figure 1. Overview of manipulating single E. coli in the microfluidic chip.  
A. Layout of the microfluidic chip. 
B. Single cells were optically trapped, moved into the medium channel and positioned there 
in arrays. 
C. A cell (indicated with dark arrow) held with a conventional trap was moved into the 
medium channel. A line-scanning trap was set up before positioning to align the cell along 
focal plane. Then, the trap was moved down to the surface of silane-coated cover glass, so 




PDL coating affects cell viability compared to silanized cover glass 
To investigate the effect of the IR light exposure on cell viability, we had to immobilize 
cells on the cover glass to check cell viability over a long period of time. Here, we needed 
to make sure that this immobilization itself did not have a negative effect on viability. Poly-
lysine coatings are widely used for cellular adhesion to surfaces, but they have previously 
been demonstrated to be toxic to E. coli21. APTES as alternative coating, however, similarly 
as PDL, also renders glass surface positively charged, and thus we could not a priori 
exclude toxic effects of the silane coating. For this reason, before we could study cell 
survival after IR exposure, we had to determine any confounding effects of the surface 
coating. 
To investigate toxicity of PDL and APTES, the survival rates of E. coli cells were 
determined, when cells were positioned on cover glasses treated with either of the two 
coatings. Specifically, microfluidic channels with coated cover glass, were flushed with 
glucose minimal medium for 1.5 hours, 30 min or less than 10 min before cells were 
immobilized. Then, single cells were trapped with the OT for 2.5 min with 72 mW of IR 
(i.e. corresponding to a light dose of 10.8 J) before being positioned onto the glass surface, 
after which, the growth was followed by time-lapse imaging.  
We found that the survival rates increased with flushing time on PDL-coated cover glass, 
but stayed constantly high with silanized cover glass (Figure 2). With the 10 min flushing, 
the survival rate in the PDL-coated glass was 35% lower than that with silanized glass, but 
this difference eventually disappeared with 1.5 hours of flushing. Notably, the long-term 
flushing reduces the strength of attachment of cells to the cover glass coated with either 
material, making it harder to immobilize E. coli after IR-trapping. Thus, both coating 
materials were capable of immobilizing E. coli, but the PDL coating was more toxic to cells, 
and could bias the results of cell survival experiments with the washing time shorter than 
1.5 hours. Therefore, we used silanized cover glass for the following experiments with 15-
min flushing with medium. 




Figure 2. Toxicity of silane and Poly-D-Lysine coating of cover glasses to E. coli. 
Survival rate of E. coli after optical trapping in microfluidics coated with two materials. 
Cover glasses were coated with either PDL or silane as described in Materials and Methods. 
Single cells were trapped for 2.5 min with 72 mW of IR (i.e. 10.8 J). Each symbol was 
calculated from one experiment with at least 27 cells except the silanized chip with short-
term washing, which was from 3 replicates with totally 27 cells. Survival was defined as a 
2-fold increase of  GFP fluorescence and 1.4-fold increase of cell size in 5 hours. 
 
Stable trapping with reduced photodamage is achieved by line-scanning 
trapping 
To quantify the maximum IR dose that does not affect the viability of  E. coli after optical 
trapping and to determine any potential differences that line-scanning trapping makes in 
this regard, cells were exposed to different doses of IR light, after which cell growth and 
gene expression were recorded as indications of viability.  
With both conventional and line-scanning traps, we found a negative effect of the IR dose 
on survival (Figure 3A). While with the conventional trap a dose of 7.9 J can be tolerated, 
with the line-scanning trap up to 20.52 J of IR dose was found to be safe for survival. 
Increasing the IR-dose beyond these values reduced cell survival in an almost linear manner 
until IR-doses reached over 20 or 40 J, respectively for conventional and line-scanning 




used for trapping E. coli without affecting survival was determined to be 7.9 J for 
conventional trapping and 20.52 J for line-scanning trapping in our setup, where cells were 
held for 2 min and 6 min, respectively. This finding implied that, with the same IR intensity, 
line-scanning trapping exerts less cell damage and could be a less-invasive option for 
trapping cells in flow medium. 
To investigate whether the reduced photodamage of line-scanning trapping was because the 
IR beam was not constantly irradiating on the whole cell body during trapping, several line-
scanning lengths were tested. We expected to see less cell damage from line-scanning traps 
when the scanning length was much longer than the cell length as the beam would irradiate 
on the area outside of cells for a relatively longer duration. To verify this hypothesis, cells 
were exposed to 30 J in line-scanning traps with various scanning lengths. Here, we found 
that the survival rate increases almost linearly with the ratio between scanning length and 
cell length (Lscan/Lcell) (Figure 3B), increasing about 2-fold within the tested range of 
Lscan/Lcell. As expected, this finding indicates that cells were less damaged by IR when the 
relative scanning length was longer.  
In cases where Lscan < Lcell (i.e. Lscan/Lcell < 1) we noticed that the cells could no longer be 
maintained parallel to the focal plane but were tilted in the trap. Therefore, a shorter Lscan 
leads the trapped cell to be closer to the beam axis, so that a larger part of the cell is 
constantly irradiated by IR during trapping. Indeed, according to the two data sets where 
Lscan/Lcell < 1, we found a slight decrease of cell survival rate (about 8%) for the group with 
smaller Lscan/Lcell, but both groups had lower survival rate than the groups where Lscan > 
Lcell. Thus, we conjecture that the higher survival rates obtained with the line-scanning 
trapping method was due to the duration that the IR beam was not constantly irradiating on 
the cell body during trapping. 





Figure 3. The reduction of photodamage with line-scanning trapping. 
A. Survival rate of E. coli after being trapped with conventional and line-scanning optical 
trapping with various IR doses. For line-scanning traps, scanning length and frequency 
were 3 μm and 330 Hz, respectively. Each symbol was determined from at least 7 cells 
from 2 to 3 replicates. Before positioned on silane-coated cover glass, cells were exposed to 
certain dose of IR in either conventional or line-scanning trap as indicated.  
B. Line-scanning method leads to higher survival rate if scanning line is longer than cell 
length. Cells were exposed to 30 J of IR-dose in line-scanning trap with 280 Hz of scanning 
frequency and 2.5 to 4.5 μm of scanning length. For every trapped cell, its length was 
determined according to a bright field picture taken immediately after the positioning step. 
Each bin covers 0.2 of ratio (i.e., Lscan / Lcell) and contains more than 15 cells. 
 
Most stable line-scanning trapping is achieved when scanning line is 20% 
longer than cell length  
Although the line-scanning trapping method could reduce IR-damage when holding cells in 
medium flow, the factors that determine how stable the cells could be held with this 
trapping method are still to be uncovered. To identify these factors, we measured the 
maximal flow rate at which cells can stay in the line-scanning trap configured with various 




First, we aimed to determine which orientation of the cell (perpendicular, or parallel; Figure 
4A) with regards to the medium flow is more stable. Here, using the same trapping power, 
we found that the stability was almost 2-fold higher if the cell was oriented perpendicular to 
the direction of the medium flow, comparing with being parallel (Figure 4B). In both 
orientations, maximal stability was achieved when the scanning length was 3 μm, among 
the six tested scanning lengths (Figure 4B).  
However, as cell length of E. coli varies, we next asked if the ratio of scanning length and 
cell length for individual cells (Lscan/Lcell) would affect the stability of trapping. We thus 
calculated this ratio for each cell. Here, we found that the most stable trap was obtained 
when the length of the scanning line was around 20% longer than the cell length (Figure 
4C). When the orientation of the scanning trap was parallel to the medium flow direction, 
no obvious trend could be observed between trapping stability and length ratio. Notably, the 
scanning frequency did not affect trapping stability (Figure 4D). However, with frequencies 
below 100 Hz, the line-scanning trap could not be established as the cell would always 
remain vertical to the focal plane and stay at one end of the trap. Therefore, maximal 
trapping stability of line-scanning method could be achieved if the scanning line is set 
perpendicular to the medium flow direction, with a length 20% longer than the trapped cell 
and at a frequency higher than 100 Hz.  




Figure 4. Factors that affect the stability of line-scanning trapping. 
A. Two cells in line-scanning traps, which were set either perpendicular to or parallel with 
the direction of medium flow. 
B. Minimal flow rate that flushes away cells from line-scanning trap versus length of 
scanning line. E. coli trapped in line-scanning traps were set as perpendicular (black, n=412) 
or parallel (blue, n=228) to flow direction. The trapping power was 72 mW while the 
trapping length and frequency ranged from 2.5 to 5 μm and 100 to 400 Hz, respectively. 
Quantile and median are shown as boxes whereas the whiskers indicate 10-90% percentile. 




C and D. Same data as in (B) but plotted against the ratio of scanning length and cell length 
or the frequency of line-scanning. 
 
Discussion 
In this work, we identified optimal operational procedures that allow handling and imaging 
of single E. coli cells, without compromising cell growth and gene expression. Specifically, 
using a microfluidic setup, we first tested two coating materials for cell-immobilization and 
found that silane provides a suitable surface for cell attachment, while PDL reduces cell 
survival, unless flushed thoroughly to remove any possible hazardous residuals. By 
observing cell growth and gene expression after IR-exposure, we investigated the 
correlation between the dose of IR-exposure and cell survival rate when E. coli are held in 
two types of optical traps. We found that the line-scanning trap yields 2- to 3-fold less cells 
damage than the conventional trap does due to the duration that the IR beam was not 
constantly irradiated on the cell during trapping. Finally, we found that the stability of line-
scanning trapping depends on the ratio of scanning and cell lengths. Also, orienting the 
line-scanning trap to be perpendicular to medium flow would largely increase the stability 
of trapping.  
The correlation of E. coli’s survival rate with IR-dose measured in this work is in 
accordance with Ref.20, although wavelengths ranging from 840 to 930 nm were used there 
for trapping. However, we found the maximum IR-dose that does not affect cell viability is 
much higher than that in an earlier work where the same IR-wavelength was used19. This 
difference might indicate that the thermal effect from the trapping has an influence on cell 
survival. Because the authors trapped cells in a chamber sealed with semipermeable 
membrane which blocked medium flow, it is possible that in this setup the temperature 
increased around trapped cells, which could have led to increased damage and decreased 
survival. This could be supported by the findings in E. coli and yeasts22,23, where the 
photodamage is suggested to be not the only factor that limits cell survival through optical 
trapping.  
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The idea of using line-scanning traps to manipulate the orientation of rod-shaped bacteria 
was presented and has been used for Z-ring studies in recent years15-17. As a possible 
approach for holding cells in medium flow, the photodamage that line-scanning trapping 
exerts to cells was not discussed in these literatures. We think the photodamage caused by 
line-scanning trapping would be less in comparison with conventional trapping, since the 
beam focus never stays constantly at certain part of cell during trapping and, therefore, the 
damage is not continuous. We verified this difference in cell damage in this work (Figure 
3A). Our result is in line with the findings of increased cell viability in time-sharing traps, 
where one beam repeatedly scans through an array of predefined positions and stays at each 
position just long enough to keep the cell trapped20. In this study with time-sharing trapping, 
the time duration in which trapped cells were not irradiated during trapping was also 
concluded as the reason of increased viability comparing to that in conventional traps. 
Therefore, it is likely that the maximum photodamage to an optically trapped cell occurs 
when the IR-beam constantly stays on a certain part of the cell during trapping. But whether 
the location of the cell that is focused by IR-beam will affect cell viability is yet to be 
discovered.  
To hold cells firmly in medium flow, the factors that affect stability of line-scanning 
trapping is also important to be identified. Here, by quantitatively testing different 
combinations of scanning length and frequency, we found that the trapping stability clearly 
depends on the orientation of trap with regard to the flow direction, the ratio of scanning 
length and cell length, but not on scanning frequency. The most stable trapping was 
achieved when the length ratio reached 120%, which is in accordance with the description 
of setting up line-scanning traps in aforementioned publications that the scanning length 
should be ‘slightly larger than cell length’16. Increasing this length ratio, the trapping 
stability decreased again, which may be because, in this case, the beam focusses at areas 
outside of the cell for longer duration, so that the optical force that maintains a steady 
trapping is reduced. However, the reason why the length ratio lower than 120% could also 




Overall, our work provided a method for the investigation of IR-damage to E. coli and 
demonstrated that the line-scanning trap is an ideal way to hold individual E. coli cells in 
flow medium with reduced IR-damage. The correlation between cell survival and IR-dose, 
together with the characterization of factors affecting the stability of the line-scanning trap, 
provided a reference for the application of OT in bacterial studies. The presented work 
showed the possibilities and limits of optical tweezer use with live bacterial cells, and 
would hopefully pave the way for further future use of optical tweezers in microbiology. 
 
Materials and methods 
Bacterial strain and growth conditions 
Escherichia coli K12 strain MG1655 with placZ-gfp plasmid from Ref.24 was used in this 
work. M9 minimal medium with 5 g/L glucose was used in all experiments and was 
supplemented with 50 μM IPTG when needed. Stock solution of glucose (250 g/L) were 
prepared with MilliQ-grade water, filtered through 0.2 μm PES filter and the pH was 
adjusted to 7 with NaOH or HCl. 50 mM IPTG was supplemented into minimal medium to 
induce expression of GFP.  
All bacterial cultures were from single colonies and were grown continuously for two days 
in an orbital shaker (300 rpm, 37 °C) in 500 mL flasks with 50 mL medium. The cultures 
were diluted whenever required, to keep the cells in the exponential phase of growth. Once 
the final culture reached OD600 0.5, cells were diluted to OD600 0.02 with pre-warmed and 
aerated medium in a 50 mL Falcon tube, which was used for perfusion of cells during 
experiments. 
Fabrication of microfluidic device 
The microfluidic device used in this work was a polydimethylsiloxane (PDMS) slab bonded 
to cover glass. PDMS (Sylgard 184; Dow Corning) was poured onto a silicon wafer molded 
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with two channels (dimensions: 430 μm (Width) x 300 μm (Height) x 9.7 mm (Length)) 
and a connection region (dimensions: 400 μm (Width) x 150 μm (Height) x 1.8 mm 
(Length)) as shown in Fig. 1. 
Silanization of cover glasses were performed at room temperature. Cover glasses (631-1370, 
Thermo Scientific) were sonicated in 5 M KOH for 30 min in a polytetrafluoroethylene 
container before being washed 10 times with MilliQ water. Then, the cover glasses were 
incubated with 2% (v/v) (3-aminopropyl)triethoxysilane (APTES; Sigma) for 2 hours. 
Finally, the cover glasses were sequentially washed with MilliQ for 10 times, acetone for 2 
times, MilliQ for 10 times and were dried by compressed air only after all washing steps. 
Processed cover glasses were kept in vacuum as moisture in the air deteriorates the silane 
coating. For the bonding step, PDMS slab and silanized cover glass were irradiated with 
ozone cleaner for 10 minutes before bonding together and baking at 120 °C for 1 hour. 
To coat the microfluidic chip with poly-D-lysine (PDL, mol wt 70,000-150,000, Sigma-
Aldrich P0899), non-silanized cover glasses were cleaned by subsequent sonication in 2% 
aqueous solution of Hellmanex III for 30 min, ethanol for 30 min, acetone for 10 min and 
milliQ-grade water for 30 min, without being dried between steps. After bonding the 
cleaned cover slips to a piece of PDMS, as described above, 1 mg/mL aqueous solution of 
PDL was injected into the flow channels and the chip was incubated for 6 h at room 
temperature. Before loading the bacteria, the channels were washed for varying amounts of 
time, as specified in the main text, with glucose minimal medium (pH 7.0). 
Microscopic and optical tweezer setup 
All microscopy was performed with a Nikon Ti-E inverted microscope, operated using 
NIS-Elements. Light sources for bright field and fluorescence imaging were a halogen lamp 
and a LED (pE-2, CoolLED), respectively. 470 nm-light was used for excitation in the 
GFP-channel with a filter set comprising a 470/40-nm excitation filter, a 495-nm beam-
splitter and a 525/50-nm emission filter (F46-470, AHF Analysentechnik). An optical 
tweezers system (OTM200, Thorlabs) with 1064 nm light was used for optical trapping via 




trapping was performed with an optical tweezers module in NIS Elements in experiments 
measuring stability of line-scanning trapping while OTM software (Thorlabs) was used in 
all other experiments. 
A 100x objective (N.A. 1.45, MRD01905, Nikon) and camera (DU-897 EX, Andor) were 
used for image acquisition. The EM Gain Multiplier of the camera was disabled and the 
Readout Mode was set to 1 MHz to reduce the camera readout noise. The baseline level of 
camera was set to 500 at -75 °C to avoid negative intensity values. The power of IR-beams 
of the tweezers were measured using a power meter (PM100USB, Thorlabs) and a power 
sensor (S120C, Thorlabs) in the specimen plane. The Nikon Perfect Focus System was used 
in all time-lapse movies to ensure focusing. Images in bright field channel were focused 1.0 
μm higher than those in the fluorescence channels to facilitate cell segmentation. 
OT-trapping, IR-exposure and immobilizing 
10 mL glucose minimal medium containing 50 μM IPTG loaded in a 15 mL falcon tube 
and 30 mL E. coli culture (OD600 0.02) loaded in a 50 mL falcon tube were driven by a 
pumping system (OB1, Elveflow) into the microfluidic chip via 12 cm 
polyetheretherketone (PEEK) flow resistor (ID: 100 μm), flow rate sensor (MFS2, Elveflow) 
and polytetrafluoroethylene (PTFE) tubing (ID: 1/16”). Prior to experiments measuring the 
survival rate after optically trapping, the chip was washed for 10 to 15 min before loading 
cells in experiments quantifying photodamage in two types of trapping methods. In 
experiments investigating toxicity of coating materials, the washing step lasted from less 
than 10 min to 1.5 hour as indicated in the text. During flushing, Exit 1 (Fig. 1) which was 
connected with thin PTFE tubing (ID: 0.012”) was opened for removing air in the chip and 
was closed once the chip was filled up. After the flushing step, to maintain high pressure in 
the chip, Exit 2 was connected to a 12 cm PEEK flow resistor in experiments testing 
stability of line-scanning trap, or a 31 cm PEEK flow resistor in all other experiments.  
Flow rates in both channels were first set to 0.3 μL/min to trap cells. After the trapped cells 
had been moved to desired positions, flow rates in the bacteria and medium channel were 
Optimized method to manipulate single bacterial cells with optical tweezers 
109 
 
set to 2.0 and 2.3 μL/min, respectively. In experiments, where IR-exposure was applied, 
cells were kept in the conventional or line-scanning trap to endure certain doses of IR-
exposure, as specified in the main text. At the end of the exposure, the flow rates in both 
channels were set to 0.3 μL/min again and cells were positioned on the cover glass. To 
visualize the entire cell for time-lapse microscopy, line-scanning trapping (scanning length: 
3 μm, scanning frequency: 330 Hz) was activated in the last 10 seconds of IR-exposure so 
that the long axis of trapped cell is parallel with focal plane. In this manner, by bringing the 
beam focus down to the bottom of the flow channel, the trapped cell was attached to the 
silanized cover slip with its entire cell body visible in imaging. In experiments, where cell 
length was required, bright field images of each trapped cell were taken right after the IR-
exposure step. 
Measuring stability of line-scanning trap 
The microfluidic chip was loaded with glucose minimal medium and bacterial culture as 
described above. The flow rates in both channels were kept at 0.2 μL/min for trapping cells. 
In all experiments, trapping power was set to 72 mW in the specimen plane in all 
experiments. Single cell that was held in conventional optical trap were moved for 0.8 mm 
against the medium flow direction from the connecting region into the medium channel and 
were placed at the center of the channel. The line-scanning trap was then activated and 
oriented either perpendicular or parallel to medium flow and an image was taken for 
measuring the cell length. The trapped cell was then elevated to 15 μm above the glass 
surface and the flow rates were set to 3 and 4 μL/min in bacteria and medium channel, 
respectively. Here, the “rapidity” and “responsiveness” of the pumping system were both 
set to 0.03 to slowly increase flow rates. The flow rate at the moment when the cell was 
flushed from the trap was recorded. 
Analysis of cell length, GFP expression and cell growth 
To analyze cell length, size and GFP expression, bright field images from time-lapse 




ImageJ26. The ROIs were then transferred to corresponding fluorescence images to obtain 
intracellular fluorescence intensities. Here, the GFP intensity on each frame was determined 
by subtracting mean fluorescence intensity of surrounding area with no cells from the mean 
fluorescence intensity in ROIs. Within the observation time, if the GFP intensity increased 
at least 2-fold and cell size increased at least 1.4-fold, the cell was regarded as alive. In case 
only one daughter cell was killed after the first division, we considered the trapped cell as 
dead because this usually happened when the trapped cell was about to divide and the beam 
may mainly focused on one part of the cell.  
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Summary of the thesis 
In this thesis, we focused on investigating metabolite detection and cell manipulation for 
single bacteria by using our developed or optimized microscopic methods. In Chapter 2, we 
developed a microscopic method for observing NAD(P)H dynamics in single E. coli with 
minimized influence on cell growth. With this method, we found an oscillatory pattern of 
intracellular NAD(P)H level along with division cycle in E. coli, which suggested a 
correlation between metabolism and cell division cycle in bacteria. This method was further 
developed in Chapter 3, where we observed NAD(P)H dynamics in single E.coli upon 
treatment of hydrogen peroxide (H2O2). On the basis of such dynamics obtained from the 
wild type, deletion mutants and overexpression mutants, we developed a temporal model 
describing the sequence of cellular responses to H2O2-induced oxidative stress. Our 
findings demonstrated that maintaining NAD(P)H homeostasis is necessary but timely 
scavenging H2O2 is decisive for E. coli to survive through H2O2-induced oxidative stress. 
In Chapter 4, we optimized a method to manipulate and image single E. coli using optical 
tweezers without compromising cell growth and gene expression. We found that line-
scanning trapping could reduce photodamage to trapped cells by 3-fold, and that the 
maximum stability of trapping could be obtained with setting proper scanning length and 
orientation of optical trap.  
 
Future outlook 
Currently, the detection of NAD(P)H dynamics in bacteria can be achieved with utilizing 
either the NAD(P)H autofluorescence or fluorescent sensors. But the limits of these two 
approaches are obvious as excitation for autofluorescence can induce cell damage whereas 
fluorescent sensors may be limited by dynamic range or pH, as reviewed in Ref. 1,2. Our 
method allows utilizing NAD(P)H autofluorescence but with minimal cell damage and thus 
provided a promising tool for NAD(P)H measurement in bacteria (Chapter 2). The 
oscillatory pattern of intracellular NAD(P)H level along with division cycle of E. coli, 
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together with other metabolites or related proteins3-6 whose levels were found to be 
oscillating with cell divisions, strongly suggests a fluctuating metabolic activity throughout 
the division cycle of prokaryotes. The hypothesis could be more complete if NAD(P)H 
level is investigated on more species of bacteria in the future using the presented method. 
Another feature of the method above is that the cells directly reside in medium flow so that 
the input concentration of stimulus will arrive to the cells instantly. Such feature easily 
allows temporally modifying the input concentration of stimulus for long-term observation 
of corresponding cellular response. Our method is also optimized for stimulus that is 
instable in medium for long-term experiments. For instance, we could carry out constant 
H2O2-treatment for 20 hours (Chapter 3). Here with the method, future work could focus 
on observing more cellular responses to oxidative stress, towards understanding temporal 
steps in bacterial antioxidant defense. For example, membrane integrity can be detected by 
means of propidium iodide. Also, probes based on fluorescent protein7 or boronate8,9 could 
be used to visualize intracellular H2O2 dynamics in single cell level, which will reveal how 
intracellular H2O2 concentration changes at specific steps in our model and how that is 
correlated with cell viability. 
Apart from observation, methods for cell manipulation are also essential for single cell 
studies, such as bacterial surface attachment, cell-cell interaction and cell motility, where 
cells need to be held or precisely moved. Optical tweezers are the main tool for this purpose 
but the biggest challenge is the photodamage for trapped cells which inhibit long-term 
trapping in practice10,11. Our optimized method can not only reduce photodamage to trapped 
cells but also orient a rod-shaped cell fully visible in the image plane without physical 
contact. Thus, this method will allow dynamic observations of, for instance, intracellular 
ROS level during optical trapping12, contact-free cellular responses to stimulations in 







Together, our work provided optimized methods for metabolite detection and cell 
manipulation for long-term studies at single bacteria level. The methods enabled bacterial 
studies on metabolite oscillation, sequential steps in antioxidant defense and single cell 
manipulation. We envision that these methods and results will hopefully pave the way for 
future single-cell microbiological research such as bacterial division cycle, antioxidant 
defense and planktonic physiology. 
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Ensemble studies may mask the individual behavior due to heterogeneity. The averaged 
measurements in ensemble studies may also conceal cell cycle-dependent processes, such 
as dynamics of metabolite concentrations and protein synthesis. To break through the 
disadvantages of ensemble studies, methods for zooming into single cells are required. As 
reviewed in Chapter 1, a number of techniques were applied in the past decade, such as 
microscopy, microfluidics and optical tweezers, to enable single-cell manipulation and 
quantitative observation of their dynamics during cell growth. In this thesis, with focusing 
on single Escherichia coli, we observed the dynamics of intracellular NAD(P)H and 
investigated the optimal method for optically manipulating cells. 
In Chapter 2, a method exploiting time-lapse microscopy and microfluidics, was developed 
for detecting NAD(P)H autofluorescence in single E. coli with minimized negative effect 
on cell growth. Validated by metabolic perturbations, we confirmed that the obtained 
signals did reflect intracellular NAD(P)H levels. With this method, we observed the 
oscillatory dynamics of NAD(P)H along with division cycles of E. coli for the first time. 
This observation implied the existence of metabolic oscillations in bacteria, which are 
correlated with bacterial cell division. 
As NADH and NADPH are the two main reducing agent in cells during oxidative stress, 




this process, in Chapter 3, we observed the level of intracellular NAD(P)H in E. coli under 
long-term H2O2-induced oxidative stress. We first established a setup that enables long-
term exposure of bacteria to constant H2O2 concentrations. By obtaining and comparing the 
NAD(P)H dynamics between wild type cells and mutants upon H2O2-stress, we developed 
a conceptual model explaining how metabolism and H2O2-scavenging systems are both 
involved in the process of fighting the oxidative stress. The work in this chapter will pave 
the way for future studies on the dynamics of antioxidant defense in bacteria. 
Next to cultivating and observing single cells, manipulating single cells is equally important 
for bacterial studies, where individual cells need to be handled and moved, such as bacterial 
surface attachment, cell-cell interaction and cell motility. Towards establishing optical 
tweezers as a research tool to manipulate single live bacteria, we optimized a method for 
optically trapping E. coli in medium flow in Chapter 4. Exploiting a microfluidic device, 
we found that by applying line-scanning trapping, cell damage for IR-trapping could be 
reduced by as much as three-fold, comparing with the conventional trapping. We further 
identified length of scanning and orientation of optical trap that are optimal with regards to 





In ensemblestudies kan informatie over het gedrag van individuen verloren gaan vanwege 
heterogeniteit. Dat kan bijvoorbeeld het geval zijn bij processen die afhankelijk zijn van de 
celcyclus, zoals de dynamieken van metabolietconcentraties en eiwitsynthese. Om de 
nadelen van ensemblestudies te vermijden, zijn methodes nodig waarbij ingezoomd wordt 
op individuele cellen. Zoals uiteengezet in Hoofdstuk 1, is er in het afgelopen decennium 
een aantal technieken toegepast, zoals microscopie, microfluidics en optical tweezers, om 
individuele cellen te manipuleren en dynamische processen gedurende de celgroei 
kwantitatief vast te leggen. In dit proefschrift, waarin de focus ligt op enkele Escherichia 
coli bacteriën, bekeken we de dynamiek van intracellulaire NAD(P)H en we onderzochten 
de optimale methode om cellen optisch te manipuleren. 
In Hoofdstuk 2 is een methode ontwikkeld die gebruikmaakt van time-lapse microscopie en 
microfluidics, om de autofluorescentie van NAD(P)H in enkele E. coli cellen te detecteren 
met minimale negatieve effecten op celgroei. Door middel van validatie met metabolische 
perturbaties, konden we bevestigen dat de verkregen signalen inderdaad overeenkomen met 
de intracellulaire NAD(P)H niveaus. Met deze methode hebben we voor het eerst 
aangetoond dat NAD(P)H oscillaties vertoont, samenvallend met de celdelingscycli van E. 
coli. Deze observatie impliceerde het bestaan van metabolische oscillaties in bacteriën, die 




Aangezien NADH en NADPH de twee belangrijkste reducerende stoffen zijn in cellen 
tijdens oxidatieve stress, zouden dynamische variaties in hun niveaus informatie kunnen 
verschaffen over de temporele regulatie van de antioxidantverdediging. Om dit proces te 
onderzoeken hebben we in Hoofdstuk 3 de intracellulaire NAD(P)H niveaus in E. coli 
gevolgd tijdens langdurige H2O2-geïnduceerde oxidatieve stress. Eerst ontwikkelden we 
een experimentele opstelling die het mogelijk maakte bacteriën gedurende langere tijd aan 
constante H2O2-concentraties bloot te stellen. Door het verkrijgen en vergelijken van 
dynamische NAD(P)H niveaus in wild type cellen en mutanten onder H2O2-stress, konden 
we een conceptueel model vormen dat verklaart hoe metabolisme en H2O2-wegvangende 
systemen beide betrokken zijn bij bestrijding van oxidatieve stress. Het werk in dit 
hoofdstuk maakt de weg vrij voor toekomstige studies naar het dynamische proces van 
antioxidantverdediging in bacteriën. 
Naast het cultiveren en observeren van individuele cellen, is het manipuleren van enkele 
cellen net zo belangrijk voor bacteriële studies, waarin individuele cellen gehanteerd en 
verplaatst moeten worden, zoals het geval kan zijn bij bacteriële oppervlakte-aanhechting, 
cel-cel interacties en motiliteit. Om optical tweezers te vestigen als een 
onderzoeksinstrument voor de manipulatie van individuele levende bacteriën, hebben we in 
Hoofdstuk 4 een methode geoptimaliseerd om E. coli optisch te vangen in stromend 
medium. Gebruikmakend van een microfluïdische opstelling, vonden we dat door de 
toepassing van een lijn-scannende optische val, schade aan cellen door infrarood licht tot 
wel een factor drie kon worden verminderd, vergeleken met de conventionele methode om 
cellen optisch te vangen. Verder hebben we de optimale scanlengte en oriëntatie van de 
optische val vastgesteld om cellen stabiel te kunnen vasthouden. 
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