A new technique for nonparametric regression of multichannel signals is presented. The technique is based on the use of the Rational-Dilation Wavelet Transform (RADWT), equipped with a tunable Q-factor able to provide sparse representations of functions with different oscillations persistence. In particular, two different frames are obtained by two RADWT with different Q-factors that give sparse representations of functions with low and high resonance. It is assumed that the signals are measured simultaneously on several independent channels and that they share the low resonance component and the spectral characteristics of the high resonance component. Then, a regression analysis is performed by means of the grouped lasso penalty. Furthermore, a result of asymptotic optimality of the estimator is presented using reasonable assumptions and exploiting recent results on group-lasso like procedures. Numerical experiments show the performance of the proposed method in different synthetic scenarios as well as in a real case example for the analysis and joint detection of sleep spindles and K-complex events for multiple electroencephalogram (EEG) signals.
Introduction
This paper deals with the problem of simultaneously recovering K different signals independently or simultaneously recorded under the hypothesis that these signals share common characteristics. Indeed, when drawing K independent or simultaneous experiments over the same (unknown) causal relation among variables, we expect that changing the experiment should not affect the causal relation but only some experiment specific characteristics. This situation is typical in the biological field, where scientists make experiments with more replicas because they assume a causal relationship between genes and response common to all replicas, while retaining a replicate-specific variability, see [1] , [2] , [3] , [4] ; but commons characteristics are also expected in the medical field to model special EEG data, where one waits the simultaneous signals derive from the electrodes located in the subject's scalp at specific areas, see [5] , [6] , [7] . See [8] for many other examples applied to different signal and image processing problems.
Such kind of problem is addressed in many different research areas: in the machine learning community it is well known as the multi-task learning problem [9] , [10] [11] , in the signal and image processing community as the multichannel recovering problem [12] , in econometrics as the panel-data problem, in the approximation theory as the conjoint analysis as well as in the mathematical statistics community it is a special case of the multivariate regression problem. The enormous interest which is growing around this problem is due to its flexibility in modeling different situations and in the possibility of using fast algorithm to solve it.
In this paper we propose to treat the problem of simultaneous nonparametric regression from a new perspective by combining results from signal processing and statistical high-dimensional data analysis. In signal processing it is now well understood that orthogonal basis decompositions are not appropriate for signal recovery, since they can often fail to represent a particular function of interest efficiently, [13] . As a result, overcomplete representations such as wavelets and windowed Fourier expansions became mainstays of modern statistics and signal processing. Such representations are formalized through the theory of frames. Frames can be generated by the action of operators on a template function (mother wavelet or Gabor atom), or be unstructured and random (as in compressive sensing). Here we use results about RADWT [5] , which is a modern and fast computational tool for analyzing a very general class of signals. In statistical high-dimensional data analysis it is established that the grouped-Lasso technique [14] for the selection and estimation of grouped variables is very effective to identify the dictionary elements that guarantee efficient estimation of the unknown regression function. The advantage of this approach is twofold. First, from a theoretical point of view, it is possible to control the estimation error by the so called oracle inequalities, and the error rate becomes nearly parametric providing the function of interest can be represented via a linear combination of just few dictionary elements satisfying certain assumptions. Second, from a computational point of view, the group gradient descendent method permits a very fast implementation of the optimization algorithm to find the optimal path.
The remainder of the paper is organized as follows. Section 2 describes the data model we are considering with the working hypothesis. Section 3 presents and discusses the inference procedure within the paradigm of group-lasso procedures, enlightening the connections with other existing procedures. Section 4 provides convergence results, while Section 5 shows numerical experiments.
The data model
Consider the problem of recovering K +1 deterministic vectors c, u (1) , . . . , u
∈ R n×1 from the following data
where vector y (k) represents n-equispaced observations of function c(t) + u (k) (t) over the equispaced grid design t 1 < t 2 < · · · < t n for each channel k = 1, ..., K, i.e. y (k) ∈ R n×1 . The grid can be thought to be sampled in time, in space, in radiation, in genome locations or in any other unit of measure according to the physical phenomena. The data model (2.1) represents the situation where the samples share a common effect, here represented by function c(t) which eventually can be zero, plus a functional component u (k) (t) which can be different across samples while sharing some common characteristics to be specified later. We do not hypothesize functions c(t) and u (k) (t) belong to some functional Sobolev space H s p,q [a, b] as it is usually done in functional nonparametric regression setting, instead we let these functions to be much more general and we restrict our attention to their finite-dimensional representation. Since many physiological and physical signals are not only non-stationary but also exhibit a mixture of oscillatory and non-oscillatory transient behaviors (for example, speech, stock-market, biomedical EEG, etc) we suppose that each signal in each channel is the sum of a 'high-resonance' and a 'low-resonance' component. By a high-resonance component, we mean a signal consisting of multiple simultaneous sustained oscillations, in contrast, by a low-resonance component, we mean a signal consisting of non-oscillatory transients of unspecified shape and duration. We stress that the high and low resonance component of a signal can not be extracted from its high and low frequencies components in a time-scale decomposition, but they can be well represented by a high-Q factor RADWT and a low-Q factor RADWT respectively as very well explained in [5] . The RADWT is a normalized tight frame of L 2 (R) defined as (
where ψ is a wavelet function and (p, q, s) is a triplet of parameters which gives the time-scale characteristic of the frame. In particular the ratio q/p > 1 is closely related to the scale (or frequency) dilatation factor, the parameter s is closely related to the time dilatation factor and p s(q−p) is the redundant factor. The Q-factor depends on these parameters although there is not a an explicit formula, in particular setting the dilatation factor q/p between 1 and 2 and s > 1 gives a RADWT with high Q-factor, while setting s = 1 we obtain a low Q-factor RADWT with time-scale characteristic similar to the dyadic wavelet transform. In particular, when q = 2, p = 1 and s = 1 the frame reduces to the classical wavelet basis. Given a finite energy signal x of length n and J ∈ N levels of decomposition, the RADWT transform is obtained by a sequence of proper down-sampling operations and fast Fourier transforms; it ends up with ⌈ np J q J ⌉ scaling coefficients (low-pass filtering) and ⌈ np j q j s ⌉ wavelet coefficients (high-pass filtering) at each level j = 1, ..J. See [15] for details on fast analysis and synthe-sis schemes. In this paper we use these results of signal processing in order to formulate our working hypothesis. Let Ψ ∈ R n×d1 be the finite matrix representation of the low Q-factor analysis filter and let Φ ∈ R n×d2 be the finite matrix representation of the high Q-factor analysis filter (the synthesis operators being just the transpose matrices), then our working hypothesis is the following: (H1) signal c is sparse in Ψ, i.e. setting α 0 = Ψ t c we have that |S
, with the common cardinality denoted by S β 0 << d2.
(H3) the columns of matrices Ψ and Φ are normalized to have norm 1.
Finally it is worth to observe that the role of Ψ and Φ in this model can be interchanged to accomplish cases where the common effect c has a high Q-factor behaviour as opposed to the sample specific effect which has a low Q-factor behaviour.
Inference
The linear model in (2.1) can be rewritten in terms of RADWT coefficients as follows
which turns out to be a classical multiple regression model with a special common design matrix. A first and somewhat naive approach would consist in treating separately each channel ignoring the underlying common structure; however this is obviously suboptimal. This is the reason why such kind of problem is reformulated in terms of a unique regression problem in the following form:
. . .
with obvious correspondence between elements of the two expression. So, y is a column vector of nK response variables, X a design matrix of dimension nK × d 1 + Kd 2 , θ an unknown regression coefficients column vector of length d 1 + Kd 2 consisting of a first sub vector α ∈ R d1×1 and a second sub vector
∈ R Kd2×1 and, finally, we let ε be a nK-variate
Gaussian random column vector with zero mean and covariance matrix σ 2 I nK . Under the working hypothesis (H1) and (H2), we expect the coefficients of the common part α to be sparse into the dictionary Ψ, while on the remaining part of coefficient vector β we exploit the joint sparsity assumption, i.e. for all j = 1, ..., d 2 we know that β
This provides the following non-overlapping group structure for the whole vector θ = α β :
with
d1+d2 denote the average group size and let us denote
the l 1 /l 2 -norm, with β(G j ) denoting the reduction of vector β to the subset of index G j , then we can consider the following group lasso problem
Finally, we consider as our estimator the following reconstructions:
is the solution of the optimization problem (3.5).
Algorithm
As already mentioned in the introduction one of the great advantages of the grouped Lasso penalization consists in the availability of efficient algorithms for its solution.
In particular, the most efficient algortihms in the modern statistics literature are the Group Descendent Algorithm, presented in [16] and [17] and implemented in the R package grpreg available at https://cran.r-project.org/web/packages/grpreg/, and the Groupwise Majorization Descendent Algorithm presented in [18] and implemented in the R package gglasso available at https://cran.r-project.org/web/packages/gglasso/. Both algorithms work groupwise by using the separability of model (3.5), i.e. update each group of variables iteratively until convergence. The main difference between the two algorithms is the updating of each group of variables: in grpreg it occurs through the solution of a single-group lasso, i.e. with a multivariate soft-thresholding operator, under the assumption of "othonormal group", while in gglasso each group of variable is updated as the solution of a quadratic majorization problem. We stress that the "orthonormal group" property refers to the condition X(G j ) t X(G j ) = I, not that groups X(G j ) and X(G k ) are orthogonal each other. When this condition is not satisfied the grpreg automatically orthonormalizes the design matrix, but this practice leads to a slight modification of the l 1 /l 2 -norm contained in the penalty, as pointed out in [19] and [20] . This is not our case, because the design matrix defined in Eq. (3.3) satisfies the "orthonormal group" property and we can take complete advantage of the Group Descendent Algorithm in the grpreg package to solve problem (3.5) exactly.
Let us reorganize the design matrix X defined in Eq. (3.3) so that the group memberships are consecutive. From the group structure defined in Eq. (3.4) we have that the group membership vector I g contains only one element for g = 1, 2, ..., d 1 , and K elements for g = d 1 + j with j = 1, . . . , d 2 . Hence, in the latter case the sub matrix X Ig , for g = 1, ..., d 1 , is a one-column matrix defined as
where Ψ (g) is the g-th column of matrix Ψ; while in the last case, for g = d 1 + j with j = 1, ..., d 2 , the sub matrix X Ig is a K-column matrix where each column is a shifted version of the j-th column of matrix Φ as in the following scheme
Finally, it is easy to verify the "orthonormal group" property, i.e.
Connections with literature
As already stated in the introduction, multi-channel regression and equivalent problems have been investigated by diverse communities and a lot of literature is available on that.
Problem (3.2) is a particular case of the so-called Simultaneous Sparse Approximation (SSA) ( [12] , [21] , [22] , [23] ), defined as follows. Suppose that we
, where each signal is of the form s i = Ωc i +ε (i) , where {s i } ∈ R n×1 , Ω ∈ R n×m is a matrix of unit-norm elementary functions, c i ∈ R m×1 is a weighting vector and ε (i) is a noise vector for each i = 1, . . . , K. The overall measurements can be written as
where S = [s 1 , . . . , s K ] is a signal matrix, C = [c 1 , . . . , c K ] a coefficient matrix and ε a noise matrix. For the SSA problem, the goal is then to recover the matrix C given the signal matrix S and the dictionary Ω under the hypothesis that all signals s i share the same sparsity profile. This latter hypothesis can be translated into the request that the coefficient matrix C has a minimal number of non-zero rows, i.e. solving the following problem
T is some parameter defined by the user to control the sparsity and · F indicates the Frobenius norm. This problem is not convex, but efficient greedy algorithms have been proposed to get an approximate solution. In particular, in [22] , the author proposes the Simultaneous Orthogonal Matching Pursuit (SOMP) algorithm, which selects, at each iteration, an element from the dictionary maximizing the sum of the absolute correlation between the dictionary elements and the signal residual. As shown in [12] , this greedy algorithm is actually one of the most efficient to solve the problem.
Another possibility to solve the minimization problem is to relax the constraint by replacing · row−0 with a more tractable row-sparsity measure. A large class of relaxed version of · row−0 consider the following constraint
where tipically p ≤ 1 and q ≥ 1. Such kind of relaxed problems can be solved in different ways and a deep survey and comparison analysis can be found in [23] and [12] .
In particular, the case p = 1 and q = 2 can be efficiently solved by the Block Coordinate Descent (BCD) algorithm and has a strong connection with the group-lasso regression. Indeed, our problem (2.1) falls in this relaxed version, considering
Moreover, there is also a connection with structured variable selection and structural penalties in the vector formulation of Eq. (3.3). Infact, the penalty we used in Eq. (3.5) is a particular case of Eq. (1), Section 2, described in [21] , and this permits to use all the optimization algorithms based on the proximal methods.
Finally, it is important to stress a fundamental difference with the proposed methodology, i.e. all reviewed methods don't take properly into account the constraint of a common low-component
, hence any multichannel reconstruction returns different low-resonance components for different channels, loosing in term of estimation error as it will be shown into the numerical section.
Theoretical properties
The following results are obtained adapting results of Chapter 8 in [24] .
be given by Eq. (3.6); in order to derive a oracle inequality for its error, we introduce the following notations and assumptions.
Notations: for any subset of indices
c is its complement in P and |S| is its cardinality, so that
denotes reduction of vector α to the subset of variable index S α and β S β =
Assumptions: (A1) The linear model in Eq. (3.3) holds exactly with some true parameter
} being the true active set of groups.
(A2) The compatibility condition holds for the group index set S 0 = S
Note that Assumption (A1) means that the true signals c + u (k) , for k = 1, . . . , K are exact linear combination of the columns of matrices Ψ and Φ which simplifies the proof, however this assumption can be relaxed and the following theorem is stated for the best linear approximation of the unknown signals into the span of columns of matrices Ψ and Φ. Moreover, note that in Assumption (A2) G ⋆ |S 0 | is the average group size times the active number of groups and plays the role of the number of active variables into the compatibility condition. As often observed the compatibility constant φ(S 0 ) is linked to a condition on the smallest eigenvalue of the matrix X t X/n which turns out to be linked to the product Φ t Ψ which in signal processing is the coherence between the two filters.
We can now prove the following main result:
Theorem 1. Letθ be one solution of Eq. (3.5) and let assumptions (A1)
-(A2) hold; then, for any x > 0 and any λ ≥ 2λ 0 , with probability at least
where
Proof is given in the Appendix. The theorem proves the so called oracle inequality for the group lasso estimator and it directly gives a bound on the prediction error, indeed if λ is chosen as claimed in the theorem, it follows with high probability
2 so that the price for not knowing the true active index groups S 0 is of the order log(d).
Simulations and real examples
In order to show the performance of the proposed methodology, a number of experiments were run on synthetic datasets and on a real EEG dataset, the first being an ideal modelization of the second.
For all results reported in this section, we used the grpreg package, that implements efficient algorithms for fitting the regularization path of linear or logistic regression models with different grouped penalties. It includes group selection methods such as group LASSO (referred to as grlasso in the following), group MCP, and group SCAD as well as bi-level selection methods such as the group exponential LASSO, the composite MCP, and the group bridge. The smoothing parameter λ can be estimated by BIC, AIC, GCV and CV.
We used the group LASSO to solve the penalized regression and the V-fold CV criterion to choose the smoothing parameter λ.
Synthetic data
In this section we present results obtained using synthetic data representing different sparse scenarios and different noise levels. We generated data according to model (3.2)
using three channels (K = 3) and n = 256 observations in each channel. Matrix Ψ was generated using the following choice p low = 1, q low = 2, s low = 1, J low = 4 and matrix Φ was generated using p high = 8, q high = 9, s high = 3, J high = 10. These matrices represent RADWT with Q-factor almost 1 and 5 respectively, the first frame resembles the dyadic wavelet transform and its mother wavelet has almost one pulse, while the second frame has a mother wavelet with almost 5 pulses, as very well explained in Figure 1 of [5] . We considered three scenarios with different sparsity level: and for each scenario we used three signal to noise ratios (SNR): 1.5, 3, 6, defined as
Data were generated in each channel, using α 0j = 1, j ∈ S α 0 , and β
. In all test cases the proposed procedure, indicated hereafter as multi-c, has been compared with the single-c procedure, i.e. the procedure where in each channel, the estimatorf (k) = Ψα + Φβ (k) is obtained independently from the other channels by the following minimization:
Performance was evaluated by computing the following indicators:
• Root Mean Square Error (RMSE) defined as
• Root Mean Square Error for the low resonance component (RMSE low ) defined as
• Root Mean Square Error for the high resonance component (RMSE high ) defined as
RMSE low and RMSE high aim at evaluating a component wise accuracy.
With the aim of exploring the variable selection properties of the considered procedures, we also computed the following indicators:
• True positives for the low resonance component (TP low ) defined as TP low := Ŝ α 0 ,Ŝ α 0 = {j :α j = 0 and α 0j = 0}.
• False negatives for the low resonance component (FN low ) defined as
For the single-c procedure TP low and FN low will be dependent on the channels, while for the multi-c procedure they will not.
• True positives for the high resonance component (TP high ) defined as
• False negatives for the high resonance component (FN high ) defined as
For the multi-c procedure the setsŜ To be robust with respect to the particular realization in generating synthetic data (and corresponding noise), each experiment was run several times, in particular we set N run = 100 and we evaluated the averaged indicators. Table 1 shows the results for RMSE, RMSE low and RMSE high for Scenario 1 and SNR= 1.5, 3 and 6 respectively, for all the 3 channels indicated as ch1, ch2, ch3; standard deviation is displayed in parentheses. Table 2 shows the performance indicators TP and FN for the low resonance component and high resonance component. Tables 3-5 contain the results for RMSE, RMSE low and RMSE high for Scenario 2 and Scenario 3, respectively; analogously Tables 4-6 illustrate the performance indicators TP and FN for the same scenarios.
Multi-c procedure always outperforms single-c procedure in term of RMSE with a consistently lower standard deviation. This is not surprising because multi-c procedure exploits the joint information among the channels leading to a more precise (mean) and robust (std) estimation error. We also note that, in almost all scenarios and SNRs, multi-c outperforms single-c reconstructing the two components except for Scenario 1 where the low and high resonance components share pieces of signals (see Figure 1 ). This is again not surprising, since the two procedures aim to regress f = c+ u and not the single components (as in Morphological Component Analysis). Hence, when the two components low resonance (c) and high resonance (u) are confounding single-c can have some advantage with respect to multi-c, remaining the latter more effective in reconstructing the whole signal f . The advantage of multi-c with respect to single-c is more evident looking at the selecting capabilities of the procedure, with a good control of both false positives and false negatives. Of course performance improves when both SNR and sparsity increase.
For the sake of brevity, we only show the plots of the shape of the unknown signals and the goodness of reconstructions for the two extreme cases, i.e. Scenario 1 with SNR=1. 
Comparisons and further studies
For completeness in this section we compare our method with two competitors, namely BCD and SOMP. These techniques handle multi-task learning problems and their effectiveness has been shown in diverse survey papers, see [12] and [23] .
The routines mexSOMP and mexL1L2BCD contained in the Matlab SPAMS package (http://spams-devel.gforge.inria.fr/) were used to produce the presented results. The synthetic data were generated using the same numerical setting of the previous experiment, but we relaxed Hypothesis (H2), setting β (3) = 0. This allowed the data to be different from the correct RADWT model to test the robustness of the method. Tables 7, 9 and 11 show the results of RMSE, RMSE low and RMSE high considering SNR= 1.5, 3 and 6, for Scenario 1, Scenario 2 and Scenario 3 respectively. The multi-c procedure gets a quite significant improvement in terms of RMSE, especially for severe noise condition, mostly due to the good estimation of the low-resonance component. This is not surprising since multi-c takes into proper account the equality constraint on the low-component (α
It is also very interesting to note that the multi-c procedure outperforms BCD and SOMP in the retrieval of the high-component of the third channel (which is zero by construction), in fact it gives very low coefficientsβ (3) as properly expected.
Finally, consistently with the previous analyses, Tables 8, 10 and 12 show the performance indicators TP and FN for the low resonance component and high resonance components for Scenario 1, Scenario 2 and Scenario 3 respectively. Note that indicators TP and FN are reported only for the first two channels, while for the third channel (which is zero) only the number of falsely non zero retrieved coefficients is reported. It is obvious that, this last index is minimum for the single-c procedure which works on the third channel independently from the other two, however multi-c is comparable with SOMP and does a good job with respect to BCD, especially for more severe level of noise. Table 9 : Average values (standard deviations between parentheses) of RMSE, RMSE low and RMSE high based on 100 simulations with different noise realizations. Experiment carried out on Scenario 2 with SNR=1.5, 3 and 6. 1.0000 1.0000 1.0000 1.0000 0.0000 0.0000 0.0000 0.0000 --------5.9600 13.6600 5.6400 9.2700
Real data
To illustrate our procedure in a real case, we considered the problem of separating the transient and the oscillatory component in human sleep EEG data. This problem is actually a very hot topic in neuroscience, because several studies have pointed out the benefit of separating the transients and oscillations before spindle detection, see [25] and [26] . There exist already several methods for separating transients and oscillations in EEG data, but here we refer to [27] where the joint detection of sleep spindles and K-complex events are obtained using a Morphological Component Analysis (MCA) and two different RADWT with respectively high and low Q-factor, as supposed in this paper. On the other hand, although the American Academy of Sleep Medicne (AASM) manual recommends using more the one channel for scoring sleep and associated events, actually only few available methods advocate the use of multichannel EEG ( [6] , [7] ), then our procedure can be considered a possible alternative in this respect.
In particular in this section we show results obtained by applying our proposed multichannel procedure to one publicly sleep EEG database, the DREAMS Sleep Spindles Database available at www.tcts.fpms.ac.be/∼devuyst/Databases/DatabaseSpindles/. This database has been produced by the University of MONS -TCTS Laboratory (Stphanie Devuyst, Thierry Dutoit) and the Universit Libre de Bruxelles -CHU de Charleroi Sleep Laboratory (Myriam Kerkhofs).
These data were acquired in a sleep laboratory of a Belgium hospital using a digital 32-channel polygraph (BrainnetTM System of MEDATEC, Brussels, Belgium). They consist of height polysomnographic recordings coming from patients with different pathologies (dysomnia, restless legs syndrome, insomnia, apnoea/hypopnoea syndrome). Two EOG channels (P8-A1, P18-A1), three EEG channels (CZ-A1 or C3-A1, FP1-A1 and O1-A1) and one submental EMG channel were recorded. The standard European Data Format (EDF) was used for storing. The sampling frequency was 200Hz, 100Hz or 50Hz. A segment of 30 minutes of the central EEG channel was extracted from each whole-night recording for spindles scoring, giving origin to 8 excerpts of 30 minutes. No effort was made to select good spindle epochs or noise free epochs, in order to reflect reality as much as possible. These excerpts were given independently to two experts for sleep spindles scoring.
In particular we focus on excerpt2 sampled at 200Hz extracted from 00:00:00 to 00:30:00 with annotated EEG channels CZ-A1, FP1-A1 and O1-A1, belonging to a 40-years man, i.e. 3 signals, one for channel, formed by 360000 time points.
We segmented each signal in 360 segments of length 1000 time points, corresponding to 5 seconds, and we concentrate only on the 200 segments corresponding to sleep phase 2. In particular we focused on two consecutive segments: 25-30 sec and 30-35 sec, see Figures 5-7 respectively. In both the segments the two experts annotated visually spindles events at same times. Indeed, in the first segment, the first expert annotated a spindle event at 26.09 sec of length 1.28 sec and the second expert annotated the event at 26.12 sec with length 1 sec; in the second segment, the first expert annotated a spindle event at 31.5 sec of length 0.74 sec and the second expert annotated the event at 31.515 sec with length 1 sec. Following [27] , we suppose the oscillatory part to be well described by an RADWT with Q-factor=5 (which roughly corresponds to the choice p = 8, q = 9, s = 3, J = 10) and the transient part to be well represented by an RADWT with Q-factor=1 (which roughly corresponds to the choice p = 1, q = 2, s = 1, J = 4). Moreover we suppose that hypothesis (H1) is true, since we are considering sleep data where the epochs containing electrode artifacts due to lead and other body movements are not analyzed, hence we expect the 3 channels share the same underground/transient activity; we also suppose that hypothesis (H2) is true, since the spindles events, which represent the major and also the most interesting contribution to the oscillating part, simultaneously activate in the 3 channels, as widely discussed in [7] .
Figures 6-8 show the retrieval of the transient and oscillatory components for the two considered segments, 25-30 sec and 30-35 sec respectively. From the figures we can see how the transient part is really faithful to the underlying trend of the three channels, it keeps some oscillations that do not persist in time; moreover we can appreciate the 3 oscillatory components, in which similar but not equal oscillations resonate in the same time intervals. These phenomena correspond to the spindle events that most likely occur contemporaneously on the three EEG channels with similar characteristics being not exactly the same. Of course this procedure must be considered as a preprocessing step for an automatic spindles detection, which in this case appear very clear around sec. 26 in the first excerpt (visually inspecting Figure 6 ) and around sec. 32 in the second excerpt (visually inspecting Figure 8 ). The analyzed segment 25-30 sec correspond to the segment analyzed in paper [7] , see Figure 5 , and it can be seen that the position of spindles coincides.
Conclusions
In this paper we presented a method for nonparametric regression analysis of multichannel signals under a structural hypothesis on the underlying signals covering some specific real life situations. The method leverages on a complete filter bank (RADWT) that defines a frame in L 2 (R) which guarantees a perfect reconstruction property and a tunable Q-factor. In our work we used two frames, one with low Q-factor and one with high Q-factor, able to represent sparsity of signals with low and high resonance respectively. The structural hypothesis on the underlying signals explicitly states that in each channel the signal is a sum of two contributions, one (the low resonance signal) is common to all channels, while the other (the high resonance signal) is channel-specific but retains the same spectral properties in each channel, i.e. the positions of non-zero RADWT coefficients. We showed the connections with the SSA problem, stressing the difference between our proposal and the existing literature.
Firstly, we applied the method on a set of synthetic data satisfying the mathematical hypotheses, showing its ability in retrieving the signal in each channel, as expected from its asymptotic properties. We also compared its performance with other two techniques proposed in the literature, namely SOMP and BCD, considering a second synthetic dataset from a non correct RADWT generative model to test the robustness. Moreover, we displayed its skill in reconstructing the individual components and in controlling the sparsity of the model too. Finally, the proposed technique was tested on human sleep EEG data, confirming some results already studied in the literature.
Future research is devoted to the improvement of the algorithm in pursuing component specific results.
where X (j) is the j−th column of matrix X and Ψ (j) the j−th column of matrix Ψ. 
are K independent normal standard variables, we have that Kv 2 j /σ 2 ∼ χ 2 (K). Finally, applying lemma 8.1 of [24] result is proved.
Proposition 3: For all θ ∈ R d1+Kd2×1 and for any x > 0 it holds
with ε the concatenation of noise vectors given in Eq. 
