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Abstract
We give a complete description of the congruences on the partition monoid PX and the
partial Brauer monoid PBX , where X is an arbitrary infinite set, and also of the lattices
formed by all such congruences. Our results complement those from a recent article of East,
Mitchell, Ruškuc and Torpey, which deals with the finite case. As a consequence of our
classification result, we show that the congruence lattices of PX and PBX are isomorphic
to each other, and are distributive and well quasi-ordered. We also calculate the smallest
number of pairs of partitions required to generate any congruence; when this number is
infinite, it depends on the cofinality of certain limit cardinals.
Keywords : Diagram monoids; Partition monoids; Partial Brauer monoids; Congruences;
Well quasi-orderedness.
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1 Introduction
Diagram algebras play a central role in many different areas of mathematics and science, from
invariant theory [5,37] and knot theory [30,32] to theoretical physics [31,43,52]. These algebras
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all have bases consisting of various kinds of set partitions; the partitions are represented and
multiplied diagrammatically, hence the name. Every diagram algebra arises as a twisted semi-
group algebra [24,53] of an underlying diagram monoid, key examples including (partial) Brauer
monoids [5, 11, 46, 47], Temperley-Lieb (a.k.a. Jones or Kauffman) monoids [4, 36, 52], Motzkin
monoids [2,11] and partition monoids [12,19,31,43]. More background and references on diagram
algebras and monoids may be found in the surveys [33, 44] or in the introductions to [10, 16].
Studies of infinite diagram monoids may be found in [13–15].
The article [17] initiated the study of congruences on diagram monoids. A congruence on an
algebraic structure S is an equivalence relation compatible with all the basic operations on S; the
set Cong(S) of all such congruences forms a lattice under inclusion. In the cases of groups and
rings, congruences correspond to normal subgroups and ideals, respectively, but congruences are
not always determined by substructures in general, as is the case with monoids and lattices for
example. Nevertheless, congruences are the tools for constructing quotient structures, defining
kernels of homomorphisms/representations, and so on. The main results of [17] are the complete
descriptions of the congruence lattices of finite partition, planar partition, Brauer, partial Brauer,
Temperley-Lieb and Motzkin monoids. Inspiration was drawn from Mal’cev’s classic study of full
transformation monoids [1, 40], an excellent account of which may be found in [7, Section 10.8].
While there are some intriguing parallels between the theories of diagram and transformation
monoids, the results of [17] also highlighted some striking differences. For example, while the
congruence lattices of finite full transformation monoids form chains under inclusion, the same
is not true for any of the diagram monoids studied in [17]. For each of these, the lattice has a
prism-shaped lower part, the existence of which is partly explained by structural properties of
the minimal ideal.
The current article is a natural sequel to [17]; it continues the study of congruences of diagram
monoids, moving in the direction of infinite monoids. Specifically, we are concerned here with
the partition monoid PX and the partial Brauer monoid PBX over an arbitrary infinite set X.
The paper has two broad goals, and we address these in two separate parts:
• Part I gives a complete classification of the congruences of infinite PX and PBX . The
statement of the classification is given in Section 3 (see Theorem 3.1), and the proof in
Sections 4–6.
• Part II gives a detailed analysis of the algebraic and combinatorial structure of the con-
gruence lattices Cong(PX) and Cong(PBX). We describe the inclusion relation and the
meet and join operations in Section 8 (Theorems 8.1 and 8.2), draw Hasse diagrams in
Section 9 (Figures 3–8), prove that the lattices are distributive and well quasi-ordered in
Section 10 (Theorems 10.1 and 10.2), calculate the smallest sizes of generating sets in Sec-
tion 11 (Theorems 11.1, 11.3 and 11.5), and discuss connections with other results from
the literature in Section 12 where we also discuss possible directions for future research.
One of the intriguing consequences of our results is that the lattices Cong(PX) and Cong(PBX)
are isomorphic, even though the monoids PX and PBX are not. Indeed, our main results are
essentially identical for both PX and PBX , and can generally be proved with a uniform argument
that works for both monoids; as an exception, some of the results in Sections 5 and 6 require
substantially different arguments for the two monoids, those for PX having a set-theoretical
flavour, and those for PBX being more combinatorial in nature. As with the finite case [17],
certain parallels may be made with the theory of infinite transformation monoids, but at the
same time a number of differences arise, some more subtle than others; these will be drawn out
during the exposition.
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2 Preliminaries
2.1 General notation and conventions
We work in standard ZFC set theory; see for example [29, Chapters 1, 5 and 6]. We denote
by ξ+ the successor of a cardinal ξ. For cardinals ξ1 and ξ2, we write [ξ1, ξ2] and [ξ1, ξ2) for
the (possibly empty) sets of all cardinals ζ satisfying ξ1 ≤ ζ ≤ ξ2 or ξ1 ≤ ζ < ξ2, respectively.
Unless otherwise stated, we assume all indexing sets are faithful, meaning that when we use
notation such as {xi : i ∈ I} we assume that the map i 7→ xi is injective. If σ is an equivalence
relation on a set X, and if Y is a subset of X, we write σ↾Y = σ ∩ (Y × Y ) for the restriction
of σ to Y ; if Y is a union of σ-classes, we write Y/σ for the set of all σ-classes contained in Y .
If σ and τ are equivalences on a set X, we denote by σ ∨ τ the join of σ and τ , which is the
least equivalence on X containing both σ and τ : i.e., the transitive closure of σ ∪ τ . For any
set X we denote by ∆X = {(x, x) : x ∈ X} the diagonal relation on X. The symbol △ denotes
symmetric difference: if X and Y are sets, then X △ Y = (X \ Y ) ∪ (Y \X). If G is a group,
we write H ≤ G and N unlhdG to indicate that H is a subgroup and N a normal subgroup.
2.2 Semigroups and congruences
Let S be a semigroup. A (binary) relation σ on S is left compatible if for all (x, y) ∈ σ and
a ∈ S, we have (ax, ay) ∈ σ. Right compatible relations are defined analogously. A relation is
compatible if it is both left and right compatible. A congruence on S is an equivalence relation
that is compatible. The set of all congruences on S is denoted Cong(S); it is a lattice under
inclusion. The most obvious congruences on S are the trivial and universal congruences:
∆S = {(x, x) : x ∈ S} and ∇S = S × S.
These are the least and greatest elements of Cong(S), respectively. Another family of congruences
comes from ideals. Recall that a subset I ⊆ S is an ideal of S if ax, xa ∈ I for all x ∈ I and
a ∈ S. For an ideal I, we have the so-called Rees congruence
RI = ∆S ∪ (I × I).
Further general families of congruences will be discussed in Section 4.1.
Let S be a semigroup. As usual, S1 denotes S itself if S is a monoid, or else the monoid
obtained by adjoining an identity to S. Recall that Green’s pre-orders ≤R , ≤L and ≤J are
based on the inclusion ordering on principal ideals; specifically, for x, y ∈ S:
x ≤R y ⇔ xS
1 ⊆ yS1, x ≤L y ⇔ S
1x ⊆ S1y, x ≤J y ⇔ S
1xS1 ⊆ S1yS1.
Note that x ≤R y ⇔ x ∈ yS1, with similar statements for ≤L and ≤J , so that Green’s pre-
orders may also be thought of in terms of division. Green’s R, L and J relations are defined
by R = ≤R ∩≥R , L = ≤L ∩≥L and J = ≤J ∩≥J . Green’s H and D relations are defined
to be the meet and join, respectively, of R and L in the lattice of equivalences on S. That is,
H = R ∩L , while D = R ∨L is the least equivalence on S containing both R and L ; it is
well known that D = R ◦L = L ◦R ⊆ J in any semigroup, and that D = J in any finite
semigroup. If K denotes any of Green’s relations, and if x ∈ S, we write Kx = {y ∈ S : x K y}
for the K -class of x in S. The ≤J pre-order on S yields a natural partial order, denoted ≤, on
the set S/J of all J -classes of S: Jx ≤ Jy ⇔ x ≤J y.
2.3 Partition and partial Brauer monoids
Let X be an arbitrary set, and let X ′ = {x′ : x ∈ X} be a disjoint copy of X. The partition
monoid over X, denoted PX , consists of all set partitions of X ∪X ′ under a product described
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below. So an element of PX is of the form α = {Ai : i ∈ I}, where the Ai are non-empty,
pairwise disjoint subsets of X ∪X ′ satisfying X ∪X ′ =
⋃
i∈I Ai; the Ai are called the blocks of α.
Of course α can also be viewed as an equivalence relation on X ∪X ′; while it will be convenient
to do so in the next two paragraphs, when defining the product on PX , we will generally not do
so, and will always regard α as a set of subsets of X ∪X ′ as above.
To define the product in PX , introduce yet another copy X ′′ = {x′′ : x ∈ X} of X, disjoint
from both X and X ′. For α ∈ PX , denote by α↓ the equivalence relation on the set X ∪X ′ ∪X ′′
obtained by renaming every x′ into x′′ and adding the diagonal ∆X′ . Dually, α↑ is obtained by
replacing every x by x′′ and adding the diagonal ∆X .
Now let α, β ∈ PX . Noting that α↓ and β↑ are equivalences on X ∪ X ′ ∪ X ′′, we write as
usual α↓ ∨ β↑ for the least equivalence on X ∪X ′ ∪X ′′ containing both α↓ and β↑, and define
the product αβ ∈ PX to be (α↓ ∨ β↑)↾X∪X′ : i.e., the restriction of α↓ ∨ β
↑ to the set X ∪X ′. See
below for an alternative, more visual, interpretation of this product.
Throughout the paper we will use two handy ways of representing and visualising partitions.
The first was introduced in [15], harking back to the standard two-line notation for mappings on
a set [7, p241], and is defined as follows. A non-empty subset A of X ∪X ′ is called
• a transversal if both A ∩X and A ∩X ′ are non-empty,
• an upper non-transversal if A ⊆ X, or
• a lower non-transversal if A ⊆ X ′.
If A is a transversal, then we refer to A ∩ X and A ∩ X ′ as the upper and lower parts of A,
respectively. If A ⊆ X, we write A′ = {a′ : a ∈ A} ⊆ X ′. If α ∈ PX , we will write
α =
(
Ai Cj
Bi Dk
)
i∈I, j∈J, k∈K
to indicate that α has transversals Ai ∪B′i (i ∈ I), upper non-transversals Cj (j ∈ J), and lower
non-transversals D′k (k ∈ K). Sometimes we just write α =
(
Ai Cj
Bi Dk
)
, with the indexing sets I, J
and K being implied, rather than explicitly named. Note that dashes are omitted from elements
of X ′ in this notation. For extra convenience, some (but not necessarily all) singleton blocks of α
may be omitted from this notation; in other words, if y ∈ X ∪X ′ does not belong to any of the
blocks listed in α =
(
Ai Cj
Bi Dk
)
then {y} is a singleton block of α.
The second representation for partitions is more visual, and goes back to Brauer [5]. Here,
a partition α ∈ PX is represented as a graph with vertex set X ∪X ′ and edges chosen so that
its connected components are the blocks of α; such a graph is not unique in general, but we
identify α with any such graph. We think of the vertices from X as upper vertices, and those
from X ′ as lower vertices. The computation of the product αβ of two partitions α, β ∈ PX can
now be interpreted as follows. Take the graphs on X ∪X ′ ∪X ′′ corresponding to α↓ and β↑ (as
defined above), typically drawn with vertices from X ′′ in a new middle row. The product graph
Π(α, β) is the graph on vertex set X ∪X ′∪X ′′ whose edge set is the union of the edge sets of α↓
and β↑. The product αβ is the partition of X ∪X ′ such that elements u, v ∈ X ∪X ′ belong to
the same block of αβ if and only if u and v belong to the same connected component of Π(α, β).
As an example, consider the partitions
α =
{
{1, 4}, {2, 3, 4′ , 5′}, {5, 6}, {1′ , 2′, 6′}, {3′}
}
,
β =
{
{1, 2}, {3, 4, 1′}, {5, 4′, 5′, 6′}, {6}, {2′}, {3′}
}
with X = {1, . . . , 6}. In the tableaux notation (keeping in mind the convention regarding
singletons), they are written as
α =
(
2, 3 1, 4 5, 6
4, 5 1, 2, 6
)
and β =
(
3, 4 5 1, 2
1 4, 5, 6
)
.
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α =
β =
= αβ
Figure 1: Two partitions α, β ∈ PX (left), the product graph Π(α, β) (middle), and their product
αβ ∈ PX (right), where X = {1, . . . , 6}.
α =
β =
= αβ
Figure 2: Two partitions α, β ∈ PX (left), the product graph Π(α, β) (middle), and their product
αβ ∈ PX (right), where X = {0, 1, 2, . . .}.
The computation of the product
αβ =
(
2, 3 1, 4 5, 6
1, 4, 5, 6
)
via the product graph is given in Figure 1. An example with countably infinite X is given in
Figure 2.
For a subset Y ⊆ X, we define the partition
ǫY =
(
y
y
)
y∈Y
.
It is easy to see that ǫY ǫZ = ǫY ∩Z for all Y,Z ⊆ X. The partition ǫX is the identity element
of PX . A partition α ∈ PX is a unit (i.e., invertible with respect to ǫX) if and only if each block
of α is of the form {x, y′} for some x, y ∈ X. The group of all such units is clearly isomorphic
to the symmetric group SX , which consists of all permutations of X; thus, we will identify SX
with the group of units of PX .
The element ǫ∅, with all the blocks trivial, will also play an important role in many of our
calculations, but it is worth noting that ǫ∅ is not a zero element in PX ; indeed, PX has no zero
element (unless |X| ≤ 1).
The partial Brauer monoid over X, denoted PBX , is the submonoid of PX consisting of all
partitions whose blocks have size at most 2. Note that PBX contains SX . When X is finite, the
set of all partitions whose blocks all have size precisely 2 is also a monoid, known as the Brauer
monoid and denoted BX . But when X is infinite, BX is not a submonoid, as the example in
Figure 2 shows; here α, β ∈ BX yet αβ 6∈ BX . In fact, it was shown in [14, Corollary 4.4] that
when X is infinite, any element of PBX is the product of two elements of BX .
The domain, codomain, kernel, cokernel and rank of a partition α =
(
Ai Cj
Bi Dk
)
∈ PX are
defined by
• dom(α) = {x ∈ X : x belongs to a transversal of α} =
⋃
i∈I Ai,
• codom(α) = {x ∈ X : x′ belongs to a transversal of α} =
⋃
i∈I Bi,
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• ker(α) =
{
(x, y) ∈ X ×X : x and y belong to the same block of α
}
, the equivalence rela-
tion on X associated with the partition α = {Ai : i ∈ I} ∪ {Cj : j ∈ J},
• coker(α) =
{
(x, y) ∈ X × X : x′ and y′ belong to the same block of α
}
, the equivalence
relation on X associated with the partition α = {Bi : i ∈ I} ∪ {Dk : k ∈ K},
• rank(α) = |I|, the number of transversals of α.
The above parameters allow for convenient descriptions of Green’s relations and pre-orders on PX
and PBX :
Lemma 2.1. Let X be an arbitrary set, let MX be either PX or PBX , and let α, β ∈ MX .
Then in MX ,
(i) α ≤R β ⇔ dom(α) ⊆ dom(β) and ker(α) ⊇ ker(β),
(ii) α ≤L β ⇔ codom(α) ⊆ codom(β) and coker(α) ⊇ coker(β),
(iii) α ≤J β ⇔ rank(α) ≤ rank(β),
(iv) α R β ⇔ dom(α) = dom(β) and ker(α) = ker(β),
(v) α L β ⇔ codom(α) = codom(β) and coker(α) = coker(β),
(vi) α J β ⇔ α D β ⇔ rank(α) = rank(β).
Proof. This was proved in [19, Lemma 3.1 and Theorem 3.3] in the case of MX = PX , using
slightly different terminology. The same proofs apply virtually unmodified to MX = PBX .
The next result follows quickly from parts (iii) and (vi) of Lemma 2.1. For the statement,
recall that |X|+ denotes the successor cardinal to |X|.
Corollary 2.2. Let X be an arbitrary set, and let MX be either PX or PBX .
(i) The ideals ofMX are the sets Iξ = {α ∈ MX : rank(α) < ξ}, for each cardinal ξ ∈ [1, |X|+],
and they form a chain under inclusion: Iξ1 ⊆ Iξ2 ⇔ ξ1 ≤ ξ2.
(ii) The D = J -classes of MX are the sets Dξ = {α ∈ MX : rank(α) = ξ}, for each cardinal
ξ ∈ [0, |X|], and they form a chain under the J -class ordering: Dξ1 ≤ Dξ2 ⇔ ξ1 ≤ ξ2.
In particular, the chains of ideals and of J = D-classes of MX are well-ordered, a fact that
will prove crucial in what follows. We also need to know that all group H -classes of MX are
symmetric groups:
Lemma 2.3. Let X be an arbitrary set, let MX be either PX or PBX , and let ξ ∈ [0, |X|].
Then any group H -class of MX contained in Dξ is isomorphic to the symmetric group Sξ.
Proof. Fix some A ⊆ X with |A| = ξ. Since ǫA ∈ Dξ, [27, Proposition 2.3.6] says that all group
H -classes in Dξ are isomorphic to the H -class of ǫA, and it is easy to see that this is isomorphic
to SA ∼= Sξ.
One of the intriguing consequences of our main results in this paper is that the congruence
lattices Cong(PX) and Cong(PBX) are isomorphic for any infinite set X. This is also true in
the finite case [17, Theorems 5.4 and 6.1]. Isomorphism of the lattices would of course be no
surprise if the monoids PX and PBX were themselves isomorphic, but this is not the case except
trivially for |X| ≤ 1:
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Proposition 2.4. If |X| ≥ 2, then the monoids PX and PBX are not isomorphic.
Proof. This is clear for 1 < |X| < ℵ0, as PBX is a proper subset of PX , so we assume X is
infinite. It suffices to prove the following two claims:
(i) There exists more than one R-class of PBX containing only one idempotent.
(ii) There exists only one R-class of PX containing only one idempotent.
First note that the R-class of the identity element of any monoid has only one idempotent (the
identity itself). In what follows, we make repeated use of Lemma 2.1 (iv).
(i) Fix some x ∈ X and write Y = X \ {x}. We will show that ǫY =
(
y
y
)
is the only idempotent
in its R-class. Indeed, supposing ǫY R α = α2 ∈ PBX , we may write α =
(
y
yψ Ai
)
where ψ is
some injective map Y → X. For any y ∈ Y , since {y, (yψ)′} is a block of α = α2, there is a path
from (yψ)′′ to y′′ in the product graph Π(α,α); but such a path must have length zero since α
has no non-trivial upper non-transversals, and this means that yψ = y. From this it quickly
follows that α = ǫY .
(ii) Consider some R-class R of PX not containing the identity element ǫX , and let
(
Ai Cj
Bi Dk
)
be
a representative of R. Since ǫX 6∈ R, either I is empty, or |Ai| ≥ 2 for some i ∈ I, or else both I
and J are non-empty.
• If I is empty, then
(
Cj
X
)
and
(
Cj
)
are distinct idempotents of R.
• If |Ai| ≥ 2 for some i ∈ I, then we fix distinct x, y ∈ Ai, write L = I \ {i}, and note that(
Ai Al Cj
x Al
)
and
(
Ai Al Cj
y Al
)
are distinct idempotents of R.
• If I, J 6= ∅, let C =
⋃
j∈J Cj 6= ∅, fix some i ∈ I, write L = I \ {i}, and note that(
Ai Al Cj
Ai Al
)
and
(
Ai Al Cj
Ai ∪C Al
)
are distinct idempotents of R.
Part I
Classification of congruences
This part of the paper is devoted to the classification of congruences on the partition monoid PX
and partial Brauer monoid PBX over an arbitrary infinite set X. The statement of the classifi-
cation theorem (Theorem 3.1) is given in Section 3, where we also discuss the strategy of proof.
The proof itself is given in Sections 4–6. Almost all we say applies equally to both PX and PBX ,
so as before we will use MX to stand for either of these two monoids.
3 The classification theorem
3.1 Statement of the theorem
All congruences on MX are built from five basic relations. These are denoted Rξ, λζ , ρζ , µζ
and νN , and will be defined shortly; their deeper significance will be discussed in more detail in
subsequent sections.
First, to each ideal Iξ of MX , as described in Corollary 2.2 (i), there corresponds the Rees
congruence
Rξ = ∆MX ∪ (Iξ × Iξ) for any ξ ∈ [1, |X|
+].
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Next, we have the relation
µζ =
{
(α, β) ∈ MX ×MX : |α △ β| < ζ
}
for any ζ ∈ [1, |X|+].
It is important to note here that α and β are regarded as sets of subsets of X ∪ X ′, not as
equivalence relations on X ∪X ′ (i.e., not as sets of ordered pairs). Informally, |α △ β| measures
the difference between α and β, by counting the blocks belonging to only one of them, and µζ
gathers together the pairs of partitions that differ by less than ζ.
The next two relations are analogous to µζ , but refer to the partitions α and α induced by
the kernel and cokernel of α (and defined before Lemma 2.1), respectively:
λζ =
{
(α, β) ∈ MX ×MX : |α △ β| < ζ
}
for any ζ ∈ [1, |X|+],
ρζ =
{
(α, β) ∈ MX ×MX : |α △ β| < ζ
}
for any ζ ∈ [1, |X|+].
We will also need the intersections of the relations µζ , λζ and ρζ with the Rees congruence Rη:
µηζ = µζ ∩Rη, λ
η
ζ = λζ ∩Rη, ρ
η
ζ = ρζ ∩Rη.
To describe the final kind of relation, we must first introduce some further notation. Let
n ∈ [1,ℵ0) be a positive integer, and let N be a normal subgroup of the symmetric group Sn,
which consists of all permutations of {1, . . . , n}. Consider two partitions α, β ∈ Dn (the D-class
of all rank-n elements of MX) such that α H β. Suppose the transversals of α are Ai ∪ B′i
(i = 1, . . . , n). Since α H β, the transversals of β are Ai ∪ B′iφ (i = 1, . . . , n), where φ is some
permutation in Sn. It is straightforward to check that if we start from a different indexing of
the transversals of α, the resulting permutation will be conjugate to φ in Sn; thus, φ(α, β) = φ
is well defined up to conjugation. Since N unlhd Sn it follows that there is a well-defined relation
on Dn given by
νN =
{
(α, β) ∈ Dn ×Dn : α H β and φ(α, β) ∈ N
}
.
Additionally, for any cardinal ζ ∈ [1, |X|+], we let
λNζ = λ
n
ζ ∪ νN and ρ
N
ζ = ρ
n
ζ ∪ νN .
Note that for any n ∈ [1,ℵ0), we have ν{idn} = ∆Dn , and hence
λ
{idn}
ζ = λ
n
ζ and ρ
{idn}
ζ = ρ
n
ζ .
Here is our main result, stated in terms of the relations defined above.
Theorem 3.1. Let MX be either the partition monoid PX or the partial Brauer monoid PBX ,
where X is an arbitrary infinite set. The congruences of MX are precisely ∇MX =MX ×MX
(the universal congruence) and the following:
(CT1) λNζ1 ∩ ρ
N
ζ2
, where
• N is a normal subgroup of Sn for some n ∈ [1,ℵ0),
• ζ1, ζ2 ∈ {1} ∪ [ℵ0, |X|
+] if n ≤ 2,
• ζ1, ζ2 ∈ [ℵ0, |X|
+] if n ≥ 3,
(CT2) (ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk
ξk
, where
• k ≥ 1, η ∈ [ℵ0, |X|], ζ1, ζ2, η1, . . . , ηk ∈ [η, |X|
+], ξ1, . . . , ξk ∈ {1} ∪ [ℵ0, η], and
• ξk < · · · < ξ1 ≤ η < η1 < · · · < ηk = |X|
+.
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We shall refer to the two different groups (CT1) and (CT2) as types of congruences. Although
the universal congruence ∇MX is listed separately in Theorem 3.1, we will think of it as being
of type (CT2), with k = 1, η = ζ1 = ζ2 = η1 = |X|+ and ξ1 = 1, since
∇MX = λ
|X|+
|X|+
∩ ρ
|X|+
|X|+
=
(
λ
|X|+
|X|+
∩ ρ
|X|+
|X|+
)
∪ µ
|X|+
1 .
Unlike for the other congruences of type (CT2), the above expression for ∇MX is not unique:
indeed, we could let ξ1 be any cardinal from {1} ∪ [ℵ0, |X|+].
Note that type (CT1) deals with congruences of “finite rank”: i.e., those for which there is a
finite cardinal bounding the ranks of non-equal related pairs of partitions. Type (CT2) contains
all the congruences of infinite rank.
The proof of Theorem 3.1 occupies Sections 4–6, which form the bulk of this part of the
paper.
Before we outline the strategy of proof, it is worth “locating” some of the basic relations/congruences
discussed above:
• The trivial congruence ∆MX is of type (CT1), with ζ1 = ζ2 = 1 and N = S1.
• As noted above, we consider the universal congruence ∇MX to be of type (CT2), with
k = 1, η = ζ1 = ζ2 = η1 = |X|+ and ξ1 = 1.
• If n ∈ [1,ℵ0), then the Rees congruence Rn is of type (CT1), with ζ1 = ζ2 = |X|+
and N = {idn}.
• If ξ ∈ [ℵ0, |X|+], then Rξ is of type (CT2), with η = ξ, k = 1, ξ1 = 1 and η1 = ζ1 = ζ2 = |X|+;
this includes the universal congruence ∇MX = R|X|+.
• We will see in Lemma 4.15 that µξ is a congruence for any ξ ∈ {1} ∪ [ℵ0, |X|+]. Clearly
µ1 = ∆MX (which is of type (CT1), as discussed above). If ξ ∈ [ℵ0, |X|], then µξ is of
type (CT2), with k = 1, ζ1 = ζ2 = η = ξ1 = ξ, η1 = |X|+ (cf. Lemma 4.16); finally,
for ξ = |X|+ we have µ|X|+ = ∇MX .
• Similarly, we will see in Lemma 4.10 and Remark 4.12 that ληζ is a congruence for ζ = 1
and η = 1, 2, and for ζ ∈ [ℵ0, |X|+] and η ∈ [1, ζ]. If η < ℵ0, then λ
η
ζ is of type (CT1),
with N = {idη}, ζ1 = ζ and ζ2 = |X|+. If η ∈ [ℵ0, |X|], then λ
η
ζ is of type (CT2), with
ζ1 = ζ, ζ2 = |X|+, k = 1, ξ1 = 1 and η1 = |X|+. If η = ζ = |X|+, then λ
η
ζ = ∇MX .
Similar comments hold for the ρηζ relations.
3.2 Strategy of proof
The proof of Theorem 3.1 is broken up into two stages that are largely independent of each other,
and which will be treated in Sections 4 and 5, respectively:
Stage 1: Show that each relation listed in the theorem is indeed a congruence on MX .
Stage 2: Show that any congruence on MX is one of those listed in the theorem.
Considerations within Stage 1 naturally split into two strands: proving that the relations are
equivalences (which in fact boils down to proving transitivity), and proving that they are com-
patible with multiplication.
The steps involved in Stage 2 are as follows:
Stage 2.1: Given a congruence σ on MX , identify its type.
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Stage 2.2: Describe how to find the relevant parameters for this type.
Stage 2.3: Prove that the parameters fall within the prescribed ranges.
Stage 2.4: Prove that σ is indeed equal to the congruence from the list thus identified.
Most of the arguments in Sections 4 and 5 apply equally to MX = PX or MX = PBX . To
make sure that the proof of a statement works for both monoids, we need to ensure that when
the statement is interpreted in MX = PBX , any partition constructed during the proof belongs
to PBX as well (and this might itself depend on the assumption that a partition appearing in the
statement belongs to PBX). A number of key lemmas used in Section 5 will require substantially
different proofs for the two monoids, and we will postpone these proofs until Section 6.
4 First stage of the proof: the stated relations are congruences
We now embark on the first stage of the proof of Theorem 3.1, namely the task of showing that
the relations listed in the theorem are indeed congruences on MX , which throughout the entire
section will stand for either of PX or PBX for a fixed infinite set X. This will be achieved in
Propositions 4.11 and 4.13 for type (CT1), and in Proposition 4.20 for type (CT2).
The section is structured as follows. In Subsection 4.1 we recall some general machinery
from [17] that allows for the construction of congruences in certain kinds of semigroups; we tie this
in with PX and PBX in Subsection 4.2, and establish some useful inequalities in Subsection 4.3.
We then treat congruences of types (CT1) and (CT2) in Subsections 4.4 and 4.5, respectively.
4.1 General congruence constructions
We begin with a review of some ideas from [17] that lead to the construction of several families
of congruences on semigroups. The results stated here are special cases of those in [17], tailored
to suit our purposes.
Throughout the following discussion, we fix a regular semigroup S with a minimal ideal M .
Here, regularity means that for every x ∈ S, we have x = xax for some a ∈ S. We also note that
the minimal ideal, when it exists, is necessarily unique, and is also a J -class.
An ideal I of S is retractable if there exists a homomorphism f : I → M such that xf = x
for all x ∈ M ; such a map f is called a retraction. If I is retractable, then there is a unique
such retraction [17, Corollary 3.4]. We say that a congruence σ on M is liftable if ∆S ∪ σ is
a congruence on S. For any such congruence σ, and for any retractable ideal I, we define the
relation
RI,σ = ∆S ∪
{
(x, y) ∈ I × I : (xf, yf) ∈ σ
}
.
Note that when σ = ∇M is the universal congruence on M , the relation RI,σ is equal to the Rees
congruence RI = ∆S ∪ (I × I), as defined in Subsection 2.2.
A J -class J of S is stable if for all x ∈ J and a ∈ S,
xa J x ⇒ xa R x and ax J x ⇒ ax L x.
Any stable J -class is in fact a D-class; see [17, Lemma 3.10] or [35, Proposition 2.3.9]. Suppose
now that J is a stable J -class. Let G be a maximal subgroup of S contained in J (so G is
the H -class of some idempotent of J). For any normal subgroup N unlhdG, we define the relation
ν˜N = (J × J) ∩
{
(axb, ayb) : x, y ∈ N, a, b ∈ S1
}
.
(This relation was denoted νN in [17], but we use the ν˜N notation here to avoid any ambigu-
ity with our previous use of νN , until we establish in Lemma 4.5 that the two are essentially
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equivalent for the monoids under consideration in this paper.) It was shown in [17, Lemma 3.15]
that the relations ν˜N are independent of the choice of maximal subgroup G ⊆ J : namely, if G1
and G2 are maximal subgroups contained in J , and if N1 unlhdG1, then there exists N2 unlhd G2 such
that ν˜N1 = ν˜N2 .
Recall that the set S/J of all J -classes of S has a natural partial order ≤; see Subsection 2.2.
Any ideal I of S is a union of J -classes; so too, therefore, is the complement S \ I, and we may
speak of J -classes that are minimal in (S \ I)/J ; such minimal J -classes need not exist in
general. An IN-pair in S is a pair (I,N), where I is an ideal of S, and N is a normal subgroup
of a maximal subgroup contained in a stable J -class that is minimal in (S \ I)/J . We say
that an IN-pair (I,N) is retractable if I is a retractable ideal, and if all the elements of N act
the same way on M : i.e., if |xN | = |Nx| = 1 for all x ∈ M . The next result is a special case
of [17, Proposition 3.22]:
Lemma 4.1. Let S be a regular semigroup with a stable minimal ideal M , and let (I,N) be an
IN-pair in S.
(i) The relation RI ∪ ν˜N is a congruence on S.
(ii) If (I,N) is retractable, and if σ is a liftable congruence on M , then the relation RI,σ ∪ ν˜N
is a congruence on S.
4.2 Regularity, stability and (retractable) IN-pairs in PX and PBX
We now relate the notions introduced in Subsection 4.1 to the monoid MX , which we recall
stands for either PX or PBX .
First we note that MX is regular. Indeed, if α =
(
Ai Cj
Bi Dk
)
∈ MX , then with α∗ =
(
Bi Dk
Ai Cj
)
,
we have α = αα∗α. In fact, we also have (α∗)∗ = α and (αβ)∗ = β∗α∗, so that MX is a
so-called regular ∗-semigroup in the sense of Nordahl and Scheiblich [49]. This leads to a natural
symmetry/duality that will be repeatedly invoked to shorten arguments.
By Corollary 2.2 (i), MX has a minimal ideal, namely
I1 = D0 = {α ∈ MX : rank(α) = 0}.
For a partition α ∈ MX , let α̂ denote the unique partition of rank 0 with the same kernel and
cokernel as α. In other words, if α =
(
Ai Cj
Bi Dk
)
, then α̂ =
(
Ai Cj
Bi Dk
)
. The mapping α 7→ α̂ will be
used frequently throughout the paper, including to describe the retractable ideals of MX .
The proof of [17, Lemma 5.2] works virtually unmodified to prove the following (but we do
note a slight shift in notation: in [17], Ik was used to denote the set of all partitions of rank up
to and including k):
Lemma 4.2. The mapping I2 → I1 : α 7→ α̂ is a retraction.
Thus, the ideal I2 is retractable. It turns out that no ideal larger than I2 is retractable;
indeed, this can be shown directly, but also follows from Theorem 3.1 (since if any larger ideal
of MX was retractable, this would yield additional congruences on MX). We now identify the
stable D = J -classes of MX .
Lemma 4.3. If n ∈ [0,ℵ0), then Dn is a stable J -class of MX .
Proof. Let α ∈ Dn and β ∈ MX be arbitrary, and write α =
(
Ai Cj
Bi Dk
)
, noting that |I| = n < ℵ0.
We must show that
αβ J α ⇒ αβ R α and βα J α ⇒ βα L α.
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We just prove the first assertion, as the second is dual. Suppose αβ J α: i.e, αβ ∈ Dn. Since
αβ ≤R α, Lemma 2.1 (i) gives ker(αβ) ⊇ ker(α), so that each ker(αβ)-class is a union of ker(α)-
classes. Now, each Cj is a ker(αβ)-class. As rank(αβ) = n, the n sets Ai must be the upper parts
of distinct transversals of αβ. Hence dom(αβ) = dom(α) and ker(αβ) = ker(α): i.e., αβ R α by
Lemma 2.1 (iv).
It turns out that Dξ is not stable if ξ is infinite; again, this can be shown directly, but also
follows from Theorem 3.1.
Next we identify the IN-pairs in MX . By definition, and by Lemma 4.3, these include all
pairs of the form (In, N), where n ∈ [1,ℵ0), and N is a normal subgroup of some group H -class
contained in Dn. (Once again, it will follow from Theorem 3.1 that these are all the IN-pairs, but
we do not need to know this here.) It will be convenient to fix a particular such group H -class
for each n ∈ [1,ℵ0).
To this end, fix any countable subset of X, and without loss of generality assume it is
[1,ℵ0) = {1, 2, . . .} ⊆ X. For each n ∈ [1,ℵ0), we write ǫn = ǫ{1,...,n} (the ǫY notation was
defined in Subsection 2.3). For any permutation π ∈ Sn, we write π♮ =
(
i
iπ
)
1≤i≤n
∈ MX , and
for any Σ ⊆ Sn write Σ♮ = {π♮ : π ∈ Σ}. So the H -class of ǫn is precisely the set S
♮
n. For any
normal subgroup N unlhd Sn, the set N ♮ is a normal subgroup of S
♮
n, and (In, N ♮) is an IN-pair.
Clearly the IN-pair (I1,S
♮
1) = (I1, {id
♮
1}) is retractable. Beyond this obvious one, we have
two more retractable IN-pairs, as the next lemma demonstrates; the proof is essentially identical
to that of [17, Lemma 5.3].
Lemma 4.4. If N is either of {id2} or S2, then (I2, N
♮) is a retractable IN-pair.
Each IN-pair (In, N ♮) leads to a congruence on MX , as in Lemma 4.1 (i), each involving
the relation ν˜N♮ defined in Subsection 4.1. The next lemma shows that this relation ν˜N♮ is
precisely the relation νN defined in Subsection 3.1; its proof is essentially identical to that
of [17, Lemma 5.6].
Lemma 4.5. For any n ∈ [1,ℵ0), and for any normal subgroup N unlhd Sn, we have ν˜N♮ = νN .
Recall that for any cardinal 1 ≤ ξ ≤ |X|+, we have the Rees congruence
Rξ = ∆MX ∪ (Iξ × Iξ).
Each IN-pair (In, N ♮) leads to a congruence on MX , as in Lemma 4.1 (i):
Lemma 4.6. For any n ∈ [1,ℵ0) and N unlhd Sn, the relation RN defined by RN = Rn ∪ νN is a
congruence on MX .
4.3 Inequalities
Before we move on, we establish a number of inequalities involving the symmetric difference.
Lemma 4.7. For arbitrary partitions α, β, θ ∈ PX we have
(i) |αθ △ βθ| ≤ |α △ β|+ 2 rank(α) + 2 rank(β),
(ii) |θα △ θβ| ≤ |α △ β|,
(iii) |αθ △ βθ| ≤ |α △ β|,
(iv) |θα △ θβ| ≤ |α △ β|+ 2 rank(α) + 2 rank(β),
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(v) |αθ △ βθ| ≤ |α △ β|,
(vi) |θα △ θβ| ≤ |α △ β|,
(vii) |α △ β| ≤ |α △ β|,
(viii) |α △ β| ≤ |α △ β|,
(ix) |α △ β| ≤ |α △ β|+ |α △ β|+ 3 rank(α) + 3 rank(β).
Proof. By duality, it is enough to prove (i), (ii), (v), (vii) and (ix). We treat these roughly in
order of difficulty.
(vii) Consider a block A ∈ α \ β. Then A = B ∩ X for some block B of α (possibly B = A).
If B was a block of β, then A = B ∩X would be a block of β, a contradiction. So B ∈ α \ β.
This shows that |α \ β| ≤ |α \ β|. A symmetrical argument gives |β \ α| ≤ |β \ α|. Adding these
two inequalities gives the claimed result.
(v) Consider a block A from αθ \ βθ. The product graph Π(α, θ) contains a connected compo-
nent B such that A = B ∩ (X ∪X ′). Now, B is the union of some collection of blocks of α↓ and
blocks of θ↑. All of these blocks from θ↑ are present in Π(β, θ). Thus, since A is not a block of βθ,
at least one of the blocks of α↓ contained in B must not be present in Π(β, θ); this corresponds
to a block from α \ β. This shows that |αθ \ βθ| ≤ |α \ β|, and the proof concludes as in the
previous part, by adding this to the symmetrical statement.
(i) As in the previous cases, it is enough prove that |αθ \ βθ| ≤ |α \ β| + rank(α) + rank(β).
Now, each block in αθ is a union of blocks of α. The upper non-transversals of α remain upper
non-transversals in αθ too. For such a block to belong to αθ \ βθ, it must already belong to
α \ β or else be the upper part of a transversal of β; there are no more than |α \ β| and rank(β)
such blocks, respectively. Every other block in αθ must contain the upper part of at least one
transversal of α, so there are no more than rank(α) of them.
(ii) Here it is enough to show that |θα\θβ| ≤ |α\β|. Now, every block of θα is a union of blocks
of θ. The upper non-transversals of θ remain upper non-transversals of both θα and θβ, so do
not belong to θα △ θβ. Any other block of θα has the form Y =
⋃
i∈I Ai for some collection
of transversals {Ai ∪ B′i : i ∈ I} of θ; in this case, there must also be some (possibly empty)
collection {C ′j : j ∈ J} of lower non-transversals of θ such that
⋃
i∈I Bi ∪
⋃
j∈J Cj is a union of
some collection of blocks {Dk : k ∈ K} of α. For such a block Y to belong to θα \ θβ, at least
one of the Dk must not belong to β; thus, there are at most |α \ β| such blocks Y .
(ix) Consider a block A∪B′ ∈ α \β, where A or B (but not both) might be empty. There are at
most rank(α) such blocks with A and B both non-empty. If B is empty, then either A ∈ α \ β
or else β has a transversal A ∪ C ′ with C 6= ∅; thus, there are at most |α \ β| + rank(β) such
blocks with B empty. Similarly, there are at most |α \ β|+ rank(β) such blocks with A empty.
This all shows that |α \ β| ≤ |α \ β|+ |α \ β|+ rank(α) + 2 rank(β); the statement now follows
in the usual way.
4.4 Congruences of type (CT1)
We now embark on proving that the relations listed in Theorem 3.1 are congruences, starting
with those of type (CT1). We begin with three lemmas that will also be useful in subsequent
sections. In the next proof, and in many subsequent ones, we make use of the following simple
observation:
Lemma 4.8. If ζ = 1 or ζ ≥ ℵ0, then any finite sum of cardinals strictly less than ζ is again
strictly less than ζ.
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Lemma 4.9. If ζ ∈ {1} ∪ [ℵ0, |X|
+], then each of the relations λζ , ρζ , µζ is an equivalence.
Proof. We prove the statement for λζ ; the proof for ρζ is dual, and for µζ analogous. It is clear
that λζ is reflexive and symmetric. Transitivity follows from α △ γ ⊆ (α △ β) ∪ (β △ γ) and
Lemma 4.8.
Lemma 4.10. If ζ ∈ {1} ∪ [ℵ0, |X|
+] and η ∈ [1, |X|+] are such that η ≤ ζ, then the relations
ληζ and ρ
η
ζ are congruences.
Proof. By duality, it suffices to prove the statement for ληζ . By Lemma 4.9, λζ is an equivalence;
since Rη is as well, so too is λζ ∩ Rη = λ
η
ζ . It remains to show that λ
η
ζ is compatible. To
do so, suppose (α, β) ∈ ληζ and θ ∈ MX . We need to prove that (αθ, βθ), (θα, θβ) ∈ λ
η
ζ .
If α = β this is obvious, so suppose α 6= β. Since (α, β) ∈ ληζ = λζ ∩ Rη and α 6= β, it
follows that α, β ∈ Iη and |α △ β| < ζ. Since Iη is an ideal, we have αθ, βθ, θα, θβ ∈ Iη. By
Lemma 4.7 (ii), we have |θα △ θβ| ≤ |α △ β| < ζ, completing the proof that (θα, θβ) ∈ ληζ .
Since α, β ∈ Iη, we have rank(α), rank(β) < η ≤ ζ. Using Lemmas 4.7 (i) and 4.8, it follows that
|αθ △ βθ| ≤ |α △ β|+ 2 rank(α) + 2 rank(β) < ζ, completing the proof that (αθ, βθ) ∈ ληζ .
We now have all the pieces needed to prove that all the relations of type (CT1) are congru-
ences. We split the considerations into two results, depending on whether n ≤ 2 or n > 2.
Proposition 4.11. If N is any of S1, {id2} or S2, and if ζ1, ζ2 ∈ {1} ∪ [ℵ0, |X|
+], then the
relation λNζ1 ∩ ρ
N
ζ2
is a congruence.
Proof. By duality, and since the intersection of two congruences is a congruence, it suffices to
show that λNζ is a congruence, where ζ = ζ1. The case where N = S1 follows from Lemma 4.10,
as λS1ζ = λ
1
ζ , so we will assume that n = 2 and N is {id2} or S2; we will also write σ = λ
1
ζ↾I1 .
Since ∆MX ∪ σ = λ
1
ζ is a congruence by Lemma 4.10, it follows that σ is a liftable congruence
on I1 (in the language of Subsection 4.1). By Lemmas 4.4 and 4.1 (ii), it follows that the relation
RI2,σ ∪ ν˜N♮ is a congruence on MX . On the other hand, we have
RI2,σ ∪ ν˜N♮ = {(α, β) ∈ I2 × I2 : (α̂, β̂) ∈ σ} ∪∆MX ∪ νN by definition of RI2,σ; Lemma 4.5
= {(α, β) ∈ I2 × I2 : |α △ β| < ζ} ∪∆MX ∪ νN as σ = λ
1
ζ↾I1 ; γ̂ = γ for all γ
= λ2ζ ∪ νN = λ
N
ζ ,
implying that λNζ is a congruence, as claimed.
Remark 4.12. Taking N = {id2}, ζ1 = 1 and ζ2 = |X|+, Proposition 4.11 tells us that λ21 is a
congruence, a fact that does not follow from Lemma 4.10. A similar statement holds for ρ21.
Proposition 4.13. For all n ∈ [3,ℵ0), N unlhd Sn and ζ1, ζ2 ∈ [ℵ0, |X|
+], the relation λNζ1 ∩ ρ
N
ζ2
is
a congruence.
Proof. Again, it suffices to prove that λNζ is a congruence, where ζ = ζ1. For this, first note
that λn+1ζ ∩ RN = λ
n+1
ζ ∩ (Rn ∪ νN ) = (λ
n+1
ζ ∩ Rn) ∪ (λζ ∩ νN ) = λ
n
ζ ∪ νN = λ
N
ζ . Since RN
and λn+1ζ are congruences (by Lemmas 4.6 and 4.10), λ
N
ζ is a congruence.
4.5 Congruences of type (CT2)
We now start working towards proving that the relations of type (CT2) are congruences.
Lemma 4.14. The relation µξ is compatible for any ξ ∈ [1, |X|
+].
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Proof. This follows directly from the definition of µξ and the inequalities of Lemma 4.7 (v)
and (vi).
Lemma 4.15. The relation µξ is a congruence for any ξ ∈ {1} ∪ [ℵ0, |X|
+].
Proof. This follows from Lemmas 4.9 and 4.14.
It follows from Lemma 4.15 that for any cardinals η, ξ ∈ {1} ∪ [ℵ0, |X|+] with ξ < η, the
relation µηξ = µξ ∩Rη is a congruence. At this point it will be convenient for later use to prove a
simple lemma showing how such congruences may be expressed in the notation of Theorem 3.1.
Lemma 4.16. For any η, ξ ∈ {1} ∪ [ℵ0, |X|
+] with ξ < η, we have µηξ = (λ
ξ
ξ ∩ ρ
ξ
ξ) ∪ µ
η
ξ ∪ µ
|X|+
1 .
Proof. Clearly we only need to show that λξξ ∩ ρ
ξ
ξ ⊆ µ
η
ξ . To do so, let (α, β) ∈ λ
ξ
ξ ∩ ρ
ξ
ξ. If α = β,
then of course (α, β) ∈ µηξ , so suppose α 6= β. Then α, β ∈ Iξ and |α △ β|, |α △ β| < ξ. By
Lemmas 4.7 (ix) and 4.8 we have |α △ β| ≤ |α △ β|+ |α △ β| + 3 rank(α) + 3 rank(β) < ξ, so
that (α, β) ∈ µξξ ⊆ µ
η
ξ .
Lemma 4.17. If ξ ∈ {1} ∪ [ℵ0, |X|
+], (α, β) ∈ µξ and rank(α) ≥ ξ, then rank(α) = rank(β).
Proof. The result is trivial for ξ = 1, since µ1 = ∆MX , so we assume that ξ ≥ ℵ0. Write
κ = rank(α), noting that κ ≥ ξ ≥ ℵ0. So α has κ transversals; since (α, β) ∈ µξ ⊆ µκ, strictly
fewer than κ of these are not transversals of β. It follows that some κ transversals of α are also
transversals of β, and hence rank(β) ≥ κ = rank(α). Since this also implies that rank(β) ≥ ξ,
we may repeat the same reasoning, with α and β swapped, to obtain rank(α) ≥ rank(β).
Lemma 4.18. If ξ2 ≤ ξ1 ≤ η1 ≤ η2, then µ
η2
ξ2
↾Iη1
⊆ µη1ξ1 .
Proof. If (α, β) ∈ µη2ξ2 ↾Iη1 , then α, β ∈ Iη1 and |α △ β| < ξ2 ≤ ξ1, and hence (α, β) ∈ µ
η1
ξ1
.
Lemma 4.19. If ζ1, ζ2 ≥ η and ξ1 ≤ η ≤ η1, then µ
η1
ξ1
↾Iη ⊆ λ
η
ζ1
∩ ρηζ2 .
Proof. Suppose (α, β) ∈ µη1ξ1 ↾Iη , so that α, β ∈ Iη and |α △ β| < ξ1. Then, using Lemma 4.7 (vii),
we have |α △ β| ≤ |α △ β| < ξ1 ≤ η ≤ ζ1, so that (α, β) ∈ λ
η
ζ1
, and similarly (α, β) ∈ ρηζ2 .
We are now ready to show that the relations of type (CT2) are congruences:
Proposition 4.20. If
• k ≥ 1, η ∈ [ℵ0, |X|], ζ1, ζ2, η1, . . . , ηk ∈ [η, |X|
+], ξ1, . . . , ξk ∈ {1} ∪ [ℵ0, η], and
• ξk < · · · < ξ1 ≤ η < η1 < · · · < ηk = |X|
+,
then the relation (ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk
ξk
is a congruence.
Proof. Denote the relation in question by τ . By Lemma 4.10, ληζ1 ∩ ρ
η
ζ2
is a congruence; so too
is each µηiξi = µξi ∩ Rηi , by Lemma 4.15. Thus τ is a union of congruences, and therefore is
symmetric, reflexive and compatible.
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It remains to prove transitivity of τ . To do so, suppose (α, β), (β, γ) ∈ τ . If α = β or β = γ,
then clearly (α, γ) ∈ τ , so we may assume that α 6= β and β 6= γ. Now, each of the relations
ληζ1 ∩ λ
η
ζ2
, µη1ξ1 , . . . , µ
ηk
ξk
is an equivalence (as noted above); thus, if both (α, β) and (β, γ) belong
to the same one of these relations, then so too does (α, γ), completing the proof in this case. Up
to symmetry, the remaining cases to consider are:
(i) (α, β) ∈ ληζ1 ∩ ρ
η
ζ2
and (β, γ) ∈ µηiξi , for some 1 ≤ i ≤ k, and
(ii) (α, β) ∈ µηiξi and (β, γ) ∈ µ
ηj
ξj
, for some 1 ≤ i < j ≤ k.
We consider these separately. In both cases, recall that α 6= β and β 6= γ.
(i) Here we have α, β ∈ Iη, |α △ β| < ζ1, |α △ β| < ζ2, β, γ ∈ Iηi and |β △ γ| < ξi. If we had
rank(γ) ≥ η, then we would also have rank(γ) ≥ ξi; since (β, γ) ∈ µξi , Lemma 4.17 would then
give rank(β) = rank(γ) ≥ η, contradicting β ∈ Iη. So we must in fact have rank(γ) < η: i.e.,
γ ∈ Iη. But then (β, γ) ∈ µ
ηi
ξi
↾Iη , and so Lemma 4.19 gives (β, γ) ∈ λ
η
ζ1
∩ ρηζ2 . It now follows that
(α, γ) ∈ τ by transitivity of ληζ1 ∩ ρ
η
ζ2
.
(ii) Here we have α, β ∈ Iηi , |α △ β| < ξi, β, γ ∈ Iηj and |β △ γ| < ξj . If we had
rank(γ) ≥ ηi, then we would also have rank(γ) ≥ ξj; since (β, γ) ∈ µξj , Lemma 4.17 would
then give rank(β) = rank(γ) ≥ ηi, contradicting β ∈ Iηi . So it follows that rank(γ) < ηi, and so
(β, γ) ∈ µ
ηj
ξj
↾Iηi
; Lemma 4.18 then gives (β, γ) ∈ µηiξi . Thus, (α, γ) ∈ τ by transitivity of µ
ηi
ξi
.
5 Second stage of the proof: any congruence has one of the stated
forms
We now move on to the second stage of our proof of Theorem 3.1, which involves showing that
any congruence on MX (again standing for PX or PBX with X infinite) is of one of the forms
listed in the theorem.
Throughout this section, σ denotes an arbitrary congruence on MX . As outlined in Subsec-
tion 3.2, we will proceed by first identifying a number of parameters (η, ζ1, ζ2, etc.) associated
to σ, then showing that the permissible values of these parameters are as stated in Theorem 3.1,
and finally showing that σ is equal to the congruence from the theorem thus singled out. The
main results of this section are summarised in Propositions 5.25 and 5.36.
Before we begin, we introduce a piece of notation relating to an arbitrary set of cardinals Ξ.
It is well known that Ξ, being a set, has a strict upper bound: e.g.,
∑
ξ∈Ξ ξ
+. Since the cardinals
are well-ordered, there exists a least such bound; we call it the least strict upper bound of Ξ, and
denote it by
LSUB(Ξ) = min{κ : ξ < κ for all ξ ∈ Ξ}.
5.1 The parameter η
We begin with the observation that the congruence σ might identify partitions of unequal ranks.
That is, there may exist some (α, β) ∈ σ with rank(α) > rank(β); if we write κ = rank(α), then
this says that (α, β) ∈ σ∩ (Dκ× Iκ). Roughly speaking, our first parameter, η(σ), measures how
high up (in the ordering of J -classes of MX) this phenomenon occurs. Specifically, we define
η = η(σ) = LSUB
{
κ : σ ∩ (Dκ × Iκ) 6= ∅
}
.
Note for example that η(∆MX ) = 0 and η(∇MX ) = |X|
+. More generally, for a Rees congru-
ence Rκ with κ ≥ 2 we have η(Rκ) = κ. We begin with a simple lemma (in which for convenience
we additionally define I0 = ∅ to cover the η(σ) = 0 case):
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Lemma 5.1. With η = η(σ), we have σ = σ↾Iη ∪
⋃
κ∈[η,|X|]
σ↾Dκ.
Proof. Clearly only the forward inclusion requires a proof, so suppose (α, β) ∈ σ. By symmetry,
we may assume that κ = rank(α) ≥ rank(β). If κ < η, then (α, β) ∈ σ↾Iη . If κ ≥ η, then we must
have rank(β) ≥ κ by definition of η, and so rank(β) = κ, giving (α, β) ∈ σ↾Dκ , as required.
Because the set
{
κ : σ∩(Dκ×Iκ) 6= ∅
}
never contains 0, the next lemma follows immediately
from the definition of η(σ):
Lemma 5.2. We have η(σ) ∈ {0} ∪ [2, |X|+].
The parameter η(σ) is the main classifying parameter in our theorem: the congruences of
type (CT1) are those with η(σ) finite, while (CT2) consists of all the congruences for which η(σ)
is infinite.
The remainder of this subsection is devoted to establishing a key property of η: namely,
that (α, α̂) ∈ σ for all α of rank smaller than η (the α 7→ α̂ map was defined in Subsection 4.2).
This will be achieved in Lemma 5.8, the proof of which requires several intermediate lemmas.
Lemma 5.3. If (α, β) ∈ σ, then for every γ ∈ MX with rank(γ) ≤ rank(α), there exists δ ∈ MX
with rank(δ) ≤ rank(β) such that (γ, δ) ∈ σ.
Proof. From rank(γ) ≤ rank(α), we have γ ≤J α by Lemma 2.1 (iii), and hence γ = θ1αθ2
for some θ1, θ2 ∈ MX . Setting δ = θ1βθ2, we have (γ, δ) = (θ1αθ2, θ1βθ2) ∈ σ because σ is a
congruence. Since δ ≤J β, another application of Lemma 2.1 (iii) gives rank(δ) ≤ rank(β).
Lemma 5.4. If (ǫY , α) ∈ σ where Y ⊆ X is finite and rank(α) < |Y |, then there exists α0 ∈ D0
such that (ǫY , α0) ∈ σ.
Proof. Suppose Y = {a1, . . . , ak}, and let α0 be a partition of the smallest possible rank such
that (ǫY , α0) ∈ σ, noting that rank(α0) ≤ rank(α) < |Y |. We must prove that rank(α0) = 0.
To do so, suppose to the contrary that rank(α0) = l > 0, and let the transversals of α0
be {Ai ∪ B′i : i = 1, . . . , l}. Since |Y | > rank(α0) = l, either some element of Y does
not belong to A1 ∪ · · · ∪ Al, or else there exists some Ai that contains two distinct elements
of Y . In any case, there exist l distinct elements of Y , say a1, . . . , al, that do not all be-
long to distinct Ai. Let Z = {a1, . . . , al}. Then (ǫZ , ǫZα0) = (ǫZǫY , ǫZα0) ∈ σ, and we
have rank(ǫZ) = l > rank(ǫZα0). By Lemma 5.3, since rank(α0) = l = rank(ǫZ), we have
(α0, α1) ∈ σ for some α1 with rank(α1) ≤ rank(ǫZα0) < l = rank(α0). By transitivity we also
have (ǫY , α1) ∈ σ, contradicting the minimality of rank(α0), and completing the proof.
Lemma 5.5. If (ǫY , α) ∈ σ where Y ⊆ X is infinite and rank(α) < |Y | = |Y \ dom(α)|, then
there exists α0 ∈ D0 such that (ǫY , α0) ∈ σ.
Proof. Let Z = Y \ dom(α). Then (ǫZ , ǫZα) = (ǫZǫY , ǫZα) ∈ σ. Since rank(ǫY ) = rank(ǫZ),
Lemma 5.3 says that (ǫY , α0) ∈ σ for some α0 ∈ MX with rank(α0) ≤ rank(ǫZα) = 0.
Lemma 5.6. If (ǫY , α) ∈ σ where Y ⊆ X and rank(α) < |Y |, then there exists α0 ∈ D0 such
that (ǫY , α0) ∈ σ.
Proof. This follows from Lemma 5.4 if Y is finite, or from Lemma 5.5 if Y is infinite and
|Y \ dom(α)| = |Y |. As these are the only possibilities for MX = PBX , the lemma is proved
for this monoid. So for remainder of the proof we assume that MX = PX , that Y is infinite,
and that |Y \ dom(α)| < |Y |. We may also assume that dom(α) ⊆ Y ; indeed, if this were
not the case, then we could replace α with α1 = ǫY α, noting that (ǫY , α1) = (ǫY ǫY , ǫY α) ∈ σ,
18
rank(α1) ≤ rank(α) < |Y |, dom(α1) ⊆ Y and |Y \ dom(α1)| = |Y \ dom(α)| < |Y |. Since Y is
infinite, the assumptions |Y \ dom(α)| < |Y | and dom(α) ⊆ Y together imply |dom(α)| = |Y |.
Suppose the transversals of α are {Ai ∪ B′i : i ∈ I}, noting that |I| < |Y |. Pick arbitrary
ai ∈ Ai for each i ∈ I, let Z1 = {ai : i ∈ I}, and put Z2 = dom(α) \ Z1. Since |Z1| = |I| and
|dom(α)| = |Y | > |I|, it follows that |Z2| = |Y |. Let θ =
(
z
z Z1
)
z∈Z2
, and put α2 = θα. Then
(θ, α2) = (θǫY , θα) ∈ σ, and we note that rank(θ) = |Z2| = |Y | and rank(α2) = 1, with the single
transversal of α2 being Z2 ∪ codom(α)′. Now pick any u ∈ codom(α) and any v ∈ Z2 \ {u}, and
note that (
(
v
u
)
, ǫ∅) = (
(
v
v
)
α2
(
u
u
)
,
(
v
v
)
θ
(
u
u
)
) ∈ σ. Since rank(α2) = 1 = rank(
(
v
u
)
), Lemma 5.3 says
that there exists α3 ∈ D0 such that (α2, α3) ∈ σ, and then (θ, α3) ∈ σ by transitivity. Since
rank(ǫY ) = rank(θ), another application of Lemma 5.3 shows that there exists α0 ∈ D0 with
(ǫY , α0) ∈ σ, as required.
Lemma 5.7. If (α, β) ∈ σ with rank(α) > rank(β), then (γ, γ̂) ∈ σ for all γ ∈ MX with
rank(γ) ≤ rank(α).
Proof. Let Y ⊆ X be any subset of cardinality rank(α). By Lemma 5.3 we have (ǫY , δ) ∈ σ for
some δ ∈ MX with rank(δ) ≤ rank(β) < |Y |. By Lemma 5.6 it follows that there exists δ0 ∈ D0
such that (ǫY , δ0) ∈ σ. Now let γ ∈ MX with rank(γ) ≤ rank(α) = |Y |. Using Lemma 5.3
again, we have (γ, γ0) ∈ σ for some γ0 ∈ D0. But then (γ0, γ̂) = (γ0ǫ∅γ0, γǫ∅γ) ∈ σ, and hence
(γ, γ̂) ∈ σ by transitivity.
Lemma 5.8. For every α ∈ MX with rank(α) < η(σ), we have (α, α̂) ∈ σ.
Proof. Suppose rank(α) = κ < η(σ). By definition of η(σ), there exists a pair (β, γ) ∈ σ with
rank(β) ≥ κ and rank(β) > rank(γ). It now follows from Lemma 5.7 that (α, α̂) ∈ σ.
One consequence of Lemma 5.8 is that the set {κ : σ ∩ (Dκ × Iκ) 6= ∅} used above to
define η = η(σ) is in fact the entire interval [1, η).
5.2 The parameters ζ1 and ζ2
The other two parameters that apply to an arbitrary congruence σ are denoted ζ1 and ζ2.
Roughly speaking, they measure by how much the kernels and cokernels of σ-related pairs in D0
can differ. Formally, we define
ζ1 = ζ1(σ) = LSUB
{
|α △ β| : (α, β) ∈ σ↾D0
}
,
ζ2 = ζ2(σ) = LSUB
{
|α △ β| : (α, β) ∈ σ↾D0
}
.
Again, we proceed to gather some important facts about ζ1 and ζ2. The main result here
is that these parameters tell us everything about the way σ identifies partitions of rank below
η = η(σ); see Lemma 5.14. We also identify some restrictions on the possible values of ζ1 and ζ2;
see Lemmas 5.15 and 5.16. We begin with the following obvious observation:
Lemma 5.9. If α, β ∈ D0, then αβ = α and αβ = β.
We will also require the following two technical lemmas; the proofs diverge significantly for PX
and PBX , and will be postponed until Section 6. There are obvious dual versions, but we will
not state these.
Lemma 5.10. Suppose (α, β) ∈ σ↾D0 with α 6= β. Then for any γ, δ ∈ D0 with |γ △ δ| < ℵ0
and γ = δ, we have (γ, δ) ∈ σ.
Proof. This is proved in Lemma 6.15 (ii) for PBX , and in Lemma 6.19 (v) for PX .
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Lemma 5.11. Suppose (α, β) ∈ σ↾D0 with |α △ β| ≥ ℵ0. Then for any γ, δ ∈ D0 with
|γ △ δ| ≤ |α △ β| and γ = δ, we have (γ, δ) ∈ σ.
Proof. This is proved in Lemma 6.16 (ii) for PBX , and in Lemma 6.20 (v) for PX .
Lemma 5.12. Suppose α, β, γ, δ ∈ D0 and (α, β) ∈ σ.
(i) If |γ △ δ| ≤ |α △ β| and γ = δ, then (γ, δ) ∈ σ.
(ii) If |γ △ δ| ≤ |α △ β| and |γ △ δ| ≤ |α △ β|, then (γ, δ) ∈ σ.
Proof. (i) This follows from Lemmas 5.10 and 5.11 for finite and infinite |α △ β|, respectively.
(ii) Fix any θ ∈ D0. Then, using Lemma 5.9, we have |γθ △ δθ| = |γ △ δ| ≤ |α △ β| and
γθ = θ = δθ. Thus, (γθ, δθ) ∈ σ by part (i). By duality we have (θγ, θδ) ∈ σ; together, these
then give (γ, δ) =
(
(γθ)(θγ), (δθ)(θδ)
)
∈ σ, as required.
The parameters ζ1 and ζ2 completely determine the restriction of σ to the bottom D-
class D0 = I1, as we now show (recall that Rξ is the Rees congruence associated to the ideal Iξ):
Lemma 5.13. We have σ ∩R1 = λ
1
ζ1
∩ ρ1ζ2.
Proof. The forward inclusion follows directly from the definition of ζ1 and ζ2. For the reverse,
suppose (α, β) ∈ λ1ζ1 ∩ ρ
1
ζ2
. Clearly (α, β) ∈ σ ∩ R1 if α = β, so suppose α 6= β, noting that
then α, β ∈ D0. Put κ1 = |α △ β| and κ2 = |α △ β|. Since κ1 < ζ1 and κ2 < ζ2, there exists
(γ1, δ1), (γ2, δ2) ∈ σ↾D0 such that |γ1 △ δ1| ≥ κ1 and |γ2 △ δ2| ≥ κ2. Put γ = γ1γ2 and δ = δ1δ2.
So (γ, δ) ∈ σ and, using Lemma 5.9, we have
|α △ β| = κ1 ≤ |γ1 △ δ1| = |γ1γ2 △ δ1δ2| = |γ △ δ| and similarly |α △ β| ≤ |γ △ δ|.
It then follows from Lemma 5.12 (ii) that (α, β) ∈ σ.
In fact, ζ1 and ζ2 completely determine the behaviour of σ on the entire ideal Iη (for the next
statement, recall that we define I0 = ∅, so that R0 = ∆MX = λ
0
ζ = ρ
0
ζ for any ζ):
Lemma 5.14. We have σ ∩Rη = λ
η
ζ1
∩ ρηζ2 .
Proof. Since neither σ ∩Rη nor λ
η
ζ1
∩ ρηζ2 = (λζ1 ∩ ρζ2) ∩Rη identify any partition of rank ≥ η
with any other distinct partition, we may prove the lemma by showing that
(α, β) ∈ σ ⇔ (α, β) ∈ λζ1 ∩ ρζ2 for all α, β ∈ Iη.
But for any such α, β, we have
(α, β) ∈ σ ⇔ (α̂, β̂) ∈ σ since (α, α̂), (β, β̂) ∈ σ, by Lemma 5.8
⇔ (α̂, β̂) ∈ σ ∩R1 since α̂, β̂ ∈ D0 = I1
⇔ (α̂, β̂) ∈ λ1ζ1 ∩ ρ
1
ζ2
by Lemma 5.13
⇔ (α, β) ∈ λζ1 ∩ ρζ2 since γ̂ = γ and γ̂ = γ for any γ ∈MX .
We conclude with two lemmas discussing the possible values of ζ1 and ζ2.
Lemma 5.15. The only possible finite value for the parameters ζ1 and ζ2 is 1.
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Proof. We prove the assertion for ζ1, as the one for ζ2 is dual. That ζ1 6= 0 follows straight
from the definition, since σ is reflexive. Suppose now that ζ1 is finite and greater than 1. This
means that there exist α, β ∈ D0 such that (α, β) ∈ σ and |α △ β| = ζ1− 1; in particular α 6= β.
Since X is infinite, we can pick γ, δ ∈ D0 such that ζ1 ≤ |γ △ δ| < ℵ0 and γ = δ. But then
(γ, δ) ∈ σ by Lemma 5.10, which contradicts the definition of ζ1.
Lemma 5.16. If η = η(σ) > 2, then ζ1, ζ2 ≥ η.
Proof. We just prove ζ1 ≥ η, as ζ2 ≥ η is dual. Suppose, aiming for contradiction, that ζ1 < η.
First let x, y, z ∈ X be three distinct elements, and define α =
(
x y
x y
)
, β =
(
y z
y z
)
and θ =
(
x, y
)
.
Since α̂ = β̂ = ǫ∅ and η > 2 = rank(α) = rank(β), Lemma 5.8 implies that (α, β) ∈ σ. It then
follows that (θ, ǫ∅) = (αθ, βθ) ∈ σ. Since θ, ǫ∅ ∈ D0 and θ 6= ǫ∅, it follows that ζ1 6= 1, and so
by Lemma 5.15, ζ1 ≥ ℵ0.
Now pick pairwise distinct elements ai, bi ∈ X (i ∈ I) where |I| = ζ1. Let γ =
(
ai bi
ai bi
)
i∈I
and δ =
(
ai, bi
)
i∈I
. Since rank(γ) = 2|I| = ζ1 < η, we have (γ, γ̂) ∈ σ by Lemma 5.8. Clearly
γ̂ = ǫ∅, and hence (γ, ǫ∅) ∈ σ, implying (δ, ǫ∅) = (γδ, ǫ∅δ) ∈ σ. But |δ △ ǫ∅| = 3|I| = ζ1, which
contradicts the definition of ζ1.
Clearly Lemma 5.16 holds for η = 0 as well, but it does not for η = 2; consider λ21.
5.3 Two technical lemmas concerning σ-related elements of unequal ranks
A key feature of congruences with finite η(σ) is that they restrict to the diagonal relation for
all ranks greater than η; indeed, this will be shown in Lemma 5.19, and is a consequence of
the following two lemmas, which essentially show how σ-related pairs of equal rank give rise
to σ-related pairs of unequal (possibly smaller) finite ranks.
Lemma 5.17. Suppose α, β ∈ Dκ where κ ≥ 1 and (α, β) ∈ σ \ H . Then for every finite
cardinal q with 1 ≤ q ≤ κ, there exist γ, δ ∈ MX such that (γ, δ) ∈ σ, rank(γ) = q and
rank(δ) < q.
Proof. Since (α, β) 6∈ H , we have (α, β) 6∈ R or (α, β) 6∈ L . Without loss of generality we may
assume that the former is the case, which means (by Lemma 2.1 (iv)) that dom(α) 6= dom(β) or
ker(α) 6= ker(β).
Case 1. Suppose first that dom(α) 6= dom(β). Without loss of generality, we may assume that
dom(α) 6⊆ dom(β), so there exists a transversal A1 ∪ B′1 of α such that A1 \ dom(β) 6= ∅; let
a1 ∈ A1 \ dom(β). Let Ai ∪ B′i (i = 2, . . . , q) be any other q − 1 transversals of α; they exist
because q ≤ κ = rank(α). Pick arbitrary ai ∈ Ai (i = 2, . . . , q). Let θ =
(
a1 · · · aq
a1 · · · aq
)
, and put
(γ, δ) = (θα, θβ) ∈ σ. Note that rank(γ) = q, with the transversals {ai} ∪B′i (i = 1, . . . , q). On
the other hand, rank(δ) < q, because dom(δ) ⊆ dom(θ) = {a1, . . . , aq} and a1 6∈ dom(δ).
Case 2. Suppose now that dom(α) = dom(β) but ker(α) 6= ker(β). Without loss of generality
assume that ker(α) 6⊆ ker(β), so there exists (x1, x2) ∈ ker(α) \ ker(β). Note that x1 6= x2, and
that either x1, x2 both belong to dom(α) = dom(β) or else neither does.
Subcase 2.1. Suppose first that x1, x2 ∈ dom(α) = dom(β). Let C1 ∪ D′1 and C2 ∪ D
′
2 be the
transversals of β containing x1 and x2, respectively. Let Ci ∪D′i (i = 3, . . . , q) be an arbitrary
further q − 2 transversals of β, and let xi ∈ Ci (i = 3, . . . , q). Define θ =
(
x1 · · · xq
x1 · · · xq
)
, and put
(γ, δ) = (θβ, θα) ∈ σ. Then rank(γ) = q, with the transversals {xi} ∪D′i (i = 1, . . . , q). On the
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other hand, rank(δ) < q because dom(δ) ⊆ dom(θ) = {x1, . . . , xq}, and x1, x2 are in the same
transversal of δ, as they already are in the same transversal of α.
Subcase 2.2. Finally, suppose x1, x2 6∈ dom(α) = dom(β). Pick arbitrary transversals Ai ∪ B′i
(i = 1, . . . , q) of α, and arbitrary elements ai ∈ Ai (i = 1, . . . , q). Let θ =
(
a1 · · · aq−1 aq
a1 · · · aq−1 x1 x2, aq
)
,
and put (γ, δ) = (θα, θβ) ∈ σ. Then rank(γ) = q, with the transversals {ai} ∪B′i (i = 1, . . . , q).
However, dom(δ) ⊆ dom(θ) = {a1, . . . , aq}, yet {aq} is a singleton block of δ (to see this, recall
that dom(β) = dom(α) and (x1, x2) 6∈ ker(β)), and hence rank(δ) < q, completing the proof of
this subcase and of the lemma.
Lemma 5.18. Suppose α, β ∈ Dκ where κ ≥ 2, (α, β) ∈ σ ∩ H and α 6= β. Then for every
finite cardinal q with 1 ≤ q < κ there exist γ, δ ∈ Dq such that (γ, δ) ∈ σ \H .
Proof. Let the transversals of α be Ai ∪ B′i (i ∈ I), noting that |I| = κ. Since (α, β) ∈ H ,
the transversals of β are Ai ∪ B′iπ, for some permutation π ∈ SI . Furthermore, (α, β) ∈ H
and α 6= β imply π 6= idI ; say i1π = k 6= i1. Pick a further q − 1 transversals Aij ∪ B
′
ij
(j = 2, . . . , q) of α, making sure that k 6∈ {i1, . . . , iq}; this is possible because q < κ = rank(α).
Define θ =
(
Ai1 · · · Aiq
Ai1 · · · Aiq
)
, γ = θα and δ = θβ; clearly (γ, δ) ∈ σ. The transversals of γ and δ are
Aij ∪B
′
ij
and Aij ∪B
′
ijπ
(j = 1, . . . , q), respectively. It follows that rank(γ) = rank(δ) = q, but
that (γ, δ) 6∈ L because Bk ⊆ codom(δ) and Bk 6⊆ codom(γ); cf. Lemma 2.1 (v). Since L ⊇ H ,
it follows that (γ, δ) ∈ σ \H , as required.
5.4 Congruences with finite η(σ): type (CT1)
We are now almost ready to deal with the congruences with η(σ) finite; we will show in Proposi-
tion 5.25 that these are precisely the congruences of type (CT1), as enumerated in Theorem 3.1.
Note that the description of (CT1) congruences in Theorem 3.1 actually does not feature the
parameter η(σ), but instead a closely related one:
n = n(σ) =
{
1 if η(σ) = 0
η(σ) if 2 ≤ η(σ) < ℵ0.
(Recall that η(σ) 6= 1; cf. Lemma 5.2.) We begin with the lemma promised at the beginning of
Subsection 5.3.
Lemma 5.19. If η = η(σ) is finite, then σ ⊆ Rη+1.
Proof. We need to prove that if (α, β) ∈ σ with α 6= β then rank(α), rank(β) ≤ η. Suppose,
aiming for contradiction, that there is such a pair, but with κ = rank(α) ≥ η+1. Clearly, we must
have rank(β) = κ as well, by the definition of η = η(σ). Now, if (α, β) 6∈ H then by Lemma 5.17
(keeping in mind that κ ≥ 1), there exist γ, δ ∈ MX with (γ, δ) ∈ σ, rank(γ) = η + 1 and
rank(δ) ≤ η; but this contradicts the definition of η = η(σ). So suppose now that (α, β) ∈ H .
Since the H -classes in D1 are trivial, we cannot have κ = 1, and hence κ ≥ 2. Put q = max(1, η)
and note that 1 ≤ q < κ. By Lemma 5.18, there exist γ, δ ∈ Dq such that (γ, δ) ∈ σ \H . Now
using Lemma 5.17, we see that there exist γ1, δ1 ∈ MX with (γ1, δ1) ∈ σ, rank(γ1) = q and
rank(δ1) < q, and this yet again contradicts the definition of η = η(σ) since q ≥ η.
It will be convenient to single out the case in which η(σ) = 0:
Lemma 5.20. If η(σ) = 0, then σ = λ1ζ1 ∩ ρ
1
ζ2
.
Proof. By Lemma 5.19 we have σ ⊆ R1, and by Lemma 5.13 we have σ ∩R1 = λ1ζ1 ∩ ρ
1
ζ2
.
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For the rest of this subsection, we assume that n = η(σ) ∈ [2,ℵ0). (By Lemma 5.2, it is
impossible to have η(σ) = 1.)
Lemma 5.21. If n = η(σ) ∈ [2,ℵ0), then σ = (λ
n
ζ1
∩ ρnζ2) ∪ σ↾Dn .
Proof. This follows from Lemmas 5.1, 5.14 and 5.19.
Next, we proceed to associate a normal subgroup N = N(σ) unlhd Sn to the congruence σ with
n = η(σ) ∈ [2,ℵ0). To do so, recall that we assume X contains [1,ℵ0) = {1, 2, . . .}, and that we
have defined π♮ =
(
1 · · · n
1π · · · nπ
)
∈ MX for each permutation π ∈ Sn. In this way, the H -class of
the idempotent ǫn = id♮n is the group S
♮
n = {π♮ : π ∈ Sn}, the identity of which is ǫn. Because σ
is a congruence, it is clear that the set {α ∈ S♮n : (ǫn, α) ∈ σ} is a normal subgroup of S
♮
n; it is
therefore of the form N ♮ for some normal subgroup N = N(σ) of Sn.
Lemma 5.22. If n = η(σ) ∈ [2,ℵ0), then with N = N(σ) as above, we have σ↾Dn = νN .
Proof. (⊆) Suppose (α, β) ∈ σ↾Dn . By Lemma 5.17 (with κ = q = n), and the definition of
n = η(σ), we must have (α, β) ∈ H , so we may write
α =
(
A1 · · · An Ci
B1 · · · Bn Dj
)
and β =
(
A1 · · · An Ci
B1π · · · Bnπ Dj
)
, (1)
where π = φ(α, β) ∈ Sn; to show that (α, β) ∈ νN , we must show that π ∈ N . (The permutation
φ(α, β) was defined before Theorem 3.1; it is well defined up to conjugation.) Let θ1 =
(
1 · · · n
A1 · · · An
)
and θ2 =
(
B1 · · · Bn
1 · · · n
)
. Then (ǫn, π♮) = (θ1αθ2, θ1βθ2) ∈ σ, so that π♮ ∈ N ♮ by definition,
whence π ∈ N .
(⊇) Suppose now that (α, β) ∈ νN . Recall that νN ⊆ H , and write α, β as in (1), with
π = φ(α, β) ∈ N . Then (ǫn, π♮) ∈ σ, so with θ3 =
(
A1 · · · An Ci
1 · · · n
)
and θ4 =
(
1 · · · n
B1 · · · Bn Dj
)
, we
have (α, β) = (θ3ǫnθ4, θ3π♮θ4) ∈ σ; moreover, rank(α) = rank(β) = n, so (α, β) ∈ σ↾Dn .
Lemma 5.23. If η(σ) ∈ [2,ℵ0), then with N = N(σ) as above, we have σ = λ
N
ζ1
∩ ρNζ2.
Proof. This follows from Lemmas 5.21 and 5.22.
Lemma 5.23 (together with Lemma 5.15) constitutes a complete classification of congruences
with η(σ) = 2. For the remaining finite values of η(σ) we must also rule out the cases where ζ1 = 1
or ζ2 = 1:
Lemma 5.24. If η(σ) ∈ [3,ℵ0), then ζ1, ζ2 6= 1.
Proof. This follows directly from Lemmas 5.15 and 5.16.
For convenience, we summarise the main conclusions of this subsection:
Proposition 5.25. Any congruence σ on MX with η(σ) < ℵ0 is of type (CT1), as listed in
Theorem 3.1.
Proof. This follows from Lemmas 5.2, 5.15, 5.20, 5.23 and 5.24.
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5.5 Congruences with infinite η(σ): type (CT2)
Now we move to considering a congruence σ with η(σ) infinite. We begin by isolating the case
in which η(σ) = |X|+.
Lemma 5.26. We have η(σ) = |X|+ if and only if σ = ∇MX .
Proof. We have already observed that η(∇MX ) = |X|
+. Conversely, if η(σ) = |X|+, then
(ǫX , ǫ∅) = (ǫX , ǫ̂X) ∈ σ by Lemma 5.8; thus, for any α ∈ MX , (α, ǫ∅) = (ǫXαǫX , ǫ∅αǫ∅) ∈ σ, so
that all elements of MX are σ-related.
The forward implication in Lemma 5.26 also follows quickly from Lemmas 5.14 and 5.16.
For the remainder of the section, we assume that η = η(σ) ∈ [ℵ0, |X|], with the ultimate aim
being to show that σ is of type (CT2); see Lemmas 5.34 and 5.35. By Lemma 5.14, we already
know that σ ∩ Rη = λ
η
ζ1
∩ ρηζ1 . Thus, in light of Lemma 5.1, it remains to describe σ↾Dκ for
each κ ∈ [η, |X|]. In doing so, we will also see how to determine the parameters k = k(σ), and
ηi = ηi(σ) and ξi = ξi(σ) for i = 1, . . . , k.
To this end we define a map
Ψ : [η, |X|] → [0, |X|+] : κ 7→ κ∗ = LSUB
{
|α △ β| : (α, β) ∈ σ↾Dκ
}
.
Roughly speaking, κ∗ represents the boundary that the values of |α △ β| may approach but not
attain (or exceed), as (α, β) ranges over all σ-related pairs from Dκ.
The two most important properties of Ψ are recorded in Lemmas 5.28 and 5.29 below. The
proofs of these two lemmas rely on the following technical lemma, whose proof will be given in
Section 6.
Lemma 5.27. If (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0 and |α △ β| 6= 0, then for any disjoint subsets
Y,Z ⊆ X with |Y | ≤ κ and |Z| ≤ |α △ β|, we have (ǫY ∪Z , ǫY ) ∈ σ.
Proof. This is proved in Lemma 6.11 (ii).
Lemma 5.28. For any κ ∈ [η, |X|], we have κ∗ ≤ η.
Proof. Aiming for a contradiction, suppose κ∗ > η. So there exists a pair (α, β) ∈ σ↾Dκ such
that ξ = |α △ β| ≥ η. But then for any Z ⊆ X with |Z| = ξ, Lemma 5.27 (with Y = ∅)
gives (ǫZ , ǫ∅) ∈ σ. Since ǫZ ∈ Dξ and ǫ∅ ∈ D0 with ξ ≥ η, this contradicts the definition
of η = η(σ).
Lemma 5.29. The map Ψ is order-reversing: i.e., κ1 ≤ κ2 ⇒ κ
∗
1 ≥ κ
∗
2 for all κ1, κ2 ∈ [η, |X|].
Proof. Write ξ1 = κ∗1 and ξ2 = κ
∗
2 and suppose, aiming for a contradiction, that ξ1 < ξ2.
This means that there exists a pair (α, β) ∈ σ↾Dκ2 with |α △ β| ≥ ξ1 (and note that ξ1 > 0
as σ is reflexive). Pick disjoint Y,Z ⊆ X with |Y | = κ1 and |Z| = ξ1. Since |Y | = κ1 ≤ κ2,
Lemma 5.27 then gives (ǫY ∪Z , ǫY ) ∈ σ. But ǫY ∪Z , ǫY ∈ Dκ1 (since |Z| = ξ1 = κ
∗
1 ≤ η ≤ κ1 = |Y |,
using Lemma 5.28 for the first inequality) and |ǫY ∪Z △ ǫY | = 3|Z| ≥ ξ1, contradicting the defi-
nition of ξ1 = κ∗1.
By Lemmas 5.28 and 5.29, Ψ maps the interval [η, |X|] in an order-reversing fashion into
the interval [0, η]. Since the cardinals are well-ordered, it follows that the image of Ψ is finite.
(Otherwise it would contain an infinite chain κ∗1 < κ
∗
2 < · · · , in which case κ1 > κ2 > · · · , a
contradiction; cf. [7, p234].) We write
im(Ψ) = {ξ1, . . . , ξk} = {ξ1(σ), . . . , ξk(σ)}, where k = k(σ) ≥ 1, and where ξ1 > · · · > ξk.
(2)
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Now let
ηi = ηi(σ) = min{κ : κ
∗ = ξi+1} for each 0 ≤ i ≤ k − 1.
By definition, and since Ψ is order-reversing, we have η∗ = ξ1, and so η0 = η = η(σ). Also, let
us define ηk = ηk(σ) = |X|+. Note that
η0 < η1 < · · · < ηk = |X|
+. (3)
Remark 5.30. The parameters k(σ), ξi(σ) and ηi(σ) have been defined from the mapping Ψ and
are uniquely determined by this mapping. Conversely, it is easy to see that Ψ itself is uniquely
determined by the values of these parameters. Thus, Ψ can also be regarded as a parameter
of σ, and in that case we shall write Ψ = Ψ(σ); the value of this mapping at κ will then be
denoted Ψ(σ)(κ). This point of view will be particularly useful in Part II where we analyse
the structure of the lattice Cong(MX). Recall that we consider the universal congruence ∇MX
to be of type (CT2) with η = |X|+, in which case the interval [η, |X|] is empty; we therefore
consider Ψ(∇MX ) to be the empty mapping.
We have now defined all of the relevant parameters associated to the congruence σ. In
Lemma 5.34 below, we will show that they are constrained in the way stated in Theorem 3.1,
and in Lemma 5.35 that σ is precisely the congruence from the theorem with these parameter
values. First we need two technical lemmas, the proofs of which will be given in Section 6.
Lemma 5.31. If (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0 and α 6= β, then for any γ, δ ∈ Dκ with
|γ △ δ| < ℵ0, we have (γ, δ) ∈ σ.
Proof. This is proved in Lemma 6.17 for PBX , and in Lemma 6.21 (iv) for PX .
Lemma 5.32. If (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0, then for any γ, δ ∈ Dκ with |γ △ δ| ≤ |α △ β|,
we have (γ, δ) ∈ σ.
Proof. This is proved in Lemma 6.18 for PBX , and in Lemma 6.22 (iv) for PX .
Next we show that certain values from [0, η] are never in the image of Ψ.
Lemma 5.33. For any κ ∈ [η, |X|], the only possible finite value for κ∗ is 1.
Proof. That κ∗ 6= 0 is clear from the definition, since σ is reflexive. Suppose κ∗ ∈ [2,ℵ0), and
writem = κ∗. By definition, there exist α, β ∈ Dκ such that (α, β) ∈ σ and |α △ β| = m− 1 ≥ 1:
i.e., α 6= β. Let γ, δ ∈ Dκ be any two partitions with m ≤ |γ △ δ| < ℵ0. By Lemma 5.31, we
have (γ, δ) ∈ σ, and this contradicts the definition of κ∗ = m.
The next result is immediate from the above definitions, Lemmas 5.16, 5.28 and 5.33, and
from (2) and (3):
Lemma 5.34. If η = η(σ) ∈ [ℵ0, |X|], then
• k ≥ 1, ζ1, ζ2, η1, . . . , ηk ∈ [η, |X|
+], ξ1, . . . , ξk ∈ {1} ∪ [ℵ0, η], and
• ξk < · · · < ξ1 ≤ η < η1 < · · · < ηk = |X|
+.
We are now ready to complete the last major step.
Lemma 5.35. If η = η(σ) ∈ [ℵ0, |X|], then with the parameters as defined above, we have
σ = (ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk
ξk
.
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Proof. Denote the relation on the right-hand side by τ .
(⊆) First suppose (α, β) ∈ σ, and write κ = rank(α). If κ < η, then Lemma 5.1 gives rank(β) < η
as well; together with Lemma 5.14, it follows that (α, β) ∈ σ ∩Rη = λ
η
ζ1
∩ ρηζ2 ⊆ τ . Now suppose
κ ≥ η, so that rank(β) = κ as well, by definition of η. Let 1 ≤ i ≤ k be such that κ ∈ [ηi−1, ηi).
Then α, β ∈ Dκ ⊆ Iηi , and also |α △ β| < κ
∗ = ξi. Thus, (α, β) ∈ µ
ηi
ξi
⊆ τ .
(⊇) Now suppose (α, β) ∈ τ . If (α, β) ∈ ληζ1 ∩ ρ
η
ζ2
, then (α, β) ∈ σ by Lemma 5.14. So suppose
instead that (α, β) ∈ µηiξi \ (λ
η
ζ1
∩ ρηζ2) for some 1 ≤ i ≤ k. Since then α 6= β, we must have
α, β ∈ Iηi and |α △ β| < ξi. By Lemmas 4.7 (vii) and 5.34, we have
|α △ β| ≤ |α △ β| < ξi ≤ η ≤ ζ1 and similarly |α △ β| < ζ2,
so that (α, β) ∈ λζ1 ∩ ρζ2 . Since (α, β) 6∈ λ
η
ζ1
∩ ρηζ2 , it follows (renaming α, β if necessary) that
κ = rank(α) ≥ η ≥ ξi. By Lemma 4.17, we have rank(β) = κ as well. Since (α, β) ∈ µ
ηi
ξi
⊆ Rηi
and α 6= β, we have κ < ηi, and so κ ∈ [η, ηi) = [η0, ηi). Let 1 ≤ j ≤ i be such that
κ ∈ [ηj−1, ηj); it then follows that κ∗ = ξj ≥ ξi > |α △ β|. By definition of κ∗, it follows that
there exists (γ, δ) ∈ σ↾Dκ with |γ △ δ| ≥ |α △ β|. But then (α, β) ∈ σ by Lemma 5.32.
Again, we give a summary for convenience; it follows immediately from Lemmas 5.26, 5.34
and 5.35.
Proposition 5.36. Any non-universal congruence σ on MX with η(σ) ≥ ℵ0 is of type (CT2),
as listed in Theorem 3.1.
Save for the lemmas whose proofs have been deferred to the next section, this completes the
proof of Theorem 3.1.
6 Technical lemmas
A number of lemmas from Section 5 are as yet unproved, and the goal of this section is to provide
the proofs. The lemmas in question naturally fall into three categories:
• Lemma 5.27 concerns equivalence of partitions of the form ǫY and ǫY ∪Z under certain
conditions, and is proved in Subsection 6.1 for both monoids.
• Lemmas 5.10 and 5.11 concern restrictions of congruences to the bottom D-class; they are
proved in Subsection 6.3 for PBX and Subsection 6.5 for PX .
• Lemmas 5.31 and 5.32 concern restrictions of congruences to D-classes at or above Dη,
where η = η(σ) is infinite; they are proved in Subsection 6.4 for PBX and Subsection 6.6
for PX .
Subsection 6.2 contains some preliminary discussion on meets, joins and refinement of partitions,
which will be relevant to the calculations of Subsections 6.3–6.6.
Before we begin, we prove a lemma about infinite graphs that will be used in Subsections 6.1
and 6.3. Recall that an independent set in a graph Γ is a subset A of the vertex set of Γ such
that there are no edges between the vertices from A.
Lemma 6.1. Let Γ be a (simple, undirected) graph with κ ≥ ℵ0 vertices in which every vertex
has finite degree. Then Γ contains an independent set of size κ.
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Proof. The finite degree assumption implies that all connected components of Γ have cardi-
nality at most ℵ0. If Γ has κ connected components then picking one representative from each
component yields the desired independent set. Otherwise we have κ = ℵ0, and at least one con-
nected component, say C, is infinite. Define a sequence of elements c1, c2, c3, . . . ∈ C recursively
as follows. First, let c1 ∈ C be arbitrary. Now suppose k ≥ 1 and that we have already defined
c1, . . . , ck ∈ C so that {c1, . . . , ck} is an independent set. Let N be the set consisting of c1, . . . , ck
and all neighbours of these vertices; since N is finite, we may pick any ck+1 ∈ C \ N . Clearly
{c1, c2, c3, . . .} is an independent set of size ℵ0 = κ in Γ.
6.1 Lemma 5.27
Throughout this subsection, MX denotes either PBX or PX , where X is an infinite set, and σ
is an arbitrary congruence on MX . Our main goal here is to prove Lemma 5.27, which gives
conditions for σ to contain a pair of the form (ǫY ∪Z , ǫY ), where Y and Z are subsets of X
with certain prescribed sizes. This will be achieved in Lemma 6.11, after a series of preliminary
lemmas, some of which will also be of use in subsequent subsections.
We begin with a lemma about products of the form αβγ; it concerns a certain scenario in
which the upper and lower parts of a two-element transversal of αβγ are upper and lower parts
of transversals of α and γ, respectively.
Lemma 6.2. Suppose α, β, γ ∈ MX are such that every lower non-transversal of α and every
upper non-transversal of γ are singletons. Suppose also that α and γ contain the transversals
{x, y′} and {u, v′}, respectively. If {x, v′} is a transversal of αβγ, then there exists a transversal
A ∪B′ of β such that A ∩ codom(α) = {y} and B ∩ dom(γ) = {u}.
Proof. Let the block of β containing y be A ∪ B′, where B ⊆ X is possibly empty. If any
transversal C ∪ D′ 6= {x, y′} of α satisfied D ∩ A 6= ∅, then C ∪ {x} would be contained in
a block of αβ, and hence also of (αβ)γ, a contradiction. It follows that A ∩ codom(α) = {y},
and so also (by the assumption on lower non-transversals of α) that {z′} is a block of α for all
z ∈ A \ {y}. Thus, {x} ∪ A′′ ∪ B′ is a connected component of the product graph Π(α, β), and
so B 6= ∅ (or else {x} would be a block of αβ, and hence also (αβ)γ, a contradiction).
To summarise the previous paragraph: the block of αβ containing x is of the form {x} ∪B′
for some transversal A ∪B′ of β with A ∩ codom(α) = {y}. By a dual argument applied to the
product (αβ)γ, the block of αβγ containing v′ is of the form E∪{v′} for some transversal E∪F ′
of αβ with F ∩ dom(γ) = {u}. But the block of αβγ containing v′ is {x, v′}, so we must have
E = {x}, so that {x} ∪ F ′ is a transversal of αβ. Since we have already seen that {x} ∪B′ is a
transversal of αβ, it follows that B = F , and so B ∩ dom(γ) = F ∩ dom(γ) = {u}.
Recall that we wish to prove that under certain conditions, σ contains pairs of the form
(ǫY ∪Z , ǫY ). We begin building towards this by first considering the special (and technical) cases
where σ is known to contain a pair of the form (ǫY , α) or (ǫY ∪Z , α).
Lemma 6.3. If κ ≥ ℵ0 and (ǫY , α) ∈ σ, where |Y | = κ and α contains fewer than κ of the
transversals of ǫY , then we have (ǫY , ǫ∅) ∈ σ.
Proof. Let α1 = ǫY αǫY , noting that (ǫY , α1) = (ǫY ǫY ǫY , ǫY αǫY ) ∈ σ, and that every transversal
of α1 is contained in Y ∪ Y ′.
Case 1. If α1 has fewer than κ = |Y | transversals, then Lemma 5.7 (the proof of which did not
rely on any of the technical lemmas proved in this section) gives (ǫY , ǫ∅) = (ǫY , ǫ̂Y ) ∈ σ.
Case 2. Next, suppose α1 has κ transversals
{
{ui, u
′
i} : i ∈ I
}
. For each i ∈ I, there is a
transversal Ai∪B′i of α such that Ai∩Y = {ui} = Bi∩Y . By the assumption on the transversals
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of α, some κ of these transversals Ai∪B′i have size at least 3. By symmetry, we may assume there
is a subset J ⊆ I of size κ such that |Aj | ≥ 2 for all j ∈ J . For each j ∈ J , fix some vj ∈ Aj \ {uj};
note that vj ∈ X \Y for each j. Also, since |Y | = κ = |J |, we may write Y = {yj : j ∈ J}. Then
with θ1 =
(
yj
vj
)
j∈J
and θ2 =
(
uj
yj
)
j∈J
, we have (ǫY , ǫ∅) = (θ1αθ2, θ1ǫY θ2) ∈ σ.
Case 3. Next, suppose α1 contains a set of κ transversals T = {Ti : i ∈ I}, where Ti = {ui, v′i}
with ui 6= vi (and ui, vi ∈ Y ) for each i. Define a graph Γ with vertex set T , and with an edge
between distinct Ti and Tj if some transversal of ǫY has non-trivial intersection with both Ti
and Tj (meaning that ui = vj or uj = vi). Then Γ has κ vertices, each of degree at most 2.
Lemma 6.1 guarantees the existence of an independent set in Γ of size κ, say {Tj : j ∈ J}, where
J ⊆ I. Note that the independence condition says that the sets {uj : j ∈ J} and {vj : j ∈ J}
are disjoint. Since |Y | = κ = |J |, we may write Y = {yj : j ∈ J}. Then with θ1 =
(
yj
uj
)
j∈J
and
θ2 =
(
vj
yj
)
j∈J
, we have (ǫY , ǫ∅) = (θ1α1θ2, θ1ǫY θ2) ∈ σ.
Case 4. Finally, suppose α1 contains a set of κ transversals, each with at least three elements,
say {Ai ∪ B′i : i ∈ I}. Then for each i, we may fix some ai ∈ Ai and bi ∈ Bi with ai 6= bi.
Since |Y | = κ = |I|, we may write Y = {yi : i ∈ I}. Let θ3 =
(
yi
ai
)
i∈I
and θ4 =
(
bi
yi
)
i∈I
, and put
α2 = θ3ǫY θ4. Since θ3α1θ4 = ǫY , it follows that (ǫY , α2) ∈ σ. Since any transversal of α2 is of
the form {yi, y′j} for distinct i, j ∈ I, α2 satisfies the assumptions of either Case 1 or Case 3, and
so we are done.
For the proof of the next lemma, it is convenient to introduce some extra terminology. Sup-
pose X = Y ∪W where Y and W are disjoint. For α ∈ MY and β ∈ MW , the union of α
and β belongs to MX ; we will denote it by α ⊔ β. The set {α ⊔ β : α ∈ MY , β ∈ MW } of all
partitions created in this way is a submonoid of MX and is isomorphic to the direct product
ofMY andMW . This has an important consequence for congruences onMX . Suppose we knew
that (α, β) ∈ σ (where as usual σ is a congruence on MX), and that α = θ ⊔ α1 and β = θ ⊔ β1,
for some θ ∈ MY and α1, β1 ∈ MW . Now let τ be the congruence on MW generated by the
pair (α1, β1). Then for any (α2, β2) ∈ τ , we have (θ ⊔ α2, θ ⊔ β2) ∈ σ.
Lemma 6.4. If ℵ0 ≤ ξ ≤ κ and (ǫY ∪Z , α) ∈ σ, where Y and Z are disjoint subsets of X with
|Y | = κ and |Z| = ξ, and if α contains the transversals of ǫY but fewer than ξ of the transversals
of ǫZ, then we have (ǫY ∪Z , ǫY ) ∈ σ.
Proof. WriteW = X \Y . During this proof, in any expression β⊔γ, it is assumed that β ∈ MY
and γ ∈ MW ; thus, for example, if we write ǫY = ǫY ⊔ ǫ∅, the “ǫY ” on the left is the usual
element ofMX , but the one on the right is the corresponding element ofMY (indeed the identity
of MY ), and “ǫ∅” denotes the element of MW all of whose blocks are singletons.
Beginning the proof now, note that by the form of α, we have α = ǫY ⊔α1 for some α1 ∈ MW .
Also ǫY ∪Z = ǫY ⊔ ǫZ , so it follows that (ǫY ⊔ ǫZ , ǫY ⊔ α1) ∈ σ. Let τ be the congruence on MW
generated by (ǫZ , α1). By Lemma 6.3 (in the monoid MW ), we have (ǫZ , ǫ∅) ∈ τ . As noted
before the statement of the lemma, it follows that σ contains (ǫY ⊔ ǫZ , ǫY ⊔ ǫ∅) = (ǫY ∪Z , ǫY ).
Lemma 6.5. If ℵ0 ≤ ξ ≤ κ and (ǫY , α) ∈ σ, where |Y | = κ, α contains the transversals of ǫY ,
and the union of the non-singleton non-transversals of α has size at least ξ, then for any subset
Z ⊆ X \ Y of size ξ, we have (ǫY ∪Z , ǫY ) ∈ σ.
Proof. Fix an arbitrary subset Z ⊆ X \Y of size ξ. Write Y = {yi : i ∈ I} and Z = {zj : j ∈ J};
since |Z| ≤ |Y | = κ and κ ≥ ℵ0, we may assume that J ⊆ I and |I \ J | = κ. We fix a bijection
ψ : I → I \ J , and define θ =
(
yiψ yj
yi zj
)
i∈I, j∈J
. By symmetry, we may assume that α has a set of
upper non-transversals {Ak : k ∈ K} where |Ak| ≥ 2 for all k ∈ K, and where
⋃
k∈K Ak has size
at least ξ.
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Case 1. Suppose first that |K| ≥ ξ. For convenience, we may assume that J ⊆ K. For each
j ∈ J , fix distinct aj, bj ∈ Aj . Then with θ1 =
(
yi zj
yiψ aj bj , yj
)
i∈I, j∈J
, and with θ as defined above,
we have (ǫY ∪Z , ǫY ) = (θ1αθ, θ1ǫY θ) ∈ σ.
Case 2. Suppose now that |K| < ξ (and note that this case cannot occur if MX = PBX).
Choose any subset W ⊆
⋃
k∈K Ak of size ξ, and write W = {wj : j ∈ J}. Define the partition
θ2 =
(
yi zj
yiψ yj , wj
)
i∈I, j∈J
, and put α1 = θ2αθ. This time θ2ǫY θ = ǫY ∪Z , so we have (ǫY ∪Z , α1) ∈ σ.
But α1 satisfies the conditions of Lemma 6.4 (note that α1 has at most |K| < ξ transversals
contained in Z ∪ Z ′), so the proof is complete after applying that lemma.
We now move on to three further lemmas, which give somewhat more general situations, albeit
still technical in nature, under which the congruence σ must contain a pair of the form (ǫY ∪Z , ǫY ).
Lemma 6.6. If ℵ0 ≤ ξ ≤ κ and (α, β) ∈ σ, where α ∩ β has κ transversals, and α △ β has at
least ξ transversals, then for any disjoint subsets Y,Z ⊆ X with |Y | = κ and |Z| = ξ, we have
(ǫY ∪Z , ǫY ) ∈ σ.
Proof. Fix arbitrary disjoint subsets Y,Z ⊆ X with |Y | = κ and |Z| = ξ, write Y = {yi : i ∈ I}
and Z = {zj : j ∈ J}, and let the transversals of α∩β be {Ai ∪B′i : i ∈ I}. We begin by claiming
that either
(a) (ǫY ∪Z , α1) ∈ σ for some α1 ∈ MX containing all the transversals of ǫY , but fewer than ξ
of the transversals of ǫZ , or else
(b) there exist transversals {Ck ∪D′k : k ∈ K} ⊆ β \ α and {Ek ∪ F
′
k : k ∈ K} ⊆ α \ β, where
|K| = ξ, and such that Ck ∩ Ek and Dk ∩ Fk are non-empty for each k ∈ K.
Since α △ β has at least ξ transversals, we may assume without loss of generality that β \ α
contains ξ transversals, say {Cj ∪D′j : j ∈ J}. For each j ∈ J , fix arbitrary cj ∈ Cj and dj ∈ Dj .
Let θ1 =
(
yi zj
Ai cj
)
i∈I, j∈J
and θ2 =
(
Bi dj
yi zj
)
i∈I, j∈J
, and put α1 = θ1αθ2. Since θ1βθ2 = ǫY ∪Z ,
we have (ǫY ∪Z , α1) ∈ σ. Now, α1 contains the transversals of ǫY . If α1 contains fewer than ξ
of the transversals of ǫZ , then (a) holds, so let us assume that α1 contains ξ of the transversals
of ǫZ , say
{
{zk, z
′
k} : k ∈ K
}
where K ⊆ J . Lemma 6.2 (applied to the product α1 = θ1αθ2)
says that for any k ∈ K, α contains a transversal Ek ∪F ′k such that Ek ∩ codom(θ1) = {ck} and
Fk ∩ dom(θ2) = {dk}. This shows that Ck ∩ Ek and Dk ∩ Fk are non-empty for each k ∈ K.
Since Ck ∪D′k ∈ β \ α it follows that Ek ∪ F
′
k ∈ α \ β for all k ∈ K. Hence (b) holds, and the
claim is proved.
Returning now to the main proof, note that if (a) holds, then Lemma 6.4 immediately gives
(ǫY ∪Z , ǫY ) ∈ σ. Thus, for the remainder of the proof, we will assume that (b) holds. For any
k ∈ K, we have Ck ∪D′k 6= Ek ∪ F
′
k, so either Ck ∪D
′
k 6⊆ Ek ∪ F
′
k or Ek ∪ F
′
k 6⊆ Ck ∪D
′
k. Since
|K| = ξ ≥ ℵ0, we may assume by symmetry that ξ values of k satisfy the latter. By symmetry
again, we may assume that ξ values of k satisfy Ek 6⊆ Ck; let L be the set of all such k. For each
l ∈ L, fix some dl ∈ Dl ∩Fl and el ∈ El \Cl. Since |J | = ξ = |L|, we may write J = {jl : l ∈ L}.
Let θ3 =
(
yi zjl
Ai el
)
i∈I, l∈L
and θ4 =
(
Bi dl
yi zjl
)
i∈I, l∈L
, and put α2 = θ3βθ4. Then θ3αθ4 = ǫY ∪Z , so
(ǫY ∪Z , α2) ∈ σ. But α2 satisfies the conditions of Lemma 6.4 (note that {z, z′} is not a block
of α2 for any z ∈ Z), so that lemma completes the proof.
Lemma 6.7. If ℵ0 ≤ ξ ≤ κ and (α, β) ∈ σ, where α ∩ β has κ transversals, and α △ β has
fewer than ξ transversals but at least ξ non-transversals, then for any disjoint subsets Y,Z ⊆ X
with |Y | = κ and |Z| = ξ, we have (ǫY ∪Z , ǫY ) ∈ σ.
29
Proof. Fix arbitrary disjoint subsets Y,Z ⊆ X with |Y | = κ and |Z| = ξ, write Y = {yi : i ∈ I}
and Z = {zj : j ∈ J}, and suppose the transversals of α∩β are {Ai∪B′i : i ∈ I}. Since |Z| ≤ |Y |,
we may assume for convenience that J ⊆ I and |I \ J | = κ. We begin by claiming that either
(a) (ǫY , α1) ∈ σ for some α1 ∈ MX containing all the transversals of ǫY , and such that the
union of the non-singleton non-transversals of α1 has size at least ξ, or else
(b) there exist non-transversals {Cl : l ∈ L} ⊆ β \ α and {Dl : l ∈ L} ⊆ α \ β, where |L| = ξ,
and such that Cl ∩Dl is non-empty for each l ∈ L.
Since α △ β has at least ξ non-transversals, we may assume without loss of generality that
β \ α contains ξ upper non-transversals, say {Cj : j ∈ J}. For each j ∈ J , fix some cj ∈ Cj .
Define θ1 =
(
yi zj
Ai cj
)
i∈I, j∈J
and θ2 =
(
Bi
yi
)
i∈I
, and put α1 = θ1αθ2. Since θ1βθ2 = ǫY , we have
(ǫY , α1) ∈ σ. Note that α1 contains the transversals of ǫY . If the union of the non-singleton
non-transversals of α1 has size at least ξ, then (a) holds, so let us assume that the union of
the non-singleton non-transversals of α1 has size strictly less than ξ. Thus, since |Z| = ξ, and
since dom(α1) = Y , it follows that ξ of the elements of Z belong to singleton blocks of α1, say{
{zk} : k ∈ K
}
, where K ⊆ J . For any k ∈ K, ck belongs either to some upper non-transversal
of α, or else to the upper part of some transversal from α \ β (by construction, we cannot have
ck ∈ Ai for any i). Since α △ β contains fewer than ξ transversals, it follows that the set
L = {k ∈ K : ck belongs to an upper non-transversal of α}
has size ξ. For each l ∈ L, let Dl be the non-transversal of α containing cl. For distinct
l1, l2 ∈ L, we have Dl1 6= Dl2 (or else zl1 and zl2 would belong to the same block of θ1αθ2 = α1, a
contradiction). It quickly follows that the non-transversals {Cl : l ∈ L} and {Dl : l ∈ L} satisfy
the conditions of (b). This completes the proof of the claim.
Returning now to the main proof, note that if (a) holds, then Lemma 6.5 immediately
gives (ǫY ∪Z , ǫY ) ∈ σ. Thus, for the remainder of the proof, we will assume that (b) holds.
Since Cl 6= Dl for all l ∈ L, we may assume by symmetry that the set M = {l ∈ L : Dl 6⊆ Cl}
has size ξ. For each m ∈ M , fix some cm ∈ Cm ∩Dm and dm ∈ Dm \ Cm. At this point, let us
remember that M ⊆ J ⊆ I and |I \J | = κ. It follows that |I \M | = κ as well. For each m ∈M ,
choose some am ∈ Am. Let θ3 =
(
Ai cm
Ai cm am, dm
)
i∈I\M, m∈M
, and put (α2, β2) = (θ3α, θ3β) ∈ σ.
Then α2 ∩ β2 contains κ transversals, namely Ai ∪B′i for each i ∈ I \M , and α2 \ β2 contains ξ
transversals, namely {cm} ∪ B′m for each m ∈ M . Thus, (α2, β2) ∈ σ satisfies the conditions of
Lemma 6.6, so applying that lemma now completes the proof.
Lemma 6.8. If (α, β) ∈ σ↾Dκ where κ ≥ ℵ0, and if α ∩ β has fewer than κ transversals, then
for any subset Y ⊆ X with |Y | = κ, we have (ǫY , ǫ∅) ∈ σ.
Proof. Let Y ⊆ X with |Y | = κ, and write Y = {yi : i ∈ I}. Since β ∈ Dκ, and since
β = (α ∩ β) ∪ (β \ α), the assumption on transversals of α ∩ β implies that β \ α contains κ
transversals, say {Ai ∪B′i : i ∈ I}. For each i ∈ I, fix some ai ∈ Ai and bi ∈ Bi. Let θ1 =
(
yi
ai
)
i∈I
and θ2 =
(
bi
yi
)
i∈I
, and put α1 = θ1αθ2. Since θ1βθ2 = ǫY , we have (ǫY , α1) ∈ σ. If α1 had fewer
than κ of the transversals of ǫY , then the desired conclusion would follow from Lemma 6.3. Thus,
we assume α1 has κ such transversals, say
{
{yj , y
′
j} : j ∈ J
}
, where J ⊆ I.
Lemma 6.2 (applied to the product α1 = θ1αθ2) says that for any j ∈ J , α contains a
transversal Cj ∪D′j such that Cj ∩ codom(θ1) = {aj} and Dj ∩ dom(θ2) = {bj}. As in the last
paragraph of the proof of Lemma 6.6, we may assume that the set K = {j ∈ J : Cj 6⊆ Aj}
has size κ. For each k ∈ K, fix some ck ∈ Ck \ Ak. Also, since |I| = κ = |K|, we may write
I = {ik : k ∈ K}. Let θ3 =
(
yik
ck
)
k∈K
and θ4 =
(
bk
yik
)
k∈K
, and put α2 = θ3βθ4. Since θ3αθ4 = ǫY ,
we have (ǫY , α2) ∈ σ. Since α2 contains no transversals of ǫY , Lemma 6.3 gives (ǫY , ǫ∅) ∈ σ.
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Finally, we are now in the position to state and prove the following more general result.
Lemma 6.9. If (α, β) ∈ σ↾Dκ with ℵ0 ≤ |α △ β| = ξ ≤ κ, then for any disjoint subsets Y,Z ⊆ X
with |Y | = κ and |Z| = ξ, we have (ǫY ∪Z , ǫY ) ∈ σ.
Proof. We identify three possibilities:
(i) α ∩ β has fewer than κ transversals, or
(ii) α ∩ β has κ transversals and α △ β has ξ transversals, or
(iii) α∩ β has κ transversals, while α △ β has fewer than ξ transversals but ξ non-transversals.
Lemmas 6.6 and 6.7 deal with cases (ii) and (iii), respectively. For (i), Lemma 6.8 gives
(ǫY ∪Z , ǫ∅), (ǫY , ǫ∅) ∈ σ, noting that |Y ∪ Z| = κ, so that (ǫY ∪Z , ǫY ) ∈ σ by transitivity.
To prove the main result of this subsection (Lemma 6.11 below), we will also need the
next lemma, which provides a modest upper bound for the set
{
|α △ β| : (α, β) ∈ σ↾Dκ
}
where κ ≥ η = η(σ) ≥ ℵ0. A much stronger bound is exhibited in Lemma 5.28, which is derived
as a consequence of Lemma 6.11.
Lemma 6.10. If (α, β) ∈ σ↾Dκ where κ ≥ η = η(σ) ≥ ℵ0, then |α △ β| < κ; consequently, α∩β
contains κ transversals.
Proof. It suffices to prove the first assertion; indeed, the second follows from the first, together
with the facts that α = (α∩β)∪(α\β), α ∈ Dκ and κ ≥ ℵ0. To prove the first assertion, suppose
to the contrary that |α △ β| ≥ κ. Fix arbitrary disjoint subsets Y,Z ⊆ X with |Y | = |Z| = κ.
One of Lemmas 6.6, 6.7 or 6.8 applies, with ξ = κ, and so we have (ǫY ∪Z , ǫY ) ∈ σ or (ǫZ , ǫ∅) ∈ σ.
In fact, the former option implies (ǫZ , ǫ∅) = (ǫZǫY ∪Z , ǫZǫY ) ∈ σ, so (ǫZ , ǫ∅) ∈ σ in all cases.
But this contradicts the definition of η = η(σ) as (ǫZ , ǫ∅) ∈ Dκ ×D0 with κ ≥ η.
We may now tie together all the loose ends, and prove the main result of this subsection.
Part (ii) of the next lemma is Lemma 5.27, while part (i) is a finite analogue that will be of use
later on in this section.
Lemma 6.11 (cf. Lemma 5.27). Suppose (α, β) ∈ σ↾Dκ where κ ≥ η = η(σ) ≥ ℵ0 and
|α △ β| 6= 0.
(i) For any disjoint subsets Y,Z ⊆ X with |Y | ≤ κ and |Z| < ℵ0, we have (ǫY ∪Z , ǫY ) ∈ σ.
(ii) For any disjoint subsets Y,Z ⊆ X with |Y | ≤ κ and |Z| ≤ |α △ β|, we have (ǫY ∪Z , ǫY ) ∈ σ.
Proof. We first note that it suffices to prove the result assuming |Y | = κ throughout and
|Z| = |α △ β| in part (ii). Indeed, if (ǫY ∪Z , ǫY ) ∈ σ for some disjoint subsets Y,Z ⊆ X, then
for any disjoint U, V ⊆ X with |U | ≤ |Y | and |V | ≤ |Z|, we fix injections ψ : U → Y and
φ : V → Z, define the partitions θ1 =
(
u v
uψ vφ
)
u∈U, v∈V
and θ2 =
(
uψ vφ
u v
)
u∈U, v∈V
, and obtain
(ǫU∪V , ǫU ) = (θ1ǫY ∪Zθ2, θ1ǫY θ2) ∈ σ.
(i) Observe that it suffices to assume that |Z| = 1. Indeed, if the result is true for |Z| = 1,
and if W = {w1, . . . , wn} ⊆ X is disjoint from Y , then writing Zi = Y ∪ {w1, . . . , wi} for each
0 ≤ i ≤ n, we have (ǫZ0 , ǫZ1), (ǫZ1 , ǫZ2), . . . , (ǫZn−1 , ǫZn) ∈ σ, at which point transitivity gives
(ǫY , ǫY ∪W ) = (ǫZ0 , ǫZn) ∈ σ.
So, now, write Y = {yi : i ∈ I} and Z = {z}. By Lemma 6.10, α∩ β contains κ transversals,
say {Ai ∪B′i : i ∈ I}. By symmetry, we may assume that either α \ β contains a transversal, or
else α △ β contains no transversals but α \ β contains an upper non-transversal.
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Case 1. Suppose first that α \ β contains a transversal, say A ∪ B′. If this transversal is not
properly contained in any transversal of β, then we choose some a ∈ A and b′ ∈ B′ such that
they do not belong to the same block of β. Then with θ1 =
(
yi z
Ai a
)
i∈I
and θ2 =
(
Bi b
yi z
)
i∈I
, we
have (ǫY ∪Z , ǫY ) = (θ1αθ2, θ1βθ2) ∈ σ. If A∪B′ is properly contained in some transversal C ∪D′
of β, then C ∪D′ is not properly contained in any transversal of α, and we can we then repeat
the previous argument with the roles of α and β reversed.
Case 2. Now suppose α △ β contains no transversals but α\β contains an upper non-transversal,
say C. Renaming α, β if necessary (if C is a proper subset of a non-transversal of β), we may
assume there exists c, d ∈ C such that c and d belong to distinct blocks of β. Fix some i ∈ I
and some a ∈ Ai. Let θ =
(
Aj c
Aj c a, d
)
j∈I\{i}
, and put (α1, β1) = (θα, θβ) ∈ σ↾Dκ . Then α1 \ β1
contains the transversal {c} ∪B′i, so we have reduced to Case 1.
(ii) If ξ = |α △ β| is finite, we apply part (i); if ξ is infinite, then we apply Lemma 6.9, keeping
in mind that Lemma 6.10 gives ξ < κ.
6.2 The lattice of partitions
In the remainder of Section 6, it will often be convenient to make use of two additional operations
on PX , which we denote by ∧ and ∨. These come from the fact that partitions (of arbitrary sets)
have a natural lattice order; see, for example, [22, Section V.4]. We briefly review the relevant
concepts here.
If α and β are partitions of some set (such as X or X∪X ′), we write α  β to indicate that α
refines β, meaning that every block of α is contained in a block of β; this is the same as saying
that the equivalence relation corresponding to α is contained in that corresponding to β. Note
that if α  β then |α \ β| ≥ |β \ α|; in particular, if |α △ β| is infinite then |α △ β| = |α \ β|.
Since inclusion is a lattice ordering on equivalences, we have natural meet and join operations
on partitions; we write α ∧ β for the greatest partition γ satisfying γ  α, β, and α ∨ β for the
least γ satisfying α, β  γ.
We will need the following lemma on a number of occasions.
Lemma 6.12. Let α and β be partitions of some set, and let θ be either of α∨β or α∧β. Then
(i) |α △ θ|, |β △ θ| ≤ |α △ β| ≤ |α △ θ|+ |β △ θ|,
(ii) |α △ β| = max
(
|α △ θ|, |β △ θ|
)
if |α △ β| ≥ ℵ0.
Proof. We just prove (i), as (ii) quickly follows. First note that
α \ θ ⊆ α \ β ⊆ (α \ θ) ∪ (θ \ β) and β \ θ ⊆ β \ α ⊆ (β \ θ) ∪ (θ \ α),
so that
|α \ θ| ≤ |α \ β| ≤ |α \ θ|+ |θ \ β| and |β \ θ| ≤ |β \ α| ≤ |β \ θ|+ |θ \ α|.
Furthermore, we have |θ \α| ≤ |β \α|. Indeed, if θ = α∨β then every block of θ \α is a union of
blocks from β \ α, while if θ = α∧ β then every block of θ \ α is a subset of some block of β \ α.
Dually, |θ \ β| ≤ |α \ β|, and the result follows.
While the partition monoid PX is a lattice under the above operations ∧ and ∨, the partial
Brauer monoid PBX is closed under ∧ but not ∨. Note that ǫ∅ is the -least element in both PX
and PBX , while
(
X
X
)
is the -greatest element in PX . There is no -greatest element in PBX ,
though there are many -maximal elements; these are precisely the partitions from PBX with at
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most one singleton block. The ∧ operation on PBX will be used extensively in Subsections 6.3
and 6.4, and the ∨ operation on PX in Subsections 6.5 and 6.6.
We record here the following obvious fact concerning partitions from PX of rank 0:
Lemma 6.13. For α, β ∈ PX of rank 0, we have
α ∧ β = α ∧ β, α ∧ β = α ∧ β, α ∨ β = α ∨ β, α ∨ β = α ∨ β.
Although we do not need it in what follows, the next result seems to be of interest.
Proposition 6.14. The order  is compatible with multiplication in the monoid MX (standing
for PX or PBX for any set X), meaning that both of the following equivalent conditions hold:
α  β ⇒ [θα  θβ and αθ  βθ] for all α, β, θ ∈MX ,
[α1  α2 and β1  β2] ⇒ α1β1  α2β2 for all α1, α2, β1, β2 ∈ MX .
Proof. These are both clear in light of the definition of product as αβ = (α↓ ∨ β↑)↾X∪X′
(cf. Subsection 2.3), since refinement of partitions corresponds to inclusion of equivalences.
As a result of Proposition 6.14, we may think of MX as an ordered monoid: i.e., an algebra
of type (MX , ·,); cf. [3, Chapter 11]. In fact, since  is also obviously compatible with
the involution (i.e., α  β ⇒ α∗  β∗), we may think of MX as an ordered ∗-monoid
(MX , ·,
∗,). These structures could be further enhanced by adding the ∧ and ∨ relations in
the case MX = PX , or just the ∧ relation in the case MX = PBX . It would be interesting to
study these enhanced algebraic structures in their own right (cf. [26, 28, 39]), but this is beyond
the scope of the current article. However, we will make one last observation before moving on.
In light of Proposition 6.14, we have inequalities such as
θ(α ∧ β)  (θα) ∧ (θβ) and θ(α ∨ β)  (θα) ∨ (θβ),
but these can be strict. For example in P3,
θ(α ∧ β) 6= (θα) ∧ (θβ) for θ = , α = , β = ,
while
θ(α ∨ β) 6= (θα) ∨ (θβ) for θ = , α = , β = .
6.3 Lemmas 5.10 and 5.11 for PBX
This subsection and the next exclusively concern the partial Brauer monoid PBX , where X is
infinite. Throughout this subsection, σ denotes an arbitrary congruence on PBX . By an upper
or lower hook we mean a two-element subset of X or of X ′, respectively. Unless otherwise stated,
when we refer to a set simply as a hook, we mean an upper hook.
Lemma 6.15 (cf. Lemma 5.10). Suppose (α, β) ∈ σ↾D0 with α 6= β.
(i) For any γ, δ ∈ D0 with |γ △ δ| < ℵ0, γ  δ and γ = δ, we have (γ, δ) ∈ σ.
(ii) For any γ, δ ∈ D0 with |γ △ δ| < ℵ0 and γ = δ, we have (γ, δ) ∈ σ.
Proof. (i) Since |γ △ δ| < ℵ0, there is a sequence γ = γ0  γ1  · · ·  γk = δ such that each
γ
i
= γ = δ, and γi has all but one of the (upper) hooks of γi+1 for each i. In light of this, it
suffices inductively to assume that γ has all but one of the hooks of δ. Let the hooks of γ be
{Ai : i ∈ I}, and let the additional hook of δ be {x, y}. Since α 6= β, we may assume without loss
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of generality that β has some hook {u, v} that is not a hook of α. Then with θ =
(
x y Ai
u v
)
i∈I
,
we have (γ, δ) = (θαγ, θβγ) ∈ σ.
(ii) Let θ = γ ∧ δ ∈ D0. Since θ = γ ∧ δ by Lemma 6.13, we have θ  γ. By Lemma 6.12 (i), we
also have |γ △ θ| = |γ △ (γ ∧ δ)| ≤ |γ △ δ| < ℵ0. Again by Lemma 6.13 we have θ = γ ∧ δ = γ.
Thus, part (i) gives (γ, θ) ∈ σ. By symmetry (δ, θ) ∈ σ, and by transitivity (γ, δ) ∈ σ.
Lemma 6.16 (cf. Lemma 5.11). Suppose (α, β) ∈ σ↾D0 with |α △ β| = ξ ≥ ℵ0.
(i) For any γ, δ ∈ D0 with |γ △ δ| ≤ ξ, γ  δ and γ = δ, we have (γ, δ) ∈ σ.
(ii) For any γ, δ ∈ D0 with |γ △ δ| ≤ ξ and γ = δ, we have (γ, δ) ∈ σ.
Proof. (i) Let the (upper) hooks of γ be {Ai : i ∈ I}, and the remaining hooks of δ be
{Bj : j ∈ J}. We will write κ = |J |. Since γ  δ we have 3κ = |γ △ δ| ≤ ξ; since ξ ≥ ℵ0
it follows that κ ≤ ξ. It follows from |α △ β| = ξ ≥ ℵ0 that at least one of α \ β or β \ α
contains ξ hooks. Without loss of generality, we assume this is the case for β \α, and we write H
for the set of hooks in β \ α. Let Γ be the graph with vertex set H, such that there is an edge
between H1,H2 ∈ H if there is at least one hook of α with one vertex from H1 and one from H2.
Then Γ satisfies the conditions of Lemma 6.1, and therefore has an independent set of size ξ.
Within this independent set we fix a subset of size κ, say
{
Hj : j ∈ J
}
. Now write Bj = {xj , yj}
and Hj = {uj , vj} for each j. Then with θ =
(
xj yj Ai
uj vj
)
i∈I, j∈J
, we have (γ, δ) = (θαγ, θβγ) ∈ σ.
(ii) This follows from (i) in the same way that Lemma 6.15 (ii) follows from Lemma 6.15 (i).
6.4 Lemmas 5.31 and 5.32 for PBX
In the following two lemmas σ denotes an arbitrary congruence on PBX with η = η(σ) ≥ ℵ0.
Lemma 6.17 (cf. Lemma 5.31). If (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0 and α 6= β, then for any
γ, δ ∈ Dκ with |γ △ δ| < ℵ0, we have (γ, δ) ∈ σ.
Proof. We will show that (γ, γ ∧ δ) ∈ σ; by symmetry, it will follow that (δ, γ ∧ δ) ∈ σ, and
then by transitivity that (γ, δ) ∈ σ. Suppose the transversals, upper hooks and lower hooks of
γ ∩ δ are
{
{ai, b
′
i} : i ∈ I
}
, {Aj : j ∈ J} and {B′k : k ∈ K}; by Lemma 6.10, we have |I| = κ.
Put Y1 = {ai : i ∈ I} and Y2 = {bi : i ∈ I}, noting that these are both of size κ. Let Z
be the union of all the blocks from γ \ δ, noting that Z is finite, and write Z = Z1 ∪ Z ′2
where Z1, Z2 ⊆ X. Finally, let W1 = Y1 ∪ Z1 and W2 = Y2 ∪ Z2. Then Lemma 6.11 (i) gives
(ǫY1 , ǫW1), (ǫY2 , ǫW2) ∈ σ. Then with θ1 =
(
w Aj
w
)
w∈W1, j∈J
and θ2 =
(
w
w Bk
)
w∈W2, k∈K
, we have
(γ, γ ∧ δ) = (θ1ǫW1γǫW2θ2, θ1ǫY1γǫY2θ2) ∈ σ, as required.
Lemma 6.18 (cf. Lemma 5.32). If (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0, then for any γ, δ ∈ Dκ with
|γ △ δ| ≤ |α △ β|, we have (γ, δ) ∈ σ.
Proof. The case of finite |γ △ δ| is covered by Lemma 6.17. The infinite case is proved in exactly
the same way as Lemma 6.17; this time rather than Z being finite, we have |Z| ≤ |γ △ δ|.
6.5 Lemmas 5.10 and 5.11 for PX
This subsection and the next exclusively concern the partition monoid PX , where X is infinite.
Throughout this subsection, σ denotes an arbitrary congruence on PX .
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For any non-empty subset Y ⊆ X we will write υY =
(
Y
)
∈ PX ; so υY has rank 0, has Y
as a block, with all other blocks being singletons (note that υY = ǫ∅ if |Y | = 1). By a disjoint
family of subsets of X, we mean a collection Y = {Yi : i ∈ I}, where the Yi are pairwise disjoint
non-empty subsets of X; for such a family Y, we write υY =
(
Yi
)
i∈I
.
Lemma 6.19 (cf. Lemma 5.10). Suppose (α, β) ∈ σ↾D0 with α 6= β.
(i) For any two-element subset Y ⊆ X, we have (υY , ǫ∅) ∈ σ.
(ii) For any finite subset Y ⊆ X, we have (υY , ǫ∅) ∈ σ.
(iii) For any finite disjoint family Y of finite subsets of X, we have (υY , ǫ∅) ∈ σ.
(iv) For any γ, δ ∈ D0 with |γ △ δ| < ℵ0, γ  δ and γ = δ, we have (γ, δ) ∈ σ.
(v) For any γ, δ ∈ D0 with |γ △ δ| < ℵ0 and γ = δ, we have (γ, δ) ∈ σ.
Proof. (i) Write Y = {y1, y2}. Without loss of generality, we may assume that there exist
distinct x1, x2 ∈ X that belong to the same block of α but to different blocks of β. Then with
θ =
(
y1 y2
x1 x2
)
, we have (υY , ǫ∅) = (θαǫ∅, θβǫ∅) ∈ σ.
(ii) We use induction on n = |Y |. For n = 1 there is nothing to prove, and n = 2 is
part (i). So suppose n ≥ 3 and that the assertion holds for all subsets of X of size less
than n. Let Y = {y1, . . . , yn} be an arbitrary subset of size n. Further, let Y1 = {y1, . . . , yn−1}
and Y2 = {yn−1, yn}. By induction, we have (υY1 , ǫ∅), (υY2 , ǫ∅) ∈ σ; transitivity then gives
(υY1 , υY2) ∈ σ. Then with θ =
(
Y1 yn
Y1 yn
)
, we have (υY1 , υY ) = (θυY1 , θυY2) ∈ σ. Another appeal to
transitivity gives (υY , ǫ∅) ∈ σ.
(iii) Write Y = {Yi : i ∈ I} and put Y =
⋃
i∈I Yi; since |Y | < ℵ0, part (ii) gives (υY , ǫ∅) ∈ σ.
Then with θ =
(
Yi
Yi
)
i∈I
, we have (υY , υY) = (θυY , θǫ∅) ∈ σ, and hence (υY , ǫ∅) ∈ σ by transitivity.
(iv) Write γ ∩ δ = {Ai : i ∈ I} and δ \ γ = {Bj : j ∈ J}, noting that J is finite. For each j ∈ J ,
let the blocks of γ contained in Bj be {Cjk : k ∈ Kj}, again noting that each Kj is finite. Let
Y = {Yj : j ∈ J}, where the sets Yj = {yjk : k ∈ Kj} ⊆ X are pairwise disjoint. By (iii), we
have (υY , ǫ∅) ∈ σ. Then with θ =
(
Cjk Ai
yjk
)
i∈I, j∈J, k∈Kj
, we have (γ, δ) = (θǫ∅γ, θυYγ) ∈ σ.
(v) Let θ = γ ∨ δ ∈ D0. Since θ = γ ∨ δ by Lemma 6.13, we have γ  θ. By Lemma 6.12 (i), we
also have |γ △ θ| = |γ △ (γ ∨ δ)| ≤ |γ △ δ| < ℵ0. Again by Lemma 6.13 we have θ = γ ∨ δ = γ.
Thus, part (iv) gives (γ, θ) ∈ σ. By symmetry (δ, θ) ∈ σ, and by transitivity (γ, δ) ∈ σ.
Lemma 6.20 (cf. Lemma 5.11). Suppose (α, β) ∈ σ↾D0 with |α △ β| = ξ ≥ ℵ0.
(i) There exists (α1, β1) ∈ σ↾D0 such that |α1 △ β1| = ξ and α1  β1.
(ii) For any subset Y ⊆ X of size ξ, we have (υY , ǫ∅) ∈ σ.
(iii) For any disjoint family Y of ξ subsets of X each of size ξ, we have (υY , ǫ∅) ∈ σ.
(iv) For any γ, δ ∈ D0 with |γ △ δ| ≤ ξ, γ  δ and γ = δ, we have (γ, δ) ∈ σ.
(v) For any γ, δ ∈ D0 with |γ △ δ| ≤ ξ and γ = δ, we have (γ, δ) ∈ σ.
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Proof. (i) Let θ = α ∨ β, noting that α, β  α ∨ β = θ by Lemma 6.13. By Lemma 6.12 (ii),
and since |α △ β| = ξ ≥ ℵ0, we may assume without loss of generality that |α △ θ| = ξ. Write
α = {Ai : i ∈ I}, and with θ1 =
(
Ai
Ai
)
i∈I
define (α1, β1) = (θ1α, θ1β) ∈ σ. Then α1, β1 ∈ D0, and
also α1 = α and β1 = θ, so that |α1 △ β1| = ξ and α1  β1.
(ii) By (i), we may assume that α  β, and we note that ξ = |α △ β| = |α \ β|. Let Z be a
set that contains precisely one element of each block of α \ β. Since α  β, we may fix a subset
Z1 ⊆ Z containing precisely one element of each block of β \ α. We also put Z2 = Z \Z1. Since
every block of β \ α contains at least two blocks of α \ β, it follows that |Z2| ≥ |Z1|, and so
ξ = |α \ β| = |Z| = |Z1| + |Z2| = max
(
|Z1|, |Z2|
)
= |Z2|. We may therefore fix some bijection
ψ : Y → Z2. Then with θ =
(
y
yψ Z1
)
y∈Y
, we have (υY , ǫ∅) = (θβǫ∅, θαǫ∅) ∈ σ.
(iii) This is essentially identical to Lemma 6.19 (iii).
(iv) Let Y = {Yi : i ∈ I} where |I| = ξ = |Yi| for all i ∈ I, so that (υY , ǫ∅) ∈ σ by part (iii).
Since |γ △ δ| ≤ ξ = |I|, we may write δ \ γ = {Dj : j ∈ J}, where J ⊆ I. For j ∈ J , let the
blocks of γ contained in Dj be {Cjk : k ∈ Kj}; since |Kj | ≤ |γ △ δ| ≤ ξ, we may fix an injective
map ψj : Kj → Yj for each j (recall that J ⊆ I). Further, let γ ∩ δ = {El : l ∈ L}. Then with
θ =
(
Cjk El
kψj
)
j∈J, k∈Kj, l∈L
, we have (γ, δ) = (θǫ∅γ, θυYγ) ∈ σ, as required.
(v) This is essentially identical to Lemma 6.19 (v).
6.6 Lemmas 5.31 and 5.32 for PX
In the following two lemmas, σ denotes an arbitrary congruence on PX with η = η(σ) ≥ ℵ0.
For two disjoint sets Y,Z ⊆ X, let ǫY,Z = ǫY ∪Z , and let ωY,Z =
(
y Z
y Z
)
y∈Y
. More generally,
for a disjoint family Z = {Zi : i ∈ I} of subsets of X, all of whose members are also disjoint
from Y , let ǫY,Z = ǫY,Z with Z =
⋃
i∈I Zi, and let ωY,Z =
(
y Zi
y Zi
)
y∈Y, i∈I
.
Lemma 6.21 (cf. Lemma 5.31). Suppose (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0 and α 6= β.
(i) For any disjoint Y,Z ⊆ X with |Y | = κ and |Z| < ℵ0, we have (ǫY,Z , ωY,Z) ∈ σ.
(ii) For any Y ⊆ X of size κ, and any finite disjoint family Z of finite subsets of X, all of them
disjoint from Y , we have (ǫY,Z , ωY,Z) ∈ σ.
(iii) For any γ, δ ∈ Dκ with |γ △ δ| < ℵ0 and γ  δ, we have (γ, δ) ∈ σ.
(iv) For any γ, δ ∈ Dκ with |γ △ δ| < ℵ0, we have (γ, δ) ∈ σ.
Proof. (i) By Lemma 6.11 (i), we may assume that (α, β) = (ǫY , ǫY,Z). We must show that
(β, ω) ∈ σ, where for brevity we write ω = ωY,Z. But (α, ω) = (αωα, βωβ) ∈ σ, and so
transitivity gives (β, ω) ∈ σ.
(ii) Write Z = {Zi : i ∈ I}, Z =
⋃
i∈I Zi and ω = ωY,Z . By part (i), we may assume that
(α, β) = (ǫY,Z , ωY,Z). This time, we have (ω, β) = (αωα, βωβ) ∈ σ. Transitivity gives (α, ω) ∈ σ.
(iii) Let us first index the various blocks of γ and δ; in what follows, all indexing sets (IT , IU ,
and so on) are assumed to be pairwise disjoint. First, for the blocks of δ \ γ, we assume
• the transversals in δ \ γ are {Ai ∪B′i : i ∈ I
T },
• the upper non-transversals in δ \ γ are {Ai : i ∈ IU},
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• the lower non-transversals in δ \ γ are {B′i : i ∈ I
L}.
Recall that the blocks of γ are contained in blocks of δ. So, for each i ∈ IT , we assume
• the transversals of γ contained in Ai ∪B′i are {Aij ∪B
′
ij : j ∈ J
TT
i },
• the upper non-transversals of γ contained in Ai ∪B′i are {Aij : j ∈ J
TU
i },
• the lower non-transversals of γ contained in Ai ∪B′i are {B
′
ij : j ∈ J
TL
i }.
Likewise, for i ∈ IU , we assume
• the upper non-transversals of γ contained in Ai are {Aij : j ∈ JUUi },
while for i ∈ IL, we assume
• the lower non-transversals of γ contained in B′i are {B
′
ij : j ∈ J
LL
i }.
Finally, we assume
• the transversals of γ ∩ δ are {Ck ∪D′k : k ∈ K
T },
• the upper non-transversals in γ ∩ δ are {Ck : k ∈ KU},
• the lower non-transversals in γ ∩ δ are {D′k : k ∈ K
L}.
Note that all I- and J-type index sets are finite since |γ △ δ| < ℵ0, and therefore |KT | = κ,
because γ and δ have rank κ ≥ ℵ0.
Let PU denote the set of all pairs (i, j) for which there is a block Aij: i.e.,
PU =
{
(i, j) : [i ∈ IT and j ∈ JTTi ∪ J
TU
i ] or [i ∈ I
U and j ∈ JUUi ]
}
.
Define PL analogously with respect to Bij blocks, noting that
PU ∩ PL =
{
(i, j) : i ∈ IT , j ∈ JTTi
}
.
Let P = PU∪PL, again noting that P is finite. Put I = IT ∪IU∪IL, and fix an arbitrary disjoint
family Z = {Zi : i ∈ I}, where for each i ∈ I, Zi = {zij : (i, j) ∈ P}, and let Z =
⋃
i∈I Zi.
Also let Y = {yk : k ∈ KT } be an arbitrary subset of X of size κ disjoint from Z. Then
(ǫY,Z , ωY,Z) ∈ σ by part (ii). Then with
θ1 =
(
Ck Aij Cl
yk zij
)
k∈KT , (i,j)∈PU , l∈KU
and θ2 =
(
yk zij
Dk Bij Dl
)
k∈KT , (i,j)∈PL, l∈KL
,
we have (γ, δ) = (θ1ǫY,Zθ2, θ1ωY,Zθ2) ∈ σ as well.
(iv) Let θ = γ ∨ δ, noting that γ, δ  θ and that rank(θ) = κ since γ ∩ δ contains κ transversals
(which itself follows from |γ △ δ| < ℵ0). From |γ △ δ| < ℵ0 and Lemma 6.12 (i), it follows that
|γ △ θ|, |δ △ θ| < ℵ0 as well. From (iii), we now have (γ, θ), (δ, θ) ∈ σ, and hence (γ, δ) ∈ σ by
transitivity.
Lemma 6.22 (cf. Lemma 5.32). Suppose (α, β) ∈ σ↾Dκ where κ ≥ η ≥ ℵ0 and |α △ β| = ξ.
Then the following hold:
(i) For any disjoint Y,Z ⊆ X with |Y | = κ and |Z| = ξ, we have (ǫY,Z , ωY,Z) ∈ σ.
(ii) For any Y ⊆ X of size κ, and any disjoint family Z of ξ subsets of X, all of them of size ξ,
and all of them disjoint from Y , we have (ǫY,Z , ωY,Z) ∈ σ.
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(iii) For any γ, δ ∈ Dκ with |γ △ δ| ≤ ξ and γ  δ, we have (γ, δ) ∈ σ.
(iv) For any γ, δ ∈ Dκ with |γ △ δ| ≤ ξ, we have (γ, δ) ∈ σ.
Proof. The proofs of all four parts are essentially identical to those of the corresponding parts
of Lemma 6.21. In part (i), we apply the second part of Lemma 6.11 instead of the first. In
part (iii), the I-, J- and P -type index sets are of size at most ξ, rather than being finite; also
we have |γ △ δ| ≤ ξ = |α △ β| < κ (the latter from Lemma 6.10), and since γ, δ ∈ Dκ it follows
that γ ∩ δ has κ transversals, so |KT | = κ. In part (iv), after defining θ = γ ∨ δ, |γ △ θ| and
|δ △ θ| are at most ξ, rather than being finite.
Part II
The lattice of congruences
In the first part of the paper we classified all of the congruences on the partition monoid PX
and partial Brauer monoid PBX over an arbitrary infinite set X. This second part constitutes
a detailed analysis of the congruence lattices Cong(PX) and Cong(PBX).
In Section 7 we investigate the order-reversing mappings Ψ(σ) associated to congruences of
type (CT2), which will play a crucial role in many of the subsequent sections. In Section 8 we
characterise the order relation in the lattices, and give formulae for meets and joins; we also
show that the monoids PX and PBX are not isomorphic, even though the lattices Cong(PX)
and Cong(PBX) are. In Section 9 we discuss Hasse diagrams of the lattices. Section 10 concerns
“global” properties of the lattices: we show they are distributive and well quasi-ordered, and
we also describe the ∗-congruences (congruences that also preserve the involution on MX) and
the lattice formed by them. In Section 11, we describe the principal congruences, and then for
each congruence calculate the minimal size of a set of generating pairs. Finally, in Section 12 we
compare and contrast the results of this paper with existing results on finite diagram monoids
and (finite and infinite) transformation monoids, before discussing directions for future research.
In all that follows, we generally use Theorem 3.1 without explicit reference, and we regard
the parameters appearing in the theorem (and also defined in Section 5) as functions having the
congruence itself as their argument; thus, if σ ∈ Cong(MX), we will refer to n(σ) and/or η(σ),
to ζ1(σ) and ζ2(σ), and so on.
7 Reversals
Throughout the rest of the paper, it will often be convenient to consider the mapping Ψ = Ψ(σ) as
a parameter of a congruence σ of type (CT2), alternative to the parameters k(σ), ξi(σ) and ηi(σ),
as explained in Remark 5.30. Recall that Ψ is an order-reversing mapping [η, |X|]→ {1} ∪ [ℵ0, η],
where η = η(σ) ∈ [ℵ0, |X|+]. We will refer to any such mapping as a reversal, and we
write R = R|X| for the set of all reversals. Note that the empty mapping ∅ is a reversal
with η = |X|+. Here we gather properties of reversals that will be used in subsequent subsec-
tions, the key fact being that R is lattice under an order  defined below; we prove that (R,)
is distributive in Subsection 7.1 (see Proposition 7.2) and well quasi-ordered in Subsection 7.2
(see Corollary 7.7). Throughout, we use standard abbreviations: poset (partially ordered set),
qoset (quasi-ordered set) and wqo (well quasi-ordered).
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7.1 Distributivity of reversals
We begin with some basic facts about posets; for more background, see for example [3, 8]. Let
(P,≤) be a poset, and I an arbitrary set. The set P I of all functions I → P (equivalently, all
I-tuples over P ) is partially ordered under the component-wise order ≤C defined as follows: if
f, g ∈ P I , then
f ≤C g ⇔ f(i) ≤ g(i) for all i ∈ I.
It is routine to check that if P is a (distributive) lattice then so too is (P I ,≤C). If f, g ∈ P I
where P is a lattice and I a set, we denote the meet and join of f and g in P I by f ∧C g
and f ∨C g, respectively; for example, we have (f ∧C g)(i) = f(i) ∧ g(i) for all i ∈ I.
Recall that a map f : P → Q between posets is order-reversing if p ≤ q ⇒ f(p) ≥ f(q) for
all p, q ∈ P . We write Rev(P,Q) ⊆ QP for the set of all such mappings. If Q is a lattice and P
an arbitrary poset, and if f, g ∈ Rev(P,Q), then it is easy to check that f ∧C g and f ∨C g both
belong to Rev(P,Q); i.e., Rev(P,Q) is a sublattice of (QP ,≤C):
Lemma 7.1. If P is a poset and Q a (distributive) lattice, then Rev(P,Q) is a (distributive)
lattice under ≤C.
We now return our attention to reversals. If Ψ : [η, |X|]→ {1} ∪ [ℵ0, η] is a reversal, then we
define its extension ΨE : [0, |X|] → [0, |X|+] by
ΨE(κ) =
{
|X|+ if κ ∈ [0, η)
Ψ(κ) if κ ∈ [η, |X|].
It is clear that ΨE is order-reversing, and uniquely determined by Ψ, so we have an injective map
R→ Rev
(
[0, |X|], [0, |X|+ ]
)
: Ψ 7→ ΨE.
We now define an order  on R. To do so, consider two reversals
Ψ1 : [η, |X|] → {1} ∪ [ℵ0, η] and Ψ2 : [η′, |X|]→ {1} ∪ [ℵ0, η′]. (4)
We write
Ψ1  Ψ2 ⇔ η ≤ η
′ and Ψ1(κ) ≤ Ψ2(κ) for all κ ∈ [η′, |X|]. (5)
In fact, it is clear that
Ψ1  Ψ2 ⇔ Ψ
E
1 ≤
C ΨE2 , (6)
where ≤C denotes the component-wise order on Rev
(
[0, |X|], [0, |X|+ ]
)
. Together with the fact
that the map Ψ 7→ ΨE is injective, it follows that  is a partial order on R, and that Ψ 7→ ΨE
is an order-embedding of R in Rev
(
[0, |X|], [0, |X|+ ]
)
.
Note that since [0, |X|+] is totally ordered, it is a distributive lattice, with the meet and join
of two cardinals being their minimum and maximum, respectively. It follows from Lemma 7.1
that Rev
(
[0, |X|], [0, |X|+ ]
)
is itself a distributive lattice under ≤C.
If Ψ1 and Ψ2 are two reversals as in (4), then by their form, ΨE1 ∧
C ΨE2 and Ψ
E
1 ∨
C ΨE2 are
both in the image of the Ψ 7→ ΨE map, so we may define Ψ1 ∧Ψ2 and Ψ1 ∨Ψ2 to be the unique
reversals satisfying
(Ψ1 ∧Ψ2)
E = ΨE1 ∧
C ΨE2 and (Ψ1 ∨Ψ2)
E = ΨE1 ∨
C ΨE2 .
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Explicitly, if η ≤ η′, then
Ψ1 ∧Ψ2 = Ψ2 ∧Ψ1 : [η, |X|]→ {1} ∪ [ℵ0, η] and Ψ1 ∨Ψ2 = Ψ2 ∨Ψ1 : [η′, |X|]→ {1} ∪ [ℵ0, η′]
are given by
(Ψ1 ∧Ψ2)(κ) =
{
Ψ1(κ) for κ ∈ [η, η′)
min(Ψ1(κ),Ψ2(κ)) for κ ∈ [η′, |X|],
(7)
and
(Ψ1 ∨Ψ2)(κ) = max(Ψ1(κ),Ψ2(κ)) for κ ∈ [η′, |X|]. (8)
It follows quickly from (6) that Ψ1 ∧Ψ2 and Ψ1 ∨Ψ2 are the meet and join of Ψ1 and Ψ2 in R,
justifying the suggestive notation, and so the map Ψ 7→ ΨE is in fact a lattice embedding of R
in Rev
(
[0, |X|], [0, |X|+ ]
)
. Since the latter is distributive, as observed above, we immediately
deduce the following:
Proposition 7.2. The set R = R|X| of all reversals is a distributive lattice under the order 
given by (5), and with meet and join operations given by (7) and (8).
7.2 Well quasi-orderedness of reversals
Recall that a qoset is well quasi-ordered (wqo) if it contains no infinite strictly descending chains
and no infinite antichains. Here we prove that the lattice (R,) of all reversals is wqo.
In order to prove this we first need to gather some fundamental facts about qosets. Unless
specified otherwise, we use ≤ to denote the quasi-order in any qoset. Clearly any subset of a
wqo qoset is itself wqo under the induced quasi-order.
The next lemma is part of [25, Theorem 2.1]:
Lemma 7.3. A qoset Q is wqo if and only if the following condition is satisfied:
for any infinite sequence q1, q2, q3, . . . in Q, there exists i < j such that qi ≤ qj.
For a qoset Q denote by Q∗ the set of all finite sequences of elements of Q. This set can be
equipped with the so-called domination quasi-order ≤D:
(q1, . . . , qm) ≤
D (q′1, . . . , q
′
n)
⇔ there exist 1 ≤ j1 < j2 < · · · < jm ≤ n such that qi ≤ q′ji for all i.
Lemma 7.4 (Higman’s Lemma, [25, Theorem 4.3]). If a qoset Q is wqo then so is (Q∗,≤D).
An immediate consequence is the following (viewing the direct product Q1 × · · · × Qk as a
subqoset of (Q1 ∪ · · · ∪Qk)∗):
Lemma 7.5 (Dixon’s Lemma, see also [25, Theorem 2.3]). If the qosets Q1, . . . , Qk are wqo,
then so is their direct product Q1 × · · · ×Qk under the component-wise quasi-order.
As in Subsection 7.1, for posets P and Q, we write Rev(P,Q) for the set of all order-reversing
functions P → Q. So Rev(P,Q) is a poset under the component-wise order ≤C. The proof of
the next result uses ideas similar to those introduced in Subsection 5.5.
Proposition 7.6. If P and Q are well-ordered chains, then Rev(P,Q) is well quasi-ordered
under ≤C.
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Proof. We denote the orders on both P and Q by ≤. Let ⊤ be a symbol belonging to neither P
nor Q, and denote by P⊤ and Q⊤ the well-ordered chains obtained by adjoining ⊤ as a new top
element to P and Q.
Consider some f ∈ Rev(P,Q). Since the image of f is a descending chain in the well-ordered
set Q, it must be finite, say {q1, . . . , qm} where q1 > · · · > qm. Since P is well-ordered, we may
define pi−1 = min{p ∈ P : f(p) = qi} for each i ∈ {1, . . . ,m}. We also define q0 = ⊤ = pm. Note
that p0 < · · · < pm−1 < pm = ⊤ and ⊤ = q0 > q1 > · · · > qm. We then define
Seq(f) =
(
(p0, q0), (p1, q1), . . . , (pm, qm)
)
∈ (P⊤ ×Q⊤)∗.
We claim that
Seq(f) ≤D Seq(g) ⇒ f ≤C g for all f, g ∈ Rev(P,Q), (9)
where here ≤D is the domination order on (P⊤ ×Q⊤)∗.
To prove the claim, suppose f, g ∈ Rev(P,Q) are such that Seq(f) ≤D Seq(g), and write
Seq(f) =
(
(p0, q0), (p1, q1), . . . , (pm, qm)
)
and Seq(g) =
(
(p′0, q
′
0), (p
′
1, q
′
1), . . . , (p
′
n, q
′
n)
)
.
Note then that
p0 < · · · < pm = ⊤, p
′
0 < · · · < p
′
n = ⊤, ⊤ = q0 > · · · > qm, ⊤ = q
′
0 > · · · > q
′
n,
and that f(pi−1) = qi for all 1 ≤ i ≤ m, and g(p′i−1) = q
′
i for all 1 ≤ i ≤ n. By assumption, there
exist 0 ≤ j0 < j1 < · · · < jm ≤ n such that (pi, qi) ≤ (p′ji , q
′
ji
) in P⊤ ×Q⊤ for each 0 ≤ i ≤ m.
Now let p ∈ P be arbitrary. The claim will be proved if we can show that f(p) ≤ g(p).
Let us write f(p) = qk and g(p) = q′l, where 1 ≤ k ≤ m and 1 ≤ l ≤ n. Note that since
f(p) = qk = f(pk−1), we have pk−1 ≤ p < pk.
Suppose first that k = m. Then ⊤ = pm ≤ p′jm , so that p
′
jm
= ⊤, which forces jm = n. But
then f(p) = qm ≤ q′jm = q
′
n ≤ q
′
l = g(p).
Now suppose 1 ≤ k < m. Note then that this forces pk < pm = ⊤, and also 0 < jk < n.
Now p < pk ≤ p′jk , so from minimality of p
′
jk
and the fact that g is order reversing it follows
that q′l = g(p) > g(p
′
jk
) = q′jk+1. This means that l < jk + 1: i.e., that l ≤ jk. But then
f(p) = qk ≤ q
′
jk
≤ q′l = g(p). Thus (9) is proved.
Returning to the main proof now, consider an infinite sequence f1, f2, f3, . . . of elements from
Rev(P,Q). By Lemmas 7.4 and 7.5, (P⊤ ×Q⊤)∗ is wqo under ≤D, so by Lemma 7.3 it follows
that Seq(fi) ≤D Seq(fj) for some i < j. But then by (9) we have fi ≤C fj; the proof concludes
by again appealing to Lemma 7.3.
Corollary 7.7. The lattice (R,) is well quasi-ordered.
Proof. We noted at the end of Subsection 7.1 that the map Ψ → ΨE is a lattice embedding
of R in Rev
(
[0, |X|], [0, |X|+ ]
)
. Since the latter is wqo by Proposition 7.6, the claim follows.
8 The lattice order and operations
In this section we describe the fundamental properties of the congruence lattice Cong(MX),
where as usual MX denotes either PX or PBX with X a fixed infinite set. Specifically, we
characterise the inclusion order in Subsection 8.1 (see Theorem 8.1), and give formulae for the
meet and join of arbitrary pairs of congruences in Subsection 8.2 (see Theorem 8.2). Theorems 3.1
and 8.1 show that the lattices Cong(PX) and Cong(PBX) are isomorphic, even though the
monoids PX and PBX are not themselves isomorphic (cf. Proposition 2.4).
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8.1 The inclusion order
The purpose of this subsection is to prove the following result, which characterises the partial
order by inclusion on congruences ofMX , and which we derive as a consequence of Theorem 3.1
and certain ideas developed during its proof. For the statement, recall that we consider ∇MX
to be a congruence of type (CT2) with k = 1, η = ζ1 = ζ2 = η1 = |X|+ and ξ1 = 1.
Theorem 8.1. Let X be an infinite set, let MX stand for either PX or PBX , and let σ and τ
be congruences on MX . Then σ ⊆ τ if and only if one of the following is true:
(i) Each of σ, τ is of type (CT1), ζ1(σ) ≤ ζ1(τ), ζ2(σ) ≤ ζ2(τ), and one of the following holds:
• n(σ) < n(τ), or
• n(σ) = n(τ) and N(σ) ≤ N(τ).
(ii) σ is of type (CT1), τ is of type (CT2), and ζ1(σ) ≤ ζ1(τ) and ζ2(σ) ≤ ζ2(τ).
(iii) Both σ, τ are of type (CT2), η(σ) ≤ η(τ), ζ1(σ) ≤ ζ1(τ), ζ2(σ) ≤ ζ2(τ), and there exist
0 ≤ j1 ≤ j2 ≤ · · · ≤ jk(σ) ≤ k(τ) such that
ξi(σ) ≤ ξji(τ) and ηi(σ) ≤ ηji(τ) for all i = 1, . . . , k(σ),
with the convention that ξ0(τ) = η0(τ) = η(τ).
Proof. Throughout the proof we will write the parameters associated with σ with a single dash,
and those of τ with two; for instance, η(σ) = η′ and η(τ) = η′′.
(⇐) We first show that if one of (i), (ii) or (iii) is satisfied then σ ⊆ τ .
Suppose first that (i) holds. From ζ ′1 ≤ ζ
′′
1 and ζ
′
2 ≤ ζ
′′
2 it follows that λζ′1 ⊆ λζ′′1 and ρζ′2 ⊆ ρζ′′2 ,
and from n′ ≤ n′′ we have Rn′ ⊆ Rn′′ . Since νN ′ ⊆ (Dn′ ×Dn′) ∩H , and since for (α, β) ∈ H
we have |α △ β| = |α △ β| = 0, it follows that if n′ < n′′ we have νN ′ ⊆ λζ′′
1
∩ ρζ′′
2
∩ Rn′′ . On
the other hand, if n′ = n′′ and N ′ ≤ N ′′ then we have νN ′ ⊆ νN ′′ straight from the definition of
these relations in Subsection 3.1. In either case we have
σ = (λζ′
1
∩ ρζ′
2
∩Rn′) ∪ νN ′ ⊆ (λζ′′
1
∩ ρζ′′
2
∩Rn′′) ∪ νN ′′ = τ.
Next suppose (ii) holds. Again, we have λζ′
1
⊆ λζ′′
1
and ρζ′
2
⊆ ρζ′′
2
. Since n′ is finite and η′′
infinite, we have Rn′ ⊆ Rη′′ and (as in the previous case) νN ′ ⊆ λζ′′
1
∩ ρζ′′
2
∩Rη′′ . Combining, we
have
σ = (λζ′
1
∩ ρζ′
2
∩Rn′) ∪ νN ′ ⊆ (λζ′′
1
∩ ρζ′′
2
∩Rη′′) ∪ µ
η′′
1
ξ′′
1
∪ · · · ∪ µ
η′′
k′′
ξ′′
k′′
= τ.
Finally suppose (iii) holds. As above, we have
λη
′
ζ′
1
∩ ρη
′
ζ′
2
⊆ λη
′′
ζ′′
1
∩ ρη
′′
ζ′′
2
⊆ τ. (10)
We also claim that
µ
η′i
ξ′i
⊆ τ for all i = 1, . . . , k′. (11)
Indeed, if ji = 0, then η′i ≤ η
′′
0 = η
′′ and also ξ′i ≤ ξ
′′
0 = η
′′ ≤ min(ζ ′′1 , ζ
′′
2 ); together with
Lemma 4.7 (vii) and (viii), it quickly follows that µη
′
i
ξ′i
⊆ λη
′′
ζ′′
1
∩ ρη
′′
ζ′′
2
⊆ τ . Suppose now that ji ≥ 1.
Then from ξ′i ≤ ξ
′′
ji
and η′i ≤ η
′′
ji
we have µξ′i ⊆ µξ′′ji
and Rη′i ⊆ Rη′′ji
, and hence µη
′
i
ξ′i
⊆ µ
η′′ji
ξ′′ji
⊆ τ ,
completing the proof of (11). Combining (10) and (11) yields σ ⊆ τ , as desired.
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(⇒) Suppose now that σ ⊆ τ ; we must show that one of (i)–(iii) holds. First, from σ ⊆ τ and
the definitions of the parameters η, ζ1, ζ2 we immediately have
η′ ≤ η′′, ζ ′1 ≤ ζ
′′
1 , ζ
′
2 ≤ ζ
′′
2 . (12)
We now split our considerations into cases, depending on the types of σ and τ . Note that η′ ≤ η′′
immediately implies that it is impossible for σ to be of type (CT2) and τ of type (CT1).
Case 1. Suppose first that σ and τ are both of type (CT1). We first obtain n′ ≤ n′′ from (12).
It remains to show that if n′ = n′′ then N ′ ≤ N ′′. Indeed, if n′ = n′′ but N ′  N ′′, say with
π ∈ N ′ \N ′′, then (π♮, id♮n′) ∈ νN ′ \ νN ′′ , which would contradict σ ⊆ τ because νN ′ = σ↾Dn′ and
νN ′′ = τ↾Dn′ . Thus, in this case, condition (i) is satisfied.
Case 2. If σ is of type (CT1) and τ is of type (CT2), then (12) implies that condition (ii) holds.
Case 3. Finally, suppose σ and τ are both of type (CT2). For each i = 1, . . . , k′ let
ji = min{j : 0 ≤ j ≤ k
′′, η′i ≤ η
′′
j }.
Notice that ji is well defined because η′i ≤ |X|
+ = η′′k′′ . From η
′
1 < η
′
2 < · · · < η
′
k′ it follows that
0 ≤ j1 ≤ j2 ≤ · · · ≤ jk′ ≤ k
′′.
Thus, since η′i ≤ η
′′
ji
for all i by definition, the proof will be complete if we can show that
ξ′i ≤ ξ
′′
ji
for all i = 1, . . . , k′. (13)
Clearly ξ′i ≤ ξ
′′
ji
if ξ′i = 1 or if ji = 0, since in the latter case we have ξ
′
i ≤ η
′ ≤ η′′ = ξ′′0 .
To deal with the remaining cases, suppose, aiming for a contradiction, that ξ′i > ξ
′′
ji
for some i
with ξ′i ≥ ℵ0 and ji > 0. Let α, β ∈ MX be two partitions of rank η
′′
ji−1
satisfying |α △ β| = ξ′′ji .
From η′′ji−1 < η
′
i and |α △ β| = ξ
′′
ji
< ξ′i we have (α, β) ∈ µ
η′i
ξ′i
⊆ σ. We claim that
(α, β) 6∈ τ = (λη
′′
ζ′′
1
∩ ρη
′′
ζ′′
2
) ∪ µ
η′′1
ξ′′
1
∪ · · · ∪ µ
η′′
k′′
ξ′′
k′′
. (14)
From ji 6= 0 (and α 6= β) we have that η′′ji−1 ≥ η
′′ and so (α, β) 6∈ λη
′′
ζ′′
1
∩ ρη
′′
ζ′′
2
. Now consider an
arbitrary j ∈ {1, . . . , k′′}. If j < ji then rank(α) = rank(β) = η′′ji−1 ≥ η
′′
j , and hence (α, β) 6∈ µ
η′′j
ξ′′j
.
If, on the other hand, j ≥ ji then from |α △ β| = ξ′′ji ≥ ξ
′′
j it again follows that (α, β) 6∈ µ
η′′j
ξ′′j
.
Thus (α, β) does not belong to any of the relations the union of which makes up τ , and hence (14)
is proved. But we now have (α, β) ∈ σ \ τ , which contradicts σ ⊆ τ . This means that (13) holds.
As noted above, this completes the proof of the theorem.
Of course every congruence is contained in ∇MX . Note that when τ = ∇MX in part (iii) of
the above theorem, we take ji = 0 for all i = 1, . . . , k(σ).
8.2 Meets and joins
We now use Theorems 3.1 and 8.1, and ideas from Section 7, to describe the meet σ∧ τ and join
σ ∨ τ of an arbitrary pair of congruences σ, τ on MX . In the statement and proof, it will also
be convenient to make use of a total order  defined on the set
N = {N : N unlhd Sn for some n ∈ [1,ℵ0)}
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of all normal subgroups of all finite Sn as follows. If N unlhd Sn and N ′ unlhd Sn′ , then
N  N ′ ⇔ n < n′ or n = n′ and N ≤ N ′. (15)
Since the normal subgroups of Sn form a chain for every n, this is a total order on N , and so
we may speak of the maximum and minimum of any pair N,N ′ ∈ N , which we will denote by
max(N,N ′) and min(N,N ′). Using the order , Theorem 8.1 (i) concerning congruences σ, τ of
type (CT1) can be re-stated as follows:
σ ⊆ τ ⇔ ζ1(σ) ≤ ζ1(τ), ζ2(σ) ≤ ζ2(τ) and N(σ)  N(τ). (16)
Theorem 8.2. Let X be an infinite set, let MX stand for either PX or PBX , and let σ and τ
be congruences on MX . Then
η(σ ∧ τ) = min(η(σ), η(τ)), ζ1(σ ∧ τ) = min(ζ1(σ), ζ1(τ)), ζ2(σ ∧ τ) = min(ζ2(σ), ζ2(τ)),
η(σ ∨ τ) = max(η(σ), η(τ)), ζ1(σ ∨ τ) = max(ζ1(σ), ζ1(τ)), ζ2(σ ∨ τ) = max(ζ2(σ), ζ2(τ)),
and additionally:
(i) if σ and τ are both of type (CT1) then so too are σ ∧ τ and σ ∨ τ , with
N(σ ∧ τ) = min(N(σ), N(τ)) and N(σ ∨ τ) = max(N(σ), N(τ)),
(ii) if σ and τ have different types, then σ∧ τ is of type (CT1) and σ∨ τ is of type (CT2), with
N(σ∧τ) =
{
N(σ) if η(σ) < ℵ0 ≤ η(τ)
N(τ) if η(τ) < ℵ0 ≤ η(σ)
and Ψ(σ∨τ) =
{
Ψ(τ) if η(σ) < ℵ0 ≤ η(τ)
Ψ(σ) if η(τ) < ℵ0 ≤ η(σ),
(iii) if σ and τ are both of type (CT2), then so too are σ ∧ τ and σ ∨ τ , with
Ψ(σ ∧ τ) = Ψ(σ) ∧Ψ(τ) and Ψ(σ ∨ τ) = Ψ(σ) ∨Ψ(τ).
Proof. All the statements can be proved by following the same method:
• prove that the stated parameters form a permissible combination, and hence define a con-
gruence ς by Theorem 3.1,
• prove that ς ⊆ σ, τ (or σ, τ ⊆ ς) in the case of σ ∧ τ (or σ ∨ τ), respectively,
• prove that ς is the greatest (or least) congruence with the above property in the case of σ∧τ
(or σ ∨ τ), respectively.
As a sample proof we go through these steps for σ ∧ τ in part (i). Since σ ∧ τ = τ ∧ σ, we may
assume that n(σ) ≤ n(τ). So let
n = n(σ) = min(n(σ), n(τ)), N = min(N(σ), N(τ)), ζi = min(ζi(σ), ζi(τ)), i = 1, 2.
Certainly n ∈ [1,ℵ0), and also N unlhd Sn using (15). Next, we clearly have ζi ∈ {1} ∪ [ℵ0, |X|+]
for i = 1, 2. Moreover ζi 6= 1 if n = n(σ) ≥ 3; indeed, if n ≥ 3, then ζi(σ) ≥ ℵ0, and since also
n(τ) ≥ n ≥ 3, we have ζi(τ) ≥ ℵ0 as well. It now follows from Theorem 3.1 that there exists a
congruence ς = λNζ1 ∩ ρ
N
ζ2
of type (CT1). We have ς ⊆ σ, τ by construction; cf. (16).
Conversely, let ς ′ be any congruence of MX satisfying ς ′ ⊆ σ, τ ; we must show that ς ′ ⊆ ς.
By Theorem 8.1, ς ′ must be of type (CT1), and then (16) yields
n(ς ′) ≤ min(n(σ), n(τ)) = n = n(ς), ζ1(ς
′) ≤ min(ζ1(σ), ζ1(τ)) = ζ1 = ζ1(ς),
N(ς ′)  min(N(σ), N(τ)) = N = N(ς), ζ2(ς
′) ≤ min(ζ2(σ), ζ2(τ)) = ζ2 = ζ2(ς).
Again appealing to (16), it follows that ς ′ ⊆ ς, as required.
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Before moving on, it will be convenient to deduce an alternative characterisation of the
containment order on congruences of type (CT2), analogous to (16) for (CT1) congruences. By
Proposition 7.2, the set of all reversals is a lattice under the ordering  defined in (5). It follows
that for any reversals Ψ1,Ψ2 we have Ψ1  Ψ2 ⇔ Ψ1 = Ψ1 ∧ Ψ2 ⇔ Ψ2 = Ψ1 ∨ Ψ2. Using
the latter observation, the next result follows quickly from Theorem 8.2 (iii) and the fact that
σ ⊆ τ ⇔ σ = σ ∧ τ ⇔ τ = σ ∨ τ .
Corollary 8.3. If σ and τ are two congruences on MX of type (CT2), then
σ ⊆ τ ⇔ ζ1(σ) ≤ ζ1(τ), ζ2(σ) ≤ ζ2(τ) and Ψ(σ)  Ψ(τ).
9 Hasse diagrams
Theorems 3.1 and 8.1 completely describe the structure of the congruence lattice Cong(MX);
here as usualMX stands for either PX or PBX for an infinite set X. From these theorems, it is
possible to obtain a visual/geometric understanding of the lattice, or at least of certain sections
of it; thus, in this subsection, we discuss Hasse diagrams. These diagrams also give a visual
interpretation of Theorem 8.2, which describes meets and joins of arbitrary pairs of congruences.
It is unfeasible to draw Hasse diagrams for the entire lattice Cong(MX) in general, due
to both the number of congruences, and the complicated nature of their comparisons, par-
ticularly those between congruences of type (CT2); cf. Theorem 8.1 (iii) and Corollary 8.3.
Nonetheless, it is possible to visualise fairly accurately various sections of the lattice, and to
piece these together into pictures of the whole lattice for “small” X. The key concept for
doing this is that of a layer, which consists of all congruences of a certain type where the
parameters ζ1 and ζ2 are allowed to range over all permissible values, and all the other pa-
rameters are fixed. We will denote by Lay1(N) a typical layer consisting of congruences of
type (CT1), and by Lay2(η, ξ1, . . . , ξk, η1, . . . , ηk) a layer consisting of congruences of type (CT2);
as we have seen, we could equally well speak of layers Lay2(Ψ) of type (CT2) congruences,
where Ψ : [η, |X|]→ {1} ∪ [ℵ0, η) is a reversal. Now, Theorems 8.1 and 8.2 imply that every
layer is a sublattice of Cong(MX), and is isomorphic to the direct product of two copies of the
chain of permissible values for ζ1, ζ2 under the component-wise ordering. Specifically,
• Lay1(N) is isomorphic to
(
{1} ∪ [ℵ0, |X|
+]
)
×
(
{1} ∪ [ℵ0, |X|
+]
)
if N unlhd Sn with n ≤ 2,
• Lay1(N) is isomorphic to [ℵ0, |X|
+]× [ℵ0, |X|
+] if N unlhd Sn with n ≥ 3, and
• Lay2(η, ξ1, . . . , ξk, η1, . . . , ηk) is isomorphic to [η, |X|
+]× [η, |X|+].
The poset corresponding to Lay1(S1) is shown in Figure 3. The layers of type (CT1) with n = 2
have exactly the same Hasse diagram, while for the layers of type (CT1) with n ≥ 3, and those
of type (CT2), only the indexing sets change, as just discussed.
If L1 and L2 are two layers of congruences (as above), we write L1 ≤ L2 if there exists σ ∈ L1
and τ ∈ L2 with σ ⊆ τ . Again by Theorem 8.1, we have L1 ≤ L2 precisely in the following
situations:
• L1 = Lay1(N) and L2 = Lay1(N
′), with N  N ′;
• L1 = Lay1(N) and L2 = Lay2(η, ξ1, . . . , ξk, η1, . . . , ηk);
• L1 = Lay2(η, ξ1, . . . , ξk, η1, . . . , ηk) and L2 = Lay2(η
′, ξ′1, . . . , ξ
′
k′ , η
′
1, . . . , η
′
k′), where η ≤ η
′,
and there exist 0 ≤ j1 ≤ · · · ≤ jk ≤ k′ such that ξi ≤ ξ′ji and ηi ≤ η
′
ji
for each i.
• In the alternative viewpoint, Lay2(Ψ) ≤ Lay2(Ψ
′) if and only if Ψ  Ψ′.
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∆MX
L ∩R1R ∩R1
λ1κ1 ∩ ρ
1
κ2
R1
ζ1ζ2
1
ℵ0
ℵ1
κ1
|X |
|X |+
1
ℵ0
ℵ1
κ2
|X |
|X |+
Figure 3: Hasse diagram of the layer Lay1(S1). The ∗-congruences are indicated by white vertices;
cf. Subsection 10.3.
ζ1
κ1
κ2
|X|+
ζ2
κ1
κ2
|X|+
L1
L2
Figure 4: Comparisons between two layers L1 ≤ L2, with indexing sets having the smallest
elements κ1 ≤ κ2.
If L1 ≤ L2, then the indexing set for L1 contains that for L2. In each of the above cases the
comparisons are as depicted in Figure 4.
Putting the above information together yields a visual representation of the sublattice of
type (CT1) congruences, as shown in Figure 5. From this diagram, one can see that Cong(MX)
has precisely three atoms; these are λ11 ∩ ρ
1
ℵ0
, λ1ℵ0 ∩ ρ
1
1 and λ
2
1 ∩ ρ
2
1.
Hasse diagrams for type (CT2) congruences are more complicated, primarily because the 
order on reversals given in (5) (cf. Theorem 8.1 (iii) and Corollary 8.3) is not a total order
in general. However, one may readily visualise the  order for |X| = ℵn for small natural
numbers n. To do so, note that when |X| = ℵn, we have |X|+ = ℵn+1 and η ∈ [ℵ0,ℵn+1], so any
reversal from Rℵn is of the form
Ψ : {ℵk, . . . ,ℵn} → {1,ℵ0,ℵ1, . . . ,ℵk} for some k ∈ {0, 1, . . . , n+ 1}. (17)
Hasse diagrams of the lattices (Rℵn ,) are given in Figure 6 for n = 0, 1, 2; for convenience, in the
figure a reversal Ψ as in (17) is depicted as a tuple (Ψ(ℵk), . . . ,Ψ(ℵn)). From such a diagram, we
may deduce the Hasse diagram of (CT2) congruences by inserting appropriate copies of Figure 4;
this is done in Figure 7 for |X| = ℵ0 and ℵ1. Figure 8 gives the Hasse diagram of the entire
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ζ1
1 ℵ0
|X|+
ζ2
1
ℵ0
|X|+
N
S1
{id2}
S2
{id3}
A3
S3
{id4}
K4
Figure 5: Hasse diagram of congruences of type (CT1). Here An denotes the alternating group,
and K4 = {id4, (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3)} the Klein 4-group.
lattice Cong(MX) for |X| = ℵ2. As indicated by these diagrams, Cong(MX) has precisely one
co-atom, namely the congruence R|X| ∪ µ
|X|+
|X| =
(
λ
|X|
|X|+
∩ ρ
|X|
|X|+
)
∪ µ
|X|+
|X| , corresponding to the
greatest non-empty reversal, which is (|X|) in the above notation.
10 Properties of the lattice
In Section 8 we described the inclusion order and the meet and join operations on the congru-
ence lattices Cong(PX) and Cong(PBX). In this section, we use these descriptions to deduce
some “global” properties of the lattices. Specifically, we show that they are distributive in Sub-
section 10.1, and well quasi-ordered in Subsection 10.2; we also describe in Subsection 10.3 the
sublattice of ∗-congruences: i.e., the congruences that also preserve the involution. As usual,
throughout this section, X is an arbitrary infinite set and MX stands for either the partition
monoid PX or the partial Brauer monoid PBX .
10.1 Distributivity
We now use Theorem 8.2, which describes meets and joins of congruences on MX , to show that
the lattice Cong(MX) is distributive. In the following proof, we use the fact that totally ordered
sets are distributive lattices with meet and join given by minimum and maximum, respectively;
in particular,
min(a,max(b, c)) = max(min(a, b),min(a, c)) and max(min(a, b), a) = a,
for arbitrary a, b, c belonging to a totally ordered set.
Theorem 10.1. The congruence lattices of PX and PBX , with X infinite, are distributive.
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(1)
(ℵ0)
∅
(1, 1)
(ℵ0, 1)
(ℵ0,ℵ0) (1)
(ℵ0)
(ℵ1)
∅
(1, 1, 1)
(ℵ0, 1, 1)
(ℵ0,ℵ0, 1)
(ℵ0,ℵ0,ℵ0)
(1, 1)
(ℵ0, 1)
(ℵ0,ℵ0) (ℵ1, 1)
(ℵ1,ℵ0)
(ℵ1,ℵ1)
(1)
(ℵ0)
(ℵ1)
(ℵ2)
∅
Figure 6: Hasse diagrams of the reversal posets (Rℵn ,) for n = 0 (left), n = 1 (middle) and
n = 2 (right).
Proof. As is well known, it suffices to prove that meet distributes over join. Thus, let σ1, σ2, σ3
be any three congruences on MX , and write τ1 = σ1 ∧ (σ2 ∨ σ3) and τ2 = (σ1 ∧ σ2) ∨ (σ1 ∧ σ3).
We prove that τ1 = τ2 by showing that they have the same type, and then that the values of all
the relevant parameters are equal for the two congruences, which is accomplished by repeated
application of Theorem 8.2. We begin by observing that
η(τ1) = min(η(σ1),max(η(σ2), η(σ3))) = max(min(η(σ1), η(σ2)),min(η(σ1), η(σ3))) = η(τ2).
In particular, τ1 and τ2 are of the same type. Also, when they are of type (CT1), n(τ1) =
n(τ2). The proof that ζ1(τ1) = ζ1(τ2) and ζ2(τ1) = ζ2(τ2) is identical to the above proof for η.
Equality of the remaining parameters depends on the type of τ1 and τ2, which in turn depends on
the types of σ1, σ2, σ3. Thus there are eight cases, and in each case it is just a matter of following
through the formulas for meets and joins given in Theorem 8.2. In fact, since ∨ is commutative,
we may assume that η(σ2) ≤ η(σ3), which reduces the number of cases to six. As an illustrative
sample, we treat a couple of cases here. The other four are dealt with in a similar fashion.
If σ1 and σ2 are of type (CT1), and σ3 of type (CT2), then τ1 and τ2 are of type (CT1);
moreover, σ2 ∨ σ3 is of type (CT2), and σ1 ∧ σ2 and σ1 ∧ σ3 are of type (CT1), and we have
N(τ1) = N(σ1) = max(min(N(σ1), N(σ2)), N(σ1)) = N(τ2).
If σ1, σ2 and σ3 are all of type (CT2), then so too are τ1 and τ2, and Proposition 7.2 gives
Ψ(τ1) = Ψ(σ1) ∧ (Ψ(σ2) ∨Ψ(σ3)) = (Ψ(σ1) ∧Ψ(σ2)) ∨ (Ψ(σ1) ∧Ψ(σ3)) = Ψ(τ2).
10.2 Well quasi-orderedness
After Corollary 2.2 we made the observation that the ideals of MX are (totally) well-ordered
by inclusion. It immediately follows that the set of Rees congruences on MX has the same
property. The lattice Cong(MX) of all congruences is certainly not totally ordered by inclusion.
Nonetheless, it satisfies the following:
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Figure 7: Hasse diagram of congruences of type (CT2) for |X| equal to ℵ0 (left) and ℵ1 (right).
Theorem 10.2. The lattice of congruences of infinite PX or PBX is well quasi-ordered under
inclusion, meaning that it has no infinite strictly descending chains and no infinite antichains.
Proof. Let Cong1(MX) and Cong2(MX) be the sublattices of Cong(MX) consisting of all
congruences of type (CT1) or (CT2), respectively. Clearly it suffices to prove that these are both
wqo.
Recall that the set N = {N : N unlhd Sn for some n ∈ [1,ℵ0)} is totally ordered under ,
as defined in (15). For N ∈ N , we write n(N) for the degree of the permutations from N
(i.e., N ≤ Sn(N)). If Ψ ∈ R is a non-empty reversal, we write η(Ψ) = min(domΨ); we also
define η(∅) = |X|+.
We begin with Cong1(MX). By Theorem 8.1 (i) (cf. (16)) it is isomorphic to
C1 =
{
(N, ζ1, ζ2) : N ∈ N , n(N) ≤ 2, ζ1, ζ2 ∈ {1} ∪ [ℵ0, |X|
+]
}
∪
{
(N, ζ1, ζ2) : N ∈ N , n(N) ≥ 3, ζ1, ζ2 ∈ [ℵ0, |X|
+]
}
,
under the ordering
(N, ζ1, ζ2) ≤ (N
′, ζ ′1, ζ
′
2) ⇔ N  N
′, ζ1 ≤ ζ ′1 and ζ2 ≤ ζ
′
2.
The poset C1 is in turn a subposet of D1 = N × [1, |X|+]× [1, |X|+] under the component-wise
ordering. Since N and [1, |X|+] are wqo, so too is D1 by Lemma 7.5. It now follows that C1 is
wqo, and hence Cong1(MX) is wqo as well.
Let us now turn to Cong2(MX). By Corollary 8.3, it is isomorphic to
C2 =
{
(Ψ, ζ1, ζ2) : Ψ ∈ R, ζ1, ζ2 ∈ [η(Ψ), |X|
+]
}
,
under the ordering
(Ψ, ζ1, ζ2) ≤ (Ψ
′, ζ ′1, ζ
′
2) ⇔ Ψ  Ψ
′, ζ1 ≤ ζ ′1 and ζ2 ≤ ζ
′
2.
The poset C2 is in turn a subposet of D2 = R× [1, |X|+]× [1, |X|+] under the component-wise
ordering. SinceR and [1, |X|+] are wqo (the former by Corollary 7.7), so too isD2 by Lemma 7.5.
It now follows that C2 is wqo, and hence Cong2(MX) is wqo as well.
10.3 The ∗-congruence lattice
Recall that a congruence σ on a regular ∗-semigroup S is a ∗-congruence if it is also compatible
with the involution of S: i.e., if (x, y) ∈ σ ⇒ (x∗, y∗) ∈ σ for all x, y ∈ S. In light of the
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Figure 8: Hasse diagram of Cong(PX) ∼= Cong(PBX) where |X| = ℵ2.
identity x = x∗∗, this definition is equivalent to σ being equal to σ∗ = {(x∗, y∗) : (x, y) ∈ σ}.
The meet and join in Cong(S) of two ∗-congruences is easily checked to be a ∗-congruence, and
it follows that the set Cong∗(S) of all ∗-congruences is a sublattice of Cong(S); this also follows
from the general result that the congruence lattice of any (universal) algebra is a sublattice of
the lattice of equivalence relations on the carrier set [6, Theorem II.5.3].
For any cardinal 1 ≤ ζ ≤ |X|+, and for any normal subgroup N of some finite Sn, we have
λ∗ζ = ρζ , ρ
∗
ζ = λζ , µ
∗
ζ = µζ , R
∗
ζ = Rζ , ν
∗
N = νN .
Together with Theorems 3.1, 10.1 and 10.2, these observations quickly lead to the following:
Theorem 10.3. Let MX be either PX or PBX , where X is an infinite set, and let σ be a
congruence on MX . Then σ is a ∗-congruence if and only if ζ1(σ) = ζ2(σ). The ∗-congruence
lattice Cong∗(MX) is distributive and well quasi-ordered.
The inclusion order on ∗-congruences, and formulae for meets and joins, are of course all
still given by Theorems 8.1 and 8.2. Hasse diagrams for Cong∗(MX) are obtained from those of
Cong(MX) by replacing each layer with its vertical diagonal, as indicated in Figure 3.
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11 Minimal generation of congruences
If S is a semigroup and Ω a subset of S × S, we denote by Ω♯ the congruence on S generated
by Ω: i.e., the least congruence containing Ω. If Ω =
{
(x, y)
}
consists of a single pair, we
write (x, y)♯ = Ω♯, and refer to this as a principal congruence. The (congruence) rank of a
congruence σ, denoted crank(σ), is the least cardinality of a subset Ω ⊆ S×S such that σ = Ω♯.
In this section we explore these ideas for congruences on MX , which as usual denotes PX
or PBX for some infinite set X. Specifically, we classify the principal congruences in Subsec-
tion 11.1 (see Theorem 11.1), and we calculate the ranks of all congruences in Subsection 11.2
(see Theorems 11.3 and 11.5).
11.1 Principal congruences
The next result classifies all principal congruences (α, β)♯ on MX ; since (α, β)♯ = (β, α)♯, it
suffices to consider pairs (α, β) with rank(α) ≥ rank(β).
Theorem 11.1. Let MX be either PX or PBX , where X is an infinite set, and let α, β ∈ MX
with rank(α) ≥ rank(β).
(i) If α = β, then (α, β)♯ = ∆MX .
(ii) If n = rank(α) < ℵ0, (α, β) ∈ H and α 6= β, then (α, β)♯ = λNζ ∩ ρ
N
ζ , where N unlhd Sn is
normally generated by φ(α, β), and
ζ =
{
1 if n = 2
ℵ0 if n ≥ 3.
(iii) If n = rank(α) ≤ 1 and (α, β) 6∈ H , then (α, β)♯ = λn+1ζ1 ∩ ρ
n+1
ζ2
, where
ζ1 =
{
1 if α = β
max(ℵ0, |α △ β|
+) otherwise
and ζ2 =
{
1 if α = β
max(ℵ0, |α △ β|
+) otherwise.
(iv) If 2 ≤ n = rank(α) < ℵ0 and (α, β) 6∈ H , then (α, β)♯ = λn+1ζ1 ∩ ρ
n+1
ζ2
, where
ζ1 = max(ℵ0, |α △ β|
+) and ζ2 = max(ℵ0, |α △ β|
+).
(v) If κ = rank(α) ≥ ℵ0 and |α △ β| ≥ κ, then (α, β)♯ = λκ
+
ζ1
∩ρκ
+
ζ2
= (λκ
+
ζ1
∩ρκ
+
ζ2
)∪µ
|X|+
1 , where
ζ1 = max(κ
+, |α △ β|+) and ζ2 = max(κ
+, |α △ β|+).
(vi) If κ = rank(α) ≥ ℵ0 and 0 < |α △ β| < κ, then (α, β)♯ = µκ
+
η = (λ
η
η ∩ ρ
η
η) ∪ µκ
+
η ∪ µ
|X|+
1 ,
where η = max(ℵ0, |α △ β|
+).
Proof. First, one may check that the stated cases exhaust all possible pairs (α, β); in part (ii),
note that (α, β) ∈ H and α 6= β together imply n ≥ 2. The proof of each part then follows
the same pattern. We respectively write σ and τ for (α, β)♯ and the congruence it is claimed to
equal (each τ is a congruence by Theorem 3.1). Since (α, β) ∈ τ , we have σ ⊆ τ in all cases. To
obtain the reverse containment, we estimate the relevant parameters of σ using the information
provided by the generating pair (α, β), and then apply Theorem 8.1.
(i) This is clear.
(ii) From σ ⊆ τ , we immediately obtain n(σ) ≤ n(τ) = n. From Lemma 5.18 (with κ = n and
q = n − 1) and then Lemma 5.17 (with κ = q = n − 1), we have n(σ) ≥ n, and so n(σ) = n.
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Since N(σ) is a normal subgroup of Sn containing φ(α, β), we clearly have N(σ) ⊇ N = N(τ).
Finally, let i ∈ {1, 2}. If n ≤ 2, then clearly ζi(σ) ≥ 1 = ζi(τ); if n ≥ 3, then Lemmas 5.15
and 5.16 give ζi(σ) ≥ ℵ0 = ζi(τ).
(iii) This time Lemma 5.17 (and σ ⊆ τ) gives n(σ) = n(τ) = n + 1, and we clearly have
N(σ) ⊇ {idn+1} = N(τ). By Lemma 5.8 and transitivity, we have (α̂, β̂) ∈ σ↾D0 , and we note
that | α̂ △ β̂ | = |α △ β|. If 0 < |α △ β| < ℵ0, then ζ1(σ) ≥ 2, and so Lemma 5.15 gives
ζ1(σ) ≥ ℵ0 = ζ1(τ). Otherwise, clearly ζ1(σ) ≥ |α △ β|+ = ζ1(τ). The inequality ζ2(σ) ≥ ζ2(τ)
is dual.
(iv) The proof is essentially identical to the previous part, but noting that also ζ1(σ) ≥ ℵ0 for
|α △ β| = 0, by Lemmas 5.15 and 5.16.
(v) From σ ⊆ τ , we have η(σ) ≤ η(τ) = κ+. If rank(β) < κ = rank(α), then η(σ) ≥ κ+
by definition. If rank(β) = κ, then (α, β) ∈ σ↾Dκ ; if we had η(σ) < κ
+, then κ ≥ η(σ), so
Lemma 6.10 gives |α △ β| < κ, a contradiction; so η(σ) ≥ κ+ in this case also. Thus, regardless
of the value of rank(β), we have η(σ) = κ+ = η(τ).
Next note that since Ψ(σ) and Ψ(τ) are both maps [κ+, |X|]→ {1}∪ [ℵ0, κ+], and since Ψ(τ)
maps every element of [κ+, |X|] to 1, we clearly have Ψ(σ)  Ψ(τ).
It remains to show that ζ1(σ) ≥ ζ1(τ), the case of ζ2 being dual. By Lemma 5.16 we have
ζ1(σ) ≥ η(σ) = κ
+. The proof that ζ1(σ) ≥ |α △ β|+ is analogous to the corresponding step in
part (iii) above. It follows that ζ1(σ) ≥ max(κ+, |α △ β|+) = ζ1 = ζ1(τ).
(vi) First note that µκ
+
η = (λ
η
η ∩ ρ
η
η) ∪ µκ
+
η ∪ µ
|X|+
1 by Lemma 4.16. Again, σ ⊆ τ gives
η(σ) ≤ η(τ) = η = max(ℵ0, |α △ β|
+). For the converse, we clearly have η(σ) ≥ ℵ0, since σ
is of type (CT2) as rank(α) ≥ ℵ0. If |α △ β| < ℵ0, then it also follows that η(σ) ≥ |α △ β|+ in
this case. So now we assume that |α △ β| ≥ ℵ0. Since α ∈ Dκ and |α △ β| < κ, we must have
β ∈ Dκ as well (or else κ transversals of α would belong to α \ β). Thus, (α, β) ∈ σ↾Dκ . Taking
any disjoint subsets Y,Z ⊆ X with |Y | = κ and |Z| = |α △ β|, Lemma 6.9 gives (ǫY ∪Z , ǫY ) ∈ σ,
from which it follows that (ǫZ , ǫ∅) = (ǫY ∪ZǫZ , ǫY ǫZ) ∈ σ. But rank(ǫZ) > rank(ǫ∅), and so
η(σ) > rank(ǫZ) = |α △ β|, giving η(σ) ≥ |α △ β|+ in this case also. Thus, regardless of
the value of |α △ β|, η(σ) ≥ max(ℵ0, |α △ β|+) = η, and so η(σ) = η. From this, and using
Lemma 5.16, we also obtain ζi(σ) ≥ η(σ) = η = ζi(τ) for i = 1, 2.
Note that Ψ(σ)(κ) ≥ |α △ β|+ by definition, since (α, β) ∈ σ↾Dκ . Since |α △ β| > 0, we also
have Ψ(σ)(κ) > 1, so Lemma 5.33 gives Ψ(σ)(κ) ≥ ℵ0. Thus, Ψ(σ)(κ) ≥ max(ℵ0, |α △ β|+) = η.
Since Ψ(σ) is order-reversing, for any κ ∈ [η, κ], we have Ψ(σ)(κ) ≥ Ψ(σ)(κ) ≥ η = Ψ(τ)(κ);
since also Ψ(τ)(κ) = 1 for all κ ∈ [κ+, |X|], it follows that Ψ(σ)  Ψ(τ).
Note that the only infinite limit cardinal that can appear as a parameter in a principal
congruence is ℵ0. Specifically, we can have ζi(σ) = ℵ0 in cases (ii)–(iv), (vi), and also η(σ) = ℵ0
in case (vi).
11.2 Congruence ranks
In the next two theorems we calculate the rank of each congruence on MX . It turns out that
congruences can have infinite (even uncountable) ranks; to describe these, we require the concept
of cofinality.
Recall that a subset Q of a poset P is cofinal if for every p ∈ P , there exists q ∈ Q such
that q ≥ p. The cofinality of P , denoted cof(P ), is defined to be the least cardinality of a cofinal
subset of P . Note that if P does not have any maximal elements, then any cofinal subset Q of P
satisfies the (ostensibly stronger) condition: for every p ∈ P , there exists q ∈ Q such that q > p.
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Lemma 11.2. Suppose σ is a congruence on a semigroup S, and that σ =
⋃
p∈P σ
(p) where P is
a well-ordered chain and {σ(p) : p ∈ P} is a non-decreasing chain of proper subcongruences of σ.
Then crank(σ) ≥ cof(P ).
Proof. Suppose σ = Ω♯ where Ω ⊆ S × S and |Ω| = crank(σ). For each (x, y) ∈ Ω write
q(x, y) = min{p ∈ P : (x, y) ∈ σ(p)}, and let Q = {q(x, y) : (x, y) ∈ Ω}. We claim that Q is
cofinal in P . Indeed, suppose to the contrary that there exists p ∈ P such that q < p for all q ∈ Q:
i.e., q(x, y) < p for all (x, y) ∈ Ω. Then by the chain assumption on the subcongruences it
follows that Ω ⊆ σ(p), and hence σ = Ω♯ ⊆ σ(p), contradicting the fact that σ(p) is a proper
subcongruence. With the claim established, we have crank(σ) = |Ω| ≥ |Q| ≥ cof(P ).
If ζ is a cardinal, we write cof(ζ) = cof[0, ζ) for the cofinality of the set [0, ζ) of all cardinals
(strictly) less than ζ. Clearly cof(ζ) = 1 if ζ is a successor cardinal. If ζ is a limit cardinal, then
ℵ0 ≤ cof(ζ) ≤ ζ: for example, cof(ℵ0) = ℵ0 = cof(ℵω). The existence of uncountable cardinals ζ
with cof(ζ) = ζ is unprovable in ZFC [29, Theorem 12.12].
Note that the definition of cof(ζ) in the previous paragraph is not standard. Indeed, cof(ζ) is
usually defined to be the cofinality of the set of all ordinals less than ζ (which is in fact the usual
definition of ζ itself); see for example [29, p31]. If ζ is a limit cardinal, then the two notions
coincide. We have used the current definition so that successor cardinals will satisfy cof(ζ) = 1,
which will simplify the statements of the following theorems.
On several occasions we will use without explicit reference the following two facts:
• If ξ, ζ are cardinals with ξ < ζ, then any cofinal subset of [ξ, ζ) is also cofinal in [0, ζ), from
which it quickly follows that cof(ζ) = cof[ξ, ζ).
• If ζ is an uncountable limit cardinal, and if Ξ is cofinal in [0, ζ), then {ξ+ : ξ ∈ Ξ, ξ ≥ ℵ0}
is a cofinal subset of [ℵ0, ζ) consisting entirely of successor cardinals, and of the same size
as Ξ.
We begin with type (CT1) congruences:
Theorem 11.3. Let σ = λNζ1 ∩ ρ
N
ζ2
be a congruence on MX of type (CT1), where MX denotes
either PX or PBX for some infinite set X.
(I) If at least one of ζ1, ζ2 is an uncountable limit cardinal, then σ is not finitely generated and
crank(σ) = max
(
cof(ζ1), cof(ζ2)
)
.
(II) If neither ζ1 nor ζ2 is an uncountable limit cardinal, then σ is finitely generated and its rank
is as follows:
(a) 0 when N = S1 and ζ1 = ζ2 = 1 (i.e., σ = ∆MX ),
(b) 1 when one of the following is satisfied:
(i) N = S1 and not both ζ1, ζ2 equal 1,
(ii) N = {idn} with n ≥ 2,
(iii) N = S2 and ζ1 = ζ2 = 1,
(iv) n ≥ 3, N 6= {idn} and ζ1 = ζ2 = ℵ0,
(c) 2 when one of the following is satisfied:
(i) N = S2 and not both ζ1, ζ2 equal 1,
(ii) n ≥ 3, N 6= {idn} and not both ζ1, ζ2 equal ℵ0.
53
Proof. (II) We first assume that neither ζ1 nor ζ2 is an uncountable limit cardinal. One may con-
firm by direct inspection that under this assumption, the parameters associated to σ = λNζ1 ∩ ρ
N
ζ2
satisfy precisely one of the listed groups of constraints in (a)–(c). It is therefore sufficient to
verify that the congruences in each group have the rank as stated. In fact, part (a) is clear,
as σ = ∆MX is the least congruence, and hence is generated by ∅, while part (b) follows from
Theorem 11.1, so we just consider the remaining case.
(c) (i) Theorem 11.1 says that σ = λS2ζ1 ∩ ρ
S2
ζ2
is not principal. However, we have σ = σ1 ∪ σ2,
where σ1 = λ2ζ1 ∩ ρ
2
ζ2
and σ2 = λ
S2
1 ∩ ρ
S2
1 are both principal. It follows that crank(σ) = 2.
(c) (ii) The proof is the same as the previous case, but with σ1 = λnζ1 ∩ ρ
n
ζ2
and σ2 = λNℵ0 ∩ ρ
N
ℵ0
.
(I) We now consider the case in which at least one of ζ1, ζ2 is an uncountable limit cardinal;
by symmetry we may assume that ζ1 is. The proof splits into two parts; first showing that the
stated value of crank(σ) is a lower bound, and then an upper bound.
(≥) First note that σ =
⋃{
λNξ ∩ ρ
N
ζ2
: ξ ∈ [ℵ0, ζ1)
}
. Since the λNξ ∩ ρ
N
ζ2
form a non-decreasing
chain of proper subcongruences of σ (by Theorems 3.1 and 8.1), Lemma 11.2 says that crank(σ) ≥
cof[ℵ0, ζ1) = cof(ζ1).
If ζ2 is also an uncountable limit cardinal, then the dual of the previous argument gives
crank(σ) ≥ cof(ζ2); otherwise crank(σ) ≥ cof(ζ1) ≥ ℵ0 ≥ cof(ζ2). Thus, in either case, we have
crank(σ) ≥ max
(
cof(ζ1), cof(ζ2)
)
.
(≤) Let Ξ1 be a cofinal subset of [ℵ0, ζ1) consisting entirely of successor cardinals and having
size cof(ζ1). Define Ξ2 ⊆ [ℵ0, ζ2) analogously if ζ2 is also an uncountable limit cardinal; otherwise
let Ξ2 = {ζ2}. Then σ =
⋃{
λNκ1 ∩ ρ
N
κ2
: κi ∈ Ξi
}
, with each λNκ1 ∩ ρ
N
κ2
of rank at most 2 by
part (II). It follows that crank(σ) ≤ 2· |Ξ1| · |Ξ2| ≤ 2·cof(ζ1) ·cof(ζ2) = max
(
cof(ζ1), cof(ζ2)
)
.
We now work towards the corresponding result for type (CT2) congruences. As the statement
is even more involved than for the (CT1) congruences, it will be convenient to first identify the
cases that need to be considered, and we do this in the next lemma. For the proof, and for later
use, note that if σ is a congruence of type (CT2) with η(σ) = ℵ0, then from ξk < · · · < ξ1 and
ξ1, . . . , ξk ∈ {1} ∪ [ℵ0, η], it follows that k ≤ 2, and that σ has one of the forms
σ = (λℵ0ζ1 ∩ ρ
ℵ0
ζ2
)∪ µη1ℵ0 ∪ µ
|X|+
1 or σ = (λ
ℵ0
ζ1
∩ ρℵ0ζ2 )∪ µ
|X|+
ℵ0
or σ = (λℵ0ζ1 ∩ ρ
ℵ0
ζ2
)∪ µ
|X|+
1 . (18)
Lemma 11.4. The parameters associated to a congruence σ = (ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk
ξk
of
type (CT2) satisfy precisely one of the following three conditions:
(I) at least one of the following two conditions hold:
(I.1) at least one of η, ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk is an uncountable limit cardinal, or
(I.2) k = 1, η = ℵ0 and ξ1 = 1 (i.e., σ = λ
ℵ0
ζ1
∩ ρℵ0ζ2 ),
(II) η = ξ1 = ℵ0 and none of ζ1, ζ2, η1 is an uncountable limit cardinal, or
(III) none of ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk is an uncountable limit cardinal, and η is not a limit
cardinal.
Proof. First we show that at least one of (I)–(III) holds. To do so, suppose (I.1), (II) and (III)
do not hold. Combining the negations of (I.1) and (III), we have η = ℵ0 and so σ has one of
the forms in (18). Combining this with the negations of (I.1) and (II), it follows that ξ1 = 1 and
so σ is of the third form listed in (18), meaning that (I.2) holds.
The following pairs are clearly mutually exclusive: (I.1) and (III); (I.2) and (II); (I.2) and (III);
(II) and (III). That (I.1) and (II) are also mutually exclusive follows from (18).
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Note in passing that while conditions (I), (II) and (III) above are mutually exclusive, the
two sub-conditions (I.1) and (I.2) are not. Here now is the result giving ranks of type (CT2)
congruences, with the subdivisions taken from the conditions in Lemma 11.4.
Theorem 11.5. Let σ = (ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk
ξk
be a congruence on MX of type (CT2),
where MX denotes either PX or PBX for some infinite set X.
(I) If at least one of the following two conditions hold:
(I.1) at least one of η, ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk is an uncountable limit cardinal, or
(I.2) k = 1, η = ℵ0 and ξ1 = 1 (i.e., σ = λ
ℵ0
ζ1
∩ ρℵ0ζ2 ),
then σ is not finitely generated and
crank(σ) = max
(
cof(η), cof(ζ1), cof(ζ2), cof(ξ1), . . . , cof(ξk), cof(η1), . . . , cof(ηk)
)
.
(II) If η = ξ1 = ℵ0, and if none of ζ1, ζ2, η1 is an uncountable limit cardinal, then σ is finitely
generated and
crank(σ) =
{
1 if ζ1 = ζ2 = ℵ0
2 otherwise.
(III) If none of ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk is an uncountable limit cardinal, and if η is not a limit
cardinal, then σ is finitely generated and its rank is as follows:
(a) k − 1 when k ≥ 2, ξk = 1 and ξ1 = ζ1 = ζ2 = η,
(b) k when one of the following holds:
(i) k = 1 and ξ1 = 1 (including the case in which σ = ∇MX ),
(ii) ξk 6= 1 and ξ1 = ζ1 = ζ2 = η,
(iii) k ≥ 2, ξk = 1 and at least one of ξ1, ζ1, ζ2 does not equal η,
(c) k + 1 when ξk 6= 1 and at least one of ξ1, ζ1, ζ2 does not equal η.
Proof. Throughout the proof, we write
σ0 = λ
η
ζ1
∩ ρηζ2 and σi = µ
ηi
ξi
for each 1 ≤ i ≤ k.
Note that σ0, σ1, . . . , σk are all congruences, but they need not be relatively incomparable in
general; for example, if ξk = 1 then σk = ∆MX is contained in each of the other σi. We also
write
̂
σi =
⋃
j 6=i σj for each 0 ≤ i ≤ k. These are also congruences; specifically, we have
̂
σi =

∆MX if i = 0 and ξ1 = 1
(λξ1ξ1 ∩ ρ
ξ1
ξ1
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk
ξk
if i = 0 and ξ1 6= 1
(ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηi−1
ξi−1
∪ µ
ηi+1
ξi+1
∪ · · · ∪ µηkξk if 1 ≤ i ≤ k − 1,
(ληζ1 ∩ ρ
η
ζ2
) ∪ µη1ξ1 ∪ · · · ∪ µ
ηk−1
ξk−1
∪ µηk1 if i = k.
(19)
Note that we used Lemma 4.16 in the case of i = 0 and ξ1 6= 1. We begin with the second part.
(II) Suppose η = ξ1 = ℵ0 and none of ζ1, ζ2, η1 is an uncountable limit cardinal. Here σ has
one of the first two forms in (18). In fact, since µ1 = ∆MX , these may both be simplified to
σ = (λℵ0ζ1 ∩ ρ
ℵ0
ζ2
) ∪ µη1ℵ0 . If ζ1 = ζ2 = ℵ0, then σ is principal by Theorem 11.1 (vi). Suppose now
that at least one of ζ1, ζ2 is uncountable. By again consulting Theorem 11.1 we see that σ is not
principal. However, by Theorem 8.2 (ii) we have σ = τ1 ∨ τ2 where τ1 = (λ
ℵ0
ℵ0
∩ ρℵ0ℵ0) ∪ µ
η1
ℵ0
and
τ2 = λ
1
ζ1
∩ ρ1ζ2 . Since τ1 and τ2 are both principal by Theorem 11.1, it follows that crank(σ) = 2.
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(III) Suppose next that none of ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk is an uncountable limit cardinal, and
that η is not a limit cardinal. First, one may check that the parameters associated to σ satisfy
exactly one of the stated sets of constraints. The proof splits into two parts; first showing that
the stated value of crank(σ) is a lower bound, and then an upper bound.
(≥) For any 0 ≤ i ≤ k, we have σ = σi ∪
̂
σi, with σi and
̂
σi both congruences. In particular,
if
̂
σi is properly contained in σ for some i, then any generating set for σ must contain at least
one element of σi \
̂
σi. Noting that σi \
̂
σi and σj \
̂
σj are disjoint when i 6= j, to show that the
stated value of crank(σ) is a lower bound, it suffices to show that the set of all such i has size at
least this stated value. From (19), one may easily check that:
• in case (a),
̂
σ1, . . . ,
̂
σk−1 are all properly contained in σ,
• in case (b) (i),
̂
σ0 is properly contained in σ,
• in case (b) (ii),
̂
σ1, . . . ,
̂
σk are all properly contained in σ,
• in case (b) (iii),
̂
σ0, . . . ,
̂
σk−1 are all properly contained in σ,
• in case (c),
̂
σ0, . . . ,
̂
σk are all properly contained in σ.
In each case, this leads to the desired lower bound.
(≤) Since σ = σ0 ∪ σ1 ∪ · · · ∪ σk, and since each σi is principal by Theorem 11.1, it fol-
lows that crank(σ) ≤ k + 1. This deals with case (c). If ξk = 1, then σk = ∆MX , and so
σ = σ0 ∪ σ1 ∪ · · · ∪ σk−1, giving crank(σ) ≤ k in this case; this deals with (b) (i) and (b) (iii).
If ξ1 = ζ1 = ζ2 = η, then σ0 = λ
ξ1
ξ1
∩ ρξ1ξ1 ⊆ µ
ξ1
ξ1
⊆ µη1ξ1 = σ1, using Lemma 4.7 (ix) for the first
inclusion, so that σ = σ1∪· · ·∪σk, giving crank(σ) ≤ k in this case; this deals with (b) (ii). Com-
bining the previous two sentences, we have σ = σ1∪· · ·∪σk−1 in case (a), giving crank(σ) ≤ k−1
in this case.
(I) Suppose first that (I.2) holds but not (I.1), so that σ = λℵ0ζ1 ∩ ρ
ℵ0
ζ2
with neither ζ1 nor ζ2 an
uncountable limit cardinal. Here we must show that crank(σ) = ℵ0. Now,
σ =
⋃
n∈[3,ℵ0)
(λnζ1 ∩ ρ
n
ζ2
),
so Lemma 11.2 gives crank(σ) ≥ cof[3,ℵ0) = ℵ0. On the other hand, Theorem 11.1 (iv) says
that each λnζ1 ∩ ρ
n
ζ2
is principal, and it follows that crank(σ) ≤ ℵ0.
For the rest of the proof we assume that condition (I.1) holds. As in Part (III), we separately
establish that the stated value is both a lower and an upper bound for crank(σ).
(≥) We must show that crank(σ) ≥ cof(κ) for each κ ∈ {η, ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk}. In fact
it suffices to do so for every such κ that happens to be an uncountable limit cardinal; indeed,
at least one such κ exists by assumption, and for any κ′ ∈ {η, ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk} that is
not an uncountable limit cardinal we then have crank(σ) ≥ cof(κ) ≥ ℵ0 ≥ cof(κ′).
Case 1. First suppose some ξi is an uncountable limit cardinal. For the possibility that i = k,
it will be convenient (only here) to define ξk+1 = ℵ0. Since ξi+1 < ξi, and since ξi is a limit
cardinal, the interval [ξ+i+1, ξi) is non-empty. For each κ ∈ [ξ
+
i+1, ξi), let
σ(κ) =
̂
σi ∪ µ
ηi
κ = (λ
η
ζ1
∩ ρηζ2) ∪ µ
η1
ξ1
∪ · · · ∪ µ
ηi−1
ξi−1
∪ µηiκ ∪ µ
ηi+1
ξi+1
∪ · · · ∪ µηkξk .
All σ(κ) are congruences by Theorem 3.1, and they form a non-descending chain by Theorem 8.1.
Since clearly σ =
⋃
κ∈[ξ+i+1,ξi)
σ(κ), Lemma 11.2 then gives crank(σ) ≥ cof[ξ+i+1, ξi) = cof(ξi).
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Case 2. If some ηi is an uncountable limit cardinal, then we use the same argument as the
previous case, but with σ(κ) =
̂
σi ∪ µ
κ
ξi
for each κ ∈ [η+i−1, ηi), keeping in mind η0 = η.
Case 3. Next suppose η is an uncountable limit cardinal. If η = ξ1, then crank(σ) ≥ cof(η) by
Case 1, so suppose η > ξ1. Then we take σ(κ) =
̂
σ0 ∪ (λ
κ
ζ1
∩ ρκζ2) for each κ ∈ [ξ
′
1, η), where
ξ′1 = max(ξ1,ℵ0).
Case 4. Finally suppose ζ1 is an uncountable limit cardinal (the case of ζ2 is dual). If ζ1 = η,
then crank(σ) ≥ cof(ζ1) by Case 3, so suppose ζ1 > η. Then we take σ(κ) =
̂
σ0 ∪ (λ
η
κ ∩ ρ
η
ζ2
) for
each κ ∈ [η, ζ1).
(≤) Since at least one of η, ζ1, ζ2, ξ1, . . . , ξk, η1, . . . , ηk is a limit cardinal, it follows that the
maximum of their cofinalities is infinite and is equal to the sum of all their cofinalities. Hence,
since crank(σ) ≤
∑k
i=0 crank(σi), it is sufficient to show that
crank(σ0) ≤ cof(η) + cof(ζ1) + cof(ζ2), (20)
crank(σi) ≤ cof(ξi) + cof(ηi) for i = 1, . . . , k. (21)
We begin with (20). If each κ ∈ {η, ζ1, ζ2} is a successor cardinal, then crank(σ0) = 1 by
Theorem 11.1 (v), and (20) follows trivially; so we assume that at least one such κ is a limit
cardinal, noting that cof(κ) ≥ ℵ0 for this κ. We now define three sets Ξη, Ξζ1 and Ξζ2 as follows.
If η = ℵ0 we set Ξη = [0,ℵ0), if η is a successor cardinal we set Ξη = {η}, and otherwise
we let Ξη be a cofinal subset of [ℵ0, η) of cardinality cof(η) consisting of successor cardinals.
Similarly, for i = 1, 2, we let Ξζi be a cofinal subset of [ℵ0, ζi) of cardinality cof(ζi) consisting
of successor cardinals if ζi is an uncountable limit cardinal, and Ξζi = {ζi} otherwise (including
the case of ζi = ℵ0). Note that |Ξκ| ≤ cof(κ) for each κ ∈ {η, ζ1, ζ2}. Now,
σ0 = λ
η
ζ1
∩ ρηζ2 =
⋃{
λη
′
ζ′
1
∩ ρη
′
ζ′
2
: η′ ∈ Ξη, ζ
′
1 ∈ Ξζ1 , ζ
′
2 ∈ Ξζ2 , ζ
′
1, ζ
′
2 ≥ η
′
}
,
with each congruence λη
′
ζ′
1
∩ ρη
′
ζ′
2
of rank at most 2 by Theorem 11.1 (v) or Theorem 11.3 (II).
Thus,
crank(σ0) ≤
∑{
crank(λη
′
ζ′
1
∩ ρη
′
ζ′
2
) : η′ ∈ Ξη, ζ
′
1 ∈ Ξζ1 , ζ
′
2 ∈ Ξζ2 , ζ
′
1, ζ
′
2 ≥ η
′
}
≤ 2 · |Ξη| · |Ξζ1 | · |Ξζ2 | ≤ 2 · cof(η) · cof(ζ1) · cof(ζ2) = cof(η) + cof(ζ1) + cof(ζ2),
as required.
The proof of (21) is similar. If ξi = 1, then σi = ∆MX and (21) holds trivially, so we assume
that ξi is infinite, noting that ηi > η ≥ ξi ≥ ℵ0. Let Ξξi = {ξi} if ξi is not an uncountable limit
cardinal; otherwise, let Ξξi be a cofinal subset of [ℵ0, ξi) consisting of successor cardinals and
having size cof(ξi). Let Ξηi = {ηi} if ηi is a successor cardinal; otherwise ηi is an uncountable
limit cardinal, and we let Ξηi be a cofinal subset of [ξ
+
i , ηi) consisting of successor cardinals and
having size cof(ηi). Note that every element of Ξξi is less than every element of Ξηi . Now,
σi = µ
ηi
ξi
=
⋃{
µη
′
ξ′ : ξ
′ ∈ Ξξi , η
′ ∈ Ξηi
}
,
with each congruence µη
′
ξ′ principal by Theorem 11.1 (vi). Thus,
crank(σi) ≤ |Ξξi | · |Ξηi | ≤ cof(ξi) · cof(ηi) ≤ cof(ξi) + cof(ηi).
This completes the proof of (21), and indeed of the entire theorem.
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Theorem 12.1 [17, Theorems 5.4, 6.1]
λS11 ∩ ρ
S1
1 = ∆Mn µ0 = ∆Mn
λS12n ∩ ρ
S1
1 λ0
λS11 ∩ ρ
S1
2n ρ0
λ
{id2}
1 ∩ ρ
{id2}
1 µ1
λ
{id2}
2n ∩ ρ
{id2}
1 λ1
λ
{id2}
1 ∩ ρ
{id2}
2n ρ1
λS21 ∩ ρ
S2
1 µS2
λS22n ∩ ρ
S2
1 λS2
λS21 ∩ ρ
S2
2n ρS2
λN2n ∩ ρ
N
2n RN , {idq} 6= N unlhd Sq, 2 ≤ q ≤ n
λ
{idq}
2n ∩ ρ
{idq}
2n Rq−1, 1 ≤ q ≤ n
Table 1: The correspondence between (non-universal) congruences on Pn and PBn listed in
Theorem 12.1 and those from [17, Theorems 5.4 and 6.1].
12 Other diagram monoids and transformation monoids
In this section we present the historically earlier results classifying the congruences on finite
diagram monoids (Subsection 12.1) and on finite and infinite transformation monoids (Subsec-
tion 12.2), within the conceptual and notational framework developed in this paper, and we
compare the respective congruence lattices. We conclude by discussing some possible directions
for further research (Subsection 12.3).
12.1 Finite diagram monoids
Congruences on finite partition and partial Brauer monoids were classified in [17], alongside
several other finite diagram monoids including Brauer and Temperley-Lieb monoids. In the
following theorem we provide a translation of [17, Theorems 5.4 and 6.1] using the terminology
of this article. The salient points are that only congruences of type (CT1) are present (plus
the universal congruence of course), and that the dimensions of layers are cut down to just
2 × 2 and singletons. When X = {1, . . . , n} we write Pn for PX , and so on, and we note that
|α △ β|, |α △ β| < 2n for all α, β ∈ Pn.
Theorem 12.1. Let n ∈ N, n ≥ 2, and let Mn stand for Pn or PBn. The distinct congruences
on Mn are precisely the universal congruence ∇Mn, and the congruences λ
N
ζ1
∩ ρNζ2 where
• N unlhd Sq for some 1 ≤ q ≤ n,
• ζ1, ζ2 ∈ {1, 2n} if q ≤ 2,
• ζ1 = ζ2 = 2n if q ≥ 3.
The lattice Cong(Mn) is shown in Figure 9. The ∗-congruences are those with ζ1 = ζ2, and
these are represented by white vertices in the figure.
As a further aid, we provide a translation between Theorem 12.1 and [17, Theorems 5.4
and 6.1] in Table 1.
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ζ1
1
2n
ζ2
1
2n
N
S1
{id2}
S2
{id3}
A3
S3
Sn
∇Mn
Figure 9: Hasse diagram of Cong(Pn) and Cong(PBn) for n ∈ N, n ≥ 2. See Theorem 12.1 for
more details; cf. Figure 5 and [17, Figure 5].
12.2 Full transformation monoids
The full transformation monoid TX is the monoid of all transformations of the set X (i.e.,
all functions X → X) under composition. Congruences on full transformation monoids were
classified by Mal’cev [1,40]. Clifford and Preston present a very nice account of Mal’cev’s results
in [7, Section 10.8], and it has in fact to a great extent served as a motivation and a guide
for our work. An even more modern account, but restricted to the finite case, can be found
in [21, Section 6.3]. In what follows we explain how Clifford and Preston’s rendering of Mal’cev’s
results for both the finite and infinite cases can be couched in our terminology.
As in [15, Section 2], for us a transformation α on a set X will be a special kind of partition,
namely one in which every block has the form A ∪ {b′}, where A ⊆ X and b ∈ X, including the
possibility that A = ∅. Equivalently, α ∈ PX is a transformation if and only if dom(α) = X
and coker(α) = ∆X . The set of all such transformations is a submonoid of PX isomorphic to
the full transformation monoid TX ; thus, from now on, we will identify TX with this submonoid.
When X = {1, . . . , n} we write Tn for TX .
In what follows we will use all the notation developed for PX as restricted to TX , in particular
the J = D-classes Dξ for 1 ≤ ξ ≤ |X|, ideals Iξ for 1 ≤ ξ ≤ |X|+ (noting that I1 = ∅ since the
minimal rank of a transformation is 1), and relations such as
• Rξ = ∆TX ∪ (Iξ × Iξ) for 1 ≤ ξ ≤ |X|
+, including R1 = ∆TX and R|X|+ = ∇TX ,
• RN = Rq ∪ νN for finite 1 ≤ q ≤ |X| and N unlhd Sq, including RS1 = ∆TX .
Note that TX is not closed under the involution of PX ; in fact, TX has no involution at all, as
evidenced by the fact that the bottom D-classD1 has more L -classes than R-classes, so there are
no ∗-congruences to speak of. The congruences on Tn for n ∈ N are listed in [7, Theorem 10.68],
which can readily be translated into our notation as follows:
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Theorem 12.2. The distinct congruences of the full transformation monoid Tn for n ∈ N, n ≥ 2,
are precisely the universal congruence ∇Tn, and the congruences RN for N unlhd Sq (1 ≤ q ≤ n).
The lattice Cong(Tn) is a chain.
It is worthy of note that the parameters ζ1 and ζ2 play no role in the description of congruences
on finite TX , and this will also be the case for infinite X. This is in fact not surprising at all
for ζ2, because |α △ β| = 0 for all α, β ∈ TX . The irrelevance of ζ1 is only a little less obvious:
indeed, since transformations have no upper non-transversals, |α △ β| < 2η for all α, β ∈ Iη, and
hence ληζ = Rη for infinite ζ ≥ η. Together, these two observations imply that λ
η
ζ1
∩ ρηζ2 = Rη for
infinite ζ1, ζ2 ≥ η. (We also have α = {X} for all α ∈ D1 = I2, so even the fact that ζ1, ζ2 are
allowed to be 1 when η ≤ 2 plays no role in the lower part of Cong(TX).)
When X is infinite, TX still has congruences of the form RN (for N unlhd Sn with 1 ≤ n < ℵ0),
but there are further congruences involving a parameter Clifford and Preston call the difference
rank. For α ∈ TX and x ∈ X we write xα = y, where y′ is the unique element of X ′ that belongs
to the block of α containing x; for a subset Z ⊆ X we write Zα = {zα : z ∈ Z}. For α, β ∈ TX ,
let
X0 = X0(α, β) = {x ∈ X : xα 6= xβ},
and then define the difference rank
drank(α, β) = max
(
|X0α|, |X0β|
)
.
Let us immediately record the following relationship between drank(α, β) and |α △ β|:
Lemma 12.3. For arbitrary α, β ∈ TX we have
drank(α, β) ≤ |α △ β| ≤ 4 drank(α, β).
In particular, if either drank(α, β) or |α △ β| is zero or infinite, then drank(α, β) = |α △ β|.
Proof. It suffices to prove the claimed inequalities. First note that for any b ∈ X0α, the block
of α containing b′ does not belong to β; it quickly follows that |X0α| ≤ |α \ β|. Combining this
with its dual yields
drank(α, β) = max
(
|X0α|, |X0β|
)
≤ |X0α|+ |X0β| ≤ |α \ β|+ |β \ α| = |α △ β|,
establishing the first inequality. To prove the second, let
Y = {b ∈ X : the block of α containing b′ does not belong to β},
noting that |Y | = |α \ β|. Let b ∈ Y , and let the blocks of α and β containing b′ be A ∪ {b′}
and C ∪ {b′}, respectively. Since A 6= C, we have either A 6⊆ C or C 6⊆ A. In the former case,
∅ 6= A \C ⊆ X0 and so b ∈ X0α; similarly, in the latter case we have b ∈ X0β. This shows that
Y ⊆ X0α ∪X0β, and so |α \ β| = |Y | ≤ |X0α|+ |X0β| ≤ 2 drank(α, β). Adding this to its dual
completes the proof.
For ξ ∈ {1} ∪ [ℵ0, |X|+] Clifford and Preston define a relation
∆ξ =
{
(α, β) ∈ TX × TX : drank(α, β) < ξ
}
,
in terms of which [7, Theorem 10.72] asserts that, in addition to the congruences of the form RN ,
the remaining non-universal congruences on infinite TX all have the form
Rη1 ∪ (∆ξ1 ∩Rη2) ∪ · · · ∪ (∆ξk−1 ∩Rηk) ∪∆ξk , (22)
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where k ≥ 1, ξk < ξk−1 < · · · < ξ1 ≤ η1 < η2 < · · · < ηk ≤ |X|, and all ξi, ηi are infinite with
the possible exception of ξk = 1. By Lemma 12.3, it immediately follows that ∆ξ = µξ for any
ξ ∈ {1} ∪ [ℵ0, |X|
+]. In particular, ∆ξ is a congruence on TX for any such ξ (cf. Lemma 4.15), a
fact that is not proved explicitly by Mal’cev, and which Sullivan notes is “not entirely obvious”;
see the first footnote on [1, p240]. In order to avoid confusion with diagonal relations, we will
continue to denote this relation by µξ.
In light of the above discussion (and renaming η1, η2, . . . , ηk as η, η1, . . . , ηk−1 in (22), and
defining ηk = |X|+), it follows that [7, Theorems 10.68, 10.72] can be re-stated as follows:
Theorem 12.4. The distinct congruences on the full transformation monoid TX , for X infinite,
are precisely the universal congruence ∇TX , and the following:
(i) RN , where N unlhd Sn, n ∈ [1,ℵ0),
(ii) Rη ∪ µ
η1
ξ1
∪ · · · ∪ µηkξk , where
• k ≥ 1, η ∈ [ℵ0, |X|], η1, . . . , ηk ∈ [η, |X|
+], ξ1, . . . , ξk ∈ {1} ∪ [ℵ0, η], and
• ξk < · · · < ξ1 ≤ η < η1 < · · · < ηk−1 < ηk = |X|
+.
Theorem 8.1 can easily be adapted to characterise the inclusion order on congruences of TX ;
we omit the details. As another comparison between Theorems 3.1 and 12.4, one can observe
the following relationships between the lattices Cong(PX) and Cong(TX).
(i) Cong(TX) embeds as a sublattice into Cong(PX), where the embedding maps any congru-
ence of TX listed in Theorem 12.4 to the congruence of PX with the same description in
Theorem 3.1 (noting that RN = λN|X|+ ∩ ρ
N
|X|+ and Rη = λ
η
|X|+
∩ ρη
|X|+
in PX for suitable N
and η).
(ii) Cong(TX) is a quotient of Cong(PX). An epimorphism Cong(PX)→ Cong(TX) is given by
mapping any congruence of PX listed in Theorem 3.1 to the congruence of TX with the same
parameters (noting that λNζ1 ∩ ρ
N
ζ2
= RN in TX , etc., as observed above). The kernel classes
of this epimorphism are precisely the layers of Cong(PX) as defined in Section 9.
(iii) It follows from (i) (or (ii)) and Theorem 10.2 that Cong(TX) is well quasi-ordered; we are
not aware of any previous proof of this fact.
(iv) It follows from (i) (or (ii)) and Theorem 10.1 that Cong(TX) is distributive. This was already
observed by Clifford and Preston in [7, Theorem 10.77], as a consequence of the meet and
join operations on Cong(TX) being precisely intersection and union. The latter is not the
case in Cong(PX); for example, the union of the congruences λ11 and ρ
1
1 is not a congruence.
(v) The congruences on infinite TX listed in Theorem 12.4 (i) form a chain isomorphic to (N ,),
as defined in Subsection 8.2; thus, the structure of this part of the lattice Cong(TX) is
independent of |X|, in contrast to the situation for PX and PBX . The remaining congruences
(including ∇TX ) form a lattice isomorphic to (R,), as defined in Section 7. Figure 10 shows
the lattice Cong(TX) in the case that |X| = ℵ2; cf. Figures 6 and 8.
12.3 Other monoids
Another significant monoid of transformations is the symmetric inverse monoid IX . It consists
of all partial bijections on X, which for us will be partitions from PX (indeed, from PBX)
with two-element transversals and singleton non-transversals. Equivalently, IX consists of all
partitions α satisfying ker(α) = coker(α) = ∆X ; cf. [15, Section 2]. When X = {1, . . . , n} we
write In for IX .
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Figure 10: Hasse diagram of Cong(TX) ∼= Cong(IX) when |X| = ℵ2. The inclusion relation is
directed left-to-right.
Congruences on IX were characterised by Liber [38] using a similar approach to Mal’cev [40];
see also [50] for a proof using specialised techniques for inverse semigroups, and [21, Section 6.3]
for a recent treatment in the finite case. Note that the involution in PX restricts to the ordinary
inversion operation in IX ; since any semigroup congruence on an inverse semigroup is automat-
ically compatible with inversion, any congruence on IX is a ∗-congruence. In our terminology,
the results are as follows:
Theorem 12.5. The distinct congruences of the symmetric inverse monoid In for n ∈ N, n ≥ 2,
are precisely the universal congruence ∇In, and the congruences RN for N unlhd Sq (1 ≤ q ≤ n).
The lattice Cong(In) is a chain isomorphic to Cong(Tn).
Theorem 12.6. The distinct congruences on the symmetric inverse monoid IX, for X infinite,
are precisely the universal congruence ∇IX , and the following:
(i) RN , where N unlhd Sn, n ∈ [1,ℵ0),
(ii) Rη ∪ µ
η1
ξ1
∪ · · · ∪ µηkξk , where
• k ≥ 1, η ∈ [ℵ0, |X|], η1, . . . , ηk ∈ [η, |X|
+], ξ1, . . . , ξk ∈ {1} ∪ [ℵ0, η], and
• ξk < · · · < ξ1 ≤ η < η1 < · · · < ηk−1 < ηk = |X|
+.
The lattice Cong(IX) is isomorphic to Cong(TX).
Although at least two proofs of the latter result already exist [38,50], we note that the method
in the current paper yields yet another:
Sketch of proof. That the listed relations are congruences follows from the fact that they are
restrictions of their counterparts from PX . To prove that every congruence of IX is among those
listed, one needs to go through the argument presented in Sections 5 and 6 and check that it
holds for IX . This is accomplished by checking that all the partitions constructed in the course
of the proof are in fact partial bijections, provided that the given partitions are partial bijections
to begin with. In fact, many of the arguments simplify radically during this process, for instance
due to the fact that α̂ = ǫ∅ for all α ∈ IX .
Using duality in category theory, FitzGerald and Leech introduced the dual symmetric inverse
monoid JX in [20]; this monoid consists of all block bijections on X: i.e., all bijections between
quotient sets of X. As in [41] and [15, Section 2], JX may be identified with the submonoid
of PX consisting of all partitions α with dom(α) = codom(α) = X: i.e., all partitions with no
non-transversals. Congruences on finite JX were classified in [34], and the statement is analogous
to Theorem 12.5. It would be interesting to apply the methods in the current paper to the
infinite case (which, as far as the authors are aware, has not previously been considered); note
that the λ/ρ relations would play no role here, for the same reason as in TX .
The monoid FX of all uniform block bijections [18, 20] also seems very worthy of attention;
a block bijection
(
Ai
Bi
)
from JX is uniform if |Ai| = |Bi| for all i. The monoid FX may also
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(1, 1, 1, 1)
(2, 1, 1)
(3, 1) (2, 2)
(4)
(1, 1, 1, 1, 1)
(2, 1, 1, 1)
(3, 1, 1)(2, 2, 1)
(4, 1) (3, 2)
(5)
Figure 11: Hasse diagrams of the lattice Cong(Fn) and the poset of integer partitions of n, for
n = 4 (left) and n = 5 (right). Rees congruences are indicated by white or gray vertices for
principal and non-principal ideals, respectively.
be characterised as the submonoid of JX generated by all idempotents and units [20, Propo-
sition 3.1]. While the monoid FX has many similarities with JX (and IX , PX , etc.), it has a
far more complicated ideal structure; indeed, while the ideals of JX form a chain, this not true
in FX . Even in the finite case, the poset of principal ideals of Fn is isomorphic to the poset of
all integer partitions of n under the reverse refinement order; cf. [20, Section 3]. This poset is
shown in Figure 11 for n = 4, 5. Furthermore, maximal subgroups of FX are direct products of
symmetric groups of various degrees, rather than simply being individual symmetric groups. All
of this leads to a very non-linear lattice structure. However, computational evidence suggests
the situation might be amenable to the kind of analysis carried out in this paper and in [17].
Figure 11 gives Hasse diagrams of Cong(F4) and Cong(F5), calculated using GAP [48].
As noted in [12, p6] and [19, p277], the partial transformation monoid PTX (which consists
of all partial transformations of X) does not canonically embed in PX in the way that TX and IX
do. Nevertheless, the methods of the current paper could certainly be adapted to recover the
known description of Cong(PTX) given by Šutov [51].
Congruences on several other families of monoids could potentially be explored using the
methods developed here and in [17]: examples include (finite and infinite) twisted diagram
monoids [4, 9], rook partition monoids [23], monoids of partitioned binary relations [45] and
the submonoids of PX and PBX generated by all idempotents and units [13–15]. The latter
submonoids of PX and PBX are analogous to the submonoid FX of JX discussed above, and the
elements of these submonoids may be characterised in terms of a property similar to uniformity of
block bijections; see [14, Theorem 6.1] and [15, Theorem 33]. Congruences on the corresponding
submonoid of TX were classified in [42].
There are also infinite analogues of the planar partition monoid PPn and the Motzkin mon-
oid Mn considered in [17, Section 7]. Suppose (X,≤) is a totally ordered set. We first extend ≤
to a total order on X ∪ X ′ by further defining x ≤ y′ for all x, y ∈ X, and x′ ≤ y′ ⇔ y ≤ x.
(For example, if X = {1, . . . , n} with the usual order, then we have 1 < · · · < n < n′ < · · · < 1′.)
We say a partition α ∈ PX is planar if we never have a < x < b < y where a, b ∈ A and x, y ∈ B
for distinct blocks A and B of α. It follows from [17, Lemma 7.1] that when X = {1, . . . , n} this
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is equivalent to there being a graphical representation of α where the edges are drawn within
the rectangle spanned by the vertices and do not intersect; thus, in Figure 1 for example, β is
planar but α is not. One may show that the set PP(X,≤) of all planar partitions is a submonoid
of PX . Note that the structure of PP(X,≤) depends crucially on the ordering on X, and not
just its size; for example, taking X to be N = {0, 1, 2, . . .} or Z = {. . . ,−2,−1, 0, 1, 2, . . .} under
the usual orderings, all subgroups of PP(N,≤) are trivial, while PP(Z,≤) contains infinite cyclic
groups. One may also define an infinite Motzkin monoid M(X,≤) = PP(X,≤) ∩ PBX ; all of the
partitions in Figure 2 belong to M(N,≤). It would be interesting to study these monoids, even in
fairly “controlled” cases, for example when (X,≤) is well-ordered, or when X is some subset of
the reals or rationals under the usual order.
It would also be interesting to study congruences on the ideals of PX or PBX (or any of the
other monoids discussed above), considered as semigroups in their own right. Indeed, the current
paper and [17] treats the ideal I|X|+ , while the congruences on the ideal I1 are easily described
since I1 = D0 is a rectangular band. It is not clear whether congruences on Iξ for 2 ≤ ξ ≤ |X|
will all be restrictions of congruences on PX , or whether extra congruences can arise.
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