Abstract. The semi-smooth Newton method for optimal control problems for systems of partial differential equations with polygonal constraints on the controls is developed. The Newton derivatives are characterized for the case of systems of dimension two, superlinear convergence is verified, and a simple proof-of-concept numerical example is provided.
Introduction
In recent years optimal control problems governed by partial differential equations with pointwise constraints on the controls has received a considerable amount of attention. The challenge consists in finding efficient numerical methods in spite of the non-smoothness that is introduced due to the inequality constraints and, from the point of view of numerical analysis, to obtain rate of convergence results for finite dimensional approximations.
The numerical realization of optimal control problems with constraints on the control can advantageously be performed with semi-smooth Newton methods or, equivalently by the primal dual active set method. We refer to [4, 6, 9, 10] , and the references cited there. An alternative approach is based on interior point methods. It was analyzed, for example in [15, 19] . Convergence analysis for finite dimensional approximations was carried out in [8, 13, 14, 17] , for example. For diffusion type problems, the semi-smooth Newton methods differently from interior point methods relies on a penalty or barrier parameter. The contributions mentioned above focused, for the most part, on the case of scalar valued controls with unilateral or bilateral constraints. In case of vector valued controls which appear for the controls of the Navier Stokes equations, for example, the constraints where of separable type.
There are only few papers which deal with the case of mixed control constraints. In [11] , the semi-smooth Newton methods was investigated for a pointwise Euclidean norm constraint and in [5] , a class of affine control constraints, where the number of equations characterizing the constraints is no large than the number of controls, was studied. Second order sufficient optimality conditions for general convex control constraints were obtained in [18] . In this paper, we analyze the semi-smooth Newton method for constraints of polygonal type, a topic that has not been treated before. We suppose that Ω is a bounded domain in R d and that state and control vectors map from Ω to R l . We assume l = 2 in this paper and we expect that a generalization of our approach the case of l−dimensional controls is possible.
The control variables ⃗ u are supposed to satisfy pointwise polygonal constraints ⃗ u(x) ∈ K, for a.e. x ∈Ω ⊂ Ω, where K ⊂ R 2 is a convex, closed polygon.
At the end of this section the constraints will be expressed by means of inequalities.
The cost-functional is chosen to be quadratic:
is given andΩ is a subdomain of Ω where the controls are localized. The equation constraint is chosen as elliptic system in Ω with zero Dirichlet boundary conditions,
where Λ is a linear elliptic operator and B is the extension-by-zero operator from the subdomainΩ ⊂ Ω to Ω. Hence B is a bounded linear operator from
. The optimal control problem under consideration is then given by Problem 1.1.
The main aim of this work is to verify that it can be solved by a semi-smooth Newton method. In passing let us also recall that linear-quadratic problems also arise as the auxiliary problems in the sequential-quadratic programming approach to genuinely nonlinear optimal control problems.
For optimal control problem with unilateral or bilateral control constraints, semismooth Newton method have been proved to be an efficiently superlinearly convergent technique, see [7, 10] . We briefly recall the notion of differentiability which will be used in this paper. Let X and Y be Banach spaces, with D an open set in
With the help of Newton derivative, we may apply Newton type methods for this kind of nonlinear equation and obtain the local superlinear convergence, see [3, 7, 9, 16] . The key step to utilize the semismooth Newton method is to reformulate the optimality condition for (1.1) as a nonlinear Newton differentiable operator equation in an appropriate function space setting. The paper is organized as follows: in the remaining part of this section we will give the notation for the function spaces and the description of constraints. Section 2 contains existence and uniqueness of the optimal solution, the first order necessary condition and equivalent formulations. Moreover Newton differentiability for the nonlinear equation representing the optimality system is proved. A semi-smooth Newton algorithm, together with its convergence analysis are given in section 3. In last section 4, a few numerical examples are presented to depict the super-linear convergence property of the algorithm.
Throughout 
. We turn to the description of the polygonal set K. It is taken as the intersection of m-half spaces. Each half space is represented by the affine inequality ⃗ n i · ⃗ u ≤ ψ i , where ⃗ n i is the unit outer normal vector to the halfspace. We denote ⃗ n i = (cos θ i , sin θ i ) ′ , with θ i ∈ [0, 2π). We can check that the angles must satisfy The polygonal constraints can be put into matrix form by introducing
Then the convex polygonal domain K can be expressed as
Optimality System
We define the subset of admissible controls Proof. Let {⃗ u n } ⊂ D denote a minimizing sequence. Due to the control-cost term this sequence is bounded in L 2 (Ω, R 2 ). Passage to a subsequence, still denoted by {⃗ u n }, we have
. By closedness and convexity of D we have ⃗ u ∈ D. Next we notice that the control to state map T maps weakly convergent sequences in
. Together with the weakly lower semi-continuous of the norm functionals, we obtain that the weak limit function ⃗ u is indeed an optimal solution. Uniqueness is a consequence of strict convexity of the cost functionĴ(⃗ u) and convexity of D.
Next we present the optimality system for Problem 1.1 for the minimizer (⃗ y * , ⃗ u * ). SinceĴ is differentiable and D is a closed convex set, we have
From the definition,
We define the dual variable ⃗ p
Then we find the optimality system in the form:
where
denotes the adjoint operator of B, which is the restriction operator from Ω toΩ.
Lemma 2.2. The optimality condition in (2.3) is equivalent to
which is equivalent to the pointwise projection
Here Proj D and Proj
Proof. The first equivalence stated above follows from the projection to a general closed convex subset in a Hilbert space. Equivalence between the pointwise and function space projection follows, for instance, by observing that for x ∈Ω
and uniqueness of projection onto convex sets.
By introducing Lagrange multipliers we shall obtain a complementarity system that is equivalent to the pointwise projection.
Lemma 2.3. For every vector
Proof. Note at first that
Due to the assumption
Hence by standard Lagrange multiplier theory for inequality constraints there exists ⃗ λ ∈ R m such that (2.6) holds, [9, 12] . For proof of semi-smoothness in Lemma 2.6 below, we use an explicit expression for ⃗ λ in terms of ⃗ p which we derive next. For this purpose the ⃗ p -space R 2 is decomposed into disjoint subsets, I, A i , 
Solving this linear system, we obtain
This provides the unique representation of ⃗ λ and
are not active, and hence necessarily λ j = 0, for all j = 1, . . . , m with j ̸ = i, j ̸ = i + 1. The vertex a i,i+1 is presented by the intersection of two lines and we have ⃗ u = M
where M i,i+1 is the square matrix arising from i-th and i + 1-st rows of M . Here and below, for i = m , the index m + 1 is set equal to the index 1. Further ⃗ λ i,i+1 (or ⃗ ψ i,i+1 ) denotes the i − th and i + 1-st coordinates of ⃗ λ (or ⃗ ψ). Therefore
we find λ j = 0 for j ̸ = i, j ̸ = i + 1, and (2.9)
We have thus obtained the unique representation of ⃗ λ as a function of ⃗ p.
It will be convenient to summarize the representation of ⃗ λ(⃗ p) that was obtained in the proof of the previous lemma as:
Lemma 2.4. The mapping H
: ⃗ p → ⃗ λ(⃗ p) from R 2 → R m
is piecewise affine and locally Lipschitz continuous.
Proof. The fact that H is piecewise affine follows directly from (2.10). Locally Lipschitz continuity follows from an abstract result on the sensitivity of solutions and Lagrange multipliers with respect to problem data, in abstract optimization problems see e.g. [9] page 46, and the references given there. It is applied to (2.7), with ⃗ p denoting the perturbation parameter.
By collecting the point-wise information obtained in the two previous lemmas, we obtain a Lagrange multiplier associated to ⃗ u = Proj D ( 
. The pointwise information (2.6) implies that (2.11) holds.
Lemma 2.6. ⃗ λ = H(B
Proof. It clearly suffices to consider the case whenΩ = Ω, i.e. when B * equals the identity. In the first part of the proof we verify Newton differentiability for a special piecewise linear function. In the second step we reduce the general case to the special one. We shall use the fact that by the Hölder's inequality, for any
Subsequently we only consider the case q < ∞, and leave modifications for the case q = ∞ to the reader.
Step 1: Let R 2 be decomposed to three mutually disjoint subsets according to
Accordingly we define the piecewise linear function f (⃗ p) :
, see Figure 2 .3. 
We will proof the function G is one of Newton derivative of f . Next we consider the substitution operator generated by f and denoted be the same symbol, as mapping
We shall show that f is Newton-differentiable with Newton derivative given by the substitution operator generated by G.
For this purpose we partition Ω as follows:
Ω 0 = {x ∈ Ω : ⃗ p (x) and (⃗ p + ⃗ h)(x) lie in same subset I i , for i = 1, 2, 3},
and Ω 2,1 , Ω 1,3 , Ω 3,1 , Ω 2,3 , Ω 3,2 are defined analogously. Let the index set I = {0, (1, 2), (2, 1), (1, 3), (3, 1), (2, 3), (3, 2)}. It is can be checked that Ω i , i ∈ I are disjoint subsets of Ω and that their union is Ω. For any increment ⃗ h ∈ L q (Ω, R 2 ) we define the remainder term
By definition of Newton derivative, it is sufficient to show that
= 0.
A computation shows that for x ∈ Ω i , i ∈ I, we have
Since Ω i forms a disjoint partition of Ω, we have
By definition, we need to show that for any small ϵ > 0, there exists a δ, such that
It is sufficient to check that this is true for each i ∈ I separately. Consider at first the domain Ω 1,2 . For any x ∈ Ω 1,2 , by definition we have
which implies that p 2 (x) > 0, (p 2 + h 2 )(x) ≤ 0, and in particular that (2.12)
For the subdomain Ω η given by
we have lim η→0 + |Ω η | = 0, where | · | denotes the measure of the given domain. Hence there exists an η independent of h, such that
For any x ∈ Ω 1,2 \Ω η , we have |h
The remaining subsets Ω i can be treated analogously. We notice that the observation (2.12) plays essential role in the proof. For the other subdomain Ω i , i ∈ I, we have
The caset x ∈ Ω 1,3 for example, can be checked as follows (other cases are very similar). Either
Step 2: With reference to (2.10) it suffices to consider one coordinate of ⃗ λ(⃗ p). Without loss of generality we show that λ 1 is Newton differentiable as a function of ⃗ p from L q (Ω, R 2 ) to L p (Ω). It will be convenient to refer back to Figure 2 .2, see also Figure 2 .4 and to recall the formula for λ 1 : (2.13) We next decompose λ 1 into two additive parts by the following construction. Choose two linesl − andl + which are perpendicular to l 1 , see Figure 2 .5, and denote the half-space to the right ofl − byÂ + , and the half-space to the left ofl + byÂ − . One can find two positive smooth functions ξ + and ξ − which have support inÂ + andÂ − , which satisfy ξ + + ξ − = 1. We further introduce λ 1,− , see Figure 2 .6, by
. whereÃ 1 denotes the sector depicted in Figure 2 .6. Further λ 1,+ is defined analogously λ 1,− with A 1,2 replaced by A m,1 . With these preliminaries the Lagrange multiplier λ 1 can be decomposed as (2.14)
We next argue that λ 1,− and λ 1,+ are affine transformation of f which was defined in step 1. Without loss of generality we focus Newton differentiability of function λ 1,− .
We first consider the case θ 1 − θ 2 ∈ (0, π/2), the case θ 1 − θ 2 ∈ [π/2, π) will be treated later. We define a new variable ⃗ q according to
) .
A computation shows that
and (2.16)
then from Figure 2 .4, it is noted that
and (2.17)
One can check: 
hence ⃗ q ∈ I 2 . By (2.13), and (2.16), we find
3. For ⃗ p ∈Ã, similarly ⃗ q ∈ I 3 and λ 1,2 (⃗ p) = 0 = f (⃗ q).
and by the chain rule, [9] , page 238,
, π) can be treated similarly. We define variable ⃗ s as
Using (2.17) we find: Figure 2. 3) and
, s 2 > 0, and (2.18) implies that
q (Ω) now follows from (2.14).
Semi-smooth Newton Algorithm
From (2.3) and Lemma 2.5 the first order optimality condition has the form:
Clearly the triple (⃗ y * , ⃗ p * , ⃗ λ * ) is unique, and hence this condition is also a sufficient condition for Problem 1.1.
We next aim at solving (3.1) by a Newton-type method. For this purpose we introduce
Proof. From Lemma 2.6, we can obtain the explicit form of G N H(⃗ q) for any vector ⃗ q. We will show that for any ⃗ q, the matrix
is symmetric semi-definite. Recalling the notation in (2.8), we consider three characteristic locations for the vector ⃗ q, which are the inactive one, and one, respectively two active components.
.
Hence the matrix
is symmetric semi-definite.
T , where
This implies that
In this case, the matrix I − M T G N H(⃗ q) is zero and hence symmetric semi-definite. Using above fact and the definition of
Corollary 3.2. For any initialization the Newton iterates of(3.5) are well-defined and satisfy
Using the notations introduced in Section 2 we have
and the constraints can be put into matrix form: M⃗ u ≤ ⃗ ψ, where
The space R 2 of ⃗ p can be decomposed into 7 subdomains: Recall the cost functional is given by:
Here we choose ⃗ y d = (0.1 sin(4πxy), 0.05(sin(2πx) + cos(2πy))) T , α = 0.001. The choice of ⃗ y d guarantees that all three constraints are active on some part of the domain. Superlinear and finite step convergence can be observed numerically, see Table 4 .1. It should be noted the initial choice is zero function which is quite far from final solution. Since we do not know the exact solution, the error function is defined by the difference of two successive Newton solutions, i.e., This numerical realisation is based on a finite difference discretization with respect to a uniform axis-parallel grid. The mesh size for the result reported in Table  4 .1 is h = 1 64 . To demonstrate mesh-independence of the algorithm, we compute the same example on a series grids for mesh sizes refined by a factor of of iterations before the exact finite dimensional solution is found to be fixed, see Table 4 .2.
