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Abstract
Using a gradient flow approach initiated by S. Brendle, we generalize the existence theorem for the
prescribing Q-curvature equation on S2 (Gauss curvature) by M. Struwe (2005) [14] and on S4 by Mal-
chiodi and Struwe (2006) [12] to Sn for all even n with the similar assumption on the prescribed curvature
candidate f .
© 2011 Elsevier Inc. All rights reserved.
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Similar to Yamabe problem, or more generally, to the prescribing scalar curvature problem
on Sn, the prescribing Q-curvature problem on Sn has been proposed as follows: Give a smooth
function f defined on Sn, can one find a conformal metric gu = e2ugSn such that the Q-curvature
of this new metric is equal to f ? We refer readers to [15] for more background materials on
this problem. The prescribing Q-curvature problem on Sn is equivalent to the solvability of the
equation
Pnu+ (n− 1)! = f enu on Sn, (0.1)
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work [3], most works basically involve variational method and degree theory to provide vari-
ous sufficient conditions on f to guarantee the existence of solutions to (0.1), for instance, see
[8] and [15] and references therein. Before we state the concrete result, we may need to set up
the notation.
A smooth function f defined on Sn is called non-degenerate if it satisfies
(Snf )
2 + |∇f |2Sn = 0 on Sn.
A natural map associated with Kazdan–Warner’s condition on candidate f from Bn+1 to Rn+1,
first defined by Chang–Yang, is given as:
G(p, s) = upslope
∫
Sn
xf ◦ φp,s dμSn,
where x is the position vector of Sn in Rn+1 and φp,s is a conformal transformation on Sn, which
will be defined in later part of this paper. Provided f is non-degenerate, for sufficiently large s,
G(p, s) is never zero, then deg(G,Bn+1,0) is well defined.
Theorem 0.1. (See Wei and Xu [15].) On (Sn, gSn), suppose f is a positive smooth function with
non-degeneracy, satisfying the degree condition
deg
(
G,Bn+1,0
) = 0, (0.2)
then Eq. (0.1) admits a solution.
In addition, it is well known that, if f admits only isolated critical points, then the degree
condition (0.2) can be replaced by the index-counting condition
∑
{q∈Sn;∇f (q)=0,Snf (q)<0}
(−1)ind(f,q) = (−1)n. (0.3)
A very closely related topic to Q-curvature flow is the Yamabe flow, which has been studied
through a series of recent work by Schwetlick and Struwe [13] and S. Brendle [4,6]. In 2003,
S. Brendle initiated a negative gradient flow approach in [3] to deal with the prescribing Q-
curvature problem on a closed compact Riemannian manifold (Mn,g0). It seems that this flow
approach becomes a very powerful tool. To authors’ knowledge, not long after Brendle’s work,
M. Struwe adopted this approach in [14] to study the Nirenberg problem, namely the prescribing
Gauss curvature problem. Then Malchiodi and Struwe applied this approach to the prescribing
Q-curvature problem on S4 in [12], where they made some further developments in Morse theory
part. Recently, we in [10] adopted this method to the perturbation result for the prescribing scalar
curvature problem on Sn with n 3. However, in present stage, the presence of simple bubble in
blow-up analysis is crucial to all the above mentioned work.
In current article, we continue to study the higher order Q-curvature problem with exponential
nonlinearity which has been left out by Malchiodi and Struwe. Our main result can be stated as
follows.
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function with only non-degenerate critical points. Let
γi = 
{
q ∈ Sn; ∇Snf (q) = 0, Snf (q) < 0, ind(f, q) = n− i
}
, (0.4)
where ind(f, q) denotes the Morse index of f at critical point q . The system of equations
γ0 = 1 + k0, γi = ki−1 + ki, 1 i  n, kn = 0, (0.5)
has no solution with ki  0. Then there exists a solution of Q-curvature Eq. (0.1).
For n 4, under the assumption that f is a Morse function, the condition (0.5) seems weaker
than the degree condition (0.2) or the index-counting condition (0.3), more comments about these
mentioned three conditions may be founded in [10].
As we have pointed out before, our approach is similar to previous work. Most calculations
have been done. The only difficulty in this case is the blow-up analysis. The classification theo-
rem for the standard equation with exponential growth for higher order operator only holds under
the growth condition on the solution. We need to rule out the extra solutions in blow-up analysis.
Thus most part of this paper is quoted from previous work except the argument to get rid of the
extra solutions in the blow-up procedure.
The organization of the paper briefly goes as follows: we introduce the flow equation and
study its elementary properties in Section 1. The global existence is discussed in Section 2 and
the blow-up analysis after that. Then we derive the spectral decomposition in Section 4 and the
shade flow analysis in Section 5. Finally the main theorem is proved in the last section.
1. The flow equation
Throughout this paper, we assume n  4 be an even integer and ωn be the volume of the
standard sphere Sn. Let f be a smooth positive function on Sn and set 0 <mf = infSn f  f 
supSn f = Mf . Stimulated by S. Brendle [3], M. Struwe [14] and Malchiodi and Struwe [12],
we introduce the flow equation
2ut = αf −Q, (1.1)
where Q = Qg is the Q-curvature of the conformal metric g(t) = e2u(t)gSn , satisfying
Qenu = Pnu+ (n− 1)!. (1.2)
To be precise, when n is even, Pn is given by
Pn =
(n−2)/2∏
k=0
(−Sn + k(n− k − 1)).
Several important properties for the operator Pn are listed in order:
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Pg = e−nwPn.
(b) Pn is self-adjoint elliptic differential operator.
(c) Pnxi = n!xi , where xi , 1 i  n+ 1 are the coordinate functions mapping Sn to R.
(d) Pnϕ = (n+ 1)!ϕ if ϕ is (n+ 3)-th eigenfunction of Laplace operator −Sn .
(e) ∏(n−2)/2k=1 k(n− k − 1) = (n− 2)!.
Those properties are well known and we should use them freely without further mention.
Now integrating (1.2) over Sn yields
upslope
∫
Sn
Qenu dμSn = (n− 1)!
where upslope
∫
Sn
denotes the average of the integral over Sn. Define the energy functionals
E[u] = n
2
upslope
∫
Sn
(
uPnu+ 2(n− 1)!u
)
dμSn
and
Ef [u] = E[u] − (n− 1)! log
(
upslope
∫
Sn
f enu dμSn
)
.
The factor α(t) is chosen so that, along the flow,
upslope
∫
Sn
enu dμSn = 1 for all t  0.
Therefore
0 = d
dt
upslope
∫
Sn
enu dμSn = n2 upslope
∫
Sn
(αf −Q)enu dμSn,
which implies
α(t) = (n− 1)!
upslope
∫
Sn
f enu dμSn
, (1.3)
for all t  0. With initial data u(0) = u0 ∈ C∞∗ , where
C∞∗ =
{
w ∈ C∞(Sn); g = e2wgSn satisfies
∫
n
enw dμSn = ωn
}
,S
938 X. Chen, X. Xu / Journal of Functional Analysis 261 (2011) 934–980clearly, (n − 1)!/Mf  α(t) (n − 1)!/mf for all t  0. For simplicity of notation, henceforth
let dμg = enu dμSn .
Lemma 1.1. For any smooth solution (1.1) and (1.2), there holds
d
dt
Ef [u] = −n2 upslope
∫
Sn
(
α(t)f −Q)2 dμg.
Proof. Using (1.1) and (1.2), we find
d
dt
Ef [u] = nupslope
∫
Sn
(
Pnu+ (n− 1)!
)
ut dμSn − n!
upslope
∫
Sn
f dμg
upslope
∫
Sn
f enuut dμSn
= −n
2
upslope
∫
Sn
(
α(t)f −Q)2 dμg. 
The following Beckner’s inequality will play the role as the one of the Moser–Trudinger’s
inequality for Gauss curvature on S2.
Proposition 1.1 (Beckner’s inequality). (See [2].) For any w ∈ Hn/2,2(Sn, gSn), there holds
upslope
∫
Sn
enw dμSn  exp
{
E[w]/(n− 1)!}.
An alternative proof of Beckner’s inequality is also given by Chang and Yang [8]. Meanwhile,
the analogy of the sharper version for Beckner’s inequality is much needed.
Proposition 1.2. (See [8] or [15], Theorem 2.6.) There exists a constant a < 1 such that for
all v ∈ Hn/2(Sn, gSn) with the corresponding metric h = e2vgSn satisfying upslope
∫
Sn
xe2v dμSn = 0,
there holds
log
(
upslope
∫
Sn
env dμSn
)
 n
2(n− 1)!
[
aupslope
∫
Sn
vPnv dμSn + 2(n− 1)!upslope
∫
Sn
v dμSn
]
.
The easy application of those inequalities is the bound for the energy. That is, for each t  0,
−(n− 1)! logMf Ef [u](t)Ef [u](0) = Ef [u0] < ∞.
Thus
0E[u]Ef [u] + (n− 1)! log
(
upslope
∫
Sn
f enu dμSn
)
Ef [u0] + (n− 1)! logMf < ∞, (1.4)
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shown in Section 2.1, then it yields
∞∫
0
∫
Sn
(
α(t)f −Q)2 dμg dt < +∞. (1.5)
In particular, there exists a sequence {tj }∞j=1 with tj → ∞, such that
∫
Sn
(
α(tj )f −Q(tj )
)2
enu(tj ) dμSn → 0, as j → ∞. (1.6)
2. Global existence and its asymptotic behavior
As shown in ([11], Lemma 5.4 or [5], Proposition 6), for every smooth positive function u(t),
there exists a conformal diffeomorphism φ(t) = φq(t) : Sn → Sn, with q(t) ∈ Bn+1 = Bn+11 (0) ⊂
Rn+1. If u(t) smoothly depends on the time t , so does for q(t) with q(0) = q0 ∈ Bn+1, and more
precisely,
y = φq(x) = 11 + 2〈q, x〉 + |q|2
[(
1 − |q|2)x + 2(1 + 〈q, x〉)q], (2.1)
and φ(t)−1 = φ−q(t), such that
upslope
∫
Sn
φ−q(t)(y)enu dμSn = upslope
∫
Sn
x dμh = 0, for all t > 0, (2.2)
with
h = φ∗g ≡ e2v(t)gSn, (2.3)
and the measure dμh = env(t) dμSn. From (2.3), we have
v(t) = u ◦ φ + 1
n
log det(dφ), (2.4)
as the normalized companion of u(t). By conformal invariance, v(t) solves
Pnv + (n− 1)! = Qhenv on Sn, (2.5)
where Qh = Q ◦ φ. Thanks to the conformal invariance of Pn, it yields the so-called generalized
Kazdan–Warner condition (Lemma 2.4, [15]),
upslope
∫
n
〈∇x,∇Qh〉Snenv dμSn = 0. (2.6)
S
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vol
(
Sn,h
)= ∫
Sn
env dμSn =
∫
Sn
enu dμSn = vol
(
Sn, g
)
,
and
0E[u] = E[v] C.
For our convenience, we set
D¯i =
{∇SnmSn, if i = 2m+ 1, for some 0m ∈ Z,
mSn, if i = 2m, for some 1m ∈ Z.
Lemma 2.1. For a smooth solution u(t) of (1.1), (1.2) and its normalized companion v(t), there
holds
sup
t
∥∥v(t)∥∥
Hn/2(Sn,gSn )
 C. (2.7)
In addition, for any γ ∈ R, one has
sup
t
∫
Sn
enγ v dμSn  C(γ ). (2.8)
Proof. From Jensen’s inequality, we have
nv¯ = nupslope
∫
Sn
v dμSn  log
(
upslope
∫
Sn
env dμSn
)
= 0.
On the other hand, applying Proposition 1.2 to v(t), we get
0 aE[v]/(n− 1)! + (1 − a)nv¯.
Hence we have
−C1  v¯  0 for some C1 > 0.
By the definition of Pn, we have
n
2
[∥∥D¯n/2v∥∥2
L2(Sn,gSn )
+ (n− 2)!‖∇v‖2
L2(Sn,gSn )
]
E[v] − n!v¯  C + n!C1  C.
Meanwhile, from Poincaré’s inequality we have
‖v‖L2(Sn,gSn )  ‖v − v¯‖L2(Sn,gSn ) + ‖v¯‖L2(Sn,gSn )  C‖∇v‖L2(Sn,gSn ) +C  C,
which implies (2.7) by interpolation inequality. Replacing w by γ v in Proposition 1.1 yields
(2.8). 
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We first show the bound of the parameters |q(t)| in any finite time interval [0, T ].
Lemma 2.2. Given any T > 0, there exists a constant 0 < δ = δ(q0, T ) < 1, such that∣∣q(t)∣∣ 1 − δ < 1,
for all 0 t  T .
Proof. A direct computation gives
∂
∂t
φ−q(y) = 2
1 − ∣∣q(t)∣∣2
(〈
q ′(t), φ−q(y)
〉
φ−q(y)− q ′(t)
)
+ 2
1 − ∣∣q(t)∣∣2
(〈
q ′(t), φ−q(y)
〉
q(t)− 〈q(t), φ−q(y)〉q ′(t)). (2.9)
Differentiating (2.2) with respect to time t , by using (1.1), (2.2) and (2.9), one has
0 = upslope
∫
Sn
∂
∂t
φ−q(y)enu dμSn + nupslope
∫
Sn
φ−q(y)ut enu dμSn
= 2
1 − ∣∣q(t)∣∣2 upslope
∫
Sn
(〈
q ′(t), φ−q(y)
〉
φ−q(y)− q ′(t)
)
enu dμSn
+ n
2
upslope
∫
Sn
φ−q(y)(αf −Q)enu dμSn. (2.10)
From (2.10) and variable change formulae, one gets
upslope
∫
Sn
2
1 − ∣∣q(t)∣∣2
(∣∣q ′(t)∣∣2 − ∣∣〈q ′(t), x〉∣∣2)env dμSn
= upslope
∫
Sn
2
1 − ∣∣q(t)∣∣2
(∣∣q ′(t)∣∣2 − ∣∣〈q ′(t), φ−q(y)〉∣∣2)enu dμSn
=
〈
n
2
upslope
∫
Sn
φ−q(y)(αf −Q)enu dμSn, q ′(t)
〉
 n
2
∣∣q ′(t)∣∣∣∣∣∣upslope
∫
Sn
x(αf ◦ φ −Qh)dμh
∣∣∣∣. (2.11)
Choosing
γn = upslope
∫
n
√
1 − ∣∣xn+1∣∣2 dμSnS
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γ 2n
∣∣q ′(t)∣∣2 = (upslope∫
Sn
√∣∣q ′(t)∣∣2 − ∣∣〈q ′(t), x〉∣∣2 dμSn
)2

(
upslope
∫
Sn
(∣∣q ′(t)∣∣2 − ∣∣〈q ′(t), x〉∣∣2)env dμSn
)(
upslope
∫
Sn
e−nv dμSn
)
 C
(
1 − ∣∣q(t)∣∣2)∣∣q ′(t)∣∣∣∣∣∣upslope
∫
Sn
x(αf ◦ φ −Qh)dμh
∣∣∣∣, (2.12)
where the constant C is independent of t . Thus, it yields that
2|q ′(t)|
1 − |q(t)|2  C
∣∣∣∣upslope
∫
Sn
x(αf ◦ φ −Qh)dμh
∣∣∣∣ C upslope
∫
Sn
|αf −Q|dμg. (2.13)
By Lemma 1.1, one has
T∫
0
upslope
∫
Sn
|αf −Q|2 dμg dt = 2
n
(
Ef [u0] −Ef [u](T )
)
 C1(T ). (2.14)
Given any fixed time T > 0, from (2.13) and (2.14), one obtains for all 0 t  T ,
t∫
0
∣∣∣∣ ddτ log
(
1 − ∣∣q(τ)∣∣2)∣∣∣∣dτ 
t∫
0
2
(
1 − ∣∣q(τ)∣∣2)−1∣∣q ′(τ )∣∣dτ
 C
t∫
0
(
upslope
∫
Sn
|αf −Q|2 dμg
)1/2
dτ
 CT 1/2
( T∫
0
upslope
∫
Sn
|αf −Q|2 dμg dt
)1/2
 C2(T ).
Hence, by choosing δ = 1 −√1 − (1 − |q0|2)e−C2(T ), one obtains the desired assertion. 
Lemma 2.3. For any T > 0, there exists a constant C = C(T ) > 0 such that
‖u‖Hn/2(Sn,gSn )  C,
for all 0 t  T .
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detdφ−1(y) =
(
1 − |q|2
1 − 2〈q, y〉 + |q|2
)n
, y ∈ Sn,
with (φ−1)(gSn) = (detdφ−1)2/ngSn . By the expression of detdφ−1 and Lemma 2.2, we get
(
δ(q0, T )
2
)n

(
1 − |q(t)|
1 + |q(t)|
)n
 detdφ−1 
(
1 + |q(t)|
1 − |q(t)|
)n

(
2
δ(q0, T )
)n
,
for all 0 t  T .
Finally, from (2.8), we obtain for any β > 0,
∫
Sn
eβ|v| dμSn  C(β),
and then
∫
Sn
eβ|u| dμSn =
∫
Sn
eβ|v◦φ−1+1/n log detdφ−1| dμSn
 C(T )
∫
Sn
eβ|v◦φ−1| dμSn
 C(T )
∫
Sn
eβ|v| dμSn
 C(β,T ).
Hence, from the above inequality and Jensen’s inequality, there exists C3(T ) > 0, such that
−C3(T ) u¯ = upslope
∫
Sn
udμSn 
1
n
log
(
upslope
∫
Sn
enu dμSn
)
= 0,
for all 0 t  T . Combining the above and (1.4), we conclude that
‖u‖Hn/2(Sn,gSn )  C(T ), for all 0 t  T . 
With the help of the boundedness of u in Hn/2(Sn, gSn) by Lemma 2.3, along the scheme
Section 4 in [3], one may show ‖u‖Hn(Sn,gSn ) is also bounded in any finite time interval [0, T ].
Then the global existence to our flow u(t) is a direct result of Section 5 in [3].
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Using (1.1) and (1.2), we now derive the evolution equation of Q-curvature Q, that is,
Qt = d
dt
[
e−nu
(
Pnu+ (n− 1)!
)]= −nutQ+ e−nuPnut
= −n
2
(αf −Q)Q+ 1
2
Pg(αf −Q). (2.15)
Differentiating (1.3) with respect to t , we have
αt upslope
∫
Sn
f enu dμSn + n2αupslope
∫
Sn
f (αf −Q)dμg = 0,
which implies
upslope
∫
Sn
f (αf −Q)dμg = −2(n− 1)!
n
αt
α2
. (2.16)
Thus (2.15) and (2.16) yield
d
dt
upslope
∫
Sn
(αf −Q)2 dμg
= 2upslope
∫
Sn
(αtf −Qt)(αf −Q)dμg + n2 upslope
∫
Sn
(αf −Q)3dμg
= 2αt upslope
∫
Sn
f (αf −Q)dμg + n2 upslope
∫
Sn
(αf −Q)3dμg
− upslope
∫
Sn
[−n(αf −Q)Q+ Pg(αf −Q)](αf −Q)dμg
= −4(n− 1)!
n
(
αt
α
)2
+ nupslope
∫
Sn
(αf −Q)2Qdμg + n2 upslope
∫
Sn
(αf −Q)3 dμg
− upslope
∫
Sn
(αf −Q)Pg(αf −Q)dμg. (2.17)
Next, we show that the convergence of (1.6) is uniform in time t . For t  0, let
F2(t) = upslope
∫
n
|αf −Q|2dμg = upslope
∫
n
|αfφ −Qh|2 dμh
S S
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G2(t) = upslope
∫
Sn
(αf −Q)Pn(αf −Q)dμSn = upslope
∫
Sn
(αfφ −Qh)Pn(αfφ −Qh)dμSn.
Lemma 2.4. For any smooth solution of (1.1) and (1.2), there holds
upslope
∫
Sn
(αf −Q)2dμg → 0, as t → ∞.
Proof. Note that Qh = Q◦φ for metric h = φ∗g, and let fφ = f ◦φ for simplicity. By geometric
invariance of Paneitz operator and rearrangement of (2.17), we find
d
dt
upslope
∫
Sn
(αfφ −Qh)2 dμh + 4(n− 1)!
n
(
αt
α
)2
= −upslope
∫
Sn
(αfφ −Qh)Ph(αfφ −Qh)dμh
+ nupslope
∫
Sn
αfφ(αfφ −Qh)2dμh − n2 upslope
∫
Sn
(αfφ −Qh)3dμh
= −upslope
∫
Sn
(αfφ −Qh)Pn(αfφ −Qh)dμSn
+ nupslope
∫
Sn
αfφ(αfφ −Qh)2dμh − n2 upslope
∫
Sn
(αfφ −Qh)3dμh. (2.18)
By (2.8) and Hölder’s inequality, one has
upslope
∫
Sn
|αfφ −Qh|3dμh  C‖αfφ −Qh‖3L7/2(Sn,gSn ).
Then using Gagliardo–Nirenberg’s inequality on (Sn, gSn), we obtain
‖αfφ −Qh‖L7/2(Sn,gSn )  C‖αfφ −Qh‖
1/2
L7/4(Sn,gSn )
· ∥∥∇n/2Sn (αfφ −Qh)∥∥1/2L2(Sn,gSn )
 C‖αfφ −Qh‖1/2L7/4(Sn,gSn ) ·G2(t)
1/4. (2.19)
Thus for any η > 0, by (2.19) and Young’s inequality, we get
‖αfφ −Qh‖3 7/2 n  ηG2(t)+C(η)‖αfφ −Qh‖6 7/4 n .L (S ,gSn ) L (S ,gSn )
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‖αfφ −Qh‖6L7/4(Sn,gSn )  C
(
upslope
∫
Sn
|αfφ −Qh|2 dμh
)3
.
Hence, by choosing η > 0 sufficiently small, combine the above estimates and (2.18) to get
d
dt
F2(t) CF2(t)
(
1 + F2(t)2
)
.
Then for all t  t0, by (1.5) and (1.6) we conclude that
lim
t→∞ arctan
(
F2(t)
)
 lim inf
t0→∞
[
arctan
(
F2(t0)
)+C
∞∫
t0
F2(t) dt
]
= 0,
which follows the desired assertion. 
2.3. Estimate on conformal vector fields in terms of F2
Finally, we shall control the norm ‖ξ(·, t)‖L∞(Sn) of the conformal vector fields ξ(x, t) in
terms of F2(t).
Lemma 2.5. With a uniform constant C > 0, there holds
∥∥ξ(·, t)∥∥
L∞(Sn)  C
(
upslope
∫
Sn
|αf −Q|2 dμg
)1/2
,
for all t  0.
Proof. Similar to [14], differentiating (2.4) with respect to time t yields
vt = ut ◦ φ + 1
n
e−nv divSn
(
ξenv
)
, (2.20)
where ξ = (dφ)−1 dφ
dt
. Differentiating (2.2) with respect to time t and employing (2.20), we find
0 = d
dt
∫
Sn
xenv dμSn = n
∫
Sn
xvt e
nv dμSn
= n
∫
Sn
x(ut ◦ φ)dμh +
∫
Sn
x divSn
(
ξenv
)
dμSn
= n
∫
n
x(ut ◦ φ)dμh −
∫
n
ξ dμh. (2.21)
S S
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explicitly by
ξ(x, t) = (dφq)∗ dφq
dt
= 2(1 − |q|2)−1[(1 + 〈q, x〉)q ′ − 〈q ′, x〉(x + q)]. (2.22)
From (2.22) and (2.13), we conclude that
∥∥ξ(·, t)∥∥
L∞(Sn)  8
(
1 − |q|2)−1∣∣q ′∣∣
 C
∣∣∣∣upslope
∫
Sn
x(αfφ −Qh)dμh
∣∣∣∣
 C
(
upslope
∫
Sn
|αf −Q|2 dμg
)1/2
. 
3. Concentration and compactness phenomenon
Due to Lemma 2.4, we employ [3], Proposition 1.4 to the family of functions uk = u(tk)
associated with the flow.
Lemma 3.1. Let uk = u(tk), gk = e2ukgSn . Then, we have either
(i) the sequence uk is uniformly bounded in Hn(Sn, gSn) ↪→ L∞(Sn), or
(ii) there exist a subsequence of uk and finitely many points q1, . . . , qL ∈ Sn such that for any
r > 0 and any l ∈ {1, . . . ,L}, there holds
lim inf
k→∞
∫
Br(ql)
|Qk|dμk  12 (n− 1)!ωn, (3.1)
where dμk = dμgk and Qk = Qgk is the Q-curvature of the metric gk ; in addition, the
sequence uk is uniformly bounded on any compact subset of (Sn \ {q1, . . . , qL}, gSn) or
uk → −∞ locally uniformly away from q1, . . . , qL as k → ∞.
As the existent work indicated, Lemma 3.1 is not enough in the late analysis. A much sharper
version is needed.
Lemma 3.2. Let uk be the sequence of smooth functions on Sn in Lemma 3.1. In addition, there
exists some smooth positive function Q∞ on Sn satisfying ‖Qk −Q∞‖L2(Sn,gk) → 0 as k → ∞.
Let hk = φ∗k (gk) = e2vkgSn be the corresponding sequence of normalized metrics given in Sec-
tion 2. Then up to a subsequence, either
948 X. Chen, X. Xu / Journal of Functional Analysis 261 (2011) 934–980(i) uk → u∞ in Hn(Sn, gSn) as k → ∞, where g∞ = e2u∞gSn has Q-curvature Q∞, or
(ii) there exists p ∈ Sn, such that
dμk ↪→ ωnδp as k → ∞, (3.2)
in the weak sense of measures, and
vk → 0 in Hn
(
Sn, gSn
)
, Qhk → (n− 1)! in L2
(
Sn, gSn
)
.
In the latter case, φk converges weakly in Hn(Sn, gSn) to the constant map p.
Proof. The proof given here follows the same idea as in Malchiodi and Struwe [12]. However,
in order to rule out the extra solutions for the limited equation, much extra work is needed here.
We shall focus on those differences in detail. First, Lemma 3.1 can be applied to uk . If uk is
uniformly bounded in Hn(Sn, gSn), from assumption it yields that Qk → Q∞ in L2(Sn, gSn) as
k → ∞. From (1.2) and elliptic regularity results, we have uk → u∞, gk → g∞ in Hn(Sn, gSn)
as k → ∞.
Otherwise, if concentration occurs in the sense of (3.1), we need to show the desired behavior
in (ii). For each k, select pk ∈ Sn and rk > 0 such that
sup
p∈Sn
∫
Brk (p)
|Qk|dμk =
∫
Brk (pk)
|Qk|dμk = 14 (n− 1)!ωn, (3.3)
then rk → 0 as k → ∞ by (3.1). Also it may assume pk → p as k → ∞, thus p cannot be any of
these blow-up points ql , 1 l  L described in Lemma 3.1. For brevity, one may regard p as N ,
the north pole on Sn.
Denote by φˆk : Sn → Sn the conformal diffeomorphisms mapping the upper hemisphere Sn+ ≡
Sn ∩ {xn+1 > 0} into Brk (pk) and taking the equatorial sphere ∂Sn+ to ∂Brk (pk). Indeed, up to
a rotation, φˆk can be presented by the composition ψ−pk ◦ δrk ◦ π−pk , where ψ−pk : Rn → Sn
is the inverse of stereographic projection from −pk and π−pk = (ψ−pk )−1. In particular, set
ψ = ψS . Consider the sequence of functions uˆk : Sn → R defined by
e2uˆk gSn = φˆk∗(gk)
which satisfy the equation
Pnuˆk + (n− 1)! = Qˆkenuˆk on Sn,
where Qˆk = Qk ◦ φˆk . From the selection of rk,pk and (3.3), by applying Lemma 3.1 to uˆk ,
we conclude that uˆk → uˆ∞ in Hnloc(Sn \ {S}, gSn) as k → ∞, where S is the south pole on Sn.
Meanwhile, Qˆk → Q∞(p) almost everywhere as k → ∞. Introducing the sequence of functions
u˜k : Sn → R by
e2u˜k gRn =
(
ψ−pk
)∗(
e2uˆk gSn
)= ψ˜∗(gk),k
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u˜k = uk ◦ ψ˜k + 1
n
log(detdψ˜k),
we obtain u˜k converging in Hnloc(R
n) to a function u˜∞, which satisfies the equation
(−Rn)n/2u˜∞ = Q∞(p)enu˜∞ in Rn. (3.4)
Moreover, by Fatou’s lemma we get
∫
Rn
enu˜∞ dz lim inf
k→∞
∫
Rn
enu˜k dz = ωn. (3.5)
To complete the proof of Lemma 3.2, we first need a preliminary lemma.
Lemma 3.3. Under assumptions on uk in Lemma 3.2, the solution u˜∞ of Eqs. (3.4)–(3.5) has the
form
u˜∞(z) = log 2λ
1 + ∣∣λ(z − z0)∣∣2 −
1
n
log
Q∞(p)
(n− 1)! (3.6)
for some λ > 0 and z0 ∈ Rn.
Proof. For simplicity of notation, one uses u∞ instead of u˜∞. Denote by
f¯ (ρ) = upslope
∫
∂Bρ(0)
f (z) dσ (z), ρ > 0
the spherical average of the function f defined in Rn. An important observation is that, for any
r > 0 and q ∈ Sn, there holds
∣∣∣∣
∫
Br (q)
Snuk dμSn
∣∣∣∣ C0rn−2 (3.7)
for all k, where C0 > 0 is a uniform constant.
In fact, denote the differential operator of order n− 2 by
P¯n−2 ≡
(n−2)/2∏
k=1
(−Sn + k(n− k − 1)),
then from (1.2), −Snuk solves the equation
P¯n−2(−Snuk) = Qkenuk − (n− 1)! on Sn.
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has asymptotic growth
G(y, z) ∼ n− 2
2n−2( n−22 !)2ωn−1
|y − z|−2 as |y − z| → 0,
more precisely,
G(y, z) = n− 2
2n−2( n−22 !)2ωn−1
|y − z|−2 + h(y, z),
where h(y, z) is a smooth function defined on Sn.
By Green’s formula (e.g. [1], Theorem 4.13 on page 108), we obtain
−Snuk(y) =
∫
Sn
G(y, z)
(
Qk(z)e
nuk(z) − (n− 1)!)dμSn(z).
Then, for any q ∈ Sn and r > 0, by Fubini’s theorem we have
∣∣∣∣
∫
Br (q)
−Snuk(y) dμSn(y)
∣∣∣∣

∫
Br(q)
[∫
Sn
G(y, z)
∣∣Qk(z)enuk(z) − (n− 1)!∣∣dμSn(z)
]
dμSn(y)

∫
Sn
∣∣Qk(z)enuk(z) − (n− 1)!∣∣
( ∫
Br(q)
G(y, z)dμSn(y)
)
dμSn(z)
 C
∫
B2r (q)
∣∣Qk(z)enuk(z) − (n− 1)!∣∣
[ ∫
Br(q)
|y − z|−2dμSn(y)
]
dμSn(z)
+Crn−2
∫
Sn\B2r (q)
∣∣Qk(z)enuk(z) − (n− 1)!∣∣dμSn(z)+Crn
 C
∫
B2r (q)
∣∣Qk(z)enuk(z) − (n− 1)!∣∣
( ∫
B3r (z)
|y − z|−2 dμSn(y)
)
dμSn(z)
+Crn−2(‖Qk‖L2(Sn,gk) + 1)+Crn
 C
(‖Qk‖L2(Sn,gk) + 1)
( ∫
B3r (z)
|y − z|−2 dμSn(y)
)
+Crn−2 +Crn
 C0rn−2,
thus (3.7) is established.
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two steps.
Step 1. We claim that for 1 i m− 1, there holds
wm−i (z) 0 in Rn. (3.8)
For wm−1, by negation, there exists z0 ∈ Rn, such that wm−1(z0) < 0. Without loss of generality,
assume z0 = 0. From (3.4) and Jensen’s inequality, we have
⎧⎪⎪⎨
⎪⎪⎩
−u¯∞ = w¯1,
−w¯1 = w¯2,
...
−w¯m−1 = w¯m Q∞(p)enu¯∞ .
(3.9)
Thus w¯′m−1(ρ) < 0, which indicates w¯m−1(ρ) w¯m−1(0) = wm−1(0) < 0. Observe that
w¯′m−2(ρ) =
−ρ
n
∫
Bρ(0)
wm−1(z) dz
(−wm−1(0))
n
ρ > 0,
then it follows that
w¯m−2(ρ) C2ρ2 for ρ  ρ1 > 0, C2 > 0.
By (3.9) and mathematical induction, in general, for 2 i m− 1, we have
(−1)iw¯m−i (ρ) Ciρ2(i−1) for ρ  ρi−1 > 0, Ci > 0.
Apply this to i = m− 1 to get
(−1)m−1
∫
∂Bρ(0)
(−u∞(z))dσ(z) Cm−1ρ2(m−2)+n−1 for ρ  ρm−1. (3.10)
For sufficiently large k and all ρ  ρm−1, one has
(−1)m−1
∫
∂Bρ(0)
(−u˜k(z))dz a0ρ2(m−2)+n−1 (3.11)
where a0 > 0 is a uniform constant. For the simplicity of computation, for each k, regarding −pk
as the south pole of Sn, one has
u˜k(z) = uk ◦ ψ˜k + log 2rk 2 .1 + |rkz|
952 X. Chen, X. Xu / Journal of Functional Analysis 261 (2011) 934–980Using this coordinate, choosing L> ρm−1 and any d > L, one has
(−1)m−1
∫
Bdrk \Lrk(pk)
(−Snuk) dμSn
= (−1)m−1
∫
Bd\BL(0)
−ψ˜∗k (gSn )(uk ◦ ψ˜k)
( 2rk
1 + |rkz|2
)n
dz
= (−1)m−1
∫
Bd\BL(0)
(
2rk
1 + |rkz|2
)n−2
(−u˜k) dz
+ (−1)m−1
∫
Bd\BL(0)
2
(
2rk
1 + |rkz|2
) n−2
2 ∇
(
2rk
1 + |rkz|2
) n−2
2 ∇(uk ◦ ψ˜k) dz
+ (−1)m−1
∫
Bd\BL(0)
(
2rk
1 + |rkz|2
)n−2

(
log
2rk
1 + |rkz|2
)
dz
≡ I1 + I2 + I3.
From (3.11), for sufficiently large k, one may estimate
I1 =
d∫
L
(
2rk
1 + r2k ρ2
)n−2[
(−1)m−1
∫
∂Bρ(0)
(−u˜k) dσ (z)
]
dρ
 2a1rn−2k
(
d2(m−2)+n −L2(m−2)+n),
where a1 = a1(a0) > 0 is a positive constant independent of k. Note that, for sufficiently
large k, there exists a compact subset K ⊂ Sn outside the set of blow-up points of uk , such that⋃
k Brkd(pk) ⊂ K . By Lemma 3.2, there exists a uniform constant C > 0 such that |∇uk|L∞  C
in Brkd(pk) for all k since uk is uniformly bounded in Hn(K,gSn). Then one can bound
|I2| C
∫
Bd(0)
(
2rk
1 + |rkz|2
)n/2∣∣∣∣∇
(
2rk
1 + |rkz|2
) n−2
2
∣∣∣∣dz Crnk dn  Crn−2k dn.
And a direct computation also yields
|I3| Crnk dn  Crn−2k dn.
Combining the above estimates, we obtain
(−1)m−1
∫
B \Lr (p )
(−Snuk) dμSn  a1rn−2k
(
d2(m−2)+n −L2(m−2)+n).drk k k
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∫
BrkL(pk)
(Snuk) dμSn
∣∣∣∣ Crn−2k Ln−2.
Hence, we conclude that
(−1)m−1
∫
Bdrk (pk)
(−Snuk) dμSn  a2rn−2k
(
d2(m−2)+n −L2(m−2)+n −Ln−2) (3.12)
for sufficiently large k, where a2 > 0 is a uniform constant.
On the other hand, again by choosing r = rkd and q = pk in (3.7), with a uniform constant
a3 > 0 it yields
(−1)m−1
∫
Bdrk (pk)
(−Snuk) dμSn  a3rn−2k dn−2. (3.13)
Hence, for any fixed L> 0 as above and sufficiently large k, (3.12) and (3.13) yield a contradic-
tion by choosing d sufficiently large.
Next, one may show (3.8) by induction. For i = 1, it is done. If m = 2, we are done. Thus we
assume m > 2. Suppose for some i with 1 i  m − 2 and all 1  k  i, wm−k(z)  0 in Rn,
then it needs to show wm−i−1(z) 0 in Rn. By negation, we may assume wm−i−1(0) < 0. Since
w¯′m−i−1(ρ) = −1|∂Bρ(0)|
∫
Bρ(0) wm−i (z) dz 0, then
w¯m−i−1(ρ) w¯m−i−1(0) = wm−i−1(0) < 0.
If i m− 3, by −w¯m−i−2 = w¯m−i−1, one has
w¯m−i−2(ρ) C2ρ2 for ρ  ρ1 > 0, C2 > 0.
In general, by (3.9) one obtains
(−1)j w¯m−i−j (ρ) Cjρ2(j−1) for ρ  ρj−1 > 0, Cj > 0, i + j m− 1.
Choosing j = m− 1 − i, we have
(−1)m−1−i
∫
∂Bρ(0)
(−u∞(z))dσ(z) Cm−1−iρ2(m−i−2)+n−1 for ρ  ρm−2−i . (3.14)
Fix L  ρm−2−i and for any d > L, by a similar argument on (3.12), with a uniform constant
a5 > 0, there holds
(−1)m−1−i
∫
B (p )
(−Snuk) dμSn  a5rn−2k
(
d2(m−i−2)+n −L2(m−i−2)+n −Ln−2) (3.15)drk k
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uniform constant a6 > 0 one gets
(−1)m−1−i
∫
Bdrk (pk)
(−Snuk) dμSn  a6rn−2k dn−2. (3.16)
Thus (3.15) and (3.16) follows a contradiction by choosing d sufficiently large.
If i = m− 2, by inductive assumption, w2(ρ) 0 and w1(0) < 0. Since w¯′1(ρ) 0, then
w¯1(ρ) w¯(0) < 0.
Given any d > 0, from the above inequality, it is easy to derive
∫
∂Bρ(0)
(u∞) dz 2a7ρn−1 for 0 ρ  d,
where a7 > 0 depends on w1(0) and n only. By a similar method for (3.12), scaling back to Sn,
one gets
∫
Bdrk (pk)
Snuk dμSn  a7rn−2k d
n, (3.17)
for all sufficiently large k. On the other hand, choosing r = rkd and q = pk in (3.7) gives
∫
Bdrk (pk)
(Snuk) dμSn  a8rn−2k d
n−2 (3.18)
where a8 > 0 is a uniform constant. From (3.17) and (3.18), one gets a contradiction by choosing
d > 0 sufficiently large.
Therefore, we conclude that wm−i−1(z) 0 in Rn and the induction is complete.
Step 2. The purpose of this step is to show that
lim|z|→∞wm−i (z) = 0, for i = 1,2, . . . ,m− 1. (3.19)
As a starting point, set
v(z) = −2
(n− 1)!ωn
∫
Rn
log
|z − y|
|y| Q∞(p)e
nu∞(y) dy.
From Lemma 2.2 in [16], v has the following properties:
(−)mv(z) = Q∞(p)enu∞(z) in Rn, (3.20)
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lim|z|→∞(−)
iv(z) = 0 for 1 i m− 1. (3.21)
For brevity, we set vi(z) = (−)iv(z), 1 i m.
For wm−1, there holds wm−1(z) 0 for all z ∈ Rn in view of (3.8). From (3.4) and (3.20), we
know that wm−1(z) − vm−1(z) is a harmonic function in Rn. In addition, vm−1(z) is a bounded
function in Rn. Thus, wm−1 − vm−1 is bounded from below, by Liouville’s theorem, wm−1(z)−
vm−1(z) must be equal to a constant b1 in Rn. Furthermore, from (3.21) and (3.8), it yields that
lim|z|→∞ wm−1(z) = b1  0. Now we claim that
b1 = 0 and thus wm−1(z) = vm−1(z) for all z ∈ Rn.
By negation, assume lim|z|→∞ wm−1(z) = b1 > 0 in Rn. Observing that
−wm−1 = Q∞(p)enu∞  0,
by maximum principle, we have
wm−1(z) b1 > 0 in Rn,
which indicates that w¯m−1(ρ) b1 for all ρ > 0. By −w¯m−2 = w¯m−1, one obtains
w¯m−2(ρ)−c2ρ2 for ρ  ρ1 > 0, c2 > 0.
Again by (3.9), finally we obtain
(−1)m−2w¯1(ρ) cm−1ρ2(m−2) for ρ  ρm−2 > 0.
Fix L> ρm−2 and for any d > L, by an analogous argument for (3.12), it gives
(−1)m−2
∫
Brkd (pk)
(−Snuk) dμSn  a9rn−2k
[
d2(m−2)+n −Ln−2] (3.22)
for all sufficiently large k, where a9 > 0 are a uniform constant. Meanwhile, by choosing r = rkd
and q = pk in (3.7), it follows
(−1)m−2
∫
Brkd (pk)
(−Snuk) dμSn  a10rn−2k dn−2 (3.23)
where a10 > 0 is a uniform constant. Due to the same reason as above, (3.22) and (3.23) provide
a desired contradiction.
Next, it remains to show (3.19) by induction. For i = 1, it is done. If m = 2, we are done. So
we assume m > 2. Suppose for some i with 1  i  m − 2, there hold lim|z|→∞ wm−k(z) = 0
and wm−k(z) = vm−k(z) in Rn for all k  i, then it needs to show lim|z|→∞ wm−i−1(z) = 0.
By inductive assumption, we know that wm−i−1(z) − vm−i−1(z) is a harmonic function in Rn.
956 X. Chen, X. Xu / Journal of Functional Analysis 261 (2011) 934–980From (3.8) and (3.21), one obtains that wm−i−1(z) is non-negative and vm−i−1(z) is a bounded
function in Rn. Hence, again by Liouville’s theorem, we conclude that wm−i−1(z) − vm−i−1(z)
must be a non-negative constant bi+1 in the whole Rn. Consequently, from (3.8) and (3.21), one
has lim|z|→∞ wm−i−1(z) = bi+1  0. Now we claim that
bi+1 = 0 and thus wm−i−1(z) = vm−i−1(z) for all z ∈ Rn.
By negation, assume lim|z|→∞ wm−i−1(z) = bi+1 > 0. Since −wm−i−1 = wm−i  0 by (3.8),
by maximum principle, one has
wm−i−1(z) bi+1 in Rn.
Obviously, w¯m−i−1(ρ) bi+1 for all ρ > 0. By (3.9), we have
w¯m−i−2(ρ)−C2ρ2 for ρ  ρ1 > 0, C2 > 0.
In general, again by (3.9) one has
(−1)j−1w¯m−i−j (ρ) Cjρ2(j−1) for ρ  ρj−1 > 0, i + j m− 1.
If i m− 3, by choose j = m− 1 − i in the above inequality, it yields
(−1)m−2−i w¯1(ρ) Cm−1−iρ2(m−2−i) for ρ  ρm−2−i .
Fix L  ρm−2−i and for any d > L, with a uniform constant a11 > 0, a similar argument for
(3.12) gives
(−1)m−2−i
∫
Brkd (pk)
(−Snuk) dμSn  a11rn−2k
(
d2(m−2−i)+n −L2(m−2−i)+n −Ln−2) (3.24)
for all sufficiently large k. Meanwhile, choosing r = rkd and q = pk in (3.7) gives
(−1)m−2−i
∫
Brkd (pk)
(−Snuk) dμSn  a12rn−2k dn−2. (3.25)
By the same reason as before, we obtain a contradiction by (3.24) and (3.25).
If i = m− 2, by inductive assumption lim|z|→∞ wm−k(z) = 0 for k m− 2, it needs to show
lim|z|→∞ w1(z) = 0. As the same reason above, one may assume lim|z|→∞ w1(z) = bm−1 > 0,
and −u∞(z)  bm−1 > 0 in Rn by (3.8) and Maximum principle. Given any d > 0, for all
sufficiently large k, a similar argument for (3.12) gives
∫
Brkd (pk)
(−Snuk) dμSn  a13rn−2k dn, (3.26)
where a13 > 0 is a uniform constant. Meanwhile, choosing r = rkd and q = pk in (3.7) yields
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∫
Brkd (pk)
(−Snuk) dμSn  a14rn−2k dn−2 (3.27)
with a uniform constant a14 > 0. Obviously, (3.26) and (3.27) imply a contradiction by choosing
d sufficiently large. Thus (3.19) is established.
Finally, the desired assertion (3.6) directly follows from (3.8) and (3.19). 
For any fixed r > 0, on one hand, given a compact subset K ⊂ Rn, choosing k sufficiently
large first and noticing that rk → 0 as k → ∞, by Lemma 3.3 one has
(n− 1)!ωn =
∫
Rn
Q∞(p)enu˜∞ dz
= Q∞(p)
[∫
K
(
enu˜∞ − enu˜k )dz + ∫
K
enu˜k dz+
∫
Rn\K
enu˜∞ dz
]

∫
K
(
Q∞(p)− Q˜k
)
enu˜k dz +
∫
K
Q˜ke
nu˜k dz +Q∞(p)
∫
Rn\K
enu˜∞ dz + o(1)

∫
B
r
−1
k
r
(pk)
Qˆke
nuˆk dμSn +Q∞(p)
∫
Rn\K
enu˜∞ dz + o(1)
=
∫
Br (p)
Qke
nuk dμSn +Q∞(p)
∫
Rn\K
enu˜∞ dz + o(1)
=
∫
Br (p)
Q∞enuk dμSn +Q∞(p)
∫
Rn\K
enu˜∞ dz+ o(1),
where o(1) → 0 as k → ∞. Next, choosing K = BL(z0) and then letting L → ∞, we conclude
that ∫
Br(p)
Q∞dμk + o(1) (n− 1)!ωn for sufficiently large k.
On the other hand, we have∫
Br(p)
Q∞ dμk 
∫
Sn
Q∞ dμk 
∫
Sn
Qk dμk +
∫
Sn
|Qk −Q∞|dμk = (n− 1)!ωn + o(1).
Since upslope
∫
Sn
dμk = 1, it implies that p is the only concentration point of uk and that
Q∞(p) = (n− 1)!, dμk ↪→ ωnδp as k → ∞
in the weak sense of measures, which is exact (3.2).
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associated with normalized metrics converges to a constant map p. In essence, using conformal
invariance of Pn, one has∫
Sn
φkPn(φk) dμSn =
∫
Sn
xP
(φ−1k )∗(gSn )
(x)det
(
dφ−1k
)
dμSn
=
∫
Sn
xPn(x) dμSn
=
∫
Rn
ψ(z)Pψ∗(gSn )
(
ψ(z)
)
det
(
dψ(z)
)
dz
=
∫
Rn
∣∣(−Rn)n/4ψ(z)∣∣2 dz < ∞. (3.28)
Hence, up to a subsequence, φk converges weakly in Hn/2(Sn, gSn) to the constant map p as
k → ∞.
From (3.2), as k → ∞ we have∥∥Q∞ ◦ φk −Q∞(p)∥∥L2(Sn,hk) = ‖Q∞ −Q∞(p)‖L2(Sn,gk) → 0,
and then
∥∥Qhk −Q∞(p)∥∥L2(Sn,hk) = ‖Qhk −Q∞ ◦ φk‖L2(Sn,hk) + o(1)
= ‖Qk −Q∞‖L2(Sn,gk) + o(1) → 0,
where o(1) → 0 as k → ∞. Consequently, one may apply Lemma 3.1 to vk and metrics hk .
Furthermore, condition (2.2) excludes concentration in the sense of (3.1). Thus a subsequence
vk → v∞, hk → h∞ in Hn(Sn, gSn) as k → ∞. Since h∞ has constant Q-curvature Q∞(p) =
(n− 1)! and upslope∫
Sn
dμh∞ = 1, v∞ has to be the constant 0, thus the proof is complete. 
Let P(t) = upslope∫
Sn
xenu(t) dμSn be the center of the metric g(t) and if ‖P(t)‖ = 0, we define
p(t) = P(t)‖P(t)‖ , otherwise p(t) = P(t).
Lemma 3.4. Suppose that f cannot be the Q-curvature of any conformal metrics of gSn . Let
u(t), v(t) be the solutions to the flow (1.1)–(1.2) and its normalized flow, respectively. Then as
t → ∞, there hold h(t) = e2v(t)gSn → gSn in Hn(Sn, gSn) and Qh(t) → (n− 1)! in L2(Sn, gSn),
together with ‖φ(t)− p(t)‖L2(Sn,gSn ) → 0. Moreover, as t → ∞, we have∥∥f ◦ φ(t)− f (p(t))∥∥
L2(Sn,gSn )
→ 0 and α(t)f (p(t))→ (n− 1)!.
Proof. We prove it by contradiction. Otherwise, there exists a sequence tk → ∞ such that
lim
(∥∥v(tk)∥∥Hn(Sn,g n ) + ∥∥φ(tk)− p(tk)∥∥L2(Sn,g n ))> 0.k→∞ S S
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lim
k→∞
∥∥v(tk)∥∥L2(Sn,gSn ) = 0,
one has
lim
k→∞
∥∥φ(tk)− p(tk)∥∥L2(Sn,gSn )  C0 > 0.
By the same argument in the proof of [10], Lemma 4.11, one obtains φ(tk) → φq¯0 as k → ∞ for
some q¯0 ∈ Bn+1. Up to a family of conformal transformations, we still use e2ukgSn to denote the
metrics φ∗k (gk). Then it will follow that {uk} has a convergent subsequence just as in the proof
of Lemma 3.2, such that uk → u∞ in Hn(Sn, gSn) and the limit metric e2u∞gSn will have Q-
curvature equal to f up to a constant multiple and a conformal transformation, which contradicts
the assumption that f cannot be realized as the Q-curvature of any conformal metric.
In addition, from (1.3), (2.2) and Hölder’s inequality, as t → ∞ one has
(n− 1)! − αf (p(t))= αupslope∫
Sn
(
f ◦ φ(t)− f (p(t)))dμh → 0, (3.29)
which completes the proof. 
4. Spectral decomposition
Starting from now, we always assume f cannot be realized as the Q-curvature of any metric
in the conformal class of gSn . So Lemma 3.4 can be applicable without further mention.
Let {ϕi}i∈N0 be an L2(Sn, gSn)-orthonormal basis of eigenfunctions of −Sn, satisfying
−Snϕi = λiϕi,
with the eigenvalues 0 = λ0 < λ1 = · · · = λn+1 = n < λn+2  · · · . Now in terms of the orthonor-
mal basis {ϕgi }, {ϕhi } of the eigenfunctions of −g,−h with the corresponding eigenvalues
λ
g
i , λ
h
i , respectively, we expand
α(t)f −Q =
∞∑
i=0
βigϕ
g
i and α(t)fφ −Qh =
∞∑
i=0
βihϕ
h
i ,
with coefficients
βih = upslope
∫
Sn
(αfφ −Qh)ϕhi dμh = upslope
∫
Sn
(αf −Q)ϕgi dμg = βig
for all i ∈ N0. Moreover, denote by Λgi , i ∈ N0 the eigenvalues of Paneitz operator Pg on (Sn, g),
in particular, set Λi = ΛSni .
Note that we always have β0g = 0 in view of (1.3) and ϕhi = ϕgi ◦ φ for i ∈ N0. It is standard
knowledge that λk = k(n− 1 + k) with multiplicity (n+k−2)!(n+2k−1) . Furthermore, it is not hardk!(n−1)!
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will count the eigenvalues with multiplicity. By Lemma 3.2, as t → ∞ one has λgi = λhi → λi
and ϕi can be chosen to satisfy ϕhi → ϕi in L2(Sn, gSn) for all i ∈ N0, for instance, one may find
details in [10], Lemma 6.3.
4.1. Upper bound on the change rate of F2(t)
Lemma 4.1. With error o(1) → 0 as t → ∞, there holds
d
dt
F2(t)−
(
1 + o(1))G2(t)+ (n! + o(1))F2(t).
Proof. From (2.17) and (2.19), one has
d
dt
F2(t)−G2 + nαupslope
∫
Sn
f
(
p(t)
)
(αfφ −Qh)2 dμg
+ nαupslope
∫
Sn
(
fφ − f
(
p(t)
))
(αfφ −Qh)2 dμh + o(1)(F2 +G2).
By Lemma 3.2, metric h(t) is equivalent to gSn for sufficiently large t and αf (p(t)) → (n− 1)!
as t → ∞. From Lemma 3.2, Hölder’s inequality and Sobolev embedding Hn/2(Sn, gSn) ↪→
L4(Sn, gSn), we have
∣∣∣∣αupslope
∫
Sn
(
fφ − f
(
p(t)
))
(αfφ −Qh)2 dμh
∣∣∣∣ C∥∥fφ − f (p(t))∥∥L2(Sn,gSn )‖αfφ −Qh‖2L4(Sn,gSn )
 o(1)‖αfφ −Qh‖2Hn/2(Sn,gSn )
 o(1)(F2 +G2),
which yields the desired assertion. 
4.2. Dominance of |B|2 over F2 and related estimates
Now one defines
b = upslope
∫
Sn
x(αfφ −Qh)dμh.
For brevity, set B = √n+ 1b, βg = (β1g, . . . , βn+1g ), then
∣∣√n+ 1bi − βig∣∣ ∥∥ϕhi − ϕi∥∥L2(Sn,h)F2(t)1/2 = o(1)F2(t)1/2,
for i = 1,2, . . . , n+ 1, where o(1) → 0 as t → ∞.
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dB
dt
= o(1)F2(t)1/2.
Proof. The proof is similar to the one of Lemma 4.1 in [14] or Lemma 5.1 in [12]. Up to a
cofactor
√
n+ 1, one may argue b instead of B .
From Eq. (2.5), we have
upslope
∫
Sn
xQh dμh = upslope
∫
Sn
x
(
Pnv + (n− 1)!
)
dμSn = n!upslope
∫
Sn
xv dμSn.
By (2.5), a direct computation yields
db
dt
= upslope
∫
Sn
x
d
dt
(αfφ)dμh + nupslope
∫
Sn
xαfφvt dμh − n!upslope
∫
Sn
xvt dμSn
= αt upslope
∫
Sn
xfφ dμh + upslope
∫
Sn
xα(dfφ · ξ) dμh + nupslope
∫
Sn
x
(
αfφ − (n− 1)!e−nv
)
vt dμh
= αt upslope
∫
Sn
xfφ dμh + nupslope
∫
Sn
(
αfφ − (n− 1)!e−nv
)
(ut ◦ φ)dμh
+
[
upslope
∫
Sn
xα(dfφ · ξ) dμh + upslope
∫
Sn
x
(
αfφ − (n− 1)!e−nv
)
divSn
(
ξenv
)
dμSn
]
≡ E1 +E2 +E3.
By (2.2), (2.16) and Lemma 3.2, one has
|E1| =
∣∣∣∣αt upslope
∫
Sn
x
(
fφ − f
(
p(t)
))
dμh
∣∣∣∣ |αt |∥∥fφ − f (p(t))∥∥L2(Sn,h) = o(1)F2(t)1/2.
To estimate E2,E3, by Lemma 3.2 one first need to bound
∥∥αfφ − (n− 1)!e−nv∥∥L2(Sn,h)  ∥∥α(fφ − f (p(t)))∥∥L2(Sn,h) + ∥∥αf (p(t))− (n− 1)!∥∥L2(Sn,h)
+ (n− 1)!∥∥env − 1∥∥
L2(Sn,gSn )
= o(1).
Then, from (1.1) and Lemma 3.2 we have
|E2|
∥∥αfφ − (n− 1)!e−nv∥∥ 2 n F2(t)1/2 = o(1)F2(t)1/2.L (S ,h)
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|E3| =
∣∣∣∣−upslope
∫
Sn
(
αfφ − (n− 1)!e−nv
)
ξ dμh − n!upslope
∫
Sn
x(dv · ξ) dμSn
∣∣∣∣
 C
∥∥ξ(·, t)∥∥
L∞
(∥∥αfφ − (n− 1)!e−nv∥∥L2(Sn,h) + ‖v‖H 1(Sn,gSn ))
= o(1)F2(t)1/2.
Hence, the desired assertion follows by the above estimates of E1,E2 and E3. 
Lemma 4.3. With error o(1) → 0 as t → ∞, there holds
F2(t) =
(
1 + o(1))|B|2,
for sufficiently large t .
Proof. Set Fˆ2(t) =∑∞i=n+2 |βig|2. Then we have
F2 = |βg|2 + Fˆ2 = |B|2 + Fˆ2 + o(1)F2. (4.1)
By Lemma 4.1, one has
d
dt
F2 −
∞∑
i=1
(
Λi − n! + o(1)
)∣∣βig∣∣2
−
∞∑
i=n+2
(
nn! + o(1))∣∣βig∣∣2
= −nn!Fˆ2 + o(1)F2 (4.2)
since Λi Λn+2 = (n+ 1)! for i  n+ 2 and Λj = n! for 1 j  n+ 1.
Provided that there exists a sequence tj → ∞ as j → ∞ such that 2|B(tj )|2 > Fˆ2(tj ) for
all j . Denoting
F2(t) =
(
1 + δ(t))|B|2,
near each tj , we have − 12  δ(t) 2 for all time t sufficiently close to tj by continuity of Fˆ2(t)|B(t)|2
at t = tj . Then one finds
dδ
dt
|B|2 + 2(1 + δ)B dB
dt
= d
dt
F2 −nn!δ|B|2 + o(1)F2.
By Lemma 4.2, it follows that∣∣∣∣B dB
∣∣∣∣ o(1)F2(t) = o(1)(1 + δ(t))∣∣B(t)∣∣2.dt
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dδ
dt
−nn!δ + o(1) for t  tj and t near tj ,
which implies
δ(t) → 0 as t → ∞,
as required.
It remains for us to seek such sequence tj such that 2|B(tj )|2 > Fˆ2(tj ). By negation, there
holds
2
∣∣B(t)∣∣2  Fˆ2(t)
for all t  t0, where t0 > 0 is some sufficiently large constant. With sufficiently larger t0 > 0,
by (4.2) we have
d
dt
F2 −2nn!3 F2 + o(1)F2 −2F2
for all t  t0. Thus it deduces that F2(t)  C21e−2t for t  t0, where C1 ≡ C1(t0) > 0 is a con-
stant. On one hand, in view of (4.2), integrating (2.13) over (t0, t) gives
t∫
t0
∣∣∣∣ ddτ log
(
1 − ∣∣q(τ)∣∣2)∣∣∣∣dτ 
t∫
t0
2
(
1 − ∣∣q(τ)∣∣2)−1∣∣q ′(τ )∣∣dτ
 C
t∫
t0
(
upslope
∫
Sn
|αf −Q|2 dμg
)1/2
dτ
 CC1
t∫
t0
e−τ dτ  C2,
where C2 ≡ C2(t0) > 0 is a uniform constant independent of t . By choosing 0 < δ1 ≡√
1 − (1 − |q(t0)|2)e−C2 < 1, it yields that |q(t)|  δ1 < 1 for all t  t0. Again by (2.13) and
(4.2), as t → ∞ we deduce that
q(t) → q∞ ∈ Bn+1 and then φ(t) = φq(t) → φq∞ (4.3)
uniformly for all x ∈ Sn. On the other hand, from Lemma 3.4, as t → ∞ one finds ‖φ(t) −
p(t)‖L2(Sn,gSn ) → 0 and p(t) converges to p, the unique concentrate point of the flow. This yields
a contradiction, since ‖φq∞ − p‖L2(Sn,gSn ) = 0 if |q∞| < 1. Hence, such sequence tj exists. 
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In view of Lemma 3.4, the center P(t) of the flow metric g(t) is approximated by the shadow
flow
Θ = Θ(t) = upslope
∫
Sn
φ(t) dμSn,
with θ(t) = Θ‖Θ‖ . For each fixed t  0, rotate θ(t) as the north pole. In the following lemmas, we
extend f (μy) = f (y) for 0 <μ< 1, y ∈ Sn.
5.1. Scaled stereographic projection
Recall that π : Sn → Rn is the stereographic projection from south pole with
π(x) = (x
1, . . . , xn)
1 + xn+1 , x =
(
x1, . . . , xn+1
) ∈ Sn,
and ψ = π−1 : Rn → Sn is given by
ψ(z) = 1
1 + |z|2
(
2z1, . . . ,2zn,1 − |z|2), z = (z1, . . . , zn) ∈ Rn.
For q ∈ Rn, r > 0, let ψq,r : Rn → Sn be the conformal map
ψq,r = ψ ◦ δq,r ,
where δq,r (z) = q + rz, for z ∈ Rn. For the convenience of computation, we write the conformal
transformation φ(t) as ψ ◦ δq(t),r(t) ◦ π instead. Denote
ei ≡ ∂ψ
∂zi
, for i = 1,2, . . . , n,
the vector field ξ(t) = (dφ)∗ dφ
dt
can also be expressed as
ξ(t) = r−1
n∑
i=1
(
dqi
dt
+ zi dr
dt
)
ei . (5.1)
Thus in our calculation, assume at time t , q(t) = 0 to simplify our calculation since otherwise
it is the matter of the choice of the coordinates of Sn. In doing so, letting
X = upslope
∫
n
ξ dμSn,S
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Xi = n
n+ 1
dqi
dt
, 1 i  n and Xn+1 = − n
n+ 1
dr
dt
. (5.2)
For the formulae of vector fields ξ and X, one may refer to [14,12] or [10], Lemma 5.2.
5.2. Characterization of the limit of the shade flow
Since the scheme is standard to experts in this direction, we write the proofs in a brief form.
Lemma 5.1. With a uniform constant C > 0, there holds
∥∥fφ − f (θ)∥∥L2(Sn,gSn ) + ‖∇fφ‖L 2nn+2 (Sn,gSn )  C.
Proof. See Lemma 6.2 in [10]. 
Lemma 5.2. With a uniform constant C > 0, there holds
‖v‖Hn(Sn,gSn )  C
(
F
1/2
2 +
∥∥fφ − f (θ)∥∥L2(Sn,gSn )).
Proof. Expand env − 1 and v in terms of the eigenfunctions ϕi of −Sn to get
env − 1 =
∞∑
i=0
V iϕi and v =
∞∑
i=0
viϕi .
By the selection of initial data and (2.2), it means that V i = 0, 0 i  n + 1. Observe that, by
Taylor’s expansion and Lemma 3.4,
nvi = nupslope
∫
Sn
vϕidμSn = upslope
∫
Sn
(
env − 1)ϕi dμSn +O(‖v‖2
H
n
2 (Sn,gSn )
)
= V i + o(1)‖v‖
H
n
2 (Sn,gSn )
for i ∈ N0.
In particular, it follows that
n+1∑
i=0
∣∣vi∣∣2 = o(1)‖v‖2
H
n
2 (Sn,gSn )
. (5.3)
One may rewrite Eq. (2.5) as
Pnv = Qhenv − (n− 1)!
= (Qh − αfφ)env + α
(
fφ − f (θ)
)
env + (αf (θ)− (n− 1)!)env + (n− 1)!(env − 1).
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∞∑
i=n+2
Λ2i
∣∣vi∣∣2 + o(1)‖v‖2
H 1(Sn,gSn )
=
∞∑
i=0
Λ2i
∣∣vi∣∣2 = ‖Pnv‖2L2(Sn,gSn )
 C(η)
(
F2 +
∥∥fφ − f (θ)∥∥2L2(Sn,gSn ))+ (1 + η)((n− 1)!)2∥∥env − 1∥∥2L2(Sn,gSn )
= C(η)(F2 + ∥∥fφ − f (θ)∥∥2L2(Sn,gSn ))+ (1 + η)(n!)2‖v‖2L2(Sn,gSn ) + o(1)‖v‖2H n2 (Sn,gSn ).
Choosing η sufficiently small such that (1 + η) < (n+1)22 , our claim follows from the above
estimates. 
With straight modification in the proof of Lemma 6.7 in [10], we relate the estimate of b with
the scale of  in view of dimension n 4.
Lemma 5.3. With O() C and O(1) C as t → ∞, for sufficiently large t > 0, there hold
b − 〈b, θ〉θ = 
(
4
n
α df (θ)+O()
)
,
and
〈b, θ〉 = 2
(
− 8
n(n− 2)αSnf (θ)+O(1)
∣∣∇f (θ)∣∣2
Sn
+O()
)
.
Consequently, |b| = O(|∇f (θ)|2Sn)2 +O(4).
Proof. From Kazdan–Warner condition (2.6) and Lemma 5.2, we have
b = α
n
upslope
∫
Sn
〈∇x,∇fφ〉Sn dμh +En1
= αupslope
∫
Sn
x
(
fφ − f (θ)
)
dμSn +En1 +En2
with error terms bounded by
∣∣En1 ∣∣+ ∣∣En2 ∣∣ C‖v‖H n2 (Sn,gSn )
(
F
1/2
2 +
∥∥fφ − f (θ)∥∥L2(Sn,gSn ))
 C
(
F2 +
∥∥fφ − f (θ)∥∥2 2 n ).L (S ,gSn )
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(
fφ − f (θ)
)(
ψ(z)
)= f (φ(z))− f (θ)
= [df (θ) · dφ|z=0] · z + 12 (∇df )(θ)(dφ|z=0z, dφ|z=0z)+O
(
z|3)
= 2df (θ)(z)+ 22∇df (θ)(z, z)+O(|z|3), (5.4)
around z = 0. With the help of expansion (5.4), a direct computation yields a much more precise
estimate of ∫
Sn
∣∣fφ − f (θ)∣∣2 dμSn  C∣∣∇f (θ)∣∣2Sn2 +C3. (5.5)
Since the remainder of the proof has been available in our recent work [10] plus some simple
observation, we omit it here. 
Lemma 5.4. With O(1) C as t → ∞, there holds
b = 
n+ 1
(
dq1
dt
, . . . ,
dqn
dt
,−dr
dt
)
+O(∣∣∇f (θ)∣∣2
Sn
)
2 +O(3).
Proof. From (2.21), one has
nb = upslope
∫
Sn
ξ dμh = X +En3 ,
where the error term
En3 = upslope
∫
Sn
ξ
(
env − 1)dμSn
bounded by
∣∣En3 ∣∣ C‖ξ‖L∞‖v‖H 1(Sn,gSn )  C(F2 + ∥∥fφ − f (θ)∥∥2L2(Sn,gSn )) C(∣∣∇f (θ)∣∣2Sn2 + 3)
in view of (2.21), Lemmas 5.2–5.3, 4.3 and (5.5). 
For convenience, the results of Lemmas 6.9, 6.10 are stated in the following lemma.
Lemma 5.5. With o(1) → 0 as t → ∞, there hold
dΘi
dt
= (2 + o(1))2 dqi
dt
, 1 i  n,
d (
1 − |Θ|2)= (2 + o(1))(1 − |Θ|2) dr ,dt dt
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1 − |Θ|2 =
(
4n
n− 2 + o(1)
)
2.
With the above preparations, we are now in position to give a neat characterization of the limit
of the shade flow Θ(t) as t → ∞.
Proposition 5.1. (i) With O(1) C as t → ∞, we have
d(Θ − 〈Θ,θ〉θ)
dt
= 8n−1(n+ 1)α2(df (θ)+O()),
and
d
dt
(
1 − |Θ|2)= 64(n+ 1)
(n− 2)2 α
4(Snf (θ)+O(1)∣∣∇f (θ)∣∣2Sn +O()),
(ii) As t → ∞, the metrics g(t) concentrate at the critical points p of f , where Snf (p) 0.
Proof. (i) The first assertion is followed by collecting the results of Lemmas 5.3–5.5.
(ii) From Lemma 5.5 and (i), we find∣∣∣∣ ddt
(
1 − |Θ|2)∣∣∣∣ C(1 − |Θ|2)2,
which yields
1 − ∣∣Θ(t)∣∣2  C0
t
,
for some constant C0 > 0, together with Lemma 5.5, we have
2  C1
t
, (5.6)
for t  t0 with some sufficiently large t0 > 0 and a uniform constant C1 > 0. From part (i), we
deduce that
d
dt
f (Θ) = d
dt
f (θ) = 1
2|Θ|
n∑
i=1
∂f
∂zi
(θ)
dΘi
dt
 C2
t
(∣∣∇f (θ)∣∣2
Sn
+ o(1)),
where C2 > 0 and the error o(1) → 0 as t → ∞. Since the integration of t−1 over the interval
(0,∞) is divergent, the flow (Θ(t))t0 must accumulate at a critical point p of f . To see limit
point of Θ(t) must be of Snf (p) 0, we assume, on the contrary, Snf (p) > 0. We re-scale
time t as τ(t) by solving the equation
dτ = min
{
1
, (t)2
}
, τ (0) = 0.dt 2
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d
dτ
(
1 − ∣∣Θ(t (τ ))∣∣2)= 16(n+ 1)
n− 2 α
(
1 − ∣∣Θ(t (τ ))∣∣2)(Snf (θ)+ o(1)).
Then there exists a uniform constant C > 0 depending on min∇f (q)=0 |Snf (q)| and Mf , such
that
d
dτ
log
(
1 − ∣∣Θ(t (τ ))∣∣2) C,
which obviously contradicts the fact that 1 − |Θ|2 → 0 as t → ∞.
Therefore the shadow flow Θ(t)t0 converges to a unique point p ∈ Sn. 
For the convenience of future citation, we state the following result whose proof is identical
to Lemma 4.10 in [14].
Lemma 5.6. Let u(0) = u0 ∈ C∞∗ be initial data of the flow (1.1) and (1.2). Then as t → ∞, we
have
Ef
[
u(t)
]→ −(n− 1)! logf (p),
where p = limt→∞ Θ(t) is the unique limit of the shadow flow Θ(t) associated with u(t).
6. Existence of conformal metrics
In this section, for q ∈ Sn, 0 <  < ∞, we denote by φ−q, = ψ−q ◦δ ◦π−q the stereographic
projection with −q at infinity, that is, q becomes the north pole in the stereographic coordinates.
By a similar argument for (3.28), φ−q, converges weakly in Hn/2(Sn, gSn) to q as  → 0. Define
a map
j : Sn × (0,∞)  (q, ) → uq, = 1
n
log det(dφq,) ∈ C∞∗ .
Also set gq, = φ∗q,(gSn) = e2uq, gSn, then we have
dμgq, = enuq, dμSn ⇀ ωnδq,
in the weak sense of measures as  → 0. For γ ∈ R, denote by
Lγ =
{
u ∈ C∞∗ ; Ef [u] γ
}
,
the sub-level set of Ef . For convenience, labeling all critical points of f by q1, . . . , qN such that
f (qi) f (qj ) for 1 i  j N , we set
βi = −(n− 1)! logf (qi) = lim
→0Ef [uqi,], 1 i N.
Without loss of generality, we assume all critical levels f (qi), 1  i  N are distinct, so there
exists a ν0 > 0 such that βi −2ν0 > βi+1, in fact we can take ν0 = 1 min1iN−1{βi −βi+1} > 0.2
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denote the shadow flow by
Θ(t,u0) =
∫
Sn
φ(t, u0) dμSn with θ(t, u0) = Θ(t,u0)|Θ(t,u0)| if
∣∣Θ(t,u0)∣∣ = 0.
Our main purpose of this section is to set up the counterpart in [12] or [10].
Proposition 6.1.
(i) If γ0 > β1, the set Lγ0 is contractible.
(ii) For any 0 < ν  ν0 and each 1 i  N , the sets Lβi−ν and Lβi+1+ν are homotopic equi-
valent.
(iii) For each critical point qi of f where Snf (qi) > 0, the sets Lβi+ν0 and Lβi−ν0 are homo-
topic equivalent.
(iv) For each critical point qi where Snf (qi) < 0, the set Lβi+ν0 is homotopic to the set Lβi−ν0
with (n− ind(f, qi))-cell attached.
Proof. (i) Let γ0 be chosen as above. For 0 s  1, define a homotopy
H1(s, u0) = (1 − s)u0 + c(s, u0) with c(s, u0) = −1
n
log
(
upslope
∫
Sn
en(1−s)u0 dμSn
)
,
within the set C∞∗ . Given such u0 and 0  s  1, by Lemma 5.6 and the selection of β0, there
exists a minimal time T = T (s,u0), such that Ef [u(T ,H1(s, u0))]  γ0, where the continuity
of T (s,u0) on s and u0 can be deduced by Lemma 1.1 and the expression of c(s, u0). Thus
the map H : (s, u0) → u(T (s, u0),H1(s, u0)) is the desired contraction of Lγ0 within itself.
To see this, just observe that T (0, u0) = 0, hence u(T (0, u0),H(0, u0)) = u(0, u0) = u0 and
u(T (1, u0),H(1, u0)) = 0 since H(1, u0) = 0 with Ef [0] β1 < γ0, T (1, u0) = 0.
(ii) The assertion (ii) is followed by contradiction, one may refer to [12], Proposition 5.11 or
[10], Proposition 7.1. 
To complete the proofs of (iii) and (iv), we need to establish some preliminary lemmas.
Lemma 6.1. For all v ∈ Hn/2(Sn, gSn) inducing a normalized metric h, satisfying (2.2) and
upslope
∫
Sn
env dμSn = 1, moreover, provided ‖v‖Hn/2(Sn,gSn ) is sufficiently small. Then with two con-
stants C1 > 0 and C2 > 0, there holds
C1‖v‖2
H
n
2 (Sn,gSn )
E[v] C2‖v‖2
H
n
2 (Sn,gSn )
.
Proof. We adopt the notation introduced in the proof of Lemma 5.2. By (5.3) and the fact
Λn+2 = (n+ 1)!, one has
E[v] = n
2
upslope
∫
n
(
vPnv − n!v2
)
dμSn + (n− 1)!upslope
∫
n
(
env − 1)dμSn +O(‖v‖3
H
n
2 (Sn,gSn )
)
S S
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2
∞∑
i=0
(Λi − n!)
∣∣vi∣∣2 +O(‖v‖3
H
n
2 (Sn,gSn )
)
 n
2
∞∑
i=n+2
(Λi − n!)
∣∣vi∣∣2 + o(‖v‖2
H
n
2 (Sn,gSn )
)
 n
2
Λn+2 − n!
Λn+2 + 1
∞∑
i=0
(Λi + 1)
∣∣vi∣∣2 + o(‖v‖2
H
n
2 (Sn,gSn )
)
 C1‖v‖2
H
n
2 (Sn,gSn )
.
On the other hand, by (5.3),
nupslope
∫
Sn
v dμSn = o(1)‖v‖2
H
n
2 (Sn,gSn )
,
one concludes E[v] C2‖v‖2
H
n
2 (Sn,gSn )
. 
For r0 > 0 and each critical point qi ∈ Sn of f , set
Br0(qi) =
{
u ∈ C∞∗ ; g = e2ugSn induces normalized metrics
h = φ∗−q,g = e2vgSn for some q ∈ Sn and 0 <   1
such that ‖u‖2 ≡ ‖v‖2
H
n
2 (Sn,gSn )
+ |q − qi |2 + 2 < r20
}
.
As shown in [12], the new coordinates (, q, v) are corresponding to u ∈ Br0(qi). Under the
assumptions on f , using Morse lemma, one introduces the local coordinates q = q+ + q− near
qi = 0, such that
f (q) = f (qi)+
∣∣q+∣∣2 − ∣∣q−∣∣2.
Next we state the analogues of [12], Lemma 5.13 and [10], Lemma 7.2.
Lemma 6.2. For r0 > 0 and u = (, q, v) ∈ Br0(qi), with o(1) → 0 as r0 → 0, there hold
(a)
upslope
∫
Sn
f ◦ φ−q, dμh = f (q)+ 2
n− 2
2Snf (q)+O
(
3
)+ o(1)‖v‖
H
n
2 (Sn,gSn )
. (6.1)
(b)
∣∣∣∣ ∂∂ Ef [u] + 4(n− 1)!n− 2 f (q)−1Snf (q)
∣∣∣∣ C2 +C(|q − qi | + )‖v‖H n2 (Sn,gSn ). (6.2)
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∣∣∣∣∂Ef [u]∂q · V + (n− 1)!f (q)−1
(
df (q) · V )∣∣∣∣ C( + ‖v‖H n2 (Sn,gSn )
)|V |. (6.3)
(d) There exists a uniform constant C0 > 0, such that
〈
∂
∂v
Ef [u], v
〉
 C0‖v‖2
H
n
2 (Sn,gSn )
+ o(1)‖v‖
H
n
2 (Sn,gSn )
, (6.4)
where 〈· , ·〉 denotes the duality pairing of H n2 (Sn, gSn) with its dual.
Proof. Since the scheme of the proof is similar to the one in [12], Lemma 5.13 and some com-
putations involving the general dimension are available in [10], Lemma 7.3, we omit the details
of the proofs of (a)–(c), and just prove (d) here.
(d) Set A = upslope∫
Sn
f ◦ φ−q, dμh. Notice that
〈
∂
∂v
Ef [u], v
〉
= nupslope
∫
Sn
(
vPnv + (n− 1)!
)
dμSn − n!A−1
(
upslope
∫
Sn
f ◦ φ−q,envv dμSn
)
= nupslope
∫
Sn
(
vPnv + (n− 1)!
)
dμSn − n!upslope
∫
Sn
venv dμSn
− n!A−1 upslope
∫
Sn
(
f ◦ φ−q, − f (q)
)
envv dμSn
− n!A−1(f (q)−A)upslope∫
Sn
venv dμSn
≡ E1 +E2 +E3.
It follows from Lemma 6.1 that
E1 = n
[
upslope
∫
Sn
vPnv dμSn − (n− 1)!upslope
∫
Sn
v
(
env − 1)dμSn
]
= n
[
upslope
∫
Sn
(
vPnv − n!v2
)
dμSn
]
+ o(1)‖v‖2
H
n
2 (Sn,gSn )
 C0‖v‖2
H
n
2 (Sn,gSn )
.
Noticing (5.5) and that df (q) → 0 as r0 → 0, one estimates
|E2| C
∥∥f ◦ φ−q, − f (q)∥∥ 2 n ‖v‖ n n = o(1)‖v‖ n n . (6.5)L (S ,gSn ) H 2 (S ,gSn ) H 2 (S ,gSn )
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|E3| C
(
2 + o(1)‖v‖
H
n
2 (Sn,gSn )
)‖v‖
H
n
2 (Sn,gSn )
= o(1)‖v‖
H
n
2 (Sn,gSn )
.
Hence, the desired assertion follows by combining the above estimates. 
Proof of Proposition 6.1 (completed). Choose ν  r30 〈ν0 and r0〉0 sufficiently small such that
Br0(qi) ⊂ Lβi+ν\Lβi−ν . By (ii), for any 1 i  N , there exists a sufficiently large T > 0 such
that u(T ,Lβi+ν0) ⊂ Lβi+ν . Moreover, for any u0 ∈ Lβi+ν0 , if necessary, choosing a larger T =
T (u0) > 0, we either have u(T ,u0) ∈ Lβi−ν or u(t, u0) ∈ Br0/4(qi) for some t ∈ [0, T ].
For u = (, q, v) ∈ Br0(qi), we have
Ef [u] − βi = E[v] − (n− 1)! logA = E[v] + βi − (n− 1)!I, (6.6)
where A is defined in the proof of Lemma 6.2 and
I = log
(
1 + A− f (qi)
f (qi)
)
= A− f (qi)
f (qi)
+O(∣∣A− f (qi)∣∣2).
Noting that
A− f (qi) = A− f (q)+ f (q)− f (qi),
together with Lemma 6.2 (a), we find
A− f (qi) = 2
n− 2
2Snf (q)+
∣∣q+∣∣2 − ∣∣q−∣∣2 + o(1)(2 + ‖v‖2
H
n
2 (Sn,gSn )
)
. (6.7)
Hence, from (6.6), (6.7) and Lemma 6.1, we conclude that
Ef [u] − βi  C1‖v‖2
H
n
2 (Sn,gSn )
−C(2 + |q − qi |2).
Consequently, for u ∈ Lβi+ν ∩Br0(qi), it follows that
‖v‖2
H
n
2 (Sn,gSn )
 C
(
2 + |q − qi |2 + r30
)
. (6.8)
Now we need use a new scale time τ instead of time t . Namely, for each initial data u0,
τ = τ(t) is re-scaled by
dτ
dt
= min
{
1
2
, 2(t, u0)
}
, τ (0) = 0. (6.9)
From (5.6) and Eq. (6.9), it yields that τ(t) → ∞ as t → ∞. Set U(τ,u0) = u(τ(t), u0) and
Γ (τ) = Θ(τ(t), u0).
Under this new time scale τ , combine Lemmas 1.1, 4.3, 5.3 and non-degeneracy of f to yield
that
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dτ
Ef
[
U(τ,u0)
]= −2 d
dt
Ef
[
u
(
t (τ ), u0
)]
−C3
(∣∣∇f (q)∣∣2
Sn
+ 2∣∣Snf (q)∣∣2)
−C4
(
2 + |q − qi |2
)
,
with uniform constants C3 > 0, C4 > 0 and for all u0 ∈ Br0(qi).
Thus, for u0 ∈ Br0 \Br0/4(qi), we have
d
dτ
Ef
[
U(τ,u0)
]
−C5r20 , (6.10)
with a uniform constant C5 > 0 in view of (6.8). Hence, transversal time of the annular region
Lβi+ν ∩ (Br0/2 \ Br0/4(qi)) is uniformly positive. Choosing sufficiently large T ∗ > 0 and suffi-
ciently small ν > 0, we have
U
(
T ∗,Lβi+ν
)⊂ Lβi−ν ∪ (Br0/2(qi)∩Lβi+ν). (6.11)
Then,
Tν(u0) = min
{
T ∗, inf
{
t;Ef
[
U(t, u0)
]
 βi − ν
}}
depends continuously on u0. Thus the map (t, u0) → U(min{t, Tν(u0)}, u0) gives a homotopy
equivalence of Lβi+ν with a subset of Lβi−ν ∪ (Br0/2(qi)∪Lβi+ν).
(iii) Assume Snf (qi) > 0. With help of (6.2) and the above estimates, the construction of
the homotopic equivalence of Lβi+ν0 and Lβi−ν0 is essentially identical to the one in the proof
of [12], Proposition 5.1(iii).
(iv) Suppose Snf (qi) < 0. From (6.6) and (6.7), with a constant C1 > 0 given in Lemma 6.1,
we find
Ef [u] − βi  C1‖v‖2
H
n
2 (Sn,gSn )
− 2(n− 1)!
n− 2 f (qi)
−12Snf (q)
+ (n− 1)!f (qi)−1
(∣∣q−∣∣2 − ∣∣q+∣∣2)
+ o(1)(2 + |q − qi |2 + ‖v‖2
H
n
2 (Sn,gSn )
)
,
where o(1) → 0 as r0 → 0. Then we deduce that there exists some sufficiently small number
δ > 0 together with 4δ2 < 13 such that
2 + ∣∣q−∣∣2 + ‖v‖2
H
n
2 (Sn,gSn )
 r20/4, (6.12)
for any u = (, q, v) ∈ Br0(qi) ∩ Lβi+ν with |q+| < 2δr0, provided r0 > 0 is sufficiently small
and ν  r3.0
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(1 − (|q+|−δr0)+
δr0
)+ with δ > 0 chosen as above. For 0  r  1, u = (, q, v) ∈ Br0(qi), choose
0 > 0 sufficiently small such that 0 < 13 < 0 <
2
3, and define ur by
ur = (r , qr , vr ) =
(
 + (0 − )rη, q − rηq−, 1
n
log
(
(1 − rη)env + rη)).
First we claim that if ‖v‖Hn(Sn,gSn ) is sufficiently small, then ur ∈ Br0(qi). To see this, we
first consider the function ‖ur‖2 with η ≡ 1:
‖ur‖2 ≡
(
 + (0 − )r
)2 + |q − rq−|2 + ‖vr‖2
H
n
2 (Sn,gSn )
.
Applying Lemma 6.1 to vr , one finds that the norm ‖vr‖2
H
n
2 (Sn,gSn )
is equivalent to E[vr ]. For
the convenience of computation, one may compute
g(r) = ( + (0 − )r)2 + ∣∣q − rq−∣∣2 +E[vr ],
instead of ‖ur‖2. Denote by a dot the r-derivative. Then we have
g˙(r) = 2( + (0 − )r)(0 − )+ 2〈q − rq−,−q−〉
+ nupslope
∫
Sn
(
v˙rPnvr + (n− 1)!v˙r
)
dμSn.
By the construction of vr , it is easy to derive
v˙r = 1
n
(
1 − env)e−nvr , v¨r = −n(v˙r )2 (6.13)
and
upslope
∫
Sn
envr dμSn = 1, upslope
∫
Sn
xenvr dμSn = 0. (6.14)
By (6.13), one has
g¨(r) = 2(0 − )2 + 2
∣∣q−∣∣2 + nupslope∫
Sn
(
v¨rPnvr + v˙rPnv˙r + (n− 1)!v¨r
)
dμSn
= 2(0 − )2 + 2
∣∣q−∣∣2 + nupslope∫
Sn
[−n(v˙r )2Pnvr + v˙rPnv˙r − n!(v˙r )2]dμSn
= 2(0 − )2 + 2
∣∣q−∣∣2 + nE. (6.15)
In view of smallness condition of ‖v‖Hn(Sn,gSn ) and the definition of vr , ‖vr‖Hn(Sn,gSn ) is also
sufficiently small for all 0 r  1. Then we estimate
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∫
Sn
(v˙r )
2PnvrdμSn
∣∣∣∣ ‖Pnvr‖L2(Sn,gSn )
(
upslope
∫
Sn
(v˙r )
4 dμSn
)1/2
 ‖vr‖Hn(Sn,gSn )‖v˙r‖2
H
n
2 (Sn,gSn )
= o(1)‖v˙r‖2
H
n
2 (Sn,gSn )
. (6.16)
Expand v˙r in terms of the eigenfunctions ϕi of −Sn as
v˙r =
∞∑
i=0
v˙irϕi .
From (6.14), one obtains
upslope
∫
Sn
v˙re
nvr dμSn = 0, upslope
∫
Sn
xv˙re
nvr dμSn = 0.
Then, for 0 i  n+ 1, it yields
v˙ir = upslope
∫
Sn
ϕi v˙r dμSn = upslope
∫
Sn
ϕi
(
1 − envr )v˙r dμSn = o(1)‖v˙r‖
H
n
2 (Sn,gSn )
,
that is,
n+1∑
i=0
∣∣v˙ir ∣∣2 = o(1)‖v˙r‖2
H
n
2 (Sn,gSn )
. (6.17)
As spectral analysis in Lemma 6.1, by (6.17) and (6.16) we estimate
E = upslope
∫
Sn
(
v˙rPnv˙r − n!(v˙r )2
)
dμSn + o(1)‖v˙r‖2
H
n
2 (Sn,gSn )
=
∞∑
i=0
(Λi − n!)
∣∣v˙ir ∣∣2 + o(1)‖v˙r‖2
H
n
2 (Sn,gSn )
 Λn+2 − n!
Λn+2 + 1
∞∑
i=n+2
(Λi + 1)
∣∣v˙ir ∣∣2 + o(1)‖v˙r‖2
H
n
2 (Sn,gSn )
 C6‖v˙r‖2
H
n
2 (Sn,gSn )
> 0. (6.18)
where C6 > 0 is a dimensional constant. Hence, by (6.15) and (6.18), it follows that g¨(r) 0 for
all 0 r  1. Then we have
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{
g(0), g(1)
}= max{‖u‖2, 20 + ∣∣q+∣∣2},
for all r ∈ [0,1]. Obviously, g(rη)max{g(0), g(1)} < r20 for all r ∈ [0,1].
Therefore under smallness condition of ‖v‖Hn(Sn,gSn ), (which can be guaranteed by the con-
struction of homotopies below), one has shown that the homotopy H1 : Br0(qi) ∩ Lβi+ν ×
[0,1] → Br0(qi) given by H(u, r) = ur is well defined and H1(·,1) maps the set {u ∈ Br0(qi)∩
Lβi+ν; |q+| < δr0} to the set B+δro , where for 0 < ρ < r0,
B+ρ ≡
{
u ∈ Br0(qi);  = 0, q− = 0,
∣∣q+∣∣< ρ, v = 0}
is clearly diffeomorphic to the unit ball of dimension n− ind(f, qi).
Next we need to show that the energy level of ur is under control either. That is, Ef [ur ] 
βi + ν if ν is sufficiently small. To do this, we observe that
d
dr
Ef [ur ] = η
(
∂Ef [ur ]
∂r
(0 − )− ∂Ef [ur ]
∂qr
q− − 1
n
〈
∂Ef [ur ]
∂vr
, e−nvr
(
env − 1)〉)
= η(1 − rη)−1
(
∂Ef [ur ]
∂r
(0 − r)− ∂Ef [ur ]
∂qr
q−r −
1
n
〈
∂Ef [ur ]
∂vr
, e−nvr
(
envr − 1)〉)
≡ η(1 − rη)−1D
≡ η(1 − rη)−1[I − II − III].
First one deals with the third term:
III ≡ 1
n
〈
∂Ef [ur ]
∂vr
, e−nvr
(
envr − 1)〉
= upslope
∫
Sn
Pnvre
−nvr (envr − 1)dμSn + (n− 1)!upslope
∫
Sn
e−nvr
(
envr − 1)dμSn
− (n− 1)!A−1r
(
upslope
∫
Sn
f ◦ φ−qr ,r
(
envr − 1)dμSn
)
=
[
upslope
∫
Sn
Pnvr
(
1 − e−nvr )dμSn − (n− 1)!upslope
∫
Sn
(
1 − e−nvr )(envr − 1)dμSn
]
− (n− 1)!A−1r upslope
∫
Sn
(
f ◦ φ−qr ,r − f (qr)
)(
envr − 1)dμSn
≡ III1 + III2,
where Ar = upslope
∫
Sn
f ◦ φ−qr ,r envr dμSn . For III1, as the spectral analysis in Lemma 6.1, with
a dimensional constant C7 > 0 we obtain
III1 = nupslope
∫
n
(
vrPnvr − n!v2r
)
dμSn + o(1)‖vr‖2
H
n
2 (Sn,gSn )
 C7‖vr‖2
H
n
2 (Sn,gSn )
.S
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|III2| o(1)r‖vr‖
H
n
2 (Sn,gSn )
.
Thus we conclude that
III  C7‖vr‖2
H
n
2 (Sn,gSn )
+ o(1)r‖vr‖
H
n
2 (Sn,gSn )
.
Since, in the local coordinate of qi , f (qr) = f (qi)+ |q+r |2 − |q−r |2, df (qr) · q−r = −2|q−r |2.
Apply Lemma 6.2 to get
II = 2(n− 1)!f (qr)−1
∣∣q−r ∣∣2 +C∣∣q−r ∣∣(r + ‖vr‖H n2 (Sn,gSn )
)
,
and
I = −4(n− 1)!
n− 2 Snf (qr)f (qr)
−1r(0 − r)
+C[3r + (r + |qr − qi |)‖vr‖H n2 (Sn,gSn )
]
(r − 0).
Therefore collect the above estimates of I , II, III to get
D −4(n− 1)!
n− 2 Snf (qr)f (qr)
−1r(0 − r)− 2(n− 1)!f (qr)−1
∣∣q−r ∣∣2
+C∣∣q+r ∣∣‖vr‖H n2 (Sn,gSn )(r − 0)−C7‖vr‖2H n2 (Sn,gSn )
+ o(1)(r(r − 0)+ ‖vr‖2
H
n
2 (Sn,gSn )
+ ∣∣q−r ∣∣2).
Set 2d = min{min|q−qi |r0[− 4(n−1)!n−2 Snf (q)],2(n− 1)!f (qr)−1,C7}. Since Snf (qi) < 0,
by continuity, when r0 is sufficiently small, Snf (qr) < 0 if |qr − qi | < r0. Thus we have d > 0.
Then we can rewrite above estimate as
D −d[r(r − 0)+ ∣∣q−r ∣∣2 + ‖vr‖2
H
n
2 (Sn,gSn )
]+C∣∣q+r ∣∣‖vr‖H n2 (Sn,gSn )(r − 0)
≡ D1. (6.19)
If η > 0, then |q+r |  2δr0. First notice that r  0. Now choose r0 sufficiently small such
that Cδr0 < d . Thus we have
D1 −d
{
r(r − 0)+
∣∣q−r ∣∣2 + ‖vr‖2
H
n
2 (Sn,gSn )
− 2‖vr‖
H
n
2 (Sn,gSn )
(r − 0)
}
.
Since r(r − 0) (r − 0)2, it is clear to see that D1 < 0, hence D < 0 by (6.19).
If η = 0, then ur = u = (, q, v). Since u ∈ Br0(qi) ∩ Lβi+ν , we have Ef [ur ] = Ef [u] 
βi + ν.
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H1(·, r)|∂Br0 (qi )∩Lβi+ν = id, 0 r  1.
Denote the vector field X(u) as
X(u) = (0, q+,0),
and G(u, s) solves the flow equation
d
ds
G(u, s) = X(G(u, s)), 0 s  δ−1,
with initial data G(u,0) = u. Notice that X is transversal to ∂Br0(qi) within Lβi+ν ; in ad-
dition, for any u ∈ Br0(qi) ∩ Lβi+ν with |q+|  δr0, there holds G(u, δ−1) /∈ Br0(qi) for
some sufficiently small δ > 0, then there exists a first time 0  s = r(u)  δ−1 such that
G(u, s) /∈ Br0(qi), and the map u → r(u) is continuous. We extend this map to the whole set
Br0(qi) ∩ Lβi+ν by letting r(u) = δ−1 whenever G(u, s) ∈ Br0(qi) for all s ∈ [0, r]. Setting
H2(u, s) = G(u,min{s, r(u)}) = us , with a uniform constant C > 0, we obtain by (6.3)
d
ds
Ef [us] = ∂Ef [us]
∂q
q+ −2(n− 1)!f (q)−1∣∣q+∣∣2 +Cr30 −Cr20 ,
if |q+| > δr0. Then, let H be the composition of H1 with H2, for sufficiently small r0 > 0, it
yields a homotopy H : Br0(qi)∩Lβi+ν × [0,1] → Br0(qi)∩Lβi+ν such that
H
(
Br0(qi)∩Lβi+ν,1
)⊂ B+δr0 ∪ (∂Br0(qi)∩Lβi+ν),
and
H(·, r)|∂Br0 (qi )∩Lβi+ν = id, 0 r  1.
Composing H with U(T , ·) where T = T (u0) = inf{t  0;Ef [U(t, u0)]  βi − ν} for u0 ∈
Lβi+ν . From (6.10) and (6.11), since the transversal time of the annular region Lβi+ν ∩ [Br0 \
Br0/4(qi)] is uniformly positive, then it follows that U(T , ∂Br0(qi)∩Lβi+ν) ⊂ Lβi−ν . Therefore,
the proof can be followed as the argument of the part (iii). 
Proof of Theorem 0.2. By negation, suppose that the flow diverges for every initial value u0 and
there is no conformal metric in the standard conformal class of gSn with the Q-curvature equal
to f . Then Proposition 6.1 describes that, Lγ0 is contractible for some suitable γ0 chosen in part
(i) of Proposition 6.1; moreover, the flow gives a homotopy equivalence of the set Lγ0 with a set
E∞ whose homotopy type consists of a point {p} with (n− ind(f, q))-dimensional cell attached
for each critical point q of f where Snf (q) < 0. From a result of standard Morse theory ([7],
Theorem 4.3 on page 36), we conclude that the identity
n∑
sj γj = 1 + (1 + s)
n∑
sj kj (6.20)j=0 j=0
980 X. Chen, X. Xu / Journal of Functional Analysis 261 (2011) 934–980holds for Morse polynomials of Lγ0 and E∞, where kj  0 and γj is defined in (0.4). As a
consequence, one can easily employ (6.20) to show the system (0.5) have non-trivial solutions,
which contradicts our hypothesis. Therefore, the proof of main theorem is established. 
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