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0.1 Avvertenza iniziale
Il materiale presentato costituisce una sorta di sintesi di corsi svolti a diversi
livelli ed in diverse occasioni.
Si tratta di appunti, che dovrebbero poter essere utili agli studenti del
corso per seguire piu’ agevolmente le lezioni. Come risulta evidente, conten-
gono imprecisioni ed errori, parti sviluppate solo parzialmente, accenni a temi
importanti che non sono stati oggetto specifico di lezione.
Gli argomenti dell’esame saranno gli argomenti presentati durante il corso,
e sono un sottoinsieme di quanto contenuto in questi appunti.
Testi:
• strato limite planetario in senso stretto: Stull (1988) , Garratt (1992),
Kaimal and Finnigan (1994a), Wyngaard (2010)
• dispersione: Csanady (1973), Seinfeld and Pandis (1998)
• per un approfondimento generale: Monin and Yaglom (1971), Monin
and Yaglom (1975), Tennekes and Lumley (1972), Pope (2000)
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Capitolo 1
Introduzione
1.1 Lo strato limite atmosferico
The atmospheric boundary layer (ABL), or planetary boundary layer (PBL),
is that portion of the atmosphere affected by the presence and propreties of
the underlying surface.
Often, but not always, the interaction with the ground or the sea determi-
nes the features of the PBL. In that cases, measurements near the surface are
enough to define the whole structure of the PBL. Because it is easier to make
measurements near the surface, our deepest knowledge of PBS’s is limitesd to
those affected by the surface itself. However, attention must be paid to more
complex situations, in which influences from aloft are important in the PBL
dynamics. Qualitativamente la Fig. 1.1 e la Fig. 1.2 illustrano la differenza di
struttura tra uno strato limite raffreddato dal suolo e uno riscaldato dal suolo.
The depth h of the PBL identifies the height of this layer. h varies typi-
cally from 101m to 103m. If PBL is mainly affected by surface-atmosphere
interaction, h may be defined as the height at which turbulent fluxes go to
zero. It must be said that this quantity cannot by univocally defined and can
vary for the different quantities (momentum, heat, passive scalars).
In una posizione data, le caratteristiche del flusso dipendono dai campi
delle variabili; dipendono esclusivamente dalla distanza dalla superficie e dal
tempo in condizioni di omogeneita’ orizzontale. L’omogeneita’ spaziale oriz-
zontale viene meno in situazioni di topografia complessa, di cambiamenti di
caratteristiche della superficie, in presenza di strutture (citta’). La non sta-
zionarieta’ e’ associata alla varibilita’ delle condizioni meteorologiche ed alla
forzatura energetica (ciclo diurno), but more importantly is intrinsic in the
nature of the governing equations. In mancanza di adeguate possibilita’ speri-
mentali, per l’interpretazione e la modellazione di dati si assume che le ipotesi
di omogeneita’ e di stazionarieta’ siano verificate con sufficiente accuratezza.
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Figura 1.1: Fac-simile dell’eco SODAR per uno strato limite stabile: il suolo
raffredda l’aria sovrastante (Argentini et al., 1996). (Le zone scure indicano
intensita’ di risposta elevata.) Appaiono strutture oscillanti (nel tempo), ed
elevati gradienti in verticale.
Lo strato limite atmosferico nel suo complesso (in ’bulk’) e’ caratterizzato
in generale da numeri di Reynolds alti: se U = 5m/s (velocita’ del vento),
L = 100m e ν = 1.5 10−5m2/s risulta Re = UL/ν = 3 107. Il flusso e’
turbolento; la descrizione matematica che ne verra’ data in questi appunti e’
basata sul formalismo delle variabili stocastiche.
Nelle vicinanze di superfici rigide (p.es. al suolo) la velocita’ si riduce e
le scale spaziali del moto si riducono: Re = O(1) per UL ∼ 10−5m2/s: una
distanza di 1mm dalla parete, con una velocita’ di 1cm/s. Questo suggerisce
che la viscosita’ del fluido e, piu’ in generale, le sue proprieta’ molecolari diven-
tano rilevanti nei processi di scambio tra superfice e atmosfera (per esempio,
nella deposizione di inquinanti).
Analoghe considerazioni valgono per gli effetti della rotazione: in generale
il numero di Rossby e’ grande: Ro ≡ U/fL > 102 se L > 1km e l’accelera-
zione di Coriolis (l’effetto della rotazione della Terra) puo’ essere trascurata.
Tuttavia, se la velocita’ si riduce l’accelerazione puo’ diventare importante
(per esempio in valli, o sulle citta’).
1.2 L’evoluzione diurna dello strato limite sulla ter-
ra
Poiche’ lo strato limite si adatta ai cambiamenti della superficie sottostante in
tempi brevi (per esemplificare, dell’ordine di 1 ora), la presenza di un ciclo di
riscaldamento diurno e’ rilevante per lo strato limite che si sviluppa sul suolo.
(Poiche’ la temperatura dell’acqua marina non e’ sostanzialmente influenzata
dal ciclo diurno, sul mare lo spessore e le caratteristiche dello strato limite
9
Figura 1.2: Fac-simile dell’eco SODAR per uno strato limite convettivo: il
suolo riscalda l’aria sovrastante (Argentini et al., 1996). Sono evidenti strut-
ture coerenti in verticale e variabili nel tempo. La parte inferiore della figura
mostra la stima delle velocita’ verticali istantanee alle diverse quote, raffor-
zando l’immagine di uno strato caratterizzato da moti relativamente coerenti
in verticale e variabili nel tempo.
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Figura 1.3: Evoluzione diurna idealizzata della altezza dello strato limite su
suolo, in funzione del tempo. Lo schema mette in evidenza lo strato convettivo,
quello stabile e lo strato residuale (Stull, 1988).
sono principalmente dovute ad effetti sinottici). L’evoluzione idealizzata dello
strato limite sulla terra in condizioni di alta pressione e’ rappresentata in Fig.
1.3.
Nelle Figure 1.4 e 1.5 e’ riportata l’evoluzione dello strato limite a Tor
Vergata (Roma) durante una giornata estiva (24 giugno 2005) mediante dati
sodar (e quindi traccia dei processi convettivi attraverso le fluttuazioni di den-
sita’ dell’aria) e dati lidar (che tracciano la presenza di particelle di aerosol).
Dai dati si vede un rapido innalzamento del PBL tra le 7 e le 9 UTC (ora del
lidar, il sodar e’ in ora locale non legale=UTC+1), una quasi totale assenza
di vento fino alle 12 UTC (0.5 m/s) poi una rotazione antioraria del vento
che prima porta aria dalla citta’ (ore 11.30 12.30 UTC) per poi stabilizzarsi
da SW in una costante circolazione di brezza (2-4 m/s). I punti bianchi sul
grafico lidar rappresentano i livelli di cambiamento di pendenza del segnale,
e quindi segnalano la presenza di strati. Finquando il sodar ha segnale i due
strumenti seguono l’innalzamento del PBL in modo molto simile. Alle 8.30
UTC (175.35) l’altezza dello strato limite h e’ di 500m. Piu’ tardi h arriva a
1400 m e non e’ piu’ rilevata dal sodar. E’ interessante l’aumento di backscat-
ter e di h nel plume proveniente dalla citta’ (attorno alle 12). Notare anche
la formazione, indotta dalla brezza pomeridiana, di un PBL interno (fino a
300-500 m, visibile su entrambi i tracciati) mentre sopra permane stabile il
PBL (esterno) a circa 1400m. Sia il sodar che il lidar rivedono l’abbassamento
del PBL interno dopo le 20 UTC. (G.P. Gobbi, comunicazione personale).
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Figura 1.4: Tracciato sodar, sito di Roma Tor Vergata, 41.84 N, -12.65 E,
120 m s.l.m.; 24 giugno 2005. Ascisse in ora locale (=ora solare). Dati di G.
Mastrantonio, ISAC CNR.
Figura 1.5: Segnale lidar, relativo alla parte centrale della figura 1.4. Ascissa
in giorni giuliani: il tempo e’ espresso in UTC, corrispondente all’ora locale
meno 1 ora. Dati di G. P. Gobbi, ISAC CNR.
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Nelle Fig. 1.6 e 1.7 sono riprodotti i profili di temperatura potenziale e di
vento corrispondenti a differenti periodi del giorno.
Si osservano tipicamente tre diverse situazioni:
• lo strato limite convettivo (’convective boundary layer’, CBL), in cui
la turbolenza e’ generata dal flusso di calore alla superficie, che rende
il profilo di temperatura virtuale superadiabatico (instabile) nei pres-
si del terreno e quasi adiabatico nella zona centrale, ben mescolata; il
raffreddamento degli strati piu’ alti favorisce lo sviluppo di una inversio-
ne in temperatura (’capping inversion’). Analogamente il gradiente del
vento (’wind shear’) e’ debole nella parte centrale, e puo’ essere gran-
de presso il suolo e negli strati piu’ alti, dove genera instabilita’ (tipo
Kelvin-Helmoltz) e turbolenza.
• lo strato limite stabile (’stable boundary layer’, SBL), in cui la turbolen-
za e’ prodotta dal gradiente del vento ed e’ smorzata dalla stratificazione
stabile di densita’. In condizioni di grande stabilita’, ed in assenza di
’shear’, la turbolenza puo’ scomparire, o verificarsi intermittenza. Il
vento presenta di solito elevati gradienti verticali di velocita’; ai livelli
inferiori si possono formare massimi locali di velocita’ (’low level jet’,
LLJ), la cui presenza e’ segno del parziale disaccoppiamento tra l’at-
mosfera e il suolo. Spesso si osservano fenomeni di tipo ondoso (onde
di gravita’) e altre instabilta’ idrodinamiche: fenomeni di carattere non
locale che caratterizzano la turbolenza.
• lo strato residuale (’residual layer’, RL) e’ cio’ che rimane dello strato
convettivo dopo il tramonto, al di sopra dello strato stabile che si svi-
luppa al contatto col terreno. All’interno di questo strato la turbolenza
decade nel tempo, essendo venuta meno la forzatura termica. Si noti che
lo strato residuale non e’ un vero strato limite, poiche’ la sua evoluzione
non e’ direttamente influenzata dai flussi di energia al suolo.
Lo strato limite si avvicina alla neutralita’ quando gli scambi di calore
tra aria e superficie sono minimi. Questo si realizza evidentemente con mas-
se d’aria in equilibrio termico con la superficie (per esempio sul mare, o su
grandi estensioni uniformi in assenza di effetti radiativi) e comunque quando
lo scambio dovuto alla turbolenza e’ intenso.
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Figura 1.6: Profili idealizzati di temperatura potenziale (a) e di vento (b)
corrispondenti a diversi istanti di tempo, per la situazione illustrata in Fig.
1.3 (Stull, 1988).
14
Figura 1.7: Profili ’tipici’ di temperatura potenziale, vento, umidita’ e
concentrazione di un tracciante nello strato limite convettivo (Stull, 1988).
1.3 Lo strato limite marino
1.3.1 A qualitative description of the structure of the boun-
dary layer over the sea
A fair description of the marine boundary layer (MBL) is reported by Garratt
(1992). Due to the presence of water, the main features that distinguishes
MBL from the continental counterpart are:
• the presence of a mobile lower boundary, which state adjusts to a certain
extent to the dynamics
• the constant presence of moisture
• the realization of homogeneous and steady conditions, apart from the
coastal regions and/or in presence of cold/warm outbreaks. In particu-
lar, the diurnal cycle is small;
• the small excursions from near-neutral conditions: surface heat flux in
general does not affect the boundary layes structure
1.3.2 Some near-coast effects
• internal boundary layer near the coastal line: a situation that occurs
for instance during night, in presence of a land breeze, cold air blowing
over a warmer sea: unstable internal b.l. see Gryning and Batchvarova
(2002);
• sea breeze and internal boundary layer: Plant and Atkinson (2002)
• large scale turbulence and vortices in the wake of isolated islands/coastal
hills: Fig. 1.8
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Figura 1.8: Clouds evidence the vortexes downwind Guadalupe island
• double layer structure: see Johansson et al. (2005)
1.4 ’Misurare’ lo strato limite
Tre classi di metodi:
• misure in campo (limitazioni: non stazionarieta’ dei processi ⇒ limita-
zioni al tempo di campionamento, disomogeneita’ spaziali ⇒ difficolta’
ad interpretare i risultati in termini teorici, limitata conoscenza delle
condizioni al contorno)
• esperimenti di laboratorio (vantaggi: controllo delle condizioni speri-
mentali, ripetibilita’, stazionarieta’; problemi: in generale non possono
essere soddisfatte tutte le riduzioni di scala)
• simulazioni numeriche (simulazione di processi con la possibilita’ di se-
lezionare gli aspetti rilevanti; difficolta’ legate alle approssimazioni in-
trodotte per la soluzione delle equazioni e/o per la parametrizzazione di
alcuni fenomeni fisici)
Strumenti:
• misure locali: vari tipi di anemometri (in part., anemometri sonici), mi
suartori di scalari: la tendenza e’ verso strumenti ad alta frequenza di
campionamento per risolvere la turbolenza
• misure indirette, telerilevate: sodar, lidar, wind profiler, radar; strumenti
basati al suolo o montati su aerei o satelliti
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1.5 Why studying PBL?
• research: geophysical flows are characterised by high Reynolds numbers
=¿ well developed turbulence
• applications
NWF and climate models: exchange of momentum, heat, water
vapour and tracers from the surface to the free atmosphere
AQ (atmospheric composition) models: natural sources of dust and
sea salt, concentration of pollutants emitted near the ground
wind energy production
transports (airports, fast trains, icing of roads and motorways, ...)
architecture and urbanistics
sport issues (sailing, ...)
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Capitolo 2
Variables: notation, averages,
correlation, spectra
2.1 Variabili stocastiche
Pur conoscendo le equazioni differenziali che governano il moto, in generale la
loro soluzione non e’ nota ne’ analiticamente ne’ numericamente. In questo
studio della turbolenza atmosferica si assume che le variabili (esempio in Fig.
2.1) che la descrivono siano variabili stocastiche. Una discussione circa questo
problema si trova in Frisch (1995, cap. 3).
2.1.1 Funzione di densita’ di probabilita’
La descrizione in termini stocastici implica la conoscenza della funzione di
distribuzione (’probability density function’ pdf) delle variabili: per ciascuna
variabile scalare o vettoriale ζ avremo:
pdf(ζ) = p(ζ;x, t, r, τ) (2.1)
il che significa che in generale la funzione di distribuzione della variabile consi-
derata e’ funzione della posizione x, del tempo t, e dipende dal valore assunto
dalla variabile stessa nei punti circostanti, di coordinate x + r, o ad istanti
precedenti t− τ .
Se ζ e’ uno scalare, p e’ la derivata della funzione di distribuzione cumula-
tiva P , definita da
P (ζ) = probabilita′(u < ζ) (2.2)
e dunque
p(ζ) =
∂P
∂ζ
(2.3)
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Figura 2.1: Registrazione delle tre componenti della velocita’ del’aria e della
temperatura, nello strato limite superficiale, da Trombetti and Tagliazucca
(1994). La registrazione ad alta frequenza (dati originali: 10 Hz) mette in
evidenza il carattere fluttuante delle variabili, la differenza tra le varianze
delle componenti u′ e w′, la correlazione nel tempo (intuitivamente maggiore
per u′ rispetto a w′).
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Nota p(ζ), con −∞ < ζ <∞, si possono calcolare i momenti di ordine n
ζn =
∫ ∞
−∞
ζnp(ζ) dζ (2.4)
dove n = 0 fornisce la condizione di normalizzazione
∫∞
−∞ p(ζ) dζ = 1, n = 1
il valore medio, ecc. Questi momenti sono calcolati sull’insieme delle realizza-
zioni del processo in esame.
Definiamo la varianza σ2
σ2 =
∫ ∞
−∞
(
ζ − ζ)2 p(ζ) dζ = ζ2 − ζ2 (2.5)
la skewness
Sk =
(
ζ − ζ)3
σ3
(2.6)
e la kurtosis
Ku =
(
ζ − ζ)4
σ4
(2.7)
Una distribuzione gaussiana e’ caratterizzata da Sk = 0 e Ku = 3.
Si definisce la funzione di probabilita’ cumulativa per due variabili
P12(ζ1, ζ2) = probabilita
′(u1 < ζ1, u2 < ζ2) (2.8)
per cui
p12(ζ1, ζ2) =
∂2P12
∂ζ1∂ζ2
(2.9)
La funzione di densita’ di probabilita’ marginale
p2(ζ2) =
∫ ∞
−∞
p12(ζ1, ζ2) dζ1 (2.10)
I momenti sono definiti analogamente a prima. Notiamo l’espressione per
la covarianza
∫ ∞
−∞
∫ ∞
−∞
(ζ1 − ζ1)(ζ2 − ζ2)p12 dζ1 dζ2 = ζ1ζ2 − ζ1 ζ2 (2.11)
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2.1.2 Averaging
See Finnigan and Shaw (2008) for a detailed discussion about averaging.
In order to have informations about the pdf it is necessary to take averages
from the observations. Similarly, when dealing with the governing equations,
it is interesting to have solutions for the moments, if no direct numerical
simulations are performed or approximate equations are solved.
La conoscenza empirica della pdf si riduce usualmente alla conoscenza dei
suoi primi momenti, ad un punto (o ad un istante) e a due punti (o a due
istanti). Per quanto riguarda la velocita’, i momenti ad un punto danno in-
dicazioni locali ed istantenee delle caratteristiche del moto (quantita’ medie,
energia cinetica, ecc.); quelli a due punti (a due tempi) sulla struttura spa-
ziale (temporale) del campo di moto. Analoghe considerazioni valgono per i
momenti delle quantita’ scalari.
Moments computed at fixed space reference coordinates (possibli depen-
ding on time) describe the fields (Eulerian description). Moments can also be
computed following the fluid (particel) motion (Lagrangian description).
La variabile ζ e’ rappresentata dalla somma del suo valore medio e della
fluttuazione rispetto ad esso:
ζ = ζ + ζ ′ (2.12)
Ensemble and time average
The ensemble average means that a number of different realizations of the
same process is available, and the statistical properties of this ensemble of
realizations are investigated (Monin and Yaglom, 1971). Ensemble averaging
is approximately possible with laboratory observations, not with geophysical
observations. With some caveats, it can be realized using numerical solu-
tions of the governing equations. Define the average over an ensemble of N
realizations of the variable ζ:
ζ(x, t) =
1
N
N∑
i=1
ζ(i)(x, t) (2.13)
The following rules hold:
ζ1 + ζ2 = ζ1 + ζ2 (2.14)
ζ ′ = 0 (2.15)
∂ζ
∂ξ
=
∂ζ
∂ξ
(2.16)
for any independent variable ξ (derivative commutes with averaging).
If the variable ζ(t) is statistically steady, the time average is
ζ(θ) =
1
T
∫ θ+T /2
θ−T /2
ζ(t) dt (2.17)
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being T the averaging time. Real observations are in general unsteady: thus
T must be chosen smaller than the characteristic time of occurrence of unstea-
dyness. Remember also that as far as observations and numerical solutions
are concerned, the variable time is discretized.
The time averaging is expected to converge to ensemble averaging for
steady processes at increasing averaging time.
Commutative property holds with respect to the time derivative. Applying
Leibniz theorem:
∂ζ
∂θ
=
1
T [ζ(θ + T /2)− ζ(θ − T /2)] +
1
T
∫ θ+T /2
θ−T /2
∂ζ(t)
∂θ
dt (2.18)
and the last integral is zero. Also:
∂ζ
∂t
≡ 1T
∫ θ+T /2
θ−T /2
∂ζ
∂t
dt =
1
T [ζ(θ + T /2)− ζ(θ − T /2)] (2.19)
An elementary example
Let consider a signal
ζ(t) = a1 cos
(
2pit
T1
)
+ a2 cos
(
2pit
T2
)
(2.20)
The time average over T is
ζ
(T )
(θ) =
a1T1
piT sin
(
piT
T1
)
cos
(
2piθ
T1
)
+
a2T2
piT sin
(
piT
T2
)
cos
(
2piθ
T2
)
(2.21)
Usually, in Eq. 2.20 time is discretized over the sampling time, or the time step
of a numerical integration, and in Eq. 2.21 it is discretized over the averaging
time.
Consider T1  T2. If T  T1 and equal or greater than T2 the avera-
ged function reproduces the part slowly changing (with longer period) and
fluctuations reproduce the shorter period signal. Increasing T amplifies the
fluctuations and reduces the amplitude of the averaged signal: see Fig. 2.2
Volume averaging
In numerical modelling discretization in space (for instance) implies that the
variables refer to a finite volume. They should be considered volume avera-
ged, and this implies a filternig in the wavenumber spectrum (which will be
discussed later).
The earlier filtering formalism was introduced in connection with the first
numerical weather simulations (Deardorff, 1970), see also Pope (2000, pag.
576).
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Figura 2.2: Left: the original signal, Eq. 2.20 for a1 = a2 = 1, T2 = T1/10
and the averaged signals with T = (0.1, 0.2, 0.5) T1. Right: variances of
fluctuations for the same averaging times as before.
Let consider velocity as example. u is the velocity averaged over a rectan-
gular cell of sides h1, h2, h3. Thus
u(x, t) =
1
h1h2h3
∫ x1+h1/2
x1−h1/2
∫ x2+h2/2
x2−h2/2
∫ x3+h3/2
x3−h3/2
u(x′, t) dx′1 dx
′
2 dx
′
3 (2.22)
Note that this filter is anisotropic even if the grid spacing is the same in the
three directions.
The same commutative property holds as for time averaging.
Notation
In queste note le quantita’ medie verranno indicate con ζ nelle equazioni del
moto. Diversi simboli di media verranno impiegati solo quando necessario per
evitare equivoci.
Il vettore velocita’ viene espresso da:
u = (u, v, w) = (u1, u2, u3) = u+ u
′ (2.23)
dove le differenti notazioni vengono usate a seconda della convenienza, riferen-
dosi alle coordinate x,y,z oppure a xi, i = 1, 2, 3.
Si suppone inoltre che esista un profilo medio di densita’ rappresentativo,
eventualmente caratterizzato da un gradiente medio: ρa(z) = ρ00 + ρ0(z).
Motivo di interesse e’ l’allontanamento dallo stato indisturbato; la densita’ del
fluido e’ descritta da:
ρf = ρ00 + ρ0(z) + ρ(x, y, z, t) = ρa(z) + ρ(x, y, z, t) (2.24)
dove
ρ(x, y, z, t) = ρ(x, y, z, t) + ρ′(x, y, z, t) (2.25)
Viene analogamente considerata la temperatura dell’aria Tf e un profilo di
riferimento Ta(z) = T00 + T0(z):
Tf = Ta(z) + T (x, y, z, t) (2.26)
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eT = T + T ′ (2.27)
In a similar way: pf = pa + p = pa + p+ p
′.
2.2 Promemoria minimo sulle trasformate di Fou-
rier
Definisco la trasformata di Fourier
F [f(t);x] ≡ fˆ(x) = 1
2pi
∫ +∞
−∞
f(t) exp(−ixt) dt (2.28)
e naturalmente
f(t) =
∫ +∞
−∞
fˆ(x) exp(+ixt) dx (2.29)
Si ha che
F
[
df(t)
dt
;x
]
= ixfˆ(x) (2.30)
Per funzioni f(t) reali (come si verifica nel caso attuale, p. es. f puo’
essere una componente della velocita’) vale la relazione, avendo definito z∗ il
complesso coniugato di z:
fˆ∗(x) =
1
2pi
∫ +∞
−∞
f(t) exp(+ixt) dt =
=
1
2pi
∫ +∞
−∞
f(−t) exp(−ixt) dt ≡ F [f(−t);x] (2.31)
Per funzioni f(t) pari: f(t) = f(−t), si ha
fˆ(x) =
1
pi
∫ +∞
0
f(t) cos(xt) dt (2.32)
e naturalmente
f(t) = 2
∫ +∞
0
fˆ(x) cos(xt) dx , t ≥ 0 (2.33)
Definisco anche la convoluzione tra due funzioni f(t) e g(t):
f ◦ g(t) = 1
2pi
∫ +∞
−∞
f(τ)g(t− τ) dτ = 1
2pi
∫ +∞
−∞
f(t− τ)g(τ) dτ (2.34)
e vale il teorema (vedi, p.es. Gradshteyn and Ryzhik, 1980, pag. 1147)
fˆ(x)gˆ(x) = F [f ◦ g(t);x] ≡ 1
2pi
∫ ∞
−∞
f ◦ g exp(−ixt) dt (2.35)
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2.3 Funzioni di correlazione e spettri
Considero le fluttuazioni della velocita’ attorno al proprio valore medio, Eq.
2.23: u′i = ui − ui. Il tensore di correlazione della velocita’ misurata in due
punti x e x+ r, allo stesso istante di tempo, e’ definito da
Rij(r,x) = u′i(x)u
′
j(x+ r) (2.36)
(si ricordi che si tratta di una media d’insieme, almeno in linea di principio).
Sotto condizioni molto generali (vedi Batchelor, 1953, pag. 25) esiste una
trasformata di Fourier della funzione di correlazione spaziale:
Φij(k,x) =
1
(2pi)3
∫ ∞
−∞
Rij(r,x) exp(−ik · r) dr1 dr2 dr3 (2.37)
dove k = (k1, k2, k3) e’ il vettore d’onda. Naturalmente
Rij(r,x) =
1
(2pi)3
∫ ∞
−∞
Φij(k,x) exp(ik · r) dk1 dk2 dk3 (2.38)
In generale i tensori Rij e Φij dipendono anche dalla posizione x: in con-
dizioni di omogeneita’ spaziale dipendono solamente dalla separazione r e dal
numero d’onda k, rispettivamente.
In modo analogo definiamo la correlazione della velocita’ a due istanti di
tempo t e t+ τ , in un punto x:
Rij(τ, t,x) = u′i(x, t)u
′
j(x, t+ τ) (2.39)
a cui corrisponde la trasformata di Fourier (in realta’ Eij e’ il doppio della
trasformata di Fourier definita come per Φ)
Eij(ω, t,x) =
1
pi
∫ ∞
−∞
Rij(τ, t,x) exp(−iωτ) dτ (2.40)
Ancora:
Rij(τ, t,x) =
1
2
∫ ∞
−∞
Eij(ω, t,x) exp(iωτ) dω (2.41)
Correlazioni e spettri dipendono in generale dall’istante di tempo e dalla
posizione. La dipendenza, indicata esplicitamente, si riferisce a variazioni su
scale piu’ grandi dell’intervallo su cui si esegue la trasformata.
In condizioni di omogeneita’ e stazionarieta’, la correlazione e lo spettro
dipendono da |τ | e da |ω|, rispettivamente e sono funzioni pari. Quindi, per
una direzione generica:
E(k) =
2
pi
∫ ∞
0
R(r) cos(kr) dr (2.42)
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R(r) =
∫ ∞
0
E(k) cos(kr) dk (2.43)
and in time:
E(ω) =
2
pi
∫ ∞
0
R(t) cos(ωt) dt (2.44)
R(t) =
∫ ∞
0
E(ω) cos(ωt) dω (2.45)
Sempre in condizioni di omogeneita’ e stazionarieta’, l’integrale della fun-
zione di correlazione a due punti definisce la scala spaziale della turbolenza
(l’indice k in alto ricorda che si e’ integrata la funzione di correlazione lungo
una direzione specifica):
L
(k)
ij =
1
u′iu
′
j
∫ ∞
0
Rij(r)drk (2.46)
e l’integrale della funzione di correlazione a due tempi definisce la scala tem-
porale della turbolenza:
Tij =
1
u′iu
′
j
∫ ∞
0
Rij(τ)dτ (2.47)
L’esistenza di queste scale (ovvero, la convergenza degli integrali nelle Eq. 2.46
e 2.47) e’ legata per lo meno a condizioni di omogeneita’ e/o stazionarieta’ su
distanze e/o tempi maggiori delle rispettive scale. In altre parole, per utilizzare
queste scale occorre che la pdf euleriana delle velocita’ non si modifichi su scale
comparabili a queste. Analoghe considerazioni valgono parlando di spettri.
In particolare, dalla Eq. 2.44, e tralasciando gli indici:
E(0) =
2
pi
∫ ∞
0
R(t) dt =
2
pi
Tu′2 (2.48)
and from Eq. 2.45:
R(0) ≡ u′2 =
∫ ∞
0
E(ω) dω (2.49)
Thus E(ω) dω can be interpreted as the contribution from the frequency range
ω, ω + dω to the total velocity variance.
La definizione 2.39 puo’ essere generalizzata per definire la correlazione tra
le velocita’ in due punti ed a due tempi diversi. Di questa generalizzazione si
ha bisogno per esempio nello studio della dispersione. Se il flusso e’ omogeneo
e stazionario, ci si riconduce alle considerazioni precedenti; in generale l’uso
di questi strumenti di analisi richiede che il flusso si modifichi su scale spaziali
e/o temporali abbastanza grandi rispetto alle scale integrali.
Lo studio sperimentale della forma di Rij e’ in linea di principio fattibile
in laboratorio o in campo, con qualche limitazione.
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In condizioni sperimentali in campo si puo’ disporre, per esempio, di un
certo numero di anemometri disposti lungo una linea. Se la direzione del vento
e’ costante durante il periodo di misura, questo significa che del vettore r si
considera solamente una componente, diciamo r1.
Un’altra possibilita’ per studiare la forma della correlazione spaziale in
campo (limitatamente ad una direzione unica: quella della direzione media
del vento) si realizza avendo a disposizione un anemometro, in condizioni di
velocita’ (vettore) del vento stazionaria. In questo caso si puo’ effettuare una
trasformazione da tempi a distanze mediante la velocita’ media del vento: ci si
riconduce da dati campionati a diversi istanti di tempo, in una posizione fissa, a
dati relativi a diverse distanze: r1 = u1τ , avendo allineato opportunamente gli
assi, cosicche’ u = (u1, 0, 0). In questo caso, se le condizioni sono stazionarie
e se u1 >> (u′2i )
1/2 per ogni i, si parla di ’turbolenza congelata’ e si puo’
immaginare che il vento medio trasporti i vortici turbolenti cosi’ rapidamente
che non si deformino nel tempo impiegato a passare sul punto di osservazione:
la misura nel tempo, in un punto, diventa equivalente ad una misura istantanea
in punti distanti. The idea of ’frozen turbulence’ was discussed by Wyngaard
and Cote´ (1971) referring to Heskestad (1965) and will be made more precise
in the following Chapter.
In queste condizioni la correlazione risulta:
Rij(r1) ≡ Rij(τ) = u′i(0)u′j(τ) =
1
T
∫ T
0
u′i(t)u
′
j(t+ τ) dt , τ = r1/u1 (2.50)
dove T >> Tij e T + τmax e’ la lunghezza totale dell’intervallo di misura.
Definisco la trasformata, analogamente alla Eq. (2.40)
Eij(k1) =
1
pi
∫ ∞
−∞
Rij(r1) exp(−ik1r1) dr1 = 2
pi
∫ ∞
0
Rij cos(k1r1) dr1 (2.51)
poiche’ Rij(−r) = Rij(r) per la omogeneita’ della serie (ed equivalentemente,
per la stazionarieta’, Rij(−τ) = Rij(τ)).
Per k1 = 0
Eij(0) =
2
pi
∫ ∞
0
Rij(r1) dr1 =
2
pi
u′iu
′
jL
(1)
ij (2.52)
In analogia con la Eq. 2.41, si ha
Rij(r1) =
∫ ∞
0
Eij(k1) cos(k1r1)dk1 (2.53)
pertanto
Rij(0) ≡ u′iu′j =
∫ ∞
0
Eij(k1)dk1 (2.54)
e quindi Eij(k1)dk1 e’ il contributo alla varianza o covarianza u′iu
′
j dall’inter-
vallo di scale k1, k1 + dk1.
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2.3.1 Spettri della velocita’ e spettro della correlazione
Con una certa circospezione (legata al fatto che u′i puo’ essere trattata come
una variabile stocastica; tuttavia qui la consideriamo piuttosto come una va-
riabile continua) posso definire la trasformata di Fourier uˆi(ω) della variabile
u′i(t), che immagino campionata sull’intervallo di tempo [0, T ]:
uˆi(ω) =
1
2pi
∫ ∞
−∞
u′i(t) exp(−iωt) dt =
1
2pi
∫ T
0
u′i(t) exp(−iωt) dt (2.55)
Evidentemente deve esistere un legame tra lo spettro della velocita’ e quello
della funzione di correlazione. Definisco g(t) = u′i(t) e f(t) = u
′
i(−t), e quindi,
per la Eq. (2.31), fˆ(ω) = gˆ∗(ω). Sostituisco f e g cosi’ definite nella Eq. (2.35),
usando la seconda definizione in Eq. (2.34): si ottiene la relazione
uˆ∗i (ω)uˆi(ω) =
1
2pi
∫ ∞
−∞
exp(−iωt) dt 1
2pi
∫ ∞
−∞
u′i(τ − t)u′i(τ) dτ (2.56)
Uso la definizione della funzione di correlazione Eq. (2.50) in termini di
ritardo temporale, e ricordo che tale funzione e’ pari in condizioni stazionarie:
2T Rii(t) =
∫ T
−T
u′i(τ)u
′
i(τ − t) dτ (2.57)
e quindi la Eq. (2.56) diventa
uˆ∗i (ω)uˆi(ω) =
T
2pi2
∫ ∞
−∞
exp(−iωt)Rii(t) dt (2.58)
che confrontata con la Eq. (2.40) fornisce infine una relazione tra gli spettri:
uˆ∗i (ω)uˆi(ω) =
T
2pi
Eii(ω) (2.59)
2.4 Some examples of spectra
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Figura 2.3: Spettro schematico della varianza della velocita’ del vento nello
strato limite (sintesi di molteplici osservazioni; da Van der Hoven (1957)). Il
minimo attorno al periodo di 1 ora delimita la turbolenza dello strato limite
(a destra, alte frequenze) dalla turbolenza ’meteorologica’ (a bassa frequen-
za). L’assenza di tale minimo (non infrequente) induce a dover prendere in
considerazione le strette interazioni tra le diverse scale del moto dell’atmosfera.
Due spettri di energia cinetica del vento misurati nello strato limite sono
riportati nelle Figure 2.3 e 2.4. Gli spettri mostrano che i contributi dovuti
allo strato limite e alle scale mesosinottica ed oltre sono approssimativamente
separati (ed hanno energie diverse: ’gap’ spettrale). La Figura 2.5 mostra
spettri mediati per situazioni di vento piu’ o meno intenso: si osserva che il
’gap’ spettrale scompare nei casi di vento debole. La Figura 2.6 mostra uno
spettro in troposfera ed uno nell’oceano: diversa e’ l’energia cinetica totale
e l’intervallo di frequenze (o numeri d’onda), ma la pendenza e la presenza
del ’gap’ sono analoghi. E’ interessante considerare anche qualche spettro di
scalari passivi: vedi la Fig. 2.7, da Cho et al. (1999), e gli spettri di CO2 e
vapor d’acqua da Sahlee et al. (2008): vedi la Figura 2.8.
2.5 Further remarks about averaging
2.5.1 Averaging time and correlation time
The definition of correlation time allows to an evaluation of the errors asso-
ciated to a finite averaging time (see Wyngaard, 2010, p. 35). Let assume a
steady process for one component of velocity u; its mean value being indicated
by U . Define u(t) = U + u′(t) and the time average u(T )(θ) according to Eq.
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Figura 2.4: Spettro delle fluttuazioni della velocita’ del vento misurata ad una
quota di 30 m a Lammefjord (DK), da giungno 1988 a giugno 1989 (Courtney
and Troen, 1990).
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Figura 2.5: Spettro delle fluttuazioni della velocita’ del vento misurate ad una
quota di 10 m, in condizioni di vento > 3ms−1 (curva nera), < 1ms−1 e
instabili (grigio scuro), < 1ms−1 e stabili (grigio chiaro), da Anfossi et al.
(2005).
Figura 2.6: Altri spettri per confronto: spettri climatologici della componente
orizzontale della velocita’ del vento in troposfera (Gage, 2004) (a sinistra) e
della velocita’ della corrente del mare (Monin and Ozmidov, 1985) (a destra).
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Figura 2.7: Spettri medi, ricavati da voli a quote inferiori a 1km, per tem-
peratura potenziale, mixing ratio per il vapor d’acqua, ozono, da Cho et al.
(1999).
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Figura 2.8: Spettri normalizzati da Sahlee et al. (2008). 1: caso instabile,
spettri di umidita’ (label q) e di CO2. La linea indica la pendenza di −2/3.
2: caso stabile, spettri di CO2 per diversi valori della stabilita’. 3: caso
stabile, spettri di unidita’. 4: caso stabile, spettri di temperatura e umidita’
in funzione del numero d’onda. Notare la pendenza −2/3 a bassi numeri
d’onda, caratteristica della turbolenza 2D, e la pendenza −4/3 a sinistra del
gap, coerente con le misure in quota di Ho¨gstro¨m et al. (1999).
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2.17. It results:
u(T )(θ)− U = 1T
∫ θ+T /2
θ−T /2
[U + u′(t)] dt − U = 1T
∫ θ+T /2
θ−T /2
u′(t) dt (2.60)
i.e. the difference between the time average and the true mean value is related
to the average of fluctuations at time θ for an averaging time T .
Let estimate the ensemble mean of σ2, the variance of this difference
(indicated by brackets).
σ2 ≡ 〈(u(T )(θ)− U)2〉 =
〈
1
T 2
(∫ θ+T /2
θ−T /2
u′(t) dt
)2〉
(2.61)
σ2 =
1
T 2
∫ θ+T /2
θ−T /2
dt1
∫ θ+T /2
θ−T /2
dt2〈u′(t1)u′(t2)〉 (2.62)
According to the definition, Eq. 2.39, the term in brackets is the cor-
relation, which is only function of the time difference in steady conditions.
Thus
σ2 =
1
T 2
∫ θ+T /2
θ−T /2
dt1
∫ θ+T /2
θ−T /2
dt2R(|t1−t2|) = 2T 2
∫ θ+T /2
θ−T /2
R(t)(T −t) dt(2.63)
(for the transformation from double to single integral, see Eq. 15.26 and the
following computations).
Thus it results, being T the correlation time (Eq. 2.47):
σ2 ' 2u′2 for T  T (2.64)
σ2 ' 2u′2 TT for T > T (2.65)
Thus, the variance of the difference between the time average over a finite
time and the true average decreases as the ratio between the correlation time
and the averaging time decreases. In actual, unsteady cases, reliable estimates
can be obtained if the time characterizing the unsteadyness is much longer
than the correlation time.
2.5.2 Averaging and spectra
Averaging procedure corresponds to filter the spectrum (see Pope, 2000, p.
569). Let consider a one dimensional case. Let write Eq. 2.22 for one
dimension in the general form:
u(x) ≡ 1
h
∫ x+h/2
x−h/2
u(y) dy =
∫ ∞
−∞
G(y)u(x− y) dy (2.66)
where G is a top-hat filter
G =
1
h
H
(
h
2
− |y|
)
(2.67)
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i.e. G is zero if |y| > h/2.
From the definition, Eq. 2.36, consider the correlation for the averaged
velocity for a homogeneous process:
R(h)(|x− z|) = 〈u(x)u(z)〉 =
∫ ∞
−∞
∫ ∞
−∞
G(r)G(t)〈u(x− r)u(z − t)〉 (2.68)
thus
R(h)(|x− z|) =
∫ ∞
−∞
∫ ∞
−∞
G(r)G(t)R(x− z − r + t) (2.69)
From Eq. 2.40 written for variables k and r
E(h)(k) =
1
pi
∫ ∞
−∞
R(h)(a)e−ıka da =
=
1
pi
∫ ∞
−∞
G(r)
∫ ∞
−∞
G(t)
∫ ∞
−∞
R(a− r + t)e−ika da dt dr (2.70)
where a = |x− z|. For fixed r and t define b = a− r + t; Eq. 2.69 reads:
E(h)(k) =
1
pi
∫ ∞
−∞
G(r)e−ıkr
∫ ∞
−∞
G(t)eıkt
∫ ∞
−∞
R(b)e−ıkb db dt dr =
= E(k)
∫ ∞
−∞
G(r)e−ıkr dr
∫ ∞
−∞
G(t)eıkt dt (2.71)
Because G is an even function its Fourier transform is real, and Gˆ = Gˆ∗,
and finally
E(h)(k) = (2pi)2
∣∣∣Gˆ(k)∣∣∣2E(k) (2.72)
The Fourier transform of the filter is
Gˆ =
1
2pi
sin(kh/2)
kh/2
(2.73)
The effect of filtering is shown in the following example. The model spec-
trum is shown in Fig. 2.9, with the filtering function (the square of Eq. 2.73)
for some choices of the averaging interval. The modified spectra are reported
also in Fig. 2.9. Fig. 2.10 shows the variance, normalized over the total va-
riance, of the filtered part as function of h: clearly, increasing the averaging
interval increases the variance of the filtered part, and reduces the variance of
the part explicitly described.
This example relates to the common statement of separating turbulence
and mean motion: the statement is acceptably meaningful if the spectrum has
a lag, and filtering is made according to the lag wavenumber. Otherwise no
physically meaningful separation is possible (but can be made with success,
for instance, in numerical simulations).
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Figura 2.9: Left: the model spectrum (continuous line; note the gap at k = k2)
and the filter function for h k2 = 10, 5, 2.5, 1. Right: the model spectrum (for
reference) and the filtered spectra.
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Figura 2.10: Velocity variance of the filtered part of the spectrum as function
of h k2, normalized over the total variance. For very large averaging interval
almost all the variance lies in the filtered fraction. The green line shows the
variance associated to the higher frequency part of the spectrum (k > k2):
the filtering procedure gives the right value at about hk2 = 2.5, but this value
comes from contributions from the entire spectrum.
36
Capitolo 3
The equations
3.1 The equations for velocity and scalars
Tne Navier-Stokes equations, the continuity equation and the temperature
equation describe the fluid motion. For most of the aspects related to the
boundary layer, we shall refer to the Boussinesq approximation (see, for in-
stance Spiegel and Veronis, 1960), i.e. we shall neglect variations of the ther-
modinamic properties of the fluid, but not for the buoyancy force (Archimedes
force).
From a = F/m, with obvious meaning of symbols, the equations for
momentum result:
Dui
Dt
= − 1
ρf
∂pf
∂xi
+ εij3fuj + ν
∂2ui
∂xj∂xj
− δi3g (3.1)
Here
D
Dt
≡ ∂
∂t
+ uj
∂
∂xj
(3.2)
is the material derivative (the change of the quantity under consideration
following the motion); f the Coriolis parameter (equal to two times the local
angular velocity of the reference system: in a site with latitude θ, beingo Ω
the angular velocity of the Earth, f = 2Ω sin θ); ν is the kinematic viscosity
of the fluid 1.5 10−5m2/s for air at the standard temperature of 20C and
pressure of 1000hPa. Moreover δij = 1 per i = j, δij = 0 for i 6= j; εijk = 1
for ijk = 123, 231, 312, εijk = −1 for ijk = 321, 213, 132, εijk = 0 otherwise.
Note that for i = 1 εij3fuj = fv and for i = 2 εij3fuj = −fu.
Note that keeping only advection and pressure force (i.e., for steady flow
in absence of external forces and internal friction) it is possible to have an
order of magnitude evaluation of the pressure (related to the dynamics): for
one component ρfu du/ dx ' − dp/ dx that can be written O(p) = ρfO(u2).
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The continuity equation states the conservation of mass in a volume: the
variation in time is equal to minus the divergence of the flux through the
boundaries. Thus:
∂ρf
∂t
+
∂(ρfui)
∂xi
= 0 (3.3)
which is equivalent to write
Dρf
Dt
= −ρf ∂ui
∂xi
(3.4)
An incompressible fluid is defined as a fluid which density is conserved
following the motion (see Batchelor, 1967, eqs. 2.2.4 and 2.2..5)
Dρf
Dt
= 0 (3.5)
The simplest example is a fluid with constant density. For such a fluid:
∂ui
∂xi
= 0 (3.6)
The budget equation for the concentration (or density, units of mass over
volume) of a scalar quantity c that has no sources or sinks (i.e., it is mass-
conserving) derives from the combination between the kinematic relation of
conservation
∂c
∂t
= −∂Fi
∂xi
(3.7)
where F is the flux of c and the empirical rule, called Fick law, which puts in
relation the flow of c with its gradient via the molecular diffusivity κc specific
for the scalar under consideration. Taking into account the motion of the fluid
with velocity u
Fi = uic− κc ∂c
∂xi
(3.8)
and Eq. 3.7 reads
∂c
∂t
= − ∂
∂xi
(
uic− κc ∂c
∂xi
)
(3.9)
Eq. 3.9 may be rewritten as:
Dc
Dt
= −c∂ui
∂xi
+ κc
∂2c
∂xi ∂xi
(3.10)
If the fluid is incompressible, i.e. its density is constant, Eq. 3.10 shows
that the concentration of a mass-conserving scalar is conserved, if the molecu-
lar diffusion can be neglected. In a compressible fluid the concentration is not
conserved because of the term c∂ui/∂xi, whereas the mixing ratio qc = c/ρf
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(mass of the scalar over total mass of the fluid) is conserved (neglecting mole-
cular diffusion). This can be shown writing the material derivative for qc and
substituting with its definition:
Dqc
Dt
≡ ∂qc
∂t
+ ui
∂qc
∂xi
=
1
ρf
∂c
∂t
− c
ρ2f
∂ρf
∂t
+
ui
ρf
∂c
∂xi
− c ui
ρ2f
∂ρf
∂xi
(3.11)
Using Eq. 3.9 divided by ρf and Eq. 3.3 multiplied by c/ρ
2
f it results
Dqc
Dt
=
κc
ρf
∂2c
∂xi ∂xi
(3.12)
which shows that qc is conserved in a compressible fluid, if molecular diffusion
can be neglected.
3.1.1 The hydrostatic pressure
Let we consider the air as a perfect gas, so that:
pf = RρfTf (3.13)
where R = 287 m2s−2K−1 is the gas constant for dry air.
At rest, ρf ≡ ρa, pf ≡ pa, Tf ≡ Ta, and Eq. 3.1 reduces to:
∂pa
∂z
= −ρag (3.14)
and Eq. 3.13 reads:
pa = RρaTa (3.15)
pa is the hydrostatic pressure (the pressure of the fluid at rest). The state
equation Eq. 3.15 is used to substitute density into Eq. 3.14:
dpa
dz
= − gpa
RTa
(3.16)
which allows to compute pressure as function of height if temperature is known.
Using Eq. 3.14 the sum of the pressure gradient and buoyancy terms in
Eq. 3.1 can be written as:
− 1
ρf
∂pf
∂xi
− δi3g = − 1
ρf
∂(pf − pa)
∂xi
− δi3gρf − ρa
ρf
= − 1
ρf
∂p
∂xi
− δi3g ρ
ρf
(3.17)
Let consider small departures from the hydrostatic pressure. Thus, using
the state equation Eq. 3.13:
ρ =
∂ρf
∂Tf
|a T + ∂ρf
∂pf
|a p = −ρa
Ta
T +
p
R Ta
(3.18)
To evaluate the order of magnitude of the two contributions to the part of
the density related to dynamics remember that when buoyancy and diffusivity
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are negligible, pressure p is of order of magnitude of ρu2. Substituting in Eq.
3.18 it results:
ρ
(
1− u
2
R Ta
)
= −ρa
Ta
T (3.19)
Using Ta = 273K and u = 10ms
−1 as estimates of the temperature and
velocity near the ground it results the the coefficient of the density differs from
unity by less than 10−2 (this term is important as velocity is of the order of
the sound velocity). Thus:
ρ
ρa
' − T
Ta
(3.20)
so that the momentum equation, Eq. 3.1, written according to Eq. 3.17
becomes:
Dui
Dt
= − 1
ρf
∂p
∂xi
+ εij3fuj + ν
∂2ui
∂xj∂xj
− δi3g ρ
ρa
(3.21)
or written in terms of temperature instead of density:
Dui
Dt
= − 1
ρf
∂p
∂xi
+ εij3fuj + ν
∂2ui
∂xj∂xj
+ δi3g
T
Ta
(3.22)
Eqs. 3.21 and 3.22 may be written approximately substituting ρ00 to ρf
and ρa and T00 to Ta. Note also that often the basic state is considered steady
so that time depence of the basic state T0 or ρ0 is neglected.
3.1.2 Il vento geostrofico
La scala per la velocita’ del vento alla sommita’ dello strato limite si ottiene
considerando l’equilibrio tra l’effetto della rotazione terrestre e del gradienti di
pressione. Trascurando l’attrito e utilizzando la densita’ di riferimento, dall’
Eq. (3.22) si hanno:
− 1
ρ00
∂p
∂x
+ fvg = 0
− 1
ρ00
∂p
∂y
− fug = 0 (3.23)
che definiscono le componenti del vettore vento geostrofico (orizzontale) ug =
(ug, vg, 0).
3.2 A little thermodynamics
Let consider the thermodynamics of a parcel of air: E is the internal energy
per unit mass, Q the heat content and W the work made durng a reversible
transformation. The work is expressed by the change in specific volume vs =
ρ−1 at constant pressure dW = −p dvs. Then:
dE = dQ− p dvs (3.24)
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For an adiabatic transformation dQ = 0. Using Eq. 3.24 the specific heat
at constant pressure is defined by
cp =
dQ
dT
∣∣∣∣
dp=0
=
dE
dT
∣∣∣∣
dp=0
+ p
dvs
dT
∣∣∣∣
dp=0
(3.25)
and the specific heat at constant volume is defined by
cv =
dQ
dT
∣∣∣∣
dvs=0
=
dE
dT
∣∣∣∣
dvs=0
(3.26)
Remember thet for dry air cv = 718N kg
−1 K−1 and cp = 1012N kg−1 K−1.
Also, cp = cv +R.
Define the entropy per unit mass S such that dQ = T dS (i.e., a reversible
adiabatic transformation is isentropic). For Eq. 3.24 it results for a reversible
trasformation:
T dS = dE + p dvs (3.27)
but dE = cv dT and
p dvs = pR d(T/p) = R dT −RT/p dp = R dT − ρ−1 dp (3.28)
so that Eq. 3.27 reads
T dS = cv dT +R dT − ρ−1 dp = cp dT − ρ−1 dp (3.29)
The previous result can be applied to an air parcel moving adiabatically
(i.e. with dS = 0) along a trajectory: an equation for temperature results
ρcp
DT
Dt
− Dp
Dt
= 0 (3.30)
3.2.1 The adiabatic gradient of temperature
Assuming an adiabatic vertical motion, it is possible to compute the vertical
gradient of temperature. This gradient is the equilibrium gradient if no ex-
change of heat occurs. Then, from Eq. 3.30 using for the material derivative
the expression w d/ dz where w is a constant vertical velocity, it results:
dTa
dz
=
1
cpρa
dpa
dz
(3.31)
and using Eq. 3.14 it results
dTa
dz
= − g
cp
(3.32)
Using typical values for dry air:
dTa
dz
≈ − 10K/km (3.33)
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In presenza di vapor d’acqua possono avvenire fenomeni di condensazione,
per cui il processo non e’ adiabatico. La variazione di calore e’ pari a dQ =
−∆Hv dω, con ∆Hv calore latente di vaporizzazione e dω massa di vapor
acqueo per unita’ di massa di aria secca. Percio’ l’Eq. 3.29 diventa:
cp
dTa
dz
− ρ−1a
dpa
dz
= −∆Hv dω
dz
(3.34)
dTa
dz
= − g
cp
− ∆Hv
cp
dω
dz
(3.35)
Questa equazione consente di quantificare il gradiente di temperatura in
presenza di condensazione o evaporazione: per una massa ascendente, in cui
si ha condensazione di vapore, si ha dω/ dz < 0 e
dTa
dz
∣∣∣∣
condensazione
>
dTa
dz
∣∣∣∣
adiabatico
(3.36)
3.2.2 Potential temperature
The potential temperature ϑ is the temperature that a fluid particle with
temperature T at a level z with pressure p takes if it moves adiabatically to a
level zref with pressure pref . In other words, the potential temperature ϑ is
constant if the entropy per unit mass S is constant.
Referring to Eq. 3.29 the potential temperature ϑ is defined as the quantity
that satisfies the following equation:
dS
dz
≡ cp
Ta
dTa
dz
− 1
ρaTa
dpa
dz
=
cp
ϑa
dϑa
dz
(3.37)
The equation reads, using the equation of state
cp
ϑa
dϑa
dz
=
cp
Ta
dTa
dz
− R
pa
dpa
dz
(3.38)
or
1
ϑa
dϑa
dz
=
1
Ta
dTa
dz
− R
cp pa
dpa
dz
(3.39)
Integrating from zref to z
log
ϑ(z)
ϑ(zref )
= log
T (z)
T (zref )
+ log
(
p(z)
p(zref )
)−R/cp
(3.40)
or, noting that by definition T (zref ) = ϑ(zref ),
ϑ = T
(
p
pref
)−R/cp
(3.41)
A common choice is pref = 1013hPa, representing the surface value.
Typically for atmospheric conditions, R/cp ≈ 0.286.
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It can be shown that for dry air the adiabatic gradient of potential tem-
perature is zero. In fact, from Eq. 3.41:
dϑa
dz
=
dTa
dz
(
pa
pref
)−R/cp
− TaR
cp
(
pa
pref
)−R/cp 1
pa
dpa
dz
(3.42)
and using Eqs. 3.16 and 3.31 it results that dϑa/ dz = 0.
As for the other scalars, the potential temperature is splitted in: ϑf =
ϑa + ϑ = ϑ00 + ϑ0(z, t) + ϑ(x, y, z, t).
3.2.3 Virtual temperature
In order to account for the effect of the presence of water vapour on the air
density, the virtual temperature is defined as follows.
For dry air (of molecular mass 29) pd = ρd R Tf and for the water vapour
pv = ρv Rv Tf . Note that Rv = 641.5Jkg
−1K−1 and the water vapour mole-
cular mass is 18. For the mixture, the total pressure pa = pd+ pv; the specific
humidity is defined as q = ρv/ρa. So ρa = ρd + ρv and ρd = (1− q)ρa.
By taking the ratio of the perfect gas equations for vapour and dry air it
results:
pv
pa
=
ρv
R/Rv ρd + ρv
=
ρv
R/Rv ρa + (1−R/Rv) ρv (3.43)
and dividing by ρa
pv
pa
=
q
R/Rv + (1−R/Rv)q (3.44)
and remember R/Rv ' 0.622.
Again from the equation of state:
ρa ≡ pd
RTa
+
pv
RvTa
=
pa
RTa(1− q + q/(R/Rv)) (3.45)
This equation suggests the definition of the virtual temperature Tv = Ta(1 −
q + q/(R/Rv)) ' Ta(1 + 0.608 q). It is straighforward the definition of the
potential virtual temperature ϑv.
If there is liquid water, being qsat the mixing ratio for the saturation and
qliq the mixing ratio of liquid water in the atmosphere, the virtual temperature
reads:
Tv = Ta(1 + 0.608 qsat − qliq) (3.46)
3.3 The equation for temperature
When the motion is non isentropic (non adiabatic), additional terms must be
added to Eq. 3.30 to include additional effects. The radiative exchange is
quantified via the radiative flux density Frad of energy exchanged with the
surroundings. The heat exchange due to molecular conduction is proportional
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to the temperature gradient, and is given by −KT∂Tf/∂xi. (The thermal
conductivity is KT = ρ00κT cp = 0.025Wm
−1K−1; the thermal diffusivity is
κT = 2.1 10
−5 m2s−1.) Heating due to change of phase (latent heat release),
to chemical reactions, to viscous dissipation, is represented by the rate of
heating for unit volume QH .
The Eq. 3.30 is thus modified to take into account the additional effects
and reads:
ρfcp
DTf
Dt
− Dpf
Dt
=
∂
∂xi
(
KT
∂Tf
∂xi
− F radi
)
+QH (3.47)
In a constant density flow the term p dvs = 0 so that along an adiaba-
tic trajectory Eq. 3.27 gives dE = 0. In terms of material derivative the
temperature equation then reads:
ρfcv
DTf
Dt
=
∂
∂xi
(
KT
∂Tf
∂xi
− F radi
)
+QH (3.48)
(Note that the same result can be obtained from Eq. 3.47 noting that
Dp
Dt
= ρR
DT
Dt
(3.49)
for a constant density flow, so that
ρfcp
DTf
Dt
− Dpf
Dt
= ρfcv
DTf
Dt
(3.50)
and the same expression results. incompressible flow. )
Using Eq. 3.37 for a generic motion (thus substituting d/ dz with D/Dt)
the material derivative of temperature can be expressed as
ρfcp
DTf
Dt
= ρfcp
Tf
ϑf
Dϑf
Dt
+
Dpf
Dt
(3.51)
giving an equation for the potential temperature:
ρfcpTfϑ
−1
f
Dϑf
Dt
=
∂
∂xi
(
kT
∂Tf
∂xi
− F radi
)
+QH (3.52)
consistent with the fact that in isentropic processes potential temperature is
conserved:
Dϑf
Dt
= 0 (3.53)
3.4 Equazioni del moto non dimensionali e analisi
di scala
Si vogliono ora adimensionalizzare le Equazioni 3.21 per la quantita’ di moto
utilizzando scale (per ora arbitrarie) di velocita’ e lunghezza U ed L. Nel
termine di galleggiamento la perturbazione di densita’ ha scala Ldρ0/dz; la
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variazione di pressione ha scala ρfU
2 ' ρ00U2 se consideriamo solo il con-
tributo dinamico (trascurando il termine idrostatico). La scelta di una unica
velocita’ di scala e di una unica lunghezza di scala implica una sorta di iso-
tropia nel moto. In condizioni di anisotropia del problema questa scelta deve
essere modificata.
Nelle equazioni che seguono le variabili (posizione, tempo) e le funzioni
(velocita’, pressione, densita’, temperatura) sono quantita’ nondimensionali,
pur essendo rappresentate dagli stessi simboli. Qualora si dovesse avere am-
biguita’, verranno indicate come rapporto tra la quantita’ dimensionale e la
rispettiva scala.
Si ottiene
Dui
Dt
= − ∂p
∂xi
+ εij3R−1o uj +R−1e
∂2ui
∂xj∂xj
+ δi3F−2l ρ (3.54)
dove compaiono (e quindi caratterizzano il moto) il numero di Reynolds Re =
UL/ν, il numero di Froude Fl = U/NL e il numero di Rossby Ro = U/fL.
Si nota che
N =
(
− g
ρ00
dρ0
dz
)1/2
(3.55)
e’ una frequenza, detta frequenza di Brunt-Vaisala, che rappresenta la frequen-
za massima di un’onda interna nel fluido. Un valore di riferimento per N puo’
essere usato per caratterizzare lo stato dell’atmosfera.
L’equazione per la temperatura T e’ :
DT
Dt
=
κT
ν
R−1e
∂2T
∂xj∂xj
(3.56)
Note that the Prandtl number is defined as Pr = ν/κT .
L’equazione di continuita’, Eq. 3.6, mantiene la stessa forma in formula-
zione nondimensionale.
Si possono stimare le grandezze dei vari numeri adimensionali considerando
valori di scala rappresentativi per lo strato limite atmosferico. Posto U =
10ms−1, L = 1000m, e N = .01s−1, si ha Re ∼ 109, Ro ∼ 100 and Fl ∼ 1.
Pertanto il termine di attrito viscoso ed il termine di Coriolis risultano piccoli
rispetto all’avvezione ed al gradiente di pressione. Il termine legato agli effetti
di densita’ puo’ essere trascurato solo se il gradiente verticale di ρ0, ovvero di
ϑa, e’ praticamente nullo (atmosfera neutra).
3.5 Le equazioni per i momenti primi
Si e’ gia’ osservato come le variabili che descrivono lo stato del fluido possano
essere considerate come variabili stocastiche. Le equazioni di Navier-Stokes,
l’equazione di continuita’ e le equazioni per gli scalari vengono utilizzate per
ricavare equazioni di evoluzione per i momenti delle variabili.
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Here the equation for incompressible flows will be considered.
Sostituendo nelle Eq. (3.22) le variabili scritte come media piu’ fluttuazione
e mediando si ottengono le equazioni per le componenti della velocita’ media
(si ricorda che p = pf − pa):
Dui
Dt
= − 1
ρ00
∂p
∂xi
+ εij3fuj + ν
∂2ui
∂xj∂xj
− δi3 g
ρ00
ρ− ∂u
′
iu
′
j
∂xj
(3.57)
dove la derivata sostanziale e’ ora riferita alla velocita’ media uj :
D
Dt
≡ ∂
∂t
+ uj
∂
∂xj
(3.58)
L’equazione di continuita’ e’:
∂ui
∂xi
= 0 (3.59)
Per la temperatura e per la temperatura potenziale:
Dθ
Dt
+ u3
dϑ0
dx3
= κT
∂2θ
∂xj∂xj
− ∂u
′
jθ
′
∂xj
(3.60)
where it is assumed that fluctuations of potential temperature can be substi-
tuted into the Laplacian in place of fluctuations of temperature.
L’equazione di conservazione di una quantita’ scalare ha la forma:
Dc
Dt
= κc
∂2c
∂xj∂xj
− ∂u
′
jc
′
∂xj
(3.61)
Nell’ equazione per la quantita’ di moto, per numeri di Reynolds alti, si
trascura in generale il termine di diffusione molecolare. Si nota che per poter
trascurare i termini equivalenti nell’equazione del calore e dello scalare, occorre
che il numero di Prandtl Pr = ν/κT e il numero di Schmidt Sc = ν/κc siano
di ordine 1 o comunque finiti.
Si nota che le equazioni non sono chiuse, poiche’ contengono termini del
secondo ordine. Per risolverle sono necessarie altre equazioni per tali termini,
che contengono termini di ordine superiore. Dunque e’ necessario adottare
opportune semplificazioni (quando possibile), per esempio sulla base di analisi
di scala specifiche per il problema, o espressioni approssimate in cui i mo-
menti di ordine piu’ alto siano espressi come funzioni dei momenti descritti
esplicitamente (problema della chiusura).
46
3.6 L’equazione per la pressione
Per ricavare l’equazione per la pressione si calcola la divergenza dell’eq. di
Navier-Stokes (ossia si deriva la Eq. 3.1 rispetto a xi e sommo su i). Si
ottiene, tenendo conto dell’equazione di continuita’:
∂(uj + u
′
j)
∂xi
∂(ui + u
′
i)
∂xj
+
g
ρ00
∂(ρ+ ρ′)
∂xi
δi3 = −∂
2(p+ p′)
∂xi∂xi
(3.62)
(Townsend, 1976, pag. 43)
Mediando, l’equazione per la pressione media risulta:
∂uj
∂xi
∂ui
∂xj
+
g
ρ00
∂ρ
∂xi
δi3 +
∂2u′iu
′
j
∂xi∂xj
= − ∂
2p
∂xi∂xi
(3.63)
3.7 Le equazioni per le fluttuazioni
Se dalle equazioni di Navier Stokes (indicando esplicitamente la decomposi-
zione delle variabili in media piu’ fluttuazione) si sottrae l’equazione per le
componenti medie, si ottengono le equazioni per le fluttuazioni della velocita’:
Du′i
Dt
+ u′j
∂ui
∂xj
= − 1
ρ00
∂p′
∂xi
+ ν
∂2u′i
∂xj∂xj
− δi3 g
ρ00
ρ′ − ∂(u
′
iu
′
j − u′iu′j)
∂xj
(3.64)
L’equazione di continuita’ e’:
∂u′i
∂xi
= 0 (3.65)
Sottraendo dalla Eq. 3.62 la Eq. 3.63 si ottiene l’equazione per le fluttua-
zioni di pressione:
− ∂
2p′
∂xi∂xi
=
∂uj
∂xi
∂u′i
∂xj
+
∂ui
∂xj
∂u′j
∂xi
+
∂2(u′iu
′
j − u′iu′j)
∂xi∂xj
+
g
ρ00
∂ρ′
∂xi
δi3 (3.66)
Se si trascurano le interazioni della turbolenza con se stessa (i termini
u′iu
′
j − u′iu′j) le equazioni diventano lineari nelle fluttuazioni: si ottengono le
equazioni che descrivono la cosiddetta ’distorsione rapida’: Townsend (1976),
Cambon and Scott (1999).
Analogamente si possono scrivere equazioni per le fluttuazioni di tempera-
tura (o densita’) ed ogni tracciante passivo. Per la temperatura (potenziale,
ma va bene anche quella assoluta):
Dϑ′
Dt
+ u′j
∂ϑf
∂xj
= κT
∂2ϑ′
∂xj∂xj
− ∂(u
′
jϑ
′ − u′jϑ′)
∂xj
(3.67)
dove si nota che compare il gradiente del campo medio di temperatura, ovvero
il gradiente della quantita’ ϑ0 + ϑ.
Formalmente analoga e’ l’equazione per le fluttuazioni di densita’. Ancora,
e’ analoga la equazione per le fluttuazioni di concentrazione, con coefficiente
κc.
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3.8 Le equazioni per i momenti di secondo ordine
Moltiplicando l’ equazione per le fluttuazioni di u′i per u
′
k e sommando l’e-
quazione per le fluttuazioni di u′k moltiplicata per u
′
i e mediando, si ottiene
l’equazione per i momenti di secondo ordine delle componenti della velocita’
(le tensioni di Reynolds):
Du′iu
′
k
Dt
=
(
−u′iu′j
∂uk
∂xj
− u′ku′j
∂ui
∂xj
)
− ∂u
′
iu
′
ju
′
k
∂xj
− g
ρ00
(δk3u
′
iρ
′ + δi3u′kρ′) + f(εkj3u
′
iu
′
j + εij3u
′
ku
′
j)
− 1
ρ00
(
u′k
∂p′
∂xi
+ u′i
∂p′
∂xk
)
+ ν(u′k
∂2u′i
∂xj∂xj
+ u′i
∂2u′k
∂xj∂xj
) (3.68)
Il significato dei diversi termini e’:
• 1: produzione di quantita’ di moto da parte dello ’shear’ medio
• 2: trasporto di quantita’ di moto da parte della turbolenza
• 3: produzione/rimozione dovuta al galleggiamento
• 4: effetto della rotazione (Coriolis)
• 5: trasporto dovuto all’accoppiamento tra fluttuazioni di pressione e di
velocita’. Si noti che puo’ essere riscritto come
− 1
ρ00
(
∂p′u′k
∂xi
+
∂p′u′i
∂xk
)
− p
′
ρ00
(
∂u′i
∂xk
+
∂u′k
∂xi
)
(3.69)
• 6: dissipazione molecolare
Si osservi innanzitutto che i termini 2 e 5 sono momenti del terzo ordine.
Il termine di dissipazione molecolare (termine 6) e’ proporzionale al numero
di Reynolds. Puo’ essere scritto come segue:
ν
(
u′k
∂2u′i
∂xj∂xj
+ u′i
∂2u′k
∂xj∂xj
)
= ν
∂2u′iu
′
k
∂xj∂xj
− 2ν ∂u
′
i
∂xj
∂u′k
∂xj
(3.70)
Per effettuare il calcolo, si noti che:
∂2u′iu
′
k
∂xj∂xj
=
∂
∂xj
(
u′i
∂u′k
∂xj
+ u′k
∂u′i
∂xj
)
=
=
∂u′i
∂xj
∂u′k
∂xj
+ u′i
∂2u′k
∂xj∂xj
+
∂u′i
∂xj
∂u′k
∂xj
+ u′k
∂2u′i
∂xj∂xj
(3.71)
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Il primo termine della Eq. 3.70 rappresenta la diffusione molecolare del
momento di secondo ordine u′iu
′
k, mentre il secondo termine rappresenta la
correlazione delle derivate prime delle fluttuazioni di velocita’.
In generale ad alti numeri di Reynolds il primo termine e’ trascurabile
rispetto al secondo.
Assumendo che la turbolenza alle piccole scale sia omogenea ed isotropa
i termini non diagonali sono nulli. Quindi, se la dissipazione e’ dominata da
fenomeni di piccola scala , si ha (approssimativamente):
2ν
∂u′i
∂xj
∂u′k
∂xj
≡ εik ' 2
3
δikε (3.72)
Si noti che:
ε = ν
(
∂u′i
∂xj
)2
(3.73)
e’ un termine (positivo) di distruzione molecolare per i termini diagonali del
tensore u′iu
′
k. I termini non diagonali del tensore non sono soggetti a feno-
meni dissipativi, perche’ alle piccole scale le fluttuazioni di componenti della
velocita’ non paralelle non sono correlate.
3.8.1 Nota sugli effetti dell’isotropia
Si considera una rotazione del sistema di riferimento cartesiano di −pi/2 at-
torno all’asse x3 (vedi Fig. 3.1). Sia v il vettore velocita’ nel sistema ruotato,
mentre u sara’ quello originale. Si ha:
u1 = −v2 (3.74)
u2 = v1 (3.75)
u3 = v3 (3.76)
Questo vale per ogni realizzazione. In media si ha, per esempio:
u21 = v
2
2 (3.77)
e
u1u2 = −v1v2 (3.78)
Se il sistema e’ isotropo, uiuj = vivj e quindi risulta
uiuj = δiju2 (3.79)
In modo analogo, si considera una rotazione di pi attorno all’asse x3. In
questo caso
u1 = −v1 (3.80)
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Figura 3.1: Schema per la rotazione degli assi.
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u2 = −v2 (3.81)
u3 = v3 (3.82)
Si ha per esempio:
u3i = −v3i i = 1, 2 (3.83)
u1u22 = −v1v22 (3.84)
eccetera.
In condizioni di isotropia u3i = v
3
i e quindi u
3
i = 0.
3.9 L’equazione per l’energia cinetica turbolenta
Imponendo i = k nell’equazione 3.68 si puo’ ottenere semplicemente un’equa-
zione per l’energia cinetica turbolenta 12q
2 = 12u
′
iu
′
i:
D
Dt
(
1
2
q2) = −u′iu′j
∂ui
∂xj
− ∂
∂xj
(
p′u′j
ρ00
+
1
2
u′iu
′
iu
′
j
)
− g
ρ00
ρ′u′3 − ε (3.85)
dove il termine di Coriolis ed il termine di dissipazione molecolare ν/2∂2q2/∂x2j
sono stati trascurati. Si noti inoltre che il termine di correlazione tra fluttua-
zioni di pressione e derivate delle velocita’ si annulla grazie all’equazione di
continuita’.
3.10 L’equazione per la varianza di uno scalare
L’equazione per la varianza della temperatura (assunta come scalare passivo),
ed in generale per la varianza di ogni scalare passivo, si ottiene dall’equazione
per le fluttuazioni moltiplicando tutti i termini per ϑ′ (o c′) e mediando:
1
2
Dϑ′2
Dt
= −u′iϑ′
∂ϑf
∂xi
− 1
2
∂u′iϑ′2
∂xi
+ κTϑ′
∂2ϑ′
∂xi∂xi
(3.86)
dove l’ultimo termine puo’ essere scritto analogamente alla eq. 3.70 come
somma di un termine di diffusione viscosa della varianza delle fluttuazioni
(che ad alto numero di Reynolds, se i coefficienti di viscosita’ cinematica e di
diffusivita’ molecolare sono dello stesso ordine, puo’ essere trascurato) e di un
termine dissipativo, −εϑ:
εϑ = κT
(
∂ϑ′
∂xj
)2
(3.87)
Note that the term −u′3ϑ′∂ϑ/∂x3 ≥ 0 always represents production of
temperature variance (the vertical production term).
Per qualsiasi tracciante passivo, l’equazione per la varianza delle fluttuazio-
ni di concentrazione e’ identica alla Eq. 3.86, avendo sostituito la fluttuazione
di temperatura con c′ e il coefficiente di diffusione molecolare con κc. Il termine
dissipativo puo’ a sua volta essere scritto analogamente alla eq. 3.87.
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3.11 L’equazione per i flussi (cinematici) di calore
L’equazione per il flusso di calore ϑ′u′i e’ la seguente:
Du′iϑ′
Dt
= (−u′iu′j
∂ϑ
∂xj
− u′jϑ′
∂ui
∂xj
)− ∂u
′
iu
′
jϑ
′
∂xj
− 1
ρ00
ϑ′
∂p′
∂xi
+ δi3
g
ϑ00
ϑ′2
+ (νϑ′
∂2u′i
∂xjxj
+ κTu′i
∂2ϑ′
∂xjxj
) (3.88)
In particolare l’equazione per il flusso verticale risulta:
Du′3ϑ′
Dt
= −u′ju′3
∂ϑ
∂xj
+
g
ϑ00
ϑ′2 − ∂u
′
3u
′
jϑ
′
∂xj
− 1
ρ00
ϑ′
∂p′
∂x3
(3.89)
Si nota che la parte di destra dell’equazione contiene termini di accoppia-
mento tra flussi e quantita’ medie, un termine legato alla varianza delle flut-
tuazioni (sempre positivo), e due termini di divergenza di momenti di ordine
tre.
I termini di accoppiamento possono essere riscritti:
−u′ju′3
∂ϑ
∂xj
= −tV · ∇Hϑ− u′23
∂ϑ
∂x3
(3.90)
where tV = (u′3u
′
1, u
′
3u
′
2) is a vector representing the vertical momentum flux.
Il primo termine dipende dalla presenza di gradienti orizzontali di temperatura
media; il secondo e’ positivo in condizioni instabili (il gradiente di temperatura
potenziale cala con la quota) e negativo nel caso opposto.
3.12 L’equazione per i flussi di traccianti passivi
Analogamente all’equazione 3.68, si puo’ ottenere l’equazione per il flusso c′u′i
di un tracciante di concentrazione c+ c′:
Du′ic′
Dt
= (−u′iu′j
∂c
∂xj
− u′jc′
∂ui
∂xj
)− ∂u
′
iu
′
jc
′
∂xj
− 1
ρ00
c′
∂p′
∂xi
− g
ρ00
ρ′c′
+ (νc′
∂2u′i
∂xjxj
+ kcu′i
∂2c′
∂xjxj
) (3.91)
Nota che
− g
ρ00
ρ′c′ =
g
ϑ00
ϑ′c′ (3.92)
E’ importante notare come il termine dissipativo possa essere scritto, in
maniera del tutto simile all’ equazione 3.70, come la somma tra un termine
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proporzionale al numero di Reynolds (moltiplicato per il rapporto tra la dif-
fusivita’ molecolare e la viscosita’ cinematica) e un altro proporzionale alla
quantita’
∂u′i
∂xj
∂c′
∂xj
(3.93)
Come gia’ notato, questo termine di dissipazione e’ legato alle piccole scale, che
si possono assumere isotrope, e quindi per motivi di simmetria solo i termini
diagonali sono diversi da zero. In questo caso i termini diagonali non esistono,
percio’ si puo’ concludere che la dissipazione non influisce sui flussi turbolenti
di quantita’ scalari.
3.13 L’interpretazione del termine di flusso turbo-
lento e il modello della lunghezza di mescola-
mento
Per rendere l’idea del significato dei termini di correlazione presenti nelle equa-
zioni precedenti (come ad es. la 3.57), si puo’ considerare il caso in cui la ve-
locita’ sia data da u = (u(z), 0, w′), dove z e’ la distanza da una parete solida,
dove la velocita’ si annulla. La parete e’ chiaramente un pozzo di quantita’ di
moto media, che viene mantenuta per esempio dall’esistenza di un gradiente
di pressione.
Si immagini una particella di fluido spostata in direzione z per effetto di una
fluttuazione della componente verticale, senza modifica della sua componente
orizzontale (per una illustrazione schematica, vedi Fig. 3.2). Una fluttuazione
positiva (negativa) della componente verticale sposta le particelle del fluido
con velocita’ u(z) verso l’alto (basso), dove la velocita’ orizzontale e’ inferiore
(superiore), e quindi comporta l’instaurarsi di fluttuazioni della componente
orizzontale. Percio’ ad un valore negativo di w′ e’associato un valore positivo
di u′ se la componente orizzontale media cresce con z. Analogamente se w′
e’ positivo u′ e’ negativo. Il termine di correlazione u′w′ risulta negativo, e
rappresenta il trasporto turbolento di quantita’ di moto nel verso negativo di
z, cioe’ dall’alto verso il basso.
Analogamente si puo’ affermare che i termini di correlazione u′iζ ′ rappre-
sentano il flusso dello scalare ζ in direzione xi. In particolare se si tratta
di temperatura, il termine w′ϑ′ e’ proporzionale al flusso verticale di calore.
In accordo con l’interpretazione data sopra, se il gradiente di temperatura
potenziale media e’ positivo, il flusso e’ negativo.
In analogia con la legge di Fick e con le proprieta’ molecolari di trasporto,
si usa definire la viscosita’ turbolenta (’eddy viscosity’) Kζ come rapporto tra
il flusso di una quantita’ ζ e l’opposto del gradiente della quantita’ media
stessa. Limitandosi ad una sola dimensione, poniamo z:
w′ζ ′ = −Kζ dζ
dz
(3.94)
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Figura 3.2: Interpretazione (semplificata) dei termini di correlazione.
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La viscosita’ turbolenta e’ una caratteristica del flusso (quindi dipende
dal numero di Reynolds, dalle condizioni al contorno, dalle forze che agiscono
sul fluido, ...), non una proprieta’ intrinseca. Tuttavia sulla base di questo
concetto si formulano le chiusure necessarie alla soluzione approssimata del-
le equazioni per i momenti. Se ne puo’ dare una semplice formulazione, in
analogia con la diffusivita’ molecolare ed il concetto di libero cammino medio.
In riferimento al caso illustrato, le fluttuazioni nella velocita’ orizzontale
possono essere espresse come differenza tra velocita’ media orizzontale alla
quota z e alla quota z + l′, dove l′ rappresenta la dimensione del vortice che
produce il moto. Percio’ si pone:
u′ = −[u(z + l′)− u(z)] ≈ −l′ du
dz
(3.95)
e anche
−u′w′ = l′w′ du
dz
(3.96)
da cui si definisce la viscosita’ turbolenta per la quantita’ di moto:
Km ≡ −u
′w′
du
dz
= l′w′ (3.97)
Poiche’ u′ e w′ sono correlate (e il segno della correlazione dipende dal segno
del gradiente verticale di velocita’ media), si pone w′ ∼ −αsgn( du/ dz)u′ =
αl′sgn( du/ dz) du/ dz. Si puo’ notare che questa ipotesi corrisponde ad una
relazione tra correlazione e varianza: |u′w′| = αu′2. Il valore del coefficiente α
verra’ stimato dalle osservazioni sperimentali, per esempio nel QNBL.
Si ottiene:
−u′w′ = αl′2
(
du
dz
)2
sgn
(
du
dz
)
(3.98)
e
Km = αl′
2
∣∣∣∣ dudz
∣∣∣∣ (3.99)
La radice quadrata della varianza della dimensione dei vortici l = α1/2
√
l′2
e’ chiamata lunghezza di mescolamento.
Questo argomento verra’ ripreso nella discussione sulle chiusure delle equa-
zioni per i momenti.
3.13.1 Una considerazione su flussi orizzontali e verticali di
calore
Se le correlazioni tra u′1 e u
′
3 e tra u
′
3 e ϑ
′ sono non nulle, allora anche la
correlazione tra u′1 e ϑ
′ e’ non nulla. L’argomento euristico esposto in pre-
cedenza suggerisce che se u′3ϑ′ > 0 allora u
′
1ϑ
′ < 0. Indipendentemente da
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Figura 3.3: Horizontal heat flux as function of the vertical one, from CCT data
(Jne-July 2012). Circles refer to a sonic anemmeter at 7.5 m height, squares
to a sonic anemometer at 3.7 m. Full symbols: momentum flux < −0.1m2/s2;
open symbols > −0.1m2/s2.
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ogni disomogeneita’, la presenza di un flusso di calore verticale in uno stra-
to limite caratterizzato da ’shear’ implica la presenza di un flusso turbolento
orizzontale.
An example from CCT data (Ny Alesund, Norway) is reported in Fig. 3.3.
Si sottolinea ancora che l’esistenza del termine u′1ϑ′ 6= 0 in assenza di gra-
dienti orizzontali di temperatura media mostra che la relazione flusso-gradiente
non e’ verificata in generale per flussi turbolenti.
3.14 A further note about ’frozen turbulence’ ap-
proximation
See Wyngaard and Cote´ (1971), pag. 191: let write Taylor ’frozen turbulence’
hypotesis as
Du
Dt
= 0 (3.100)
If u1 is steady and the other mean components of velocity are zero it
results:
∂u′
∂t
= −
[
(u+ u′)
∂u′
∂x
+ v′
∂u′
∂y
+ w′
∂u′
∂z
]
(3.101)
and retaining only the first order terms (i.e. assuming that the scale of
fluctuations is much smaller than the mean velocity) the relation
∂u′
∂x
= −1
u
∂u′
∂t
(3.102)
may be integrated giving u′(x2)− u′(x1) = u′(t1)− u′(t2) being x = ut, which
allows to compute spatial correlations from time measurements.
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Capitolo 4
Introduzione alla turbolenza
4.1 Cosa e’ la turbolenza?
Un flusso turbolento e’ caratterizzato da:
aleatorieta’ delle variabili di stato
proprieta’ di mescolamento del flusso
esistenza di scale di moto interne con caratteristiche ben definite
In un fluido in moto laminare la velocita’ in un dato punto rimane costante
se le condizioni al contorno sono indipendenti dal tempo. Risultati sperimen-
tali (Reynolds, 1883) mostrano che aumentando la velocita’ del fluido in un
contenitore (un tubo), mantenendo costanti le dimensioni del contenitore e le
proprieta’ molecolari, si ha la comparsa di fluttuazioni della velocita’, e questo
fenomeno diventa preponderante se il numero di Reynolds Re = UL/ν supera
un valore critico (che dipende dalle condizioni sperimentali, in generale supe-
riore a 1000). Nella definizione del numero di Reynolds compaiono le scale di
lunghezza e velocita’ che caratterizzano il flusso (esempio: diametro del tubo
e velocita’ media), cosi’ come la viscosita’ cinematica del fluido.
La casualita’ delle caratteristiche del moto lo rende imprevedibile. La velo-
cita’ del flusso e le altre variabili (pressione, densita’ e temperatura) vengono
considerate come variabili casuali: questo comporta una descrizione statistica
del fenomeno.
Una seconda importante proprieta’ del moto turbolento e’ l’efficienza nel
mescolamento delle proprieta’ del flusso: infatti il trasporto sia di momento
sia di traccianti passivi e’ molto piu’ intenso in questo caso che nel caso di
moto laminare. Sperimentalmente, in condizioni opportune (ma nient’affatto
universali) si osserva flusso di una proprieta’ nella direzione in cui tale quantita’
diminuisce (nella direzione in cui il gradiente e’ negativo), e questo fatto induce
ad estendere il concetto di diffusivita’ (caratteristico del regime laminare) alla
turbolenza, e quantificare il mescolamento in maniera del tutto simile alla
viscosita’ molecolare. Questa descrizione non e’ in generale esatta.
Se sono disponibili formulazioni indipendenti del flusso e della forma del
campo di concentrazione, la relazione flusso-gradiente permette di calcolare la
viscosita’ turbolenta. Questa viscosita’ e’ funzione, per numeri di Reynolds
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elevati, del tipo di moto e non delle caratteristiche del fluido, e percio’ in gene-
rale dipende dalla geometria del flusso. (In alcuni casi di interesse atmosferico,
non e’ neppure calcolabile.) In generale non puo’ essere estrapolata al di fuori
della situazione in cui e’ stata derivata, anche se questa e’ la prassi per ricavare
le parametrizzazioni per i modelli meteorologici e di dispersione.
Un terzo importante aspetto che caratterizza il moto turbolento e’ la pre-
senza di un grande intervallo di scale di moto: le scale (i vortici) piu’ grandi
dissipano la loro energia producendo vortici piu’ piccoli. Grazie all’invarian-
za delle scale delle equazioni del moto in assenza di viscosita’ (le equazioni
di Navier Stokes inviscide) si puo’ affermare che esiste un intervallo di scale
dimensionali in cui la dinamica del moto e’ indipendente dalla viscosita’ (cioe’
dalle caratteristiche molecolari del fluido). Quindi almeno per le caratteristi-
che di grande scala (alle scale di moto piu’ piccole gli effetti della viscosita’
diventano importanti) si puo’ trattare il flusso turbolento ad alto numero di
Reynolds indipendentemente dal numero di Reynolds stesso.
4.2 Caratteristiche universali della turbolenza: de-
scrizione euleriana
Dalle eq. di Navier-Stokes, in assenza di effetti di forze esterne, nel limite di
Re →∞, si ha
Dui
Dt
= − 1
ρ00
∂p
∂xi
(4.1)
che e’ invariante per modifiche delle scale di lunghezza, tempo e velocita’
ottenute moltiplicando per una costante come segue:
x→ λx (4.2)
ui → λhui (4.3)
e quindi
t→ λ1−ht (4.4)
(la scala per p/ρ00 e’ u
2).
La dinamica rappresentata dalle equazioni e’ la stessa se si puo’ fare la
modifica indicata alle scale (quindi, per numero di Reynolds alto, e se le con-
dizioni al contorno e/o iniziali hanno scale molto maggiori di quelle utilizzate.
Dunque questa invarianza varra’ (approssimativamente) in uno specifico in-
tervallo di scale spaziali, che prende il nome di intervallo inerziale (’inertial
subrange’).
Dall’equazione per l’energia cinetica turbolenta (Eq. 3.85), in assenza di
forze esterne, effettuando la stessa sostituzione, si ha
D
Dt
(
1
2
q2) = −u′iu′j
∂ui
∂xj
− ∂
∂xj
(
p′u′j
ρ00
+
1
2
u′iu
′
iu
′
j
)
− λ3h−1ε (4.5)
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il che implica h = 1/3 e la dissipazione indipendente dalla scala.
L’analisi dimensionale indica che:
[ε] =
U3
L
(4.6)
Nell’intervallo inerziale ε e’ indipendente dalla scala, cioe’ costante rispetto
alla dimensione l dei vortici; la varianza della velocita’ cresce come l2/3:
U2l ∼ ε2/3l2/3 (4.7)
Si puo’ stimare l’estremo inferiore dell’intervallo inerziale assumendo che
per tale valore della scala spaziale, LK , il numero di Reynolds sia O(1):
1 ' LKULK
ν
=
ε1/3L
4/3
K
ν
(4.8)
da cui
LK ' ν3/4ε−1/4 (4.9)
Se si calcola il numero di Reynolds del flusso sulla base dell’estremo su-
periore dell’intervallo inerziale L, a cui corrisponde una velocita’ UL, si puo’
stimare l’ampiezza dell’intervallo in funzione di Re:
L
LK
=
L
ε−1/4ν3/4
=
LU
3/4
L L
−1/4
ν3/4
= R3/4e (4.10)
Nell’intervallo inerziale lo spettro di ciascuna componente della velocita’ di-
pende dalla dissipazione (costante) e dalla scala spaziale l (dal numero d’onda
k ∼ l−1). Per ragioni dimensionali
[E(k)dk] = U2l (4.11)
e quindi
E(k) ∼ ε2/3l2/3k−1 = ε2/3k−5/3 (4.12)
Si nota che, mentre la varianza della velocita’ cala con la scala, cioe’
Ul ∼ l1/3, la varianza delle derivate spaziali cresce al diminuire della scala,
cioe’ ∆Ul/∆l ∼ l−2/3. Ricordando che la dissipazione ε e’ proporzionale alla
media dei quadrati delle derivate spaziali della velocita’, questa osservazione
suggerisce che il contributo alla dissipazione media sia maggiore dalle scale
piu’ piccole.
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4.3 Descrizione lagrangiana
Anziche’ considerare il campo di velocita’ del flusso, od una qualsiasi sua
proprieta’ in punti e ad istanti definiti (descrizione euleriana) si possono con-
siderare le traiettorie percorse da particelle di fluido (descrizione lagrangiana).
Banalmente la traiettoria e’ data da
x(t) = x(t0) +
∫ t
t0
v(τ)dτ (4.13)
dove la velocita’ della particella v(τ) e’ data dalla velocita’ euleriana del flusso
nel punto x(τ):
v(τ) = u(x(τ), τ) (4.14)
Nell’intervallo inerziale possono essere fatte considerazioni analoghe alle
precedenti se si considera l’evoluzione temporale della differenza di velocita’
rispetto ad un istante iniziale, seguendo la traiettoria delle particelle di fluido.
In tale intervallo la differenza dovra’ dipendere solo dalla dissipazione e dal
tempo trascorso, pertanto:
V 2t ≡ (V (t)− V (0))2 ∼ εt (4.15)
Si noti che la relazione 4.7 vale ad uno stesso istante, in due punti a distanza
l uno dall’altro, mentre la relazione 4.15 vale lungo una traiettoria, a due istanti
separati dall’intervallo temporale t (e quindi anche in due punti diversi). la
prima e’ una relazione ’euleriana’, la seconda ’lagrangiana’.
Una semplice conseguenza e’ la pendenza dello spettro temporale. Per
motivi dimensionali:
[E(ω)dω] = V 2t (4.16)
e quindi
E(ω) ∼ εtω−1 ∼ εω−2 (4.17)
Lo spettro lagrangiano in frequenza ha dunque una diversa pendenza nel-
l’intervallo inerziale rispetto a quello euleriano in numeri d’onda. Naturalmen-
te la trasformazione di turbolenza congelata permette di commutare da tempi
a distanze, e da frequenze a numeri d’onda, lasciando inalterata la pendenza
(k−5/3 ovvero ω−5/3) degli spettri euleriani.
4.4 A basic paradigm
Inertial subrange theory (Kolmogorov, 1941) gives the interpretation paradigm
for velocity spectra, assuming the existence of the (universal) inertial subrange.
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The second order structure functions read:
D(2)(r) = [u(r)− u(0)]2 = 2
(
u2 −R(r)
)
= CKε
2/3r2/3 (4.18)
D(2)(t) = [v(t)− v(0)]2 = 2
(
u2 −R(t)
)
= C0εt (4.19)
where v(τ)2 = u2 for any τ (thanks to homogeneity and steadyness). Eq.
4.18 is an Eulerian relationship, Eq. 4.19 a Lagrangian one. Valori indicativi
delle costanti (da esperimenti e simulazioni numeriche): CK = 2, C0 = 6.2
(Ouellette et al., 2006).
It is important to remember also that the following exact relationship
holds:
D(3)(r) = [u(r)− u(0)]3 = −4
5
ε r (4.20)
see Monin and Yaglom (1975, pag. 397),Frisch (1995, pag.76).
A model for the Lagrangian correlation (Gifford, 1982) is
R(t) = u2 exp(−t/T ) (4.21)
For t  T , in the inertial subrange, R(t) ' u2(1 − t/T ) and D(2)(t) '
2u2t/T . Comparing with 4.19 we obtain an expression for the dissipation as
a function of the integral quantities characterizing the flow (Tennekes, 1982):
ε =
2u2
C0T
(4.22)
A model for the Eulerian correlation was suggested by Durbin (1980):
R(r) = u2
[
1−
(
r2
r2 + L2
)1/3]
(4.23)
which gives an integral lenght scale different from L:
LD =
1
u2
∫ ∞
0
R(r) dr ' 0.75L (4.24)
Note that, for r  L:
D(2)(r) = 2[u2 −R(r)] ' 2u2
( r
L
)2/3
(4.25)
which is Kolmogorov (1941) compliant. Comparing with Eq. 4.18 an Eulerian
expression for the dissipation results:
ε =
23/2 u2
3/2
C
3/2
K L
(4.26)
By eliminating ε from Eqs. 4.22 and 4.26 a relationship among the integral
scales characterizing the inertial sublayer is obtained:
L
Tu2
1/2
=
21/2 C0
C
3/2
K
(4.27)
which gives an estimate of the Eulerian-to-Lagrangian characteristic time scale
ratio (Maurizi et al., 2004).
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4.4.1 Correlation for small lag
For |t/T |  1 or |r/L|  1 the proper model for correlation is determined as
a power series: for instance using space:
R(r) = u′2[1− a2(r/L)2] for |r/L|  1 (4.28)
This form is consistent with the requirement R(r) = R(−r). It defines a
microscale of lenght Λ:
Λ =
L
a
(4.29)
4.4.2 Some spectra and structure functions
From the correlation Eq. 4.21 si puo’ ottenere la forma corrispondente dello
spettro. Da Gradshteyn and Ryzhik (1980, pag. 477):∫ ∞
0
exp(−px) cos(qx)dx = p
p2 + q2
(4.30)
e quindi
E(ω) =
2u2
pi
∫ ∞
0
exp(−t/T ) cos(ωt)dt = 2u
2T
pi
1
1 + ω2T 2
(4.31)
In particolare
E(0) =
2u2T
pi
(4.32)
e, per ω >> T−1 (using Eq. 4.22),
E(ω) ' 2u
2
piT
ω−2 =
C0ε
pi
ω−2 (4.33)
che restituisce la pendenza dello spettro lagrangiano ricavata da considerazio-
ni dimensionali per l’intervallo inerziale e fornisce il valore della castante di
proporzionalita’.
From Monin and Yaglom (1975, pag. 90), given
D(r) = 2
∫ ∞
0
(1− cos(kr))E(k) dk (4.34)
if
D(r) = Arγ , A > 0, 0 < γ < 2 (4.35)
it results
E(k) =
C
kγ+1
(4.36)
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with
C =
A
2
∫∞
0
1−cosx
xγ+1
dx
=
Γ(γ + 1) sin(piγ/2)
pi
A (4.37)
Thus, for the Eulerian structure function D(2)(r) (Eq. 4.18):
E(k) =
Γ(5/3) sin(pi/3)
pi
CKε
2/3k−5/3 ' 0.249CKε2/3k−5/3 (4.38)
and for the Lagrangian structure function D(2)(t) (Eq. 4.19):
E(ω) =
Γ(2) sin(pi/2)
pi
C0εω
−2 =
C0ε
pi
ω−2 (4.39)
4.4.3 From k to f
The equivalence of the spectrum (in frequency f) obtained from fixed point
time series (of wind velocity) and that expressed in wavenumber (k) space
follows from the assumption that a mean velocity u can be defined for the
relevant time range.
k = 2pi
f
u
(4.40)
E(k) dk = E
(
2pif
u
)
2pi
u
df (4.41)
equivalent to (from Eq. 4.38):
E(k) dk =
0.249 CK
(2pi)2/3
u2/3ε2/3f−5/3 df (4.42)
We define E(f)
E(f) = C1u
2/3ε2/3f−5/3 (4.43)
with C1 = 0.249 CK/(2pi)
2/3.
4.4.4 A few experimental correlations and time scales in the
surface layer
Tempi scala derivati da dati di anemometria sonica: vedi Fig. 4.1.
64
Figura 4.1: Istogramma dei tempi di correlazione per u1, u2, u3, da dati di
anemometro sonico nel surface layer (De Franceschi, comunicazione personale).
I valori mediani sono: 252s, 289s, 40s rispettivamente.
4.5 La pdf della velocita’
4.5.1 Turbolenza omogenea, isotropa, stazionaria
In condizioni di turbolenza omogenea, isotropa e stazionaria le osservazioni e
le simulazioni numeriche suggeriscono che la pdf della velocita’ e’ gaussiana,
mentre non lo e’ la pdf delle derivate della velocita’: vedi le Figure 4.2, 4.3,
4.4, dalle simulazioni numeriche di Vincent and Meneguzzi (1991).
Per motivi di simmetria, u′iu
′
j = σ
2δij , dove σ
2 e’ la varianza di ciascuna
componente della velocita’.
4.5.2 La turbolenza di parete e la turbolenza convettiva
Abbandonare le restrizioni di omogeneita’ ed isotropia e’ necessario per dare
un quadro ragionato dello strato limite.
Per turbolenza di parete sono disponibili molti risultati di laboratorio e
misure in campo. Si e’ visto che la pdf della velocita’ longitudinale non e’ in
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Figura 4.2: pdf di una componente della velocita’, diciamo u1, normalizzata
alla sua deviazione standard, dalla DNS di Vincent and Meneguzzi (1991).
La curva tratteggiata rappresenta la distribuzione gaussiana con la stessa
varianza.
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Figura 4.3: Come in Fig. 4.2, per la pdf di ∂u1/∂x1.
Figura 4.4: Come in Fig. 4.2, per la pdf di ∂u1/∂x2.
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Figura 4.5: Kurtosis in funzione della skewness per la componente lungo il ven-
to medio delle fluttuazioni di velocita’, in strati limite dominati dallo ’shear’.
La linea continua rappresenta il limite statistico (non esistono distribuzioni
al di sotto di tale confine). La parabola tratteggiata rappresenta un ’fit’ di
minimi quadrati.
generale gaussiana; skewness e kurtosis dipendono in generale dalla distanza
dalla parete.
Alcuni dati sono riportati nelle Figure 4.5, 4.6 e 4.7 da Tampieri et al.
(2001). In particolare si osserva come la componente della velocita’ parallela
alla parete e normale alla velocita’ media (Fig. 4.7) sia simmetrica ma non
necessariamente gaussiana.
Analoghi risultati si hanno in casi convettivi: vedi Figura 4.8. In particola-
re e’ ben noto come la pdf della velocita’ verticale nello strato limite convettivo
sia fortemente asimmetrica, con momento terzo positivo.
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Figura 4.6: Come in Figura 4.5 per la componente normale alla parete.
Figura 4.7: Come in Figura 4.5 per la componente normale alla velocita’ media
e parallela alla parete.
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Figura 4.8: Come in Figura 4.6 per strati limite convettivi.
70
Capitolo 5
Il paradigma: lo strato limite
orizzontalmente omogeneo su
terreno piatto
5.1 Osservazioni sperimentali
Alcune osservazioni di flussi turbolenti di quantita’ di moto e di temperatura
sono riportate nella figura 5.1, che riguarda condizioni approssimativamente
neutrali sul mare (da Garratt, 1992).
Profili in altre condizioni di stabilita’ saranno discussi in seguito.
E’ importante ricordare che in condizioni stabili in particolare si possono
avere profili molto diversi, che verranno discussi in seguito.
Se i flussi turbolenti sono caratterizzati da un valore al suolo, che viene
usato in generale come valore di scala, e tendono a zero ad una quota, che
viene identificata come l’altezza h dello strato limite, si puo’ ritenere di essere
in presenza di uno strato limite determinato dalla turbolenza presso il suolo.
Si osserva che questo schema ideale non e’ sempre soddisfatto dalle condizioni
reali, e che lo strato limite e’ influenzato anche dalla struttura del flusso al di
sopra di esso.
Dal valore del flusso della quantita’ di moto in prossimita’ del suolo si
definisce la velocita’ di attrito (’friction velocity’):
u∗ =
(
u′1u
′
3|20 + u′2u′3|20
)1/4
(5.1)
e da qui si ottiene anche una temperatura di scala, legata al flusso di tempe-
ratura al suolo:
ϑ∗ = u′3ϑ′|0/u∗ (5.2)
Il pedice 0 indica che si fa riferimento a valori misurati presso il suolo.
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Figura 5.1: Flussi turbolenti in condizioni neutrali sul mare. Da Garratt
(1992).
5.2 Le equazioni per la quantita’ di moto media
Nel caso di omogeneita’ orizzontale e di terreno piatto dall’equazione di con-
tinuita’ Eq. 3.59 si ha:
u3(x3) = 0 (5.3)
Dall’equazione per la quantita’ di moto Eq. 3.57 si ottengono le equazioni
per le componenti u1 e u2:
∂ui
∂t
= − 1
ρ00
∂p
∂xi
+ εij3fuj + ν
∂2ui
∂x23
− ∂u
′
iu
′
3
∂x3
(5.4)
Se possiamo trascurare la dipendenza della pressione dalla quota, si pos-
sono usare le Eq. 3.23 per eliminare la pressione dall’equazione precedente.
Inoltre si evidenzia come gli ultimi due termini rappresentino la divergenza
verticale dei flussi totali (viscoso e turbolento) di quantita’ di moto:
∂ui
∂t
= εij3f(uj − ugj) + ∂
∂x3
(
ν
∂ui
∂x3
− u′iu′3
)
, i = 1, 2 (5.5)
Questa equazione mostra che se i flussi non sono costanti con la quota lo
strato limite non puo’ essere contemporaneamente stazionario e unidimensio-
nale.
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5.3 L’equazione per la temperatura potenziale me-
dia
Nelle stesse condizioni, l’Eq. 3.60 diventa
∂ϑ
∂t
=
∂
∂x3
(
κT
∂ϑ
∂x3
− u′3ϑ′
)
(5.6)
Del tutto analoga e’ l’equazione per lo scalare passivo, la cui concentrazione
sia indicata da c. Anche in questo caso possiamo notare che se il flusso dello
scalare non e’ costante con la quota, la soluzione non puo’ essere stazionaria.
5.4 ’Inner’ e ’outer scaling’
Consideriamo l’eq. 5.5 allo stato stazionario. Per semplicita’, assumiamo
f > 0. Si ha
f(v − vg)− du
′w′
dz
= 0 (5.7)
−f(u− ug)− dv
′w′
dz
= 0 (5.8)
Le differenze tra il vento alla quota z entro lo strato limite e il vento
alla sommita’ dello strato limite (il vento geostrofico), u(z) − ug e v(z) − vg,
sono dovute al flusso turbolento di quantita’ di moto, e dunque u∗ puo’ essere
utilizzata come velocita’ di scala. Definendo una quota nondimensionale ξ =
zf/u∗ le equazioni 5.7 e 5.8 diventano (moltiplicando per (fu∗)−1):
v − vg
u∗
=
d(u′w′/u2∗)
dξ
(5.9)
u− ug
u∗
= − d(v
′w′/u2∗)
dξ
(5.10)
Queste equazioni indicano che il moto nello strato limite lontano dal suolo
dipende solo dal rapporto tra il modulo del vento geostrofico e la velocita’
di attrito. Suggeriscono inoltre che il rapporto u∗/f sia la scala per l’altezza
dello strato limite neutrale (di Ekman, dunque influenzato dalla rotazione).
La relazione
h = α
u∗
f
(5.11)
con α ' 0.2÷0.3 viene usata per stimare l’altezza dello strato limite, in assenza
di forzatura termica al suolo e di gradiente di temperatura stabile al di sopra
dello strato limite stesso, alle medie latitudini.
La quantita’ u∗/f e’ dunque la lunghezza di scala adeguata per il cosiddetto
’outer scaling’.
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Assumiamo ora che esista una scala zs appropriata presso il suolo. Im-
poniamo che zs  u∗/f . Moltiplicando le equazioni 5.7 e 5.8 per zs/u2∗ si
ha
(fzs/u∗)
v − vg
u∗
=
d(u′w′/u2∗)
d(z/zs)
(5.12)
(fzs/u∗)
u− ug
u∗
= − d(v
′w′/u2∗)
d(z/zs)
(5.13)
Nel limite di grandi valori del numero di Rossby di attrito (’friction Ros-
sby number’) Rof = u∗/fzs le equazioni precedenti mostrano che i momenti
secondi u′w′ e v′w′ sono costanti con la quota. Scegliendo gli assi in modo tale
che v(0) = 0, e assumendo per simmetria che v′w′|0 = 0 si puo’ identificare
la direzione x tale che il moto avvenga nel piano x− z. zs e’ dunque la scala
adatta per il cosiddetto ’inner scaling’ e caratterizza uno strato, lo strato su-
perficiale (’surface layer’), dove il flusso di quantita’ di moto e’ costante con
la quota. In queste condizioni si puo’ ridefinire la ’friction velocity’:
u∗ =
(
−u′1u′3|0
)1/2
(5.14)
Pertanto nello strato limite planetario (in un sistema rotante, non in la-
boratorio) si ha una scala esterna, u∗/f , ed una scala interna, zs. A quote
comparabili con la scala esterna, si ha rotazione del vento con la quota. A
quote comparabili con la scala interna, il vento non ruota e i flussi turbolenti
sono indipendenti dalla quota.
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Capitolo 6
Lo strato limite quasi
neutrale (QNBL)
6.1 Una annotazione introduttiva
Lo strato limite puo’ essere rigorosamente neutrale solo se i flussi di calore
sono nulli: se l’aria e’ in equilibrio termico con la superficie sottostante (p.es.,
sul mare, o in situazioni di cielo coperto): quindi il gradiente verticale di tem-
peratura potenziale e’ nullo dϑ0/ dz = ∂ϑ/∂z = 0. Lo strato limite puo’
comportarsi approssimativamente in modo neutrale se il flusso di calore e’ pic-
colo rispetto al flusso di quantita’ di moto: questa situazione si puo’ verificare
in presenza di venti intensi e di deboli effetti termici.
6.2 Il caso della stratificazione debole
Si assumano condizioni stazionarie e orizzontalmente omogenee per un flus-
so su una superficie orizzontale, per cui la velocita’ verticale media w = 0.
L’equazione per la componente x (lungo la direzione del vento medio) della
quantita’ di moto 3.57 si riduce a:
ν
d2u
dz2
+
d(−u′w′)
dz
= 0 (6.1)
L’equazione per la temperatura potenziale media 3.60 diventa:
κT
d2ϑ
dz2
+
d(−ϑ′w′)
dz
= 0 (6.2)
Trascurando il termine di viscosita’ molecolare, l’equazione per l’energia
cinetica diventa:
−u′w′ du
dz
− g
ρ00
ρ′w′ − d
dz
(
p′w′
ρ00
+
1
2
u′iu
′
iw
′
)
− ε ' 0 (6.3)
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oppure, in termini di temperatura potenziale:
−u′w′ du
dz
+
g
ϑ00
ϑ′w′ − d
dz
(
p′w′
ρ00
+
1
2
u′iu
′
iw
′
)
− ε ' 0 (6.4)
E’ possibile in generale valutare sperimentalmente i termini dell’equazione
che contengono momenti della velocita’ e della temperatura. I momenti tripli
richiedo anche una misura della correlazione tra fluttuazioni di velocita’ e
pressione. La dissipazione viene determinata dallo spettro (Eqs. 4.38 oppure
4.43) e/o utilizzando la relazione Eq. 4.20.
Il termine di galleggiamento puo’ fungere da sorgente di energia cinetica
turbolenta, se il flusso di calore e’ positivo: w′ϑ′ > 0, oppure da pozzo, se
w′ϑ′ < 0. Il numero di Richardson di flusso e’ definito come il rapporto tra i
due termini di produzione/pozzo di turbolenza:
Rf =
g
ϑ00
w′ϑ′
u′w′ dudz
(6.5)
e puo’ essere utilizzato per riscrivere l’eq. 6.4:
−u′w′ du
dz
(1−Rf )− dT
dz
− ε = 0 (6.6)
dove
T =
(
p′w′
ρ00
+
1
2
u′iu
′
iw
′
)
(6.7)
Si noti che il numero di Richardson e’ una variabile locale. Numeri di
Richardson negativi indicano che i flussi di calore forniscono energia alla tur-
bolenza (stratificazione instabile), mentre Rf positivi corrispondono a stratifi-
cazione stabile; Rf = 0 corrisponde al caso neutrale ideale. Inoltre l’eq.6.6 sug-
gerisce che, trascurando la divergenza dei termini di terzo ordine, per Rf > 1
la produzione di turbolenza dovuta allo ’shear’ non bilancia la dissipazione: in
queste condizioni ci si aspetta che la turbolenza non possa essere stazionaria.
Questo suggerisce l’esistenza di un valore critico per il numero di Richard-
son, Rfc per stratificazione molto stabile: indicativamente Rfc ≈ 0.2 . Al
di sopra di tale valore tuttavia si osserva ancora turbolenza, che puo’ esse-
re intermittente (non stazionaria) o alimentata dalla divergenza dei momenti
terzi.
6.3 Le condizioni neutrali
Si consideri il caso limite di flusso di calore nullo, cioe’ Rf = 0. La produ-
zione meccanica di energia cinetica turbolenta e’ bilanciata dalla dissipazione.
L’equazione per la quantita’ di moto orizzontale assicura che il flusso verticale
di quantita’ di moto e’ costante.
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6.3.1 Profilo di velocita’ media nello strato superficiale
Vicino (molto vicino) alla superficie w′ ∼ 0 e Re < 1: il termine viscoso e’
dominante:
ν
d2u
dz2
= 0 (6.8)
In questo sottostrato viscoso la velocita’ varia linearmente con la distanza
dalla parete:
u(z) ∝ z (6.9)
Per numeri di Reynolds elevati, per z grandi, si puo’ trascurare il termine
viscoso e il flusso turbolento di quantita’ di moto risulta costante con la quota:
−u′w′ = u2∗ (6.10)
Poiche’ il flusso di calore e’ nullo non possiamo ottenere una temperatura
di scala ne’ un gradiente di temperatura: in condizioni neutrali la temperatura
potenziale e’ costante con la quota.
Occorre a questo punto notare che l’analisi effettuata non introduce una
lunghezza di scala, che dia un’indicazione dello spessore dello strato entro
cui il flusso di quantita’ di moto e’ costante. D’altra parte e’ fisicamente
inverosimile ipotizzare che tale strato si estenda indefinitamente: ci si aspetta
che alla sommita’ dello strato limite gli scambi tra atmosfera e suolo diventino
trascurabili. L’analisi effettuata vale rigorosamente nello strato in cui il flusso
di quantita’ di moto e’ costante: per definizione, lo strato superficiale (surface
layer).
La quantita’ u∗ e’ la velocita’ di scala che caratterizza la turbolenza. La
relazione dimensionale
du
dz
∝ u∗
z
(6.11)
implica un profilo logaritmico per la velocita’ media
u(z) =
u∗
κ
ln
z
z0
(6.12)
dove κ = 0.4 e’ la costante di von Karman (il cui valore e’ determinato speri-
mentalmente). In linea di principio, z0 deve essere determinato empiricamente
dai dati di profilo di velocita’ media. La Tabella 6.1 riporta valori caratteri-
stici di z0 per diverse superfici, che possono essere usati in mancanza di dati
sufficienti o come stima per l’uso nei modelli. In alternativa, si puo’ usare la
relazione
z0 ' h0/8 (6.13)
essendo h0 la dimensione verticale degli elementi (erba, blocchi) che costitu-
scono la rugosita’. E’ evidente che z0 dipende in senso stretto dalla dinamica,
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e quindi il suo valore derivato dai dati puo’ in generale variare anche per una
stessa supeficie.
It is common practice to define the drag coefficient:
cd =
u2∗
u2(zr)
(6.14)
where zr is a reference height. For a logarithmic profile, cd is a function of
zr/z0.
Sul mare la rugosita’ dipende dal vento (Charnock, 1955) che influenza
l’altezza delle onde: si puo’ applicare la relazione
z0 = αCu
2
∗/g (6.15)
dove la costante di Charnock 0.01 < αC < 0.03 (vedi Garratt, 1992, pag. 99)
per venti non troppo intensi. Le misure (Powell et al., 2003) mostrano che
per valori del vento al di sopra di una soglia (indicativamente, u > 25m/s) il
coefficiente di drag cresce meno rapidamente: see Fig. 6.2.
Si noti che dalle equazioni 6.9 e 6.12 si ottiene un profilo unico di velocita’
solo se e’ possibile definire una regione di sovrapposizione. L’andamento li-
neare si applica ad una superficie liscia per zu∗/ν ≡ z+ . 5, a quote maggiori
(z+ > 30) puo’ essere usato il profilo logaritmico (Fig. 6.3). Su superfici ruvi-
de (definibili come quelle per cui z0  5ν/u∗) si usa il profilo logaritmico (pur
ricordando che esiste comunque uno strato viscoso in contatto con le pareti
solide): vedi Fig. 6.4.
Se esiste una copertura della superficie molto alta e strutturata, in genere
si utilizza una quota di riferimento d per spostare l’asse delle quote verso l’alto.
La forma del profilo di velocita’ diventa:
u(z) =
u∗
κ
ln
z − d
z0
(6.16)
In questa formulazione, z0 e d vanno determinati utilizzando metodi di re-
gressione e dati di velocita’ media a diverse quote (per esempio, vedi Martano,
2000); oppure, approssimativamente, sulla base dell’altezza degli ostacoli (vedi
Fig. 6.5) e del tipo di superficie.
78
Figura 6.1: Valori caratteristici di z0 e di d. Da Garratt (1992).
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Figura 6.2: From Makin (2005).
Figura 6.3: Profilo nondimensionale della velocita’ media presso una parete
liscia. Da Monin and Yaglom (1971).
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Figura 6.4: Rappresentazione schematica dello strato limite neutrale su diversi
tipi di superficie. Da Trombetti and Tagliazucca (1994).
Figura 6.5: Relazione tra ’zero plane displacement’ d e altezza della ve-
getazione h0, per diversi tipi di copertura del suolo: approssimativamente,
d ∼ h0/2.
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6.3.2 Momenti secondi, dissipazione, scale integrali
La varianza delle componenti della velocita’, cosi’ come l’energia cinetica, e’
costante con la distanza dalla parete:
u′2i = (aiu∗)
2 , a1 = 2.4 , a2 = 1.8 , a3 = 1.25 (6.17)
dove i valori dei coefficienti sono empirici e denotano l’anisotropia della tur-
bolenza nello strato superficiale.
Dall’ equazione dell’energia cinetica turbolenta, Eq.6.3, si ha:
−u′w′ du
dz
− dT
dz
− ε = 0 (6.18)
Su base dimensionale, dT / dz = αu3∗/κz e quindi si ottiene l’espressione della
dissipazione nello strato limite neutrale:
ε = (1− α)u
3∗
κz
(6.19)
Se la turbolenza e’ omogenea in verticale, la divergenza dei momenti terzi
e’ trascurabile: α = 0; alcuni dati recenti (Albertson et al., 1997; Pahlow et al.,
2001) indicano che la dissipazione ε e’ pari a circa 0.6u3∗/κz, equivalente a dire
che la divergenza dei momenti terzi contribuisce in misura non trascurabile a
bilanciare la produzione di energia cinetica dovuta allo ’shear’.
L’ Eq. 4.22 indica che la dissipazione di energia cinetica e’ proporzionale
al rapporto tra il quadrato della velocita’ di scala ed il tempo integrale. Dal
confronto con la Eq. 6.19 si puo’ stimare quindi una scala di tempo nello
strato logaritmico:
Ti =
Li
u∗
=
2κ a2i
0.6 C0
z
u∗
(6.20)
dove ai e’ il rapporto tra la deviazione standard della componente i-esima della
velocita’ e la velocita’ di attrito, ed e’ stato inserito il coefficiente empirico 0.6
discusso in precedenza.
Questa scala non e’ necessariamente uguale al tempo integrale calcolato
attraverso la correlazione, ma ci aspettiamo che sia proporzionale ad esso. In
vicinanza della superficie non ci si possono aspettare condizioni di isotropia per
le scale integrali, come indicato dai diversi valori di ai. Questa anisotropia si
ritrova nei diversi valori assunti da Ti (mentre nel subrange inerziale avevamo
un solo valore per la scala dei tempi).
Le scale delle lunghezze risultano:
Li =
2κ0.6a2i
C0
z (6.21)
dove il coefficiente della z varia da 0.5 per i = 1 a 0.125 per i = 3.
Una formulazione coerente per il coefficiente di scambio turbolento puo’
essere ricavata dalla relazione flusso-gradiente −u′w′ = Km du/ dz:
Km = κu∗z (6.22)
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Questo risultato puo’ essere confrontato con l’Eq. 3.99, ponendo α1/2l′2
1/2
=
κz e quindi suggerisce una possibile relazione tra la lunghezza di mescolamento
l = α1/2l′2
1/2
e le scale integrali Li.
6.4 Lo strato di Ekman neutrale
Si e’ visto come l’analisi di ’outer layer’ fornisca una scala per l’altezza dello
strato limite neutrale (Eq. 5.11). Per ottenere un profilo di velocita’ media,
l’analisi puo’ essere sviluppata se si assume una relazione flusso-gradiente, per
trasformare le eq. 5.7 e 5.8 in equazioni nelle variabili medie u e v.
L’ipotesi piu’ semplice e’ che il coefficiente di scambio turbolento sia una
costante Km = K:
u′iw′ = −K
dui
dz
, i = 1, 2 (6.23)
Le equazioni 5.7 e 5.8 diventano
f(v − vg) +K d
2u
dz2
= 0 (6.24)
−f(u− ug) +K d
2v
dz2
= 0 (6.25)
Si cerca la soluzione con
u(0) = 0 (6.26)
e con
lim
z→∞u(z) = ug (6.27)
Il problema si risolve ponendo V = u+ ıv, Vg = ug+ ıvg. Le due equazioni
6.25 e 6.24 si riducono ad una equazione per la variabile complessa V :
K
d2V
dz2
− ıf (V − Vg) = 0 (6.28)
la cui soluzione avra’ la forma
V = a1 exp (b1z) + a2 exp (b2z) + Vg (6.29)
dove, essendo b2i = ıf/K:
b1,2 = ∓(1 + ı)
(
f
2K
)1/2
(6.30)
From Eq. 6.27 a2 = 0. Rimane
V = a1 exp
(
−(f/2K)1/2z
)
[
cos
(
(f/2K)1/2z
)
− ı sin
(
(f/2K)1/2z
)]
+ Vg (6.31)
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e per la 6.26
a1 = −Vg (6.32)
La parte reale di V fornisce la soluzione per u, la parte immaginaria per
v. Pertanto:
u = ug
[
1− exp
(
−(f/2K)1/2z
)
cos
(
(f/2K)1/2z
)]
−vg exp
(
−(f/2K)1/2z
)
sin
(
(f/2K)1/2z
)
(6.33)
v = vg
[
1− exp
(
−(f/2K)1/2z
)
cos
(
(f/2K)1/2z
)]
+ug exp
(
−(f/2K)1/2z
)
sin
(
(f/2K)1/2z
)
(6.34)
Al suolo si ha:
du
dz
|z=0 = (f/2K)1/2(ug − vg) (6.35)
dv
dz
|z=0 = (f/2K)1/2(ug + vg) (6.36)
Si orientino gli assi in modo tale che vg = 0: si ottiene
du
dz
|z=0 = dv
dz
|z=0 = ug(f/2K)1/2 (6.37)
e dunque la velocita’ media a bassa quota e’ ruotata di pi/4 (anticlockwise)
rispetto alla direzione del vento geostrofico (nell’emisfero nord).
Dalla eq. 6.23 si puo’ stimare u∗
u2∗ ≡ (u′w′2 + v′w′2)1/2 = (Kf)1/2(u2g + v2g)1/2 (6.38)
e dalla eq. 6.33 si puo’ stimare che l’altezza dello strato limite (la quota a cui
il vento coincide con quello geostrofico) sia per esempio circa 2(f/2K)−1/2. La
Fig. 5.1 suggerisce che tale altezza sia approssimativamente 0.2u∗/f . Pertanto
si ottiene una stima per il coefficiente (costante rispetto alla quota) K
K =
10−2
2
u2∗
f
(6.39)
e, per consistenza,
u∗ =
10−1√
2
(u2g + v
2
g)
1/2 (6.40)
Questa soluzione e’ rappresentata, in termini nondimensionali, nelle figure
6.6, 6.7, 6.8: profili verticali di velocita’ media, spirale di Ekman, flussi verticali
di quantita’ di moto. Si noti che la scala della velocita’ e’ u∗, quella dei flussi
u2∗, quella delle altezze u∗/f , quella del coefficiente di diffusione u2∗/f .
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Figura 6.6: Profili di ui/u∗ in funzione della quota zf/u∗.
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Figura 6.7: Spirale di Ekman. Presso il suolo u1 = u2.
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Figura 6.8: Flussi verticali di quantita’ di moto, normalizzati al flusso al suolo.
6.5 Condizioni (debolmente) stratificate
6.5.1 Profili di velocita’ e temperatura medi
Usando l’analisi dimensionale si puo’ scrivere il gradiente di velocita’ analo-
gamente al caso neutrale (Eq. 6.11), esprimendo lo scostamento dalla forma
neutrale in funzione del numero di Richardson:
du
dz
=
u∗
κz
ΦM (Rf ) (6.41)
con la condizione ΦM (0) = 1. Si ricorda che questa analisi si riferisce allo strato
superficiale, dove i flussi sono costanti, indipendentemente dagli effetti della
stratificazione (ma si puo’ presumere che lo spessore dello strato superficiale
non si mantenga costante in differenti condizioni di stabilita’).
Nell’ipotesi che le quantita’ caratteristiche del moto turbolento (per esem-
pio, il profilo di velocita’ media, o di temperatura media) siano definite in
termini globali (cioe’ possono definirsi scale appropriate, analogamente a u∗
introdotta nel caso neutrale), tali quantita’ debbono dipendere dai valori co-
stanti dei flussi verticali di momento e di calore, e anche dalla distanza dalla
superficie (Monin and Yaglom, 1971, pag. 427). La lunghezza di Obukhov
LMO (Obukhov, 1946) puo’ essere definita come:
LMO = − u
3∗
κgw′ϑ′|0/ϑ00
(6.42)
La lunghezza di Obukhov e’ tale per cui:
• LMO < 0: strato limite instabile
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• LMO > 0: strato limite stabile
• |LMO| → ∞: strato limite neutrale
Si noti che piccoli valori di |LMO| indicano la prevalenza del flusso di calore
su quello di quantita’ di moto; viceversa per grandi valori. In generale si puo’
dire che a quote dell’ordine di |LMO| gli effetti del flusso di calore si bilanciano
con quelli di tipo meccanico. A quote molto minori, la produzione di energia
cinetica turbolenta da ’shear’ e’ dominante (cio’ che sempre accade presso
il suolo). Per quote maggiori, se il flusso termico e’ positivo, si instaurano
le condizioni di convezione libera mentre, se il flusso e’ negativo, si instaura
uno strato limite stabile in cui la turbolenza puo’ non essere completamente
sviluppata.
L’equazione per l’energia cinetica turbolenta puo’ essere resa nondimen-
sionale dividendo per u3∗/κz: nel caso attuale (stazionario, orizzontalmente
omogeneo) si ha:
0 = Φm − z
LMO
− κz d(T /u
3∗)
dz
− Φε (6.43)
dove si definisce
du
dz
=
u∗
κz
Φm (6.44)
e
ε =
u3∗
κz
Φε (6.45)
L’eq. 6.43 suggerisce che Φm e Φε possano essere scritti come funzione solo
di z/LMO.
Per z  |LMO|, si puo’ scrivere uno sviluppo in serie di potenze di ζ =
z/LMO (e quindi le espressioni che ne discendono sono valide per |z/LMO| 
1) :
Φm (ζ) = 1 + αmζ +O (ζ)2 (6.46)
ed integrare il profilo di velocita’ 6.44, fornendo la relazione log-lineare:
u(z) ∼= u∗
κ
(
ln
z
z0
+ αm
z − z0
LMO
)
(6.47)
con αm = 4.8 secondo Dyer (1974), = 6 secondo Businger et al. (1971); these
values are derived from stable data analysis (see later).
L’ Eq. 6.2 mostra che il flusso di calore e’ costante con la quota. Pertanto
si puo’ definire una temperatura di scala (che nel caso neutro e’ nulla):
ϑ∗ =
w′ϑ′|0
u∗
(6.48)
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Figura 6.9: Profili nondimensionali di vento in funzione di z/LMO, da dati
CCT. Le curve rappresentano la relazione (6.46) con z0 = 0.00025m e z0 =
0.0025m e αm = 6.
Analogamente a quanto fatto per l’energia cinetica, si puo’ scrivere l’e-
quazione per la varianza della temperatura, Eq. 3.86, in forma nondimensio-
nale dividendo per u∗ϑ2∗/κz Nel caso stazionario e orizzontalmente omogeneo
risulta:
0 = Φh − κz
2u∗ϑ2∗
dw′ϑ′2
dz
− Φεϑ (6.49)
dove si definisce il gradiente verticale di temperatura media:
dϑ
dz
= −ϑ∗
κz
Φh (ζ) (6.50)
e la dissipazione di varianza della temperatura
εϑ =
u∗ϑ2∗
κz
Φεϑ (6.51)
Φh puo’ essere espresso in serie di potenze di ζ:
Φh = αh0 + αh1ζ (6.52)
I dati suggeriscono che Φh(0) < 1 ovvero αh0 = 0.95 e αh1 = 4.5 (Dyer,
1974). Si noti che ϑ∗ = 0 se ζ = 0. Si noti anche che αh0 6= 1 equivale
a dire che il valore della costante di von Karman e’ diverso per velocita’ e
temperatura (vedi per esempio Zilitinkevich and Esau, 2007): si ha κh = κ/αh0
e Φh = 1 + αh1/αh0ζ
6.5.2 Momenti secondi
Definisco in generale i momenti di ordine n per componenti della velocita’ e
per la temperatura:
The nondimensional n-th order moments are defined as:
u′ni = u
n
∗Φ
(n)
i (ζ, ξ) (6.53)
ϑ′n = ϑn∗Φ
(n)
ϑ (ζ, ξ) (6.54)
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Tabella 6.1: u′2i /u
2∗ from ARTOV data. Mean values.
i = 1 9.7± 0.8
i = 2 7.3± 0.3
i = 3 1.31± 0.03
Tabella 6.2: u′2i /u
2∗ from ARTOV data. Quadratic fit a+ bζ + cζ2
a b c
i = 1 9.2± 0.3 0 16± 3
i = 2 8.2± 0.5 0 37± 6
i = 3 1.32± 0.02 −0.31± 0.07 2.8± 0.2
where ξ = z/h, the height normalised over the boundary layer height. In the
surface layer, the dependence on ξ must disappear.
Dati di varianza delle diverse componenti della velocita’ sono riportate in
Fig. 6.10 nel caso quasi neutrale (dati di Roma Tor Vergata). Sono presentati
i valori medi in un intorno −0.05 < ζ < 0.05 della neutralita’, e i fit linea-
re e quadratico. Si osserva che il fit lineare restituisce approssimativamente
il valore medio, mentre il fit quadratico evidenzia la crescita della varianza
allontanandosi dalla neutralita’.
La dipendenza dalla quota e’ stata studiata sperimentalmente. For the
vertical velocity component, in near neutral conditions, Smedman (1991),
Ho¨gstro¨m et al. (2002) suggest that the vertical velocity variance depends
on the height of the boundary layer (estimated to be h ' 0.3u∗/f) as follows:
Φ
(2)
3 = 1.0 +
( z
0.03h
)2/3
' 1 + 10.4ξ2/3 ; h = 0.3u∗
f
; |ζ|  1 (6.55)
which is verified for ξ < .03 (their Fig. 2).
6.5.3 Stime del coefficiente di diffusione turbolenta
Il coefficiente di scambio turbolento per la quantita’ di moto puo’ essere
valutato in maniera analoga al caso neutrale, eq. 6.22; si ottiene:
Km =
κu∗z
Φm(ζ)
(6.56)
Nel caso stabile, poiche’ Φm cresce con ζ, e quindi a parita’ di quota
z il gradiente nondimensionale cresce al diminuire di LMO, il coefficiente di
scambio turbolento cala al diminuire di LMO: la stabilita’ riduce gli scambi in
verticale. Un ragionamento analogo porta ad osservare che nel caso instabile
il coefficiente di scambio aumenta.
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Figura 6.10: Varianza normalizzata delle tre componenti della velocita’ per
situazioni quasi neutrali. Da dati Roma Tor Vergata.
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Confrontando le espressioni 6.5 e 6.42 si ottiene una semplice relazione tra
Rf e LMO per lo strato superficiale:
Rf = ζΦm(ζ)−1 (6.57)
Dunque nello strato superficiale Rf ' ζ(1 − αζ) e’ variabile, e cresce in
valore assoluto con la quota (ci ricorda che vicino al suolo prevale la produzione
meccanica di turbolenza). Si puo’ scrivere il coefficiente di scambio turbolento
come:
Km = κu∗LMORf ' (κu∗z) (1− αζ) (6.58)
espressione che conferma il risultato precedente, che in condizioni stabili il
coefficiente di scambio e’ piu’ piccolo del caso neutrale, mentre in condizioni
debolmente instabili e’ piu’ grande.
Analogamente per il flusso di calore:
w′ϑ′ = −Kh dϑ
dz
(6.59)
u∗ϑ∗ = Kh
ϑ∗
κz
Φh (6.60)
da cui
Kh = κu∗zΦ−1h (6.61)
Con i valori riportati sopra, Φh(0) = 0.95 e Φm(0) = 1 e quindi il numero
di Prandtl turbolento (rapporto tra il coefficiente di scambio per la quantita’
di moto e quello per il calore) risulta inferiore a 1 in condizioni quasi neutrali.
Using Eqs. 3.99 Km = l
2 du/ dz and 6.56 Km = κu∗zΦ−1m it is possible to
obtain an expression for the mixing length l:
l = κ z Φ−1m =
κz
1 + αm z/LMO
(6.62)
or
l−1 =
1
κ z
+
αm
κ LMO
(6.63)
which shows that for small stability the mixing length is dominated by the
neutral form and depends on the distance from the ground, and for large
stability depends on the Obukhov length but not on the distance from the
ground.
91
Capitolo 7
Lo strato limite convettivo
(CBL)
7.1 Introduzione
Lo strato limite convettivo (’convective boundary layer’, CBL) e’ caratterizza-
to da turbolenza generata da effetti termici (riscaldamento del suolo); i vortici
si sviluppano in verticale; il mescolamento tra correnti ascendenti e discen-
denti e tra interno del CBL (alla sommita’) e la troposfera libera e’ dovuto in
larga misura al meccanismo di ’entrainment’.
Qualitativamente si individuano i seguenti strati:
• lo strato superficiale, che comprende non piu’ del 10 per cento dello spes-
sore totale del CBL, sostanzialmente influenzato dall’interazione anche
meccanica con il suolo;
• la parte centrale del CBL, ben mescolata: di solito compresa tra il 50 e
l’ 80 per cento dello spessore totale, e’ sostanzialmente dominata dalla
convezione;
• la sommita’, tra il 10 e il 40 per cento dello spessore totale, dove sono
localizzati i fenomeni di mescolamento piu’ intensi con l’aria sovrastante.
Una descrizione qualitativa della turbolenza nel CBL si ricava da misure
(vedi p. es. Hunt et al., 1988) e da simulazioni numeriche, principalmente
LES (p.es. Moeng and Sullivan, 1994): il galleggiamento prodotto al suolo,
dove la radiazione incidente ad onda corta viene assorbita e si riscalda l’aria,
da’ luogo allo sviluppo di bolle di aria calda e meno densa dell’ambiente cir-
costante, distribuite casualmente alla superficie. Le bolle si auto-organizzano
in pennacchi, trasportando aria calda verso l’alto (’updraft’); i pennacchi ten-
dono ad allargarsi con la quota e a fondersi tra di loro. Per mantenere la
continuita’, moti discendenti piu’ lenti (’downdraft’) trasportano dall’alto aria
piu’ fredda.
La Fig. 7.2, basata su risultati di LES, mostra i grandi e coerenti vortici
che coinvolgono quasi tutto lo spessore del CBL, in accordo qualitativo con
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le osservazioni sodar: Fig. 7.1. La Fig. 7.3 descrive qualitativamente tale
struttura.
7.2 La funzione densita’ di probabilita’ (pdf) della
velocita’
L’andamento schematico della pdf per la velocita’ verticale e’ riportato in Fig.
7.4. Correnti ascendenti e discendenti sono caratterizzate da valori modali po-
sitivi e negativi, rispettivamente; e’ presente (attorno allo zero) turbolenza di
piccola scala di produzione meccanica (vicino al suolo, e/o dovuta allo ’shear’
al bordo delle correnti). In figura sono anche mostrate alcune distribuzioni
di probabilita’ della velocita’ verticale a differenti distanze dal suolo. Vicino
al terreno la pdf e’ quasi simmetrica, mentre a quote piu’ elevate il valore
modale diventa negativo e la varianza cresce. La skewness della distribuzione
e’ positiva, e la kurtosis e’ maggiore di 3 (cfr. Fig. 4.8).
7.3 Analisi dimensionale direzionale e profili medi
di velocita’ e temperatura
L’analisi dimensionale standard non si presta bene allo studio del CBL. Ka-
der and Yaglom (1990) hanno mostrato che le scale orizzontale e verticale
(rispettivamente Lx e Lz) devono essere considerate diverse tra loro se si vuo-
le svolgere un’analisi corretta. Nello strato limite quasi neutrale il profilo
logaritmico fornisce, per il vento medio (Eq. 6.12):
du
dz
=
u∗
κz
(7.1)
Siccome [u] = LxT
−1 e [u∗] = L
1/2
x L
1/2
z T−1, dall’Eq. 7.1 si ottiene Lz/Lx =
κ2 ≈ 0.16, per cui Lz  Lx nei pressi del suolo, cioe’ nello strato limite
logaritmico.
Ancora, si considerino le equazioni per le varianze delle singole componenti
della velocita’, che si possono ricavare dalla Eq. 3.68. Scritte per il caso
stazionario, su terreno piatto e in condizioni di omogeneita’ orizzontale, si ha:
0 = −2u′w′ du
dz
− dTu
dz
− 2
3
ε (7.2)
0 = − dTv
dz
− 2
3
ε (7.3)
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Figura 7.1: Fac-simile dell’eco SODAR per uno strato limite convettivo: il
suolo riscalda l’aria sovrastante (Argentini et al., 1996). Sono evidenti strut-
ture coerenti in verticale e variabili nel tempo. La parte inferiore della figura
mostra la stima delle velocita’ verticali istantanee alle diverse quote, raffor-
zando l’immagine di uno strato caratterizzato da moti relativamente coerenti
in verticale e variabili nel tempo.
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Figura 7.2: Rappresentazione di alcune variabili del flusso (in particolare,
notare la velocita’ verticale, seconda dall’alto) ottenute da Large Eddy Simu-
lation (Moeng and Sullivan, 1994). Si ritrovano le strutture coerenti, estese in
verticale.
Figura 7.3: Rappresentazione schematica dello strato limite convettivo (Hunt
et al., 1988).
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Figura 7.4: pdf della velocita’ verticale: schema per illustrare correnti ascen-
denti e discendenti (sopra) e forme schematiche a diverse quote (sotto) che
mettono in evidenza la crescente importanza del momento terzo con la quota
(Hunt et al., 1988).
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0 = 2
g
ϑ00
w′ϑ′ − dTw
dz
− 2
3
ε (7.4)
Mentre l’equazione per l’energia cinetica Eq. 6.4 indica che flussi di quan-
tita’ di moto e di calore entrano contemporaneamente nel bilancio, queste
equazioni mostrano che la componente u e’ dominata dal termine di produzio-
ne da shear, mentre la w e’ dominata dal termine di flusso di calore. (I termini
tripli Ti rappresentano una ridistribuzione, anche sulle diverse componenti.)
La lettura che ne consegue e’ che le scale per le velocita’ possano essere diverse
a seconda della componente, e a seconda della regione di flusso indagata.
Lo schema concettuale proposto da Kader and Yaglom (1990) puo’ essere
sintetizzato cosi’:
• per z  −LMO la produzione di energia cinetica turbolenta e’ dominata
dal termine di shear: la velocita’ di scala e’ u∗ e la temperatura di scala
ϑ∗. Kader and Yaglom (1990) definiscono una nuova lunghezza,
LKY = −κLMO (7.5)
In questo strato, detto strato dinamico, si assume che valga la relazione
7.1 per la velocita’ media e la relazione 6.50 per la temperatura media.
• per LKY < z < −LMO le forze di galleggiamento diventano importanti
nella produzione di fluttuazioni della velocita’ verticale, ma le componen-
ti orizzontali sono ancora di origine meccanica (prodotte da ’shear’). Si
puo’ definire questo strato di transizione come strato dinamico-convettivo,
dove le componenti orizzontale e verticale del vettore velocita’ risultano
essere disaccoppiate dal punto di vista energetico. Si deve definire per
tale strato una scala di velocita’ verticale di dimensione LzT
−1, ed una
di velocita’ orizzontale con LxT
−1. Si possono definire tali scale come:
w∗ =
(
g
ϑ00
w′ϑ′|0z
)1/3
(7.6)
u∗∗ =
u2∗
w∗
= u2∗
(
g
ϑ00
w′ϑ′|0z
)−1/3
(7.7)
Ne consegue che una temperatura di scala e’:
ϑ∗∗ =
w′ϑ′|0
w∗
(7.8)
Questo porta a definire i gradienti medi di velocita’ e temperatura nel
sottostrato dinamico-convettivo
du
dz
≈ u∗∗
z
= u2∗(g/ϑ00w′ϑ′|0)−1/3z−4/3 (7.9)
dϑ
dz
≈ −ϑ∗∗
z
= −(g/ϑ00)−1/3(w′ϑ′|0)2/3z−4/3 (7.10)
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• per altezze ancora maggiori z > −LMO, la produzione di energia dovuta
agli effetti dinamici diventa trascurabile (cosi’ u∗ non e’ piu’ un parame-
tro di rilievo). L’unica scala di velocita’ e’ w∗ e la scala di temperatura
e’ ϑ∗∗: questo e’ lo strato di convezione libera. In questo strato si ha:
du
dz
≈ w∗
z
= (g/ϑ00w′ϑ′|0)1/3z−2/3 (7.11)
dϑ
dz
≈ −ϑ∗∗
z
= −(g/ϑ00)−1/3(w′ϑ′|0)2/3z−4/3 (7.12)
(si noti che il gradiente di temperatura dipende dalle stesse variabili
dello strato precedente, ma ci si puo’ aspettare che il coefficiente di
proporzionalita’ sia diverso).
La Fig. 7.5 mette in evidenza i tre sottostrati e fornisce stime per i valori
delle costanti di proporzionalita’.
Se si utilizza la definizione W∗ = w∗(h) si ottiene:
−LMO
h
=
u3∗
κW 3∗
(7.13)
Si nota che i flussi utilizzati in queste valutazioni sono i flussi misurati al
suolo: questo corrisponde all’idea che lo strato limite convettivo e’ determinato
principalmente dalle condizioni presso il suolo.
7.4 I momenti delle componenti della velocita’ e
della temperatura.
7.4.1 Nondimensional gradient of mean velocity
Kader and Yaglom (1990) derive the following form for the nondimensional
gradient of the mean horizontal velocity (unstable cases: ζ < 0; the surface
layer: z  h):
Φm = 1 for − ζ < α3m1κ4 ' 0.13 (7.14)
Φm = αm1κ
2/3 (−ζ)−1/3 for α3m1κ2 < −ζ < κ
(
αm1
αm2
)3/2
(7.15)
Φm = αm2κ
2/3 (−ζ)1/3 for − ζ > κ
(
αm1
αm2
)3/2
' 1.5 (7.16)
where αm1 = 1.7, αm2 = 0.7.
Ho¨gstro¨m (1996) observed that the spread of the data is quite large. He
suggested:
Φm = (1− βmζ)−1/4 for ζ > −2 (7.17)
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Figura 7.5: Gradienti nondimensionali di velocita’ media Φm e di temperatura
media Φh per la parte inferiore dello strato limite convettivo, in funzione della
quota nondimensionale ζ = z/LKY (da Kader and Yaglom, 1990). Notare che
nella figura i gradienti (riportati in ordinate) sono pari a Φ/κ nella notazione
attuale.
where βm = 19.
The original Kader and Yaglom (1990) figure is reported as Fig. 7.5. Fig.
7.6 reproduces the original figure from Ho¨gstro¨m (1996) showing data that
disagree with Kader and Yaglom (1990) theory.
Frenzen and Vogel (2001) suggested (from analysis of observations) the
following function
Φm = (1− γmζ)−1/3 for ζ > −0.5 (7.18)
where γm = 16. This formula shows the same behaviour as in Eqs. 7.14 and
7.15.
7.4.2 Nondimensional gradient of mean temperature
For the mean temperature, in unstable cases, again adapted from Kader and
Yaglom (1990):
Φh = αh0 for 0 < −ζ < (αh1/αh0)3κ4 ' 0.03 (7.19)
Φh = αh1κ
4/3 (−ζ)−1/3 for − ζ > (αh1/αh0)3κ4 (7.20)
where αh0 = 0.95 , αh1 = 1.0.
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Figura 7.6: Φm as function of ζ from Ho¨gstro¨m (1996) .
Ho¨gstro¨m (1996) recommends an empirical power law:
Φh = αh0 (1− βhζ)−1/2 for ζ > −2 (7.21)
where βh = 11.6. Wyngaard et al. (1971) use the same form, with αh0 = 0.74
and βh = 9.0.
7.4.3 I momenti di ordine due: varianze di velocita’ e tempe-
ratura
• nello strato dinamico, la scala della velocita’ e’ u∗ e quella della tempe-
ratura ϑ∗, quindi Φ
(n)
i e Φ
(n)
ϑ sono costanti
• nello strato di convezione libera le scale sono w∗(z) e ϑ∗∗, quindi
Φ
(n)
i ∝ (−ζ)n/3 (7.22)
Φ
(n)
ϑ ∝ (−ζ)−n/3 (7.23)
• if z is not much less the boundary layer height h the similarity function
must depend also on h (not only on LMO). According to Yaglom (1994)
which takes into account ideas about unactive motion and decoupling
of horizontal and vertical velocity at small wavenumbers, the similarity
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function in Eq. 7.22 reads, in the free convection regime −ζ  1 and
for z < h:
Φ
(2)
i ' b(0)i (−h/LMO)2/3 + bi (−z/LMO)2/3 (7.24)
Eq. 7.24 reads also:
u′2i
w2∗(z)
' b(0)i κ2/3ξ−2/3 + biκ2/3 (7.25)
or
u′2i
w2∗(h)
' b(0)i κ2/3 + biκ2/3ξ2/3 (7.26)
Similarly, for the temperature variance in free convection coditions Ya-
glom (1994) gives:
Φ
(2)
ϑ ' b(0)ϑ (−h/LMO)−2/3 + bϑ (−z/LMO)−2/3 (7.27)
Eq. 7.27 reads also:
ϑ′2
ϑ2∗∗(z)
' b
(0)
ϑ
κ2/3
ξ2/3 +
bϑ
κ2/3
(7.28)
or
ϑ′2
ϑ2∗∗(h)
' b
(0)
ϑ
κ2/3
+
bϑ
κ2/3
ξ−2/3 (7.29)
• trascurando i dettagli dello strato superficiale, in letteratura sono state
presentate alcune relazioni rappresentative di tutto lo strato convettivo
0 < ξ < 1. Strunin et al. (2004) (see also Sorbjan, 1991) for the variance
of the horizontal streamwise velocity component gives:
u′21
w2∗(h)
= 1.4ξ4/3 (1− 0.7ξ)2/3 + 0.05ξ−2/3 (1− 0.8ξ)2/3 (7.30)
and for the vertical component Lenschow et al. (1980) suggests:
u′23
w2∗(h)
= 1.8ξ2/3(1− 0.8ξ)2 (7.31)
From Strunin et al. (2004):
ϑ′2
ϑ2∗∗(h)
= 1.8ξ−2/3 (1− ξ)4/3 + 1.4ξ4/3 (1− ξ)−2/3 (7.32)
Note that Eq. 7.30 does not show the free convection scaling near the
ground (the normalised variance decreases with height for small ξ).
101
 0.1
 1
 10
 100
 0.001  0.01  0.1  1  10  100
<
w
2 >
/u
*
2
-z/LMO
ARTOV
ARTOV mean free convection value
SGS2000
Figura 7.7: Free convection scaling: u′23 /w
2∗(z), from ARTOV data.
Confrontando le diverse espressioni si puo’ adottare una formula generale.
Si ha:
w′2
W 2∗
= A1
(
ζ2/3 +
A2
A1
u2∗
W 2∗
)
(1− 0.8ζ)2 A1 = 1.8 A2 = 1.252 ≈ 1.6 (7.33)
Questa espressione differisce da altre, come ad es. quella proposta da Sawford
and Guest (1987) che tende a zero negli strati piu’ in basso e piu’ in alto.
Almeno all’estremita’ inferiore questa assunzione non e’ giustificata.
La Fig. 7.7 mostra la varianza della velocita’ verticale normalizzata su
w2∗(z).
Fig. 7.8 shows the vertical velocity variance normalized over w2∗(h), as
function of z/h ≡ ξ (see Eq. 7.26), where h is estimated from a slab model
(Villani et al., 2005). There is large scatter for the horizontal components (not
shown) whereas the scaling turns out quite good for the vertical component.
Numerical values are as follows. For i = 1: b1 = 10.7±0.4 is the mean free
convection value from Eq. 7.24 with b
(0)
i ≡ 0 and the fit with Eq. 7.26 gives
b
(0)
1 = 0.27± 0.02, b1 = 10.5± 0.8. The two determinations of b1 agree; there
is disagreement with Eq. 7.30 from Strunin et al. (2004).
For i = 2: b2 = 10.6 ± 0.5 is the mean free convection value; the fit with
Eq. 7.26 gives: b
(0)
2 = 0.33± 0.03, b2 = 9.9± 0.5.
For i = 3: b3 = 1.86± 0.02 is the mean free convection value; the fit with
Eq. 7.25 gives: b
(0)
3 = 0.028± 0.002, b3 = 2.74± 0.06.
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Figura 7.8: u′23 /w
2∗(h) for free convection conditions.
Concerning temperature variance, as far the surface layer dependence is
concerned, see Figs. 7.9 to ??. The mean free convection value is a = 1.74±
0.02.
The fit with Eq. 7.28 gives: a = 3.9 ± 0.7 b = 1.53 ± 0.05 and that with
Eq. 7.29 gives: a = 3 ± 1 b = 1.57 ± 0.04 This value can be compared with
the coefficient 1.8 given in Eq. 7.32.
The surface layer data agree well with the data by Hartmann and the
function proposed by (Strunin et al., 2004), Eq. 7.32, see Fig. 7.10.
Altri dati relativi a condizioni di convezione libera, da misure fatte a Boul-
der, CO: Hunt et al. (1988), sono riportati in Fig. 7.11, e da misure fatte a
Roma Tor Vergata, in Fig. 7.12.
Matching the scaling between free convection and near neutral conditions
leads to analytical forms such as:
Φ
(2)
i = ai + ci(−ζ)2/3 (7.34)
and
Φ
(2)
ϑ =
aϑ
1 + bϑζ2/3
(7.35)
Attenzione: per ζ → 0 la scala ϑ∗ → 0 non e’ piu’ significativa, e la forma
7.35 non e’ piu’ applicabile. Assumendo che la varianza della temperatura non
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Figura 7.9: ϑ′2/ϑ2∗∗(z) for free convection conditions
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Figura 7.10: ϑ′2/ϑ2∗∗(h) for free convection conditions.
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Figura 7.11: Momenti secondo e terzo della velocita’ verticale nella parte
centrale dello strato limite convettivo, normalizzati sulla opportuna potenza
della velocita’ di scala convettiva W∗. La quota e’ normalizzata all’altezza
dello strato limite (Hunt et al., 1988).
Figura 7.12: Dati di varianza normalizzata in funzione della quota, per alcuni
casi, in due siti posti a diversa distanza dalla costa, presso Roma (a: AMA; b:
PDM; Alberghi et al. (2002)). La linea spessa e’ di Lenschow et al. (1980). Le
linee sottili indicano i risultati di LES con forzatura puramente termica (B),
o con sovrapposizione di forzatura termica e meccanica (SB1, SB2): Moeng
and Sullivan (1994).
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Figura 7.13: Deviazioni standard della varianza della velocita’ verticale, della
temperatura (le variabili sono normalizzate ai rispettivi valori al suolo) e flusso
orizzontale di temperatura (normalizzato al flusso verticale), in funzione di
z/LKY (Kader and Yaglom, 1990).
possa dipendere dal flusso di calore in condizioni quasi neutrali (ϑ′2 ∝ w′ϑ′0)
si ha:
Φ
(2)
ϑ ∝ |ζ|−2 for |z/L| → 0 (7.36)
Some numerical values: Eq. 7.34 has been fitted to the ARTOV data. It
results:
a1 = 7.4± 0.6, c1 = 11.0± 0.5
a2 = 7.4± 0.5, c2 = 10.9± 0.4
a3 = 0.66± 0.03, c3 = 2.40± 0.03
Eq. 7.35 has been fitted to the data with ϑ∗ > 0.15 (i.e., intense convective
forcing) and with −z/L > 0.02, giving aϑ = 10± 1 and bϑ = 7± 1.
Dati relativi a condizioni convettive,da Kader and Yaglom (1990), sono
riportati in Fig. 7.13. Altri dati (da ARTOV) sono presentati nella Fig. 7.14
per la componenti verticale della velocita’ e nella Fig. 7.15 per la temperatura.
106
 0.1
 1
 10
 100
 0.001  0.01  0.1  1  10  100
 
u
3’
2 /u
*
2
-z/LMO
ARTOV
Eq. 43
SGS2000
Figura 7.14: u′23 /u
2∗ for unstable conditions
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Figura 7.15: Temperature fluctuation variance normalised with ϑ2∗ for unsta-
ble cases . Red symbols refer to almost steady cases; green symbols other-
wise. The continuous line refers to Equation (7.35) and the dot-dash line to
Equation (7.36).
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7.5 Third order moments
7.5.1 u′i
3
The free convection scaling in the surface layer reads:
u′3i ∝ w3∗(z) (7.37)
i.e., Φ
(3)
i ∝ ζ.
From Lenschow et al. (1980):
u′3
3
w∗(h)3
= 1.0ξ(1− 0.7ξ)3 (7.38)
consistent with the free convection scaling.
The data by Hartmann (see Gryanik and Hartmann, 2002, , Table 1) are
reported in Figs. 7.16, with Eq. 7.38. The figure shows the three components:
the third order moment is almost zero for the horizontal components. The
vertical component shows positive values.
Surface layer data from SGS2000: a clear behaviour is displayed by the
third order moment of the vertical velocity component: see Fig. 7.17. Per
le componenti orizzontali un valore rappresentativo per il momento terzo e’
zero (con grandi fluttuazioni). Per la componente verticale si osserva che in
generale il momento terzo e’ positivo e la pendenza proporzionale a ζ.
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Figura 7.17: Φ
(3)
3 (ζ). Note that negative values (reported after a change in
sign) are very few. The fitting relationship reads Φ
(3)
3 = 0.27 − 1.47ζ. Chiba
(1978) relationship Eq. 7.39 with the Φ
(2)
3 determined from ARTOV data is
also reported.
For the third order moment of the vertical velocity, the classical paper by
Chiba (1978) gives
Φ
(3)
3 = −0.6κ−1ζ + 0.1
(
Φ
(2)
3
)3/2
(7.39)
The original figure is reported in Fig. 7.18.
7.6 Fourth order moments
7.6.1 u′4i
The data by Hartmann (see Gryanik and Hartmann, 2002, , Table 1) are repor-
ted in Fig. 7.19. The fourth order moment is quite variable for the horizontal
components (not shown). The vertical component shows a maximum in the
centre of the CBL.
From SGS2000 the overall behaviour for convective conditions is shown in
Fig. 7.20 for the vertical component of velocity.
The free convection scaling is quite evident for −ζ > 0.5 in Fig. 7.21.
109
Figura 7.18: Variazione del momento terzo della componente verticale della
velocita’ (normalizzata) in funzione di z/LMO nello strato superficiale (Chiba,
1978).
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Figura 7.19: u′43 /w∗(h)
4 as function of ξ. The fit on Hartmann data reads
8.4ξ4/3(1− 0.62ξ)4
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Figura 7.20: Φ
(4)
3 (ζ). The data are quite consistent with the free convection
scaling: they increase as 42 ζ4/3 for ζ < −0.5.
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Figura 7.21: Free convection scaling for u′43 .
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7.7 Andamento della dissipazione di energia cineti-
ca
Wyngaard and Cote´ (1971):
Φε ≡ κεz
u3∗
=
(
1 + 0.5|ζ|2/3
)3/2
(7.40)
Kader and Yaglom (1990) suggeriscono la seguente espressione nel sotto-
strato dinamico:
εz
u3∗
= 2.5 per z < LKY (7.41)
che e’ analoga a:
εh
W 3∗
= 2.5
(
u∗
W∗
)3
ξ−1 (7.42)
e nello strato di convezione libera:
εz
u3∗
= 1.2
z
−κLMO per z > −LMO (7.43)
o
εh
W 3∗
= 1.2 (7.44)
Si nota che la Eq. 7.41 e’ consistente con la approssimazione dell’equazione
dell’energia cinetica per flussi non stratificati (Eq. 6.6 con Rf = 0) e la
Eq. 7.44 qualitativamente con la approssimazione di convezione libera, ovvero
g/ϑ00w′ϑ′−ε = 0. (Il valore empirico del coefficiente 1.2 suggerisce la presenza
di una percentuale del 20% extra di produzione di energia cinetica.)
Anche per queste relazioni valgono le considerazioni fatte sulla pretesa uni-
versalita’ dei coefficienti: in realta’ la variabilita’ di tali coefficienti e’ sensibile.
Le simulazioni LES eseguite da Moeng and Sullivan (1994) suggeriscono un
coefficiente di 0.4 invece di 1.2. Il presente risultato concorda piuttosto be-
ne con l’espressione fornita da Luhar and Britter (1989), valida per la parte
centrale del CBL:
εh
W 3∗
= 1.5− 1.2ξ1/3 (7.45)
Nuovamente si puo’ scrivere un’espressione generale:
εh
W 3∗
= 2.5
(
u∗
W∗
)3
ζ−1 + 1.3− 1.2ζ1/3 (7.46)
Nello strato superficiale il lavoro recente di Albertson et al. (1997) sugge-
risce la seguente formulazione:
Φε = 0.61− 1.75ζ (7.47)
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che in condizioni di convezione libera, utilizzando la Eq. 7.13, fornisce l’ap-
prossimazione ε ' 1.75w3∗(z)/z.
Altre formulazioni nello strato superficiale sono apparse di recente in let-
teratura. Frenzen and Vogel (2001) propongono
Φε = 0.85(Φm − ζ) (7.48)
dove la funzione Φm e’ data dalla Eq. 7.18 e suggerisce che la somma dei
termini di ordine tre contribuisca per il 15% al bilancio di energia nel surface
layer.
Charuchittipan and Wilson (2009) sostengono invece che i termini di ordine
3 siano trascurabili e/o si annullino a vicenda: dunque
Φε ' Φm − ζ (7.49)
Si noti che dalla conoscenza della varianza della velocita’ verticale e del-
l’andamento della dissipazione si puo’ calcolare il tempo scala Tz = w′2/ε.
7.8 Ancora sui flussi di calore
The point was discussed also by Wyngaard et al. (1971, pag. 1175), who sug-
gested for the unstable case the simple parameterisation u′1ϑ′/u
′
3ϑ
′ = 5ΦmΦh,
the constant being derived from their data fit. The form of the nondimensional
functions Φm and Φh is given by Eq. 7.17 and 7.21. The same parameterisa-
tion with a different choice of the functions, derived from Kader and Yaglom
(1990) (Eq. 7.14, 7.15, 7.16 and 7.19, 7.20) can be investigated. The de-
pendence of the ratio between horizontal and vertical fluxes from stability is
shown in Fig. 7.22.
It can be observed that |qH | ' ϑ′u′1 if lateral inhomogeneities are negligible
and a perfect alignment of the mean wind with x1 is provided.
7.9 Bilancio di temperatura potenziale e altezza del
CBL
La valutazione dell’evoluzione temporale della temperatura potenziale media
nel CBL costituisce un metodo semplice per studiarne il bilancio energetico
e valutarne l’altezza (vedi lo schema di fig. 7.23). L’approccio integrale e’
chiaramente semplificato, e si fonda sull’osservazione che le quantita’ medie
sono ben rimescolate nell’interno del CBL, proprio grazie alle proprieta’ della
turbolenza convettiva.
In condizioni di omogeneita’ orizzontale, sul piano, ed in assenza di sorgenti
e pozzi, l’equazione per la temperatura potenziale si riduce a:
∂ϑ
∂t
= −∂w
′ϑ′
∂z
(7.50)
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Figura 7.22: Wyngaard parameterisation of heat fluxes: red squares: Φ from
Ho¨gstro¨m (1988), green triangles: from Kader and Yaglom (1990). Circles:
ARTOV data
Figura 7.23: Schema per l’applicazione del modello ’slab’.
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La temperatura media nello strato mescolato e’ definita da Θ ≡ h−1 ∫ h0 ϑ dz.
Integrando l’eq. 7.50 tra 0 e h si ha:
∫ h
0
∂ϑ
∂t
dz = w′ϑ′|0 − w′ϑ′|h (7.51)
Osservo che
∂
∂t
∫ h
0
ϑ dz ≡ ∂
∂t
[hΘ] =
∫ h
0
∂ϑ
∂t
dz + ϑ(h)
∂h
∂t
(7.52)
e quindi
∫ h
0
∂ϑ
∂t
dz =
[
Θ− ϑ(h)
] ∂h
∂t
+ h
dΘ
dt
(7.53)
Assumendo che il profilo di temperatura sia pressoche’ costante con la quota
(ossia Θ− ϑ(h) ' 0), rimane:
h
dΘ
dt
= w′ϑ′|0 − w′ϑ′|h (7.54)
Questa relazione indica che l’evoluzione della temperatura media dipende
dal bilancio dei flussi di calore, nelle condizioni semplificate attuali.
Sia fissato il gradiente verticale di temperatura dell’atmosfera Γ = dϑa/dz.
Si definisce il salto di temperatura alla sommita’ del CBL (una inversione
idealizzata) ∆Θ = ϑa(h)−Θ. Se ∆Θ 6= 0 esiste un flusso di calore, che in ana-
logia alla relazione flusso-gradiente viene parametrizzato come una velocita’
di ’entrainment’ we moltiplicata per il salto di temperatura stesso:
w′ϑ′|h = −we∆Θ (7.55)
Lo strato limite cosi’ semplificato e’ dunque descritto dalle variabili h e
∆Θ, e si richiede una espressione per we, tenendo conto che, per ragioni
dimensionali,
dh
dt
= we = −w
′ϑ′|h
∆Θ
(7.56)
in assenza di forzanti meteorologiche (p.es. la subsidenza). Sostituendo con
l’espressione 7.55 nell’Eq. 7.54 si ha:
d∆Θ
dt
= Γwe − w
′ϑ′|0
h
− ∆Θ
h
we (7.57)
Questa e’ l’equazione base per i cosiddetti ’slab model’ di CBL, e non
e’ altro che una diversa formulazione dell’equazione per la temperatura, Eq.
7.50.
Le Eq. 7.56 e 7.57 costituiscono un sistema nelle due incognite altezza e
salto di temperatura.
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Nota. L’equazione 7.57 e’ singolare per h = 0, che pure costituisce la
condizione iniziale naturale per il processo di crescita dello strato limite con-
vettivo. Una formulazione non singolare si ottiene considerando l’equazione
per la quantita’ k = h∆Θ:
dk
dt
= hΓwe − w′ϑ′|0 (7.58)
assieme alla Eq. 7.56.
Si puo’ eliminare we dalla Eq. 7.56 utilizzando la Eq. 7.57: si ottiene
l’espressione
dh
dt
= Γ−1
(
1− ∆Θ
Γh
)−1( d∆Θ
dt
+
w′ϑ′|0
h
)
(7.59)
7.9.1 The ’encroachment’ model
La versione piu’ semplice di modello si ottiene imponendo ∆Θ = 0, il che equi-
vale ad azzerare il flusso all’altezza dell’inversione, senza azzerare la velocita’
di ’entrainment’. Rimane
dh
dt
=
w′ϑ′|0
Γh
(7.60)
ossia l’evoluzione del CBL e’ determinata esclusivamente dal flusso al suo-
lo e dal gradiente di temperatura ambiente. Tipicamente il flusso di calo-
re dipende dal tempo. In una ipotesi modellistica molto semplice, w′ϑ′|0 =
F sin(pit/T ) dove T potrebbe essere la durata del periodo di insolazione diurno.
La soluzione per l’altezza e’ semplice:
h(t) =
[
2FT
piΓ
(
1− cos(pit
T
)
)]1/2
(7.61)
7.9.2 More complex models
Versioni piu’ complesse prevedono formulazioni per la velocita’ di ’entrain-
ment’ che dipendono da parametri interni alla dinamica del CBL, ed in par-
ticolare dal bilancio di energia cinetica. Ipotizzando una situazione di equi-
librio alla sommita’ del CBL tra produzione meccanica di energia cinetica e
distruzione dovuta alla stabilita’ dell’inversione:
−u′w′ du
dz
+
g
ϑ00
w′ϑ′ = 0 (7.62)
e stimando il termine di ’shear’ proporzionale a w′2
3/2
/h, Tennekes (1973)
suggeri’ la seguente forma per we (basandosi sull’espressione 7.55):
we =
c1w′2
3/2
/h
g∆Θ/ϑ00
(7.63)
Figura 7.24: Simulazioni del profilo verticale di temperatura potenziale in
CBL dal modello ’slab’ per un caso estivo (a sinistra) e invernale (a destra)
alle ore 12 GMT in un sito della Valle Padana. Sono riportati i risultati per
diverse chiusure della velocita’ di ’entrainment’. Il profilo misurato alla stessa
ora e’ riportato (simboli: x). Il profilo di temperatura precedente all’alba
e’ determinato dal sondaggio misurato alla mezzanotte (simboli: quadrati).
Le linee orizzontali mostrano la quota dell’inversione calcolata dal modello.
(Villani et al., 2005)
Anche questa espressione e’ singolare per h = 0.
Facendo l’ipotesi che l’energia cinetica turbolenta dipenda dai flussi al
suolo, cioe’ w′2 = f(W∗, u∗), si puo’ migliorare il modello, facendo dipendere
l’evoluzione del CBL da galleggiabilita’ e ’shear’ al suolo. Esistono varie pro-
poste per la forma di w′2. Alcune esempi di soluzione del sistema risultante
(costituito dall’equazione per l’evoluzione di h e da quella per l’evoluzione di
∆Θ) sono riportate in Fig. 7.24.
Some insight can be obtained using a formulation for the flux at the CBL
top as follows:
w′ϑ′|h = −Aw′ϑ′|0 −Bu
3∗ϑ00
gh
= −w′ϑ′|0
(
A−BκLMO
h
)
(7.64)
suggested by Batchvarova and Gryning (1990) as a simplification of a Zilitin-
kevich (1975) formula. Suggested values are A = 0.2 and B = 2.5. (Note
that this formula is equivalent to the expression used by Luhar (1998), with
A = CK and B = CKC
3
N : they suggest CK = 0.2 and CN = 1.33.)
We are looking for an expression of ∆Θ as function of h. Given
d∆Θ
dt
=
d∆Θ
dh
dh
dt
(7.65)
and using Eq. 7.56, Eq. 7.57 becomes
− d∆Θ
dh
w′ϑ′|h
∆Θ
= −Γw
′ϑ′|h
∆Θ
− w
′ϑ′|0 − w′ϑ′|h
h
(7.66)
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Using Eq. 7.64 it results:
d∆Θ
dh
= Γ− 1 +A−BκLMO/h
h(A−BκLMO/h) ∆Θ (7.67)
Let us consider two extreme cases, describing respectively the mature evo-
lution of the CBL and the initial conditions, as friction rather then convection
dominates. For pure convection, B = 0, Eq. 7.67 reads:
d∆Θ
dh
= Γ− 1 +A
hA
∆Θ (7.68)
Putting ∆Θ = a h and equating the two sides of the equation it results
a = AΓ/(2A+ 1) or
∆Θ =
A
2A+ 1
Γh (7.69)
and substituting into Eq. 7.56 we obtain an equation as 7.60, with a coefficient
2A+ 1 that multiplies the surface heat flux: the growth of the CBL height is
enhanced by the heat flux at the top.
For neutral conditions, A = 0, and from Eq.7.56
dh
dt
=
Bu3∗ϑ00
gh∆Θ
(7.70)
Eq. 7.66 becomes:
d∆Θ
dh
= Γ− ∆Θ
h
(7.71)
and also in this case a linear solution results:
∆Θ =
Γ
2
h (7.72)
and using Eq. 7.56:
dh
dt
=
[
2 Bu3∗ϑ00
gΓh2
]
(7.73)
that gives rise to a slower growth.
Note that if the limit of large Obukhov length is considered in Eq. 7.67,
(thus considering the surface heat flux small but non zero), it results the same
solution 7.72 as before.
For practical purposes, Gryning and Batchvarova (1990) suggested the
following interpolation formula between Eqs. 7.69 and 7.72 (see Fig. 7.25):
∆Θ
Γh
=
A−BκLMO/h
1 + 2A− 2BκLMO/h (7.74)
Using this relation Batchvarova and Gryning (1990, 1994) derived an ex-
pression for the boundary layer height, which can be written:
h2
(1 + 2A)h− 2BκLMO
dh
dt
=
w′ϑ′|0
Γ
(7.75)
using the present formulation for the flux of the inversion height, Eq. 7.64 (in
the original paper, the authors used a more complex expression, their Eq. 5).
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Figura 7.25: Relation 7.74.
7.10 The vertical mixing in convective conditions
Some data describing the vertical profiles of momentum and heat flux, as well
as mean potential temperature, have been provided by Hartmann (see Gryanik
and Hartmann, 2002, , Table 1) and are reported in Fig. 7.26, 7.27, 7.28. The
fluxes hare normalized to their surface value. Although the variability of the
data is large, the decreasing trend from ground to boundary layer top is evident
for the heat flux, and cannot be excluded for the momentum flux (component
in x direction).
Looking at numerical simulations of the boundary layer, it results that
vertical flux of momentum u′w′ goes to zero near the boundary layer top
approximately linearly, both in the neutral and the convective cases, whereas
the mean velocity vertical derivative is almost zero in the central part of the
convective layer (but not in the neutral one): see for instance Figs. 7.29 and
7.30.
Thus, the vertical fluxes of momentum and of heat are not consistent with
a flux-gradient relationship, with a finite diffusion coefficient. The flux of a
quantity ζ (velocity component or temperature, for instance) can be expressed
as the sum of a local and a non-local term:
ζ ′w′ = −Kζ dζ
dz
+ ζ ′w′NL (7.76)
(see, for instance Deardorff, 1966; Wyngaard, 1987; Holtslag and Moeng, 1991;
Brown and Grant, 1997).
Usually, Kζ is taken to be proportional to the product of a velocity and
a time scale; the non-local flux is related to some integral properties of the
CBL. Different authors suggest different parameterisations.
For momentum, Brown and Grant (1997) suggest
Km = wmκh(z/h)(1− z/h)2 (7.77)
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Figura 7.26: Momentum vertical fluxes in the CBL, normalised to the surface
value −u2∗ obtained as a best fit from the (u′w′2 + v′w′2)1/2 data, from the
observations by Hartmann (pers.comm.).
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Figura 7.27: Sensible heat vertical flux in the CBL, normalised to the surface
value ϑ′w′, from the observations by Hartmann (pers.comm.).
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Figura 7.28: Mean potential temperature in the CBL, from the observations
by Hartmann (pers.comm.).
Figura 7.29: Continuous lines: mean wind profiles from neutral (BNLR - left
panel) and convective (M134 - right panel) Large Eddy Simulation runs from
Brown and Grant (1997). Dashed lines refer to various closures.
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Figura 7.30: Non-dimensional stress profiles from the barotropic Large Eddy
Simulations (x-axis aligned with the surface stress): M134 (−h/L = 13.4),
M64 (6.4), M35 (3.5), M21 (2.1), M09 (0.9) and BNLR (0.0). From Brown
and Grant (1997).
where wm = u∗/Φm for z < 0.1h and wm = (u3∗ + 0.6W 3∗ )1/3 for z > 0.1h.
For the non-local term, Brown et al. (2008) suggest
u′iw′NL =
ρ
ρ00
2.7W 3∗
u3∗ + 0.6W 3∗
[
z′
h′
(
1− z
′
h′
)2]
u′iw′|0 for 0.1h < z < h (7.78)
where z′ = z − 0.1h and h′ = 0.9h.
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Capitolo 8
Lo strato residuale (RL) e la
transizione giorno-notte
8.1 Cosa rimane del giorno?
Dopo il tramonto, a partire dal suolo si sviluppa uno strato limite stabile, di al-
tezza molto inferiore allo strato limite convettivo diurno. Alle quote comprese
tra l’altezza dello strato stabile e l’altezza dello strato convettivo rimane uno
strato di atmosfera, caratterizzato dalla turboleza prodotta durante il giorno
dalla convezione, che ora non ha piu’ forzanti e quindi decade nel tempo. Que-
sto strato e’ isolato dal suolo (non e’ uno strato limite in senso stretto) e si
chiama strato residuale (’residual layer’: RL)
Un’immagine del profilo di temperatura che caratterizza lo strato residuare
la troviamo nella Fig. 9.8: la temperatura poco dopo il tramonto (linea nera)
e’ uniforme (come nel CBL) al di sopra della regione stabile a contatto con il
suolo e fino a 1400 m: si tratta di cio’ che rimane del CBL:
L’energia cinetica della turbolenza decade per dissipazione e per eventuale
mescolamento alla sommita’ (’entrainment’ di aria non turbolenta al di sopra
dell’inversione).
More generally, it is of concern the transition from day (with positive heat
flux) to night (with negative heat flux) which give rise to the RL.
Alcune misure sono ripotate in Caughey and Kaimal (1977)) e da Nadeau
et al. (2011). Altre indicazioni utili sono state derivate dallo studio della
turbolenza nello strato superficiale durante un’eclissi di sole: Anfossi et al.
(2004). Sono state fatte delle LES: Nieuwstadt and Brost (1986), Sorbjan
(1997) ed alcuni studi analitici: Goulart et al. (2003).
8.2 Semplici modelli
8.2.1 The TKE decay after shut-off of the buoyancy flux
Si consideri l’equazione per l’energia cinetica turbolenta, Eq. 3.85. Consi-
derando condizioni di omogeneita’ orizzontale e di assenza di produzione di
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energia cinetica (per effetto di shear e di flussi di calore), si ha un bilancio tra
decadimento temporale, divergenza dei momenti terzi e dissipazione:
d
dt
(
1
2
q2) = − d
dz
(
p′w′ +
1
2
(u′2 + v′2 + w′2)w′
)
− ε (8.1)
Si consideri il valore mediato dell’energia cinetica sullo spessore dello stra-
to. Integrando la divergenza dei momenti terzi si riduce alla differenza tra il
valore alla sommita’ e quello alla base di RL. Approssimativamente, possiamo
immaginare che il valore alla base sia nullo (gli scambi sono inibiti dalla stabi-
lita’ dello strato sottostante). Una possibile sorgente potra’ essere dovuta all’
’entrainment’ alla sommita’ dello strato. Al momento la si trascura. Assu-
miamo anche che il flusso di calore sia nullo. Rimane dunque un decadimento
temporale guidato dalla dissipazione.
Su basi dimensionali si puo’ scrivere ε ∼ q2/T ∼ q3/L dove sono messi
in evidenza un tempo oppure una lunghezza di scala. Se si assume che il
tempo scala della turbolenza nello strato residuale rimanga costante, la prima
espressione suggerisce:
d
dt
(q2) = −Aq
2
T
(8.2)
e quindi q2 ∼ exp(−t/T ). All’istante iniziale t = 0 si potrebbe assumere
q2(0) = CW 2∗ .
Viceversa, se assumiamo che la scala spaziale dei vortici si mantenga co-
stante (p.es., proporzionale all’altezza del CBL prima del tramonto: si tratta
di vortici generati da quella turbolenza, con quella scala) si ottiene
d
dt
(q2) = −B (q
2)3/2
L
(8.3)
e quindi l’energia decade secondo una legge di potenza q2 ∼ t−2. Partendo
dallo stesso valore all’istante iniziale si ottiene
q2
W 2∗
=
(
B
2
W∗t
L
+
1
C1/2
)−2
(8.4)
Note that ε = Cε(q
2/2)3/2/h with Cε = 2 was sugegsted by Nieuwstadt
and Brost (1986).
8.2.2 The TKE decay for a decreasing heat flux
A simple model to interprete the behaviour of the afternoon and early evening
decay of a CBL is reported by Nadeau et al. (2011). Using the TKE equation,
retaining the heat flux production and dissipation, neglecting shear production
and third order terms divergence, the average of TKE in a layer near the
ground can be written as:
dq2/2
dt
= A
gw′ϑ′
ϑ00
− Cε (q
2/2)3/2
h
(8.5)
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Figura 8.1: Decay of TKE from LITFASS experiment (see Nadeau et al., 2011,
Fig. 7).
using for h a fixed (in time) estimate of CBL depth. A is an empirical constant,
suggested to be 1 in their Eq. 9. With a prescribed evolution of the surface
heat flux, Eq. 8.5 may be integrated. A qualitative result obtained with a
smooth modulation of the surface heat flux is reported in Fig. 8.1
8.3 Qualche risultato
Dai dati delle LES (Sorbjan, 1997) risulta un andamento parzialmente diverso
da entrambe le semplici formulazioni: Fig. 8.2 e Fig. 8.3. Il tempo scala del
decadimento e’ L/W∗ se L e’ una misura dell’altezza del CBL. Apparentemente
l’energia cinetica e’ costante per tW∗/L ' 1: per tempi maggori il decadimento
e’ diverso a seconda delle componenti della velocita’, dell’ordine di t−2 per la
varianza della componente verticale e di t−1 per quelle orizzontali. Inoltre la
LES mostra un trasferimento spettrale di energia verso le scale piu’ grandi
con il tempo: la dissipazione agisce selettivamente sulle scale piu’ piccole:
vedi Fig. 8.4 e Fig. 8.5. Il modello spettrale di Goulart et al. (2003) mantiene
sostanzialmente costante il valore di kz per il quale la funzione kE(k) ha un
massimo, ovvero la scala dei vortici energetici non cambia.
Dai dati dell’eclissi (Fig. 8.6), il decadimento dell’energia cinetica turbolen-
ta sembra proporzionale a (tW∗/h)−2, e si verifica per (tW∗/h) > 1. (nota: W∗
e’ il valore determinato dalle condizioni convettive subito antecedenti l’inizio
dell’eclissi).
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Figura 8.2: LES dello strato residuale: forzante (il caso D0 corrisponde ad una
brusca interruzione del flusso di calore al suolo, a t = 0; il caso D1 corrisponde
ad un decadimento progressivo del flusso di calore al suolo) e altezza risultante
(Sorbjan, 1997).
Figura 8.3: Decadimento dell’energia cinetica turbolenta (normalizzata al va-
lore iniziale) nello strato residuale in funzione del tempo (normalizzato sulla
scala del tempo convettivo t∗ = h/W∗) per i casi D0 e D1 (Sorbjan, 1997) and
from Nadeau et al. (2011) model.
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Figura 8.4: Sezione orizzontale del campo di velocita’ verticale (da Sorbjan,
1997) alla quota 0.3h all’istante iniziale.
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Figura 8.5: Come in Fig. 8.4 all’istante 4.5t∗. Le linee di livello corrispondono
agli stessi valori della figura precedente. Si osserva un appiattimento del campo
(scomparsa dei gradienti piu’ forti) al trascorrere del tempo.
Figura 8.6: Decadimento dell’energia cinetica nel surface layer durante
un’eclissi di sole, da Anfossi et al. (2004).
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Capitolo 9
Lo strato limite stabile (SBL)
9.1 Osservazioni introduttive
Lo strato limite diventa stabilmente stratificato quando il flusso termico rela-
tivo alla superficie e’ negativo, cioe’ la superficie e’ piu’ fredda dell’aria. Cio’
avviene spesso di notte sulla terra, nel caso di cielo limpido. Al di sopra di
tale zona, lo strato restante contiene quella parte di atmosfera che durante il
giorno era la parte superiore dello strato mescolato.
La traccia di misure sodar mette in evidenza la variabilita’ in verticale delle
strutture riflettenti, estese nel tempo: Fig. 9.1. Alcuni profili sono riportati
nelle Fig. 9.2, 9.3, 9.4 e 9.5 (da Cuxart et al., 2000). La struttura termica dello
strato limite stabile impedisce alla turbolenza prodotta al livello del suolo di
interessare gli strati superiori: il trasporto verticale di momento risulta essere
limitato.
Per contro si possono osservare onde interne. L’effetto delle onde e’ spesso
evidente negli spettri. La frequenza massima delle onde e’ N , che in condizioni
caratteristiche dello strato limite e’ dell’ordine di 10−2s−1. La scala della
turbolenza nello strato limite essendo κz, si ha che a z = 100m con un vento
di 10m/s la frequenza dei vortici contenenti energia in condizioni neutrali
e’ dell’ordine di 10−1s−1. Il contributo delle onde all’energia cinetica totale
quindi puo’ risultare distinto dal contributo dell’intervallo inerziale.
Per ragioni dimensionali, se una parte dello spettro e’ influenzata preva-
lentemente dalle onde di gravita’ (cioe’ E(k) = f(N, k)), dovra’ avere una
pendenza pari a k−3: infatti [E(k)] = L3T−2 , [N ] = T−1, [k] = L−1 da cui
E(k) ∼ N2k−3, ovvero, applicando la trasformazione di turbolenza congelata,
E(ω) ∼ ω−3.
Le onde si manifestano maggiormente allontanandosi dal suolo, in partico-
lare per quanto riguarda la componente verticale della velocita’.
Spettri misurati a diverse quote, e per le tre componenti della velocita’,
sono mostrati in Fig. 9.6. E’ bene osservare che solo gli spettri misurati alle
quote piu’ basse si riferiscono allo strato stabile vero e proprio.
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Figura 9.1: Fac-simile dell’eco SODAR per uno strato limite stabile: il suolo
raffredda l’aria sovrastante (Argentini et al., 1996). (Le zone scure indicano
intensita’ di risposta elevata.) Appaiono strutture oscillanti (nel tempo), ed
elevati gradienti in verticale.
Dati relativi al profilo di velocita’ media in condizioni stabili sono riportati
in Fig. 9.7: la forma lineare per Φm appare verificata fino a valori z/LMO ' 1.
9.1.1 An extension: remarks from Zilitinkevich and Esau (2007)
• the stable boundary layer may be quite shallow (se also new data, for
instance SABLES (Cuxart et al., 2000) and CASES99 (Poulos et al.,
2002));
• the stable boundary layer height is a function of surface fluxes, the Brunt-
Vaisala frequency N (i.e., a measure of the stability aloft), the Coriolis
parameter (which affects the almost neutral boundary layer height) ac-
cording to Zilitinkevich and Esau (2007); it is affected by the turbulence
production due to shear aloft, as in presence of low level jets (Banta
et al., 2006);
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Figura 9.2: Profilo verticale di velocita’ V e direzione Dir del vento, e di
temperatura potenziale Θ in funzione della quota sul suolo (da Cuxart et al.,
2000, 15 sett. 1998; 0300GMT).
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Figura 9.3: Profilo verticale di numero di Richardson (di bulk, stimato dai
dati dei profili e non dai flussi turbolenti) e di frequenza di Brunt-Vaisala
in funzione della quota sul suolo (da Cuxart et al., 2000, 15 sett. 1998;
0300GMT).
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Figura 9.4: Profilo verticale di velocita’ V e direzione Dir del vento, e di
temperatura potenziale Θ in funzione della quota sul suolo (da Cuxart et al.,
2000, 21 sett. 1998; 0300GMT).
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Figura 9.5: Profilo verticale di numero di Richardson di bulk, stimato dai dati
dei profili, e di frequenza di Brunt-Vaisala in funzione della quota sul suolo
(da Cuxart et al., 2000, 21 sett. 1998; 0300GMT).
Figura 9.6: Spettri ωEi delle tre componenti della velocita’ a diverse altezze
(torre BAO) in funzione della frequenza ω (in Hz), da Finnigan et al. (1984) .
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Figura 9.7: Profilo nondimensionale del vento, da dati BAO, da Hunt et al.
(1985).
• local values instead of global values for the scales have to be considered
(the z-less parameterisation: Wyngaard and Cote´ (1972), Nieuwstadt
(1984)).
Neutral and stable boundary layers are classified as:
• TN truly neutral: w′ϑ′|0 = 0, N = 0
• CN conventionally neutral: w′ϑ′|0 = 0, N > 0
• NS nocturnal stable: w′ϑ′|0 < 0, N = 0
• LS long-lived stable:w′ϑ′|0 < 0, N > 0
(see Zilitinkevich et al., 2007).
Vertical profiles of mean wind and temperature, after Poulos et al. (2002),
showing the time evolution of the stable boundary layer: see Fig. 9.8.
Downward vertical heat flux near the surface is expected to increase with
stratification in weakly stable conditions up to a level such that vertical trans-
port is inhibited: thus we expect to have typically the maximum values of heat
flux for some intermediate value of z/LMO. Beyond, the heat flux diminishes,
turbulence becomes intermittent: very stable conditions occurr. See Fig. 9.9
for a scheme of the regimes.
For instance, the two regimes (weak and very stable) affect the SBL vertical
profiles of mean velocity and temperature: see Figs. 9.10, 9.11, 9.12. The
transition occurs at z/LMO ∼ 1.
According to many authors, the experimental evidence shows that the
gradient Richardson number is not limited in conditions of strong stability
(whereas the flux Richardson number must be limited).
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Figura 9.8: Vertical profiles of mean wind and temperature, after Poulos et al.
(2002). Note that midnight local corresponds to 0700 UTC.
Figura 9.9: From Mahrt (1999): idealized stable boundary-layer flow regi-
mes as function of height and stability. At intermediate z/LMO values the
maximum downward heat flux is expected to occur.
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Figura 9.10: From Yague et al. (2006): Φm vs. ζ from the field experiment
SABLES98: a z = 5.8m, b z = 13.5m, c z = 32m.
Figura 9.11: As in Fig. 9.10, but for Φh.
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Figura 9.12: Nondimensional vertical gradient of mean wind and temperature
as function of the local stability parameter, from Grachev et al. (2005), fig.
14b and fig. 15b.
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Figura 9.13: hE as function of LMO. Three different Brunt-Vaisala frequencies
are used: N = 0.005, 0.01, 0.05 s−1 and three friction velocity values: u∗ =
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9.1.2 Neutral and stable b. l. height
Based on theoretical considerations and LES data, Zilitinkevich and Esau
(2007) suggested a formula for the equilibrium height hE of the neutral and
stable boundary layer:
h−2E =
f2
C2Ru
2∗
+
N |f |
C2CNu
2∗
− |f |(g/ϑ00)w
′ϑ′|0
C2NSu
4∗
(9.1)
where
CR = 0.6, CCN = 1.36, CNS = 0.51 (9.2)
This is an interpolation formula among the TN b.l.height, the CN b.l.
height and the NS b.l. height. A different value CNS = 1.18 is suitable to
get agreement with a previous formula (Zilitinkevich and Baklanov, 2002, Eq.
13). Note that the last term may be rewritten as function of LMO:
−|f |(g/ϑ00)w
′ϑ′|0
C2NSu
4∗
=
|f |
κC2NSLMOu∗
(9.3)
The same authors proposed also a relaxation equation to model the ad-
justment in time of the b.l. height to its equilibrium value given by Eq. 9.1.
In absence of subsidence and of horizontal gradients it reads:
dh
dt
= −Ctu∗
hE
(h− hE) , Ct ' 1 (9.4)
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The relaxation time of the boundary layer is T = hE/(Ctu∗). The solution
is:
h(t) = [h(0)− hE ] exp
(
− t
T
)
+ hE (9.5)
The agreement with field data is questionable (also because of the difficulty
of a definition for the height).
9.1.3 An example of time evolution
Misure piu’ recenti di turbolenza (p.es. Poulos et al., 2002; Cuxart et al., 2000)
mettono in evidenza due aspetti: lo strato limite stabile e’ spesso non stazio-
nario, e puo’ presentare valori di Rb grandi (di ordine 1) a cui corrispondono
flussi al suolo trascurabili. Talvolta SBL e’ caratterizzato da una struttura
′′top-down′′ con produzione di energia cinetica turbolenta lontano dal suolo
(Banta et al., 2006).
Un caso di studio: notte 13-14 settembre 1999 (Yagu¨e, comunicazione per-
sonale). Si osserva la transizione da condizioni moderatamente stabili (fino
a t = 14.9) a condizioni piu’ stabili, con il numero di Richardson che passa
da valori Rb ∼ 0.2 a valori compresi tra 0.5 ed 1 (Fig. 9.14), mentre i flussi
di quantita’ di moto e di calore vanno progressivamente a zero, Fig. 9.15.
L’andamento dei flussi con la quota e’ decrescente (in valore assoluto) duran-
te la fase iniziale, e diventa approssimativamente uniforme in seguito: Fig.
9.16, mentre i profili di velocita’ e di temperatura media (Fig. 9.17) non mo-
strano caratteristiche marcatamente diverse (in realta’ il gradiente verticale di
temperatura e’ piu’ grande vicino al suolo durante la fase piu’ stabile).
Quindi, mentre lo strato limite moderatamente stabile rientra in uno sche-
ma interpretativo per cui si puo’ definire una altezza legata al fatto che i flussi
turbolenti vanno a zero, quano la stabilita’ e’ molto grande i flussi (molto
piccoli in valore assoluto) sono approssimativamente costanti con la quota. In
questo caso si perde la possibilita’ di utilizzarli come parametri di scala, e
quindi anche di utilizzarli per le stime della stabilita’ (linghezza di Obukhov)
e della altezza.
9.2 La teoria della similitudine locale
Alcune considerazioni fatte nel caso quasi neutrale possono essere estrapolate
al valore critico del numero di Richardson: poniamo cioe’ Rf = Rfc. Si
osserva che il numero di Richardson e’ una misura di carattere locale, mentre
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Figura 9.15: Flusso di quantita’ di moto (a sinistra) e flusso di calore (a
destra), per lo stesso periodo di tempo. Colori come per la Fig. 9.14.
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la lunghezza di Monin-Obukhov e’ una scala globale (basata su misure al
suolo). Tuttavia nell’ipotesi che la stabilita’ sia tale da rendere costante Rf
(ed uguale al valore critico) si puo’ indagare sulla relazione formale tra le due
quantita’.
Definita la quota nondimensionale ζ = z/LMO e ricordando la forma del
profilo della velocita’ media du/ dz = u∗/κzΦm(ζ), si ottiene:
Rf = − g
ϑ00
w′ϑ′
u2∗ du/ dz
=
ζ
Φm(ζ)
(9.6)
Questa relazione fornisce l’espressione per il gradiente nondimensionale
del vento in condizioni asintotiche di grande stabilita’: Φm = R−1fc ζ da cui si
ottiene la espressione cosiddetta ’z-less’ (in quanto non contiene esplicitamente
la quota) per il gradiente verticale del vento:
du
dz
=
u∗
κLMORfc (9.7)
Il profilo del vento e’ dunque lineare in z. In condizioni di grande stabilita’
la parte logaritmica dello strato limite tende ad essere confinata in uno strato
sottile presso il suolo; il profilo lineare somiglia, qualitativamente, al profilo di
velocita’ in un flusso laminare dominato dalla viscosita’. Coerentemente, la
relazione flusso-gradiente suggerisce per la viscosita’ turbolenta della quantita’
di moto un valore costante:
Km ≡ −u
′w′
du/ dz
= u∗κLMORfc (9.8)
9.2.1 Nieuwstadt (1984) model
Nieuwstadt (1984) (see also Nieuwstadt, 1985) theory (revised for instance
by Derbyshire, 1990) is based on the assumption of Richardson number con-
stant with heigh, and suggests that turbulence is characerised by local scales
(independent on z)
The conservation equation 3.60 for the mean temperature in conditions of
horizontal homogeneity reads:
∂ϑ
∂t
= −∂w
′ϑ′
∂z
(9.9)
and the equation for the horizontal mean momentum 3.57 read:
∂ui
∂t
= εij3f(uj − ugj)− ∂u
′
iw
′
∂z
, i=1,2 (9.10)
where ugj are the two components of the geostrophic wind, taken steady and
constant with heigth. The we assume that the vertical gradients of mean
velocity and temperature are steady: thus ∂2ϑ/∂z∂t = 0, for instance.
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Writing V = u+ıv eX = −u′w′−ıv′w′ and deriving the previous equations
with respect to the height we get:
d2w′ϑ′
dz2
= 0 (9.11)
−ıf dV
dz
+
d2X
dz2
= 0 (9.12)
These equations can be made nondimensional by defining x = X/u2∗,
y = w′ϑ′/w′ϑ′|0, sV = LMO/u∗ dV/ dz, sϑ = −LMO/ϑ∗ dϑ/ dz, where u2∗ =
|X(z = 0)|. Moreover, ξ = z/h. Remember that ϑ∗ < 0.
Eq. 9.11 becomes
d2y
dξ2
= 0 (9.13)
and Eq. 9.12
−ı fh
2
u∗LMO
sV +
d2x
dξ2
= 0 (9.14)
The last equations suggests that the unique parameter characterising the
solution is
γ2c = fh
2/u∗LMO (9.15)
but the equations are still unclosed.
From the definitions the following expressions for Rf and Ri can be ob-
tained:
Rf ≡ g/ϑ00w
′ϑ′
u′w′ du/ dz + v′w′ dv/ dz
= − g/ϑ00w
′ϑ′
<[X∗ dV/ dz] =
1
κ
y
<[x∗sV ] (9.16)
(X∗ is the complex conjugate of X),
Ri ≡ g/ϑ00 dϑ/ dz
( du/ dz)2 + (dv/ dz)2
=
g/ϑ00 dϑ/ dz
| dV/ dz|2 =
1
κ
sϑ
|sV |2 (9.17)
The closure of the model arises from the assumption that Rf and Ri are
constant and equal to their critical values, Rfc and Ric .
The boundary conditions for Eqs. 9.13 and 9.14 are:
y = 1 , |x| = 1 for ξ = 0 (9.18)
y = 0 , |x| = 0 for ξ = 1 (9.19)
V = 0 for ξ = 0 (9.20)
V = Vg for ξ = 1 (9.21)
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Eq. 9.13, remembering the b.c. above, has the linear solution:
y = (1− ξ) (9.22)
or
ϑ′w′ = ϑ′w′|0
(
1− z
h
)
(9.23)
The kinematic heat flux is reported in Fig. 9.27, where w′ϑ′|0 = ϑ∗u∗.
Eq. 9.16 is rewritten using Eq. 9.22:
<[x∗sV ] = 1− ξ
κRfc (9.24)
or
x∗sV =
1− ξ
κRfc , =[x
∗sV ] = 0 (9.25)
By multiplying Eq. 9.14 by x∗ and sustituting with Eq. 9.25 we get:
x∗
d2x
dξ2
− ı γ
2
c
κRfc (1− ξ) = 0 (9.26)
We are looking for a solution written as x = (1− ξ)(a+ıb). By substituting
in Eq. 9.26 we get:
(a+ ıb)(a− 1 + ıb)(1− ξ)2a−2 − ı γ
2
c
κRfc (1− ξ) = 0 (9.27)
In order to verify the identity, the exponents of (1 − ξ) must be equal:
2a − 2 = 1, and thus a = 3/2. Using this value for a, and putting equal the
real and imaginary parts of the multiplicative coefficients it results:
3
4
− b2 = 0 , 2b = γ
2
c
κRfc (9.28)
Thus, from the first relationship, b =
√
3/2, and using this value in the
second relationship:
γ2c
κRfc =
√
3 (9.29)
This equation allows to write the height h in terms of the other model
parameters: from Eq.9.15 we get
h = γc
(
u∗LMO
f
)1/2
(9.30)
being γc = (
√
3κRfc)1/2 ≈ 0.4. Of course this relation fails at low latitudes.
(Remember the expression Eq. 5.11 for the neutral case.)
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Solution of Eq. 9.26 turns out to be:
x = (1− ξ)(3+ı
√
3)/2 ≡
≡ (1− ξ)3/2 exp
(
ı
√
3
2
log(1− ξ)
)
≡
≡ (1− ξ)3/2
[
cos
(√
3
2
log(1− ξ)
)
+ ı sin
(√
3
2
log(1− ξ)
)]
(9.31)
The modulus of the momentum flux, from Eq. 9.31, see Fig. 9.23, results:
|X|
u2∗
=
(
1− z
h
)3/2
(9.32)
Using Eq.9.31 into Eq. 9.25 we get the expression for the vertical gradient
of the mean velocity:
sV =
1
κRfc (1− ξ)
(−1+ı√3)/2 (9.33)
It can be veryfied that the solution for x and sV satisfies the condition =[x∗sV ] =
0.
Substituting the result 9.33 obtained for sV into Eq. 9.17 the expression
for the vertical gradient of the mean temperature can be obtained:
sϑ =
Ric
κR2fc
(1− ξ)−1 (9.34)
The vertical profile of mean wind is obtained by integrating Eq. 9.33.
Remembering Eq. 9.20 we get:
V (z) =
u∗
LMOκRfc
∫ z
0
(
1− z
′
h
)(−1+ı√3)/2
dz′ (9.35)
and putting y = 1− z′/h we get
V (z) = − u∗h
LMOκRfc
∫ 1−z/h
1
y(−1+ı
√
3)/2 dy =
=
u∗h
LMOκRfc
1− ı√3
2
[
1− (1− z/h)(1+ı
√
3)/2
]
(9.36)
According to the condition 9.21: V (h) = Vg an expression for Vg can be
obtained as function of the model parameters:
Vg =
u∗h
LMOκRfc
1− ı√3
2
=
u∗h
LMOκRfc e
− ipi
3 (9.37)
The modulus of the geostrophic wind results
|Vg| = u∗h
LMOκRfc (9.38)
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and its components are
ug = |Vg| cos
(
−pi
3
)
, vg = |Vg| sin
(
−pi
3
)
(9.39)
Note that Eq. 9.38 togheter with Eq. 9.30 shows that in the frame of
this model the geostrophic wind, the boundary layer height and the friction
velocity are strictly related, as functions of stability and Coriolis parameter:
Eq. 9.38 may be rewritten as
|Vg| =
( √
3
κRfc
)
u
3/2
∗
L
1/2
MO f
1/2
(9.40)
In other words, if for instance the geostrophic wind and the momentum flux
at the surface are specified, all the remaining quantities are defined.
For the vertical profile of mean velocity an Ekman-like spiral is obtained:
given Vg = ug + ivg it results
Vg − V
|Vg| = e
− ipi
3
(
1− z
h
) 1
2
(1+i
√
3)
(9.41)
or
ug − u
|Vg| =
(
1− z
h
)1/2
cos
[√
3
2
ln
(
1− z
h
)
− pi
3
]
(9.42)
vg − v
|Vg| =
(
1− z
h
)1/2
sin
[√
3
2
ln
(
1− z
h
)
− pi
3
]
(9.43)
Sometimes it is useful the modulus of the mean wind |V (z)| ≡
√
V ∗(z)V (z):
|V (z)| = |Vg|
[
2− z
h
− 2
(
1− z
h
) 1
2
cos
(√
3
2
ln
(
1− z
h
))]1/2
(9.44)
For z/h 1 the expansion of Eq. 9.36 gives
V (z) ≡ u(z) + ıv(z) = u∗z
LMOκRfc (9.45)
and thus the v component results zero, whereas the u component presents a
linear profile in agreement with the similarity theory in thye asymptotic case
z/LMO  1.
Note that Eq. 9.36 gives a supergeostrophic velocity at heigths of the order
of 0.9h (a manifestation of ’low-level jet’) and that the geostrophic velocity is
the correct scale for the wind in SBL (excluding obviously the surface layer
z/LMO  1) .
Moreover, Derbyshire (1990) noted that the wind modulus at the SBL top,
Eq. 9.38, is equal to the extrapolation to z = h for the near-ground linear
profile, Eq. 9.45.
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The vertical profile of mean temperature is obtained by integrating Eq.
9.34.
ϑ(z) = ϑ(0)− ϑ∗
LMO
Ric
κR2fc
∫ z
0
(
1− z
′
h
)−1
dz′ (9.46)
from which
ϑ(z) = ϑ(0)− ϑ∗h
LMO
Ric
κR2fc
∫ ξ
0
(
1− ξ′)−1 dξ′ (9.47)
and finally
ϑ(z) = ϑ(0) +
ϑ∗h
LMO
Ric
κR2fc
ln
(
1− z
h
)
, z < h (9.48)
For z/h 1 the series expansion of Eq. 9.48 (ln(1− x) ∼ −x) gives
ϑ(z) = ϑ(0)− ϑ∗Ricz
κR2fcLMO
(9.49)
The eddy diffusion coefficients consistent with this model are obtained
using the flux-gradient relationship. As far momentum is concerned:
−X = −Km dV
dz
(9.50)
and using Eqs. 9.31 and 9.33 we get
Km = u∗κLMORfc (1− ξ)2 (9.51)
Similarly, as far temperature is concerned:
y u∗ ϑ∗ = −Kh dϑ
dz
= Khsϑ
ϑ∗
LMO
(9.52)
from which, using Eqs. 9.23 and 9.34 we get
Kh = u∗κLMO
R2fc
Ric (1− ξ)
2 (9.53)
The turbulent Prandtl number turns out to be constant: Pr = Ric/Rfc.
The solution is presented in Fig. 9.21.
Measurements presented by Nieuwstadt (1985) broadly confirm these re-
sults, at least in the upper half of the SBL, where Rf ≈ 0.2: see Fig. 9.22.
In the surface layer the Richardson number tends to zero as the height dimi-
nishes, because the scale length is proportional to the height (as for neutral
or weak stratification, Eqs. 6.21 and 6.52). Nieuwstadt results are valid for
z  LMO.
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Figura 9.21: Vertical profile of the components of the mean velocity (top);
modulus of the velocity (centre) and potential temperature profile (bottom).
The height is normalized with h. The surface layer functions are also reported.
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Dimensional arguments suggest that:
u′2i ∝ −u′w′ (9.54)
ϑ′2 ∝ − w
′ϑ′
−u′w′1/2
(9.55)
so that it results:
u′i
2
u∗2
= Ci
2
(
1− z
h
)3/2
i = 1, 2, 3 (9.56)
where coefficients Ci must be equal to the variance normalised over the squa-
red friction velocity in the surface layer. The empirical values suggested by
Nieuwstadt (1985) are:
C1 = 2.04 , C2 = 1.7 , C3 = 1.4 (9.57)
The resulting profiles are compared with data in Figs. 9.24, 9.25 and 9.26.
For the temperature variance we get:
ϑ′2
ϑ∗2
= C2ϑ
(
1− z
h
)1/2
Cϑ = 3.2 (9.58)
that approximately agrees with the observations only in the upper half of SBL
(see Fig. 9.28).
9.3 The nondimensional profiles for mean velocity
and temperature
9.3.1 Nondimensional gradient of mean velocity
In stable cases (ζ > 0):
Φm = 1 + αm3ζ (9.59)
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Figura 9.22: Richardson number as function of height. The error bar is
reported. From Nieuwstadt (1985).
Figura 9.23: As in Fig. 9.22 for the momentum flux.Qui τ = [(−u′w′)2 +
(−v′w′)2]1/2.
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Figura 9.24: As in Fig. 9.22, for the variance of the u′ component of the wind
vector.
Figura 9.25: As in Fig. 9.22, for the variance of v′.
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Figura 9.26: As in Fig. 9.22, for the variance of w′.
Figura 9.27: As in Fig. 9.22, for the vertical heat flux w′θ′.
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Figura 9.28: As in Fig. 9.22, for the variance of temperature θ′2.
where αm3 = 6 according to Ho¨gstro¨m (1996) who reevaluated Wyngaard and
Cote´ (1971). A value αm3 = 5.3 was proposed by Frenzen and Vogel (2001).
From the Ψm function by Beljaars and Holtslag (1991) (here Eq. ??), the
following Φm results:
Φm(ζ) = 1 + aζ + bζ (1 + c− dζ) exp(−dζ) , ζ > 0 (9.60)
with a = 0.7, b = 2/3(see also Luhar et al., 2009), c = 5, d = 0.35
According to Kondo et al. (1978), Cheng and Brutsaert (2005), Yague
et al. (2006), in very stable conditions the velocity profile becomes almost
independent on ζ. Cheng and Brutsaert (2005) suggest:
Φm = 1 + a
ζ + ζb(1 + ζb)((1−b)/b)
ζ + (1 + ζb)(1/b)
(9.61)
with a = 6.1, b = 2.5. The asymptotic limit is Φm(ζ  1) ' 1 + a.
Grachev et al. (2007) suggests a u∗-less parameterisation Φm ∝ ζ1/3 (from
du1/ dx3 = u∗/(κx3)Φm(ζ) ∝ u0∗, keeping ϑ′u′3 fixed). Fitting by eye Fig. 2
from Yague et al. (2006)(see Fig. 9.10) a consistent power law dependence on
stability can be found for ζ > 1:
Φm = (1 + αm3)ζ
1/3 for ζ > 1 (9.62)
The discussed nondimensional velocity gradients are reported in Fig. 9.29.
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Figura 9.29: Φm as function of ζ from different authors .
9.3.2 Nondimensional gradient of mean temperature
In stable cases, according to Ho¨gstro¨m (1996):
Φh = αh0 + αh2ζ (9.63)
where αh2 = 8.
From the Ψh function by Beljaars and Holtslag (1991) (here Eq. ??), the
corresponding Φh can be derived:
Φh(ζ) = 1 + aζ
(
1 +
2
3
aζ
)1/2
+ bζ (1 + c− dζ) exp(−dζ) (9.64)
with the same values of the coefficients given for Eq. 9.60.
According to Kondo et al. (1978), Cheng and Brutsaert (2005), Yague
et al. (2006), in very stable conditions the temperature profile becomes almost
independent on ζ. Cheng and Brutsaert (2005) suggest:
Φh = 1 + c
ζ + ζd(1 + ζd)((1−d)/d)
ζ + (1 + ζd)(1/d)
(9.65)
with c = 5.3, d = 1.1. The asymptotic limit is Φh(ζ  1) ' 1 + c.
From Yague et al. (2006) (see Fig. 9.11) for z/L > 1 it results:
Φh = αh0 + αh2 for ζ > 1 (9.66)
Grachev et al. (2007) discuss the consistency with the u∗-less parameteri-
sation, that suggests Φh ∝ ζ−1/3 : see for comparison Yague et al. (2006, Figs.
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Figura 9.30: Φh as function of ζ from different authors .
7 and 8). Fitting by eye Figs. 7 or 8 from Yague et al. (2006) for ζ > ζh,
ζh = 3, it results:
Φh = (αh0 + αh2ζh)
(
ζ
ζh
)−1/3
for ζ > ζh (9.67)
Grachev et al. (2007) discuss the consistency with the u∗-less parameteri-
sation, that suggests Φh ∝ ζ−1/3 : see for comparison Yague et al. (2006, Figs.
7 and 8), in this text Fig. 9.11. A qualitative parameterisation is:
Φh = (αh0 + αh2) (ζ/ζh)
−1/3 , ζh = 3 for ζ > 3 (9.68)
The discussed nondimensional temperature gradients are reported in Fig.
9.30.
9.4 Second order velocity moments
In the surface layer the z-less parameterization (Wyngaard and Cote´, 1972;
Nieuwstadt, 1985) is a paradigm.
Recent experimental studies raise some doubts about the effective applica-
bility of this concept to velocity variances (Pahlow et al., 2001): a departure
from the z-less paradigm occurs for very stable conditions.
Power laws with free exponent are often used, such as:
Φ
(2)
i = ai + biζ
ci (9.69)
According to the u∗-less hypotesis, a power law dependence Φ
(2)
i ∝ ζ2/3
is expected. It may be observed that for large stability Kaimal and Finnigan
(1994b) suggest a dependency from ζ2, De Franceschi utilises fitting functions
growing as ζ2/3, Sorbjan (2010) suggests ζ2/5.
A plot of Φ
(2)
3 is reported in Fig. 9.4.
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Figura 9.31: Variance of the vertical velocity normalised over the local friction
velocity as function of z/Λ for the Antartica data set (red +). The modal
values for the different bins are indicated by the big green squares. The z-less
parameterisation is represented by the blue line, the u∗-less parameterisation
by the pink line, the Sorbjan and Grachev (2010) parameterisation by the
cyan line.
9.5 Second order temperature moments
It may be observed that Kaimal and Finnigan (1994b) and Ramana et al.
(2004) suggest a decrease as ζ−2 for large ζ. Most of the recent experimental
studies, for example Liu et al. (1998) and Andreas et al. (1998), are however
consistent with this paradigm; Pahlow et al. (2001) propose a relationship
constant at large z/L, but they recognize the need to fit the data with ζ−2 for
small ζ, consistently with Eq. 7.36. Divergence at small ζ is observed also by
Dias et al. (1995). On the other hand, the u∗-less hypotesis for temperature
variance suggests Φ
(2)
ϑ ∝ ζ−2/3.
A parameterisation is thus:
Φϑ = ct + at
( z
Λ
)−2
,
z
Λ
< 1 (9.70)
Φϑ =
dt
1 + bt
(
z
Λ
)2/3 , zΛ > 1 (9.71)
Numerical values are at = 2.5 10
−5, (already estimated by Tampieri and Mau-
rizi (2008) and consistent with Pahlow et al. (2001)) ct = 7.8 (estimated for
.02 < z/Λ < 1), dt = 17.38 and bt = 1.23 (estimated for 5 < z/Λ < 100)
The temperature variance normalised with ϑ2∗ is shown in Fig. 9.5.
158
 0.01
 0.1
 1
 10
 100
 1000
 10000
 100000
 1e+06
 0.0001  0.001  0.01  0.1  1  10  100  1000
Va
r(t
’)/θ
*
2
z/Λ
Figura 9.32: As in Fig. 9.4 for the temperature fluctuations normalised over
the local temperature scale.
9.6 Dissipation rate
Wyngaard and Cote´ (1971):
Φε =
(
1 + 2.5ζ3/5
)3/2
(9.72)
Frenzen and Vogel (2001) propongono
Φε = [0.85 + 0.6ζ](Φm − ζ) (9.73)
dove la funzione Φm e’ data dalla Eq. 9.59 con αm3 = 5.3.
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Capitolo 10
Il bilancio energetico alla
superficie
10.1 Il bilancio
Assumo una superficie orizzontale e omogenea. Immagino un volume che rac-
chiuda una unita’ di superficie: assumo negativi i flussi entranti in tale volume,
positivi quelli uscenti (per mantenere il segno del flusso di calore turbolento
come definito nei capitoli precedenti).
Il flusso di energia alla superficie Q (espresso in W/m2) dovuto alla radia-
zione e’ dato dal bilancio tra radiazione incidente (radiazione solare diretta e
diffusa, ad onda corta, e radiazione ad onda lunga emessa dai componenti at-
mosferici), e radiazione uscente (radiazione ad onda corta riflessa e radiazione
infrarossa emessa dal suolo). In un giorno di sole Q < 0.
Il bilancio di energia alla superficie, in condizioni stazionarie (vedi Fig.
10.2), risulta dalla somma del flusso Q dovuto alla radiazione, del flusso di ca-
lore entro la superficie Qs e del flusso turbolento di calore (sensibile ρ00cpϑ′w′|0
e latente λρ00q′w′|0) tra superficie ed aria, misurati presso il suolo. La varia-
bile q indica l’umidita’ specifica, o concentrazione di vapor d’acqua (espressa
in massa di vapore su massa di aria); cp ' 103JKg−1K−1 e’ il calore specifico
a pressione costante e λ ' 2.5106JKg−1 il calore latente di evaporazione. La
presenza di una superficie caratterizzata da edifici (citta’) o copertura alberata
(bosco) puo’ dar luogo ad un accumulo/rilascio di energia, per cui nel bilancio
puo’ essere opportuno parlare di un termine di immagazzinamento (’storage’),
che da’ luogo ad un ciclo di isteresi. Risulta:
−Q+ ρ00cpϑ′w′|0 + ρ00λq′w′|0 +Qs = 0 (10.1)
Secondo questa convenzione i flussi entranti nel volumetto in cui si calcola il
bilancio sono negativi e quelli uscenti positivi;in questo modo durante il giorno
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Figura 10.1: Schema dei flussi alla superficie del suolo; vedi Eq. 10.1.
Figura 10.2: Variazione diurna del flusso di radiazione incidente RN = −Q
(rombi), dei flussi turbolenti di calore sensibile e latente (triangoli e croci) e
del flusso nel suolo (cerchi) per un giorno senza nubi, su un terreno coltivato
a mais. Riportato da Garratt (1992) .
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il flusso turbolento di calore sensibile e’ positivo, il flusso radiativo e’ negativo,
il flusso entro il suolo e’ positivo. Durante la notte i segni si rovesciano.
10.2 Il bilancio di radiazione
Quanto interessa e’ il flusso netto, dato dalla somma del termine di radiazione
ad onda corta ROC (radiazione solare incidente meno quella riflessa dal suolo)
e di quello ad onda lunga ROL (emissione di corpo grigio del suolo, meno
il contributo della atmosfera verso il suolo). La presenza di nubi modifica
ovviamente il bilancio radiativo. Quindi, −Q = ROC −ROL .
Molto schematicamente (VanUlden and Holtslag, 1985) per la radiazione
ad onda corta si ha:
ROC = (1− a)(a1 sinφ+ a2)(1− b1N b2) , ROC ≥ 0 (10.2)
dove a e’ l’albedo del suolo (vedi la tabella in Fig. 10.3), φ l’altezza del sole
sull’orizzonte, N e’ la frazione di copertura del cielo. Le costanti empiriche
sono a1 = 990Wm
−2, a2 = − 30Wm−2, b1 = 0.75, b2 = 3.4
La radiazione ad onda lunga dipende dall’emissione del suolo σT 4s , dove 
e’ l’emissivita’ (valori riportati in tabella: Fig. 10.3); σ = 5.6710−8Wm−2K−4
e Ts(0, t) e’ la temperatura superficiale del suolo, che puo’ essere presa uguale
alla temperatura al suolo dell’atmosfera, T0; dalla radiazione verso il suolo
dovuta all’atmosfera, e parametrizzata (Swinbank, 1963) con −a3σT 6a , dove
a3 = 0.9410
−5K−2, Ta e’ una temperatura di riferimento dell’atmosfera, che
tipicamente si prende uguale a T0; e da una correzione per tener conto della
emissione verso il suolo dalla base delle nubi Rc = −0.3cT 4cN , dove l’emissivi-
ta’ della base delle nubi c varia tra ∼ 1 per nubi basse e ∼ 0.3 per i cirri, Tc e’
la temperatura della base delle nubi, ed il fattore 0.3 tiene conto della frazione
di radiazione emessa nella finestra 8− 12µm. Una parametrizzazione per que-
sto termine e’ proposta da Swinbank (1963): Rc = −a4N con a4 = 60Wm−2.
Pertanto:
ROL = σT
4
0
(
− a3T 20
)
+Rc (10.3)
10.3 Il flusso di calore nel suolo
La relazione flusso-gradiente permette di esprimere il flusso di calore nel suolo
G in funzione del gradiente di temperatura nel suolo:
G = −ρscsκs∂Ts
∂z
(10.4)
Valori caratteristici per densita’, calore specifico e diffusivita’ termica di alcuni
tipi di suolo sono riportati in Tabella 10.4 (Garratt, 1992).
162
Figura 10.3: Tabella 1. Albedo ed emissivita’ ad onda lunga per diverse
superfici. Riportato da Garratt (1992) .
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Figura 10.4: Tabella 2. Conducibilita’ termica, calore specifico, densita’ e
diffusivita’ termica per diverse superfici. Riportato da Garratt (1992) .
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Poiche’ in assenza di pozzi e sorgenti di calore
ρscs
∂Ts
∂t
= −∂G
∂z
(10.5)
l’equazione per la temperatura nel suolo
∂Ts
∂t
= κs
∂2Ts
∂z2
(10.6)
con opportune condizioni fornisce il campo di temperatura e quindi il flusso
alla superficie Qs(t) = −G(z = 0, t). (Nota: con la attuale convenzione sui
segni, a G < 0 corrisponde Qs > 0.)
Per esemplificare, si assume un andamento sinusiodale della variazione
diurna di temperatura alla superficie Ts(0, t) ≡ T0 = T˜ + a0 sin(ωt), dove
2a0 e’ l’ampiezza della escursione diurna e 2pi/ω corrisponde ad un giorno
(ω = 7.29210−5s−1). Si assume che la temperatura in profondita’ nel suolo
sia costante: Ts(−∞, t) = T˜ . La soluzione dell’eq. 10.6 risulta
Ts(z, t) = T˜ + a0 exp(z/d) sin(ωt+ z/d) , z ≤ 0 (10.7)
con
d = (2κs/ω)
1/2 (10.8)
che rappresenta una misura della profondita’ fino alla quale si osserva l’oscilla-
zione diurna di temperatura. Con ω = 10−4s−1 e κs = 10−6m2 s−1 si ottiene
d ' 10−1m.
Il flusso di calore si ricava dalla Eq. 10.4 . Alla superficie del suolo si ha:
Qs = ρscsκs
∂Ts
∂z
|0 = ρscs
(ωκs
2
)1/2
a0[sin(ωt) + cos(ωt)] =
= ρscs (ωκs)
1/2 a0 sin(ωt+ pi/4) (10.9)
Si ricava, per questa oscillazione diurna semplificata, che il flusso di calore
anticipa l’oscillazione diurna di temperatura di un ottavo del ciclo (cioe’ 3h).
Puo’ essere interessante notare che in alcune parametrizzazioni il flusso di ca-
lore nel suolo e’ assunto proporzionale al flusso radiativo (vedi p.es. VanUlden
and Holtslag, 1985, eq. 26).
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10.4 Evaporazione
Il flusso di calore latente e’ legato all’evaporazione. Naturalmente si puo’
misurare direttamente con strumenti che registrano le fluttuazioni di concen-
trazione di vapore q′. In mancanza, si possono fare alcune considerazioni e
parametrizzazioni.
Un primo punto riguarda l’uso eventuale della temperatura potenziale
virtuale. Si scrive infatti, da ϑv ≈ ϑ(1 + 0.61q) ≈ ϑ+ 0.61ϑ00q:
w′ϑ′v ≈ w′ϑ′ + 0.61ϑ00w′q′ (10.10)
da cui
ρ00cpw′ϑ′ + ρ00λw′q′ = ρ00cpw′ϑ′v + ρ00λw′q′
(
1− 0.61cpϑ00
λ
)
(10.11)
e per ϑ00 = 300K si ha 1− 0.61cpϑ00/λ ' 0.93
Il rapporto tra i flussi di calore sensibile e latente al suolo si chiama
rapporto di Bowen:
B =
cp
λ
w′ϑ′|0
w′q′|0
(10.12)
Le relazioni flusso-gradiente, se applicate tra il suolo ed una quota z de-
finita, possono essere scritte in termini di ’resistenza’ (che e’ l’inverso di una
velocita’). Per la componente orizzontale della velocita’:
−u′w′ = Km du
dz
= r−1m u (10.13)
ed in questo caso possiamo calcolare esattamente rm; per un flusso neutrale,
ad esempio:
rm ≡ u(z)
u2∗
=
ln(z/z0)
κu∗
(10.14)
Per temperatura e vapor d’acqua:
w′ϑ′ = r−1ϑ (ϑ0 − ϑ) (10.15)
w′q′ = r−1q (q0 − q) (10.16)
Considero una superficie satura (acqua, fogliame o erba molto bagnati) ,
caratterizzata da q0 = q
∗(T0), dove quindi q∗ e’ il rapporto di mescolamento
alla saturazione. La massima possibile evaporazione (il flusso di calore latente
massimo) da una tale superficie verso un’atmosfera caratterizzata da un valore
q puo’ essere scritto come
λEp = ρ00λ[q
∗(T0)− q]/rq (10.17)
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Linearizzo la funzione q∗ attorno ad una temperatura dell’ordine di T0:
assumendo ∂q∗/∂T = s si ha
q∗(T0)− q ≡ q∗(T0)− q∗(T ) + q∗(T )− q = s(T0 − T ) + δq (10.18)
dove δq e’ il deficit di vapore rispetto alla saturazione per l’aria alla quota z.
Sostituendo nell’ Eq. 10.17 per il flusso di vapore potenziale e tenendo
conto dell’Eq. 10.15 per il flusso di calore sensibile si ha
λEp ≈ (sλ/cp)w′ϑ′|0 + ρ00λδq/rq (10.19)
dove si e’ assunto che temperatura e temperatura potenziale si identifichino
numericamente.
Utilizzando l’Eq. 10.1 (con ∆Q = 0) il flusso di vapore da una superficie
satura viene dunque scritto come somma di due termini:
λEp = − s
s+ cp/λ
(Q+Qg) +
(
sλ
cp
)−1
ρ00λδq/rq (10.20)
Questa scrittura suggerisce che il flusso di calore latente da una superficie
satura sia composto di due termini: un termine legato al flusso di energia
(radiazione e flusso nel suolo) ed un termine dovuto agli effetti dinamici di
trasporto turbolento. Se si approssima rq con rm l’equazione puo’ essere ap-
plicata a superfici sature avendo a disposizione misure ad un solo livello, ed e’
stata utilizzata per determinare l’evaporazione massima in funzione dei para-
metri climatici (la radiazione), delle caratteristiche del terreno (la rugosita’) e
dell’atmosfera (stabilita’ e deficit di vapore).
Se l’aria e’ satura (dunque δq = 0), l’Eq. 10.20 si riduce a
λEp = − s
s+ cp/λ
(Q+Qg) (10.21)
che rappresenta dunque il limite inferiore per l’evaporazione da superfici satu-
re. In questo caso il rapporto di Bowen B risulta
B1 =
cp
λs
(10.22)
quindi B1 rappresenta un limite superiore per B. Normalmente l’aria non e’
satura, e quindi entra in gioco il termine dinamico che aumenta l’evaporazione.
In pratica si utilizza la relazione empirica (Priestley and Taylor, 1972):
λEp = −αPT s
s+ cp/λ
(Q+Qg) (10.23)
dove il coefficiente αPT > 1. Stime empiriche suggeriscono αPT ≈ 1.26. Il
rapporto di Bowen in questo caso diventa
BPT =
s+ cp/λ
sαPT
− 1 (10.24)
e BPT < B1. Valori del rapporto di Bowen sono riportati in Tabella 3 vedi
Fig. 10.5 (Garratt, 1992, pag. 37) ed in Fig. 10.6 (Garratt, 1992, pag. 131).
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Figura 10.5: Tabella 3. Valori del ’Bowen ratio’ in funzione della temperatura.
Riportato da Garratt (1992) .
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Figura 10.6: Variazioni del rapporto di Bowen su superficie satura: B1 dalla
Eq. 10.22 e BPT dalla Eq. 10.24. I simboli si riferiscono a dati sperimentali.
Riportato da Garratt (1992) .
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Figura 10.7: Heat flux in the soil Qs for different cityes (Grimmond and Oke,
1999). Note that in the figures ∆Qs stays for Qs of these Notes, and Q
∗ stays
for Q.
10.5 Il bilancio energetico in aree urbane
In order to take into account the effect of the heat storage in a urban canopy,
Grimmond and Oke (2002, eq. 2) suggest to use the following expression for
the heat flux in the soil:
Qs = α1Q+ α2
∂Q
∂t
+ α3 (10.25)
where the coefficients are related to the characteristics of the surface.
Empirical observations of heat flux in the soil related to radiative flux for
different urban environments are reported in Fig. 10.7.
10.5.1 A simple application
The energetic balance equation at the surface, Eq. 10.1, and the model for
heat flux tn the soil, Eq. 10.25, can be used to reproduce the behaviour of
the turbulent heat flux in the atmosphere for different kinds of environments,
being given the radiative flux.
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Figura 10.8: Table 3, from Grimmond and Oke (1999).
The simplest form of the radiative flux is an harmonic shape with a period
of 24h:
Q ≡ Qa = −Qmax cos(2pit/24) (10.26)
whereas a more realistic shape is:
Qmin = Qmax/a , a = 10
Q ≡ Qc = Qa for 6 < t ≤ 18
Q ≡ Qc = Qa Qmin
Qmin + |Qa| for 0 ≤ t ≤ 6 and 18 < t ≤ 24 (10.27)
taking a daily maximum Q = 500Wm−2 and a nocturnal almost constant
value Q = − 50Wm−2. Other maxima and minima for Q can be derived from
Fig. 1(c) of Grimmond and Oke (1999), here Fig. 10.7.
Note that the derivative of radiative flux (Eq. 10.27) reads:
dQc
dt
=
Q2min
(Qmin + |Qa|)2
dQa
dt
per 0 ≤ t ≤ 6 e 18 < t ≤ 24 (10.28)
I parametri αi del modello possono essere tratti dalla Tabella 3 di Grim-
mond and Oke (1999): Fig. 10.8. The model can be used for a rural environ-
ment, assuming that Q and Qs change of sign at the same time.
The model can be used to determine the sum of the turbulent fluxes, then
using Table 2 from Grimmond and Oke (1999)(here Fig. 10.9) the Bowen ratio
(β nella notazione dell’articolo) can be estimated.
Some results are reportedi in Figs. 10.10, 10.11 and 10.12.
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Figura 10.9: Table 2, from Grimmond and Oke (1999).
10.6 Ricavare i parametri turbolenti dello strato su-
perficiale utilizzando il bilancio energetico
L’applicazione dell’equazione del bilancio energetico alla superficie, semplifi-
cata in modo da risultare un’equazione indipendente dal tempo e in modo da
contenere solo i termini misurati, permette di ricavare i parametri dello strato
superficiale in mancanza di alcune misure dirette. La discussione che facciamo
segue in linea di massima la falsariga dell’articolo di VanUlden and Holtslag
(1985) ed esemplifica il metodo usato nelle analisi dati, all’interno dei modelli
meteorologici e nel ’post-processing’ delle simulazioni e previsioni, per ricavare
i parametri che caratterizzano la turbolenza nello strato superficiale.
Semplifichiamo l’eq. 10.1, supponendo di poter fissare il rapporto di Bowen
e trascurando il termine di immagazzinamento:
Q+ ρ00cpw′ϑ′|0
(
1 +B−1
)
+Qs = 0 (10.29)
e parametrizziamo Qs in funzione di Q: Qs = −bQ, dove b = 0.1 durante il
giorno e b = 0.5 durante la notte. Il valore di Q puo’ essere ricavato dalla eq.
10.2, fissando un valore per la copertura del cielo, o dai dati (vedi p.es. ).
In questo modo l’eq. 10.29 permette di stimare il flusso turbolento di
calore:
u∗ϑ∗ = − Q+Qs
ρ00cp (1 +B−1)
(10.30)
Fissati i valori di z0 e ϑ00, osserviamo che
LMO = LMO (u∗, ϑ∗) (10.31)
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Figura 10.10: Radiative flux Q and heat flux in the soil, for α1 = 0.4, α2 = 0.5,
α3 = −36 as function of time (upper panel) and flux in the soil vs. radiative
flux, showing the hysteresis cycle (lower panel: the simbols identify the first
12 h of simulation).
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Figura 10.11: The same as in Fig. 10.10 for the more realistic Q shape.
Different values of the parameters are adopted; the case with α2 = 0 and
α3 = 0 corresponds to the case without hysteresis, a rural environment.
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Figura 10.13: Radiazione netta; 9-12 luglio 2002; 14-15 gennaio 2003; misure
a Tor Vergata, Roma, fornite da A. Viola, CNR ISAC
e la velocita’ media misurata ad una quota data z1, u1 = u(z1):
u1 = u (u∗, LMO) (10.32)
Le equazioni 10.30 e 10.32, tenendo conto della 10.31, costituiscono un
sistema nonlineare di due equazioni nelle incognite u∗, ϑ∗. Se sono disponibili
stime del flusso radiativo e della velocita’ del vento ad una quota, tali equazioni
si prestano a determinare i parametri della turbolenza.
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Capitolo 11
Lo strato limite interno,
ovvero un prototipo di
disomogeneita’ orizzontale
11.1 Introduction
Surface inhomogeneities occurr commonly in real world. This chapter deals
with the basic approach to such situation.
The main hypotesis is that downwind of a change of surface properties,
the flow near the ground is in equilibrium with the local properties, and this
equilibrium characterises the flow up to the height of the internal boundary
layer (IBL).
11.2 The change of surface roughness in the neutral
b.l.
Il prototipo piu’ semplice di disomogeneita’ orizzontale: un cambiamento di
rugosita’ superficiale (vedi Fig. 11.1 and Fig. 11.2), in uno strato limite
neutrale.
Assumo che lo strato limite sia in equilibrio locale rispetto alle carat-
teristiche del terreno: se z0 = z01 per x < 0 e z0 = z02 per x ≥ 0 si
ha
u(z) =
u
(1)
∗
κ
ln(z/z01) (11.1)
sopravvento al cambiamento di rugosita’, mentre sottovento, a quota sufficien-
temente bassa, si trova uno strato logaritmico in equilibrio con la rugosita’
locale. Ipotizzo che esista una quota, z = h˜, al di sopra della quale si ritrova
il profilo sopravvento imperturbato. Quindi, per x ≥ 0,
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u(x, z) =
u
(2)
∗
κ
ln(z/z02) , z < h˜ (11.2)
u(x, z) =
u
(1)
∗
κ
ln(z/z01) , z ≥ h˜ (11.3)
dove h˜(x) deve essere determinato da una ulteriore relazione e definisce l’altez-
za dello strato limite interno. Alla quota h˜ il valore della velocita’ ricavato dai
due profili deve coincidere: uguagliandoli si ottiene una relazione tra lunghezze
di rugosita’ e velocita’ di attrito:
u
(1)
∗
u
(2)
∗
=
ln(h˜/z02)
ln(h˜/z01)
(11.4)
quindi se z01 < z02 allora u
(1)
∗ < u
(2)
∗ : il gradiente di velocita’ cresce in una
transizione con incremento della lunghezza di rugosita’ (cala nel caso contra-
rio: tuttavia bisogna prestare attenzione al fatto che non esiste una completa
simmetria tra le due situazioni, quanto meno quando il cambiamento della
rugosita’ e’ grande).
Dalla Eq. 11.4 si ricava che vicino alla transizione, quando h˜/z02 & 1 , se
z01 < z02, u
(2)
∗  u(1)∗ .
Variazioni del flusso verticale di quantita’ di moto e profili di velocita’
media sottovento ad un cambiamento di rugosita’ sono riportati nelle figure
11.4 e 11.5, da Garratt (1992).
An estimate for h˜ may be obtained as follows. Let suppose that the IBL
growth is driven by a diffusive process (after Miyake, 1965), which can be
parameterised by the variance of the vertical velocity fluctuations (see Savelyev
and Taylor, 2005, for a summary). Thus
dh˜
dt
≡ u(h˜) dh˜
dx
= Aw′2
1/2
(11.5)
where A is an empirical coefficient, that Savelyev and Taylor (2005) suggest
to be
A = 1.0 + 0.1 ln(z02/z01) . (11.6)
If w′2
1/2
= αu
(2)
∗ it results
u
(2)
∗
κ
ln(h˜/z02)
dh˜
dx
= Aαu
(2)
∗ (11.7)
This equation gives an implicit relationship between the nondimensional
height of the IBL ζ = h˜/z02 and the nondimensional fetch length ξ = x/z02:∫ ζ
1
(ln ζ) dζ = Aακξ (11.8)
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ζ (ln ζ − 1) + 1 = Aακξ (11.9)
Solution 11.9 is reported in Fig. 11.3 togheter with the power law by Wood
(1982)(see also Savelyev and Taylor, 2005, Table I):
h˜
z0r
= 0.28
(
x
z0r
)0.8
(11.10)
where z0r = max(z01, z02) (i.e., the highest roughness value dominates the
growth).
Notare che una variazione orizzontale della velocita’ del vento implica,
in un caso bidimensionale, una velocita’ verticale non nulla, che influenzera’
l’altezza dell strato limite interno.
11.3 Extension to the diabatic case
The same kind of reasoning allows an extension to the diabatic case.
The mean velocity profiles are written as:
u(i)(z) =
u
(i)
∗
κ
[
ln(z/z0i) + Ψm(z/L
(i)
MO)−Ψm(z0i/L(i)MO)
]
(11.11)
and the mean temperature profiles read:
∆ϑ
(i)
(z) = −ϑ
(i)
∗
κ
[
ln(z/z0i) + Ψh(z/L
(i)
MO)−Ψh(z0i/L(i)MO)
]
(11.12)
If shear dominated boundary layer are considered (say |h˜/LMO| < 1) it
seems reasonable to match the velocity profiles, giving a relation involving
friction velocities, roughness and Monin-Obukhov lenghts:
u
(1)
∗
[
ln(h˜/z01) + Ψm(h˜/L
(1)
MO)
]
' u(2)∗
[
ln(h˜/z02) + Ψm(h˜/L
(2)
MO)
]
(11.13)
where z0i/L
(i)
MO is assumed to be much less than 1.
Note that from this relationship it results that h˜ depends also on the
Monin-Obukhov lenghts. A change in surface characteristics means in general
a change in the surface features and a change in the thermal characteristics
of the soil. According to the energy budget at the ground, Eq. 10.1, being
fixed the radiative flux, the heat flux in the ground can change as well as the
turbulent fluxes. Neglecting the latent heat term, it is reasonable to imagine
that the change in surface properties corresponds to specify the downwind
roughness lenght z02 and the downwind heat flux w′ϑ′|0. In this way the
Monin-Obukhov lenght downwind the change in surface properties is a function
of distance.
To apply Eq. 11.5 an expression for the velocity variance is needed:
w′2 = u2∗Φ3(z/LMO, z/h) (11.14)
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Figura 11.1: Schema per un cambio di rugosita’
In the simple case of linear velocity profile Ψm = αmz/LMO and constant
normalized variance Φ3 = φ Eq. 11.7 becomes:
u
(2)
∗
κ
[
ln(h˜/z02) + αmh˜/L
(2)
MO
] dh˜
dx
= Aαφu
(2)
∗ (11.15)
This equation refers to a situation with fixed Obukhow lenght. It can be
integrated as in the neutral case.
11.4 Cambiamenti dei flussi di calore: un modello
convettivo
Se il cambiamento di caratteristiche superficiali e’ tale da indurre lo sviluppo
di uno strato limite convettivo in un’atmosfera stabilmente stratificata (per
esempio in un passaggio da mare a terra, durante il giorno), si possono esten-
dere le considerazioni fatte per studiare l’evoluzione temporale dello strato
limite convettivo.
Partendo dall’equazione per la temperatura potenziale Eq. (3.60), nelle
condizioni di flusso stazionario su una superficie piatta, in assenza di sorgenti e
pozzi, ed assumendo che il flusso turbolento orizzontale di calore, proporzionale
a u′ϑ′, sia omogeneo in x, si ottiene:
∫ h
0
u(z)
∂ϑ
∂x
dz = w′ϑ′|0 − w′ϑ′|h (11.16)
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Figura 11.2: Sketches of wind profiles and definitions of IBL height δ ≡ h˜: a)
smooth-to-rough; b) rough-to-smooth
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Figura 11.3: Nondimensional IBL heght for the neutral case (Eq. 11.9) and
non-neutral cases with fixed downstream LMO. The power law x
0.8 is also
reported.
Figura 11.4: Variazioni dello ’shear stress’ alla superficie, in relazione a cam-
biamenti di rugosita’ superficiale, da Garratt (1992), pag. 107. In ordinate, il
rapporto u
(2)2
∗ /u
(1)2
∗ , in funzione della distanza sottovento al cambiamento di
rugosita’. La figura in alto si riferisce ad una transizione ’smooth-to-rough’,
con z01 = 2 10
−5m e z02 = 2.5 10−3m, quella in basso ad una transizione
’rough-to-smooth’, con valori di rugosita’ scambiati.
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Figura 11.5: Variazioni del profilo di velocita’ media, a diverse distanze sot-
tovento al cambiamento di rugosita’, per una transizione ’smooth-to-rough’,
in alto, e viceversa, in basso Garratt (1992). I valori delle z0 sono quelli
della fig. 11.4. Per il caso ’smooth-to-rough’, le distanze sono x = 2.32m
(triangoli) e x = 16.42m, la velocita’ di riferimento ur e’ misurata ad una
quota di 2.2m. Per il caso ’rough-to-smooth’, si ha x = 2.1m (cerchi vuoti)
e x = 12.2m (cerchi pieni), la velocita’ di riferimento ur e’ misurata ad una
quota di 1.125m.
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Ma∫ h
0
u(z)
∂ϑ
∂x
dz =
d
dx
∫ h
0
(uϑ) dz − u(h)ϑ(h) dh
dx
=
= h
d〈uϑ〉
dx
+
dh
dx
[〈uϑ〉 − u(h)ϑ(h)] (11.17)
dove 〈.〉 indica la media sullo spessore dello strato convettivo. Se la media del
prodotto uϑ non si discosta troppo dal valore dello stesso prodotto alla quota
h, e se si ipotizza ulteriormente che la temperatura potenziale sia costante ed
uguale a Θ, cosi’ che 〈uϑ〉 = ΘU , si ottiene
hU
dΘ
dx
= w′ϑ′|0 − w′ϑ′|h (11.18)
che formalmente coincide con la eq. 7.54 se si fa la trasformazione x = Ut.
Pertanto un semplice modello per l’altezza dello strato limite interno con-
vettivo (per il quale vale l’ipotesi di equilibrio locale) puo’ derivare dall’inte-
grazione di una equazione analoga alla eq. 7.59, dove ora avremo x/U al posto
di t e un flusso di calore al suolo costante (per x > 0) che descrive una su-
perficie ideale omogenea sottovento al cambiamento di flusso. Analogamente
a quanto fatto per il CBL, imponiamo ∆ϑ = 0 per considerare il caso piu’
semplice. Se Γ e’ il gradiente di temperatura potenziale dell’atmosfera soprav-
vento al punto x = 0 si ha Θ = hΓ +Θ0 e dΘ/ dx = Γdh/ dx. Sostituendo si
ottiene la soluzione:
h(x) =
(
2w′ϑ′|0
ΓU
)1/2
x1/2 (11.19)
Facendo riferimento alle espressioni della differenza di temperatura in fun-
zione della altezza dello strato limite discusse in precedenza, Eq. 7.69 e
7.72, si possono ottenere semplici soluzioni per i casi estremi (|LMO| → 0
e |LMO| → ∞), nell’ipotesi di flussi (di calore o di quantita’ di moto) costanti:
h =
[
2 w′ϑ′|0 (2A+ 1)
ΓU
]1/2
x1/2 (11.20)
h =
[
6 Bu3∗ϑ00
gΓU
]1/3
x1/3 (11.21)
Alcuni esempi sono riportati nella figura 11.6, mentre i parametri atmo-
sferici relativi sono riportati nella tabella 11.7.
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Figura 11.6: Da Villani et al. (2005)
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Figura 11.7: Da Gryning and Batchvarova (1990).
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Capitolo 12
Effetti topografici
12.1 Effetti locali ed effetti a ’larga scala’
Lo studio dello strato limite su topografia e’ di evidente interesse pratico.
In realta’ qui siamo interessati a topografie sufficientemente piccole da pro-
vocare perturbazioni nello strato limite ben sviluppato (per esempio, colline
la cui altezza sul terreno circostante sia minore o dell’ordine dell’altezza del-
lo strato limite stesso, o rilievi artificiali quali argini o grandi costruzioni).
In topografie complesse, con valli e montagne, lo strato limite e’ influenza-
to dalle caratteristiche del suolo e della circolazione locale, e’ tipicamente
nonomogeneo.
Alcune considerazioni qualitative, a partire dai dati, permettono di mettere
in evidenza due aspetti importanti:
• la presenza dell’ostacolo genera una perturbazione locale al flusso, che
si osserva sostanzialmente vicino alla superficie, su scale spaziali piccole
rispetto alla scala dell’ostacolo, e che e’ principalmente legata alla produ-
zione locale meccanica di turbolenza (approssimativamente indipendente
dalla stratificazione, in equilibrio locale);
• in generale l’ostacolo induce una perturbazione a larga scala nella scia
sottovento, che si estende su scale spaziali uguali o maggiori della sca-
la dell’ostacolo, e che e’ fortemente dipendente dalle caratteristiche del
flusso a larga scala (per esempio, la stabilita’, non e’ necessariamente in
equilibrio locale, e’ sostanzialmente ’inviscido’).
Uno schema generale della interazione flusso stratificato-topografia e’ riportato
in Figure 12.1. Alcuni risultati di misure in galleria del vento e in atmosfera
illustrano questi aspetti: Fig. 12.2 e 12.3 dall’esperimento RUSHIL, con la
scia sottovento (vedi anche la valle) , Fig. 12.4 e 12.5 da Askervein Hill, fig.
12.6, 12.7 e 12.8 da Inexpressible Island.
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Figura 12.1: Interazione tra flusso stratificato e topografia (Stull, 1988). Il
numero di Froude cresce dall’alto verso il basso
Figura 12.2: Schema della collina H8 dll’esperimento RUSHIL e posizioni dei
profili misurati. Da Antonelli and Tampieri (2003).
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Figura 12.3: Dall’alto, e da sinistra a destra: sezioni x − z dei campi di
velocita’ u/u(−∞, h) e w/u(−∞, h); delle deviazioni standard normalizzate
u′2
1/2
/u(−∞, h) e w′21/2/u(−∞, h); di u′w′/u(−∞, h) e v′21/2/u(−∞, h). Le
quote sono normalizzate con H, le ascisse con L. Da Tinarelli et al. (1994).
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Figura 12.4: Profili di velocita’ media misurata sopravvento e sulla sommita’
di Askervein Hill (Zeman and Jensen, 1987). Le linee rappresentano stime
modellistiche. Notare in particolare il valore costante di ∆S per quote minori
di 3m.
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Figura 12.5: Profili dei momenti secondi normalizzati, sopravvento (linea a
tratto e punto) e sulla sommita’ di Askervein Hill (linea continua e simboli):
da sinistra, −u′w′/u2∗−∞, w′2
1/2
/w′2
1/2
−∞, u′2
1/2
/u′2
1/2
−∞.
Figura 12.6: Spettri sopravvento (linea continua) e sulla sommita’ (linea trat-
teggiata) di Inexpressible Island, da Tampieri et al. (2003). Componente
u.
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Figura 12.7: Come in fig. 12.6, per la componente v.
Figura 12.8: Come in fig. 12.6, per la componente w.
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12.2 Il concetto di ’inner layer’ e di ’outer layer’
La geometria del problema e’ sintetizzata in Fig. ??. Considero il caso
bidimensionale, stazionario: le equazioni del moto 3.57 si riducono a
u
∂u
∂x
+ w
∂u
∂z
= − 1
ρ00
∂p
∂x
− ∂u
′2
∂x
− ∂u
′w′
∂z
(12.1)
u
∂w
∂x
+ w
∂w
∂z
= − 1
ρ00
∂p
∂z
− ∂u
′w′
∂x
− ∂w
′2
∂z
+
g
ϑ00
ϑ (12.2)
Naturalmente occorre considerare l’equazione di continuita’ (eq. 3.59)
∂u
∂x
+
∂w
∂z
= 0 (12.3)
e l’equazione per la temperatura media (eq. 3.60)
u
∂ϑ
∂x
+ w
∂ϑ
∂z
+ w
dϑ0
dz
= −∂u
′ϑ′
∂x
− ∂w
′ϑ′
∂z
(12.4)
Nell’analisi che segue considero uno stato base caratterizzato dal profilo
di velocita’ u0(z) e di temperatura ϑ00 + ϑ0(z). Quindi: u = u0 + u; la
componente verticale w e la temperatura ϑ sono perturbazioni. Notare che le
perturbazioni sono quantita’ medie nel senso di media alla Reynolds.
12.2.1 Chiusura per i termini di correlazione
Nel profilo logaritmico (sopravvento)
u2∗ ≡ −u′w′ = κu∗z
du0
dz
(12.5)
Per analogia, per ogni ascissa x entro lo strato interno, ipotizziamo che esista
un equilibrio locale tra gradiente di velocita’ media e flusso di quantita’ di
moto:
−u′w′ = κ(−u′w′)1/2z
(
du0
dz
+
∂u
∂z
)
(12.6)
da cui
(−u′w′)1/2 = κz
(
du0
dz
+
∂u
∂z
)
(12.7)
e quindi
−u′w′ = κ2z2
[(u∗
κz
)2
+
(
∂u
∂z
)2
+ 2
u∗
κz
∂u
∂z
]
' u2∗ + 2u∗κz
∂u
∂z
(12.8)
Quindi la perturbazione al flusso di quantita’ di moto indotta dall’ostacolo,
diciamo −∆u′w′ e’ pari a 2u∗κz∂u/∂z, cioe’ il coefficiente di scambio turbo-
lento e’ raddoppiato rispetto al caso del profilo logaritmico su terreno piatto.
Questo risultato puo’ essere utile nel modellare la dinamica linearizzata dello
strato interno, ed e’ consistente con l’affermazione generale che il coefficiente
di scambio turbolento dipende dal flusso.
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12.2.2 Stima dello spessore dello strato interno (’inner layer’)
Dalla eq. 12.1 cerco di stimare gli ordini di grandezza di alcuni termini.
Stimo il termine di avvezione:
u
∂u
∂x
∼ u0 u
L
∼ u∗
κ
ln
(
z
z0
)
u
L
(12.9)
dove L rappresenta la scala orizzontale dell’ostacolo e si assume che il profilo
del vento non si discosti dal profilo neutrale. Questo termine, normalizzato a
u, cresce con la quota.
Il termine di trasporto turbolento di quantita’ di moto puo’ essere stimato
in modo analogo (−u′w′ = u2∗ −∆u′w′):
−∂u
′w′
∂z
= − d∆u
′w′
dz
∼
(
2κu∗z
u
z
) 1
z
(12.10)
dove si e’ adottata la relazione 12.8. Questo termine, normalizzato a u, cala
con la quota.
Confrontando i due termini si puo’ dunque trovare una quota l alla quale
si equivalgono:
u∗
κL
ln
l
z0
' 2κu∗
l
(12.11)
da cui
l
L
ln
l
z0
' 2κ2 (12.12)
(Jackson and Hunt, 1975). Per z  l ci si attende che l’effetto dello scambio
turbolento sia dominante sulle perturbazioni, mentre per z  l le perturba-
zioni al profilo sopravvento (turbolento) sono ’inviscide’.
Si puo’ precisare ulteriormente il senso della affermazione precedente con-
frontando il tempo di passaggio (di una particella di fluido, di un vortice)
sull’ostacolo, dell’ordine di L/u(z) ' L/u0(z) (diminuisce con la quota) con
il tempo scala dei vortici nello strato imperturbato, dell’ordine di κz/u∗ (au-
menta con la quota). Confrontando le due quantita’ si puo’ ancora trovare
una quota alla quale si uguagliano: tale quota l˜ e’ data da
Lκ
u∗ ln(l˜/z0)
=
κl˜
u∗
(12.13)
da cui
l˜
L
ln
l˜
z0
' 1 (12.14)
A quote maggiori di l˜ il tempo di transito di un vortice e’ piu’ breve del suo
tempo scala ( e quindi ci si aspetta possa venire deformato, senza raggiungere
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un nuovo equilibrio), mentre a quote inferiori a l˜ il tempo caratteristico dei
vortici e’ sufficientemente piccolo da permettere loro di portarsi in equilibrio
locale. In termini spettrali, si puo’ arguire che se il tempo scala cala con le
dimensioni, le scale grandi si ritrovano in situazione di disequilibrio prima di
quanto non accada alle scale piccole.
Si osserva che l˜ ed l hanno andamenti simili (vedi fig. ??) : questo rafforza
vicendevolmente le due interpretazioni ed il senso della quota l, detta spessore
dello strato interno (’inner layer’).
A quote z > l si possono dunque trascurare i termini di trasporto turbo-
lento nelle equazioni del moto: se le perturbazioni indotte dall’ostacolo sono
piccole, ci si riconduce al probleme delle onde interne.
12.2.3 Una relazione semiempirica tra perturbazione ai flussi
e variazione di velocita’ media
Analizzando la figura 12.4 ci possiamo convincere che un profilo logaritmico
sia una buona approssimazione sul massimo dell’ostacolo, e che la quantita’
∆S(z) = u(xt, z)/u0(z) sia approssimativamente costante per z < l. Con xt
si intende l’ascissa del massimo dell’ostacolo.
Poniamo dunque
∂u
∂z
|t = (−u
′w′|t)1/2
κz
(12.15)
da cui
−u′w′|t = (κz)2
(
∂u
∂z
)2
t
=
[
d
dz
[u0(1 + ∆S)]
]2
(12.16)
e tenendo conto che ∆S e’ costante con z(
∂u
∂z
)2
t
'
(
du0
dz
)2
(1 + 2∆S) (12.17)
Questa relazione empirica ci permette di stimare il termine di flusso di
quantita’ di moto sulla sommita’ dell’ostacolo in funzione della variazione
relativa della velocita’ media:
−u′w′|t ' u2∗(1 + 2∆S) (12.18)
Pur fuori da condizioni di linearita’, i dati delle figure 12.4 e 12.5 sono in
accordo qualitativo con questa semplice analisi.
12.2.4 Transizione alla separazione
L’analisi dei dati dell’esperimento RUSHIL suggerisce la posizione dove si puo’
instaurare la separazione del flusso medio. Nel caso neutrale, tale posizione si
colloca sottovento all’ostacolo singolo.
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Figura 12.9: Velocita’ media sulla sommita’ di H8. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
Figura 12.10: Velocita’ media alla base sottovento di H8. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
Figura 12.11: Velocita’ media sulla sommita’ di H5. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
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Figura 12.12: Velocita’ media alla base sottovento di H5. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
Figura 12.13: Velocita’ media sulla sommita’ di H3. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
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Figura 12.14: Velocita’ media alla base sottovento di H3. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
Figura 12.15: u′2
1/2
, w′2
1/2
, u′w′ alla sommita’ di H8. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
Figura 12.16: u′2
1/2
, w′2
1/2
, u′w′ alla base sottovento di H8. La linea trat-
teggiata corrisponde al profilo imperturbato sopravvento. Da Trombetti et al.
(1997).
Figura 12.17: u′2
1/2
, w′2
1/2
, u′w′ alla sommita’ di H5. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
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Figura 12.18: u′2
1/2
, w′2
1/2
, u′w′ alla base sottovento di H5. La linea trat-
teggiata corrisponde al profilo imperturbato sopravvento. Da Trombetti et al.
(1997).
Figura 12.19: u′2
1/2
, w′2
1/2
, u′w′ alla sommita’ di H3. La linea tratteggiata
corrisponde al profilo imperturbato sopravvento. Da Trombetti et al. (1997).
Figura 12.20: u′2
1/2
, w′2
1/2
, u′w′ alla base sottovento di H3. La linea trat-
teggiata corrisponde al profilo imperturbato sopravvento. Da Trombetti et al.
(1997).
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Capitolo 13
Lo strato limite urbano
13.1 Qualche osservazione generale
Lo strato limite urbano costituisce un esempio importante di disomogeneita’,
sia su una scala spaziale che includa la citta’, sia all’interno di essa.
La sua modellazione richiede la definizione delle scale da risolvere e delle
scale su cui mediare: implicazione sulla scelta dei modelli e sul tipo/dettaglio
delle condizioni da imporre.
Scale orizzontali (corrispondono a scale temporali, dato che sia definibile
un vento medio) (Britter and Hanna, 2003, pag. 470-471):
• scala regionale (100 km)
• scala della citta’ (10km)
• scala di vicinato o di quartiere (’neighborhood’) (1 km)
• scala delle strade (100 m)
Struttura verticale dello strato limite sulla citta’: lo strato limite sulla citta’
puo’ essere indicativamente suddiviso in uno strato di ’canopy’ urbana (UCL:
’urban canopy layer’), la cui altezza scala sull’altezza degli edifici, e uno strato
limite urbano (UBL: ’urban boundary layer’) sovrastante (Roth, 2000, pag.
943).
Alla quota corrispondente alla separazione tra UCL e UBL si genera un gra-
diente verticale di velocita’ orizzontale media molto intenso, il che corrisponde
a una grande produzione di energia cinetica turbolenta. All’interno di UCL,
l’effetto degli edifici e’ di produrre strutture turbolente (vortici e scie) forte-
mente localizzate e localmente coerenti, che possono modificare (localmente)
le caratteristiche di mescolamento e di dissipazione del flusso.
Una suddivisione simile si trova su Britter and Hanna (2003, pag. 473):
vedi Fig. 13.1 e 13.2
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Figura 13.1: Struttura verticale dello strato limite urbano. Da Britter and
Hanna (2003).
Figura 13.2: Profili qualitativi di vento medio nello strato limite urbano. Da
Britter and Hanna (2003).
Figura 13.3: Rappresentazione schematica dello strato limite urbano. Da Oke
(1987).
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Figura 13.4: Diurnal cycles in Basel, from Rotach et al. (2005).
L’isola di calore urbana comporta temperature piu’ alte della campagna
circostante, ed un ciclo termico modificato. L’eccesso di temperatura per una
citta’ di un milione di abitanti e’ dell’ordine di 10K. L’eccesso di temperatura
produce uno strato limite che puo’ mantenere caratteristiche convettive anche
durante la notte. Assieme al cambiamento di rugosita’, questo fatto da’ luogo
ad uno (o piu’) strato limite interno. In presenza di vento, la massa di aria
piu’ calda e piu’ turbolenta che si sviluppa sulla citta’ puo’ venire trasportata
sottovento (assieme ai componenti minori, cioe’ gli inquinanti, emessi nell’area
urbana): fig. 13.3. Ci si puo’ aspettare la presenza di uno strato residuale
sottovento alla citta’, durante la notte o comunque in condizioni superficiali
di stabilita’.
I flussi turbolenti di calore sensibile e latente vengono di solito modificati,
rispetto alle condizioni rurali: vedi p.es. Rotach et al. (2005). In generale ci si
aspetta una riduzione del flusso di calore latente (associata alla minore dispo-
nibilita’ di vapor d’acqua presso il suolo), e valori positivi del flusso di calore
sensibile anche dopo il tramonto, grazie alla quantita’ di calore accumulata
nelle strutture.
L’aumento di flussi di calore al suolo tende ad incrementare l’altezza dello
strato limite.
Alla quota corrispondente alla separazione tra UCL e UBL si genera un gra-
diente verticale di velocita’ orizzontale media molto intenso, il che corrisponde
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a una grande produzione di energia cinetica turbolenta. All’interno di UCL,
l’effetto degli edifici e’ di produrre strutture turbolente (vortici e scie) forte-
mente localizzate e localmente coerenti, che possono modificare (localmente)
le caratteristiche di mescolamento e di dissipazione del flusso.
13.2 Profili medi e varianze al di sopra degli edifici
(entro UBL)
Il profilo di velocita’ e’ logaritmico, in condizioni neutrali, se la quota e’ misu-
rata al di sopra della ’displacement height’ d (Fig. 13.5). Fuori (al di sopra)
dalla canopy urbana ritroviamo profili logaritmici per la velocita’ media, con
parametri z0 e d caratteristici (Britter and Hanna, 2003, pag. 475)
I rapporti (u′2i )
1/2/u∗ sono riportati in Fig. 13.6 per condizioni neutrali,
in funzione della quota. I valori numerici per il caso neutrale sono riportati in
Tab. 13.7, assieme a valori di letteratura per condizioni rurali (di riferimento):
di fatto si nota un sostanziale accordo tra condizioni urbane e rurali (i dati
sono ovviamente da intendersi come medie su una pluralita’ di situazioni).
La dipendenza dei medesimi rapporti dalla quota normalizzata sulla lun-
ghezza di Monin-Obukhov e’ riportata in Fig. 13.8 per condizioni convettive
(confrontare con il grafico presentato nel capitolo sul CBL). Alcuni autori no-
tano un minimo della componente u a instabilita’ moderata: −(z−d)/LMO ∼
0.1 ÷ 0.4. Le deviazioni standard per le componenti orizzontali sono anche
riportate in funzione della altezza stimata dello strato limite in Fig. 13.9.
L’intensita’ della turbolenza (u′2i )
1/2/u e’ riportata in fig. 13.11.
La analoga dipendenza per le fluttuazioni di temperatura e’ riportata in
Fig. 13.10.
Le curve riportate nelle figure sono best fit dei dati Φ1/2 = ai[1−bi(z′/LMO)ci ],
con i coefficienti riportati in (Roth, 2000, Tab. 5).
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Figura 13.5: Andamento di u∗/u(z) = κ/ ln[(z − d)/z0] in condizioni neutrali,
per diversi studi urbani (Roth, 2000). Notare che z′s = z − d. La curva e’
ottenuta dal profilo logaritmico.
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Figura 13.6: Deviazione standard delle componenti della velocita’ normalizzate
a u∗, in funzione della quota, per condizioni neutrali (Roth, 2000).
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Figura 13.7: Valori medi per condizioni neutrali, urbane e rurali, del rapporto
(u′2i )
1/2/u∗ (Roth, 2000).
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Figura 13.8: Andamenti di (u′2i )
1/2/u∗ in funzione di −(z − d)/LMO per
condizioni convettive (Roth, 2000).
Figura 13.9: Andamenti di (u′2i )
1/2/u∗ per i = 1, 2 in funzione di −h/LMO
per condizioni convettive (Roth, 2000).
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Figura 13.10: Andamento di (ϑ′2)1/2/(ϑ∗) in funzione di −(z−d)/LMO (Roth,
2000). Notare che in ordinate T∗ = −ϑ∗.
Figura 13.11: Andamento di (u′2i )
1/2/u in funzione di −(z−d)/LMO (da Roth
(2000)). Le curve sono ricavate da relazioni di similarita’, con Φm data da
Paulson 1970
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Figura 13.12: Posizioni di misura.
Figura 13.13: Profili di velocita’ media
13.3 Osservazioni sulla struttura del flusso tra gli
edifici (entro UCL)
Alcune osservazioni sperimentali (tunnel a vento) da Castro et al. (2006): di-
sposizione dei sensori in una griglia regolare di ostacoli cubici (fig. 13.12),
profili di velocita’ media (fig. 13.13), profili di momenti secondi delle compo-
nenti della velocita’ (fig. 13.14). Osservare la intensa produzione di energia
cinetica turbolenta ad altezze ∼ h0.
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Figura 13.14: Profili di momenti secondi della velocita’
13.3.1 ’Urban canopy model’
The urban canopy is treated as a porous medium (like the vegetative cano-
py). We shall consider the properties of the flow (for instance, the velocity)
averaged over an area large enough to include a representative sample of the
obstacles (buildings, trees). In case we are interested in dealing with large
scale inhomogeneities of the canopy, the area shall be small with respect to
the typical scale of horizontal variations. Let call A = ∆x1∆x2 the surface of
the averaging area.
Facendo riferimento ad un sistema regolare di ostacoli, si definiscono alcune
quantita’ che caratterizzano la ’canopy’ urbana: vedi Fig. 13.15. Si puo’
definire l’altezza media degli edifici
h0 =
∑
h0iApi∑
Api
(13.1)
la densita’ planare
λp =
∑
Api
A
(13.2)
da cui il volume della canopy urbana che insiste sull’area A e’ h0Aλp, e la
densita’ frontale
λf =
∑
Afi
A
(13.3)
Per un insieme di cubi disposti regolarmente, λp = λf .
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Figura 13.15: Schema per le definizioni delle densita’: Af area frontale di
ciascun edificio; Ap area della proiezione orizzontale dell’edificio; A area sulla
quale sono calcolate le proprieta’ della ’canopy’.
For any scalar quantity a the area average is given by
〈a〉 (ξ1, ξ2) ≡ 1
A
∫ ξ1+∆x1/2
ξ1−∆x1/2
∫ ξ2+∆x2/2
ξ2−∆x2/2
a(x1, x2) dx1 dx2 (13.4)
so that the following decomposition arises:
a = 〈a〉+ a′′ , 〈a′′〉 = 0 (13.5)
Note that the term a′′ represents the deviations from the area averaged
value, so that the Reynolds decomposition reads now a = 〈a〉+a′′+a′ according
to the notation 2.12.
In order to obtain the equations for the area averaged quantities, the Rey-
nolds equations must be area averaged. As noticed by Wilson and Shaw
(1977); Raupach and Shaw (1982); Finnigan (2000a), area average and deri-
vation with respect to a spatial coordinate not always commute, because the
domain inside A is multiply connected (i.e., it contains obstacles). Thus, for
any quantity a and choosing the derivative with respect to x1 as an example:
〈
∂a
∂x1
〉
=
1
A
∫ ∫
A
∂a
∂x1
dx1 dx2 =
1
A
[∫
C0
a dx2 +
∑
i
∫
Ci
a dx2
]
(13.6)
by the Green theorem: the average of the derivative is equal to the integral
along the path C0 bounding the averaging area, plus the sum of the integrals
along the paths bounding the internal obstacles (see Fig. 13.16). Note that in
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Figura 13.16: Schema per la decomposizione delle equazioni. Il percorso C0
non intercetta nessun ostacolo, gli altri percorsi circondano ciascun ostacolo.
the present case (rectangular domain): ∫
C0
a dx2 =∫ ξ2+∆x2/2
ξ2−∆x2/2
a(ξ1 +∆x1/2, x2) dx2 +
∫ ξ2−∆x2/2
ξ2+∆x2/2
a(ξ1 −∆x1/2, x2) dx2 (13.7)
On the other hand
∂〈a〉
∂ξ1
=
1
A
∫ ξ2+∆x2/2
ξ2−∆x2/2
dx2[∫ ξ2+∆x2/2
ξ2−∆x2/2
∂a
∂ξ1
dx1 + a(ξ2 +∆x2/2, x2)− a(ξ2 −∆x2/2, x2)
]
(13.8)
Because a is not a function of ξ1 the first term into the squared parentesis
is zero, Eq. 13.8 reduces to
∂〈a〉
∂ξ1
=
1
A
∫ ξ2+∆x2/2
ξ2−∆x2/2
dx2 [a(ξ1 +∆x1/2, x2)− a(ξ1 −∆x1/2, x2)] (13.9)
thus the derivative and the area averaging commutes only if the integrals on
the inner circuits are zero, i.e. if
∑
i
∫
Ci
a dx2 = 0 (13.10)
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Figura 13.17: Schematic pressure field about a series of obstacles facing the
wind (from Raupach and Shaw, 1982, Fig.2).
Figura 13.18: Schematic field of wind about a vertical obstacle parallel to
mean flow (from Raupach and Shaw, 1982, Fig.3).
Let consider a few cases (this discussion follows Raupach and Shaw (1982)).
If mean pressure is considered, in a situation in which the mean velocity is
positive in x direction (see Fig. 13.17):
〈
∂p
∂x
〉
=
〈
∂〈p〉
∂x
〉
+
〈
∂p′′
∂x
〉
(13.11)
The area averaged derivative of 〈p〉 commutes because it is constant inside
A (and thus along the inner paths). But ∂p′′/∂x > 0 so the area averaged
value of the derivative is greater than zero too.
A second example concerns velocity. In this case averaging commutes
with derivation because velocity is zero on the paths contouring obstacles, so
u′′i = ui − 〈ui〉 is constant on Ci and thus 〈∂u′′i /∂x〉 = 0. This result holds for
all the moments of velocity.
As third example, let consider the second derivatives of velocity: see Fig.
13.18.
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In this case ∂u/∂y is not constant along Ci so that taking the average of
the second order derivative gives〈
∂2u
∂y2
〉
=
∂2〈u〉
∂y2
+
〈
∂2u′′
∂y2
〉
(13.12)
Thus, starting from the Reynolds equations for a neutral flow (Eq.3.57)
and taking the area average it results
∂〈ui〉
∂t
+ 〈uj〉∂〈ui〉
∂xj
+
∂
〈
u′′i u
′′
j
〉
∂xi
+
∂
〈
u′iu
′
j
〉
∂xi
=
− 1
ρ00
∂〈p〉
∂x1
− 1
ρ00
〈
∂p′′
∂x1
〉
+ ν
∂〈ui〉
∂xj∂xj
+ ν
〈
∂u′′i
∂xj∂xj
〉
(13.13)
The magnitude of term
〈
u′′i u
′′
j
〉
is not known and it will be incorparated
into the term
〈
u′iu
′
j
〉
; the second and fourth terms on the RHS represent the
form drag and the viscous drag due to the presence of obstacles, and their
sum will be denoted by Di, a drag term to be parametrised (see, for instance
Coceal and Belcher, 2005).
Thus, in steady horizontally homogeneous conditions, and at high Reynols
number, the previous equation reduces to :
0 = −∂〈u
′w′〉
∂z
−D1 (13.14)
Consideriamo la situazione della figura, e definiamo cd(z) il coefficiente di
attrito in funzione della altezza dovuto alla presenza degli edifici: remember
the definition of drag coefficient for a sphere of radius a at high Reynolds
number, Eq. 18.6:
cd =
ρ4/3pia3D
pia2ρu2/2
(13.15)
with cd ∼ 0.44.
La forza totale che agisce nello strato (z, z +∆z) dovuta all’insieme degli
edifici presenti e’ 1/2ρu2cd
∑
i∆Afi dove ∆Afi e’ l’area frontale compresa
nel medesimo strato. Se gli edifici sono dei parallelepipedi di altezza media
h0: ∆Afi = Afi∆z/h0. Il volume di fluido su cui si esercita tale forza e’
(1− λp)A∆z. Il termine di attrito risulta dunque
ρDi =
1
2
ρ|u|uicd
∑
Afi
(1− λp)Ah0 =
1
2
ρ|u|uicdλf
(1− λp)h0 (13.16)
Nota: si puo’ definire una scala orizzontale, legata alla geometria degli
edifici ed alla diposizione superficiale:
Lc =
2
cd
1− λp
λf
h0 (13.17)
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Lc puo’ essere assunta costante con la quota entro UCL, poiche’ le os-
servazioni suggeriscono, approssimativamente, cd ' 2 (Coceal and Belcher,
2004)
Dalla Eq. 13.14, in condizioni stazionarie ed omogenee in orizzontale, si
ha:
−∂u
′w′
∂z
− 〈u〉
2
Lc
= 0 (13.18)
Adottando una chiusura tipo ’mixing length’ (vedi Eq. 3.99) si puo’ scri-
vere −u′w′ = l2c ( d〈u〉/ dz)2 e quindi ricavare un’equazione per la velocita’
media:
d
dz
[
l2c
(
d〈u〉
dz
)2]
=
〈u〉2
Lc
(13.19)
Macdonald (2000) (e altri) osserva che assumendo lc costante con la quota
l’equazione precedente fornisce un profilo esponenziale per la velocita’ media:
〈u〉(z) = 〈u〉(h0) exp
[
a
(
z
h0
− 1
)]
, z ≤ h0 (13.20)
dove
a3 =
h30
2l2cLc
(13.21)
Il profilo di velocita’ e’ riportato in Fig. 13.19 e la variazione (sperimentale,
tunnel a vento) di a con λf e’ riportata in Fig. 13.20. Se sperimentalmente
a ∝ λf , lc ∝ λ−1f : la lunghezza di scala verticale dipende dalla densita’ degli
edifici. In realta’ la dipendenza puo’ essere considerata una approssimazione,
in generale si puo’ affermare che a cresce con λf (Coceal and Belcher, 2004,
Fig.5).
Si nota che il profilo di quantita’ di moto risulta, data la Eq. 13.20:
u′w′ ≡ l2c
(
d〈u〉
dz
)2
= 〈u〉(h0)l2c
a2
h20
exp [2a (z/h0 − 1)] (13.22)
e dunque nel ’canopy layer’ c’e’ divergenza del flusso di quantita’ di moto.
Un modello numerico piu’ complicato (Coceal and Belcher, 2004) propone
una chiusura attraverso una lunghezza di scala verticale variabile: vedi Fig.
13.21, da Coceal and Belcher (2004), Fig. 3. I profili di vento per diversi
valori della densita’ della ’canopy’ sono riportati in Fig. 13.22, da Coceal and
Belcher (2004), Fig. 4.
Si presentano qui risultati (bidimensionali) sulla transizione rurale-urbano:
Fig. 13.23, 13.24, da Coceal and Belcher (2004), Fig. 10 e 13, e sulle transizioni
all’interno della ’canopy’ urbana: Fig. 13.25 e 13.26 (da Coceal and Belcher,
2005, Fig. 4 e 5)
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Figura 13.19: From Macdonald (2000), Fig. 3
Figura 13.20: From Macdonald (2000), Fig. 5
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Figura 13.21: Profili della mixing length utilizzati nel modello di Coceal and
Belcher (2004), per diversi valori della densita’ λ degli ostacoli.
13.3.2 Modellare il ’canyon’ stradale
Alcuni esempi da Mestayer et al. (1993).
Gli effetti locali sono dominanti. Qualitativamente, si osservano vortici
indotti dalle strutture presenti (palazzi e strade) ed influenzati dalle dimensioni
delle strutture medesime: Fig 13.27.
Il riscaldamento differenziale delle pareti degli edifici, dovuto tipicamente
alla diversa esposizione al sole, modifica tali circolazioni, esaltandole o riducen-
done l’intensita’: Fig. 13.28. Si nota che anche il traffico tende ad aumentare
la turbolenza presso la superficie stradale.
un esempio di simulazione con LES del ’canyon’ stradale (Cui et al., 2004)
: Fig. 13.29 e 13.30. Altre simulazioni recenti in Li et al. (2011).
Perche’ lavorare con DNS: dettaglio del flusso fino alle scale viscose e
valutazione delle approssimazioni fatte con modelli meno sofisticati.
un esempio di flusso su una distribuzione regolare di cubi (Coceal et al.,
2004): Fig. 13.31
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Figura 13.22: Profili di vento entro UCL per diversi valori di Lc/h0. Il profilo e’
approx. logaritmico nel caso meno denso ed approssimativamente esponenziale
nel caso opposto.
Figura 13.23: Evoluzione della velocita’ media a z = h0, per diversi valori di
Lc. Il profilo sopravvento e’ logaritmico (rurale), h0 = 2.3m.
220
Figura 13.24: Velocita’ media a z = h0/2. Gli ostacoli sono presenti tra 0 e
18x/b dove b e’ la dimensione del lato degli ostacoli cubici, spaziati 2b nella
direzione del vento. I quadrati pieni rappresentano dati di tunnel a vento,
quelli vuoti un esperimento in campo.
Figura 13.25: Linee di flusso per una transizione da struttura urbana bassa
ad una alta, con la stessa densita’: h0u = 10m, h0d = 40m, λf = 0.2. Da
Coceal and Belcher (2005). Si osserva discesa di aria piu’ veloce sottovento
alla transizione.
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Figura 13.26: Linee di flusso per una transizione da struttura urbana alta ad
una bassa, con la stessa densita’: h0u = 40m, h0d = 10m, λf = 0.2. Da
Coceal and Belcher (2005). Si osserva ascesa di aria e formazione di una
regione ricircolante
Figura 13.27: Linee di flusso per ’canyon’ stradali bidimensionali di diversa
ampiezza. Da Mestayer et al. (1993).
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Figura 13.28: Linee di flusso per ’canyon’ stradali bidimensionali con diverse
suoperfici riscaldate (indicata con la linea grossa). Da Mestayer et al. (1993).
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Figura 13.29:
Figura 13.30:
Figura 13.31:
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Capitolo 14
The canopy layer
Wide interest due to understanding carbon dioxide and energy exchange bet-
ween vegetation and atmosphere.
Equations: drag term due to foliage; small scale turbulence and dissipation,
large scale coherent structures.
Let h0 the canopy layer average height. u∗ is computed in the constant
stress layer above the canopy.
Fig. 14.1 displays profiles of variables averaged over time and over a thin
volume including many canopy elements.
The following mean wind profile can be used
u(z) = u(h0) exp
[
a(
z
h0
− 1)
]
z ≤ h0 (14.1)
with a ≈ 2 or 3. This profile is connected with the profile of the boundary
layer above the canopy top. This profile can be derived in the same way as
for the urban canopy layer.
Notes from Fig. 14.1
• from panel (a): the inflection point of u at zc, where the shear is maxi-
mum. Standard surface layer wind profile for z > zc, exponential profile
below;
• from (b) the rapid decay of momentum flux in the canopy is due to the
absorption as aerodynamic drag from the foliage (the entire canopy acts
as a sink of momentum; the momentum flux goes to zero at z = 0). This
feature is consistent with the mean velocity profile characterised by a
small vetical gradient;
• from (c) (u′2)1/2/u∗ = 0.75 in the lower canopy (a signature of presence
of fluctuations not associated with momentum transport). Similar be-
haviour for the vertical component, from (d). In other words, a local
scaling does not hold, because the variances maintain values markedly
different from zero, whereas the momentum flux goes to almost zero in
the lower half of the canopy;
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Figura 14.1: Canopy turbulence, showing profiles with z/h0 of: (a) u(z)/u(zc),
(b) −u′w′/u2∗, (c) u′2
1/2
/u∗, (d) w′2
1/2
/u∗, (e) −ruw = −u′w′/(u′21/2w′21/2),
(f) and (g) skewness of u and w components, (h) Lu/zc, where Lu = u(z)T11
and T11 is given by Eq. 2.47; (i) Lw/zc defined by T33; (j) zcα(z) being α(z)
the leaf area per unit volume. From Finnigan (2000b).
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Figura 14.2: From Finnigan (2000b): sensible heat flux, latent heat flux, CO2
flux and profiles of mean temperature, water vapour mixing ratio and CO2
concentration.
• asymmetric pdf in the canopy layer (in contrast with almost symmetric
pdf above);
• −ruw (which can be interpreted as the efficiency of momentum transport)
is maximum at the canopy top: turbulence transports more momentum
(per unit variance) than in the surface layer above.
Eddy diffusivities: Km/Kh = 1 in the surface layer; = 0.5 at the canopy
top. Inside the canopy, countergradient transport occurs (coherent structures
= large eddies that scale over the whole canopy): see Fig. 14.2. (Remember
Fick’s law: Fz(c) = −Kc∂c/∂z)
Canopy-mixing layer analogy: see Fig. 14.3.
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Figura 14.3: From Finnigan (2000b): a scheme of the plane mixing layer.
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Capitolo 15
An introduction to turbulent
dispersion
15.1 The transport problem
The behaviour of a substance advected by a turbulent flow shows complex,
chaotic features. The substance may be a pollutant, may be temperature,
may be a microorganism living in the sea. Some substances are characterized
by an almost infinite living time: they do not react with the environment;
others combine according to the rules of chemical reactions. Some of them
behave like the fluid molecules, in the sense that their velocity is at any time
the same of that of the flow; others are subject to the gravity acceleration,
like aerosols, or exibit autonomous movements, like flagellates. Last but not
least, some substances interact with the flow changing the velocity field, for
instance when temperature fluctuations occurr.
As a starting point we shall address the simplest case of a non reacting
passive tracer: an ideal particle, which can be distinguished from the fluid
ones by some marking, but whose velocity v(t) when passing at the point x is
the same of that of the flow u(x, t):
v(t) = u(x(t), t) (15.1)
Let we consider flows with large Reynolds numbers Re  103.
The transport problem for this tracer can be tackled as the source is defi-
ned, namely the initial position of the particle and the immission rate in the
flow are known. Referring to the simplest case, let we imagine a point source
in x0 and an instantaneous release at the time t0.
The formal solution of the transport problem is thus expressed by the
integral
x(t) = x(t0) +
∫ t
t0
v(τ) dτ (15.2)
which gives the position of the tracer particle as a function of time.
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If the velocity field is completely determined, Eq. 15.2 allows to compute
the position of the particle released from the source: dispersion for a set of
particles is explicitly computed.
In high Reynolds number flows, i.e. in geophysical flows, this approach
cannot be utilized. At first, with the measurements we have access only to
some statistics of the fluid itself. Moreover, apart from Direct Numerical
Simulations which can be performed in a restricted variety of conditions, any
other numerical approach gives only a partial description of the velocity field.
Thus, we shall adopt a stochastic approach, namely, we shall look for
solutions in terms of statistical properties of x resulting from Eq. 15.2. The
stochastic approach allows to model dispersion according to a description of
the velocity field as a random field with known statistical properties. Quite
obviously, details in the results will increase as much information we shall put
into the model. On the other hand, this approach will be limited by the fact
that the simulated trajectories will have the same statistical properties of the
real ones, but nothing more.
15.1.1 pdf of positions and mean concentration
Se N particelle sono rilasciate in x0 = x(t0) all’istante t0 le loro posizioni al
tempo t definiscono the pdf of the positions: say p(x, t). Let we define the
volume mean concentration c of particles: c(x, t) d3x e’ uguale al numero di
particelle comprese nel volume di lati xi, xi + dxi. Thus we get
c(x, t) = Np(x(t), t) (15.3)
cioe’ la concentrazione e’ proporzionale alla funzione di densita’ di probabilita’
delle coordinate delle particelle.
15.1.2 Absolute dispersion and meandering
Let us consider a set of N particles, with positions x
(n)
i (t), i = 1, 2, 3, n =
1, ..., N . Averaging over N is identified by 〈· · ·〉.
The mean position is
〈xi〉 = 1
N
N∑
n=1
x
(n)
i (15.4)
Define the relative positions y
(n)
i = x
(n)
i − 〈xi〉. Obviously, 〈yi〉 = 0.
The second order moments of the relative positions are:
〈yiyj〉 = 〈xixj〉 − 〈xi〉〈xj〉 (15.5)
Let us consider now M sets of N particles each. For each set out of M ,
moments are identified by 〈· · ·〉(m), with m = 1, ...,M . Averaging over M is
identified by · · ·.
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The mean position is
〈xi〉 = 1
NM
NM∑
k=1
x
(k)
i =
1
M
M∑
m=1
(
1
N
N∑
n=1
x
(n+(m−1)N)
i
)
=
1
M
M∑
m=1
〈xi〉(m) (15.6)
The second order moments are
〈xixj〉 = 〈yiyj〉+ 1
M
M∑
m=1
〈xi〉(m)〈xj〉(m) = 〈yiyj〉+ 〈xi〉〈xj〉 (15.7)
which means that the covariance of the absolute positions is made by the sum
of the covariances of the relative positions (the relative dispersion about the
mean position, averaged over the M sets), plus the covariance of the mean
positions (the meandering).
Let us consider the separation between two particles, for each m set: li =
x
(j)
i − x(l)i .
The variance of the separation is:
〈l2i 〉 '
1
N2
N∑
j=1
N∑
l=1
[x
(j)
i − x(l)i ]2 = 2〈x2i 〉 − 2〈xi〉2 (15.8)
(the cases with j = l should be accounted for).
Because of Eq. 15.5 it results
〈l2i 〉 ' 2〈y2i 〉 (15.9)
namely, the variance of the distance between pair of particles is two times the
dispersion about the mean position.
15.2 Il moto browniano e la definizione del coeffi-
ciente di diffusione
Einstein (1905), Langevin(1908)
Il moto browniano costituisce un paradigma importante per lo studio della
dispersione (anche perche’ ha portato alla formulazione dei modelli stocastici).
L’equazione del moto di una particella sferica di massa m e raggio a in un
fluido in quiete con viscosita’ ρfν a temperatura assoluta T e’:
m
d2x
dt2
= −6piρfνav +X (15.10)
dove v = dx/ dt e x e’ il vettore posizione.
Il primo termine a destra rappresenta l’attrito viscoso described by the
Stokes law, which holds in the limit of Re = 0 (see Batchelor, 1967, pag. 233)
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ed il secondo una forza casuale, dovuta alle collisioni molecolari. Si assume
che la particella sia in equilibrio termodinamico col fluido in cui e’ immersa:
1
2
m〈v2i 〉 =
1
2
kT (15.11)
dove k = R/N (costante dei gas diviso il numero di Avogadro).
Ricordo che, per ogni componente,
xi
d2xi
dt2
=
1
2
d2x2i
dt2
−
(
dxi
dt
)2
(15.12)
e che la correlazione tra forza casuale e spostamento e’ nulla: 〈Xixi〉 = 0.
Moltiplicando una componente qualsiasi della Eq. 15.10 per xi e mediando
si ottiene l’equazione
1
2
d2〈x2i 〉
dt2
= −3piρfνa
m
d〈x2i 〉
dt
+ 〈v2i 〉 (15.13)
che fornisce la soluzione per la variazione nel tempo della varianza della
componente i del vettore posizione x:
d〈x2i 〉
dt
=
kT
3piρfνa
[
1− exp
(
−6piρfνa
m
t
)]
(15.14)
Nella soluzione compare un tempo di scala
Tp =
m
6piρfνa
=
2
9
a2
ν
ρp
ρ
(15.15)
where ρp is the particle density.
This time is a measure of the relaxation time of the particle velocity: it
increases as the mass increases (the particle inertia) and decreases as the fluid
viscosity increases (the fluid friction). Remember that in the deterministic ca-
se, the adjustement of a particle with initial velocity v0 to a fluid with velocity u
constant and uniform is described by the equation mdv/ dt = −6piρfνa(v−u)
giving as solution v(t) = (v0 − u) exp(−t/Tp) + u.
Per t Tp abbiamo il comportamento balistico:
d〈x2i 〉
dt
' 2kT
m
t (15.16)
〈x2i 〉 '
kT
m
t2 ≡ 〈v2i 〉t2 (15.17)
Per t Tp:
d〈x2i 〉
dt
' kT
3piρνa
(15.18)
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〈x2i 〉 '
kT
3piρνa
t = 2〈v2i 〉Tpt (15.19)
Da qui definisco il coefficiente di diffusione (cfr. Isichenko, 1992, pag. 1003):
D ≡ lim
t→∞
〈x2i 〉
2t
=
kT
6piρfνa
= 〈v2i 〉Tp (15.20)
In sintesi, un insieme di particelle rilasciate in un punto, in un fluido in
quiete, da’ luogo ad una nuvola il cui ’raggio’ cresce dapprima con il quadrato
del tempo, e poi linearmente con il tempo.
15.3 Una soluzione dell’equazione di diffusione
L’equazione di diffusione 3.10 ha una semplice soluzione nel caso di fluido
incompressibile in quiete (u = 0), per una sorgente puntiforme istantanea
di particelle (di fluido) rappresentata dal campo iniziale della concentrazione
c(x, t) = δ(x)δ(t).
La soluzione e’ data da
c(x, t) =
1
(2pi)3/2(2κct)3/2
exp
[
−xixi
4κct
]
(15.21)
Posso calcolare il momento secondo della distribuzione della posizione delle
particelle (il primo e’ nullo, ovviamente): per ciascuna componente
〈xi(t)2〉 =
∫∞
−∞ x
2
i c(x, t) dxi∫∞
−∞ c(x, t) dxi
= 2κct (15.22)
ricordando gli integrali (Gradshteyn and Ryzhik, 1980, pag. 307 (3) e pag.
338 (8)):
∫ ∞
−∞
exp(−q2x2) dx =
√
pi
q
(15.23)
∫ ∞
−∞
x2 exp(−q2x2) dx =
√
pi
2q3
(15.24)
E’ dunque chiaro che il processo descritto dall’equazione di diffusione cor-
risponde al comportamento per tempi lunghi del paradigma browniano.
Remember that the molecular diffusion coefficient is determined by the
intimate structure of the fluid
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15.4 Absolute dispersion: Taylor (1921)
Let we consider a set of independent fluid particles. Note that independent
means that each particle belongs to a different realization of the flow. In
steady conditions, particle move independently each other if are released from
the same point x0 at time intervals larger than the correlation time T defined
in Eq. 2.47.
Let we study the statistics of fluid particle position (the same as Eqs. 15.2
and 15.1) :
xi(t) =
∫ t
0
vi(t1) dt1 + xi(0) (15.25)
notando che la velocita’ della particella di fluido v(t) nella posizione x(t) e’
uguale alla velocita’ (euleriana) del fluido nel punto dove si trova la particella
stessa, all’istante t: vi(t) ≡ ui(x(t), t).
The position variance can be computed. Assuming ui = 0, xi(0) = 0 we
get
xixj =
∫ t
0
dt1
∫ t
0
dt2vi(t1)vj(t2) (15.26)
The Lagrangian correlation vi(t1)vj(t2) = Rij(t2 − t1) is computed along
the particle trajectory, not in a fixed point: we need homogeneity and steady-
ness (at least locally).
Pongo ora s = t2 − t1, r = (t2 + t1)/2. Vedi Fig. 15.1. Si ha, effettuando
prima l’integrale in r: ∫ t
0
dt1
∫ t
0
dt2Rij(t2 − t1) = (15.27)∫ t
0
Rij(s) ds
∫ t−s/2
s/2
dr +
∫ 0
−t
Rij(s) ds
∫ t+s/2
−s/2
dr = (15.28)
=
∫ t
0
Rij(s)(t− s) ds+
∫ 0
−t
Rij(s)(t+ s) ds = (15.29)∫ t
0
Rij(s)(t− s) ds+
∫ t
0
Rij(−s)(t− s) ds (15.30)
ossia, se per isotropia Rij(s) = Rij(−s),
xixj = 2
∫ t
0
Rij(s)(t− s) ds (15.31)
In condizioni omogenee e stazionarie (analogamente alla Eq. 2.47)
Tij =
1
vivj
∫ ∞
0
Rij(τ) dτ =
1
u′iu
′
j
∫ ∞
0
Rij(τ) dτ (15.32)
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Figura 15.1: Schema per l’integrazione della Eq. 15.26.
For t Tij the time correlation may be written as a power series
Rij ' u′iu′j
(
1 + a2(t/Tij)
2
)
(15.33)
where the coefficient a2 is expected to be negative. By integrating Eq. 15.31
it results
xixj ' u′iu′jt2
[
1 + a2
t2
6T 2ij
]
(15.34)
With different words, for t  Tij it is vi(t1)vj(t2) ' vi(0)vj(0) and the
ballistic regime occurs:
xixj = vi(0)vj(0)t
2 (15.35)
If the particles are inserted in equilibrium with the flow vi(0)vj(0) = u′iu
′
j .
Eq. 15.34 shows that as time increases, the growth of the variance decreases
by the effect of the reduction in the correlation.
For t Tij∫ t
0
Rij(s)(t− s)ds = t
∫ t
0
Rij(s)ds−
∫ t
0
sRij(s)ds ' (15.36)
' Tiju′iu′jt− C (15.37)
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so that the diffusion regime occurs:
xixj ' 2Tiju′iu′jt (15.38)
and the eddy diffusion coefficient (computed as a limit) is Dij = u′iu
′
jTij .
Usando per la correlazione il modello esponenziale:
Rij(s) = u′iu
′
j exp(−s/T ) (15.39)
sostituendo nella eq. 15.31 si ha un’espressione valida per ogni t:
xixj = 2u′iu
′
j{Tt− T 2[1− exp(−t/T )]} (15.40)
che per t T si riduce, sviluppando in serie l’esponenziale:
xixj ' u′iu′j{t2 − t3/(3T )} (15.41)
Durante il regime balistico, anche questo modello prevede che al trascorrere
del tempo alcune scale della turbolenza (le piu’ piccole) comincino a diventare
inefficaci ai fini della dispersione e la crescita della varianza rallenti (con un
contributo negativo legato alla diminuzione della correlazione delle velocita’).
Si ha∫ t
0
sRij(s)ds = u′iu
′
j
[
T 2ij − (tTij + T 2ij) exp(−t/T )
]
(15.42)
e quindi per t Tij C ' u′iu′jT 2ij .
Utilizzando l’Eq. 2.45
Rij(t) =
∫ ∞
0
Eij(ω) cos(ωt)dω (15.43)
posso scrivere
xixj = 2
∫ t
0
Rij(s)(t− s)ds = (15.44)
= 2
∫ t
0
(t− s)
∫ ∞
0
Eij(ω) cos(ωs)dωds = (15.45)
= 4
∫ ∞
0
Eij(ω)
sin2(ωt/2)
ω2
dω (15.46)
which for the variance in one direction reads also:
x2 = t2
∫ ∞
0
E(ω)
sin2(ωt/2)
(ωt/2)2
dω (15.47)
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Figura 15.2: Funzione sin2(ωt/2)/ω2 in funzione di ω per diversi valori di t.
La frazione che compare nell’integrale 15.46 o 15.47 si comporta come
un filtro, che al crescere del tempo seleziona contributi spettrali a frequenza
sempre piu’ bassa (vedi Fig. 15.2). Infatti, fissata ω, per t → 0 (come dire
t T ) si ha sin(ωt/2)/(ωt/2)→ 1 e dunque
xixj ' t2
∫ ∞
0
Eij(ω)dω (15.48)
cioe’ l’intero spettro della turbolenza contribuisce alla dispersione.
Si puo’ riscrivere l’ Eq. 15.46 nella forma
xixj = 2t
∫ ∞
0
Eij(2k/t)
sin2(k)
k2
dk (15.49)
avendo fatto la sostituzione k = ωt/2. La funzione (sin(k)/k)2 seleziona i
valori prossimi a k = 0: vale 1 nel primo massimo, in k = 0, 4/(9pi2) in quello
successivo, in k = 3pi/2, ecc. Per t T , posso dunque approssimare l’integrale
cosi:
xixj ' 2tEij(0)
∫ ∞
0
sin2(k)
k2
dk = pitEij(0) (15.50)
Per l’integrale: Gradshteyn and Ryzhik (1980, pag. 446(9)) . Si osserva
che per tempi grandi solo le grandi scale contribuiscono alla dispersione. Il
processo e’ diffusivo, sostituendo con la Eq. 2.48 ritroviamo l’ Eq. 15.38.
15.5 Effetti di campi non uniformi
15.5.1 The mean shear example
Let us consider the simple case of homogeneous steady turbulence (pdf(u′)
independent on position and time) in a mean shear flow u1(x3) = Γx3. For
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this case the exact solution is known: Monin and Yaglom (1971, pag. 556).
Then u = (Γx3 + u
′
1, u
′
2, u
′
3) ≡ (Γz + u′, v′, w′) and compute the second order
moments of the positions xixj . The initial position is x(0) = 0:
x2 =
∫ t
0
dt1
∫ t
0
dt2[Γz(t1) + u′(t1)][Γz(t2) + u′(t2)] (15.51)
xz =
∫ t
0
dt1
∫ t
0
dt2[Γz(t1) + u′(t1)]w′(t2) (15.52)
x2i =
∫ t
0
dt1
∫ t
0
dt2u′i(t1)u
′
i(t2) , i = 2, 3 (15.53)
In these Equations the following integrals appear:
z(t) =
∫ t
0
w′(t1) dt1 (15.54)
Eq. 15.51 is written as the sum of the double integral of three terms: the
first one is proportional to
z(t1)z(t2) =
∫ t1
0
dt′1
∫ t2
0
dt′2R33(t
′
1 − t′2) =
=
∫ t1
0
(t1 − t′)R33(t′) dt′ +
∫ t2
0
(t2 − t′)R33(t′) dt′ +
−
∫ |t1−t2|
0
(|t1 − t2| − t′)R33(t′) dt′ (15.55)
the second one is proportional to
z(t1)u′(t2) + z(t2)u′(t1) =∫ t1
0
R13(t2 − t′) dt′ +
∫ t2
0
R31(t1 − t′) dt′ =
=
∫ t1
0
R13(t
′) dt′ +
∫ t2
0
R31(t
′) dt′ −
∫ |t1−t2|
0
[
R13(t
′)−R31(t′)
]
dt′ (15.56)
and the third one is given by
u′(t1)u′(t2) = R11(t1 − t2) (15.57)
Thus Eq. 15.51 gives
x2(t) =
Γ2
3
∫ t
0
(
2t3 − 3t2s+ s3)R33(s) ds+
Γ
∫ t
0
(t− s)2R31(s) ds+ Γ
∫ t
0
(t2 − s2)R13(s) ds+
2
∫ t
0
(t− s)R11(s) ds (15.58)
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Figura 15.3: Variance of the position of fluid particles normalized over the
variance of turbulent fluctuations and the correlation time squared, as a func-
tion of time normalized over the correlation time. The homogeneous case
(no-shear) is reported as reference. The three shear cases (with shear time
scales of 10, 2 and 1 the correlation time) depart from the no-shear case at
decreasing times.
From Eq. 15.52
xz(t) = Γt
∫ t
0
(t− s)R33(s) ds+
∫ t
0
(t− s)[R13(s) +R31(s)] ds (15.59)
whereas for y2 and for z2 the solution is still:
xixj = 2
∫ t
0
Rij(s)(t− s)ds (15.60)
For large times
x2 ' 2
3
Γ2w′2T33t3 (15.61)
xz ' Γw′2T33t2 (15.62)
whereas z2 grows as t.
The velocity gradient term introduces a time scale Ts = |( du1/ dx3)−1|,
on which inhomogeneity acts. Fig. 15.3 shows some simulations of disper-
sion from a point source, for a uniform flow and for three different gradients.
The position variance departs from the uniform case as the time elapsed is
comparable with Ts.
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15.5.2 Effetto della disomogeneita’ nel campo di turbolenza:
un semplice esempio
In generale e’ impossibile estendere i ragionamenti fatti al caso nonomogeneo
in modo rigoroso. Si possono ottenere alcune indicazioni nel limite di tempi
brevi, osservando quindi le modifiche al regime balistico.
Considero un campo di velocita’ del flusso stazionario u = (u′1, u
′
2, u
′
3) tale
che du′23 / dz 6= 0 ed omogeneo nelle altre direzioni e per le altre componenti.
Scrivo la componente verticale della velocita’ della particella di fluido come
integrale della accelerazione a3 lungo la traiettoria:
dz
dt
≡ v3(t) = v3(0) +
∫ t
0
a3(τ) dτ (15.63)
dove
a3(t) =
∂v3
∂t
+ vj
∂v3
∂xj
(15.64)
Il valor medio della componente z della posizione delle traiettorie risulta
dz
dt
=
∫ t
0
u′j
∂u′3
∂xj
dτ (15.65)
dove si e’ tenuto conto che i momenti primi sono nulli. Sviluppando si ha
dz
dt
=
∫ t
0
∂u′ju
′
3
∂xj
dτ −
∫ t
0
u′3
∂u′j
∂xj
dτ (15.66)
che si riduce, tenendo conto dell’equazione di continuita’ per le fluttuazioni,
a:
dz
dt
' du
′2
3
dz
t (15.67)
La disomogeneita’ induce (perlomeno) una velocita’ media non nulla in un
campo Euleriano a velocita’ media nulla.
15.6 Dispersione relativa
Si pone il problema di determinare come si allontanano due particelle di
fluido che si trovano a distanza l0 all’istante iniziale (assumiamo che l0 sia
nell’intervallo inerziale, tra la scala di Kolmogorov LK e la scala integrale L).
Per definizione, se la posizione della particella i (i = 1, 2) e’ data da
x(i) =
∫ t
0
v(i)dτ + x
(i)
0 (15.68)
si ha
∆x ≡ x(2) − x(1) =
∫ t
0
∆vdτ +∆x0 (15.69)
240
e l = |∆x|, ∆v = |∆v|.
Notare la rilevanza se la dimensione iniziale della sorgente e’ abbastan-
za piccola rispetto alla scala integrale dei vortici (immaginando tanti ’puff’
rilasciati a intervalli di tempo minori della scala integrale dei tempi).
L’andamento della differenza di velocita’ dipende dal valore di l: in genera-
le, per una componente qualsiasi, ed identificando la velocita’ di una particella
di fluido v con la velocita’ del fluido u nella stessa posizione ed allo stesso
istante:
∆v2 = [u(x(2))− u(x(1))]2 = 2[u2 −R(l)] (15.70)
dove si e’ assunto il flusso omogeneo e stazionario, per cui le varianze euleriane
sono le stesse in ogni posizione. Ricordo che un modello per R e’ dato da
Durbin (1980), Eq. 4.23.
Nell’intervallo inerziale l < L sappiamo che
∆v2 = CKε
2/3l2/3 (15.71)
mentre per l L la correlazione si annulla e quindi:
∆v2 = 2u2 (15.72)
Pertanto la varianza di
l =
∫ t
0
∆vdτ + l0 (15.73)
avra’ diversi andamenti a seconda del valore di l stesso. Taking the average of
Eq. 15.73 it results l = l0
Let consider the variance of (the stochastic variable) l:
l2 =
∫ t
0
dτ1
∫ t
0
dτ2∆v(τ1)∆v(τ2) + l
2
0 (15.74)
being l = l0 it results (l − l0)2 = l2 − l20.
The ballistic regime occurs for t < tl0 , where tl0 ' l0/∆v2(l0)
1/2 ∼
ε−1/3l2/30 ) is the characteristic time for eddies of the size of the source: the
velocity difference is almost constant and the separation reads
(l − l0)2 ' ∆v2(l0)t2 (15.75)
where it is assumed that at time t the velocity difference is dominated by the
vortices of scale l0.
For longer times the separation involves vortices of larger and larger scales,
and correspondingly larger and larger velocities. From Eq. 15.74 : the domi-
nant velocity in the integrals is the velocity at time t, when the separation is
l l0. Thus, approximately, Eq. 15.74 reads:
l2 ' ∆v2(l)t2 = CKε2/3l21/3t2 (15.76)
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or
l2
2/3 ' CKε2/3t2 (15.77)
This leads to the Richardson (1926) law:
l2 = gεt3 (15.78)
that holds for tl0  t  T and l0  l  L, namely, in the inertial subrange,
where K41 is assumed to hold. Recent evaluations (Sawford, 2008; Pagnini,
2008) suggest g = 0.6.
Notiamo che la legge di Richardson e’ consistente con un argomento dimen-
sionale: nella fase ’inerziale’ la distanza non puo’ dipendere dalle condizioni
iniziali, ma piuttosto dalla dissipazione e dal tempo:
l2 ' εt3 (15.79)
Allo stesso risultato si arriva integrando l’equazione
dl
dt
= ∆v(l) ∝ ε1/3l1/3 (15.80)
da cui si ottiene approssimativamente, moltiplicando per l ambo i membri
dell’equazione
dl2
dt
∝ ε1/3l22/3 (15.81)
l2
−2/3
dl2 ∝ ε1/3 dt (15.82)
Integrando
l2
1/3 ∝ ε1/3t (15.83)
l2 ∝ εt3 (15.84)
Rimane la fase ’diffusiva’. Riscrivo la Eq. 15.73:
l =
∫ t
0
v(2)dτ −
∫ t
0
v(1)dτ + l0 (15.85)
ed elevando al quadrato:
(l − l0)2 =
(∫ t
0
v(2)dτ
)2
+
(∫ t
0
v(1)dτ
)2
−2
∫ t
0
dt1
∫ t
0
dt2v(2)(t1)v(1)(t2)(15.86)
Se l > L le due particelle sono indipendenti tra loro e la correlazione spaziale
delle loro velocita’ si annulla. Quindi il terzo integrale non da’ ulteriore contri-
buto alla varianza della separazione. Se poi il tempo trascorso e’ maggiore del
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tempo scala, t > T , i quadrati sono approssimabili con l’espressione asintotica.
Risulta dunque:
(l − l0)2 ' 4u2Tt (15.87)
E’ importante notare come per raggiungere il regime diffusivo occorra l’in-
dipendenza ’euleriana’ (separazione abbastanza grande) e quella ’lagrangiana’
(tempi abbastanza lunghi). Il parametro che si prende in considerazione e’ il
rapporto:
β =
Tu2
1/2
L
(15.88)
che puo’ essere interpretato come il rapporto tra la scala dei tempi lagrangiana
e quella euleriana. Se β ∼ 1 le condizioni discusse prima si raggiungono
contemporaneamente e quindi si realizza un regime diffusivo. Si ricorda che e’
stata fornita una stima del parametro β nell’intervallo inerziale, Eq. 4.27.
15.6.1 Further notes about relative dispersion and meandering
According to Csanady (1973, pag. 95, Eq. 4.10) some considerations about
asymptotic behaviour of meandering can be made, looking at an ensemble of
small (with respect to L) instantaneous releases (or puffs).
Eq. 15.7 shows that the absolute dispersion is the sum of relative dispersion
about the center of mass and of the dispersion of the centers of mass, i.e. the
meandering. Remember also Eq. 15.9.
In the initial (ballistic) phase of dispersion, l2  L, so 〈y2i 〉 ' 0 and thus
〈x2i 〉 ' 〈xi〉2. According to Eq. 15.35, the initial phase of dispersion for
meandering is ballistic:
〈xi〉2 = u2i t2 (15.89)
i.e., the main contribution to the dispersion is due to the movement of center
of mass of the puffs: there is sweeping but almost negligible growth due to
eddyes smaller than the puff itself.
For t  T and large separation, trajectories are independent each other.
Thus, from Eq. 15.38 d〈x2i 〉/ dt = 2Tiiu′2i and from Eq. 15.87 d〈y2i 〉/ dt =
2Tiiu′2i , that is, d〈xi〉2/ dt = 0: the meandering is expected to become constant
for long times.
15.7 Observations on dispersion
15.7.1 Some geophysical observations
Let we start considering a classical paper reviewing data of dispersion in tro-
posphere: see Fig. 15.4 from Gifford (1982) (see also Gifford, 1995). The data
refer to scales ranging from 1m to 100km and even more: as the travel time
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increases, the standard deviation increases at a power between t1 and t3/2.
Gifford (1995) suggests σy[km] = 5× t[h]1.1 as an empirical fit.
Uno schema interpretativo basato sull’idea che a tempi crescenti si osserva-
no processi diffusivi che coinvolgono scale crescenti, e che lo spettro dell’energia
sia caratterizzato dalla pendenza del subrange inerziale.
Nel subrange inerziale, E(f) ∼ f−5/3 e dunque l’energia cinetica che spet-
ta alle scale da quella viscosa fK fino ad f e’ data dall’integrale σ
2(f) =∫ fK
f E(f
′) df ′ ∼ f−2/3. Il tempo scala alla stessa frequenza e’ T (f) ∼ σ2(f)/ε ∝
f−2/3.
Quindi il coefficiente di diffusione alla scala f e’ D(f) ∼ f−4/3, e quindi
y2(t)
1/2 ∼ t7/6, in accordo con il risultato sperimentale.
15.7.2 CBL meandering: laboratory data
Snyder et al. (2002) and Weil et al. (2002) reported about experiments made
in a tank simulating the convective boundary layer and dispersion in it.
In Fig. 15.5 the instantaneous concentration cross-sections of a puff re-
leased at hs/h ' 0.1 with initial radius rs/h ' 0.05, after a dispersion time
t = 0.5t∗, are reported, togheter with the ensemble average of 33 runs. The puff
has an initial buoyancy (4/3)pir3s∆ρ/ρa = 28.9 10
4mm4s−2. The time scale is
t∗ = h/W∗, being W∗ the convective velocity scale W∗ = [−(g/ρ00)ρ′w′h]1/3.
The centerplane concentration averaged over the 33 realizations, at diffe-
rent times, for the same puff, is reported in Fig. 15.6.
The experiments allow to evaluate the statistics of meandering, relative
dispersion and absolute dispersion. Data for plume (i.e. continuous source)
release are available from Weil et al. (2002): see Fig. 15.7 for lateral dispersion
and Fig. 15.8 for vertical dispersion.
15.7.3 Mikkelsen et al. (1987): horizontal meandering and
relative dispersion in the surface layer
See Figs. 15.9 and 15.10.
15.7.4 Inhomogeneity effects
Observation of dispersion from point source in a wind tunnel: Trombetti and
Tampieri (1992): see Fig. 15.11.
Drift due to turbulence inhomogeneity, from Hunt (1985): see Fig. 15.12.
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Figura 15.4: Sommario di osservazioni di dispersione orizzontale: lateral
standard deviation of puffs plotted as function of travel time.
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Figura 15.5: Single realizations and ensembe average for a puff released in the
model CBL, after Snyder et al. (2002).
246
Figura 15.6: Centerplane concentration averaged over the 33 realizations, at
different times, for a puff released in the model CBL, after Snyder et al. (2002).
Figura 15.7: RMS meandering, relative and total dispersion in lateral direction
for plumes with different initial buoyancy in the model CBL, after Weil et al.
(2002)
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Figura 15.8: RMS meandering, relative and total dispersion in vertical direc-
tion for plumes with different initial buoyancy in the model CBL, after Weil
et al. (2002)
Figura 15.9: Photograph of the instantaneous smoke plume taken from -1000ft
above the source point. The white contrast plates constitute a network of lines
normal to the x axis at the following downwind distances: 31.25, 62.50, 125,
250 and 500m. Their lateral spacing is 5m in the first three rows, 10m in the
250m row, and 20m in the 500m row.
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Figura 15.10: The instantaneous observed standard deviation about the center
of mass, averaged over the ensemble of realizations (open circles) with error
bars; the dispersion associated with the movement of the centreline (triangles);
the total lateral dispersion (full circles). . Upper solid line: Taylor (1921);
lower solid lines: puff growth equation Eq. 74 from Mikkelsen et al. (1987).
Dashed line: puff growth equation from Smith and Hay(1961, qjrms,87,82-101:
the expansion of clusters of particles in the atmosphere)
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Figura 15.11: Plume lateral and vertical standard deviations, and plume mean
height. Left: hs = 0.029m, right:hs = 0.117m. The wind tunnel is the same
of RUSHIL experiment. Symbols: data; for standard deviations: continuous
line: Taylor formula; dashed line (only in the vertical case): Taylor formula
corrected with the mean plume height z: σ2z = 2w
′2Tzt+ (z − hs)2.
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Figura 15.12: Measurements of x3 from sources near the surface in convective
conditions (Willis and Deardorff, 1976): triangles hs/h = 0.05, circles hs/h =
0.067. Lines: Eq. 15.67.
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Capitolo 16
Modelli di dispersione
16.1 Preliminary observations
The equations describing position of a particle, Eq. 15.2, is a Lagrangian
expression of the transport problem. On the other hand, it is customary in the
dispersion problems to utilize the concentration of a tracer (a pollutant) and
the appropriate Eulerian equation, namely the adection-diffusion equation.
The link between the two descriptions arises from a well known mathema-
tical result (see for instance Risken (1989); in particular for an introductory
discussion, Par. 1.2.3). Let z the vector of dimensions N defining the state
of the particles: for instance, if we identify z with the position of independent
particles then N = 3, whereas N = 6 needs as positions and velocities have
to be accounted for. If we want to investigate relative dispersion, we need
to define the state of a pair of particles, so N = 12 is necessary to describe
position and velocity of particle pairs.
Let p the probability density function (pdf) of z:
p(z; t|z0, t0) = ∂
N
∂z1∂z2...∂zN
P (yi < zi|z(t0) = z0) ∀i (16.1)
where the initial state of the system (at t = t0) is given by z0 and P is the
probability.
We assume that the evolution of the state of the system is described by
the Langevin equation (LE):
dzi = αi(z, t) dt+ βij(z, t) dWj(t) (16.2)
where dWj(t) is a Wiener process such that
dWi(t) = 0 , dWi(t) dWj(s) = δijδ(t− s) ds dt (16.3)
then the pdf of z satisfies the Fokker-Planck equation (FPE):
∂p
∂t
= − ∂
∂zi
(αip) +
∂2
∂zi∂zj
(
β2ij
2
p
)
(16.4)
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Note that the second contition in Eq. 16.3 may be written (Gardiner, 1990,
par. 4.2.6f):
∫ t
0
A(t′) dW (t′)
∫ t
0
B(s′) dW (s′) =
∫ t
0
A(t′)B(t′) dt′ (16.5)
Then, this result gives us the link between the Lagrangian description of
the evolution of the state of each particle, Eq. 16.2 and the probability density
field of finding particles with state z at time t, given that the initial state is z0
at t0, Eq. 16.4. Because the marginal pdf of the positions is proportional to
the mean concentration, this results leads to a link with the diffusion equation
description.
16.1.1 Note aggiuntive
Lo schema presentato contempla il caso piu’ semplice: traccianti che si com-
portano come il fluido e che non reagiscono.
In generale occorre estendere lo schema almeno in due direzioni:
inquinanti reattivi (e qui occorre sapere se si tratta di reazioni che possono
essere modellate considerando la concentrazione media su un volume, o le
fluttuazioni)
inquinanti dotati di inerzia (particelle pesanti: tipicamente gli aerosol di
dimensioni puo’ grandi di qualche micrometro)
16.2 The Thomson (1987) formulation for absolute
dispersion modelling
16.2.1 The derivation of the LE equation terms
The previous considerations can be applied to model absolute dispersion in
very high Reynolds number flow (so that the inertial subrange extends to very
small spatial scales and viscosity effects will be neglected).
A fluid particle trajectory is given by
dxi = vi dt (16.6)
where vi(t) ≡ ui(x, t), being u the Eulerian velocity of the flow (i.e. the
solution of the Navier Stokes equations). As far as u is unknown, a model for
the velocity v is necessary:
dvi = ai(x,v, t) dt+ bij(x, t) dWj (16.7)
The model formulation must be made in such a way that the statistical
properties (at least, some statistical properties) of the vector z are the same
as for ’true’ particles, whose motion is exactly determined by the (unkno-
wn) solution of the Navier-Stokes equations. Of course, each realisation does
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not correspond to an actual trajectory (note also that the trajectory estima-
ted from the stochastic equation is continuous but not differentiable). The
challenge is to obtain the correct forms for ai and bi.
A couple of remarks about 16.7 has to be made.
To avoid ambiguities (see van Kampen (1981)), we chose the tensor bij
independent on v. Secondly, in general βij is non-diagonal, as in 16.2, whe-
reas we have chosen to have only one component of noise for each velocity
component; this choice will be shown to be consistent with the requirements
(the small scale isotropy) of Kolmogorov (1941) theory.
The second order moment of the velocity increments can be derived from
16.7:
dvi dvj = bikbjl dWk dWl +O( dt3/2) ' bikbjlδkl dt ≡ Bij dt (16.8)
for dt small with respect to a time scale appropriate for the equation: at first
glance, such scale should be O(|v|/|a|).
In order to be consistent with the inertial subrange relation for Lagrangian
velocity increments:
(vi(t)− vi(t0))(vj(t)− vj(t0)) = C0ε(t− t0)δij (16.9)
it must be
Bij = C0εδij (16.10)
so that we can define
Bij = B˜δij , B˜ = C0ε (16.11)
and the amplitude of the noise term in Eq. 16.7 can be defined consistently
bii =
√
C0ε , ∀i (16.12)
This suggests also that dt must belong to the inertial subrange.
Thus 16.6 and 16.7 are candidate for modelling fluid particle trajectories,
consistently with the inertial subrange properties as far 16.12 is satisfied.
The dissipation ε is usually estimated through macroscopic variables as in
Eq. 4.22 (Tennekes, 1982)
ε =
2u′2i
C0Ti
(16.13)
where u′2i is the variance of the i-th component of the turbulent field (if iso-
tropic, two-thirds of TKE: TKE ≡ 1/2q2 = 1/2(u′21 + u′22 + u′23 ) and Ti is the
Lagrangian decorrelation time scale, which does not correspond in general to
the Lagrangian integral time (Maurizi and Lorenzani, 2001).
To obtain ai the FPE is considered. In this case we have N = 6 and
zi = xi (16.14)
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zi+3 = vi (16.15)
αi = vi (16.16)
αi+3 = ai (16.17)
βi+3,i+3 = (C0ε)
1/2 , i = 1, 2, 3 (16.18)
whereas for the other indexes βij = 0. Thus the FPE, 16.4, becomes
∂p
∂t
= − ∂
∂xi
(vip)− ∂
∂vi
(aip) +
C0ε
2
∂2p
∂vi∂vi
(16.19)
Eqs. 16.6 and 16.7 describe the evolution of the state of a particle, from
the initial point (x0,v0) at time t0 to (x,v) at time t.
From the transition probability, the concentration of tracer particles from
a source can be computed.
If S(x0,v0; t0) is the number of marked particles in the initial position
(in the state space) for time interval, volume and velocity range (namely, the
source) then
n(x,v; t) =
∫
d3x0
∫
d3v0
∫
t0<t
dt0 p(x,v; t|x0,v0; t0)S(x0,v0; t0) (16.20)
is the number of tracer particles for volume and velocity range found in the
final position. It must be noticed that Eq. 16.4 does not depend on the initial
state, so it is satisfied by n as well as by p.
Then, integrating n over velocity gives the number of particles for volume
range, i.e. the average concentration:
c(x; t) =
∫
d3vn(x,v; t) (16.21)
Now we define the source to be equal to the mean density of the fluid ρ
(which is the probability of finding fluid particles in a given volume, multiplied
by the mass of the particles themselves: in what follows, we shall avoid to
introduce the mass just defining density as the number of particles for unit
volume) times the Eulerian probability density function of the velocity pE :
S = ρ(x0, t0)pE(v0;x0, t0)δ(t0) (16.22)
According to this definition, the source is made by the fluid particles lea-
ving all the possible initial position, with initial velocity distributed as the
flow velocity (namely, the Eulerian velocity distribution), and the integration
in 16.20 is made over the entire space and velocity domain. Then n must be
the number (for volume and velocity range) of the fluid particles in the final
position, i.e. n = ρ(x, t)pE(v;x, t). In a slightly different form, this point was
formulated by Novikov (1986) and Thomson (1987).
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In a constant density fluid, substituting 16.22 in Eq. 16.20 (namely, inte-
grating over the initial time and over the entire space and velocity domain),
we get
pE(v;x, t) =
∫
d3x0
∫
d3v0p(x,v; t|x0,v0; t0)pE(v0;x0, t0) (16.23)
Thomson (1987) observed that if p is a solution of 16.19 also pEρ must
be a solution. This is the so called Well Mixed Condition (WMC): particles
mixed at a given time must remain mixed at any later time. Then 16.19 may
be written for pEρ, for a constant density flow ρ can be simplified and because
the Eulerian pdf is assumed to be known, it becomes an equation for ai:
∂
∂ui
(aipE) =
C0ε
2
∂2pE
∂ui∂ui
− ∂pE
∂t
− ui∂pE
∂xi
(16.24)
where the effects of unsteadyness and of inhomogeneity of the flow on the drift
coefficient are put into evidence by the presence of derivatives of the velocity
pdf .
Eq. 16.24 may be written as:
aipE =
C0ε
2
∂pE
∂ui
+Φi(x,u, t) (16.25)
∂Φi
∂ui
= −∂pE
∂t
− ∂uipE
∂xi
(16.26)
with the condition |Φ| → 0 as |u| → ∞. Note that any solenoidal field
decaying fast enough can be added to Φi (non uniqueness of the solution). In
the one-dimensional case, this indeterminacy does not arise.
16.2.2 Comments and shortcomings
The use of FPE implies the knowledge of the Eulerian pdf field. We know at
best some moments, possibly measured in a few points. In general a model
for the pE must be adopted: see Maurizi and Tampieri (1999); Tampieri et al.
(2001).
A different possibility is based on the moment approximation, exploited
by Kaplan and Dinar (1993). This approach has been recently used for the
one-dimensional, steady case, by Franzese et al. (1999). These authors made
the assumption that the drift term can be expressed as a second order poly-
nomial in the velocity a(u, x) = α(x)u2 + β(x)u + γ(x), and the parameters
are determined deriving from the relevant FPE, 16.24, expressions for the first
three moments of u. These expressions are of course functions of the para-
meters, which are determined equating the expressions to the measured (or
estimated) moments. This assumption has been shown to work approximately
in a limited velocity range, so its applicability is problem dependent.
As outlined before, the solution for ai is not unique, and it is unclear how
to introduce criteria for selecting among the different solutions. Equivalent
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solutions for Gaussian pE has been discussed by some authors (see for instance
Borgas and Sawford (1994)).
To date, however, the WMC represents the way to utilize at the best all
the available informations about the Eulerian velocity field.
16.2.3 A solution with Gaussian pE
A simple model for pE is the Gaussian distribution for the velocity u = u+u
′,
with average u(x, t) and covariance matrix Vij(x, t) = u′iu
′
j :
pE(u) =
1
(2pi)3/2 det(V )1/2
exp
(
−1
2
u′i(V
−1)iju′j
)
(16.27)
A solution for ai reads:
ai = −C0ε
2
(V −1)iku′k +
Φi
pE
(16.28)
Φi
pE
=
1
2
∂Vil
∂xl
+
∂ui
∂t
+ ul
∂ui
∂xl
+
+
[
1
2
(V −1)lj
(
∂Vil
∂t
+ um
∂Vil
∂xm
)
+
∂ui
∂xj
]
u′j +
+
1
2
(V −1)lj
∂Vil
∂xk
u′ju
′
k (16.29)
Remark that in this expression the variances refer to the entire Eulerian
velocity field (i.e., the ensemble average as required in the Reynolds equations).
If the correlation terms can be neglected, then the three-dimensional process
reduces to three one-dimensional independent processes.
16.2.4 A simple exercise: the 1D, homogeneous steady case
with zero mean velocity
Let us simplify the previous case to one dimension and put u = 0 (thus u = u′).
Then pE reads:
pE(u) =
1
(2pi)1/2u2
1/2
exp
(
− u
2
2u2
)
(16.30)
The drift term becomes:
a = −C0ε
2u2
u = − u
T
(16.31)
being T the integral Lagrangian time scale (see Eq. 16.13). The full model
reads:
dx = v dt (16.32)
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dv = − v
T
dt+ (C0ε)
1/2 dW = − v
T
dt+
(
2u2
T
)1/2
dW (16.33)
with initial conditions x(0) = 0 and v(0) ≡ v0, with v0 = v0 + v′0. Here v is
the velocity of the sample particle.
The stochastic equation 16.33 can be integrated (Gardiner, 1990, pag.
106). Putting
w = v exp(t/T ) (16.34)
then
dw = dv exp(t/T ) +
v
T
exp(t/T ) dt =
(
2u2
T
)1/2
exp(t/T ) dW (16.35)
By integrating
w(t)− w(0) =
(
2u2
T
)1/2 ∫ t
0
exp(t′/T ) dW (t′) (16.36)
and substituting with Eq. 16.34
v(t) = v0 exp(−t/T ) +
(
2u2
T
)1/2 ∫ t
0
exp[−(t− t′)/T ] dW (t′) (16.37)
As an example, the first two moments of the velocity may be computed.
The average velocity reads:
v(t) = v0 exp(−t/T ) +
(
2u2
T
)1/2 ∫ t
0
exp[−(t− t′)/T ] dW (t′) (16.38)
i.e., thanks to the first statement in 16.3
v(t) = v0 exp(−t/T ) (16.39)
The correlation function v(t)v(s) reads:
v(t)v(s) = v20 exp[−(t+ s)/T ] +
+
(
2u2
T
)∫ t
0
∫ s
0
exp[−(t− t′)/T ] exp[−(s− s′)/T ] dW (t′) dW (s′) (16.40)
Let consider the case of t > s. Using the second statement in 16.3 dW (t′) dW (s′) =
δ(t′ − s′) dt′ ds′ the second integral of eq. 16.40 may be rewritten as follows:∫ t
0
∫ s
0
exp[−(t− t′)/T ] exp[−(s− s′)/T ] dW (t′) dW (s′) =
=
∫ s
0
∫ s
0
exp[−(t− t′)/T ] exp[−(s− s′)/T ] dW (t′) dW (s′) +∫ t
s
∫ s
0
exp[−(t− t′)/T ] exp[−(s− s′)/T ] dW (t′) dW (s′) (16.41)
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where the second part is zero because t′ (s < t′ < t) never superimpose with
s′ (0 < s′ < s) and thus in δ(t′ − s′) t′ 6= s′.
Then integrating in t′:
v(t)v(s) =
= v20 exp[−(t+ s)/T ] +
(
2u2
T
)∫ s
0
exp[−(t+ s− 2s′)/T ] ds′ = (16.42)
= v20 exp[−(t+ s)/T ] +
(
2u2
T
)
exp[−(t+ s)/T ]T
2
[exp(2s/T )− 1] =
= (v20 − u2) exp[−(t+ s)/T ] + u2 exp[−(t− s)/T ] (16.43)
If s > t the same procedure must be made, integrating in ds′ and reducing
to an integral in dt′ from 0 to t, leading to an expression like 16.43 with s
instead of t and viceversa. The general form for the correlation then results:
v(t)v(s) = (v20 − u2) exp[−(t+ s)/T ] + u2 exp[−|t− s|/T ] (16.44)
The time correlation for the total velocity is commonly written in terms
of delay τ = |t− s|:
R(t, τ) = v(t+ τ)v(t) = [v20−u2] exp
(
−2t+ τ
T
)
+u2 exp(−τ/T ) , τ > 0(16.45)
Note that for lag time τ = 0 the velocity variance is a function of time, because
at initial time the velocity variance of the particles is allowed to be different
from that of the flow:
R(t, 0) ≡ v2(t) = [v20 − u2] exp
(
−2t
T
)
+ u2 (16.46)
and the Lagrangian structure function of second order reads:
(v(t)− v0)2 = u2 − (u2 − v20) exp(−2t/T ) + v20[1− 2 exp(−t/T )] (16.47)
showing that particle velocity goes to equilibrium with the flow velocity in half
the time scale.
If the particels are in equilibrium with the flow since t = 0, namely, v20 = u
2,
the time correlation for the fluctuations reads as usual:
R(τ) = v′(t+ τ)v′(t) = u2 exp(−τ/T ) , τ > 0 (16.48)
and the Lagrangian structure function of second order shows the correct
inertial subrange behaviour:
(v′(t)− v′0)2 ' 2u2
t
T
, t < T (16.49)
Some statistics concerning the particle position can be computed. The
mean position is computed by integrating Eq. 16.37 and averaging:
x(t) = v0T [1− exp(−t/T )] (16.50)
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The position second moment is obtained from the definition
x(t)2 =
∫ t
0
dt1
∫ t
0
dt2v(t1)v(t2) (16.51)
Using Eq. 16.44 it results
x(t)2 = (v20 − u2)
∫ t
0
dt1
∫ t
0
dt2 exp[−(t1 + t2)/T ] +
+u2
∫ t
0
dt1
∫ t
0
dt2 exp[−|t1 − t2|/T ] (16.52)
The first integral becomes∫ t
0
dt1
∫ t
0
dt2 exp[−(t1 + t2)/T ] = T 2[1− exp(−t/T )]2 (16.53)
The second one becomes ∫ t
0
dt1
∫ t
0
dt2 exp[−|t1 − t2|/T ] =
=
∫ t
0
dt1
∫ t1
0
dt2 exp[−(t1 − t2)/T ] +
∫ t
0
dt1
∫ t
t1
dt2 exp[−(t2 − t1)/T ] =
= 2Tt+ 2T 2[exp(−t/T )− 1]( 6.54)
It results
x(t)2 = T 2(v20 − u2)[1− exp(−t/T )]2 + 2u2Tt− 2u2T 2[1− exp(−t/T )](16.55)
See for analogous computations Monin and Yaglom (1971, pag 557) and
Pope (2000, pag. 499-502).
The ballistic t  T and asymptotic t  T regimes can be found for the
fluctuations of velocity and for the displacements relative to the mean. (To
investigate the ballistic and the transition regimes, the exponential function
must be developed in series up to the third order: 1 − exp(−t/T ) ' t/T −
t2/2T 2 + t3/6T 3).
v′2(t) ' v20 , x2(t) ' v20t2 (16.56)
v2(t) ' u2 , x2(t) ' 2u2Tt (16.57)
and the transition occurs with a t3 correction
x2(t) ' v20t2 −
(
v20 −
2
3
u2
)
t3
T
(16.58)
whose sign is positive or negative depending on the value of the initial velocity
with respect to the Eulerian equilibrium velocity. If the source is in equilibrium
with the flow, the coefficient of t3 is given by −C0ε/6.
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16.2.5 The mean shear example
Let us consider the simple case of homogeneous steady turbulence (pdf(u′)
independent on position and time) in a mean shear flow u1(x3) = Γx3. For
this case the exact solution is known: Monin and Yaglom (1971, pag. 556).
Then u = (Γx3 + u
′
1, u
′
2, u
′
3) ≡ (Γz + u′, v′, w′) and compute the second order
moments of the positions xixj . The initial position is x(0) = 0:
For the corresponding stochastic model, in case of no cross correlations
u′iu
′
j = 0 the drift term reads (Ti defined as in Eq. 16.13):
a1 = −v1 − u1(x3)
T1
+
du1
dx3
v3 ≡ −v1 − u1
T1
+ Γv3 (16.59)
ai = − vi
Ti
, i = 2, 3 (16.60)
and shows that the coupling of the mean flow gradient with the fluctuations
in the direction of the gradient is necessary to fulfill the WMC.
The velocity gradient term introduces a time scale Ts = |( du1/ dx3)−1|,
on which inhomogeneity acts. Fig. 15.3 shows some simulations of disper-
sion from a point source, for a uniform flow and for three different gradients.
The position variance departs from the uniform case as the time elapsed is
comparable with Ts.
16.2.6 Discussion of the non Gaussian case
For non Gaussian cases (which are expected to be frequent in geophysical
flows) in general a solution like 16.28 and 16.29 is not available. Some hint
can be obtained looking at 16.24 in the one dimensional, steady case. It reads:
apE =
C0ε
2
∂pE
∂u
+Φ ,
∂Φ
∂u
= −u∂pE
∂x
(16.61)
and thus
Φ = −
∫ u
−∞
u′
∂pE
∂x
du′ = − ∂
∂x
∫ u
−∞
u′pEdu′ (16.62)
In general a numerical integration needs. For instance, if the Maximum
Missing Information pdf Jaynes (1957) is used:
pE(u, x) = exp
(
−
M∑
k=0
λk(x)u
k
)
(16.63)
withM even and the coefficients λk obtained from the normalization condition
and from the knowledge of the first M moment. For M = 2 this pdf reduces
to a Gaussian distribution.
Using 16.63 a polynomial expression for the drift term in the homogeneous
non Gaussian case, from 16.61, is obtained:
a = −C0ε
2
M∑
k=1
kλku
k−1 (16.64)
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16.3 A different model formulation
In geophysical applications, Lagrangian Stochastic Models are usually formu-
lated in terms of fluctuation about a mean flow. The mean flow can be the
flow field that results from a circulation model or a measured field (e.g., from
drifters). Mean flow from models is intended as an ensemble average when
Reynolds-averaged equations (i.e., when stresses depend on the flow and not
on the grid dimension) are considered. On the other hand, in cases of in-
stantaneous filtered flow field (Large Eddy Simulations), fluctuations are a
measure of the subgrid turbulence and depend on the grid size (e.g., for the
Smagorinsky model, to consider a very simple example). An application of
the Thomson (1987) formalism to LES is presented by Weil et al. (2004).
For sake of simplicity let us consider a statistically stationary and homo-
geneous fluctuating field u′ (with Gaussian distribution) about a mean flow u
function of position x and time t. Thus:
u(x, t) = u(x, t) + u′ ,
∂pE(u
′)
∂t
=
∂pE(u
′)
∂xi
= 0 (16.65)
The formulation of the stochastic model for the velocity, Eq. 16.7, can be
made in terms of the fluctuating components:
dv′i = a
′
i(x,v
′) dt+ (C0ε)1/2 dWi (16.66)
Consistently, Eq. 16.6 reads
dxi =≡ vi dt =
[
ui(x, t) + v
′
i
]
dt (16.67)
which actually states that the motion of a passive tracer has to be considered
as the motion following the mean flow plus a fluctuation. (Because fluctuations
are correlated in time as a result of Eq. 16.66, the model has to be considered
Markovian for the joint variable (x,v) where v ≡ u+ v′).
As the formulation of the stochastic model requires the use of a Fokker-
Plank equation associated to the LE, the correct formulation requires the
correct definition of the process equations. The velocity increment is:
dvi = dui + dv
′
i (16.68)
where the mean velocity variation along a fluid particle trajectory is
dui =
[
∂ui
∂t
+
(
uk + v
′
k
) ∂ui
∂xk
]
dt (16.69)
Therefore, the final form of the stochastic model is
dxi =
[
ui(x) + v
′
i
]
dt (16.70)
dvi =
[
∂ui
∂t
+ uk
∂ui
∂xk
+ v′k
∂ui
∂xk
+ a′i(x,v
′)
]
dt+ (C0ε)
1/2 dWi (16.71)
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in which the first two terms on the r.h.s. of 16.71 evidences the contribution
from the spatial variation of the mean flow. The associated Fokker-Planck
Eq.16.4 gives the solution for ai; using 16.28 and 16.29 and assuming that the
second order moments are steady and homogeneous we get
ai = − v
′
i
Ti
+
∂ui
∂t
+
(
uk + v
′
k
) ∂ui
∂xk
(16.72)
so that
a′i = −
v′i
Ti
(16.73)
according to 16.71.
The third term of the r.h.s. of Eq. 16.71 describes the coupling between
the fluctuating field and the inhomogeneous mean field. The inhomogeneity
introduces a time scale Ts = |∂ui/∂xk|−1, so this coupling may be neglected
if Ti << Ts and we are interested in times smaller than Ts.
16.3.1 A simple application to the shear case
For the 2D shear case we get:
du = w′
du
dz
, dw = 0 (16.74)
Thus the model reads:
dx = u dt, dz = w′ dt (16.75)
du =
(
w′
du
dz
− u
′
T
)
dt+(C0ε)
1/2 dW1 =
(
w′
du
dz
− u− u
T
)
dt+(C0ε)
1/2 dW1(16.76)
dw′ = −w
′
T
dt+ (C0ε)
1/2 dW3 (16.77)
16.3.2 Some comments
The previous approach is straighforward as the velocity field can be divided
in a resolved, deterministic part and a unresolved part. This is the case for
RANS or LES numerical integrations, as far as dispersion application are
concerned.The question concerns the determination of the drift and diffusion
coefficients.
Weil et al. (2004) use the Lagrangian time given by Eq. 4.22, but the
velocity variance is that of the unresolved (sub-grid) motion.
Attention must be paid if the deterministic part of the flow field is modelled
by more than one stochastic process. An example is made by Pasquero et al.
(2001). See also Maryon (1998). The need of splitting the flow field into two
parts with different correlation times arises from geophysical observations. The
description by the sum of two stochastic processes can be adopted if they are
independent each other, but the correct definition of the drift and diffusion
coefficients needs attention.
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Capitolo 17
The diffusive model: N = 3
17.1 The stochastic model for a diffusion process:
the case with N = 3
The model with N = 6 has a limiting behaviour consistent with a diffusion
process: for t > T the particles forget the initial conditions and their variance
grows as t. It is interesting to investigate the possibility to develop a model
(with N = 3) for this stage. LE reads:
dxi = vi dt+ βij dWj (17.1)
with reference to Eq. 15.25, with initial condition xi(0) = xi0.
Defining Dij = β
2
ij/2, the FPE equation corresponding to the previous
model reads:
∂p
∂t
= −∂vip
∂xi
+
∂2
∂xi∂xj
(Dijp) (17.2)
The same equation holds for c:
∂c
∂t
= − ∂
∂xi
[(
vi − ∂Dij
∂xj
)
c
]
+
∂
∂xi
(
Dij
∂c
∂xj
)
(17.3)
Eq. 17.3 shall be compared with the Reynolds averaged equation for c:
∂c
∂t
= − ∂
∂xj
(
ujc+ u′jc′
)
(17.4)
where the turbulent flux term c′u′j appears.
Thus, the diffusion coefficient arises from a flux-gradient relationship:
u′jc′ = −Dij
∂c
∂xi
(17.5)
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and the drift velocity accounts for the mean flow velocity and the inhomoge-
neities of the diffusion coefficient:
vi = ui +
∂Dij
∂xj
(17.6)
A similar identification is made by Thomson (1995). The same couple of
equations 17.1 and 17.3 are discussed by Mazzino et al. (2005), their Eqs. 11
and 8.
Un caso particolare
We consider now the simple case of motion independent on each direction:
βij = βiδij and look for a proper definition for βi. (Note that [β] = LT
1/2:
the square root of a diffusion coefficient.)
The solution for the first and second moment is given by Gardiner (1990,
pag. 102) (note that vi is a nonrandom function of time):
xi(t) = xi0 +
∫ t
0
vi dt
′ (17.7)
[xi(t)− xi(t)]2 =
∫ t
0
βi(t
′)2 dt′ (17.8)
If vi = 0 and βi is constant along the trajectory: xi(t)2 = β
2
i t.
Comparing with the exact solution for homogeneous steady flow by Taylor
(1921) for t > Ti we identify vi as the mean flow velocity ui and βi =
√
2u2iTi =√
2Di, constant in time and space. (This model holds for long times.)
The corresponding FPE can be derived. We have:
zi = xi (17.9)
ai = vi ≡ ui (17.10)
βij =
√
2u′2i Tiδij (17.11)
and the FPE reads
∂p
∂t
= −∂uip
∂xi
+
∂2
∂xi∂xi
(Dip) (17.12)
and this is the advection-diffusion equation for the mean concentration c:
∂c
∂t
+ ui
∂c
∂xi
= Di
∂2c
∂x2i
(17.13)
as the diffusion coefficient is independent on position (consistent with the
previous assumptions of steadyness and homogeneity) .
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17.1.1 Reduction of Eq. 16.19 to Eq. 17.2
Remember that Eq. 16.19 is satisfied bt n given by Eq. 16.20:
∂n
∂t
= − ∂
∂xi
(vin)− ∂
∂vi
(ain) +
C0ε
2
∂2n
∂vi∂vi
(17.14)
and that the average concentration is given by Eq. 16.21.
We can integrate Eq. 17.14 over the velocity in order to get an equation
for the average concentration. For instance:
∫
d3v
∂n
∂t
=
∂c
∂t
(17.15)
Assuming that n = 0 at the boundary of the integration volume in d3v,
namely for infinite modulus of the velocity, and that ∂n/∂ν = 0 on the same
boundary, being ν the outward normal to the boundary, we can use Gauss and
Green theorems to reduce Eq. 17.14 to
∂c
∂t
= − ∂
∂xi
∫
d3v (vin) (17.16)
Let us write the particle velocity vi = ui+v
′
i. In the integration, dvi = dv
′
i.
Thus
∂c
∂t
= −ui ∂c
∂xi
− ∂
∂xi
∫
d3v′
(
v′in
)
(17.17)
The integral in the last term is identified as the turbulent flux.
17.2 The diffusion coefficient in complex flows
Although its meaning is not clear, it is usual to treat many problems using
a diffusion coefficient in complex flows (for instance, in conditions of inhomo-
geneity or unsteadiness of the velocity field). Is it possible to have some hint
about the structure of this coefficient?
17.2.1 The diffusive limit of the Thomson (1987) solution
Thomson (1987) gives an estimate of the diffusion coefficient of a process with
N = 6 in the limit of the correlation time going to zero:
Dij = −
∫
(ui − ui)Gj d3u (17.18)
where Gk is a solution of an equation involving the Eulerian pdf (Thomson
(1987), pag. 541).
There are analytical solution in few cases: if ai is a linear function of u
′
i.
In the one dimensional case, in particular:
D =
∫
2q2
C0εpE
du (17.19)
with
q =
∫ u
−∞
(u˜− u)pE(u˜) du˜ (17.20)
from which it is evident that the diffusion coefficient depends on the space and
time structure of the Eulerian pdf of the flow.
In the Gaussian case with constant (in space) variance the standard ex-
pression is recovered:
D =
2u′2
2
C0ε
(17.21)
17.2.2 The multiple scale analysis for preasymptotic transport
Further hint in the problem can be obtained looking at a different approach.
According to Mazzino et al. (2005), if the velocity field is decomposed in a
large scale and a small scale parts vi = Ui+ ui, so that the diffusion equation
for the scalar c
∂c
∂t
+ vi
∂c
∂xi
= D0
∂2c
∂xi∂xi
(17.22)
and the corresponding stochastic equation
dxi = vi dt+
√
2D0 dWi (17.23)
may be written for the ’large scale’ averaged scalar field cL
∂cL
∂t
+
∂U
(E)
i cL
∂xi
=
∂2D
(E)
ij cL
∂xi∂xj
(17.24)
dxi = U
(E)
i dt+
√
2D
(E)
ij dWj (17.25)
where
U
(E)
i = Ui +
∂Dij
∂xj
(17.26)
D
(E)
ij =
Dij +Dji
2
(17.27)
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Figura 17.1: Effective eddy diffusivity, after Mazzino et al. (2005). Solid line:
approximate solution; dashed line: exact solution.
and Dij is dependent on the ’large scale’ velocity field and is defined by a
proper equation (a perturbative solution is described in the cited paper). The
dispersion is essentially independent on the small-scale diffusion coefficient D0.
A graph of D
(E)
xx for the particular case of a small scale cellular velocity
field superimposed to a large scale shear in the x direction
U = (U sin(ky), 0) (17.28)
with characteristic lenght scale L = 2pi/k and amplitude U , is reported in Fig.
17.1.
17.3 Alcune soluzioni dell’equazione di diffusione
17.3.1 Caso 1D, sorgente puntiforme istantanea
Una sorgente puntiforme ed istantanea: S(t) = δ(t) posta in x = 0. Il campo
iniziale e’ zero dovunque: c(x, t) = 0. La soluzione dell’Equazione 17.13 e’
data da
c(x, t) =
1
(2pi)1/2(2Dt)1/2
exp
[
−(x− ut)
2
4Dt
]
(17.29)
Posso calcolare i primi momenti della posizione delle particelle:
〈x(t)〉 =
∫∞
−∞ xc(x, t)dx∫∞
−∞ c(x, t)dx
= ut (17.30)
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〈(x(t)− 〈x(t)〉)2〉 =
∫∞
−∞(x− 〈x〉)2c(x, t)dx∫∞
−∞ c(x, t)dx
= 2Dt (17.31)
Questa soluzione e’ il prototipo di modello per tempi lunghi, puramen-
te diffusivo. Vista la forma della distribuzione, da’ il nome alla numerosa
e famigerata famiglia di modelli gaussiani. Si possono esaminare soluzioni
per sorgenti continue (soluzioni stazionarie). Si sono formulate estensioni per
tenere conto di una (il suolo) o due (il suolo e l’altezza dello strato limite)
superfici che limitano la dispersione. Si possono formulare (ed eventualmente
risolvere numericamente) problemi con coefficiente di dispersione variabile con
le coordinate. In ogni caso, il modello con N = 3 non e’ consistente con la
teoria della dispersione turbolenta per tempi t < T , mentre e’ valido nel caso
opposto.
17.3.2 Soluzione stazionaria per sorgente continua
L’Eq. 17.13 si riduce nel caso stazionario a
ui
∂c
∂xi
= D
∂2c
∂x2i
(17.32)
dove assumo che il coefficiente di diffusione sia isotropo.
Posto u = (ui, 0, 0), e definita una sorgente continua e puntuale Q in
x = (0, 0, 0), si ha
c(x) =
Q
4piDr
exp
[
−u1(r − x1)
2D
]
(17.33)
dove r2 = xixi ovvero
r = x1
(
1 +
x22 + x
2
3
x21
)1/2
(17.34)
Se non ci si allontana troppo dalla retta x2 = 0, x3 = 0,
r ' x1
(
1 +
x22 + x
2
3
2x21
)
(17.35)
e sostituendo r con x1, r − x1 con (x22 + x23)/(2x1) si ottiene
c(x) ' Q
4piDx1
exp
[
− u1
4Dx1
(
x22 + x
2
3
)]
(17.36)
che fornisce l’espressione di base usualmente utilizzata per descrivere il com-
portamento di un ’plume’.
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17.4 La condizione al contorno a z = 0
Formulazione lagrangiana ed euleriana.
Riflessione (∂c/∂z|z=0 = 0) oppure assorbimento (c(x, y, z = 0, t) = 0).
Formulazione attraverso la velocita’ di deposizione vd.
−c′w′ = D∂c
∂z
= Q− vd(c(z)− csuolo) (17.37)
dove Q rappresenta un eventuale flusso dal suolo verso l’atmosfera (la ’sorgen-
te’). Pongo per ora Q = 0.
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Capitolo 18
Particelle pesanti
18.1 Osservazioni introduttive sugli aerosol atmo-
sferici
Gli aerosol (particelle solide o liquide presenti nell’atmosfera) costituiscono un
componente fondamentale dell’atmosfera stessa, in quanto interagiscono con la
radiazione, con gli altri componenti (gas). La qualita’ dell’aria risulta dunque
fortemente influenzata dalla presenza di aerosol.
Nel contesto dello studio dello strato limite, la presenza di aerosol puo’ in-
fluenzare il bilancio radiativo presso il suolo (esempio: le nebbie; la polvere/la
sabbia, la neve sollevata/trasportata dal vento). Alle concentrazioni normali,
non influenza la dinamica. In generale, le particelle solidi costituiscono un
prototipo importante di tracciante dotato di inerzia e di massa (e quindi il suo
moto si differenzia da quello di una particella di fluido, ed e’ influenzato dalle
forze esterne: gravita’ in primo luogo).
La caratterizzazione degli aerosol in atmosfera richiede la conoscenza della
concentrazione, distinta per dimensioni, e la composizione. Vedi Fig. 0 per
distribuzioni caratteristiche, espresse in termini di numero di particelle n(a)
in un intervallo dimensionale (a, a + da), di numero di particelle n(s) in un
intervallo di superfici (s, s+ds) = 4pia(a, a+2da), di numero di particelle n(v)
in un intervallo di volumi (v, v + dv) = 4/3pia2(a, a + 3da). Ogni funzione n
integrata sull’intero dominio fornisce la concentrazione totale in numero, N :
N =
∫ ∞
0
n(a)da =
∫ ∞
0
n(s)ds =
∫ ∞
0
n(v)dv (18.1)
Si vede dunque che, poiche’ [N ] = L−3, le dimensioni delle distribuzioni
sono diverse: [n(a)] = L−4, [n(s)] = L−5, [n(v)] = L−6. Si osserva che il raggio
delle particelle varia indicativamente tra 10−9m e 10−4m.
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Figura 18.1: Cammino libero medio per l’atmosfera standard.
18.2 Dinamica di singola particella
18.2.1 Il numero di Knudsen
L’interazione tra particella solida e fluido dipende in primo luogo dal rapporto
tra il cammino libero medio del fluido λ ed il raggio della particella a (as-
sumiamola sferica; in alternativa, si puo’ usare una quantita’ proporzionale
alla radice cubica del volume, o altre lunghezze che caratterizzano l’aspetto
importante: p.es. il raggio aerodinamico se si parla di moto): tale rapporto e’
chiamato numero di Knudsen Kn:
Kn = λ
a
(18.2)
Per l’atmosfera il cammino libero medio e’ dato da:
λ =
2µ
p(8M/piRT )1/2
(18.3)
dove µ e’ la viscosita’ dell’aria (in kg m−1 s−1), p la pressione (in Pa), M la
massa molare dell’aria (approssimativamente 29 10−3kgmole−1) e T la tem-
peratura assoluta (in K). La costante dei gas R = 8.314J mole−1 K−1. Il
cammino libero medio in atmosfera, sulla base dell’eq. 18.3, e’ riportato in
Fig. 18.1.
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I valori di Kn identificano il regime molecolare: Kn →∞, laddove l’aerosol
si comporta essenzialmente come un gas; il regime continuo: Kn → 0, laddove
la particella ’vede’ il fluido come un continuo. Naturalmente Kn ∼ 1 identifica
un regime di transizione.
18.2.2 La legge di attrito
Chiamiamo D la forza di attrito dovuta alla resistenza del fluido al moto della
particella. Indipendentemente dalla sua espressione, D e’ rivolta in verso
opposto al vettore differenza di velocita’ tra particella e fluido. Si danno
diverse espressioni per questa forza, in dipendenza dal regime di flusso e dalle
dimensioni delle particelle rispetto alla struttura del fluido.
La legge di attrito dovuta a Stokes si basa sulla soluzione delle equazioni
di Navier Stokes per valori del numero di Reynolds calcolato sul diametro
della particella tendenti a zero Rep = 2aU/ν → 0 (per trascurare il termine
di avvezione nell’equazione del moto) e per Kn → 0 (per giustificare l’uso
delle equazioni per il continuo). La forza esercitata dal fluido con velocita’
U lontano dalla particella ferma (U e’ la differenza di velocita’ tra il fluido e
la particella) e’ proporzionale dalla somma del termine viscoso e della forza
dovuta alla pressione, integrata su tutta la superficie: si ha
DS = 6piµaU (18.4)
In the more general case of a particle with velocity vi in a fluid with velocity
ui the friction force reads:
DSi = 6piρνa(ui − vi) (18.5)
Per essere ricavata nella condizione di termini di avvezione nulli la legge
di Stokes vale rigorosamente per accelerazioni nulle.
Si definisce coefficiente di attrito (’drag’) il rapporto tra il modulo della
forza di attrito per unita’ di volume e l’energia cinetica di un cilindro di sezione
a, in moto a velocita’ U , per unita’ di volume:
CD =
D
piρfU2a2/2
(18.6)
Nel caso attuale, si ha
CD = 24R−1ep , Rep < 0.1 (18.7)
Sono state formulate correzioni a questa legge, per tener conto dell’effetto
dell’inerzia (termine di avvezione non nullo) e della nonstazionarieta’ del pro-
blema. E’ nota la correzione dovuta a Oseen (che tiene conto dell’avvezione
linearizzando la velocita’ del flusso u attorno al suo valore imperturbato U ,
e approssimando uj∂ui/∂xj con Uj∂ui/∂xj), che in termini di coefficiente di
attrito si scrive:
CD =
24
Rep
(
1 +
3
16
Rep
)
, 0.1 < Rep < 2 (18.8)
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Figura 18.2: Drag coefficient of a sphere.
Per numeri di Reynolds grandi (indicativamente, Rep > 500) si applica la
legge di attrito dovuta a Newton. In termini di ’drag’ si ha:
CD = 0.44 , Rep > 500 (18.9)
e la legge di attrito diviene
DNi =
pi
2
ρfa
2(ui − vi)|ui − vi|CD (18.10)
La Fig. 18.2 sintetizza le varie espressioni teoriche ed i dati relativi al
coefficiente di ’drag’ per una particella sferica, in funzione del numero di
Reynolds.
Per valori non nulli di Kn si usa una correzione al termine di attrito di
Stokes, eq. 18.4:
D =
DS
Cc
(18.11)
dove
Cc = 1 +Kn
[
1.257 + 0.4 exp(−1.1K−1n )
]
(18.12)
Valori di Cc per un intervallo di dimensioni di rilevanza geofisica sono
riportati in Tabella 18.3.
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Figura 18.3: Slip correction factor. Vedi Seinfeld and Pandis (1998), pag. 464.
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18.2.3 Moto della particella nel campo di gravita’
La prima applicazione della legge di attrito: determinare la velocita’ di sedi-
mentazione in un campo esterno. Esempio tipico: il campo di gravita’.
Data una particella di massa mp = 4/3pia
3ρp che si muove a velocita’ v
in un flusso a velocita’ u, in presenza del campo di gravita’ g = (0, 0,−g), la
legge di forza diventa:
mpa ≡ mp dv
dt
= mpg +D (18.13)
(notare la derivata rispetto al tempo fatta lungo la traiettoria della particella:
e’ una derivata lagrangiana) che riscritta per il regime continuo e per bassi
numeri di Reynolds (|u− v|a/ν < 1) fornisce la relazione
mp
dvi
dt
= −δi3mpg + 6piρfν(ui − vi)a (18.14)
Definisco il tempo di scala del moto della particella, per questa legge di
attrito:
Tp =
mp
6piρfνa
=
2
9
ρp
ρf
a2
ν
(18.15)
e la equazione per la componente verticale della velocita’ della particella
diventa
dv3
dt
= −g + u3 − v3
Tp
(18.16)
Soluzione semplicissima: se u3 = 0, v3(t = 0) = 0 si ha
v3(t) = −Tpg [1− exp(−t/Tp)] (18.17)
e la velocita’ terminale, raggiunta da una particella nel limite t/Tp → ∞ e’
data da v3∞ = −Tpg.
Esercizio: si possono stimare relazioni analoghe per la velocita’ terminale
per il regime ’molecolare’ (Kn →∞) e al variare del numero di Reynolds. Nel
limite di Re  1 il tempo di scala dipende dalla differenza di velocita’.
Vedi Fig. 18.4 e Tabelle 18.5 e 18.6.
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Figura 18.4: Settling velocity of particles in air. Seinfeld, pag.467
Figura 18.5: Seinfeld, tabella 8.2.
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Figura 18.6: Seinfeld, tab. 8.4.
18.2.4 Il moto browniano
Il moto browniano e’ dovuto alla struttura molecolare del fluido che induce
un moto casuale alle particelle solide presenti in esso. Qui basta ricordare che
la varianza di ciascuna componente della posizione delle particelle soggette a
moto browniano e’ data da:
〈x2〉 ' kT
3piµa
t , t >> Tp (18.18)
dove k e’ la costante di Boltzmann e T la temperatura assoluta. Dunque le
particelle diffondono, con un coefficiente di diffusione dato da
DB =
kT
6piµa
=
kT
6piνρfa
(18.19)
Coefficiente di diffusione browniano: Tabella 18.7, Fig. 18.8.
E’ interessante confrontare lo spostamento medio prodotto dalla sedimen-
tazione gravitazionale
zg ≡ gTpt = 2
9
ρp
ρf
ga2
ν
t (18.20)
con lo spostamento dovuto al moto browniano:
〈x2〉1/2 =
(
kT
3piρfνa
)1/2
t1/2 (18.21)
278
Figura 18.7: Seinfeld, pag 480.
Figura 18.8: Seinfeld, pag.474.
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E’ chiaro che per tempi lunghi la sedimentazione gravitazionale prevale sul-
la dispersione browniana. Per tempi brevi tuttavia particelle piccole risultano
soggette a spostamenti tipici maggiori dovuti al moto browniano piuttosto che
alla sedimentazione gravitazionale. Si puo’ quantificare tutto questo:
posto t = 1s si ha
a = 0.1µm, 〈x2〉1/2 ' 20µm, zg ' 4µm;
a = 1µm, 〈x2〉1/2 ' 4µm, zg ' 200µm
18.3 Turbulent dispersion
18.3.1 Introductory observations
Let consider the simplified motion equation for a dense particle in the gravity
field.
Given a particle of mass mp = (4/3)pia
3ρp moving at velocity v in a flow
with velocity u, in presence of the gravity field g = (0, 0,−g), in the continuous
regime and for low Reynolds number (|u− v|a/ν < 1) we have
mp
dvi
dt
= −δi3mpg + 6piρfν(ui − vi) (18.22)
where a is the particle radius, ρp and ρf are particle and fluid densities and ν
the kinematic viscosity.
The particle time scale consistent with this friction law is:
Tp =
mp
6piρfνa
=
2
9
ρp
ρf
a2
ν
(18.23)
The terminal velocity of a particle in a still fluid (for t/Tp → ∞) is vs =
Tpg.
In order to model particle dispersion, some preliminary considerations are
worth. The process is unsteady, because the flow velocity is unsteady, so in
general the particle velocity is different from the flow velocity.
Some relevant scales for the turbulent flow are:
• for the ’viscous’ vortices: LK ∼ (ν3/ε)1/4 and TK ∼ (ν/ε)1/2;
• for vortices of scale l, in the inertial subrange, Ul ∼ (lε)1/3 and Tl ∼
(l2/ε)1/3;
• and finally the time and space integral scales: T ∼ u2/ε e L ∼ u23/2/ε.
These quantities must by compared with the relaxation time of the particle
Tp, Eq. (18.23) and with the terminal velocity vs.
Thus:
• if Tp < TK the particle is expected to follow the velocity fluctuations of
the Eulerian field;
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• if TK < Tp < T the particle follows the fluctuations with time scale
larger than Tp whereas it filters those with a smaller time scale; in other
words, the particle follows the motion of eddies larger than the scale
l ∼ (T 3p ε)1/2, or such that l/a ≤ (2/9)3/2(ρp/ρf )3/2(a/LK)2.
In presence of a gravity field we can compare vs with the turbulent velocity
scale u2
1/2
: if vs << u2
1/2
the gravity effect is negligible.
On the other hand, if the space covered by the particle during a time
interval of the order of the relaxation time vsTp is larger than the Eulerian
correlation scale of the eddies L = Tu2
1/2
the solid particle ’sees’ an almost
uncorrelated velocity field. This condition is equivalent to:
Tp
T
>
u2
1/2
vs
(18.24)
Note that l/vs is the crossing time for vortices of scale l: the particle is
affected by vortices of scale l such that l/vs > Tp (the relaxation time of the
particle is smaller than that of the eddy of scale l and thus the particle has
the time to acquire the eddy velocity).
By summarizing: in general v 6= u (in the same place and time) and the
Eulerian velocity correlation as ’seen’ by the solid particles is different from
that one of the flow (i.e., the Eulerian correlation at all).
18.3.2 A simple analysis (Csanady, 1963)
Let consider the simplified equation (vs = 0):
dv
dt
=
u− v
Tp
(18.25)
Quantities u and v are expressed by Fourier transform:
(u, v) =
∫ ∞
−∞
(uˆ, vˆ) exp(iωt)dω (18.26)
Substituting into Eq. (18.25)
Tpiωvˆ = uˆ− vˆ (18.27)
or
vˆ = (iωTp + 1)
−1uˆ (18.28)
Defining the energy spectra for particle and flow,
(v2, u2) =
∫ ∞
0
(Ep, Ef )dω (18.29)
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Csanady (1963) showed that
Ep(ω) =
Ef
1 + T 2pω
2
(18.30)
or
v2 =
∫ ∞
0
Ef (ω)
1 + T 2pω
2
dω (18.31)
(u− v)2 =
∫ ∞
0
T 2pω
2
1 + T 2pω
2
Efdω (18.32)
The function multiplying Ef (ω) in Eq. (18.30) is ∼ 1 for ω << T−1p and
goes to 0 for ω >> T−1p : it selects the low frequency range of the velocity
spectrum.
18.3.3 The parameterisation of the integral time scales for
particles
Based on the previous considerations, Sawford and Guest (1991) formula-
ted a parameterisation to use LSM for heavy particle dispersion modelling
(practically implemented by Wilson (2000), and other authors).
Let assume that the mean particle velocity is the terminal velocity. Then
three cases are considered:
• for vanishing inertia and vanishing terminal velocity, the particle is
equivalent to a fluid particle (case 1);
• in the limit of large terminal velocity the particle trajectory approaches
a straight line through the fluid and the fluid correlation along the tra-
jecory approximates the Eulerian correlation (with a space separation
equal to vst). In this case, the gravity imposes a specific direction af-
fecting statistics: longitudinal (in the direction of g) vs. lateral (case
2);
• in the limit of large inertia (Tp >> TE) and small terminal velocity
(vs << u′2
1/2
) the particle is stationary and the correlation reduces to
Eulerian fixed point correlation (case 3).
Thus the effective integral time scale for the particle along a trajectory (the
Lagrangian time scale for particle) T (p) is obtained interpolating between the
integral time scale for fluid elements T and the time scale LE/vs appropriate
for large terminal velocities (case 1 to case 2). Note that LE takes different
values for different velocity components: in particular the lenght parallel to
the separation vector (and thus parallel to g) is twice the perpendicular one.
The interpolation formulas are:
T
(p)
‖ = T
[
1 +
(
βvs
σ
)2]−1/2
= T
[
1 +
(
T vs
L
)2]−1/2
(18.33)
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T
(p)
⊥ = T
[
1 +
(
2βvs
σ
)2]−1/2
(18.34)
where β = Tσ/L is the Lagrangian-to-Eulerian scale ratio ( Eq. (4.27)).
These expressions can be used in the Langevin equation describing the
velocity of the flow along the heavy particle trajectory, so the model reads:
dxi = vi dt (18.35)
dvi =
(
ui(x(t), t)− vi
Tp
− gδi3
)
dt (18.36)
dui = ai dt+
√
2σ2/T
(p)
i dWi (18.37)
∂
∂ui
(aipE) =
σ2
T
(p)
i
∂2pE
∂ui∂ui
− ∂pE
∂t
− ui∂pE
∂xi
(18.38)
Note that the case 3 is recovered approximately because T (p) ' T and
being Tp large the effect of viscous drag is negligible, so that dvi ' 0 from
Eq. (18.36).
This model has been used for aerosol dispersion modelling (Wilson, 2000).
A test against laboratory data from Snyder and Lumley (1971), performed by
Sawford and Guest (1991) is summarized in Figs. 18.9 and 18.10. Data for
the particles used in the experiments are reported in Table 18.11.
18.4 Effetti foretici
18.4.1 Termoforesi
Fig. 18.12 e 18.13.
18.4.2 Diffusioforesi
Fig. 18.14 e 18.15.
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Figura 18.9: Reciprocal of the variance of the velocity normalized over the
initial variance as a function of the elapsed time (normalized over t0 = x0/U ,
being x0 the source position in the experimental setup and U the mean flow
velocity), for the experiment of dispersion in decaying turbulence by Snyder
and Lumley (1971). Symbols refer to the model simulation by Sawford and
Guest (1991), lines to the experimental data. The passive scalar simulation is
represented by the lowest line.
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Figura 18.10: Variance of the position normalized over the initial variance and
time of the simulation as a function of the elapsed time, for the experiment
of dispersion in decaying turbulence by Snyder and Lumley (1971). Symbols
refer to the model simulation by Sawford and Guest (1991), lines to the ex-
perimental data. the passive scalar simulation is represented by the highest
line.
Figura 18.11: Data for the Figs. 18.9 and 18.10.
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Figura 18.12: .
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Figura 18.13: .
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Figura 18.14: .
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Figura 18.15: .
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Capitolo 19
Deposition and removal
processes
19.1 Dry deposition
In the constant flux layer, let define the dry deposition velocity for gases, vd:
c′w′ = −D∂c
∂z
= Q− vdc(z) (19.1)
dove Q rappresenta un eventuale flusso dal suolo verso l’atmosfera (la ’sorgen-
te’). Pongo per ora Q = 0.
We can select different layers, in the fully turbulent layer, in the laminar
sublayer, and just at the interface between air and surface: thus it is common
to write
−c′w′ ≡ vdc(z2) = c(z2)− c(z1)
ra
=
c(z1)− c(0)
rb
=
c(0)
rc
(19.2)
see Fig. 19.1: z2 must lie in the fully turbulent sublayer, z1 is at the transition
between turbulent and laminar layers, the ground level, but still in the atmo-
Figura 19.1:
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sphere, is assumed at z = 0, and the interface is assumed to have negligible
thickness.
Then
c(z2)
v−1d
=
c(z2)− c(z1) + c(z1)− c(0) + c(0)
v−1d
=
=
c(z2)− c(z1)
v−1d
+
c(z1)− c(0)
v−1d
+
c(0)
v−1d
=
=
ra
v−1d
c(z2)− c(z1)
ra
+
rb
v−1d
c(z1)− c(0)
rb
+
rc
v−1d
c(0)
rc
(19.3)
and because of Eq. 19.2 (c(z2)− c(z1))/ra = c(z2)/v−1d (the same holds for rb
and rc terms) the previous equation becomes
1 =
ra
v−1d
+
rb
v−1d
+
rc
v−1d
(19.4)
or
v−1d = ra + rb + rc (19.5)
ra is called aerodynamic resistance and is representative of the turbulent
flux in the surface layer. rb is called quasi-laminar resistance and describes
the viscosity-driven flux in the laminar sublayer. rc is called surface resistance
and describes how much the transported quantity is captured by the surface:
For heavy particles, the sedimentation velocity vs must be added to the
vertical flux; moreover, if all the particles are captured by the surface, rc =
0 (no interfacial resistance). Note that c(0) = 0 means perfect removal of
particles. Thus
−c′w′−vsc(z) ≡ vdc(z2) = c(z2)− c(z1)
ra
+vsc(z2) =
c(z1)− c(0)
rb
+vsc(z1)(19.6)
so that
vd =
1
ra + rb + rarbvs
+ vs (19.7)
In the turbulent, constant flux layer (where c′w′ = c∗u∗, and z  z0c) the
similarity relationship for the scalar c(z) = −c∗/κΥc(z, z0c, LMO)+cz0c is used
to determine ra:
c(z2)− c(z1)
ra
= −c∗Υc(z2, z1, LMO)
κra
= −c∗u∗ (19.8)
then
ra =
1
κu∗
Υc (z2, z1, LMO) (19.9)
In almost neutral conditions the profile is logarithmic
ra =
1
κu∗
ln
(
z2
z1
)
(19.10)
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The aerodynamic resistance differs for momentum, temperature, any tracer
only for the shape of the similarity profile, namely the function Υ.
The laminar sublayer typically extends for 0 < z < 30ν/u∗ for momentum.
Let we assume that for any scalar the same restriction holds, by substituting
the kinematic viscosity ν with the proper molecular diffusivity χc. In this
layer, the profile of the scalar is linear: from
χc
dc
dz
= −c∗u∗ (19.11)
it results
c(z) = c(0)− c∗u∗
χc
z (19.12)
and then
c(z1)− c(0)
rb
= −c∗u∗z1
χcrb
= −c∗u∗ (19.13)
or
rb =
z1
χc
(19.14)
from −u′w′ ≡ u2∗ = κu∗z du/ dz = r−1a (u(z3) − u(z2)) valid in the neutral
surface layer it results, assuming z2 = z0:
ra =
1
κu∗
ln
(
z
z0
)
(19.15)
In the laminar sublayer, as far momentum is concerned, u2∗ = ν du/ dz =
r−1b (u(z2) − u(z1), and if z2 is chosen as the top of the laminar sublayer, say
z2 = 5ν/u∗, and z1 = 0, rb = z2/ν = 5/u∗. For any species, −c′w′ ≡ c∗u∗ =
κc dc/ dz = r
−1
bc (c(z2)− c(z1)), the linear profile reads c(z2) = c(z1)+ c∗u∗z/κc
and with the same choice for z2 as above,
rbc =
z2
κc
= 5
ν/κc
u∗
= 5
Sc
u∗
(19.16)
where Sc is the Schmidt number for the specific species. In fact, the empirical
relation of common use is
rbc = 5
S2/3c
u∗
(19.17)
For heavy particles, the molecular diffusivity is given by the Brownian
diffusion coefficient, and the sedimentation is accounted for introducing a
dependence on the Stokes number. The Stokes number is defined as
St = UT
L
(19.18)
being U the reference velocity of a particle, T its relaxation time and L the
distance scale (to be crossed, for instance, by a particle with that velocity).
Figura 19.2: Typical dry deposition velocities for some gases. Seinfeld,
tab.19.1.
In this case, choosing U = u∗, T = vs/g the relaxation time of the aerosol
particle and L = 5ν/u∗ the thickness of the laminar sublayer, it results St =
vsu
2∗/(5νg). The expression for the quasi-laminar resistance becomes (Seinfeld
and Pandis, 1998, pag. 965)
rbc =
5(
S−2/3c + 10−15/St
)
u∗
(19.19)
The surface resistance is species and surface dependent. For particles over
sticky surfaces or soluble gases over water, rc = 0, for instance.
19.1.1 Deposizione di gas
Alcune velocita’ di deposizione per gas: vedi Tab. 19.2.
19.1.2 Deposizione di aerosol
La diffusione browniana e’ efficace per piccole particelle nel determinare il
trasporto verso la superficie. Per particelle piu’ grandi la sedimentazione
gravitazionale ed eventualmente la turbolenza agiscono selettivamente.
Valori della velocita’ di deposizione in funzione della dimensione delle par-
ticelle sono riportate in Fig. 19.3 per una superficie bagnata e in Fig. 19.4
per una superficie aciutta.
Si puo’ fare il confronto con velocita’ di deposizione per gas (vedi Tab.
19.2). Notare il minimo di velocita’ di deposizione per diametri dell’ordine da
10−7m a 10−6m.
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Figura 19.3: Particle dry deposition velocity for deposition on a water surface
(Slinn et al., 1978, Seinfeld, fig.19.3).
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Figura 19.4: Particle dry deposition velocity, z = 1m (Sehmel, 1980, Seinfeld,
fig.19.4).
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Capitolo 20
Models for turbulent flows
20.1 Premessa
Esistono diverse possibilita’ per modellare (numericamente) flussi turbolenti:
• DNS simulazioni numeriche dirette delle equazioni di Navier-Stokes
• LES (Large Eddy Simulations): risoluzione esplicita della grandi scale
ottenuta filtrando (nello spazio fisico o nello spettro) le equazioni di
Navier-Stokes
• metodi a pdf : si risolvono le equazioni per la pdf della velocita’
• RANS equazioni di Navier-Stokes mediate alla Reynolds
A parte le DNS, occorre introdurre una chiusura, per rappresentare la
parte non risolta esplicitamente in termini della parte risolta.
20.2 Chiusure per le equazioni RANS: il modello
della viscosita’ turbolenta
In base a questa ipotesi, gli stress di Reynolds vengono scritti (Boussinesq,
1877):
u′iu
′
j =
1
3
u′iu
′
iδij −Km
(
∂ui
∂xj
+
∂uj
∂xi
)
(20.1)
ed i termini di flusso di uno scalare (per esempio, la temperatura):
u′iϑ′ = −Kh
∂ϑ
∂xi
(20.2)
Si considera per ora il problema della Eq. 20.1. Definisco il tensore
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(20.3)
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detto ’mean rate-of-strain tensor’.
According to Pope (2000, pag.359) this model is based on the hypotesis
that the Reynolds-stress anisotropy is determined by the mean flow gradients
by the Eq. 20.1; and similarly for scalar fluxes.
20.2.1 Un esempio semplice
Abbiamo gia’ incontrato l’ipotesi della lunghezza di mescolamento nell’analisi
del flusso di quantita’ di moto verticale u′w′ in un campo di semplice shear
u(z):
−u′w′ = l2m
∣∣∣∣ dudz
∣∣∣∣ dudz (20.4)
dove lm e’ la lunghezza di mescolamento e il coefficiente di diffusione turbolenta
e’
Km = l
2
m
∣∣∣∣ dudz
∣∣∣∣ (20.5)
Nello strato logaritmico lm = κz.
20.2.2 Una generalizzazione per il modello della viscosita’ tur-
bolenta
Smagorinsky (1963) propose una generalizzazione del modello 20.5:
Km = l
2
m2
(
Sij Sij
)1/2
= l2mS (20.6)
Note that Eq. 20.6 reduces to 20.5 under conditions of horizontal homo-
geneity.
Per modellare un flusso turbolento, occorre prescrivere lm(x). Questa pre-
scrizione dipende dalla geometria del flusso. A basic definition for lm(z) was
given by K. (1962). Other definitions are reported in Table III by Cuxart et al.
(2006).
20.2.3 Il modello ’energia cinetica/dissipazione’
Il modello si basa sulla soluzione della equazione per l’energia cinetica tur-
bolenta q2/2, con una ipotesi di chiusura per i momenti di ordine tre ed una
equazione per la dissipazione ε. Da queste quantita’ si ricava il coefficiente di
viscosita’ turbolenta Km ∼ (q2)2/ε, senza bisogno (almeno apparentemente)
di specificare lm.
Il termine che rappresenta i momenti di ordine tre nell’Eq. 3.85 viene
chiuso dalla relazione flusso-gradiente:
−
(
p′u′j
ρ00
+
1
2
u′iu
′
iu
′
j
)
= Kq
∂(q2/2)
∂xj
(20.7)
dove normalmente si adotta Kq = Km.
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L’equazione per la dissipazione viene normalmente scritta su base empirica
come:
Dε
Dt
= −C1u′iu′j
∂ui
∂xj
ε
q2/2
− C2 ε
2
q2/2
+
∂
∂xj
(
Km
σε
∂ε
∂xj
)
(20.8)
ed i coefficienti empirici (Pope, 2000, pag. 375) valgono C1 = 1.44, C2 = 1.92,
σε = 1.3.
Una semplificazione del modello
L’Eq. 20.8 puo’ essere sostituita con un’espressione algebrica che riflette la
relazione integrale propria del subrange inerziale:
ε = Cε(q
2)3/2/lm (20.9)
Questo modello richiede nuovamente di specificare la lunghezza di mesco-
lamento. Questo approccio e’ alla base delle chiusure di vario ordine di Mellor
e Yamada (Mellor and Yamada, 1974).
Usando le relazioni discusse per lo strato limite neutrale, ε ' 0.6 u3∗/κz,
lm = κz e la distribuzione delle componenti Eq. 6.17 si ottiene Cε = 0.6 u
3∗/(q2)3/2 '
0.02. Notare che Pope (2000, pag. 372) propone Cε ' 0.17
20.3 Large Eddy Simulations
From Pope (2000): in Large Eddy Simulation (LES) the larger three-dimensional
unsteady turbulent motions are directly represented, whereas the effects of
smaller scale motions are modelled.
Four conceptual steps in LES:
• filtering to decompose the velocity field into a filtered part and a residual
(often called subgrid-scale) part:
u(x, t) = uF + uS (20.10)
The filtered velocity field represents the motion of large eddies, thus uF
is a random variable.
• equations of motion are derived by filtering the NSE. In the momentum
eqs the residual stress tensor τSij appears
• closure is obtained by modelling τSij
• the filtered equations are solved for uF , which provides an approximation
to the large scale motion in one realization of turbulent flow
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20.3.1 Filtering
Filter width ∆ smaller than the size of the smallest energy containing eddies
(the smallest wavenumber of the inertial subrange), say L/5, where L is the
integral space scale. The grid spacing h is proportional to ∆.
Filtering:
uF (x, t) =
∫
G(r,x)u(x− r, t) d3r (20.11)
with the normalisation condition∫
G(r,x) d3r = 1 (20.12)
A standard choice is an homogeneous filter: G(r) independent of x. Ope-
ration of filtering and differentiation with respect to time commute. For an
homogeneous filter, also filtering and differentiation with respect to space
commute (Pope, 2000, pag. 562)
The decomposition Eq. 20.10 is analogous to the Reynolds decomposition,
but uF is a random field (not the first moment of a stochastic field) and in
general∫
G(r,x)uS(x− r, t) d3r 6= 0 (20.13)
The filtered fields are random, inhomogeneous and unsteady even if the
flow is statistically homogeneous and steady: this is the basic difference bet-
ween Reynolds averaged fields and filtered fields.
Some one-dimensional filter functions G(r) and their transfer functions
Gˆ(k) =
∫
exp(ıkr)G(r) dr :
• box filter:
G =
1
∆
H
(
∆
2
− |r|
)
(20.14)
Gˆ =
sin(k∆/2)
k∆/2
(20.15)
• Gaussian filter:
G =
(
6
pi∆2
)1/2
exp
(
−6r
2
∆2
)
(20.16)
Gˆ = exp
(
−k
2∆2
24
)
(20.17)
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• sharp spectral filter:
G =
sin(pir/∆)
pir
(20.18)
Gˆ = H(pi/∆− |k|) (20.19)
Filters and filtered field: see Pope (2000, pag. 564, Figs. 13.1, 13.2).
Spectral representation: Pope (2000, pag. 565, Fig. 13.3).
Attenuation factor Fig. 13.4 and exercise 13.7
EF11(k) =
∣∣∣Gˆ(k)∣∣∣2E11(k) (20.20)
Filtered spectra: fig. 13.5
Note that the resolution h of filtered fields (i.e. the grid spacing in nume-
rical simulations) for the sharp filter is h = ∆ = pi/kc, thus kc = pi/∆ is the
cutoff wavenumber.
From the one-dimensional filters uniform, isotropic three-dimensional fil-
ters may be obtained: the box filter becomes an average over a spherical
volume of radius ∆/2, the sharp filters annihilates all Fourier modes with
wavenumber with modulus larger than kc.
Anisotropic filters involve different filter widths ∆1, ∆2, ∆3 in the different
directions. The characteristic filter width was suggested by Deardorff (1970)
to be ∆ = (∆1 ∆2 ∆3)
1/3.
An historical note on earlier filtering formalism (Deardorff, 1970), see also
Pope (2000, pag. 576): uF is the velocity averaged over a rectangular cell of
sides h1, h2, h3. Thus
uF (x, t) =
1
h1h2h3
∫ x1+h1/2
x1−h1/2
∫ x2+h2/2
x2−h2/2
∫ x3+h3/2
x3−h3/2
u(x′, t) dx′1 dx
′
2 dx
′
3 (20.21)
The corresponding filter is
G(r) =
1
∆
3∏
i=1
H(∆i/2− |ri|) (20.22)
This filter is anisotropic even if the grid spacings are the same.
20.4 Filtered equations
The equations for the filtered field are obtained by applying the filter to NSE.
Let we consider homogeneous filters (filtering and differentiation commute).
The continuity equation reads:
∂uFi
∂xi
= 0 (20.23)
∂uSi
∂xi
= 0 (20.24)
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The momentum equation reads:
∂uFi
∂t
+
∂(ujui)F
∂xj
= ν
∂2uFi
∂xj∂xj
− 1
ρ00
∂pF
∂xi
(20.25)
Define the residual stress tensor
τSij = (uiuj)F − uFiuFj (20.26)
the residual kinetic energy
q2S/2 =
1
2
[(uiui)F − uFiuFi] (20.27)
the anisotropic residual stress tensor
τsij = [(uiuj)F − uFiuFj ]− 1
3
q2Sδij (20.28)
the modified filtered pressure
p˜F = pF +
1
3
q2S (20.29)
Note that the residual stress tensor is analogous to the Reynolds stress tensor.
The filtered equation Eq. 20.25 thus reads
∂uFi
∂t
+ uFj
∂uFi
∂xj
= ν
∂2uFi
∂xj∂xj
− 1
ρ00
∂p˜F
∂xi
− ∂τsij
∂xj
(20.30)
Define the filtered rate of strain
SFij =
1
2
(
∂uFi
∂xj
+
∂uFj
∂xi
)
(20.31)
and the characteristic filtered rate of strain
SF = 2 (SFijSFij)1/2 (20.32)
20.4.1 Closure of the filtered equations: the Smagorinsky (1963)
model
The simplest model for the anisotropic stress tensor was proposed by Smago-
rinsky (1963):
τsij = −2KSSFij (20.33)
with the model for the eddy viscosity:
KS = l
2
SSF = (CS∆)2SF (20.34)
where lS is a lenght scale which is assumed to be proportional to the filter
width.
The rate of transfer of energy from filtered to residual motion is
PS ≡ −τsij SFij = 2KSSFijSFij = KSS2F /2 (20.35)
so for any eddy-viscosity model with positive KS the transfer of energy is
always from filtered (resolved) to residual motion.
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20.4.2 Behaviour in the inertial subrange
Let ∆ lie in the inertial subrange, smaller than the integral scale L. From the
scaling lS ∼ ∆ and SF ∼ ε1/3∆−2/3 the eddy viscosity scales as KS ∼ ε1/3∆4/3
(remember the diffusivity for absolute dispersion processes). Moreover, CS
must be constant (independent of ∆).
20.4.3 The Reynolds equation limit
If ∆  L in a case of homogeneous turbulence, the filtered velocity tends to
the mean velocity and the residual velocity tends to the fluctuation: uF = u
and uS = u
′. The residual stress tensor tends to the Reynolds stress tensor.
For homogeneous shear flow the residual shear stress reads:
τs12 = −KS duF1
dx2
= −l2S
∣∣∣∣ duF1dx2
∣∣∣∣ duF1dx2 (20.36)
and the Reynolds stress reads:
u1u2 = −Km du1
dx2
= −l2m
∣∣∣∣ du1dx2
∣∣∣∣ du1dx2 (20.37)
Evidently, in the limit ∆/L→∞ the eddy viscosities are the same: KS =
Km and the Smagorinsky length lS is the mixing length lm. Thus, KS =
(CS∆)
2SF = l2mSF so that CS∆ = lm. Because lm is independent of ∆, it
must be
lim
∆/L→∞
CS =
lm
∆
(20.38)
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