Absfract-This paper presents an adaptive control scheme for nonlinear systems of the form x = c *~~( x )
I. INTRODUCTION

DAPTIVE control of linear continuous-time systems
A has been successfully developed in the last decade [ 11 -[3] . Nevertheless it is only recently that adaptive systems techniques have been considered to control nonlinear systems [4] - [6] . These results represent contributions to the field and open the way to the application of adaptive control to nonlinear plants. However, there still exist some problems that have not been clearly solved in the linear case and are even more complex in the nonlinear case. In particular, the problem associated to the a priori knowledge of the highfrequency gain raised in [7] , has not received a satisfactory answer and deserves special attention in the nonlinear case. It is clear that there exist particular cases for which the sign of the frequency gain can be known a priori. Furthermore, if the plant is stable and, provided we can introduce high-frequency probing signals into the system, then the high-frequency gain can be identified off-line before the adaptive control is applied to the system. However, the assumption on the knowledge of the sign of the high-frequency gain does not appear to be realistic in the general case.
One of the first adaptive control algorithms for nonlinear systems was presented in [ 5 ] . Nevertheless this control scheme is not free from eventual singularities. Indeed the control law's denominator is a function of the parameters estimates and has not been ensured to be bounded away from zero.
The first adaptive control scheme for linear systems not Manuscript received March 2, 1990; revised July 20, 1990 and March 8. France.
Bernard Brogliato using the a priori knowledge of the sign of the high-frequency gain was presented in [8] . This technique was generalized in [9] for linear systems, and was used in [6] to develop a control scheme for first-order nonlinear systems. However, the main drawback of schemes based on the Nussbaum's gain in [8] is that the transient behavior is quite violent. An alternative way to solve the problem was presented in [lo] based on a particular modification of the parameters estimates to avoid division by zero. The technique follows the work in [ 111 for discrete-time systems, however, the problem of existence of solutions that arises naturally in continuous-time adaptive control has not been addressed.
In [12] it is shown that if one uses an adequate discontinuous control, similar to the one proposed in [lo] and 1111, then existence of the solutions is ensured and all the signals remain bounded. The proof of boundedness was carried out assuming that the time derivative of the output was available to the parameter estimator and current research is under way to extend the result.
In this paper, we present an adaptive control for nonlinear systems of the form x = c*Tf(x) + b*u, where f ( x ) is Lipschitz, c* is a constant vector, and b* is a constant scalar. The control scheme is shown to achieve asymptotical model matching and keep all the signals bounded without requiring knowledge of the sign of the b* gain. Loss of stabilizability of the estimated model is avoided by appropriately modifying the parameters estimates. The proposed modification is based on the least squares covariance matrix and is done in such a way that the modified estimates preserve the essential properties of the original estimates. Furthermore, the analysis establishes existence of solutions of the various ordinary differential equations involved in the closed-loop control scheme following the ideas in [13] and [14] . A short preliminary version of the present paper was presented in [ 151 but unfortunately the problem of existence of solutions was not considered at that time.
The outline of the paper is as follows. Section I1 presents the problem formulation and the developments to obtain the error equation. The parameters estimation algorithm and the estimates modification procedure are described in Section 111. Section IV presents the full set of ordinary differential equations involved in the closed-loop adaptive control system. Section V is devoted to show the existence of the solutions and some properties of the proposed estimation algorithm. The rest of the convergence analysis is found in Section VI. The conclusions are finally given in Section VII. 
the sector condition
The desired state trajectory is given by the model
where a > 0 and r is a bounded reference input.
Define the tracking error as e = x -x ,
(6)
Equation ( (11) Nevertheless, b in f3 may approach zero and consequently such an adaptive control law would not be implementable. Therefore, instead of using directly the current parameters estimates 8 we propose to appropriately modify them before using them in the adaptive control law to avoid any singularities. The modified estimates vector will be denoted by e and is also decomposed as
(12)
Th6 adaptive control law using the modified parameter estimates is given by
The modified parameters are given by
where 6 is the estimates vector, P is the covariance matrix, and (Y is the correction vector in Fig. 1 that will be defined in the next section.
Augmented Error Equation error (8) we obtain
Introducing the adaptive control law (13)' into the equation e = h* ((e -6*)'4).
e , = e -h * ( a '~$ ) + e T h * ( + ) -h * (~' $ ) . (18)
Introducing (14) into (15) we obtain where 8 = e -e*.
Let us now define the following augmented error
Since the constant 8" commutes with convolution
e , = e -h * ( a ' P $ ) +d'h*(+) -h * ( d T 4 ) . (19)
Introducing ( 
where
PARAMETERS ESTIMATION AND CORRECTION PROCEDURE
In order to complete the adaptive control design, we define next the parameters estimates vector 0 , the covariance matrix P , and the correction vector (Y that were mentioned in the previous section.
As parameter adjustment law we will use the following normalized least squares (LS) algorithm m = max(1 + 1 x 1 ) . t Equation (18) can also be rewritten as (see also (4), (9), and
where z , and z2 are defined below and 4 in ( where 4 is given in (7) or, introducing (13)
Parameters Estimates Mod@cation
In order to avoid any possible singularities in the adaptive control we propose to modify the estimates as in (14) 
The Reasoning Behind the Estimates Modification
The parameters estimates modification described in (14) and Fig. 1 is based on the following two properties of least squares estimation algorithms. First, that under certain conditions, adding a vector on the image of the covariance matrix P to the current estimates, as in (14), does not change the basic convergence properties of the original estimates. This will be shown in Section VI. Second, that the estimate b and its corresponding row in P , i.e., p , never vanish simultaneously. This is shown in Lemma 2. Therefore, CY in Fig. 1 Fig. 1 is introduced to avoid that the discontinuities occur infinitely often and also to guarantee that the modified estimates converge.
IV. CLOSED-LOOP SYSTEM STATE-SPACE REPRESENTATION
The adaptive control scheme presented in the previous sections is unconventional in adaptive systems because it involves nonlinearities and discontinuities. Therefore the question of existence and uniqueness of the solutions of the overall nonlinear system has to be examined. For that purpose this section presents the complete closed-loop system state-space representation.
Introducing the adaptive control law (13) into the system (1) we obtain
and CY in Fig. 1 .
V. EXISTENCE AND UNIQUENESS OF SOLUTIONS
In this section, we present the convergence properties of the parameters estimation algorithm and those of the estimates modification procedure proposed in the previous sections. These properties allow us to establish the existence and uniqueness of solutions of the ordinary differential equations (33) involved in the closed-loop control system. These results are a prerequisite to the convergence analysis given in the next section. The following lemma establishes that the estimates modification procedure defined in Fig. 1 is such 
Using (17), (22), and the above, it follows that
Introducing (20) in the above we finally obtain
from which (34) follows.
2) Equation (34) can also be rewritten as
e = PP-yo)iT(o).
Premultiplying the above by [lo0 . . 001 we obtain (see also (6), (111, (171, and (25) )
We then have
from which (35) follows.
3) We will study separately the only two possible cases.
Case CY = 0 : From (14) we have
(42) From Fig. 1 IIPII -2 1 6 1 S E I b l
Introducing (42) and (43) into (35) Therefore (37) is verified in this case.
From (14) we have (see also ( l l ) , (12), and (25) Introducing (47) into (46) we obtain
3 + E which concludes the proof. shows that the hysteresis width of CY in Fig. 1 is bounded away from zero (see (35)). Thus, as long as x,, E B , the time between two consecutive discontinuities in CY will be clearly different from zero. This allows us to define a set of solutions in D,: the first solution starts at the initial condition and ends when the first discontinuity in CY occur, the second solution starts at the final value of the first solution and ends when the second discontinuity occur, and so on. The RHS of (33) This will allow us later to extend the solutions to a larger domain.
Lemma 4: The parameters estimates 0 and the covariance matrix P remain bounded along the solutions of the differential equations (33) guaranteed as long as x,, is in B .
Proof:
equations (33) Furthermore, since the bounds on 0 and P are independent of the size of B , the set B can be chosen arbitrarily large and it follows then that w does not grow faster than exponentially in a domain D = [0, T ) x B with B arbitrarily large. Therefore the solutions of (33) exists for 0 I t < 00 and w does not grow faster than exponentially in 0 I t < 00.
+ VI. CONVERGENCE ANALYSIS
Once the existence of the solutions of the differential equations (33) has been established, we can complete the convergence analysis of the adaptive control presented in the previous sections. Some of the properties of the parameter estimation algorithm were presented in the previous section and the rest of the properties required to proceed with the analysis are given in the following Lemma.
Lemma 6: The adaptive control scheme presented in Sections I1 and I11 is such that the following properties hold:
Since P-'(O) > 0, it follows that P-' > 0 and thus P > 0 for 0 < t 5 T . Integrating now (23) we obtain
From the above it then follows that P I P(0). 
Integrating the above equation gives the desired result ( 5 5 ) 2) The result is obtained by rewriting (51) as follows:
3) The integral in the above equation is bounded and the integrand is positive semidefinite, therefore the integral converges and so does P. Convergence of 8 follows by rewriting (34) as e = e* + PP-I(o)e"(o).
(57) 4) Since P and 0 converge then (1 p (1 -2 I( b(l in Fig. 1 converges which implies that CY converges too. Convergence of then follows from (14). Finally, since the hysteresis width in Fig. 1 
E
and -are bounded.
(58) (59) 3) The tracking error e converges to zero and all the variables remain bounded. 2) Equation (16) can also be rewritten as
with The swapping lemma for the stable filter H ( s ) in (9) and
h * ( w T z ) -h * ( W T ) z = -h * { h * ( W T ) i } . (63)
EL2
Let us now study the second term in the RHS of (64) which, using (23), can also be written as
with U.
p =
E T PE ETP m m m
In view of (53) and (58) and since P and U are bounded it 
Let us finally study the last term in the RHS of (64 + b*u. The proposed control scheme does not require neither a priori knowledge of the sign of b* nor a priori knowledge on a lower bound on 1 b* 1. The control scheme is free from singularities, i.e., divisions by an estimate whose value can be close to zero. This has been possible by appropriately modifying the plant parameters estimates before using them in the control input law. On the other hand, since resulting control law presents discontinuities, existence of the solutions of the differential equations involved in the closed-loop control system has been established. The convergence analysis has finally shown that all the signals remain bounded and that the tracking error converge to zero.
APPENDIX
We show here that P 5 P(0) implies that (1 PI( 5 1) P(0)II The proof will be based on the following facts (see for where (1 PI/ denotes the euclidean norm of P. for any matrices A ( n x m ) and B ( m x n).
