The multiple pairs shortest path problem (MPSP) arises in many applications where the shortest paths and distances between only some specific pairs of origin-destination nodes in a network are desired. The traditional repeated single source shortest path (SSSP) and all pairs shortest paths (APSP) algorithms often do unnecessary computation to solve the MPSP problem. We propose a new shortest path algorithm to save computational work when solving the MPSP problem. Our method is especially suitable for applications with fixed network topology but changeable arc lengths and desired origin-destination (OD) pairs. Preliminary computational experiments demonstrate our algorithm's superiority on airline network problems over other APSP and SSSP algorithms.
(⊕, ⊗, null, e) in path algebra have the following meanings: a ⊕ b means min{a, b}, a ⊗ b means a + b, null (i.e., 0) means ∞, and e (i.e., identity) means 0. In particular, the APSP problem can be interpreted as determining the n × n shortest distance matrix X = [x ij ] that satisfies X = CX ⊕ I n [9] , where C = [c ij ] is the n × n measure matrix storing the length of arc (i, j) and I n is the identity matrix. In other words, X = CX ⊕ I n is exactly Bellman's equation: for each node pair (i, j), x ij = min k =i,j {c ik + x kj } if i = j, and x ij = 0 if i = j. Techniques analogous to Gauss-Jordan and Gaussian elimination (direct method) correspond to the well-known Floyd-Warshall and Carré's algorithms respectively (see [9] for proofs of their equivalence). The decomposition algorithm proposed by Mill [26] (also, Hu [23] ) decomposes a large graph into parts, solves APSP for each part separately, and then reunites the parts. All of these methods have O(n 3 ) time bounds and are believed to be efficient for dense graphs [2] .
The problem of inverting a matrix is closely related to a series of matrix powers. In particular, the optimal APSP distance matrix X * = C n−1 . Aho et al. (see [1] , pp.202-206) showed that computing C n−1 is as hard as a single distance matrix squaring, which takes O(n 3 ) time. Fredman [17] proposed an O(n 2.5 ) algorithm to compute a single distance matrix squaring but required a program of exponential size. Its practical implementation, improved by Takaoka [34] , still takes O(n 3 ((log log n)/ log n) 1 2 ) which is just slightly better. Recently, much work has been done in using block decomposition and fast matrix multiplication techniques to solve the APSP problem. These new methods, although they have better subcubic time bounds, usually require the arc lengths to be either integers of small absolute value [37] or can only be applied to unweighted, undirected graphs [33, 18] . All of these matrix multiplication algorithms seem to be more suitable for dense graphs since they do not exploit sparsity. Their practical efficiency remains to be evaluated.
Carré's algebraic APSP algorithm [8, 9] uses Gaussian elimination to solve X = CX ⊕ I n . After a LU decomposition procedure, Carré's algorithm performs n applications of forward elimination and backward substitution procedures. Each forward/backward operation in turn gives an optimal solution to one column of X, which corresponds to an ALL-1 shortest distance vector. This decomposability of Carré's algorithm makes it more attractive than the Floyd-Warshall algorithm for MPSP problems.
In this paper, we propose an algebraic algorithm designed specifically for the MPSP problem and inspired by Carré's APSP algorithm. When solving MPSP problems, our algorithm avoids unnecessary operations that other algorithms must perform. Preliminary computational experiments show that our algorithm performs well and is faster than state-of-the-art SSSP and APSP algorithms. This paper contains five sections. Section 1 introduces some definitions and basic concepts. Section 2 presents our MPSP algorithm (DLU ) and proves its correctness. Section 3 demonstrates classes of MPSP problems where our algorithm saves computational effort compared to APSP and repeated SSSP algorithms, and contains computational results that demonstrate our algorithm's superiority on airline network problems. Section 4 concludes our work and proposes future research.
Preliminaries
For a digraph G := (N, A) with n = |N | nodes and m = |A| arcs, a measure matrix [c ij ] is the n × n array in which element c ij denotes the length of arc (i, j) with tail i and head j. c ij := ∞ if (i, j) / ∈ A. A walk is a sequence of r nodes (n 1 , n 2 .., n r ) composed of (r − 1) arcs, (n k−1 , n k ), where 2 ≤ k ≤ r and r ≥ 2. A path is a walk without repeated nodes. A cycle is a walk without repeated nodes except that the starting and ending nodes are the same. The length of a path (cycle) is the sum of lengths of its arcs. When we refer to a shortest path tree with root t, we mean a tree rooted at a sink node t in which all the tree arcs point towards t.
The distance matrix [x ij ] is a n × n array in which x ij records the length of a path from i to j.
Let [succ ij ] denote a n × n successor matrix in which succ ij represents the node that immediately follows i in a path from i to j. We could construct a path from i to j by tracing the successor matrix. In particular, suppose
. . , k r = succ k r−1 j , and j = succ krj . Let x * ij denote the shortest distance from i to j in G, and let succ * ij denote the successor of i on the shortest path.
A triple comparison s → k → t, which compares x sk + x kt with x st , is a process to update the length of arc (s, t) to be min{x st , x sk + x kt } or to add a fill-in arc (s, t) to the original graph with length equal to x sk + x kt , if (s, t) / ∈ A. Since shortest path algorithms operate by performing sequences of triple comparisons [9] , we can measure the efficiency of algorithms by counting the number of triple comparisons they perform.
We say that node i is higher (lower ) than node j if the indices satisfy i > j (i < j). A node i in a set LIST is said to be the highest (lowest) node in Figure 1 ).
Define an induced subgraph denoted H(S) on the node set S which contains only arcs (i, j) of H([min{s, t}, max{s, t}]) and (3) H(min{s, t} ∪ [max{s, t}, n]). Thus, any shortest path in G from s to t is the shortest shortest paths among these three induced subgraphs. Here in this paper, we
give an algebraic algorithm that systematically calculates shortest paths for these cases to obtain a shortest path in G from s to t.
Inspired by Carré's algorithm, we propose algorithm DLU that further reduces computations required for MPSP problems. We use the name DLU for our algorithm since it contains procedures similar to the LU decomposition in Carré's algorithm and is more suitable for dense graphs. Not only can our algorithm decompose a MPSP problem as Carré's algorithm does, it can also compute the requested OD shortest distances without the need of shortest path trees as required by Carré's algorithm. Therefore our algorithm saves computational work over other APSP algorithms and is advantageous for problems where only distances (not paths) are required. For problems that require tracing of shortest path for a particular OD pair (s, t), DLU traces a shortest path without the need of computing the entire shortest path tree. 
Procedure A LU
The first procedure A LU resembles the LU decomposition in Gaussian elimination. In the k th iteration of LU decomposition in Gaussian elimination, we use diagonal entry (k, k) to eliminate entry (k, t) for each t > k. This updates the (n − k) × (n − k) submatrix and creates fill-ins.
Similarly, A LU sequentially uses each node k = 1, . . . , (n − 2) as an intermediate node to check whether to update each entry (s, t) of [x ij ] and [succ ij ] for all k < s ≤ n and k < t ≤ n. An update is performed whenever x sk < ∞, x kt < ∞ and x st > x sk + x kt . Figure 2 00 11  00  00  11  11  00 11  00  00  11  11  000 111  00 11  000  000  111  111  00 11 00  00  11  11  00  00  11  11  000  000  111 Procedure A LU begin for k = 1 to n − 1 do for s = k + 1 to n do for t = k + 1 to n do if s = t and x sk + x kt < 0 then Found a negative cycle; STOP if s = t and x st > x sk + x kt then x st := x sk + x kt ; succ st := succ sk ; end better paths are identified using intermediate nodes. In A LU , only intermediate nodes with indices smaller than both end nodes of the path are considered. For example, in Figure 3 A LU adds fill-in arc (2, 3) because 2 → 1 → 3 is a shorter path than the direct arc from node 2 to node 3 (infinity in this case). Similarly, the procedure also adds fill-in arcs (3, 4) , (4, 5) and modifies the length of original arc (4, 3) .
A LU performs triple comparisons s → k → t for each s ∈ [2, n], t ∈ [2, n] and for each k = 1, . . . , (min{s, t}−1). In particular, for every node pair (s, t), shortest paths in H([1, min{s, t}]∪ max{s, t}) will be computed, and thus x n,n−1 = x * n,n−1 and x n−1,n = x * n−1,n since H([1, n−1]∪n) = G (see Corollary 2). Proof. Suppose such a shortest path in G from s to t contains p arcs. In the case of p = 1, the result is trivial. Let us consider the case of p > 1. That is, s : Let v α < min{s, t} be the lowest node in this shortest path. In the k = v α iteration, A LU will modify the length of arc (v α−1 , v α+1 ) (or add this arc if it does not exist in G ′ ) to be sum of the arc lengths of (v α−1 , v α ) and (v α , v α+1 ). Thus we obtain another path
arcs that is as short as the previous one. A LU now repeats the same procedure that eliminates the new lowest node and constructs another path that is just as short but contains one fewer arc. By induction, in the k = min{s, t} iteration, A LU eventually modifies (or adds if (s, t) / ∈ A) arc (s, t) with length equal to which of the shortest path from s to
Therefore any arc (s, t) in G ′ corresponds to a shortest path in H([1, min{s, t}] ∪ max{s, t}) from s to t with length x st . Since any shortest path in G from s to t that passes through only intermediate nodes with indices smaller than min{s, t} corresponds to the same shortest path in H([1, min{s, t}]∪max{s, t}), procedure A LU thus correctly computes the length of such a shortest path and stores it as the length of arc (s, t) in G ′ .
Corollary 2 (a) Procedure A LU will correctly compute x * n,n−1 and x * n−1,n .
(b) For every node pair (s, t), Procedure A LU will correctly compute shortest paths in H([1, min{s, t}]∪ max{s, t}).
Proof. (a) This follows immediately from Theorem 1, because all other nodes have index less
(b) This follows immediately from Theorem 1.
The next result demonstrates that any negative cycle will also be identified in procedure A LU .
Theorem 3
Procedure A LU will identify the presence of a negative cycle in G if one exists.
Proof. Suppose there exists a p-node cycle
length. Without loss of generality, let i 1 be the lowest node in C p , i r be the second lowest, i s be the second highest, and i t be the highest node. Let length(C p ) denote the length function of cycle
In A LU , before we begin iteration k = i 1 (using i 1 as the intermediate node), the length of some arcs of C p might have already been modified, but no arcs of C p will have been removed nor will length(C p ) have increased. After iteration k = i 1 , the updated graph contains a cycle C p−1 which skips i 1 , connects i p and i 2 by arc (i p , i 2 ), and contains one fewer arc than C p . In particular,
by the algorithm, we obtain length(C p−1 ) ≤ length(C p ) < 0. The lowest-index node in C p−1 is now i r , then we will again reduce the size of C p−1 by 1 in iteration k = i r .
We iterate this procedure, each time processing the current lowest node in the cycle and reducing the cycle size by 1, until finally a 2-node cycle C 2 , i s → i t → i s , with length(C 2 ) ≤ length(C 3 ) ≤ . . . ≤ length(C p ) < 0 is obtained. Therefore, x ss < 0 and a negative cycle in the augmented graph G ′ is identified with cycle length smaller than or equal to the original negative cycle C p .
Thus A LU identifies the presence of a negative cycle, if one exists. (Note that the specific negative cycle can be recovered using procedure Get P described below in Section 2.3.) It also computes the shortest distance in H([1, min{s, t}] ∪ max{s, t}) from each node s ∈ N to each node t ∈ N \{s}. In other words, this procedure computes shortest path lengths for those requested OD pairs (s, t) whose shortest paths have all intermediate nodes with index lower than min{s, t}.
Procedure Get D(s i , t i )
Given an OD pair (s i , t i ), this procedure contains three subprocedures:
and M in add(s i , t i ).
The lower and upper triangular parts of [
contains all the downward (upward) arcs of G ′ . They can be easily identified by drawing the nodes in ascending order of their indices from the left to the right as illustrated in Figure 3 . Graphically, Get D L(t i ) and Get D U (s i ) compute a shortest path tree to to update x st i := min{x st i , x sk +x kt i } for each k = (t i +1), . . . , (s−1), and for each s = (t i +2), . . . , n.
Since G ′ L is acyclic, the updated x st i for each s = (t i + 2), . . . , n thus corresponds to the shortest distance in G ′ L from each node s > t i to t i , which in fact corresponds to the shortest distance in and x kt i for each k = (r i + 1) to n, and then computes x * s i t i = min
Theorem 4 (a) A shortest path in H([1, s]) from node s > t to node t corresponds to a shortest path in G ′ L from s to t.
(b) A shortest path in H([1, t]) from node s < t to node t corresponds to a shortest path in G ′ U from s to t.
Proof. (a) Suppose a shortest path in G from node s > t to node t contains p arcs. In the case where p = 1, the result is trivial. Let us consider the case where p > 1. That is, Theorem 1 guarantees that A LU will produce an arc (u k−1 , u k ) for any such shortest path segment
G will be reduced to the shortest path
(b) Using a similar argument to (a) above, the result follows immediately. Including the case of t i = (n − 1) and s = n as discussed in Corollary 2(a), the result follows directly.
(b) Using a similar argument as part (a), the result again follows directly.
Lemma 6 (a) Every shortest path in G from s to t that has a highest h > max{s, t} can be decomposed into two segments: a shortest path from s to h in G ′ U , and a shortest path from h to t in G ′ L .
(b) Given a node r where 1 ≤ r ≤ n, every shortest path in G from s to t can be determined as the shortest of the following two paths: (i) the shortest path from s to t in G that passes through only nodes v ≤ r, and (ii) the shortest path from s to t in G that must pass through some node v > r.
Proof. (a) This follows immediately by combining Corollary 5(a) and (b).
(b) It is easy to see that every path from s to t must either pass through some node v > r or else not. Therefore the shortest path from s to t must be the shorter of the minimum-length paths of each type.
Corollary 7 After conducting
will correctly compute a shortest path in G for a requested OD pair (s i , t i ). 
Theorem 8 Procedure Get D(s i , t i ) will correctly compute x * s i t i and succ * s i t i for a given OD pair Note that the correctness of DLU depends only on the order in which triple comparisons are conducted, and not on path tracing operations. Therefore, the algorithm is still correct even if we do not conduct the successor updating operations. This is similar to other algebraic algorithms such as Floyd-Warshall's algorithm, but is very different from the conventional SSSP algorithms.
The consequence is that we can compute a shortest path length without knowing how the path is constructed. This is advantageous for applications that require only shortest distances but not the specific shortest paths.
If, on the other hand, an entire shortest path from s to t needs to be traced, the following procedure Get P (s, t) will iteratively compute all the intermediate nodes in a shortest path from s to t.
Procedure Get P (s i , t i )
DLU does only the necessary computations to get the shortest distance for each requested OD pair (s i , t i ). Procedure Get P (s i , t i ) traces the shortest paths calculated by the rest of the algorithm.
Note that if only the distances (not the paths themselves) are required, this procedure may be skipped.
Procedure Get P (s i , t i ) iteratively calls procedure Get D(k, t i ) to update x kt i and succ kt i for every node k that lies on the shortest path from s i to t i . In particular, starting from the successor
of the origin node s i , we check whether it coincides with the destination t i . If not, we update its shortest distance and successor, and then visit the successor. We iterate this procedure until eventually the destination t i is encountered. Since each intermediate node on this path has correct shortest distance and successor (by the correctness of procedure Get D (see Theorem 8)), an entire shortest path is thus obtained.
For example, suppose 1 → 3 → 5 → 4 is a shortest path from node 1 to node 4 in Figure 2( To obtain a shortest path tree rooted at sink node t, we can set Q := {(i, t) : i = t, i = 1, . . . , n}.
Setting Q := {(i, j) : i = j, i = 1, . . . , n, j = 1, . . . , n} is sufficient to solve an APSP problem. Thus DLU has an O(n 3 ) worst case complexity. When solving an APSP problem on a complete graph K n , DLU performs n(n − 1)(n − 2) triple comparisons, which Nakamori [28] has shown to be the minimum. Of these n(n − 1)(n − 2) triple comparisons, For sparse graphs, node ordering plays an important role in the efficiency of our algorithm. A bad node ordering will incur more fill-in arcs, similar to the fill-ins required in Gaussian elimination.
Complexity and Implementation of Algorithm DLU
Computing an ordering that minimizes the fill-ins is N P -complete [32] . Nevertheless, many fill-in reducing techniques such as Markowitz's rule [25] , minimum degree method, and nested dissection method (see Chapter 8 in [14] ) used in solving systems of linear equations can be exploited here to speed up DLU . Since our algorithm does computations on higher nodes before lower nodes, optimal distances can be obtained for higher nodes earlier than lower nodes. Thus reordering the nodes so that the endpoints of the requested OD pairs have higher indices may also shorten the computational time, although such an ordering might incur more fill-in arcs. More details about the impact of node ordering will be discussed in a forthcoming paper [35] . Here, we use a predefined node ordering to start with our algorithm.
Although DLU is an algebraic algorithm, its "graphical" implementation might greatly improve its practical efficiency. In particular, A LU constructs an augmented graph G ′ (see Figure 3) . We Thus, when solving an APSP problem, the complexity bound on Get P bound remains O(n 3 ) since it applies Get D L and Get D U (both take O(n 2 ) time) at most n times. Note that M in add(s, t)
for each s = 1, . . . , n and t = 1, . . . , n takes O(n 3 ) time as well.
In general, when solving a MPSP problem with q < n 2 OD pairs, DLU saves computational work compared to other algebraic algorithms. Unlike Carré's algorithm and label-correcting algorithms which have to compute an entire shortest path tree rooted at t to trace a shortest path for a specific OD pair (s, t), DLU can retrieve such a path by successively traversing each intermediate node on that path, and thus is more efficient.
Next we will give some examples, including both dense and sparse graphs, to show the superiority of our algorithm over APSP and SSSP algorithms.
Preliminary Computational Experiments
In this section, we show that our algorithm requires less computational effort than APSP or SSSP algorithms for many instances of MPSP. In addition to showing that our algorithm performs better on a class of dense graphs for which we can explicitly count triple comparisons, we also show that our algorithm is empirically superior by testing it on artificial grid networks and real airline flight networks. Our algorithm requires fewer triple comparisons and (consequently) less running time than the APSP and SSSP algorithms.
First, we present a class of graphs where our algorithm dominates the others. Consider a complete graph K n , n ≥ 4 and even, which contains no negative cycle but may have negative arc lengths. Suppose we want to compute the shortest distance for n requested OD pairs Compared with the Floyd-Warshall algorithm, DLU saves 1 12 (4n 3 − 27n 2 + 62n − 24) triple comparisons when n ≥ 4. DLU is also more efficient than the O(n 4 ) label-correcting SSSP algorithms.
We also compare DLU with implementations of other shortest path algorithms in [10] to study its practical efficiency on several classes of artificially generated grid networks and real flight networks which are both airline-specific and region-specific.
We use nine SSSP C codes (five label-correcting and four label-setting codes) written by Cherkassky et al. [10] with slight modification so that they can read the requested destination node set, Q t , and then calculate shortest path trees rooted at each requested destination node in Q t . Table 1 summarizes these SSSP codes.
We first evaluate the performance of DLU and other SSSP algorithms for solving MPSP prob- lems with |Q t | = |Q s | = 75%|N | on two families of artificial grid networks (SPGRID-SQ and SPGRID-WL) generated by SPGRID, an artificial network generator written by Cherkassky et al. [10] . SPGRID generates grid-like networks with X×Y grid nodes plus a super node. By changing X and Y we can specify the grid shape to be square (SPGRID-SQ), or wide or long (SPGRID-WL).
We specify the degree to be 3 and arc lengths to range from 10 3 to 10 4 , and generate eight square, four wide, and four long random grid networks. Each entry in the tables shows the performance of the algorithm as a ratio of its running time or number of triple comparisons to that of the fastest algorithm. Table 2 shows that label-correcting codes T W OQ, P AP E and BF P perform the best on this SPGRID-SQ family. Dijkstra-based codes perform relatively worse for smaller networks.
DIKBD performs slightly worse than T HRESH, but is the fastest Dijkstra's code. DLU performs similarly to GOR1 but is faster than DIKH and DIKR most of the time. Table 3 shows that label-correcting codes T W OQ, P AP E and BF P perform the best on this SPGRID-WL family. T HRESH is only slightly worse than BF P . DIKBD is the fastest Dijkstra's code, but DIKBA catches up for larger LONG cases. DLU is faster in the WIDE cases, and is slightly better than GOR1. DLU also beats DIKH and DIKR. DIKR performs the worst for the WIDE cases, but DIKH performs the worst for the LONG cases. On random grid networks with dense demands, then, DLU is not the fastest MPSP algorithm.
However, on real-life airline networks DLU performs much better.
To determine how DLU performs when solving MPSP problems on real transportation networks, we use data based on annual worldwide flight schedules to create networks for six international airlines (denoted as A 1 , A 2 , A 3 , A 4 , A 5 and A 6 ). We also create networks for six geographic regions (denoted as R 1 , R 2 , R 3 , R 4 , R 5 and R 6 ), incorporating all flights over all airlines within each region.
The number of nodes and arcs for these twelve graphs are listed in Table 4 We use both running time and number of triple comparisons to measure the algorithmic efficiency. We state the normalized results for running time (see Table 5 and Table 6 ) and number of triple comparisons (see Table 7 and Table 8 ) on these twelve graphs.
These computational results show that our algorithm DLU beats all of the other algorithms (the Floyd-Warshall algorithm (F W ), label-correcting algorithms (GOR1, BF P , P AP E, T W OQ), label-setting algorithms (DIKH, DIKBD, DIKR, DIKBA), and their hybrid (T HRESH)) when solving MPSP problems on real flight networks. DLU also performs the least number of triple comparisons in all the cases tested. Since the SSSP algorithms we imported from [10] are considered to be very efficient, the computational results we give here suggest that DLU is efficient in solving real-world MPSP problems. DLU attacks each requested OD pair individually, so it is more suitable for problems with a scattered OD distribution. In the extreme case, it is especially efficient for solving MPSP instances where there are exactly n OD pairs (s i , t i ) corresponding to a matching in N ×N . That is, each node appears exactly once in each of the source and sink node sets but not in the same OD pair. Such an MPSP problem requires as much work as an APSP problem for most shortest path algorithms known nowadays, even though only n OD pairs are requested.
When solving MPSP problems, DLU may be sensitive to the distribution of requested OD pairs and the node ordering. In particular, when the requested OD pairs are closely distributed in the right lower part of the n × n OD matrix, Algorithm DLU can terminate much earlier. On the other hand, scattered OD pairs might make the algorithm less efficient, although it will still be better than other APSP algorithms. A bad node ordering may incur many "fill-ins". These fill-ins make the modified graph denser, which in turn will require more triple comparisons when applying our algorithm. Such difficulties may be resolved by reordering the node indices so that the requested OD pairs are grouped in a favored distribution or the creation of fill-in arcs is decreased.
Because DLU can often terminate much sooner given a favorable node ordering, the algorithm can be especially beneficial as a subroutine in certain iterative algorithms. to compare the empirical efficiency of DLU with many modern SSSP and APSP algorithms will be conducted in our forthcoming paper [35] . In that paper, we will also address sparsity. Like all other algebraic algorithms in the literature, DLU requires O(n 2 ) storage which makes it suitable for use on dense graphs. We have developed techniques for sparse implementation that avoid nontrivial triple comparisons and lead to promising computational results [35] , but they come with the price of extra storage for the adjacency data structures.
