We present a numerical framework for solving localized pattern structures of reaction-diffusion type far from the Turing regime. We exploit asymptotic structure in a set of well established pattern formation problems to analyze a singular limit model that avoids time and space adaptation typically associated to full numerical simulations of the same problems. The singular model involves the motion of a curve on which one of the chemical species is concentrated. The curve motion is non-local with an integral equation that has a logarithmic singularity. We generalize our scheme for various reaction terms and show its robustness to other models with logarithmic singularity structures. One such model is the 2D Mullins-Sekerka flow which we implement as a test case of the method. We then analyze a specific model problem, the saturated Gierer-Meinhardt problem, where we demonstrate dynamic patterns for a variety of parameters and curve geometries.
Introduction
Prior to the seminal paper by Turing [38] , it was long thought that diffusion was solely a stabilizing mechanism. However, he demonstrated that for coupled reaction diffusion systems, diffusion could actually destabilize spatially homogeneous solutions into spatially inhomogeneous ones. Since then, reaction diffusion models have been studied extensively in the context of pattern formation problems (cf. [40] , [26] , [13] , [36] ) whereby coherent structures emerge from some general (often random) background initial data. Such localized patterns have been observed in varied systems such as animal spotting [31] , sea-shell formation [27] , urban crime analysis [25] , and animal aggregation [7] .
One of the prevailing features of pattern formation problems is the separation of length scales between a global background and local structures that make up the patterns. As such, pattern formation problems are often studied in asymptotic regimes where the ratio of these length scales differ by orders of magnitudes (cf. [29] , [23] , [25] , [31] ). One common reaction-diffusion formulation uses equations of the form (cf. [23] , [24] , [29] , [40] (and the references therein)):
for some f (u, v), g(u, v) and Ω ⊂ R 2 subject to Neumann boundary conditions. In this formulation, setting parameters 1 and D = O(1) defines the semi-strong diffusion regime [23] . Full numerical simulations of these types of equations for various initial data show the rich variety of structure in the different patterns that are produced (cf. [12] , [27] ) but the significant magnitude difference in length scales often means sophisticated adaptive spatial grids are needed to properly resolve coherent patterns. Furthermore, the formative and dynamic timescales for these patterns are often inversely proportional to a small scale parameter such as in (1) and therefore large simulation times are required to capture some of the intriguing features of patterns such as their stability and structural transitions [19] .
The goal of this paper is to numerically investigate a reduced model that is produced as a singular limit of (1) on some periodic curve Γ ∈ R 2 . This is different than several previous analyses which involves the reduction of (1) to localized points in space (referred to as spot patterns) (cf. [9] , [25] ). Our reduced singular limit model exploits the asymptotic structure in the length and time scales of the problem and so it will not be restricted by the adaptive space and long simulation constraints that are inherent to the full problem. Analytic results to subsets of (1) are often only available for certain tractable cases such as for a stripe [23] or a circle [29] however the numerical framework presented herein will provide further insight into the formation and dynamic structure of patterns in various geometries and domains and can corroborate current or lead to the discovery of new analytic results.
The paper is outlined as follows. In section 2 we present the reduced singular limit model and the layer potential formulation with which it will be solved. We present the equations of motion and scaled arc length formulation for recasting layer potential integrals in section 3 and then numerically discretize the model, paying special attention to singular integration in section 4. In section 5 we conduct simulations of our numerical framework on the well studied Mullins-Sekerka problem to verify results and also show the robustness to alternative models. Finally, in section 6 we demonstrate results using a specific variant of (1) for which limited analytic work is available before making general conclusions in section 7.
Mathematical Model
The reaction terms f (u, v) and g(u, v) in (1) lead to the specific pattern structure seen experimentally or numerically and are generated from different models such as the Grey Scott model [8] or the Gierer Meinhardt model with or without saturation [23] . Our numerical derivations will use as general as possible f (u, v) and g(u, v) however for showcasing the method, we will focus on the saturated Gierer-Meinhardt (GMS) model where
for some exponent set (2, q, ρ, s) satisfying certain conditions [23] andσ an order one parameter denoted the saturation. We use ρ for the third exponent to reserve r for radius in later numerical examples. In the semi-strong regime, the solution for v, typically denoted the activator, is localized while the solution for u, typically denoted the inhibitor is global. The localization refers to v having values deviating significantly from zero in a small O( ) region within some domain Ω ⊂ Ω. If v is localized near some periodic curve Γ ∈ Ω (i.e. Ω = Γ) then we are interested in the coupling of the global inhibitor u to the structure and motion of the localized curve Γ.
Singular Limit Problem
Since the activator v is localized, it can be expressed entirely within a boundary layer near the curve. If z represents such a scaled, near-boundary coordinate, then the activator problem can be written as the solution tõ
where U 0 is the value of the global inhibitor on the curve which may depend on the arclength U 0 = U 0 (s). This asymptotic reduction for the activator problem has been used in multiple pattern formation problems (cf. [23] , [19] , [24] , [10] , [39] ) and the details are omitted here. Further asymptotic analysis in this inner coordinate z region furnishes conditions for a far-field global inhibitor problem u:
where V is the normal velocity, κ is the curvature, [·] indicates the difference of the derivative on either side of the normal and · indicates the sum of the derivatives on either side of the normal. We define H as
The details of the derivation of this problem for a one-dimensional stripe can be found in [19] and the full details for the general curve can be found in [28] . We take the problem (4) as the target of the current work, specifically, the dynamics of the curve Γ. It should be noted that the derivation of the normal velocity (4e) occurs in a quasi-static limit with a timescale that is O( −2 ). We derive this time scale by assuming that the problem has reached steadystate aside from the dynamics that occur from curve motion on a long-time scale. Appropriate asymptotic matching determines this scaling to be
This timescale is what was referred to in the introduction as the long-time required to captured dynamics in full numerical simulations of (1) . Since this is the presumed timescale of all dynamics, it should be noted that O(1) changes in time from numerical simulations correspond to O( −2 ) changes in physical time.
Layer Potential Formulation
The inhibitor problem (4) is to solve the homogeneous modified Helmholtz problem subject to source terms on curves. The technique of layer potentials has been well established as a solution formulation to these types of curve source problems [20] and we implement it here where we consider the inhibitor value at any point in space x ∈ R 2 to be expressed as
where q s indicates integrating over the length of the curve in the q variables. Here, φ(q) is a curve dependent density and Ψ(x, q) = 1 2πD
where K 0 , the zeroth order modified Bessel function of the second kind, is the fundamental solution to the Helmholtz problem:
The singularity structure of Ψ is logarithmic [1] and hence identical to the fundamental solution of the Laplace problem Φ of which most of Layer potential theory is based. As such one can naturally extend the properties for Layer potentials with the Laplace operator (cf. [20] , [22] , [11] ) which translates to continuity in u(x) across the boundary Γ and for the derivative,
where we define normal derivatives as,
The subscript i on the normal in (7) indicates that we are explicitly considering α > 0 to be traversing the inner normal. It is important to make this distinction if Γ has multiple curves sincen = ±n i depending on curve orientation. By subtracting (7b) from (7a) we have
and by adding the expressions we have
In order to incorporate the Neumann boundary condition on an external curve, we add a separate layer potential term which remains static in the context of the dynamic problem. We therefore write,
where the subscript b from here on indicates that the variable is associated to the boundary. The boundary integral is continuous in its function and derivative at every point in the domain except on the boundary curve itself where the function is still continuous and we have the derivative must vanish as we approach from the exterior,
On Γ we can use (4c)-(4d) along with the continuity of u and the jump condition (8) to get that the problem for U 0 is
Notice that the boundary curve leaves the jump condition unaffected because the layer potential for ∂Ω is continuous across Γ. Finally, using (9) we have that the velocity condition (4e) is
Using the layer potential formulation, we can determine the curve dynamics solely by considering points on the curve Γ and ∂Ω and as such we will not consider solving (4) for x / ∈ Γ ∪ ∂Ω. One of the subtleties of (4) is that the boundary Dirichlet data U 0 is an unknown for the problem and therefore, standard uniqueness results for the modified Helmholtz problem that arise from prescribed boundary data (cf. [34] ) are no longer valid.
Scaled Arclength Formulation
Consider Γ being composed of M closed curves which are prescribed by a scaled arclength σ = s j /L j for j = 1 to M where L j is the length of curve j. Let the parametrization of each curve be
including the boundary curve z b . We can prescribe the motion for a given point z j (σ) generally as
where V is the normal velocity (4e) and V is a tangential velocity. Because of the periodicity of the curve, any solution will be unique only up to a rotation in period and as such we will limit this by enforcing that the average tangential velocity over each of the curves is zero,
Along with prescribing the curve always be scaled arclength (|z σ | = L), this defines a tangential velocity implicitly [32] . This is in contrast to formulations which prescribe a tangential velocity explicitly to preserve the scaled arclength [41] .
Singular Integration
Solving the problem (10) and updating the curve position with the equation of motion (11) involves integrating singularities in the fundamental solution Ψ(σ * , σ) where σ * ∈ [0, 1) is the position of the singularity. First, consider the integral
To determine the nature of the singularity we perform an asymptotic expansion as σ ≈ σ * ,
witht z * andn z * the tangent and normal vectors at z(σ * ). This expansion requires that z(σ) is at least C 2 in σ, i.e. that it has a well defined curvature. In (14) we have used that |dz/dσ| = L and |d
To leading order the asymptotic norm is |z(σ) − z(σ * )| = L|σ − σ * | and using the asymptotic structure of Ψ [1] ,
where γ is the Euler-Mascheroni constant and the remainder is C 1 . In order to avoid this logarithmic singularity in the integral, we will add and subtract a logarithmic term from (13) . However, due to the periodicity of the curve, if σ * = 0 or σ * is near 1 there are singularity effects from periodic extensions of the curve and as such we will also remove image singularities one full period away from σ * on either side. We therefore recast the integral (13) as
Here we define K 0 piecewise as
to avoid evaluating at the singularity directly. We define S as
Note that unlike the proper Bessel function, K 0 is non-singular and C 1 . We also need to consider the integral
wheren z * is the normal at z(σ * ). Using the same asymptotic approximations for σ ≈ σ * we get
Therefore, we see that unlike the integral involving the zeroth order Bessel function, K 1 is not singular at σ = σ * and so we do not have to alter the integral by removing any singularities. However, to avoid the numerical difficulties of evaluating directly at σ = σ * we define the following function
where we note that if σ * = 0 then due to the periodicity we evaluate the second branch if σ = 0 or σ = 1. With (20) we have that (19) becomes
Discretization
Choose N + 1 uniformly spaced points with ∆σ = 1/N and let σ i = i∆σ. Define z ij = z j (σ i ) as the discretized point on curve j with z 0j = z N j due to periodicity. Using a standard centered difference discretization we have
and we can use these to similarly define the tangent vector, normal vector, and curvature. We will use the backward Euler method with time step ∆t for the dynamic problem so that the problem for the normal and tangential velocities becomes
where the subscript k indicates t = k∆t and (23b) has been integrated using the trapezoid quadrature rule with weights α i = 1/2 for i = 0, N and α i = 1 otherwise. The discrete system (23) is a differential algebraic equation (DAE) system (cf. [4] ). Equation (23c) is the algebraic equation for equal arclength and does not involve time derivatives but is rather a constraint at the next time-step. The choice of a finite difference discretization for (22) may seem unintuitive since the curve is periodic and a Fourier spectral representation, which is highly accurate, may seem more appropriate. However, since we are using a fully implicit time solver, the Fourier transform matrices will be dense blocks in the Newton solve where the finite difference matrices remain sparse and so the solver is more efficient. We emphasize that the goal of this framework is to generalize qualitative conclusions about curve dynamics which relatively low-order numerical resolution can provide. However, higher resolution spatial discretizations and time stepping methods for DAEs would be easy to implement in our framework.
Discretizing Integrals
The decomposition (16) involves separately integrating a differentiable function K 0 defined by (17) and a singular function S defined by (18) . The non-singular integrals can be discretized with any quadrature method which for the purpose of this paper is the trapezoid rule. The singular integration of (18) where the singularity is one of the discretized gridpoints σ * = j∆σ is slightly more delicate. There are sophisticated quadrature rules which take advantage of a re-weighted trapezoid rule through asymptotic error expansions of the Euler-Maclaurin formula but they require interpolating points near the singularity [3] . A recent survey article (cf. [16] ) demonstrates other quadrature techniques, some of which do not need interpolation and could be applied to this problem. Of particular interest could be the scheme by Kapur and Rokhlin (cf. [21] ) which amounts to re-weighting the modified Bessel kernel for points near the singularity without adding any interpolated nodes. Overall however, we emphasize that the finite difference scheme used for (22) will still limit the overall spatial accuracy and this should be considered when implementing high order quadrature schemes. We instead choose to employ the product trapezoid method (cf. [5] ) where, if we define the functions
and weights
with f i = f (i∆σ). We note that the analytically determined functions ψ J 1,j and ψ J 2,j come from a linear interpolation of f (σ) and can be precomputed for any N . The linear interpolation makes this method have convergence order ∆σ 2 log ∆σ. Aside from the minor logarithmic term, this is in alignment with a trapezoid quadrature error for a non-periodic, non-singular integral. This error is also acceptable in terms of the discretization errors in other aspects of the problem. If one desires higher order convergence, higher order interpolation can be used on f (σ) which will redefine the ψ functions and the weights. Recently, (cf. [17] ) the product trapezoid method has been used in conjunction with Gauss-Legendre quadrature to solve a high-frequency Helmholtz problem in all of R 2 with Dirichlet data on a stationary curve and a Sommerfield far-field radiation condition. A panel-based, explicit singularity splitting method is used and the product trapezoid rule is only utilized for boundary and field nodes based on distance to the singularity. The singularity structure of the Hankel functions mimic that of the Bessel functions and the techniques used there could potentially be extended to this work. However, some of the interpolation techniques used to improve resolution may not be suitable for this work due to the use of implicit time-stepping making the underlying singular curve unknown for a given time step.
Using the product trapezoid rule, we are now poised to discretize (10) as
where we have isolated the singular curve m separately. Once again, α k are the quadrature weights of the regular integrals and the subscript 0 on the normal vector is used because the relative orientation of curves does not change and so the direction of the normals is set by the initial configuration. Given an initial (equal arclength) curve configuration, we use Newton's method with unknowns φ, φ b , and U 0 to solve (24a-24c) at time zero and then use these values to prescribe the initial velocity (24d). We then use these as initial values for the Newton solve on the full dynamic problem (23a-23c,24a-24d) for unknowns z, L, U 0 , φ, φ b , and V . The blocks of the Jacobian matrix for this system corresponding to the integral equations are dense. Thus, operation count for a single time step is formally O(N 3 ), although this asymptotic behaviour is not seen in the computations shown in section 5. A possible strategy for an efficient solution of the linear system at each Newton step is discussed in section 7. We do not report on situations where curves become small or large enough to require a modification in the grid resolution. However, one could easily implement a technique whereby once a curve has evolved so that its arc-length is half (double) the initial length then the grid points are halved (doubled) (cf. [41] ).
Numerical Validation
We will demonstrate the robustness of this formulation and its validation to a well studied problem, the Mullins-Sekerka (MS) problem formulated in [30] . This problem is a singular perturbation limit of the Cahn-Hilliard problem [2] and has been studied analytically [33] and numerically [41] . The differential equation for motion is still (11) with the tangential velocity condition (12) and equal arclength as this is problem independent. However, the Dirichlet (10b) and jump conditions (10c) get replaced with
where here, the fundamental solution for Laplace's problem is used because the MS problem solves Laplace's equation away from the interface instead of the modified Helmholtz equation. Notice in these new boundary conditions that the integral density so happens to be the normal velocity exactly and so there is no secondary velocity expression required. Furthermore, the Neumann boundary conditions do not apply to this problem since the only requirement is that the solution is bounded in the far-field. This boundedness requirement is the reason for C(t) appearing in (25a) as otherwise the solution will be logarithmic in the far-field (cf. [20] , [41] ). However, introducing this unknown, time dependent, constant also requires a closure condition which is ( cf. [20] ),
We note that this integral is over all of Γ and as such there is only a single integral regardless of the disconnected components in Γ. The single layer formulation is in contrast to an alternative formulation using double-layered potentials which introduces a nullspace for each disconnected component of Γ (cf. [14] ) introducing a rank deficiency to the problem. However, the double layer potential formulation results in non-singular integrals (the logarithmic derivative is similar to the K 1 Bessel function) in contrast to those of the single layer-potential. Equation (25a) admits a nullspace solution of V being constant whenever Γ is the contour given by a single circle of radius 1 (cf. [6, 20] ). However, for any single circle of radius R, the MS problem has, as the unique solution bounded at infinity, u = 1/R and therefore by (25b), V is identically zero. Combining this with condition (26) prescribes that the nullspace component must be zero as well. Recasting the layer potential problem with C(t) and the far-field boundedness condition supplemented by condition (26) effectively removes the nullspace generated by the single layer potential with logarithmic far-field behaviour. We omit the details of the specific numerical discretization of the MS model as it is analogous to the general reaction diffusion models already discussed. If the curve Γ is a set of concentric circles of radius R 1 and R 2 (R 1 < R 2 ) then the MS problem admits an analytic solution
with equations for the radii given by,
Notice that d dt (R is the sum of the initial values for each radius. We can therefore write the problem for R 1 (t) as, Figure 1 shows the analytic solution (27) as well as the numerical solution from the integral equation technique for two times t = 0 and t = 0.2. The outer radius is taken to be R 2 = 2 while the inner radius is R 1 = 1. The lines represent the numeric solution while the circles represent the analytic solution. Here we chose N = 100 points on each curve with a time step of ∆t = 1 × 10 −3 . The figure shows an excellent agreement between the numerical formulation and the analytic solution. The solution to the Mullins-Sekerka problem for concentric circles with an outer radius R 2 = 2 and inner radius R 1 = 1. The solid blue curve is the numeric solution at t = 0 and the red dashed curve is the numeric solution at t = 0.2. The hollow circles are the analytic solution as computed with (27) and (28) To demonstrate the quantitative convergence of the analytic and numerical solutions, we consider a series of simulations up to time T = 0.0469 for various N and let ∆t = ∆σ 2 = 1/N 2 . For an exact source term, standard global truncation error analysis of the backward Euler method suggests that the convergence should be O(∆t) but since we introduce spatial error, the same analysis predicts that the error should be O(∆σ 2 log ∆σ) + O(∆t). Since we have taken ∆t = ∆σ 2 then we should expect ∆σ 2 log ∆σ convergence and indeed this convergence rate is seen ( Table 1 : The absolute global truncation error for solving the MS problem with concentric circles R 1 = 1, R 2 = 2 solving to T = 0.0469. The top table is for r = R 1 while the bottom table is for r = R 2 . We define xerr as the error in the x-component of the curve position. The error in the y-component is the same and omitted. Verr and Lerr are the errors in the normal velocity and curve length respectively. The rat suffix for each indicates the ratio of successive errors to the previous one. We have chosen ∆t = ∆σ 2 = 1/N 2 and O(∆σ 2 ) convergence is observed as expected (the log ∆σ term is not numerically significant). The CPU time is the time required to solve both curves.
We demonstrate some of the qualitative results of the MS problem such as the growth of larger areas as the expense of smaller ones (Figure 2a ) and the tendency of non-circular curves to become circular (Figure 2b ). For Figure  2a we also observe drifting of the circle centres which is in line with previous studies (cf. [41] ). (a) Evolution of non concentric circles with MS. The first circle is centered at (−1, 0) with radius R 1 = 1 and the second circle is centered at (6, 6) with radius R 2 = 2. The initial curve is in a blue solid line while the final curve at time t = 1.5 (∆t = 1 × 10 −2 ) is in a red dashed line. As time evolves, an effect known as Ostwald ripening occurs [35] which favours growth of larger objects at the expense of shrinking small objects. We emphasize that our aim in comparing results is not to demonstrate the superiority of our technique over the proposed method in [41] . However, we indicate a few significant comparisons between our two methods. Firstly, the formulation of solving (11) in [41] is based on looking at a tangent angle and does an implicit-explicit (IMEX) splitting so that only stiff terms are solved implicitly resulting in a diagonal Jacobian of the discretization of the differential equation. However, ultimately they need to solve integral equations to update the velocity which results in the same dense Jacobian that we have implemented. Furthermore, by using an IMEX splitting, the scheme in [41] requires a lower bound that the time step not be larger than 2.5×10 −3 . However, our method, being fully implicit, allows us to take larger time steps (as in Figure 2 ).
GMS Model
We will now solve (1) subject to the reaction terms f (u, v) and g(u, v) from the GMS model (2) 
The structure of this differential equation must admit an even and an odd solution (cf. [18] ) and since we expect w > 0 physically then we are specifically looking for the even solution. It can be shown (cf. [23] ) that an even solution to this exists for 0 ≤ b < b c where b c ≈ 0.21138 is the critical saturation threshold. Choosing the GMS model means that we can write (4d) and (5) as
where β = qρ − s. We can write H in a more convenient way by utilizing (29) . Specifically, if we multiply by w z , rewrite the expressions using the product rule, and integrate over the spatial domain we get
and so we can write
which is advantageous because we have a fixed integrand regardless of exponent set (2, q, ρ, s). In the current numerical configuration, the parameter b is not being controlled but is defined based on U 0 and the saturationσ. By specifically considering b (or c) as its own variable, we are taking advantage of the U 0 independent structure in (29) which means that homoclinic orbits and properties can be precomputed on b ∈ [0, b c ) regardless of U 0 and σ. Therefore the computational time for the GMS model as compared to the unsaturated version is the same. When computing the Jacobian for Newton's method, both φ and H depend on the solution w directly and so we will need to compute derivatives in c for the Jacobian. We will compute them as
using the chain rule for the c dependence so that we can exploit the relationship between w and b in (29) . These expressions require derivatives of w in b and z and therefore we will compute them along with the solution to w. That is we couple (29) with
subject to w z (0) = w bz (0) = 0. This is obtained by differentiating (29) with respect to b. We model the far-field exponential decay as a mixed boundary condition w z (L) = −w(L) and w bz (L) = −w b (L) withL 1 chosen to sufficiently represent infinity. We solve the coupled system (29) and (30) using a standard boundary value solver [37] . Note that since w (and hence w b ) is an even solution we only need to solve on 0 < z <L. We plot some representative solutions to w for different values of b in Figure 3 . 
Results
Similar to the Mullins-Sekerka problem, we can find an analytic solution to (4) with the GMS model if Γ is a circle of radius r 0 on some domain 0 ≤ r ≤ R andσ = 0 (b = 0). If we define the functions
then we can write the solution as (cf. [29] )
Since b = 0 we can analytically solve (29) to get
and soĤ = 4 and the velocity condition becomes
where prime indicates differentiation with respect to r. Figure 4 shows a comparison with this analytic solution and the numerical scheme (23) and (24) for exponent set (2, q, ρ, s) = (2, 1, 2, 0) and for parameters R = 1, r 0 = 1/2 and D = 1. Figure 5 shows the value of U 0 computed numerically and analytically using (31b) for t = 0 and t = 0.1. Whenσ = 0 the equations (31) still hold for the radially symmetric solution except now (31b) is a nonlinear equation since the homoclinic orbit w depends on b which ultimately depends on U 0 . This means that U 0 must be computed using a root-finding algorithm but is still based off an analytic formulation. The results forσ = 0 are presented in Figures 6 with the same parameter regime as for Figure 4 but with the addition of saturationσ = 10. Figures 5c  and 5d shows the value of U 0 computed numerically and using (31b). Notice the effect of the saturation drastically alters the curve inhibitor U 0 value and that the values without saturation in Figure 5a -5b would lead to b > b c if σ = 10. As with the Mullins Sekerka model, we will quantify the global convergence by considering simulations for multiple N up to T = 0.0469 for ∆t = ∆σ 2 . In alignment with Table 1 , the results for the global convergence to the GMS problem for x, V and L are presented in Table 2 . While omitted, U 0 , φ, and φ b also share the same convergence rate of O(∆σ 2 log ∆σ) as predicted by global error analysis. Since standard uniqueness results do not apply, there are also non-radially symmetric solutions U 0 (θ) that exist to (31) . We can find these with a Fourier expansion of integer eigenmodes
where we treat the U β 0 term separately just for simplicity. Using this expansion in (31) we get for each eigenmode n
This is the n > 0 analogue of the radially symmetric case and so if we define the functions
then the solution can be written as
and using the Dirichlet value at r 0 we have a condition to solve for U 0 ,
Notice that for radial symmetry, a n = f n = 0 for n = 0 and f 0 = a β 0 leading to the form for U 0 in (31b). We can discretize (32) as
where now U 0 is an n−component vector, F is the discrete Fourier transform and Y is a vector with entries,
One non-radially symmetric solution can be seen in Figure 7 where the blue solid curve represents the solution to the numeric problem (23) and (24) for an initial guess U 0 = cos(3σ) to the Newton solver while the red dashed curve represents the equivalent analytic solution to (33) . Note that this analytic solution must also be computed numerically using Newton's method on (33) . The constant solution persists for many initial choices of U 0 and so to find the solution we are looking for, we consider the numerical solution in the blue curve as an initial choice and allow the Newton iterations to proceed. Therefore, in practice, the analytic solution is more useful as a verification that computed solutions indeed solve the original problem and are not numerical artifacts. Finally we demonstrate some examples for non-concentric, non-radially symmetric curves Γ. Figure 8 shows an angular dependent radius in a "flowerpedal" pattern. Very quickly it can be seen that the dynamic tendency is to circularize and then shrink. Figure 9 also has an angular perturbation in the radius forming a lobe structure, but the dynamic effect is to become an ellipse before shrinking. As the curve shrinks, the ratio of major and minor axes of the ellipse tend to 1. It is interesting to note that typically this perturbation leads to splitting into two distinct structures (self replication) [23] as opposed to the behaviour here. Next, we consider a non-concentric circle such as in Figure 10 . Figure 10a shows a non-concentric initial circle placed on the x-axis at [1, 0] with radius r 0 = 1/2 andσ = 10 while Figure 10b shows the same initial circle but placed at the origin. The dynamics of the two model configurations look very similar. However, in Figure 11a , we place a circle of radius r 0 = 1/4 centred at [−1, 2] with saturationσ = 10. The interesting phenomena here is that as the curve grows, the circle becomes elliptical and the major axis rotates in the counter-clockwise direction. When the saturation is set to zero ( Figure 11b ) the curve remains a circle and furthermore actually shrinks instead of grows. This demonstrates the effect the saturation can have on the qualitative curve structure and may demonstrate the existence of solution bifurcation as a function of saturation. Up to this point, all of the instability patterns have stabilized but as a final demonstration we consider curve expansion, also known as curve buckling (cf. [23] , [13] ). Consider taking a circular domain R = 10 where inside we initialize a curve Γ as Γ :{(r, θ)|r = 5 + 0.02 cos(2θ) + 0.3 cos(3θ)+ 0.04 cos(6θ) + 0.08 cos(12θ), θ ∈ [0, 2π]}.
The evolution of this curve is in Figure 12 where indeed curve buckling happens. The most dominant mode in the curve given by (34) is cos(3θ) and early evolution shows dominant growth in this mode. However, as the buckling name suggests, other modes begin to destabilize the curve by the end of the simulation. Boundary integral techniques do not depend on the geometry of the curve and the curve buckling mechanism demonstrates the power of these techniques to complex curve structures. The threshold between curve stabilization and curve buckling is a generally open problem for the GMS model with recent analysis in [28] suggesting that curves concentric to the origin with a small radius cannot buckle due to the stabilizing effect of curvature. 
Conclusions
We have presented a general numeric framework for solving reaction-diffusion equations that, in a singular limit, are variations of the modified Helmholtz problem (and Laplace's equation for the Mullins-Sekerka problem). Solving the time-dependent forced modified Helmholtz problem was recently studied by [34] and [17] for prescribed boundary conditions in fixed domains. In our work, the domain is not stationary as curves undergo motion and also the underlying boundary condition terms are unknown functions based on the specific reaction kinetics of the desired model. We designed a straightforward implementation that made very little assumption about the overall curve structure or reaction kinetic mechanism to make it versatile and usable to other problems in pattern formation. A key advantage of our scheme is that everything time dependent is handled implicitly. Thus, time steps can be taken appropriately as needed for the dynamics rather than be limited by stability restrictions. This is appropriate for the highly nonlinear and stiff dynamics of the example system we consider. Even for the relatively simple Mullins-Sekerka problem, semi-implicit (IMEX) time stepping methods can require time steps much smaller than the dynamics [41] . Another reason we chose the framework we did was for its robustness in adaptability. Our formulation is robust to new structures being included such as alternative or additional velocity terms. In fact, the same scheme holds for any problem with a logarithmic singularity in the kernel as was demonstrated in its use for the Mullins-Sekerka and saturated Gierer-Meinhardt models which are based on the Laplace and modified Helmholtz problems respectively. The current implementation is of moderate accuracy. Our goal is to allow for observations of general qualitative curve dynamic behaviour which do not require sophisticated computational acceleration. However, we have appropriately separated regular and integrable singular terms so that the method could be altered for different quadrature rules such as those in [16] . Higher order spatial discretizations can be implemented at the cost of linear system sparsity. Furthermore, higher order DAE time stepping methods could also be implemented in a straightforward manner. We have used a direct solver for robustness and for ease of implementation in this general framework. If a specific application required a more efficient implementation, it may be possible to develop a preconditioned Krylov subspace iterative solver for the Newton iterations using a fast multipole method (FMM) (cf. [15] ) to evaluate multiplication by the dense blocks of the Jacobian matrix corresponding to the integral equations.
One of the significant factors inhibiting the dynamical systems community studying solutions to problems of the form (1) is the limited insight away from symmetrical structure. The results presented herein provide exactly that insight and can enhance the analysis of pattern formation to broader geometries and domains. Of particular interest is the threshold between stabilizing arbitrary curves to circles ( Figure 8 ) and destabilizing them through curve buckling (Figure 12 ). Buckling patterns are often found in weak diffusion limits of a stripe [23] and in energy minimizing space filling curves [13] and as such have a wide interest of study. Figure 9 shows that the perturbation of a circle under a small amplitude cos(2θ) mode transforms into an ellipse. This perturbation could describe the transition between the existence of circular and elliptical solutions. Figure 11 shows how saturation can qualitatively impact the curve structure and in this case, causes the curve to lose its circular nature in favour of a rotated ellipse.
Finally, it is worth mentioning the significance of the saturation parameterσ in the GMS model. The numerical framework presented here finds the dynamics of solutions to the GMS model without perturbation. Therefore, there is no presumption made about the stability of such solutions to linear analysis and there is no prejudice between solutions that are stable and unstable. However, for the exponent sets (3, q, 3, s), it has been shown in [29] analytically that radially symmetric solutions to the Gierer-Meinhardt model without saturation always exhibits a bandwidth of modes leading to an azimuthal instability that leads to curve dissociation and recently in [28] , it was shown the same conclusions hold for other exponent sets. This instability is on an O(1) timescale which is faster than the dynamic timescale of O( −2 ) and therefore, this breakup instability will occur before any curve dynamics take place. Thus, from a a practical viewpoint, theσ = 0 solutions computed using this framework are somewhat moot. However, it has been shown for a stripe (cf. [23] ) that adding saturation can completely stabilize these breakup patterns hence the motivation for considering the generiĉ σ = 0 in the GMS model.
