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Abstract
Interest detection is detecting an object, event, or process that draws attention. In
this dissertation, we focus on interest detection in images, video and multiple videos.
Interest detection in an image or a video is closely related to visual attention. However, the interest detection in multiple videos needs to consider all the videos as a
whole rather than considering the attention in each single video independently.
Visual attention is an important mechanism of human vision. The computational
model of visual attention has recently attracted a lot of interest in the computer vision
community mainly because it helps ﬁnd the objects or regions that eﬃciently represent
a scene and thus aids in solving complex vision problems such as scene understanding.
In this dissertation, we ﬁrst introduce a new computational visual-attention model
for detecting region of interest in static images and/or videos. This model constructs
the saliency map for each image and takes the region with the highest saliency value
as the region of interest. Speciﬁcally, we use the Earth Mover’s Distance (EMD)
to measure the center-surround diﬀerence in the receptive ﬁeld. Furthermore, we
propose to take two steps of biologically-inspired nonlinear operations for combining
diﬀerent features: combining subsets of basic features into a set of super features
using the Lm -norm and then combining the super features using the Winner-TakeAll mechanism. Then, we extend the proposed model to construct dynamic saliency
maps from videos by computing the center-surround diﬀerence in the spatio-temporal
receptive ﬁeld.
Motivated by the natural relation between visual saliency and object/region of interest, we then propose an algorithm to isolate infrequently moving foreground from
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background with frequent local motions, in which the saliency detection technique
is used to identify the foreground (object/region of interest) and background. Traditional motion detection usually assumes that the background is static while the
foreground objects are moving most of the time. However, in practice, especially in
surveillance, the foreground objects may show infrequent motion. For example, a
person may stand in the same place for most of the time. Meanwhile, the background
may contain frequent local motions, such as trees and/or grass waving in the breeze.
Such complexities may prevent the existing background subtraction algorithms from
correctly identifying the foreground objects. In this dissertation, we propose a background subtraction approach that can detect the foreground objects with frequent
and/or infrequent motions.
Finally, we focus on the task of locating the co-interest person from multiple temporally synchronized videos taken by the multiple wearable cameras. More speciﬁcally, we propose a co-interest detection algorithm that can ﬁnd persons that draw
attention from most camera wearers, even if multiple similar-appearance persons are
present in the videos. Our basic idea is to exploit the motion pattern, location, and
size of persons detected in diﬀerent synchronized videos and use them to correlate
the detected persons across diﬀerent videos – one person in a video may be the same
person in another video at the same time. We utilized a Conditional Random Field
(CRF) to achieve this goal, by taking each frame as a node and the detected persons
as the states at each node. We collect three sets of wearable-camera videos for testing
the proposed algorithm where each set consists of six temporally synchronized videos.
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Chapter 1
Introduction
The visual environment is an enormously rich source of information, and the viewer
must select to focus on some parts which he/she is interested in. The simulation of the
process of predicting which parts are paid more attention is what we called interest
detection. We deﬁne interest detection as detecting an object, event, or process that
draws attention. In this dissertation, we focus on the interest detection in the image,
video and multiple videos. We consider interest detection in an image or a video
is task irrelative, which is closely related to the visual attention. However, interest
detection in multiple videos needs to consider all the videos as a whole rather than
considering the attention in each single video independently.
We ﬁrst propose a computational visual attention model for interest detection in
images and videos. Visual attention is an important mechanism in human vision:
despite the relatively large ﬁeld of view, the human visual system processes only a
tiny central region (the fovea) with great detail [112, 49, 61, 91, 122]. This indicates
that people usually focus on a small number of salient points (or locations) when they
view a scene. Humans are able to detect visually distinctive (so called salient) scene
regions eﬀortlessly and rapidly (pre-attentive stage). These ﬁltered regions are then
perceived and processed for ﬁner details is extracted of richer high-level information
(attentive stage).
Over the past decades, and especially within the last 15 years, there has been a
growing interest in the mechanisms of visual attention in the scope of psychophysics,
neurophysiology and computer science [17]. The computational model of human vi-
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sual attention mechanism has recently attracted a lot of interest in the computer
vision community mainly because it helps ﬁnd the objects or regions that eﬃciently
represent a scene and thus simplify complex vision problems such as scene understanding.
Figure. 1.1 gives some examples of images and how human visual attention works
on them. The ﬁrst and third rows show the images from the Bruce’s dataset [13] and
the second and fourth rows are their corresponding spotlighted images, in which the
more saliency denotes the brighter.

Figure 1.1: Illustration of how human visual attention works. The ﬁrst and third
row show the orginal images and the second and fourth row show their corresponding
spotlighted images which highlight the human attention regions.

An inclusion of a computational visual-attention model can substantially help address many challenging computer vision and image processing problems. For example,
object detection and recognition can become much more eﬃcient and more reliable
by examining only the salient locations and ignoring largely irrelevant background.
Object tracking can also beneﬁt from visual attention by examining only the spatio2

temporally salient points. Because the neural mechanisms of the human vision system
are still not fully known, it is a very challenging problem to build a comprehensive
computational model that can well simulate the human visual attention mechanism.
Over the past decades, psychologists, neurobiologists, and computer scientists have
all investigated visual attention from their own perspectives and beneﬁted from the
progress made in the other ﬁelds [33].
Previous research has shown that there are two general mechanisms for human
visual attention: bottom-up and top-down mechanisms [22]. Bottom-up attention
searches for the salient points based solely on the visual scene, i.e., image data, and
therefore, it is usually task irrelevant. Many computational visual-attention models
developed in the previous works are purely bottom-up [28] without assuming any
speciﬁc prior knowledge on the objects and/or background. In speciﬁc applications
where some prior knowledge is available, or can be learned from training samples,
people also include top-down mechanisms to improve the accuracy of the salientpoint identiﬁcation. For example, in [111] global scene conﬁguration is used to guide
the visual attention for localizing speciﬁc objects, such as persons. It is worthwhile to
mention that learning is not only used for top-down attention. Many pure bottom-up
attention models also use learning to reveal some general knowledge that is applicable
to diﬀerent kinds of images in diﬀerent applications [14, 45, 56, 75, 125]. In this dissertation, we focus on the pure bottom-up attention without using any task-relevant
knowledge and without incorporating any learning components.
There are some applications, closely or remote related to visual saliency: object
importance [104], [8], video interestingness [52], image quality assessment [121], aesthetic [27], and attributes [31]. The relation between visual saliency and object/region
of interest has been exploited by several researches. Elazary and Itti [29] demonstrate
that human observers tend to annotate more salient objects ﬁrst. They hence conclude that salient objects are interesting. Masciocchi et al. [80] address the decision
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processes by which humans choose points in a scene as the most interesting ones by
mouse clicking on the ﬁve most interesting locations. Using a large observer population (>1000 in a web-based study), they ﬁnd that interest selections are correlated
with eye movements, and both types of data correlate with bottom-up saliency. Similar results have been shown by Borji et al. [10].
The second part of this dissertation is to detect the region of interest in videos.
Usually, the moving objects may draw more interest from people than the static ones.
In practice, however, we may also be interested in some objects with infrequent motion, such as abandoned objects or removed objects. Detecting such objects is useful
in many surveillance video analysis scenarios because bombs placed in abandoned
luggage are a prevalent terrorist weapon and the removed objects may be related to
a theft.
Motivated by the relation between visual saliency and object/region of interest,
we proposed an algorithm for detecting infrequently moving foreground on a background with frequent local motions. This algorithm distinguishes the foreground and
background by utilizing the relationship between saliency and the foreground (region
of interest). In many video surveillance tasks, it is usually necessary to separate foreground objects of interest from background [57]. Based on the extracted foreground
objects, high-level tasks such as detecting/tracking target objects and recognizing activities from videos can be addressed more eﬀectively. Assuming that the camera is
stationary, motion plays a key role in video-based foreground/background separation:
foreground objects are usually moving while the background is relatively static. Many
approaches, such as optical ﬂow and background subtraction, have been developed
to detect the motions of foreground objects, based on which the foreground and the
background can be separated.
We tackle this challenging problem with the “visual attention” mechanism. Specifically, we develop algorithms to identify Regions of Diﬀerence (RoD) between tem-
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porally nearby frames. Since there is no object-speciﬁc information of the foreground
objects, a “visual attention” mechanism is employed for identifying a RoD to be either
part of an object or the background by assuming that the foreground objects should
be more salient than the background. The RoDs that are identiﬁed as background
regions are then propagated back-and-forth in the super-clip to construct complete
background images, i.e., background models. With a complete background image for
each frame, we can conduct background subtraction to identify the moving foreground
objects. To address the local frequent motions in the background, we further develop
a feature-matching based local motion stabilization algorithm that can reduce the
foreground false positives in background subtraction.
Finally, we propose a model to tackle the problem of interest detection from
multiple cameras – co-interest person (CIP) detection from multiple wearable camera
videos. Given temporally synchronized videos taken by multiple wearable cameras,
our goal is to locate the co-interest person, i.e., the person who draws attention from
most of the other people.
Video-based individual, interactive, and group activity recognition has attracted
more and more interest in the computer vision community. Using ﬁxed cameras for
collecting videos suﬀers from the problem of only covering very limited areas. This
problem will get even worse when recognizing activities in a social event, such as a
concert, ceremony or party, where multiple people are present and move from time
to time. Recently, wearable cameras, such as Google Glass or Go Pro, provide a new
solution, where all or some of the involved persons wear a camera on their head to
record what they see over time [32, 85, 89].
By combining the temporally synchronized videos from diﬀerent wearers, we can
recognize activity occurred in a large area, because camera wearers can walk or move
their heads to follow the people or events of interest [126]. An important problem
arising from this setting is to identify the co-interest person (CIP) that attracts the
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Video 1

Video 2

Video 3

Video 4

Video 5

Video 6

(a) A co-interest person (in red boxes) identified in the same frame across different videos.
Frame 1

Frame 2

Frame 3

Frame 4

Frame 5

Frame 6

(b) A co-interest person (in red boxes) identified along the same video.

Figure 1.2: An illustration of the basic idea underlying the proposed CIP detection
approach. (a) A CIP (in red boxes) always shows consistent 3D motion patterns across
all the videos in which he/she is present. (b) A CIP (in red boxes) usually shows
high spatial-temporal consistency along a video. Our proposed algorithm considers
the consistency in both (a) and (b) for CIP detection. Note that Video 3 in (a) is an
egocentric video of the CIP.
attention of multiple wearers since this person usually plays a central role in ongoing
event of interest [43]. The CIP and his/her activities are of particular importance
for surveillance, anomaly detection and social network construction. For example,
in a public scenario such as an airport, CIP can be a person with abnormal behavior or activity who usually draws attention from multiple camera-wearing security
guards and the quick detection of such CIPs can improve the public security. In a
kindergarten, CIP may be a kid with strange behavior that continuously draws joint
attentions from camera-wearing teachers or other kids. In this case, the CIP detection can facilitate the early ﬁndings of various child development issues. In a group
discussion, people usually focus on the person who leads or gives the speech at any
time and the identiﬁcation of such CIPs over time can help summarize and edit all
the videos from the attendee’s cameras for more eﬀective information management
and retrieval. In this dissertation, we developed a new approach to detect CIPs from
multiple videos taken by wearable cameras.
In many scenarios, such as social events, people may share clothes with similar
color and appearance. Therefore, it is risky to identify co-interest persons from
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multiple videos based on their appearance similarity, as shown in Fig. 1.2(a). In
this dissertation, we examine the persons’ motion similarity in diﬀerent videos to
decide whether they are the same person. However, the pose and perspective of the
cameras from diﬀerent wearers at diﬀerent time are diﬀerent. As a result, the same
person’s motion, when projected to 2D camera plane from diﬀerent perspectives, are
usually quite diﬀerent.
We address this challenging problem by combining the temporally synchronized
frames from diﬀerent videos using a Conditional Random Field (CRF) model. Specifically, we build a CRF by taking each frame as a node and the candidates, the results
of human detection, on that frame as its states. In this CRF, we deﬁne an inter-video
energy that reﬂects the motion-pattern diﬀerence of the candidates drawn from diﬀerent videos, as well as an intra-video energy term in the CRF to measure the location
and size consistency of candidates across frames of a same video. The minimization
of the proposed CRF energy will generate a CIP on each frame of each video that
shows both inter-video and intra-video properties.

1.1

Related Work

This section surveys previous work related to this dissertation. We ﬁrst brieﬂy discuss the previous work of computational visual attention model which is related to
Chapter 3. We then introduce the previous work of motion detection which is related
to Chapter 4. Finally, we discuss the previous work related to co-interest person
detection (Chapter 5).

Computational model for saliency maps
One of the most well-known bottom-up computational visual attention models for
visual attention was developed by Itti et al in 1998 [51]. In Itti’s model, an input image
is ﬁrst decomposed into the intensity, color, and orientation features in diﬀerent image
7

scales. A feature map is then generated by calculating the strength of each feature
in each scale, where the feature strength at a point is deﬁned by the center-surround
diﬀerence at this point. In Itti’s model, the center-surround diﬀerence is computed
using a Diﬀerence-of-Gaussian (DoG) ﬁlter. After that, three conspicuity maps are
constructed, one for each feature, by combining the feature strengths across multiple
scales. Finally, these three conspicuity maps are linearly combined to produce a
master saliency map. Parkhurst et al [87] ﬁnd that the saliency map produced by Itti’s
model shows a better agreement with the human ﬁxation points than that produced
by chance. Recently, Itti’s model has been extended to incorporate the features other
than the intensity, color, and orientation. In [46, 101], dynamic saliency maps are
generated from a video sequence by considering the motion feature. In [5], additional
feature maps are constructed to reﬂect the symmetry and the object size in the image
and then combined with other features to compute the master saliency map.
Recently, several new models have been developed for the bottom-up visual attention. In [13, 14], Bruce and Tsotsos measure the saliency using Shannon’s selfinformation measure at each local image patch, where the feature of the patch is derived from an Independent Component Analysis (ICA) on a large number of patches
in the image. In [125], Zhang et al proposed a model of Saliency Detection using
Natural Statistics (SUN), where a Bayesian inference is used to estimate the probability that there is a target at each location. Statistics on a large set of images are
used to determine the priors in the Bayesian inference. In [40], Harel et al described
a Graph-Based Visual Saliency (GBVS) model where spectral graph analysis is used
for computing the center-surround diﬀerence and its normalization. In [44], Hou and
Zhang proposed to use the spectral residual of an image as the saliency, where the
spectral residual is deﬁned by the log spectrum of an image and its smoothed version. In [45], Hou and Zhang further introduced a Dynamic Visual Attention (DVA)
model by maximizing the entropy of the sampled visual features, where the entropy
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is measured by the incremental coding length. In [4], Avraham and Lindenbaum developed a validated stochastic model to estimate the probability that an image part
is of interest and used this probability as saliency.

Motion detection
Background subtraction may be the simplest approach for foreground detection [105,
69]. The basic idea is to obtain a background image that does not contain any object
of interest. Then, a video frame will be compared with the background image for
foreground object detection [6]. The most critical and challenging task in background
subtraction is background modeling, i.e., obtaining a clean background image, which
generally includes background initialization and updating. Here, we give a brief
review of this topic. Please refer to [15, 11] for a comprehensive survey.
Assuming that foreground objects have diﬀerent color or intensity distribution
from that of the background, the majority of background modeling approaches learn
a background distribution at each pixel location, which is then used to classify each
pixel in a video frame as background or foreground. The background distribution
at each pixel can be modeled parametrically, such as a Gaussian Mixture Model
(GMM) [105, 39], or non-parametrically, such as kernel density estimation (KDE) [30].
More recently, statistical background modeling has been extended to estimate the
background distribution in a spatial or spatiotemporal neighborhood [99, 84, 83, 42].
Sheikh and Shah [99] challenged the idea of modeling background distribution at each
pixel, and employed the correlation between spatially proximal pixels. Narayana et
al [84] proposed a kernel estimate at each pixel using data samples extracted from
its spatial neighborhood in previous frames. Moshe et al [83] directly modeled the
statistics from 3D spatiotemporal video patches to capture both the static and dynamic information of the scene. Hernandez-Lopez et al [42] proposed to regularize the
likelihood of each pixel belonging to background or foreground based on a Quadratic
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Markov Measure Field model. However, this method [42] assumes that the ﬁrst frame
of the video does not contain the foreground and thus, cannot handle the case that the
foreground objects are present at the beginning of the video. Most recently, Shimada
et al [102] proposed a bidirectional background modeling approach based on casebase reasoning, where a background model was retrieved from an online constructed
background database.
Besides modeling the statistics, foreground/background separation can be performed through low-subspace separation. Cui et al [23] proposed a model using both
low rank and group sparsity constraints, which represented two observations, i.e.
“background motion caused by orthographic cameras lies in a low rank subspace”
and “pixels belonging to one trajectory tend to group together”, respectively. He et
al [41] introduced an online background modeling algorithm, named Grassmannian
Robust Adaptive Subspace Tracking Algorithm (GRASTA), for low-rank subspace
separation of background and foreground from randomly subsampled data. However,
the low-rank constraint tends to treat the objects with infrequent motions as the
background.
Other than employing color or intensity, local texture information has been employed in background modeling. Yao and Odobez [123] combined the local textures
represented by Local Binary Patterns (LBP) and color features. Liao et al [71] employed the local texture information by using a scale invariant local ternary pattern
which is modiﬁed from the LBP.
However, there is a common assumption in the existing background modeling
algorithms that the background is more frequently visible than the foreground. As a
result, they are more likely to treat an object with infrequent motions as part of the
background. We employ a visual attention analysis based mechanism to explicitly
deal with the foreground objects with infrequent motions.
Although saliency detection has been employed in foreground/background sepa-
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ration in a few early attempts [90, 79], we would like to emphasize that the proposed
approach is totally diﬀerent from these approaches. In [90], regions with high visual
saliency are identiﬁed on each frame as foreground without considering any motion
cue. In [79], spatiotemporal segments with high visual saliency are identiﬁed from
a video as foreground. While this method [79] considers motion cue in evaluating
the visual saliency, it will fail to detect an infrequently-moving object once it stays
static and generates no motions. In this dissertation, we do not directly use visual
saliency to separate foreground and background. Instead, we identify RoDs and compare the saliency values of an RoD in diﬀerent frames to help construct the complete
background images. Together with a step of background propagation, our method
can better detect infrequently moving objects. In addition, directly using saliency in
each frame to distinguish the foreground and the background may work poorly when
the background is highly textured – highly textured regions are usually considered
to be salient in most visual attention models [72]. The proposed method compares
the relative saliency of a region across frames to distinguish the foreground and the
background, and can better identify the highly textured background.

Co-interest person detection from multiple wearable cameras
Video co-segmentation
Related to the third part of this dissertation is a series of prior research on video cosegmentation, where common objects are segmented from multiple videos. Video cosegmentation can be treated as an extension of the long-studied image co-segmentation [24,
53, 54, 58, 68, 81, 95, 107, 113, 118], where the input is a set of images instead of
videos.
However, diﬀerent from the proposed CIP detection, the multiple videos used for
video co-segmentation are usually not temporarily synchronized: they may record the
same object at diﬀerent time. As a result, the co-segmented person may not show
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motion consistency across diﬀerent videos. In practice, almost all the existing cosegmentation algorithms are based on object-appearance matching. For example, [18]
and [96] model the co-segmentation as a foreground/background separation problem
based on the appearance information. Wang et al. [117] develop an appearance-based
weakly supervised co-segmentation algorithm which also needs the labels for a few
frames. In [55], the common objects are localized in diﬀerent videos by using the
appearance and local features.
Some of prior video co-segmentation methods use the motion information to help
track and/or segment the objects in each video but not corresponding objects across
videos as in the proposed CIP detection. Chiu and Fritz [20] propose a multi-class
co-segmentation algorithm based on a non-parametric Bayesian model which uses
the motion information for object segmentation. In [124], a number of tracklets
are detected inside each video and the appearance and shape information along the
tracklets are then extracted to identify the common target in multiple videos. In [34],
co-segmentation is formulated as a co-selection graph where motions are estimated
to measure the spatial temporal consistency. In [38], motion trajectories are detected
to match the action across video pairs. However, the action matching is only in the
high-level of the action type. There is no frame-by-frame motion consistency between
these videos since they are not temporally synchronized.
In addition, when multiple people are present in the view of each video, most
works on video co-segmentation identify all of them as a common object – person.
In the proposed CIP detection, we need to distinguish them and identify one person
with presence in all or most of the videos.
Gaze concurrences
Also related to this dissertation is the research on gaze concurrences of multiple video
takers. Robertson and Reid [94] estimate face orientation by learning 2D face features
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from diﬀerent views. In [103], the points of interest are estimated in a crowded scene.
However, these methods rely on video data captured from a third person. As a result,
the area covered by these videos are quite limited and the accuracy of head pose
estimation degrades when distance to the camera increases [86]. Park et al. present
an algorithm to locate gaze concurrences directly from videos taken by head-mounted
cameras. However, this algorithm requires a prior scanning of the area of interest (for
example, a room or an auditorium) to reconstruct the reference structure. This may
not be available in practice.

1.2

The Structure of the Dissertation

This dissertation is arranged as follows. Chapter 3 presents a novel computational
visual attention model for interest detection in images and videos by using earth
mover’s distance based center-surround measurement and nonlinear feature combination. Chapter 4 describes a visual attention based method for detecting the infrequently moving foreground from background with frequent local motions. Chapter 5
presents a new model for co-interest person detection from multiple videos taken by
wearable cameras. The contributions are summarized in Chapter 6.
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Chapter 2
Background
In this chapter, we describe some relevant knowledge, algorithms and features used
this dissertation. In Section 2.1, we introduce the Earth Mover’s Distance which will
be used as the center surround measurement in Chapter 3. We describe the ScaleInvariant Feature Transform (SIFT) in Section 2.2. The SIFT feature will be used
for local motion stabilization in Chapter 4. In Section 2.3, we brieﬂy introduce the
Conditional Random Field (CRF) which will be used for co-interest person detection
in Chapter 5.

2.1

Earth Mover’s Distance (EMD)

Earth Mover’s Distance (EMD) was ﬁrst introduced and used in some color and
texture signature applications by Rubner et al. [98], [97]. Due to the favorable
robustness, the EMD is also useful for more general classes of histogram descriptors
such as Scale-invariant feature transform (SIFT) and shape context [74].
In [97], EMD is applied to the signatures of distributions rather than directly to
the histograms. A histogram is derived from a ﬁxed partitioning (ﬁxed bin size) of
the domain of a distribution. However, it cannot achieve a good balance between
expressiveness and eﬃciency because it is a ﬁxed-size structure. A signature, on the
other hand, is a variable-size description of the distribution. A typical signature
consists of pairs {(x1 ,k1 ), ... (xm ,km )}, where xi is a single point that represents
the center of a certain cluster i extracted from the distribution, and ki is the weight
which denotes the size of that cluster.
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Given two signatures K={(x1 ,k1 ), ... ,(xm ,km )} and L={(y1 ,l1 ), ... ,(yn ,ln )},
and the ground distance matrix D=[dij ] where dij is the ground distance between ki
and lj , the EMD is deﬁned in terms of a ﬂow F=[fij ], which minimizes the overall
work required to move earth from one signature to another:

W ORK(K, L, F ) =

m X
n
X

fi,j di,j

(2.1)

i=1 j=1

subject to the following constraints:
fi,j > 0
m
X

1 6 i 6 m, 1 6 j 6 n

(2.2)

fi,j 6 ki

1 6 i 6 m,

(2.3)

fi,j 6 lj

1 6 j 6 n,

(2.4)

i=1

n
X

j=1
m X
n
X

fi,j =

i=1 j=1



m
n
X
X
min  ki ,
lj  .
i=1

(2.5)

j=1

Constraint Eq. (2.2) reﬂects the fact that the “earth” is being moved from K
to L. Constraints Eq. (2.3) and Eq. (2.4) limit the amount of earth that can be
sent or received by the clusters to be no more than their weight; and constraint
Eq. (2.5) sets the maximum possible amount of earth that can be moved. Once the
optimization problem is solved, the optimal ﬂow F can be produced, and the Earth
Mover’s Distance between K and L is deﬁned as

EMD(K, L) =

Pm Pn

∗
i=1
j=1 fi,j di,j
,
Pm Pn
∗
i=1
j=1 fi,j

(2.6)

∗
where fi,j
is the optimal ﬂow from xi to yj .

EMD has a known expensive computational cost, which is greater than O(N 3 )
(supercubic) for a histogram with N bins [74]. However, we will show that the EMD
between two histograms can be computed very eﬃciently in our model by utilizing
some properties of the histograms.
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The EMD equals the Wasserstein (Mallows) distance when the two distributions
have equal masses [66]. When we consider the two histograms, this requirement is
satisﬁed because the total mass of a histogram is always equal to 1. Therefore, when
the ground distance in the EMD is deﬁned as the L1 norm between bins, the EMD
between these two histograms is equal to the Wasserstein distance W1 . In [9], Bickel
and his colleague produced an eﬃcient way to compute the Wasserstein distance as
following:
W1 (P, Q) =

Z

0

1

|F −1(t) − G−1 (t)| dt =

Z

+∞

−∞

|F (t) − G(t)| dt

(2.7)

where W1 (P, Q) denotes the Wasserstein distance between two distributions (histograms) P and Q with exponent 1, F and G are the cumulative distribution functions of P and Q, respectively, and F −1 and G−1 represent their respective inverse
functions. Thus, the EMD between two histograms can be eﬃciently computed by:
EMD(HC , HS ) =

i
n X
X

i=1 j=1

HC (j) −

i
X

HS (j) ,

(2.8)

j=1

where HC and HS are the n-bin (normalized) weighted histogram for the center and
the surround respectively. Using Eq.(2.8), the EMD between two histograms can be
computed with a linear complexity of O(n).

2.2

Scale-Invariant Feature Transform (SIFT)

Scale-Invariant Feature Transform (SIFT) [76] is a local descriptor which is known
to be invariant to image scale and rotation and also robust to changes in illumination,
noise, and minor changes in viewpoint.
The SIFT feature points are extracted from an image by the following steps:
1, Scale-space extrema detection: This stage searches over all scales and image
locations. It uses Diﬀerence-of-Gaussian (DoG) function to identify potential interest
points.
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Figure 2.1: An illustration of the scale space.
The scale space of an image, L(x, y, σ), is constructed as:
L(x, y, σ) = G(x, y, σ) ∗ I(x, y),

(2.9)

where the 2D Gaussian function is deﬁned as:
G(x, y, σ) =

1 −(x2 +y2 )/2σ2
e
.
2πθ2

(2.10)

To detect stable key-point locations in scale space, the scale-space extrema in the
DoG convolved with the image is used:
D(x, y, σ)

= (G(x, y, kσ) − G(x, y, σ)) ∗ I(x, y)

(2.11)

= L(x, y, kσ) − L(x, y, σ)

(2.12)

To detect the local maxima and minima of D(x, y, σ), each point is compared to
its 26 neighbors (eight in the current image and nine neighbors in the scale above
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Figure 2.2: An illustration of maxima and minim detection in the diﬀerence-ofGaussian images.
and below), see Figure 2.2. A point is selected only if it is larger/smaller than all of
these neighbors.
2, Orientation assignment:
For each image, L(x, y), the gradient magnitude, m(x, y), and orientation, θ(x, y),
is pre-computed by:
q

(L(x + 1, y) − L(x − 1, y))2 + ((L(x, y + 1) − L(x, y − 1))2

(2.13)

θ(x, y) = tan−1 ((L(x, y + 1) − L(x, y − 1))/(L(x + 1, y) − L(x − 1, y)))

(2.14)

m(x, y) =

Then the orientation histogram is constructed by using the gradient orientations
of the points within a region around the key-point. The orientation histogram has 36
bins covering the 360 degree range of orientations.
3, Key-point descriptor:
First, the image gradient magnitudes and orientations are sampled around the
key-point. As shown in Figure 2.3, an 8-bin orientation histogram is constructed for
each sub-region around the key-point, by combining 4×4 sample regions. In practice,
4×4 sub-regions are used rather than 2×2 sub-regions shown in Figure 2.3. The ﬁnal
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descriptor is obtained by concatenating all the orientation histograms in the subregions. Therefore, the descriptor of a key-point uses a 4×4×8 = 128 dimensional
vector.

Figure 2.3: An illustration of the orientation descriptor by 2×2 region.

2.3

Conditional Random Fields (CRF)

In this section, we describe the Conditional Random Field model [65] on the labeling
problem. CRF is a undirected graph deﬁned on observation X and random variables
Y. Let G = (V, E), such that Y = (Yv )v∈V , so that Y is indexed by the vertices.
Then (X, Y) is said to be a CRF if, when conditioned on X, the random variables
Yv obey the Markov property with respect to the graph:
P (Yv |X, Yw , w 6= v) = P (Yv |X, YNv ),

(2.15)

where Nv is the neighbors of the v in G.
In labeling problems, the random variables Y can be considered as a label set.
Labeling problems are very common in the computer vision ﬁeld, since many vision
tasks can be posed as labeling problems, e.g., image segmentation, image restoration,
stereo matching, etc. X can be the observed data from an input image or multiple
images. Therefore, we want to ﬁnd proper labels Y to maximize the conditional
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probability:
Y∗ = argmax P (Y|X).

(2.16)

Y

According to the Markov-Gibbs equivalence, we have:
P (Y|X) =

1
exp (−E(Y|X)) ,
Z

(2.17)

where Z is a normalizing factor, called the partition function:
Z=

X

exp (−E(Y|X)) ,

(2.18)

and
E(Y|X) =

X

Ψc (Y) =

c∈C

X

Ψ1 (yi |X) +

i∈C1

X

Ψ2 (yi , yi′ |X)...

(2.19)

i,i′ ∈C2

where C is the clique in the graph G. If we only consider the unary and binary clique
energy, then:




X
X X
1
P (Y|X) = exp −
Ψ1 (yi |X) −
Ψ2 (yi , yi′ |X) ,
Z
i∈V
i∈V i′ ∈Ni

(2.20)

In Chapter 5, we deﬁne our co-interest person detection as a CRF by considering
each frame as a node and each detected person as its state.
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Chapter 3
Computational Visual Attention Model for
Interest Detection in Image and Video
3.1

Motivation

In this dissertation, we propose a new computational visual attention model for interest detection, which is called saliency detection here, in images and videos. This
model has several new improvements over Itti’s model. First, we propose to use the
Earth Mover’s Distance (EMD), see Section 2.1, to measure the center-surround difference in the receptive ﬁeld, instead of using the DoG ﬁlter adopted in Itti’s model.
By comparing the histograms of the center and surround regions, EMD can provide
a more robust measurement of their diﬀerence. Second, we propose to use nonlinear
operations, instead of the linear summation in Itti’s model, for feature combination.
More speciﬁcally, we propose to take two steps of biologically-inspired nonlinear operations for combining the diﬀerent features: ﬁrst combining subsets of basic features
into a set of super features using the Lm -norm and then combining all the super features using a Winner-Take-All (WTA) mechanism. Third, to construct the dynamic
saliency maps from an input video, we extend the proposed model by computing the
center-surround diﬀerence in the Spatio-Temporal Receptive Field (STRF). These
improvements are justiﬁed by an apples-to-apples performance comparison against
several other existing visual-attention models, in a uniﬁed experiment setting. The
diagram of the proposed visual-attention model is illustrated in Fig. 3.1.
This chapter is organized as follows. In Section 3.2, we introduce to use EMD to

21

World
Scale 1

Scale 2

Scale m

Feature 1
CenterSurround
Feature 2

Feature Maps

Difference
Using
Feature n

EMD

1
2

Feature Combination Model

Saliency Maps
in Each Scale
Cross-Scales Combination of Saliency Maps

Master Saliency Map

Figure 3.1: The diagram of the proposed visual-attention model.
measure the center-surround diﬀerence, as indicated in the red box “1” in Fig. 3.1. In
Section 3.3, we discuss the two steps of nonlinear operations for combining the basic
features, as indicated in the red box “2” in Fig. 3.1. In Section 3.4, we extend the
proposed model to construct dynamic saliency maps from a video. In Section 3.5, we
evaluate the performance of the proposed model on standard data sets and compare its
performance to several existing visual-attention models, followed by a brief conclusion
in Section 3.6.

3.2

Center-Surround Difference using EMD

In Itti’s model, DoG ﬁlter is used to compute the center-surround diﬀerence. In
particular, DoG ﬁlter is implemented by applying a Gaussian ﬁlter to the image in
diﬀerent scales and then computing their diﬀerence. In [35], Gao and Vasconcelos
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suggest the use of the histogram diﬀerence between the center and the surround as
the center-surround diﬀerence. Speciﬁcally, they suggest the use of the KL divergence
for this purpose. However, as a bin-by-bin dissimilarity measure, the KL divergence
considers only the correspondence between the bins with the same index, and does
not consider the information across bins. It is also well known that the KL divergence
is sensitive to the selection of the bin size [97]. In this dissertation, we propose to use
EMD to compute the center-surround diﬀerence.

EMD Based on Weighted Histogram
If we directly construct the histograms of the center and surround and then use the
EMD described in Section 2.1 as the center-surround diﬀerence, the spatial information of the pixels are not considered. Intuitively, pixels near the border between the
center and its surround are more important than the others for computing saliency.
For example, let’s consider two center-surround regions in Fig. 3.2. For both of them,
the center C is a circular disk with radius 100 and intensity 0, and the surround S
consists of three rings with outer radii 141, 173, and 200 pixels respectively. Note
that these three rings are of the same area for both (a) and (b). The intensity of these
three rings (from the outer ring to the inner ring) are 64, 90, and 220 in Fig. 3.2(a)
and 220, 90 and 64 in Fig. 3.2(b). Based on intensity histograms, it is easy to ﬁnd
that the center-surround diﬀerences in Figs. 3.2(a) and (b) are identical if we use
EMD directly. However, perceptually the center-surround diﬀerence in Fig. 3.2(a)
should be larger than that in Fig. 3.2(b) because there is a clearly larger intensity
change across the center-surround border in Fig. 3.2(a). In the following, we address
this issue by introducing weighted histograms for both the center and the surround
and then applying EMD to the weighted histograms.
First, we deﬁne a normalized weight w(·) for each pixel i in the center or the
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Figure 3.2: An illustration of the motivation for constructing the weighted histograms.
(a) and (b) are two center-surround regions with the same center-surround diﬀerence
of 124.6667 when we use EMD on the unweighted intensity histograms. However,
their center-surround diﬀerences are diﬀerent (163.3668 for (a) and 87.3948 for (b))
when we use EMD on the proposed weighted histograms. In this illustrative example,
the histograms are constructed using 256 bins.
surround by








, if i ∈ center C
w(i) = P dC (i)
dC (j)
j∈C

w(i) = P dS (i)
, if i ∈ surround S,
dS (j)
j∈S

where dC (i) denotes the Euclidean distance from pixel i to the center of C and dS (i)
denotes the shortest Euclidean distance from pixel i to the outer boundary of S, as
illustrated in Fig. 3.2(a). Based on these weights, we construct normalized weighted
histograms for the center and the surround, by using w(i) as the pixel-i’s contribution
to its histogram bin. By applying EMD to the weighted histograms of the center and
the surround, we can achieve a center-surround diﬀerence that put more weight on the
pixels near their border. For example, the EMD-based center-surround diﬀerence is
163.3668 for the case shown in Fig. 3.2(a) and 87.3948 for the case shown in Fig. 3.2(b)
by using the weighted histograms.
As shown in Fig 3.3, we construct weighted histograms based on diﬀerent features
(color, intensity, and orientation) and in diﬀerent image scales. For each feature in
each scale, we construct a feature map by calculating the center-surround diﬀerence
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at each pixel using the above mentioned EMD, i.e.,
f
f
Ffl (x, y) = EMD(HC,l
(x, y), HS,l
(x, y))

(3.1)

f
f
where Ffl denotes the feature map of feature f in scale l. HC,l
(x, y) and HS,l
(x, y)

denote the weighted histograms of the center and the surround at pixel (x, y) in terms
of feature f in scale l.
Scale 1

Scale 2

Scale 3

Color
CenterSurround
Orientation

Difference
Using

Intention

EMD-wH

Figure 3.3: An illustration of the pipeline for constructing the feature map for each
feature in each scale.

3.3

Feature Combination

Combining the feature maps for diﬀerent features and from diﬀerent scales is a very
important component in visual attention [33]. In Itti’s model [51, 49, 50, 115], feature
maps for one feature in diﬀerent scales are ﬁrst linearly combined into a conspicuity
map for this feature. Conspicuity maps for diﬀerent features are then combined
linearly into a master saliency map. We ﬁrst combine diﬀerent features in each scale
into a saliency map and then combine the saliency maps from diﬀerent scales into a
ﬁnal master saliency map. When combining the saliency maps from diﬀerent scales,
we follow Itti’s model by simply using the linear combination with equal contribution
from diﬀerent scales [51]. In this Section, we focus on describing a biologically-inspired
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model for combining the feature maps of diﬀerent features into a saliency map in each
scale.
Our proposed feature combination model is inspired by the primary visual cortex
(V1) model proposed by Li et al [70, 63]. V1 is the simplest, earliest, and best studied
visual area in the brain. The V1 model is a biologically-based model that describes
how the V1 neural responses can create a saliency map. Speciﬁcally, in the V1 model,
saliency at a speciﬁc location is determined by the V1 cell with the greatest ﬁring rate
by following a Winner-Take-All (WTA) mechanism. Additionally, some V1 cells only
respond to a single feature and the others may be tuned to more than one feature.
The latter is usually called feature conjunctive cells [70]. For example, there are CO
cells that can respond to both color and orientation [63].
As illustrated in Fig. 3.4 [63], there are two major diﬀerences between the V1
model and Itti’s model for feature combination. First, the feature combination is
linear in Itti’s model while it is nonlinear in the V1 model. Second, basic features (e.g.,
color, intensity, orientation) are directly combined in Itti’s model, while according to
the V1 model, some features may be associated to reﬂect the feature-conjunctive
cells (e.g., CO and MO in Fig. 3.4) before they are combined with other features to
generate the saliency map. Recently, people have found problems of using the linear
feature-combination model. Poirier et al [88] pointed out: “... incremental changes in
homogeneity had a greater eﬀect on saliency when homogeneity was high than when
it was low. This eﬀect was observed both within and between dimensions. A purely
additive combination (e.g., [49]) can therefore be ruled out, and models assuming
such a combination rule would need to be updated to account for the current results.”
In [93], Riesenhuber and Poggio also found that MAX-like mechanisms at some stages
of the circuitry seem to be more compatible with neurophysiological data than the
linear summation mechanism with equal weights. In [70], Li also pointed out that
neither the neural mechanisms nor the exact underlying cortical areas responsible for
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the feature and saliency maps have been clearly speciﬁed in the linear summation
model.
Saliency
Map

Saliency
Map
+
Colors

Orientations

Winner-Take-All
Motion

Feature
Maps

C

CO

O

M

MO

Feature tuned
V1 Cell

Stimulus

Stimulus
(a)

(b)

Figure 3.4: An illustration of the diﬀerences between (a) the linear featurecombination used in Itti’s model and (b) the nonlinear feature combination in the V1
model. This ﬁgure was adapted from [63].

We follow the V1 model to develop a model for nonlinear feature combination, as
shown in Fig. 3.5. Given the set of N basic features (e.g., color, orientation, intensity)
F = {f1 , f2 , · · · , fN },
we construct a set of Ñ super features
F̃ = {f˜1 , f˜2 , · · · , f˜Ñ },
where each super feature f˜i represents a subset of features in F . If f˜i contains more
than one basic feature, it models the response of a feature conjunctive cell, such as
CO and MO.
In [110], To et al used the Lm -norm1 for combining the perception of the complex
and suprathreshold visual elements in naturalistic visual images. Speciﬁcally, the
Lm -norm [100, 110] over n real numbers ai , i = 1, 2, · · · , n is deﬁned by
n
X
i=1

am
i

!1/m

,

1
In [110], this nonlinear operator was called Minkowski summation. However, in mathematics,
Minkowski summation usually indicates the dilation of two sets in geometry. To avoid the confusion,
we call it Lm -norm instead of Minkowski summation.
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where m is a preset summating exponent. Following this model, we use the Lm -norm
˜

to construct super-feature maps Ffl , f˜ ∈ F̃ from the involved basic feature maps by
˜
Ffl (x, y)



=

Xh

Ffl (x, y)

f ∈f˜

im

1/m


.

(3.2)

We then use the WTA mechanism for combining the super features, i.e.,
˜

Sl (x, y) = max Ffl (x, y),

(3.3)

f˜∈F̃

where Sl is the derived saliency map in scale l.

Winner-Take-All

Super
Feature 1

Super
Feature 2

Feature
Subset 1

Feature
Subset 2

Super
Feature j

Lm-norm
Feature
Subset j

Extract any
features in
feature set
Orientations
Colors

Intensity

Feature Set

Figure 3.5: An illustration of the proposed feature combination model.

Note that if we only construct one super feature that involves all the basic features
and use the Lm -norm with exponent m = 1, the above nonlinear feature combination
model is degenerated to the linear feature combination model. In this dissertation,
we consider three basic features of color, intensity and orientation as in most previous
visual-attention models and as suggested in [110], set the summating exponent m =
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2.8 in constructing super features. We construct two super features
f˜1 = {Color, Orientation}
f˜2 = {Intensity}.
The super feature f˜1 reﬂects the CO tuned cells in the V1 model. We choose intensity itself as a separate super feature without associating it to other basic features,
because there is no evidence of any intensity-tuned cells [33]. In Fig. 3.6, we show
the diﬀerent saliency maps generated from a sample image when using the Lm -norm
or linear summation for constructing super features. Note that, compared to the
feature combination of directly taking the maximum over these three basic features,
our construction of super features puts a relative lower weight on the intensity feature
because the Lm -norm of the color and orientation features is always larger than or
equals to the maximum of these two features. In the later experiments, we show that
these two super features lead to better visual attention performance than the other
possible ways of super-feature construction. Figure 3.7 summarizes the proposed
nonlinear feature combination in a scale.

(a)

(b)

(c)

Figure 3.6: An example to illustrate the use of the Lm -norm for constructing super
features. (a) An input image. (b) The resulting saliency map when using the linear
summation to construct the super feature {Color, Orientation}. (c) The resulting
saliency map when using the proposed Lm -norm (m = 2.8) for constructing the super
feature {Color, Orientation}.
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Figure 3.7: An illustration of the proposed nonlinear feature combination model on
the three basic features of color, intensity and orientation.
3.4

Constructing Dynamic Saliency Maps from Video

Videos provide information to construct dynamic saliency maps over time. In this
section, we extend the computation of the center-surround diﬀerence from a single
static image to a sequence of image frames to construct a dynamic saliency map.
Using the center-surround diﬀerence for saliency map reﬂects the function of the
Receptive Field (RF) in neurophysiology [25]: Classical RF has a roughly circular,
center-surround organization, as shown in Fig. 3.8. There are two primary conﬁgurations: one is shown in Fig. 3.8(a), where the RF center is responsive to bright
stimuli and its surround is responsive to dark stimuli, and the other one is shown
in Fig. 3.8(b), where the RF center is responsive to dark stimuli and its surround is
responsive to bright stimuli.
+

-

+

+

-

-

+

+

-

Figure 3.8: An illustration of the spatial RF structure of neurons.
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While the RFs in spatial coordinates are widely used, the RF organizations are
not actually static. When examined in the space-time domain, the RFs of most cells
in the geniculo-cortical pathway exhibit striking dynamics [16]. Recent measurement
techniques have made it possible to plot the full spatio-temporal RF (STRF) of the
neurons, which include speciﬁc excitatory and inhibitory sub-regions that vary over
time [3, 16, 25]. As shown in Fig. 3.9(a), an X-T (spatial x-axis over the temporal
t-axis) plot summarizes how the 1-D spatial organization of the RF changes over
time. This X-T plot typically exhibits a center-surround organization in space and
a biphasic structure in time. Panel A in Fig. 3.9(a) shows the temporal response
curves obtained by slicing through the X-T data at the center of the RF, whereas
panels B and C in Fig. 3.9(a) shows the spatial RF proﬁles determined at two diﬀerent times (t=60ms and t=25ms, respectively). Figure 3.9(b) shows the approximate
construction by thresholding the X-T plot shown in Fig. 3.9(a). We use this approximated construction of the STRF proﬁle for deﬁning the center and the surround in
the space-time domain. Note that the green regions in the top left and top right of
Fig. 3.9(a) are not reﬂected in Fig. 3.9(b) because the corresponding excitatory is low
(see Panel B) and is ignored after the thresholding.
From Fig. 3.9(b), we can see that, in the STRF, a surround is made up of two
parts: a spatial surround and a temporal surround. The diﬀerence between the center
and the spatial surround reﬂects the static saliency and the diﬀerence between the
center and the temporal surround reﬂects the motion saliency. Combining both of
them, we can derive the dynamic saliency at each location in the space-time domain.
Speciﬁcally, at a spatio-temporal location (x, y, t) we deﬁne the center C and the
surround S in the STRF as
C(x, y, t) = {(x′ , y ′, t′ )| max(|x − x′ |, |y − y ′|) < rC , 0 < t − t′ < tC }
S(x, y, t) = {(x′ , y ′, t′ )|rC < max(|x − x′ |, |y − y ′ |) < rS , 0 < t − t′ < tC }
∪{(x′ , y ′, t′ )| max(|x − x′ |, |y − y ′|) < rC , tC < t − t′ < tS },
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Figure 3.9: An illustration of the STRF organization. (a) A sample STRF proﬁle
(X-T plot), adapted from [16]. (b) Approximate construction of the STRF proﬁle
(X-T plot).

where rC and rS deﬁne the center and the surround spatially, and tC and tS deﬁne
the center and the surround temporally, as illustrated in Fig. 3.10.
At each spatio-temporal location, we construct the feature maps by using EMD
based on the weighted histograms as described in Section 3.2 (see Eqs. (2.8) and (3.1)).
For the feature selection, super-feature construction and feature combination, we use
the same methods as described in Section 3.3 (see Eqs. (3.2) and (3.3)).

3.5

Experiments

As in many previous works, we use Bruce’s data [13, 14] for evaluating the visualattention performance on static images and Itti’s data [48, 47] for evaluating the
visual-attention performance on videos. Bruce’s data consist of 120 color images,
on each of which a set of human-eye tracking ﬁxations and a human density map
(blurred ﬁxations) are provided as the ground truth for evaluation. Itti’s data consist
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Figure 3.10: An illustration of the center and the surround used in the proposed
method for deriving a dynamic saliency map.
of 50 original video clips and 50 MTV video clips that are constructed by dividing
and reassembling original video clips. On each of these video clips, a set of ﬁxation
points are provided as the ground truth for evaluation.
For the proposed model, we use three basic features: color, intensity and orientation. For the calculation of these features, we follow Itti’s model: two color features
r − g and b − min(r, g), one intensity feature

r+g+b
,
3

and four orientation features con-

structed by applying Gabor ﬁlters along four orientations {0◦ , 45◦ , 90◦ , 135◦}, with r,
g and b being the original RGB color values. In constructing the super features, we
set the summating exponent m = 2.8. Weighted histograms are constructed with 16
bins for computing the EMD-based center-surround diﬀerence in all our experiments.
In handling static images, i.e., Bruce’s data, we set the boundary of the center to be
a 3 × 3-pixel square and the outer boundary of the surround to be 7 × 7-pixel square.
For each static image, we also construct an image pyramid with ﬁve scales and then
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use the four coarser scales (i.e., excluding the original scale) for computing saliency
maps. In handling videos, i.e., Itti’s data, we set rC = 1 pixel, rS = 3 pixels, tC = 1
frame, and tS = 3 frames. For each video clip, we also construct a spatial pyramid
with ﬁve scales and then use the three coarsest scales for computing the dynamic
saliency maps.
On Bruce’s data, we compare the performance of the proposed model with several
other existing visual-attention models, including Itti’s model (using the implementation at http://www. klab.caltech.edu/∼harel/share/gbvs.php), the GBVS model
[40], the model of Attention based on Information Maximization (AIM) [14], the
Spectral Residual (SR) model [44], the DVA model proposed in [45], the SUN model
[125], and the Esaliency model [4]. On Itti’s data, we compare the performance of
the proposed model with the performance of Itti’s model [51], the Variance model
[92], and the Surprise model [48, 47].
Many previous works reported the performance on Bruce’s data using the ROC
curves and their AUCs (Area Under Curve): the master saliency map is ﬁrst thresholded to a binary map, which is then compared to the ground truth for determining
the true-positive rate (TPR) and the false-positive rate (FPR). By varying the threshold for the master saliency map, we construct an ROC curve. However, we found that
the AUCs reported on the previous works may not be directly comparable because
of the following two reasons:
1. In some previous works, AUCs are produced by directly using the ﬁxation points
as the ground truth (e.g. [125]), while in other works, they are produced by
using the human density map as the ground truth (e.g. [45]). In addition,
when using the human density map as the ground truth, we need ﬁrst select a
threshold to make it a binary map. We found that diﬀerent thresholds Td may
have to be used for generating the binary map and producing AUCs reported
in previous works.
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2. Center bias has been known to be a serious issue in visual attention: the regions
near the image center are more likely to be salient than the regions near the
image perimeter [109, 108]. As listed in Table 3.1, some previous models take
advantage of the center bias and some do not [125].
Table 3.1 summarizes the speciﬁc settings we found that can obtain the previously
reported AUCs on Bruce’s data for several comparison models, including the AIM
model [13, 14], the DVA model [45], and the SUN model [125]. For the DVA model
[45], the AUC reported in the previous work is obtained by using the human density
map as the ground truth, but the threshold Td used for generating this AUC is not
given. We test diﬀerent Td ’s and ﬁnd that Td = 0.15 can lead to an AUC of 0.7911,
which is very close to the one reported in the previous work [45]. For the AIM model
[14], we could not achieve the previously reported AUC of 0.7810 by using ﬁxation
points as the ground truth. However, we ﬁnd that, by using the human density map
as the ground truth with Td = 0.15, we can get a very similar AUC of 0.7800 for the
AIM model. We cannot get the exactly same AUCs reported in the previous works
because of the possible diﬀerent implementation details such as the density of the
points for generating the ROC curve. In Table 3.1, we also give the AUCs of Itti’s
model under three diﬀerent settings. We cannot tune the settings to get the AUC of
Itti’s model reported in [125] because we are using a diﬀerent implementation, which
implicitly introduces a center bias. For the SR model [44], the GBVS model [40], and
the Esaliency model [4], there are no previously reported AUCs on Bruce’s data. We
simply use the ﬁxation points as the ground truth and include the resulting AUCs in
Table 3.1. In this table, we also report the AUC of the proposed model under two
diﬀerent settings: “Proposed Model” indicates the model as described above without
any additional processing and “Proposed with Bias” indicates the altered proposed
model where a center bias is introduced by multiplying the resulting master saliency
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map by a Gaussian kernel
−(x − x0 )2 −(y − y0 )2
+
,
G(x, y) = exp
2σx2
2σy2
!

where (x0 , y0) is the coordinate of the image center and σx and σy are set as the
one-ﬁfth of the image width and height respectively. From Table 3.1, we can clearly
see that diﬀerent evaluation settings can lead to completely diﬀerent AUCs, even
for the same model. For example, when using the human density map to evaluate
Itti’s model, diﬀerent Td ’s result in diﬀerent AUCs. In addition, introducing a center
bias (either explicitly or implicitly) can substantially change the resulting AUCs.
For example, the AUC of the proposed model increases from 0.7403 to 0.8365 by
introducing a center bias. Therefore, it is not meaningful to compare the performance
of diﬀerent models by examining their AUCs from diﬀerent settings.
Table 3.1: AUCs of the proposed model and the comparison models on Bruce’s data
under their own settings.
Model

AUCs in

Ground Truth

AUCs

With Bias?

Previous Works

We Used

We Obtained

AIM [13, 14]

0.7810 [14]

Density, Td = 0.50

0.7800

No

DVA [45]

0.7928 [45]

Density, Td = 0.15

0.7911

Yes

SUN [125]

0.6682 [125]

Fixation Points

0.6664

No

Itti [51]

0.6146 [125]

Fixation Points

0.7973

Yes

Itti [51]

None

Density, Td = 0.0

0.8020

Yes

Itti [51]

None

Density, Td = 0.3

0.8651

Yes

GBVS [40]

None

Fixation Points

0.8253

Yes

SR [44]

None

Fixation Points

0.6952

No

Esaliency [4]

None

Fixation Points

0.7118

Yes

Proposed

None

Fixation Points

0.7403

No

Proposed with Bias

None

Fixation Points

0.8365

Yes

To conduct an apples-to-apples comparison, we propose a uniﬁed setting by directly using the ﬁxation points as the ground truth and removing the center bias
36

using an additional processing developed in [125]. In particular, when computing
the AUC on one image, we take the ground-truth ﬁxation points on this image as
positive samples and the ground-truth ﬁxation points on all the other images, i.e.,
the remaining 119 images excluding the evaluated image in Bruce’s data, as negative
samples. In addition, in many previous works, the obtained master saliency maps
are usually blurred by a Gaussian ﬁlter when they are evaluated against the ground
truth ﬁxation points or human density maps. In Table 3.1, all the reported AUC’s are
obtained by using the default settings in respective software packages. Therefore, we
used their default blurring factors, i.e., the standard deviation of the Gaussian ﬁlter.
By using a diﬀerent blurring factor for smoothing the obtained saliency map, we may
get a diﬀerent AUC. To achieve a fairer comparison, for each compared model, we
exhaustively try all possible blurring factors in the range of 0 to 10% of the image
width, and pick the optimal blurring factor that leads to the best average AUCs over
Bruce’s data for this model. The column “Setting 1” of Table 3.2 shows such best
average AUCs of the proposed model and other comparison models under this uniﬁed setting. Figure 3.11 shows the master saliency maps generated by the proposed
model and these comparison models under this setting. We can see that, on the ﬁrst
image, the proposed model can better recognize the saliency of the green ball than
most other models. On the third image, the proposed model can better recognize the
saliency of the water pipe than most other models. We also give two failure cases, as
shown in Figure 3.12. In the left case, the telephone is not contrast to its surrounding
region, thus it is not saliency than the door. Our method may also fail in the high
texture region, as shown as the right case.
For comparison, the columns “Setting 2”, “Setting 3”, and “Setting 4” of this table
show the best average AUCs of these models under other three uniﬁed settings where
the center bias is removed but the human density map is used as the ground truth,
with thresholds Td = 0, 0.1, and 0.2 respectively. As in the previous works, we also
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fixation points

Itti’s model

GBVS

SR

DVA

AIM

SUN

Esaliency

Proposed

Figure 3.11: Master saliency maps generated by the proposed model and the comparison models on a set of images. From the top row to the bottom row are the original
image with ﬁxation points (in crosses), and saliency maps produced by Itti’s model
[51], the GBVS model [40], the SR model [44], the DVA model [45], the AIM model
[13, 14], the SUN model [125], the Esaliency model [4], and the proposed model,
respectively.
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Figure 3.12: Two failure cases.
include their standard errors. We can see that the AUCs usually increases with the
increase of Td . Therefore, we suggest the direct use of the uniﬁed Setting 1, i.e., using
the ﬁxation points as the ground truth, for performance evaluation. Figure 3.13 shows
the average AUCs over Bruce’s data for each model, when using diﬀerent blurring
factors in Setting 1. We can see that, with the increase of the blurring factor, the
average AUC increases initially but drops later for each model.
Table 3.2: AUCs of the proposed model and other comparison models on Bruce’s
data under four uniﬁed settings where the center bias is removed. Setting 1 uses the
ﬁxation points as the ground truth and Settings 2, 3 and 4 use the human density
map as the ground truth, with thresholds Td = 0, 0.1, and 0.2 respectively. For each
setting and each model, we try diﬀerent blurring factors to the obtained saliency
maps to achieve the best average AUC over Bruce’s data.
Model

Setting 1

Setting 2

Setting 3

Setting 4

Itti [51]

0.6530±0.0092

0.5734±0.0052

0.6608±0.0094

0.7055±0.0117

GBVS [40]

0.6587±0.0087

0.5514±0.0051

0.6408±0.0091

0.6979±0.0122

SR [44]

0.6759±0.0089

0.5712±0.0055

0.6690±0.0089

0.7072±0.0113

DVA [45]

0.6867±0.0074

0.5732±0.0054

0.6715±0.0079

0.7257±0.0100

AIM [13],[14]

0.6788±0.0089

0.5866±0.0054

0.6645±0.0094

0.7129±0.0116

SUN [125]

0.6669±0.0103

0.5690±0.0064

0.6343±0.0102

0.6793±0.0130

Esaliency [4]

0.6550±0.0083

0.5669±0.0048

0.6411±0.0088

0.6847±0.0115

Proposed

0.6959±0.0091 0.5881±0.0055 0.6809±0.0090 0.7275±0.0113

We also conduct experiments to justify each newly developed component of the
proposed model under the above mentioned uniﬁed setting, i.e., Setting 1 in Table 3.2.
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Figure 3.13: The average AUCs over Bruce’s data for each model, when using diﬀerent
blurring factors to smooth the master saliency map. All these AUCs are obtained
under the uniﬁed Setting 1, i.e., directly using the ﬁxation points as the ground truth
and removing the center bias using an additional processing developed in [125].

Starting from Itti’s model, we construct a set of altered models, each of which only
incorporates a subset of our newly developed components and the resulting AUCs
are summarized in Table 3.3. In Table 3.3, “Nonlinear” indicates the altered model
where we only use the proposed nonlinear feature combination but not the EMD-based
center surround diﬀerence in Itti’s model. “KL+Linear” indicates the altered model
in which we use KL-divergence for computing the center-surround diﬀerence and the
linear summation for feature combination. “KL+Nonlinear” indicates the altered
model in which we use KL-divergence for computing the center-surround diﬀerence
and the proposed nonlinear operations for feature combination. “EMD” indicates
the altered model where we only use EMD for the center-surround diﬀerence, but not
the proposed nonlinear feature combination. “EMD+Nonlinear+MAX” indicates the
altered model where all the components are the same as the above proposed model
except that the MAX operator instead of linear combination is used for combining
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saliency maps from diﬀerent scales. “EMD + Nonlinear without Lm -norm” indicates
the altered model where all the components are the same as the above proposed model
except that a linear summation instead of the Lm -norm is used for super-feature
construction. For clarity, we also include the AUCs of Itti’s model and the proposed
model in this table. In Table 3.2, the column “AUC (blurring factor optimized for
each model)” shows the best average AUC when each model or altered model uses
its own optimal blurring factor. The column “AUC (blurring factor optimized for
Proposed Model)” shows the average AUCs when all the models and altered models
use a same blurring factor that leads to the best average AUC for the proposed model.
By comparing to the performance of Itti’s model, we can see that the introduction
of each new component leads to an improved performance. By comparing to the
performance of the proposed model, we can see that the integration of all these new
components lead to a further improved performance. By comparing the performance
of “EMD+Nonlinear+MAX” and the performance of the proposed model, we can see
that the use of a MAX operator cannot produce a better performance than the linear
summation for combining the saliency maps from diﬀerence scales.
Table 3.3: AUCs of a variety of altered models to justify individual components of
the proposed model.
Models

AUC (blur optimized

AUC (blur optimized

for each model)

for Proposed Model)

Itti’s Model

0.6530±0.0092

0.6514±0.0093

Nonlinear

0.6766±0.0094

0.6766±0.0094

KL + Linear

0.6848±0.0089

0.6848±0.0089

KL + Nonlinear

0.6926±0.0089

0.6919±0.0090

EMD

0.6888±0.0094

0.6888±0.0094

0.6918±0.0095

0.6918±0.0095

EMD + Nonlinear w/o L -norm

0.6898±0.0093

0.6898±0.0093

Proposed Model

0.6959±0.0091

0.6959±0.0091

EMD+Nonlinear+MAX
m
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Furthermore, we conduct experiments to justify the proposed biologically-inspired
super features. Speciﬁcally, we alter the proposed model by using diﬀerent super features and evaluate the performance, also under the above-mentioned uniﬁed setting,
i.e., Setting 1 in Table 3.2. Given three basic features of intensity, color and orientation, there are totally ﬁve diﬀerent cases to construct the super features, as shown
by Case 1 through Case 5 in Table 3.4. Note that the super features shown in Case 5
are the ones we use for the proposed model. In Case 6, we construct the orientation
feature from color instead of from intensity. More speciﬁcally, we apply the same
Gabor ﬁlters along the four directions {0◦ , 45◦ , 90◦ , 135◦} to the two color feature
maps and then take the average of ﬁltering results along each direction to construct
the orientation feature, which is then combined with the intensity feature by using a
WTA mechanism. As before, the column “AUC (blurring factor optimized for each
case)” shows the best average AUCs when each case uses its own optimal blurring
factor. The column “AUC (blurring factor optimized for Proposed Model)” shows
the average AUCs when all the cases use a same blurring factor that leads to the best
average AUC for the proposed model. We can see that the use of the proposed super
features produces a better performance than using the other super features. Note
that in this experiment, we always use the proposed nonlinear operations for feature
combination.
In evaluating the proposed model on Itti’s data, we use two measures. First, just
like the evaluation on Bruce’s data, we compute AUCs by using the ﬁxation points
as the ground truth. Second, by following [48, 47], we construct two histograms:
one for the ﬁxation points and the other for a set of randomly selected points, in
terms of the saliency computed by a visual-attention model, and then calculate the
KL-divergence between these two histograms as a performance measure. The larger
the KL-divergence, the better the performance. Table 3.5 shows the performance of
the proposed model and three comparison models, on 50 original clips and 50 MTV
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Table 3.4: AUCs of the altered models by using diﬀerent super features. “C”, “I”
and “O” denote the Color, Intensity and Orientation, respectively.
Super Features

AUC (blur optimized

AUC (blur optimized

for each case)

for Proposed Model)

Case 1

{C, I}, {O}

0.6916±0.0095

0.6916±0.0095

Case 2

{I, O}, {C}

0.6842±0.0098

0.6842±0.0098

Case 3

{C}, {I}, {O}

0.6857±0.0097

0.6852±0.0095

Case 4

{C, I, O}

0.6862±0.0095

0.6862±0.0095

Case 5

{C, O}, {I}

0.6959±0.0091

0.6959±0.0091

Case 6

{O from C}, {I}

0.6877±0.0096

0.6857±0.0095

clips respectively. For AUCs, we show the average and the standard error over the
respective clips. For KL-divergence, by following [47] we repeat the random sampling
100 times to get the average and standard error. Figure 3.14 shows the histogram
pairs constructed for computing the KL divergence in this performance evaluation
[47]. Note that here Itti’s model for constructing the dynamic saliency maps uses
the additional motion and ﬂicker features [48, 47]. We can see that the proposed
model produces better performance than the comparison models in terms of both
AUC and the KL divergence. Figure 3.15 shows the selected frames of the generated
dynamic saliency maps. On the ﬁrst video, we ﬁnd that the proposed model can
better recognize the high saliency of the two walking persons.
Table 3.5: Performance of the proposed model and three comparison models on Itti’s
data.
Model
Variance [92]
Itti’s Model [50]
Surprise [48]
Proposed Model

Original Video Clips
KL-Divergence
AUC
0.120±0.004
0.624±0.002
0.179±0.006
0.663±0.003
0.213±0.006
0.676±0.003
0.279±0.007 0.699±0.003

MTV Video Clips
KL-Divergence
AUC
0.087±0.003
0.605±0.002
0.143±0.005
0.647±0.003
0.196±0.006
0.665±0.003
0.273±0.008 0.698±0.003

We run all our experiments in a Thinkpad laptop with a dual-core 2.70GHz Intel
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Figure 3.14: Histograms constructed for evaluating the performance using the KLdivergence. Blue bins indicate the histogram for ﬁxation points and green bins indicate the histogram for randomly selected points. (a) Histograms constructed for the
original video clips. (b) Histograms constructed for the MTV video clips. In both (a)
and (b), four such histogram pairs are shown for the Variance model, Itti’s model,
the Surprise model and the proposed model, respectively.
i7-2620 CPU and 4.00GB memory. The proposed model is implemented using Matlab.
Average running time is 12.53 seconds for processing a static image in Bruce’s data
and 7.59 seconds per video frame for processing video clips in Itti’s data. The most
time-consuming step is the construction of the histograms for computing EMD-based
center-surround diﬀerence. Since this histogram construction and the computing of
the EMD-based center-surround diﬀerence are local operations, we expect they can
be substantially speeded up by using a GPU implementation. It takes less time to
process a video frame in Itti’s data than process a static image in Bruce’s data,
because, as mentioned above, we take coarser scales when processing videos.
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Figure 3.15: Selected frames of the dynamic saliency maps generated by the proposed
model and the comparison models. From the left column to the right column are the
original frame, and saliency maps produced by Itti’s model [51], the Surprise model
[48, 47], and the proposed model, respectively.
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Original Images

Itti

Esaliency

Proposed

Figure 3.16: Selected frames of the dynamic saliency maps generated by the proposed
model and the comparison models. From the left column to the right column are the
original frame, and saliency maps produced by Itti’s model [51], the Surprise model
[48, 47], and the proposed model, respectively.

Eye Movement Prediction
The results of qualitative comparison of eye movement predictions using the Itti
model, Esaliency and our model, based on the images we selected from the image
set of [14] and from the UWGT database [1], are shown in Fig. 3.16 and Fig. 3.17,
respectively. For the models, the ﬁrst 10 ﬁxations (or a lower number if all targets
were detected earlier) were plotted. It is worth noting that we use Inhibition-OfReturn (IOR) mechanism [60] to do this work.
We used independent scale maps to predict each ﬁation location in our model.
To obtain the proto-objects rather than just points, the object map O(x) is ﬁrst
constructed as:
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Original Images

Itti

Esaliency

Proposed

Figure 3.17: Selected frames of the dynamic saliency maps generated by the proposed
model and the comparison models. From the left column to the right column are the
original frame, and saliency maps produced by Itti’s model [51], the Surprise model
[48, 47], and the proposed model, respectively.
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O(x) =









1

if S(x) ≥ T h and x is next to L

0

otherwise

where S(x) is the saliency map in the chosen scale, T h is the threshold set here
to 5 × E[S(x)], and L is the ﬁxation location of prediction. The proto-objects can be
extracted from their corresponding positions in the original image.
For images from [13], [14], the resulting images of eye movement predictions are
shown in Fig. 3.16. In the ﬁrst image (ﬁrst row) in Fig. 3.16, the objects we may be
interested in are the man and two signal lights. They can all be predicted successfully in the ﬁrst seven and four ﬁxations using the Itti and our model, respectively.
However, only two of them can be predicted using Esaliency. The objects we may be
interested in the second row is the pink object. It can be predicted successfully in the
ﬁrst ﬁxation using both Esaliency and our model, but the Itti model fails to predict
it. In the third row, the object we may be interested in is the man in the blue shirt
which can be predicted successfully in the ﬁrst ﬁxation using our model. Both the
Itti model and Esaliency fail to predict this object. For the images from UWGT, the
resulting images of eye movement predictions are shown in Fig. 3.17. Here the ïňĄrst
10 ﬁxations (or lower number if all targets were detected earlier) were plotted.
3.6

Conclusion

We developed a novel computational model for visual attention. We ﬁrst used the
weighted histograms and EMD for computing the center-surround diﬀerence. We
also developed a two-step nonlinear operation to combine diﬀerent basic features, by
following the ﬁndings in the neurobiology discipline. We ﬁnally extended this model
to process videos for constructing dynamic saliency maps, where the major step is
to use the weighted histograms and EMD for computing the spatio-temporal centersurround diﬀerence. For performance evaluation, we investigated diﬀerent evaluation
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settings used in the previous works and described a uniﬁed setting that can provide
fairer apples-to-apples comparison. We conducted experiments on both Bruce’s data
set, which consists of static images, and Itti’s data set, which consists of video clips
and found that the proposed model produces a better performance than many existing
models.
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Chapter 4
Visual-Attention Based Background Modeling
for Detecting Infrequently Moving Objects
4.1

Motivation

In this chapter, we introduce a fully unsupervised method to detect the infrequently
moving objects. Most existing approaches, such as optical ﬂow and background subtraction, have been developed to detect the motions of foreground objects, based on
which the foreground and the background can be separated.
Optical ﬂow requires that the foreground objects move all the time. However, in
practice, foreground objects may show infrequent motions, i.e., objects remain static
for a long time and have (short-duration) motions occasionally. As shown in Fig. 4.1,
a red duﬄe bag was moving with a person at the beginning of the video, and then was
abandoned on the grassland for the rest of the video. Detection of such an unattended
bag is of particular importance in surveillance. However, as shown in Fig. 4.1, optical
ﬂow fails to detect the bag when it stays stationary.
Background subtraction is another type of eﬀective approaches that have been
widely used to detect the moving foreground objects from a static background [105,
69, 59, 62, 106]. Its basic idea is to estimate a clean background image (without
any foreground objects) and then calculate pixel-wise diﬀerence between each video
frame and the background image. Assuming that the appearance diﬀerence is significant between the foreground and the background, the regions with large appearance
diﬀerence are detected as the foreground and the remaining regions are treated as
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the background [6]. However, it is also diﬃcult to detect infrequently moving objects
using the existing background subtraction approaches. The major diﬃculty is to estimate the background image: the infrequently moving objects stay stationary for
most of the time, and thus could be easily taken as part of the background, as shown
in Fig. 4.1. More seriously, the background may not be absolutely static in the video.
Other than camera shake, the scene itself may contain frequent local motions, such
as trees/grass waving in the breeze, which could be easily confused as foreground.
Original
Frames

Optical Flow

Background
Subtraction
(GRASTA)

Proposed
Method

Figure 4.1: An illustration that shows how the proposed method can catch the red
duﬄe bag with infrequent motions. For comparison, we also include the results from
a high accuracy version of optical ﬂow [12] and “SILK” [19], an online discriminative
learning based background subtraction method. Both optical ﬂow and SILK can only
detect the moving objects and fail to detect the red duﬄe bag after it was left on the
grassland. Best viewed in color.

In this dissertation, we propose a fully unsupervised approach to identify foreground objects with frequent and/or infrequent motions, without using any objectspeciﬁc information of the foreground objects. In this approach, we ﬁrst divide a
long streaming video into subvideos, (called “super-clips” later in the dissertation),
so that the background in each subvideo does not show signiﬁcant change. Within
each subvideo, we develop algorithms to identify Regions of Difference (RoD)
between temporally nearby frames, on which we analyze whether each identiﬁed RoD
belongs to background or not, using a visual attention mechanism. RoDs that are
identiﬁed as background are then propagated back-and-forth in the subvideo to con51

struct complete background images. With a complete background image for each
frame, we can conduct background subtraction to identify the moving foreground
objects. To address the local frequent motions in the background, we further develop
a feature-matching based local motion stabilization algorithm that can reduce the
foreground false positives in background subtraction.
There are three major contributions in this part.
1) a visual-attention analysis based algorithm is developed to evaluate if an RoD
shows the background in a frame;
2) a forward/backward background propagation algorithm is developed to construct complete background images; and
3) a feature-matching based local motion stabilization algorithm is proposed to
suppress frequent local motions in the background and reduce false positives in foreground detection.
Our overall framework of foreground detection is illustrated in Fig. 4.2. The proposed method has been evaluated extensively on a large amount of data: 18 long
videos (580,041 frames in total) from DARPA Y2 dataset containing signiﬁcant illumination changes, cluttered background, and motions in the scene, 4 videos (13,604
frames in total) from the most challenging scenario in PETS2006 [2] – Dataset S7,
and 6 videos (18,650 frames in total) from ChangeDetection dataset [36, 120]. Experiment results show that the proposed method outperforms several state-of-the-art
motion detection methods, especially when the foreground objects move infrequently.
Background Initialization
& Modeling

Input Video

Background
Subtraction

Background Modeling

Local Motion
Stabilization

Foreground Maps

Foreground

Figure 4.2: The ﬂowchart of the proposed method for foreground detection. Best
viewed in color.
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4.2

Background Modeling with Visual Attention Analysis

Background modeling intends to construct a complete background image that does
not contain any object of interest such that foreground objects can be detected
through background subtraction. The proposed background-modeling method involves the estimate of RoDs between temporally nearby frames. In the following,
we ﬁrst introduce the operation of RoD estimation and then introduce the proposed
background modeling method.

RoD Estimation
In this dissertation, we take the following steps to estimate the RoDs between two
frames. First, we calculate the absolute pixelwise diﬀerence between these two frames
for the three channels in HSV (hue, saturation, and value) space, respectively, from
which an overall diﬀerence-image denoted as DI can be computed as follows:
DI(x, y) = max(DIh (x, y), DIs (x, y), DIv (x, y)),

(4.1)

where DI(x, y) denotes the overall diﬀerence value at a pixel (x, y) in DI; DIh (x, y),
DIs (x, y) and DIv (x, y) are the absolute diﬀerence values at pixel (x, y) for H, S,
and V channels, respectively. Then, DI is binarized to an RoD-map denoted as RM
as below:
RM(x, y) =









1, if DI(x, y) ≥ max(η1 , η2 × max(DI))

(4.2)

0, otherwise

where max(DI) is the maximum value in DI. η1 and η2 are two control parameters
– η1 sets an absolute threshold while η2 sets an adaptive threshold relative to the
diﬀerence image DI 1 . Finally, each connected region in RM is taken as an RoD.
Fig. 4.4(a-c) show three examples of computing RoDs using the proposed method,
1

η1 = 0.1 and η2 = 0.2 are chosen empirically in our experiments.
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Figure 4.3: (a-c) Three examples of computing RoDs. For each pair of frames, the
estimated RoDs are marked by white regions with red boundaries. Best viewed in
color.
respectively. For convenience, we use RoD(f, g) and |RoD(f, g)| to represent the
RoDs and the total area of the RoDs between two frames f and g.

Background Initialization
From this section, we introduce the proposed method for background modeling and
background subtraction, starting from an input long streaming video. For a long
streaming video, there may be intermittent, abrupt background changes, such as
those caused by sudden illumination change or camera shake. In this dissertation, we
ﬁrst divide the long video into a set of super-clips so that each super-clip does not
contain abrupt background change. In this way we can perform background modeling
for each super-clip independently.
Speciﬁcally, the super-clips are constructed as follows. First, the input long video
is uniformly divided into short video clips Ci , i ∈ {1, 2, · · · , M}, with a predeﬁned
length of N frames for each video clip. A key frame ci is then selected from each
video clip Ci as its representative. We simply pick the middle frame fi⌊N/2⌋ as the
key frame ci for the i-th clip Ci = {fij }, j ∈ {1, 2, · · · , N}. Starting from clip C1 ,
the key frame c1 is compared to each ci (i > 1) sequentially until reaching a clip Cp
with |RoD(c1 , cp )| larger than a threshold, which we choose to be half of the image
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area. We then merge all the clips Ci (1 ≤ i < p) into the ﬁrst super-clip. The second
super-clip is generated similarly starting from Cp . This process is repeated until it
gets to the last clip CM . The number of super-clips is further reduced by merging
nonadjacent super-clips if their temporally nearest key frames are suﬃciently similar,
which is set to be true if the total area of their estimated RoDs is smaller than 20%
of the image area. This merging process is very useful for the temporary background
change, e.g., for outdoor videos, the illumination may get darker for a while and then
get back to normal, and the super-clips before and after the illumination change can
be merged into a longer super-clip. As shown in Fig. 4.5, the key frames with the
same-colored bounding boxes belong to the same super-clip.
Each constructed super-clip consists of a sequence of short video clips, for each
of which we construct a background image to accommodate the possible slow background variations within the super-clip. As an initialization, we simply choose bi = ci
as the background image for clip Ci in the super-clip. In the next section, we introduce
a propagation algorithm to update the background image for each clip.

Background Propagation based on Visual Attention Analysis
Within a super-clip, we assume that for each pixel, there is at least one key frame,
on which this pixel is located in background. Our goal is to identify such background pixels from diﬀerent key frames and then combine them to form a complete
background image. We identify RoDs between adjacent background images and use
these RoDs, instead of individual pixels, for constructing complete background images. Let’s consider a super-clip with m clips Ci , i ∈ {1, 2, · · · , m} and our approach
consists of 1) a forward propagation from C1 to C2 , then from C2 to C3 , until it gets
to Cm , followed by 2) a backward propagation from Cm to Cm−1 , then from Cm−1 to
Cm−2 , until it gets back to C1 . For each clip Ci , we construct a background image bi ,
which is initialized as the key frame ci . Without loss of generality, let’s consider one
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step of forward propagation, say from Ci−1 to Ci , which only updates the background
image bi , as follows. Note that, when performing this step of propagation, bi−1 is not
the original key frame ci . Instead, it has been updated with the ﬁnished propagations
from C1 up to Ci−1 .
1. Calculating the RoDs between bi−1 and bi .
2. For each RoD (connected region) R, let bi−j (R), j ∈ {1, 2, · · · , k} and bi (R) be
the appearance of the region R on the updated background images bi−j , and bi
respectively.
3. Constructing k new candidate background images bR
(i−j)→i , j ∈ {1, 2, · · · , k}
which are obtained by replacing the region R in bi by using bi−j (R), respectively,
i.e.,
bR
(i−j)→i (x, y) =









bi−j (x, y), if (x, y) ∈ R

.

(4.3)

bi (x, y), otherwise

4. Calculating the background probability of region R on bi and bR
(i−j)→i and denote
them as Pi (R) and P(i−j)→i (R), j ∈ {1, 2, · · · , k} respectively. Obtaining the j ∗
which has the maximal P(i−j)→i (R) by
j ∗ = argmax P(i−j)→i (R).

(4.4)

j∈{1,··· ,k}

5. If P(i−j ∗ )→i (R) > Pi (R), we update the background image bi by using bR
(i−j ∗ )→i .
6. Otherwise, no update to bi in terms of the region R (other RoDs between bi−1
and bi may still update bi ).
The background probability Pi (R) describes the likelihood that the region R is
located in background in bi . Similarly, P(i−j)→i (R) describes the likelihood that the
region R is located in background in bR
(i−j)→i . In this dissertation, we employ a visual attention mechanism to examine whether a region catches people’s attention as
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a foreground object usually does. To stimulate this mechanism, the saliency value
of a region, which closely relates to human attention, is computed as the diﬀerence
between this region and its spatial surrounding (also known as center-surround difference [51]). Speciﬁcally, we deﬁne the background probability as
Pi (R) ∝

1
,
SVi (R)

(4.5)

where SVi (R) is the saliency of region R in the currently estimated background image
bi . In the following, we elaborate on the region saliency.
Region Saliency

Considering a speciﬁcal RoD R, we ﬁnd its surrounding region S

as illustrated in Fig. 4.4(b), where S is the region between the red contour and the blue
box. We construct the blue box by doubling the height and width of the rectangular
bounding box around the red contour (R). To compute the center-surround diﬀerence,
we calculate the image statistics in R and S respectively. Speciﬁcally, we derive the
histogram in HSV color space and then employ the χ2 distance over all the color
channels to measure the center-surround diﬀerence, i.e.,
q
q 2
(HR,b
− HS,b
)
, q ∈ {h, s, v}
q
q
2 b∈1,··· ,Nbin HR,b + HS,b

X1

dc (R, S)=

q

X

(4.6)

q
q
where HR,b
and HS,b
denote the bth bin of the histograms of the q channel in the HSV

color space for the regions R and S, respectively, and Nbin is the number of bins in
the histogram.
As a global measurement, the histogram-based distance ignores the spatial information of pixels in each region. It is suggested by [72] and [73] that pixels near
the boundary between R and S are more important than the others for computing
saliency. Thus, we also measure the local contrast between R and S along the contour
of R as follows:
dl (R, S) =

X

|x̄lR − x̄lS | , l ∈ pixels along the contour of R

l
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(4.7)
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Figure 4.4: An illustration of calculating region saliency. (a) RoD-map between the
two initially estimated background images bi−1 and bi . (b) Region saliency of R on
bR
(i−1)→i (left) and bi (right) by combining two center-surround diﬀerences, with the
histograms of R and S shown on the top. dc (R, S) takes the values of 0.0529 and
0.3356 on bR
(i−1)→i and bi , respectively, and dl (R, S) takes the values of 0.0316 and
R
0.0470 on b(i−1)→i and bi , respectively. Best viewed in color.
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where
x̄lR =

P

x̄lS =

P

(hlp + slp + vlp )
|Nl ∩ R|

(4.8)

(hlp + slp + vlp )
|Nl ∩ S|

(4.9)

p∈Nl ∩R

p∈Nl ∩S

where Nl denotes the neighboring region centered at the pixel l, which we set as
a 7×7 window empirically; hlp , slp , and vlp represent the values in the HSV space for
the pth pixel in Nl .
We deﬁne the saliency of the region R in bi by combining these two center-surround
distances, as
SVi (R) = dc (R, S) × dl (R, S).

(4.10)

An example is shown in Fig. 4.4(b), where the region R shows much lower centersurround diﬀerences dc (R, S) and dl (R, S) on the candidate background image bR
(i−1)→i
(left column of Fig. 4.4(b)) than on the initial estimated background image bi (right
column of Fig. 4.4(b)). In this case, we need to update the background image bi in
terms of the region R.
Background Propagation By performing the forward propagation from C1 up
to Cm in the super-clip, we expect that background shown on an earlier clips will
be propagated to the later clips. After that, we need to perform backward propagation from Cm down to C1 since the foreground on earlier clips, such as C1 , cannot
be replaced by background in the forward propagation. Let’s still use the forward
propagation from bi−1 to bi as an example. As given in Eq. (4.3), we construct k
candidate background images bR
(i−j)→i , j ∈ {1, 2, · · · , k}. We set k to be 6, i.e., we
construct bR
(i−j)→i , j ∈ {1, 2, · · · , 6} by copying region R from updated background
images bi−1 , bi−2 , · · · , bi−6 . In this way, we calculate the region saliency of R on these
six candidate background images and the background image bi , then pick the one on
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ci-1
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ci-5

ci (also bi)

Original key
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Figure 4.5: An illustration of the forward and backward background propagation.
Each image in the second row represents a key frame of a video clip, which also
considered as the initialized background image for the related clip. The key frames
with the same color of bounding boxes belong to the same super-clip. Red contours
indicate the considered RoD R. Best viewed in color.
which region R shows the lowest saliency (i.e., the highest background probability)
to update bi .
An example is shown in Fig. 4.5, an RoD R is shown on six updated background
images and the to-be-updated background image bi . The saliency value of R on the
R
R
candidate background images bR
(i−1)→i , b(i−2)→i , · · · , b(i−6)→i are 0.0076, 0.0074, 0.0072,

0.0073, 0.0067, and 0.0063, respectively; while the saliency of R on bi is 0.0639. As
a result, in this step of propagation, we use the candidate background image bR
(i−6)→i
as the updated bi , which can be also considered as replacing the region R in bi by
using the R in bi−6 . From Fig. 4.5, it can be seen that the persons appearing at the
beginning of the super-clip (e.g., ci−6 ) cannot be removed in forward propagation.
To construct clean and complete background images, we have to perform backward
propagation (from Cm down to C1 ). These persons will be replaced by background
if they leave the original location at some later key frames. Note that, the backward
propagation is performed on the background images that have been updated in the
forward propagation.
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4.3

Background Subtraction and Local Motion Stabilization

Background Subtraction
Once the background image is constructed for each video clip Ci , background subtraction can be conducted by subtracting every frame in the video clip from the
background image. We use the same algorithm for calculating the RoDs (see Section 4.2) for background subtraction. The only diﬀerence is that we input a frame
and the background image, instead of two frames, to calculate the RoDs, which are
taken as the detected foreground objects.

Local Motion Stabilization based on Feature Matching
The pixelwise background subtraction as presented above is sensitive to frequent local
motions in the scene (background), such as trees and/or grass waving in the breeze.
As a result, the waving trees and/or grass will be misdetected as foreground objects.
To suppress the eﬀect of local motions in background subtraction, we propose a local
motion stabilization method based on feature-matching.
In this case, the detected RoDs from background subtraction (i.e., subtracting
a frame f to the background image b) may come from the foreground objects or
the background local motions. We examine each RoD R in f and identify it to be
part of the foreground or the background. Our basic idea is that, if R is part of
the background in f , then f (R), the region R in f , and b(R), the region R in b,
should share a lot of appearance features, such as SIFT features which has been
described in Section 2.2, although there is background local motion between f and b.
The SIFT features are invariant to image scale and rotation, and robust to changes in
illumination, noise, and minor changes in viewpoint. Since SIFT features are invariant
to image scale and rotation, robust to changes in illumination and noise, and have the
highest matching accuracy compared to other local features [82], we detect and match
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Figure 4.6: An illustration of the proposed local motion stabilization algorithm based
on SIFT matching. The left image represents the current frame and the right image
shows the background image. The true foreground object (a person) is detected
because of a few pairs of matched feature points. The false alarm (a waving tree) can
be removed due to a lot of matched feature points. Best viewed in color.
the SIFT features between f (R) and b(R) and deﬁne the background likelihood of R
in f as
Ω(f (R)) =

Nmatched
,
max(Nf , Nb )

(4.11)

where Nmatched denotes the number of matched SIFT pairs [76] between f (R) and
b(R); Nf and Nb denote the number of detected SIFT feature points on f (R) and
b(R), respectively. In our experiments, if Ω(f (R)) is larger than a predeﬁned threshold
τ 2 , R is considered to be part of the background in f and we remove it from the
foreground detection result.
An example of local motion stabilization using the SIFT matching is illustrated
in Fig. 4.6. The left image represents a frame f and the right image represents
the background image b constructed as described in Section 4.2. After background
subtraction, two RoDs, shown as the regions enclosed in the red contours, are detected. One of them contains a real object (i.e., a person); and the other one is
2

τ is set to 0.1 empirically in our experiments.
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part of background (i.e., a waving tree). The SIFT-matching between the real object
and the background returns a few pairs of matched points (upper left subimages);
while it returns a lots of matched pairs between the trees in these two images (upper
right subimages). As demonstrated in Fig. 4.8, waving tree/grass can be eﬀectively
eliminated from foreground detections using this method.
Although there is a risk of missing foreground objects if the foreground objects
have very similar appearance as the background, it is worthy to apply the motion
stabilization to reduce a large number of false positives due to frequent local motions
present in the background, especially in an outdoor environment. In practice, the
proposed method can work well even if the foreground objects have similar textures
as the background. As demonstrated in Fig. 4.8, waving tree/grass can be eﬀectively
eliminated from foreground detections; while the soldiers in the camouﬂage uniforms,
which have similar texture as the bushes, are kept using the proposed stabilization
algorithm.
4.4

Experimental Results

In order to demonstrate the eﬀectiveness of our method, we have conducted extensive experiments on three datasets: DARPA dataset, PETS 2006 dataset [2], and
ChangeDetection dataset [36, 120]. The detailed information of these datasets are
listed in Table 4.1.
Table 4.1: Information of image datasets used in experiments. “#” denotes the number of
videos.
Number of Frames
Min.
Max.
Total

Datasets

#

Image Size

Full Videos
Clips
PETS2006
ChangeDetection

18
20
4
6

1280×720
1280×720
720×576
432×288/320×240

19,435
1,000
3,401
2,500

55,776
1,000
3,401
4,500

580,041
20,000
13,604
18,650

GT Labels
588,902 boxes
40,594 boxes
50,978 boxes
pixelwise

The performance of the proposed method is compared with four state-of-the63

art background subtraction methods including the method based on LBP and color
features [123], a method based on mean-shift [77], the Visual Background extractor
(ViBe) method [6], and the GRASTA method [41]. For these methods used for
comparison, we use the codes provided by their authors with default parameters.
The proposed method and the other methods in comparison are evaluated quantitatively in terms of Recall, Precision, and F1-measure. We deﬁne Recall as the ratio of
the overlapped area between the ground truth bounding boxes (or foreground regions)
and the detected foreground regions to the area of the ground truth bounding boxes
(or foreground regions)3 ; and deﬁne Precision as the ratio of the overlapped area
between the ground truth bounding boxes (or foreground regions) and the detected
foreground regions to the area of the detected foreground regions. The F1-measure
is deﬁned as the harmonic mean of Precision and Recall, i.e.,
F1 = 2 ×

P recision × Recall
.
P recision + Recall

Experimental Results on the DARPA Dataset
Long Streaming Videos
In the ﬁrst set of experiments, we evaluate the proposed method on the DARPA
dataset, which has a total number of 580,041 frames and is a subset of the DARPA
Mind’s Eye project Y2 dataset. Speciﬁcally, 18 videos with manually annotated
ground truth are selected. Each video is taken from a ﬁxed camera view point
and contains signiﬁcant local motions (trees and/or grass waving) and illumination
changes in the scene. Ground truth is bounding-box based, with 588,902 bounding
boxes in total4 . The validation studies on this dataset intend to demonstrate that
3

Because the ground truth labels in DARPA and PETS2006 datasets are given by bounding
boxes, the score of Recall tends to be low when evaluated on these two datasets.
4

In this dissertation, we have manually corrected some incorrect labels.
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the proposed method is capable of handling challenging scenes and can be scaled up
to deal with large data.
We ﬁrst evaluate the overall performance of foreground detection on the entire
DARPA dataset. To justify the use of the two center-surround distances described
in Section 4.2(a), we also report in Table II the performance of the proposed method
without considering either the color-histogram-based distance dc (R, S) or the localcontrast-based distance dl (R, S) in measuring the saliency. We can see that both of
these two distances contribute to the performance of the proposed method, although
the color-histogram-based distance contributes more to the ﬁnal performance than
the local-contrast-based distance does.
To demonstrate the eﬀectiveness of the SIFT-matching based local motion stabilization, the performances of the proposed method with and without local motion
stabilization are compared. As shown in Table 4.2, the proposed method with local
stabilization signiﬁcantly outperforms all the other methods in comparison in terms
of Precision and F1-measure. From Table 4.2, we can see that the SIFT-matching
based local stabilization is eﬀective in improving the Precision score by reducing false
detected foreground regions compared to the one without local stabilization.
In Fig. 4.7, we show foreground object detection results using one video as an
example, where the illumination changes over time. We can see that the proposed
method achieves the best performance: all objects are detected with a few false
positives caused by shadows. Furthermore, it is capable of capturing objects with
infrequent motions (e.g., the two persons near the upper right corner in frame 16350
and 21200), which all the other methods except the mean-shift based method [77] fail
to detect. The mean-shift based method [77] has shown to suﬀer from local motions;
and there is a lag in its background modeling (e.g., the person near the upper right
corner in all frames is a false positive).
In Fig. 4.8, we show another example using a more challenging video. The back-
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Ground Truth

LBP

Mean-shift

ViBe

GRASTA

SC-SOBS

Proposed

Figure 4.7: Detection results on one sample video in the DARPA dataset. The ﬁrst
column shows the original images from the video; and the following columns from left
to right show the background subtraction results using the LBP based method [123],
the mean-shift based method [77], the ViBe method [6], the GRASTA method [41],
and the proposed method, respectively. Top to bottom: frame No. 60, 2200, 11000,
13800, 16350 and 21200. Best viewed in color.

Table 4.2: Performance comparison on the DARPA dataset. Variants of the proposed
method with different components: “w/o C-hist” and “w/o LC” denote the proposed
method without the color-histogram-based distance or without the local-contrast-based
distance, respectively, and “w/o stabilization” denotes the proposed method without the
local motion stabilization.
Model

Recall

Precision

F1-measure

LBP based [123]
Mean-shift based [77]
ViBe [6]
GRASTA [41]
SC-SOBS [78]
Proposed (w/o C-hist)
Proposed (w/o LC)
Proposed (w/o stabilization)
Proposed

0.4756
0.5673
0.4445
0.2738
0.5238
0.5259
0.5601
0.5718
0.5701

0.5211
0.0649
0.5425
0.6545
0.5935
0.6437
0.6662
0.6555
0.6877

0.4973
0.1165
0.4886
0.3861
0.5565
0.5789
0.6086
0.6108
0.6234

66

ground of this video includes many trees, bushes and grasses which are waving all
the time; and the soldiers in camouﬂage uniforms have similar appearance/texture as
the background. We can see that the mean-shift based method [77] totally fails for
this video because of the frequent local motions in the background. The ViBe [6] and
the GRASTA [41] can only detect the soldiers partially when they are moving (see
frame 12450 and 20850), and perform even worse when the persons are staying static
(see other four frames). Furthermore, the ViBe detects many moving background. In
contrast, the proposed method obtains the best detection result: much larger part of
foreground and less background are detected.
Ground Truth

LBP

Mean-shift

ViBe

GRASTA

SC-SOBS

Proposed

Figure 4.8: Detection results on another sample video in the DARPA dataset. Top
to bottom: frame No. 4800, 12450, 15500, 17000, 20850 and 21100. Best viewed in
color.

Video Clips
For further evaluating the performance of detecting the objects with infrequent motions, we select 20 short clips from the DARPA dataset. Each clip has 1000 frames
and contains objects with infrequent motions: the objects stay at some locations for
a relatively long time within the clip. A quantitative validation is performed on these
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20 short clips and the experimental results are reported in Table 4.3. In order to
demonstrate the eﬀectiveness of forward-backward background propagation, we also
compare the proposed method with the one only with forward background propagation. As shown in Table 4.3, the proposed visual-attention based algorithms (the last
three rows in Table 4.3) including the one without the backward propagation outperform the other state-of-the-art methods in terms of F1-measure. Not surprisingly, the
proposed method with forward-backward propagation and local motion stabilization
yields the best foreground detection performance among all methods in comparison.
Table 4.3: Performance comparison on 20 video clips, which are selected from the DARPA
dataset and contain objects with infrequent motions.
Model

Recall

Precision

F1-measure

LBP based [123]
Mean-shift based [77]
ViBe [6]
GRASTA [41]
SC-SOBS [78]
Proposed Forward
Proposed (w/o stabilization)
Proposed

0.3198
0.4338
0.4201
0.2333
0.4853
0.4752
0.6021
0.6004

0.6761
0.4896
0.4802
0.6808
0.4611
0.6586
0.7710
0.7811

0.4342
0.4600
0.4481
0.3475
0.4729
0.5521
0.6762
0.6789

As shown in Fig. 4.9, a qualitative comparison is performed on one of the video
clips. In this clip, a red bag is abandoned on the ground at the beginning of the clip
and then is taken away. Most of the methods (the mean-shift based [77], the ViBe [6],
and the GRASTA [41]) have a lag in their background modeling and hence produce
false positive detection of the bag after it is taken away. The proposed methods (the
last two columns in Fig. 4.9) even without backward propagation can successfully
detect the removed bag by employing the visual-attention analysis in the background
modeling. Furthermore, with the forward-backward background propagation, the
proposed method (the last column in Fig. 4.9) is able to detect the bag in the whole
video.
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Ground Truth

LBP

Mean-shift

ViBe

GRASTA

SC-SOBS

Forward

Proposed

Figure 4.9: Detection results on one of the selected video clips in the DARPA dataset.
The red duﬄe bag stays still at the beginning of the clip and is taken away. Top to
bottom: frame No.1, 200, 400, 600, 800 and 1000. We give the results only using the
forward background propagation in the last column. Best viewed in color.
Discussion on Forward/Backward Background Propagation
Most of the time, the results of using the forward-backward background propagation
are comparable with the one using only forward propagation, as shown in the ﬁrst
three columns of Fig. 4.10. For the applications, which require online processing, e.g.,
video surveillance, the proposed visual-attention based method could work well in an
online manner by only using the forward background propagation.
However, the forward propagation can only propagate the background along the
time and thus, will fail to detect the foreground before it moves, i.e., the removed
objects. As shown in the last three columns of Fig. 4.10, it fails to detect the people
and the cart at the beginning of the video by using only the forward background
propagation. Hence, for the applications in which online processing is not necessary,
such as video retrieval, the forward-backward background propagation will enable a
more robust background model, which is especially capable of handling foreground
objects with infrequent motions.
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Ground Truth

Forward

Proposed

Ground Truth

Forward

Proposed

Figure 4.10: Qualitative comparisons between the results of only using the forward
propagation and the ones of using both forward and backward background propagation (proposed) on a DARPA video clip. “Forward” denotes the results of only using
forward background propagation, and “Proposed” denotes the results of using both
the forward and backward background propagation. We show two cases in the ﬁrst
and last three columns, respectively. Top to bottom: frame No. 1, 200, 400, 600, 800
and 1000. Best viewed in color.

Experimental Results on the PETS2006 dataset
In the second set of experiments, the proposed method is evaluated on the most
challenging scenario in PETS2006 dataset – Dataset S7 [2]. The goal of PETS2006
dataset is to evaluate the performance of surveillance systems on detecting unattended
luggage in a real-world environment. The Dataset S7 consists of 4 videos, which
recorded the same scene from 4 cameras, respectively. In the scene, a person with a
suitcase had been lingering in a station and ﬁnally left the suitcase unattended; and
there were ﬁve other persons moved near the luggage [2]. The experimental results
on the PETS2006 dataset aim to further demonstrate the capability of the proposed
method on detecting objects with infrequent motions.
Since PETS2006 dataset only provides the ground truth labels for the events
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Ground Truth

LBP

Proposed

Figure 4.11: Qualitative performance comparison on one video of PETS2006 S7
dataset. Top to bottom: frame No. 80, 535, 1018, 1500, 1935 and 2400. Best
viewed in color.
(“left luggage”), we annotated the luggage and all 6 persons using the annotation
tool from [114] and ignored all other irrelevant objects (e.g., peoples far away from
the luggage) in the videos. In total, we labeled 50,978 ground truth bounding boxes in
all 13,604 frames. The experimental evaluation on this dataset aims to demonstrate
that the proposed method can deal with diﬀerent challenging scenes.
The quantitative experimental results using diﬀerent methods are reported and
compared in Table 4.4. Note that the scores of Precision tends to be lower and may
not be informative since there are a lot of unlabeled irrelevant objects. Among all
the methods in comparison, the proposed method has obtained the best performance
in terms of all metrics.
As shown in Fig. 4.11, a qualitative comparison is conducted on PETS2006
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dataset. From Fig. 4.11, we can see that the proposed method can detect the person
sitting on the chair (marked by red boxes in the frames 80, 535 and 1018), which cannot be detected by all the other methods except the mean-shift based method [77].
The proposed method can also detect the unattended luggage (marked by red boxes
in the frames 1018, 1500, 1935, and 2400), which all other methods failed to detect.
Since it is a major task to detect the unattended luggage for PETS2006, the proposed
method holds the promise to improve the public safety especially in this application.
Table 4.4: Performance comparison on the PETS2006 S7 dataset.
Model

Recall

Precision

F1-measure

LBP based [123]
Mean-shift based [77]
ViBe [6]
GRASTA [41]
SC-SOBS [78]
Proposed

0.5163
0.5593
0.5376
0.4311
0.5988
0.6434

0.2859
0.2241
0.2276
0.2314
0.1918
0.2880

0.3680
0.3200
0.3199
0.3011
0.2905
0.3979

Experimental Results on the ChangeDetection Dataset
Table 4.5: Performance comparison on the Intermittent Object Motion sub-dataset of
ChangeDetection. “Spe.” and “Pre.” denote “Specificity” and “Precision”, respectively. It
is worth to mention that, based on the benchmark’s website, the reported best F1-measure
is 0.7891 from [119].
Model

Recall

Spe.

FPR

FNR

PWC

Pre.

F1-measure

LBP based [123]

0.6556

0.9978

0.0022

0.0353

3.2250

0.9083

0.7379

Mean-shift based [77]

0.8709

0.6213

0.3787

0.0074

35.3842

0.3223

0.3656

ViBe [6]

0.6811

0.9410

0.0590

0.0295

7.6330

0.5938

0.5847

GRASTA [41]

0.2135

0.9926

0.0074

0.0617

6.1645

0.5661

0.2768

SC-SOBS [78]

0.7237

0.9613

0.0387

0.2763

5.2207

0.5896

0.5918

Proposed

0.8241

0.9915

0.0085

0.0099

1.6610

0.8590

0.8399

In the second set of experiments, the proposed method has been evaluated on
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the ChangeDetection benchmark dataset [36, 120]5 for the category of Intermittent
Object Motion. There are 6 videos (18,650 frames in total) in the Intermittent Object Motion category, each of which contains objects with infrequent motions, e.g.,
abandoned objects and parked cars moving away. These objects are often treated as
part of background before moving and will introduce ghost artifacts in background
subtraction.
The proposed method and other methods are quantitatively evaluated on the Intermittent Object Motion category exactly following the benchmark evaluation procedure as [36, 120].6 Speciﬁcally, by deﬁning T P , T N, F N and F P as the number
of true positives, true negatives, false negatives, and false positives, respectively, 4
additional evaluation metrics are deﬁned and employed in the benchmark: 1) Specificity:

TN
,
T N +F P

FN
,
T N +F P

2) False Positive Rate (FPR):

FP
,
F P +T N

3) False Negative Rate (FNR):

and 4) Percentage of Wrong Classifications (PWC): 100 ×

F N +F P
.
T P +F N +F P +T N

As shown in Table 4.5, the proposed method outperforms all the comparison methods in terms of the F1-measure and the PWC, which consider both Precision and
Recall. Furthermore, the proposed method achieved the best performance among all
the other methods that evaluated their performance on the Intermittent Object Motion sub-dataset of the ChangeDetection database, according to their results reported
on the benchmark’s website7 .
We also present a qualitative comparison on the ChangeDetection dataset as
shown in Fig. 4.12. The ground truth labels of foreground objects are provided only
in the Region of Interest (ROI) denoted as the region enclosed by the blue boundary.
From Fig. 4.12, we can see that the mean-shift based method [77] generally produces
more false positive detection of foreground objects than the other methods. Note
5

The workshop held in conjunction with CVPR-2012 and 2014

6

We directly run the evaluation code provided [36, 120].

7

http://www.changedetection.net/
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Figure 4.12: Qualitative comparison on a video in ChangeDetection dataset for the
Intermittent Object Motion category. The region inside the blue boundary is the ROI,
where ground truth labels of foreground objects are provided. Note that a red box
was moved from the right to the left of the ROI and stayed still for a long time, which
is only detected by the proposed method. Top to bottom: frame No. 2450, 2900,
3300, 3700, 4100 and 4500. Best viewed in color.
that a red box was moved from the right to the left of the ROI and stayed still for
a long time. The proposed method is able to capture this box all the time, while all
the other methods in comparison fail to detect it. Furthermore, even for the regions
outside the ROI, which are not counted in the evaluation, our method can detect the
moving objects better with less false positive, especially in frame 4100 and 4500. In
addition, compared with the other methods except the mean-shift based method, the
proposed one can catch the foreground objects as a whole (for example, the vehicles in
frames 3700, 4100, and 4500), which is desired for next level tracking and recognition
tasks.
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Algorithm Efficiency
The proposed method was implemented in Matlab and evaluated on a PC with Intel
Xeon W3565 CPU and 4GB RAM. The average running time per frame is reported in
Table 4.6 for both datasets. Speciﬁcally, we report the per-frame running time for all
four major steps, i.e., background initialization, background propagation, foreground
detection, and local motion stabilization, as well as the total running time per frame.
Since the background initialization and background propagation are performed only
on key frames, each of which represents a 60-frame video clip, we divide the perkey-frame running time of these two steps by 60 to compute their per-frame running
time.
Table 4.6: The average running time per frame for the four major steps, i,e,. “Init.”
(background initialization), “Prop.” (background propagation), “Fg.” (foreground
detection), and “Stab.” (local motion stabilization), as well as the “Total” time.
Dataset

Frame Size

Init.

Prop.

Fg.

Stab.

Total

DARPA

1280×720

1.17ms

0.083s

0.22s

0.18s

0.48s

PETS2006

720×567

0.72ms

0.063s

0.17s

0.16s

0.39s

432×288

0.33ms

0.049s

0.11s

0.12s

0.28s

320×240

0.25ms

0.033s

0.06s

0.08s

0.17s

Change
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Chapter 5
Co-interest Person Detection from Multiple
Wearable Camera Videos
5.1

Motivation

In this Chapter, we develop a new approach for interest detection in multiple videos,
i.e., detect co-interest person (CIP) from multiple temporally synchronized videos
taken by wearable cameras.
Considering appearance information is not always reliable for identifying person
since diﬀerent people may share very similar appearance, we propose to use the motion
pattern of people to identify person. However, it is a very challenging problem to
identify the person with the same motion pattern from diﬀerent videos even if these
videos are temporally synchronized, because the motion pattern of a person is deﬁned
in 3D and can only be partially reﬂected in each 2D video. In practice, the 3D motion
of a same person may be projected to completely diﬀerent 2D motions in diﬀerent
videos. In addition, in this research, the inference of the 2D motion pattern of a
person is further complicated by the use of the wearable cameras: camera motion
and person motion are mixed in generating each video.
In this dissertation, we address this challenging problem by combining the temporally synchronized frames from diﬀerent videos using a Conditional Random Field
(CRF) model described in Section 2.3. We ﬁrst perform human detection to obtain a
set of candidates of the CIP. Then we build a CRF by taking each frame as a node and
the candidates on that frame as its states. In this CRF, we deﬁne an inter-video en-
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ergy that reﬂects the motion-pattern diﬀerence of the candidates drawn from diﬀerent
videos. In particular, we use histogram of optical ﬂow (HoF), Hankelets [67] and motion pattern histograms (MPH) [21] to describe the human motion. We also include
an intra-video energy term in the CRF to measure the location and size consistency
of candidates across frames of a same video. The minimization of the proposed CRF
energy will generate a CIP on each frame of each video that shows both inter-video
and intra-video properties. To handle the case where a frame contains no CIP, e.g.,
the CIP can not see himself in his egocentric video, we also introduce an idle state in
each frame.
Related to this dissertation is a series of prior research on video co-segmentation [34,
55, 81, 107, 117, 124], where common objects are segmented from multiple videos.
However, the co-interest person detection proposed in this dissertation and the traditional co-segmentation are diﬀerent in three perspectives.
1. In the proposed co-interest person detection, all the videos are temporally synchronized, i.e., they are taken at the same time period (with a time stamp)
by diﬀerent camera wearers. Therefore, the pose and motion are informative
cues for identifying person of co-interest in our formulation, although the camera view angles are diﬀerent from these videos. For the traditional video cosegmentation, videos are not taken at the same time, therefore, pose and motion
cues are not useful. Almost all the video co-segmentation are simply based on
the appearance of the person.
2. In this dissertation, our goal is to process (multiple) long streaming videos,
where the co-interest persons may change from time to time. For the traditional
video co-segmentation, the input is usually short video clips that are known to
contain the same person(s) or object(s), and the goal is to segment them out
on each frame.
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3. In this dissertation, each video may contain multiple people and we only identify
the persons of co-interest and the other persons will not be detected. For the
traditional video co-segmentation, all the people (especially when they share
similar appearance) will be segmented out as a single common object, with
distinguishing them. In another word, the proposed method can recognize the
same person from multiple videos even if multiple people are present and share
similar appearance. We achieve this by examining whether their motions in
diﬀerent videos are synchronized or not.
5.2

Proposed Method

To detect CIP over time, we record a set of N temporally synchronized long-streaming
videos that are taken by N wearable cameras over time [0, T ]. The CIP in these videos
may change over time. To simplify the problem, we ﬁrst apply a sliding window
technique to divide the time [0, T ] into overlapped short time windows with length
T . Over each short time window, we assume that the CIP does not change in these
N videos and we propose an algorithm to detect such a person in each window. The
proposed algorithm also provides an energy for the CIP detection in each window.
This energy value negatively reﬂected the conﬁdence of the CIP detection. Finally,
we merge the CIP detection results over all the windows based on their energies to
achieve a CIP detection at each frame over [0, T ], as illustrated in Fig. 5.1.
To merge CIP detection results from all the windows, we always select the one
with lowest detection energy at each frame. Speciﬁcally, by using sliding window
technique, the constructed windows are partially overlapped and each frame, say t,
is covered by multiple windows, say W1 , W2 , · · · , WK . In each window Wk , the CIP
detection algorithm (to be introduced in Section 5.2) generates a CIP detection Pk
and an associated energy Ek . We ﬁnd the one with the lowest energy as
k ∗ = arg min Ek
1≤k≤K
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(5.1)
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Figure 5.1: The framework of the proposed algorithm.
and set Pk∗ as the ﬁnal CIP detection in this frame t.
An example is shown in Fig. 5.2. In this ﬁgure, Wi denotes the partially overlapped
windows, and Pi and Ei denote the CIP detected in each window Wi and its energy,
respectively. If P1 = P2 = P ′ and P3 = P4 = P5 = P6 = P7 = P ′′ , as shown in
Fig. 5.2, then the red dashed line actually indicates a time when CIP is changed from
P ′ to P ′′ .

P1, E=0.7
P2, E=0.6
P3, E=0.8
P4, E=0.5
P5, E=0.9
P1

P2

P4

Figure 5.2: An example that illustrates the merging of the CIP detection results.

In the following, we focus on developing the proposed CIP detection algorithm in
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each window W .

CIP detection using a CRF model
Over a short-time window W , the N input videos are actually cropped into N synchronized short video clips F = {F n |n = 1, 2, · · · , N} with F n = {Ftn |t = 1, · · · , T }
where Ftn is the t-th frame in the n-th video clip.
As shown in Fig. 5.1, we ﬁrst perform the human detection on each frame and
take each detection as a CIP candidate. A conditional random ﬁeld (CRF) [26] is
then constructed by treating each frame as a node and each candidate on this frame
as a state of this node. Using this CRF model, our goal is to seek a candidate hnt
on each frame Ftn as the detected CIP. Speciﬁcally, the CIP detection H = {hnt |n =
1, · · · , N; t = 1, · · · , T } has a posterior probability
p(H|F ) ∝ exp(−E(H|F ))
with E(H|F ) =

X

n
m
Ψ(hnt , hm
r |Ft , Fr ),

(5.2)

n,m,t,r
n
m
n
m
where Ψ(hnt , hm
r |Ft , Fr ) is a energy of matching ht and hr as the same person and

taking it as the CIP. In the remainder of the chapter, we simplify the notation of this
pairwise energy as Ψ(hnt , hm
r ) and the energy function E(H|F ) as E(H) when there
is no ambiguity. This way, the CIP detection in the short time window is reduced to
a problem of ﬁnding an optimal H that minimizes the energy E(H|F ).
The major problem to be solved here is the deﬁnition of the pairwise energy
Ψ(hnt , hm
r ), which should reﬂect the correspondence of the CIP between a pair of
frames drawn from F . In this dissertation, we consider two cases: 1) the two frames
are from the same video clip (intra-video), and 2) the two frames are from diﬀerent
video clips (inter-video). For Case 1), the CIP in a same video clip shows two typical
properties: (i) its relative location in the frame does not change much over time,
because the camera wearer usually moves his head/eyes to follow the CIP even if the
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CIP is moving; (ii) The size of the CIP does not change much between neighboring
frames. For Case 2), we only consider the synchronized frame pairs from diﬀerent
video clips. In this case, the detected CIP should show consistent 3D motions.
In our CRF model, we deﬁne two diﬀerent energies Ψ1 and Ψ2 for the intra-video
and inter-video frame pairs, respectively, as illustrated in Fig. 5.3 and rewrite the
energy function E(H) in Eq. (5.2) as
E(H) =

X

Ψ1 (hnt , hnr ) +

n,t,r6=t

X

Ψ2 (hnt , hm
t ).

(5.3)

t,n,m6=n

Diﬀerent from many previous works [26, 34], no unary energy term is deﬁned in this
dissertation since we do not consider the candidate’s appearance information. The
construction of Ψ1 and Ψ2 will be elaborated in the following sections.

Frame 1

Frame 2

Frame T
V deo 1

Video 2

Video 3

Video N

Figure 5.3: An illustration of the CRF construction for CIP detection. Each column
denotes one video and each row denotes the same frame from diﬀerent videos. We
treat each frame as a node and the detected CIP candidates on each frame as the
states of the node. In this CRF, the red lines indicate that the inter-video energies are
deﬁned over all pairs of synchronized frames between diﬀerent videos. The green lines
indicate that the location-change penalty term in the inter-video energy is deﬁned
between each pair of frames inside a video, and the purple lines indicate that the sizechange penalty in the inter-video energy is deﬁned only between neighboring frames
inside a video.
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Intra-Video Energy and Inter-Video Energy
Intra-Video Energy. Ideally, a CIP that draws a camera-wearer’s attention usually
stays in the view center of the wearer. However, the view center of the wearer may
not be perfectly aligned with the center of the camera he/she wears. Therefore, we
do not consider center bias in deﬁning the intra-video energy. Instead, the relative
location of the CIP usually does not change much in a short video clip and we can
penalize the location change between frames for CIP detection. In addition, in a
short video clip, the size of CIP should not change substantially. Considering these
two properties, we deﬁne the intra-video energy as
Ψ1 (hnt , hnr ) = 1 − (kcnt − cnr k + 1)−1


+δ(t, r − 1) 1 −

(ksnt

−

snr k

−1

+ 1)

(5.4)



where cnt , cnr (snt , snr ) denote the center (size) of the candidate in frame t and r in
video n, respectively. δ(x, y) is the indicator function that equals to 1 if x = y and
0 otherwise. The inclusion of this indicator function ensures that the penalty to the
CIP size change is only deﬁned for adjacent frames.
Inter-Video Energy. As mentioned above, the inter-video energy is based
on motion patterns of the CIP. We extract the motion patterns using two types of
features: frame-based and trajectory-based features.
The frame-based features are deﬁned to measure the momentary motion of the CIP
using the information from a pair of neighboring frames. Speciﬁcally, we calculate the
optical ﬂow using neighboring frames [12]. To remove the inﬂuence of camera motion,
we further calculate the relative optical ﬂow for each candidate by subtracting the
average optical ﬂow in its surrounding region. An example is shown in the top row
of Fig. 5.4(b), where the red box indicates a candidate and the region between the
red box and its surrounding blue box is taken for computing the average optical ﬂow
for subtraction.
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Figure 5.4: Frame-based motion feature extraction.
In this dissertation, we assume all the videos are taken from a similar altitude.
This way, at a speciﬁc time the 3D vertical motion of the CIP should be projected to
similar directions (up or down) in all the cameras but a 3D horizontal motion may
be projected to opposite directions in diﬀerent cameras. For example, in Fig. 5.4(a),
the same hand motion is from right to left when viewed from front, but from left to
right when viewed from back. Therefore, in this dissertation we propose to ignore
the horizontal motion direction information in constructing the frame-based features.
Many previous works use a histogram of optical ﬂow (HOF) quantized at 8 directions:
East(E), West(W), North(N), South(S), North-East(NE), North-West(NW), SouthEast(SE) and South-West(SW) as motion features. By ignoring the horizontal motion
directions, we reduce these 8 directions into 5 by merging three histogram-bin pairs,
i.e., merging NW into NE, W into E, and SW into SE, which are vertically symmetric,
as shown in Fig. 5.4(b).
To construct the frame-based features for each CIP candidate on each frame, we
divide its bounding box along the vertical direction in a pyramid style, as shown
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Fig. 5.4(b). The bounding box is ﬁrst uniformly divide into two smaller boxes, each
of which is then further divided into two equal-size boxes. In our experiment, we
perform 3 rounds of pyramid division and in total achieve 1 + 2 + 4 + 8 = 15 boxes in
4 scales for each candidate. By computing and concatenating the 5-bin HOF (as mentioned above) for the original bounding box and the subdivided boxes, we construct
an HOF-based feature fˆtn with a dimension of 5 × 15 = 75. Within each box (including the original bounding box and its subdivided boxes), we further compute the
average magnitudes of the optical ﬂow along x and y directions, and the corresponding standard deviations of these magnitudes along x and y directions, respectively
to construct a magnitude-based feature f˜tn with a dimension of 4 × 15 = 60. In this
dissertation, the frame-based feature is deﬁned as the union of the HOF-based and
the magnitude-based features.
In practice, the change of the camera angle usually results in the change of the
optical-ﬂow magnitudes in f˜tn . Therefore, when comparing frame-based features between two candidates, we use L1 distance for the HOF-based features and the correlation metric for the magnitude features:
ˆn ˆm
˜n ˜m
ΨF (hnt , hm
t ) = 1 − exp(−kft − ft k) + corr(ft , ft ).

(5.5)

In addition to the frame-based features, we also extract trajectory-based features
based on short tracklets to capture the motion over a longer time. The Hankelets
features, Movement Pattern Histograms (MPH), and Motion Barcodes show good
view-invariance property and have been successfully used for cross-view action recognition [7, 21, 67]. In this dissertation, we use Hankelets features and Movement
Pattern Histograms (MPH) features as the trajectory-based features.
Tracklet. Starting from each candidate, we generate a tracklet with the typical
length of 15 frames. In this dissertation, we use a simple greedy tracking strategy
[124]: given a candidate in a frame, the candidate in the next frame with the highest
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spatial overlap is taken and this process is then repeated frame by frame to form the
tracklet.
Dense trajectory. Improved dense trajectories have been used to eﬃciently
represent videos with camera motions [116]. We extract such improved trajectory
features (typically 15 frames). If the majority part of a trajectory, e.g., on more than
8 out of 15 frames, is not coincident with a tracklet, we treat it to be a trajectory in
the background. We remove background trajectories and only keep the trajectories
in the foreground.
Hankelet. Following [67], we construct one Hankelet (a 16×8 Hankel matrix)
for each trajectory. The Hankelets feature for a candidate is the combination of the
Hanklets for all the trajectories in this candidate’s bounding box.
MPH. The MPH features for a candidate’s trajectories consist of 5 histograms,
corresponding to the 5 motion directions as used in the frame-based features (see
Fig. 5.4(b)). For each direction, the histogram takes each frame as a bin and the
histogram value corresponds to the total trajectory magnitude along this motion
direction in this frame.
The diﬀerence between two Hankelets Kr and Ks is deﬁned as d(Kr , Ks ) = 2 −
kKr KrT + Ks KsT kF [67]. As mentioned above, each candidate corresponds to a set of
Hanklets, one for each trajectory. We deﬁne the Hankelet-based diﬀerence between
two candidates as the average one over all Hankelet pairs across these two candidates.
By using L1 distance for the MPH features, we deﬁne the trajectory-based energy
term as
ΨT (hnt , hm
t )

1
=
NH

5
1X
kMhdnt − Mhdm
k
d(Kr , Ks ) +
t
5
d=1
r∈hn ;s∈hm

X
t

(5.6)

t

where NH denotes the number of all diﬀerent Hankelet pairs across two candidates
and Mhdnt indicates the d-th histogram (in total 5 directions) in the MPH features.
n
m
n
m
Finally, we deﬁne the inter-video energy as Ψ2 (hnt , hm
t ) = ΨF (ht , ht )+ΨT (ht , ht ).
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Identifying the frames without CIP
One problem of the CRF model deﬁned above is its assumption that there is always
a CIP in each frame. This may not be true in practice. For example, the CIP’s
egocentric video usually cannot capture himself. Similar issues may occur when the
CIP is occluded in some of the frames. To handle this issue, we add an idle state for
each node (frame). Let A = {Ant |Ant = hnt

S

Itn , n = 1, · · · , N; t = 1, · · · , T } denote

the state set which includes the idle states Itn . The energy function is redeﬁned as
E(A) = E(H) +

X

Ψ′1 (Itn , Anr ) +

n,t,r6=t

X

Ψ′2 (Itn , Am
t ),

(5.7)

t,n,m6=n

where Ψ′1 and Ψ′2 denote the intra-video and inter-video energies that involve idle
states, respectively. In this dissertation, we simply deﬁne them using the average
intra-video energy and inter-video energy over the candidate pairs:
Ψ′1 (Itn , Anr ) =
Ψ′2 (Itn , Am
t )

1 X
Ψ1 (hnt , hnr )
N1 n,t,r6=t

1
=
N2

X

(5.8)

Ψ2 (hnt , hm
t )

t,n,m6=n

where N1 and N2 denote the number of all diﬀerent candidate pairs used in calculating the average intra-video and inter-video energies, respectively. As illustrated in
Fig. 5.5, the average energy is located between the minimal energy for a pair of CIPs
and the energies between a pair of candidates with at least one non-CIP. This will
facilitate the selection of idle state in a frame when the CIP is missing in this frame.
Eq. (5.7) is a well known NP-hard discrete energy minimization problem [37, 64].
In this dissertation, we use the TRW-S algorithm [64] to solve for an approximately
optimal solution.
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CIP

Non-CIP

Non-CIP

Non-CIP

CIP

CIP

erage Energy
Figure 5.5: An illustration of using the average energy over all candidate pairs as
the energy terms for idle states. The average energy is located between the minimal
energy for a pair of CIPs and the energies between a pair of candidates with at least
one non-CIP.
5.3

Experimental Results

Data collection
We collect three sets of temporally synchronized videos taken by multiple wearable
cameras. These three sets of videos, denoted as V1, V2 and V3 respectively, are
taken in diﬀerent scenes, including both indoor and outdoor settings. For each video
set, there are 6 persons who are both performers and camera wearers and therefore
generate 6 videos. Each person wears a GoPro camera over the head. We arrange
the video recording in a way that the 6 performers alternately play as the CIP in the
video recording by performing diﬀerent actions. All 6 persons wear white shirts and
bluish jeans thus sharing very similar appearances. We manually label the CIP by a
bounding box in each frame by using the video annotation tool provided in [114]. In
total, we collected 24,000 frames (16 minutes), 25,000 frames (16 minutes 40 seconds)
and 20,000 frames (13 minutes 20 seconds) for these three video sets V1, V2, and V3
respectively.
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Results
We ﬁrst show an example to illustrate the eﬀectiveness of the proposed motion features for identifying the same person from diﬀerent videos that are temporally synchronized. As shown in Fig. 5.6(a), blue bounding boxes indicate the detected CIP
candidates and red points indicate the improved dense trajectories for each candidate.
The MPH features, the color histograms in Lab color channels, and the HOF features
are visualized below the corresponding frames. In Fig. 5.6(b), confusion matrices
between diﬀerent candidates are given when using diﬀerent features – each element
in the confusion matrices indicates the energy in matching one candidate from frame
F1 and a candidate from frame F2. Note that C1 and D1 are the same person,
and C2 and D2 are also the same person. Bold font in these matrices indicates the
matching energy (i.e., feature diﬀerence) of the same person across these two frames
and clearly the smaller, the better. We can see that when using the four motion
features, these bold-font elements are usually the smallest elements in the respective
confusion matrices. However, when using the color features, the bold-font elements
are not the smallest in their respective confusion matrix. This shows that the motion
features can be more eﬀective than the color features in person identiﬁcation when
the involved people share a very similar appearance.
We then evaluate the proposed algorithm on the collected three video sets. For
each detected CIP, denoted by C, if there is a ground truth box G with an overlap
O=

T

C G
S
C G

larger than 0.5, we count this detected CIP C to be a true positive. In

this way we can calculate the precision, recall, and the F -score=

2×precision×recall
.
precision+recall

Table 5.1 shows the quantitative performance of the proposed algorithm and a stateof-the-art video co-segmentation method [124], as well as the variants of the proposed
algorithm using diﬀerent features. For the comparison method [124], instead of using the object proposal result, we directly feed the bounding boxes of the detected
candidates to its pipeline. “Frame based” and “Trajectory based” are the variants of
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Figure 5.6: An example to illustrate the eﬀectiveness of the proposed motion features.
the proposed methods using only the frame-based features and the trajectory-based
features, respectively. “Color based” is another variant of the proposed method using
only the color features of Lab histograms instead of any motion features. We can see
that the comparison method [124] shows a similar performance as “Color based” and
both of them do not perform as good as the proposed algorithm. To demonstrate the
usefulness of the location-change penalty term in Eq. (5.4), we also report the results
of the proposed algorithm without this location-change penalty term, indicated by
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“w/o location penalty” in Table 5.1.
Table 5.1: The performance of the proposed algorithm and its variants, and a comparison video co-segmentation method [124].
Methods
Method in [124]

Color based

Frame based

Trajectory based

w/o location penalty

Proposed

Videos

Precision

Recall

F -score

V1

0.4538

0.4082

0.4298

V2

0.4673

0.4066

0.4348

V3

0.4245

0.4033

0.4136

V1

0.4232

0.4405

0.4317

V2

0.4401

0.4259

0.4329

V3

0.3812

0.4270

0.4028

V1

0.4667

0.5011

0.4833

V2

0.4481

0.5066

0.4756

V3

0.4089

0.4401

0.4239

V1

0.5101

0.5523

0.5304

V2

0.4898

0.5396

0.5135

V3

0.4611

0.5122

0.4853

V1

0.4891

0.5207

0.5044

V2

0.4622

0.4758

0.4689

V3

0.4532

0.5107

0.4802

V1

0.5598

0.6036

0.5809

V2

0.5287

0.5682

0.5477

V3

0.5027

0.5984

0.5464

Note that the performance of the proposed algorithm is highly dependent on the
accuracy of human detection that is used for candidate detection. If a CIP is present
but not detected as a candidate, the proposed algorithm will surely fail to detect the
CIP. We also conduct an experiment to evaluate the proposed CIP detection algorithm
only on the frames where the underlying CIP is among the detected candidates. We
hope this result can show the performance of the proposed CIP detection by excluding
the errors from human detection. Speciﬁcally, if no detected candidate shows a largerthan-0.5 overlap (intersection divided by union) with the ground-truth CIP on a
frame, we exclude the CIP detection on this frame from the performance evaluation.
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Table 5.2 shows the results before and after excluding such frames into evaluation.
Table 5.2: The performances of the proposed method before and after excluding the
frames where the CIP is present but not among the detected candidates.
Models
Before

After

Video

Video

sets

Precision

Recall

F -score

V1

0.5598

0.6036

0.5809

V2

0.5287

0.5682

0.5477

V3

0.5027

0.5984

0.5464

V1

0.6134

0.6591

0.6354

V2

0.5960

0.6011

0.5985

V3

0.5789

0.6603

0.6169

Video

Video

Video

Video

Figure 5.7: The CIP detection on sample frames from V1. Blue, red and green boxes
indicate the detected candidates, the detected CIP and the ground truth, respectively.
Frames with a solid red square on the top-left corner indicate that no CIP is detected
by our algorithm, e.g., they are drawn from the CIP’s egocentric video or the CIP
is occluded in these frames. Frames with a solid blue square on the top-left corner
indicate that no candidate is detected in these frames. Best viewed in color.

Figures 5.7, Figures 5.8 and 5.9 show the CIP detection results on sample frames
from V1, V2 and V3, respectively. Blue, red and green boxes indicate the detected
candidates, the detected CIP and the ground truth, respectively. Frames with a solid
red square on the top-left corner indicate that no CIP is detected by our algorithm,
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Video

Video

Video

Video

Video

Video

Figure 5.8: The CIP detection on sample frames from V2. See the caption of Fig. 5.7
for the meaning of diﬀerent-color boxes. Best viewed in color.

Video

Video

Video

Video

Video

Video

Figure 5.9: The CIP detection on sample frames from V3. See the caption of Fig. 5.7
for the meaning of diﬀerent-color boxes. Best viewed in color.
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e.g., they are drawn from the CIP’s egocentric video or the CIP is occluded in these
frames. Frames with a solid blue square on the top-left corner indicate that no
candidate is detected in these frames.
As shown in Fig. 5.7, “Video 3” belongs to the egocentric video in the ﬁrst four
rows and “Video 1” belongs to the egocentric video in the last row. In most cases,
our proposed algorithm eﬃciently detected the correct CIP. Moreover, the proposed
algorithm can also work in the target missing cases, for example, all the egocentric
frames were detected even there are a lot of person detected in these frames. Also,
the proposed algorithm works in the occlusion cases, such as the second row of “Video
2”. Several failure cases also can be found, such as the second row of “Video 4”.
In Figures 5.8, the proposed algorithm can detect the correct CIP in most cases.
But there are still several failure cases. For example, in the last row of “Video 2”, the
incorrect person is detected. The reason of this error might be that the inaccuracy
human detection box misses the performer’s hand, which carry the most key motion
information when he waves hand. Without the motion information carried by hand,
his motion pattern can hardly identify from other persons. The miss detection in the
third row of “Video4” is simply because the human detector fails in this frame.
The most time consuming steps in the proposed algorithm are the candidate
detection and the extraction of the raw features, such as the dense trajectories and
optical ﬂow. The major components of the algorithm, including the motion-feature
generation, the CRF construction and the CRF optimization, take an average time
of 20 seconds (dependent on the number of candidates detected in a video clip) on a
laptop with Intel i7-2620M CPU and 4GB RAM, where each CRF is constructed for
a 100-frame window over 6 synchronized videos. Therefore, in total 600 frames are
modeled by a CRF in our experiments.
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Chapter 6
Conclusions
6.1

Summary of Contributions

In this dissertation, novel solutions are proposed to deal with the challenging issues
in interest detection in image, video and multiple videos.
First, we developed a novel computational visual attention model for interest detection in images and videos. Speciﬁcally, we ﬁrst used weighted histograms and
EMD for computing the center-surround diﬀerence. We also developed a two-step
nonlinear operation to combine diﬀerent basic features by following the ﬁndings in
neurobiology. We ﬁnally extended this model to process videos for constructing dynamic saliency maps, where the major step is to use weighted histograms and EMD
for computing the spatiotemporal center-surround diﬀerence. For performance evaluation, we investigated diﬀerent evaluation settings used in the previous works and
described a uniﬁed setting that can provide fairer apples-to-apples comparison. We
conducted experiments on both Bruce’s dataset, which consists of static images, and
Itti’s dataset, which consists of video clips, and found that the proposed model produces a better performance than many existing models.
In second part of this dissertation, we proposed a novel visual attention based
method to detect moving foreground objects, which is especially good for detecting
objects with infrequent motions. Speciﬁcally, we improved the background subtraction method by integrating a visual attention mechanism to distinguish the foreground
and background. The identiﬁed background regions can be propagated back-and-forth
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along the whole super-clip. Furthermore, we also proposed a SIFT-matching based local motion stabilization algorithm to deal with any frequent local motions in the scene.
Extensive experimental validations on two challenging datasets have demonstrated
that the proposed method outperforms the state-of-the-art background subtraction
methods. As shown in the experimental results, the performance improvement is
more impressive for detecting objects with infrequent motions.
Finally, we developed a new algorithm to detect co-interest persons (CIPs) from
multiple, temporally synchronized videos that are taken by multiple wearable cameras
from diﬀerent view angles. In particular, the proposed algorithm extracts and matches
the motion patterns across these videos for CIP detection and can handle the case
where the CIP shares a very similar appearance with other nearby non-CIP persons.
The proposed algorithm is based on a CRF model which integrates both intra-video
and inter-video properties. In the experiments, we collected three video sets, each of
which contains six 13+ minute GoPro videos that are temporally synchronized for
performance evaluation. The results show that the proposed alglorithm outperforms
a state-of-the-art video co-segmentation method and other color-based methods

6.2

Future Research

During the course of this research, we have two new interesting ideas which merit
further consideration in future work.
First, our proposed bi-directional background propagation strategy in the second
part of this dissertation is suitable to build a background model in an oﬄine manner.
As we discussed in the Chapter 4 the results of using only forward propagation and
using bi-direction propagation are comparable except for the removed objects. In the
future, we plan to extend this dissertation research to enable automatically switching between online and oﬄine modes. The online mode, which only uses forward
propagation, is employed as the major mechanism for real-time foreground detection.
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Once a region that was previously modeled as part of background starts to move,
i.e., an object is removed from the scene, the oﬄine mode will be triggered and the
background model will be updated using the bi-directional background propagation.
We also plan to use the proposed model in surveillance applications, especially when
the events of interest involve infrequently moving objects, e.g., abandoned object
detection and fall detection.
Second, in a multiple wearable cameras scenario, the task of CIP detection can
be extended to the task of event understanding or anomalous activity detection.
As we mentioned, the CIP usually plays a central role in ongoing event of interest,
by using the results of CIP detection, the event understanding can be narrowed
down to the activity recognition of the CIP. Diﬀering from the traditional activity
recognition task, the CIP activity recognition also suﬀers from multiple changing
view angles and camera motions. Thus, the view-invariant motion feature proposed
by this dissertation can also be used in activity recognition of CIP.
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