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Abstract
In this paper, some sufficient conditions for oscillation and nonoscillation are obtained for the
second-order nonlinear neutral differential equation[
x(t) − p(t)x(t − τ )]′′ + q(t)f (x(t − σ))= 0, t  0, (∗)
where 0 p(t) 1, q(t) 0, τ, σ > 0.
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1. Introduction
Recently, there have been many investigations into the oscillation of the second-order
neutral equation[
x(t) − p(t)x(t − τ)]′′ + q(t)f (x(t − σ))= 0, t  0, (1.1)
see, for example, [3–9,14], where τ, σ > 0, p,q ∈ C([0,∞), (−∞,∞)), q(t)  0 and
f ∈ C((−∞,∞), (−∞,∞)), xf (x) > 0, x = 0. However, the above references are all
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X. Lin / J. Math. Anal. Appl. 309 (2005) 442–452 443aimed at the case that p(t)  0, especially, the paper [10] has proved that Eq. (1.1) is
oscillatory if and only if the second-order delay differential equation
y′′(t) + q(t)f (S(t − σ)y(t − σ))= 0, t  0, (1.2)
is oscillatory, where S(t) is a positive function formulated in terms of p(t) and τ , see
[10]. For the case that p(t) 0, we only find a paper [13], in which the author attempted
to extend the known results in [1,2] on delay differential equation, i.e., Eq. (1.1) when
p(t) ≡ 0 to neutral equation (1.1) with p(t) ≡ p ∈ (0,1). In fact, [13] proved the following
two theorems.
Theorem 1.1 [13]. Assume that 0 < p < 1, q ∈ C([0,∞), [0,∞)), f ∈ C1((−∞,∞),
(−∞,∞)) satisfying xf (x) > 0 for x = 0, f ′(x) 0 for all x ∈ (−∞,∞) and that
0 <
∞∫

dx
f (x)
,
−∫
−∞
dx
−f (x) < ∞, ∀ > 0. (1.3)
Then [
x(t) − px(t − τ)]′′ + q(t)f (x(t − σ))= 0, t  0, (1.4)
is oscillatory if and only if
∞∫
tq(t) dt = ∞. (1.5)
Theorem 1.2 [13]. Assume that 0 < p < 1, q ∈ C([0,∞), [0,∞)), f ∈ C1((−∞,∞),
(−∞,∞)) satisfying xf (x) > 0 for x = 0, f ′(x) 0 for all x ∈ (−∞,∞) and that
0 <
∫
0
dx
f (x)
,
0∫
−
dx
−f (x) < ∞, ∀ > 0, (1.6)
and
f (uv) f (u)f (v), if uv  0 and |v|M, (1.7)
for some large M > 0. Then Eq. (1.4) is oscillatory if and only if
∞∫
q(t)f (t) dt = ∞. (1.8)
Let τ, σ > 0, 0 < p < 1, α > 1. Choose λ > −(lnp)/τ and set x(t) = e−λt and
q(t) = λ2(peλτ − 1)e−αλσ e(α−1)λt .
It is easy to see that x(t) = e−λt is a positive solution of the equation[
x(t) − px(t − τ)]′′ + q(t)∣∣x(t − σ)∣∣α−1x(t − σ) = 0, t  0, (1.9)
even if (1.5) holds. This example illustrates the sufficient part in Theorem 1.1 [13, Theo-
rem 1] is false. Tracing the error to its source, we found that the following false Assertion A
was used in the proof Theorem 1.1 [13, Theorem 1].
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px(t − τ) eventually positive.
Now we have not found a counterexample to illustrate the sufficient part of Theorem 1.2
is false, but the false Assertion A was also used in the proof of Theorem 1.2 [13, Theo-
rem 2], and so we do not know whether the sufficient part of Theorem 1.2 holds. Therefore,
so far there are hardly any results on the oscillation of solutions for Eq. (1.1) with p(t) 0.
In this paper, we are concerned with the oscillatory behavior of solutions for Eq. (1.1)
with p(t)  0 in two cases that f is superlinear and sublinear, respectively. We obtain
some oscillatory criteria for Eq. (1.1) with 0  p(t) < 1 and extend necessary parts of
Theorems 1.1 and 1.2 to Eq. (1.1).
As is customary, a solution x(t) of Eq. (1.1) is said to be oscillatory if it has arbitrarily
large zeros. Eq. (1.1) is said to be oscillatory if all continuable solutions are oscillatory.
2. Superlinear case
In this section, we shall investigate the oscillation for Eq. (1.1) when f (x) is superlinear.
To prove our main results in this section, we need the following lemma which was taken
from [11,12].
Lemma 2.1. Let Q ∈ C([t0,∞), [0,∞)), f ∈ C((−∞,∞), (−∞,∞)), xf (x) > 0
(x = 0), δ > 0. Assume that there exist β > 1 and λ > δ−1 lnβ such that
lim inf
x→0
(∣∣f (x)∣∣/|x|β)> 0,
and
lim inf
t→∞
[
Q(t) exp
(−eλt)]> 0.
Then the following inequality
x′(t) + Q(t)f (x(t − δ)) 0, t  t0
has no eventually positive solutions.
Theorem 2.1. Assume that
(H1) p,q ∈ C([0,∞), [0,∞)) and there exists p¯ ∈ [0,1) such that for large t
0 p(t) p¯ < 1; (2.1)
(H2) f ∈ C((−∞,∞), (−∞,∞)), xf (x) > 0 for x = 0, f (x) is nondecreasing and there
exists α > 1 such that
lim inf
x→0
(∣∣f (x)∣∣/|x|α)> 0. (2.2)
Further assume that σ > τ and there exists λ > lnα/(σ − τ) such that
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t→∞
[
q(t) exp
(−eλt)]> 0. (2.3)
Then every solution of Eq. (1.1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1.1). We may without loss of generality
assume that x(t) > 0 and 0 p(t) p¯ for all t  t0  0. Set
y(t) = x(t) − p(t)x(t − τ). (2.4)
Then it follows from (1.1) that
y′′(t) = −q(t)f (x(t − σ)) 0 (≡/ 0), t  t0 + ρ, (2.5)
here and in the sequel, ρ = max{τ, σ }. This shows that y′(t) is nonincreasing on
[t0 + ρ,∞). Hence, there are two possible cases that y′(t) > 0 for t  t0 + ρ or y′(t) < 0
for t  t1 for some t1 > t0. If the second case holds, i.e., y′(t) < 0 for t  t1, then there
exist c > 0 and t2 > t1 such that
x(t) − p(t)x(t − τ)−c, t  t2,
which implies
x(t)−c + p¯x(t − τ), t  t2. (2.6)
It follows that
x(t2 + nτ)−
n−1∑
i=0
cp¯ i + p¯ nx(t2),
and so x(t2 +nτ) < 0 for large n, which contradicts the fact that x(t) > 0 for t  t0. Hence,
y′(t) > 0, t  t0 + ρ. (2.7)
(2.7) shows that y(t) is increasing on [t0 + ρ,∞) and so there are also two possible cases:
(i) y(t) < 0, t  t0 + ρ; or
(ii) y(t) > 0, t  t3 for some t3 > t0.
If case (i) holds, i.e., y(t) < 0 for t  t0 + ρ, then
x(t − σ) > −p¯−1y(t + τ − σ), t  t0 + 2ρ, (2.8)
y′′(t) + q(t)f (−p¯−1y(t + τ − σ)) 0, t  t0 + 2ρ. (2.9)
Integrating the above from t  t0 + ρ to ∞, we find
−y′(t) +
∞∫
t
q(s)f
(− p¯−1y(s + τ − σ))ds  0, t  t0 + 2ρ. (2.10)
By the fact that λ > lnα/(σ − τ), we can choose 0 < ε < σ − τ such that
αe−λ(σ−τ−ε) < 1. (2.11)
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−y′(t) +
( t+ε∫
t
q(s) ds
)
f
(− p¯−1y(t + τ − σ + ε))ds  0, t  t0 + 2ρ. (2.12)
Set
z(t) = −p¯−1y(t), δ = σ − τ − ε, q¯(t) = p¯−1
t+ε∫
t
q(s) ds.
Then (2.12) can be written as
z′(t) + q¯(t)f (z(t − δ)) 0, t  t0 + 2ρ. (2.13)
This shows that (2.13) has an eventually positive solution z(t). On the other hand, by (2.3),
lim inf
t→∞
[
q¯(t) exp
(−eλt)] 
p¯
lim inf
t→∞
[(
min
tst+ε q(s)
)
exp
(−eλt)]> 0. (2.14)
In view of (2.11) and (2.14), Lemma 2.1 implies that the inequality (2.13) has no eventually
positive solutions. This contradiction shows case (i) is impossible.
If case (ii) holds, i.e., y(t) > 0 for t  t3, then x(t) y(t), t  t3, it follows from (1.1)
that
y′′(t) + q(t)f (y(t − σ)) 0, t  t3 + ρ. (2.15)
Integrating the above from t4 = t3 + ρ to ∞, we find
∞∫
t4
q(s)f
(
y(s − σ))ds  y′(t4). (2.16)
Note that f (y(t)) is nondecreasing on [t3,∞), it follows from the above that
f
(
y(t3)
) ∞∫
t
q(s) ds  y′(t4) < ∞,
which contradicts (2.3) and so case (ii) is also impossible. The proof is complete. 
Theorem 2.2. Assume that (H1) and the following (H3) hold:
(H3) f ∈ C((−∞,∞), (−∞,∞)), xf (x) > 0 for x = 0, f (x) is nondeceasing and there
exists L ∈ C(R2, (0,∞)) such that∣∣f (x1) − f (x2)∣∣L(x1, x2)|x1 − x2|, x1, x2 ∈ (−∞,∞). (2.17)
Further assume that
∞∫
tq(t) ds < ∞, (2.18)Then Eq. (1.1) has a bounded eventually positive solution.
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choose t0 > 0 sufficiently large such that M
∫∞
t0
tq(t) ds < (1 − p¯)/2. Let BC be con-
sisting of bounded continuous functions on [t0,∞) and endowed with sup-norm ‖x‖ =
suptt0 |x(t)|. Then BC is a Banach space. Set
S =
{
x(t): x ∈ BC, 1
2
 x(t) 1
1 − p¯ , t  t0
}
. (2.19)
Then S is a bounded, closed and convex subset of BC. Define a mapping T :S → BC as
(T x)(t) =


1 + p(t)x(t − τ) − ∫∞
t
(s − t)q(s)f (x(s − σ))ds,
t  t0 + ρ,
(T x)(t0 + ρ), t0  t  t0 + ρ.
(2.20)
For t  t0 + ρ, we have
(T x)(t) 1 −
∞∫
t
sq(s)f
(
x(s − σ))ds  1 − M
∞∫
t
sq(s) ds  1
2
,
and
(T x)(t) 1 + p¯
1 − p¯ 
1
1 − p¯ .
It follows that
1
2
 (T x)(t) 1
1 − p¯ , t  t0 + ρ,
and so
1
2
 (T x)(t) 1
1 − p¯ , t0  t  t0 + ρ.
These show that T S ⊆ S. On the other hand, For t  t0 + ρ, we have∣∣(T x1)(t) − (T x2)(t)∣∣
 p¯
∣∣x1(t − τ) − x2(t − τ)∣∣+
∞∫
t
(s − t)q(s)∣∣f (x1(s − σ))− f (x2(s − σ))∣∣ds
 p¯‖x1 − x2‖ + M‖x1 − x2‖
∞∫
t
(s − t)q(s) ds
 1 + p¯
2
‖x1 − x2‖.
It follows that
1 + p¯‖T x1 − T x2‖ 2 ‖x1 − x2‖.
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x∗ = x∗(t) ∈ S, i.e.,
x∗(t) = 1 + p(t)x∗(t − τ) −
∞∫
t
(s − t)q(s)f (x∗(s − σ))ds, t  t0 + ρ.
It is easy to see that x∗(t) is a bounded positive solution of Eq. (1.1). The proof is com-
plete. 
3. Sublinear case
Theorem 3.1. Assume that (H1) and the following (H4) hold:
(H4) f ∈ C((−∞,∞), (−∞,∞)), xf (x) > 0 for x = 0, f (x) is nondecreasing and for
all  > 0
0 <
∫
0
dx
f (x)
,
0∫
−
dx
−f (x) < ∞. (3.1)
Further assume that σ > τ and that
∞∫
q(s) ds = ∞. (3.2)
Then every solution of Eq. (1.1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1.1). We may without loss of generality
assume that x(t) > 0 and 0  p(t)  p¯ for all t  t0  0. Set y(t) as in (2.4). Using the
same type of reasoning as in the proof of Theorem 2.1, one can consider two possible
cases:
(i) y′′(t) 0, y′(t) > 0, y(t) < 0, t  t1  t0 + ρ;
(ii) y′′(t) 0, y′(t) > 0, y(t) > 0, t  t2  t0 + ρ.
If case (i) holds, then
x(t − σ) > −p¯−1y(t + τ − σ), t  t1 + ρ.
Substituting this into (1.1) and using the nature of nondecreasing of f (x), we obtain
y′′(t) + q(t)f (−p¯−1y(t + τ − σ)) 0, t  t1 + ρ.
Integrating the above from t  t1 + ρ to ∞, we find
−y′(t) +
∞∫
q(s)f
(−p¯−1y(s + τ − σ))ds  0, t  t1 + ρ. (3.3)
t
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−y′(t) +
( t+σ−τ∫
t
q(s) ds
)
f
(−p¯−1y(t)) 0, t  t1 + ρ. (3.4)
Set z(t) = −p¯−1y(t). Then (3.4) can be written as
z′(t) + p¯−1
( t+σ−τ∫
t
q(s) ds
)
f
(
z(t)
)
 0, t  t1 + ρ. (3.5)
It follows that
z′(t)
f (z(t))
+ p¯−1
( t+σ−τ∫
t
q(s) ds
)
 0, t  t3 = t1 + ρ. (3.6)
Integrating (3.6) from t3 to T > t3 and using the sublinear condition (H4), we find
p¯−1
T∫
t3
t+σ−τ∫
t
q(s) ds dt 
z(t3)∫
0
dx
f (x)
−
z(T )∫
0
dx
f (x)

z(t3)∫
0
dx
f (x)
,
letting T → ∞, which yields
∞ >
∞∫
t3
t+σ−τ∫
t
q(s) ds dt  (σ − τ)
∞∫
t3+σ−τ
q(s) ds.
This contradicts to (3.2) and so case (i) is impossible.
If case (ii) holds, then x(t) y(t), t  t2. Substituting this into (1.1) and using the fact
that f (x) is nondecreasing in x, we obtain
y′′(t) + q(t)f (y(t − σ)) 0, t  t2 + ρ. (3.7)
Integrating the above from t3 = t2 + ρ to ∞, we find
∞∫
t3
q(s)f
(
y(s − σ))ds  y′(t3). (3.8)
Note that f (y(t)) is nondecreasing in t on [t2,∞), it follows from (3.8) that
f
(
y(t2)
) ∞∫
t3
q(s) ds  y′(t3),
which contradicts (3.2) and so case (ii) is also impossible. The proof is complete. 
Theorem 3.2. Assume that (H1) holds and that f ∈ C((−∞,∞), (−∞,∞)), xf (x) > 0
for x = 0, f (x) is nondecreasing. If
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q(t)f (t) ds < ∞, (3.9)
then Eq. (1.1) has an eventually positive solution which tends to infinity as t → ∞.
Proof. We choose t0 > ρ + τ/(1 − p¯) sufficiently large such that
∞∫
t0
q(t)f (t) dt <
1 − p¯
2
. (3.10)
Let ρ = max{τ, σ } > 0 and choose an integer m > 0 such that mτ  ρ and (m + 1)τ < t0.
Set
a = (1 − p¯)(t0 − mτ)
t0 − mτ − p(t0 − mτ)(t0 − mτ − τ) . (3.11)
Then
1 − p¯ = (1 − p¯)(t0 − mτ)
t0 − mτ  a <
(1 − p¯)(t0 − mτ)
(t0 − mτ)(1 − p¯) = 1.
Define function y(t) as follows:
y(t) =


at, t0 − (m + 1)τ  t  t0 − mτ ,
p(t)y(t − τ) + (1 − p¯)t, t0 − mτ  t  t0,
p(t)y(t − τ) + (1 − p¯)t
+ ∫ t
t0
(s − t)q(s)f (y(s − σ))ds, t  t0.
(3.12)
It is easy to verify that y(t) is continuous on [t0 − (m + 1)τ,∞), and
(1 − p¯)t  y(t) < t, t0 − (m + 1)τ  t  t0. (3.13)
In the sequel, we prove that
1
2
(1 − p¯)t < y(t) < t, t  t0 − (m + 1)τ. (3.14)
If (3.14) is not true, then there exists t1 ∈ (t0,∞) such that
y(t1) = 12 (1 − p¯)t1, and
1
2
(1 − p¯)t < y(t) < t, t0 − (m + 1)τ  t < t1, (3.15)
or
y(t1) = t1, and 12 (1 − p¯)t < y(t) < t, t0 − (m + 1)τ  t < t1. (3.16)
If (3.15) holds, then from (3.10), (3.12), and (3.15), we have
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t1∫
t0
(s − t1)q(s)f
(
y(s − σ))ds
 (1 − p¯)t0 + (t1 − t0)
[
1 − p¯ −
t1∫
t0
q(s)f
(
y(s − σ))ds
]
 (1 − p¯)t0 + (t1 − t0)
[
1 − p¯ −
t1∫
t0
q(s)f (s) ds
]
> (1 − p¯)t0 + (t1 − t0)
[
1 − p¯ − 1 − p¯
2
]
>
1
2
(1 − p¯)t1.
This contradiction implies (3.15) is not true. If (3.16) holds, then from (3.10), (3.12), and
(3.16), we have
y(t1) = p(t1)y(t1 − τ) + (1 − p¯)t1 +
t1∫
t0
(s − t1)q(s)f
(
y(s − σ))ds
 p¯(t1 − τ) + (1 − p¯)t1 = t1 − p¯τ < t1.
This is also a contradiction and so (3.16) does not hold. Therefore, (3.14) holds. It is easy
to see that[
y(t) − p(t)y(t − τ)]′′ + q(t)f (y(t − σ))= 0, t  t0.
This shows y(t) is also a positive solution of Eq. (1.1). The proof is complete. 
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