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Abstract: Social media sites are considered one of the most important sources of data in many
fields, such as health, education, and politics. While surveys provide explicit answers to specific
questions, posts in social media have the same answers implicitly occurring in the text. This research
aims to develop a method for extracting implicit answers from large tweet collections, and to
demonstrate this method for an important concern: the problem of heart attacks. The approach is to
collect tweets containing “heart attack” and then select from those the ones with useful information.
Informational tweets are those which express real heart attack issues, e.g., “Yesterday morning, my
grandfather had a heart attack while he was walking around the garden.” On the other hand, there
are non-informational tweets such as “Dropped my iPhone for the first time and almost had a heart
attack.” The starting point was to manually classify around 7000 tweets as either informational
(11%) or non-informational (89%), thus yielding a labeled dataset to use in devising a machine
learning classifier that can be applied to our large collection of over 20 million tweets. Tweets were
cleaned and converted to a vector representation, suitable to be fed into different machine-learning
algorithms: Deep neural networks, support vector machine (SVM), J48 decision tree and naïve
Bayes. Our experimentation aimed to find the best algorithm to use to build a high-quality classifier.
This involved splitting the labeled dataset, with 2/3 used to train the classifier and 1/3 used for
evaluation besides cross-validation methods. The deep neural network (DNN) classifier obtained the
highest accuracy (95.2%). In addition, it obtained the highest F1-scores with (73.6%) and (97.4%) for
informational and non-informational classes, respectively.
Keywords: machine learning; classification; support vector machine; deep neural networks; tweets;
heart attack; health
1. Introduction
Social media networks like Facebook, Myspace and Twitter, are considered one of the
most important methods of communication among people [1]. Nowadays, social media has
been developed during the recent decade to form an important tool to gather information
and build solutions in several fields such as business, entertainment and crisis management
in health care, science and politics [2]. Social media are considered one of the significant
sources for extracting information related to health monitoring [3,4]. Therefore, in this
research project, we are interested in collecting information related to heart attack problems
from social media sites. Many people use social media to share information related to
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health issues [5]. For example, Twitter is considered one of the largest resources used by
people on a daily basis to post their updates and life events.
While there are many social media networks nowadays, the most recent research has
focused on Twitter for knowledge discovery data-mining, and tweets semantic analysis [6,7]
for the following reasons: First, Twitter has a limitation of 280 characters for each message,
which enables quick posting of activities and updates. Consequently, this allows messages
to be easily shared and forwarded to other users in the network. This feature causes
information and news to rapidly spread over the Internet. The ease of access to people
updates is the second reason which makes Twitter a well-known network for crawling and
collecting datasets. While in most social media networks, mutual friendship is required to
access other profiles, Twitter allows users to follow each other without this restriction [8].
The third reason is Twitter exploits the use of hashtags, which are labels used within social
networks to make it easier for users to search for text with specific content or topic. This
facilitates the search for tweets with specific subjects using hashtags [9].
Our research project is focusing on the heart attack field. While surveys provide
explicit answers to specific questions, posted texts in social media have the same answers
implicitly occurring in the text. Therefore, Twitter is used in our research project for
extracting information regarding the heart attack problem. The estimated annual incidence
of heart attacks in the United States is 720,000 new attacks [10]; hence different science
disciplines should give a hand to those working in the medical field to study the heart
attack problem. Computer science is one of them. Therefore, this research aims to construct
a dataset of tweets with information related to the heart attack problem to help shed light
on this issue. Useful information could be when or where the heart attack has occurred
(Time or place). Having such information helps doctors to decide what is the best time
or place for the patient to get his/her medicines. We will not be able to get such useful
information unless we filter out the data into informational vs. non-informational tweets.
For this work, to help identify the heart attack problem from Twitter data, we define
two types of tweets: informational and non-informational tweets. Informational tweets are
those which express real heart attack issues, such as “Yesterday morning, my grandfather
had a heart attack while he was walking around the garden”. On the other hand, non-
informational tweets are tweets that are not related to heart attacks, even if they have words
that indicate that, such as, ”Dropped my iPhone for the first time and almost had a heart
attack”. Machine learning (ML) offers different techniques, algorithms, and tools that can
support solving diagnostic and prognostic problems in many medical fields [9]. Our goal in
this research resides in comparing the ability of well-known machine-learning algorithms
(DNN, J48 decision trees, naïve Bayes, and SVM) in classifying informational tweets vs. non-
informational tweets. These classifiers will be compared in terms of accuracy, precision, recall
and F1-score measures. Then, we will choose the one with the highest accuracy, precision,
recall and F1-score. The main contributions in this paper are summarized as follows:
1. We generate and manually label around 7000 tweets in the heart attack domain into
informational and non-informational;
2. We compare the performance of several machine learning models (DNN, J48 decision
trees, naïve Bayes, and SVM) in terms of accuracy, precision, recall and F1-score
measures on the annotated dataset.
The rest of this paper is structured as follows: Section 2 describes a brief review of
the recent related literature, Section 3 provides the proposed method, Section 4 illustrates
our obtained results, Section 5 discusses the results and limitations, and finally, Section 5
concludes this paper and provides future research directions.
2. Related Work
In this section, we discuss the literature review related to mining social media and health
care. The first section review some of the papers that utilized social media in the health
domain, the second section will give an insight about researchers who applied data-mining
techniques on social media data for the purpose of classification in the health field.
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2.1. Social Media in the Health Domain
In the context of social media analytics, some research proposed frameworks such
as in [11–13] illustrating the growing interest of people in social media in the domain
of healthcare. Although they addressed the ethical and confidential problems related
to the collected health data from social media, they emphasized the importance of this
huge amount of data in the health domain. The authors pointed out the fact that such
social media data have the feasibility to be analyzed to obtain valuable rules, insights
and patterns which will help future health research. However, a heart attack is a critical
health condition that has not been addressed specifically in the aforementioned studies,
albeit, public health domain, in general, was the main concern. Furthermore, the previous
attempts were limited to analyzing the state of the social media analytics in healthcare and
providing general guidelines for researchers in the fields; it did not put in the consideration
a practical framework to attest the usefulness of tweets analytics in the health domain; In
particular, addressing the heart attack condition based on social media analysis.
2.2. Mining Social Media for Health Care and Diseases
On the subject of mining social media data for health care and disease analytics, some
research attempts such as in [14–17] utilized data-mining on social media to help to monitor
people’s health and for marketing purposes. However, most of the attempts did not focus
on analyzing and extracting knowledge from informational tweets for specific diseases or
health conditions.
On the other hand, other attempts by [18,19] used social media tweets to predict rates
of heart attack with the use of sentiment analysis methods where tweets were analyzed
based on negative and positive emotions. Nonetheless, the attempts were lack of insights
and knowledge into mining tweets of informational and non-informational based on heart
attack according to the proposed approach in our research.
3. Methodology
The methodology of our research project consists of seven stages. These phases
are building up the corpus, cleaning, remove redundancy, word embedding, building
term-document matrix (TDM), dimensionality reduction and classification using different
data-mining techniques (DNN, J48, naïve Bayes, and SVM). The flow chart of the proposed
methodology for these stages is shown in Figure 1. These stages in Figure 1 are explained
in detail in the following sections.Future Internet 2021, 13, x FOR PEER REVIEW 4 of 10  
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3.1. Building Up the Corpus
This is the first stage in our research project in which a dataset of tweets that include
heart attack keyword was crawled. The dataset consists of 7000 tweets. The tweets are
categorized into informational and non-informational classes. Informational tweets are
those which are related to real heart attack issues, while non-informational are tweets
that do not indicate a real heart attack problem. The percentages of informational and
non-informational tweets in our dataset are 11% and 89%, respectively.
3.2. Cleaning
The second stage in our approach is data cleaning. Preprocessing and cleaning the
text is an important step before creating the feature sets and building predictive models.
This stage includes the following steps:
• Removal of punctuations;
• Removal of retweet (RT);
• Removal of hashtags;
• Removal of stop-words;
• Removal of URLs;
• Stemming (Porter stemmer);
• Convert all letters to lower case.
We demonstrate the cleaning process using the following example.
• Original Tweet: “My aunt had a heart attack in church today they thought she just
passed out in the spirit Keep my family in your prayers tweeps.”
• After cleaning: “aunt church today thought pass spirit keep family prayer tweep”
3.3. Redundancy Removal
The training time has a strong relation to the size of the dataset used for classification,
so it is necessary to remove redundancy from the training dataset in order to enhance the
speed of prediction and decrease the time required to build the model used for prediction.
By removing redundancy, the number of tuples that existed in the training dataset is
minimized, so we will achieve less training time with competitive accuracy. In this phase,
we have removed the redundant tweets in the dataset before proceeding to the next step.
3.4. Word Embedding
Word embedding is considered one of the most used techniques in natural language
processing. The objective of word embedding is to reduce the size of the dimensional
representation of a word in a text corpus. Word embedding presents a more efficient and
expressive representation for words by creating a small vector representation. Word2Vec is
a well-known technique used for creating word embedding. It is a word embedding model
stated by Mikolov; this model predicts words according to their context using CBOW or
Skip-Gram-neural models [20]. In our research project, we implement word embedding
using the Word2Vec model.
3.5. Building TDM
A term document matrix (TDM) is defined as a mathematical matrix that demonstrates
the frequency of terms that occurs in documents. It consists of columns and rows where
rows are associated with documents and columns are represented by terms. The values for
this matrix are determined using several schemes [21]. After applying word embedding
to our dataset, tweets are converted to a TDM, suitable to be fed into different machine-
learning algorithms. We used the R programming language as a tool for generating the
TDM, which takes either 0 or 1 as values for its entries.
In this paper, each tweet is considered as a single document in the process of building
the TDM. However, we utilized word embedding (Word2Vec) to find words that have
a similar meaning in the corpus. Words with similar meanings are replaced by just one
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of them. Based on that, the number of words in the corpus is decreased, and TDM
dimensionality even reduced before using correlation-based feature selection (CFS) [22].
For example, word embedding shows that the following words are similar in meaning
“Mom”, “Mama”, “Mother”, and “Mammy”. Then, we replace all of these words in the
corpus with one of them, which can be the word “Mom”. Consequently, three attributes
are eliminated from the TDM. Tweets are obtained from the Digital Library Research
Laboratory (DLRL) [23] at Virginia Tech University, and the full TDM dataset is publicly
available in the following link https://github.com/okarajeh/Heart-Attack-Tweets-TDM.
3.6. Dimensionality Reduction
Dimensionality reduction is a leading feature transformation technique in machine
learning. It facilitates the classification, compression, and visualization tasks for large di-
mensional datasets. It is done by eliminating non-informative features in high dimensional
spaces. The CFS is a metric to evaluate the efficacy of feature subsets. The core idea of CFS
is that a good feature subset has features that are highly correlated to the output class and
independent from each other. Thus, the goal is to reduce feature-to-feature correlation (r_ff )
and increase feature-to-class correlation (r_fc). The CFS metric is defined using Pearson’s
coefficient, which is calculated based on the ratio: r_fc/r_ff, where a higher ratio indicates a
better subset of features according to Equation (1).
CFS = max
Sk
[ rc f 1+rc f 2+...+rc f k√




This is the last step in our research project, where we are interested in discovering
patterns and rules using machine-learning methods. The well-known tool (Weka) is used
for the classifiers SVM, J48 and naïve Bayes. In contrast, the Sklearn library from Python is
used for the DNN classifier. Thus, all of these machine-learning algorithms are applied
to our labeled dataset. Features learning in DNN differs from the traditional classifiers
used in this study. While features engineering is a manual process in the traditional
classifiers (shallow learning), the DNN consists of layers, and each layer has a number
of neurons that mimic the functionality of the neurons in the human brain. Hence, DNN
has the ability to automatically learning features [24]. Noting that we have used three
layers, with 10 neurons in each layer. The well-known algorithm, which is called the
C4.5 decision tree, is implemented in java to form a J48 classifier. J48 algorithm basically
uses the gain ratio measure for selecting its attributes. In this classifier, features that have
high gain ratio values have a higher power in the tree and acquires their top levels. SVM
is considered as one of the famous binary techniques used in classification. It relies on
locating the best hyper-plane, which can split various classes from each other. naïve Bayes
is a probabilistic technique that depends on Bayes theorem. This algorithm supposes
that all attributes values are independent. Naïve Bayes has competitive performance in
classification regardless of naive supposition [25].
We divided the data into 66% for training and 34% for testing. We use K-cross validation
to train the model and ensure a robust model among different samples. We used different k
values: 2, 5 and 10 and reported the results for all the experiments in the next section.
4. Results
Figure 2 represents the performance for the machine learning techniques (DNN, SVM,
naïve Bayes and J48 decision tree) models in terms of accuracy before and after applying
the CFS reduction method. We notice that DNN has the highest accuracy for all testing
types. It obtains 95.2% and 94% before and after applying CFS reduction, respectively.
J48 has the lowest accuracy with approximately 91% for all testing types and for both
cases before and after applying CFS reduction. Figure 3 demonstrates the results of the
machine-learning algorithms (DNN, SVM, naïve Bayes and J48 decision tree) in terms of the
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F1-score for informational class. As we notice in Figure 3, DNN has the highest F1-score for
informational class with (10-fold) cross-validation where it obtains (73.6%) before applying
CFS reduction and with (66%) split it obtains (67%) after applying CFS reduction. J48 shows
the lowest F1-score with 2-fold before applying CFS reduction (49.4%) and with a 66% split
after applying CFS reduction (33.9%). On the other hand, for the non-informational class,
Figure 4 demonstrates that DNN has the highest F1-score with 10-fold cross-validation
(97.4%) before applying CFS reduction. DNN also obtains the highest F1-score (97%) with
(66%) split after applying CFS reduction. Moreover, J48 has the lowest F1 score with 2-fold
cross-validation (95.1) before applying CFS reduction. Finally, naïve Bayes has the lowest
F1-score with 5 and 10-fold cross-validation (95%) after applying CFS reduction. More
information about precision, and recall are available in Appendix A (Tables A1–A4).Future Internet 2021, 13, x FOR PEER REVIEW 7 of 10  
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Reduction with CFS shows a significant effect on a number of attributes, and that
reflects on the time to build the model. The number of attributes before applying reduction
with CFS was 9385 attributes, where it dropped to 242 attributes after the reduction process.
Table 1 shows a significant difference in time to build the model before and after applying
the CFS reduction technique.
Table 1. The effect of applying reduction with CFS on the time to build the model using the J48 algorithm.
Testing Method Before CFS Reduction After CFS Reduction
66% 491.37 s 2.96 s
2-fold 490.76 s 2.47 s
5-fold 490.76 s 2.44 s
10-fold 492.28 s 2.45 s
5. Discussion and Study Limitation
The purpose of this paper was to generate a model that has the ability to extract
useful information from a large set of tweets. Our focus in this project was extracting
valuable information from tweets that are related to the heart attack problem. We started
our research by collecting 7000 tweets. 11% of these tweets were informational, while the
rest was non-informational. This sampled tweet collection was classified manually and
used as ground truth for the machine learning techniques. The models that were generated
from this process will help us in classifying larger datasets of tweets automatically.
The experimental results using the machine learning techniques (DNN, SVM, naïve
Bayes and J48 decision tree) indicated that DNN outperformed the other models and
achieved the highest accuracy and F1-score. In addition, although the reduction of at-
tributes using CFS slightly decreased the accuracy, it showed a significantly dropping
in time to build the model. Moreover, the decrease in accuracy values was really small
compared to the significant difference in the time to build the model. The reason behind the
small differences in accuracy values before and after reduction was that the CFS method
selects the attributes with a high correlation to the output class. However, still, this research
has the following remarkable limitations:
1. Twitter was the only platform used in our project, while there are many other plat-
forms in social media such as Facebook and LinkedIn that can be utilized;
2. The unbalanced dataset was a challenge where the percentage of non-informational
tweets was higher than the informational tweets. This limitation can be solved by using
adaptive learning techniques that avoid the dependency on manual labeling of tweets
However, such limitations will be considered in our future work.
6. Conclusions and Future Work
The goal behind this research is to classify tweets into two categories informational
and non-informational. Informational tweets are those which express real heart attack
issues, while non-informational ones are not related to heart attacks. For this work, we
used different natural language processing techniques to convert tweets to a vector repre-
sentation (TDM), suitable to be fed into different machine-learning algorithms: DNN, SVM,
naïve Bayes and J48 decision tree. The highest accuracy (95.2%) was obtained using DNN,
and the highest F1-scores (73.6%) and (97.4%) were also obtained by DNN for informational
and non-informational classes, respectively. Although applying the CFS reduction method
slightly decreased the accuracy, it showed a significant effect in decreasing the time to build
the model. The CFS selects attributes with high correlation to the output class. In future
work, we are interested in determining the time of heart attack (morning, noon, or evening)
by extracting time-based features from the tweets. In addition, we are interested in the
geographic location to determine where the heart attack had occurred (e.g., work, home, or
gym). These time-based and geographic features will help to better monitor and predict
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heart attack incidents using social media. A noteworthy point, we are aiming to extend
our work in a future study to evaluate our research framework on a broader selection of
machine learning models and architectures.
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Appendix A
Table A1. Precision and recall values for informational class before attributes reduction.
Precision Recall
66% 2-fold 5-fold 10-fold 66% 2-fold 5-fold 10-fold
J48 63.3 62.6 61.1 61 60.5 40.8 61.6 61
Naïve Bayes 66.9 62.7 62 62.8 71.8 69 69.3 69.6
SVM 83.6 85.3 85.5 85.2 60.5 55.8 59.2 61.2
DNN 85 93.5 70.2 86.7 64 30.5 51.6 64.6
Table A2. Precision and recall values for non-informational class before attributes reduction.
Precision Recall
66% 2-fold 5-fold 10-fold 66% 2-fold 5-fold 10-fold
J48 95.5 93.2 95.4 95.3 95.8 95.1 95.3 95.3
Naïve Bayes 96.8 96.2 96.3 96.3 96.4 95.7 95.6 95.7
SVM 95.6 94.9 95.3 95.5 97.1 96.8 97 97.1
DNN 96 92.5 94.4 95.9 97 96 96.8 97.4
Table A3. Precision and recall values for informational class after attributes reduction.
Precision Recall
66% 2-fold 5-fold 10-fold 66% 2-fold 5-fold 10-fold
J48 82.5 62.1 69.4 65.6 21.4 41.1 28.8 32.6
Naïve Bayes 60.7 58.2 57.9 57.8 69.5 68.5 66.2 66.9
SVM 83.6 84.7 86.7 86.3 48.6 47.4 49 52.1
DNN 90 89 83.2 76.9 53 24.5 41 39.2
Future Internet 2021, 13, 19 9 of 10
Table A4. Precision and recall values for non-informational class after attributes reduction.
Precision Recall
66% 2-fold 5-fold 10-fold 66% 2-fold 5-fold 10-fold
J48 91.7 93.2 92 92.4 99.5 97 98.5 97.9
Naïve Bayes 96.5 96.1 95.9 96 94.9 94.1 94.2 94.1
SVM 94.4 94 94.2 94.5 98.9 99 99.1 99
DNN 95 92 93.2 93 99 100 98.6 98.9
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