Consider a Poisson process on R with intensity f where 0 ≤ f (x) < ∞ for x ≥ 0 and f (x) = 0 for x < 0. The "points" of the process represent sleeping frogs. In addition, there is one active frog initially located at the origin. At time t = 0 this frog begins performing Brownian motion with leftward drift λ (i.e. its motion is a random process of the form Bt − λt). Any time an active frog arrives at a point where a sleeping frog is residing, the sleeping frog becomes active and begins performing Brownian motion with leftward drift λ, independently of the motion of all of the other active frogs. This paper establishes sharp conditions on the intensity function f that determine whether the model is transient (meaning the probability that infinitely many frogs return to the origin is 0), or non-transient (meaning this probability is greater than 0). A discrete model with Poiss(f (n)) sleeping frogs at positive integer points (and where activated frogs perform biased random walks on Z) is also examined. In this case as well, we obtain a similar sharp condition on f corresponding to transience of the model.
Introduction
Since its inception, the term frog model has referred to a system of interacting random walks on a rooted graph. Specifically, it begins with one active frog at the root and sleeping frogs distributed among the nonroot vertices, where the number of sleeping frogs at each non-root vertex are independent random variables (not necessarily identically distributed). The active frog performs a discrete-time random walk on the graph.
Any time an active frog lands on a vertex containing a sleeping frog, the sleeping frog wakes up and begins performing its own discrete-time random walk (independent of those of the other active frogs). A variety of different versions of the frog model have been looked at including on the infinite d-ary tree T d with one sleeping frog per vertex [5] , on T d with i.i.d. Poisson many sleeping frogs per vertex [4] , and on Z d with one sleeping frog per vertex [7] . One of the fundamental questions explored in all of these instances has involved asking if the system is recurrent or transient w.r.t. frogs visiting the root. This is the form of the question addressed in the present work.
The particular version of the frog model that inspired this paper was the frog model with drift on Z. In this version of the model the activated frogs perform random walks with some positive leftward drift on the integers, and the numbers of sleeping frogs at each vertex (aside from the origin which begins with a single activated frog) are i.i.d. random variables. In [3] Nina Gantert and Philipp Schmidt establish tight conditions on the distribution function for the number of sleeping frogs per vertex, that determine whether the system is recurrent or transient (i.e. whether the probability the origin is visited by infinitely many frogs is equal to 1 or 0 respectively). Specifically, they prove that if η refers to a nonnegative integer valued random variable that has the same distribution as the number of sleeping frogs at any nonzero vertex, then that of the other active frogs (see Figure 1 for an illustration). A more formal construction of this process will not be needed, as most of the analysis involves a related and easily constructed birth-death process. This paper establishes sharp conditions for the Poisson intensity function f , distinguishing between transience (meaning the probability that the origin is hit by infinitely many different frogs is 0), and non-transience (meaning this probability is greater than 0). The main result for the frog model with drift on R will be the following theorem. It is assumed here, as well as in the discrete case, that f is not the zero function.
Theorem 1.1. For any λ > 0 and f monotonically increasing, the frog model with drift on R is transient if and only if
Before discussing the proof of Theorem 1.1 we make the following observations about its consequences.
From (1) it follows that f (t) = 2λlog(t + 1) represents a critical case with respect to transience vs. nontransience, in the sense that for f (t) = Clog(t+1) a value of C > 2λ implies non-transience and C < 2λ implies transience. More delicate examples include f (t) = 2λlog(t+1) (transience), f (t) = 2λlog(t+1)+4λloglog(t+e) (transience), and f (t) = 2λlog(t + 1) + (4 + ǫ)λloglog(t + e) for ǫ > 0 (non-transience).
The proof of Theorem 1.1 proceeds as follows. Note first that by virtue of a simple rescaling, it suffices to prove the theorem for the specific case λ = 1 2 . A continuous-time-inhomogeneous birth-death process {X t } is defined with birth rate f (t)1 (Xt>0) , and death rate X t . Transience for the frog model with drift 1 2 and Poisson intensity of sleeping frogs f , is shown to coincide with X t eventually arriving at the absorbing state 0 with probability 1. A related process {Y t } is then defined, which is identical to {X t } except that 0 is not an absorbing state (i.e. {Y t } has birth rate f (t) and death rate Y t ). The primary task in proving Theorem 1.1 consists of proving Theorem 2.2, which says that {Y t } will jump from 0 to 1 infinitely often with probability 1, if and only if the integral expression in (1) (for λ = 1 2 ) diverges. To achieve this, it is first shown that as t → ∞ the distribution of Y t behaves increasingly like that of a Poisson r.v. with mean
This is then used to show that the expected number of jumps from 0 to 1 (made by {Y t }) is infinite if and only if the integral expression in (1) diverges. Together with a proof that this quantity is infinite with probability 1 as long as it has infinite expectation, this is sufficient for establishing Theorem 2.2. After attending to all of these details in Section 2.2, in Section 2.3 it is shown that Theorem 1.1 follows easily from Theorem 2.2. 
The process begins with a single active frog at the root and, once activated, frogs perform random walks (independently of each other) which at each step move one unit to the left with probability p (where 1 2 < p < 1) and one unit to the right with probability 1 − p. This model will be referred to as the non-uniform frog model with drift on Z (so as to distinguish it from the model looked at by Gantert and Schmidt). The terms "transience" and "non-transience" will have the same meaning with respect to this model that they had for the model on R. Once again, a more formal construction will not be necessary since the analysis primarily involves a related discrete-time-inhomogeneous Markov process.
Our main result concerning the model just described will be Theorem 1.2 (see below), which gives a sharp condition on f , distinguishing between transience and non-transience of the model (the condition will also depend on the value of p).
Despite their superficial similarities, the non-uniform frog model with drift on Z and the model looked at by Gantert and Schmidt in [3] are qualitatively quite different. These differences can be illustrated by noting the contrast between Theorem 1.2 (below), and the Gantert and Schmidt result discussed earlier. For the model looked at in [3] in which the η j 's are i.i.d. random variables (for all j ∈ Z\ {0}), the sharp condition distinguishing between transience and recurrence involves the exponential tail of the distribution of η 1 . By contrast, for the non-uniform frog model with drift on Z in which the η j 's are Poiss(f (j)) (for j ∈ Z + ), the sharp condition distinguishing between transience and (in this case) non-transience involves the asymptotic behavior of f . Note also that unlike with the result in [3] , the particular value of p is taken into account.
Another model which bears a (perhaps stronger) resemblance to the non-uniform model on Z was examined by Bertacchi, Machado, and Zucca in [1] , where they looked at a frog model on Z that begins with an active frog at the origin and a single sleeping frog at each positive integer point, and where the frog originating at i, upon activation, performs an asymmetric random walk that goes left with probability p i and right with probability 1 − p i (i.e. the drift value can vary depending on the particular frog). Among the results in their paper, the two that were perhaps the most relevant to my work here, entailed establishing conditions for the individual p i values (when they are all greater than 1 2 ) that guarantee local survival in one case, and local extinction in the other (referred to in this work as non-transience and transience respectively). The first result (Proposition 2.5 in their paper) states that if there exists a strictly increasing sequence of nonnegative
then there is local survival (i.e. non-transience). For the second result (Proposition 2.10) they show that if
, then there is local extinction (i.e. transience). Perhaps the most pertinent similarity between the model in [1] and the non-uniform frog model with drift on Z relates to the fact that the long term behavior of both models depends on the asymptotic behavior of sequences ({p n } in the first case and f (n) in the latter). A notable difference, however, lies in the fact that the varying parameter in the first case is the drift of individual frogs, and in the second it is the Poisson mean of the distribution of the number of sleeping frogs initially positioned at positive integer points. Due to this difference, activated frogs in the former case cannot be treated as interchangeable, as they are in the latter. Consequently, the methods used in [1] are somewhat different from those employed here, and do not result in tight conditions distinguishing between local survival and local extinction being established, such as those we now present for the non-uniform model. 
The proof of Theorem 1.2 nearly mirrors that of Theorem 1.1. A discrete-time-inhomogeneous Markov process {M j } is defined, where
Transience of the non-uniform frog model is shown to correspond to {M j } eventually arriving at the absorbing state 0 with probability 1. {N j } will then represent a process just like {M j }, except (N j+1 |N j = 0) = Poiss(
is not an absorbing state). Most of the focus is devoted to proving Theorem 3.2, which states that {N j } will attain the value 0 infinitely often with probability 1 if and only if the sum in (2) diverges. The proof involves establishing a series of propositions (3.3-3.5), which are essentially the discrete analogues of the three propositions (2.3-2.5) that will be used to establish Theorem 2.2 in the continuous case. Theorem 1.2 then follows easily from Theorem 3.2.
Remark 2. As with the model on R, allowing sleeping frogs to also reside to the left of the origin does not complicate matters significantly in the case of the model on Z. If the domain of f is expanded to all of Z\ {0}, then the condition given in Theorem 1.2 continues to apply as long as . For any t ≥ 0 let X t denote the number of frogs originating in [0, t] that ever pass the point x = t. Now note that lim t→∞ X t > 0 if and only if (i) the set of points (initially) containing sleeping frogs is unbounded (f being nonnegative and monotonically increasing implies it is bounded on compact sets, which guarantees that no bounded region will contain infinitely many sleeping frogs) and (ii) all of these frogs are eventually awakened. Since a Brownian motion with leftward drift 1 2 is continuous and goes to −∞ with probability 1, it follows that lim t→∞ X t > 0 ⇐⇒ {infinitely many frogs return to the origin}
Having established this equivalence, we now present the following proposition.
Proposition 2.1. {X t } is a continuous-time-inhomogeneous birth-death process with birth rate f (t)1 (Xt>0) and death rate X t .
Proof. By a straight forward argument involving an exponential martingale it is known that the right most point reached by a Brownian motion (beginning at the origin) with leftward drift 1 2 , has an exponential distribution with mean 1. By the strong Markov property it follows that if 0 < a < b, then the probability that a frog originating in [0, a] ever passes x = b (conditioned on its passing x = a) equals e −(b−a) . Therefore, if we let R (t,dt) represent the number of frogs originating in [0, t) that reach x = t, but not x = t + dt, then
as dt → 0, it then follows that {X t } has "death rate" X t . Furthermore, since the number of sleeping frogs in (t, t + dt) has distribution Poiss(λ (t,dt) ) (where λ (t,dt) = t+dt t f (u)du), and the probability all such frogs are awoken and reach x = t+dt, approaches 1 as dt → 0 (provided X t > 0), this means {X t } has "birth rate" f (t)1 (Xt>0) . Hence, the proof is complete.
Remark 3. While the subscript t denoted a spatial parameter in the original definition of {X t }, it will be referred to as time from here on out in order to maintain consistency with the expression "continuous-time birth-death process". In addition, the elements in the process {X t } will be called particles, rather than frogs.
A particle will be said to "die" at time t 0 if the point furthest to the right reached by that particle is x = t 0 .
The process {Y t }.
The statement (3), along with the scale invariance of the original model with respect to λ discussed in the introduction, together imply that Theorem 1.1 can be proven by showing that the process {X t } goes extinct with probability 1 if and only if formula (1) holds (for the case λ = 1 2 ). So let {Y t } be another continuoustime-inhomogeneous birth-death process with birth rate f (t) and death rate Y t (hence, it differs from {X t } only in the sense that 0 is not an absorbing state). {Y t } is identified with a triple (Ω, F , P) defined as follows:
Ω will represent the set of all functions ω : [0, ∞) → N such that ω(0) = 1 and where ω is constant everywhere except at a countable collection of points p 1 < p 2 < . . . , where for each i ≥ 1, ω(p i ) = lim t→p − i ω(t) ± 1 (note that Ω can be thought of as the collection of all possible paths {Y t } can take). Let F denote the σ-field on Ω generated by the finite dimensional sets {ω : ω(s i ) = C i for 1 ≤ i ≤ n} (where 0 < s 1 < · · · < s n and C i ∈ N for each i). Finally, P will refer to the probability measure on (Ω, F ) associated with {Y t }. The primary task involved in moving towards a proof of Theorem 1.1 will consist of proving a statement about {Y t }. This comes in the form of Theorem 2.2. 
If (4) does not hold, then P(V = ∞) = 0.
The proof of Theorem 2.2 has three main steps. The first one entails proving the following proposition. Note that in the statement of this proposition, and those following it, E will denote expectation with respect to the probability measure P and f is assumed to be monotonically increasing.
Proposition 2.3.
After Proposition 2.3 is established, it is then shown how the result can be used to prove one direction of Theorem 2.2. This entails establishing the following implication.
After establishing Proposition 2.4, we address the issue of proving the other direction of Theorem 2.2. This comes in the form of the proceeding proposition.
Proposition 2.5.
Proof of Proposition 2.3. First note that for any t > 0, Y t is a random variable of the form Bern(e −t ) + Poiss(λ t ) (with the two parts of the sum independent) where
This follows from the fact that the single particle we began with at time zero remains "alive" at time t with probability e −t (hence the term Bern(e −t )), along with the fact that, if f is continuous at u (note that f being increasing implies it is continuous a.e.), then the event of a particle being "born" inside the time interval [u, u + du) and surviving until at least time t, has probability (f (u)e −(t−u) + o(1))du as du → 0 (where disjoint intervals are independent). It is then implied by (7) that λ t ≤ f (t) ∀ t ∈ [0, ∞), from which it follows that
Since the probability {Y t } jumps from 0 to 1 on an interval [t, t + dt) is (1 + o(1))P(ω(t) = 0)f (t)dt as dt → 0, it follows that
Combining this with (8) then establishes the implication
Hence, the proof is complete.
Proof of Proposition 2.4. Let U x = {ω ∈ Ω : ω never jumps from 0 to 1 in (x, ∞)}. If it's assumed that
we get P(U x | ω(x) = 1) > 0. Since f is monotonically increasing we can couple {Y t1+t } |(Y t1 = 1) with {Y t2+t } |(Y t2 = 1) (for t 2 > t 1 ) so that the former is dominated by the latter. From this it follows that P(U t | ω(t) = 1) is increasing w.r.t. t. Now if we let V x (ω) = # {points in (x, ∞) where ω jumps from 0 to 1}, the fact that P(U t |ω(t) = 1) is positive (for t ≥ x) and increasing implies that P(
Therefore, we've established the contrapositive of Proposition 2.4, which establishes the proposition.
Proof of Proposition 2.5. It follows from (8) and (9) that
Since 1 − e −t → 1 as t → ∞, in order to show that E[V ] < ∞ it suffices to establish the following implication.
Using the integral formula for λ t in (7), we see that if f is continuous at t, then λ t is differentiable at t with
Hence, at all continuity points of f , we have f (t) = λ t + λ ′ t . Since f is monotonically increasing, this means it has only countably many discontinuity points, which means it is continuous a.e (as was mentioned in the proof of 2.3). It then follows that f (t) = λ t + λ ′ t a.e. Hence, we can write
Now let 0 ≤ t 1 < t 2 and note that
Hence, λ t is monotonically increasing. Also note that if 0 ≤ t 1 < t 2 ≤ N (for N < ∞) then
Along with (14) this implies |λ t2 −λ t1 | ≤ (t 2 −t 1 )f (N ), which means that λ t is absolutely continuous on [0, N ].
Coupled with λ t being monotonically increasing and satisfying λ 0 = 0, this implies that if g :
is any Lebesgue measurable function, then
(see [6] , para. 2, pg. 156). Now since lim t→∞ f (t) = ∞ (otherwise it could not hold that
Specifically looking at the cases g 1 (x) = e −x and g 2 (x) = xe −x , gives the two formulas
Combining these formulas with (13), and using the fact that f (t) = λ t + λ ′ t a.e., then gives
Hence, this establishes (12) which, as was shown, implies E[V ] < ∞, from which it follows that P(V < ∞) = 1. Hence, the proof is complete.
Proof of Theorem 2.2. The theorem follows immediately from Propositions 2.3, 2.4, and 2.5.
Proving Theorem 1.1
With Theorem 2.2 established, we can now complete the proof of Theorem 1.1. Due to the relationship discussed earlier between the process {X t } and the frog model with drift on R, as well as scale invariance of the original model, it suffices to prove the following claim.
Claim: For f : [0, ∞) → [0, ∞) monotonically increasing, the process {X t } dies out with probability 1 if and
Proof. First couple the process {X t } with the familiar process {Y t } so that the two processes are identical until {X t } dies out. Since Theorem 2.2 established the implication
this means that if the left side of (16) holds, then with probability 1, {X t } will eventually die out (i.e.
the coupled processes {Y t } and {X t } will eventually hit 0). Conversely, since Theorem 2.2 also states that if the integral in (16) is finite then V < ∞ with probability 1, this means that if we let T 0 (ω) = {t ∈ [0, ∞) : ω(t) = 0}, then P(sup T 0 < ∞) = 1. Letting P represent the law of {X t } on (Ω, F ), it now follows that there must be some t > 0 and some positive integer M s.t.
and P(Y t = M ) > 0. This then implies that P(X t = M ) > 0, which along with (17), gives
Alongside the first part of the proof, this last result establishes that {X t } dies out with probability 1 if and only if the integral on the left side of (16) diverges. Thus we have established the above claim, which completes the proof of Theorem 1.1.
Remark 4. Note that the result of Theorem 1.1 can easily be extended to all measurable functions f :
[0, ∞) → [0, ∞) for which ∃ r ∈ (0, ∞) such that f is bounded on [0, r) and increasing on [r, ∞). This is established by first noting that it follows from (3) that the process is non-transient if and only if
Because P(X r > 0) ≥ e −r (since the particle beginning at time 0 remains "alive" at time r with probability e −r ), and because P( lim
follows from (18) and Theorem 1.1 that the process is non-transient if and only if
Transience vs. non-transience for the model on Z Examining the process {M j }, we also obtain this next proposition.
(where the two parts of the above sum are independent).
Proof. By a simple martingale argument the probability an active frog residing at x = j ever makes it to
p . Therefore, the expression for M 1 follows. This also implies that if we condition on M j , then for j ≥ 1 the distribution of the number of frogs that make it to x = j + 1 which originate in {0, 1, . . . , j − 1},
. Adding this to the number of frogs originating at x = j that ever make it to x = j + 1, while again using the first line of this proof along with the fact that η j (the number of sleeping frogs starting at x = j) has distribution Poiss f (j) , gives us the above piecewise expression for M j+1 |M j .
As stated earlier, {N j } will represent a process identical to {M j } except that (N j+1 |N j = 0) has distribution Poiss(
. {N j } is identified with a triple (Ω * , F * , P * ) defined as follows. Ω * will represent the set of all functions ω : N → N, F * will represent the σ-field on Ω * generated by the finite dimensional sets, and P * will refer to the probability measure on (Ω * , F * ) associated with {N j } (note that P * is supported on {ω ∈ Ω * : ω(0) = 1, ω(1) ≤ 1}). Theorem 3.2 can now be stated formally.
Theorem 3.2. If 1 2 < p < 1, f is monotonically increasing, and we let K(ω) = # {j ∈ Z + : ω(j) = 0}, then
If (20) does not hold then P * (K = ∞) = 0.
Proving Theorem 1.2
We begin this section by presenting Propositions 3.3-3.5. In places where the proofs bear an especially strong resemblance to those for the model on R, some details are omitted. In what follows, f is always assumed to be monotonically increasing, and E * will represent expectation with respect to P * .
Proposition 3.3.
Proof. As a random variable (for j ≥ 1)
where
By an argument similar to the one employed in the proof of Proposition 2.3, we find that it follows from the fact f is increasing that τ j ≤
Combining this with (21) establishes that
Since 1−p p j → 0 as j → ∞ and
the proposition follows.
Now if the sum on the right in (23) is written as
then (24) and the left side of (23) imply that
< ∞ (where the e e−1 term follows from the fact that the last sum on the right in (25) can be bounded above by the sum of the geometric series with base e −1 ). Therefore, this establishes (23), which implies E * [K] < ∞, from which it follows that P * (V < ∞) = 1. Hence, the proof is complete. [0, ∞) for which ∃ q ∈ Z + such that f is increasing on {q, q + 1, q + 2, . . . }. Due to its strong similarity to the argument given in Remark 4, the explanation for this is omitted.
Counterexamples and additional comments 4.1 Counterexamples
In this final section I'll discuss a scenario in which f : [0, ∞) → [0, ∞) is not monotonically increasing, and the tight condition of Theorem 1.1 ceases to hold. A similar case for the discrete model is also mentioned.
Recalling from (7) that λ t = t 0 e −(t−u) f (u)du, we'll seek to achieve a lower bound for λ t . Note first that
Hence, for t = 2 n+1 (for n ∈ Z + ) which along with (27), implies λ to ≥ e −1 (t o − 2). Combining this with (26) and (27) then tells us that λ s ≥ e −1 (s − 2) ∀ s ∈ [2 n+1 , 2 n+2 ) (for n ∈ Z + ), and therefore λ s ≥ e −1 (s − 2) ∀ s ∈ [4, ∞). Using this inequality, along with the fact that f (s) ≤ s ∀ s ∈ [0, ∞), we find that 
