Abstract. Let X be a nilmanifold, that is, a compact homogeneous space of a nilpotent Lie group G, and let a ∈ G. We study the closure of the orbit of the diagonal of X r under the action (a p 1 (n) , . . . , a p r (n) ), where p i are integer-valued polynomials in m integer variables. (Knowing this closure is crucial for finding limits of the form lim N →∞
Introduction

Multiple ergodic averages
where T is a measure-preserving transformation of a probability measure space (X, B, µ X ) and A ∈ B, µ X (A) > 0, had appeared in Furstenberg's proof of Szemerédi's theorem ( [Fu] ). Furstenberg proved in [Fu] that lim inf N →∞ M N > 0; the question whether lim N →∞ M N exists remained open for a long time. A way of solving this problem was already outlined in [Fu] : one has to find a characteristic factor of (X, T ) with respect to the system of actions {Id X , T n , . . ., T rn }, n ∈ Z, that is, a factor (X , T ) of (X, T ) such that
for any f 0 , f 1 , . . ., f r ∈ L ∞ (X). If the system (X , T ) has a simple enough structure so that the limits lim N →∞
X ) can be easily determined, then lim N →∞ M N will also be found by taking h i = E(1 A |X ), i = 0, 1, . . ., r.
A d-step
nilsystem is a measure-preserving system realized by a translation on a d-step nilmanifold, a compact homogeneous space of a d-step nilpotent Lie group equipped with the Haar measure. A d-step pro-nilsystem is the inverse limit of a sequence of d-step nilsystems. It was proven by Host and Kra in [HK1] and, independently, by Ziegler in [Z2] that any ergodic probability measure-preserving system (X, T ) possesses a factor characteristic with respect to {Id X , T n , . . ., T rn } and isomorphic to an (r−1)-step pro-nilsystem. It was then shown in [HK2] and [L5] that pro-nilsystems are also characteristic for any system of "polynomial actions" of the form {T p 1 (n) , . . ., T p r (n) }, n ∈ Z m , where p i are integer-valued polynomials on Z m . Thus, the problem of identifying the limit of polynomial multiple ergodic averages
A is reduced to the case where (X, T ) is a nilsystem.
0.3.
Let (X, a) be a nilsystem, that is, X is a nilmanifold and a is a translation on X, and let µ X be the Haar measure on X. Let p 1 , . . ., p r be integer-valued polynomials on Z m . It is proved in [L4] that under any polynomial action ϕ of of Z m on the nilmanifold X r . It follows that for any f 1 , . . ., f r ∈ C(X),
where µ Y is the Haar measure on Y = Orb P (∆ X r ). It then follows that
for any f 1 , . . ., f r ∈ L ∞ (X). Hence, for any measurable sets A 1 , . . ., A r ⊆ X,
and thus the problem of evaluating lim N →∞
A r is reduced to the problem of finding Y = Orb P (∆ X r ).
0.4.
Once Orb P (∆ X r ) with respect to the action defined by a system P = {p 1 , . . ., p r } of integer-valued polynomials has been found, it is immediately possible to determine the "optimal" characteristic factor corresponding to P . Any nilmanifold X has a natural tower of factors, X = X s → X s−1 → . . . → X 1 → X 0 = {·}, where for each d, X d is a d-step nilmanifold. It is of interest to learn what is the minimal d for which X d is characteristic for P . In terms of the orbit Orb P (∆ X r ) of the diagonal in X r , characteristic factors of X are easily characterizable: X d is characteristic for the action defined by P iff Orb P (∆ X r ) contains the fiber of the projection X → X d .
If d ∈ N is such that the factor X d is characteristic for P for any nilsystem (X, a), we call d the complexity of P ; by [HK1] and [Z2] , if d is the complexity of P , then any ergodic measure-preserving system (X, T ) has a factor characteristic for P that is isomorphic to a d-step pro-nilsystem.
Remark. The complexity, as well as the W-complexity (Weyl complexity) of P that we introduce in this paper differs from those in [BLLe1] : the complexities defined here are less by 1 than the corresponding complexities in [BLLe1] .
Knowing Orb P (∆ X r ), one can also determine conditions on the sets A 1 , . . ., A r to guarantee that µ X a −p 1 (n) A 1 ∩ . . . ∩ a −p r (n) A r is positive, or is greater than a certain constant, for some n. Examples of such applications of Orb P (∆ X r ) can be found in [BHK] , [BLLe1] , [FK] , or [F] .
Here is a list of earlier results.
Orb P (∆ X r ) for the "linear" system P = {0, n, . . ., rn} was first found in [Z1] , and, in a much simpler way, in [BHK] . For the system P = n 1 , . . ., n l , n 1 + n 2 , . . ., n 1 + . . . + n l of linear functions in l integer variables n 1 , . . ., n l consisting of all sums of distinct variables, Orb P (∆ X r ) was described in [HK1] . The complexity of any system of r + 1 (distinct) linear functions in one variable {0, c 1 n, . . ., c r n} was shown to be ≤ r in [HK1] and = r − 1 in [Z2] ; the complexity of any system of r + 1 linear functions in several variables was proven to be ≤ r − 1 in [L6] .
In [FK] , the complexity of a system of linearly independent polynomials in one variable was shown to be 0 with respect to any totally-ergodic system and ≤ 1 in the general case.
In [BLLe1] , Orb P (∆ X r ) for a polynomial system P = {0, p 1 (n), . . ., p r (n)} was found in the case where (X, a) is a Weyl system, that is, when X is a torus and a is a unipotent linear transformation of X.
In [F] , Orb P (∆ X r ) was found in the case where (X, a) is a general nilsystem and P is a system with three nonzero polynomials, P = {0, p 1 , p 2 , p 3 }.
A finitary analog of the problem of determining the complexity of a system of linear forms is considered in [GW] . (In [GW] , G is taken to be a finite group, specifically Z n p for an odd prime p, and, given a system P = {p 1 , . . ., p r } of linear forms G m → G, it is asked what the degree of "uniformity" of a subset A ⊆ G has to be in order to guarantee that it contains approximately "the right number", |A| r |G| m−r , of configurations of the form {p 1 (n), . . ., p r (n)}, n ∈ G m .) The case of systems of complexity 2 is studied, and the obtained result agrees with the results of the present paper. 0.6. Our goal in this paper is to find Orb P (∆ X r ) for a system P = {p 1 , . . ., p r } of polynomials in several variables. It is natural to confine ourselves to ergodic transformations, and thus assume that the translation a of the nilmanifold X is ergodic. We will go further and assume throughout the paper that X is connected; this implies that the action of a is totally ergodic on X. Doing this, we do not lose much generality. Indeed, if X is disconnected, it consists of several connected components, permuted by a; a power a k of a preserves the components, and after replacing a by a k we may treat each component of X individually. For each k ∈ N, let Pol k (Z m ) be the space of polynomials Z m → Z (with rational coefficients) of degree ≤ k, and let P kV be the subgroup of Z r given by
0.7.
lower central series of G. We define H as the subgroup of G r generated by ∆ G r and the elements of the form b v with b ∈ G k and v ∈ P kV for some k ∈ N. If, for each k = 1, . . ., s, {q k,1 , . . ., q k,l k } is a set of generators in P kV , then H can also be defined in the following way: . . .
The nilmanifold X 1 = G 2 \X is a torus on which G acts by rotations, thus it is easy to find the closure Orb P (∆ X r . . .
: this is the projection to X r 1 of the subgroup 
and the elements a v G 2 , v ∈V . It follows that π ×r (H) = Orb P (∆ X r ). Using the above description of H, we see that the complexity of P is the minimal integer d for which P d+1V ⊗R = R r . As is noticed in [GW] , this is equivalent to saying that d is the minimal integer such that the polynomial vectors (1, p 1 , i = 1, . . ., m, and use V instead ofV . The complexity of a polynomial system P with respect to nilsystems corresponding to connected G can therefore be easily computed; we call it the C-complexity of P .
0.9.
For a polynomial system P and disconnected G we first consider the case where the identity component G c of G is commutative. In this case
is a torus on which G acts by skew-product transformations. We call the system (X, a) a Weyl system. (The 2-dimensional torus with the transformation a(x, y) = (x + α, y + x) is the simplest example of such a system.) For Weyl systems the problem of determining Orb P (∆ X r ) is an easy linear algebra problem, but the answer we obtain is not elegant (see Theorem 9.4). Based on Theorem 9.7, the complexity of any polynomial system P with respect to Weyl systems (we call it the W-complexity of P ) can, in principle, be computed, but these computations are cumbersome and leave some questions unanswered. In particular, it is not even clear to us whether the complexity of a polynomial system P is always ≤ |P | − 2.
0.10. The situation with the Weyl systems demonstrates that a simple description of Orb P (∆ X r ) is hardly possible in the general case, -when P is a polynomial system and no assumptions about G have been made. We attempt to write a formula defining the subgroup H of G c r for which π ×r (H) = Orb P (∆ X r ), similar to that for Weyl systems (see subsections 11.2-11.4). However, for this formula to work it must be that H is "defined by its linear part", as it is when P is a system of linear functions, and we don't know whether this is so (see Conjecture 11.4); in addition, the polynomials involved in this formula are not explicit and are only defined recurrently. We also do not know whether Orb P (∆ X r ) is always connected; these questions can also be resolved by affirming or refuting Conjecture 11.4.
We also describe a method of finding Orb P (∆ X r ) for concrete (X, a) and P (see subsection 11.10); it is based on successive construction of the orbits of the diagonal on certain factor-tori of certain subgroups of G. In principle, this method can be practically used to find Orb P (∆ X r ) when the complexity of P is relatively small, but such a computation for a concrete system does not look to be of any interest. It can also be utilized to establish some properties of Orb P (∆ X r ). (We do this in [BLLe2] to prove that if the polynomials constituting P have nonzero constant terms but are jointly intersective, then Orb P (∆ X r ) contains ∆ X r .)
A. LEIBMAN
Finally, we obtain a rough estimate of the complexity of P (see Theorem 13.13). As a corollary we get that it does not exceed c W c(c + 1)/2, where c W and c are the W-complexity and the C-complexity of P , respectively. (We, actually, suspect that the complexity of P is always equal to c W , but cannot confirm this conjecture either.) 0.11. We only deal with "discrete" linear and polynomial actions, that is, actions of the group Z m . The obtained results are also applicable to continuous (polynomial) actions of the group R m . Moreover, in the case of continuous actions the Lie group G acting on X can be assumed to be connected, which essentially simplifies the situation, and the case of polynomial actions of R m is completely covered by Section 8.
0.12.
Here is the plan of the paper: Sections 1 and 2 are preparatory; we consider there, in more detail, properties of the orbits of points and of subnilmanifolds in a nilsystem, characteristic factors of a nilsystem, and relations between them. In Section 3 we introduce some algebraic notation. In Sections 4 and 5 we introduce the group G [V ] . In Section 6 we find Orb P (∆ X r ) in the case where P is a system of linear polynomials. In Section 7 we remind the reader how polynomial orbits on a torus appear. In Section 8 we find Orb P (∆ X r ) for a general polynomial system P in the case where the Lie group G acting on X is connected. In Section 9 we find Orb P (∆ X r ) for the case of a Weyl system. (The results of this section partially repeat results from [BLLe1] .) In Section 10 we describe how the closure of the orbit of a point of a nilmanifold under a polynomial action can be found. In Section 11 we describe a method of constructing Orb P (∆ X r ) for a general nilsystem. In Section 12 we introduce a filtration in the group G c that we use in the next section. In Section 13 we find an estimate of the complexity of a general polynomial system.
Orbits in a nilmanifold
In this section we introduce some notation and collect some facts related to nilmanifolds. For more details, see [M] , [L2] , [L4] , [L7] and [L8] .
1.1. Throughout the paper, X will be a connected nilmanifold , that is, a connected compact homogeneous space of a nilpotent Lie group. X can be represented as a factor X = G/Γ, where G is a simply connected (not necessarily connected) nilpotent Lie group and Γ is a discrete uniform subgroup of G. The group G acts on X by left translations: for a ∈ G and x ∈ X we have ax ∈ X.
By π we will denote the natural projection G → X, and by 1 X the point π(1 G ) ∈ X.
1.2. We will denote by G c the connected component of G. (We have chosen such an unusual symbol instead of the standard G c or G o in order to be able to attach suband superscripts to G c , such as G c d or G c r .) Since X is connected, it is a homogeneous space of G c as well
Here is an example of a disconnected nilpotent Lie group G with a connected nil-
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is isomorphic to the 2-dimensional torus R 2 /Z 2 , with G acting on X by skew-product transformations:
1.3. The connected simply connected nilpotent group G c is exponential, which implies that for every b ∈ G c there exists a unique homomorphism
We will constantly use this notation.
The commutator of two elements
1.5. We will denote by G d , d ∈ N, the terms of the lower central series of G, The terms of the lower central series of G c will be denoted by
1.6. When A is a group and C is a normal subgroup of A, for an element b ∈ A or for a subset B ⊆ A we will denote by b mod C, respectively by B mod C, the image of b, respectively of B, in A/C. We will write Given a closed subgroup H of G and a point x ∈ X, the set Hx may not be closed and so, may be a subnilmanifold of X; Hx is closed iff (bΓb −1 ) ∩ H is a uniform subgroup of H, where b is any element of π −1 (x). In particular, H1 X = π(H) is closed iff H ∩ Γ is uniform in H; we will say that H is rational in this case.
Any mapping
(This notion of action we use is not too conventional.) For a point x ∈ X the orbit of x under ϕ is the set
1.11. If ϕ is a homomorphism, we say that ϕ is a linear action of Z m on X. Under a linear action, the closure Z = Orb ϕ (x) of the orbit of any point x ∈ X is a subnilmanifold of X, and "the sequence"
(When writing such an expression we always assume that it makes sense, that is, that the polynomial p i takes only integer values whenever
We will call a closed subset of X of the form
Under a polynomial action, the closure Orb ϕ (x) of the orbit of a point x ∈ X is a fu-subnilmanifold of X, and ϕ(n)x is well distributed on the connected components of Orb ϕ (x). (See [L4] . This fact is in complete analogy with Weyl's theorem about the distribution of polynomial sequences on tori; see subsection 7.2.) The simplest example where the orbit of a polynomial sequence is not a subtorus but a finite union of subtori is given by the sequence 
where K is a rational subgroup of G, and in order to determine Orb ϕ (D) we have to find the minimal rational subgroup H of G that contains both K and ϕ(Z m ).
If ϕ is a polynomial action, the problem of finding
In this case Y may not be a subnilmanifold of X, but only a fu-subnilmanifold. Even in the case where Y is a connected subnilmanifold, the elements ϕ(n) may not preserve Y , and hence the group L8] .) Thus, even in this case (and assuming ϕ(0) = 1 G , x = 1 X , D 1 X ), in order to find Y we need to find the minimal rational subgroup
1.15. Let ϕ be a polynomial action of Z m on X and let D be a connected subnilmanifold of X. Then almost all points of D have the same orbit under ϕ in the following sense: there is a fu-subnilmanifold Z such that for almost all x ∈ D, Orb ϕ (x) = bZ, where b ∈ π −1 (x), and Orb ϕ (x) ⊆ bZ, b ∈ π −1 (x), for the other points x ∈ D. We will call Z the generic orbit of points of D under the action ϕ. (Let us also remark that in the case where ϕ is a linear action, Z is a subnilmanifold and Orb ϕ (x) = Z for all x ∈ D.)
Assume that Z 1 X , let Z c be the identity component of Z and let K be the connected rational subgroup of G such that
Characteristic factors, natural factors of nilmanifolds, and complexity
In this section we define characteristic factors of dynamical systems related to a system of polynomials P and the complexity of P .
2.1.
We fix a ∈ G such that the action of a on X is ergodic. Consider the nilsystem (X, a). The subgroup of G generated by G c and a acts transitively on X; thus we may and will assume that G is generated by G c and a. Under this assumption, the groups G d are connected for d ≥ 2.
2.2.
Given a set S and r ∈ N, we will denote by ∆ S r the diagonal
Given a mapping τ : B → C and r ∈ N, we will denote by τ ×r the mapping
2.3. Let P = {p 1 , . . ., p r } be a system of (distinct) polynomials Z m → Z with zero constant term. We are interested in the closure Y = Orb P (∆ X r ) of the orbit of the diagonal of X r under the action (0.1). In the case where the p i are linear polynomials, Y is a subnilmanifold of X r and has the form
where H is a rational subgroup of G c r containing ∆ G c r and Y is a finite union of subnilmanifolds of the form Hx, x ∈ X.
Let L be a normal rational subgroup of G, let D = π(L), and let X = L\X = G/(LΓ).
Then the nilmanifold X is a factor of X, and the fibers of the natural projection η : X → X are subnilmanifolds of X of the form bD, b ∈ G. We will call D the fiber of η.
The factor
Since, by our assumption, the groups
The fiber of the projection
2.7.
We will call the minimal integer d for which X d is characteristic for P , that is, the minimal d for which G r d+1 ⊆ H, the complexity of P with respect to (X, a). If d is the minimal integer for which P has complexity ≤ d with respect to all connected nilsystems, we will say that P has complexity d. (It is proved in [HK2] and [L5] that the complexity of P is always finite.) 2.8. Here are some evident properties of the complexity (with respect to a nilsystem (X, a)) as a function of a polynomial system P :
(i) If P ⊆ P , the complexity of P ≤ the complexity of P .
(ii) If a polynomial system P is such that Orb P (∆ X r ) ⊆ Orb P (∆ X r ), then the complexity of P ≥ the complexity of P .
(iii) The complexity of the system P = {p 1 , . . ., p r } is equal to the complexity of the system 0, p 2 − p 1 , . . ., p r − p 1 .
2.9.
The notions of a characteristic factor for and of the complexity of a system of polynomials P = {p 1 , . . ., p r } can also be introduced with respect to the "non-
in L 1 (X), and call the minimal d such that X d is p-characteristic for P the pcomplexity of P with respect to (X, a). We are going to show that there is no need in studying the "p-"versions of the notions of the characteristic factor and of the complexity, since they are closely related to the ones already introduced.
2.10.
For a system of polynomials P , let Z ⊆ X r be the generic orbit of points of ∆ X r under the action (0.1). Let Z c be the identity component of Z and let K be the connected rational subgroup of G r such that π(K) = Z c . By subsection 1.15,
Thus, knowing the generic orbit of points of ∆ X r , one can easily find Orb(∆ X r ). On the other hand, the generic orbit Z of points of ∆ X r can be found by determining the orbit Orb P (∆ X r+1 ), where P = {0} ∪ P . Indeed, for every pointx = . . .
; thus for almost all x ∈ X,
and in particular,
2.11. Now let X = L\X where L is a connected normal rational subgroup of G; the fiber of the projection
As a corollary, we obtain that the p-complexity of a polynomial system P equals the complexity of the system P = {0} ∪ P .
2.12.
Let us also clarify why one may confine oneself to the case of a connected nilmanifold. Assume that the nilmanifold X is disconnected; since X is compact, it consists of finitely many connected components, X = X 1 ∪ . . . ∪ X k . Since the translation by a is ergodic, it cyclically permutes the components X j ; thus a k X j = X j for all j. Consider the nilsystems (X j , a k | X j ), j = 1, . . ., k, and the polynomial
and the study of the orbit of the diagonal in the disconnected nilsystem (X, a) is reduced to that in the connected nilsystems (X j , a k | X j ).
In particular, if the fiber D of a projection X → X is connected, it is contained in Orb P (∆ X r ) if it is contained in Orb P 0 (∆ X r 1 ) (assuming X 1 1 X ). Since even in the case of disconnected X the fibers D d are connected for d ≥ 1, we see that the complexity of P with respect to (X, a), if positive, does not exceed the complexity of the system
, and thus does not exceed the complexity of P 0 . One can show that the complexity of P 0 with respect to any connected nilsystem is equal to the complexity of P with respect to this nilsystem. Hence, the complexity of P with respect to all, including disconnected, nilsystems, if positive, equals the complexity of P with respect to connected nilsystems only.
Spans
In this section we introduce some linear algebra notation.
Given a set S ⊆ Z
r we will denote by span Z S the subgroup of Z r generated by
we will denote by span Z B the subgroup of Z r generated by the columns of B,
. . .
, . . .,
, where the p i,j are integervalued polynomials on Z m with zero constant term, we will denote by Span Z B the subgroup of Z r generated by the values of the columns of B,
.
3.2.
Similarly, for S ⊆ R r we will denote by span R S the subspace of R r spanned by S, for a real matrix B =
we define
, and for a matrix B =
with p i,j being polynomials Z m → R r we put
. ., r, j = 1, . . ., l, where q 1 , . . ., q t are distinct monomials with trivial coefficient (or just linearly independent polynomials), then 
, where the p i,j are integer-valued polynomials on Z m with zero constant term, we put
. 
3.4.
A group of polynomial mappings to a nilpotent group
In this section we describe the group Pol(K, G) of polynomial mappings from K = Z l or R l to the nilpotent Lie group G; it will be used in the next section to construct the group G [V ] whose projection to X r is Orb P (∆ X r ).
4.1.
Let K be one of the groups Z l or R l , l ∈ N. We will denote by Pol(K) the set of polynomials on K, and for d ∈ N we will denote by Pol d (K) the set of polynomials on K of degree ≤ d.
Given b ∈ G and q ∈ Pol(K), we may consider the mapping
To avoid complicated notation, let us make the following agreement: when we write b q with b ∈ G c , we assume that K = Z l and q(K) ⊆ Z; then q(u) ∈ Z and b q(u) makes sense for all u ∈ K.
With respect to the elementwise multiplication, polynomial mappings from K to G form a group Pol(K, G). Given subsets S 1 , . . ., S l of a group R, we will denote by S 1 , . . ., S l the subgroup of R generated by S 1 , . . ., S l . We have Pol(K, G) = b q : b ∈ G, q ∈ Pol(K) .
4.2.
4.3.
We define a subgroup Pol * (K, G) of the group Pol(K, G) in the following way:
The following proposition clearly follows from subsection 1.8:
is uniquely representable in the form
It is easy to see that ϕ is a polynomial mapping iff D k g = const for some k ∈ N (see [L1] or [L2] ); we call the minimal k with this property the degree of g. If g is an element of Pol * (Z, G) and the nilpotency class of G is ≤ s, then the degree of g is ≤ s.
4.6.
The following fact can be easily proved by induction on the degree of a polynomial sequence: g(0), g(1) , . . ., g(k).
Lemma. Any polynomial sequence g of degree ≤ k is uniquely determined by its initial values
4.7.
Any polynomial sequence g ∈ Pol * (Z, G) is uniquely representable in the form + 1) ). The elements b k can be found inductively in the following way. We put b 0 = g(0). Assume that elements b 0 , b 1 , . . ., b 
,
Remark. An analogous fact holds for polynomial mappings ϕ ∈ Pol * (K, G) with l > 1 and can be derived similarly, but we do not need it in this paper. . . .
A subgroup of
q(c 1,r ,...,c l,r ) ∈ R r .
5.2.
LetV be a subgroup of Z r . For d ∈ N we define
P dV is a subgroup of Z r . IfV is generated by vectors v 1 , . . ., v l , then P dV is generated by the vectors
Note that ifV ⊇ ∆ Z r , then P 1V =V ; we will only need to deal with subgroupŝ V having this property.
We also definê
(where we assume that the empty product is equal to 1 . . .
1
). IfV is generated by
IfV is a subgroup of Z r and V is the subspace of R r spanned byV , then, for
Let b be an element of a group M and let
5.5. Let M be a commutative group and letV be a subgroup of Z r . We define a subgroup M [V ] of M r in the following way:
is the same as span M (V ) in additive notation.) If M is a connected simply connected commutative Lie group (that is, a vector space), then the subgroup
of M r is also defined for any subspace V of R r . In this case, ifV is a subgroup of Z r and V = span RV , we have
We would prefer to always deal with the R-space V instead of the Z-moduleV , but we have to useV when our group M is disconnected. 5.6. Now let G be a simply connected nilpotent Lie group with a discrete uniform subgroup Γ, and letV be a subgroup of Z r . We define
Proposition. G [V ] is a closed rational subgroup of
and for any d 0 ∈ N, 
. . . follow from (4.1), (4.2), respectively; it also follows from (4.1) that G [V ] is closed.
Clearly, Γ [V ] is uniform in G [V ] , and thus G [V ] is rational with respect to Γ r .
Corollary. Let, for each d, the group P dV be generated modulo
Proof. Letb ∈ G [V ] . Since the vectors w 1,1 , . . ., w 1,l 1 generate P 1V , the element b mod G 1,j . We havebb
; thus, by Proposition 5.7 and since the vectors w 1,1 , . . ., w 1,l 1 , w 2,1 , . . ., w 2,l 2 generate P 2V , we can writebb
We continue, by induction, until we getb s ∈ G [V ] representable in the desired form and such thatb =b s mod G s+1 . Since G s+1 = {1 G },b =b s .
5.9.
If G is connected, the closed rational subgroup
LetV be a subgroup of
is then a commutative Lie group. It follows from (5.2) that for any d,
If, for some d, M d is connected (and thus is a vector space), we have
where V = span R (V ).
, and so
5.12.
The following technical lemma says that if H is a subgroup of G r , then knowing "the linear part" H/G r 2 of H one may "estimate from below" the other "graduated components
Lemma. LetV be a subgroup of Z r withV ⊇ ∆ Z r and let H be a subgroup of G
Since b
The elements b
v , b ∈ G, v ∈V , of G r belong to the group G [V ] . Actually, G [V ] is generated by these elements; this fact is algebraic and is true for a general nilpotent group G without any topology assumed on it. We do not need this fact here; what we will need is the following weaker proposition:
and
Proof. For any d ≥ 2, by Lemma 5.12 and since M d is connected,
where
5.14. Below we will also need the following lemma:
Proof. Put e = 1 . . .
and G
is generated by these elements.
The orbit of the diagonal under a system of linear actions
In this section we find Orb P (∆ X r ) in the case where P = {p 1 , . . ., p r } is a system of linear functions.
6.1.
We assume that G is a simply connected (but not necessarily connected) nilpotent Lie group, Γ is a discrete uniform subgroup of G, X is the nilmanifold G/Γ and a is an element of G whose action on X is ergodic. We also assume that X is connected and that G is generated by G c and a; this implies that the groups
We denote by π the natural projection G → X, by
6.2. Let P = {p 1 , . . ., p r } be a system of linear functions Z m → Z, p j (n 1 , . . ., n m ) = c j,1 n 1 + . . .+ c j,m n m , c j,i ∈ Z, j = 1, . . ., r. We need to find a rational subgroup H of G r such that π(H) = Orb P (∆ X r ). We will thus look for the minimal rational subgroup H of G r that contains all elements
; then H is the minimal rational subgroup of G r that contains all the elements a v , v ∈V .
G [V ] is a rational subgroup of G r and contains a
Theorem. H = G [V ] , and so,
Proof. X 1 is a torus on which G acts by translations. Since the action of a is ergodic on X, the induced action is ergodic on X 1 , and thus the closure of Orb P (∆ X r 1 ) of the orbit of ∆ X r 1 under the action (0.1) is X
is the identity component of
0 . Since G is generated by G c and a, M 1 is generated by M 0 and by the element a mod G 2 . Since both M
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For every d ∈ N we have (G
is a (finite) tower of extensions whose fibers are the groups π ×r (M
6.5. Corollary. Orb P (∆ X r ) is connected.
X d is a characteristic factor for P iff Orb
We therefore obtain:
Corollary. 
Thus, the complexity of P is r − 2 (which agrees with the results from [Z2] and [BHK] 
(2) Consider a system P = c 1 n 1 + d 1 n 2 , . . ., c 7 n 1 + d 7 n 2 of 7 linear functions in 2 variables. Here V = span R . . .
The complexity of P may vary if the vectors e = (1) above. If, say, w = v 2 , one checks that the complexity of P is 3, etc.
(3) It can be observed from the preceding example that the complexity of the generic system of r linear functions in m variables is equal to the minimal integer d such that m+d+1 m ≥ r. (4) Let m ∈ N and let P = p S : S ⊆ {1, . . ., m} be the system of 2 m linear functions p S = i∈S n i in the variables n 1 , . . ., n m . (Systems of this form, introduced in [B] under the name of Khintchine's systems, play a crucial role in [HK1] .) Let S be the power set of {1, . . ., m} and let {u S : S ∈ S} be the natural basis in
is spanned by less than 2 m vectors, and thus is a proper subspace of R S . On the other hand, the set of all vectors v R , R ∈ S, spans R S ; indeed, for any S ∈ S one has u S = R⊇S (−1) |R|−|S| v R . Hence, the complexity of P is m − 1 (which agrees with the result from [BHK] ) and . Thus,
(5) The following two concrete examples are called upon to demonstrate that the complexity of a system of linear functions may depend not only on "the linear" but also on "the polynomial" properties of the corresponding spaceV . Let and finally V * 3 = R 6 , so that the complexity of P equals 2. (6) Now let P = n 1 + n 2 , 2n 1 + 4n 2 , 3n 1 + 9n 2 , 4n 1 + 16n 2 , 5n 1 + 25n 2 , 6n 1 + 37n 2 . 6 , so that the complexity of P is 1.
Polynomial orbits on tori
In this section we remind the reader what polynomial orbits on tori are; we will use this information in subsequent sections.
7.1.
In this section let X be a torus, X = G/Γ, where G is a finite-dimensional R-vector space and Γ is a uniform lattice in G. We will use additive notation for G and X. Any element α ∈ X acts on X by a translation, and the system (X, α) is a special case of a nilsystem. An advantage of a torus in comparison with a general nilmanifold is that it is a group, which allows one to easily compute linear and polynomial orbits of its points. We are going to discuss here some details related to this.
If ϕ is a linear (conventional) action of
, where D is a subtorus of X) is a coset of a closed subgroup of X, and so, is either a subtorus or a disjoint finite union of subtori of X. If ϕ is a polynomial action, then Y is a "fu-subtorus" of X, and so, again, is either a subtorus or a disjoint finite union of subtori of X. This is so since X is a nilmanifold, but also can be easily seen independently. Indeed, let ϕ be a polynomial mapping of Z m to X; assume that ϕ(0) = 1 X and take x = 1 X . For each character χ on X, χ• ϕ is a polynomial Z m → T = R/Z, and thus, by a theorem of Weyl, either χ(ϕ(Z m )) is dense and uniformly distributed in T, or χ(ϕ(Z m )) is a finite set of rational points in T. If the first option holds for all characters on X, then Orb ϕ (x) = ϕ(Z m ) = X. If the second option holds for a nonzero character on X, then it also holds for a primitive character χ (that is, a nonzero character that is not a multiple of any other character). In this case there exists a subgroup F of finite index in Z m such that χ• ϕ is constant on the cosets of F , and for each c ∈ Im (χ• ϕ) one can consider the restriction of ϕ on each of the cosets of F on which χ• ϕ takes the value c, replace X by the torus χ −1 (c), and use induction on the dimension of X.
7.
3. An element α ∈ X will be said to be irrational if α is not contained in any proper closed subgroup of X; or equivalently, if χ(α) is irrational for any character χ on X; or equivalently, if the coordinates of α are linearly independent over Q. Clearly, almost all (in any sense) elements of X are irrational. If α is irrational, then the set Zα is dense in X.
If Y is a closed subgroup of X, we will say that an element α ∈ X is irrational modulo Y if α mod Y is an irrational element of X/Y . If this is the case, α + β is an irrational element of X for almost all β ∈ Y . 
Lemma. Let α be an irrational element of X and let p i,j be polynomials
Z m → Z with zero constant term, i = 1, . . ., k, j = 1, . . ., r. Then ⎧ ⎨ ⎩ ⎛ ⎝ k j=1 p 1,j (n)α . . . k j=1 p r,j (n)α ⎞ ⎠ ⎫ ⎬ ⎭ n∈Z m = Span X ⎛ ⎝ k j=1 p 1,j . . ., i = 1, . . ., k, j = 1, . . ., r. Then ⎧ ⎨ ⎩ ⎛ ⎝ k j=1 p 1,j (n)A 1,j α . . . k j=1 p r,j (n)A r,j α ⎞ ⎠ ⎫ ⎬ ⎭ n∈Z m = Span X ⎛ ⎝ k j=1 p 1,j A 1,j . . . k j=1 p r,j A r,j ⎞ ⎠ .
A system of polynomial actions -the case of a connected group
In this section we find Orb P (∆ X r ) in the case where P is a polynomial system and G is connected.
Let
. ., r. We will, again, look for a subgroup (or a union of several -shifted -subgroups) H of G r such that π(H) = Orb P (∆ X r ). A problem is that now H does not have to contain the elements
, n ∈ Z m , of G r (see subsection 1.14), and the argument used in Section 6 no longer works.
8.2.
We do not, however, meet this problem if the group G is connected. Indeed, let this be the case, and letV = Span Z 1 p 1 . . . . . .
p r
. Then ϕ(n) ∈ GV for every n, so we may assume that H ⊆ G [V ] . On the other hand, if M 1 = G/G 2 and X 1 is the torus
by Lemma 7.4. Thus H mod G r 2 contains the subgroup M [V ] 1 ; by Proposition 5.13, H = G [V ] .
8.3.
We obtain:
8.4.
Let V = span RV . We define the C-complexity of the system P = {p 1 , . . ., p r } as the minimal d for which X d is characteristic for the action (0.1) with respect to any ergodic nilsystem (X = G/Γ, a ∈ G) with a connected G. Copying Corollary 6.6, we get ⎞ ⎠ = R 6 . Thus, Orb P (∆ X 6 ) with respect to this action is the same as for the linear system n 1 + n 2 , 2n 1 + 4n 2 , 3n 1 + 9n 2 , 4n 1 + 16n 2 , 5n 1 + 25n 2 , 6n 1 + 36n 2 considered in Example 6.7(3), and the C-complexity of P equals 2.
Corollary. The C-complexity of P is the minimal integer d for which
V * (d+1) = R r .
Recall that if
(2) The same is true for, say, the system 
A system of polynomial actions -the case of a Weyl system
In this section we will describe Orb P (∆ X r ) in the case that X is a torus and a is a skew-product transformation of X.
9.1.
We will now investigate a situation that is, in some sense, opposite to one considered in Section 8: assume now that G c is commutative and a ∈ G c . In this case X is a torus, on which a acts as an affine unipotent transformation. Indeed, let γ ∈ Γ be such that γ −1 belongs to the same connected component as a, so that a = cγ
since G c is commutative, A is also a linear transformation of G c . Let s be the nilpotency class of G; then A s = 0, so that A is nilpotent.
9.2.
We start using additive notation for the group G c and for the torus X. The action of A on G c factorizes to an action on X, Ax = γx − x, and we have ax = x + Ax + α, x ∈ X, where α = π(c) ∈ X and A is a nilpotent linear transformation of X. We call such a system a Weyl system. The orbit of the diagonal of a power of a Weyl system under a system of polynomial Z-actions was studied in [BLLe1] ; in this section we partly repeat the argument from [BLLe1] .
9.3. For x ∈ X we have ax = (A + 1)x + α, and thus for n ∈ Z,
9.4. Let P = {p 1 , . . ., p r } be a system of polynomials Z m → Z with zero constant term. For a polynomial p and an integer d let us write p [d] for the polynomial
The action of a is ergodic on X; thus it is ergodic on X/AX. Since ax = x + α mod AX, α is irrational modulo AX. Thus, for almost all x ∈ X the element α + Ax is irrational in X. When x is such that Ax + α ∈ X is irrational in X, by Lemma 7.5, Orb Px is the torus
(and is contained in this torus if Ax + α is not irrational). We obtain:
Theorem. In the case of a Weyl system
In particular, Orb P (∆ X r ) is connected.
9.5. Remark. Notice that Orb P (∆ X r ) depends not only on the system P but on the transformation A, that is, on the element a ∈ G that defines the nil-rotation of X. This is in contrast to the "linear" and the "connected polynomial" cases, considered in Sections 6 and 8, where Orb P (∆ X r ) only depended on P .
9.6. The W-complexity of a system P = {p 1 , . . ., p r } is the minimal d for which the d th natural factor X d is characteristic with respect to the action (0.1) for any ergodic Weyl system (X, a). In the case of a Weyl system, X d = X/A d+1 X, and X d is characteristic iff the torus H = Orb P (∆ X r ) contains (A d+1 X) r . To compute the W-complexity of P we replace (X, A) by a more convenient system, for which (X, A) is a factor. Put X = X s and define A :
so that the system (X, A) is a factor of the system ( X, A).
Consider the torus X r . For the point
and so, 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use For convenience, let us now rearrange the coordinates of X r so that it is identified with (X r ) s instead of (X s ) r . Then H = span X W , where 
It is seen from formula (9.3) that the spaces
9.7. Theorem. The W-complexity of P equals the minimal d for which the subspace 
When the W-complexity of P is d, formula (9.2) can be rewritten as
9.8. Examples. Consider the systems P 1 = {0, n, 2n, n 3 } and P 2 = {0, n, 2n, n 2 }. If G is connected, then, for both systems P 1 and P 2 , Orb P (∆ X 4 ) = G [V ] , where V = = R 4 and the C-complexity of both P 1 and P 2 is equal to 1.
(1) Now let (X, a) be a Weyl system. For the space W from (9.3) corresponding to the system P 1 we have (2) For the system P 2 we have 
4 is spanned by a 12 × 6 polynomial or by a 12 × 13 numerical matrix (which we do not want to write out) from which one sees that BLLe1] for more details.) Hence the W-complexity of P 2 is 2 and
9.9. We see from formula (9.3) that for any d,
... p 
Construction of a polynomial orbit of a point
We now return to the general situation; that is, we no longer assume that G is connected or that G c is commutative. In this section we describe a process which allows one to construct Orb ϕ (x) = {ϕ(n)x} n∈Z m for a polynomial action ϕ of Z m on X and a point x ∈ X.
We need the following fact:
Proposition ([L4] ). Let T be the "maximal factor-torus of X", T = G c 2 \X, and let η : X → T be the natural projection. If a polynomial mapping ϕ :
Let ϕ be a polynomial mapping
thenφ is a polynomial mapping Z m → G withφ(0) = 1 G , and Orb ϕ (x) = bϕ(0)Orbφ(1 X ). We will therefore look for the fu-subnilmanifold
m and ϕ 1 takes values in G c . We now start with K 1 = G c , Z 1 = Z m , and ϕ 1 :
, and let η 1 : K 1 → M 1 be the natural projection. Let T 1 be the torus M 1 /η 1 (Γ) and let τ 1 : M 1 → T 1 be the natural projection. Let ψ 1 = η 1 • ϕ 1 and ξ 1 = τ 1 • ψ 1 . Then ψ 1 and ξ 1 are polynomial mappings from Z 1 to M 1 and to T 1 , respectively. The orbit S 1 = {ξ 1 (n)} n∈Z 1 in the torus T 1 can be easily determined, as described in subsection 7.2. If S 1 = T 1 , then by Proposition 10.1 the set {π(ϕ 1 (n))} n∈Z 1 is dense in X, and we are done with Orb ϕ 1 (1 X ) = X. Assume that S 1 = T 1 . If S 1 is connected, we put Z 2 = Z 1 . If S 1 is disconnected, we can find a subgroup of finite index Z 2 in Z 1 such that {ξ 1 (n)} n∈Z is connected for any coset of Z 2 in Z 1 (see subsection 7.2). We may now deal with distinct components of S 1 individually, replacing Z 1 by the corresponding cosets of Z 2 . Let us consider the component
1 (L 1 ); then K 2 is a proper connected subgroup of K 1 , and the mapping ϕ 2 (n) = ϕ 1 (n)γ 1 (n), n ∈ Z 2 , takes values in K 2 and satisfies π(ϕ 2 (n)) = π(ϕ 1 (n)), n ∈ Z 2 . We replace the group K 1 and the polynomial mapping ϕ 1 by the group K 2 and the polynomial mapping ϕ 2 .
If needed, we repeat this procedure, until after, say, k repetitions we get S k = T k ; then by Proposition 10.1, Orb
. The other components of Orb ϕ (1 X ) can be found similarly.
10.3.
In the process of the construction above, we obtained the following result: 
The general case -an algorithm
We will now consider a general nilsystem (X, a) (assuming, as before, for simplicity that X is connected and that G is generated by G c and a) . In this case we are unable to obtain simple formulas for Orb P (∆ X r ); we will only describe a procedure which, in principle, allows one to find Orb P (∆ X r ). This procedure, however, involves too much computation and can only be really applied in the simplest situations.
11.1. The case of the Weyl system hints that we have to represent the action of a on X as a unipotent affine transformation of X. Let a = αγ −1 , where α ∈ G c and γ ∈ Γ. Then G is generated by G c and γ. Let us determine the orbit of 1 X under the action of a. We have a1 X = π(αγ
For
; we would like to write g b as a polynomial sequence in terms of the elements A k b, k ≥ 0, and their commutators, that is, in the form
, where b j are commutator expressions of the elements A k b, k ≥ 0, and q j are polynomials Z m → Z. We cannot find simple formulas for the polynomials q j , but can only suggest a recurrent process that allows one to compute them one by one. We have Dg b (n) = g b (n) −1 g b (n + 1) = B n b for n ∈ N and, hence, for all n ∈ Z. On the other hand, 
n ∈ Z, where we put Dq(n) = q(n + 1) − q(n). By (11.1), this is equal to
Comparing similar terms, we get
Dq k,1 = q k for k ≥ 2; Dq k,l = q k−1,l−1 + q k Dq l for k > l ≥ 2, etc.
From these equations, we obtain q k (n) = n k for k ≥ 1 (which agrees with formula (9.1) in Section 9); q k,1 (n) = n k+1 for k ≥ 2; q k,2 (n) = (k + 1) n+1 k+2 for k ≥ 3, etc. Thus, the beginning of (11.2) is (11.3) g b (n) = b n (Ab) ( 
11.3.
We have π(a n 1 X ) = π(g α (n)), n ∈ Z. Let x ∈ X, x = π(b) with b ∈ G c . Then
where α b = α [α, b] Ab. Hence, a n x = bπ(g α b (n)). Now, given a system P = {p 1 , . . ., p r } of polynomials Z m → Z with zero constant term, the orbit Orb P (x) of the pointx = . . .
, n ∈ Z m .
Assuming that Orb P (∆ X r ) may be disconnected, we will, for simplicity, confine ourselves to its identity component. For x ∈ X, x = π(b) with b ∈ G c , let Y x be the identity component of {π ×r (ϕ x (n))} n∈Z m in X r . Then the identity component of Orb P (x) isbY x . By subsection 1.15, Y x is the same, up to translation, for almost all x; that is, there exists a subnilmanifold Y of X r such that Y x ⊆ Y for all x ∈ X and Y x = Y for almost all x ∈ X.
Let H ⊆ G c r be the identity component of (π ×r ) −1 (Orb P (∆ X r )). By subsection 1.15, π ×r (H) = ∆ G c r Y .
11.4.
Consider the orbits Orb P (∆ X r ) corresponding to different elements α ∈ G c . It follows from subsection 1.15 that these orbits are equal for almost all α, but, in principle, they may be smaller for some α. This cannot happen if the group
, n ∈ Z m , α ∈ G c is a minimal subgroup of G c r with the property that
where α is any irrational element of G c /G c 2 . Indeed, in this case H both contains H and is contained in H, and thus H = H independently of the choice of α. This minimality will follow if the following conjecture is true:
All our efforts to either prove or disprove this proposition failed. If it is true, then Orb P (∆ X r ) is connected, does not depend on α, and is equal to π ×r ( H). If it is not true, Orb P (∆ X r ) depends on α, and, though this is not automatic, there is a good chance that it may be disconnected. 
11.5.
by Lemma 5.14. Again, one checks that W ⊗2 ⊇ R 5 2,1 and that W ⊗2 ⊇ R 5 3,2 , from which d 2 = 3 and the complexity of P 2 is ≤ 4. (Using the method from subsection 11.10 one can see that P 2 has complexity 3.)
