When presented with dynamic scenes, the brain integrates visual elements across space and time. Such nonretinotopic processing has been intensively studied from a psychophysical point of view, but little is known about the underlying neural processes. Here we used high-density EEG to reveal neural correlates of nonretinotopic feature integration. In an offset-discrimination task we presented sequences of lines for which feature integration depended on a small, endogenous shift of attention. Attention effects were observed in the stimulus-locked evoked potentials but non-retinotopic feature integration was reflected in voltage topographies time-locked to the behavioral response, lasting for about 400 ms. Statistical parametric mapping of estimated current densities revealed that this integration reduced electrical activity in an extensive network of brain areas, with the effects progressing from high-level visual, via frontal, to central ones. The results suggest that endogenously timed neural processes, rather than bottom-up ones, underlie non-retinotopic feature integration.
Introduction
Visual processing is often implicitly or explicitly assumed to be retinotopic. On the retina, neighboring elements of the external world project onto neighboring photo-receptors, creating a two-dimensional map of the visual field. This retinotopic coding principle is preserved in much of the visual cortex, including the primary visual areas (Engel et al., 1994; Tootell et al., 1998) , the lateral occipital cortex (Gardner et al., 2008; Tootell et al., 1995) , and parts of the parietal cortex (Sereno et al., 2001) . Despite this predominant retinotopic organization, it has been shown that even very basic visual processing can be non-retinotopic. For example, when a line stimulus is quickly followed by a grating, the lines in the grating inherit the features of the preceding line, such as its orientation, its motion, or its offset (Herzog and Koch, 2001) . Thus, features presented at one retinotopic location are attributed to another one. These non-retinotopic attributions are not errors of the visual system but rather reflect systematic visual processing that maintains the identity of perceptual objects across space and time (Otto et al., 2009 ) and follows the rules of perceptual grouping (Aydin et al., 2008 (Aydin et al., , 2009 Öğmen et al., 2006; Otto et al., 2009) . Similar non-retinotopic effects have been demonstrated for luminance (Shimozaki et al., 1999) , color Watanabe and Nishida, 2007) , shape Otto et al., 2006) , size (Kawabe, 2008) , and the conjunction of features (Cavanagh et al., 2008) . Although non-retinotopic processing is relatively well described from a psychophysical point of view, little is known about how it operates on a neural level. Here we investigated non-retinotopic processing using high-density EEG techniques.
Non-retinotopic processes can be reliably evoked using the sequential metacontrast paradigm (see Fig. 1 and Supplementary Movie 1 for an animation; Otto et al., 2006) . In sequential metacontrast, a central line is quickly followed by a sequence of flanking lines, creating the impression of two motion streams moving in opposite directions. The flanking lines render the central line invisible, as in classical metacontrast masking (Bachman, 1994; Breitmeyer and Öğmen, 2006) . In spite of this invisibility, the features of the central line can, surprisingly, be perceived at the flanks. For example, when the central line has a small Vernier offset to the left, the flanking lines in the motion stream look offset to the left, even though they are presented without offset. The features of the central line are not only mislocalized, they also integrate with features of the flanking lines. When one of the flanks has an offset opposite to that of the central line, the two offsets cancel each other out through non-retinotopic feature integration. In this process, the initially presented feature (the central offset) integrates with the subsequently presented feature (the flank offset).
Non-retinotopic feature integration depends strongly on attention . This allowed us to contrast integration and nonintegration in physically identical stimuli, using a fully crossed factorial design. We asked observers to indicate the perceived offset direction in one of the two motion streams. Only when observers attend to the stream that contains the flank offset (see Fig. 1 ), non-retinotopic feature integration occurs. This way, a slight, endogenous, shift of attention determines whether or not the two features integrate. This attention-dependence occurs even though the nonattended flank offset falls within the foveated region, suggesting that attention substantially modifies how each stream is processed. Accordingly, we expected an evoked effect of attended stream in early visual processing, similar to that of selective attention to extrafoveal stimuli (Heinze et al., 1990; Hillyard and Anllo-Vento, 1998; Kastner et al., 1999) .
Our main interest was to compare feature integration with nonintegration in the evoked potentials (EPs) and their estimated underlying electrical brain sources. At each moment in time, the sum of electric brain activity forms a spatially distributed pattern of electric potentials on the scalp. The topography of these potentials typically alternates between quasi-stable states, a pattern that can be readily observed in the spontaneous EEG (Lehmann, 1984; Lehmann et al. 1998) as well as in averaged EPs (Lehmann and Skrandies, 1980; Blanke et al., 2005) . Changes in the topography of scalp potentials reflect large-scale changes in brain activity. Reversely, when the scalp topography is stable, it can be assumed that the underlying brain activity is stable as well. This because a single electrical brain state cannot project in more than one way to the scalp. Stable topographies therefore can be taken to reflect specific brain states. These states have been called functional microstates (Lehmann et al., 1987; PascualMarqui et al., 1995; Michel et al., 2001 Michel et al., , 2004 because they reflect distinct patterns of brain activity and computational processes. We identified microstates in the EP data using a topographical clustering algorithm (Lehmann et al., 1987; Pascual-Marqui et al., 1995; Michel et al., 2001 Murray et al., 2005 Murray et al., , 2008 Blanke et al., 2005; Arzy et al., 2006; Thierry et al., 2007) . We used the results of this topographic analysis to identify microstate differences between, and commonalities across the experimental conditions. We then estimated the underlying electrical brain activity at the relevant latencies using a Local Auto-Regressive Averages (LAURA, Grave de Peralta Menendez et al., 2004) inverse solution and applied statistical parametric mapping (SPM; Friston et al., 1995; Worsley et al., 1992 ) on a timepoint by time-point basis to identify the latencies and brain regions where activity reflected non-retinotopic feature integration.
We expected that EP differences between integration and nonintegration would be time-locked to stimulus onset, occurring at latencies of higher-level object processing, around 100 and 200 ms after presentation of the flank offset. We furthermore expected the underlying source differences to be localized in areas of visual cortex with a largely non-retinotopic organization. Because non-retinotopic processes essentially maintain object identity across space and time (Otto et al., 2009) , we expected to find integration effects in higherlevel visual areas that code for objects (i.e. grouped features), such as the lateral occipital complex (LOC; Grill-Spector et al., 2001) or the Fusiform Gyrus (FG). In these areas, we expected decreased activity when the two offsets integrated, because the central offset effectively cancels out.
Because motion is critical to non-retinotopic feature integration (Breitmeyer et al., 2008; Otto et al., 2009 ), we expected additional activity differences in the Middle Temporal (MT) area. This area codes for basic and complex properties of motion (Born and Bradley, 2005) and may well reflect non-retinotopic integration effects. Here too, we expected decreased activity when the two offsets integrated.
The results showed very strong stimulus-locked effects of attention. The integration effects, however, were time-locked to the behavioral response, extending from around 650 to 250 ms before observers pressed a button to indicate the perceived offset direction. At these latencies, feature integration was reflected in an extended network of areas, decreasing activity in high-level visual areas, including FG and MT, and subsequently in frontal and central ones.
Materials and methods

Observers
Twelve observers (3 female) took part, with ages ranging between 30 and 22 (mean 26). They had normal or corrected-to-normal vision with visual acuity of 1.0 in at least one eye (Bach, 1996) . Observers were right-handed, as assessed by the Edinburgh Inventory (Oldfield, 1971) . All observers were paid for their participation, except for the two participating authors (TO and GP). All procedures were in accordance with the Declaration of Helsinki and approved by the local ethics committee. Observers gave informed consent before the experiment.
Stimuli and apparatus
The stimuli appeared on an X-Y-display (HP-1332A) controlled by a PC via fast 16 bit D/A converters. Stimuli were composed of dots drawn with a dot pitch of 300 μm at a dot rate of 1 MHz. The dot pitch was selected so that the dots slightly overlapped (i.e. the dot pitch was of the same magnitude as the dot size or line width). The refresh rate was 200 Hz. Stimulus luminance was 80 cd/m 2 , as measured with a Minolta LS-100 luminance meter by means of a dot grid. Recordings were done in an electrically shielded room with the observers seated at 1.5 meter from the monitor. The room was dimly lit (approximately 0.5 lx), the background luminance on the screen was below 1 cd/m 2 . We used a sequential meta-contrast paradigm with one central line followed by four pairs of flanking lines (Fig. 1) . The central line consisted of two segments of 10′ (arc min) length separated by a vertical gap of 1′. The length of the first pair of flanks was 11.6′ and increased progressively by 1.6′ for the following flanking lines. The horizontal distance from the center increased progressively by 3.2′ with each flank. All lines were presented for 20 ms. The The lower segment of the initial central line was slightly offset to the left or right. This offset (mean 1.72′, s.d. 0.4′) was fixed such that individual discrimination accuracy was around 75%. Of the third pair of flanking lines, one contained no flank offset and the other was offset in the direction opposite to the central offset. The flank offset size (mean 0.83′, s.d. 0.22′) was individually calibrated such that performance was at chance when the flank offset was at the attended stream. The central and flank offset values were determined on a day preceding the EEG recordings using an adaptive method (PEST; Taylor and Creelman, 1967) .
We used a fully crossed three-way factorial design of the factors Central Offset Direction (left, right), Attended Stream (left, right) and Flank Offset Stream (left, right stream). In this design non-retinotopic feature integration is operationalized as the interaction effect between Attended Stream and Flank Offset Stream. We presented all conditions randomly interleaved and equally often within a run. A run lasted approximately 4 min and consisted of 80 trials, i.e. 10 repetitions of each condition. For each observer 10 runs were recorded so that each of the eight conditions was repeated 100 times in total.
We used the sequential metacontrast paradigm because it is resilient against cognitive strategies . Cognitive strategies are unlikely to affect the results, even in experienced observers, because the central line itself stays invisible, due to metacontrast making, and the central offset and flank offset are not perceived as separate events.
Procedure
A trial started with a valid location cue, either "b" or "N", that directed attention to the left or right stream. The cue was presented about half a degree of visual angle above the central line and stayed on screen until the response. Observers were instructed to fixate the cue during the entire trial. After cue onset, the stimulus appeared at a random interval between 1250 and 1550 ms. The observer's task was to attend to the cued stream and determine whether the perceived offset was to the left or right. We instructed observers to emphasize accuracy over speed and to refrain from moving and blinking during the trails. Responses were given by pressing one of two hand-held buttons with the left or right thumb. When the response took longer than 3000 ms, the trial was aborted and repeated later on in the run. Between runs small breaks were offered.
EEG recording and data processing
The EEG was recorded with a Biosemi Active Two system (Biosemi, Amsterdam, the Netherlands). We recorded with 192 Ag-AgCl sintered active electrodes positioned in a cap with good coverage of the entire scalp. The cap placement was adjusted individually such that the Cz electrode was located halfway between inion and nasion, and equally far from each ear. The recording was referenced to the CMS-DRL ground, a feedback loop that keeps the montage potential close to amplifier zero. We recorded the electro-oculogram (EOG) with electrodes 1 cm above and below the dominant eye, and 1 cm lateral to the left and right outer canthus. The recording sampling rate was 2048 Hz. Off-line, the data were down sampled to 512 Hz and band-pass filtered between 1 and 40 Hz using a Butterworth filter with − 12 db/octave roll-off. We visually inspected all data to determine noisy electrodes. Trials without a response were not further processed.
We calculated both stimulus-locked and response-locked EPs. For the stimulus-locked analysis, we selected epochs between −100 and 600 ms around stimulus onset. We ran semi-automatic artifact detection with a threshold of 75 μV in both EEG and EOG channels and removed epochs that contained artifacts. Across observers, 4% of epochs were rejected on average. For the response-locked analysis we selected epochs from − 700 ms to the button press and did artifact rejection in the same way as for the stimulus-locked analysis. We removed all epochs that were excluded from that analysis plus epochs that showed artifacts up to the button press. For the response-locked analysis, on average 17% of epochs were rejected.
We averaged the selected epochs within observer and condition, resulting in 8 averages per observer, per analysis. DC drift was removed by subtracting the average across the epoch from each amplitude. No baseline correction was applied. We then interpolated (Perrin et al., 1987 ) the noisy channels in individual recordings. The mean number of interpolated channels was 3 (s.d. = 2) across observers. Grand-averages per condition were computed using the average reference after normalizing individual averages to the global field power (GFP) to assure even contributions of observers to the grand-average amplitudes. The GFP is the standard deviation of the electrical potentials across the scalp and is a spatial measure of the response strength (Lehmann and Skrandies, 1980) .
Topographic pattern analysis
The EP analysis was based on the examination of the spatial variations of the scalp voltage topographies over time and between conditions (Michel et al., 2001 Blanke et al., 2005; Murray et al., 2005) . To examine topographies we segmented the continuous grandaverage EEG epochs into a succession of discrete Evoked Potential maps (EP maps). EP maps are temporarily stable scalp topographies that reflect microstates of the brain. We identified EP maps from the grand-averaged data using the Atomize and Agglomerate Hierarchical Clustering (AAHC) algorithm (Murray et al., 2008 , see also http:// brainmapping.unige.ch/Cartool.htm), a spatio-temporal clustering algorithm (Lehmann et al., 1987; Pascual-Marqui et al., 1995; Michel et al., 2001 Michel et al., ,2004 Murray et al., 2005; Blanke et al., 2005; Arzy et al., 2006; Thierry et al., 2007) . This topographical analysis summarizes each epoch by a limited number of EP maps. It segments epochs into successions of EP maps without prior assumptions about the temporal characteristics of the data. This is possible because scalp topographies do not randomly change over time but remain stable in a certain configuration for certain periods and then change to a new stable spatial configuration.
The number of EP maps that best explains the whole data set was determined by the absolute minimum in the Cross Validation (CV) value (Pascual-Marqui et al., 1995) . The CV value is a ratio of the global explained variance of the AAHC result and the degrees of freedom in the model (the number of maps). Therefore, the number of EP maps is determined in a data-driven way, optimizing the fit to the epochs while keeping the number of maps as low as possible.
The EP maps of the group-averaged data were inspected for commonalities across conditions and for differences between them. Differences in EP maps point to differences in the underlying brain activity because whenever the spatial configuration of the electric field on the scalp changes, the underlying electrical sources must have changed as well (Arzy et al., 2006; Blanke et al., 2005; Michel et al., 2004) . To validate the grand-average topographical differences, we fitted the EP maps to the individual data using spatial fitting procedures. For each time-point of the individual epochs, the instantaneous scalp topography was compared to each EP map by means of normalized spatial correlation. Each time-point was then labeled according to the EP map with which it correlated highest. From this back-fitting procedure we determined the duration that a given EP map was observed for a given condition across observers (frequency of occurrence). For each effect tested across observers, the time period for back-fitting was defined on the basis of the grand-average topographical analysis and all EP maps across conditions were used. Three-way repeated measures ANOVAs with EP map as within-subject factor were calculated to assess systematic changes in EP map duration. The EEG data processing and topographical analyses were performed using the Cartool software by Denis Brunet (http://brainmapping.unige.ch/Cartool. htm).
Source analyses
To estimate current densities for each condition and observer we used a Local Auto-Regressive Average (LAURA) inverse solution (Grave de Peralta Menendez et al., 2004) . LAURA is a linear, distributed inverse solution that is based on biophysical constraints, producing adequate source localizations with high temporal resolution (Arzy et al., 2006; Blanke et al., 2005; Mercier et al., 2009) . Within the gray matter of the Montreal Neurological Institute's (MNI) 152 template brain, we defined a solution space of 4022 evenly spread source points. We transformed the MNI volume to a best fitting sphere (SMAC model; Spinelli et al., 2000) , and used a 3-shell spherical head model to calculate the lead field for the 192 electrodes and the LAURA inverse solution. This way, we estimated current densities throughout the source space for each participant at each time-point for each of the eight conditions.
We then applied statistical parametric mapping (SPM; Friston et al., 1995; Worsley et al., 1992) on the current density amplitudes throughout the source space, using three-way repeated measures ANOVAs (Pinheiro and Bates, 2000) with the factors of Attended Stream (left, right), Flank Offset Stream (left, right stream) and Central Offset Direction (left, right) and observers as a random factor. We restricted the SPM analyses to latencies where the topographic analysis showed systematic differences between conditions. We controlled for multiple testing by setting the thresholds for statistical significance such that the false discovery rate (Benjamini and Hochberg, 1995; Genovese et al., 2002) was 5% for each effect, at every time-point. These analyses were done in R (R-Development-Core-Team, 2008). We report locations of significant difference in Talairach coordinates (Talairach and Tournoux, 1988) .
For each of the brain regions showing significant non-retinotopic integration effects, we correlated the individual current densities at the latency and source point of minimal p-value with the behavioral data. Accuracy was defined as the proportion of responses in accord with the central offset direction. We linearly regressed individual Zscores of accuracy in the relevant conditions and calculated R 2 of the significant (all observed p b 0.01) correlations.
Results
Behavioral analysis
We analyzed RT and accuracy as a function of Attended Stream (left, right stream), Flank Offset Stream (left, right stream) and Central Offset Direction (left, right offset) in a repeated measures ANOVA (Pinheiro and Bates, 2000) with observers as random factor. The accuracy analysis showed an interaction between Attended Stream and Flank Offset Stream, F (1,77) = 73.92, p b 0.001. As expected, the two offsets integrated when the flank offset was in the attended stream, but not when it was in the unattended stream (Fig. 2) . This interaction effect was also observed for RT (mean = 886 ms, s.d. = 302 ms), F (1,77) = 5.43, p b 0.05. Responses were quicker when the flank offset was in the non-attended stream. In addition, an interaction between Attended Stream and Vernier Offset Direction was observed, both in RT and accuracy, which we describe in full in Supplementary Figure 1 .
Stimulus-locked analysis
Topographical analysis of the grand-average stimulus-locked EPs revealed differences between conditions from around 100 ms after stimulus onset, see Fig. 3a . At three latencies, differences for Attended Stream were observed. First, between 106 and 158 ms, EP map 3 was more expressed for leftward attention and the combination of map 4 and 5 more for rightward attention, F (1,11) = 67.35, p b 0.001. This effect is illustrated in Fig. 3b which shows the traces of the left and right occipital electrode with the maximum evoked amplitude for rightward and leftward attention respectively. Second, between 158 and 182 ms, EP map 7 was more expressed for attention to the left than map 8, F (1,11) = 34.66, p b 0.001. Third, between 262 and 372 ms map 12 was more expressed for attention to the left and map 11 more for attention to the right, F (1,11) = 14.10, p b 0.005. In addition, we obtained an interaction between Attended Stream and Vernier Offset Direction (see Supplementary Figure 1) . No other significant effects were observed.
The topographical analysis revealed extensive attention effects between around 100 and 180 ms, and between around 250 and 370 ms after stimulus onset. The early attention effect constitutes a classical P1 attention effect (Heinze et al., 1990; Hillyard and AnlloVento, 1998 ). This effect is typically observed for stimuli presented outside the fovea, in the attended contralateral visual field. It is remarkable that these effects occur for our centrally presented stimuli with an attention shift that spanned less than half a degree of visual angle. Our results suggest that the attended stream is more processed than the unattended stream, in line with the behavioral effects of integration. Non-retinotopic feature integration only occurred within the attended stream. The response-locked data did not reflect whether the attended stream contained a flank offset. That is, they did not reflect non-retinotopic feature integration.
Response-locked analysis
The topographical analysis of the response-locked EPs showed a variety of EP maps in the period from −700 ms to button press, see Fig. 4 , that showed no systematic topography differences between conditions. Two EP maps were observed that occurred in all eight conditions. One common EP map immediately preceded the button press (EP map 41). The duration of this map did not change systematically between conditions and presumably reflects response execution processes. The other common EP map occurred between around − 660 ms and −270 ms to the button press (EP map 13). The duration of this map, as assessed from individual data (see Materials and methods), showed an interaction effect between Attended Stream and Flank Offset Stream, F (1,11) = 6.60, p = 0.023. The map lasted longer when the attended stream did not contain the flank offset, i.e. when the two offsets did not integrate.
Between the first and last occurrence of EP map 13, the time-point by time-point SPM analysis of current densities localized the interaction of Attended Stream and Flank Offset Stream to a network of posterior, frontal, and medial areas. Supplementary Table 1 lists the latencies and spatial locations where significant interaction effects where observed. None of these areas showed a significant three-way interaction, confirming that the reported 2-way interactions can be considered independent from the third factor Central Offset Direction. The SPM results and their time-line are depicted in Fig. 5 (see also Supplementary Movie 2).
For all brain areas showing an interaction effect between Attended Stream and Flank Offset Stream, we obtained a significant correlation between estimated current density and accuracy (see Supplementary  Table 1 ). This correlation was positive, i.e. higher current densities went with higher probabilities of reporting the central offset direction, in all areas except for the Middle Frontal Gyrus. In the Middle Frontal Gyrus current densities increased when behavior was at chance level, i.e. when the two offsets integrated. Fig. 5 illustrates the observed correlations in the Middle Temporal Gyrus and the Middle Frontal Gyrus.
Discussion
Using an EP paradigm, we found that neural correlates of nonretinotopic feature integration are time-locked to the response, rather than to stimulus onset. This suggest that endogenously timed neural processes drive feature integration more than those time-locked to the stimulus onset. Using topographical analyses of the EEG, supplemented by SPM of estimated current densities, we show that non-retinotopic feature integration decreases electrical activity in an extensive network of brain areas, including higher-level visual areas, frontal and central ones. The dynamics of the integration effects across these areas showed an orderly progression of differential activity from visual and categorization areas to response-selection and responsepreparation areas.
Stimulus-locked attention effects
A small, endogenous shift of attention determined whether or not the central offset integrated with the flank offset. It is well known that Fig. 3 . Across conditions, two common EP maps were observed, one just before the button press (EP map 41) and one around the middle of the epoch (EP map 13, highlighted in yellow). Panel b) shows that the duration of EP map 13 was longer when the attended stream did not contained a flank offset (i.e. conditions RLR, RRL, LLR and LRL in panel a) compared to when it contained a flank offset. Error bars denote 95% confidence intervals. selective attention to a peripheral target enhances contralateral EPs from about 100 ms after stimulus onset (Heinze et al., 1990; Hillyard and Anllo-Vento, 1998) . We observed similar effects, even though the attention shift consisted of less than half a degree of visual angle (Fig.  3b) . Around 100 ms after stimulus onset the second pair of flankers is on the screen, but only the first flank pair can have evoked activity in visual cortex. The attention effects were therefore evoked by lines separated no more than 400″ (1/9 degree).
This shows that small endogenous shifts of attention can have considerable effects on the evoked activity, even when the stimuli are small, highly dynamic, and presented within the fovea. The evoked attention differences, however, do not depend on whether the attended stream contains a flank offset. Interestingly, non-retinotopic feature integration does not seem to have strong stimulus-locked components, it does, however have extensive response-locked components.
A response-locked network
The correlates of non-retinotopic feature integration were observed together with one stable EP map (Fig. 4) . This map may reflect a functional microstate of electrical brain activity that precedes response execution, which typically peaks closer to the button press (Huang et al., 2004) . This microstate most likely reflects decisionrelated processes about the experimental task, like discriminating the offset direction in the stream. The state lasts longer when the central offset does not integrate with the flank offset. In that case, visual information is available to categorize the offset (left or right) and select the appropriate response. When the central offset integrates with the flank offset, however, the relevant visual information is presumably unavailable because the two features integrate. The subsequent categorization and response-selection processes then last shorter or can hardly take place, resulting in a shorter microstate. Within the period where this microstate can occur the underlying electrical activity that distinguishes integration from non-integration is highly dynamic and widespread.
Non-retinotopic feature integration is reflected in a network of occipital, frontal, and central areas (Fig. 5) . One after another, these regions show decreased activity when the central offset integrates with the flank offset. The decrease first becomes apparent in posterior cortex, including FG and MT. The FG is considered a non-retinotopic area that reflects higher-level object properties. More specifically, the observed decreased activity in left FG suggests an impediment in object categorization processes (Garoff et al., 2005; Koutstaal et al., 2001; Plomp et al., in press ). The involvement of MT reflects the motion-dependence of non-retinotopic integration. Subsequently, non-retinotopic integration decreases activity in the left AI, an area involved in perceptual decision making (Heekeren et al., 2004; Pessoa and Padmala, 2005; Preuschoff et al., 2008) . The decreased activity is (Fig. 2) . This resemblance is corroborated by linear regression of estimated current densities on accuracy, depicted in the second plot from the left, green line. The interaction in MT was qualitatively similar to that in the other areas, with the exception of the Middle Frontal Gyrus (MFG) around − 300 ms. In this area the interaction changed sign, as can be seen in the two lower right plots. Here too, a strong correlation with accuracy was observed. In all plots error bars denote 95% confidence intervals.
in line with previous findings showing that AI activity increases with visual categorization uncertainty (Grinband et al., 2006) . When the two offsets integrate, no visual information is available for offsetcategorization, leaving AI activity at baseline. Without integration, however, offset information is available from visual areas. Because the offset size is small and hard to discriminate (individually calibrated to 75% correct responses), this gives rise to categorization uncertainty, and increased AI activity.
At around 300 ms before the response, non-retinotopic feature integration decreases activity in the Medial Frontal Gyrus. Although categorization uncertainty is reflected in the Medial Frontal Gyrus, as it is in AI (Grinband et al., 2006) , the timing at −290 ms may favor an interpretation in terms of response-selection processes (Rushworth et al., 2004) . This area possibly reflects the coupling between the categorization (left/right offset) and the response selection (press the left/right button). The subsequent volley of decreased activity in central areas, including the Cingulate Cortex and the Thalamus, may reflect impediments in response selection because these areas are known to be involved in preparing finger movements (Deiber et al., 1996) .
The Middle Frontal Gyrus is the only area where electrical brain activity increases with feature integration. Considering its role in monitoring ongoing processes and its sensitivity to response uncertainty (Ridderinkhof et al., 2004) , the increase may have been expected. When the two offsets integrate, no visual categorization can take place so that response uncertainty is high and activity in the Middle Frontal Gyrus increases.
Our electrical neuroimaging results are in good agreement with previously observed masking effects. The fMRI studies of Bar et al. (2001) and Green et al. (2005) showed that masking reduces neural activity primarily in LOC and FG. We observed non-retinotopic integration effects in FG but not in LOC. This may be due to the retinotopic organization in lateral occipital areas (Gardner et al., 2008) , whereas FG lies outside of retinotopic areas (Halgren et al., 1999) . Additional areas that selectively decrease their activity with masking have also been reported. These include occipital areas around the Lingual Gyrus, area MT, the Insula, the Cingulate Cortex, the Middle Frontal and Precentral Gyri as well as the Thalamus (Green et al., 2005; Haynes et al., 2005) . Our study shows a notable overlap: all these areas showed selectivity for non-retinotopic integration as determined by SPM of estimated brain activity. While this extends the previous findings to the non-retinotopic domain, our results also show how the differential brain activity progresses from higher-level visual areas, via frontal, to central ones. In addition, we provide evidence that integration related activity is response-locked, rather than stimuluslocked.
Although it cannot be completely excluded that stimulus-locked components contribute to non-retinotopic feature integration, our data suggest that response-locked components are more prominent. Despite the small and highly dynamic stimuli we obtained robust stimulus-evoked responses (Fig. 3b) , so that we should have been able, in principle to detect stimulus-locked integration effects. Both the topographical and the SPM analysis showed sensitivity to stimulus-locked differences (see Supplementary Figure 1 ) even though the critical feature for these effects, the central line offset, was close to the hyperacuity range. In addition, the stimulus-locked analysis covered a long enough period (up to 600 ms after stimulus onset) to identify effects throughout the hierarchy of visual processing (Lamme and Roelfsema, 2000; Thorpe and Fabre-Thorpe, 2001 ).
Because our analyses are based on averages across trials, they do not take into account the possibility that induced, as opposed to evoked (Makeig et al., 2002) , changes in activity contribute to nonretinotopic feature integration. It could be that oscillatory activity of variable phase (relative to stimulus onset) contributes to nonretinotopic integration. Under that account, ongoing activity at the single trial level sets the pace for integration. Our results are in principle compatible with such an account when we assume that the induced components on a single trial level result in highly synchronized local activity time-locked to the response. Although induced components may play a role, we here focused on the time-locked components of non-retinotopic processing.
Our results show that stimulus-locked components reflect nonretinotopic integration to a much smaller degree than responselocked components do. This suggests that endogenously timed electric brain activity underlies these integration effects. The endogenous timing may be understood from the function of non-retinotopic processes in visual perception. Non-retinotopic processes essentially maintain the identity of perceptual objects across space and time (Otto et al., 2009) , that is, they code visual information irrespective of when and where it was presented. With highly dynamic visual information, object identity may be better preserved in a stimulusindependent temporal reference frame. In those cases, part of the evoked brain activity does not tightly follow the timing of the stimulus. This endogenously timed activity then gives rise to a chain of highly synchronized neuronal activity, starting in high-level visual areas, that leads up to the behavioral response.
Methodological considerations
The spatial accuracy of EEG inverse solutions like LAURA is more limited than that of fMRI. From this it follows that the spatial resolution of statistical images derived from estimated current densities is limited as well, and may be insufficient to differentiate between nearby structures. This concerns in particular the central brain regions, which show greater differentiation per volume, but to a lesser degree also the cortical regions. Our labeling of areas should therefore be taken as gross indicators; additional measurements using the combined spatio-temporal resolution of MEG (Liu et al., 2006; Moradi et al., 2003) , or intracranial recordings (Blanke et al., 2005; Blanke et al., 1999) are needed to verify with greater spatial accuracy the brain regions involved in non-retinotopic feature integration.
The limited spatial accuracy of EEG source localizations affects deeper sources more than superficial ones. Deeper sources are most likely underestimated when using a LAURA inverse solution (Grave de Peralta Menendez et al., 2004; Pascual-Marqui, 1999) . These limitations can be partially remedied by using a statistical approach . Even when the estimated activity in deeper brain regions is unrealistically small, statistical analysis can reveal whether differences between experimental conditions are reliable. In this way, for example, differential activity in the thalamus was previously reported in a memory task (Kounios et al., 2001) .
The durations of the significant effects within an area were very brief, but may arise from longer lasting underlying differences. The durations of statistical differences cannot be taken to reflect the duration of the differences in individual observers, or single trials. Statistical results only show where and when differences are reliable across observers, they do not indicate that differential brain activity stops and ends there. In fact, individual selectivity around the observed latencies can only last longer than the duration of significant differences across individuals. If individual selectivity lasted shorter, small temporal variations would render them indiscernible across observers. The response-locked network is therefore best viewed as a useful minimal sketch; it shows the most outstanding areas and their timing, but is not an exhaustive description of the presumably more complex neural dynamics underlying non-retinotopic feature integration.
Conclusions
We used a sequential metacontrast paradigm to induce nonretinotopic feature integration. The results show that stimulus-locked EPs strongly depend on what part of the stimulus is attended, but do not reflect non-retinotopic feature integration. These integration processes are reflected more strongly in brain activity time-locked to the behavioral response than in activity time-locked to stimulus onset. Our analysis of source estimates indicates that the responselocked integration effects first decrease activity in higher-level visual areas and subsequently also in categorization and response-selection areas. The activity changes in this network entirely reflect endogenously initiated activation differences for identical stimuli. The endogenous nature of non-retinotopic processes affirms their role of maintaining object identity across space and time.
