Abstract. The existence of a deformation and magnetization minimizing the magnetostrictive free energy is given. Mathematical challenges are presented by a free energy that includes elastic contributions defined in the reference configuration and magnetic contributions defined in the spatial frame. The one-to-one a.e. and orientation-preserving property of the deformation is demonstrated, and the satisfaction of the nonconvex saturation constraint for the magnetization is proven.
Introduction
A mathematical model for magnetostrictive materials, in which the deformation and the magnetization are coupled, has been given in [4, 8, 19, 20, 22] . More significant shape change can be obtained from magnetostrictive materials that also undergo a structural phase transformation since the material can then lower its energy by an increase in the volume fraction of the martensitic variant with magnetic easy axis aligned with the applied magnetic field [11, 21] . This shape change is being utilized in emerging applications in actuators, sensors, and micromachines because they can provide a large work output/(cycle · volume) [25] .
In this paper, we prove the existence of a deformation and magnetization minimizing the magnetostrictive free energy [4, 19, 20] . A novel feature of this free energy is that the elastic free energy is given in a reference configuration, as usual for elasticity, but the magnetic energies are given in the spatial frame. This requires that we use a free energy for which the Jacobian of the deformation can be controlled. We also must prove that the deformation is one-to-one a.e. and that the magnetization satisfies the nonconvex saturation constraint.
The existence of low energy phase and variant interfaces in single crystal thin films that do not exist in bulk martensitic crystals offers the possibility to develop thin materials with substantially larger strains than are possible in bulk [2] . Magnetostrictive, shape memory, single crystal, thin films such as Ni 2 MnGa have recently been grown [11, 21] . We hope that this work will provide the foundation for our future work on the derivation of a rigorous magnetostrictive thin film energy to extend the results developed for micromagnetics [17] and martensitic deformation [2, [5] [6] [7] .
The plan of our work is the following. In §2, we introduce the magnetostriction model and in particular we present the constitutive assumptions. We shall seek the minimizers in an admissible set A, described in §2, that incorporates all of the constraints. To prove the existence of minimizers, we demonstrate in Theorem 3.1 that A is closed in a weak topology. We then show in §4 that E is lower semicontinuous on A, and hence that it attains its minimum. This is the content of Theorem 4.1 and is the main result of this paper.
The magnetostriction model
We consider a magnetostrictive crystal which in an undeformed state occupies the Lipschitz domain Ω ⊂ R 3 . The admissible deformationsȳ : Ω → R 3 of the crystal will be required to have the regularity y ∈ W 2,2 (Ω; R 3 ), to be orientation-preserving (det ∇y > 0 a.e. [18] ), and to be one-to-one a.e., where we recall that a mapping y : Ω → R 3 is one-to-one a.e. if there is a set G ⊂ Ω of full measure (that is, |G| = |Ω|) such that y(x) restricted to G is one-to-one. The one-to-one property everywhere of y(x) would seem more appropriate, however it is the weaker property that we will prove is preserved under weak convergence in W 2,2 (Ω; R 3 ).
The demonstration that energy-minimizing deformations obtained from the calculus of variations are one-to-one often requires sophisticated techniques [28] , such as for problems with cavitation [27] or other problems with low regularity. Since our problem has higher regularity, simpler methods based on Banach's indicatrix are sufficient.
Because of the continuity of y ∈ W 2,2 (Ω; R 3 ), it follows that the sets y(Ω) and y(∂Ω) are closed and the deformed domain O(y) := y(Ω) \ y(∂Ω) is open. Here and in the sequel the bar over a set denotes its closure. We note that O(y) differs from y(Ω) on a set of measure zero and |O(y)| = |y(Ω)| [14] .
We wish to model a crystal that is attached on a nonempty, open subset of its boundary, Γ ⊂ ∂Ω, so we will assume that admissible deformations y(x) satisfy the boundary condition
for all x ∈ Γ, (2.1) where y 0 :Ω → R 3 is a C 2 diffeomorphism with positive Jacobian. The magnetization m(z) of the crystal is naturally defined in spatial coordinates by m : O(y) → R 3 and admissible magnetizations will be required to have the regularity m ∈ W 1,2 (O(y); R 3 ) which is equivalent to
We will often find it convenient as above to consider the magnetization m • y : Ω → R 3 described in material coordinates. We will assume that the crystal is at a fixed temperature below the Curie temperature so that
where τ, the saturation magnetization, is a positive constant depending on the temperature. The applied magnetic field will be given in spatial coordinates by h : R 3 → R 3 , and we will assume that h ∈ L 2 (R 3 ; R 3 ).
The free energy of a magnetostrictive crystal can be modeled by [4, 20] :
where the magnetostatic energy e mag (y, m) is calculated from the magnetic scalar potential ζ : 4) and where the magnetic scalar potential ζ satisfies
We use the definition
and we recall above that χ O(y) (z) is the characteristic function of O(y). The terms in (2.3) represent, from left to right, the surface energy [2, 23, 26] , the anistropy energy, the exchange energy [9, 17] , the interaction energy due to the applied magnetic field, and the magnetostatic energy. The parameters α and κ are positive material constants depending on the fixed temperature. The anisotropy energy density Φ(F, m) is a continuous function of the deformation gradient F ∈ R 3×3 + (where R
3×3
+ denotes the group of 3 × 3 matrices with positive determinant) and the magnetization m ∈ R 3 . (Since the temperature is assumed to be fixed, we do not explicitly denote the dependence of the anisotropy energy density Φ(F, m) on temperature.)
We will assume that the anisotropy free energy density Φ ∈ C 2 (R
where ψ : (0, ∞) → R is continuous, convex, and satisfies for q > 2 and c L > 0 the growth conditions c L (a −q + a q ) ≤ ψ(a) for all 0 < a < +∞; (2.7) and where W : R 3×3 + × R 3 → R is continuous and satisfies for 2 ≤ r < 6 and 0 < C L < C U the growth conditions
We shall define the set of admissible functions to be
, det ∇y > 0 a.e., and y is one-to-one a.e. ,
where the growth properties of ψ were given in (2.7). We note that A is nonempty since we assumed in (2.1) that y 0 :Ω → R 3 is a C 2 diffeomorphism with positive Jacobian. We also note that A is not an affine space. We shall show under the above assumptions that the problem min{E(y, m) : (y, m) ∈ A and |m(y(x))| det ∇y(x) = τ for almost all x ∈ Ω} (2.9) has a solution. We shall see that the terms
in E require the most care in the analysis. The anisotropy energy density for magnetostrictive crystals that undergo a structural phase transformation can have the form (2.6). To see this, we note that the anisotropy energy density for magnetostrictive crystals such as Ni 2 MnGa is minimized at temperatures below the martensitic transformation on the wells [20, 21] 
where det U 1 > 0 and where for the symmetry group, G ⊂ SO(3), of the high temperature phase we have
We note that SO (3) is the group of proper rotations and
If W (F, m) satisfies the property of frame indifference
and the property of material symmetry for the group, G,
then Φ(F, m) satisfies the property of frame indifference and material symmetry by the invariance of the determinant function. If W (F, m) is minimized on the wells (2.10), that is,
and ψ(a) is minimized at det U 1 , then Φ(F, m) is also minimized on the wells (2.10). By rescaling the crystal domain, Ω, onto a domain of unit size, we can see that the dimensionless size of the surface energy coefficient (κ)and the exchange energy coefficient (α) become large for small crystals [9, 17, 26] . For the large crystal limit, the scaled micromagnetic energy converges to a phase theory which is the relaxation of the micromagnetics energy without exchange energy (α = 0) [9] .
Since energy-minimizing solutions of (2.3) without surface energy (κ = 0) and exchange energy (α = 0) do not generally exist, microstructures defined by minimizing sequences are studied in [20] . The existence of minimizers for a two-dimensional model without surface energy (κ = 0) and exchange energy (α = 0) when the deformation is constrained on the boundary to be affine, y(x) = F x, for F ∈ R 2×2 + in the lamination convex hull of a M with two wells (N = 2) was given in [10] using the method of convex integration.
Compactness and closure in the set of admissible functions
In order to demonstrate the existence of minimizers, we will use the direct method of the calculus of variations. For this purpose, we will show that weak limits of elements of A belong to A. To be precise, we say that the sequence {(y n , m n )} ⊂ A converges weakly to (y, m) ∈ A if and only if
and
It is possible to explain the weak convergence defined above within the general framework of Cartesian currents (see [15] ). However, since y n , m n enjoy so much smoothness, we shall be content with easier, more direct methods.
It is convenient to introduce another definition. Namely, we say that a sequence {(y n , m n )} ⊂ A is A -bounded if there exists a positive constant K, independent of n, such that
We now state the main technical result of this section.
Theorem 3.1. If a sequence {(y n , m n )} ⊂ A is A-bounded, then there exists a subsequence (not relabeled) and (y, m) ∈ A such that (y n , m n ) converges weakly to (y, m).
This result is fundamental for our considerations. It guarantees the existence of candidates for minimizers, which are weak limits of minimizing sequences. We shall divide the proof into a number of tasks. We shall first deal with {y n } prior to discussing {m n }.
Our main technical tool will be the distribution function. We define
Our starting point is simply
Hence, we have by (2.7) that
The argument leading to the second estimate is similarly given by
We next state and prove a main lemma on the convergence of {y n }. We note that the convergence result for det ∇y n below is better than that implied by the Sobolev embedding and compactness theorem [1, 13, 16] . It is due to the growth condition (2.7). Lemma 3.2. If the sequence {(y n , m n )} ⊂ A is A-bounded, then there exists a subsequence (not relabeled) such that y n y in W 2,2 (Ω; R 3 ),
det ∇y > 0 a.e. Proof. In order to show existence of a subsequence (not relabeled) {y n } ∞ n=1 , which is weakly convergent in W 2,2 (Ω; R 3 ), it is sufficient to prove a uniform in n bound on y n W 2,2 . Due to the A-boundedness of {(y n , m n )}, it is enough to prove a uniform bound on y n L 2 . This easily follows from the boundary condition (2.1), the Poincaré inequality [1, 13, 16] , and the A-boundedness, because we have
Since the sequence {y n } converges weakly in W 2,2 (Ω; R 3 ) it follows from the Sobolev embedding theorem [1] that there exists a subsequence such that y n −→ y in W 1,p (Ω; R 3 ) for p < 6 and also in C 0,α (Ω; R 3 ) for 0 < α < 1 − 3 6 = 1 2 . Thus, for another subsequence ∇y n −→ ∇y a. e., det ∇y n −→ det ∇y a. e.,
We now show that we can improve the convergence in (3.6). For that purpose, we are going to show that {(det ∇y n ) p } is equi-integrable for any p < q, that is, for any given > 0 there is a δ > 0 such that, if V ⊂ Ω satisfies |V | < δ, then
Indeed, for any V ⊂ Ω and t > 1 we have that
Due to the definition of B n t , we can see that
We can now take t > 1 so large that the second term is less than ε 2 . Then we choose δ so small that t p δ < ε 2 , and the claim follows since |V | < δ. After we choose an a.e.-convergent subsequence, we deduce by Vitali's Theorem that
Furthermore, we can infer that for this subsequence [3, Theorem 1]
Thus, (3.2) follows. In order to deduce (3.3), we notice that due to (2.7) the sequence det ∇y n is bounded in L q (Ω). Hence, it contains a subsequence converging weakly to g. By uniqueness of the limit it follows that g = det ∇y.
To prove (3.4), we observe that since det ∇y n → det ∇y in L 1 (Ω), we have that there exists a subsequence (not relabeled) such that det ∇y n → det ∇y a.e. Since ψ is continuous, we have also that ψ(det ∇y n ) → ψ(det ∇y) a.e. Thus, since sequence {(y n , m n )} is A-bounded, we have by Fatou's lemma [12] that
Our next task is to show that (3.5) holds. For this purpose, we use again the technique of distribution functions. Let us define for t < 1 the set A t = {x ∈ Ω : det ∇y < t}.
It is clear that (3.5) holds once we establish the estimate
where c is a positive constant. Since det ∇y = det ∇y n + (det ∇y − det ∇y n ) and det ∇y n > 0 a.e., we have for all n ∈ N that
By Egorov's theorem, for any t ∈ (0, 1) there is a V ⊂ Ω such that |V | < t q and det ∇y n converges uniformly to det ∇y on Ω \ V . Hence,
L K2 q t q + t q + |E n \ V | . However, for fixed t and sufficiently large n, the set E n \ V is empty. Thus, (3.8) holds with c = 1 + c −1 L K2 q . Hence, (3.5) follows.
We remark that the methods we have presented and the assumptions on ψ allow us to prove similar convergence statements for (det∇y n ) −1 . Indeed, we have
Proof. By previous results, det∇y n converges a.e., and the limit det∇y is positive a.e. Hence, (det∇y n ) −1 → (det∇y) −1 a.e. Due to Vitali's convergence theorem, it is sufficient to check that the sequence (det∇y n ) −p is equi-integrable. To prove this, we suppose that > 0 is given. Then for V ⊂ Ω with |V | ≤ δ, similar to argument following (3.7), we have that
for a suitable choice of t and δ.
Finally, we want to make sure that the limit mapping y is indeed one-to-one a.e.
Lemma 3.4. Let us suppose that Ω ⊂ R 3 is open, the deformations y n : Ω → R 3 are one-to-one a.e., and det ∇y n > 0 a.e. We also assume that the sequence y n converges weakly in W 2,2 (Ω) to y, det ∇y n → θ in L 1 (Ω), and θ > 0 a.e. Then y is one-to-one a.e. (and obviously det ∇y = θ).
Proof. We need a characterization of invertibility a.e. which is easy to apply to the limit y. Let us recall for that purpose the notion of Banach's indicatrix
where we restrict our attention to the continuous representative of y. Of course, we have that
We claim that y is one-to-one a.e. if and only if |{z ∈ R 3 : N (y, Ω, z) ≥ 2}| = 0.
Indeed, let us suppose that y| G is one-to-one and G is of full measure. Since y has the Lusin property (see [14] , §5.2), we deduce that E = y(Ω \ G) has measure zero. Moreover, N (y, Ω, z) ≥ 2 if and only if z ∈ E. On the other hand, let us suppose that E = {z ∈ R 3 : N (y, Ω, z) ≥ 2} has measure zero. We set G = Ω \ y −1 (E). We must show that |y −1 (E)| = 0. By the area formula (see [14] , Theorem 5.11), we can see that
Since det ∇y > 0 a.e., we deduce that |y −1 (E)| = 0.
We shall show that N (y, Ω, z) ≤ 1 a.e. Let us take φ ∈ C 0 (R 3 ) such that φ ≥ 0. Obviously, we obtain since y n is one-to-one a.e. that
Furthermore, this inequality implies that N (y, Ω, z) ≤ 1 a.e. That is, y is one-to-one a.e. as desired.
Our next task is to prove the convergence of the sequence of magnetization vectors {m n }. Proof. We shall apply again the technique of distribution functions. We define the set
(3.9) Indeed, by the Schwartz inequality
Hence, (3.9) follows. We recall that O(y) = y(Ω) \ y(∂Ω) is open. We define the two families of sets
We note that
For ε > 0 fixed, we have that O ε (y) ⊂ O(y n ) for sufficiently large n because of the uniform convergence of y n to y. We now claim that for any ε > 0 there exists a subsequence (not relabeled) such that
(3.10) We have for any ε > 0 that
Due to the constraint (2.2), we can see that
This immediately implies that there exists a subsequence (not relabeled) such that
It thus follows that there exists a further subsequence (not relabeled) such that
We shall now show that
We first estimate
Thus,
To estimate I, we set Ω n := y −1 n (O (y)). We can see using (2.2) and (2.7) that for t < 1
We first choose t < 1 to make the first term small, that is, less than
We then show that we can select so that the second term is less than 1 2 (δ/3) 2 . This would imply that I < δ/3, as desired. We can do so because
Our claim follows because |O (y) \ O (y)| can be made arbitrarily small, for fixed t. For fixed > 0 and for sufficiently large n, we have that II < δ/3 because of (3.11). Finally, for given δ > 0 one can find > 0 for which III < δ/3 because |O(y) \ O (y)| can be made arbitrarily small, and integration is absolutely continuous with respect to the set of integration.
The weak convergence is slightly easier. For ϕ ∈ L 2 (R 3 ; R 3×3 ), we consider
We can see that
We can make |J| < δ/3 by taking > 0 small enough. The second term can be made small due to (3.10) . Moreover, it is clear that |JJJ| < δ/3 for sufficiently small > 0.
Finally, we shall demonstrate the lower semicontinuity of the mixed term Ω |∇m n | 2 det ∇y n dx.
Proof. If we take any δ > 0, then there exists ε > 0 such that
It then follows from (3.10) that lim inf
The proof follows since δ was arbitrary.
We are now ready for the proof of Theorem 3.1. If {(y n , m n )} ⊂ A is an A-bounded sequence (3.1) with bound K, then by Lemmas 3.1-3.6 its subsequence converges weakly to an element (y, m) in A and
The existence of an energy minimizer
We are going to demonstrate a lower semicontinuity property for the energy E. We begin with a simple observation on minimizing sequences. Lemma 4.1. If {(y n , m n )} ⊂ A is a minimizing sequence, then it is A -bounded.
Proof. We can estimate the magnetic interaction energy term, which is the only non-positive expression in E, by
By Young's inequality, we have that
Hence, due to (2.8) we have that
Since ε can be made arbitrarily small and since we have assumed that h ∈ L 2 (R 3 ), our claim follows.
We are thus ready to prove the main result of this paper, the existence of a solution to (2.9).
Theorem 4.1. Suppose that the magnetostrictive free energy E is given by (2.3) and that the growth assumptions (2.7) and (2.8) hold. Then the minimum free energy satisfying the saturation constraint (2.2) is attained.
Proof. We consider a minimizing sequence {(y n , m n )} ⊂ A. By Lemma 4.1, {(y m , m n )} is an A-bounded sequence. Hence, by Theorem 3.1 there exists (y, m) ∈ A such that a subsequence {(y n k , m n k )} converges weakly to (y, m). It is sufficient for us to show that
We shall treat each term in E separately, because after choosing a suitable subsequence we may replace lim inf with lim.
Due to the lower semicontinuity of the norm, we see for the elastic surface energy that
We recall from (2.6) that the anisotropy energy density Φ(∇y, m) is the sum Φ(∇y, m) = W (∇y, m) + ψ(det ∇y). We first show that Indeed, we know that ∇y n → ∇y in L p (Ω : R 3×3 ) for p < 6 and m n • y n → m • y a.e. Moreover, due to Lemma 3.3 we have that
Thus, by [3, Theorem 1], (there is no need to extract another subsequence) we conclude that m n • y n → m • y in L 1 (Ω; R 3 ). Thus, by the continuity of the Nemytskii operator [24] L r (Ω) × L 1 (Ω) (∇y, m) → W (∇y, m) ∈ L 1 (Ω), where r < 6 is the growth factor for W (F, m) given by (2.8), we deduce (4.1). We finally recall that we have proved that We recall that
Since χ yn(Ω) m n converges to χ y(Ω) m in L 2 (R 3 ; R 3 ), our claim follows. We finally have to show the convergence of the magnetization energy e mag (y, m) given by (2.4). We note that for given y and m, the weak solution ζ ∈ H(R 3 ) of the magnetostatic equation (2.5) satisfies where
Since ∇ z ζ for ζ ∈ H(R 3 ) is an L 2 (R 3 ; R 3 ) projection of χ O(y) m(z), we have that We have to check that weak limits also satisfy the pointwise magnetic saturation constraint (2.2). If (y n , m n ) ⊂ A is a minimizing sequence, then the magnetic saturation constraint (2.2) follows since we showed L 2 convergence of m n • y n and det ∇y n . Namely, we have that
Finally, combining all of the above results we conclude that E(y, m) ≤ lim n→∞ E(y n , m n ), that is, (y, m) ∈ A is the desired minimum of E.
