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Virtuální senzory jsou postupně se rozšiřující technikou v oblasti průmyslových měření. 
Jedná se o počítačové programy, které za pomoci dříve získaných dat poskytují další 
údaje podobně jako klasické hardwarové senzory. Tyto údaje získávají pomocí 
prediktivních modelu založených na metodách strojového učení jako jsou například 
neuronové sítě nebo support vector machines. Tato práce obsahuje především rešerši 
fungování, struktur a tvorby virtuálních senzorů. Dále popisuje strojové učení, rozdělení 
jeho algoritmů a seznamuje s metodami běžně využívanými v oblasti virtuálních senzorů. 
Ke konci autor popisuje jejich možný budoucí vývoj a směr jejich dalších aplikací. 
 
ABSTRACT 
Soft sensors are a gradually expanding technique in the field of industrial measurement. 
These sensors are computer programs that provide additional data using previously 
acquired data in a similar way to conventional hardware sensors. The additional data is 
obtained using predictive models based on machine learning methods such as neural 
networks or support vector machines. This work mainly includes a research on the 
function, structure and creation of soft sensors. It also describes machine learning, the 
distribution of its algorithms and introduces the methods commonly used in the field of 
virtual sensors. Towards the end, the author describes possible future development of soft 
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Díky dnešním technologiím a technickému pokroku v různých odvětvích můžeme 
pomocí mnohých měřících přístrojů či senzorů získávat velmi cenná data umožňující 
sledovat a odhadovat chování výrobních procesů. Tato data jsou nezbytným 
předpokladem pro úspěšné řízení. Se získáním těchto dat mohou nastat různorodé 
problémy například nemožnost provedení dalších měření, neschopnost přímého měření 
sledované veličiny nebo pouze vysoká nákladnost potřebných měření. K řešení takových 
problémů mohou přispět virtuální senzory neboli soft sensors, jenž poskytují predikce 
vývoje sledovaného procesu. Obecně lze virtuální senzory popsat jako inferenční modely 
založené na strojovém učení zejména na regresi využívající snadno měřitelné proměnné 
pro predikci proměnných, které nelze jednoduše měřit [1]. 
Soft sensors je zkrácený anglický název a vychází ze slovního spojení software 
sensor [2].  Což lehce napovídá, že se jedná o počítačové programy, které dovolují 
získávání dat podobně jako u hardwarových senzorů. V literatuře se objevují i pod názvy 
inferenční senzory (inferential sensors) [3], virtuální on-line analyzátory (virtual on-line 
analyzers) [4] nebo senzory založené na pozorovatelích (observer-based sensors) [5]. 
Výhody využití virtuálních senzorů jsou: 
- získávání predikce k rychlejšímu a objektivnějšímu rozhodovaní [6],  
- snižování nákladů na měření obtížně měřitelných veličin a případné 
zastoupení drahých měřících přístrojů [7], 
- možnost použití pro již existující přístroje (např. mikrokontrolery) a schopnost 
přenastavení virtuálního senzoru, když se parametry procesu změní [7]. 
Na obr.1. lze vidět schéma popisující obecné fungování virtuálního senzoru. 
Soubor dat popisující sledovaný proces je nejprve předzpracován. Předzpracování dat 
slouží k odstranění známých problémů jako jsou odlehlé hodnoty, problémy s přesností 
způsobené vysokofrekvenčním šumem a další. Dále jsou data předána prediktivnímu 










Obr. 1:  Zjednodušené blokové schéma virtuálního senzoru 
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Nejběžnější aplikací virtuálních senzorů je predikce probíhající v reálném čase. 
Tyto predikce jsou získány pomocí prediktivního modelu z dat získaných on-line 
automatizovanými měřeními. Tato aplikace se označuje jako online-predikce. K tvorbě 
prediktivního modelu se využívají metody strojového učení.  
Virtuální senzory se dělí na [2, 6]:  
1. virtuální senzory založené na modelu (model-driven soft sensors), 
2. virtuální senzory založené na datech (data-driven soft sensors). 
Virtuální senzory založené na modelu (dále označovány jen model-driven) jsou zaměřeny 
na plánování a rozvrh výrobních procesů, a proto se obvykle zaměřují na popis ideálních 
ustálených stavů procesu. Oproti tomu virtuální senzory založené na datech (dále jen data-
driven) jsou postaveny na datech přímo získaných při průběhu vybraného průmyslového 
procesu, a tedy popisují skutečné podmínky procesu [2]. V některých situacích lze využít 
i model kombinující obě výše zmíněné metody. Tyto modely se nazývají gray-box 
modely.
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2 STROJOVÉ UČENÍ 
Nejprve, než lze hovořit o samotné problematice virtuálních senzorů je nutno představit 
strojové učení, ze kterého celá problematika vychází. Strojové učení (angl. machine 
learning) je odvětví umělé inteligence (artificial intelligence). Základní myšlenkou 
strojového učení je umožnit počítačům naučit se vykonat určitou úlohu bez potřeby ji 
explicitně naprogramovat [8].  Strojové učení využívá řadu iterativních algoritmů, díky 
kterým se učí z dat zdokonalovat, popisovat souvislosti dat a predikovat výsledky [9]. 
Algoritmy tedy přijímají tréninková data, na jejichž základě vytvoří model strojového 
učení. Schopnost reprezentace reality modelu se zlepšuje s tím čím více tréninkových dat 
je modelu poskytnuto. Jakmile je trénování dokončeno bude model na vstupy odpovídat 
určitými výstupy.  
2.1 Přístupy k učení 
U strojního učení je snaha získat co nejpřesnější modely. Přístupy k učení se tedy mohou 
lišit dle toho na jaké problémy je budeme aplikovat. Existují různé přístupy vhodné pro 
dané typy a objemy dat. Tato podkapitola se zabývá přístupy k učení, kterými jsou učení 
s učitelem, učení bez učitele a následně jejich kombinace. Všechny tyto přístupy jsou 
významné pro virtuální senzory. Dalším přístupem k učení je zpětnovazební učení 
(reinforcement learning), které s virtuálními senzory tolik nesouvisí, a proto není do této 
práce zařazeno. 
2.1.1 Učení s učitelem (supervised learning) 
Algoritmy učení s učitelem využívají oštítkovaný (labeled) datový soubor [9]. Obecně 
lze říct, že se jedná o datové soubory, který obsahují vstupní hodnoty x a k nim konkrétní 
výstupní hodnoty y. Zjednodušeně oštítkovaná data získáme tak, že vezme sadu dat a 
přiřadíme každé časti nějaký „štítek“ (label) či „označení“ (tag), které je nějakým 
způsobem informativní nebo žádoucí znát [10].  Příkladem označení (labelu) může být, 
co obsahuje zvolená fotka třeba je na ní pes či kočka, nebo o čem se píše v nějakém 
konkrétním článku. Pomocí tréninkových dat se algoritmus učí, jaké mít výstupy podobně 
jako se malé dítě učí identifkovat zvířátka pomocí obrázkové knihy. Vzniklí model je 
poté testován k určení kvality jeho výstupů. To je prováděno pomocí dat, které model 
ještě nezná čímž zabráníme tomu, že model bude správně reagovat jen na určitá data [9]. 
Učení s učitelem lze dělit na klasifikaci, která je pro diskrétní aplikace a regresi pro spojité 
[11]. 
Klasifikace se pomocí určitých vlastností snaží zařadit vzorky do dvou nebo více 
kategorií zvaných třídy, na základě jejich podobnosti. Tyto třídy jsou tvořeny 
z předešlých pozorovaní pomocí tréninkových dat. Příkladem může být třeba binární 
klasifikace, kde jsou vzorky klasifikovány do dvou tříd např. pozitivní a negativní 
výsledky. Cílem klasifikace je identifikovat opakující se vztahy mezi proměnnými, které 
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popisují vzorky patřící do stejné třídy [12]. Na základě těchto vztahů jsou vytvořeny 
klasifikační pravidla, která se používají pro predikci třídy dalších vzorků. Mezi příklady 
metod klasifikace patří Algoritmus k-nejbližších sousedů, Bayesovská klasifikace a 
Klasifikace podpůrných vektorů. Tyto příklady slouží hlavně pro ukázku, většina metod 
lze využít jak pro klasifikaci, tak regresi. To ale neznamená, že jsou všechny metody 
vhodné pro obě aplikace. 
Regresní metody se běžně využívají pro statistickou analýzu. Regrese identifikuje 
vztah mezi zvolenou závislou proměnou na základě znalosti jiných nezávislých veličin 
[12]. Na základě dříve získaných dat se také využívá k predikci budoucích hodnot [9]. 
Cíle regrese jsou tedy interpretace závislosti zvolené proměnné na ostatních proměnných 
a predikce vývoje hodnoty zvolené proměnné na základě identifikace funkční závislosti. 
Příklady regresních metod jsou lineární regrese a metoda nejmenších čtverců. 
Regresní modely jsou nejčastěji využívány jako prediktivní modely, které jsou 
bezpochyby nejdůležitější částí celého virtuálního senzoru. Ze zvolené regresní metody 
tedy vychází prediktivní schopnosti virtuálního senzoru.  
2.1.2 Učení bez učitele (unsupervised learning) 
Algoritmy učení bez učitele pracují s neoštítkovanými (unlabeled) daty a dělí je do skupin 
na základě vzorů a podobných vlastností těchto dat [9]. Tyto skupiny můžou být poté 
oštítkovány pro další využití. Rozdíl oproti učení s učitelem je v tom, že při učení bez 
učitele souvislosti v datech jsou pochopena až během učení [9]. Učení bez učitele může 
pomoct s analýzou velkých datových souborů, kde není znám kontext získaných dat. Díky 
tomu se využívají jako první krok před předáním dat algoritmům učení s učitelem. Podle 
využití lze učení bez učitele dělit na: shlukování (clustering) a redukci dimenzionality 
(Dimensionality reduction). 
Cílem shlukování je v dané množině objektů nalézt její podmnožiny takzvané 
shluky tak, aby objekty uvnitř shluku si byli dostatečně podobné, ale lišily se od objektů 
ve shluku jiném [13]. Příklady metod shlukování jsou Algoritmus K-means a shlukování 
nejbližších sousedů (Nearest Neighbor Clustering). 
Redukce dimenzionality je technika používána k transformaci dat z prostoru vyšší 
dimenze do prostoru dimenze nižší s co nejmenší ztrátou informace [14] . Cílem je snížit 
počet datových vstupů na zvládnutelnou velikost a zároveň maximálně zachovat integritu 
souboru dat [15]. V oblasti virtuálních senzorů se běžně využívá pro předzpracování dat. 
Příkladem metody redukce dimenzionality je Analýza hlavních komponent (Principal 
component analysis) nebo Samoorganizující se mapy (Kohonenovy mapy). 
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2.1.3 Kombinace učení s učitelem a bez učitele (semi-supervised learning) 
Cílem Algoritmů kombinace učení s učitelem a bez učitele je zlepšit výkon v jednom 
z těchto způsobů učení tím, že využívají informace obecně spojené s tím druhým 
způsobem. Například při řešení klasifikačního problému mohou být použity další data, 
která nejsou oštítkována (labeled), aby pomohly v procesu klasifikace [16].  
Tyto metody se ukazují zvláště výhodné pro použití v případech, kde je obtížné 
sestavit spolehlivý prediktivní model (např. klasifikátor) kvůli nedostatku oštítkovaných 
dat. V praxi se tedy používají tyto kombinace učení s učitelem a bez učitele v případech 
kdy neoštítkovaná data poskytují dodatečné informace, které jsou relevantní pro predikci 
a mohou být využita k dosažení lepšího prediktivního výkonu [16]. 
V této oblasti podobně jako v učení s učitelem je v odborných pracích věnováno 
více pozornosti spíše klasifikačním metodám [16]. Přesto lze najít množství i regresních 
aplikací, které jsou velmi často rozšířené vhodné metody klasifikace. Tyto regresní 
metody mají poměrně velký význam v oblasti virtuálních senzorů, kde umožnují tvorby 
prediktivních modelů, které lze trénovat i pomocí neoštítkovaných dat. 
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3 PREDIKTIVNÍ MODELY 
Hlavní částí virtuálních senzorů jsou právě prediktivní modely. Proto jsou také virtuální 
senzory právě podle typu prediktivního modelu rozděleny (viz Úvod). Tato kapitola tedy 
popisuje tyto typy prediktivních modelů. Model-driven metody jsou zmíněny spíše 
okrajově, protože se s nimi nelze setkat tak často jako právě s Data-driven metodami. A 
proto je i celá práce koncipovaná tak, že se spíše zaměřuje na informace o data-driven 
metodách. Na obr. 2. lze názorně vidět, že u data-driven modelů jsou struktura i parametry 
neznámé, u model-driven jsou známé a gray-box modely využívají různé kombinace 
známých a neznámých parametrů. Co to pro jednotlivé typy znamená je vysvětleno dále 














Obr. 2:  Typy prediktivních modelů [17] 
  
 




Model-driven modely se také nazývají white-box modely, protože jsou založeny na 
znalostech získaných zkoumáním vybraných jevů popisujících souvislosti procesu. Tyto 
modely jsou založeny na rovnicích popisujících chemické a fyzikální principy z nichž 
proces vychází [2]. Nevýhodou tohoto typu modelů je, že jejich tvorba vyžaduje odborné 
znalosti procesů, které nemusí být vždy dostupné. Mezi další nevýhody patří, že jejich 
teoretický popis je často zjednodušený a popisuje optimální ustálené stavy procesů. U 
složitých systémů může být tvorba model-driven modelu velmi obtížná [1]. I přesto jsou 
model-driven modely v nějakých případech používány [2]. Mezi nejrozšířenější model-
driven modely patří First principle modely. 
 
3.1.1 First principle model (FPM) 
First principle modely využívají znalostí fyzikálních a chemických základů systému 
k odvození jeho matematických definic. Vývoj těchto analytických modelů je nákladný, 
protože je nutná odbornost v oblasti modelovaného problému na vysoké úrovni. Výhodou 
tohoto přístupu je, že poskytuje hloubkový vhled do chování systému [17]. 
 Obecně platí, že výchozí struktura modelu formulovaná na základě fyzikálních 
poznatků musí být upřesněna, aby odpovídala datům získaným experimentálně. Činnost 
pří vývoji analytického modelu se skládá ze základního modelování, experimentů, 
odhadů, rozšířeného modelování a ověřování modelu [17]. 
  
 




Model data-driven virtuálního senzoru je typem black-box modelu založeném na 
měřeních vstupů a výstupů průmyslových procesů. Black-box model nebo česky černá 
skříňka je systém, na který lze nahlížet z hlediska jeho vstupů a výstupů bez znalosti jeho 
vnitřního fungování [18]. V modelování virtuálních senzorů se využívají sekundární 
proměnné X jako vstupy do prediktivního modelu virtuálního senzoru a jeho výstupy 
popisují primární proměnné ?̅?. Model virtuálního senzoru zaznamenává a snaží se 
predikovat funkční vztah primárních a sekundárních proměnných. Cílem data-driven 
modelů je za pomocí dat provádět predikce chování zvoleného procesu v reálném čase 
bez potřeby modelování struktury onoho procesu. 
Tento model je vytvořen na základě dat (získaný z distribuovaných řídících 
systému, systémů řízení kvality, výrobních systémů a dalších databází), pomocí kterých 
je trénován. Model samotný bez komplexních dat a dostatečného trénování nedokáže 
poskytnout užitečné predikce. Po trénování jsou výstupy modelu porovnány s testovacími 
daty 𝑌∗. Následně jsou vyhodnoceny metriky pro kvalitu predikce a model je validován 
[19]. Poté co je model validován může pomocí dat získaných on-line provádět predikce 
v reálném čase. Schopnost predikce modelu může klesnout, protože dodaná data modelu 
nemusí popisovat všech možné stavy. Model je proto neustále testován, zda predikce 
odpovídá realitě. Není-li schopnost predikce modelu dostatečně kvalitní musí být model 
aktualizován. S tímto problém se lze vypořádat i využitím adaptivních modelů. 
Na obr. 3 lze vidět schéma fungování data-driven modelu, kde z měřitelných 
proměnných jsou vybrány ty vstupní proměnné X, které představují nejvyšší informační 
hodnotu a na jejich základě je vypracována predikce Y. Obr. 4 zobrazuje srovnání 
predikce modelu využívající Gaussovu procesní regresi (Gaussian Process Regression) 














Obr. 4:  Srovnání predikce GPR modelu (modře) s reálnými hodnotami (zeleně) [20] 
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3.2.1 Adaptivní modely 
Jako adaptivní modely jsou obecně označovány modely, které mají schopnost 
automaticky měnit následující aspekty během online fáze [21]:  
1. jejich atributy (příkladem můžou být třeba váhy spojení Neuronových sítí), 
2. jejich strukturu (například počet skrytých neuronů NS). 
V literatuře se lze setkat s pojmem Concept drift, což znamená že se statistické 
vlastnosti cílové proměnné v průběhu času mění, kde pojem concept přestavuje 
objekt/proměnnou, co se má predikovat [1]. Adaptivní modely se využívají k řešení 
problémů způsobeném Concept driftem. K řešení tohoto problému se užívají tyto tři 
metody: výběr vzorku (sample selection), vážení vzorku (sample weighting) a 
ensemblové učení (ensemble learning) [1]. 
 Při výběru vzorků je kladen důraz na vybraní relevantních vzorků, co souvisí 
s aktuálním conceptem a ty jsou následně použity k aktualizaci nebo tréninku modelu. 
Příkladem postupu využívaném touto metodou je technika Moving window (posuvné 
okno), která se využívá pro Umělé neuronové sítě [1]. 
Vážení vzorků přiřazuje vzorkům váhy podle jejich staří s tím, že jejich důležitost 
v čase klesá [1]. Čímž model získá schopnost „zapomenout“ staré hodnoty a může se více 
soustředit na nové a relativní informace. Příkladem využití této metody je třeba 
Rekurzivní metoda (částečných) nejmenších čtverců nebo Online sekvenční stroj 
extrémního učení (online sequential extreme learning machine). 
Přístup ensemblového učení má za cíl vytvořit model pro každý concept 
v datovém souboru [1]. Výsledná hodnota predikce je kombinací výsledků všech modelů 
dříve vytvořených pro všechny concepty např. váženým průměrem všech výsledků. 
Adaptace může být prováděna na úrovni modelů nebo jejich kombinací.  
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3.3 Metody strojového učení využívané data-driven modely 
V této sekci následuje seznámení s často využívanými metodami v oblasti data-driven 
virtuálních senzorů a zjednodušený popis jejich základních principů. Cílem je čtenáře 
seznámit s problematikou a uvést příklady těchto metod, které se využívají v praxi. Bylo 
zvoleno několik metod, které jsou poměrně názorné pro vytvoření představy, jak 
prediktivní modely virtuálních senzorů fungují. Mimo zmíněné metody v této kapitole se 
lze setkat s Metodami nejmenších čtverců (Partial least squares) [22], Regresí hlavních 
komponent (Principal component regression) [23], metodami Náhodný les (Random 
forest) [24], Gaussovou procesní regresí (Gaussian process regression) [25], 
Mnohonásobnou lineární regresí (Multiple linear regression) [26] a dalšími metodami. 
Dále je vhodné uvést že u některých metod není jednoznačný český překlad, proto v práci 
jsou často uváděny v závorkách i anglické názvy. 
3.3.1 Umělé neuronové sítě (Artificial neural networks - ANN) 
Umělé neuronové sítě jsou systémy pro zpracování informací, které jsou inspirovány 
způsobem, jakým funguje biologický nervový systém a mozek. Cílem neuronových sítí 
je přiblížit počítače a jejich programy ke způsobu učení lidí. Umělé neuronové sítě se 
využívají pro aplikace jako je dolování dat (data mining), rozpoznávání vzorů (pattern 
recognition) a získávání informací (information retrieval) [27]. Neuronové sítě lze využít 
pro učení s učitelem, bez učitele, jejich kombinaci a zpětnovazební učení záleží dle 
zvoleného typu sítě. Výhodou neuronových sítí je, že můžou být bez velkých obtíží 
aplikovány i pro nelineární nebo vysoce dimenzionální datové soubory [27]. 
Základním prvkem umělé neuronové sítě je neuron. Perceptron je nejjednodušším 
typem neuronové sítě s jedním neuronem a poměrně hezky na něm lze vysvětlit fungování 
neuronových sítí. Tento neuron má několik vstupů, přičemž každý z nich má svou váhu. 
Kombinuje tyto vstupy váženým součtem, aby vytvořil vnitřní úroveň aktivace. Model 
perceptronu lze vidět na obr.5. Čím větší je úroveň aktivace, tím silnější je signál, který 
je vyslán do dalších neuronů v síti. Neurony se někdy nazývají uzly či buňky, odkazy se 











Obr. 5:  Model Perceptronu [27] 
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Matematicky lze výstup neuronu y popsat následující rovnicí [27]. 
 
𝑦 = 𝑓(∑ 𝑤𝑖𝑥
𝑖𝐾
𝑖=1 + 𝑏)                                           (1) 
  
Kde vstupy jsou označeny 𝑥𝑖 a jejich váhy 𝑤𝑖, dále b je bias neboli zkreslení, f je zvolená 
aktivační funkce a K je počet vstupů. Dle zvolené aktivační funkce může být výstup buď 
spojitý nebo kvantovaný. Příkladem využívané aktivační funkce je hyperbolický tangens 
[27]. 
Aby síť produkovala požadované výstupy musí být učena. Učení obvykle probíhá 
přivedením učebních vzorů, přičemž síť změní svou váhovou funkci podle dříve 
definovaných pravidel učení. Nejběžnější metodou pro učení umělých neuronový sítí je 
algoritmus zpětného šíření chyby (backpropagation algorithm) [27]. Algoritmus 
porovnává výstup sítě s žádaným výstupem, vyhodnocuje velikost chyby a opakuje se 
trénování, aby byla kvalita predikce nejvyšší možná. 
Neuronové sítě jsou nejběžnější metodou využívanou pro prediktivní modely 
virtuálních senzorů. Mezi často využité typy neuronových sítí v oblasti virtuální senzorů 
patři Vícevrstvý dopředný Perceptron, Rekurentní neuronové sítě (Recurrent neural 
networks), Automatické kodéry (Autoencoders), Extrémní učící se stroje (Extreme 
learning machines) a další. 
Vícevrstvý dopředný Perceptron (Multi-layer Perceptron - MLP) 
Jedná se o dopřednou neuronovou síť tzn., že je bez zpětných vazeb, bočních připojení a 
informace proudí pouze jedním směrem od vstupu k výstupu [28]. Tato síť obsahuje 
propojené perceptrony uspořádané do několika vrstev. Každý neuron je propojen 

















Obr. 6:  Struktura vícevrstvého Perceptronu. Převzato z [29] 
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Pro tréninkový režim nám stačí náhodná čísla jako hodnoty vah. Trénovaní 
probíhá v tzv. epochách což jsou sety iterací, ve kterých trénování probíhá. V každé epoše 
probíhá úprava vah tak, aby byla snížena chyba výstupu [30].  Pro daný tréninkový soubor 
může učení probíhat dvěma způsoby: dávkový režim (batch mode) a on-line režim (online 
mode). Dávkový režim dodává každé iteraci kompletní sadu vzorků, takže úpravy vah 
závisí na celé sadě trénovacích dat. Při on-line režimu jsou vzorky poskytovány síti po 
jednom nebo v malých dávkách (mini-batch) a tyto redukované sady se postupně 
využívají k úpravě vah [31]. 
V prediktivním režimu data prochází dopředu sítí od vstupů po výstup. Síť 
provádí jednotlivé procesy jeden po druhém, přičemž vytváří predikci výstupních hodnot 
dle hodnot vstupních. Výsledná chyba se využívá jako odhad kvality trénované sítě. 
Hluboké učení (deep learning) 
Deep learning je metodou strojového učení založená na neuronových sítích. Lze 
ji využít pro všechny tři v této práci zmíněné přístupy k učení. Rozdíl oproti klasickému 
využití neuronových sítí je v tom, že deep learning využívá víc skrytých vrstev, které 
představují zmíněnou „hloubku“ (příklad na obr. 7). Tento fakt umožnuje metodám 
využívajícím deep learning se lépe vypořádat s komplexními problémy. Obecně platí, že 
čím je problém komplexnější tím více skrytých vrstev model využije [9]. Výhodou deep 
learningu proti ostatním metodám strojového učení je tedy to, že dokáže pracovat 
s většími objemy dat. Dále dokáže být zvláště užitečný pro modely založené na 
nestrukturovaných datech [9]. K trénování se využívá stejně jako u klasických 
neuronových sítí algoritmus zpětné propagace (Backpropagation). 
 Mezi metody neuronových sítí využívajících deep learning patří Konvoluční 
neuronové sítě (Convolutional neural networks), Dlouhá krátkodobá paměť (Long short-
term memory) a další. 
Deep learning je pro oblast virtuálních senzorů celkem podstatný, protože 
v průmyslových procesech, kde jsou virtuální senzory často aplikovány, se lze setkat 












Obr. 7:  Příklad Neuronové sítě využívající deep learning [32]  
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3.3.2 Neuro-Fuzzy Systémy 
Jedná se o kombinaci Neuronových sítí a fuzzy logiky. Fuzzy logika je rozšíření výrokové 
logiky o hodnoty z intervalu <0; 1>, které reprezentují jakousi míru nejistoty. Základy 
fuzzy logiky definoval profesor L. A. Zadeh v roce 1965 [33]. 
Neuro-fuzzy systémy tedy přebírají z fuzzy logiky popis nejistoty, neurčitosti a 
kombinují to se strojním učením z neuronových sítí, kde je cílem potlačení nevýhod obou 
zmíněných přístupů. Pro Neuro-fuzzy systémy lze využít jednu z několika architektur, 
přičemž Adaptivní síťové fuzzy inferenční systémy (zkráceně ANFIS) vykazují jedny 
z nejlepších přesností predikcí [34]. 
Adaptivní síťové fuzzy inferenční systémy (Adaptive neuro fuzzy inference system) 
Adaptivní síťové fuzzy inferenční systémy jsou jedny z prvních neuro-fuzzy systémů. 
Tato architektura využívá Takagi–Sugeno–Kangův fuzzy interferenční systém [34]. Na 















Obr. 8:  Struktura ANFIS [34] 
V první vrstvě jsou vstupní neurony, které přiřazují vstupní hodnoty další vrstvě. 
Následující druhá vrstva se stará o přiřazení fuzzy hodnot výstupním hodnotám. Neurony 
třetí vrstvy reprezentují pravidla a přepočítávají výstup podle síly pravidla, co 
reprezentují. Ve čtvrté vrstvě se vypočítá poměr síly pravidla k sumě všech pravidel. 
V páté vrstvě probíhá defuzzyfikace a poslední vrstva (případně vrstvy) je výstupní vrstva 
sumující všechny své vstupy. 
Učení této sítě probíhá ve dvou fázích, které se iterativně opakují. V první fázi 
jsou parametry funkcí v páté vrstvě vyladěny pomocí metody nejmenších čtverců (least 
mean square method) [34]. Ve druhé fázi jsou pomocí algoritmu zpětné propagace 
(backpropagation algorithm) upraveny parametry funkcí ve druhé vrstvě [34]. 
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3.3.3 Metody podpůrných vektorů (Support vector machines - SVM) 
Metody podpůrných vektorů v literatuře známé také jako Kernel machines jsou metodou 
strojového učení, která je založena na statistické teorii učení. Mají dobře známou 
vlastnost, že jsou universálními aproximátory jakékoliv vícerozměrné funkce na 
jakýkoliv požadovaný stupeň přesnosti [35, 36].    
Metody podpůrných vektorů můžou mít tři různé typy výstupů: binární, 
multinomiální nebo spojité [37]. První dva typy spadají pod klasifikaci podpůrných 
vektorů (Support vector classification). Spojité výstupy poté představují regresi 
podpůrných vektorů (Support vector regression - SVR) [37]. 
Klasifikace podpůrných vektorů 
Cílem klasifikace podpůrných vektorů je vytvořit nejlepší hranici, která může 
rozdělit n-dimenzionální prostor do tříd, abychom mohli v budoucnu snadno zařadit nová 
data do správné kategorie. Tato hranice se nazývá nadrovina (hyperplane). K tvorbě této 
nadroviny si algoritmus vybere hraniční body/vektory. Tyto hraniční případy se nazývají 
podpůrné vektory. Vzdálenost mezi nadrovinou a podpůrnými vektory se označuje jako 
margin. Optimální nadrovina má maximální vzdálenost mezi nejbližšími datovými body 
z každé třídy [38]. Jednoduchý příklad této klasifikace lze vidět na obr.9. Tento odstavec 




























Regrese podpůrných vektorů 
Regrese podpůrných vektorů je rozšíření metody podpůrných vektorů. Rozdíl oproti 
původní metodě je v tom, že místo hledání rozdělující nadroviny se snaží predikovat 
funkční závislost f(x) pomocí „uzavření“ co nejvíce datových bodů v pásmu ohraničeném 
podpůrnými vektory [40]. K lepšímu pochopení je nutno zavést parametr 𝜀. Tento 
parametr udává šířku okraje, a proto se od něj odvíjí tolerance chyb modelu [40]. Pro 
různé datové soubory je třeba zvolit jinou hodnotu parametru 𝜀. Na obr. 10 lze vidět 
















Obr. 10:  Příklad regrese podpůrných vektorů převzato z [41] 
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3.3.5 K – Nejbližších sousedů (K – Nearest Neighbors) 
K – Nejbližších sousedů je běžně využívaný algoritmus pro klasifikaci i regresi. 
V klasifikaci je každá třída dána sadou ukázkových vzorků, kterými je natrénována. Když 
poté má být klasifikována nově přidaná neznámá hodnota, algoritmus najde na základě 
vzdálenostní funkce (např. Euklidovské vzdálenosti) jeho k nejbližší sousedy mezi 
ostatními vzorky a zařadí do tříd na základě většího množství sousedů z dané třídy [42]. 
Hodnota k je tedy počet nejbližších sousedů. Aby se zabránilo nerozhodným výsledkům, 
v oblastech překrývání tříd, volí se hodnota k lichá. Míra chybovosti je díky tomu v praxi 
malá [42]. Na obr. 11 lze vidět jednoduchý příklad klasifikace do dvou tříd se 













Obr. 11:  Příklad metody klasifikace k – nejbližších sousedů [43] 
  
 




Gray-box modely kombinují model-driven (white-box) a data-driven (black-box) 
modely, což znamená že využívají část známých a neznámých parametrů. V literatuře se 
lze s nimi setkat i pod názvy „semi-analytické“, „semi-fyzické“, „semi-parametrické“ 
nebo „hybridní“ modely [44].  Jako hybridní modely jsou označovány i spojení dvou 
black-box modelů z čeho vyplývá, že všechny gray-box modely lze označovat jako 
hybridní modely, ale všechny hybridní modely nemusí být zrovna gray-box modely [44]. 
Cílem gray-box modelů je kompenzovat nedostatky samostatných black-box nebo white-
box modelů zvýšením přesnosti a spolehlivosti. Principem hybridních modelů je, že když 
se objeví nový provozní stav tak se predikce přikloní spíše k výsledkům white-box 
modelu. Predikce black-box modelu se využívají spíše při již známých provozních 
stavech [16]. 
Existují dva hlavní přístupy využívané u gray-box modelů: sériové a paralelní 
modely [16]. Na obr.12 lze vidět sériový (vlevo) a paralelní model (vpravo), kde u jsou 









Obr. 12:  Schéma sériového a paralelního gray-box modelu [16] 
Sériový přistup využívá black-box model k tvorbě modelových parametrů 
ve white-box modelu, který pak představuje výsledný modelovaný proces [16, 42]. Díky 
tomu mohou být parametry modelu neznámé, neměřitelné, měnící se časem nebo jinak 
nejisté. 
Paralelní přístup využívá black-box modely predikci zbytků, které nejsou 
objasněny pomocí white-box modelu [16, 44]. Při provozu je predikce z black-box 
modelu přidána k výstupu white-box modelu, čímž se dosáhne výsledné predikce, která 
je více odpovídá reálnému chování systému.
 
Ústav automatizace a informatiky, FSI VUT v Brně, 2021 
31 
 
4 TVORBA VIRTUÁLNÍCH SENZORŮ 
V této sekci následuje seznámení s obecnou metodologií používanou pří tvorbě 
virtuálních senzorů a popis jednotlivých kroků. Pro vytvoření model-driven senzoru je 
především nutno sestavit vztahy popisující fyzikální vlastnosti procesu. Z tohoto důvodu 
je jejich tvorba o něco složitější a tato práce se tímto nebude zabývat. 
Při tvorbě data-driven senzorů se využívá zobecněný postup. V literatuře [1, 2, 7, 
45] se postupy mírně odlišují, ale v podstatě jde o to samé. Na obr. 13 lze vidět prostředí 
virtuálního senzoru, kde k tvorbě jsou potřeba dříve získaná (historická) data a odborné 
znalosti. Dále je třeba zvolit vhodné metody předzpracování a predikce, díky tomu může 
vzniknout virtuální senzor, který poté pomocí on-line dat vytvoří predikci. Ovšem ke 
zvýšení kvality predikce je nutno provádět údržbu virtuálního senzoru. Údržba vyžaduje 
odborných znalostí, on-line dat a předchozích predikcí, pomocí kterých umožňuje 
virtuálnímu senzoru přizpůsobovat se dynamickým procesům. Následující podkapitola se 























Obr. 13:  Vývojové a provozní prostředí virtuálního senzoru převzato z [21] 
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4.1 Postup tvorby data-driven virtuálních senzorů 
Tvorba data-driven senzorů je prováděna v podobných krocích jako rozpoznávání vzorů 
(pattern recognition) a teorie identifikace systémů. Postup tvorby popsaný v této práci je 
inspirován hlavně z [45], ale podobné přístupy či popisy dílčích kroků lze najít v [1, 2, 6, 
19, 46]. Postup tvorby virtuálních senzorů lze shrnout do pěti obecných kroků (viz obr. 
14), ke kterými je ještě v této kapitole ke konci přidána z důvodu její důležitosti i údržba 
modelu. Pěti zmíněnými kroky jsou: 
 
1. sběr a filtrování dat, 
2. výběr vstupních proměnných, 
3. výběr modelu, 
4. trénování modelu, 












Obr. 14:  Schéma tvorby data-driven senzorů [45] 
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4.1.1 Sběr a filtrování dat 
Sběr dat probíhá z řídících systémů, historických databází či je lze získat pomocí 
experimentů. Nasbíraná data by měla co nejlépe popisovat celou dynamiku systému, 
model nemůže poskytnout více informací, než je uloženo v datech samotných [45]. Po 
shromáždění dat probíhá první část jejich filtrování a předzpracování. Běžně tato část 
spočívá v převzorkování (resampling), detekci a odstranění odlehlých hodnot, filtrování 
šumu a normalizaci [19, 45]. Cílem této části je získat přehled o celkové struktuře dat a 
rozpoznat evidentní problémy, se kterými se lze vypořádat již v počátcích tvorby [19]. 
Tento krok představuje první fázi předzpracování. Druhou a poslední fázi představuje 
následující krok – výběr vstupních proměnných. 
4.1.2 Výběr vstupních proměnných 
Výběr vstupních proměnných obecně slouží k protřídění možných vstupních proměnných 
pouze na ty, jenž mají co nejvyšší možnou informační hodnotu. Soubory dat z různých 
databází či informačních systému běžně mohou obsahovat data, která nebudou příliš 
relevantní pro konkrétní aplikace virtuálních senzorů. Jejich odstraněním tedy nebude 
nijak nepříznivě ovlivněna schopnost predikce. Cílem výběru vstupních proměnných je 
zkrácení doby vývoje modelu, snížení jeho komplexnosti, snížení pravděpodobnosti 
přeučení (overfittingu) a celkově umožnění vývoje virtuálního senzoru pro určité aplikace 
[1,19]. Většina literatury uvádí, že k úspěšnému sestavení modelu virtuálního senzoru je 
zapotřebí pouze malé množství proměnných [1]. 
Pokud je to možné tak výběr nejrelevantnějších vstupních proměnných provádějí 
kvalifikovaní pracovníci, kteří mají dostatečné zkušenosti a znalosti najít proměnné 
nejvíce ovlivňující cílovou proměnou. V aplikacích virtuálních senzorů se mohou 
vyskytovat velké množství kandidátů na vstupní proměnné, jejich počet může dosahovat 
až tisíců [1]. Pro tyto případy nemusí být výběr vhodných proměnných na základě znalostí 
procesu proveditelný.  
Pro výběr vstupních proměnných se využívají metody učení bez učitele konkrétně 
redukce dimenzionality (viz kapitola 2.1.2). Mezi tyto metody patří Analýza hlavních 
komponent (Principal Component Analysis – PCA) a její rozšíření jako jsou Nonlinear 
PCA [46], Kernel PCA [47] či jiné [43]. Dále je možno využít i další metody jako 
Kohonenovy samo-organizační mapy (Self-Organizing Maps) [48], Isomapy (Isomaps) 
[49, 50], Laplaceovy Eigenmapy (Laplacian Eigenmaps) [51, 52] a další [43]. Porovnání 
vybraných metod výběru proměnných pro virtuální senzor využívající metodu 
nejmenších čtverců lze nalézt v [53]. 
Popřípadě lze využít i metody učení s učitelem. Při výběru vstupních proměnných 
pomocí těchto metod se zohledňují vztahy mezi vstupními a výstupními proměnnými, 
které souvisí s přesností příslušného modelu [1]. Cílem je dosáhnout co nejvyšší možné 
přesnosti modelu. Pro hledání mezi možnými vstupními proměnnými se využívají různé 
strategie, které lze dělit do následujících skupin: filtrovací metody, wrapperové metody 
(wrapper methods), vestavěné metody (embedded methods) a hybridní metody [43,54]. 
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Filtrovací metody využívají statistické míry (např. korelační koeficient, vzájemná 
informace) ke kvantifikaci kvality podskupiny nezávisle na použitém modelu [1]. 
Wrapperové metody používají jako kritérium výkonnost modelu, například pomocí 
Střední kvadratické chyby (Mean squared error) nebo Akaikova informačního kritéria 
(Akaike information criterion) [1]. Vestavěné metody provádějí výběr proměnných 
v procesu učení a jsou obvykle specifické pro dané strojové učení [54]. Hybridní metody 
kombinují různé dříve jmenované metody, čím často přináší lepší výsledky a menší 
náročnost výpočtů [43]. 
4.1.3 Výběr modelu virtuálního senzoru 
Dále je třeba se rozhodnout jaký typ modelu bude pro daný účel nejvhodnější. Model-
driven modely jsou obvykle zaměřeny na popis optimálních ustálených stavů. Tento typ 
virtuálních senzorů je založen především na odvození rovnic, které mohou popsat 
fyzikální a chemické vztahy procesu. Jejich hlavní nevýhodou je, že jsou považovány za 
poměrně časově náročné, protože většina procesů je složitá, a navíc nejsou schopny 
popisovat skutečné podmínky procesu [19]. Pro komplexní systémy může být tento 
přístup i prakticky nerealizovatelný [1].  
Data-driven modely jsou schopny popsat skutečné podmínky procesu, umožnují 
spolehlivý odhad neměřitelných procesních veličin a vyžadují méně znalostí o systému, 
který má být modelován. Z těchto důvodů se data-driven modely stávají stále populárnější 
v průmyslové praxi [2]. Nicméně tento přístup vyžaduje intenzivní práci s daty. Problémy 
data-driven senzorů spočívají ve výběru správné metody a struktury prediktivního 
modelu. Výběr prediktivního modelu je velmi důležitý, protože prediktivní model je 
srdcem virtuálního senzoru a jeho optimální výběr je důležitý pro výkonnost samotného 
virtuálního senzoru [19]. Proto velká část publikovaných prací, které se soustředí na vývoj 
virtuálních senzorů pro konkrétní aplikace vždy navrhuje několik metod, které následně 
mezi sebou porovná a vybere tu nejlepší z nich. 
Zvolená metoda prediktivního modelu se odvíjí od datového souboru popisujícím 
proces, pro který se bude virtuální senzor modelovat. Existují dvě možnosti: lineární a 
nelineární model. Podle mnoha autorů by měl být lineární model zvažován vždy před 
modelem nelineárním [1]. Popřípadě je možnost začít s jednoduchým modelem jako je 
lineární regrese a postupně zvyšovat složitost modelu, dokud nebude uživatel s modelem 
spokojený [19]. Příkladem nelineárních modelů jsou hluboké neuronové sítě (deep neural 
networks), které mají uspokojivé výsledky pro vysoce nelineární procesy, protože 
získávají podrobnější informace v hlubších vrstvách sítě při velkých tréninkových 
souborech [19]. Cílem je tedy učinit správné rozhodnutí na základě dostupných dat a 
potřeby aplikace, tak aby model poskytoval uspokojivé výsledky, nebyl zbytečně složitý 
a zvolená metoda byla schopna reprezentovat realitu. Dosáhnutí těchto cílů souvisí 
s zkušenostmi daného pracovníka, co bude virtuální senzor aplikovat a s jeho znalostí 
využívaných metod a jejich aplikace.  
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4.1.4  Trénovaní a validace modelu 
Virtuální senzory často pracují s velkým počtem vzorků a využívají poměrně složité 
metody modelování, proto běžně vyžadují velmi dlouhou dobu trénování. Kvůli tomu je 
typické používat jednoduché rozdělení vzorků dat na trénovací a validační, popřípadě na 
trénovací a testovací data [19]. Pomocí trénovacích dat je vybraný model virtuálního 
senzoru trénován a následně pomocí validačních/testovacích dat je vyhodnocena jeho 
výkonnost. Samotné trénování se pak odvíjí od zvolené metody. Pro provádění 
vyhodnocení jsou nezbytné nezávislá data, existují různé přístupy k tomuto vyhodnocení 
jako jsou automatické rozdělení trénovacího souboru dat na trénovací a validační soubor 
dat nebo vyhodnocení výkonnosti pomocí k-násobné křížové validace [19]. 
Cílem validace je vyhodnotit schopnost natrénovaného modelu provést zobecnění 
na neznámá data. Validace se provádí pomocí nějaké metriky výkonnosti, obvykle 
pomocí střední kvadratické chyby (Mean Squared Error – MSE) nebo pomocí 
normalizované efektivní chyby (Normalized Root Mean Squared Error – NRMSE) [1]. 
NRMSE je normalizovanou verzí MSE, často je vyjádřena v procentech pro intuitivnější 
analýzu výkonu modelu [1]. U obou těchto metrik platí, že nižší hodnoty značí lepší 
modely. 
 
4.1.5 Údržba (maintenance) modelu 
Při tvorbě virtuální senzoru využíváme dříve získaná data. Tato data však mohou 
obsahovat jen omezené informace, které odpovídají určitému časovému období, 
popřípadě se zaměřují na omezené množství provozních oblastí zvoleného procesu. Při 
řešení událostí, které nejsou popsány v těchto dříve získaných datech, mají virtuální 
senzory tendenci snižovat svůj výkon [1].  
Cílem údržby modelu je udržovat vyhovující úroveň predikce i za přítomnosti 
variací procesu nebo nějaké změny dat. Toho je obecně dosaženo aktualizací modelu 
virtuálního senzoru pomocí nových vzorků získaných v průběhu procesu [1]. V této 
souvislosti jsou modely virtuálních senzorů označovány jako adaptivní [1,21].  
V současné době pořád platí, že většina virtuálních senzorů navrhovaných 
v literatuře neobsahuje automatizované mechanismy jejich údržby [2]. Následkem toho 
je nutnost pravidelných kontrol kvality predikce virtuálních senzorů, což může zvýšit 
jejich nákladnost.
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5 POUŽÍTÍ V PRAXI 
V této kapitole následuje seznámení typy využití virtuálních senzorů převážně 
v průmyslové praxi. Poté následuje průzkum metod využívaných pro prediktivní modely. 
Průzkum je zaměřen hlavně na aktuální trendy. 
5.1 Typy aplikací ve výrobních procesech 
Prvotní aplikací virtuálních senzorů je off-line predikce [2]. Následným vývojem byli 
metody používané pro tvorbu off-line virtuálních senzorů rozšířeny i pro on-line predikci 
a další aplikace.  
5.1.1 Off-line predikce 
Jedná se o predikci na základě dříve získaných dat, která neprobíhá v reálném čase. K off-
line predikci lze využít metody lineární regrese, metodu nejmenších čtverců, metoda 
částečných nejmenších čtverců a další [21]. Dnes je tato metoda málo využívána, protože 
pro většinu aplikací je on-line predikce vhodnější. 
5.1.2 On-line predikce 
Nejběžnější aplikace virtuálních senzorů. Jedná se o odhad hodnot probíhající v reálném 
čase. Většinou se využívá pro hodnoty, co nelze měřit pomocí automatizovaných měření. 
To často platí pro kritické hodnoty, které souvisí s kvalitou výsledného produktu. 
Virtuální senzory můžou v takových případech poskytnout užitečné informace o 
sledovaných hodnotách a v případě, že predikce splňuje dané standardy, může být také 
začleněna do automatických regulačních smyček procesu [2]. Trénování virtuálních 
senzorů aplikovaných pro on-line predikce stále probíhá off-line pomocí dříve získaných 
dat. 
5.1.3 Monitorování procesu  
Další oblastí využití virtuálních senzorů je sledování procesů. Systémy můžou být učeny, 
aby analyzovali provozní stav eventuálně, aby rozpoznávali možné chyby procesu. 
Výhodami této metody jsou zohlednění všech vstupních parametrů, čehož dosahují 
použitím vícerozměrné statistiky (multivariate statistics) a poskytnutí informací o podílu 
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5.2 Průzkum metod aplikovaných v praxi 
V této části následuje lehký přehled metod využívaných ve vědeckých publikacích. 
Následující tabulka Tab.1 vychází z 50 náhodně vybraných článků publikovaných v roce 
2020 nebo 2021 na téma virtuální senzorů (soft senzors) [56-105]. Jedná se o metody 
využívané primárně pro prediktivní modely. Většina článku obsahuje více metod, ale pro 
větší přehlednost byla vybrána vždy metoda, která ve zvoleném článku měla nejlepší 
výsledky nebo byla zvolena pro danou aplikaci. Kategorizace v tabulce nemusí přesně 
odpovídat metodám užitých v pracích. Většina z nich využívá různorodé rozšíření a 
optimalizace metod, které metody výrazně odlišují a tato práce slouží spíše pro všeobecný 
přehled.  







1 Neuronové sítě 
[56],[58], [61], [63-
64], [67-68], [72], 
[75-77], [79-82], 
[84-98], [90-94], 
[98], [101], [103] 
28 56 % 
2 Metoda nejmenších čtverců 
[66], [78], [83], 
[100], [104] 
5 10 % 
3 Algoritmus k-nejbližších sousedů [59], [65], [70], [95] 4 8 % 
4 Náhodný les (Random Forest) [69], [73]  2 4 % 
5 
Metoda podpůrných vektorů 
(Support vector machines) 
[62] 1 2 % 
6 
 Metoda relevantních vektorů (Relevant 
vector machine) 
[74] 1 2 % 
7 
Regrese hlavních komponent 
(Principal component regression) 
[60] 1 2 % 
8 
Gaussova procesní regrese 
(Gaussian process regression) 
[61] 1 2 % 
9 
Gaussova směsná regrese 
(Gaussian mixture regression) 
[105] 1 2 % 
10 
D-vine copula kvantilová regrese 
D-vine copula quantile regression 
[57] 1 2 % 
11 
Evolutionary optimization-based pseudo 
labeling method 
[97] 1 2 % 
12 Hybridní First principle model [99] 1 2 % 
13 Stacking generalization [102] 1 2 % 
14 Neuro-fuzzy system [89] 1 2 % 
15 Multiple linear regression [96] 1 2 % 
Tab. 1:  Aplikované metody v literatuře [60-110] 
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Z dat vyplývá, že nejběžněji využívanou metodou jsou Umělé neuronové sítě. To 
je ovšem pořád velmi široký rozsah, do kterého spadá velké množství metod. Proto byla 
zpracována další tabulka Tab. 2 kde je vidět, které konkrétní typy Neuronových sítí jsou 
využívány. 
 




1 Multi-layer Perceptron [56], [58], [63], [94] 4 14,3 % 
2 
Long short-term memory - 
deep learning 
[72], [86], [90], [92] 4 14,3 % 
3 Recurrent neural network [81], [84], [91], [98] 4 14,3 % 
4 
Convolutional neural 
network - deep learning 
[64], [75], [79] 3 10,7 % 
5 
Stacked Autoencoders - 
deep learning 
[80], [88], [101] 3 10,7 % 
6 Extreme learning machine [68], [87], [103] 3 10,7 % 
7 Autoencoders [61], [77] 2 7,1 % 
8 Echo state network [76], [93] 2 7,1 % 




[82] 1 3,6 % 
11 Deep belief network [8] 1 3,6 % 
Tab. 2:  Konkrétní metody aplikace neuronových sítí z Tab. 1 
V Tab.2 lze vidět již mnohem rovnoměrnější rozdělení, kde není žádná metoda 
většinově zastoupena. Dále je vhodné zmínit že metody využívající deep learning 
představují zhruba 43 % z výše zmíněných metod [64, 67, 72, 85, 79, 80, 85, 86, 88, 90, 
92, 101]. 
Ze zmíněných prací využívají [62, 80, 85, 97] kombinované metody učení 
s učitelem a bez učitele (semi-supervised learning), které mohou umožnit tvorbu 
virtuálního senzoru v případě malého množství oštítkovaných dat. Tyto metody budou 
v budoucnosti více zkoumány, protože jejich přínosem může být rychlejší a lepší tvorby 
virtuálních senzorů. 
Dominantním typem aplikace virtuálních senzorů je On-line predikce. Tento typ 
lze nalézt skoro v každé výše zmíněných pracích, až na nějakou výjimkou, kde je typem 
aplikace monitorování systému [64, 65].  
Většina virtuálních senzorů ve zmíněném souboru prací využívají Data-driven 
metody. Model-driven metody samostatně nejsou využity ani v jedné práci, ale v 
hybridním modelu v kombinaci s data-driven metodami jsou využity v pracích [70, 81, 
96, 104].  
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V některých pracích jsou zmíněné i adaptivní modely. Nejčastěji zmíněnými 
adaptivním modelem je Just-in-time learning, který je zmíněn i aplikován v [74, 77, 78, 
87, 90, 105]. 
Oblasti aplikací virtuálních senzorů jsou různorodé.  Ve zmíněném souboru prací 
jsou virtuální senzory aplikovány v chemickém průmyslu [57, 58, 60, 66, 69, 80, 96, 97, 
103], v rafineriích [67, 87, 88, 94, 95], v čističkách odpadních vod [56, 62, 65, 104], ve 
výrobě polymerů [67, 91, 92, 93], v elektrárnách [82, 87] a dalších aplikacích. Mezi 
zajímavé metody aplikace patří virtuální senzor na neinvazivní hodnocení 
kardiovaskulárního rizika [73] a virtuální senzor pro posuzování chování řidičů [89].
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6 BUDOUCÍ MOŽNÉ SMĚŘOVÁNÍ VÝVOJE 
Virtuální senzory získávají postupně na popularitě v širokém spektru průmyslových 
aplikací pro sledování procesů a řízení. Dle názoru autora je to částečně důsledkem 
většího rozšíření strojového učení, které se ve formě virtuálních senzorů snaží i dostat do 
průmyslu. Problémem virtuálních senzorů je, že dost záleží na individuální aplikaci, pro 
kterou musí být onen virtuální senzor vytvořen „na míru“ což činí zařazení do řídících 
struktur o něco složitější. Rozhodně v blízké době vzniknou nebo dokonce již vznikají 
frameworky, což jsou softwarové struktury sloužící jako podpora při programování a 
vývoji, které tvorbu virtuálních senzorů mnohonásobně usnadní. Popřípadě i jiné nástroje 
pro další usnadnění jejich tvorby a aplikace. 
Autor při hledání informací o tomto tématu narazil na mnoho již vytvořených 
virtuálních senzorů pro jednoduší aplikace např. měření teploty či vlhkosti vzduchu, kde 
se použilo méně klasických senzorů a predikci dodatečných měření prováděli právě ty 
virtuální [55]. Tento trend bude jistě pokračovat a postupně se rozšiřovat do četného 
množství průmyslových aplikací jako jsou například automatické výrobní linky a obecně 
aplikace průmyslu 4.0, kde můžou virtuální senzory pomoci nahradit velké množství 
hardwarových senzorů nebo umožnit jinak obtížná měření a tím snížit náklady výroby. 
Další uplatnění v praxi virtuální senzory najdou hlavně v automatizované výrobě. 
V kapitole 5.2 byl uveden průzkum článků vydaných přibližně v posledním roce 
sloužící k zjištění aktuálních trendů v oblasti virtuálních senzorů. Tam bylo zjištěno, že 
zhruba 50 % článků o virtuálních senzorech z vybraného vzorku využívá Umělé 
neuronové sítě, část z toho asi kolem 40 % deep learning. Takže lze usoudit, že neuronové 
sítě jsou atraktivní metodou pro virtuální senzory a nejspíše budou i do budoucna. 
V budoucnu se budou více využívat metody kombinace učení s učitelem a bez 
učitele. Jejich hlavní výhodou je, že nepotřebují tolik oštítkovaných (labeled) dat 
k trénování a lze je trénovat i pomocí dat neoštítkovaných (unlabeled). To může být 
obzvláště výhodné pro aplikace s velkým množstvím nestrukturovaných dat, kde nebude 
potřeba věnovat tolik úsilí strukturování a oštítkování dat. Ve výsledku to může ušetřit 
čas nebo dokonce umožnit nějaké jinak příliš obtížné aplikace. 
Dále adaptivní modely budou hrát podstatnou roli v budoucnosti virtuálních 
senzorů. Umožní dlouhodobou aplikaci virtuálních senzorů, který bude adaptivně 
udržován díky čemuž se jeho výsledky nebudou časem tolik zhoršovat, což je u 
obyčejných data-driven senzorů problém nastávající poměrně běžně. Již dnes lze 
v článcích najít frameworky pro adaptivní modely nezávislé na zvoleném prediktivním 
modelu. Příkladem je Just-in-time learning. Jedná se on-line modelovací framework 
vhodný pro průmyslové procesy s komplikovanými nelineárními charakteristikami [92].  
 
 




Obecně jsou virtuální senzory metodou, která má velký potenciál v průmyslových 
aplikacích. Jejich zavedení může být velkou oporou pro řízení, kde můžou dodávat cenné 
informace o kvalitě procesů, případně pomoct se snížením výdajů na nákladná měření či 
umožnit získat uspokojivé výsledky s nižším počtem běžných senzorů. Cílem této práce 
je informovat o možnostech virtuálních senzorů, seznámit čtenáře s jejich strukturami,  
tvorbou a metodami strojového učení, které se běžně využívají. Dále poskytnout náhled 
do jejich možných aplikací v budoucnu jako je například zařazení virtuálních senzorů do 
řídích struktur či četné rozšíření aplikace virtuálních senzorů v rámci průmyslu 4.0. 
První kapitola po úvodu se snaží čtenáře seznámit se strojovým učením obecně. 
Informuje o různých přístupech k učení jako je učení s učitelem, učení bez učitele a 
kombinace učení s učitelem a bez učitele. Poté kapitola popisuje cíle klasifikace, regrese, 
shlukování a redukce dimenzionality a jejich vztah k virtuálním senzorům. 
Další kapitola popisuje prediktivní modely, které jsou nejdůležitější části 
virtuálních senzorů. Popisuje typy struktur a rozdíly mezi jednotlivými strukturami. 
Kapitola (i práce obecně) je více zaměřená na data-driven virtuální senzory, protože jsou 
nejvíce využívané. 
Následující kapitola se zabývá tvorbou virtuálních senzorů. Popisuje obecný 
postup, který lze při jejich tvorbě využít a upozorňuje na co si dávat při tvorbě pozor. 
Předposlední kapitola se věnuje využití virtuálních senzorů v praxi.  Popisuje 
jejich běžné typy aplikací. Dále je proveden průzkum jejich aplikací a vývoje v posledním 
zhruba roce, což umožnuje shrnutí nových trendů.  Jejich dominantní aplikace je on-line 
predikce a nejčastěji využívanou metodou jsou neuronové sítě. 
Poslední kapitola se věnuje budoucnosti virtuálních senzorů. Zde autor dle svých 
názorů zhodnotí další vývoj a popíše co si myslí o dalších aplikacích virtuálních senzorů. 
To je v širším aplikování virtuálních senzorů v průmyslu 4.0, častější využití adaptivních 
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