The Li-Wan sieve formula is generalized when the underlying set X is symmetric. The new formula is used to count restricted multisets, leading to several classical formulas in a unified way. Furthermore, an application to the multisubset sum problem over finite abelian groups is given.
1. Introduction 1.1. Distinct coordinate counting. Let D be a nonempty set, D k be the k-ary Cartesian power of D and X be a finite subset of D k . Each element x ∈ X is written as an ordered k-tuple x = (x 1 , x 2 , . . . , x k ) with x i ∈ D. Motivated by various problems arising from coding theory and number theory [2, 3, 4, 14] , we are interested in understanding the structure of the set
which consists of "distinct coordinate vectors" in X. In particular, when X is finite, we want to compute its cardinality, or more generally, evaluate complex function sums defined over X.
Note that if D = F is a field, then
where B k is the braid arrangement consisting of hyperplanes B k : x i − x j = 0, 1 ≤ i < j ≤ k in the vector space F k . Thus it is natural to study X from the viewpoint of hyperplane arrangements. Furthermore, if D is a topological space and X = D k , then X is called the k-th configuration space of D, which is an interesting object in topology. Let X ij = {(x 1 , x 2 , . . . , x k ) ∈ X : x i = x j }. Then the classical inclusion-exclusion principle gives
However, the number of terms in the above summation is 2 ( k 2 ) , which easily causes large total errors. In fact, this is a major bottle-neck of the inclusion-exclusion sieving. In most applications, people use Bonferroni inequalities to get weaker bounds such as
(1.1)
These bounds play important roles in many problems in combinatorics, number theory, probability theory and theoretical computer sciences. However, they are usually restrictive. For example, (1.1) is only valid when |X| > k 2 . A natural question is then to find simpler explicit formulas or sharper bounds.
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A formula discovered by Li and Wan [10] gives an approach to compute |X| through a simpler way. The new formula, which will be explained in the following theorem, shows that there exists a large amount of cancelations in the above summation. The number of terms in the summation was significant reduced from 2 ( k 2 ) to k!, or even fewer, to the partition function p(k) if X is symmetric. There is a natural action of the symmetric group S k on elements of X defined as follows. For τ ∈ S k and x = (x 1 , x 2 , . . . , x k ) ∈ X, define τ • x := (x τ (1) , x τ (2) , . . . , x τ (k) ). Let X τ be the set of elements in X invariant under the action by τ . Since each τ can be written as a product of disjoint cycles τ = τ 1 τ 2 · · · τ ℓ(τ ) uniquely up to the order of the cycles, clearly we have X τ = {(x 1 , x 2 , . . . , x k ) ∈ X : x i are equal for i ∈ τ j , 1 ≤ j ≤ ℓ(τ )}. In particular, if X is symmetric, that is, invariant under the action of S k , then
2)
where C(τ ) is the size of the conjugate class determined by τ and X τ is naturally defined over C k , the set of all conjugate classes in S k .
It is quite surprising that Theorem 1.1 was not known before since the Möbius inversion over Π k was known in the 1960s, where Π k is the poset of all partitions of [k] ordered by refinement. Precisely, the Möbius inversion formula gives the following formula for |X|.
In the nice geometrical lattice Π k , an explicit expression for the Möobius function µ(0, τ ) (see Proposition 2.2) was given independently by Schützenberger in 1954, and Frucht and Rota [19] in 1964. However, the above formula is not convenient to use. One possible reason is that counting problems over set partitions seems more complicated than over permutations in some sense.
We now explain further why counting over permutations might be simpler. Suppose a permutation τ ∈ S k is of type (c 1 , c 2 , . . . , c k ), that is, it has c i cycles of length i. It is well-known that the number of conjugate class determined by τ is given by 
The readers are referred to [10, 11] for more details and the proof of Theorem 1.1. It turns out that this technique has played an important role in many interesting problems in number theory and coding theory. In particular, it is used to give very good estimates for character sums over some special subsets of algebraic structure in an abelian group.
First, the formula gives an elementary way for counting subsets S of F * q such that x∈S x m = b, which was first studied by Odlyzko and Stanley for prime q [18] . Note that this new method has the advantage to count the number of k-subsets S of F * q satisfying the same equality [7, 21] . Second, since a subset can be naturally regarded as a vector with distinct coordinates, the formula provides a new counting approach for investigating the subset sum problem, a well-known NP-complete problem, from a mathematical point of view. Precisely, it is possible to explicitly enumerate subsets of a finite subset D ⊆ G subject to the subset sum restriction, where G is an abelian group. Here, for example, G could be the additive group of a finite field, the multiplicative group of a finite field, the rational group of an elliptic curve over finite fields, etc., and D could be a subset with algebraic structure (a subgroup, for example) or an arbitrarily large subset of G. Many explicit or asymptotic formulas were obtained for different subsets D in these situations. See for example [9, 11, 12] . Further applications can be found in [6, 8, 13] .
In this paper, the Li-Wan's sieve formula is generalized to multisets when X is symmetric. This generalization allows us to count more complicated combinatorial objects naturally, as shown in subsection 1.4.
, . . . , x τ (k) ) ∈ X for any x = (x 1 , x 2 , . . . , x k ) ∈ X and any τ ∈ G. An S k -symmetric subset X is simply called symmetric. From now on, we always assume that X is symmetric. Then X can be viewed as a restriction on the k-multisets on D. Specifically, a k-multiset
Since X is symmetric, the order of the elements x 1 , x 2 , . . . , x k doesn't matter and thus the restriction X is well-defined. Alternatively, one can think of the set of k-multisets on D with restriction X as the image of X under the map (
In recent studies of polynomials with prescribed range over finite fields [16] and the bijective proof problem of necklaces and zero-sum multisets [1] , the problem of counting the number of restricted k-multisets has attracted extensive research interest. Precisely, we would like to the cardinality of the set Thus M r (X) refines M(X) in the sense that M(X) = k r=1 M r (X). Counting the cardinality of M r (X) has already been an interesting problem in enumerative combinatorics. For instance, when r = k, |M k (X)| counts the number of k-subsets of D with restriction X, which is a distinct coordinate counting problem that can be handled by the Li-Wan sieve.
Apart from objects in M r (X), restricted multisets has interesting relations to some other combinatorial objects. For instance, a surprising bijective construction between inequivalent 2-colored cyclic necklaces and zero-sum subsets on Z/nZ was given by Chan [1] . This answered a question raised by Stanley (see [20] , page 136), which was open for many years. Since the bijective map given by Chan was generalized to restricted multisets, our results may give new insights into this construction.
To be precise, let j ≥ 0 be an integer and let M ≤j (X) denote the set of k-multisets with restriction X and with the multiplicity of each element less than or equal to j, i.e.,
where m(x) denotes that multiplicity of x. The above-mentioned bijective proof problem asks for a bijection between q-colored cyclic necklaces of length n and zero-sum multisets on Z/nZ with the multiplicity of each elements less than or equal to q − 1 when n and q are coprime. Note that the latter consists of restricted multisets in
When q = 2 and n is an odd prime, there exists a simple way to construct a bijection between these two sets. Since now q = 2, we may assume that the color set consists of black and white. For a 2-colored cyclic necklace, let S ⊂ Z/nZ be the set of black beads. If S = ∅ and S = Z/nZ, then there is a unique a ∈ Z/nZ such that x∈S (x + a) = 0 since n is a prime. The set {x + a : x ∈ S} represents the same cyclic necklace, so we have associated each non-nonochromatic necklace with a zero-sum subset of Z/nZ. For S = ∅ and S = Z/nZ, associate them with the necklaces of all white beads and all black beads respectively, and we have the desired bijection. Recently, Chan [1] extended the result to the case when q is a prime power and n is coprime with q, giving an algorithm for constructing a bijection between the two sets. The problem still remains open for the general case in which q and n are coprime. Remark 1.2. These two kinds of restricted multisets coincide in some special cases. For instance, it is easy to see that M r (X) = M ≤j (X) when r = k and j = 1, and M(X) = M ≤j (X) when j ≥ |D|.
For a ∈ D, let P a be the property that a multiset contains a as an element, and for A ⊆ D, let N A be the number of k-multisets with restriction X and with the property P a for each a ∈ A. Then the weighted inclusion-exclusion sieving [15] gives However, N {a1,a2,...,ai} is usually depending on {a 1 , a 2 , . . . , a i } and thus it seems nontrivial to use this formula to obtain a nice bound on |M r (X)|.
1.3. Main results. Our idea for computing |M(X)|, |M r (X)| and M ≤j (X) is based on the Möbius inversion formula on Π k , the poset of all partitions of [k] ordered by refinement [11] . Given a permutation τ ∈ S k , suppose again we have a disjoint cycle factorization
Now we can state our main results. Theorem 1.3. Let C k the set of conjugate classes of S k indexed by partitions of k. Let C(τ ) be the size of conjugate class determined by τ . Then for 1 ≤ r ≤ k, we have
Theorem 1.4. Let C k and C(τ ) be defined as above. Then for j ≥ 0, we have
The equality (1.4) immediately gives the following corollary.
Corollary 1.5. We have the generating function
The new formula (1.6) is very convenient to count restricted multisets. The following corollaries show a unified connection to several classical combinatorial formulas.
In particular, we revisit the classical formula.
where c(k, r) is the signless Stirling number of the first kind.
Proof. For the first equality, it suffices to check that in (1.4) we have w k (τ ) = (−1) k−ℓ(τ ) = sign(τ ). For the second equality, choosing D = [n] and X = D k , |M k (X)| = (n) k counts all k-permutations of [n].
Remark 1.7. Assuming X to be symmetric, this formula is indeed the Li-Wan sieve formula.
where c(k, r) is the signless Stirling number of the first kind. Remark 1.9. Corollary 1.8 is also a consequence of Burnside's lemma. Since X is symmetric, S k acts on X by permuting the coordinates of its elements. By definition, |M(X)| is the number of orbits of X under this action. Thus Burnside's lemma asserts
which is exactly (1.8).
be set of k-multisets with restriction X which have at least k − 1 distinct elements. Then we have
where c 1 (τ ) denotes the number of cycles of τ of length 1.
The equality then follows.
are the length of the disjoint cycles of τ . In particular, we have the equality
. Thus the first equality follows. Let D = [n] and X = D k . The number of k-multisets on [k] in which r distinct elements appear is
And a simple counting argument gives
Extracting the coefficients of x k from the identity
and the result follows.
Finally, Theorem 1.3 and Theorem 1.4 have a natural weighted version.
Then we have
and consequently
Theorem 1. 13 . Let f and f be defined as above. Then we have
1.4. Some arithmetic applications. As a typical application of our new sieve formulas, we now investigate the multisubset sum problem over finite abelian groups, which can be regarded as a generalization of subset sum problem. We will first recall the basic settings of the subset sum problem. Let G be a finite abelian group of order n (written additively), and let D be a subset of G. The well-known subset sum problem in combinatorics is to determine whether there exists a subset of D which sums to a given element in G. This problem is an important problem in complexity theory and cryptography and thus has many applications. It has been proved that the problem is NP-complete. For a positive integer k and an element g ∈ G, let N D (k, g) denote the number of k-subsets of D which sum to g, i.e.,
The above subset sum problem is then to determine N D (k, g). Counting formula for N G (k, g) for arbitrary finite abelian group G was first obtained by Li and Wan [10] via a sieve method. Then a shorter proof was given by Kosters [5] using character theory.
Motived by the study of polynomials with prescribed range over finite fields [16] , Muratović and Wang considered the multisubset sum problem for the additive groups of finite fields [17] in which a subset of D is replaced by a multiset on D. Denoted by M D (k, g) the number of k-multisets on D which sum to g, i.e.,
Then the above mutlisubset sum problem is to decide M D (k, g). Using the inclusion-exclusion principle and the result for the subset sum problem, Muratović and Wang [17] obtained explicit formulas for M D (k, g) when D = F q and D = F * q . Note that when D = G \ {0}, counting the multisubset sum problem is the same as counting partitions over finite abelian groups.
For j ≥ 0, let M D (g, j) denote the number of multisets on D with the multiplicity of each element less than or equal to j and with the sum equal to g, i.e.,
And for k ≥ 0, let M D (k, g, j) denote the number of k-multisets in M D (g, j), i.e.,
Let exp(G) be the exponent of G, that is, the least common multiple of the orders of all elements of G. (1.10) Remark 1.15. Specializing to the case r = k, we see that S 1 (n, k, k, s) = (−1) k+k/s n/s k/s , which implies the explicit formula for N G (k, g) mentioned previously; see also [11] . And notice that This gives the explicit formula for M G (k, g).
Theorem 1.16. Let G be a finite abelian group of order n. Let g ∈ G and 1 ≤ r ≤ k. Then the number of partitions of g into k parts with r distinct parts is
where S 0 (n, k, r, s) = min(⌊k/s⌋,n/s) 
Summing over k ≥ 0, we obtain
(1.15) Remark 1.19. Specializing to case G = Z/nZ and g = 0, we see that (1.15) implies that the number M Z/nZ (0, q − 1) of zero-sum multisets on Z/nZ with the multiplicty of each element less than or equal to q − 1 is
On the other hand, an application of Burnside's lemma shows that the number N (q, n) of q-colored cyclic necklaces of length n is N (q, n) = Notations. For x ∈ R, we let ⌊x⌋ denote the greatest integer less than or equal to x and ⌈x⌉ denote the least integer greater than or equal to x. For a positive integer k, we let [k] denote the set {1, 2, . . . , k}. If F (x) = ∞ n=0 a n x n is a formal power series, then we use [x n ]F (x) = a n to denote the coefficient of x n in F (x). If S is a statement, we use 1 S to denote the indicator function of S, thus 1 S = 1 when S is true and 1 S = 0 when S is false. We often abbreviate partially ordered set as poset. We use 0 and 1 to denote the least element and the greatest element in a poset, respectively.
The sieve formula and its weighted version
In this section, we prove the sieve formulas, Theorem 1.3 and Theorem 1.4 via the Möbius inversion formula and state their weighted versions which will be used in the Section 3.
We first recall the Möbius inversion formula on posets. Let Π k be the set of all partitions of [k] . Define a partial order on Π k by refinement; that is, define τ ≤ δ if every block of τ is contained in a block of δ. Computing the Möbius function µ of the poset (Π k , ≤) is a non-trivial result in enumerative combinatorics. We cite it directly from [20] without a proof. 
(2.1)
Now we prove Theorem 1.3.
Proof of Theorem 1.3. For a partition τ ∈ Π k , define X • τ to be the set of k-tuples x such that x ∈ X τ but x / ∈ X δ for any δ > τ . Then it is easy to see that
Thus the Möbius inversion formula in Proposition 2.1 gives
Suppose that the multiplicities of the elements of M (taken in some order) are m 1 , m 2 , . . . , m r . It is well-known that the number of multiset permutations
This implies that the number of k-multiset on D with restriction X • τ is
where s τ 1 , s τ 2 , . . . , s τ r are the block sizes of τ . Observe that the k-multisets on D with restriction X • τ are exactly the k-mutlisets on D with restriction X and with ℓ(τ ) distinct elements, where ℓ(τ ) is the number of the blocks of the partition τ . Note that X = τ ∈Π k X • τ is the disjoint union of X τ , so we conclude that
We then use (2.2) to obtain
Thus we are left to evaluate the sum
5)
Suppose that δ = {B 1 , B 2 , . . . , B ℓ } is a partition with ℓ blocks. Then we know from Proposition 2.2 that the sum in (2.5) is the product of the same form of sums taken over each block B i , 1 ≤ i ≤ ℓ.
More precisely, we have
Thus we may first assume that δ = 1 is the partition of [k] with a single block. In analogy to the type of a permutation, we define the type of a partition τ ∈ Π k by type(τ ) = (a 1 , a 2 , . . . , a k ) if τ has a i blocks of size i. It is easy to prove that the number of partitions τ ∈ Π k of type (a 1 , a 2 , . . . , a k ) is given by
If τ is a partition of type (a 1 , a 2 , . . . , a k ), then Proposition 2.2 yields µ(τ, 1) = (−1) a1+a2+···+a k −1 (a 1 + a 2 + · · · + a k − 1)! (2.8)
Since δ = 1, using (2.7) and (2.8), we see that the sum in (2.5) can be simplified into
The last step is obtained by comparing the coefficients of x k on both sides of the identity
Now suppose that δ = {B 1 , . . . , B ℓ } with block sizes s δ i = |B i |, 1 ≤ i ≤ ℓ. By equality (2.6) and the previous result for δ = 1, we conclude that
The proof is completed.
Next we prove Theorem 1.4.
Proof of Theorem 1.4. The proof is quite similar to that of Theorem 1.3. The difference starts from the expression for M ≤j (X) which is
where s τ 1 , s τ 2 . . . , s τ ℓ(τ ) denote the block sizes of the partition τ . From (2.2) and (2.3), we see that
Thus the proof is reduced to evaluate the sum
First assume that δ = 1 be the partition of [k] with a single block. Then (2.8) implies
N (a 1 , . . . , a k )1! a2 · · · j! aj (−1) a1+···+aj −1 (a 1 + · · · + a j − 1)! The expression of N (a 1 , . . . , a k ) is given in (2.7). Substituting it into the above sum, we have τ ≤1:s τ 1 ≤j,...,s τ ℓ(τ ) ≤j 
Inserting this into (2.9), we conclude that
which completes the proof.
Remark 2.3. When X is not symmetric, the restriction X is not well-defined, but one can still define M(X) as the image of X under the map (x 1 , x 2 , . . . , x k ) → {x 1 , x 2 , . . . , x k } and similarly define M r (X) and M ≤j (X). Due to the lack of symmetry of X, Theorem 1.3, Theorem 1.4 and Corollary 1.8 no longer hold, but one can still interpret the sums appearing in them as the cardinalities of suitably defined multisets. Since X = τ ∈Π k X • τ is the disjoint union of X • τ , we can define a multiset X on X by declaring that x ∈ X • τ has multiplicity s τ 1 !s τ 2 ! · · · s τ ℓ ! for all τ ∈ Π k , where s τ 1 , s τ 2 , . . . , s τ ℓ are block sizes of the partition τ , i.e.,
Similarly, for 1 ≤ r ≤ k we define the multiset X r on X to be X r = {x m(x) : x ∈ X, x has r distinct coordinates, m(x) is defined as in (2.10)}, and for j ≥ 0 we define the multiset X ≤j on X to be X ≤j = {x m(x) : x ∈ X, x i appears ≤ j times in x for 1 ≤ i ≤ k, m(x) is defined as in (2.10)}.
By a similar argument used in the proofs of Theorem 1.3 and Theorem 1.4, one can show that
and
even if X is not symmetric. Luckily, in most applications X is symmetric, and thus Theorem 1.3, Theorem 1.4 and Corollary 1.8 is sufficient for our purpose.
Note that |A| = x∈A 1 for a set A, so |A| can be regarded as the sum of the constant function 1 over A. It is thus natural to replace the constant function 1 by a complexed-valued function in the sum, extending Theorem 1.3 and Theorem 1.4 to the weighted case. The proofs are omitted since they are completely similar.
Let f : X → C a symmetric function which means that f (x τ (1) , x τ (2) , . . . , x τ (k) ) = f (x 1 , x 2 , . . . , x k ) for any (x 1 , x 2 , . . . , x k ) ∈ X and any τ ∈ S k . This symmetry ensures that f descends to a well-defined function f : M(X) → C defined by f ({x 1 , x 2 , . . . , x k }) := f (x 1 , x 2 , . . . , x k ) for any {x 1 , x 2 , . . . , x k } ∈ M(X).
The weighted version of the sieve formulas then becomes si r n/s + k/s − i − 1 n/s − 1 .
Proof. First recall that we have the following generating function ∞ k=0 ici=k N (c 1 , c 2 , . . . , c k )t c1 1 t c2 2 · · · t c k k y k k! = e t1y+t2 y 2 2 +··· .
It follows from this equality that ici=k N (c 1 , c 2 , . . . , c k )t c1 1 t c2 2 · · · t c k k = k![y k ]e t1y+t2 y 2 2 +··· . (3.1) The claim then follows by expanding
Proof. The proof is quite similar to that of Lemma 3.1, so some details are omitted here. For Thus it remains to the extract the coefficient of x r y k from
Here the indicator function 1 r≤k is to prevent the coefficient from being nonzero when k = 0 and r > k; we also adopt the convention −1 −1 = 1. Combining (3.2) and (3.3) together, we see that 
Notice that for k 2 ≥ 1, one has r1,r2≥0 r1+r2=r si r 1
The last step can be obtained by comparing the coefficients of x r on both side of the equality
For k 2 = 0, it is easy to see that r1,r2≥0 r1+r2=r si r 1
In summary, we can write r1,r2≥0 r1+r2=r si r 1
for k 2 ≥ 0. Inserting this equality into the previous equality for S 0 (n, k, r, s), we conclude that Proof. Setting t i = 0 if s ∤ i and t i = (1 − (j + 1)1 (j+1)|i )n otherwise in (3.1), we obtain ici=k ci=0 whenever s∤i
gcd(s,j+1) ) n gcd(s,j+1) s = k!S 2 (k, n, j, s) with S 2 (k, n, j, s) being 
It is easy to check that the function (x 1 , x 2 , . . . , x k ) → χ(x 1 )χ(x 2 ) · · · χ(x k ) is symmetric. Thus by Theorem 2.4, we deduce that
Let τ = τ 1 τ 2 · · · τ ℓ be a disjoint cycle product of τ . Then we conclude from the definition of X τ that (x1,x2,...,x k )∈Xτ
where m i denote the length of the cycle τ i , 1 ≤ i ≤ ℓ. Suppose that χ is a character of order s. Then we see that (3.5) is nonzero if and only if s | m i for all 1 ≤ i ≤ ℓ; in particular, s divides k which is m 1 + m 2 + · · · + m ℓ and (3.5) is equal to n ℓ in this case. Thus for a character χ of order s, one has This completes the proof. 
Let τ = τ 1 τ 2 · · · τ ℓ be a disjoint cycle product of τ . We conclude from the definition of X τ that (x1,x2,...,x k )∈Xτ
where m i denote the length of the cycle τ i , 1 ≤ i ≤ ℓ. Suppose that χ is a character of order s. The proof is completed.
Proof of Theorem 1.4. Let X = G k . Then M ≤j (X) consists of k-multisets on G with the multiplicity of each element less than or equal to j. By definition, we have χ(x 1 )χ(x 2 ) · · · χ(x k ).
It is easy to check that the function (x 1 , x 2 . . . , x k ) → χ(x 1 )χ(x 2 ) · · · χ(x k ) is symmetric. Thus by Theorem 1.13, we deduce that Let τ = τ 1 τ 2 · · · τ ℓ be a disjoint cycle product of τ . Then we conclude that Thus the sum vanishes unless b = 1, i.e., gcd(s, j + 1) = 1. And in this case, the sum is (j + 1) n/s . Therefore which ends the proof.
