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Abstract
Hierarchies considered in computability theory and in complexity theory are related to some re-
ducibilities in the sense that levels of the hierarchies are downward closed and have complete sets.
In this paper we propose a reducibility having similar relationship to the Brzozowski’s dot-depth
hierarchy and some its reﬁnements. We prove some basic facts on the corresponding degree structure
and discuss relationships of the reducibility to complexity theory (via the leaf-language approach).
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1. Introduction
Hierarchies considered in descriptive set theory, computability theory and complexity
theory are related to some reducibilities in the sense that levels of the hierarchies are down-
ward closed and have complete sets under the respective reducibility. The complete sets are
then used for estimating “complexity” of other sets and problems. In descriptive set theory
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this is the Wadge reducibility, in computability theory the m-reducibility, in complexity
theory the polynomial-time m-reducibility.
In this paper we propose a reducibility having similar relationship to Brzozowski’s dot-
depth hierarchy (DDH) [8].The reducibility is a version of the so-called logical reducibilities
deﬁned by interpretations. Such reducibilities are intensively considered in the ﬁnite model
theory (see [10,18] and references therein). To the best of our knowledge, such reducibilities
were not so far employed in the context of automata theory. We establish the relationship
of our reducibility to the DDH and some of its reﬁnements, prove some basic facts about
the corresponding degree structure and discover its close relationship to complexity theory
(via the well-known leaf-language approach).
As we will see in Section 8 below, a natural question about our reducibility is closely
related to the well-known open question on the decidability of the DDH. The proofs of this
paper demonstrate deep interconnections of our reducibility with automata-theoretic and
complexity-theoretic techniques.All this supports our belief that the reducibility provides a
useful classiﬁcation of regular star-free languages reﬁning some popular hierarchies within
this class.
We use (mostly without deﬁnitions here) some standard terminology and notation from
automata theory and complexity theory, say the well-known notation of languages by
regular expressions or the concept of a polynomial-time non-deterministic Turing ma-
chine. Letters A,B,C (sometimes with subscripts) will denote alphabets which are al-
ways assumed to contain at least two symbols. By A+ we denote the set of all non-
empty words over A, and by A∗ the set of all words (including the empty word ε). Since
we use the logical approach to (star-free) regular languages developed in [20,32] we
work mostly with languages of non-empty words L ⊆ A+. Correspondingly, the com-
plement L of such a language L is deﬁned by L = A+\L. For a class K of languages,
let BC(K) be the boolean closure of K, i.e., the closure of K under union and
complement.
Relate to any alphabetA = {a, b, . . .} the signature A = { ,Qa,Qb, . . . ,⊥,	, p, s},
where  is a binary relation symbol,Qa (for any a ∈ A) is a unary relation symbol,⊥ and
	 are constant symbols, and p, s are unary function symbols. A word u = u0 . . . un ∈ A+
may be considered as a structure u = ({0, . . . , n};<,Qa,Qb, . . .) of the signature A,
where < has its usual meaning, Qa(a ∈ A) are unary predicates on {0, . . . , n} deﬁned by
Qa(i)↔ ui = a, the symbols ⊥ and 	 denote the least and the greatest elements, while p
and s are respectively the predecessor and successor functions on {0, . . . , n} (with p(0) = 0
and s(n) = n). For a sentence  of A, let L = {u ∈ A+ | u}. In [20] it was shown
that the class of all languages of the form L, where  ranges through ﬁrst-order sentences
of A, coincides with the class of star-free languages. For n > 0, let n be the class of all
languagesL, where ranges through then-sentences (i.e. the formulae in prenex normal
form, beginning with ∃ and having at most n − 1 alternations between ∃ and ∀) of A. In
[32] it was shown that the sequence {n}n>0 essentially coincides with the DDH. For this
reason we call the sequence DDH = {n} here the DDH. (Note that usually the classes
BC(n) also belong to the DDH) Let n = co(n) denote the class of complements of
n-languages, and n = n ∩n. When we want to stress that n is a level of the DDH
over an alphabet A we may use the more exact notation A-n. We will do in the same way
with other classes of languages.
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Words correspond bijectively to (isomorphism types of) ﬁnite ‘colored linear orderings’,
i.e. ﬁnite models of the theory CLOA of signature A with the following axioms:
• < is a linear ordering,
• any element satisﬁes exactly one of the predicatesQa(a ∈ A),
• ∀x(⊥x	),
• ∀x(p(x)x ∧ ¬∃y(p(x) < y < x)),
• ∀x(xs(x) ∧ ¬∃y(x < y < s(x))),
• ∀x(x > ⊥→ p(x) < x) and ∀x(x < 	→ x < s(x)).
Sometimes it is technically more convenient to consider ‘relational’versions of the signa-
tureA (and of the theoryCLOA). E.g., one could take the signature′A = { ,Qa,Qb, . . . ,⊥,	, S}, where S(x, y) is a binary relation symbol interpreted as ‘x is an immediate prede-
cessor of y’. These languages are equivalent, and we will use any of themwhen appropriate.
More information on the logical approach to star-free languages maybe found in [32,26].
In Section 2, we present the main notions and establish some basic facts about them.
In Section 3 complete sets for the levels of the DDH and its reﬁnements are constructed.
In Section 4 an interesting property of sets complete for levels of the difference hierarchy
over 1 is established. In Section 5, we establish relationships of our reducibility to the
well-known polylogtime reducibility playing a crucial role in the leaf-language approach to
deﬁne complexity classes. These results are applied in Section 6 to investigation of degrees
within the second level of the difference hierarchy over 1. In Section 7, we describe a
principal ideal of the degree structure under consideration. We conclude in Section 8 with
some conjectures and open questions.
2. Deﬁnitions and basic properties
Let us recall a well-known logical notion of interpretation (see e.g. [18]); actually we use
a particular case of this notion (namely, interpretation by quantiﬁer-free formulas) which
seems sufﬁcient for our intentions here. The qf-interpretation I over alphabetsA = {a, . . .}
and B = {b, . . .} is given by a tuple
(U(x¯),<(x¯, y¯),b(x¯), . . . ,⊥(x¯),	(x¯),S(x¯, y¯)),
where x¯ = (x1, . . . , xn) and y¯ = (y1, . . . , yn) are sequences of different variables of the
same length n > 0 (n is ﬁxed in advance) and U(x¯), . . . ,S(x¯, y¯) are quantiﬁer-free
formulas of A with the following properties: Let u = u0 · · · ul be any word over A of
length |u| = l + 1. Then the set T = {x¯ ∈ {0, . . . , l}n | uU(x¯)} should be non-empty
and <(x¯, y¯),b(x¯), . . . ,⊥(x¯),	(x¯),S(x¯, y¯)) interpreted in u should deﬁne a model
of CLOB with the universe T (the formulas ⊥(x¯),	(x¯) should be true exactly on the
ﬁrst and the last element, respectively). Since ﬁnite models of CLOB are in a bijective
correspondence with elements of B+, any qf-interpretation I induces a function u → uI
from A+ into B+.
Examples. (1) LetU(x¯) be a valid formula, let<(x¯, y¯) deﬁne the lexicographic ordering
between x¯ and y¯, let ⊥(x¯),	(x¯),S(x¯, y¯) be deﬁned in the obvious way according to
their intended qf-interpretations, and let b(x¯, . . .) be chosen in a way to get a model of
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CLOB on this ordering. Then uI is of length |u|n, and letters of the word uI are easily
computed from the qf-interpretation.
(2) Let U(x) be a valid formula of one variable x, let <(x, y) be x > y, let a(x) be
Qa(x) for any a ∈ A, let ⊥(x¯),	(x¯) be x = 	, x = ⊥, respectively, and let S(x, y)
be S(y, x). Then we get a qf-interpretation I over A and A such that uI is the reverse of the
word u ∈ A+.
(3) Let u → pu be the function on A+ which adds a ﬁxed preﬁx p ∈ A∗ to a word u. Is
there a qf-interpretation I over A and A such that uI = pu for any u? For p = ε the answer
is of course positive, otherwise it is negative (since any qf-interpretation sends words of
length 1 to words of length 1). But it is easy to see that there is an qf-interpretation I such that
uI = pu for any u of length > 1. This can be done, e.g., as follows: Let p = p0p1 . . . pr ,
where the pi are alphabet symbols, and set n = r + 2. The formula U is deﬁned in such
a way that the universe consists exactly of the (r + 2)-tuples ei =def (0, . . . 0︸ ︷︷ ︸
i
, 1, 0, . . . 0︸ ︷︷ ︸
r−i+1
)
for i = 0, 1, . . . , r and dj =def (0, . . . 0︸ ︷︷ ︸
r+1
, j) for j = 0, 1, . . . , l. The formulae <,S,⊥,
and 	 are deﬁned such that they describe the order e0 < e1 < · · · < er < d0 < d1 <
· · · < dl of the universe. Finally, for b ∈ B, the formula b is deﬁned in such a way that
b(ei)↔ pi = b for i = 0, 1, . . . , r and b(dj )↔ Qb(j) for j = 0, 1, . . . , l.
(4) Let h : A+ → B+ be a semigroup morphism. Such functions are deﬁned by their val-
ues h : A→ B+ on the letters of A (i.e., words of length 1) because we have h(a0 · · · al) =
h(a0) · · ·h(al), where ai ∈ A. It is easy to see that for any such h there is an qf-interpretation
I over A and B such that uI = h(u) for almost all u ∈ A+ (i.e., for all but ﬁnitely many of
words).
We are ready to give the main deﬁnition of this paper.
Deﬁnition 2.1.
• A function f : A+ → B+ is called a qf-function if there is a qf-interpretation I over A
and B such that uI = f (u) for almost all u ∈ A+.
• Let L ⊆ A+ and K ⊆ B+. We say that L is qf-reducible to K (in symbols LqfmK) if
L = f−1(K) for some qf-function f : A+ → B+.
When we check some property of a qf-function f (u) we usually for simplicity identify
it with the corresponding function u → uI . This is possible in the cases (which are mostly
considered here) when the ﬁnite set of ‘exceptional’ words does not destroy the property
under consideration.
We start the investigation of the introduced notion with a lemma.
Lemma 2.2. (1) For any U ⊆ A+, U ∈ 1 iff U = L for some quantitier-free sentence
 of A iff U is a ﬁnite union of languages of the form u or uA∗v where u, v ∈ A+.
(2) If U ∈ 1 and L ⊆ A+ is non-trivial then UqfmL.
(3) If LqfmM andM ∈ 1 then L ∈ 1.
Proof. Assertion (1) is known (see e.g. [3] or the proof of Proposition 4.2 below), and
assertion (2) is an immediate corollary of (1).
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(3) We prove a more general assertion. Let L ∈ B-n, we will show that for any in-
terpretation I over A and B the language I−1(L) = {u | uI ∈ L} is in A-n. Let  be a
n-sentence of B satisfying L = L. As is well-known [30], the interpretation I induces
a natural syntactic map  → I sending B -formulas to A-formulas in such a way that
uI  iff uI . Since I consists of quantiﬁer-free formulas only, this map respects classes
of formulas like n,n,n. Therefore, I is a n-sentence and u ∈ I−1(L) iff uI ,
hence I−1(L) = LI ∈ n.
We have shown the downward closure ofn under the qf-reducibility.A similar argument
proves the downward closure of the classes n,n. 
Next we establish an important technical property of the relation qfm .
Theorem 2.3. The relation qfm is reﬂexive and transitive.
Proof. Reﬂexivity is obvious since the identity function is a qf-function. Now assume that
languages L ⊆ A+,M ⊆ B+, K ⊆ C+ satisfy LqfmM andMqfmK . Let f : A+ → B+
andg : B+ → C+ beqf-functionswitnessing these reductions and let I, J be interpretations
satisfying f (u) = uI and g(v) = vJ for almost all u ∈ A+, v ∈ V +. From the well-known
properties of interpretations [30] it follows that the map u → (uI )J may be deﬁned by
an interpretation (by quantiﬁer-free formulas). Unfortunately, this map may differ from the
function u → g(f (u)) on an inﬁnite set of words, hence we cannot conclude that the last
function (which of course reduces L to K) is a qf-function.
Let {u1, . . . , uk} be the set of exceptional words for f and {v1, . . . , vl} be the set of
exceptional words for g. Deﬁne
V0 = {vj | g(vj ) /∈ K}, V1 = {vj | g(vj ) ∈ K},
and
U0 = f−1(V0) ∪ {ui | gf (ui) /∈ K}, U1 = f−1(V1) ∪ {ui | gf (ui) ∈ K}.
The sets U0, U1 are disjoint and, by Lemma 2.2, are in 1. Note that gf (u) = (uI )J for




w0 if u ∈ U0,
w1 if u ∈ U1,
gf (u) otherwise,
where w0 ∈ K and w1 ∈ K (we may assume K to be non-trivial because otherwise the
assertion is obvious). It is not hard to see that h is a qf-function reducing L to K. 
LetP(A+) be the power-set ofA+. The preorder qfm onP(A+) induces in the usual way
an equivalence relation onP(A+) denoted by≡qfm . The corresponding quotient partial order
is denoted (Dqf ; ) and is called here the structure of qf-degrees. Our next goal is to get
some information about this ordering. Let D′qf consist of degrees of proper (or non-trivial)
subsets of A+.
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We need one more lemma. Let L,K,M ⊆ A+. If L ⊆ M ⊆ K then we say that M
separates L from K (note that this is equivalent to saying that M separates K from L). We
deﬁne the join of L and K by L⊕K = aL ∪ (A\a)K , where a is a ﬁxed letter from A.
Lemma 2.4. Let L,K be non-trivial languages over A.
(1) For any U ∈ 1, U ∩ LqfmL.
(2) For all u, v ∈ A∗, uLv ≡qfm L.
(3) If L is separated from K by a 1-language U and L∪K = A+ then L∪K ≡qfm L⊕K .
(4) For any language M, MqfmL ⊕ K iff M = (U ∩ L′) ∪ (U ∩ K ′) for some U ∈ 1,
L′qfmL and K ′qfmK .
Proof. (1) Let  be a quantiﬁer-free sentence satisfying U = L and let y ∈ L. Deﬁne a
function f : A+ → A+ by
f (u) =def
{
u if u  ,
y otherwise.
Then f is a qf-function reducing U ∩ L to L.
(2 )The reducibility LqfmuLv is witnessed by the qf-function w → uwv. The converse
reduction is witnessed by the qf-function
f (w) =def
{
x if w  ,
y otherwise,
where  is a quantiﬁer-free sentence satisfying L = uA+v, y ∈ L, and x satisﬁes
w = uxv.
(3) The relation L ∪KqfmL⊕K is witnessed by the qf-function
f (u) =def
{
au if u  ,
bu otherwise,
where  is a quantiﬁer-free sentence satisfying L = U and b ∈ A \ {a}.
For the converse reduction, consider the function
g(u) =def
{
u′ if u = cu′ ∧ (c = a ↔ u′ ∈ U),
z otherwise,
where c ∈ A, u′ ∈ A+ and z ∈ L ∪K . One easily checks that g is a qf-function and
u ∈ L⊕K ↔ g(u) ∈ L ∪K
for all words u of length > 1. Hence, a ﬁnite modiﬁcation of g reduces L⊕K to L ∪K .
(4) LetM = f−1(L⊕K) where f is a qf-function. Take
U = f−1(aA+), L′ = f−1(aL) and K ′ = f−1((A\a)K).
Since
L⊕K = (aA+ ∩ aL) ∪ (aA+ ∩ (A\a)K),
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we have M = (U ∩ L′) ∪ (U ∩ K ′). Since aA+ ∈ 1, aLqfmL and (A\a)KqfmK , we
have U ∈ 1, L′qfmL and K ′qfmK .
Conversely, let M be represented as (U ∩ L′) ∪ (U ∩ K ′) and let f, g be qf-functions
reducing respectively L′ to L and K ′ to K. Deﬁne a function h : A+ → A+ by
h(u) =def
{
af (u) if u ∈ U,
bg(u) otherwise,
where b ∈ A \ {a}. One easily checks that h is a qf-function reducing M to L⊕K . 
The next theorem is parallel to corresponding properties of the structures of m-degrees
and of polynomial-time m-degrees.
Theorem 2.5. (1) {∅} and {A+} are two distinct minimal elements of Dqf which are below
any other element.
(2) The structure (Dqf ; ) is an upper semilattice where the supremum operation ∪ is
induced by the join operation.
(3) The structure (D′qf ;  ,∪) is a distributive upper semilattice with a least element
which consists exactly of non-trivial 1-languages.
Proof. Statement (1) is clear.
(2)We have L,KqfmL⊕K (the qf-functions u → au and u → bu, where b ∈ A \ {a},
witness the reductions). Now letL,KqfmM; we have to show thatL⊕KqfmM . If at least
one of L,K is trivial, the assertion is evident.
Otherwise, byLemma2.4.2, both aL and (A\a)K are qf-reducible toM. Take interpretations
I1 = (U(x¯), . . .) and I2 = (U(x¯), . . .) witnessing the reductions of aL and (A\a)K
to M, respectively. It is easy to see that w.l.o.g. we may assume that the corresponding
formulas of these interpretations have the same free variables. Deﬁne a tuple of formulas
I = (U(x¯), . . .) by
U(x¯)↔ (Qa(⊥) ∧ U(x¯)) ∨ (¬Qa(⊥) ∧ U(x¯)),
and similarly for the remaining pairs of formulas. One easily gets that I is an interpretation
witnessing the reducibility L⊕KqfmM .
(3) The least element in D′qf is clearly the sup of the two minimal elements in Dqf . By
Lemma 2.2.2, the least degree consists exactly of non-trivial 1-languages. It remains to
show the distributivity, i.e. ifMqfmL⊕K andL,K,M are non-trivial, thenM ≡qfm L1⊕K1
for some L1qfmL and K1qfmK . By Lemma 2.4.4, M = (U ∩ L′) ∪ (U ∩ K ′) for some
U ∈ 1, L′qfmL andK ′qfmK . Let L1 = (U ∩L′) andK1 = (U ∩K ′). By Lemma 2.4.3,
M ≡qfm L1 ⊕K1 (if some of L1,K1 is trivial, correct it by joining, say, with the non-trivial
set aA∗ the degree of which is the least element of D′qf ). 
The last theorem gives some information about Dqf which is shown in Fig. 1.
Below we will get additional information about qf-degrees which will help to understand
the structure near the minimal elements. Here we will show that some natural classes of
languages correspond to ideals of qf-degrees. Recall that an ideal of an upper semilattice
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distributive upper
semilattice
Fig. 1. The distributive upper semilattice of qf-degrees.
is a non-empty downward closed set of its elements which is closed under supremum. An
ideal is principal if it contains a biggest element. LetR and SF denote the class of regular
and of regular star-free languages, respectively.
Theorem 2.6. All the classes n,n,BC(n),n(n > 0), as well as the classes SF and
R, are ideals of (Dqf ; ).
Proof. We have shown the downward closure ofn,n,n under the qf-reducibility in the
proof of Lemma 2.2. The downward closure of the class SF follows from SF = ∪nn. For
the class R the proof is the same (one may use the result from [6,11] which characterizes
the regular languages as those deﬁned by monadic second-order sentences).
That the classes n,n, . . . are closed under join is a well-known fact. 
Next we consider some reﬁnements of the DDH introduced in [27]. Let (B; ∪,∩, ¯, 0, 1)
be a boolean algebra (b.a.). Without loss of generality, one may think that B is class of
subsets of some set. By a base in B we mean any sequence L = {Ln}n< of sublattices
of (B; ∪,∩, 0, 1), satisfying the inclusions Ln ∪ co(Ln) ⊆ Ln+1 (here co(Ln) denotes the
dual set {x¯ | x ∈ Ln} for Ln). With any base L = {Ln}n< one can associate a family
of new subsets of B as follows: Let T be the set of terms of signature {∪,∩, ¯, 0, 1} with
variables vnk (k, n < ). We call v
n
k (k < ) variables of type n, and elements of T—typed
boolean terms. Relate to any term t ∈ T the set t (L) of all its values when variables of type
n range over Ln. We call the family {t (L)}t the typed boolean hierarchy over L. Note that
DDH = {n+1} form a base, hence we may (and will) consider levels t (DDH) of the typed
boolean hierarchy over this base.
From deﬁnitions in [27] and the last theorem we immediately get
Corollary 2.7. All levels of the typed boolean hierarchy over the DDH are ideals of
(Dqf ; ).
The most important particular case of the mentioned reﬁnements is the difference hier-
archy {Dk(n)}k< over any level n of the DDH. The kth level Dk(n) of this hierarchy
consists of languages of the form
⋃
i (L2i\L2i+1), where L0 ⊇ L1 ⊇ · · · is a descending
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sequence of n-languages and Li = ∅ for ik. For the case of difference hierarchy over
1 we simplify notation of the levels to Dk . As is well-known, Dk ∪ co(Dk) ⊆ Dk+1,
and similarly for the difference hierarchy over any level. The class BC(1) = ⋃k Dk is
well-known in automata theory as the class of languages of dot-depth one. The last corollary
applies of course to the levels of the difference hierarchies.
In the next section we will show that some of ideals discussed above are indeed principal,
i.e. contain complete sets w.r.t. qf-reducibility.
3. Complete sets
First we show the existence of complete sets in the levels of the dot-depth hierarchy. The
alphabets in this section are assumed to have at least two letters. For n > 0 let An =def
{0, 1, . . . , n}. Deﬁne H1 =def 0∗1{0, 1}∗, and Hn =def A∗nn(A∗n−1\Hn−1)nA∗n for n > 1.
For example, H2 = A∗220∗2A∗2.
Lemma 3.1. Let n0, and let A be a ﬁnite alphabet. There holds Hn ∈ An-n, and
LqfmHn for every L ∈ A-n.
Proof. By a simple induction we obtain Hn ∈ An-n for n0.
To show LqfmHn for every L ∈ A-n, let (i1, . . . , in) a quantiﬁer-free formula of A
where ij = (ij1, . . . , ijm) for j = 1, . . . , n. We deﬁne
f(x, i1, . . . , in) =def
{
1 if x  (i1, . . . , in),
0 otherwise,
f(x, i1, . . . , in−1)
=def f(x, i1, . . . , in−1, 1)+f(x, i1, . . . , in−1, 2) . . . f(x, i1, . . . , in−1, |x|m),
and, for r = 0, 1, . . . , n− 2,
f(x, i1, . . . , ir )=def (n− r)f(x, i1, . . . , ir , 1)
×(n− r) . . . (n− r)f(x, i1, . . . , ir , |x|m)(n− r).
We prove by induction on r = 1, . . . , n that
x  ∃in−r+1∀in−r+2 . . . ∃in(i1, . . . , in)⇔ f(x, i1, . . . , in−r ) ∈ Hr (1)
if r is odd and
x  ∀in−r+1∃in−r+2 . . . ∃in(i1, . . . , in)⇔ f(x, i1, . . . , in−r ) ∈ Hr (2)
if r is even.
For r = 1 we have obviously x  ∃in(i1, . . . , in)⇔ f(x, i1, . . . , in−1) ∈ H1.
For even r > 1 we conclude
x  ∃in−r∀in−r+1 . . . ∃in(i1, . . . , in)
⇔ ∃in−r (x  ∀in−r+1 . . . ∃in(i1, . . . , in))
⇔ ∃in−r (f(x, i1, . . . , in−r ) ∈ Hr)⇔ f(x, i1, . . . , in−r−1) ∈ Hr+1.
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For odd r > 1 we get analogously
x  ∀in−r∃in−r+1 . . . ∃in(i1, . . . , in)⇔ f(x, i1, . . . , in−r−1) ∈ Hr+1.
This completes the induction. Furthermore, we conclude from (2) for even r > 1
x  ∃in−r+1∀in−r+2 . . .∀in(i1, . . . , in)⇔ f¬(x, i1, . . . , in−r ) ∈ Hr. (3)
Now, for L ∈ A-n there exists a quantiﬁer-free formula (i1, . . . , in) of A such that
x ∈ L⇔ x  ∃i1∀i2 . . .Qin(i1, . . . , in).
For odd n we set r = n in (1), and we obtain x ∈ L ⇔ f(x) ∈ Hr . For even n we set
r = n in (3), and we obtain x ∈ L ⇔ f¬(x) ∈ Hr . Finally, it is not hard to see that f
and f¬ are qf-functions. 
Theorem 3.2. For any n > 0 and any alphabet B, the class B-n has a qf-complete set.
Proof. It clearly sufﬁces to consider only the binary alphabet B = {0, 1} to ﬁnd a n-set
C ⊆ B+ such that HnqfmC.
The idea of proof is evident: to code symbols of the bigger alphabetA = An by sequences
of symbols of the smaller alphabet B using the presence of the successor function in the
signature B . Deﬁne a function f : → {0, 1}+ by f (k) = 01k+10. With the alphabet A
we associate a semigroup morphism f = fA : A+ → {0, 1}+ induced by the restriction
of f to A. E.g., for A = {0, 1, 2} and w = 0212 we get f (w) = 01001110011001110.
In general, if w = a0 · · · ak for aj ∈ A then f (w) is the concatenation f (a0) · · · f (ak).
It is easy (see [27]) to relate to any sentence  of A a sentence ′ of B such that the
following conditions hold:
(i) for any w ∈ A+, w iff f(w)′;
(ii) if  is n then so is also ′.
Now let  be a n-sentence of A with An = L, and let C = L′ . Then C ∈ B-n and
Hn = f−1(C). But f is a qf-function, hence HnqfmC. 
Next we show that many levels of the typed boolean hierarchy also have complete sets.
Theorem 3.3. For any alphabetA,all levels of the typed boolean hierarchy over {A-n}n2
have qf-complete sets.
Proof. The map  → ′ from the preceding proof respects actually not only levels of
the DDH but also levels of the typed boolean hierarchy (see again [27]), hence the coding
technique of the proof above applies also in this case and we do not have to worry about
the size of the alphabets. Hence, it remains to ﬁnd for any typed boolean term t (x0, . . . , xk)
an alphabet A and a set C complete in A-t ({n+2}). For any ik, choose a set Ci which is
complete in B-n+2 whenever xi is of type n (B is again the binary alphabet). Let A be the
alphabet {0, 1, 2}. For any ik, let
C′i = {u02u12 · · · 2uk | u0, . . . , uk ∈ B+, ui ∈ Ci}
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and C = t (C′0, . . . , C′k). One easily checks that C′i ∈ n+2 whenever xi is of type n, hence
C ∈ A-t ({n+2}).
It remains to show that anyL ∈ A-t ({n+2} is reducible toC.WehaveL = t (L0, . . . , Lk)
for some sets Li such that Li ∈ A-n+2, whenever xi is of type n. Hence, there are qf-
functions fi : A+ → B+ with Li = f−1i (Ci), ik. Deﬁne a function f : A+ → A+ by
f (u) = f0(u)2 · · · 2fk(u). It is easy to see that f is a qf-function reducing L to C. 
The last theorem leaves open the question of existence of complete sets for some natural
classes, say for some levels of the plus-hierarchy [24,27] over the DDH. We conjecture
that complete sets exist for any level of the typed boolean hierarchy over the DDH. As
an important example, we show the existence of complete sets in levels of the difference
hierarchyover1 (the last theorem implies of course that all levels of the difference hierarchy
over any n, n > 1, have complete sets).
Theorem 3.4. For any alphabet A and any k < , the class A-Dk has a qf-complete set.
Proof. Again, by using the trick with the map → ′, wemay simplify the assertion to the
following one: for any k there is an alphabet Ak such that the class Ak-Dk has a complete
set. The case k = 0 is trivial sinceD0 = {∅}. For k > 0, it is convenient to take the alphabet
Ak = {0, . . . , k}. Let
Dk = {u ∈ A+k | max(u) is odd},
where max(u) denotes the biggest number from Ak occurring as a letter in u. We claim that
Dk is qf-complete in Ak-Dk . It is clear that Dk ∈ Ak-Dk , hence it remains to show that
LqfmDk for any L ∈ Dk .
We have
⋃
i (L2i\L2i+1), for someB-n-languages (B is some alphabet)L0 ⊇ L1 ⊇ · · ·
with Lk = ∅. Note that u ∈ L iff u ∈ L0 and the maximum number j satisfying w ∈ Lj
is even. Let i be 1-sentences satisfying Li = Li . Let i be quantiﬁer-free formulas
satisfyingi = ∃x¯i (x¯); w.l.o.g. we may assume that the list x¯ = (x1, . . . , xn) of variables
is the same for all ik.
For all u = u0 · · · ul ∈ B+, ik and x¯ ∈ {0, . . . , l}n, let
ui (x¯) =def
{
i + 1 if u  i (x¯),
0 otherwise.







u0(x¯) · · ·uk (x¯),
where the product means concatenation. Then u ∈ Li iff the letter i + 1 occurs in f (u),
hence L = f−1(Dk). But f is a qf-function, hence LqfmDk . 
A natural question is whether complete sets constructed above are reducible to their
complements. The analogy with computability theory [25] suggests the negative answer,
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the analogy with complexity theory evokes some doubts. We can prove the corresponding
result at least for the levels of the difference hierarchies. And actually this answer follows
immediately from results of Section 2, results from [32,31,28] on the non-collapse of the
difference hierarchies and from the existence of complete sets established above.
Corollary 3.5. If C is qf-complete in some level of the difference hierarchy overn, n > 0,
then CqfmC.
We conjecture that the last result generalizes to all levels of the typed boolean hierarchy
over the DDH.
4. A property of Dk-complete sets
Let Dk be the qf-complete language in the level Dk of the difference hierarchy over 1,
and let dk, d¯k be the qf-degrees ofDk andDk , respectively. From results of the last section
it follows that dk and d¯k are incomparable and both of them are below dk+1 and d¯k+1.
In this section we establish the following relationship between these degrees which is
similar to the corresponding property [24] of the difference hierarchy over recursively
enumerable sets.
Theorem 4.1. For any k < , dk ∪ d¯k is the maximum qf-degree in Dk ∩ co(Dk).
For proving this we need the following result from [28]. Since the result was not published
and its proof is short, we reproduce it here.
Lemma 4.2. For any n > 0, any disjoint 1-languages L,K are separable by a 1-
language.
Proof. As is well-known, any 1-language is a ﬁnite union of languages of the form
u1A
∗u2A∗ · · ·A∗un where n > 0 and ui ∈ A+. (1)
Note that if L is a ﬁnite union of 1-languages Li (i ∈ I ), K is a ﬁnite union of 1-





j Mi,j separates L from K (because Li ⊆ Mi,j ⊆ Kj imply
Li ⊆⋂j Mi,j ⊆⋂j Kj for all i, hence L =⋃Li ⊆⋃i⋃j Mi,j ⊆⋂j Kj = K).
This shows that bothL,Kmaybe assumed to be of the form (1), so letL = u1A∗ · · ·A∗un
and K = v1A∗ · · ·A∗vm. If n = 1 then L = {u1} ∈ 1 separates L from K. The same
applies of course to m, hence we may assume that m, n > 1.
We claim that the condition
(u1 ∈ v1A∗ ∨ v1 ∈ u1A∗) ∧ (un ∈ A∗vm ∨ vm ∈ A∗un) (2)
is false. Suppose the contrary and consider the four cases (u1 ∈ v1A∗ ∧ un ∈ A∗vm),
(u1 ∈ v1A∗ ∧ vm ∈ A∗un) and so on. In the ﬁrst case we have u1 = v1x and un = yvm for
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some x, y ∈ A∗. Then
u1u2 . . . un−1v2v3 . . . vm−1un = v1xu2 . . . un−1v2v3 . . . vm−1yvm ∈ L ∩K
which is a contradiction. The same contradiction is also obtained in the remaining three
cases.
Therefore, the negation of (2) holds, i.e.
(u1 /∈ v1A∗ ∧ v1 /∈ u1A∗) ∨ (un /∈ A∗vm ∧ vm /∈ A∗un).
Then the 1-language u1A∗un separates L from K. 
Proof of Theorem 4.1. We need only to show that if M is reducible to both Dk+1 and
Dk+1 (i.e., M,M ∈ Dk+1) then M is reducible to Dk ⊕Dk (i.e., by Lemma 2.4.4, that M
is representable in the form M = (U ∩ L) ∪ (U ∩ K), for some U ∈ 1, L ∈ Dk and
K ∈ co(Dk)).
Simplifying notation, consider only the typical particular case k = 2. We have
M = L0 ∪ (L1\L2) and M = K0 ∪ (K1\K2), (3)
for some 1-languages L0 ⊇ L1 ⊇ L2, K0 ⊇ K1 ⊇ K2. Taking complements from (3),
we get
M = (L0\L1) ∪ L2 and M = (K0\K1) ∪K2, (4)
henceL2 andK2 are disjoint. By Lemma 4.2,L2 ⊆ U ⊆ K2 for someU ∈ 1. Intersecting
the ﬁrst equality in (3) with U we get
M ∩ U = (L0 ∩ U) ∪ (L1 ∩ U) = (L0 ∪ L1) ∩ U.
Intersecting the second equality in (4) with U we get M ∩ U = (K0\K1) ∩ U , hence
M = (U ∩L) ∪ (U ∩K), where L = (K0\K1) ∈ D2 and K = (L0 ∪L1) ∈ co(D2). 
Theorem 4.1 implies that the difference hierarchy over 1 is discrete, i.e., it has no
reﬁnement in any level (under a natural exact deﬁnition of the reﬁnement [25]). But (as is
also the case in computability theory) this does not exclude the existence of rich degree
structures inside intervals like (d¯k,dk+1). In Section 6 belowwewill show that such intervals
are really rather complicated.
5. Leaf languages and polylogtime reducibility
In this section we will see how the leaf language approach to complexity classes (well-
known from literature) will help us to get new insights into the structure of qf-reducibility.
Let us recall some relevant deﬁnitions. Consider a polynomial-time non-deterministic
Turing machine M which, in every step, has at most two choices. Working on an input
word x over some alphabet B, the machine M prints a letter from another alphabet A after
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ﬁnishing any computation path. These values are the leaves of the binary tree deﬁned by
the non-deterministic choices of M on input x. An ordering of the tuples in the program of
M determines a left-to-right ordering of all the leaves. In this way,Mmay be considered as
a deterministic transducer computing a total function M : B∗ → A+. Now, relate to any
language L ⊆ A+ (called in this situation a leaf language) the language M−1(L) ⊆ B∗.
Denote by Leafb(L) the set of languagesM−1(L), for all machinesM speciﬁed abovewhich
have balanced computation trees, and denote by Leafu(L) the set of languages M−1(L),
for all machinesM speciﬁed above (which may have unbalanced computation trees). For a
set of languages C, let Leafb(C) be the union of Leafb(L), for allL ∈ C, analogously deﬁne
Leafu(C).
Obviously, we have Leafb(L) ⊆ Leafu(L) for every language L, and there exist lan-
guages L where Leafb(L) = Leafu(L) is unlikely. (For example, it is not hard to see that
Leafb((11)∗) = P and Leafu((11)∗) = ⊕P.) However, Leafb(L) = Leafu(L) is always
true for paddable languages (we call a language L ⊆ A∗ paddable iff there exists an a ∈ A
such that xay ∈ L↔ xy ∈ L for all x, y ∈ A∗).
It turns out that many important complexity classes have natural and useful descriptions
in terms of leaf languages (see e.g. [4,34,15–17,19]). In particular, a close relationship
between some classes of regular leaf languages and complexity classes within PSPACE
was established in [15]. In [15] and [7], a close relationship between the DDH and the
polynomial hierarchy {pn }was established: Leafb(BC(n)) = Leafu(BC(n)) = BC(pn )
(where BC(C) is the boolean closure of the class C) and Leafb(n) = Leafu(n) = pn ,
for any n > 0. In [22,27] this was generalized to all levels of the typed boolean hierarchies
over the DDH and over the polynomial hierarchy. Let C be a level of the typed boolean
hierarchy over the DDH and Cl be the corresponding level of the typed boolean hierarchy
over the polynomial hierarchy. Then Cl = Leafb(C) = Leafu(C). It would be interesting
to know which classes C have the property that if a regular language L is not in C then
Leafu(C) ⊆ Cl (unless the polynomial hierarchy collapses)? The paper [3] shows that 1
is such a class. It seems that notions and results of our paper maybe of use in ﬁnding such
new natural classes C.
Let us consider a special class of leaf languages namely the languages of ﬁnite counting
type (cf. [14,13,9]). For a set V ⊆ Nk we deﬁne
L(V ) =def {x ∈ {0, 1, . . . , k}+ : (#1(x), . . . , #k(x)) ∈ V },
where #i (x) is the number of occurrences of i in x. The set V and the language L(V ) are
said to be of ﬁnite counting type iff there exists an m0 such that
(n1, . . . , nk) ∈ V ⇔ (min(n1,m), . . . ,min(nk,m)) ∈ V.
It is obvious that the languages of ﬁnite counting type are aperiodic and hence star free. It
is easy to see that in fact any language of ﬁnite counting type is in BC(1).
In [9] a very useful characterizationof relativizable inclusions between complexity classes
deﬁned by leaf languages of ﬁnite counting type is proved. For z = (z1, . . . , zk) ∈ Nk and




) =def ∏ki=1 (vizi).
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Theorem 5.1 (Cronauer et al. [9]). If V ⊆ Nk and W ⊆ Nl are of ﬁnite counting type
then the following statements are equivalent:
(1) Leafb(L(V ))O ⊆ Leafb(L(W))O for every oracle O.
(2) There exist functions 	1, . . . , 	l : Nk → N such that

















At this point another notion of reducibility comes into the play. A language L ⊆ A∗ is
polylogtime reducible toK ⊆ B∗, for shortLpltm K , iff there exist functions f : A∗×N→
B and g : A∗ → N, computable in polylogarithmic time on a deterministic Turing machine
with random access to the input bits, such that x ∈ L↔ f (x, 1)f (x, 2) . . . f (x, g(x)) ∈ K
for every x ∈ A∗. In the early 1990s, Bovet, Crescenzi, Silvestri and Vereshchagin proved
the following ingenious result.
Theorem 5.2 (Bovet et al. [4], Vereshchagin [34] ). The following are equivalent for
languages L and K:
(1) Lpltm K
(2) Leafb(L)O ⊆ Leafb(K)O for every oracle O.
Generally,LqfmK does not seem to implyLpltm K , but for special cases this implication
is valid.
Theorem 5.3. Let L ⊆ A+ and V ⊆ Nk . Then LqfmL(V ) implies Lpltm L(V ).
Proof. Let LqfmL(V ) via the interpretation
I = (U(x¯),<(x¯, y¯),b(x¯), . . . ,⊥(x¯),	(x¯),S(x¯, y¯)), x¯ = (x1, . . . , xn).
Deﬁne functions f : A∗ ×N→ B and g : A∗ → N by g(x) = |x|n and
f (x, i) =def
{
b if x  b(i1, . . . , in) ∧ U(i1, . . . , in),
0 otherwise,
where (i1, . . . , in) is the ith tuple in the lexicographic ordering of {1, . . . , |x|}n. Then f
and g are polylogtime computable. For the function f ′(x) = f (x, 1)f (x, 2) . . . f (x, g(x))
we have #(xI ) = #(f ′(x)), where #(x) = (#1(x), . . . , #k(x)) (though in general we have
xI = f ′(x)). Consequently,
x ∈ L⇔ xI ∈ L(V )⇔ #(xI ) ∈ V ⇔ (#(f ′(x)) ∈ V ⇔ f ′(x) ∈ L(V ).
This means Lpltm L(V ). 
The main theorem of this section gives characterizations of the qf-reducibility between
languages of ﬁnite counting type.
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Theorem 5.4. For sets V ⊆Nk and W ⊆Nl of ﬁnite counting type the following are
equivalent:
(1) L(V )qfmL(W).
(2) L(V )pltm L(W).
(3) There exist functions 	1, . . . , 	l : Nk → N such that

















(4) There exist an r ∈ Nk and functions 
1, . . . , 
l : Nk → N such that



















Proof. (1) $⇒ (2): Follows from Theorem 5.3.
(2) $⇒ (3): Follows from Theorems 5.1 and 5.2.
(3) $⇒ (4): Let m ∈ N be such that
(n1, . . . , nk) ∈ W ⇔ (min(n1,m), . . . ,min(nk,m)) ∈ W
for all n1, . . . , nk ∈ N. We ﬁrst prove the following:
Claim. For every 	 : Nk → N there exists a function 
 : Nk → N such that
(i) 
(v) = 0 for almost all v ∈ Nk and
(ii) for all v ∈ Nk , S	(v) = S
(v) ormS
(v)S	(v) where S	 : Nk → N is deﬁned by
S	(v) =∑zv 	(z)(vz).
Proof of the Claim. Let A	 = {v ∈ Nk | S	(v) < m}. If A	 = Nk we set 
 = 	. If




	(v) if v ∈ A	 ∪min(Nk\A	),
0 otherwise.
In the ﬁrst case A	 = Nk the property (ii) holds trivially, hence it remains to check (i). We
exploit the well-known fact that (Nk; ) is a well partial order (i.e., it has neither inﬁnite
antichains nor inﬁnite descending chains). Suppose that the set B = {v ∈ Nk | 	(v) = 0}
is inﬁnite. Let (N∗;&) be the full inﬁnitely branching tree formed by ﬁnite strings of
natural numbers including the empty string ε, and by the relation of being a substring. We
deﬁne a set T ⊆ N∗ and a sequence v( ∈ T ) of elements of Nk as follows. Let ε ∈ T
and vε = (0, . . . , 0). Assume by induction that  ∈ T . If the set {v ∈ B | v < v} is
empty, then no string   is in T. Otherwise, ﬁnd all the minimal elements v0, . . . , vp of
{v ∈ B | v < v}, put the elements 0, . . . , p in T and set vi = vi for all ip.
In this way we get an inﬁnite ﬁnitely branching tree (T ;&). By König’s lemma, there is
an inﬁnite path ε, n0, n0n1, . . . through this tree. For some  in this path we have S	(v)m,
hence v /∈ A	, a contradiction.
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It remains to consider the second case A	 = Nk . Since the set min(Nk\A	) of minimal
elements in (Nk \A	; ) is ﬁnite, there existsm′ such that S
(v) < m′ for all v ∈ Nk . The
argument used in the ﬁrst case shows that the property (i) holds. It remains to check (ii).
If v ∈ A	 ∪ min(Nk\A	) we have S	(v) = S
(v). Now let v /∈ A	 ∪ min(Nk\A	), then




which completes the proof of the claim.
Now, let 	1, . . . , 	l : Nk → N be functions satisfying the equivalence in (3). For any
i ∈ {1, . . . , l}, let 
i be obtained from 	i by the claim. By (i), there is r ∈ Nk such that

i (v) = 0 for all i ∈ {1, . . . , l} and v ∈ Nk with vr . By (ii), the equivalence in (4) holds.
(4) $⇒ (1): It is not hard to see that there exists a qf-function f such that #i (f (x)) =∑




for i = 1, . . . , k where #(x) = (#1(x), . . . , #k(x)). Consequently,
x ∈ L(V ) ⇔ #(x) ∈ V ⇔ (∑z r 	1(z)(#(x)z ), . . . ,∑z r 	l (z)(#(x)z )) ∈ W⇔ (#1(f (x)), . . . , #k(f (x))) ∈ W ⇔ f (x) ∈ L(W) .
This means L(V )qfmL(W). 
Examples of applications of the preceding theorem are given in the next section.
6. Degrees between d1 and d2
In this sectionwewill show that the degree structure between d1 and d2 is sufﬁciently rich
(we use the notation Dk,dk from Section 3). For this reason we deﬁne for every mk0
the language
Uk,m =def {x ∈ {0, 1}+ : #1(x) ∈ {k, k + 1, . . . , m}}.
Furthermore, denote by uk,m the qf-degree of Uk,m, for km0, and set u = u1,1. The
next theorem gives some information on the structure of the set {uk,m : mk0} of
qf-degrees (see also Fig. 2). Note that some of the results in this theorem can also be
derived from results in [14] and [13] via Theorem 5.2 and the equivalence of 1 and 2 in
Theorem 5.4. However, our proof via the equivalence of 1 and 3 in Theorem 5.4 is easier.
Theorem 6.1.
(1) d1uk,md2 for all mk0.
(2) u0,m = d1 for all m0.
(3) um,m = u for all m1.
(4) d1 < u.
(5) uk,m < uk+1,m+1 for all m > k1.
(6) uk,m < uk,m+1 for all mk1.
(7) um−1,m < u1,m for all m3.
(8) d1uk,m for all mk0.
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(9) uk,md2 for all mk1.
(10) uk,mul,m for all k, l ∈ {1, 2, . . . , m− 2} such that k = l and m4.
Proof. DeﬁningN+ =def N\{0} we observeD1 = L(N+),D1 = L({0}),D2 = L(N+ ×
{0}), D2 = L({(0, 0)} ∪ (N×N+)), and Uk,m = L({k, . . . , m}) for mk0. Obviously,
these languages are of ﬁnite counting type. In all our proofs wewill useTheorem 5.4, i.e., we
will use the fact that, for sets V ⊆ N andW ⊆ Nl of ﬁnite counting type, L(V )qfmL(W)
if and only if there exist an r ∈ N and functions 	1, . . . , 	l : N→ N such that

























)) ∈ N+ × {0} for all n0.
(2) It sufﬁces to check n ∈ {0, . . . , m} ⇔ ( n
m+1
) ∈ {0} for all n0.
(3) It sufﬁces to check n ∈ {1} ⇔ n ·m ∈ {m} and n ∈ {m} ⇔ (n
m
) ∈ {1} for all n0.
(4) The relation d1u is clear by Statement (1). Assume that ud1, i.e., there exists an
	 : N→ N such that









Since f (1) = 	(0)+ 	(1) = 0 we obtain f (0) = 	(0) = 0, a contradiction.
(5) The relationuk,muk+1,m+1 follows fromn ∈ {k, . . . , m} ⇔ n+1 ∈ {k+1, . . . , m+
1}. On the other hand, assume that uk+1,m+1uk,m, i.e., there exists an 	 : N→ N
such that








∈ {k, . . . , m}.
Since f (m+1) =∑im+1 	(i)(m+1i )mweobtain 	(1) = 	(2) = · · · = 	(m) = 0
and 	(0)+ 	(m+ 1)m. Consequently, f (0) = 	(0) < k and f (k + 1) = 	(0)k,
a contradiction.
(6) The relation uk,muk,m+1 follows from





∈ {k, . . . , m+ 1}.
Now assume uk,m+1uk,m, i.e., there exists an 	 : N→ N such that








∈ {k, . . . , m}.
Since f (m+ 1) =∑im+1 	(i)(m+1i )m we obtain 	(1) = 	(2) = · · · = 	(m) =
0 and 	(0) + 	(m + 1)m. Consequently, f (0) = 	(0) < k and f (k) = 	(0)k,
a contradiction.
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(7) The relation um−1,mu1,m follows from





∈ {1, . . . , m}.
Now assume u1,mum−1,m, i.e., there exists an 	 : N→ N such that









Since f (m) = ∑im 	(i)(mi ) ∈ {m − 1,m} we obtain 	(2) = 	(3) = · · · =
	(m− 2) = 0 and 	(0)+m · 	(1)+m · 	(m− 1)+ 	(m) ∈ {m− 1,m}. If 	(1) = 0
then f (1) = 	(0)m − 1 and f (0) = 	(0) < m − 1, a contradiction. If 	(1) = 1
then 	(0) = 0 and f (1) = m < m− 1, a contradiction.
(8) Assume d1uk,m, i.e., there exists an 	 : N→ N such that








∈ {k, . . . , m}.
For s > m we obtain f (s) = ∑i s 	(i)(si)m and hence 	(1) = 	(2) = · · · =
	(s − 1) = 0. Consequently, f (n) = 	(0), a contradiction.
(9) Assume ud2, i.e., there exist 	, 
 : N→ N such that

















) ∈ {(0, 0)} ∪ (N×N+).
If f (1) = (0, 0) then 	(0) = 
(0) = 0 and hence f (0) = (0, 0), a contradiction. If
f (1) ∈ N×N+ then 
(0)+ 
(1) > 0 and hence f (2) ∈ N×N+, a contradiction.
(10) Assume uk,mul,m for k, l ∈ {1, 2, . . . , m−2} such that k = l andm4. Then there
exists an 	 : N→ N such that








∈ {l, . . . , m}.
Since f (m) =∑im 	(i)(mi )mwe obtain 	(2) = 	(3) = · · · = 	(m−2) = 0 and
	(0)+m·	(1)+m·	(m−1)+	(m)m. This implies f (k−1) = 	(0)+(k−1)·	(1)
and f (k) = 	(0)+k ·	(1). If 	(1) = 0 then f (k−1) = 	(0) = f (k), a contradiction.
If 	(1) = 1 then 	(0) = 	(m− 1) = 	(m) = 0 and hence f (k − 1) = k − 1 < l and
f (k) = k l. Consequently k = l, a contradiction. 
Corollary 6.2. Between d1 and d2 there exist upward inﬁnite chains and ﬁnite antichains
of arbitrary length.
Proof. For m2, the chains u1,m < u2,m+1 < u3,m+2 < · · · and um,m+2 < um,m+3 <
um,m+4 < · · · for m1 are inﬁnite. For m4, the set {u1,m,u2,m, . . . ,um−2,m} is an
antichain of size m− 2. 



















Fig. 2. Part of the qf-degree structure between d1 and d2. All lines stand for <-relations, but not all known
<-relations shown, (e.g. u2,4 < u1,6).
A part of the qf-degree structure between d1 and d2 is shown in Fig. 2.
7. The principal ideal generated by u ∪ u¯
In this section we describe the principal ideal of (Dqf ; ) generated by u ∪ u¯. We work
here with the binary alphabet B = {0, 1} and use notation from the last section.
Theorem 7.1. The principal ideal {x | xu ∪ u¯} is shown in Fig. 3.
Before proving the theorem we formulate two auxiliary facts related to patterns for (the
graphs of) ﬁnite automata.
Following [3], we say that a (deterministic) ﬁnite automaton contains the co-NP-pattern
(see Fig. 4) if there are two reachable states p, q and words v,w ∈ B+, z ∈ B∗ such that
p.v = p, p.w = q.v = q.w = q, p.z is an accepting state and q.z is not an accepting set.
Similar conditions are assumed for the co-1-NP-pattern shown in Fig. 5.
The next result is an immediate consequence of some results in [3] which rely heavily
on a result in [21].
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d1 ¯d1




















Fig. 4. The co-NP-pattern.
Proposition 7.2. Let L be a star-free language and let A be the minimal automaton rec-
ognizing L. Then L ∈ 1 iff A contains neither co-NP-pattern nor co-1-NP-pattern.
Next we relate the introduced patterns to our reducibility.
Proposition 7.3. Let A be a ﬁnite automaton recognizing a language L. If A contains the
co-NP-pattern (co-1-NP-pattern) then D1qfmL (UqfmL, respectively).
Proof. LetA have the co-NP-pattern shown in Fig. 4. Let the state p be reachable from the
initial state by the word y ∈ B∗. Let h : B+ → B+ be the semigroup morphism such that
h(0) = v and h(1) = w. Then the qf-function u → yh(u)z reduces D1 to L. The same
function works for the other pattern. 














∈ F ∈ F ∈ F ∈ F ∈ F∉ F
Fig. 5. The co-1-NP-pattern.
Proof of Theorem 7.1. First we show that
{x | x u¯} = {u¯,d1,d0 ∪ d¯0,d0, d¯0}
(see Fig. 3). It sufﬁces to show that if L <qfm U then L is equivalent to one of D1,D0 ⊕
D0,D0,D0. Suppose that LD1, i.e. L /∈ 1. By Propositions 7.2 and 7.3, D1qfmL or
UqfmL. This contradicts to L <qfm U and Theorem 6.1.8.
We have shown that LqfmD1. It remains to show that if L <qfm D1 then L is equivalent
to one of D0 ⊕ D0,D0,D0. Suppose that LD0 ⊕ D0, then L /∈1 and consequently
L /∈ 1 or L /∈ 1. Since L <qfm D1, we get L /∈ 1. By assertions dual to Propositions
7.2 and 7.3, we get D1qfmL or UqfmL. This contradicts L<qfm D1 and Theorem 6.1.9.
Therefore, xd0 ∪ d¯0 and, by Lemma 6.1.2, x ∈ {d0 ∪ d¯0,d0, d¯0}.
We have veriﬁed the assertion about the ideal {x | x u¯}. Now let xu∪ u¯. By distribu-
tivity (see Theorem 2.5), x = y ∪ z for some yu and z u¯. But such degrees y ∪ z are
exhausted by the 11 degrees shown on Fig. 3. That all these 11 degrees are distinct follows
from the above and from Theorems 6.1.8 and 6.1.9. 
Theorem 7.1 shows that (at least near the bottom) the structure of qf-degrees is simpler
than those of m-degrees and of polynomial-time m-degrees (though it is certainly more
complicated than the structure of Wadge degrees). This supports our belief that the qf-
degrees are useful classiﬁcations of regular languages.
8. Future work
There are many interesting open questions related to this paper. Some of them were al-
readymentioned above. Here wemention somemore, sometimes in the form of conjectures.
Conjecture 1. The relations pltm and qfm are decidable on the regular languages. This
means (for qfm ) that there exists an algorithm which computes from ﬁnite automata recog-
nizing languages L,M whether or not LqfmM .
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This conjecture seems very hard because (together with Theorems 2.6 and 3.2) it implies
the decidability of all levels of the DDH which is a well-known open question of automata
theory. One could weaken the Conjecture 1 in different ways to get less hard problems, e.g.
Conjecture 2. The relations pltm and qfm are decidable on BC(1).
The last conjecture seems rather plausible (though not easy to prove!) since in [12,26]
the decidability of several natural problems related to BC(1) was established.
Many natural questions on the introduced degree structures also remain open, e.g.:
Question. Is there an inﬁnite antichain or an inﬁnite descending chain within (BC(1);
qfm )?
The complete sets for the DDH and its reﬁnements provide a useful benchmark to classify
languages of ‘practical’ interest. E.g., one may ask for an estimate of the qf-degrees of the
languages corresponding to so called n-buffers [5,33]. This direction is parallel to estimation
of ‘practically’ important sets in computability theory and complexity theory.
An interesting open problem related to Section 5 is the following: ﬁnd a reducibility
describing the relation ∀O(Leafu(L)O ⊆ Leafu(K)O) in the same way as the polylogtime
reducibility describes the corresponding relation for the balanced trees. We hope that our
reducibility could be of use in solving this problem.
Several natural variants of the qf-reducibility are possible. E.g., one could consider the
corresponding reducibility for the Straubing–Therien hierarchy by considering another sig-
nature in place ofA [32,26] (actually, in this context it is better to consider qf-interpretations
by 1-formulas). This reducibility does not induce an upper semilattice and is probably not
so closely related to complexity theory as the one considered in this paper.
The notion of qf-reducibility seems rather ﬂexible and applicable in other situations,
say in the case of tree languages. It would be interesting to look at a similar development
in that ﬁeld.
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