Abstract: A re nement of the polar decomposition of a nonsingular matrix A is considered. Here A is written as a product of unitary U ; Hermitian and positive de nite P which has unit diagonal, and diagonal positive D :
Introduction
The polar decomposition of a matrix A 2 C m n ; m n; is given as A = QS ;
where Q 2 C m n has orthonormal columns and S 2 C n n is Hermitian and positive semide nite. S is unique and, in the case A has rank n ; also Q is unique (see, e.g., 3] , 5]). They are given by S = (A A) 1=2 ; Q = A(A A) ?1=2 ; (1.1) where 1=2 denotes the positive semide nite square root.
Here we want to further decompose S = V PD so that this decomposition with unitary V and nonnegative diagonal D would have P Hermitian positive semide nite and the diagonal elements of P should be ones. This leads to the decomposition A = UPD ; (1.2) where U 2 C m n has orthonormal columns, P 2 C n n is Hermitian and positive semide nite with unit diagonal, and D 2 R n n is diagonal and nonnegative. In section 2 it is shown that the decomposition (1.2) always exists. D is unique and if A does not have columns that are zero, then P is unique, too, and so is U if A has full rank. In the set of full rank matrices these factors are smooth functions of A :
Then in section 3 two methods are considered for computing (1.2) . First a simple xed point iteration of the D part is given and is shown to be locally convergent. Then two variants of the Newton iteration are discussed.
Finally two applications are given. The rst is to parameterize the orbit (set of similar matrices) of a matrix with distinct eigenvalues, the second is almost optimal diagonal scaling to reduce the condition number.
Existence and uniqueness
In this section the main theorem concerning (1.2) is given. For this note rst that the polar decomposition is real analytic as a function of full rank A : This is seen from (1.1) and
where is a positively oriented simple closed curve in the right hand side of C enclosing the spectrum of A A ; and p z denotes the root with positive real part ( 5] , see also 1]). Formula (2.1) holds even in the case of singular A now enclosing only the nonzero eigenvalues. It follows that S is smooth in each of the sets of constant rank matrices. Notation: jvj denotes the 2 norm of v 2 C n ; D C n n is the set of diagonal matrices, D + D R D contain the ones with, respectively, nonnegative and real entries, and Diag(M) 2 D is the diagonal of M 2 C n n and diag(M) 2 C n is the corresponding vector. Remark 2.1. If A has just one zero column then P is still unique. This is because in P the norms of the columns corresponding to nonzero columns of A are the same as those of b P : Hence, except the diagonal element, the row of P corresponding to the zero column of A has to be zero.
The following lemma was needed above and will be used again when considering the computation of the re ned polar decomposition with the Newton's method. For small 2 R n we need a Hermitian such that
i.e.,
i.e., ( i + j )(V V ) ij = ( 2 i + 2 j )(V D( )V ) ij : If i + j = 0 we take (V V ) ij = 0 : Hence V V = (V D( )V ) and (2.6) follows.
Let u = (1; : : : ; 1) : Positive de niteness is shown by 
Numerical computation
Here we consider the two obvious approaches to compute the re ned polar decomposition. First we consider xed point iterations of the g function (2.4). Then we will apply (2.6) in a Newton scheme and consider also more economic approximate Newton steps.
Fixed point iteration
A simple numerical method is obtained by iteration of the map g of (2. U,E,V]=svd(A,0); d=-2/3*log((V.*conj(V))*diag(E)); expd=exp(d); w=ones(n,1); df=zeros(n,n); err=1; k=0; tol=10^(-13); U,E,V]=svd(A*diag(expd),0); Vc=conj(V); p=diag(E); f=(V.*Vc)*p-w; while err > tol, Pi=(p.^2*w'+w*p'.^2)./(p*w'+w*p'); for i=1:n , for j=i:n , % these v=(V(i,:).*Vc(j,:))'; % take df(i,j)=v'*Pi*v; % O(n^4) df(j,i)=df(i,j); end, end, % flops d=d-df\f; expd=exp(d); Q,E,V]=svd(A*diag(expd),0); Vc=conj(V);
p=diag(E); f=real(V.*Vc)*p-w; err=norm(f); k=k+1; end U=Q*V'; P=V*E*V'; D=diag(1./expd);
In the following gure a typical convergence graph is drawn. The solid line is 10 base logarithm of the norm of f when started from the trivial guess d = 0 and ( ) corresponds to the better starting value. The dashed line plots cond(f 0 ) ; Here A is a random 100 100 matrix ( randn(100) ). where w j 's are the columns of W : Using e in (3.2) we get simpli cation:
where G j = V D(w j )V : Hence:
For " = 0:001 we typically get 4-6 terms in the sum while the iteration count stays practically the same as for the genuine Newton's method. This takes the Newton step back to O(n 3 ) as can be seen from the tests of the next section. The matlab/octave code for this approximate Newton is obtained by replacing the four lines ( these take O(n 4) flops ) by lines W,lambda]=eig(Pi); df=zeros(n,n); for j=1:n , if abs(lambda(j,j)) > rtol , G=V*diag(W(:,j))*V'; df=df+lambda(j,j)*(G.*conj(G)); end,end Remark 3.1. Here we just use the eig routine to get the eigendecomposition of : Since we want only a couple of largest (in modulus) eigenvalues and the corresponding eigenvectors, the Lanczos iteration should give extra savings.
Comparison
Below we have plotted the op counts divided by n 3 of the three methods: F: the xed point iteration with = 2=3 ( ), N: the genuine Newton's method ( ---), and A: the approximate Newton's method ( ). We took four series of test problems. In each of these the (column) dimension (horizontal axis) grows from 10 to 100.
1. Complex random matrices ( A=randn(n)+sqrt(-1)*randn(n) ) 2. Hilbert matrices ( A=hilb(n) ) 3. Singular real matrices with rank = n 2 ( A=randn(n,n/2)*randn(n/2,n) ) 4. Random 2n n full rank matrices ( A=randn(2*n,n) ) Real case. For A 2 R n n with distinct eigenvalues one might want to consider only the real orbit. If the eigenvalues are real, then we can proceed exactly as in the complex case, now only restricting to real matrices. This way we obtain unique coordinates for any real matrix in the orbit. In the gure below the orbit of A = 1:0 ?0: S O (A) = UAU T U 2 R n n ; U T U = I :
The two parts correspond to orthogonal matrices with determinant 1 ; respectively. The dashed curve on the surface is the transversal part S P (A) = U 0 P P ?1 U T 0 P 2 P I \ R n n :
sz=size(A); n=sz(2); alpha=2/3; expd=ones(n,1); d=zeros(n,1); C=eye(n); err=1; k=0; tol=10^(-13); Remark 4.1. The orthogonal orbits and transversal parts seem to intersect orthogonally (w.r.t. hA; Bi = tr(AB ) ). This is true for 2 2 matrices, but not generally.
Diagonal scaling
Another way to use the re ned polar decomposition is in diagonal scaling of a matrix to reduce its condition number. The following result shows that the diagonal part of the re ned polar decomposition gives an almost optimal (right) scaling. Naturally, since the computation of the re ned polar decomposition is so expensive, this result is at most a theoretical curiosity.
