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Abstract
We show that the conditions in Steimle’s “additivity theorem for cobordism categories”
can be weakened to only require locally (co)Cartesian fibrations, making it applicable to a
larger class of functors. As an application we compute the difference in classifying spaces
between the infinity category of cospans of finite sets and its homotopy category.
1 Introduction
When trying to compute the homotopy type of the classifying space BC of some category C it
can be an effective strategy to first construct a functor F : C → D to another category and to
then determine the homotopy fiber of the induced map on classifying spaces. Quillen’s [Qui73,
Theorem B] states that, under certain conditions, the homotopy fiber of BF : BC → BD is
computed by the classifying space of the comma category (F ↓ d) of the functor F . Here (F ↓ d)
can be thought of as a categorical analogue of the path fiber in topology. However, there also
is a much simpler variant of the fiber of a functor:
Definition 1.1. The genuine fiber P|b = {b}×B E of a functor P : E → B at an object b ∈ B has
as objects those e ∈ E with P (e) = b and as morphisms those (f : e→ e′) ∈ E with P (f) = idb.
We will study functors for which already the genuine fiber computes the homotopy fiber.
Definition 1.2 ( [Rez14]). A functor P : E → B is a realisation fibration if, for any other
functor F : C → B, the following diagram is homotopy Cartesian:
B(C ×B E) BE
BC BB.
BP
BF
Intuitively this property states that BP behaves like a fibration: pullbacks along P become
homotopy pullbacks along BP . While this does not mean that BP is actually a fibration,
it still implies that for any b ∈ B the genuine fiber BE|b is the homotopy fiber of BE → BB
at b.
In [Ste18b] Steimle proves an “additivity theorem for bordism categories”, which provides
us with a supply of realisation fibrations by giving categorical criteria for a functor to be a
realisation fibration. We generalise this theorem by showing that the criteria can be weakened.
In the special case of discrete categories our main theorem is:
Main Theorem. If a functor is locally Cartesian and locally coCartesian, then it is a realisation
fibration.
Whether a functor P : E → B is locally (co)Cartesian can be checked as follows:
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Definition 1.3. A morphism f : x → y is called locally P -Cartesian if for all x′ ∈ E with
P (x′) = P (x) post-composition with f induces a bijection
(f ◦ ) : E|P (y)(x
′, x) = {g : x′ → x | P (g) = idP (x)} −→ {h : x
′ → y | P (h) = P (f)}.
The functor P is called locally Cartesian if for all morphisms (k : a→ b) ∈ B and all lifts y ∈ E
with P (y) = b there is x ∈ E and a locally P -Cartesian morphism f : x→ y with P (f) = k.
We say that P is locally coCartesian if P op : Eop → Bop is locally Cartesian.
In fact, with applications in mind, we will prove our main theorem in the more general
context of weakly unital topological categories. It reads as follows:
Theorem A (See 5.8). Let P : E → B be a weakly unital functor of weakly unital topological
categories such that B is fibrant, P is a local fibration, P is locally Cartesian, and P is locally
coCartesian. Then P is a realisation fibration.
This generalises [Ste18a, Theorem 2.3], where P was required to be Cartesian and coCarte-
sian. Our proof will follow the same structure as in Steimle’s paper. In particular, we will
also prove intermediate versions of the main theorem in the context of quasicategories and semi
Segal spaces generalising [Ste18a, Theorem 2.11 and 2.14], respectively. These theorems are
stated as 2.1 and 4.14 in the main text and might be of independent interest.
As an application of Theorem A we study the∞-category Csp of cospans of finite sets. The
objects of this category are finite sets and the morphisms from A to B are cospans, that is
diagrams of the shape (A → W ← B). The 2-morphisms α : (A→ W ← B)⇒ (A→ V ← B)
are compatible bijections α : W → V . As we recall in section 6 this defines an (∞, 1)- or (2, 1)-
category. We write hCsp for the homotopy category, where two cospans are identified whenever
there is a bijection between them.
Theorem A does not directly apply to the quotient functor P : Csp → hCsp. We therefore
construct a further quotient R : hCsp→ Cspred. In this “reduced cospan” category Cspred two
cospans [A→Wi ← B] are identified if they become isomorphic after removing those points of
Wi that do not lie in the image of A or B. We will see that a morphism [A→W ← B] in hCsp
is locally R-Cartesian if and only if it is reduced, i.e. if A ∐ B → W is surjective. This implies
that the two functors R and R ◦ P are locally (co)Cartesian, but not (co)Cartesian. Theorem
A therefore applies to R and R ◦ P , while the main theorem of [Ste18a] does not, and yields
two homotopy fiber sequences:
Theorem B. There is a commutative diagram of homotopy fiber sequences:
Q(S1) B Csp BCspred
S1 BhCsp BCspred
P
R◦P
R
where Q(S1) := colimn→∞Ω
nSn+1 is the free infinite loop space on S1. As a consequence the
homotopy fiber of P : B Csp→ BhCsp is equivalent to the universal cover of Q(S1).
This cospan category is related to the cobordism model for K-theory constructed in [RS19].
There the authors construct a “cobordism category” Cobsym(C) for any unpointed Waldhausen
category C such that ΩBCobsym(C) is the algebraic K-theory of C. In the case where C is the
category Fin of finite sets, their cobordism category is equivalent to the subcategory Cspinj ⊂
Csp of those cospans for which both legs are injections. By the same techniques as used for
Theorem B we obtain a new proof of their result in the case C = Fin :
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Corollary C (Compare [RS19, Corollary 3.3]). There is a commutative diagram of homotopy
fiber sequences
Q(S1) B Cspinj BCspred,inj
Q(S1) B Csp BCspred
F
I
Q
I′
R◦P
Moreover, BCspred,inj is contractible and therefore F is an equivalence.
Unlike the category of spans, the category of cospans does not have a contractible classifying
space. While is not clear from Theorem B, we intend to prove in future work that BhCsp
rationally splits of a copy of Q(Σ2BO2). We will also apply the generalised additivity theorem
in future work to study the classifying spaces of discrete bordism categories hCobd, in which
diffeomorphic bordisms are identified.
Structure of the paper
We begin by proving the main Theorem for quasicategories as 2.1 in section 2. This section
also contains the Key-Lemma 2.14, which shows that the core idea of Steimle’s proof remains
true under our weaker assumptions. Section 3 provides a cubical version of the pasting lemma
for homotopy pullbacks. This is used in section 4 to prove the main theorem for semi-Segal
spaces from its version for quasicategories. In doing so, we repair a proof of [Ste18b]. Finally,
section 5 uses the results of the previous sections to prove the main Theorem 5.8/A for weakly
unital topological categories.
The final section 6 applies these techniques to the category of cospans. We prove Theorem B
by first constructing an explicit topological model for Csp and then applying Theorem 5.8. Then,
the same setup is used to prove Corollary C.
Acknowledgements
I would like to thank my advisor Ulrike Tillmann for her support thoughout all stages of the
writing process. I would also like to thank Wolfgang Steimle for pointing me to [RS19] as well as
for other helpful comments on an earlier draft of this paper. I am very grateful for the support
by St. John’s College, Oxford through the “Ioan and Rosemary James Scholarship”.
2 Realisation fibrations for quasicategories
In proving the main theorem we will mostly follow Steimle’s strategy, but generalise all necessary
steps to the locally (co)Cartesian situation. The first, and maybe most surprising step is the
following generalisation of [Ste18a, Theorem 2.14], which might be of independent interest:
Theorem 2.1 (Main Theorem for quasicategories). If a map p : X → Y of simplicial sets is a
locally Cartesian and a locally coCartesian fibration, then it is a realisation fibration.
This means that for any simplicial map f : Z → Y the following diagram is a homotopy
pullback in the Quillen model structure on simplicial sets:
Z ×Y X X
Z Y.
p
f
We recall the necessary definitions related to quasicategories from [Lur09] below.
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Definition 2.2. Recall that a map p : X → Y of simplicial sets is called a weak homotopy
equivalence if its geometric realisation p : |X| → |Y | is a weak equivalence of spaces. These are
the weak equivalences in the Quillen model structure on simplicial sets.
Definition 2.3. A map p : X → Y of simplicial sets is called a realisation fibration if for any
simplicial map f : Z → Y the following is a homotopy pullback square of spaces:
|Z ×Y X| |X|
|Z| |Y |.
p
f
Remark 2.4. A map of simplicial sets p is a realisation fibration if the map Z×Y X → Z×
h
Y X
from the pullback to the homotopy pullback in the Quillen model structure is a weak homotopy
equivalence. In particular every Kan-fibration is a realisation fibration.
We need some notation to denote fibers over simplices:
Definition 2.5. For any map p : X → Y and simplex σ ∈ Yn we write
p|σ : (X|σ := X ×Y ∆
n) −→ ∆n
to denote the pullback along σ : ∆n → Y .
Just like in [Ste18a] the following lemma is essential for our proof. It characterizes realisation
fibrations in terms of their fibers over simplices.
Lemma 2.6 ( [Wal85, Lemma 1.4.B], see also [Ste18a] and [Rez14]). A map of simplicial sets
p : X → Y is a realisation fibration if and only if for any n-simplex σ : ∆n → Y with first and
last simplex σ(0), σ(n) : ∆0 → Y the following inclusions are weak homotopy equivalences:
X|σ(0) −→ X|σ ←− X|σ(n).
Proof. Waldhausen deduces this from Quillen’s [Qui73, Theorem B]. A direct proof can be
found in [Ste18a, Lemma 3.4], or in the unpublished manuscript [Rez14], where a more general
version for simplicial spaces is proven. Note that the “only if” direction is trivial.
In order to prove theorem 2.1 we will need to recall some machinery from Lurie’s “Higher
Topos Theory”, in particular [Lur09, section 2.4]. We will not attempt to give an introduction
to the theory of quasicategories, but only establish the necessary notation.
Definition 2.7. A simplicial map p : X → Y is called an inner fibration if it satisfies the
horn-lifting condition for all inner horns Λnk , 0 < k < n. The map p is a trivial Kan-fibration if
it has the right lifting property with respect to all inclusions ∂∆n ⊂ ∆n, n ≥ 0. A quasicategory
is a simplicial set X such that X → ∗ is an inner fibration.
Definition 2.8. For a simplicial set X and a simplex σ ∈ Xn the under-category Xσ/ of X at
σ has as set of l-simplices
(Xσ/)l := {f : ∆
n+l+1 → X | f|[0,...,n] = σ}.
The projection map Xσ/ → X restricts f to [n+ 1, . . . , n+ l + 1] ⊂ ∆
n+l+1.
Remark 2.9. Of course the above does not quite define the simplicial set Xσ/: we still have to
specify face and degeneracy maps. We refer the reader to [Lur09, Proposition 1.2.9.2] for more
details.
Consider the case when X = NC is the nerve of an ordinary category and σ : [n] → C
represents some simplex σ ∈ Xn. Then the simplicial set Xσ/ is canonically isomorphic to the
nerve of the ordinary under category Cσ(n)/ with objects (c ∈ C, g : σ(n)→ c).
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Definition 2.10. An edge (f : x→ y) : ∆1 → X is called p-coCartesian with respect to some
p : X → Y if the following map is a trivial Kan fibration:
Xf/ → Xx/ ×Yp(x)/ Yp(f)/.
An edge f : ∆1 → X is called locally p-coCartesian if it is a coCartesian edge for p|σ : X|σ → ∆
1
where σ = p ◦ f : ∆1 → Y .
We say that p : X → Y is a (locally) coCartesian fibration, if it is an inner fibration and for
every edge f : x→ y in Y and x ∈ X with p(x) = x there is a (locally) p-coCartesian f : x→ y
in Y such that p(y) = y and p(f) = f .
Remark 2.11. A simplicial map p : X → Y is a locally coCartesian fibration if and only if it
is an inner fibration and for every σ : ∆1 → Y the pullback p|σ : X|σ → ∆
1 is a coCartesian
fibration.
2.1 Proof of Theorem 2.1
We will use Waldhausens’s criterion (lemma 2.6) to prove theorem 2.1. Unlike [Ste18a], we will
do not check the criteria directly, but rather use Quillen’s theorem A for quasicategories. Our
Key-Lemma 2.14 shows that when applying Quillen A to the fibers over a simplex, we in fact
only use that the map in question is a locally (co)Cartesian fibration. This is the most essential
step of our generalisation.
Theorem 2.12 (Quillen’s theorem A for quasicategories, [Lur09]). If p : X → Y satisfies that
X ×Y Yy/ is weakly contractible for any y ∈ Y and Y is a quasicategory, then p is a weak
homotopy equivalence.
Remark on the reference. [Lur09, Theorem 4.1.3.1] states that under the above assumptions p
has to be a cofinal map and [Lur09, Proposition 4.1.1.3.(3)] states that cofinal maps are weak
equivalences in the Quillen model structure.
We now proceed to check that for coCartesian fibrations over ∆n the inclusion of the fiber
of the last vertex n ∈ ∆n into the total space satisfies the conditions of Quillen’s Theorem A.
Lemma 2.13. For any coCartesian fibration p : X → ∆n and x ∈ X the simplicial set
X|n ×X Xx/ is weakly contractible.
Proof. Using remark 2.9 note that (∆n)f/ ∼= (∆
n)n/ ∼= {n} holds for the unique morphism
f : p(x)→ n in ∆n. We use this to write
X|n = X ×∆n {n} ∼= X ×∆n (∆
n)f/.
Therefore
Xx/ ×X X|n ∼= Xx/ ×X (X ×∆n (∆
n)f/) ∼= Xx/ ×∆n (∆
n)f/.
Both of the maps Xx/ → ∆
n and (∆n)f/ → ∆
n factor through the inclusion (∆n)k/ ∼=
{k, . . . , n} ⊂ ∆n for k = p(x), so we can further rewrite this as
Xx/ ×X X|n ∼= Xx/ ×∆n (∆
n)f/ ∼= Xx/ ×(∆n)k/ (∆
n)f/
Let now f : x→ x′ be a p-coCartesian lift of f : k → n. Then, by definition of coCartesian lifts,
the following map is a trivial Kan-fibration
Xf/ −→ Xx/ ×∆np(x)/ (∆
n)p(f)/
∼= Xx/ ×X X|n.
The left-hand-side is weakly contractible as it has the initial object f . But trivial Kan-fibrations
are in particular weak homotopy equivalence, hence also the right-hand-side is weakly con-
tractible.
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In fact, the previous lemma holds in the more general case of locally coCartesian fibrations,
as we shall now show. This is the key observation in generalising Steimle’s theorem.
Lemma 2.14 (Key-Lemma). For any locally coCartesian fibration p : X → ∆n and x ∈ X the
simplicial set X|n ×X Xx/ is weakly contractible.
Proof. We will prove this using lemma 2.13 Write k := p(x) and σ : ∆1 → ∆n for the edge
{k, n} ⊂ ∆n. Since p|σ : X|σ → ∆
1 is a coCartesian fibration, the previous lemma tells us that
(X|σ)|1 ×X|σ (X|σ)(x,0)/
is weakly contractible, where (x, 0) ∈ X ×∆n ∆
1 = X|σ. We will argue that the map
(X|σ)|1 ×X|σ (X|σ)(x,0)/ → X|n ×X Xx/
is an isomorphism. Clearly (X|σ)|1 ∼= X|n.
More importantly, consider the simplicial map s : (X|σ)(x,0)/ −→ (Xx/)|σ. We check “by
hand” that it induces a bijection on l-simplices and hence is an isomorphism of simplicial sets:
((X|σ)(x,0)/)l = {a : ∆
l+1 → X|σ | a(0) = (x, 0)}
∼= {b : ∆l+1 → X, c : ∆l+1 → ∆1 | b(0) = x, c(0) = 0, p ◦ b = σ ◦ c}
∼= {b : ∆l → Xx/, c : ∆
l → ∆1 | p ◦ b = σ ◦ c} = ((Xx/)|σ)l.
Using this we see that
(X|σ)|1 ×X|σ (X|σ)(x,0)/
∼= X|n ×X|σ (Xx/)|σ
∼= X|n ×X|σ (X|σ ×X Xx/)
∼= X|n ×X Xx/
which is the desired isomorphism. As mentioned in the beginning of the proof the left-hand-side
is contractible by lemma 2.13 and therefore so is the right-hand-side, proving the claim.
From the above main theorem for quasicategories follows immediately.
Proof of theorem 2.1. We need to verify the conditions of lemma 2.6. In fact it suffices to check
the second equivalence, the first one then follows by applying the same argument to pop. But
this is exactly the combination of the key lemma 2.14 and Quillen’s theorem A 2.12.
2.2 A characterisation of locally Cartesian fibrations
We conclude this section by providing a characterisation of locally (co)Cartesian fibrations that
is needed in section 4. First recall the following characterisation of (co)Cartesian fibrations:
Lemma 2.15 ( [Lur09, Remark 2.4.1.4]). Let p : X → Y be an inner fibration and f : ∆1 → X
an edge, then f is p-Cartesian if (and only if) any diagram of simplicial sets
Λnn X
∆n Y
i
p
with i([n − 1, n]) = f admits a lift as indicated.
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Corollary 2.16 (Local version of 2.15). Let p : X → Y be inner fibration and f : ∆1 → X an
edge, then f is locally p-Cartesian if1 any diagram of simplicial sets
Λnn X
∆n Y
i
p
j
with i([n − 1, n]) = f and j([0, . . . , n− 1]) totally degenerate, admits a lift as indicated.
Proof. We need to check that (f, [0, 1]) is Cartesian in the restricted fibration X|σ where σ :=
p ◦ f : ∆1 → Y . This can be done using lemma 2.15 by solving all lifting problems
Λnn X|σ X
∆n ∆1 Y.
i
p|σ y p
j σ
with i([n − 1, n]) = f and consequently j([0, . . . , n − 1]) = [0] and j([n − 1, n]) = [0, 1]. By
definition of the restriction X|σ as a pullback we can alternatively solve the lifting problem
Λnn X
∆n Y.
i
p
σ◦j
But j sends ∆n−1 ⊂ ∆n to ∆0 ⊂ ∆1, so j([0, . . . , n − 1]) is totally degenerate and we have the
desired lift by the assumption of this corollary.
3 A cubical pasting lemma for homotopy Cartesian squares
In the two upcoming sections we will work with homotopy pullbacks and squares that are
homotopy Cartesian at certain point, a notion we define below in 3.2. In this section we establish
a technical tool for manipulating such squares. First, recall the pasting law for pullbacks:
Lemma 3.1 (The (homotopy) pullback pasting law). For any diagram of the shape
A B C
D E F
where the right hand square is homotopy Cartesian the following are equivalent:
• the left hand square is homotopy Cartesian.
• the big rectangle is homotopy Cartesian.
Proof. The pasting law is well-known for strict pullbacks in any category. (One can also verify
the respective universal properties by hand.) To see that the lemma also holds for homotopy
pullbacks in any model category, simply replace all maps in the diagram by fibrations.
1 Indeed, this condition is not only sufficient, but also necessary. We will shall not give a proof of the converse
here as it is irrelevant to our argument. This converse also remains true if we replace “degenerate” by the weaker
condition “invertible”.
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While the definition of a Cartesian edge 5.6 asks for a certain diagram to be homotopy
Cartesian, it’s local counter-part only asks for two specific homotopy fibers to be equivalent.
We formalise this notion:
Definition 3.2. We say that a commutative diagram of spaces
A B
C D
i
p q
j
is homotopy Cartesian at a point c ∈ C, if the induced map on homotopy fibers
hofibc(p)
i
−→ hofibj(c)(q)
is a weak equivalence.
Remark 3.3. If a square is homotopy Cartesian at x, and y ∈ C is in the same path component
as x, then the square is homotopy Cartesian at y. A square is homotopy Cartesian, if and only
if it is homotopy Cartesian at all points, if and only if it is homotopy Cartesian at at least one
point in every path component.
We will need the following variant of the pasting law, which we prove via a diagram chase.
Lemma 3.4. Consider a diagram of cubical shape:
C D
A B
Y Z
W X
f
where the top and the bottom square are homotopy Cartesian. Then, if the back square is
homotopy Cartesian at f(w) ∈ X, the front square is homotopy Cartesian at w ∈W .
Proof. In what follows we used the preimage notation to denote the homotopy fibers. For
example f−1(y) denotes the homotopy fiber of f :W → Y at y ∈ Y . This can be made precise
by replacing all maps by equivalent fibrations.
Consider the following diagram, where the elements y, z are chosen as y = f(w) and z =
m(y).
(s ◦ q)−1(z) B
(t ◦ r)−1(y) A
s−1(z) D
t−1(y) C
{z} Z
{y} Y
q
α
r
s
β
t
m
By assumption CDY Z is homotopy Cartesian at y = f(w) and hence β is an equivalence. Also
by assumption ABCD is homotopy Cartesian and an application of the pullback pasting lemma
shows that α also is an equivalence.
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Next consider the diagram
k−1(x) (l ◦ k)−1(z) B
g−1(w) (f ◦ g)−1(y) A
{x} l−1(z) X
{w} f−1(y) W
{z} Z
{y} Y
k
γ α
g
l
δ
f
n
m
The map α is the same as in the previous diagram, it goes between the fibers of the rectangle
ABY Z, in particular we have shown that it is an equivalence. By assumption WXY Z is
homotopy Cartesian, so δ is an equivalence. But this implies that γ is an equivalence, and
hence ABWX is homotopy Cartesian at w as claimed.
4 Realisation fibrations and semi-Segal spaces
Before can we prove the additivity theorem for weakly unital categories, we first need to establish
an intermediate version for semi-Segal spaces. Most importantly, we will introduce a notion of
locally Cartesian fibrations between semi-Segal spaces and check that it is compatible with the
notions we have for quasicategories and weakly unital topological categories.
Definition 4.1. The semi-simplicial category ∆inj ⊂ ∆ has all objects, but only those maps
that are injective. We write s∆n for the semi-simplicial set represented by [n] ∈ ∆inj. It is a
sub-semi-simplicial set of ∆n and contains precisely those simplices that are not degenerate.
Definition 4.2. For a semi-simplicial space X : (∆inj)op → Top and a semi-simplicial set A
we define
X(A) = colims∆n→AXn
where the colimit is taken over all n ≥ 0 and all n-simplices of A, ordered by inclusion. This
definition is such that X(s∆n) ∼= An.
Moreover, if x ∈ Xk we define Xn/x to be the homotopy fiber, at the point x, of the map
Xk → Xn induced by [k] ∼= {n− k, . . . , n} →֒ {0, . . . , n} = [n].
Definition 4.3. A map f : X → Y of semi-simplicial spaces is a Reedy-fibration, if for any
inclusion A ⊂ B of semi-simplicial sets the induced map
X(A)→ X(B)×Y (B) Y (A).
is a trivial Kan-fibration.
Definition 4.4. A semi-simplicial space X is a semi-Segal space, if the natural map
Xn → X1 ×
h
X0 · · · ×
h
X0 X1
is a weak equivalence for all n ≥ 2.
Definition 4.5. An edge e ∈ X1 in a semi-Segal space X is an equivalence if the maps d1 :
X2/e → X1/d0e and e\X2 → d1e\X1 are weak equivalences. Let X
≃ ⊂ X denote the sub
semi-simplicial space of those simplices where all edges are equivalences.
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Remark 4.6. By the semi-Segal property the map d2 : X2/e → X1/d1e is a weak equivalence
for all edges e ∈ X1. Up to inverting this weak equivalence we therefore have a map
X1/d1e
≃
←− X2/e −→ X1/d0e.
Thinking of e : a → b as a morphism, this zig-zag X1/a 99K X1/b can be thought of as post-
composition with e. In this sense e is an equivalence if and only if post- and pre-composition
with it induce an equivalence.
Being an equivalence is clearly invariant under deformation, so X≃ ⊂ X is a union of
connected components in every simplicial degree.
Definition 4.7. A semi-Segal space X is weakly unital if the map d0 : X
≃
1 → X0 is surjective
on connected components. A map of semi-Segal spaces F : X → Y is weakly unital if it sends
equivalences to equivalences.
Definition 4.8. An edge e ∈ X is p-Cartesian for p : X → Y a map of semi-simplicial spaces,
if the following square is homotopy Cartesian:
X2/e X1/d0e
Y2/p(e) Y1/d0p(e)
d1
p p
d1
We say that e is locally p-Cartesian if the square is homotopy Cartesian at all s ∈ Y2/p(e) for
which d2s is an equivalence.
Write C
p−(l)cart
1 ⊂ C1 for the subset of those edges that are (locally) p-Cartesian. A map
p : C → D of semi-Segal spaces is a (locally) Cartesian fibration, if the canonical map C
p−(l)cart
1 →
C0 ×
h
D0
D1 is surjective on connected components. The coCartesian notions are defined dually.
To transfer the result about quasicategorical realisation fibrations to the setting of semi-Segal
spaces we use the following construction:
Definition 4.9. For any semi-simplicial space X we will Xδ let denote the semi-simplicial set
obtained by forgetting the topology of X.
Lemma 4.10 ( [Ste18a, 3.11(i+iv)]). If P : C → D is a weakly unital Reedy-fibration of weakly
unital Reedy-fibrant semi-Segal spaces, then Cδ and Dδ admit simplicial structures such that
they are quasicategories and P δ is an inner fibration of simplicial maps.
We now study how locally (co)Cartesian fibrations behave under the functor ( )δ .
Lemma 4.11. Let P : C → D be as in lemma 4.10. If e ∈ C1 is P -Cartesian in the sense of
semi-Segal spaces (4.8), then e ∈ Cδ1 is P
δ-Cartesian in the sense of quasicategories (2.10).
This lemma is equivalent to [Ste18b, Lemma 3.6]. A correct proof idea was given there, but
the second diagram and the accompanying statement are stated incorrectly, making it difficult to
understand the proof. Below we give a repaired version of the proof, as our proof of Lemma 4.12
builds on it.
Proof. Recall that we defined Cn+1/e as a homotopy fiber. In the context of this lemma all
relevant maps are fibrations, so the homotopy fiber and strict fiber are equivalent. For the
purpose of this proof, we will let Cn+1/e denote the strict fiber as it is easier to work with.
For an edge e : x′ → x to be P δ-Cartesian in the sense of quasicategories it suffices, by
lemma 2.15, to check that the following map is surjective:
I : Cn+1/e→ (C(Λ
n+1
n+1)/e) ×D(Λn+1n+1)
Dn+1.
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This map is the restriction of Cn+1 → C(Λ
n+1
n+1) ×D(Λn+1n+1)
Dn+1, which is a fibration as P is
assumed to be a Reedy-fibration. Therefore, if we can show that I is a weak equivalence, then
it is an acyclic fibration and in particular surjective, showing that e is P δ-Cartesian.
We begin by using the Segal property Cn ≃ C1 ×C0 Cn−1 to compute:
Cn/x ≃ {x} ×
h
C0 Cn ≃ {x} ×
h
C0 C1 ×
h
C0 Cn−1 ≃ (C1/x)×
h
C0 Cn−1
Together with the pullback pasting lemma 3.1 this implies that the following two squares are
homotopy Cartesian:
Cn+1/e Cn/x Cn−1
C2/e C1/x C0
d1
(1)
Using a similar argument for D we can now draw a commutative cube whose top and bottom
square are homotopy Cartesian:
C2/e C1/x
Cn+1/e Cn/x
D2/P (e) D1/P (x)
Dn+1/P (e) Dn/P (x)
d1
P
P
d1
P
Pd1
d1
Since the edge e : x′ → x is Cartesian in the sense of semi Segal spaces, the back of the cube
is homotopy Cartesian. Now corollary 3.4 applies to this cube and shows that its front square
also has to be homotopy Cartesian.
The rest of the proof is completely analogous to the one given in [Ste18b]. We factor the
newly obtained homotopy Cartesian square as:
Cn+1/e C(Λ
n+1
0 )/e Cn/x
Dn+1/e D(Λ
n+1
0 )/p(e) Dn/x
P
d1
P P
d1
Our goal is to use the fact that the total rectangle is homotopy Cartesian to deduce that the
left square is homotopy Cartesian. We will show this by induction over n. For n = 0 the map
d1 : Λ
1
0
∼= ∆1 is an isomorphism and so the right horizontal maps in the above diagram are
isomorphisms. The claim follows.
For the induction step note that the inclusion ∆n ⊂ Λn+10 of the nth face can be obtained
by a sequence of pushouts that fill horns Λk0 ⊂ ∆
k (with k ≤ n) where the last edge is (n, n+1).
The right square in the above diagram hence factors as a sequence of squares each of which is
a homotopy pullback by the induction hypothesis.
Therefore the right square in the above diagram is homotopy Cartesian and then the pasting
lemma for pullbacks implies that the left square is a homotopy pullback. This concludes the
proof.
Lemma 4.12. Let P : C → D be as in lemma 4.10. If e ∈ C1 is locally P -Cartesian, then
e ∈ Cδ1 is locally P
δ-Cartesian.
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Proof. This is completely analogous to the proof of 4.11, except that we will use lemma 2.16
instead of 2.15 and that in every step we only show that the respective diagram is homotopy
Cartesian at certain points.
Let D≃ ⊂ D denote the sub-simplicial space consisting of those simplices for which every
one-dimensional edge is an equivalence. This is a Segal space and in each simplicial degree it is
a union of connected components of Dn. We want to show that the following map is surjective:
I : (Cn+1/e) ×Dn D
≃
n → (C(Λ
n+1
n+1)/e) ×D(Λn+1n+1)
Dn+1 ×Dn D
≃
n .
Once we know that I is surjective lemma 2.16 applies since degenerate 1-simplices are in par-
ticular equivalences. The map is a fibration since C → D was assumed to be a Reedy-fibration,
so, if we can show that it is a weak equivalence, surjectivity follows.
Now the same proof as for 4.11 applies: we only need to check that the respective squares
are homotopy Cartesian at those σ ∈ Dn+1 for which dn+1σ ∈ Dn lies in D
≃
n ⊂ Dn. Note that in
particular the critical step where we apply corollary 3.4 works just as well for locally Cartesian
edges.
We now recover [Ste18a, 3.11(iii)] plus a version for locally (co)Cartesian fibrations:
Corollary 4.13. Let P : C → D be as in lemma 4.10.
• If P is (co)Cartesian, then P δ : Cδ → Dδ is a (co)Cartesian fibration of quasicategories.
• If P is locally (co)Cartesian, then P δ : Cδ → Dδ is a locally (co)Cartesian fibration of
quasicategories.
Proof. We show the first point. By definition of a Cartesian fibration between semi-Segal spaces
we know that CP−cart1 → C1 ×C0 D1 is π0-surjective. It also is a fibration and hence has to be
surjective, which remains true after applying ( )δ. Seeing as P -Cartesian implies P δ-Cartesian
by the first part of the proof this showes that for every edge f ∈ D1 and y ∈ C0 with dif = P (y)
there is a P δ-Cartesian lift e ∈ C1 with P (e) = f and dif = x. In other words, P
δ is a Cartesian
fibration.
We can now deduce the additivity theorem for semi-Segal spaces from the version for qua-
sicategories:
Theorem 4.14 (Main Theorem for semi Segal spaces). Let
B′
F
−→ B
P
←− E
be a diagram of weakly unital semi-Segal spaces and weakly unital maps. If P is a level-wise
fibration, a locally Cartesian and a locally coCartesian fibration, then the (level-wise) pullback
diagram
B′ ×B E E
B′ B
P
F
realises to a homotopy pullback diagram of spaces.
Proof of 4.14 from 2.1. The notion of weakly unital functor and locally (co)Cartesian fibration
are invariant under level-wise equivalence: For weakly unital functors this is shown in [Ste18a,
Lemma 3.9]. The case for locally (co)Cartesian fibrations is very similar, one just has to check
that definition 4.8 only uses “equivalence invariant notions”. Therefore the hypothesis of the
theorem are invariant under weak equivalences and using [Ste18a, Lemma 3.8] we may replace
B by a Reedy-fibrant semi-Segal space and F and P by Reedy-fibrations.
12
Applying the (pullback preserving) functor ( )δ to the diagram we obtain a square
(B′)δ ×Bδ E
δ Eδ
B′ B.
P δ
F δ
Using 4.10 we can choose simplicial structures such that this is a diagram of quasicategories
in which all maps are inner fibrations. In lemma 4.12 we showed that P δ : Eδ → Bδ is lo-
cally Cartesian and locally coCartesian, so the quasicategory version of the additivity theorem
(theorem 2.1) applies and shows that the square realizes to a homotopy Cartesian square of
spaces.
Now the natural transformation ( )δ ⇒ Id induces a map from the above square to the
square in the statement of the proposition. By [Ste18a, Lemma 3.11] this map becomes a weak
equivalence in every entry after geometric realisation, and so it follows that the square in the
statement of the theorem realizes to a homotopy Cartesian square as claimed.
5 Realisation fibrations and weakly unital topological categories
In this section we prove the main theorem for realisation fibrations between weakly unital
topological categories, which is stated below as 5.8. We recall the necessary definitions, but
refer the reader to [ER19] and [Ste18a] for a detailed introduction to non-unital or weakly unital
topological categories.
Definition 5.1. A non-unital topological category C is a space of objects C0 and a space of
morphisms C1 together with source and target maps s, t : C1 → C0 and a composition map
m : C1 ×C0 C1 → C1 such that for every composable triple (f, g, h) ∈ C1 ×C0 C1 ×C0 C1 we have
s(m(f, g)) = s(g) t(m(f, g)) = t(g) m(f,m(g, h)) = m(m(f, g), h).
A non-unital functor F : C → D is a pair of continuous maps F0 : C0 → D0 and F1 : C1 → D1
commuting with s, t, and m.
Definition 5.2. The classifying space BC of C is the (fat) geometric realisation of its semi-
simplicial nerve NC.
Definition 5.3. For two objects x, y ∈ C0 we define the hom-space as the pullback
C(x, y) := {x} ×C0 C1 ×C0 {y}.
We say that a morphism f ∈ C(x, y) is an equivalence if both pre- and post-composition with f
are weak equivalences for all objects w, z ∈ C0:
f∗ : C(w, x)→ C(w, y) and f
∗ : C(y, z)→ C(x, z).
Definition 5.4. An endomorphism u : x → x is a weak unit if it is an equivalence and u ◦ u
is homotopic to u in C(x, x). A weakly unital category is a non-unital topological category such
that all objects have weak units. A weakly unital functor is a functor that sends weak units to
weak units.
Definition 5.5. A functor F : C → D of weakly unital topological categories is a local fibration
if the continuous maps F0 : C0 → D0 and ((s, t), F1) : C1 → (C0)
2 ×(D0)2 D1 are Serre fibration.
A non-unital topological category C is locally fibrant if the functor C → ∗ is a local fibration.
Explicitly, this means that the “source-target map” (s, t) : C1 → (C0)
2 is a Serre fibration.
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Definition 5.6. Let P : E → B be a weakly unital functor:
• A morphism f : e→ e′ in E is P -Cartesian if the following diagram is a homotopy pullback
for all t ∈ E0:
E(t, e) E(t, e′)
B(P (t), P (e)) B(P (t), P (e′))
f◦
P(t,e) P(t,e′)
P (f)◦
• A morphism f : e → e′ is locally P -Cartesian, if there is an equivalence u : b → P (e)
such that for all t ∈ E0 with P (t) = b the above square is homotopy Cartesian at u ∈
B(P (t), P (e)). (In the sense of 3.2.) Concretely, this requires that the induced map
(f ◦ ) : hofibu(P(t,e))
≃
−−→ hofibf◦u(P(t,e′))
on homotopy fibers is a weak equivalence.
• We say that P is (locally) Cartesian if for e ∈ E and g : P (e) → b′ there is a (locally)
P -Cartesian f : e→ e′ with P (f) = g.
• We say that P is (locally) coCartesian if P op : Eop → Bop is (locally) Cartesian.
Remark 5.7. As we will see in lemma 5.9, the definition of locally P -Cartesian edges does not
depend on the choice of b and u. Also note that if B is unital we can choose b = P (e) and
u = idb, recovering definition 1.3.
We now have all the definitions at hand to state Theorem A.
Theorem 5.8 (Main Theorem for weakly unital topological categories). Let P : E → B be a
weakly unital functor of weakly unital topological categories such that B is fibrant, P is a local
fibration, P is locally Cartesian, and P is locally coCartesian. Then P is a realisation fibration.
Hence, for every weakly unital functor F : C → B, the following is a homotopy pullback
square:
B(C ×B E) BE
BC BB.
P
F
Before we prove this from Theorem 4.14, we first need to translate from weakly unital
categories to semi-Segal spaces.
Lemma 5.9. Let P : E → B be a weakly unital functor of weakly unital topological categories
and let f : e→ e′ be a locally P -Cartesian edge in the sense of definition 5.6. More concretely,
there is an equivalence u : t → e such that the following square is homotopy Cartesian at
P (u) ∈ B(P (t), P (e)):
E(t, e) E(t, e′)
B(P (t), P (e)) B(P (t), P (e′)).
f◦
P(t,e) P(t,e′)
P (f)◦
Then the square is also homotopy Cartesian at P (u′) for any other choice of an equivalence
u′ : t′ → e.
14
Proof. Given equivalences u : t → e and u′ : t′ → e we can find an equivalence g : t → t′ such
that u ≃ u′ ◦ g. To see this, note that (u′ ◦ ) : E(t, t′)→ E(t, e) is a weak equivalence, and so
we can pick a g ∈ E(t, t′) such that u′ ◦ g is in the same path component as u. This g is then a
weak equivalence by the 2-out-of-3 property.
Composition with g and P (g) induces weak equivalences2 on the mapping spaces and there-
fore the diagonal maps in the following commutative diagram are weak equivalences:
E(t, e) E(t, e′)
E(t′, e) E(t′, e′)
B(P (t), P (e)) B(P (t), P (e′))
B(P (t′), P (e)) B(P (t′), P (e′))
f◦
P(t,e)
P(t,e′)
f◦
P(t′,e)
◦g
P(t′,e′)
◦g
P (f)◦
P (f)◦
◦P (g) ◦P (g)
The back square is homotopy Cartesian at P (u), and hence also at P (u′)◦P (g) = P (u′ ◦g) as it
is in the same path component as P (u). Since the front and back squares are weakly equivalent
it follows that the front square is homotopy Cartesian at P (u′) as claimed.
Lemma 5.10. If a weakly unital functor P : E → B of weakly unital, locally fibrant categories is
a locally Cartesian fibration and a local fibration, then the induced map on nerves NP : NE →
NB is a locally Cartesian fibration of semi-Segal spaces.
Proof. By definition the hom-space E(t, e) is the pullback {t} ×E0 E1 ×E0 {e}, which could also
be denoted as t\E1/e. Since E is locally fibrant this pullback is equivalent to the homotopy
pullback. For any edge f : e → e′ we have the following diagram, in which both squares are
homotopy Cartesian:
E(t, e) E(t, e′) {t}
E2/f E1/e
′ E0.
(f◦ )
d1
Using this we see that in the following diagram the top and the bottom square are homotopy
Cartesian:
E2/f E1/e
′
E(t, e) E(t, e′)
B2/P (f) B1/P (e
′)
B(P (t), P (e)) B(P (t), P (e′))
d1
P2
P1
(f◦ )
d1
(P (f)◦ )
i
If f is P -Cartesian, then by lemma 5.9 for any t ∈ E0 and any equivalence u : t → e the back
square is homotopy Cartesian at P (u) ∈ B(t, e). By corollary 3.4 this implies that the front
square is homotopy Cartesian at i(P (u)). This shows that f is NP -Cartesian because any
σ ∈ B2/P (f) with d2σ an equivalence is homotopic to i(P (d2σ)) and the previous argument
applies.
2 Since P is weakly unital P (g) also is a weak equivalence.
15
Proof of theorem 5.8. Let P : E → B be a weakly unital functor of weakly unital topological
categories such that B is fibrant, P is a fibration, P is locally Cartesian, and P is locally
coCartesian. Then we need to show that P is a realisation fibration. In other words, for every
weakly unital functor F : C → B we need to show that the following diagram is a homotopy
pullback square:
B(C ×B E) BE
BC BB.
P
F
We do this by applying theorem 4.14, the version of the additivity theorem for semi-Segal spaces,
to the diagram of semi-Segal spaces
NC
F
−−→ NB
P
←−− NE .
This indeed is a diagram of weakly unital maps between semi-Segal spaces by [Ste18a, Remark
2.10] and NP is locally Cartesian and locally coCartesian by lemma 5.10. The conclusion of
4.14 indeed proves our claim since the classifying space BC is exactly defined as the geometric
realisation of NC.
6 An application: the cospan category
The classifying space of various cobordism categories have been computed via geometric meth-
ods, most notably in [GMTW09]. These cobordism categories are, in some sense, categories of
cospans of manifolds. In this section we apply Theorem A to study the category of cospans of
finite sets, which one might think of as a combinatorial bordism category.
6.1 The strict model for the cospan category
In order to study the classifying space of Csp we need a strictly associative model for the cospan
category. To achieve this, we need to be extremely careful about how we construct pushouts.
We therefore establish some notation.
Notation 6.1. For any integer n ≥ 0 we let n denote the finite set
n := {1, . . . , n} ⊂ Z.
Given an equivalence relation R on n we write xRy to denote that x is equivalent to y under
R. The equivalence class of i ∈ n will be denoted by
[i]R := {j ∈ n | iRj}.
The quotient of n by R is the set of equivalence classes
n/R := {[i]R | i ∈ n} ⊂ P(n),
which is technically a certain subset of the power-set of n.
Remark 6.2. Note that it is a property for a set X to be of the form (n)/R. Concretely, if for
two numbers n,m ≥ 0 and two relations R and S the two sets n/R and m/S are equal, then
n = m and R = S. Of course we can still have n/R ∼= m/S for n 6= m.
Definition 6.3. For two finite sets A and B we let Csp(A,B) be the groupoid with objects
cospans (A → W ← B) such that W = n/R for some n ≥ 0 and some equivalence relation R
on n. A morphism in this groupoid is a bijection σ making the following diagram commute:
W
A B
W ′
σ
i
i′
j
j′
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Next, we choose an explicite representative of the pushout of two cospans:
Definition 6.4. For three finite sets A,B,C we define the functor
µ : Csp(B,C)× Csp(A,B) −→ Csp(A,C)
by sending (B → m/S ← C) and (A→ n/R← B) to the cospan (A→ (n+m)/Q← C). Here
the equivalence relation Q on n+m is generated by the following requirements:
∀x, y ∈ n : xRy ⇒ xQy ∀z, w ∈ m : zSw ⇒ (z + n)Q(w + n) ∀b ∈ B : j(b)Ql(b).
In other words, Q is the unique equivalence relation on n+m such that the diamond in the
following diagram is well defined and a pushout square:
n+m/Q
n/R m/S
A B C.
+n
i j k l
On morphisms µ is defined via the universal property of the pushout.
Remark 6.5. It is straightforward to check that µ is strictly associative. The composite of
the two cospans above with a third cospan (C → l/U ← D) will be of the form (A →
(n+m+ l)/T ← D) for some equivalence relation T on n+m+ l. This equivalence rela-
tion is uniquely determined by a universal property and does not depend on which order we
composed the cospans in.
Remark 6.6. Usually the category of cospans is defined as a bicategory biCsp, see for example
[Be´n67]. The above defines a non-unital strict 2-category Cspstr with objects finite sets and hom-
categories the groupoids Csp(A,B). Every bicategory can be strictified and Cspstr is a specific
choice of a (non-unital) strictification of biCsp. Indeed the canonical map Cspstr → biCsp is a
biequivalence, in the sense that it is essentially surjective and an equivalence on hom-categories.
To see this, observe that every finite set is in bijection with a set of the form n/R, and therefore
every cospan (A→ W ← B) is isomorphic to a cospan of the form (A→ n/R← B).
Definition 6.7. The non-unital topologically enriched category Csp has as objects natural
numbers n ≥ 0 and as hom-spaces3
homCsp(a, b) := BCsp(a, b).
Composition is induced by the functor µ.
We define hCsp as the ordinary category that is obtained from Csp by identifying two
cospans whenever there is an isomorphism between them. We let P : Csp → hCsp denote the
quotient functor that sends a cospan (a→ n/R← b) to its isomorphism class.
Lemma 6.8. The above defines a weakly unital topological category Csp. Moreover, the hom-
spaces in Csp decompose as
homCsp(A,B) ≃
∐
[A→W←B]∈hCsp(A,B)
BΣk
where Σk is the symmetric group of order k = |W \ Im(A ∐B →W )|.
3 Here B is defined by taking the simplicial nerve and then the standard geometric realisation. In particular,
B commutes with Cartesian products. This would not be the case if we took the “fat geometric realisation”.
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Proof. Csp defines a non-unital topologically enriched category: we observed earlier that µ is
strictly associative, so Bµ is strictly associative, too. It has weak units of the form [A = A = A].
Fixing two finite sets A and B, we would like to understand the space homCsp(A,B), or
equivalently, the groupoid Csp(A,B). It decomposes as a disjoint union of its isomorphism
classes, which by definition are the elements of hCsp(A,B). All that remains to show that the
group of automorphisms of a cospan (A→W ← B) is indeed Σk for k = |W \Im(A∐B →W )|.
Let α be an automorphism of (A → W ← B). Then α : W → W is a bijection, which has
to fix both the image of A→W and the image of B →W . So
Aut(A→W ← B) ∼= Aut(W \ Im(A ∐B →W )) ∼= Σk
and the claim follows.
6.2 Proof of theorem B
According to lemma 6.8 the difference between Csp and hCsp lies in the fact that a cospan
(A → W ← B) in Csp has non-trivial automorphisms defined by permuting points in W \
Im(A∐ B → W ). We now consider “reduced cospans”, for which this set is trivial:
Definition 6.9. For a cospan (A→ W ← B) we define its reduced and its closed part as
r(W ) := Im(A ∐B →W ) and c(W ) :=W \ r(W ).
Here we supress the dependence of r(W ) and c(W ) on the maps A,B → W in the notation.
We call the cospan reduced if W = r(W ) and closed if W = c(W ).
Definition 6.10. The reduced cospan category Cspred has as objects finite sets a as morphisms
isomorphism classes of reduced cospans. Composition is defined by
[b→ V ← c] ◦ [a→W ← b] := [a→ r(W ∪B V )← c].
We let R denote the reduction functor
R : hCsp→ Cspred, [a→W ← b] 7→ [a→ r(W )← b].
Remark 6.11. Note that the composition of two reduced cospans is not always reduced:
(1
1
−→ 2
2
←− 1) ◦ (0→ 1← 1) = (0→ 3/(1 ∼ 2)
3
←− 1) ∼= (0→ 2
2
←− 1).
(Recall that the order of composition in the cospan category is counterintuitive.) This shows
that it is essential to define the compositon in Cspred as r(W ∪B V ), since the pushoutW ∪B V
might not be reduced. It also shows that Cspred is not a subcategory of hCsp, but rather a
quotient category:
The reduction functor is a bijection on objects and surjective on morphisms. We can hence
define Cspred as the quotient of Csp by the relation that identifies two cospans if their reduced
parts are isomorphic.
We now wish to compute the homotopy fiber of the quotient functor R : hCsp→ Cspred. To
apply theorem 5.8 to the functor R we need to check that it is locally Cartesian and coCartesian:
Lemma 6.12. The reduction functor
R : hCsp→ Cspred
is locally Cartesian and locally coCartesian. However, it is neither Cartesian nor coCartesian.
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Proof. Let us first look at the fiber of the map
R : hCsp(A,B)→ Cspred(A,B)
at some reduced cospan [A→ U ← B]. Every cospan in the fiber is of the form
[A→W ← B] = [A→ U ← B]∐ [∅ → c(W )← ∅].
Hence the fiber is in bijection with N by counting the elements of c(W ) =W \ Im(A∐B → W ).
Consider a cospan [A → W ← B] ∈ hCsp; we will show that it is locally R-Cartesian
precisely if it is reduced. By definition 1.3 the cospan W is locally R-Cartesian precisely if the
top map in the following diagram is a bijection:
R−1([A = A = A]) R−1([A→ r(W )← B])
N N
( ∪AW )
∼= ∼=
( +|c(W )|)
This diagram commutes, and hence [A→W ← B] is locally R-Cartesian precisely if |c(W )| = 0,
i.e. if it is reduced.
The proof that [A→W ← B] is locally R-coCartesian precisely if it is reduced, is completely
analogous. In fact, all variants of the cospans categories are isomorphic to their opposite via the
functor that sends (A → W ← B) to (B → W ← A). Since R commutes with this involution,
the claim that a morphism is locally R-coCartesian if and only if it is reduced follows formally.
To see that R is indeed locally Cartesian and locally coCartesian, we observe that any
morphism in Cspred has a reduced lift to Csp.
Finally, we show that R is neither a Cartesian nor a coCartesian fibration. Say R was Carte-
sian, then by [Lur09, Proposition 2.4.2.8] the composite of two locally R-Cartesian morphisms
ought to be locally R-Cartesian. But as we saw in remark 6.11 the composite of two reduced
cospans is not always reduced, leading to a contradiction.
Similarly, we have:
Lemma 6.13. The reduction functor
R ◦ P : Csp→ Cspred
is locally Cartesian and locally coCartesian.
Proof. Let Fin≃ denote the groupoid of finite sets and bijections. The fiber of
R ◦ P : Csp(A,B)→ Cspred(A,B)
at some cospan [A→ W ← B] is equivalent to BFin≃. The equivalence is the restriction of the
functor
Csp(A,B)→ Fin≃ (A→W ← B) 7→ c(W ) =W \ Im(A ∐ B →W )
to the fiber. Just like in lemma 6.12 we see that for reduced cospans in Csp(A,B) the induced
maps on the fiber over weak units is the identity on Fin≃. Therefore reduced cospans satisfy
the condition in point 2 of definition 5.6, which means that they are locally (R ◦ P )-Cartesian
in the sense of weakly unital topological categories.
The rest of the proof follows like in lemma 6.12.
With the two previous lemmas at hand we can now apply theorem 5.8:
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Proof of Theorem B. Let ∗ and N denote the unital categories with one object and endomor-
phisms {id∗} and N, respectively. There is a pullback diagram of categories
N hCsp
∗ Cspred
R
where the bottom functor sends ∗ to the object ∅ ∈ Cspred. Theorem 5.8 applies to this
diagram: all categories involved are unital and discrete, hence weakly unital and fibrant, and
lemma 6.12 verifies the only non-trivial condition. This shows that the following is a homotopy
fiber sequence:
S1 ≃ BN −→ BhCsp
R
−−→ BCspred .
Similarly, we obtain the fiber sequence for Csp: let F denote the full (topological) sub-
category of Csp on the object ∅. Then there is a pullback diagram of topologically enriched
non-unital categories:
F Csp
∗ Cspred .
R◦p
Theorem 5.8 applies to this diagram: lemma 6.13 checks that R ◦ p is locally Cartesian and
locally coCartesian; moreover, R ◦ p is trivially a local fibration since Cspred and the space of
objects of Csp are discrete.
To obtain the desired homotopy fiber sequence recall from the proof of 6.13 that F is the
monoidal groupoid Fin≃ thought of as a bicategory with one object. Its classifying space is
hence the classifying space of the topological monoid
BFin≃ ≃
∐
k≥0
BΣk.
By the Barrat-Priddy-Quillen theorem we have that
ΩB(BFin≃) ≃ Q(S0)
and therefore BF ≃ B(BFin≃,∐) ≃ Q(S1). Under this identification the map B(BFin≃,∐)→
BN is the infinite loop space map QS1 → S1 which induces an isomorphism on π1. Its fiber is
the universal convering of QS1 and this proves the final claim in Theorem B.
Remark 6.14. We expect that the diagram in Theorem B is a diagram of infinite loop spaces.
For the bottom row this can be shown using standard infinite loop space machinery, because all
the categories involved are symmetric monoidal. Establishing this fact for the top row seems to
be technical and beyond the scope of this paper.
6.3 Comparison to the cospan category of Raptis and Steimle
We now apply our techniques to the cobordism category Cobsym(C) defined in [RS19]. In the
special case where C is the category of finite sets with injections as cofibrations their result says:
ΩBCobsym(Fin) ≃ K(Fin) ≃ Q(S0).
In fact, this cobordism category of finite sets is equivalent to a certain subcategory of Csp:
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Definition 6.15. We let Cspinj ⊂ Csp be the subcategory that contains all objects, but only
those morphisms (A → W ← B) where both maps A,B → W are injective. Let Cspred,inj ⊂
Cspred denote the subcategory defined by the same condition.
We can now provide a new proof of the main result of [RS19] in the example C = Fin:
Proof of Corollary C. Consider the diagram of weakly unital topological categories:
Cspinj Cspred,inj
Csp Cspred .
I
Q
I′
R◦P
It is a pullback diagram because a cospan (A→W ← B) ∈ Csp lies in the subcategory Cspinj,
precisely if the reduced cospan (A→ r(W )← B) ∈ Cspred lies in the subcategory Cspred,inj.
Using Theorem A we showed in 6.13 that R ◦ P is a realisation fibration. Therefore the
above square becomes a homotopy pullback square after geometric realisation. The inclusion
(Fin∼,∐) → Csp factors through the subcategory Cspinj and using Theorem B we conclude
that the two sequences in the diagram are indeed homotopy fiber sequences.
It remains to check that B Cspred,inj is constractible. First, note that Cspred,inj is an ordinary
category: its hom-spaces are discrete. In fact, it is equivalent to the category of finite sets and
partially defined injections. For our purposes it suffices to note that the object ∅ = 0 is terminal:
any reduced and injective cospan (A → W ← 0) is isomorphic to (A = A ← 0). This proves
the final claim of the corollary as the classifying space of any category with a terminal object
is contractible.
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