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I 
Abstract-A heuristic algorithm has been developed which is shown to be applicable to any nonlinear 
programming problem whose variables can be partitioned into two disjoint sets with a corresponding 
partition of the problem constraints. A number of applications of this heuristic method to specific problem 
types are discussed and computational results presented. In addition a Markov chain analysis of the 
performance of the algorithm for the transportation-location problem has been made to indicate why the 
algorithm performs well in practice. The relationship between problem structure and ease of solution is 
discussed, based on the results of this analysis. 
I. INTRODUCTION 
The class of nonlinear programming problems under consideration in this paper consists of 
those problems in which the vector of variables can be partitioned into two disjoint sets of 
variables. In a similar way, the constraint set of the problem can be partitioned into two disjoint 
constraint sets, such that each constraint set involves only one of the subsets of variables. 
There are a number of well known mathematical programming problems that have this 
structure. The objective function may be separable or non-separable for such problems. The 
reason for considering this class of problems is two-fold. First, many of these problems can be 
characterized simply as to the nature of the solution. Second, although exact algorithms for the 
solution of these problems are easily constructed, they are not computationally feasible for 
problems of realistic size. However, a class of powerful approximate methods exist which are 
effective and fast. 
In what follows, the general problem will be described and characterized mathematically. 
Specific subclasses of the general problem will also be discussed. Then a framework for a class 
of approximation methods will be presented. Two specific examples of the computational use of 
these methods will be presented as well as a discussion of why the methods eem to be so 
effective. 
2. THE GENERAL PROBLEM AND EXAMPLES 
The general class of problems we are considering can be described as follows: 
inf 4(x, Y) 
s.t. xEX,yE Y 
where 
X is a subset of R” 
Y is a subset of R” 
4(x, y) is a function from X x Y into R’ 
(1) 
In what follows we shall assume that 4(x, y) attains its minimum over X and Y and we will 
substitute minimum for infimum. 
In order to treat (1) as anything other than a general nonlinear program, we shall focus upon 
problems that have certain structural characteristics which enable the construction of efficient 
approximate computational solution methods. In particular, we shall confine ourselves to 
problems in which we can search for an optimal solution x* to some finite, non-empty subset 
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X, C X For this class of problems, we can in principle, solve the problem: 
min 4($ Y) 
s.t. YEY (2) 
for each 2 E X,. This will result in a corresponding optimal solution y E Y. The global optimal 
solution (x*, y*) to (1) will then be: 
44x*, Y*) = f;i;B 4(X f) (3) 
To carry out this procedure for each member f E Xs amounts to completely enumerating all 
feasible candidate solutions and choosing the minimum. This procedure is finite and clearly 
produces a global optimum solution. However, for many practical problems of interest, total 
enumeration of all feasible solutions, though finite, involves a prohibitive amount of com- 
putation. Hence, it is desirable to devise effective computational strategies which though 
approximate, xamine a small subset of the total number of feasible solutions and have a high 
probability of finding an optimal or near-optimal solution. 
Before considering, in the next section, the structure of such an approximate algorithm, we 
consider some examples of the problem type given by (1) and which can, in principle, be solved 
by using (2) and (3). 
Example 1. Fixed Charge Problem. 
Min 4, = c’x+d’y (4a) 
Ax=b (4b) 
xro (4c) 
( 0,x, =o y’= l,x,>O (4d) 
where c, d, x, y are n-component vectors, b is an m-component vector and A is an m x n 
matrix of real scalars. 
In this case X, C X consists of the basic feasible solutions to the constraints (4b) and (4~) of 
(4) and the problem (2) is trivial. It consists merely of evaluating 4, at the given I E XB while 
satisfying the constraints (4d). 
Example 2. Transportation-Location Problem. 
s.t. gxii5,, i= 1,2,...,m 
2 Xii = bi j = 1,2, . . . , n 
x, 2 0, V i, j 
where the B, are known scalar weights, the uI are 2-component vectors of unknown points in 
Euclidean 2-space and the pi are 2-component vectors of known points in Euclidean 2-space. We 
wish to determine locations of sources and amounts to be shipped from sources to destinations, 
simultaneously. 
For the problem (5), Xe C X consists of the basic feasible solutions to what are the 
constraints of a Hitchcock transportation problem, viz. the constraints of (5). It will be noted 
that the variables u:, uf, i = 1,2,. . . , m do not appear in the constraints of (5). They are 
“required” to be non-negative but these constraints are easily handled by the definition of the 
co-ordinate system and in addition, will always be non-negative if all the pi 2 0. 
The problem (2) which must be solved for each ff E X8 consists of a set of single source 
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Weber problems [ 11. The sub-problem corresponding to (2) is: 
which can be decomposed into m single-source problems: 
Min &i = $, PJiillui - PA i=1,2,...,m 
(6) 
(7) 
The solution to (7) is well-known and will be discussed in a subsequent section. 
Example 3. Concave Transportation Problem. 
,, I I 
Min 43 = 2 2 fii(xij)xij i=l j=I 
s.t. gXij5fl.y i=1,2,...,m 
zXij=bj, j=1,2 ,..., n 
i=l 
Xij 2 0, V i, j (8) 
In (8) we have the usual Hitchcock transportation problem constraints. However, the cost 
functions fii(*) are now assumed to be concaue functions of xii, the amounts to be shipped, over 
the set X. 
Since this is the case, the global minimum of & will occur at an extreme point of the convex 
set of solutions generated by the constraints of (8). Hence for this case, the set Xs C X are the 
extreme points of: 
X = 
The problem (2) that must be solved is simply to evaluate the objective function for each 
f E Xs where X, are the basic feasible solutions (extreme point solutions) of X. 
It should be noted that concave transportation problems are a very important class of 
problems in real world applications. Such problems contain cost functions which reflect the 
existence of economies of scale in the shipment of goods or services, i.e. the costs of shipping 
do not increase at the same rate of increase as the amount o be shipped. This circumstance 
gives rise to a concave cost function. 
Example 4. A Transportation-Production Problem. 
min 44 = 2 2 CijXij + 2 PitYi) 
is, j-1 i=l 
s.t. ZXij-yi=O i=1,2,...,m 
@a) 
(9c) 
VW 
In (9a)-(9d), m is the number of sources (facilities), n is the number of destinations (CUS- 
tomers), Xii is the amount to be shipped from source i to destination j, Cij is the unit 
transportation cost from source i to destination j and P,(y,) is the total production cost at 
facility i when the production level is y,. Each production cost function P,(y,) is defined on 
[0, B] where B = i bj. Thus each source is theoretically capable of supplying the total demand, 
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although in most cases this is not economical. In [2] a fairly efficient algorithm is prescribed for the 
solution of (9) when [d2P,(yi)/dyt] 2 0; i.e. the marginal production cost functions pi(yi) at facility i 
when the production level is yi are monotonically increasing functions. A more common case 
however, is that of decreasing marginal costs, which gives rise to the class of problems under 
consideration in this paper. 
If the P,(y,) are concave functions, then we can approach the problem as follows. The set X 
is defined as: 
X = xii 2 0, V i, j 
The constraints (9b) are only definitional, since for a given x E X, the yi are defined by (9b). 
For the transportation-production problem, the problem (2) that must be solved is simply to 
evaluate the objective function given by (9a) for each x E X8 where X, are the basic feasible 
solutions (extreme point solutions) of X 
It should be noted that this problem formulation is very general since the only restriction on 
the P,(y,) is that they be computable and concave. 
These four examples of problem types (and there are many others) indicate that while an 
exact algorithm exists which depends upon complete enumeration of a finite set, the enu- 
merative process is impractical for problems of realistic size. For example, alower bound for the 
number of basic feasible solutions N BFs to a transportation problem is n !/(n - m + l)! For m = 10, 
n = 100, this lower bound is approximately 7 x 10”. It should also be borne in mind that even ifit were 
practical to evaluate this number of solutions, avery much larger set would have to be examined to 
find this set of distinct basic feasible solutions. Hence, the need exists for a rapid, heuristic method 
for finding a good solution to problems of the type under discussion. 
3. HEURISTIC ALGORITHMS-GENERAL STRUCTURE 
The class of heuristic algorithms to be discussed make use of the fact that the set of feasible 
solutions X, is finite, although much too large to completely enumerate. Since the objective 
function is not limited to functions which allow a monotonic decrease at each step of some 
iterative scheme, e.g. convex functions, we seek methods for avoiding constrained local 
minima. We shall call such methods non-local search or non-adjacent search methods. We shall 
distinguish between first order, second order, etc. non-local searches. For example, if Xs 
consisted of the extreme points of a convex polyhedral set (basic feasible solutions of a set of 
linear constraints), a first order search would be a search of all extreme points adjacent o a 
given point. A second order search would examine all non-adjacent extreme points which are 
two extreme points removed from a given point, etc. It should be noted, however, that the 
general scheme given in Fig. 1 can be used with any finite set X,, even though the examples in 
Sections 2 and 4 are of convex polyhedral sets. 
A general flow chart for the class of heuristic methods to be used for solving (1) is shown in 
Fig. 1. The scheme shown should be regarded as only one of several ways to put together such 
heuristic methods. For example, whether p should be 1,2, 3,4 etc., can be left to the particular 
application. Similarly, depending upon the value of p, one may not always wish to return to the 
single order search. In this connection, after the choice of an arbitrary Tk+’ (irrespective of 
objective function values) at the bottom of Fig. 1, one need not necessarily return to the second 
order search. There are obvious other prior choices that can be made. 
The outline shown in Fig. 1 should be regarded as a collection of modules which can be put 
together in a number of ways. Because of this fact, the great flexibility inherent in the use of 
these heuristic methods can achieve a high proportion of globally optimal and very near-optimal 
solutions. In the next two sections, two specific embodiments of this general scheme and the 
results obtained will be examined. 
4. THE FIXED CHARGE PROBLEM 
Example 1 of Section 2 was the linear fixed charge problem as given by (4a)-(4d). In [3] 
an algorithm was presented, as well as some computational results, for solving fixed charge 
problems heuristically. It was shown to be highly effective. A very similar algorithm, inde- 
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Determine an initial _f” E X. C X I 
I 
Using i*, solve (2) to determine Wk. B’) T 
Employ a firsf order search to find .?+I 
& solve (2) to find 1’” 3 4(x’+‘, y’+‘)< 4,,. 
II 
3 
Has one been found? 
Employ a second order 
& solve (2) to find y”’ 
I 
4 In,” - 4(fk”, p”) Has one been found? 
Employ a pth order search to find f’” & solve 
NO 
Choose some Z*+’ & Y”’ 3 +(a’+‘, y*+‘)z &_,” ” STOP 
Fig. 1. General heuristic algorithm. 
pendently developed by Walker in[4], was shown to be equally effective. We shall now show 
that the algorithms of [3] and[4] are a particular example of the general approach presented in 
Section 3. Figure 2 shows the method described in Fig. 1 particularized for the fixed charge 
problem as described in [3]. It will be recalled that for the fixed charge problem the set X = {xl Ax = b, 
x 2 0) and X, consists of the extreme points of X. 
In Block I of Fig. 2 we determine an initial basic feasible solution to Ax = b, x 2 0. Any P hase I or 
similar procedure used in linear programming can be utilized to find such a solution. 
In Block II of the algorithm the usual simplex pivoting process is employed of inserting one 
vector into the basis and removing another so as to improve the objective function. We do this 
by choosing a vector ar (a column of the matrix A) to enter the basis such that when b,., the rth 
column of the basis is replaced by ak, ~#,(f’+‘, jjk”) s 4min. Moreover, we choose &hat vector a, 
that yields the greatest decrease in the value of the objective function. Details of this 
calculation are straightforward and are given in[3]. 
In Block III we attempt o insert a pair of non-basic vectors, say ak and aI into the basis in 
order to find an improved value of the objective function. We do this by first inserting vector aL 
and removing b,, transform this simplex array and then insert a, and remove b,. Only then do 
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Determine an initial basic feasible solution f” 
to .4.x = b. I > 0 
i 
1 
.P c.?" 
$ 
Evaluate a+,(,?. y*) = c’i’ + d’f’ 
+ 
6 nl,” +--- Qq.f’. a^) 
c . 
Search adjacent extreme points to find it” and V*’ 
* 3 lj#*‘. y*-‘)= 
+ 
Has one been found? 
NO 
from .? to find any .? a 
Has one been found? 
I 
1 
+ 
Search extreme points which are p extreme points away 
from I’ to find any i*+’ & i”’ 3 &(a’+‘, y”‘) < Q,,,,” 
1 
IV 
4 mm + &(I*‘, jk”) Has one been found? 
NO 
Are there any non-basic vectors that have 
not been arbitrarily forced into basis? 
NO 
b 
YES STOP 
Insert a non-basic vector into basis. i.e. 
choose X-“’ & y’*’ 3 &(.?+‘. ~“‘)z&,,. Y 
Q 
Fig. 2. Fixed charge heuristic algorithm. 
we calculate the value of 9,. If C#J, < &,,. we seek no further among pairs of non-basic 
vectors, but return to the adjacent extreme point search. Again, further details of this 
calculation can be found in[3]. 
Block IV is similar to Block III and there will be p -2 such blocks. In the algorithm 
developed in[3], p = 3 was the maximum used. Three vector exchange is employed in a manner 
similar to the two vector exchange. 
In Block V a non-basic vector is inserted into the basis without regard to the effect on the 
objective function. Indeed, it will increase the objective function. We then return to the two 
vector insertion process of Block III. This process is continued until all non-basic vectors have 
been inserted. 
In[3] 288 test problems were solved and the method outlined in Fig. 2 obtained the optimal 
solution for 285 of the problems. Slight variations of the method employed in[4] found the 
optimal solution for the remaining problems. Details of the problem structure, generation, etc. 
are given in[3]. 
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5. THE TRANSPORTATION-LOCATION PROBLEM 
Example 2 of Section 2 was the transportation-location problem as given by equations (5). 
In[S] and[6] some of the theoretical aspects of the solution are presented and several 
computational methods are discussed including the one under consideration in this paper. 
For our purposes here it should be noted that it is shown in[5] that, despite the fact that the 
objective function of (5) is neither convex nor concave, the optimal solution occurs at an 
extreme point (basic feasible solution) Xs, of the convex set 
We shall now show that the algorithm of [6] is a particular example of the process described in 
Section III. The algorithm presented in Fig. 3 is a particularization of the general method 
shown in Fig. 1. The solution process for the transportation-location problem is more interes- 
ting and complex than was the case for the fixed charge problem. This stems from the fact that 
the problem (2) that must be solved requires an iterative process itself. However, it is one that 
can be proved to be convergent. This will be described subsequently. 
In Block I of Fig. 3 we must determine an initial basic feasible solution to a transportation 
problem for which the “costs” are not yet known, since the coefficients of the xii involve other 
unknowns, uiz. Ui = [Uil, U& i = 1, 2, . . . , m. A most convenient way to do this is to use the 
Northwest Corner Rule. This is described in many places (see, e.g. 171). 
Since the results of Block I are a set of known allocations (implicit in the values of x,), in 
Block II we can solve a set of single source location problems (Weber problems) using the 
well-known iteration equations given in[l] and[8]. The purpose of this calculation is to obtain 
(ui,, 14~)~ i = 1,2, . . . , M and then proceed to calculate the “costs”, pj]lUi -pi]\ for all i, j. The 
iteration scheme for calculating the ui is as follows: 
& _ 2 fiipj2 
2 ;ij 
i=l,2,..,m 
! 
(IO) 
i=l,2,...,m 
1 
(II) 
where d; = [(uf, - pi,)’ + (ufz - pj2)2]“2 and iii are the values obtained in the feasible solution to 
the transportation problem of Block I. Starting with equations (lo), equations (11) are then used 
to iterate to converged values of ui, and uiZ for all i. 
In Block III we replace a single vector in a solution to a transportation problem by another 
vector. We do this by choosing some vector not in the current basis, using the usual simplex 
rule for inserting this vector and removing a current basic vector. The insertion selection 
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Obtain a basic feasible solution .i” IO 
/ z.x,,sa.. ~.r;b,..r,,z0.Vi.j jl
Using f’ as weights solve m location 
II 
Search adjacent extreme points for an f”’ and 
solve m location problems for Q*+’ 3 
III 
t 
4 mm - 4,(P’, a”‘) Has one been found? 
I I I I 
Search extreme points which are two extreme points away from 
P to find any P”, & solve m location problems for 4 3 
a:+’ 3 4&Y+‘, li”‘) ‘C 4_,” 
IV 
4 rn8” c l#&i*“, Ii”“) Has one been found? 
1 
Search extreme points which are p extreme points away from 
P” to find any P”, & solve m location problems for 
a!” 3 4,(i”‘, P”) < 4m,n 
V 
4 
4 ml” - 4*(f*+‘, fi*+‘) Has one been found? 
I 
STOP 
Insert a non-basic vector into basis, i.e. 
choose P” & solve m location problems for 
Fig. 3. Transportation-location heuristic algorithm 
process is restricted to adjacent vertices and the best adjacent vertex is chosen. Then using the 
allocation implicit in the new solution to the transportation problem, we use equations (10) and 
(11) to solve for a new set of locations (ui,, uiz), i = 1,2,. . . , m and from these calculate the 
value of the objective function from (6). If the value of & is less than the smallest value yet 
found (&.), we continue to look for single vector exchanges from the new solution. 
In Block IV we carry out a single vector exchange and then another single vector exchange. 
Only then do we calculate C& for comparison with 4min. By that procedure, we move from an 
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extreme point to a non-adjacent extreme point in a set that differs from the original extreme 
point by having two different basic vectors. The usual procedure for entering and removing a 
vector is employed, except that it is repeated twice, before the new location problems are 
solved and costs are calculated. Whenever a successful exchange (a reduced value of &) is 
found we return to Block III. 
Block V and any subsequent blocks of the same type will utilize 3,4,. . . vector exchanges. 
The methodology is the same as in Block IV. Further theoretical details relating to this 
procedure can be found in[6]. 
In Block VI we insert the first non-basic vector into the basis without reference to 
improvement of the objective function. We then proceed to the two vector exchange of Block 
IV. This process is continued until all non-basic vectors have been forced into the basis without 
any subsequent improvement in the objective function. 
In[6] 120 transportation-location problems were generated and the optimal solution deter- 
mined by complete numeration. The problems were then solved by the heuristic algorithm just 
described. In all 120 problems the optimal solution was found. Previous attempts to solve even 
small problems by other approximate methods[5] had encountered non-optimal and poor 
solutions in some of the cases tested. The results were so striking that some empirical 
investigations were undertaken to try to see why this heuristic method seems to be so reliable. 
The results of this investigation are presented in the next section of this report. 
6. THE TRANSPORTATION-LOCATION PROBLEM HEURISTIC 
METHOD-AN EMPIRICAL INVESTIGATION 
In order to generate problems whose global optimal solutions were known so as to test the 
approximate method described in the previous section, a computer program was written to find 
all the basic feasible solutions to a transportation problem; i.e. find all extreme points of: 
2 Xij = bj, Xii 2 0, Vi,j . 
i-1 1 
(12) 
This program was then expanded to provide some additional information regarding the 
characteristics of the polytope of extreme point solutions to transportation-location problems. 
It may be noted that the number of basic feasible solutions, N,,, for a transportation 
problem is bounded as follows: 
(n!/(n - m + l)!) 5 NBpS 5 n m-‘rn “--l (13) 
The lower bound is from[9] and the upper bound is discussed in[lO]. A calculation of NsFS for 
some typical problems is as follows: 
m = 2, n = 4: 4~N,,Fs=9~56 
m =2,n = 11: 11 s NBFS=635 11264 
m = 3, n = 5: 20~ NBFs=91~2025 
It can be seen that the lower bound is a better indicator of the number of basic feasible 
solutions than the upper bound, which can be quite inaccurate. 
The amount of computation required to generate all basic feasible solutions of (12) is quite 
significant. Consider, for example, the 3 x 5 problem cited in the foregoing paragraph, which 
had 91 distinct basic feasible solutions. In order to find them, a complete tree of all possible 
simplex transportation tableaux must be calculated. This required 736 pivots to generate the 
solutions. The method for doing this is described in[5]. Nonetheless, using this complete 
enumeration of solutions a large number of problems have been generated and examined to 
help explain why the heuristic method seems to work as well as it does. 
In addition to finding and enumerating each basic feasible solution, the following in- 
formation was generated: 
(1) A table listing the extreme points in the order they were found and indicating, for each 
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extreme point, other extreme points to which it was connected. This is equivalent o 
listing the nodes and arcs of the non-directed connected graph of the solutions. 
(2) For each extreme point, the fraction of those extreme points to which it is connected by 
a single arc that have lower values of the objective function &. 
(3) A list of the extreme points and their corresponding objective function values in 
ascending order of the magnitude of &. 
A portion of the typical output for a problem with m = 3, n = 3 is shown in Fig. 4. The initial 
basic feasible solution is indicated by 0. The entries in each row are interpreted as follows: 
indicates that the x,, = 34. 
BFS I 1 34 
BFS 1 2 14 
indicates that xlz = 14, etc. All xii which are not shown are equal to zero. From this initial solution 
1, the next set of rows indicate which extreme point solutions are adjacent o each extreme 
point. The first entry in each of these rows is the fraction of adjacent extreme points that have 
objective function values which are less than the extreme point under consideration. Following 
these entries is a list of the extreme points in increasing order of the objective function values. 
It can be seen from looking at these data, that the heuristic method will find the optimal 
solution, No. 14, in three steps; i.e. the path it will take is 1 --* 2 --, 7 + 14. For this problem not all 
the extreme points had at least one adjacent extreme point with a decreased value of the 
objective function. Nevertheless, a one vector exchange did lead to the optimal solution. 
Data for another problem is shown in Fig. 5. For this problem, it can be seen that single 
vector exchange will lead from No. 1 to No. 3 which has no adjacent extreme points with a 
decreased value of the objective function. Hence, single vector exchange cannot find No. 6, 
BSF I 1 34 
BFS I 2 14 
BFS 2 2 67 0 
BFS 2 3 19 
BFS 3 3 30 
PROB. NO. 2 ZOPT = 366.130 
0.2500 I: 23 45 
0.2500 2: I6 78 
0.5000 3: I 9 IO 11 
0.7500 4: 710 5 I 
1.0000 5: 811 4 I 
0.5COO 6: 9 2 12 13 
0.2500 7: 414 8 2 
0.7500 8: 515 7 2 
1.0000 9: 6 3 I2 I3 1+2-+7-*14 
0.7500 10: 414 II 3 
0.0 II: 5 I5 IO 3 
0.2500 12: 6 9 I4 I3 
0.7500 13: 6 9 I5 12 
0.0 14: 7 10 I5 I2 
0.0 IS: 8 I1 I4 13 
BFS= I4 ZP = 366.130 
BFS= I2 ZP = 376.517 
BFS= 7 ZP = 775.426 
BFS= 2 ZP = 1338.995 
BFS= 6 ZP = 1390.935 
BFS= II ZP = 2246. I45 
BFS= I5 ZP = 2287.088 
BFS= 13 ZP = 2287.090 
BFS= I ZP = 2986.450 
BFS= 3 ZP = 3183.817 
BFS= IO ZP = 3855.468 
BFS= 9 ZP = 4267.099 
BFS= 4 ZP = 4326.165 
BFS= 8 ZP = 4639.016 
BFS= 5 ZP = 4966.478 
Fig. 4. Listing of extreme point solutions of a transportation problem-single vector exchange. 
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BFS 1 1 35 
BFS 2 I 45 
BFS 2 2 17 
BFS 3 2 57 
BFS 3 3 IO 
PROB. NO. 6 ZOPT = 838.055 
0.7500 1: 2 3 3 4 
0.7500 2: 5 1 6 7 
0.0 3: 5 3 8 1 
0.2500 4: 4 8 1 9 
0.5000 5: 3 6 10 2 
0.0 6: 5 3 11 2 
0.5000 7: 2 10 12 11 
0.5000 8: 13 3 9 4 1+3+(5,6) 
1.0000 9: 14 8 3 4 
0.5000 10: 515 11 7 
1.0000 11: 6 10 16 7 
1.0000 12: 4 15 16 7 
0.0 13: 15 14 8 4 
0.5ooo 14: 13 16 9 4 
0.2500 15: 13 16 10 12 
0.2500 16: 14 15 11 12 
BFS= 6 ZP = 838.055 
BFS= 3 ZP = 838.056 
BFS= 5 ZP = 838.064 
BFS= 13 ZP = 1025.030 
BFS= 8 ZP = 1055.139 
BFS= 4 ZP = 1055.141 
BFS= 15 ZP = 11%.403 
BFS= 14 ZP = 11%.407 
BFS= 16 ZP = 11%.419 
BFS= 1 ZP = 1370.073 
BFS= 2 ZP = 1370.082 
BFS= IO ZP = 1413.489 
BFS 7 ZP = 1413.507 
Bl?S= 12 ZP = 1532.734 
BFS= 9 ZP = 1587.168 
BFS= 11 ZP = 1749.822 
Fig. 5. Listing of extreme point solutions of a transportation problem--double vector exchange. 
33 
which is the optimum. However, a two vector exchange from No. 3, ok 3+(5,6) will lead to 
the optimal solution. 
7. MARKOV CHAIN MODEL OF THE TRANSPORTATION 
LOCATION HEURISTIC ALGORITHM 
In the previous section the empirical performance of the transportation-location heuristic 
algorithm was discussed. While providing some insight into the performance of the algorithm, 
such an empirical analysis is limited in that the algorithm either succeeds or fails for each test 
problem. The probability of success is not simply zero or one, however. Given any specific test 
problem, the algorithm has a probability of success due to the random selection of the initial 
basic feasible solution and the various orders in which vector changes could be performed. 
This section develops a model of the algorithm which may be used to determine the 
probability of success for any given problem. The algorithm is modelled as a Markov chain 
having N,,, absorbing states and p(NBFS - 1) transient states. The absorbing states correspond 
to the NBFs positions at which the algorithm may terminate. The probability of success is 
simply the steady state probability associated with terminating at the basic feasible solution 
corresponding to the minimum objective function value. 
To facilitate the modelling process, the basic feasible solutions are numbered in ascending 
order of objective function value. That is, the optimal solution is point 1, while the worst 
solution is point NeF,. 
Figure 6 illustrates the probability transition matrix corresponding to NeFS = 5 and p = 2; 
that is, the second order algorithm applied to a problem with 5 basic feasible solutions. States 1 
through 5 = NsFS are the absorbing states. Their steady state probabilities pf, i = 1,2,. . . , NBps 
sum to one, with pt being the probability of algorithm success. 
The transient states 2,, 3,, 4,, and 5, correspond to the algorithm using first order iterations. 
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2 
3 
4 
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2, 
3, 
4, 
5, 
22 
32 
42 
52 
no= l/5 0 1010101 I/5 I/5 I/5 l/5 O/O j 0 0 
Fig. 6. Probability transition matrix for the second order algorithm applied to 5 basic feasible solutions. 
State 4, has the algorithm at point 4 and applying single vector iterations. In general, state s,, 
has the algorithm at the sth best solution and applying hth level iterations. 
The transition possibilities are obvious from the state definitions. From state sh the 
algorithm either progresses to some state t,, where t < s; or else the algorithm goes to state 
So+,, unless h = p in which case the algorithm fails in absorbing state s. Of course whenever 
s = 1, the algorithm remains in state 1, corresponding to success. 
In general, the probability of transition from point i to point j using hth order iterations is 
denoted by ph.,& The absorbing state transition probabilities are trivial, with pO.i.i = 1 for 
i=1,2,... , NsFs and p0.i.j = 0 for all if j. The interesting transition probabilities are 
and 
P1.i.i i = 2,3,. . . , NsFs and O<j<i 
P2.i.i i=2,3 ,..., NBFs and O<j<i. 
The other non-zero transition probabilities follow immediately, since the probabilities of each row 
must sum to one. 
Now the specific phJ.j values are determined from the structure of the given problem under 
analysis. Using the program described in Section 4 an adjacency matrix A, as illustrated in Fig. 
7, was constructed for various problems, with entries ai+, where 
1 
“‘= 0 1 
if point i is adjacent to point j
otherwise 
2 I 
3 0 0 
4 I 0 0 
5 0 I 0 I 
6 01001 
7 010011 
8 1000010 
9 00100001 
IO 001100000 
II 0010000011 
12 00100010110 
13 100100010010 
I 2 3 4 5 6 7 8 9 101112 
Fig. 7. The lower triangular half of a particular symmetric adjacency matrix. 
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(Degenerate adjacency results in aij = 0 since, in effect, no transition is made.) This adjacency 
matrix completely describes a problem as far as the heuristic algorithm is concerned and for 
purposes of this analysis. 
The ph.i,j transition probabilities are defined in terms of the Q’S in a manner eflecting the 
heuristic algorithm’s procedures. The P,.~.~ values are simply 
P ,,= 1 ifc,j=landai.k=Ofork=l,..., j-1 
1 .I., 0 otherwise 
Stated somewhat differently, pIei., = 1 if j is the point adjacent o i having the lowest objective 
function value and j < i. This reflects the complete search performed by the first order 
algorithm to find the best adjacent solution, rather than just a better solution. 
Higher order transition probabilities ,are not as simply determined from the 0, values. The 
logic is described here for the second order iterations. Higher order probabilities are determined 
in similar fashion. 
Unlike the first order iterations, which seek the best adjacent point, later phases of the 
algorithm seek only a better solution. The particular better solution found is randomly selected, 
not in the sense of using pseudo-random numbers, but in the sense that no logic is used to test 
any properties of the better solution. Thus, these transition probabilities take on fractional 
values, unlike the p1.i.j values. 
The procedure to determine pz.ij values from the 0, values has two basic steps: 
(1) without regard to objective function values, determine two-step transition probabilities 
by squaring the normalized adjacency matrix, and 
(2) rescale the transition probabilities to better solutions, since the algorithm will try 
two-step transitions until a better solution is found. 
Specifically, the hth order transition probabilities pj.i.j are determined as follows: given the 
adjacency matrix A = [ai,] and IABFS = mn - (m + n - l), the number of adjacent basic feasi- 
ble solutions, 
1. Calculate the scaled adjacency matrix S = [sij] 
sij = aij/IABFS for i = 1,2,. . . ) NBFs 
j=1,2,...,NBFs 
which is a probability transition matrix for single vector exchanges with the vector randomly 
selected. 
2. Calculate hth order transition probabilities R = [rij] with no regard to objective function 
value using matrix multiplication 
R = Sh 
3. Since the algorithm dues consider objective function values, and will only progress to a 
better solution after h steps, each row of R is modified to give the final transition probabilities. 
i-1 i--l 
Ph.i.j = I 1 ri.j C ri.j i-1 if z ri.j ’ O 
LO otherwise 
4. The corresponding failure probabilities are then calculated such that the sum of each row 
is one, as indicated in Fig. 6. 
Given the vector R,, of initial state probabilities, the probability of the algorithm being in 
each state is calculated from the probability transition matrix using 
7ri=7rii-,P for i=1,2,... 
Since the Northwest Corner Rule, which does not consider costs, is used to determine the initial 
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basic feasible solution, the appropriate initial probabilities, given by the vector 7~~ is a uniform 
distribution over states 1, 2,, 3,, . . . , A&,. Of course, any initial probability vector may be 
used. 
8.MARKOV CHAINANALYSISOFTHETRANSPORTATION 
LOCATION HEURISTIC ALGORITHM 
Using the Markov chain model developed in the last section, the performance of the 
heuristic transportation location algorithm is analyzed in this section. Performance measures 
considered are probability of terminating at the optimal solution (success) and the expected 
number of lst, 2nd,. . . , pth order iterations. 
As an example, consider the problem defined by the adjacency matrix of Fig. 7. The first 
order algorithm (p = 1) is successful with probability 0.62. This is not difficult, although it is 
tedious, to determine directly, by noting that either of the thirteen basic feasible solutions lead 
to the optimal solution through single vector iterations. Direct examination of the adjacency 
matrix can also be used to determine that the other five basic feasible solutions result in failure 
at the third bdst solution, since solution 3 is not adjacent o either solution 1 or solution 2. 
The Markov chain analysis also provides the distribution of the number of iterations 
required. For the problem at hand, the probability of success at each iteration was seen to be 
0.08, 0.38 and 0.62 after zero, one and two iterations. The 0.08 is l/13 to two places, reflecting 
that the initial basic feasible solution is the optimal solution with probability l/13. Four other 
solutions (2, 4, 8 and 13) lead to the optimal solution in one step, yielding a probability of 
success of (1 + 4)/13 = 0.38 after the first iteration. Three other solutions (5, 6, and 7) yield the 
optimal solution after two iterations, yielding the final first order algorithm probability of 
success, 8/13. 
The second order algorithm, p = 2, is much more difficult to analyse without the use of the 
Markov chain model, since transitions are not deterministic. Given the initial basic feasible 
solution, the algorithm may or may not be successful, depending upon the particular vector 
exchanges made. The second order algorithm has the same probability of success for this 
problem as the first order algorithm. The status of the second order algorithm at any given 
iteration differs from that of the first order algorithm, but the final result is the same. 
The third order algorithm, p = 3, is always successful on this problem, regardless of the 
initial solution and regardless of the order of the vector exchanges. The probability of 
successful completion after only one iteration is 0.38, after two iterations it is 0.62, after three it 
is 0.67, after four it is 0.92, and after, at most, five iterations the algorithm is at the optimal 
solution with probability one. 
Actual application of the algorithm yielded only the information that the problem was solved 
successfully using only the first order iteration logic. The Markov chain analysis determined 
that the algorithm can not fail if allowed to use third order logic, and succeeds with only first 
order logic with probability 0.62. 
Averaging the Markov chain results over several problems provides an estimate of the 
algorithm’s performance over a problem type rather than a specific problem. The results of 
averaging five problems are given in Table 1. (Problem 3 is the one discussed in detail above.) 
Based on this sample of five problems, the first order algorithm is successful about 81% of the 
time, the second order algorithm is successful 92% of the time, and third order algorithm is 
always successful. Of course the third order algorithm can indeed fail, but it appears unlikely 
for problems of this type. 
The ability of the general algorithm to solve problems efficiently is largely due to the 
relatively fast first order logic working often. As indicated by these five problems, first order 
logic alone is successful 81% of the time. Of the remaining 19%, second order logic is 
successful an additional 11%. Thus in only 8% of problems solved are third order iterations 
needed. In the only problem here requiring third order iterations, problem 3, the expected 
number of third order iterations is about 0.40. The expected number of iterations is 2.39. 
Therefore, for this problem only one iteration in six is third order. 
As Table 1 indicates, problem 3 is the most difficult to solve. The difficulty stems from the 
structure of the adjacency matrix. If every solution is adjacent o a better solution (except he 
optimal solution, of course), the first order algorithm will always be successful. Since Solution 3 
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Table 1. Success probabilities for five test problems Note: Multiple entries 
correspond to p = I, 2, and 3 
Problem Number 0 
Iteration Number 
I 2 3 4 5 
I 0.07 0.33 0.73 0.93 1.0 
0.73 0.8 0.8 
2 0.07 0.33 0.80 1.0 1.0 
0.80 I.0 1.0 
0.62 0.62 0.62 
3 0.08 0.38 0.62 0.62 0.62 0.62 
0.67 0.62 1.0 
0.54 0.62 0.62 
4 0.08 0.38 0.62 0.85 1.0 
b.08 
0.62 0.85 1.0 
5 0.42 0.83 I.0 
0.69 0.79 0.81 0.81 
Average 0.08 0.37 0.72 0.88 0.92 0.92 
0.72 0.89 0.98 1.0 
is not adjacent o either Solution 1 or 2, higher order logic is required when Solution 3 is 
encountered. 
Now a relatively unlikely structure occurs in this problem. Solution 3 is adjacent to 
solutions 9, 10, 11, and 12, none of which are adjacent o either Solution 1 or 2. This structure is 
illustrated in Fig. 8. As before each feasible solution is represented by the index of the 
associated objective function value. The optimal solution is represented by “1” and is also 
shown as the lowest point. The arcs connect adjacent basic feasible solutions. Thus there is a 
one-to-one relationship between Fig. 7 (the adjacency matrix) and Fig. 8. Figure 8 serves to 
highlight he problem structure. 
The third basic feasible solution is at the center of the difficulty. Not only is this solution not 
adjacent o better solutions (1 or 2), but it is not even once removed from either solutions 1 or 
2. Thus if the algorithm is at solution 3, neither first nor second order iterations are successful 
in moving to a better solution. Of 36 (=(4) (3) (3)) possible triple transitions, three lead to the 
optimal solution and one leads to solution two, which immediately also yields the optimum. 
The effect of problem size on algorithm performance is of interest. The problems analyzed 
above had from thirteen to sixteen basic feasible solutions. To check the effect of problem size, 
a problem having 46 basic feasible solutions was analysed. The problem’s adjacency matrix is 
shown in Fig. 9. 
The chosen problem has several characteristics to be noted. As with most problems of this 
type, the concentration of adjacencies is heaviest along the diagonal of the adjacency matrix. 
This is reasonable and common, since the probability that point 10 is adjacent o point 11 or 
point 12 should be higher than the probability of adjacency to point 44, for example. Thus the 
problem is representative in terms of the basic pattern of adjacencies. 
Note that the use of only first order iterations will sometimes fail on this problem. This is 
clear since rows 10 and 14 of the adjacency matrix have no “1” entries. Many problems of this 
Fig. 8. Graphical illustration of the adjacency structure of problem 3. 
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size have no such rows, since as the row length increases, the probability of no adjacencies to 
better solutions decreases. Thus, the selected problem is, in some sense, difficult to soive. it 
was chosen as a problem that woufd be likely to require high order iterations, yet be 
representative of commonly occurring adjacency structures. 
Nevertheless, the Markov chain analysis indicated that the heuristic algorithm is very 
successful with this problem. While first order iterations are successful oniy 63% of the time, 
the second order aIgorithm is always successfuI. 
Considering the first order algorithm in more detaii yields more information. The algorithm 
will terminate at point 10 with probability 0,17 and at point 14 with probability 0.20. At most five 
iterations are used. The expected number of iterations is 2.5. (As mentioned earlier, the 
probabilistic nature of these resufts arises due to the random selection of the initial basic 
feasible solution.) 
The second order algorithm requires more computation to guarantee the optimal solution for 
this problem. A maximum of ten iterations are required, with a mean of 4.0 iterations and 
standard eviation of 2.5. About 90% of these iterations are first order. 
The interesting implication is that the expected number af iterations grows slower than 
linearly with the number of basic feasible solutions. Of course, each iteration requires more 
computation. However, the vast majority of the iterations are first order, which requires 
computation proportional to the number of basic feasible solutions. 
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9. SUMMARY 
Several well-known problems have been shown to be subclasses of a general class of 
nonlinear programming problems. This general class includes problems having local optimal 
solutions. A heuristic algorithm, applicable to the general class of problems, has been described. 
Various specific forms of implementation were given, including detailed discussion of specific 
implementations for the fixed-charge problem and the transportation-location problem. 
Algorithm performance for the transportation-location problem was evaluated in two ways: 
(1) the traditional approach of applying the algorithm to many problems, and (2) modelling the 
algorithm as a Markov chain and viewing problem structure through an adjacency matrix. When 
applied to the transportation-location problem, the number of iterations required for con- 
vergency was seen to increase much less than linearly with problem size, as measured by 
number of basic feasible solutions. It was shown that first order logic is sufficient for most 
iterations. Seldom was third order logic needed and no examples were found requiring fourth 
order logic to reach the optimal solution although such problems do exist. The relationship 
between problem structure and ease of solution was discussed. 
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