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Abstract
Gradient clipping is commonly used in training deep neural networks partly
due to its practicability in relieving the exploding gradient problem. Recently,
Zhang et al. [2020a] show that clipped (stochastic) Gradient Descent (GD) con-
verges faster than vanilla GD/SGD via introducing a new assumption called
(L0, L1)-smoothness, which characterizes the violent fluctuation of gradients typ-
ically encountered in deep neural networks. However, their iteration complexities
on the problem-dependent parameters are rather pessimistic, and theoretical jus-
tification of clipping combined with other crucial techniques, e.g. momentum
acceleration, are still lacking. In this paper, we bridge the gap by presenting a
general framework to study the clipping algorithms, which also takes momentum
methods into consideration. We provide convergence analysis of the framework
in both deterministic and stochastic setting, and demonstrate the tightness of our
results by comparing them with existing lower bounds. Our results imply that
the efficiency of clipping methods will not degenerate even in highly non-smooth
regions of the landscape. Experiments confirm the superiority of clipping-based
methods in deep learning tasks.
1 Introduction
The problem of the central interest in this paper is to minimize a general non-convex function pre-
sented below:
min
x∈Rd
F (x), (1)
where F (x) can be potentially stochastic, i.e.
F (x) = Eξ∼D [f(x, ξ)] .
For non-convex optimization problems in form of (1), since obtaining the global minimum is
NP-hard in general, this paper takes the concern on a reasonable relaxed criteria: finding an ε-
approximate first-order stationary point such that ‖∇F (x)‖ ≤ ε.
We consider gradient-based algorithms to solve (1) and separately study two cases: i) the gradient of
F given a point x is accessible; ii) only a stochastic estimator is accessible. We shall refer the former
∗Equal Contributions.
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(a) Learning rate 30, with clipping.
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(b) Learning rate 2, without clipping.
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(c) Learning rate 2, with clipping.
Figure 2: Gradient norm vs smoothness on log scale for LM training. The dot color indicates the iteration
number. Darker ones correspond to earlier iterations. Note that the spans of and axis are not fixed.
(a) SGD with momentum. (b) Learning rate 1, without clipping. (c) Learning rate 5, with clipping.
Figure 3: Gradient norm vs smoothness on log scale for ResNet20 training. The dot color indicates the
iteration number.
5 EXPERIMENTS
In this section, we summarize our empirical findings on the positive correlation between gradient
norm and local smoothness. We then show that clipping accelerates convergence during neural
network training. Our experiments are based on two tasks: language modeling and image classifi-
cation. We run language modeling on the Penn Treebank (PTB) (Mikolov et al. 2010) dataset with
AWD-LSTM models (Merity et al. 2018 . We train ResNet20 (He et al. 2016) on the Cifar10
dataset (Krizhevsky and Hinton 2009). Details about the smoothness estimation and experimental
setups are in Appendix . An additional synthetic experiment is discussed in Appendix
First, our experiments test whether the local smoothness constant increases with the gradient norm,
as suggested by the relaxed smoothness conditions defined in ( ) (Section ). To do so, we evaluate
both quantities at points generated by the optimization procedure. We then scatter the local smooth-
ness constants against the gradient norms in Figure and Figure . Note that the plots are on a
log-scale. A linear scale plot is shown in Appendix Figure
We notice that the correlation exists in the default training procedure for language modeling (see
Figure 2a) but not in the default training for image classification (see Figure 3a). This difference
aligns with the fact that gradient clipping is widely used in language modeling but is less popular in
ResNet training, offering empirical support to our theoretical findings
We further investigate the cause of correlation. The plots in Figures and show that correlation
appears when the models are trained with clipped GD and large learning rates. We propose the fol-
lowing explanation. Clipping enables the training trajectory to stably traverse non-smooth regions.
Hence, we can observe that gradient norms and smoothness are positively correlated in Figures 2a
and 3c. Without clipping, the optimizer has to adopt a small learning rate and stays in a region where
local smoothness does not vary much, otherwise the sequence diverges, and a different learning rate
is used. Therefore, in other plots of Figures and , the correlation is much weaker.
As positive correlations are present in both language modeling and image classification experiments
with large step sizes, our next set of experiments checks whether clipping helps accelerate conver-
gence as predicted by our theory. From Figure , we find that clipping indeed accelerates conver-
gence. Because gradient clipping is a standard practice in language modeling, the LSTM models
trained with clipping achieve the best validation performance and the fastest training loss conver-
Part of the code is available at https://github.com/JingzhaoZhang/
why-clipping-accelerates
(c)
Figure 1: (a) Some simple examples of (L0, L1)-smooth functions that are not L-sm oth. (b) The
magnitude of gradient norm ‖∇F (x)‖ w.r.t the local smoothness ‖∇2F (x)‖ on s me sample points
for a polynomial F (x, y) = x2 + (y − 3x + 2)4. We use log-scale axis. The local smoothness
strongly correlates to the gradient. (c) Gradient and smoothness in the process of LSTM training,
taken from Zhang et al. [2020a].
as the deterministic setting and the latter as the stochastic setting, and we analyze the (stochastic)
gradient complexities to search an approximate first-order stationary point for Problem (1).
Gradient clipping [Pascanu et al., 2012] is a simple and commonly used trick in algorithms that adap-
tively choose step sizes to make optimization stable. For the task of training deep neural networks
(especially for language processing tasks), it is often a standard practice and is believed to be efficient
in relieving the exploding gradient problem from empirical studies [Pascanu et al., 2013]. More re-
cently, Zhang et al. [2020a] proposed an inspiring theoretical justification on the clipping technique
via introducing the (L0, L1)-smoothness assumption. The concept of (L0, L1)-smoothness is de-
fined as follows.
Definition 1.1 We say that a twice differentiable function F (x) is (L0, L1)-smooth, if for all x ∈ Rd
we have ‖∇2F (x)‖ ≤ L0 + L1‖∇F (x)‖.
This assumption can be further relaxed such that twice differentiability is not required (see Remark
2.3). Therefore the standard L-smoothness assumption (i.e. the gradient of f is L-Lip chitz contin-
uous) is stronger than the (L0, L1)-smoothness one in the sense that the latter allows ‖∇2F (x)‖ to
have a linear growth with respect to ‖∇F (x)‖.
(L0, L1)-smoothness is more realistic than L-smoothness. Firstly, it includes a variety of simple and
important functions which, unfortunately, do not satisfy L-smoothness. For example, all univariate
polynomials (which can possibly be non-convex) are (L0, L1)-smooth for L1 = 1, while a simple
function x4 is not globally L-smooth for any L. Moreover, (L0, L1)-smoothness also encompasses
all functions that belongs to the so-called exponential family. Figure 1(a) presents some simple
examples and Figure 1(b) shows that the local smoothness of (L0, L1)-smooth functions strongly
correlates to the gradient norm.
Secondly, Zhang et al. [2020a] performed experiments to show that (L0, L1)-smoothness is a pre-
ciser characterization of the landscapes for objective functions in many real-world tasks, especially
for training a deep neural network model. It was observed that the local Lipschitz constant L0 near
the stationary point is thousands of times smaller than the global one L in the LSTM training (see
Figure 1(c) taken from Zhang et al. [2020a]).
Seeing this, it is desirable to give a comprehensive and deep analysis on iteration com lexities
for (L0, L1)-smooth objectives. How fast can we achieve to find a first-order stationary point for
(L0, L1)-smooth functions? What are simple algorithms that provably achieve such a convergence
rate? In this paper, we give affirmative answers to the above questions. In fact, due to the violent
fluctuation of gradients, the efficiency of (stochastic) Gradient Descent with a constant step size
degenerates, whereas we will show in this paper that by simply combining the clipping technique,
a wide range of algorithms can achieve much better convergence rate for (L0, L1)-smooth func-
tions. In fact, when ε is small, the complexities (i.e. the number of gradien queries required) ar
O (∆L0ε−2) for the deterministic setting andO (∆L0σ2ε−4) for the stochastic setting (see Section
3 for details), which are both independent of L1. Compared with Zhang et al. [2020a] who only stud-
ied clipped (stochastic) gradient descent, we consider proposing a unified framework which contains
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a variety of clipping-based algorithms and achieve much sharper complexities. The main technique
for our proof is by introducing a novel Lyapunov function which does not appear in existing studies.
We believe that our work provides better understandings for the clipping technique in training deep
neural networks. We summarize the contributions of the paper in the following.
• We provide a general framework to analyze the clipping technique for optimizing (L0, L1)-
smooth functions. It contains a variety of clipping algorithms, including gradient clipping
and momentum clipping as special cases.
• We provide convergence analysis for the general framework we propose. We show that
our bounds are tight by comparing with existing lower bounds. For gradient clipping, a
special case in our framework, our result is much sharper than that proposed by Zhang et al.
[2020a].
• We conduct experiments on a variety of different tasks, and observe that the clipping algo-
rithms consistently perform better than vanilla ones.
Notations. For a vector x ∈ Rd, we denote ‖x‖ as the l2-norm of x. For a matrix A ∈ Rm×n, let
‖A‖ be the spectral norm of A. Given functions f, g : X → [0,∞) where X is any set, we say
f = O(g) if there exists a constant c > 0 such that f(x) ≤ cg(x) for all x ∈ X , and f = Ω(g) if
there exists a constant c > 0 such that f(x) ≥ cg(x) for all x ∈ X . We say f = Θ(g) if f = O(g)
and f = Ω(g).
1.1 Related Work
Clipping/normalizing Techniques. Clipping/normalizing has long been a popular technique in
optimizing large-scale non-convexoptimization problems (e.g. [Mikolov, 2012, Pascanu et al., 2013,
Goodfellow et al., 2016, You et al., 2017]). There are several views which provide understandings
for the clipping and normalizing techniques. Some show that clipping can reduce the stochastic
noise. For example, Zhang et al. [2019], Gorbunov et al. [2020] showed that clipping is crucial for
convergence when the stochastic gradient noise is heavy-tailed. Menon et al. [2020] pointed out
that clipping can mitigate the effect of label noise. Cutkosky and Mehta [2020] found that adding
momentum in normalized SGD provably reduces the stochastic noise. Another line of works try
to understand the function of clipping and normalizing for the standard smooth optimization. For
example, Levy [2016] showed that normalized GD can provably escape saddle points. Fang et al.
[2018] designed a new algorithm based on normalized GD which achieves a faster convergence
rate under suitable conditions. Gradient clipping has also been used to design differentially private
optimization algorithms [Abadi et al., 2016].
The work of Zhang et al. [2020a] is mostly related to this paper. A detailed comparison between the
two works is shown in Subsection 2.2.
Lower Bounds For Non-convexOptimization. A series of recent works establish lower bounds for
finding an ε-stationary point of a general non-convex and L-smooth function, either in deterministic
setting [Carmon et al., 2019] or in stochastic setting [Drori and Shamir, 2019, Arjevani et al., 2019].
In this paper we borrow their counter examples to show the tightness of our obtained complexities
for the general (L0, L1)-smooth functions.
2 Assumptions & Comparisons of Results
2.1 Assumptions
We first present the assumptions that will be used in our theoretical analysis, which follows from
Zhang et al. [2020a].
Assumption 2.1 We assume ∆ := F (x0) − F ∗ < ∞ where F ∗ = infx∈Rd F (x) is the global
infimum value of F (x).
Assumption 2.2 We assume that F (x) is (L0, L1)-smooth.
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Remark 2.3 This assumption can be relaxed to the following: there exists K0,K1 > 0 such that
for all x, y ∈ Rd, if ‖x− y‖ ≤ 1K1 , then
‖∇F (x)−∇F (y)‖ ≤ (K0 +K1‖∇F (y)‖)‖x− y‖
It does not need F to be twice differentiable and is strictly weaker than L-smoothness.
In the stochastic setting, for the briefness of our analysis, we assume that the noise is unbiased and
bounded.
Assumption 2.4 For all x ∈ Rd, Eξ [∇f(x, ξ)] = ∇F (x). Furthermore, there exists σ > 0 such
that for all x ∈ Rd, the noise satisfies ‖∇f(x, ξ)−∇F (x)‖ ≤ σ with probability 1.
Note that another commonly used noise assumption in the optimization literature is bounded vari-
ance assumption, i.e. Eξ
[‖∇f(x, ξ)−∇F (x)‖2] ≤ σ2, therefore Assumption 2.4 is stronger than
it. However, we adopt Assumption 2.4 as it is also used in the original work of gradient clipping in
Zhang et al. [2020a], and it makes our analysis much simpler.
2.2 Comparisons of Results
In this paper, we mainly take our concern on the stochastic setting, though we also establish the
complexities for the deterministic setting. We summarize the comparison in the stochastic setting
with existing complexity results in Table 1, in which we only present the dominating complexities
with respect to ε.
Table 1: Comparisons of gradient complexity in the stochastic setting.
Algorithms Complexities∗
SGD [Ghadimi and Lan, 2013] O (∆(L0 + L1M)σ2ε−4) ∗∗
Clipped SGD [Zhang et al., 2020a] O ((∆ + (L0 + L1σ)σ2 + σL20/L1)2ε−4)
Clipping Framework (this paper) O (∆L0σ2ε−4)
Lower Bound Ω
(
∆L0σ
2ε−4
) ∗∗∗
∗For clarity, we only present the dominating term (with respect to ε) here.
∗∗For SGD, we further assume the gradient norm is upper bounded byM .
∗∗∗See section 3.3 for a detailed discussion of the lower bound.
For standard SGD, if we further assume that the gradient is upper bounded by M , i.e. M :=
supx∈Rd ‖∇f(x)‖ <∞, Assumption 2.2 leads to an upper bound of the global Lipschitz constants
L := L0 + L1M . Therefore, the standard results for L-smooth functions (e.g. [Ghadimi and Lan,
2013]) implies that Gradient Descent with a constant step size can achieve complexity ofO(∆(L0+
L1M)σ
2ε−4) for finding a first-order stationary point in the stochastic setting2. However, the up-
per bound of the gradient M is typically very large, especially when the parameters have a poor
initialization, which makes SGD converges arbitrarily slow. In contrast, our result indicates that the
clipping framework (shown in Algorithm 1 which includes a variety of clipping methods) achieves
complexity of O(∆L0σ2ε−4), therefore the dominating term of our bound is independent of both
M and L1. This provides a strong justification for the efficacy of clipping methods.
Compared with the bound for clipped SGD established in Zhang et al. [2020a], our results improve
theirs on the dependencies for all problem-dependent parameters, i.e. ∆, σ, L0, and especially L1
by order. For SGD with arbitrarily chosen step sizes (thus include clipped SGD), the example in
Drori and Shamir [2019] can be used to show that clipped SGD is optimal (cf. Section 3.3).
3 General Analysis of Clipping
We aim to present a general framework in which we can provide a unified analysis for commonly
used clipping-based algorithms. Since momentum is one of the most popular acceleration technique
in optimization community, our framework takes this acceleration procedure into account. We show
our framework in Algorithm 1, where we can simply replace ∇f(xt, ξt) by ∇F (xt) for the deter-
ministic setting.
2We will show in Appendix D that even using Assumption 2.4, such upper bound can not be improved.
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Algorithm 1: The General Clipping Framework
Input :Initial point x0, learning rate η, clipping parameter γ, momentum β ∈ [0, 1),
interpolation parameter ν ∈ [0, 1] and the total number of iterations T
1 Initializem0 arbitrarily;
2 for t← 0 to T − 1 do
3 Compute the stochastic gradient∇f(xt, ξt) for the current point xt;
4 mt+1 ← βmt + (1− β)∇f(xt, ξt);
5 xt+1 ← xt −
[
νmin
(
η,
γ
‖mt+1‖
)
mt+1 + (1− ν)min
(
η,
γ
‖∇f(xt, ξt)‖
)
∇f(xt, ξt)
]
;
We notice that our framework is similar to the Quasi-Hyperbolic Momentum(QHM) algorithm pro-
posed by Ma and Yarats [2018], while they did not consider the clipping technique. They pointed
out that QHM contains a wide range of popular algorithms (e.g. SGD+momentum, Nesterov Ac-
celerated SGD, AccSGD, etc). As a result, for different choice of hyper-parameters, our framework
encompasses the clipping version of all these algorithms. We now discuss several representative
examples in our framework.
• Gradient Clipping. By choosing ν = 0 in Algorithm 1, we obtain the clipped GD/SGD
algorithm which can be written as:
xt+1 ← xt −min (η, γ/‖∇f(xt, ξt)‖)∇f(xt, ξt)
It follows that in gradient clipping, the gradient is clipped to have its norm no more than
γ/η.
• Momentum Clipping. By choosing ν = 1 in Algorithm 1, we perform the update using a
clipped version of momentum which can be written as:
xt+1 ← xt −min (η, γ/‖mt+1‖)mt+1
The approach has already been used in previous works [Zhang et al., 2019, 2020b], albeit
in different settings. To the best of our knowledge, there is no existing analysis of this
algorithm even for optimizing standard L-smooth functions.
• Mixed Clipping. By choosing ν ∈ (0, 1), we obtain the mixed clipping algorithm. Al-
though this form of clipping is not widely used in practice, we observe from experiments
that it typically converges faster than both gradient clipping and momentum clipping. Some
explanations of this observation are provided in Appendix E.
• Normalized Momentum. By choosing ν = 1 and η → +∞ in Algorithm 1, we re-
cover the normalized SGD+momentum algorithm. This algorithm performs a normalized
(rather than clipped) update in each iteration. It has been analyzed in Cutkosky and Mehta
[2020] for L-smooth functions and a layer-wise variant was used in the LARS algorithm
[You et al., 2017]. We will provide a detailed discussion of this algorithm in the Appendix
C.
3.1 Main Results
In this section we first deal with the deterministic case, in which we can get a strong justification that
clipping is a natural choice to optimize (L0, L1)-smooth functions. We have the following Theorem.
Theorem 3.1 [Convergence of Algorithm 1, Deterministic Setting] Let the function F satisfy As-
sumptions 2.1 and 2.2. Set m0 = ∇F (x0) in Algorithm 1 for simplicity. Fix ε > 0 be a small
constant. For any 0 ≤ β < 1 and 0 ≤ ν ≤ 1, if γ ≤ 1−β10BL1 and η ≤
1−β
10AL0
where A = 1.06,
B = 1.06, then
1
T
T∑
t=1
‖∇F (xt)‖ ≤ 2ε
as long as
T ≥ 3∆max
{
1
ε2η
,
25η
γ2
}
. (2)
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In Theorem 3.1, the (L0, L1)-smoothness is precisely reflected in the restriction of hyper-parameters
γ = O(1/L1) and η = O(1/L0). For large L1, we must use a small clipping hyper-parameter to
guarantee convergence. This also coincides with the intuition that in highly non-smooth regions we
should take a small step.
Theorem 3.1 states that in the deterministic setting, for any ε > 0, our framework can find an
ε-approximate stationary point in O
(
∆max
{
L0
ε2 ,
L21
L0
})
gradient evaluations if we choose γ =
Θ(1/L1) and η = Θ(1/L0). When ε = O(L0/L1) , the dominating term is O
(
∆L0ε
−2).
Now we turn to our main result in the stochastic setting. We have the following theorem.
Theorem 3.2 [Convergence of Algorithm 1, Stochastic setting] Let the function F satisfy Assump-
tions 2.1 and 2.2, and the noise satisfies Assumption 2.4 with σ ≥ 1. Set m0 = ∇F (x0) in Algo-
rithm 1 for simplicity. Fix 0 < ε ≤ 0.1 be a small constant. For any 0 ≤ β < 1 and 0 ≤ ν ≤ 1, if
γ ≤ ε2σ min
{
ε
AL0
, 1−βAL0 ,
1−β
25BL1
}
and γ/η = 5σ where constants A = 1.01, B = 1.01, then
1
T
T∑
t=1
E‖∇F (xt)‖ ≤ 3ε (3)
as long as
T ≥ 3
ε2η
∆. (4)
Here the expectation is taken over all the randomness ξ0, · · · , ξT−1.
Theorem 3.2 shows that in the stochastic setting, for any ε > 0, our framework can find an
ε-approximate stationary point in O
(
∆σ2
(
max
{
L0
ε4 ,
L41
L3
0
}))
gradient evaluations. When ε <
min
{
1, L025L1
}
(1−β) , the termmin
{
ε
AL0
, 1−βAL0 ,
1−β
25BL1
}
reduces to εAL0 . In this caseL1 no longer
affects the choice of steps sizes η and γ, and the complexity in (4) reduces to O (∆L0σ2ε−4).
Theorem 3.2 suggests that the clipping threshold should take γ/η = Θ(σ), which only depends
on the noise and is several times larger than the its variance. This matches previous understanding
of gradient clipping, in that clipping the stochastic gradient controls the variance while introduc-
ing some additional bias, and the clipping threshold should be tuned to trade-off variance with the
introduced bias [Zhang et al., 2019].
We emphasize that in both settings, the dominating terms in our upper bounds are independent
of the gradient upper bound M and the smoothness parameter L1. In other words, the efficiency
of Algorithm 1 is essentially unaffected by these quantities. Recall that M and L1 are related to
steep cliffs in the landscape where the gradient may be large or fluctuate violently. Therefore, our
results suggest that such non-smoothness can be tackled with clipping methods without sacrificing
efficiency.
3.2 Proof Sketch
The analysis of Algorithm 1 is in fact challenging, as it uses both momentum and adaptive step
sizes. Also, the general (L0, L1)-smoothness assumption makes things more complicated. In this
subsection we briefly introduce our proof technique. We hope our proof is also useful to a better un-
derstanding of other adaptive algorithms that combine momentum (such as Adam [Kingma and Ba,
2014]).
Proof sketch of Theorem 3.1. Due to the momentum term, each step in Algorithm 1 is not nec-
essarily a descent one, which makes it difficult to prove convergence using traditional techniques.
Instead, we construct a novel Lyapunov function as follows:
G(x,m) = F (x) +
βν
2(1− β) min
(
η‖m‖2, γ‖m‖) (5)
We aim to analyze the descent property of the sequence {G(xt,mt)}Tt=0. Define ρ = γ/η, S :=
{t ∈ N : t < T,max(‖∇F (xt)‖, ‖mt‖, ‖mt+1‖) ≥ ρ} and S = {t ∈ N : t < T }\S. Let
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TS = |S|. We separately provide one-step analysis for the two cases, as stated in Lemma 3.3 and
3.4 respectively.
Lemma 3.3 For any t ∈ S, we have
G(xt,mt)−G(xt+1,mt+1) = Ω (γ(1− γ)(‖∇F (xt)‖+ ρ)− γ‖∇F (xt)−mt‖) (6)
We prove this lemma by using the (L0, L1)-smoothness properties deduced in Appendix A and
conducting a comprehensive discussion on three cases in Lemmas B.1-B.3. Furthermore, we show
in Lemma B.4 that
∑
t∈S ‖∇F (xt)−mt‖ = O
(
γTS(ρ+
∑
t∈S ‖∇F (xt)‖)
)
. By choosing a small
enough γ and carefully dealing with constants, we can conclude that the total amount of decrease of
the Lyapunov function is Ω (ργTS).
Lemma 3.4 For any t ∈ S, if η = O(1/L0) and γ = O(1/L1), then we have
G(xt,mt)−G(xt+1,mt+1) = Ω
(
η
(
(1 − νβ)‖∇F (xt)‖2 + νβ‖mt‖2
))
(7)
We prove (7) in Lemma B.5-B.7 by the fact that Algorithm 1 performs an unclipped update if t ∈ S .
Since the bound (7) is small in term of ‖∇F (xt)‖ if β and ν are close to 1, we convert ‖mt‖ to
‖∇F (xt)‖ by proving that
∑
t∈S ‖mt‖ = Ω
(∑
t∈S ‖∇F (xt)‖ − γ(ρTS +
∑
t∈S ‖∇F (xt)‖)
)
in
Lemma B.8. The term related to S can all be offset by the terms in Lemma 3.3, and the term
related to S combined with η(1 − νβ)‖∇F (xt)‖2 can be shown to ensure a descent amount of
Ω
(
εη‖∇F (xt)‖ − ε2η
)
, which is Ω
(
ε2η
)
as long as ‖∇F (xt)‖ ≥ 2ε.
Finally, by combining the above two cases we obtain the conclusion in Theorem 3.1.
Proof sketch of Theorem 3.2. In the stochastic setting, it requires a different treatment to deal with
the noise. We define the true momentum m˜ recursively by
m˜t+1 = βm˜t + (1− β)∇F (xt) (8)
where m˜0 = m0, and analyze the descent property of the following sequence
{G(xt, m˜t)}Tt=0. We also consider two cases: max(5‖∇F (xt)‖/4, ‖m˜t‖, ‖mt+1‖) ≥ ρ and
max(5‖∇F (xt)‖/4, ‖m˜t‖, ‖mt+1‖) < ρ. We split mt into m˜t and mt − m˜t such that the lat-
ter term is merely composed of noises∇f(xτ , ξτ )−∇F (xτ ) (τ < t). While most of the procedure
(Lemmas B.10-B.14) parallels the deterministic setting, there are two additional challenges due to
the presence of noise:
• Firstly, since the gradients are not exact, the stochastic gradient we have access to is not
guaranteed to be small even for the case of t ∈ S . Fortunately, the choice of parameters in
Theorem 3.2 (ρ = 5σ) settles such difficulty.
• Secondly, we need to deal with the noise in momentum, i.e. mt− m˜t. In particular, we use
a recursive argument to obtain a good bound of E 〈∇F (xt),mt+1 − m˜t+1〉.
Finally, by choosing proper η and γ, we can obtain Theorem 3.2.
3.3 Lower Bounds and Discussions
Theorem 3.1 and 3.2 provide upper bounds for the complexity of Algorithm 1. Now we compare
these results with existing lower bounds and discuss the tightness of our results.
Deterministic Setting. Carmon et al. [2019] have shown that there exists an L-smooth function
F such that any (possibly randomized) algorithm requires at least Ω
(
∆Lε−2
)
queries to gradient
to ensure finding a point x such that ‖∇F (x)‖ ≤ ε. Since Assumption 2.2 is weaker than L-
smoothness (L0 ≤ L), we have that the lower bound for (L0, L1)-smooth functions is Ω
(
∆L0ε
−2).
From Theorem 3.1, Algorithm 1 is optimal since it can achieve the lower bound when ignoring
numerical constants.
Stochastic Setting. From the example constructed in Drori and Shamir [2019], we have that for any
SGDmethod with arbitrary (possibly adaptive) step sizes and aggregation schemes3, the complexity
3See details in Appendix D.
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Figure 2: Training loss curve and test accuracy/perplexity curve on CIFAR-10, ImageNet and PTB
datasets. All clipping algorithms outperform SGD. Mixed clipping has the best training speed on
these three datasets.
lower bound is exactlyΩ
(
∆L0σ
2ε−4
)
for (L0, L1)-smooth functions that have σ-bounded gradient
noises. Therefore Theorem 3.2 indicates that clipped SGD matches the lower bound.
One may ask : what is the lower bound for general stochastic gradient-based algorithms? In
fact, from the example in Arjevani et al. [2019], we have that any algorithm needs Ω
(
∆L0σ
2
1ε
−4)
stochastic gradient queries to find an ε-approximate stationary point for a hard (L0, L1)-smooth func-
tion whose gradient noise has a σ21-bounded variance. It is our conjecture that the lower bound for
optimizing (L0, L1)-smooth functions that have σ-bounded gradient noises is also O
(
∆L0σ
2ε−4
)
.
We leave the study as a future work.
4 Experiments
We conduct extensive experiments and find the clipping algorithms indeed consistently outperform
their unclipped counterpart. We present experimental results on three deep learning benchmarks:
CIFAR-10 classification using ResNet-32, Imagenet classification using ResNet-50 and language
modeling on Penn Treebank (PTB) dataset using AWD-LSTM. We put all the experimental details
in the Appendix.
CIFAR-10 classification with ResNet. We train the standard ResNet-32 [He et al., 2016] archi-
tecture on CIFAR-10. We use SGD with momentum for the baseline algorithm with a decaying
learning rate schedule, which is the standard choice to train the ResNet architecture. We set learning
rate η = 1.0, momentum β = 0.9 and minibatch size 128, following the common practice. For all
the clipping algorithms, we choose the best η and γ based on a course grid search, while keeping
other hyper-parameters and training strategy the same as SGD+momentum. We simply set the hyper-
parameters ν = 0.7 and β = 0.999 in mixed clipping, as suggested in Ma and Yarats [2018] (for
its unclipped counterpart QHM). We run 5 times for each algorithm using different random seeds to
make the results more reliable.
Figures 2(a) demonstrates the results. It can be seen that all the algorithms achieve a test ac-
curacy more than 93% on CIFAR-10. Note that all clipping algorithms converge faster than
SGD+momentum. Particularly, the mixed clipping (Algorithm 1) outperforms SGD+momentum
by a large margin in term of training speed. As a result, one can possibly adopt a more aggressive
learning rate decaying schedule to reduce training time considerably.
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ImagNet classification with ResNet. We train the standard ResNet-50 [He et al., 2016] architec-
ture on ImageNet. For the baseline algorithm, we choose SGD with learning rate lr = 1.0 and
momentum β = 0.9, following Goyal et al. [2017]. We use batch size 256 on 4 GPUs.
Figure 2(b) plot the training loss curve and validation accuracy curve on ImageNet. All the algo-
rithms reach a validation accuracy of about 76%. However, all the clipping algorithms train faster
than the baseline SGD. Mixed clipping performs the best among the four algorithms.
Language modeling with LSTM. We train the state-of-the-art AWD-LSTM [Merity et al., 2017]
on Penn Treebank (PTB) dataset [Mikolov et al., 2010]. We first follow the training strategy in
Merity et al. [2017], where they use averaged SGD without momentum with learning rate η = 30
and clipping parameter γ = 7.5. Since our purpose is to compare different algorithms rather than to
achieve state-of-the-art results, we only train AWD-LSTM for 250 epochs. We then evaluate other
algorithms including standard SGD without clipping, momentum clipping, and mixed clipping. We
choose the best η and γ (using validation perplexity criterion) based on a course grid search. Results
are shown in Figure 2(c).
Figure 2(c) clearly shows all clippingmethods convergemuch faster than SGD without clipping, and
are much better in term of validation perplexity. This is consistent with our theory, in that the vanilla
SGD must use a very small learning rate to guarantee convergence [Zhang et al., 2020a], which will
be slow and be harmful to generalization on validation set according to previous works [Huang et al.,
2017, Kleinberg et al., 2018] . Therefore clipping technique is crucial in LSTM models. We can
also find that the training and test curve of mixed clipping is much better than both gradient clipping
and momentum clipping. The mixed clipping improves validation perplexity for more than 1 point
compared to clipped SGD after 250 epochs.
5 Conclusion
This paper proposes a detailed study for clipping methods under a general framework. In particular,
we explore the possibility of combining clipping with other popular techniques, e.g. momentum
acceleration, in deep learning. We provide a general and tight analysis for the framework, showing
the efficiency of clippingmethods in optimizing a class of non-convexand non-smooth (in traditional
sense) functions. Experiments confirm that these methods have superior performance. We hope that
our work affords more understandings on the clipping technique and (L0, L1) smooth functions.
There are still many open questions that have not yet been answered. Firstly, as discussed in Sec-
tion 3.3, we are not aware of any lower bounds for general first-order methods that can be applied
our setting. Thus, it is interesting to explore such lower bound, or to relax Assumption 2.4 to the
more general bounded variance assumption. Secondly, although we have shown the superiority of
clipping-based methods, we do not provide theoretical explanation why some clipping schemes are
better than others as observed in experiments. We believe that this can only be done by exploring
new and better smoothness assumptions. Thirdly, the empirical superiority of other adaptive meth-
ods ( e.g. AdaGrad [Duchi et al., 2011], Adam [Kingma and Ba, 2014] ) have not been justified from
a theoretical point of view. We hope that our analysis is helpful for the analysis of these methods.
Finally, we are looking forward to seeing better optimization algorithms with better convergence
properties in future work.
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Appendix A Properties of (L0, L1)-smooth functions
In this section, we prove some important properties of (L0, L1)-smooth functions. These properties
will be frequently used in subsequent sections.
We first present a basic lemma without proof.
Lemma A.1 (Gronwall’s inequality) [Gronwall, 1919] Let I = [a, b] denote an interval of the real
line with a < b. Let f, g, h be continuous real-valued functions defined on I . Assume g is non-
decreasing, h is non-negative, and the negative part of g is integrable on every closed and bounded
subinterval of I .If
f(t) ≤ g(t) +
∫ t
a
h(s)f(s)ds, ∀t ∈ I, (9)
then
f(t) ≤ g(t) exp
(∫ t
a
h(s)ds
)
, ∀t ∈ I. (10)
The following result, Lemma A.2 , is a generalization of Lemma 9 in Zhang et al. [2020a].
Lemma A.2 Let F be (L0, L1)-smooth, and c > 0 be a constant. Given x, for any x
+ such that
‖x+ − x‖ ≤ c/L1, we have ‖∇f (x+)‖ ≤ ec
(
cL0
L1
+ ‖∇F (x)‖
)
.
Proof: Let γ(t) be defined as γ(t) = t(x+ − x) + x, t ∈ [0, 1], then we have
∇F (γ(t)) =
∫ t
0
∇2F (γ(τ)) (x+ − x) dτ +∇F (γ(0))
We then bound the norm of∇F (γ(t)):
‖∇F (γ(t))‖ ≤
∫ t
0
‖∇2F (γ(τ)) (x+ − x) ‖dτ + ‖∇F (γ(0))‖ (11)
≤
∥∥x+ − x∥∥ ∫ t
0
∥∥∇2F (γ(τ))∥∥ dτ + ‖∇F (x)‖ (12)
≤ c
L1
∫ t
0
(L0 + L1‖∇F (γ(τ))‖) dτ + ‖∇F (x)‖ (13)
The first inequality uses the triangular inequality of 2-norm; The second inequality uses the property
of spectral norm; The third inequality uses the definition of (L0, L1)-smoothness. By applying the
Gronwall’s inequality we get
‖∇F (γ(t))‖ ≤
(
L0
L1
ct+ ‖∇F (x)‖
)
exp(ct) (14)
The Lemma follows by setting t = 1. 
Now we are able to prove a descent inequality, which is similar to the descent inequality for L-
smooth functions. In fact, if a function F is L-smooth, it is well-known that for any x, y, we have
F (y) ≤ F (x) + 〈∇F (x), y − x〉+ L
2
‖y − x‖2
Lemma A.3 (Descent Inequality) Let F be (L0, L1)-smooth, and c > 0 be a constant. For any xk
and xk+1, as long as ‖xk − xk+1‖ ≤ c/L1, we have
F (xk+1) ≤ F (xk) + 〈∇F (xk) , xk+1 − xk〉+ AL0 +BL1 ‖∇F (xk)‖
2
‖xk+1 − xk‖2 (15)
where A = 1 + ec − ec−1c , B = e
c−1
c .
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Proof: Let γ(t) be defined as γ(t) = t(xk+1 − xk) + xk, t ∈ [0, 1]. The following derivation
uses Taylor’s theorem (in (16)), then uses triangular inequality, Cauchy-Schwarz inequality and the
property of spectral norm (in (17)):
F (xk+1) ≤ F (xk) + 〈∇F (xk) , xk+1 − xk〉+
∫ 1
0
(xk+1 − xk)T∇2F (γ(t))(xk+1 − γ(t))dt
(16)
≤ F (xk) + 〈∇F (xk) , xk+1 − xk〉+
∫ 1
0
‖(xk+1 − xk)‖‖∇2F (γ(t))‖‖xk+1 − γ(t)‖dt
(17)
= F (xk) + 〈∇F (xk) , xk+1 − xk〉+ ‖xk+1 − xk‖
2
2
∫ 1
0
∥∥∇2F (γ(t))∥∥ dt (18)
Then we use (L0, L1)-smoothness and (14) to bound
∥∥∇2F (γ(t))∥∥:∥∥∇2F (γ(t))∥∥ ≤ L0 + L1 ‖∇F (γ(t))‖
≤ L0 + L1
(
L0
L1
ct+ ‖∇F (xk)‖
)
exp(ct)
(19)
Taking integration we get∫ 1
0
∥∥∇2F (γ(t))∥∥ dt ≤ L0
(
1 + ec − e
c − 1
c
)
+
ec − 1
c
L1‖∇F (xk)‖ (20)
Substituting (20) into (18) concludes the proof. 
Corollary A.4 Let F be (L0, L1)-smooth, and c > 0 be a constant. For any xk and xk+1, as long
as ‖xk − xk+1‖ ≤ c/L1, we have
‖∇F (xk+1)−∇F (xk)‖ ≤ (AL0 +BL1 ‖∇F (xk)‖) ‖xk+1 − xk‖ (21)
where A = 1 + ec − ec−1c , B = e
c−1
c .
Proof:
‖∇F (xk)−∇F (xk − 1)‖ =
∥∥∥∥
∫ 1
0
∇2F (txk−1 + (1 − t)xk)(xk − xk−1)dt
∥∥∥∥
≤
∫ 1
0
‖∇2F (txk−1 + (1− txk)‖‖xk − xk−1‖dt
(22)
Using (20) leads to the results. 
Finally we prove a result which provides a way to upper-bound the gradient norm. A similar result
for L-smooth functions is the following: if F is L-smooth, then for any x, we have
‖∇F (x)‖2 ≤ 2L
(
F (x)− inf
y∈Rd
F (y)
)
Lemma A.5 (Bounding the gradient norm) Let F (x) be an (L0, L1)-smooth function, and F
∗ be
the optimal value. Then for any x0, we have
min
(‖∇F (x0)‖
L1
,
‖∇F (x0)‖2
L0
)
≤ 8(F (x0)− F ∗) (23)
Proof: Define the constant c = L1‖∇F (x0)‖AL0+BL1‖∇F (x0)‖ and A = 1 + e
c − ec−1c , B = e
c−1
c . It is easy
to see that such 0 ≤ c < 1 exists. Let λ = 1AL0+BL1‖∇F (x0)‖ and x = x0 − λ∇F (x0). Then
‖x− x0‖ ≤ c/L1. By the descent inequality we have
F ∗ ≤ F (x) ≤ F (x0)− λ‖∇F (x0)‖2 + AL0 +BL1‖∇F (x0)‖
2
λ2‖∇F (x0)‖2
= F (x0)− 1
2
λ‖∇F (x0)‖2
(24)
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If ‖∇F (x)‖ ≥ AL0BL1 , then
F (x0)− F ∗ ≥ ‖∇F (x0)‖
2
(
AL0
‖∇F (x0)‖ +BL1
) ≥ ‖∇F (x0)‖
4BL1
≥ ‖∇F (x0)‖
8L1 (25)
If ‖∇F (x)‖ < AL0BL1 , then
F (x0)− F ∗ ≥ 1
2
λ‖∇F (x0)‖2 ≥ ‖∇F (x0)‖
2
4AL0
≥ ‖∇F (x0)‖
2
8L0
(26)

A.1 Relaxation of (L0, L1)-smoothness (Remark 2.3)
The original definition of (L0, L1)-smoothness requires the function to be twice-differentiable. Un-
der this definition, (L0, L1)-smoothness is actually not weaker than L-smoothness, which only re-
quires the function to be continuous differentiable. In this section we prove that the alternative
definition provided in Remark 2.3 is sufficient for all the results in this paper.
Now, suppose that there existsK0,K1 > 0 such that for all x, y ∈ Rd, if ‖x− y‖ ≤ 1K1 , then
‖∇F (x)−∇F (y)‖ ≤ (K0 +K1‖∇F (y)‖)‖x− y‖ (27)
We check that Lemma A.2 and A.3 still holds under the new assumption (with L0, L1 replaced by
K0,K1, up to numerical constants) We immediately obtain from (27) above that
‖∇F (x)‖ ≤ 2‖∇F (y)‖+ K0
K1
(28)
which is of the same form as Lemma A.2. Next, we have
F (y)− F (x)− 〈y − x,∇F (x)〉
=
∫ 1
0
〈∇F (θy + (1− θ)x) −∇F (x), x − y〉 dθ
≤
∫ 1
0
(
K0θ‖x− y‖2 +K1θ‖x− y‖2‖∇F (x)‖
)
dθ
≤ K0 +K1‖∇F (x)‖
2
‖x− y‖2
(29)
which is of the same form as Lemma A.3.
Since all the other results are established on the basis of these two lemmas, we can see that the
conclusion still holds under (27).
Appendix B Proof of Theorems
We first prove the deterministic case (Theorem 3.1), then generalize the result to stochastic case
(Theorem 3.2). In deterministic case we can use fewer notations, which will make the proof more
readable and elegant. The proof in stochastic case will rely on all the techniques used in the deter-
ministic case, as well as some new methods.
B.1 Proof of Theorem 3.1
To simplify the notation, we write the update formula as
m+ = βm+ (1 − β)∇F (x)
x+ = x−
(
νmin
(
η,
γ
‖m+‖
)
m+ + (1− ν)min
(
η,
γ
‖∇F (x)‖
)
∇F (x)
)
(30)
when analyzing a single iteration. The error between m+ and ∇F (x) is denoted as δ = m+ −
∇F (x). Suppose γ ≤ c/L1 for some constant c, and we denote A = 1+ ec − ec−1c and B = e
c−1
c ,
just the same as in the descent inequality (Lemma A.3).
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Lemma B.1 Let µ ≥ 0 be a real constant. For any vector u and v,
−〈u, v〉‖v‖ ≤ −µ‖u‖ − (1− µ)‖v‖+ (1 + µ)‖v − u‖ (31)
Proof:
−〈u, v〉‖v‖ = −‖v‖+
〈v − u, v〉
‖v‖
≤ −‖v‖+ ‖v − u‖
≤ −‖v‖+ ‖v − u‖+ µ(‖v − u‖+ ‖v‖ − ‖u‖)
= −µ‖u‖ − (1− µ)‖v‖+ (1 + µ)‖v − u‖

To prove the theorem, we will construct an Lyapunov function and explore the decreasing property
of this function. We define the Lyapunov functionG(x,m) to be
G(x,m) = F (x) +
νβ
2(1− β) min
(
η‖m‖2, γ‖m‖) (32)
and analyzeG(x+,m+)−G(x,m). We first boundmin (η‖m+‖2, γ‖m+‖)−min (η‖m‖2, γ‖m‖).
Lemma B.2 For any momentum vectorsm andm+ = βm+(1−β)∇F (x), let δ = m+−∇F (x),
then
min
(
η‖m+‖2, γ‖m+‖)−min (η‖m‖2, γ‖m‖) ≤ 2(1− β)
β
γ‖δ‖ (33)
Proof: Consider the following three cases:
• ‖m‖ ≥ γ/η. In this case
min
(
η‖m+‖2, γ‖m+‖)−min (η‖m‖2, γ‖m‖) ≤ γ‖m+‖ − γ‖m‖
≤ γ‖m+ −m‖
=
1− β
β
γ‖δ‖
• ‖m‖ < γ/η and ‖m+‖ < γ/η. In this case
min
(
η‖m+‖2, γ‖m+‖)−min (η‖m‖2, γ‖m‖) = η‖m+‖2 − η‖m‖2
= η(‖m+‖ − ‖m‖)(‖m+‖+ ‖m‖)
≤ 2(1− β)
β
γ‖δ‖
• ‖m‖ < γ/η and ‖m+‖ > γ/η. In this case
min
(
η‖m+‖2, γ‖m+‖)−min (η‖m‖2, γ‖m‖) = γ‖m+‖ − η‖m‖2
≤ γ‖m+‖ −
[
2γ‖m‖ − γ
2
η
]
≤ γ‖m+‖ − 2γ‖m‖+ γ‖m+‖
= 2γ(‖m+‖ − ‖m‖) ≤ 2(1− β)
β
γ‖δ‖
Thus in all cases min
(
η‖m+‖2, γ‖m+‖) − min (η‖m‖2, γ‖m‖) can be upper bounded by
2(1−β)
β γ‖δ‖. 
Lemma B.3 Supposemax(‖∇F (x)‖, ‖m+‖, ‖m‖) ≥ γ/η. Then
G(x+,m+)−G(x,m) ≤ −2
5
γ‖∇F (x)‖ − 3
5
γ2
η
+
12
5β
γ‖δ‖+ AL0 +BL1‖∇F (x)‖
2
γ2 (34)
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Proof: We first write G(x+,m+)−G(x,m) as
G(x+,m+)−G(x,m)
=
(
F (x+)− F (x)) + νβ
2(1− β)
[
min
(
η‖m+‖2, γ‖m+‖)−min (η‖m‖2, γ‖m‖)] (35)
Based on Lemma B.2, we only need to bound F (x+)−F (x). We will use the (L0, L1)-smoothness
assumption.
F (x+)− F (x)
≤ 〈x+ − x,∇F (x)〉 + AL0 +BL1‖∇F (x)‖
2
‖x+ − x‖2
= −
[
νmin
(
η,
γ
‖m+‖
)〈
m+,∇F (x)〉+ (1 − ν)min(η, γ‖∇F (x)‖
)
〈∇F (x),∇F (x)〉
]
+
AL0 +BL1‖∇F (x)‖
2
γ2
≤ ν
[
−2
5
γ‖∇F (x)‖ − 3
5
γ2
η
+
(
12
5β
− 1
)
γ‖δ‖
]
+ (1 − ν)
(
−2
5
γ‖∇F (x)‖ − 3
5
γ2
η
+
8
5β
γ‖δ‖
)
+
AL0 +BL1‖∇F (x)‖
2
γ2
(36)
Where the first inequality uses the descent inequality (Lemma A.3), the second equation follows
from the update rule, and the last inequality is obtained by the following two inequalities:
−min
(
η,
γ
‖m+‖
)〈
m+,∇F (x)〉 ≤ −2
5
γ‖∇F (x)‖ − 3
5
γ2
η
+
(
12
5β
− 1
)
γ‖δ‖ (37)
−min
(
η,
γ
‖∇F (x)‖
)
‖∇F (x)‖2 ≤ −2
5
γ‖∇F (x)‖ − 3
5
γ2
η
+
8
5β
γ‖δ‖ (38)
First we prove that (37) holds by considering the following three cases:
• ‖m+‖ ≥ γ/η. In this case the algorithm performs a normalized update. Then (37) follows
by directly using Lemma B.1 with µ = 2/5:
−min
(
η,
γ
‖m+‖
)〈
m+,∇F (x)〉 = −〈∇F (x), γm+‖m+‖
〉
≤ −2
5
γ‖∇F (x)‖ − 3
5
γ‖m+‖+ 7
5
γ‖δ‖
• ‖m+‖ < γ/η and ‖∇F (x)‖ ≥ γ/η. In this case the algorithm performs an unnormalized
update. We now prove−η 〈∇F (x),m+〉 ≤ − 25γ‖∇F (x)‖ − 3γ
2
5η +
7
5γ‖∇F (x)−m+‖.
η
〈∇F (x),m+〉− 2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
7
5
γ‖∇F (x)−m+‖
≥ η 〈∇F (x),m+〉− 2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
7
5
γ
(
‖∇F (x)‖ − 〈∇F (x),m
+〉
‖∇F (x)‖
)
= ‖∇F (x)‖
(
γ + η
〈∇F (x),m+〉
‖∇F (x)‖
)
− 7
5
γ
〈∇F (x),m+〉
‖∇F (x)‖ −
3γ2
5η
≥ γ
2
η
+ γ
〈∇F (x),m+〉
‖∇F (x)‖ −
7
5
γ
〈∇F (x),m+〉
‖∇F (x)‖ −
3γ2
5η
≥ 2γ
2
5η
− 2
5
γ‖m+‖ ≥ 0
• ‖m+‖ < γ/η and ‖∇F (x)‖ < γ/η. This is the most complicated case. Due to the condi-
tion in Lemma B.3, ‖m‖ ≥ γ/η. In this case, the algorithm also performs an unnormalized
14
update. We first bound η 〈∇F (x),m〉 using the same calculation as in the second case:
−η 〈∇F (x),m〉 ≤ −2
5
γ‖m‖ − 3γ
2
5η
+
7
5
γ‖∇F (x)−m‖
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
7
5β
γ‖δ‖
where we use the fact that ‖∇F (x)−m‖ = ‖δ‖/β. We then bound η‖∇F (x)‖2 as follows:
−η‖∇F (x)‖2 ≤ −2γ‖∇F (x)‖+ γ
2
η
= −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5
(
γ2
η
− γ‖∇F (x)‖
)
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5
γ (‖m‖ − ‖∇F (x)‖)
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5β
‖δ‖
Combining the two inequalities, we obtain
− 〈∇F (x), ηm+〉 = −η 〈∇F (x), βm+ (1 − β)∇F (x)〉
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
(
7
5β
β +
8
5β
(1− β)
)
‖δ‖
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
(
12
5β
− 1
)
‖δ‖
Thus in all cases (37) holds. We now turn to (38) which is proven in a similar fashion. Specifically,
consider the following three cases:
• ‖∇F (x)‖ ≥ γ/η. In this case
−min
(
η,
γ
‖∇F (x)‖
)
‖∇F (x)‖2 = −γ‖∇F (x)‖2 ≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
• ‖∇F (x)‖ < γ/η and ‖m+‖ ≥ γ/η. In this case bound η‖∇F (x)‖2 the same as in the
third case of (37):
−min
(
η,
γ
‖∇F (x)‖
)
‖∇F (x)‖2 = −η‖∇F (x)‖2
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5
(
γ2
η
− γ‖∇F (x)‖
)
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5
γ
(‖m+‖ − ‖∇F (x)‖)
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5
γ‖δ‖
• ‖∇F (x)‖ < γ/η and ‖m+‖ < γ/η. In this case ‖m‖ ≥ γ/η. Using the same calculation
above,
−min
(
η,
γ
‖∇F (x)‖
)
‖∇F (x)‖2 ≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5β
γ‖δ‖
Thus (38) holds. Merging all the cases above, we finally obtain
G(x+,m+)−G(x,m) ≤
[
−2
5
γ‖∇F (x)‖ − 3
5
γ2
η
+
12
5β
γ‖δ‖
]
+
AL0 +BL1‖∇F (x)‖
2
γ2
(39)
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Now we consider all the steps t which satisfy the condition in Lemma B.3, denoted as S = {t ∈
[0, T − 1] : max(‖F (xt)‖, ‖mt+1‖, ‖mt‖) ≥ γ/η}. Similarly, use S = [0, T − 1]\S. Let TS = |S|,
then T − TS = |S|.
Corollary B.4 Let set S and TS be defined above. Then∑
t∈S
G(xt+1,mt+1)−G(xt,mt)
≤ 12γ
5β(1− β)‖δ0‖+
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2TS+
γ
∑
t∈S
[
−1
5
(2‖∇F (xt)‖+ 3γ
η
) +
γ
2
BL1‖∇F (xt)‖+ 12γ
5(1− β)BL1‖∇F (xt)‖
] (40)
Proof: Using Lemma B.3,∑
t∈S
G(xt+1,mt+1)−G(xt,mt)
≤ −
∑
t∈S
[
γ
5
(2‖∇F (xt)‖+ 3γ
η
)− γ
2
2
BL1‖∇F (xt)‖ − 12
5β
γ‖δt‖
]
+
γ2
2
AL0TS
(41)
We now focus on the summation of the term ‖δt‖. Define S(a, b) = ∇F (a) − ∇F (b). When
‖a − b‖ ≤ γ, ‖S(a, b)‖ ≤ γ (AL0 +BL1‖∇F (b)‖) (see Lemma A.4). Thus we can expand
δt = mt+1 −∇F (xt) using the recursive relation δt = βδt−1 + βS(xt−1, xt) as follows∑
t∈S
‖δt‖ =
∑
t∈S
∥∥∥∥∥βtδ0 + β
t−1∑
τ=0
βτS (xt−τ−1, xt−τ )
∥∥∥∥∥
≤
∑
t∈S
βt‖δ0‖+ β
∑
t∈S
t−1∑
τ=0
βτγ(AL0 +BL1‖∇F (xt−τ )‖)
≤ 1
1− β ‖δ0‖+
β
1− β (AL0γTS)+
BL1γ
∑
t∈S

 ∑
τ∈[1,t]\S
βt−τ+1‖∇F (xτ )‖+
∑
τ∈[1,t]∩S
βt−τ+1‖∇F (xτ )‖


≤ β
1− β
(
‖δ0‖
β
+AL0γTS +BL1
γ2
η
TS +BL1γ
∑
t∈S
‖∇F (xt)‖
)
where the last inequality uses the fact that ‖∇F (xτ )‖ ≤ γ/η for all τ ∈ [1, t]\S.
After substituting the above results into (41) we obtain∑
t∈S
G(xt+1,mt+1)−G(xt,mt)
≤ 12γ
5β(1− β)‖δ0‖+
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2TS+
γ
∑
t∈S
[
−1
5
(2‖∇F (xt)‖+ 3γ
η
) +
γ
2
BL1‖∇F (xt)‖+ 12γ
5(1− β)BL1‖∇F (xt)‖
] (42)

Now we turn to the case in whichmax(‖∇F (x)‖, ‖m+‖, ‖m‖) ≤ γ/η.
Lemma B.5 Supposemax(‖∇F (x)‖, ‖m+‖, ‖m‖) ≤ γ/η. Then
G(x+,m+)−G(x,m) ≤ −η
2
(
c1‖∇F (x)‖2 + 2c2 〈∇F (x),m〉 + c3‖m‖2
)
(43)
where c1 = ν(1 − β)(2 − β) − Lη(1− βν)2 + 2(1− ν), c2 = νβ(1 − β)− Lηβν(1 − βν), c3 =
νβ(1 + β)− Lη(βν)2, and L = AL0 +BL1γ/η.
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Proof: In the case of ‖m‖ ≤ γ/η, we have η‖m‖2 ≤ γ‖m‖, thus
G(x+,m+)−G(x,m) = (F (x+)− F (x)) + νβη
2(1− β) (‖m
+‖2 − ‖m‖2) (44)
We then bound F (x+) − F (x) and ‖m+‖2 − ‖m‖2. Note that ‖m+‖ ≤ γ/η implies that the
algorithm performs an update without normalization. Define L := AL0 + BL1γ/η, then again by
descent inequality,
F (x+)− F (x) ≤ 〈x+ − x,∇F (x)〉 + AL0 +BL1‖∇F (x)‖
2
‖x+ − x‖2
= − [νη 〈m+,∇F (x)〉+ (1 − ν)η‖∇F (x)‖2]+
AL0 +BL1‖∇F (x)‖
2
η2‖(1− βν)∇(x) + βνm‖2
≤ − [νη 〈m+,∇F (x)〉+ (1 − ν)η‖∇F (x)‖2]+ L
2
η2‖(1− βν)∇F (x) + βνm‖2
Rearranging
≤ −
[
ν(1 − β)η + (1 − ν)η − L
2
η2(1− βν)2
]
‖∇F (x)‖2
− [νβη − Lη2(βν)(1 − βν)] 〈∇F (x),m〉 + L
2
η2β2ν2‖m‖2
(45)
Since∥∥m+∥∥2 − ‖m‖2 = (1− β)2‖∇F (x)‖2 − (1 + β)(1 − β)‖m‖2 + 2β(1− β)〈∇F (x),m〉 (46)
by definition of the Lyapunov function, we have
G(x+,m+)−G(x,m) ≤ −η
2
(
c1‖∇F (x)‖2 + 2c2 〈∇F (x),m〉 + c3‖m‖2
)
where c1 = ν(1 − β)(2 − β) − Lη(1− βν)2 + 2(1− ν), c2 = νβ(1 − β)− Lηβν(1 − βν), c3 =
νβ(1 + β)− Lη(βν)2. 
Lemma B.6 Let c1, c2, c3 and L be defined in Lemma B.5. If Lη ≤ 1, then the matrix
H =
(
[c1 − (1− νβ)]Id c2Id
c2Id (c3 − νβ)Id
)
is symmetric and positive semi-definite, where Id is the d× d identity matrix.
Proof: In fact we only need to consider the case when d = 1, because the eigenvalues of H2d×2d
can only be those that appears in H2×2 (d = 1). Denote two eigenvalues be λ1, λ2 when d = 1. A
direct calculation shows that
λ1λ2 = detH = [c1 − (1− νβ)](c3 − νβ) − c22 = ν(1 − ν)β2(1− Lη)
λ1 + λ2 = c1 + c3 − 1 = (1− νβ)2(1− Lη) + (νβ)2(1 − Lη) + 2β2ν(1 − ν)
If Lη ≤ 1, then λ1λ2 ≥ 0 and λ1 + λ2 ≥ 0, which is equivalent to the semi-definiteness ofH . 
Corollary B.7 Supposemax(‖∇F (x)‖, ‖m‖, ‖m+‖) ≤ γ/η. If Lη ≤ 1, Then
G(x+,m+)−G(x,m) ≤ −η
2
(1− νβ)‖∇F (x)‖2 − η
2
νβ‖m‖2 (47)
Proof: LetH be defined in Lemma B.6. The result of Lemma B.5 can be written in a matrix form:
G(x+,m+)−G(x,m) ≤ −η
2
(1−νβ)‖∇F (x)‖2−η
2
νβ‖m‖2−η
2
(∇F (x)T ,mT )H (∇F (x)T ,mT )T
(48)
Using the fact thatH is positive semi-definite, we obtain the desired result. 
Note that the amount of descent in Corollary B.7 is small in terms of ‖∇F (x)‖ if β and ν are close
to 1. We now try to convert the term ‖m‖ into ‖∇F (x)‖, which is stated in the following lemma.
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Lemma B.8 SupposeAL0η ≤ c1(1− β) and BL1γ ≤ c3(1− β) for some constant c1 and c3. Let
m0 = ∇F (x0) for simplicity. Let set S and S be defined above. Then
∑
t∈S
‖mt‖ ≥ 1
1 + c1
∑
t∈S
((1− c1(1− νβ)− c3)‖∇F (xt)‖)
− 1
1− β
∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
(49)
Proof: For any t ≥ 1, we have
‖mt −∇F (xt)‖ ≤ ‖mt −∇F (xt−1)‖ + ‖∇F (xt−1)−∇F (xt)‖
≤ β‖mt−1 −∇F (xt−1)‖+ (AL0 +BL1‖∇F (xt−1)‖)×(
νmin
(
η,
γ
‖mt‖
)
‖mt‖+ (1− ν)min
(
η,
γ
‖∇F (xt−1)‖
)
‖∇F (xt−1)‖
)
(50)
where the last inequality follows by Corollary A.4. Applying (50) recursively, we obtain
‖mt −∇F (xt)‖ ≤
t∑
τ=1
βt−τ (AL0 +BL1‖∇F (xτ−1)‖)×
(
νmin
(
η,
γ
‖mτ‖
)
‖mτ‖+ (1− ν)min
(
η,
γ
‖∇F (xτ−1)‖
)
‖∇F (xτ−1)‖
)
(51)
Therefore,
T−1∑
t=0
‖mt −∇F (xt)‖
≤ 1
1− β
T−1∑
t=0
(AL0 +BL1‖∇F (xt)‖)
(
νmin
(
η,
γ
‖mt+1‖
)
‖mt+1‖+ (1 − ν)min
(
η,
γ
‖∇F (xt)‖
)
‖∇F (xt)‖
)
≤ 1
1− β

T−1∑
t=0
BL1γ‖∇F (xt)‖ +
∑
t∈S
AL0γ +
∑
t∈S
AL0η ((1− ν)‖∇F (xt)‖+ ν‖mt+1‖)


(52)
Therefore we obtain
T−1∑
t=0
‖mt −∇F (xt)‖
≤ 1
1− β

∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ +
∑
t∈S
[AL0νη‖mt+1‖+ (BL1γ +AL0(1− ν)η)‖∇F (xt)‖]


≤ 1
1− β
(∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
)
+
1
1− β

∑
t∈S
AL0νηβ‖mt‖+ (AL0η(1 − νβ) +BL1γ)‖∇F (xt)‖


≤ 1
1− β
(∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
)
+

∑
t∈S
(c1(1− νβ) + c3)‖∇F (xt)‖ + c1νβ‖mt‖


(53)
18
Using ‖mt‖ ≥ ‖∇F (xt)‖ − ‖mt −∇F (xt)‖ and some straightforward calculation, we obtain
(1 + c1)
∑
t∈S
‖mt‖ ≥

∑
t∈S
(1− c1(1 − νβ)− c3)‖∇F (xt)‖


− 1
1− β
(∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
) (54)

Now we are ready to prove the main theorem.
Theorem B.9 Let F ∗ be the optimal value, and ∆ = F (x0) − F ∗. Assume m0 = ∇F (x0) for
simplicity. If γ ≤ 1−β10BL1 and η ≤
1−β
10AL0
, where constants A = 1 + e1/10 − 10(e1/10 − 1) < 1.06,
B = 10(e1/10 − 1) < 1.06, and ε < γ5η , then
1
T
T∑
t=1
‖∇F (xt)‖ ≤ 2ε
as long as
T ≥ 3
ε2η
∆ (55)
Proof: By calculating Lη = AL0η +BL1γ ≤ (1− β)/5 < 1, we can use Corollary B.7. Taking
summation of the inequality (47) over steps t ∈ S = [0, T − 1]\S, we obtain
∑
t∈S
G(xt+1,mt+1)−G(xt,mt) ≤ −η
2
∑
t∈S
(
(1− νβ)‖∇F (xt)‖2 + νβ‖mt‖2
)
(56)
Combining (56) and (40) in Corollary B.4 we obtain
G(xT ,mT )−G(x0,m0) =
T−1∑
t=0
G(xt+1,mt+1)−G(xt,mt)
≤ −η
2
∑
t∈S
(
(1− νβ)‖∇F (xt)‖2 + νβ‖mt‖2
)
+
12γ
5β(1− β)‖δ0‖+
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2TS+
γ
∑
t∈S
[
−1
5
(2‖∇F (xt)‖+ 3γ
η
) +
(
1
2
+
12
5(1− β)
)
BL1γ‖∇F (xt)‖
]
(57)
By the assumption
γ ≤ 1− β
10BL1
, η ≤ 1− β
10AL0
(58)
we have AL0η ≤ (1− β)/10 and BL1γ ≤ (1− β)/10. Using Lemma B.14 we have
∑
t∈S
‖mt‖ ≥ 8
11
∑
t∈S
‖∇F (xt)‖ − 1
1− β
(∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
)
(59)
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Therefore by standard inequality x2 ≥ 2εx− ε2 and (57) we obtain
G(x0,m0)−G(xT ,mT )
≥ η
2
∑
t∈S
(
(1− νβ)‖∇F (xt)‖2 + 2νβε‖mt‖ − νβε2
)
+
(
3
5
γ2
η
−
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2
)
TS
+ γ
(
2
5
−
(
1
2
+
12
5(1− β)
)
BL1γ
)∑
t∈S
‖∇F (xt)‖
≥
∑
t∈S
U(xt) +
∑
t∈S
V (xt)
(60)
Where
U(x) :=
(
3
5
γ2
η
−
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2 − νβ
1− βAL0εγη
)
+ γ
(
2
5
−
(
1
2
+
12
5(1− β)
)
BL1γ − νβ
1− β εηBL1
)
‖∇F (x)‖
V (x) :=
η
2
(1− νβ)‖∇F (x)‖2 + 8
11
νβεη‖∇F (x)‖ − 1
2
νβε2η
(61)
We now simplify U(x). Let ε ≤ γ5η . By (58) we have
2
5
−
(
1
2
+
12
5(1− β)
)
BL1γ − νβ
1− β εηBL1 ≥
2
5
− 12
50
− 1
20
≥ 1
10
3
5
− 12γ
5(1− β)BL1 ≥
3
10
(62)
Therefore
U(x) ≥ 3
10
γ2
η
−
(
12
5(1− β) +
1
2
)
AL0γ
2 − νβ
1− βAL0εγη +
1
10
γ‖∇F (x)‖
≥
(
3
5(1− β) −
1
2
)
AL0γ
2 − νβ
1− βAL0εγη +
1
10
γ‖∇F (x)‖
≥ 1
10(1− β)AL0γ
2 +
1
10
γ‖∇F (x)‖
(63)
We can also bound V (x) as follows:
V (x) ≥ (1 − νβ)εη‖∇F (x)‖ − η
2
(1− νβ)ε2 + 8
11
νβεη‖∇F (x)‖ − 1
2
νβε2η
≥ 1
2
εη‖∇F (x)‖ − 1
2
ε2η
(64)
Since ε <
γ
5η
, we have U(x) ≥ V (x). Therefore by (60) and Lemma A.5 we have
T
T−1∑
t=0
1
2
εη (‖∇F (x)‖ − ε) ≤ ∆+ β
2(1− β) min{η‖∇F (x0)‖
2, γ‖∇F (x0)‖}
≤ ∆+ 4β
1− β∆max{L0η, L1γ}
≤ 7
5
∆
(65)
Thus
1
T
T−1∑
t=0
‖∇F (xt)‖ ≤ 2ε (66)
as long as
T >
3
ε2η
∆ (67)

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B.2 Proof of Theorem 3.2
We now prove the stochastic case. As before, to simplify the notation we write the update formula
as
m+ = βm+ (1− β)∇f(x, ξ)
x+ = x−
(
νmin
(
η,
γ
‖m+‖
)
m+ + (1− ν)min
(
η,
γ
‖∇f(x, ξ)‖
)
∇f(x, ξ)
)
(68)
when analyzing a single iteration. The error between m+ and ∇F (x) is denoted as δ = m+ −
∇F (x). We define the true momentum m˜ as follows:
m˜+ = βm˜+ (1− β)∇F (x) (69)
where m˜0 = m0. Similarly, the error between m˜
+ and∇F (x) is denoted as δ˜ = m˜+ −∇F (x).
In stochastic case, we define the Lyapunov function to be
G(x, m˜) = F (x) +
νβ
2(1− β) min
(
η‖m˜‖2, γ‖m˜‖) (70)
The only change is that we use the true momentum m˜ instead of stochastic momentumm. Note that
Lemma B.1 and Lemma B.2 can still be used in stochastic case. The momentumm and error δ in
Lemma B.2 will be changed to m˜ and δ˜ respectively.
Suppose γ ≤ c/L1 for some constant c, and we denote A = 1 + ec − ec−1c and B = e
c−1
c , just the
same as in the descent inequality (Lemma A.3). When γ ≤ 1−β50L1 ε ≤ 1500L1 (in Theorem 3.2), we
can take c = 1/500 and A = B = 1.002.
Lemma B.10 The difference betweenm and m˜ satisfies:
‖m+ − m˜+‖ ≤ σ (71)
Furthermore, in expectation
E‖m+ − m˜+‖2 ≤ 1− β
1 + β
σ (72)
Proof: By expandingmt+1 and m˜t+1, we get
‖mt+1 − m˜t+1‖ = (1 − β)
∥∥∥∥∥
t∑
τ=0
βt−τ (∇f(xτ , ξτ )−∇F (xτ ))
∥∥∥∥∥
≤ (1 − β)
t∑
τ=0
βt−τ‖∇f(xτ , ξτ )−∇F (xτ )‖
≤ (1 − β)
t∑
τ=0
βt−τσ ≤ σ
(73)
Furthermore, using the noise assumption, for different time steps t, t′, we have
E[〈∇f(xt, ξt)−∇F (xt),∇f(xt′ , ξt′)−∇F (xt′ )〉] = 0
Therefore
E[‖mt+1 − m˜t+1‖2] = E
[
t∑
τ=0
(1 − β)2β2(t−τ)‖∇f(xτ , ξτ )−∇F (xτ )‖2
]
≤ 1− β
1 + β
σ2 (74)

Lemma B.11 Supposemax(5‖∇F (x)‖/4, ‖m+‖, ‖m˜‖) ≥ γ/η. Then
G(x+, m˜+)−G(x, m˜)
≤ −4
5
× 2γ
5
‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
γ2
2
(AL0 +BL1‖∇F (x)‖) + 12
5β
γ‖δ˜‖
− νη 〈∇F (x),m+ − m˜+〉− (1 − ν)η 〈∇F (x),∇f(x, ξ) −∇F (x)〉 + (η‖∇F (x)‖ + 7
5
γ
)
σ
(75)
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Proof: Based on Lemma B.2, we only need to bound F (x+)−F (x). We use the (L0, L1)-smooth
condition:
F (x+)− F (x) ≤ 〈∇F (x), x+ − x〉+ γ2
2
(AL0 +BL1‖∇F (x)‖) (76)
Now we bound 〈∇F (x), x+ − x〉. The calculation is similar to the deterministic setting. We first
bound −min
(
η, γ‖m+‖
)
〈m+,∇F (x)〉. Consider the following three cases, all of which are analo-
gous to the proof of Lemma B.3:
• ‖m+‖ ≥ γ/η. The algorithm performs a normalized update. We have
− γ‖m+‖
〈
m+,∇F (x)〉 ≤ −2
5
γ‖∇F (x)‖ − 3
5
γ‖m+‖+ 7
5
γ‖δ‖
• ‖m+‖ < γ/η and ‖∇F (x)‖ ≥ 4γ/5η. The algorithm performs an unnormalized update.
We have
−η 〈∇F (x),m+〉 ≤ −4
5
× 2
5
γ‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
4
5
× 7
5
γ‖δ‖
• ‖m+‖ < γ/η and ‖∇F (x)‖ < 4γ/5η. In this case ‖m˜‖ ≥ γ/η. The algorithm performs
an unnormalized update. We have
−η 〈∇F (x), m˜+〉 ≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
(
12
5β
− 1
)
γ‖δ˜‖
Therefore in all the cases, we have
−min
(
η,
γ
‖m+‖
)〈
m+,∇F (x)〉 ≤− 4
5
× 2
5
γ‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
(
12
5β
− 1
)
γ‖δ˜‖
− η 〈∇F (x),m+ − m˜+〉+ (η‖∇F (x)‖ + 7
5
γ
)
σ
(77)
where (77) uses the following two inequalities which can be obtained by Lemma B.10:
‖δ‖ ≤ ‖δ˜‖+ σ (78)
− 〈∇F (x),m+ − m˜+〉 ≤ ‖∇F (x)‖σ (79)
We next bound −min
(
η, γ‖∇f(x,ξ)‖
)
〈∇f(x, ξ),∇F (x)〉. Consider the following cases, all of
which are analogous to the proof of Lemma B.3:
• ‖∇f(x, ξ)‖ ≥ γ/η. In this case we can use Lemma B.1 with µ = 2/5:
−min
(
η,
γ
‖∇f(x, ξ)‖
)
〈∇f(x, ξ),∇F (x)〉
= −γ 〈∇f(x, ξ),∇F (x)〉‖∇f(x, ξ)‖
≤ γ
(
−2
5
‖∇F (x)‖ − 3
5
‖∇f(x, ξ)‖ + 7
5
‖∇F (x)−∇f(x, ξ)‖
)
≤ γ
(
−2
5
‖∇F (x)‖ − 3γ
5η
+
7
5
σ
)
(80)
• ‖∇f(x, ξ)‖ < γ/η. In this case
−min
(
η,
γ
‖∇f(x, ξ)‖
)
〈∇f(x, ξ),∇F (x)〉
= −η 〈∇f(x, ξ),∇F (x)〉
= −η‖∇F (x)‖2 − η 〈∇f(x, ξ)−∇F (x),∇F (x)〉
(81)
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We now bound−η‖∇F (x)‖2. If ‖∇F (x)‖ ≥ 4γ5η , then −η‖∇F (x)‖2 ≤ − 45γ‖∇F (x)‖.
If ‖∇F (x)‖ < 4γ5η and ‖m+‖ ≥ 4γ5η , then using the same calculation as in the deterministic
case,
−η‖∇F (x)‖2 ≤ −2
5
× 4
5
γ‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
4
5
× 8
5
γ
(‖m+‖ − ‖∇F (x)‖)
≤ −4
5
× 2
5
γ‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
7
5
γ
(
‖δ˜‖+ σ
)
If ‖∇F (x)‖ < 4γ5η and ‖m+‖ < 4γ5η , then ‖m˜‖ ≥ γ/η. Using the same calculation we have
−η‖∇F (x)‖2 ≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5
γ (‖m˜‖ − ‖∇F (x)‖)
≤ −2
5
γ‖∇F (x)‖ − 3γ
2
5η
+
8
5β
γ‖δ˜‖
Therefore in all the cases we have
−min
(
η,
γ
‖∇f(x, ξ)‖
)
〈∇f(x, ξ),∇F (x)〉 ≤ − 4
5
× 2
5
γ‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
8
5β
γ‖δ˜‖
− η 〈∇F (x),∇f(x, ξ) −∇F (x)〉 +
(
η‖∇F (x)‖ + 7
5
γ
)
σ
(82)
we finally obtain
G(x+, m˜+)−G(x, m˜)
≤ −4
5
× 2γ
5
‖∇F (x)‖ − 16
25
× 3γ
2
5η
+
γ2
2
(AL0 +BL1‖∇F (x)‖) + 12
5β
γ‖δ˜‖
− νη 〈∇F (x),m+ − m˜+〉− (1 − ν)η 〈∇F (x),∇f(x, ξ) −∇F (x)〉 + (η‖∇F (x)‖ + 7
5
γ
)
σ
(83)

Let S = {t ∈ [0, T − 1] : max(5‖F (xt)‖/4, ‖mt+1‖, ‖m˜t‖) ≥ γ/η} and S = [0, T − 1]\S. Let
TS = |S|, then T − TS = |S|. Parallel to Corollary B.4, we directly have the following corollary.
Corollary B.12 Let set S and TS be defined above. Then∑
t∈S
G(xt+1,mt+1)−G(xt,mt)
≤ 12γ
5β(1− β)‖δ˜0‖+
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2TS
− η
∑
t∈S
(ν 〈∇F (xt),mt+1 − m˜t+1〉+ (1− ν) 〈∇F (xt),∇f(xt, ξt)−∇F (xt)〉)+
γ
∑
t∈S
[
−
((
4
5
× 2
5
− η
γ
σ
)
‖∇F (xt)‖+
(
16
25
× 3γ
5η
− 7
5
σ
))
+
γ
2
BL1‖∇F (xt)‖+ 12γ
5(1− β)BL1‖∇F (xt)‖
]
(84)
Next we turn to the case in whichmax(5‖∇F (x)‖/4, ‖m+‖, ‖m˜‖) ≤ γ/η.
Lemma B.13 Assumemax(5‖∇F (x)‖/4, ‖m+‖, ‖m˜‖) ≤ γ/η, and γ/η = 5σ. If AL0η ≤ 1, then
G(x+, m˜+)−G(x, m˜)
≤ −η
2
(1 − νβ)‖∇F (x)‖2 − η
2
νβ‖m˜‖2 + γ
2
2
BL1‖∇F (x)‖
− νη 〈∇F (x),m+ − m˜+〉− (1− ν)η 〈∇F (x),∇f(x, ξ) −∇F (x)〉
+ η2AL0σ‖νm˜+ + (1− ν)∇F (x)‖ + 1
2
η2AL0‖ν(m+ − m˜+) + (1− ν)(∇f(x, ξ) −∇F (x))‖2
(85)
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where c1 = ν(1−β)(2−β)−AL0η(1−βν)2+2(1−ν), c2 = νβ(1−β)−AL0ηβν(1−βν), c3 =
νβ(1 + β)−AL0η(βν)2. c1 = (1− β)[2− β−AL0η(1− β)], c2 = β[1− β−AL0η(1− β)] and
c3 = β(1 + β −AL0ηβ).
Proof: Because ‖∇f(x, ξ)‖ ≤ 4γ/5η + σ = γ/η and ‖m+‖ ≤ γ/η, the algorithm performs an
unnormalized update. The proof is similar to the one in Lemma B.5 except for bounding the term
F (x+)− F (x).
F (x+)− F (x)
≤ − 〈∇F (x), νηm+ + (1 − ν)η∇f(x, ξ)〉 + η2
2
(AL0 +BL1‖∇F (x)‖)‖νm+ + (1− ν)∇f(x, ξ)‖2
≤ −νη 〈∇F (x), m˜+〉− νη 〈∇F (x),m+ − m˜+〉
− (1 − ν)η 〈∇F (x),∇F (x)〉 − (1− ν)η 〈∇F (x),∇f(x, ξ) −∇F (x)〉
+
η2
2
AL0
(‖νm˜+ + (1− ν)∇F (x)‖2 + ‖ν(m+ − m˜+) + (1− ν)(∇f(x, ξ) −∇F (x))‖2)
+ η2AL0σ‖νm˜+ + (1− ν)∇F (x)‖ + η
2
2
BL1‖∇F (x)‖γ
2
η2
(86)
For bounding term −νη 〈∇F (x), m˜+〉 − (1 − ν)η 〈∇F (x),∇F (x)〉 + η22 AL0‖νm˜+ + (1 −
ν)∇F (x)‖2 that is not related to noise, the subsequent steps are the same as in Lemma B.5, B.6
and Corollary B.7 (except for L in these Lemmas being replaced by AL0). Other terms in (86) just
appears in (85). Proof is completed. 
Note that the descent inequality in Lemma B.13 is small in terms of ‖∇F (x)‖ if ν and β are close
to 1. We now try to convert the term ‖m˜‖ into ‖∇F (x)‖, which is stated in the following lemma.
Lemma B.14 SupposeAL0η ≤ c1(1−β) andBL1γ ≤ c3(1−β) for some constant c1 and c3. Let
m˜0 = ∇F (x0) for simplicity. Let set S and S be defined in Corollary B.12. Then
E
∑
t∈S
‖m˜t‖ ≥ 1
1 + c1
E

∑
t∈S
(1− c1(1 − νβ)− c3)‖∇F (xt)‖ − c1σ


− 1
1− βE
(∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
) (87)
Proof: The proof of Lemma B.14 is similar to the proof of Lemma B.8. We first write (52) again
as follows:
T−1∑
t=0
‖mt −∇F (xt)‖
≤ 1
1− β
T−1∑
t=0
(AL0 +BL1‖∇F (xt)‖)×
(
νmin
(
η,
γ
‖mt+1‖
)
‖mt+1‖+ (1− ν)min
(
η,
γ
‖∇f(xt, ξt)‖
)
‖∇f(xt, ξt)‖
)
≤ 1
1− β

T−1∑
t=0
BL1γ‖∇F (xt)‖+
∑
t∈S
AL0γ +
∑
t∈S
AL0η ((1− ν)‖∇f(xt, ξt)‖+ ν‖mt+1‖)


(88)
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Therefore,
T−1∑
t=0
‖mt −∇F (xt)‖
≤ 1
1− β
∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
+
1
1− β
∑
t∈S
[AL0νη‖m˜t+1‖+ (BL1γ +AL0(1− ν)η)‖∇F (xt)‖+AL0ησ]
≤ 1
1− β
∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ+
1
1− β
∑
t∈S
(AL0νηβ‖m˜t‖+ (AL0η(1− νβ) +BL1γ)‖∇F (xt)‖+AL0ησ)
≤ 1
1− β
∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ +
∑
t∈S
((c1(1− νβ) + c3)‖∇F (xt)‖ + c1νβ‖mt‖+ c1σ)
(89)
Using ‖m˜t‖ ≥ ‖∇F (xt)‖ − ‖m˜t −∇F (xt)‖ and some straightforward calculation, we obtain
(1 + c1)
∑
t∈S
‖m˜t‖ ≥
∑
t∈S
((1− c1(1 − νβ)− c3)‖∇F (xt)‖ − c1σ)
− 1
1− βE
(∑
t∈S
(AL0 +BL1‖∇F (xt)‖)γ
) (90)

We now merge the two cases corresponding to Corollary B.12 and Lemma B.13. The proof of the
following theorem involves many techniques which are different from the deterministic case and is
far more challenging.
Theorem B.15 Let F ∗ be the optimal value, and ∆ = F (x0) − F ∗. Assume m0 = ∇F (x0) for
simplicity. Fix ε ≤ 0.1 be a small constant.If γ ≤ εσ min
(
ε
AL0
, 1−βAL0 ,
1−β
50BL1
)
and γ/η = 5σ where
constants A = 1.01, B = 1.01, then
1
T
T∑
t=1
E‖∇F (xt)‖ ≤ 2ε (91)
as long as
T ≥ 3
ε2η
∆ (92)
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Proof: Based on the previous results, we take summation over t and obtain
T−1∑
t=0
(G(xt+1, m˜t+1)−G(xt, m˜t))
≤ 12γ
5β(1− β)‖δ˜0‖+
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2TS
− η
T−1∑
t=0
(ν 〈∇F (xt),mt+1 − m˜t+1〉+ (1− ν) 〈∇F (xt),∇f(xt, ξt)−∇F (xt)〉))+
γ
∑
t∈S
[
−
((
4
5
× 2
5
− η
γ
σ
)
‖∇F (xt)‖+
(
16
25
× 3γ
5η
− 7
5
σ
))
+
γ
2
BL1‖∇F (xt)‖+ 12γ
5(1− β)BL1‖∇F (xt)‖
]
+
∑
t∈S
−η
2
(
(1− νβ)‖∇F (xt)‖2 + νβ‖m˜t‖2
)
++
γ2
2
BL1‖∇F (x)‖
+
∑
t∈S
AL0η
2σ‖(1− ν)∇F (xt) + νm˜t+1‖+ AL0
2
η2‖(1− ν)(∇f(xt, ξt)−∇F (xt)) + ν(mt+1 − m˜t+1)‖2
(93)
We now simplify (93) by taking expectation. We first have
E[〈∇F (xt),∇f(xt, ξt)−∇F (xt)〉] = 0 (94)
due to the noise assumption. For the term E‖(1− ν)(∇f(xt, ξt)−∇F (xt)) + ν(mt+1 − m˜t+1)‖2,
similarly using the noise assumption and Lemma B.10, we can obtain
E‖(1− ν)(∇f(xt, ξt)−∇F (xt)) + ν(mt+1 − m˜t+1)‖2 ≤
(
(1 − βν)2 + 1− β
1 + β
β2ν2
)
σ2 (95)
We now tackle the most challenging part: the expectation of 〈∇F (xt),mt+1 − m˜t+1〉 for some t.
− E 〈∇F (xt),mt+1 − m˜t+1〉
= −E [〈∇F (xt), β(mt − m˜t) + (1− β)(∇f(xt, ξt)−∇F (xt))〉]
= −βE 〈∇F (xt),mt − m˜t〉
= βE [−〈∇F (xt−1),mt − m˜t〉+ 〈∇F (xt−1)−∇F (xt),mt − m˜t〉]
(96)
Applying the above equation recursively, we obtain
−E 〈∇F (xt),mt+1 − m˜t+1〉 ≤ E
t−1∑
τ=0
βt−τ 〈∇F (xτ )−∇F (xτ+1),mτ+1 − m˜τ+1〉 (97)
Therefore
−E
T−1∑
t=0
〈∇F (xt),mt+1 − m˜t+1〉 ≤ β
1− β
T−1∑
t=0
max (E 〈∇F (xt)−∇F (xt+1),mt+1 − m˜t+1〉 , 0)
(98)
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We now bound E[〈∇F (xt)−∇F (xt+1),mt+1 − m˜t+1〉].
E 〈∇F (xt)−∇F (xt+1),mt+1 − m˜t+1〉
= E
∫ 1
0
(xt − xt+1)T∇2F (µxt + (1− µ)xt+1)(mt+1 − m˜t+1)dµ
= E
[
min
(
η,
γ
‖mt+1‖
)∫ 1
0
νmTt+1∇2F (µxt + (1− µ)xt+1)(mt+1 − m˜t+1)dµ
]
+ E
[
min
(
η,
γ
‖∇f(xt, ξt)‖
)∫ 1
0
(1− ν)∇f(xt, ξt)T∇2F (µxt + (1− µ)xt+1)(mt+1 − m˜t+1)dµ
]
≤ E
[
min
(
η,
γ
‖mt+1‖
)∫ 1
0
νm˜Tt+1∇2F (µxt + (1− µ)xt+1)(mt+1 − m˜t+1)dµ
]
+ E
[
min
(
η,
γ
‖∇f(xt, ξt)‖
)∫ 1
0
(1− ν)∇F (xt)T∇2F (µxt + (1− µ)xt+1)(mt+1 − m˜t+1)dµ
]
+ ηE[(AL0 +BL1‖∇F (xt)‖)]σ2(1− β)
(
ν
1 + β
+ 1− ν
)
≤ E
[
min
(
η,
γ
‖mt+1‖
)
ν(AL0 +BL1‖∇F (xt)‖)‖m˜t+1‖σ
]
+ E
[
min
(
η,
γ
‖∇f(xt, ξt)‖
)
(1 − ν)(AL0 +BL1‖∇F (xt)‖‖∇F (xt)‖σ
]
+ ηE[(AL0 +BL1‖∇F (xt)‖)]σ2(1− β)
(
ν
1 + β
+ 1− ν
)
≤ E [η(ν‖m˜t+1‖+ (1 − ν)‖∇F (xt)‖)AL0σ]
+ E
[(
νmin
(
η,
γ
‖mt+1‖
)
‖m˜t+1‖+ (1− ν)min
(
η,
γ
‖∇f(xt, ξt)‖
)
‖∇F (xt)‖
)
BL1‖∇F (xt)‖σ
]
+ ηE[(AL0 +BL1‖∇F (xt)‖)]σ2(1− β)
(
ν
1 + β
+ 1− ν
)
≤ ηE [(ν‖m˜t+1‖+ (1 − ν)‖∇F (xt)‖)AL0σ] + ηAL0σ2(1− β)
(
ν
1 + β
+ 1− ν
)
+
6
5
γE [BL1‖∇F (xt)‖σ] + 1
5
γE [BL1‖∇F (xt)‖σ]
(99)
where the first inequality uses the proof of Corollary A.4 and Lemma B.10, and the last inequality
uses γ/η = 5σ. By taking summation of the above inequality we obtain
−
T−1∑
t=0
E 〈∇F (xt),mt+1 − m˜t+1〉 ≤ β
1− β
T−1∑
t=0
(
ηAL0 +
7
5
γBL1
)
σ‖∇F (xt)‖
+ ηAL0σ
2β
(
ν
1 + β
+ 1− ν
)
T +
νβ2
(1 − β)2 ηAL0σ‖∇F (x0)‖
(100)
where we uses the following inequality to convert ‖m˜t+1‖ to ‖∇F (xt)‖.
T−1∑
t=0
‖m˜t+1‖ ≤ β
1− β ‖∇F (x0)‖+ (1− β)
T−1∑
t=0
t∑
τ=0
βt−τ‖∇F (xτ )‖
≤ β
1− β ‖∇F (x0)‖+
T−1∑
t=0
‖∇F (xt)‖
(101)
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Combining (93), (94), (95), (100), using inequality (101) to get rid of the term ‖m˜t‖ and applying
Lemma B.10, we obtain
E
T−1∑
t=0
(G(xt+1, m˜t+1)−G(xt, m˜t))
≤ 12γ
5β(1− β)‖δ˜0‖+
νβ
(1− β)2AL0η
2σ‖∇F (x0)‖+
(
12
5(1− β)AL0 +
12γ
5η(1− β)BL1 +
1
2
AL0
)
γ2TS+
γE
∑
t∈S
[
−
((
4
5
× 2
5
− η
γ
σ
)
‖∇F (xt)‖ +
(
16
25
× 3γ
5η
− 7
5
σ
))
+
γ
2
BL1‖∇F (xt)‖+ 12γ
5(1− β)BL1‖∇F (xt)‖
]
+ E
∑
t∈S
(
−η
2
(1− νβ)‖∇F (xt)‖2 − η
2
νβ‖mt‖2 + γ
2
2
BL1‖∇F (x)‖
)
+ E
T−1∑
t=0
η2AL0σ
(
‖∇F (xt)‖+
(
(1 − νβ)2
2
+
1− β
2(1 + β)
ν2β2
)
σ
)
+
νβησ
1− βE
(
T−1∑
t=0
(AL0η‖∇F (xt)‖+ 7
5
BL1γ‖∇F (xt)‖
)
+AL0η
2σ2νβ
(
ν
1 + β
+ 1− ν
)
T
= P0 + E

P1TS + P2(T − TS) +∑
t∈S
P3‖∇F (xt)‖+
∑
t∈S
P4‖∇F (xt)‖


− E
∑
t∈S
η
2
(
(1 − β)‖∇F (xt)‖2 + β‖m˜t‖2
)
(102)
where
P0 =
12γ
5β(1− β)‖δ˜0‖+
νβ
(1− β)2AL0η
2σ‖∇F (x0)‖ = νβ
(1− β)2AL0η
2σ‖∇F (x0)‖
P1 = −16
25
× 3γ
2
5η
+
(
12γ2
5(1− β) +
γ2
2
)
AL0 +
12γ3
5η(1− β)BL1 +
7
5
γσ + P2
P2 = AL0η
2σ2
(
(1− νβ)2
2
+
1− β
2(1 + β)
ν2β2
)
+AL0η
2σ2νβ
(
ν
1 + β
+ 1− ν
)
=
1
2
η2AL0σ
2
P3 = −4
5
× 2
5
γ + ησ +
(
γ2
2
+
12γ2
5(1− β) +
νβησ
1− β ×
7
5
γ
)
BL1 + η
2AL0σ +
νβσ
1− βAL0η
2
P4 = η
2AL0σ +
νβσ
1− β
(
AL0η +
7
5
BL1γ
)
η +
γ2
2
BL1
Let γ ≤ ε2σ min
(
ε
AL0
, 1−βAL0 ,
1−β
25BL1
)
, and fix the ratio γ/η = 5σ. Then for small enough ε < 0.1
and large enough noise σ > 1,
P1 ≤
(
−16
25
× 3σ + 3ε
2σ
+
12ε
50
+
7
5
σ +
ε2
100σ
)
γ ≤ − 3
10
σγ
P3 ≤
(
−4
5
× 2
5
+
1
5
+
(
1− β
2
+
12
5
+
7
5
× β
5
)
ε
50σ
+
ε2
50σ2
+
ε
50σ2
)
γ ≤ − 1
10
γ
(103)
We can also bound P4 as follows:
P4 ≤ 1
1− βAL0ση
2 +
(
β
1− β ×
7
5
+
5
2
)
BL1σγη
≤ 1
10
εη +
(
β
1− β ×
7
5
+
5
2
)
ε
50
(1− β)η
≤ 1
10
εη +
1
20
εη =
3
20
εη
(104)
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Applying the above estimates and rearranging (102), we have
G(x0)− F ∗ + P0
≥ E

∑
t∈S
(
3
10
σγ +
1
10
γ‖∇F (xt)‖
)
+
∑
t∈S
(
η
2
(
(1− νβ)‖∇F (xt)‖2 + νβ‖mt‖2
)− AL0
2
σ2η2 − 3
20
εη‖∇F (xt)‖
)
≥ E

∑
t∈S
(
3
10
σγ +
1
10
γ‖∇F (xt)‖
)
+
∑
t∈S
(
η
2
(
(1− νβ)‖∇F (xt)‖2
)− AL0
2
σ2η2 − 3
20
εη‖∇F (xt)‖
)
+
1
2
ηνβE

∑
t∈S
(
2ε‖m˜t‖ − ε2
)
(105)
Due to Lemma B.14 (AL0ησ ≤ ε10 (1− β), BL1γ ≤ ε50 (1− β)), we clearly have
E
∑
t∈S
‖m˜t‖
≥
(
1− ε
10
)
E

∑
t∈S
((
1− ε
5
)
‖∇F (xt)‖ − ε
10
)− E
[∑
τ∈S
(
γ
1− β (AL0 +BL1‖∇F (xτ )‖)
)]
≥
(
1− 3
10
ε
)
E

∑
t∈S
(‖∇F (xt)‖)

− ε
10
(T − TS)− E
[∑
τ∈S
(
γ
1− β (AL0 +BL1‖∇F (xτ )‖)
)]
(106)
Define
U(x) :=
(
1
10
γ − νβ
1− βBL1εγη
)
‖∇F (x)‖ +
(
3
10
σγ − νβ
1− βAL0εγη
)
V (x) :=
1
2
η(1 − νβ)‖∇F (x)‖2 +
(
19
20
νβηε− 3
20
εη
)
‖∇F (x)‖ −
(
1
2
AL0σ
2η2 +
1
2
νβε2η +
1
10
νβε2η
)
(107)
Plugging (106) into (105), we obtain
G(x0)− F ∗ + P0 ≥ E

∑
t∈S
U(xt) +
∑
t∈S
V (xt)


= E
[
T∑
t=1
(
It∈SU(xt) + It∈SV (xt)
)] ≥ E
[
T−1∑
t=0
min{U(xt), V (xt)}
] (108)
Since
U(x) ≥
(
1
10
− νβε
2
50σ2
)
γ‖∇F (x)‖+
(
3
10
σγ − 1
10σ2
νβε2γ
)
≥ 1
20
γ‖∇F (x)‖+ 1
5
σγ
(109)
V (x) ≥ 1
2
η(1 − νβ)‖∇F (x)‖2 +
(
19
20
νβηε− 3
20
εη
)
‖∇F (x)‖ −
(
1
20
+
3
5
νβ
)
ε2η
≥ 1
2
η(1 − νβ) (2ε‖∇F (x)‖ − ε2)+ (19
20
νβηε− 3
20
εη
)
‖∇F (x)‖ −
(
1
20
+
3
5
νβ
)
ε2η
≥ 4
5
εη‖∇F (x)‖ − 4
5
ε2η
(110)
It clearly follows thatmin{U(x), V (x)} ≥ 45εη‖∇F (x)‖ − 45ε2η. Therefore
G(x0)− F ∗ + P0 ≥ 4
5
εηE
T−1∑
t=0
(‖∇F (x)‖ − ε) (111)
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Therefore, as long as T >
5
4ε2η
(G(x0)− F ∗ + P0), we have 1
T
E
[∑T
t=1 ‖∇F (xt)‖
]
< 2ε.
We finally show G(x0)− F ∗ + P0 = O(F (x0)− F ∗). Using Lemma A.5,
1
1− β min
(
γ‖m0‖, η‖m0‖2
) ≤ 1
50
min
(‖∇F (x0)‖
L1
,
‖∇F (x0)‖2
L0
)
≤ 8
50
(F (x0)−F ∗) (112)
For the term P0, if ‖∇F (x0)‖ = Ω(L0/L1), we can similarly use Lemma A.5 to obtain P0 =
O(F (x0) − F ∗). If ‖∇F (x0)‖ = O(L0/L1), using L0‖∇F (x0)‖ ≤ L1‖∇F (x0)‖2 and Lemma
A.5 leads to the result. 
Appendix C Discussion of the normalized momentum algorithm
In this section we analyze in detail the theoretical aspects of the normalized momentum algorithm,
as well as some practical issues. Recall that this algorithm can be seen as a special case of our
clipping framework. For convenience we re-write it in Algorithm 2.
Algorithm 2: The Stochastic Normalized Momentum Algorithm(SNM)
Input :Initial point x0, initial momentumm0, the learning rate η, momentum factor β and the
total number of iterations T
1 for i← 1 to T do
2 mt ← βmt−1 + (1− β)∇f(xt−1, ξt−1);
3 xt ← xt−1 − η mt‖mt‖ ;
We remark that SNM is different from the clipping methods in traditional sense, in that it makes a
normalized update each iteration. This algorithm has been analyzed in Cutkosky and Mehta [2020]
for L-smooth functions. In that setting they were able to prove that SNM achieves a complexity of
O(∆Lσ2ε−4).
For (L0, L1)-smooth functions, we show that: (a). With carefully chosen momentum parameter
β and step size η, SNM can achieve a complexity of O(∆L0σ2ε−4), which is the same as the
complexity we obtain in Theorem 3.2. (b). There are some practical issues that make SNM less
favorable than traditional clipping methods (such as the other three special cases of our framework
discussed in Section 3 of the main paper).
The following results provides convergence guarantee for Algorithm 2.
Lemma C.1 Consider the algorithm that starts at x0 and make updates xt+1 = xt−ηmt+1. Define
δt := mt+1 −∇F (xt) be the estimation error. Assume η ≤ c/L1 for some c > 0 and let constants
A = 1 + ec − ec−1c , B = e
c−1
c . Then
F (xt+1)− F (xt) ≤ −
(
η − 1
2
BL1η
2
)
‖∇F (xt)‖ + 1
2
AL0η
2 + 2η‖δt‖
And thus, by a telescope sum we have(
1− 1
2
BL1η
) T−1∑
t=0
‖∇F (xt)‖ ≤ F (x0)− F (xT )
η
+
1
2
AL0Tη + 2
T−1∑
t=0
‖δ‖
Proof: Since ‖xt+1 − xt‖ = ηt, by Lemma A.3 we have
F (xt+1)− F (xt) ≤ − η‖mt+1‖ 〈∇F (xt),mt+1〉+
1
2
η2 (AL0 +BL1‖∇F (xt)‖)
≤ η (−‖∇F (xt)‖+ 2‖δt‖) + 1
2
η2 (AL0 +BL1‖∇F (xt)‖)
≤ −
(
η − 1
2
BL1η
2
)
‖∇F (xt)‖+ 1
2
AL0η
2 + 2η‖δt‖
where in the second inequality we use Lemma B.1. 
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Theorem C.2 Suppose that Assumptions 1,2 and 4 holds, and ∆ = F (x0) − F ∗ where F ∗ =
infx∈Rd F (x). Letm0 = ∇F (x0) in Algorithm 2 for simplicity, and denote α = 1−β. If we choose
η = Θ
(
min(L−11 , L
−1
0 ε)α
)
and α = Θ
(
σ−2ε2
)
, then as long as ε = O
(
min
{
L0
L1
, σ
})
, we have
1
T
T−1∑
t=0
E [‖∇F (xt)‖] ≤ ε
holds in T = O(∆L0σ2ε−4) iterations.
Proof: Define the estimation errors δt := mt+1 −∇F (xt). Denote S(a, b) := ∇F (a) −∇F (b),
then for a, b such that ‖a− b‖ = η ≤ c/L1, we can upper bound S(a, b) using Corollary A.4:
‖S(a, b)‖ ≤ η (AL0 +BL1‖∇F (b)‖) (113)
We can use S(a, b) to get a recursive relationship:
δt+1 = βmt+1 + (1− β)∇f(xt+1, ξt+1)−∇F (xt+1)
= βS (xt, xt+1) + βδt + (1− β)(∇f(xt+1, ξt+1)−∇F (xt+1)) (114)
Denote δ′t = ∇f(xt, ξt)−∇F (xt), then
δt = β
t−1∑
τ=0
βτS (xt−τ−1, xt−τ ) + (1− β)
t−1∑
τ=0
βτ δ′t−τ + (1− β)βtδ′0
Using triangle inequality and plugging in the estimate (113) , we have
‖δt‖ ≤ (1− β)
∥∥∥∥∥
t∑
τ=0
βτ δ′t−τ
∥∥∥∥∥+ βη
t−1∑
τ=0
βτ (AL0 +BL1‖∇F (xt−τ−1)‖) (115)
Taking a telescope summation of 115 and using Assumption 2.4 we obtain
E
[
T−1∑
t=0
‖δt‖
]
≤ T (1− β)
√√√√+∞∑
τ=0
β2τσ2 +
AL0ηT
1− β +
BL1η
1− β
T−1∑
t=0
E [‖∇F (xt)‖]
≤ √αTσ + ATL0η
α
+
BL1η
α
T−1∑
t=0
E [‖∇F (xt)‖]
(116)
Now we use Lemma C.1:(
1−
(
1
2
+
2
α
)
BL1η
)
E
T−1∑
t=0
‖∇F (xt)‖ ≤ ∆
η
+
1
2
AL0Tη + 2
(√
αTσ +
AL0ηT
α
)
If we choose η = Θ
(
min(L−11 , L
−1
0 ε)α
)
and α = Θ
(
σ−2ε2
)
, then(
1−
(
1
2
+
2
α
)
BL1η
)
= Θ(1)
In this case
1
T
E
T−1∑
t=0
‖∇F (xt)‖ = O
(
∆
ηT
+
1
2
AL0η +
√
ασ +
AL0η
α
)
= O
(
∆
ηT
+ ε
)
Therefore for T = Θ
(
∆
ηε
)
, we have 1T E
∑T−1
t=0 ‖∇F (xt)‖ = O(ε). If ε = O(L0/L1), then ∆ηε
reduces to ∆L0σ
2ε−4. 
We have shown the theoretical superiority of Algorithm 2. Specifically, it enjoys the same complex-
ity as Theorem 3.2. However we notice some potential drawbacks of Algorithm 2:
• Firstly, the step size of Algorithm 2 is at the order of O (ε3), while the step size we chose
in Theorem 3.2 is O (ε2). Previous works have noticed that a smaller step size makes it
easier to be trapped in a sharp local minima , which may result in worse generalization
[Kleinberg et al., 2018].
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• Secondly, although the complexity of Algorithm 2 is the same as Theorem 3.2 for small ε, it
requires a more restrictive upper bound of ε to ensure the ε−4 term dominates. For instance
with a poor initialization, ∆ may very large. This suggests that in practice, where we do
not get into a very small neighbourhood of stationary point, the performance of Algorithm
2 may be worse.
Appendix D Details of Lower Bounds in Section 3.3
In this section we discuss the lower bound for SGD in Drori and Shamir [2019] in detail. The
following result is taken from this paper:
Theorem D.1 [Theorem 2 in Drori and Shamir [2019]] Consider a first-order method that given
a function F : Rd → R and an initial point x0 ∈ Rd generates a sequence of points {xi} satisfying
xt+1 = xt + ηx0,...,xt · (∇F (xt) + ξt) , t ∈ [T − 1]
where ξi are some random noise vectors, and returns a point xout ∈ Rd as a non-negative linear
combination of the iterates:
xout =
T∑
t=0
ζ(t)x0,...,xT xt
We further assume that the step sizes ηx0,...,xt and aggregation coefficients ζ
(t)
x0,...,xT are deter-
ministic functions of the norms and inner products between the vectors x0, . . . , xt,∇F (x0) +
ξ0, . . . ,∇F (xt) + ξt. Then for any L,∆, σ > 0 and T ∈ N there exists a function F : Rd 7→ R
with L−Lipschitz gradient, a point x0 ∈ Rd and independent random variables ξt with E [ξt] = 0
and E
[
‖ξt‖2
]
= σ2 such that ∀t ∈ [T ]
F (x0)− F (xt)
a.s.≤ ∆
∇F (xt) a.s.= γ
and in addition
F (x0)− F (xout )
a.s.≤ ∆+ σ
2L
√
L∆
T
∇F (xout ) a.s.= γ
where γ ∈ Rd is a vector such that
‖γ‖2 = σ
2
√
L∆
T
Now we discuss why this shows the optimality of clipped SGD under Assumptions 2.1, 2.2 and 2.4.
Firstly, Theorem D.1 assumes an upper bound ∆ on F (x0) − F (xt) rather than the one assumed
in Assumption 2.1 (F (x0) − F ∗ ≤ ∆). However, in fact we only need to assume that F (x0) −
F (xT ) ≤ ∆ to prove Theorem 3.2 for clipped SGD. The reason is as follows. In fact, since β = 0
for clipped SGD , the momentum term in the Lyapunov function disappears, as well as the term
νβ
(1−β)2AL0η
2σ‖∇F (x0)‖ in (102). So we no longer need to use Lemma A.5 to bound the term
‖∇F (x0)‖. The rest of the proof only needs F (x0) − F (xT ) ≤ ∆ (which is used in the telescope
sum in (102)).
Secondly, although Theorem D.1 only assume that the variance of stochastic gradient is bounded, in
their construction the noise is actually defined as
P (ξt = ±σet+1) =
1
2
, t ∈ [T − 1] (117)
Therefore the norm of the noise is bounded by σ, and the example used to prove Theorem D.1 still
works under Assumption 2.4.
Now suppose we need an output such that ‖∇f(xout)‖ = ‖γ‖ ≤ ε, then it follows from Theorem
D.1 that T = Ω
(
L∆σ2ε−4
)
. Therefore we have shown the optimality of clipped SGD in this class
of algorithms, as stated in Section 3.3.
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Figure 3: Convergence value of different hyper-parametersη, β, ν over stochastic function f(x, ξ) =
1
2 (x + ξ)
2. The mixed update with proper ν outperforms both SGD and SGD with momentum
by a large margin. Furthermore, for the mixed update we can drive β → 1 to further improve
convergence, while for SGD with momentum we can not.
Appendix E Justifications on the Mixed Clipping
We will show in this section that combining gradient and momentum can be better than using only
one of them. We consider a basic optimization problem: minx∈R F (x) = minx∈R Eξ[f(x, ξ)]
where f(x, ξ) = 12 (x + ξ)
2, and the noise ξ ∈ R follows the uniform distribution U [−√3,√3] so
that E[ξ2] = 1. To simplify the analysis, we set γ in Algorithm 1 to be sufficiently large such that
clipping will never be triggered, since the function F (x) = 12x
2 is (1,0)-smooth.
In the above optimization problem, the general update formula can be written as:
mt+1 = βmt + (1− β)(xt + ξt)
xt+1 = xt − νηmt+1 − (1 − ν)η(xt + ξt) (118)
We have the following proposition:
Proposition E.1 Let x0,m0 ∈ R be arbitrary real numbers. Let ξis be i.i.d. random noises such
that E[ξ2i ] = 1. Let the sequence {xt} be defined in (118), where 0 < η < 1, 0 ≤ β < 1 and
0 ≤ ν ≤ 1 are constant hyper-parameters. Then in the limit
lim
t→∞
E[F (xt)] =
η
2
× (1 + β)(1 − β + βη)− νηβ(1 + 3β − 2νβ)
(2− η)(1 + β)(1− β + βη) − νηβ(4β − η − 3βη + 2νηβ) (119)
We now analyze three cases based on the proposition:
• Only use gradient in an update. Set ν = 0 in (119), we obtain limt→∞ E[F (xt)] = η4−2η .
• Only use momentum in an update. Set ν = 1 in (119), we obtain limt→∞ E[F (xt)] =
η
4−2η 1−β
1+β
.
• Combine gradient and momentum in an update. It can be verified that for proper 0 < ν < 1,
(119) is less than η
4−2η 1−β
1+β
(therefore less than η4−2η ). Furthermore, when β → 1, a straight-
forward calculation shows that limt→∞ E[F (xt)]→ η4
1−ν
−2η . Thus limt→∞ E[F (xt)] can
be arbitrarily close to zero if ν is close to 1. However, this does not happen in the previous
two cases, where limt→∞ E[F (xt)] there must be greater than η4 .
We further plot the value of (119) with respect to ν and β in Figure 3 to visualize the above finding.
It can be clearly seen that the using both gradient and momentum with a proper interpolation factor
ν outperforms both SGD and SGD with momentum by a large margin (Figure 3(a)). Furthermore,
we can drive β → 1 to further improve convergence (Figure 3(b)), while in SGD with momentum
we can not.
Although we use the simple function F (x) = 12x
2 as an example, similar result exists in any gen-
eral quadratic form with positive definite Hessian. Furthermore, the experiments in Section 4 also
demonstrate that the mixed clipping outperforms both gradient clipping and momentum clipping.
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E.1 Proof of Proposition E.1
E.1.1 Proof of a simple case
For clarity, we first assume ν = 1. Consider a specific time step t. We first calculate E[m2t ].
E[m2t+1] = E[(βmt + (1− β)(xt + ξt))2]
= β2E[m2t ] + (1− β)2(E[x2t ] + E[ξ2t ]) + 2(1− β)2E[xtξt] + 2β(1− β)(E[mtxt] + E[mtξt])
= β2E[m2t ] + (1− β)2(E[x2t ] + 1) + 2β(1− β)E[mtxt])
(120)
where we use the fact that ξt is independent with xt andmt. We then calculate E[x
2
t ].
E[x2t+1] = E[(xt − ηmt)2]
= E[x2t + η
2m2t+1 − 2ηxtmt+1]
= (1 + η2(1− β)2 − 2η(1− β))E[x2t ] + η2β2E[m2t ] + η2(1 − β)2 + 2(η2β(1 − β)− ηβ)E[mtxt]
(121)
where in the last equation we use (120). To complete the recursive relationship, we also need to
calculate E[xt+1mt+1].
E[xt+1mt+1] = E[mt+1xt − ηm2t+1]
= E[βmtxt + (1− β)x2t − ηm2t+1]
= (1− β)(1 − η(1 − β))E[x2t ]− ηβ2E[m2t ]− η(1 − β)2 + (β − 2ηβ(1− β))E[mtxt]
(122)
Combining (120), (121) and (122), we can write the recursive relationship into a matrix form:

Ex2t+1
Em2t+1
Ext+1mt+1
1

 =


1 + η2(1− β)2 − 2η(1− β) η2β2 2(η2β(1− β)− ηβ) η2(1 − β)2
(1− β)2 β2 2β(1− β) (1− β)2
(1− β)(1 − η(1 − β)) −ηβ2 β − 2ηβ(1 − β) −η(1− β)2
0 0 0 1




Ex2t
Em2t
Extmt
1


(123)
Denote the above matrix as M . After a straightforward calculation, we can find that λ1 = 1 is an
eigenvalue ofM , and
u =
(
−η 1 + β
1− β ,−2, η, η − 2
1 + β
1− β
)T
is the only eigenvector associated with λ1 = 1. Similarly, λ2 = β is also an eigenvalue ofM . Let
the other two eigenvalues be λ3 and λ4, then
λ1λ2λ3λ4 = detM = β
3
λ1 + λ2 + λ3 + λ4 = trM = 1− β + (η(1 − β)− β − 1)2
It follows that λ3λ4 = β
2 and λ3 + λ4 = (η(1− β)− β − 1)2 − 2β. Since (1 + β − η(1− β))2 <
(1 + β)2, we have λ3 + λ4 < 1 + β
2. Therefore |λ3| < 1 and |λ4| < 1 (note that λ3 and λ4 can be
composite numbers). If η < 1, we can further conclude that the four eigenvalues are different from
each other (otherwise λ3 = λ4 = β, which contradicts to λ3 + λ4 = (η(1− β)− β − 1)2 − 2β).
Based on the above calculation, for any initial vector v, limt→∞M tv converges to a vector propor-
tional to u. In our case, (Ex20,Em
2
0,Ex0m0, 1)
T = (0, 0, 0, 1)T , and we also know that the the last
element of the vector limt→∞M t(0, 0, 0, 1)T is 1. As a result,
lim
t→∞
M t(0, 0, 0, 1)T = − 1− β
2(1 + β)
u
Namely,
lim
t→∞
E[x2t+1] =
η
2− η 1−β1+β
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Figure 4: The update norm lu w.r.t. the gradient norm lg for hard clipping and soft clipping (η =
1, γ = 1).
E.1.2 Proof of the general case
Now we prove Proposition E.1 for general ν.
E[x2t+1] = (1− η + νηβ)2E[x2t ] + ν2η2β2E[m2t ]− 2νηβ(1 + νηβ − η)E[mtxt] + (νη(1 − β) + (1− ν)η)2
(124)
E[xt+1mt+1] = (1− η + νηβ)(1 − β)E[x2t ]− νηβ2E[m2t ] + (1− η − νη + 2νηβ)βE[xtmt]
− νη(1 − β)2 − (1− ν)η(1 − β)
(125)
Combining (120), (124) and (125), we obtain the following recursive matrixM :
M =


(1 − η + νηβ)2 ν2η2β2 −2νηβ(1 + νηβ − η) (νη(1 − β) + (1− ν)η)2
(1 − β)2 β2 2β(1− β) (1− β)2
(1 − η + νηβ)(1 − β) −νηβ2 (1− η − νη + 2νηβ)β −νη(1− β)2 − (1− ν)η(1 − β)
0 0 0 1


Using the same calculation as in the previous section, we finally get
lim
t→∞
E[x2t+1] = η
(1 + β)(1 − β + βη)− νηβ(1 + 3β − 2νβ)
(2− η)(1 + β)(1 − β + βη)− νηβ(4β − η − 3βη + 2νηβ) (126)
Appendix F Soft Clipping
Algorithm 3: The General Soft Clipping Framework
Input :Initial point x0, learning rate η, clipping parameter γ, momentum β ∈ [0, 1),
interpolation parameter ν ∈ [0, 1] and the total number of iterations T
1 Initializem0 arbitrarily;
2 for t← 0 to T − 1 do
3 Compute the stochastic gradient∇f(xt, ξt) for the current point xt;
4 mt+1 ← βmt + (1− β)∇f(xt, ξt);
5 xt+1 ← xt −
[
νη
mt+1
1 + η‖mt+1‖/γ + (1− ν)η
∇f(xt, ξt)
1 + η‖∇f(xt, ξt)‖/γ
]
;
For Algorithm 1, as long as the norm of the gradient (or momentum) exceeds a constant, it is then
clipped; we refer to this form of clipping as hard clipping. One can also consider a soft form of
clipping, as presented in Algorithm 3.
We take ν = 0 for example to analyze soft clipping. For any gradient norm lg, the norm of the
update lu is a function of lg:
lu = hsoft(lg) = η
lg
1 + ηlg/γ
(127)
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For hard clipping, we can similarly write
lu = hhard(lg) = min(ηlg, γ) (128)
A straightforward calculation shows that
1
2
min(ηlg, γ) ≤ η lg
1 + ηlg/γ
≤ min(ηlg, γ) (129)
Therefore soft clipping is in fact equivalent to hard clipping up to a constant factor 2 in the step size
choice. Thus it’s easy to see that our results also hold for Algorithm 3. However, compared to hard
clipping, soft clipping has the advantage that the function hsoft in (127) is smooth while hhard in (128)
is not, as shown in Figure 4. We also empirically observe that the training curve of soft clipping is
more smooth than hard clipping.
Appendix G Experimental Details in Section 4
Based on the discussion in Appendix F, we use the soft version of clipping algorithms in all the
experiments.
G.1 CIFAR-10
The CIFAR-10 dataset contains 50k images for training and 10k for testing. All the images are
32× 32 RGB bitmaps. We use the standard ResNet-32 architecture. The total number of parameters
is 466,906. For all algorithms, we use mini-batch size 128 and weight decay 5 × 10−4. For the
baseline algorithm, we use SGD with momentum using learning rate lr = 1.0 and momentum
factor β = 0.9. Note that we use the momentum defined in Algorithm 1, which is equivalent to a
Pytorch implementation with lr = 0.1 and β = 0.9. We optimize ResNet-32 for 150 epochs, and
decrease the learning rate at epoch 80 and epoch 120. For other algorithms, we perform a course
grid search for lr an γ, while keeping all the training strategy the same as SGD. We use 5 random
seeds ranging from 2016 to 2020, and the results are similar. The plot in Figure 2 uses the random
seed 2020.
G.2 PTB
The Penn Treebank dataset has a vocabulary of size 10k, and 887k/70k/78k words for train-
ing/validation/testing. We use the state-of-the-art AWD-LSTM architecture using hidden size 1150
and embedding size 400. The total number of parameters is 23,941,600. For the baseline algorithm,
we follow Merity et al. [2017] who use averaged SGD clipping without momentum using learning
rate lr = 30 and γ = 7.5. Note that here γ = 7.5 means that the gradient norm will be clipped
to be no more than 0.25. We use the same dropout rate and regularization hyper-parameters in
[Merity et al., 2017]. We train AWD-LSTM for 250 epochs, and averaging is triggered when the
validation perplexity stops improving. For other algorithms, we perform a course grid search for
lr an γ, while keeping all the training strategy the same as SGD clipping. We use 5 random seeds
ranging from 2016 to 2020, and the results are similar. The plot in Figure 2 uses the random seed
2020.
G.3 ImageNet
We also conduct experiments on ImageNet dataset. This dataset contains about 1.28 million training
images and 50k validation images with various sizes. We train the standard ResNet-50 architecture
on this dataset. The total number of parameters is 25,557,032. We use a batch size of 256 on 4 GPUs
and a weight decay of 10−4. For the baseline algorithm, we choose SGD with learning rate lr = 1.0
and momentum β = 0.9, following Goyal et al. [2017]. Note that we use the momentum defined in
Algorithm 1, which is equivalent to a Pytorch implementation with lr = 0.1 and β = 0.9. We train
the ResNet-50 for 90 epochs, and decrease the learning rate in epoch 30, epoch 60 and epoch 80.
For the other algorithms, we perform a course grid search for lr an γ, while keeping all the training
strategy the same as SGD.
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Appendix H Additional experiments in (L0, L1)-smooth setting usingMNIST
dataset
In this section, we are aiming to construct an optimization problem which provably satisfies the
(L0, L1)-smoothness condition in this paper rather than the traditional L-smoothness condition. We
then conduct experiments in both deterministic setting and stochastic setting.
We first cosider a binary classification problem. Suppose a dataset D contains n samples, denoted
as {(xi, yi)}ni=1, where xi is a d-dimensional input vector and yi ∈ {−1,+1} is the corresponding
label. A discriminant function f with parameterw, b is a mapping fromRd to R such that fw,b(x) =
wTx+ b. We use the empirical error under the exponential loss function (130):
L(w, b) = E
(x,y)∼D
exp(−yfw,b(x)) = 1
n
n∑
i=1
exp(−yi(wTxi + b)) (130)
In fact, if the exponential function exp(·) is replaced by log(1 + exp(·)), the problem becomes the
well-known logistic regression. However, logistic loss has bounded second-order derivative (thus
is L-smooth), while exp(·) does not. Furthermore, exponential function is (0,1)-smooth, thus we
expect L(w, b) is also (L0, L1)-smooth for some L0, L1 (see the following proposition). This is
why we use exponential loss here. We point out that such exponential loss is also used in a variety
of algorithms, such as boosting (AdaBoost).
When the dataset is linearly separable, parameter w will be driven to infinity through optimization,
thus adding some regularization is prevalent in linear classification. We use the following term (131)
rather than L2 norm for regularization, in order to be compatible with L(w, b).
Rλ(w) =
d∑
i=1
[
exp(λwi) + exp(−λwi)
2
− 1
]
(131)
In fact, Rλ(w) is similar to weight decay regularization in that Rλ(w) =
1
2λ
2‖w‖2 + O(λ4‖w‖4)
when w is small.
The total lossEλ(w, b) = L(w, b)+Rλ(w). We now claim thatEλ(w, b) is indeed (L0, L1)-smooth.
Proposition H.1 Assume bias term b = 0 for simplicity. Suppose the data points have bounded
norm, i.e. ‖xi‖ ≤ R for all i and λ < R. Let the loss function Eλ(w, 0) be defined above. Then for
every ρ1 > 0, ρ2 > 0, ρ = ρ1 + ρ2, Eλ(w, 0) is (L0, L1)-smooth w.r.t w for
L0 = max
(
(1 + ρ)
√
d
λ
R2(R+ dλ), (R2 + dλ2)
(
n(R2 + dλ2)
ρ1R2
)1+ 1
ρ2
)
, L1 =
(1 + ρ)
√
d
λ
R2.
We use MNIST dataset in this section, which contains 60,000 hand-writing training images. We only
evaluate the training speed for different algorithms on the training set rather than the generalization
capability. The loss functions is defined to be the sum of ten losses, each of which corresponds to
the loss of a binary classification problem to recognize number 0 to 9. Regularization coefficient λ
is set to be 0.02.
To compare different algorithms, we choose the best hyperparameters lr and γ for each algorithm
based on a careful grid search. ν is set to be 0.7 for mixed clipping. The parameter initalization and
all inputs in the schocastic setting are the same for all algorithms. For each run, we average the loss
of the last 5 epoch in order to reduce variance. In the deterministic setting we train 500 epochs, each
of which uses the entire dataset. In the stochastic setting we train 50 epochs with a mini-batch size
200. We run on 5 different random seeds ranging from 2016 to 2020 altogether and average their
results.
Figure 5 plots the results. It is clear that in both settings, clipping is vital to a fast convergence. Also,
momentum helps training, and mixed clipping performs the best in the stochastic setting.
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Figure 5: Experimental results on MNIST.
H.1 Proof of Proposition H.1
Consider the augmented dataset D˜ containing n+ 2d data points {zi}n+2di=1 , with
zi =
{ −xiyi i ≤ n
λei−n n < i ≤ n+ d
−λei−n−d n+ d < i ≤ n+ 2d
(132)
where ei is the vector with all zero entries except the ith entry which is one. Denote coefficient
vector c ∈ Rn+2d with elements ci = 1/n if i ≤ n and ci = 1/2 otherwise. It directly follows that
the original problem with regularization term can be written as:
Eλ(w) =
1
n
n∑
i=1
exp(wT zi) +
1
2
n+2d∑
i=n+1
exp(wT zi)− d =
n+2d∑
i=1
ci exp(w
T zi)− d (133)
LetM = max
i∈[n+2d]
wT zi. Let ρ1 > 0, ρ2 > 0 be two constants. PickM0 =
(
1 + 1ρ2
)
log n(R
2+dλ2)
ρ1R2
.
We consider the following two cases:
(1)M ≤M0. In this case ‖∇2E(w)‖ can be directly upper bounded:
‖∇2E(w)‖ ≤ 1
n
n∑
i=1
exp(wT zi)‖zi‖2 + 1
2
n+2d∑
i=n+1
exp(wT zi)‖zi‖2
≤ (R2 + dλ2) exp(M)
≤ (R2 + dλ2)
(
n(R2 + dλ2)
ρ1R2
)1+ 1
ρ2
(134)
The first inequality in (134) uses the triangular inequality of matrix spectral norm and ‖zzT‖ =
‖zT z‖ = ‖z‖2.
(2)M >M0. DecomposeM0 to beM0 = M1 +M2 where
M1 = log
n(R2 + dλ2)
ρ1R2
,M2 =
1
ρ2
log
n(R2 + dλ2)
ρ1R2
.
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Define set I = {i ∈ [n+ 2d] : wT zi ≥M −M1} and I2 = {i ∈ [n+ 2d] : wT zi < 0}. Then
‖∇E(w)‖ =
n+2d∑
i=1
ci exp(w
T zi)zi (135)
≥
n+2d∑
i=1
ci exp(w
T zi)
wT zi
‖w‖ (136)
≥
∑
i∈I
ci exp(w
T zi)
M −M1
‖w‖ −
∑
i∈I2
ci‖zi‖ (137)
≥
∑
i∈I
ci exp(w
T zi)
M −M1
‖w‖ − (R+ dλ) (138)
In (136) we use the Cauchy-Schwartz inequality; In (137) we partition the index {i : i ∈ [n+ 2d]}
to three subsets I , I2 and [n+ 2d]\(I ∪ I2), and use the lower bound and upper bound of wT zi > 0
for each set.
Similar, we can upper bound ‖∇2E(w)‖:
‖∇2E(w)‖ ≤
∑
i∈I
ci exp(w
T zi)‖zi‖2 +
∑
i/∈I
ci exp(w
T zi)‖zi‖2 (139)
≤
∑
i∈I
ci exp(w
T zi)R
2 + (R2 + dλ2) exp(M −M1) (140)
To bound exp(M1), we again bound ‖∇E(w)‖ from a different perspective:
‖∇E(w)‖ ≥
∑
i∈I
ci exp(w
T zi)
wT zi
‖w‖ −
∑
i∈I2
ci‖zi‖ (141)
≥ 1
n
exp(M)
M
‖w‖ − (R+ dλ) (142)
where (142) is obtained by selecting the i with the largest wT zi which is equal to M . Substitute
(138) and (142) into (140) then we get
‖∇2E(w)‖ ≤
(
R2
M −M1 +
n(R2 + dλ2)
M exp(M1)
)
‖w‖(‖∇E(w)‖ +R+ dλ) (143)
=
(
R2
M −M1 +
ρ1R
2
M
)
‖w‖(‖∇E(w)‖ +R+ dλ) (144)
SinceM = max
i∈[n+2d]
wT zi implies that |λwk| ≤ M for all k ∈ [d] from (132), we can upper bound
the norm of w: ‖w‖ ≤ M
√
d
λ . Substitute this into (144) we get
‖∇2E(w)‖ ≤
(
M
M −M1 + ρ1
) √
d
λ
R2(‖∇E(w)‖ +R+ dλ) (145)
≤ (1 + ρ1 + ρ2)
√
d
λ
R2(‖∇E(w)‖ +R+ dλ) (146)
Combining the above two cases concludes the proof.
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