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Abstract
Let Z : [0,1] → R be a continuous function. This paper relates to the existence of a decomposi-
tion of Z as Z = g ◦ f , where g : [0,1] → R is a monofractal function with exponent 0 < H < 1 and
f : [0,1] → [0,1] is a time subordinator, i.e. the integral of a positive Borel measure supported by [0,1].
An equivalent question consists of searching for a (multifractal) parametrization of Z which transforms
Z into a monofractal function. We establish that such a decomposition can be found for a large class of
functions which includes the usual examples of multifractal functions.
We find an interesting relationship between self-similar functions and self-similar measures as an appli-
cation of our results.
Our theorems yield new insights in the understanding of the multifractal behaviour of functions, giving a
significant role to the regularity analysis of Borel measures.
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1. Introduction and motivations
Local regularity and multifractal analysis became mainstream issues in the recent years. In-
deed, many physical phenomena exhibiting wild local regularity properties were discovered in
various contexts (turbulence flows, intensity of seismic waves, traffic analysis, . . . ). From a math-
E-mail address: seuret@univ-paris12.fr.0001-8708/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2008.10.009
S. Seuret / Advances in Mathematics 220 (2009) 936–963 937ematical standpoint, the multifractal approach is also a fruitful source of interesting problems.
Thus, there is a strong need for a better theoretical understanding of the multifractal behaviour.
In this article, we investigate the relationship between multifractal properties and time subordi-
nation for continuous functions.
The most common functions or processes used for modeling irregular phenomena are mono-
fractal, i.e. they have the same local regularity exponent at each point. Let us recall how the local
regularity of a function is measured.
Definition 1.1. Let Z ∈ L∞loc([0,1]). For α  0 and t0 ∈ [0,1], Z is said to belong to Cαt0 if there
are a polynomial P of degree less than [α] and a constant C such that, for t close to t0,∣∣Z(t)− P(t − t0)∣∣ C|t − t0|α. (1)
The pointwise Hölder exponent of Z at t0 is hZ(t0) = sup{α  0: f ∈ Cαt0}. The singularity
spectrum of Z is then defined by dZ(h) = dim{t : hZ(t) = h} (dim stands for the Hausdorff
dimension, and dim∅ = −∞ by convention).
A function Z : [0,1] → R is monofractal with exponent H > 0 if hZ(t) = H for every
t ∈ [0,1]. For monofractal functions Z, dZ(H) = 1 while dZ(h) = −∞ for h = H . For instance,
Weierstrass functions and sample paths of (fractional) Brownian motions are known to be almost
surely monofractal.
The occurrence of intermittence phenomena (in fluid mechanics), oscillating patterns (for
instance in image processing) as well as discontinuities (in finance or telecommunications)
made necessary the development of further complex models. Such models may have multifrac-
tal properties, i.e. with the support of their singularity spectrum an interval. Examples include
Mandelbrot’s multiplicative cascades and their extensions [6,16,15,1], multifractional Brownian
motions [20,3] and Lévy processes [4,11].
Given a monofractal process Z, we can obtain elaborate processes in a simple and efficient
way by composing Z with various time subordinators, i.e. increasing one-dimensional homeo-
morphisms. Mandelbrot, for instance, showed the relevance of time subordination in the study of
financial data [17]. For well-chosen subordinators, these new processes may reveal multifractal
properties.
It is natural to investigate the differences between multifractal processes and compositions of
monofractal functions with time subordinators.
Definition 1.2. A function Z : [0,1] → R is the composition of a monofractal function with a
time subordinator (CMT) when Z can be written as
Z = g ◦ f, (2)
where g : [0,1] → R is a monofractal with exponent 0 < H < 1 and f : [0,1] → [0,1] is an
increasing homeomorphism of [0,1].
In this article, we demonstrate that if a continuous function Z : [0,1] → R has a “homoge-
neous scaling” behaviour (as defined below), then Z is CMT. Hence, Z is the composition of a
monofractal function with a time subordinator, and should be considered as a complication of a
monofractal model. This yields deep insights in the understanding of the multifractal behaviour
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measures (which are derivatives of time subordinators). We explain in Section 7 how the CMT
decomposition may be used to compute the singularity spectrum of the function Z. Although
this is not our purpose here, from a theoretical viewpoint, understanding how the multifractal
properties of a function are modified after a time change [22,2] is also a challenge.
Let us begin with two cases where a function Z is obviously CMT:
1. If Z is the integral of a positive Borel measure μ, then Z = Id[0,1] ◦ Z, where the identity
Id[0,1] is monofractal and Z is increasing.
2. Any monofractal function WH of exponent H can be written WH = WH ◦ Id[0,1], where WH
is monofractal and Id[0,1] is obviously a homeomorphism.
We discuss these two cases further below.
In order to obtain general answers to our problem, we develop an approach based on the
oscillations of a function Z : [0,1] → R. Oscillations of order 1 arise naturally in our approach,
since by a classical result they characterize the pointwise Hölder exponents strictly less than 1
(see Section 2). For every interval I ⊂ [0,1], consider the oscillation of order 1 of Z on I defined
by
ωI (Z) = sup
t,t ′∈I
∣∣Z(t)−Z(t ′)∣∣= sup
t∈I
Z(t)− inf
t∈I Z(t).
In all that follows, we assume that Z is continuous and for every non-trivial subinterval I
of [0,1], ωI (Z) > 0. This implies that Z is nowhere locally constant, which is a natural as-
sumption for the results we are looking for.
We now introduce the quantity which is at the core of our construction.
For every j  1, k ∈ {0, . . . ,2j − 1}, we consider the dyadic intervals Ij,k = [k · 2−j ,
(k + 1) · 2−j ), so that ⋃k=0,...,2j−1 Ij,k = [0,1), the union being disjoint. For every j  1 and
k ∈ {0, . . . ,2j − 1}, for simplicity we write ωj,k(Z) = ωIj,k (Z) (which is also equal to ωIj,k (Z)
since Z is continuous). Instead of the dyadic basis, any b-adic basis (with b 2) could have been
chosen.
Definition 1.3. For every j  1, let Hj(Z) be a solution to the equation
2j−1∑
k=0
ωj,k(Z)
1/Hj (Z) = 1. (3)
Since Z is continuous, Hj(Z) is uniquely defined and positive provided that j is large enough.
We then define the monofractal exponent H(Z) of Z as
H(Z) = lim inf
j→+∞Hj(Z). (4)
This quantity H(Z) characterizes the asymptotic maximal values of the oscillations of Z on
the whole interval [0,1]. This exponent is fundamental since it gives an upper limit to the maxi-
mal time distortions we are able to apply. Theorem 1.6 asserts that for a large class of functions
Z, H(Z) is the exponent of the monofractal function g appearing in the decomposition (2) of Z.
S. Seuret / Advances in Mathematics 220 (2009) 936–963 939For such functions, H(Z) appears to be a characteristic exponent of Z, containing relevant in-
formation regarding the local behaviour of Z.
Thus it is satisfactory that H(Z) possesses a functional interpretation. Indeed, if Z can be
decomposed as (2), then the exponent of the monofractal function g will not depend on the
oscillation approach nor on the dyadic basis. In Section 2 we explain that when H(Z) < 1
1
H(Z)
= inf{p > 0: Z ∈ B1/p,∞p,loc ((0,1))}= inf{p > 0: Z ∈ O1/pp ((0,1))}, (5)
where Bq,∞1/q,loc((0,1)) and O1/pp ((0,1)) are respectively the Besov space and oscillation space
on (0,1) (see the paper [13] by S. Jaffard for instance).
For multifractal functions Z satisfying some type of multifractal formalism, the exponent
H(Z) can also be read off from the singularity spectrum of Z. Indeed (see Section 2), H(Z)
corresponds to the inverse of the largest possible slope of a straight line going through 0 and
tangent to the singularity spectrum dZ of Z.
These remarks provide us with an intrinsic formula for H(Z), and thus with an idea a priori
of the monofractal exponent of g in the decomposition Z = g ◦ f .
Let us come back to the two simple examples above:
1. For Z the integral of the positive measure μ,
∑2j−1
k=0 ωj,k(Z) =
∑2j−1
k=0 μ(Ij,k), which always
equals 1. Hence Hj(Z) = H(Z) = 1, which corresponds to the monofractal exponent of the
identity Id[0,1] from the oscillations viewpoint.
2. Difficulties arise for monofractal functions WH of exponent H : one does not necessarily
have H(WH) = H (counter-examples can be constructed). In Section 4, we deal with Weier-
strass functions and sample paths of (fractional) Brownian motions, for which the exponent
H(WH) satisfies our requirements.
Unfortunately, just knowing H(Z) is not sufficient to get results of the form we seek. For in-
stance, consider a function Z which has two different monofractal behaviours on [0,1/2) and
[1/2,1]. Such a Z can be obtained as the continuous juxtaposition of two Weierstrass functions
with distinct exponents H1 < H2. In this case, H(Z) = H1 and Z cannot be written as the com-
position of a monofractal function with a time subordinator. This is a consequence of Lemma 2.3,
which asserts that two monofractal functions g1 and g2 with distinct exponents H1 < H2 never
satisfy g1 = g2 ◦ f for any continuous increasing function f : [0,1] → [0,1]. Indeed, such a
strictly increasing function f would only have exponents smaller than 1 and thus would “ex-
pand” time around every t ∈ [0,1], though being a homeomorphism of [0,1]. This is impossible.
Condition C1 is introduced to get rid of these artificial cases. Heuristically, this condition
requires that the oscillations of any restriction of Z to a subinterval of [0,1] have the same
asymptotic properties as the oscillations of Z.
Definition 1.4 (Condition C1). Let Z : [0,1] → R be a continuous function. Let J  0, and
K ∈ {0, . . . ,2j − 1}. Consider the function defined as
ZJ,K : t ∈ [0,1] 
−→ Z ◦ ϕJ,K(t)
ωJ,K(Z)
∈R, (6)
where ϕJ,K is the canonical affine contraction which maps [0,1] to IJ,K .
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and K ∈ {0, . . . ,2j − 1}, H(ZJ,K) = H(= H(Z)).
The function ZJ,K is a normalized version of the restriction of Z to the interval IJ,K . We
notice that H(ZJ,K) does not depend on the factor 1/ωJ,K(Z).
Because of Lemma 2.3 below, if C1 is not satisfied, then Z cannot be written as (2). Hence
C1 is a key condition.
Although self-similar functions are good candidates to satisfy C1, a function Z fulfilling C1
does not need to be self-similar.
To guarantee that Z is CMT, we strengthen the convergence towards H(ZJ,K).
Definition 1.5 (Condition C2). Let Z : [0,1] →R be a continuous function. Assume that condi-
tion C1 is fulfilled.
The function Z satisfies C2 when there are two positive sequences (εJ )J0 and (ηJ )J0 and
two real numbers 0 < α < β with the following properties:
(1) (εJ )J0 and (ηJ )J0 are positive non-increasing sequences that converge to zero, and
εJ = o
(
1
(logJ )2+κ
)
for some κ > 0. (7)
(2) For every J  0 and K ∈ {0, . . . ,2J − 1}, the sequence (Hj (ZJ,K))j1 converges to H =
H(ZJ,K) (not only as a liminf, but as a limit) with the following convergence property:
For every j  [J · ηJ ],
∣∣H −Hj(ZJ,K)∣∣ εJ . (8)
(3) For every J  0 and K ∈ {0, . . . ,2J − 1}, one has:
For every j  [J · ηJ ] and k ∈
{
0, . . . ,2j − 1}, 2−jβ  ωj,k(ZJ,K) 2−jα. (9)
In Part (2), assuming that H(ZJ,K) is a limit is a constraint, but this holds in practice for most
of the interesting functions or sample paths of processes. We remark that the upper bound in (8)
is εJ (and not εj ): C2 requires that Hj(ZJ,K) remains close to H when j  [J · ηJ ], but no
convergence rate of (Hj (ZJ,K))j[J ·ηJ ] to H is required. The convergence rate (7) of (εJ )J0
to 0 is extremely slow, and is realized in the usual cases, as shown below. All these conditions
may be relaxed, without adding any substantial theoretical improvement to our result.
Our main theorem is now easy to state.
Theorem 1.6. Let Z : [0,1] →R be a continuous function.
Assume that Z satisfies C1 and C2.
Then Z is CMT and the function g in (2) is monofractal with exponent H(Z).
A CMT decomposition is not unique. If Z is CMT and w is a C1-diffeomorphism, then
Z = (g ◦w)◦ (w−1 ◦f ), where g ◦w is still monofractal with exponent H(Z) and w−1 ◦f is an
increasing function. Nevertheless, if two decompositions (2) exist, say Z = g1 ◦f1 = g2 ◦f2, then
g1 and g2 are necessarily monofractal with the same exponent H(Z). This is again a consequence
of Lemma 2.3.
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essentially contained in the multifractal behaviour of f . More precisely, since f is an increasing
continuous function from [0,1] to [0,1], f is the integral of a positive measure μ on [0,1].
Classically, the local regularity of μ is quantified through the local dimension exponent defined
by
for every t ∈ [0,1], αμ(t) = lim inf
r→0+
logμ(B(t, r))
log r
(10)
where B(t, r) stands for the ball (here an interval) with center t and radius r . The singularity
spectrum of μ is then the mapping
dμ(α) = dim
{
t : αμ(t) = α
}
.
It is easy to see that if Z is CMT with a monofractal function of exponent 0 < H < 1, then
for every t0 ∈ [0,1], hZ(t0)  H · αμ(t0). Equality does not hold in general. Nevertheless, for
measures μ satisfying a multifractal formalism, even if the equality hZ(t0) = H · αμ(t0) may
fail on a large set of points t0, there is a simple relationship between the spectra of Z and μ: for
every h 0, df (h) = dμ(h/H). Section 7 discusses this topic. Hence, Theorem 1.6 emphasizes
the role of multifractal analysis of measures, since the multifractal behaviour of a CMT function
is mainly governed by the behaviour of the associated measure μ.
The next Theorem 1.8 relates self-similar functions with their naturally associated self-similar
measures in a very interesting way.
Let us recall the definition of self-similar functions introduced in [10]. Let φ be a Lipschitz
function on [0,1], with Lipschitz constant equal to 1, and let S0, S1, . . . , Sd−1 be d contractive
similitudes satisfying:
(1) for every i = j , Si((0,1))∩ Sj ((0,1)) = ∅ (open set condition),
(2) ⋃d−1i=0 Si([0,1]) = [0,1] (the intervals Si([0,1]) form a covering of [0,1]).
We denote by 0 < r0, r1, . . . , rd−1 < 1 the ratios of S0, . . . , Sd−1. By construction,
∑d−1
k=0 rk = 1.
Let λ0, λ1, . . . , λd−1 be d non-zero real numbers verifying
0 < χmin = min
k=0,...,d−1 |rk| · |λk|
−1  max
k=0,...,d−1
|rk| · |λk|−1 = χmax < 1. (11)
Definition 1.7. A function Zs : [0,1] → [0,1] is self-similar when it satisfies the functional
equation
∀t ∈ [0,1], Zs(t) =
d−1∑
k=0
λk ·
(
Zs ◦ (Sk)−1
)
(t)+ φ(t). (12)
Relation (11) ensures that Zs exists and is unique [10]. Let β ∈R be such that
d−1∑
k=0
|λk|β = 1. (13)
This β is unique and greater than 1, since
∑d−1
k=0 rk = 1 and |λk| > rk by (11).
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the similitudes (Sk)k=0,...,d−1 the unique self-similar probability measure μs satisfying
μs =
d−1∑
k=0
pk ·
(
μs ◦ S−1k
)
. (14)
Theorem 1.8. Let Zs and μs be defined by (12) and (14). Let κ = χmax1−χmax .
Then, either Zs is a κ-Lipschitz function, or Zs satisfies C1 and C2, and is CMT. Moreover,
there is a monofractal function gs of exponent 1/β such that
for every t ∈ [0,1], Zs(t) = gs(μs[0, t]). (15)
Finally, for every h 0, dZs (h) = dμs (βh).
Theorem 1.8 establishes a very satisfactory relationship between self-similar functions and
self-similar measures, that might have been expected. It also asserts that the choice of the
function φ influences only the monofractal function gs , not the time subordinator. Since the self-
similar measure μs satisfies the multifractal formalism (see among other references [6] or [9] in a
random context), the multifractal analysis of Zs follows from that of μs . This illustrates our aim:
the local regularity analysis of the functions we consider reduces to the local regularity analysis
of some Borel measure μs . An analogous result, in a particular case, is provided by the study of
Pólya’s function in [14].
The paper is organized as follows. Section 2 contains preliminary results, the characteriza-
tion (5), the extensions of Theorem 1.6 and a short discussion on monofractal functions of
exponents greater than 1. In Section 3, Theorem 1.6 is proved by an explicit construction of
the monofractal function and the time subordinator. In Sections 4–6, we detail several examples
to which Theorem 1.6 applies: the usual monofractal functions (Weierstrass functions WH and
Brownian motion (Bt )t0), the self-similar functions Zs , and a family of multifractal functions
(Xa)a∈[0,1] which include Bourbaki’s and Perkin’s functions. In the latter case, we compute and
plot the time subordinator and the monofractal function. Finally we explain briefly the transfer of
multifractal properties from f to Z when the measure μ associated with f satisfies a multifractal
formalism.
Finally, it is known that multifractal properties are generic, in the sense of Baire category
[7,12]. It would be very interesting to investigate the genericity of the CMT property.
2. Preliminary results
2.1. Oscillations and pointwise regularity
Recall the characterization of the pointwise Hölder exponents.
Lemma 2.1. (See [13].) Let Z : [0,1] → R be a Cγ function, for some γ > 0. Assume that for
some t ∈ [0,1], hZ(t) < 1. Then
hZ(t) = lim inf
r→0+
| logωB(t,r)(Z)|
| log r| = lim infj→+∞
| log2 ωB(t,2−j )(Z)|
j
.
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quence of coverings of [0,1]. Lemma 2.2 is useful in Sections 3 and 5. We remark that in Part (2)
of this Lemma, the property needs to be satisfied only for a consequence (nk)k1 of integers.
Lemma 2.2. Let Z : [0,1] →R be a continuous function and H ∈ (0,1).
Suppose that there is a sequence (Tn)n1 of coverings of [0,1] such that
• each Tn is a finite sequence of pairwise disjoint non-trivial intervals of [0,1], such that⋃
T ∈Tn T = [0,1],• limn→+∞ maxT ∈Tn |T | = 0,
• each interval T in Tn is contained in a unique interval T ′ of Tn−1,
• for every T ∈ Tn and T ⊂ T ′ ∈ Tn−1, we have |T ′|1+ξn  |T |  |T ′|, for some positive
sequence (ξn)n1 that converges to zero when n → +∞.
(1) If there exists a positive sequence (κn)n1 converging to 0 such that for every T ∈ Tn,
ωT (Z) |T |H−κn , then for every t ∈ [0,1], hZ(t)H .
(2) If there exists a positive sequence (κn)n1 converging to 0 such that for every T ∈ Tn,
ωT (Z) |T |H+κn , then for every t ∈ [0,1], hZ(t)H .
Proof. Let t ∈ (0,1), and r > 0 be small enough. For every n  1, t belongs to a single inter-
val T ∈ Tn, that we denote by Tn(t). Denote by nr the smallest integer n so that Tn(t) ⊂ B(t, r).
By construction, t ∈ Tnr−1(t) and |Tnr−1(t)| r (since Tnr−1(t) ⊂ B(t, r)). By the fourth prop-
erty of the sequence (Tn), we have 2r  |Tnr (t)| |Tnr−1(t)|1+ξnr  r1+ξnr .
First, Part (2) is very easy to obtain. We have
ωB(t,r)(Z) ωTnr (t)(Z)
∣∣Tnr (t)∣∣H+κnr  r(1+ξnr )(H+κnr ).
Applying Lemma 2.1, and using that the two sequences ξnr and κnr go to zero when r goes to
zero, we obtain hZ(t)H .
We now focus on Part (1), which is more delicate. If B(t, r) ⊂ Tnr−1(t), then
ωB(t,r)(Z) ωTnr−1(t)(Z)
∣∣Tnr−1(t)∣∣H−κnr−1  (2r)(H−κnr−1)/(1+ξnr ).
If B(t, r) ⊂ Tnr−1(t), then there is an integer p such that B(t, r) \ Tnr−1(t) is covered by one
interval T ∈ Tp and not covered by any interval of Tp+1. Using the same arguments as above, we
get |T | |B(t, r) \ Tnr−1(t)|1/(1+ξp+1)  r1/(1+ξp+1) (note that |B(t, r) \ Tnr−1(t)| r). Then,
ωB(t,r)(Z) ωTnr−1(t)(Z)+ωB(t,r)\Tnr−1(t)(Z) (2r)(H−κnr−1)/(1+ξnr−1) + |T |H−κp .
Hence ωB(t,r)(Z) (2r)(H−κnr−1)/(1+ξnr ) + r(H−κp)/(1+ξp+1). Since κnr , ξnr , κp and ξp converge
to 0 as r → 0, Lemma 2.1 yields hZ(t)H . 
2.2. Two easy properties for the study of H(Z)
It is easy to verify that for any nowhere locally constant continuous function Z : [0,1] → R,
one has H(Z)  1. This explains why we focus on monofractal functions with exponent less
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Lemma 2.3. Let g1 and g2 be two monofractal functions on [0,1] with distinct exponents 0 <
H1 < H2 < 1. There is no continuous strictly increasing function f : [0,1] → [0,1] such that
g1 = g2 ◦ f .
Indeed, if Z is CMT and can be written Z = g1 ◦ f1 = g2 ◦ f2, then g1 = g2 ◦ (f2 ◦ f−11 ), and
thus g1 and g2 have the same monofractal exponents.
Proof. Suppose that such a function f exists. Let ε > 0. This function f is Lebesgue-almost
everywhere differentiable. Let t ∈ (0,1) be such that f ′(t) exists. For every h ∈ R such that |h|
is small enough, we have f (t+h)−f (t) = f ′(t) ·h+o(h). Consequently, since hg2(f (t)) = H2,
we have
∣∣(g2 ◦ f )(t + h)− (g2 ◦ f )(t)∣∣ ∣∣f (t + h)− f (t)∣∣H2−ε  C|h|H2−ε,
where C depends on t (note that f ′(t) may equal 0). This holds for h small enough, hence
hg2◦f (t)H2. This contradicts that hg1(t) = hg2◦f (t) = H1 <H2. 
2.3. A functional interpretation of H(Z)
The conclusion of Theorem 1.6 remains unchanged when a b-adic basis, b 2, is used instead
of the dyadic basis in the Definitions (3) and (4) of H(Z). In fact, there is a functional interpre-
tation of the exponent H(Z), independent of any basis, provided by the Oscillation spaces of
Jaffard [13].
Following [10] where the theoretical foundations of multifractal analysis of functions were
given, a quantity classically considered when performing a multifractal analysis is the scaling
function ηZ(p) = sup{s > 0: Z ∈ Bs/p,∞p,loc ((0,1))}. A function Z obeys the multifractal formal-
ism at the exponent h if its singularity spectrum equals the Legendre transform of ηZ , i.e.
for every h 0, dZ(h) = inf
p∈R
(
ph− ηZ(p)+ 1
) ∈R+ ∪ {−∞}. (16)
In [10], it is proved that, under mild assumptions, the self-similar functions Z obey the multi-
fractal formalism.
Later, in [13], Jaffard demonstrated the relevance in multifractal analysis of his oscillation
spaces Os/pp ((0,1)), whose definitions are based on “wavelet leaders.” He studied the validity of
a multifractal formalism based on the scaling function ζZ(p) = sup{s > 0: Z ∈ Os/pp ((0,1))},
which is naturally associated with the oscillation spaces. Finally, also in [13], Jaffard consid-
ered another scaling function, closely related to our exponent H(Z). For every j  1 and
k ∈ {0, . . . ,2j −1}, write Ωj,k(Z) = ω[k·2−j−3·2−j ,k·2−j+3·2−j ](Z), and consider the scaling func-
tion
νZ(p) = 1 + lim inf
j→+∞
1
−j log2
2j−1∑
Ωj,k(Z)
p.k=0
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1/Cp
2j−1∑
k=0
ωj,k(Z)
p 
2j−1∑
k=0
Ωj,k(Z)
p  Cp
2j−1∑
k=0
ωj,k(Z)
p,
since ωj,k(Z)Ωj,k(Z)
∑
l∈{−3,−2,...,2,3} ωj,k+l (Z). Consequently,
νZ(p) = 1 + lim inf
j→+∞
1
−j log2
2j−1∑
k=0
ωj,k(Z)
p.
Comparing the definition of H(Z) with this formula, we easily see that H(Z) is the unique
positive real number such that νZ(1/H(Z)) = 1.
The crucial point is that the three scaling functions ηZ , ζZ and νZ coincide as soon as p  1
[13], and thus νZ(1/H(Z)) = ηZ(1/H(Z)) = ζZ(1/H(Z)) = 1. Using the convexity of the
Besov domains, we deduce that when H(Z) < 1
H(Z)−1 = inf{p > 0: Z ∈ B1/p,∞p,loc ((0,1))}= inf{p > 0: Z ∈ O1/pp ((0,1))}.
The case where H(Z) = 1 is delicate, since oscillations of order 1 are used.
The result can be improved when a multifractal formalism is satisfied. Assume that a func-
tion Z enjoying some global Hölder regularity satisfies the multifractal formalism associated
with ζZ at the exponent hc = ζ ′Z(1/H(Z)). This implies that (16) holds for h = hc, i.e.
dZ(hc) = hc/H(Z). Consequently, 1/H(Z) is the slope of the tangent to the singularity spec-
trum of Z.
2.4. Possible extensions for monofractal functions exponents greater than 1
The presence of a polynomial in (1) is a source of problems when analyzing the local regular-
ity after time subordination. Indeed, take f (t) = |t |1/2 and g(t) = t + |t |3/2. Then hf (0) = 1/2,
hg(0) = 3/2, but hg◦f (0) = 1/2, which is different from the “expected” regularity 3/4. Applying
the construction of Section 3 below and getting a decomposition of a function Z as Z = g ◦ f
we could not, because of such problems, find any way to guarantee the monofractality of g.
This is related to the fact that, for instance in the above example, ωB(0,r)(g) ∼ 2r when r is
small enough, while one would expect ωB(0,r)(g) ∼ r3/2. The use of oscillations of order greater
than 2 (so that ω2B(0,r)(g) ∼ r3/2) was not sufficient for us to prove Theorem 1.6 for functions
with monofractal exponent greater than 1.
The problem where the “theoretical” monofractal function g in the decomposition Z = g ◦ f
has exponents greater than 1 is open and of interest.
3. The existence of a CMT decomposition: Theorem 1.6
Assume that conditions C1 and C2 are fulfilled. The functions g and f are constructed itera-
tively.
We first remark that since the sequence (ηj )j0 converges to zero, one can also assume, by
first replacing ηj by max(ηj ,1/ log j) and then by imposing that (ηj )j0 is non-increasing, that
the sequence (ηj )j0 satisfies:
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• (jηj )j0 is now a non-decreasing sequence and jηj → +∞ when j → +∞.
3.1. First step of the construction of g and f
The exponent H(Z0,0) = H(Z) = H is the limit of the sequence Hj(Z), so there is a genera-
tion J0  1 such that for all j  J0, |H −Hj(Z)| ε0 H/2.
We fix H0 = HJ0(Z), and by construction we have
∑2J0−1
k=0 ωJ0,k(Z)1/H0 = 1.
We then define the first step of the construction of the function f : we set
f0(t) =
k−1∑
k′=0
ωJ0,k′(Z)
1/H0 +ωJ0,k(Z)1/H0
(
2J0 t − k) if t ∈ IJ0,k.
This function f0 is strictly increasing, continuous and affine on each dyadic interval. More-
over, f0([0,1]) = [0,1]. Let us denote by UJ0,k the image of the interval IJ0,k by f0, for all
k ∈ {0, . . . ,2J0 − 1}. The set of intervals {UJ0,k: k ∈ {0, . . . ,2J0 − 1}} clearly forms a partition
of [0,1). We note that
∀k ∈ {0, . . . ,2J0 − 1}, ∣∣f0(IJ0,k)∣∣= |UJ0,k| = ωJ0,k(Z)1/H0 . (17)
The first step of the construction of g is realised as follows: we set
g0(y) = Z
(
(f0)
−1(y)
)
for y ∈ [0,1].
Equivalently, g0(f0(t)) = Z(t) for t ∈ [0,1]. This function g0 maps any interval UJ0,k to the
interval Z(IJ0,k), and satisfies
ωUJ0,k
(g0) = ωJ0,k(Z) = |UJ0,k|H0 .
As a last remark, there are two real numbers 0 < α′ < β ′ such that for every k, 2−J0β ′/H0 
|UJ0,k|  2−J0α′/H0 . Without loss of generality, we can assume that α′ = α and β ′ = β (α and
β appear in condition C2) by replacing α by min(α′, α) and β by max(β,β ′), so that (recalling
that H0 H/2)
for every k, 2−J0β/H0  |UJ0,k| 2−J0α/H0  2−2J0α/H . (18)
3.2. First iteration to get the second step of the construction of g and f
We perform the second step of the construction. Let us focus on one interval IJ0,K . By condi-
tion C2 and in particular (8), we have
∑
k′=0,...,2[J0·ηJ0 ]−1
ω[J0·ηJ0 ],k′(ZJ0,K)
1/H1 = 1, (19)
where H1 = H[J ·η ](ZJ ,K) satisfies |H −H1| εJ < H/2.0 J0 0 0
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∀k′ ∈ {0, . . . ,2[J0·ηJ0 ] − 1}, 2−[J0·ηJ0 ]β  ω[J0·ηJ0 ],k′(ZJ0,K) 2−[J0·ηJ0 ]α. (20)
Recalling the definition of ZJ0,K , we obtain that
∀k′ ∈ {0, . . . ,2J1−J0 − 1}, ωJ1−J0,k′(ZJ0,K) = ωJ1,K·2J1−J0+k′(Z)ωJ0,K(Z) . (21)
Consequently, (19) is equivalent to
∑
k=0,...,2J1−1: IJ1,k⊂IJ0,K
ωJ1,k(Z)
1/H1 = ωJ0,K(Z)1/H1 ,
and thus ∑
k=0,...,2J1−1: IJ1,k⊂IJ0,K
ωJ1,k(Z)
1/H1ωJ0,K(Z)
1/H0−1/H1 = ωJ0,K(Z)1/H0 .
We now define the function f1 as a refinement of f0 on the dyadic interval IJ0,K . For every
k ∈ {K · 2J1−J0, . . . , (K + 1) · 2J1−J0 − 1} and for t ∈ IJ1,k , we set
f1(t) = f0
(
K · 2−J0)+ k−1∑
k′=K·2J1−J0
ωJ1,k′(Z)
1/H1ωJ0,K(Z)
1/H0−1/H1
+ωJ1,k(Z)1/H1ωJ0,K(Z)1/H0−1/H1
(
2J1 t − k).
This can be achieved simultaneously on every dyadic interval IJ0,K , K ∈ {0, . . . ,2J0 − 1}, by
using the same generation J1 for the subdivision (indeed, condition C2 ensures that the con-
vergence property (8) of Hj(ZJ0,K) does not depend on K). The function obtained is again an
increasing continuous function, affine on every dyadic interval of generation J1.
We denote by UJ1,k = f1(IJ1,k), for every k ∈ {0, . . . ,2J1 − 1}. The set of intervals{UJ1,k: k ∈ {0, . . . ,2J1 − 1}} again forms a partition of [0,1). We get
∀k ∈ {0, . . . ,2J1 − 1}, |UJ1,k| = ωJ1,k(Z)1/H1ωJ0,K(Z)1/H0−1/H1, (22)
but the main point is that we have not changed the size of the oscillations of f0 on the dyadic
intervals of generation J0, i.e. f1(IJ0,K) = f0(IJ0,K).
The second step of the construction of g is realized by “refining” g0. Set
g1(y) = Z
(
(f1)
−1(y)
)
for y ∈ [0,1].
This function g1 maps any interval UJ1,k to Z(IJ1,k), and thus satisfies:
ωU (g1) = ωJ ,k(Z) with |UJ ,k| = ωJ ,k(Z)1/H1ωJ ,K(Z)1/H0−1/H1 .J1,k 1 1 1 0
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preceding generation) UJ0,K . For this, we choose k ∈ {0, . . . ,2J1 − 1} and K ∈ {0, . . . ,2J0 − 1}
so that IJ1,k ⊂ IJ0,K (hence k can be written as k = K ·2J1−J0 +k′ with k′ ∈ {0, . . . ,2J1−J0 −1}).
Then, by (21),
|UJ1,k| = ωJ0,K(Z)1/H0ωJ1−J0,k′(ZJ0,K)1/H1 = |UJ0,K |ωJ1−J0,k′(ZJ0,K)1/H1 .
Using (20) we get |UJ1,k| |UJ0,K | ·2−(J1−J0)β/H1 = |UJ0,K | ·2−[J0·ηJ0 ]β/H1 . On the other hand,
we know by (18) that |UJ0,K | 2−2J0α/H , hence
|UJ0,K | |UJ1,k| |UJ0,k|1+ηJ0
βH
2αH1  |UJ0,k|1+ηJ0
β
3α ,
where the left inequality simply comes from the fact that IJ1,k ⊂ IJ0,K and where the right in-
equality follows from the fact that H1 < 3H/2.
Finally, again applying (20) and then (18), we see that (recall that H1 H/2)
|UJ1,k| |UJ0,K | · 2−(J1−J0)α/H1  2−2J0α/H 2−(J1−J0)α/H1  2−2J1α/H .
3.3. General iterative construction of g and f
This procedure can be iterated. Assume that the sequences (Jp)p1, (fp)p1 and (gp)p1
have been constructed for every p  n, and that they satisfy:
(1) For every 1  p  n, Jp = Jp−1 + [Jp−1 · ηJp−1] and |H − Hp|  εJp−1 (which is strictly
less than H/2).
(2) For every 1  p  n, fp is a continuous strictly increasing function, affine on each dyadic
interval IJp,k and if we set fp(IJp,k) = UJp,k , then
|UJp,k| = ωJp,k(Z)1/Hp
p−1∏
m=0
ωJm,Km(k)(Z)
1/Hm−1/Hm+1 , (23)
where for m<p, Km(k) is the unique integer such that IJp,k ⊂ IJm,Km(k).
(3) For every 1  p  n, the set of intervals {UJp,k: k ∈ {0, . . . ,2Jp − 1}} forms a partition
of [0,1).
(4) For every 1 p  n, if UJn,k ⊂ UJp−1,Kp−1(k), then
|UJp−1,Kp−1(k)|1+ηJp−1
β
3α  |UJp,k| |UJp−1,Kp−1(k)|.
Moreover, for every n and k, |UJn,k| 2−2Jnα/H .
(5) For every 1 p  n, for y ∈ [0,1], gp(y) = Z((fp)−1(y)).
(6) For every 1 p  n, for every k ∈ {0, . . . ,2p − 1}, we have fm(k · 2−p) = fp(k · 2−p) for
every p m n.
Assumption (6) ensures that, once the value of fp at k · 2−p is chosen, then all the functions fm,
m p, take the same value at k · 2−p as fp .
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Jn+1 = Jn + [Jn · ηJn], and we focus on one interval IJn,K . We have by (8)∑
k=0,...,2Jn+1−Jn−1
ωJn+1−Jn,k(ZJn,K)1/Hn+1 = ωJn,K(Z)1/Hn+1 ,
where Hn+1 = H[Jn·ηJn ](ZJn,K) satisfies |H −Hn+1| εJn . Then
2−[Jn·ηJn ]β  ω[Jn·ηJn ],k′(ZJn,K) 2
−[Jn·ηJn ]α (24)
and
ωJn+1−Jn,k′(ZJn,K) =
ω
Jn+1,K·2Jn+1−Jn+k′(Z)
ωJn,K(Z)
, (25)
for every k′ ∈ {0, . . . ,2[Jn·ηJn ] − 1}. The same manipulations as before yield
∑
k=0,...,2Jn+1−1: IJn+1,k⊂IJn,K
ωJn+1,k(Z)
1/Hn+1
n∏
m=0
ωJm,Km(k)(Z)
1/Hm−1/Hm+1
= ωJn,K(Z)1/Hn
n−1∏
m=0
ωJm,Km(k)(Z)
1/Hm−1/Hm+1 . (26)
Then fn+1 is a refinement of fn: For every k ∈ {K · 2Jn+1−Jn, . . . , (K + 1) · 2Jn+1−Jn − 1} and
for t ∈ IJn+1,k , we set
fn+1(t) = fn
(
K · 2−Jn)
+
k−1∑
k′=K·2Jn+1−Jn
ωJn+1,k′(Z)
1/Hn+1
n∏
m=0
ωJm,Km(k′)(Z)
1/Hm−1/Hm+1
+ωJn+1,k(Z)1/Hn+1
n∏
m=0
ωJm,Km(k)(Z)
1/Hm−1/Hm+1(2Jn+1 t − k).
Note that for every (k, k′) ∈ {K ·2Jn+1−Jn, . . . , (K +1) ·2Jn+1−Jn −1}2, for every m ∈ {0, . . . , n},
Km(k) = Km(k′). This can be achieved simultaneously on every dyadic interval IJn,K ,
K ∈ {0, . . . ,2Jn − 1}, by using the same generation Jn+1 for the subdivision. Finally, fn+1 is
an increasing continuous function, affine on each dyadic interval of generation Jn+1. Part (6) is
deduced from (26), which ensures that fn+1(k · 2−n) = fn(k · 2−n).
We then define gn+1 by gn+1(y) = Z((fn+1)−1(y)) for y ∈ [0,1]. Let UJn+1,k :=
fn+1(IJn+1,k). This function gn+1 maps any interval UJn+1,k to the interval Z(IJn+1,k), and thus
satisfies ωUJn+1,k (gn+1) = ωJn+1,k(Z) as well as
|UJn+1,k| = ωJn+1,k(Z)1/Hn+1
n∏
ωJm,Km(k)(Z)
1/Hm−1/Hm+1 .m=0
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above, let us choose k ∈ {0, . . . ,2Jn+1 −1} and K ∈ {0, . . . ,2Jn −1} such that IJn+1,k ⊂ IJn,K , and
let k′ ∈ {0, . . . ,2Jn+1−Jn − 1} be such that k = K · 2Jn+1−Jn + k′. Comparing the above formula
obtained for |UJn+1,k| with the same formula applied to |UJn,K |, we get
|UJn+1,k|
|UJn,K |
= ωJn+1,k(Z)
1/Hn+1
ωJn,K(Z)
1/Hn
ωJn,K(Z)
1/Hn−1/Hn+1 = ωJn+1−Jn,k′(ZJn,K)1/Hn+1 ,
where we have used (25). We now apply the same arguments as at the end of Section 3.2. Using
(9) and Part (4) of the iteration applied to |UJn,K |, we find
|UJn+1,k| |UJn,K | · 2−(Jn+1−Jn)β/Hn+1 = |UJn,K | · 2−[Jn·ηJn ]β/Hn+1  |UJn,K |1+ηJn
β
3α
and |UJn+1,k| 2−2Jn+1α/H . This completes the proof of the induction.
3.4. Convergence of (gn)n0 and (fn)n0
The convergence of the sequence (fn)n0 to a function f is almost immediate. Indeed, each
fn is an increasing function from [0,1] to [0,1], and by Part (5) of the iteration procedure, for
every j  1, for every k ∈ {0, . . . ,2j − 1}, fm(k · 2−j ) is constant as soon as Jm  j . Recall
that for every m and k, |fm(IJm,k)| = |UJm,k| 2−2Jmα/H . Hence the sequences (|UJm+1,k|)m1
converge exponentially with m fast to zero, independently of k. Consequently, for m n,
‖fn − fm‖∞  max
k∈{0,...,2Jm−1}
∣∣fm(IJm,k)∣∣ max
k∈{0,...,2Jm−1}
|UJm,k| 2−2Jmα/H .
This Cauchy criterion immediately gives the uniform convergence of the sequence of functions
(fn)n0 to a continuous function f , whose value at each dyadic number is known as explained
above. The limit function f is also strictly increasing, since it is strictly increasing on the dyadic
numbers.
The uniform convergence of the sequence of functions (gn)n0 is then straightforward. In-
deed, each fn is a homeomorphism of [0,1], and admits a continuous inverse f−1n . Hence,
gn = Z ◦ f−1n for every n  1. The sequence (f−1n )n0 also converges uniformly on [0,1].
Since Z is uniformly continuous on [0,1], (gn)n0 converges uniformly to a continuous func-
tion g : [0,1] → [0,1].
3.5. Properties of g and f
The monofractality of g remains to be proved. This follows from Lemma 2.2.
We have already observed that if we set Tn = {UJn,k: k ∈ {0, . . . ,2Jn − 1}} for every n  0,
then every Tn forms a covering of [0,1] consisting of pairwise distinct intervals. We obviously
have:
• limn→+∞ maxT ∈Tn |T | = 0 (using the remarks of Section 3.4),
• (Tn)n1 is a nested sequence of intervals,
• by Part (4) of the iteration, if T ∈ Tn ⊂ T ′ ∈ Tn−1, then we have |T ′|1+ξn  |T | |T ′|, with
ξn = ηJn−1 βHn−1αHn . This sequence (ξn)n0 converges to zero, since (ηn)n0 converges to zero
and (Hn)n0 converges to H .
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converging to 0 such that for every T ∈ Tn,
|T |H+κn  ωT (g) |T |H−κn . (27)
For this, let n  1 and T ∈ Tn. This interval T equals UJn,k for some k ∈ {0, . . . ,2Jn − 1}. By
construction, formula (23) yields
|UJn,k| = ωJn,k(Z)1/Hn
n−1∏
m=0
ωJm,Km(k)(Z)
1/Hm−1/Hm+1 ,
and g(UJn,k) = gn(UJn,k) = ωJn,k(Z). We just have to verify that |UJn,k|H+κn  ωJn,k(Z) 
|UJn,k|H−κn , for some positive sequence (κn) converging to zero.
Taking logarithms of (23) yields
log |UJn,k| =
1
Hn
logωJn,k(Z)+
n−1∑
m=0
(
1
Hm
− 1
Hm+1
)
logωJm,Km(k)(Z).
Note that | 1
Hm
− 1
Hm+1 |  1H 2 (εJm + εJm+1 + o(εJm))  2H 2 (εJm + o(εJm)) and 1Hn 
1
H
(1 + εJn
H
+ o(εJn)). Defining ψm := εJm , we obtain
∣∣∣∣ log |UJn,k|logωJn,k(Z) −
1
H
∣∣∣∣ ψn + o(ψn)H 2 + 2
∑n−1
m=0(ψm + o(ψm)) logωJm,Km(k)(Z)
H 2 · logωJn,k(Z)
.
In order to simplify the notation, we set dm,k := − logωJm,Km(k)(Z) for every m and k. The last
inequality can be rewritten as
∣∣∣∣ log |UJn,k|logωJn,k(Z) −
1
H
∣∣∣∣ ψn + o(ψn)H 2 + 2
∑n−1
m=0(ψm + o(ψm))dm,k
H 2 · dn,k . (28)
Recall that ψn tends to 0 when n tends to infinity. If we are able to prove that
∣∣∣∣
∑n−1
m=0 ψmdm,k
dn,k
∣∣∣∣ un, (29)
where (un)n1 is a positive sequence (independent of k) converging to zero when n tends to ∞,
then the right term of (28) converges to zero, and (27) is proved. This is achieved as follows.
We start from J1, which we suppose (without loss of generality) to be greater than 100. Recall
that, by the remarks made at the beginning of Section 3, we assumed that for every n  1,
ηJn  (logJn)−1. Consequently, every term Jn is greater than ln, where (ln) is the sequence
defined recursively by ln+1 = ln(1 + 1/ log ln) and l1 = 100.
Let us study the growth rate of such a sequence. It is obvious that limn→+∞ ln = +∞. We
set vn = log ln. We have vn+1 = vn + log(1 + 1/vn) vn + (1 − ε)/vn for every n, where ε can
be taken less than 1/4 since v1 = log 100 is large enough. In particular, since v2  v1 
√
2,
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2 + (1 − ε)/√2  √3. Recursively, if we assume that vn  √n, then vn+1 √
n+ (1 − ε)/√n√n+ 1. Hence Jn  ln = expvn  exp√n for every n 1.
Let us now find an upper bound for ψn. Recall that Part (1) of condition C2 ensures that
εj = o( 1(log j)2+κ ). Using the lower bound for Jn, we deduce that
ψn = εJn = o
(
n−(1/2)(2+κ)
)= o(n−1−κ/2).
The crucial point is that
∑
m0 ψm < +∞.
We apply now a Cesàro method to obtain (29). We remark that the sequence (dm,k)m1 tends
to +∞ when m tends to infinity. Moreover, using the size properties of the dyadic intervals IJm,k′
and condition C2, we see that there is a sequence (vm)m1, independent of k, such that
for every integer m, dm,k  vm and lim
m→+∞vm = +∞. (30)
Fix ε > 0, and choose N1 such that
∑
mN1 ψm < ε. Rewrite the sum in (29) as
∑n−1
m=0 ψm
dm,k
dn,k
,
where 0  dm,k
dn,k
 1. Property (30) implies that there is an integer N2 > N1 such that for every
nN2,
for every m ∈ {1, . . . ,N1}, for every integer k, 0 dm,k
dn,k
 ε.
Consequently, as soon as nN2, we have
n−1∑
m=0
ψm
dm,k
dn,k

N1∑
m=0
ψm
dm,k
dn,k
+
n−1∑
m=N1+1
ψm
dm,k
dn,k
 ε
(
1 +
∑
m1
ψm < +∞
)
.
We have demonstrated the convergence to zero, uniformly in k, of the sequences
(
∑n−1
m=0 ψm
dm,k
dn,k
)n1. This implies (29). Finally, by an argument explained above, (28) and (27)
are proved.
4. The case of classical monofractal functions and processes
It is reassuring to check that classical monofractal functions W satisfy the conditions of The-
orem 1.6, and that the exponent H(W) is actually equal to their monofractal exponent. The
arguments below are also representative examples of the method used to check conditions C1
and C2.
4.1. Weierstrass-type functions
Let 0 < α < 1, β > α and b > 1 be three real numbers. Let w be a bounded function that
belongs to the global Hölder class Cβ((0,1)). Consider the Weierstrass-type function W(t) =∑∞
k=0 b−αkw(bkt).
By [5], either the function W is Cβ , or it is monofractal with exponent α. For w(t) = sin(t),
we obtain the classical Weierstrass functions, monofractal with exponent α. In fact, it is proved
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such that
C−12−jα  ωj,k(W) C2−jα. (31)
Hence, C−1/α 
∑2j−1
k=0 ωj,k(W)1/α  C1/α , and obviously H(W) = α. In order to prove C2
(and especially Part (2)), let us study the convergence rate of Hj(W) to H(W). We are looking
for ε > 0 and for a generation J0 for which
∑2j−1
k=0 (ωj,k(W))1/(α+ε) > 1, for every j  J0.
By (31), for every j  1,
2j−1∑
k=0
ωj,k(W)
1/(α+ε)  2jC−1/(α+ε)2−jα/(α+ε) = C−1/(α+ε)2jε/(α+ε). (32)
For ε small, 1/(α + ε) = 1/α − ε/α2 + o(ε), and our constraint is reached as soon as 1 <
C−1/α+ε/α2+o(ε)2jε/α+o(jε). Taking logarithms, this is equivalent to
jε/α + o(jε)+ (log2 C)
(−1/α + ε/α2 + o(ε))> 0.
There is a generation J0 such that if we set ε := 2 log2 C/J0, then the last inequality is realized
for every j  J0. Consequently, one necessarily has Hj(W) α + ε for every j  J0, since
2j−1∑
k=0
(
ωj,k(W)
)1/(α+ε)
>
2j−1∑
k=0
(
ωj,k(W)
)1/Hj (W) = 1
and since h →∑2j−1k=0 (ωj,k(W))1/h is an increasing mapping. Hence Hj(W) α + ε.
Using the same method, we obtain Hj(W) α − 2ε for j  J0.
Finally, we may find J0 large enough and ε0 := 2ε = 4 log2 C/J0 so that for every j  J0,
|Hj(W)− α| ε0.
For every J  1 and K ∈ {0, . . . ,2J − 1}, we get the same convergence rates of Hj(WJ,K)
to α from the self-affinity of the Weierstrass functions. More precisely, fix J and K , and let
j  J + 1. Note that by construction of WJ,K , ωj−J,k(WJ,K) = ωj,K·2−J +k(W)ωJ,K(W) . We require a
value of ε for which
∑
k=0,...,2j−1: Ij,k⊂IJ,K
(
ωj,k(W)
ωJ,K(W)
)1/(α+ε)
> 1,
for every j large enough. By (31) (used twice), and noting that there are 2j−J dyadic intervals
of generation j included in IJ,K , we get
∑
k=0,...,2j−1: I ⊂I
(
ωj,k(W)
ωJ,K(W)
)1/(α+ε)
 2j−JC−2/(α+ε)2−(j−J )α/(α+ε).j,k J,K
954 S. Seuret / Advances in Mathematics 220 (2009) 936–963The same computations as above yield that, if we take ηJ = 1/ log2 J and εJ =
4(log2 C)(log2 J )/J , then for every j  J + [J · ηJ ], Hj−J (WJ,K)  α − εJ . Similarly, we
obtain Hj(W) α + 2εJ for j  J + [J · ηJ ].
Finally, for any j  J + [J · ηJ ], |Hj−J (WJ,K)− α| 2εJ , and εJ = o((logJ )−2−κ ).
Consequently, the Weierstrass functions satisfy C1 and C2 with H = α.
4.2. Sample paths of Brownian motions and fractional Brownian motions
Classical estimations [13] on the oscillations of Brownian motion (Bt )t0 yield
P
(
ωj,k(Bt ) j2−j/2
)
 e−j2π2 and P
(
ωj,k(Bt ) j−12−j/2
)
 je−j2/8.
Hence, by a standard Borel–Cantelli argument, with probability one, there is a generation Jc such
that for every j  Jc, we have the bounds j−12−j/2  ωj,k(Bt )  j2−j/2 for the oscillations.
The same computations as in Section 4.1 show that there is a generation J0 such that if j 
J0  Jc, then
2j−1∑
k=0
ωj,k(Bt )
1/(1/2+εJ0 ) > 1 and
2j−1∑
k=0
ωj,k(Bt )
1/(1/2−εJ0 ) < 1,
where εJ0 = C logJ0J0 for some constant C. Thus, |Hj(Bt )− 1/2| εJ0 for j  J0.
The self-similarity property of Brownian motion yields that for every J  1 and K ∈
{0, . . . ,2J − 1}, for every j  J/ logJ , |Hj((Bt )J,K) − 1/2|  εJ , where εJ = C log2 JJ , for
some constant C independent of J and K . We omit the details that can be easily checked just as
in Section 4.1.
Consequently, with probability one, a sample path of Brownian motion satisfies C1 and C2,
with H(Bt ) = 1/2.
Similar estimations on the oscillations of fractional Brownian motions (Bht )t0 of Hurst ex-
ponent 0 < h < 1 lead to the same almost sure result for the sample paths, which satisfy C1 and
C2 almost surely with H(Bh) = h.
5. Applications to self-similar functions: Theorem 1.8
We consider the class of self-similar functions of Definition 1.7. The multifractal analysis of
such a function Zs is performed in [10]. Here we are going to prove that, under the conditions
(11) on the λk and the Sk , Zs is CMT. Our result also provides a natural way to compute the
singularity spectrum of Zs .
5.1. Preliminary results on the oscillations of Z
Let us introduce some notation: for every n 1, for every (ε1, ε2, . . . , εn) ∈ {0,1, . . . , d−1}n,
we denote by Iε1,ε2,...,εn the interval Sε1 ◦ Sε2 ◦ · · · ◦ Sεn([0,1]). Given an integer n, the open
intervals
◦
(Iε1,ε2,...,εn) are pairwise disjoint, and the union of the closed intervals Iε1,ε2,...,εn equals[0,1]. Now fix an integer n  1 and a finite sequence (ε1, ε2, . . . , εn) ∈ {0,1, . . . , d − 1}n. The
interval Iε1,ε2,...,εn has length rε1rε2 · · · rεn . Finally, by iterating formula (12) n times, we get that
for every t ∈ Iε ,ε ,...,εn ,1 2
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(
Zs ◦ S−1εn ◦ S−1εn−1 ◦ · · · ◦ S−1ε1
)
(t)
+ λε1 · λε2 · · ·λεn−1 ·
(
φ ◦ S−1εn−1 ◦ S−1εn−2 ◦ · · · ◦ S−1ε1
)
(t)+ · · ·
+ λε1 · λε2 ·
(
φ ◦ S−1ε2 ◦ S−1ε1
)
(t)+ λε1 ·
(
φ ◦ S−1ε1
)
(t)+ φ(t). (33)
Proposition 5.1. Let κ = χmax1−χmax , where χmax is defined in (11). Then either Zs is a κ-Lipschitzfunction, or there is a constant C > 1 such that for every n  1, for every (ε1, ε2, . . . , εn) ∈
{0,1, . . . , d − 1}n,
C−1 · |λε1 · λε2 · · ·λεn | ωIε1,ε2,...,εn
(
Zs
)
 C · |λε1 · λε2 · · · λεn |. (34)
Proof. We first find an upper-bound for ωIε1,ε2,...,εn (Z
s) using formula (33). Let n be a positive
integer and (ε1, ε2, . . . , εn) ∈ {0,1, . . . , d − 1}n. Observe that when t ranges over Iε1,ε2,...,εn ,
(S−1εn ◦ S−1εn−1 ◦ · · · ◦ S−1ε1 )(t) ranges over [0,1]. Hence the oscillation of the first term of (33) has
upper bound |λε1λε2 · · ·λεn | ·ω[0,1](Zs).
Now, for every k ∈ {1, . . . , n− 1}, when t ranges over Iε1,ε2,...,εn , (S−1εk ◦ S−1εk−1 ◦ · · · ◦ S−1ε1 )(t)
ranges over Iεk+1,...,εn . Using that φ is a Lipschitz function with Lipschitz constant equal to 1,
we get that the oscillation of each term of the form λε1λε2 · · ·λεk · (φ ◦ S−1εk ◦ S−1εk−1 ◦ · · ·
◦ S−1ε1 )(t) is bounded above by |λε1λε2 · · ·λεk |(rεk+1 · · · rεn). Finally, using (11), we obtain that
ωIε1,ε2,...,εn
(Zs) |λε1λε2 · · ·λεn | +
∑n−1
k=1 |λε1λε2 · · ·λεk | · (rεk+1 · · · rεn), which yields
ωIε1,ε2,...,εn
(
Zs
)
 |λε1λε2 · · ·λεn |
[
1 +
n−1∑
k=1
k∏
j=1
rj
|λj |
]

[
1 +
n−1∑
k=1
χkmax
]
|λε1λε2 · · ·λεn |.
We now consider the lower bound. Assume that Zs is not κ-Lipschitz. There are two real num-
bers 0  t0, t ′0  1 such that |Zs(t ′0) − Zs(t0)|  (κ + η)|t ′0 − t0|, for some η > 0. Take n and
(ε1, ε2, . . . , εn) ∈ {0,1, . . . , d − 1}n. Let us call tn = S1 ◦ S2 ◦ · · · ◦ Sn(t0) and t ′n = S1 ◦ S2 ◦
· · · ◦ Sn(t ′0). We obviously have tn, t ′n ∈ Iε1,ε2,...,εn , and thus ωIε1,ε2,...,εn (Zs) |Zs(t ′n) − Zs(tn)|.
Again using (33), we get by similar computations to above
∣∣Zs(t ′n)−Zs(tn)∣∣
 |λε1λε2 · · ·λεn | ·
∣∣Zs(t ′0)−Zs(t0)∣∣−
n−1∑
k=1
|λε1λε2 · · ·λεk |(rεk+1 · · · rεn)
∣∣t ′0 − t0∣∣
 |λε1λε2 · · ·λεn | ·
∣∣Zs(t ′0)−Zs(t0)∣∣ ·
[
1 −
n−1∑
k=1
(
k∏
j=1
rj
|λj |
)
|t ′0 − t0|
|Zs(t ′0)−Zs(t0)|
]
,
which is greater than C2 · |λε1λε2 · · ·λεn | with C2 = |Zs(t ′0)−Zs(t0)| · (1− 1κ+η
∑+∞
k=1 χkmax) > 0.
This proves (34) with C = max(1 +∑n−1k=1 χkmax,C−12 ). 
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In order to prove that the function Zs (12) satisfies C1 and C2, we introduce the self-similar
measure μs (14), whose multifractal behaviour will be compared with that of Zs . We will show
that Zs satisfies C1 and C2 in the case where all the similitudes Si map [0,1] to dyadic intervals.
For more general similitudes, more effort would be needed to conclude this. In Section 5.3, we
will see a different proof of Theorem 1.8 which covers all the self-similar functions satisfying
our conditions.
Let us consider the exponent β > 1 (13) and the measure μs (14). In our case where the simil-
itudes do not overlap, it is easily checked that by construction, for every n and (ε1, ε2, . . . , εn) ∈
{0,1, . . . , d − 1}n, we have
μs(Iε1,ε2,...,εn) = pε1pε2 · · ·pεn = |λε1λε2 · · ·λεn |β. (35)
Self-similar measures have been extensively studied [6,8,19,21], and their multifractal properties
are very well understood.
Proposition 5.2. Let τμs (q) be the Lq -spectrum of μs defined for q ∈R by
τμs : q 
→ lim inf
j→+∞ τμ
s (j, q), where τμs (j, q) = 1−j log2
2j−1∑
k=0
μs(Ij,k)
q . (36)
(1) For every q ∈ R, τμs (q) is the unique real number satisfying the equation∑d−1
k=0(pk)q(rk)τμ
s (q) = 1. The mapping q 
→ τμs (q) is real-analytic. Moreover, the liminf
in (36) is a limit provided that τμs (q) < +∞.
(2) There is an interval of exponents Iμs = [αmin, αmax] such that for every α ∈ Iμs , dμs (α) =
(τμs )
∗(α), where (τμs )∗(α) := infq∈R(qα − τμs (q)) is the Legendre transform of τμs .
(3) If α /∈ Iμs , then {x: αμs (t) = α} = ∅.
(4) There is a constant M  1 such that for every subinterval I of [0,1], |I |M  μs(I ) |I |1/M .
Proposition 5.2 follows from for instance [6,8,19,21]. When it holds, Part (2) is known as the
multifractal formalism for measures.
Let us come back to Zs . The self-similarity of μs gives the existence of a constant M0 with
the following property: for all integers j and k, the interval Ij,k is included in one interval
Iε1,...,εn and contains one interval Iε1,...,εn,εn+1 , which we write as Ij ′,k′ and Ij ′′,k′′ respectively,
with 0  j ′′ − j ′ M0. Consequently, we have ωIε1,...,εn,εn+1 (Zs)  ωIj,k (Zs)  ωIε1,...,εn (Zs).
Proposition 5.1 and (35) yield
C−1μs(Iε1,...,εn,εn+1)1/β  ωj,k
(
Zs
)
 Cμs(Iε1,...,εn)1/β .
Again using the self-similarity of μs and the open set condition, we see that
min
k
(pk)
M0 ·μs(Iε1,...,εn) μs(Ij,k)max
k
(pk)
M0 ·μs(Iε1,...,εn,εn+1).
Combining this two-sided inequality with the previous one, we obtain that
for every j and k, C−1μs(Ij,k)1/β  ωj,k
(
Zs
)
 Cμs(Ij,k)1/β (37)
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intervals.
Let us check that Zs satisfies conditions C1 and C2. Note that, due to (37),
C−β = C−β
2j−1∑
k=0
μs(Ij,k)
2j−1∑
k=0
(
ωj,k
(
Zs
))β  Cβ 2
j−1∑
k=0
μs(Ij,k) = Cβ. (38)
Let ε > 0. Using (38), (37) and Part (4) of Proposition 5.2 to find upper and lower bounds for
ωj,k(Z
s) that are uniform in k, we obtain (analogously to (32))
2j−1∑
k=0
(
ωj,k
(
Zs
))β−ε  2
j−1∑
k=0
(
ωj,k
(
Zs
))β(
Cμs(Ij,k)
)−ε  C−β−ε2jε/M
and
2j−1∑
k=0
(
ωj,k
(
Zs
))β+ε  2
j−1∑
k=0
(
ωj,k
(
Zs
))β(
Cμs(Ij,k)
)ε  Cβ+ε2−jε/M.
Hence, the same computations as in the case of the Weierstrass functions lead to the conclusion
that there is an integer J0 large enough, so that, if we set ε0 = 2βM log2 ClogJ0 , then for every j  J0,|Hj(Zs)−H(Zs)| ε0.
Now let J,K be two integers, ε > 0, and focus on H(ZsJ,K).
The same computations as above (and as in the Weierstrass case) yield
∀j G,
2j−J −1∑
k′=0
(
ωj−J,k′
(
ZsJ,K
))β−ε = 2
j−1∑
k=0: Ij,k⊂IJ,K
(
ωj,k(Z
s)
ωJ,K(Zs)
)β−ε
.
First note that ( 1
ωJ,K(Z
s)
)β−ε  ( 1
Cμs(IJ,K)
1/β )
β−ε  C−β+εμs(IJ,K)−1+ε/β . Then
2j−1∑
k=0: Ij,k⊂IJ,K
(
ωj,k(Z)
)β−ε  2
j−1∑
k=0: Ij,k⊂IJ,K
(
ωj,k(Z)
)β(
Cμ(Ij,k)
)−ε/β
.
Combining these inequalities we get
2j−J −1∑
k′=0
(
ωj−J,k′
(
ZsJ,K
))β−ε  C−β+ε−ε/β 2
j−1∑
k=0: Ij,k⊂IJ,K
ωj,k(Z
s)β
μs(IJ,K)
μs(IJ,K)
ε/β
μs(Ij,k)ε/β
.
Let us focus on μ
s(IJ,K)
ε/β
μs(Ij,k)
ε/β . This quantity is bounded below by L(j−J )ε/β for some constant L> 1
(uniformly in k and K), since the ratio of the μ-masses of a dyadic interval and its father (in the
dyadic tree) is uniformly bounded above and below. Finally, we obtain
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k′=0
(
ωj−J,k′
(
ZsJ,K
))β−ε  C−β+ε−ε/β 2
j−1∑
k=0: Ij,k⊂IJ,K
ωj,k(Z
s)β
μs(IJ,K)
L(j−J )ε/β
 C−β+ε−ε/β
2j−1∑
k=0: Ij,k⊂IJ,K
μs(Ij,k)
μs(IJ,K)
L(j−J )ε/β
 C−2β+ε−ε/βL(j−J )ε/β .
Hence if we fix ηJ = 1/ log2 J and ε = 4β
2 logC log2 J
J logL , then the sum above is greater than 1 as
soon as j  J + [J · ηJ ]. Thus for j  J + [J · ηJ ], Hj−J (ZsJ,K) − H(ZsJ,K) 1β−ε  1β + εJ
with εJ = 8β logC log2 JJβ logL .
Similarly one can show that for j  J + [J · ηJ ], Hj−J (ZsJ,K)−H(ZsJ,K) 1β − εJ , and C2
holds true for Zs . Observe that (εJ ) and (ηj ) converge to 0 at the required convergence rate.
Applying Theorem 1.6 yields that Zs is CMT and can be written as Zs = gs ◦ f s , where gs is
monofractal of exponent 1/β . To complete the proof of Theorem 1.8, we need to show that the
function f s can be written as the integral of μ. There is a nice way to show this, that does not
require to modify the construction step by step (which might be very awkward).
5.3. A short proof of the existence of the CMT decomposition in Theorem 1.8
Consider the mapping gs : t ∈ [0,1] 
→ Zs ◦ F−1(t), where F(t) = ∫ t0 μs(du).
For every n 1, for every (ε1, ε2, . . . , εn) ∈ {0,1, . . . , d − 1}n, we denote by Uε1,ε2,...,εn the
intervals F(Iε1,...,εn). By construction, |Uε1,...,εn | = μs(Iε1,...,εn).
When n is fixed, the set of intervals Un = {Uε1,ε2,...,εn : (ε1, ε2, . . . , εn) ∈ {0,1, . . . , d − 1}n}
forms a covering of [0,1], and max{|U |: U ∈ Un} converges to 0 as n tends to infinity.
This is due to Part (4) of Proposition 5.2. Moreover, the self-similarity of μs implies that
|Uε1,ε2,...,εn−1 |1+ξn  |Uε1,ε2,...,εn | |Uε1,ε2,...,εn−1 |, for some positive sequence (ξn)n1 that con-
verges to zero when n tends to infinity (the ratio between |Uε1,ε2,...,εn | and |Uε1,ε2,...,εn−1 | is
bounded below and above by constants independent of n).
Consequently, the sequence of coverings (Un)n1 satisfies all the assumptions of Lemma 2.2.
In order to obtain the monofractality of gs , all we have to prove is that
|Uε1,ε2,...,εn |1/β+κn  ωUε1,ε2,...,εn
(
gs
)
 |Uε1,ε2,...,εn |1/β−κn , (39)
for every interval Uε1,ε2,...,εn . This is easily achieved as follows. We remark that
gs(Uε1,ε2,...,εn) = Zs ◦ F−1
(
F(Iε1,...,εn)
)= Zs(Iε1,...,εn).
By Proposition 5.1, if Zs is not κ-Lipschitz, then for a constant C > 1 we have
C−1|λε1 · · ·λεn | ωUε1,ε2,...,εn
(
gs
)= ωIε1,...,εn (Zs) C|λε1 · · ·λεn |.
Combining this with (35), we find that
C−1μs(Iε ,...,εn)1/β  ωUε ,ε ,...,ε
(
gs
)
 Cμs(Iε ,...,εn)1/β . (40)1 1 2 n 1
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As noted above, |Uε1,ε2,...,εn | = |F(Iε1,...,εn)| = μ(Iε1,...,εn), which tends to zero as n tends to
infinity. Writing the constant C in (40) as |Uε1,ε2,...,εn |κn for a positive sequence (κn)n0 con-
verging to zero, we see that (40) implies (39). Applying Lemma 2.2 yields the result.
Section 7 explains how the singularity spectrum of Zs is deduced from this analysis. We
obtain that for every h 0, dZs (h) = dμs (βh) = (τμs )∗(h).
6. A family of functions satisfying C1 and C2 in a triadic basis
We briefly recall the construction of multifractal functions of [18], which in a way generalizes
the Bourbaki’s and Perkin’s functions.
Consider the function Xa defined for 0  a  1 as the limit of an iterated construction
(see Fig. 1): Start from X0a(t) = t on [0,1], and define Xja(t) recursively on [0,1] by the fol-
lowing scheme: Suppose that Xja is continuous and piecewise affine on each triadic interval
[k · 3−j , (k + 1) · 3−j ], k ∈ {0, . . . ,3j − 1}. Xj+1a is the unique continuous function, affine on
each triadic interval [k′ · 3−(j+1), (k′ + 1) · 3−(j+1)], and satisfying
X
j+1
a
(
k · 3−j )= Xja(k · 3−j ) and Xj+1a ((k + 1) · 3−j )= Xja((k + 1) · 3−j )
X
j+1
a
(
k · 3−j + 3−j−1)= Xja(k · 3−j )+ a(Xja((k + 1) · 3−j )−Xja(k · 3−j ))
X
j+1
a
(
k · 3−j + 2 · 3−j−1)= Xja(k · 3−j )+ (1 − a)(Xja((k + 1) · 3−j )−Xja(k · 3−j )).
It is straightforward to see that the sequence (Xja)j1 converges uniformly to a continuous
function Xa provided that 0 < a < 1. Bourbaki’s function is obtained when a = 2/3, while
Perkin’s function corresponds to a = 5/6.
For a  1/2, Xa is the integral of a trinomial measure of parameters (a,1 − 2a, a), hence
its singularity spectrum is completely known. We shall explain why the functions Xa , when
a  1/2, satisfy our assumptions, and thus are CMT with a monofractal exponent Ha that we
shall determine. We also deduce from this study the singularity spectrum of Xa .
For a > 1/2, the limit function Xa is nowhere monotone. Let us compute the oscillations
of Xa on each triadic interval.
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on [2/3,1]. Iteratively, for j  1 and k ∈ {0, . . . ,3j − 1}, we write k · 3−j =∑jp=1 ξp · 3−p ,
with ξi ∈ {0,1,2}. Then the slope of Xja on [k · 3−j , (k + 1) · 3−j ] is
(3a)nk,j,0
(−3(2a − 1))nk,j,1(3a)nk,j,2 = 3j (a)nk,j,0(−(2a − 1))nk,j,1(a)nk,j,2 ,
where nk,j,i is the number of integers p ∈ {1, . . . , j} such that ξp = i (for i = 0,1,2) in the
triadic decomposition of k · 3−j .
Let us consider the trinomial measure μa of parameters ( a4a−1 ,
2a−1
4a−1 ,
a
4a−1 ). The absolute
value of the slope of Xja on each triadic interval [k · 3−j , (k + 1) · 3−j ] can be written as
μa([k · 3−j , (k + 1) · 3−j ])3j (4a − 1)j . Also, the oscillation of Xa on any triadic interval
[k · 3−j , (k + 1) · 3−j ] is the same as that of Xja on the same interval, which is equal to
μa
([
k · 3−j , (k + 1) · 3−j ])(4a − 1)j . (41)
For q ∈R, we compute the q-sum of the oscillations of Xa at generation j :
3j−1∑
k=0
(
ω[k·3−j ,(k+1)·3−j ](Xa)
)q = 3qj log3(4a−1) 3
j−1∑
k=0
(
μa
([
k · 3−j , (k + 1) · 3−j ]))q . (42)
Let us introduce the triadic Lq -spectrum τμa (q) defined for q ∈R by
τμa (q) = lim inf
j→+∞ τμa,j (q), where τμa,j (q) =
log3
∑3j−1
k=0 (μa([k · 3−j , (k + 1) · 3−j ]))q
−j .
Straightforward computations show that for every j  1 and q ∈R, one has
τμa,j (q) = τμa (q) = − log3
(
2(a)q + (2a − 1)q)+ q log3(4a − 1). (43)
We seek for the value of qa for which the sum in (42) equals 1. Let us write this specific value qa
as 1/Ha , for some Ha > 0. A straightforward computation combining (42) and (44) yields that
Ha is the solution to the equation −τμ(1/Ha)+ log3(4a − 1)/Ha = 0, i.e.
2(a)1/Ha + (2a − 1)1/Ha = 1. (44)
This equation admits a unique positive solution Ha < 1. Hence, in this case, the monofractal
exponent Ha is defined through an implicit formula.
In order to get condition C2, it suffices to remark that any rescaled function (Xa)J,K (as
defined in condition C1, but with triadic intervals) is equal to t 
→ Xa(t) or t 
→ Xa(1 − t),
depending on the monotonicity of Xa on [k · 3−j , (k + 1) · 3−j ]. Hence H((Xa)J,K) = Ha , for
every J,K , and C2 is satisfied.
Finally, we apply Theorem 1.6: Xa is the composition of a monofractal function ga of expo-
nent Ha with an increasing function fa . For a = 2/3, Ha = 1/2 is the solution to (44). Fig. 2
displays Bourbaki’s function f2/3, its corresponding time change F2/3 and monofractal function
g2/3 of exponent 1/2 such that f2/3 = g2/3 ◦ F2/3. The singularity spectra of f2/3 and μ2/3 are
also shown.
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function g2/3 of exponent 1/2 such that f2/3 = g2/3 ◦ F2/3. Bottom: Singularity spectra of μ2/3 (left), of f2/3 (right).
In this case, we can even go further and compute the singularity spectrum of Xa , since the tri-
nomial measure satisfies the multifractal formalism for measures, i.e. the spectrum of μa equals
the Legendre transform of τμa :
∀α ∈
[
− log3
a
4a − 1 ,− log3
2a − 1
4a − 1
]
, dμa (α) = (τμa )∗(α) := inf
q∈R
(
qα − τμa (q)
)
,
t is easy to see, using (41), that if αμa (t0) = α, then hXa (t0) = α1/Ha − log3(4a − 1). Hence the
spectrum of Xa is deduced from that of μa as follows: if h ∈ [(− log3(a))1/Ha ) − log3(4a − 1),
(− log3(2a − 1))1/Ha )− log3(4a − 1)],
dXa (h) = dμa
((
h+ log3(4a − 1)
)1/H )
.
Finally, observe that the maximum of the spectrum is obtained for αa = ((τμa )′(0))1/Ha −
log3(4a − 1), and dXa (αa) = 1. After some computation, we find αa = −13 log3(a2(2a − 1)). Let
us consider the value of a0 such that αa0 = 1. Then a20(2a0 − 1) = 1/27, i.e. 54a30 − 27a20 = 1.
When a > a0, the set of points t for which hXa (t) > 1 is of Lebesgue measure 1, hence we
recover the main result of [18]: Xa is differentiable on a set of Lebesgue measure 1. Here we
obtain, in addition, the whole multifractal spectrum of Xa .
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This section is devoted to the transfer of the multifractal properties from f to Z. We do not
give many details, since this is not our main purpose.
Assume that Z is CMT, i.e. Z = g ◦ f , where g is monofractal with exponent 0 <H < 1 and
f is the integral of a Borel measure μ supported by [0,1]: for every t ∈ [0,1], f (t) = μ([0, t]).
Let us define the local upper exponent of μ by
for every t ∈ [0,1], αμ(t) = lim sup
r→0+
logμ(B(t, r))
log r
. (45)
This exponent is complementary to the exponent αμ(t) defined in (10).
Let ε > 0. For a given t0 ∈ [0,1], we obviously have, when |η| is small enough
∣∣Z(t + η)−Z(t)∣∣= ∣∣g(f (t + η))− g(f (t))∣∣ ∣∣f (t + η)− f (t)∣∣H−ε  |η|(H−ε)(αμ(t)−ε),
using that f (t + η)− f (t) = μ([t, t + η]). Hence hZ(t) (H − ε) · (αμ(t)− ε). Letting ε tend
to zero gives hZ(t)H · αμ(t).
The converse inequality does not hold true in general, since the two inequalities above need
not be satisfied simultaneously. Nevertheless, one always has
H · αμ(t) hZ(t)H · αμ(t). (46)
One deduces from this inequality that EZh = {t : hZ(t) = h} satisfies
EZh ⊂
( ⋃
h′h/H
{
t ∈ [0,1]: αμ(t) = h′
})∩( ⋃
h′h/H
{
t ∈ [0,1]: αμ(t) = h′
})
.
We denote by Fh/H and Fh/H respectively the two unions of sets above.
Formula (46) suggests that the comparison between the spectra of Z and μ is not in general
straightforward! The case where μ satisfies a multifractal formalism is easier. Indeed, in most
of the classical cases of measures obeying a multifractal formalism (random and deterministic
Gibbs measures, self-similar measures, Mandelbrot cascades, cookie-cutters, . . . ), the Hausdorff
dimension dμ(h) is obtained from points for which the local exponent of the measure μ is ob-
tained as a limit (and not only as a liminf). In other words,
for every h′  0, dimEμ
h′ = dim
{
t : αμ(t) = αμ(t) = h′
}
.
Recalling (46), we see that dimEμh/H  dimEZh  min(dimFh/H ,dimFh/H ). Finally, we use
two properties following from the multifractal formalism [6,19]:
• In the increasing part of the multifractal spectrum of μ (when h′  τ ′μ(0+)), one always has
dim(Fh′) = dimEμh′ .• In the decreasing part of the multifractal spectrum of μ (when h′  τ ′μ(0+)), one always has
dim(F h′) = dim{t : αμ(t) = h′/H } = dimEμ′ .h /H
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h 0, hence dZ(h) = dμ(h/H).
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