We prove Fatou's theorem for nonnegative harmonic functions with respect to killed subordinate Brownian motions with Gaussian components on bounded C
Introduction
In [15] with respect to symmetric stable processes the authors in [4, 5] showed that the Fatou theorem for stable processes requires more restrictive conditions than for Brownian motions. For harmonic functions with respect to killed symmetric stable processes, it is proved that a certain harmonic function is comparable to δ D (x) α 2 −1 , which can not converge as the point x approaches a point in ∂D in [8, Equation 11 ].
We prove the Fatou theorem using both analytical techniques and probabilistic techniques that are similar to [17] or [18] . However, this process is not straightforward. In the probabilistic techniques to establish the Fatou theorem for censored stable processes in [17] or the relative Fatou theorem for symmetric stable processes in [18] , the author identified the probabilistic martingale convergence of nonnegative harmonic functions with analytical nontangential convergence and an oscillation estimate for harmonic functions on balls of different radii played an important role ( [17, Proposition 3.9] and [18, Proposition 3.11] ). The oscillation estimate for harmonic functions on balls with respect to those processes is quite straightforward due to explicit expressions for Poisson kernels for balls for stable processes. Such explicit expressions for the Poisson kernels are not available anymore for general subordinate Brownian motions with Gaussian components. To overcome this difficulty, we first establish relative Fatou theorem for harmonic functions with respect to killed processes (Theorem 3.5) and we use the relative Fatou theorem to identify the probabilistic convergence with the analytic nontangential convergence (Proposition 4.7). This paper is organized as follows. In Section 2 we define the subordinate Brownian motions with Gaussian components and state a few properties about them. In Section 3 we establish the relative Fatou's theorem for harmonic functions with respect to X D , which asserts the existence of nontangential limit of the ratio of harmonic functions with respect to killed processes. In Section 4 we prove the Martin measure of harmonic function F (x) := P x (X τD ∈ ∂D), which represents the probability that the processes exit the domain through the boundary, is absolutely continuous with respect to the surface measure (Theorem 4.11) and establish the Fatou theorem for X D (Corollary 4.12). In Section 5 we establish an integral representation theorem (Theorem 5.3) for harmonic functions with respect to X. We also show that our result is best possible by showing that tangential convergence of harmonic functions on the unit ball can fail.
In this paper the upper case constants Λ, R 0 , R 1 , R 2 , C 1 , C 2 , C 3 , C 4 will be fixed. The value of lower case constants ε, δ, η, c or c 1 , c 2 , · · · will not be important and may change from line to line.
Preliminaries
In this section we define subordinate Brownian motions with Gaussian components and state some properties about them. Recall that a subordinator S = (S t , t ≥ 0) is an one-dimensional Lévy process taking values on [0, ∞) with increasing sample paths. A subordinator S can be characterized by its
Laplace exponent φ through the relation
subordinator is a Bernstein function with φ(0+) = 0 and can be written as
where b ≥ 0 and m is a measure on (0, ∞)
m is called the Lévy measure of φ. In this paper we will assume that b > 0 in order to have a nontrivial diffusion part for subordinate Brownian motions.
Without lose of generality we assume b = 1.
and S = (S t : t ≥ 0) is a subordinator with Laplace exponent φ, which is independent of W . The process X = (X t :
is called a subordinate Brownian motion and its infinitesimal generator is given by φ(∆) := −φ(−∆), which can be constructed via Bochner's functional
which, along with partial derivatives up to order 2, are bounded), φ(∆) is an integro-differential operator of the type
where the measure J has the form J(dy) = j(|y|)dy with j : (0, ∞) → (0, ∞)
given by
Throughout this paper we will impose two conditions on φ and m.
Condition 2.1 1. The Laplace exponent φ of S is a completely Bernstein function. That is, the Lévy measure m has a completely monotone density (i.e., m(dt) = m(t)dt and (−1) n D n m ≥ 0 for every non-negative integer n).
For any
Note that Condition 2.1 is the main assumption imposed in [20] .
There are many important subordinators that satisfy Condition 2.1 and we list some of most important examples.
for all λ > 0. Let φ(λ) be a complete Bernstein function which satisfies
for some constants 0 < c 1 ≤ c 2 < ∞, 0 < α < 2, and ℓ(λ) is slowly varying at ∞. It follows from [19, Theorem 2.10] that Conditions 2.1 are satisfied for those processes. In particular these classes contain the sum of Brownian motions and symmetric stable processes, relativistic stable processes with mass m, and mixed stable processes and the corresponding For any open set D ⊂ R d , τ D := inf{t > 0 : X t / ∈ D} denotes the first exit time from D by X. We will use X D to denote the process defined by
, where ∂ is a cemetery point. It is well known that X D is a strong Markov process with state space D ∪ {∂}. For any function u(x) defined on D we extend it to D ∪ {∂} by letting u(∂) = 0. It follows from [7, Chapter 6] that the process X has a transition density p(t, x, y) which is jointly continuous. Using this and the strong Markov property, one can easily check that
is continuous and is a transition density of X D .
For any bounded open set
The Lévy density is given by J(x, y) = j(|x − y|), x, y ∈ R d and it determines the Lévy system for X, which describes the jumps of the process X: For any nonnegative measurable function
for all s > 0 and x ∈ R d , and stopping time T with respect to {F t : t ≥ 0},
Using the Lévy system, we know that for any nonnegative function f ≥ 0 and every bounded open set D we have
(2.1)
y)J(y, z)dy and (2.1) can be written as
Now we state the definition of harmonic functions. 
Note that it follows from strong Markov property that every regular harmonic function is harmonic. 
In this paper we will call the pair (R 0 , Λ 0 ) the characteristics of the
We state the result about the Martin boundary of a bounded
For the definition and its basic properties of the Martin boundary we refer readers to [21] . Fix x 0 ∈ D and define Thus by the general theory of Martin boundary representation in [21] and Theorem 2.5, we conclude that for every harmonic function u ≥ 0 with respect to X D , there exists a unique finite measure µ supported on ∂D such
Finally we observe that the Martin kernel M D (x, z) has the following two-
Then there exist constants
Then it follows from [20, Theorem 1.4] there exists 
it is easy to see that M D µ(x) is nonnegative and harmonic with respect to
Now we define Stolz open sets. For z ∈ ∂D and β > 1, let
We say x approaches z nontangentially if x → z and x ∈ A 
The next lemma is similar to [23, Lemma 4.4] . Since we are working on C
1,1
open sets, the proof is simpler.
, where ν is a finite and nonnegative measure on ∂D. For ν-almost every point z ∈ ∂D, we have
In particular ν-almost every point z ∈ ∂D, we have
Take x ∈ D such that |x − z| < R 1 and take w ∈ B(z, |x − z|) ∩ ∂D. Then
by (2.3). This implies
, 
If we assume lim
v(x) = 0 nontangentially, then the above limit also need be taken nontangentially.
Proof. If |z − w| ≥ η and |x − z| ≤ η/2, then |x − w| ≥ η/2. Thus from (2.3)
we have
Hence we have
v(x) = 0 cannot be omitted. To see this, take any points z, Q ∈ ∂D with z = Q. Let µ = ν = δ {z} be Dirac
Suppose that µ and ν are two measures supported on ∂D. 
It is well-known that ν-a.e. z ∈ ∂D (3. Lemma 3.4 Suppose that µ and ν are nonnegative finite measure on ∂D.
For any x ∈ D and z ∈ ∂D such that |x − z| ≤ tδ D (x) there exist constants
Proof 
Hence for any w, w ′ ∈ B 1 we have
Hence from (2.3) we have
Hence for w, w ′ ∈ A n , n ≥ 2 we have
Set c 5 := max
. Then we have for any w, w
Set a n := sup w∈An M D (x, w) and b n := sup k≥n a k for n ≥ 0. Clearly b n ≥ a n for n ≥ 0. Suppose that w ∈ A n and w ′ ∈ A k with k ≥ n + 1. Then
Hence we have b n ≤ c 6 a n for all n ≥ 0.
Since D is bounded there exists k 0 ∈ N such that ∂D ⊂ ∪ k0 n=0 A n . Hence it follows from (3.4) and from the fact that b n ≤ c 6 a n we have
Now set c 2 := c 5 c 6 . The opposite inequality can be proved in a similar way and this proves the assertion of the lemma. ✷ Now we state the main theorem of this section.
Theorem 3.5 Let u, v be nonnegative and harmonic functions with respect to
, where µ and ν are nonnegative and finite measures on ∂D. Let dµ = f dν + dµ s be Lebesgue decomposition of µ with respect to ν. Then for ν-almost every point
as x → z nontangentially. More precisely, the convergence holds for every z ∈ ∂D satisfying (3.3) and lim
Proof. The proof is similar to [23, Theorem 4.2] but we provide the details for the reader's convenience. Fix a point z ∈ ∂D that satisfies (3.2) and (3.3).
Define dμ = |f (·) − f (z)|dν + dµ s . Then given ε > 0 we have
whereμ| B(z,η) is the truncation ofμ to B(z, η) ∩ ∂D and η > 0 is a constant which will be determined later. Applying Lemma 3.4 to the measuresμ| B(z,η)
and ν, we get
this η it follows from Lemma 3.2 we can take δ such that
for all x ∈ A β z with |x − z| < δ. ✷
Harmonic measure and Fatou theorem
In this section we study the harmonic measure that is supported on ∂D.
The main result is to show that the harmonic measure supported on ∂D is absolutely continuous with respect to the surface measure of C 
where B 
It follows from the strong Markov property that
It follows from [20, Theorem 1.4] that for any w ∈ B λ y ,
. Hence using a polar coordinate system centered at w and integration by parts with
), we see that (4.3) is bounded above by
Combining (4.1)-(4.2) with the display above, we immediately get the assertion of the proposition. ✷
For any positive harmonic function h with respect to X D , we use P
will be denoted by
. Now we prove a proposition that is an analogue of [18, Proposition 3.10], which was stated only for x 0 but we remove this restriction. 
It follows from [20, Theorem 1.4] that
Let diamD := sup{|x − y| : x, y ∈ D} be the diameter of a set D. Since y ∈ A β z , |y − z| < βδ D (y), |x − y| ≤ diamD, and |x − z| ≥ δ D (x). Hence from 2.6 we have
✷
Recall that A ∈ F τD is said to be shift-invariant if whenever T < τ D is a 
which implies that P Then for any x ∈ D and Borel subset K of ∂D, If A ∈ F τD , then for any Borel subset K of ∂D,
Now we state a proposition which will play an important role later. and ν-almost every z ∈ ∂D we have
Proof. Since u is a nonnegative harmonic function with respect to X D , u is excessive with respect to X D . Hence we have
So by the Markov property for the conditioned process, we have for every t, s > 0
is a nonnegative supermartingale with respect to P h x and so by the martingale convergence theorem we have that
exists and is finite P h x -a.s..
By Proposition 4.6, we have that
exists and is finite
exists and is finite M D (x, z)ν(dz).
exists and is finite ≤ 1 and h(x) = ∂D M D (x, z)ν(dz), we must have
exists and is finite = 1, (4.5)
for ν−a.e. z ∈ ∂D.
We will show that (4.4) holds for z ∈ ∂D satisfying (3.2), (3.3), and (4.5).
For any β > 1, choose a sequence y k ∈ A β z such that y k → z. It follows from Proposition 4.2 that for any λ ∈ (0, 1/2), Suppose that {t k , k ∈ N} is an increasing sequence of nonnegative numbers such that X t k ∈ B λ y k under P z x . By Proposition 4.4 we have lim
Since the limit lim
exists under P z x , it must be the same as the limit via t k . Thus, for any β > 1, Let u, h be positive harmonic functions with respect to X D and µ and ν be their Martin measures, respectively. Let dµ = f dν + dµ s be Lebesgue decomposition of µ with respect to ν. Note that it follows from Theorem 3.5 that for any β > 1,
is well defined for ν-a.e. z ∈ ∂D. 
Equivalently, s u,h (z) is the Radon-Nikodym derivative of the Martin measure of u with respect to ν.
Therefore, by the bounded convergence theorem and the harmonicity of u/h with respect to P h x , we have
for every x ∈ D. By Proposition 4.5 we have 
Now the proof is complete. ✷
In order to study the harmonic measure supported on ∂D, we need auxiliary functions. Let
where σ is the surface measure of ∂D. It is easy to see that F (x) and G(x)
are harmonic with respect to X D . Now we prove that G(x) is bounded on D.
Lemma 4.9 There exist constants
Proof. Recall that D satisfies the Ahlfors regular condition (3.1). First
for any z ∈ ∂D. Hence it follows from Proposition 2.6 we have
A n . Note that {z ∈ ∂D : |z − P | < |x − P |} ⊂ A 1 since if |z − P | < |x − P | then |x − z| ≤ |x − P | + |P − z| < 2|x − P | and |x − z| ≥ |x − P | for any z ∈ ∂D. Since δ D (x) = |x − P | < R 1 it follows from (3.1)
Now we prove an upper bound. Notice that for any 0 < r < diamD there exists a constant c 6 such that σ(∂D ∩ B(z, r)) ≤ c 6 r d−1 . If r < R 1 this is just
It follows from Lemma 4.9 that
Thus it follows from Proposition 4.8 that, for any β > 1, the limit
exists σ−a.e. z ∈ ∂D and F can be written as
Next proposition says as the starting point x approaches ∂D, the probability that subordinate Brownian motions with Gaussian components exit the domain through the boundary of the domain ∂D converges to 1. It was proved in a more general setting in [24, Theorem 3.2] and we record the fact here for the reader's convenience.
Proof. Subordinate Brownian motions are isotropic processes hence they satisfy conditions (H 1 ; R d , α) and (H 2 ; R d , α) in [24] and all points of D are possible (see [24] for details). Hence it follows from the remark (c) under [24,
Now the next result follows immediately from Proposition 4.8.
Theorem 4.11
For any β > 1, the limit
can be written as
As a corollary of Proposition 4.10, Theorem 4.11 and 3.5 we can prove exists for σ−a.e. z ∈ ∂D.
Proof. From Theorem 4.11 we have
x ∈ D. It follows from Theorems 3.5 and 4.11 lim ✷ Now we show that
is the Radon-Nikodym derivative of the restriction of harmonic measure P x (X τD ∈ ·) to ∂D with respect to the surface measure σ on ∂D. In order to do this, we need a few lemmas. For any z ∈ ∂D, we let φ z be the C 1,1 function associated with z in the definition of C 1,1 open set. For any x ∈ {y = (ỹ, y d ) ∈ B(z, R 0 ) :
The following result is [20, Lemma 4.3] . 
Lemma 4.14 For any r < R 0 and z ∈ ∂D we have
That is, for any ε > 0 there exists a constant δ = δ(ε) > 0 such that for any
x ∈ D with |x − z| < δ P x (X τD / ∈ B(z, r), X τD ∈ ∂D) < ε.
Proof. For any r < R 0 , we take a large enough λ so that
It follows from Lemma 4.13 that
By taking δ = ε/cλ, we arrive at the desired assertion. ✷ Lemma 4.15 For any continuous function g on ∂D, define
Then for any z ∈ ∂D,
.
is given by
Proof. For any ε > 0, let δ 1 = δ 1 (ε) > 0 be such that |g(y) − g(z)| < ε whenever |y − z| ≤ δ 1 . (4.9)
Without loss of generality we may assume δ 1 < R 0 . Let δ be the constant in Lemma 4.14 so that
for |x − z| < δ. It follows from Proposition 4.10 that there exists δ 2 > 0 such that
for |x − z| < δ 2 . Combining (4.9)-(4.11) we get that, for any x satisfying |x − z| < δ ∧ δ 2 ,
It follows from (4.7) lim
Since D is bounded ∂D is compact and u g (x) is bounded. Hence from Proposition 4.8 we have
✷ Theorem 4.16 For any (Lebesgue) measurable set A ∈ ∂D
Proof. Let A be a (Lebesgue) measurable set in ∂D. Choose bounded and continuous functions f n (x) converging to 1 A (x). Then it follows from Lemma 4.15 and the dominated convergence theorem
✷
Combining this with the two-sided estimates on M D (x, z), we have the following theorem.
Theorem 4.17
The function P D defined in (4.8) is the Radon-Nikodym derivative of the restriction of the harmonic measure P x (X τD ∈ ·) to ∂D with respect to the surface measure σ on ∂D. Furthermore, there exist positive constants
Therefore the harmonic measure restricted to ∂D is mutually absolutely continuous with respect to the surface measure σ on ∂D.
Integral representation of harmonic functions with respect to X
In this section we investigate the integral representation of nonnegative harmonic functions with respect to X and show that tangential convergence of harmonic functions with respect to X D can fail.
Let D be a bounded
Let τ n := τ Dn be the first exit time of D n . We will define some auxiliary sets A, B, C, D ⊂ Ω. Let
Suppose that ω ∈ A \ C. Then τ n (ω) < τ D (ω) for all n ∈ N. By the quasileft continuity of Lévy processes we have lim Finally consider C \ A = {ω ∈ Ω : τ n = τ D for some n and X τD ∈ ∂D}.
Clearly C \ A ⊂ {X τn ∈ ∂D for some n}. Note that {X τn ∈ ∂D} = {X τn ∈ ∂D and X τ
it follows from (2.2) we have
Hence we conclude that under P x , x ∈ D P x (C \ A) = 0.
Hence from now on we will identify all these sets to be equal under P x . That is we let
Let J be 
Proof. Take 
From the strong Markov property of X we have
✷ Lemma 5.2 Let u be a harmonic function on D with respect to X. Let
is nonnegative and harmonic with
Since u is harmonic with respect to X we have
As n → ∞ we have {τ n = τ D } ↑ J . By the monotone convergence theorem we have Then there exists a unique measure µ u supported in ∂D so that u(x) can be written as
Proof. It follows from Theorem 2.5 and Lemma 5.2 there exists a unique measure µ u supported on ∂D such that
Now it follows from (2.2) that we have
✷
In [22] it is proved that there exists a bounded (classical) harmonic function on the unit disk in R 2 that fails to have tangential limits for a.e. θ ∈ [0, 2π].
Using the similar method, in [17, 18] . Let C θ be a rotated curve C 0 about the origin through an angle θ. We will adapt arguments in [17, 18, 22] Then for any ε > 0 there exists δ = δ(ε, φ), independent of λ, such that 
