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Explicit modeling of human-object interactions in
realistic videos
Alessandro Prest, Vittorio Ferrari, and Cordelia Schmid
Abstract—We introduce an approach for learning human actions as interactions between persons and objects in realistic videos.
Previous works typically represent actions with low-level features such as image gradients or optical flow. In contrast, we explicitly
localize in space and track over time both the object and the person, and represent an action as the trajectory of the object wrt to the
person position. Our approach relies on state-of-the-art approaches for human [32] and object detection [10] as well as tracking [39].
We show that this results in human and object tracks of sufficient quality to model and localize human-object interactions in realistic
videos. Our human-object interaction features capture relative trajectory of the object wrt the human.
Experimental results on the Coffee & Cigarettes [25], the video dataset of [19] and the Rochester Daily Activities dataset [29] show that
(i) our explicit human-object model is an informative cue for action recognition; (ii) it is complementary to traditional low-level descriptors
such as 3D-HOG extracted over human tracks. When combining our human-object interaction features with 3D-HOG features [23], we
show to improve over their separate performance as well as over the state of the art.
Index Terms—Action Recognition, Human-Object Interaction, Video Analysis.
F
1 INTRODUCTION1
Human action recognition is an open problem in com-2
puter vision. It is important for a wide range of appli-3
cations, such as video indexing and surveillance. It is4
challenging due to the high variety of human appear-5
ances and poses within an action class. In this paper we6
focus on actions defined by the interaction between a7
person and an object, such as drinking and smoking.8
Many previous approaches represent actions by distri-9
butions of low-level descriptors such as bags of space-10
time interest points [5], [24], [36] or describe the action11
as a distribution over point motion features localized in12
space and time on the human [9], [23], [25], [30], [40].13
In this paper, we propose a novel approach that has14
an explicit notion of the action object and represents15
an action by spatio-temporal descriptors dedicated to16
human-object interactions. These include the relative17
motion of the object with respect to the human, which18
is typically highly distinctive for the action. Measuring19
these features involves automatically localizing the hu-20
man and the action object and tracking them over time21
as shown in fig. 1. Our method is especially designed to22
do this in realistic videos, such as feature films. It does23
not involve any component that depends on background24
subtraction, which makes it suitable for any camera25
and background motion. Moreover, the method builds26
on state-of-the-art object detection techniques [10], [32]27
• A. Prest is with the Computer Vision Laboratory at ETH Zurich and with
the LEAR team at INRIA Grenoble.
E-mail: prest@vision.ee.ethz.ch
• V. Ferrari is with the Computer Vision Laboratory at ETH Zurich.
E-mail: ferrari@vision.ee.ethz.ch
• C. Schmid is with the LEAR team at INRIA Grenoble.
E-mail: Cordelia.Schmid@inria.fr
Fig. 1. Human-object interactions. Top row: one drinking
and two smoking instances from the Coffee & Cigarettes
dataset [25]. Second row: examples from the dataset of [19].
Human and object locations automatically obtained by our
method are indicated in green and cyan respectively.
operating in single frames, and robustly links detections28
over time even across many frames where the object29
was missed, again using a state-of-the-art approach [39].30
Finally, our technique takes advantage of the temporal31
continuity in video to reduce the amount of supervision32
needed to learn an appearance model of the action object33
as well as the interaction model. As a result, it can be34
trained with a modest amount of annotation: for each35
video clip of the action class we only need a spatio-36
temporal cuboid on the person and a bounding-box on37
the action object in one frame.38
We evaluate our method on the highly challenging39
task of spatio-temporal action localization on the Coffee &40
Cigarettes dataset [25], and on the simpler task of action41
classification on the datasets of [19] and of [29]. Our ex-42
periments demonstrate that (i) our human-object interac-43
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tion model enables action localization and classification44
already on its own (sec. 7); (ii) it captures information45
complementary to existing low-level descriptors such as46
3D-HOG computed over human tracks [23]. Their com-47
bination performs better than either alone and improves48
over the state of the art on Coffee & Cigarettes [23]; (iii) our49
approach matches the performance of Gupta et al. [19]50
on their dataset while using less supervision for training.51
In the rest of the paper we refer to this dataset as the52
Gupta video dataset; (iv) our approach outperforms the53
recent work of [28], [29] on the Rochester Daily Activities54
dataset.55
This paper is related to our previous work [32], which56
models human-object interactions in still images. In this57
paper we go considerably beyond this by (i) modeling58
and learning the spatio-temporal dynamics of interations59
in videos, and (ii) evaluating action localization as opposed60
to mere classification.61
The rest of this paper is organized as follows. Sec. 362
first gives an overview of our method, and then sec-63
tions 4 to 6 explain its components in detail. Sec. 4 ex-64
plains our algorithm to robustly detect and track humans65
and objects in realistic videos. For this we employ state-66
of-the-art methods for detecting humans [32] and ob-67
jects [10], as well as for tracking them over time [39]. This68
is a necessary step towards our human-object interaction69
model, which is the main contribution of this paper70
(sec. 5). In sec. 6 we build a complete action recognition71
classifier by combining our interaction model with tra-72
ditional low-level cues, and finally present experiments73
in sec. 7.74
2 RELATED WORK75
Many existing approaches for action recognition rely on76
simple measurements such as optical flow or spatio-77
temporal gradients extracted from video clips. An ex-78
ample are the popular bags of spatio-temporal features,79
initially introduced in [5], [36], [47]. These techniques ex-80
tract spatio-temporal features over video clips, quantize81
them and use a frequency histogram to represent the82
clips. Recent extensions model the temporal structure of83
actions as a composition of smaller sub-parts [15], [24],84
[31]. Furthermore, they determine the temporal extent of85
video clips optimal for a bag-of-features representation86
in realistic movies [6], [35].87
Another line of work describes the human tracks88
based on low-level features such as optical flow [7]89
or based on the silhouette of the humans [1], [46],90
[16]. Specifically, [46], [16] propose human-centered ap-91
proaches for action recognition based on spatio-temporal92
volumes (STV) obtained by accumulating silhouette in-93
formation over time. They then extract information such94
as speed, direction and shape to characterize the STV.95
In [1] they extract silhouettes from a single view and96
aggregate differences between subsequent frames of an97
action sequence resulting in a binary motion energy im-98
age. Temporal information is included through a motion99
history image. The method proposed in [7] operates on100
sports footage. They compensate camera movement by101
tracking the person and calculate optical flow in person-102
centered tracks. In [41] a method based on particle103
filtering is used for modeling crowd flow and detect104
anomalies.105
All of the above mentioned human-centric approaches106
operate either with static cameras, i.e., human can be107
located based on background subtraction, or with sim-108
ple backgrounds from which human can be extracted109
easily, as for example football or ice hockey fields. More110
recent human-centric approaches [25], [30], [23], [34] deal111
with action localization in realistic video. Laptev and112
Perez [25] aggregate local spatio-temporal features over113
time into a spatio-temporal grid. They use keyframe114
priming to refine the output of their method. In [30]115
authors also adopt a human-centric approach where116
vocabularies of local motion and shape features are117
combined with a voting approach. Liu et al. [26] propose118
a combination of static and motion low-level features119
and efficient techniques for mining the most discrim-120
inative ones in realistic youtube videos. The method121
proposed in [23] localizes actions in space and time by122
first extracting human tracks and then detecting specific123
actions within the tracks using a sliding window clas-124
sifier. Actions are described by track-aligned 3D-HOG125
features. These features are shown to be complementary126
to our human-object interaction descriptors and are in-127
corporated in our final classifier.128
The weakly-supervised approaches by Ikizler et129
al. [20], [21] attempt to decrease the amount of super-130
vision necessary for training action classifiers. Training131
videos for learning actions are obtained inexpensively132
from YouTube [21]. Their approach is robust to the low-133
quality video as well as complex scenes necessary for134
such video material.135
Several works tackle the problem of recognizing136
human-object interactions in video [13], [14], [19], [28],137
[29]. Messing et al. [29] introduce a dataset of human-138
object interactions recorded in controlled conditions and139
propose a descriptor based on the velocity history of140
tracked point features. Matikainen et al. [28] extends this141
descriptor to include relations between pairs of tracked142
points and quantize them into vocabularies. In contrast143
with our work, both these approaches are based on low-144
level features to describe actions. The work most closely145
related to ours is by Gupta et al. [19]. They model the146
action object and the human-object motion for classifying147
interactions between humans and objects. However, the148
motion features used in their approach are more fragile:149
they rely on hand trajectories to model how objects are150
reached and grasped. In particular, the velocity profile151
of the reaching hand and the time interval between a152
reach and a grasp motion proved to be powerful features153
in their experiments. Nevertheless, these fine-grained154
features rely on motion extracted based on background155
subtraction, which limits its applicability to static cam-156
eras and backgrounds (as opposed to uncontrolled video157
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such as feature films). Moreover, [19] requires substantial158
annotation effort for training, including the location of159
the person, of its hands, and a pixelwise segmentation160
of the action object in all video frames. Filipovych and161
Ribeiro [13], [14] model human-object interactions based162
on the trajectory and appearance of spatio-temporal163
interest points. Their approach is demonstrated in con-164
trolled videos taken by a static camera against a static,165
uniform background. Importantly, the scene is seen from166
the actor’s viewpoint. This is substantially different from167
the type of video we consider.168
Our work is also related to methods for modeling169
human-object interactions in static images [32], [44],170
[45]. However, these approaches do not take advantage171
of motion characteristics of actions. Furthermore, [44]172
operates in a constrained setup where human location is173
given even at test time, and [45] expects the full human174
body pose to be always visible.175
3 OVERVIEW OF OUR METHOD176
In this section we present an overview of our approach177
to action recognition, based on explicitly modeling the178
human-object interaction (fig. 2). We summarize the179
stages of the pipelines for training the model for an180
action class (sec. 3.1) and for localizing it in space and181
time in a novel test video (sec. 3.2).182
3.1 Training183
Input. In order to train the model for an action class,184
our method takes as input: (i) a long video includ-185
ing instances of the action class; (ii) spatio-temporal186
cuboids, constant in the spatial dimension. Each annota-187
tion cuboid defines the location in time and space of a188
human performing an instance of the action class; (iii) for189
each annotation cuboid, the location of the action-object190
is annotated in one frame within the temporal extent of191
the cuboid. In the following we describe each step of the192
training (TR) procedure, marked as TR1− 5.193
TR1. We localize and track the humans in the training194
video. We first apply the human detector of [32] inde-195
pendently on each frame and then link the resulting de-196
tections over time into tracks (sec. 4). For each annotation197
cuboid, we select the track which best overlaps with it198
and cut it to the precise temporal extent. This results in199
our set of positive human tracks. There is exactly one such200
track for each cuboid.201
As the overall goal of our work is to learn the relative202
motion between humans and objects that is characteristic203
for the action class, we also need to track action-objects.204
For each annotation cuboid, we track the object starting205
from the single annotated frame forward and backward206
in time until either end of the temporal extent of the207
cuboid (sec. 4). These form the positive object tracks (fig. 3,208
left). Again, there is exactly one such track for each209
cuboid. For each cuboid we now associate its human210
and object track into a positive human-object pair.211
Fig. 2. Overview of our method. We show the training
pipeline (TR1− 5) and the test pipeline (TE1− 3). See text
for details.
TR2. We use the object windows in all frames of all212
positive object tracks as positive samples for training an213
action-object detector using the recent method of [10]214
(sec. 4.1).215
TR3. We use the detector from TR2 on the negative216
parts of the training video (i.e. parts not overlapping217
in time with any cuboid), and then run our tracker to218
link the resulting detections over time, obtaining negative219
object tracks. These are valuable ‘hard negatives’. We now220
form negative human-object pairs by associating negative221
human and object close in space and time (sec. 5.2).222
TR4. For each human-object pair we compute an inter-223
action descriptor capturing the relative location, relative224
area and relative motion of the object wrt the human225
(sec. 5.1). Moreover, we also compute the low-level226
3DHOG-track descriptors [23] for each human track in227
a pair. As a third descriptor, we use the score of the228
object detector trained in TR2 on the object track in a229
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Fig. 3. Tracking at training and test time. (Left) The training stage TR1 tracks the annotated bounding-boxes (dashed
yellow) throughout the temporal extent of the annotation cuboid (persons in green and objects in cyan). (Right) The test stage
TE1 detects both humans and objects automatically and tracks them throughout the video. For illustration we show here only
two object tracks, out of many more (a positive one covering the cup, and a negative one on the actor’s face).
pair (sec. 6).230
TR5. We use the descriptors from positive and nega-231
tive human-object pairs to train a discriminative action232
classifier (sec. 6).233
3.2 Testing234
Input. Given an input test video we localize the action235
class in space and time. Note the complexity of the task:236
we localize a short action in a full length movie.237
TE1. We compute human tracks on the test video with238
the same technique as in TR1 (sec. 4). However, as we239
now have no cuboid annotations, we retain all human240
tracks for the later stages. We also compute candidate241
object tracks by first running the single-frame action-242
object detector learned in TR2, and then running our243
tracker to link the resulting detections over time (fig. 3244
right). We then associate human and object tracks into245
human-object pairs (sec. 5.2).246
TE2. These raw pairs are unlikely to precisely cover247
the temporal extent of the action. In order to obtain248
an appropriate temporal extent of the action, we use a249
multi-scale temporal sliding window to produce multi-250
ple candidates with different temporal extents for each251
test pair (sec. 5.3).252
TE3. For each candidate pair, we compute the three de-253
scriptors as in TR4 and score it with the action classifier254
trained in TR5. As a last step, we suppress multiple255
detections of the same action instance: we remove any256
candidate with significant overlap in space and time257
with a higher-scored candidate.258
4 TRACKING HUMANS AND OBJECTS259
Our approach for modeling human-object interactions260
depends on the availability of human and object tracks261
in the same time period. For robustness, it is important262
to ensure the highest possible recall for both human and263
object tracks, as missing either of the two prevents the264
system from recognizing the action.265
It is an elusive goal to design robust detectors and266
trackers to deal with difficult, small objects such as267
cigarettes or cups. Instead, we propose a tracking-by-268
detection approach that can be run on top of weak269
single-frame detectors, and produces a large number of270
candidate tracks in order to miss as few positive tracks271
as possible, see sec. 7.1.2 for an experimental evaluation.272
Then, in sec. 5 we introduce a highly discriminative273
descriptor that allows to mine for relevant human-object274
track pairs out of this pool of candidates.275
4.1 Detection276
Humans. Detecting humans in the C&C dataset is par-277
ticularly hard due to their variety of appearance, pose,278
viewpoints and lighting conditions. The previous work279
of Klaser et al. [23] used a human detector based on280
HOG features [4] trained on C&C to learn the specific281
features of this dataset.282
We take a more general approach by employing the283
generic part-based human detector presented in [32].284
This detector combines four part detectors dedicated to285
different regions of the human body (including full-body,286
upper-body, and face). It was trained from external still287
images without using any C&C images [32, sec. 2]. Two288
of the four components of this combined detector are289
taken from the popular person detector of [10].290
Objects. Detecting small objects such as cups and291
cigarettes is an even harder task than detecting humans.292
In addition to being small, these objects present a high293
degree of pose and appearance variability. For this task294
we rely on the detection approach of Felzenswalb et295
al. [10], which demonstrated state-of-the-art results on296
the PASCAL VOC object detection challenge [8]. We use297
the windows from the positive object tracks obtained in298
TR2 as positive training data. As negative training data299
we randomly sample windows from Caltech-101 [11].300
4.2 Tracking301
Tracking is needed at various stages of our approach.302
During training we need to track each action object303
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Fig. 4. The DPT-MS tracker at test time. In the first frame (left) the cup is automatically detected by an object detector. In
the subsequent frames no detections are found on the cup. DPT-MS produces an object track (dashed window) by propagating
the detection from the first frame according to point tracks (white segments). In the last frame (right) the cup is again detected.
DPT-MS adds this detection to the track and uses it to update the confidence score, but not the location of the track.
starting from the initialization in a single annotated304
frame (TR1). This is a traditional tracking task [43], [42],305
[18]. Furthermore, during TR1 we need to link over time306
human detections obtained automatically in individual307
frames. This is instead a tracking-by-detection task [2],308
[12], [23]. During testing (TE1) tracking-by-detection is309
needed again for both humans and objects (as at this310
point we have an object detector from TR2).311
Previous works [2], [12], [23], [33] have been successful312
in tracking people in realistic videos by linking the313
output of a person detector run independently on each314
frame (tracking-by-detection). However, tracking small315
objects such as cups or cigarettes in this manner is316
much harder because detectors tend to miss the object317
in many frames. As a consequence, the object motion318
is typically broken into many short tracks. Furthermore,319
tracking-by-detection does not work when we do not320
have a detector yet, i.e. when the object to be tracked321
is given only as a bounding-box in a single frame. This322
corresponds to the traditional tracking scenario where323
the target is annotated in one frame [43], [42], [18].324
We propose here a general-purpose tracking method325
to robustly track multiple targets in an integrated man-326
ner that encompasses both the traditional tracking of327
a target annotated in one frame and the tracking-by-328
detection scenario. Inspired by [37], our algorithm takes329
as input any number of detection windows of the target,330
and propagates them forward and backward in time331
based on point-tracks. During this process, multiple332
windows that spatially meet in a frame are automatically333
merged in a single output track.334
Our tracker, referred to by dense point tracks [39] –335
median shift (DPT-MS), works as follows:336
1) Input. A sequence of frames {s, . . . , e} and a set337
of detections Di for each frame i ∈ {s, . . . , e}. At338
least one detection in one frame is required for the339
algorithm to run. If more are provided, the algo-340
rithm will try to link them over time (tracking-by-341
detection). Any in-between situation is supported,342
e.g. where some targets have a single initialization343
window and others have a sparse set of windows344
output by a detector. For producing point tracks345
we compute long-term point tracks using the code346
of [39] over the entire sequence.347
2) Initialization. Let f be the first frame for which a348
detection is available. For each detection Dfj ∈ Df349
create a new track Tj , and add it to the overall track350
set T .351
3) Forward pass. Loop over frames i from f to e352
a) Loop over tracks Tj ∈ T353
i) Update location. The position of T i+1j of354
track Tj in frame i + 1 is the position355
of T ij shifted by the median displacement356
between frame i and i+1 of the point tracks357
inside window T ij .358
ii) Include a detection. If a detection Di+1k in359
frame i + 1 substantially overlaps with360
T i+1j , then it is assigned to T
i+1
j . The detec-361
tion Di+1k is then removed from Di+1. This362
step has no other effect for the moment.363
The detections assigned to a track will be364
used in step 6) to compute its confidence365
score.366
b) Add new tracks. For each detection Di+1k that367
was not included into an existing track in step368
3.(a).ii, we start a new track and add it to T .369
4) Backward pass. Store away the current tracks.370
Restart the process from step 2, this time over the371
reversed sequence from f to s.372
5) Concatenate forward-backward tracks. Assemble the fi-373
nal tracks by concatenating the tracks from forward374
pass to the (reverse) tracks from backward pass.375
6) Confidence scores. The confidence of a track is the376
average over the scores of the windows it contains,377
where the windows scores are normalized between378
0 and 1. Windows which are not supported by379
any detection (see the two central images in fig. 4)380
are given a score of 0, thus penalizing the overall381
average.382
An important problem this tracker addresses is that383
detectors of small objects such as cigarettes and cups384
tend to produce sparse detections in time. As we ob-385
served in Coffee & Cigarettes, it is common to have386
tens of frames without detecting the object. DPT-MS387
links detections even in this situation, see figure 4 for388
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an illustration. Moreover, it can be used to track any389
object by providing a single initialization window in one390
frame, as the tracker updates the position of a window391
over time according to the median motion of its point392
tracks. Once a track is initialized, it does not require393
additional detections to survive, as opposed to [12],394
[23], [38]. Finally, note how DPT-MS tracks any number395
of detections in parallel without substantial increase in396
computation time.397
Robust point tracks. For obtaining point tracks in step398
1, we rely on the recent work on obtaining dense point399
trajectories [39] from large-displacement optical flow [3]400
(LDOF). LDOF is a variational technique that integrates401
discrete point matches, namely the midpoints of regions,402
into a continuous energy formulation. The energy is403
optimized by a coarse-to-fine scheme to estimate large404
displacements also for small scale structures. As opposed405
to traditional optical flow, the algorithm [39] tracks406
points over multiple frames, not only over two.407
5 MODELING HUMAN-OBJECT INTERACTIONS408
In this section we model the interaction between a409
human track H and an object track O in terms of relative410
position and motion features (stages TR4 and TE3).411
These features are computed for a human-object track412
pair, which have been formed before. Positive human-413
object pairs are formed easily at training time, as there is414
only one possible pair for each annotation cuboid (TR1).415
Instead, forming negative training pairs, and all pairs416
at test time, requires a dedicated procedure which we417
describe in sec. 5.2. In sec. 5.1 we start by presenting418
our interaction descriptor, which we compute for any419
human-object pair.420
5.1 Interaction descriptor421
In the following we describe the relative location, area422
and motion of the object track wrt the human track in423
the time interval [tmin, tmax] in which they both exist (i.e.424
the intersection of their temporal extents). Note that both425
H and O have a window Ht and Ot in every frame t ∈426
[tmin, tmax], as our tracker never skips a frame (sec. 4.2).427
At every frame t in the interval [tmin, tmax] we com-428
pute three features:429
1) Relative location. The relative location l(Ht,Ot) of430
the object window Ot wrt to the human window431
Ht in frame t432
l(Ht,Ot) = ((Otx −Htx)/HtW , (Oty −Hty)/HtH) (1)
where subscripts indicate a window’s center x, y,433
width W and height H .434
2) Relative area. The area of Ot relative to Ht435
a(Ht,Ot) = area(Ht)/area(Ot) (2)
3) Relative motion. The relative motion of the object wrt436
to the human is an important cue for distinguishing437
actions. We define this as the 2D vector438
m(Ht,Ot) = l(Ht,Ot)− l(Ht−1,Ot−1) (3)
the difference between the relative location439
l(Ht,Ot) in frame t and l(Ht−1,Ot−1) in frame440
t − 1. We represent this vector by its magnitude441
and direction.442
We compute an interaction feature at every frame of443
a human-object pair and then aggregate them into a444
single descriptor of fixed dimensionality as follows. For445
each feature we accumulate its values over the time446
interval in a histogram. We independently L1-normalize447
each histogram and then concatenate them to obtain the448
final interaction descriptor. The 2D relative location and449
relative motion cues are quantized into 16-dimensional450
histograms each and relative area is quantized into 4451
dimensions. This results in a total of 36 dimensions.452
Interestingly, we did not observe any improvement by453
using a higher dimensionality.454
5.2 Forming human-object pairs455
We describe here how to associate human and object456
tracks when collecting negative human-object pairs dur-457
ing training (stage TR3) and when forming pairs during458
testing (stage TE2). A simple approach would be to take459
all temporally overlapping pairs of human and object460
tracks. However, this would lead to a huge number of461
pairs, which would make action detection very slow.462
Instead, we perform here a preselection stage, where we463
associate pairs based on two interaction features from464
sec. 5.1.465
Learning interaction ranges. Previous works on human-466
object interactions [19], [32], [45], [44] have shown the467
importance of limiting the spatial range of an action-468
object wrt a human. We learn the interaction range for469
the relative location and relative area features. After the470
training step TR1, we have a set of positive human-471
object track pairs. For each frame in every human-object472
pair, we compute the two interaction features, see fig. 5473
for their distribution. For each feature, we then select474
the range of the feature such that 90% of the mass of the475
distribution is contained in it. Note how this threshold476
operates at a frame level thus discarding 10% of the477
outlying mass of the distribution and preserving relevant478
geometric information from the remaining frames.479
Forming pairs. The ranges learned for the spatial in-480
teraction features are used to select spatially consistent481
pairs from the set of temporally overlapping ones. Fig. 5482
illustrates the feature distributions and learned ranges483
for the drinking action from Coffee & Cigarettes.484
5.3 Temporal chunking at test time.485
In the above pairing scheme, the temporal extent of486
a test pair is simply the time interval during which487
both tracks exist. Instead, we would like to focus on488
the temporal segment where the action takes place. For489
this reason we introduce a multi-scale temporal sliding-490
window mechanism for the test human-object pairs. For491
our experimental results we use three temporal scales,492
7
Fig. 5. Learning the interaction ranges. Histograms of relative location and relative area accumulated over all positive
training human-object pairs. In red are shown the learned ranges. The left plot shows that the location of the cup is typically
in the middle of the human window along the horizontal axis and slightly above it along the vertical axis.
which are learned from the training cuboids. Given the493
temporal duration of these cuboids, k-means determines494
three clusters. The durations corresponding to the cluster495
centers are used as temporal scales. The step size is496
fixed to 10 frames in all our experiments. The output497
of this procedure is a large number of overlapping test498
pairs which are then scored by our action classifier499
TE3 (sec. 6). As a final step, we apply non-maxima500
suppression in order to suppress multiple detections of501
the same action instance: we remove any candidate with502
significant overlap in space and time with a higher-503
scored candidate.504
6 ACTION CLASSIFIER505
This section presents how to train the action classifier506
(stages TR4 and TR5). We train multiple classifiers based507
on different features capturing complementary aspects of508
actions. The goal of each classifier is to decide whether509
a human-object track pair (H,O) is an instance of the510
action class. In a final step, we combine the output of all511
classifiers into a single action classifier. This is used to512
score candidate track pairs during testing (stage TE3).513
Human-object interaction classifier. The training stage514
TR4 outputs an interaction descriptor (sec. 5.1) for each515
training (H,O) pair. We train an SVM classifier with516
an intersection kernel [27] to separate descriptors from517
positive and negative pairs.518
Action-object classifier. For each training pair (H,O),519
we collect the score of the object detector in each frame520
of the object track O. The maximum value over the track521
is taken as the output of this classifier. Given that the522
object might be hard to recognize in many frames due523
to viewpoint changes and localization inaccuracy, the524
maximum value gives the track a high score as long as525
at least one frame has a high score.526
3DHOG-track classifier. We compute the 3DHOG-track527
features [23] on the human track H. This feature extends528
the HOG image descriptor to videos by extracting 3D529
HOG descriptors for spatio-temporal subvolumes of the530
track. It goes beyond a rigid spatio-temporal cuboid [25],531
[40], as it adjusts piecewise to the spatial extent of the532
tracks. This introduces a more flexible representation,533
where the descriptor remains centered on the action. The534
3DHOG-track feature is complementary to our human-535
object interaction descriptor, as it captures low-level ap-536
pearance and motion information. Experimental results537
demonstrate their complementarity (sec. 7.1.3). We train538
a non-linear SVM classifier with RBF kernel to separate539
positive and negative training track pairs.540
Combined action classifier. We linearly combine the541
output of the three above classifiers by training a linear542
SVM on the 3D vector of outputs from positive and543
negative training pairs. At test time, stage TE3, we544
use this classifier to score all test pairs (obtained as in545
sec. 5.2).546
7 EXPERIMENTAL RESULTS547
We present an evaluation of our method on two ex-548
isting dataset of human-object interactions: Coffee &549
Cigarettes [25] (sec. 7.1) and the Gupta video dataset [19]550
(sec. 7.2). These datasets are complementary. Coffee &551
Cigarettes focuses on accurate spatio-temporal localiza-552
tion of two actions in a full-length realistic movie. In553
contrast, the Gupta video dataset has more action classes,554
but the videos are taken in a controlled laboratory en-555
vironment and each video clip contains only a single556
action. Furthermore, the task is multi-class classification557
of the clips, i.e., the actions are approximatively localized558
and localization in space and time are not evaluated. We559
also investigate the performance of human and object560
tracks and human-object track pairs on Coffee & Cigarettes561
(sec. 7.1.2).562
7.1 Evaluation on Coffee & Cigarettes563
The film Coffee & Cigarettes consists of 11 short sto-564
ries, each with different scenes and actors. The C&C565
dataset [23], [25] focuses on the actions drinking and566
smoking.567
For drinking, the training set contains 41 video clips568
from 6 short stories. Additionally, it contains 32 samples569
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from the movie Sea of Love and 33 samples recorded in570
a lab. This results in a total of 106 positive drinking571
samples for training. We collect 50000 negative samples572
(human-object pairs) from the 6 training short stories by573
selecting sequences which do not overlap with any of574
the positive samples.575
For testing, instances of the drinking action are local-576
ized in 2 short stories not used for training, i.e., in 24577
minutes of video, which contain 38 drinking samples578
corresponding to a total of 1.8 minutes.579
The smoking training set contains 78 samples: 70580
samples from 6 short stories of C&C (the ones used581
for training the drinking action) and 8 from Sea of582
Love. Analogously to the drinking action, we use 50000583
human-object pairs from the 6 short stories of C&C not584
overlapping with any annotation as negative training585
samples. For testing, instances of the smoking action586
are localized in 3 short stories not used for training,587
i.e., in 21 minutes of video, which contain 42 smoking588
samples corresponding to a total of 2.3 minutes. Note589
the difficulty of spatio-temporal detection of such short590
actions in realistic full-length videos.591
The training annotations [25] come in the form of592
cuboids A which define the location in time and space593
of humans performing the action. For each training594
cuboid we complement these original annotations with595
a bounding-box delimiting the action-object in one frame.596
7.1.1 Evaluating the DPT-MS tracker597
In this section we evaluate our tracker presented in598
sec. 4. While tracking humans in the C&C dataset is599
quite easy [23], this dataset poses a serious challenge600
for tracking small objects such as cups and cigarettes601
which are central to recognizing actions. These objects602
are often very small, occluded by the person and in603
difficult lighting conditions.604
We evaluate DPT-MS for tracking cup and cigarette605
objects in the training sequences for the drinking and606
smoking actions. We operate our tracker in a traditional607
scenario, where we use the object location annotated in608
one frame of every positive training clip as initialization609
(see sec. 3.1). We, then, have the tracker run through the610
temporal extent of the action (typically < 100 frames).611
For evaluation only, we manually marked the ob-612
ject bounding-box in each frame of the training clips613
(throughout the paper these annotations are never used614
for training). We count a bounding-box output by the615
tracker as a correct detection if it overlaps with the616
ground-truth object by more than 50%. We measure617
recall R as number of correct detections divided by the618
number of frames where the object is visible. All other619
tracker outputs are counted as false-positives. Precision620
P is the number of correct detection. The F-measure621
combines these two measures as F = 2PR/(P +R).622
Results are presented in tab. 1 where we compare623
to three state-of-the-art techniques [17], [18], [22]. In-624
terestingly, DPT-MS outperforms the more complex ap-625
proaches [17], [18] on this dataset, although the approach626
[17] [18] [22] DPT-MS
D
ri
nk recall 0.748 0.798 0.939 0.829
precision 0.756 0.821 0.964 0.923
f −measure 0.752 0.809 0.951 0.873
Sm
ok
e recall 0.774 0.720 0.868 0.823
precision 0.779 0.768 0.911 0.824
f −measure 0.777 0.743 0.889 0.823
TABLE 1
Evaluation of our DPT-MS tracker. We compare to other
popular tracker by presenting standard recall, precision and
f-measure statistics.























Ours Single Frames (49)
Felzenszwalb et al. Tracks (50)
Felzenszwalb et al. Single Frames (42)
Fig. 6. Human detection performance. See text for details.
of Kalal et al. [22] does even better. However, it is627
important to note that, unlike [17], [18], [22], DPT-MS is628
specifically designed to handle both traditional tracking629
(i.e. from a manual annotation in one frame) as well630
as tracking-by-detection, which simultaneously tracks a631
very large number of candidate windows. In sec. 7.1.2632
we show that this is a crucial requirement for obtaining633
a sufficient recall in detecting and tracking the object of634
interest in the C&C dataset.635
Finally, DPT-MS is computationally very efficient.636
Computing the point tracks of [39] takes 2 seconds per637
frame and represents nearly all the runtime of DPT-MS.638
The rest of the procedure (sec. 4.2) tracks simultaneously639
1000 candidate windows over two frames in only 10640
milliseconds and it is linear in the number of windows.641
In comparison, although [22] tracks one window over642
two frames in 20 milliseconds, it would take 20 seconds643
to track 1000 windows, making it impractical on a full-644
length movie such as the C&C dataset.645
7.1.2 Evaluating human and object tracks646
Humans. In order to compare the human detection647
and tracking performance of our method with the one648
from Klaeser et al. [23] we evaluate on their dataset. This649
dataset is composed of 137 frames of C&C [25], for which650
a total of 260 ground-truth bounding-boxes are available.651
These frames are extracted from sequences of the movie652
that are not part neither of the training nor the test set.653
Unlike the original C&C annotations that provide the654
location of humans performing the action, this dataset655
contains the location of every human in an image. A656
person is considered to be correctly localized when657
9






































Fig. 7. Object detection performance. See text for details.
the predicted and ground-truth bounding-boxes overlap658
more than the PASCAL VOC criterion (i.e. Intersection-659
over-Union above 50%). Performance is summarized by660
average precision (AP).661
Fig. 6 compares four methods. The two Single frames662
methods run a human detector on each test image663
independently: (i) the popular human detector of [10],664
trained on the PASCAL 2007 VOC training set [8]; and665
(ii) our detector [32], which complements [10] with addi-666
tional detectors specialized for the face and upper-body667
regions (sec. 4.1). We can observe that the combination of668
different human part detectors [32] is beneficial on this669
difficult Coffee & Cigarettes dataset, improving over [10]670
by 7% AP.671
The Tracks methods link the detections output by the672
corresponding detector using the tracker presented in673
sec. 4.2. For this evaluation, detections are first computed674
on each frame in a short temporal interval around a675
test image, and then linked using the tracker. However,676
evaluation is only done on the 137 test frames, as for the677
Single frames methods. The associated score is the one of678
the track, i.e., the average detection score over the track.679
The Tracks methods outperform substantially both680
their corresponding single-frame methods, confirming681
the contribution of our DPT-MS tracker. The “Ours682
Tracks” method gets +12% AP over the single-frame683
detector of [32]. Moreover, it also achieves 9% higher684
AP than the human tracker of [23] (AP 52%). This is685
remarkable, as [23] was trained specifically on C&C,686
while our detector is trained using only external material687
([32, sec. 2]).688
Objects. We evaluate object detection performance on689
frames selected from the test part of C&C. We sample690
either one or two frames from every positive sample de-691
pending on its temporal length. This results in 54 frames692
for drinking and 47 for smoking. We also evaluate on693
negative images (i.e. not containing the object): for each694
class we select a number of negative images that reflects695
the proportion between positive and negative frames696
in the test set. This results in 500 negative images for697
drinking and 349 for smoking. As discussed in sec. 4.1,698
we train the object detection model of [10] from all win-699
dows in the positive object tracks automatically obtained700
and negative images from Caltech-101. The only manual701
annotation used for training was a bounding-box in one702
frame of each action instance.703
Fig. 7 compares the performance of the object detectors704
Drinking Smoking
|H| 8924 (94%) 12558 (93%)
|O| 49319 (92%) 71737 (93%)
|(H,O)| 418980 (90%) 1619284 (89%)
TABLE 2
Number of tracks and recall (in parentheses) for humans H,
objects O and human-object pairs (H,O) on the Coffee &
Cigarettes test set.
on the test part of the dataset in the Single Frames and705
the Tracks modes. The Tracks mode, although introducing706
some additional false-positives, doubles the maximum707
recall compared to the Single Frames mode, and detects708
more than 90% of all object instances. This fits the goal709
stated at the beginning of sec. 4: to produce a pool of can-710
didate tracks which misses as few true object instances711
as possible. The lower performance of the Tracks method712
in terms of Average Precision is inherent to the context713
we operate in: we deal with detections which are sparse714
in time (typically less than 30% of a positive track’s715
frames are supported by a detection) and every frame716
where a detection is missing penalizes the overall score717
of the track. As a result, the average track score loses718
significance. The track score could certainly be made719
more robust to outliers, but this was not necessary in720
our context, which requires maximum recall. Note also721
that this is not a problem when a reliable detector is722
available, as is the case for human detection (fig. 6).723
We stress that object detection and tracking in this724
dataset is very difficult due to the highly cluttered725
scenes, varying lighting conditions, and especially the726
small size of the objects. In fact 76% of the objects cover727
less than 1.5% of the image surface.728
Human-object pairs. In order to localize an action729
with our human-object interaction model, the human730
as well as the object track need to be present. To miss731
as few as possible human-object pairs performing the732
action, we keep all human and object tracks, i.e., we733
operate at the maximum recall level, see the right-most734
datapoints in fig. 6 and 7. The corresponding numbers735
are reported in tab. 2. Note that the number of tracks736
and the recall are reported for the final test datasets, i.e.,737
the two and three short stories used to evaluate drinking738
and smoking localization.1739
Given this set of human and object tracks, we form740
human-object pairs based on the approach described in741
sec. 5.2, i.e., use preselection based on relative location742
and area. This results in 418980 track pairs and a recall743
of 90% for drinking and 1619284 track pairs and a recall744
of 89% for smoking, see last row of table 2. This shows745
that the recall is sufficiently high, to make localization746
of most action instances possible.747
This is not the case, if we keep only the 50% highest748
scoring human and object tracks, i.e., the overall number749
1. This explains the difference in recall for human tracks wrt figure 6,
where the evaluation is performed on a different subset of C&C.
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Drinking Smoking
Interaction classifier 32 16
Object classifier 4 6
3DHOG-track classifier 52 22
Combination 62 33
Laptev et al. [25] 43 -
Willems et al. [40] 45 -
Klaeser et al. [23] 54 25
TABLE 3
Average precision for spatio-temporal localization on
C&C. First three rows: our individual classifiers. Fourth
row: our full method combing the three classifiers. Last three
rows: competing methods ([25], [40] do not report AP for
smoking).
of human-object pairs is reduced by approximatively a750
factor four and recall drops to 43% respectively 39% for751
drinking and smoking.752
In the next section we will show that our interaction753
descriptor is sufficiently powerful to discard the large754
number of track pairs which do not contain the action.755








































Fig. 8. Precision-recall curves for C&C. Performance
for spatio-temporal localization of the actions drinking (left)
and smoking (right). For each method we present its average
precision (AP) in parenthesis.
7.1.3 Evaluating action detection (localization in space756
and time)757
We now evaluate the performance of our approach for758
spatio-temporal localization of the actions drinking and759
smoking on the Coffee & Cigarettes dataset and compare760
to the state of the art. We adopt the evaluation protocol761
of [25]: an action is correctly detected if the predicted762
spatio-temporal detection overlaps at least 20% with the763
ground-truth cuboid. The overlap between a ground-764
truth annotation cuboid A and a human-object pair765
(H,O) is given by (A ∩ H)/(A ∪ H) (i.e. for evaluating766
our method we use the human track within a pair, as767
this corresponds to the standard protocol).768
Fig. 8 shows precision-recall curves for drinking and769
smoking actions obtained with our combined method770
(‘Combination’) and the individual classifiers. Table 3771
reports the average precision (AP) and compares to the772
state of the art [25], [40], [23]. The classifier based on the773
score of the object detector (second row) performs very774
poorly, which confirms that a human-object interaction775
cannot be defined purely based on the appearance of776
the object involved. The human-object interaction model777
we propose achieves good performance already when778
used on its own (first row). This shows how the rela-779
tive location and motion of the object wrt the human780
is a distinctive feature characterizing the human-object781
interaction. More importantly, combining it with the low-782
level 3DHOG-track descriptor 2 improves on both and783
leads to a significant improvement over the state-of-the-784
art [23] (+8% AP). This demonstrate that our interaction785
model is complementary to traditional low-level descrip-786
tors. Fig. 9 and 10 show some of the top-scored human-787
object pairs according to the combined action classifier.788
7.2 Multi-class classification on Gupta video dataset789
The Gupta video dataset [19] contains 60 video clips with790
10 actors performing 6 different actions, i.e. drinking791
from a cup, spraying from a bottle, answering a phone792
call, making a phone call, pouring from a cup and793
lighting a flashlight. For each action, the videos are794
split into 5 training and 5 test videos. Unlike the C&C795
dataset, these videos are shot in controlled conditions796
inside a laboratory with a static camera and a static797
background of uniform color. Furthermore, the video798
clips are restricted to the temporal extent of the action.799
Fig. 11 shows frames extracted from the Gupta video test800
set. Since the annotations used in [19] are not available801
online, we have re-annotated the dataset to the same802
level as in 7.1: for each video one cuboid on the human803
performing the action and a bounding-box delimiting the804
object in one frame.805
We train an action classifier for each of the six actions806
using as negative examples the training videos from the807
other classes. If two actions share the same object we808
merge the object tracks from the training videos and809
learn a single detector in step TR2 (this happens for cup810
and phone). Given a test video, we evaluate the action811
classifier score for each of the six actions and return as812
class label the one with the highest score. Note that the813
sliding window mechanism of sec. 5.3 is not required,814
as the video clips are already temporally segmented815
to the extent of the action. For evaluation we measure816
the percentage of test videos for which the algorithm817
predicts the correct label, as in [19].818
Table 4 shows the multi-class action classification re-819
sults. Remarkably, the proposed interaction model al-820
ready achieves 80% accuracy on its own and outper-821
forms the 3DHOG-track. This demonstrates how our822
explicit modeling of the object motion trajectory is a823
strong cue for action classification. The interaction model824
performs better on this dataset than on C&C, because825
the objects are easier to track in these simpler imaging826
conditions.827
2. Our reimplementation of the 3DHOG-Track classifier achieves
a slightly lower performance than the one reported by [23] (52/22
vs 54/25). This might be because [23] uses a finer temporal sliding
window for the test tracks (7 scales vs our 3).
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Fig. 9. Drinking results. Human-object pairs localized in test videos. The ordering corresponds to the ranking of the
combined action classifier. We also show the rank of the individual classifiers separately (I: interaction classifier, H: 3DHOG-
track classifier). These results show that the interaction and 3DHOG-track classifiers complement each other. Samples 13 and
14 have a relatively low 3DHOG-track score, whereas the interaction classifier successfully captures the discriminative motion
of the object track. In contrast, for samples 2 and 4 the object track is incorrect, resulting in a lower interaction score rank,
whereas the 3DHOG-track classifier correctly scores these samples highly. It is interesting, how our method finds object tracks
also on unconventional objects such as the jug in samples 25 and 32, which receive top scores by the interaction classifier. For
these examples 3DHOG-track fails due to the unusual object appearance. This confirms the ability of the interaction classifier
to generalize the appearance of objects and describe their relative motion wrt to the human. Failure cases of the interaction
classifier are often due to other objects moving in a similar way as action objects. For example in sample 30 the actor is
pouring water from a teapot, resulting in a trajectory similar to the drinking action. For the 3DHOG-track classifier, a typical
failure case is when low-level features perform poorly, as is the case in scenes with difficult lighting conditions, as in sample
14, or when the object has an unusual appearance, as in 25 and 32. Other failures by 3DHOG-track (classifying a negative
as positive) are due to the actor being in a pose similar to the action, but not performing it, as in sample 12. Note that the






Gupta et al. [19] 93
TABLE 4
Average classification accuracy on the Gupta video
dataset.
The performance obtained with our combined action828
classifier is on par with the result from [19]. Note829
that [19] explicitly takes advantage of the static cam-830
era and background used in these videos, rendering831
it unsuitable for more complex videos such as C&C.832
Moreover, our method needs substantially less manual833
annotation for training than [19], which requires the loca-834
tion of the person’s hand and a pixelwise segmentation835
Fig. 12. Confusion matrices on the Gupta video
dataset. (Left) performance of the interaction classifier;
(Right) combined action classifier.
of the object in every frame of all training videos.836
Figure 12 presents the confusion matrices, show-837
ing that most errors made by the interaction classifier838
are due to the similarity of the action ‘lighting torch’839
with ‘pouring water’ and ‘spraying’. These were dis-840
tinguished in [19] based on the color of the action-841
12
Fig. 10. Smoking results. Human-object pairs localized in test videos. The ordering corresponds to the ranking of the
combined action classifier. We also show the rank of the individual classifiers (I: interaction classifier, H: 3DHOG-track
classifier). In many cases the interaction and 3DHOG-track classifiers agree and assign both a high score to a positive sample.
Complementary scores are obtained for samples 16, 23, 30 and 49: the interaction classifier correctly penalizes these negative
samples without correct object motion, whereas 3DHOG-track is unable to distinguish them and assigns high scores. Note
that sample 49 is a true negative, as it represents a person holding a cigarette and not smoking. For sample 19 the object track
does not cover the correct object, thus the interaction classifier gives a low score, whereas the 3DHOG-track classifier assigns
a high score. (*) For the smoking action we point out that the imprecise temporal extent of the annotations sometimes leads to




Combination (our full method) 92
Messing et al. (full method) [29] 89
Messing et al. (point tracks) [29] 67
Matikainen et al. (point tracks) [28] 70
TABLE 5
Average classification accuracy on the Rochester
Daily Activities dataset.
object, a feature which is not used here. Misclassifica-842
tions between ‘answering’ and ‘calling’ are due to their843
similar motion. In the case of the combined classifier,844
there are only two misclassified samples, i.e, ”light” is845
misclassified as ”answer” and ”pour” as ”spray”, see846
figure 11. These could probably be removed if colour847
information was used.848
7.3 Multi-class classification on Rochester Daily Ac-849
tivities dataset850
The Rochester Daily Activities [29] dataset contains 10851
activities of daily living recorded in a controlled envi-852
ronment with a static camera and background (fig. 13).853
Each activity was performed three times by five persons,854
for a total of 150 videos. Unlike the more challenging855
C&C dataset, the videos are restricted to the temporal856
extent of the action.857
We first compare classification performance using our858
interaction descriptor (sec. 5.1) with two other state-of-859
the-art motion descriptors aimed at capturing distinctive860
motion patterns in human-object interactions [29], [28].861
More specifically we compare to the Velocity Histories862
descriptor of [29], and the Sequencing Code Map Tra-863
jectory of [28]. Importantly, these methods are based864
on tracked low-level point features, unlike our method865
which explicitly detects the person and the object, tracks866
them and models their relative motion. Following the867
evaluation procedure of [29], we train on all videos by868
four persons, and test on all videos of the fifth person.869
We repeate this leave-one-out test for each person and870
report average performance. As tab. 5 shows, our in-871
teraction classifier outperforms both competing methods872
(compare the ”interaction classifer” row with the ”point873
tracks” rows). This confirms the better descriptive power874
of explicit high-level modeling. Figure 14 presents a875



















Fig. 11. Human-object pairs localized on the Gupta video test set with the combined classifier. Every row shows
one frame from each of the five test sequences of a class. Actions in this dataset follow precise motion patterns: each row
displays samples selected to follow the temporal pattern. We also show one of the two misclassified samples, indicated with the





Lookup in PhonebookEat Snack
Dial Phone
Use Silverware
Drink Water Eat Banana
Peel Banana
Fig. 13. Human-object pairs localized on the Rochester Daily Activities dataset. We show one example for every
class together with the automatically determined location of humans (green) and objects (cyan).
We report in tab. 5 also the performance of our full878
method using our combined action classifier (sec. 6). It879
is 3% higher compared to the full method of [29], who880
also combines motion information with complementary881
contextual information.882
8 CONCLUSION883
This paper introduces an approach for learning human-884
object interactions in videos. It explicitly tracks both885
the human and the action-object and represents the886
interaction as the relative position and motion of the887
object wrt the human. Experimental results confirm that888
human-object interactions, when explicitly captured by889
our method, are a rich source of information for action890
recognition and localization in video. Furthermore, we891
show that the proposed interaction model captures infor-892
mation complementary to existing low-level descriptors.893
Moreover, when combining the two, our approach im-894
proves over the state of the art [23] on Coffee & Cigarettes,895
achieves the same results of [19] on Gupta video, despite896
using substantially less supervision for training, and897
outperforms state-of-the-art techniques [29], [28] on the898
Rochester Daily Activities dataset.899
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