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VOLUME ESTIMATES AND CLASSIFICATION THEOREM FOR CONSTANT
WEIGHTED MEAN CURVATURE HYPERSURFACES
SAUL ANCARI AND IGOR MIRANDA
Abstract. In this paper, we prove a classification for complete embedded constant weighted mean
curvature hypersurfaces Σ ⊂ Rn+1. We characterize the hyperplanes and generalized round cylinders
by using an intrinsic property on the norm of the second fundamental form. Furthermore, we prove
an equivalence of properness, finite weighted volume and exponential volume growth for submanifolds
with weighted mean curvature of at most linear growth.
1. Introduction
In the mean curvature flow theory, one of the main problems is to understand possible singular-
ities that the flow goes through. Self-shrinkers play an important role in this theory since they are
singularity models for the flows . These hypersurfaces satisfy the following mean curvature condition
H =
〈x, ν〉
2
where H, x and ν stand for the mean curvature of Σ, the position vector in Rn and the unit normal
vector of Σ, respectively. Another characterization of the self-shrinkers is that they are critical points
of the weighted area functional
F (Σ) =
∫
Σ
e−
|x|2
4 dv.(1.1)
There is a great interest in studying two-sided smooth hypersurfaces Σ ⊂ Rn+1 which are critical
points of the functional (1.1) for variations G : (−ε, ε) × Σ → Rn+1 that preserve enclosed weighted
volume. These variations can be represented by functions u : Σ→ R defined by
u(x) = 〈∂tG(0, x), ν(x)〉
such that
∫
Σ u e
−|x|2/4dv = 0, where ν is the normal vector of Σ. It is well known that these hyper-
surfaces satisfy the following condition
H =
〈x, ν〉
2
+ λ,
where λ ∈ R. Such hypersurfaces are known as constant weighted mean curvature hypersurfaces.
Throughout this paper, whenever Σ satisfies the mean curvature condition above, they will be called
CWMC hypersurfaces and λ denotes the weighted mean curvature. The study of such hypersurfaces
arises in geometry and probability as solutions to the Gaussian isoperimetric problem.
Here are some examples of CWMC hypersurfaces.
Example 1.1. Any self-shrinker is a CWMC hypersurface with λ = 0.
Example 1.2. All hyperplanes in Rn+1 are CWMC hypersurfaces with λ = ±d2 , where d denotes
the distance from the hyperplane to the origin and the sign depends on the orientation. Indeed, let
Σ ⊂ Rn+1 be a hyperplane and x0 ∈ Σ such that d(Σ, 0) = d(x0, 0) = d. This implies that ±d = 〈x0, ν〉,
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where ν is the normal vector of Σ. Since Σ = {x ∈ Rn+1; 〈x, ν〉 = ±d} and the mean curvature of Σ
vanishes, we have
H = 0 =
〈x, ν〉
2
± d
2
.
Therefore, Σ is a CWMC hypersurface with λ = ±d/2, as asserted.
Example 1.3. The spheres centered at the origin with radius
√
λ2 + 2n−λ are CWMC hypersurfaces
in Rn+1.
Example 1.4. The cylinders Skr (0)×Rn+k with radius
√
λ2 + 2k − λ are also CWMC hypersurfaces
in Rn+1.
In [Hui90], Huisken proved that the spheres Sn(
√
2n) are the only compact self-shrinkers with non-
negative mean curvature of dimension n ≥ 2. Huisken [Hui] also showed that the generalized cylinders
are the only complete self-shrinkers in Rn+1 with non-negative mean curvature, polynomial volume
growth and such that the norm of the second fundamental form is bounded. Colding and Minicozzi
[CM12] generalized Huisken’s classification by removing the boundness condition on the second funda-
mental form. Rimoldi [Rim14] proved the same classification theorem as Colding-Minicozzi, replacing
the polynomial volume growth by a assumption on the integrability of |A|. More specifically
Theorem 1.1. Sk(
√
2n)× Rn−k , 0 ≤ k ≤ n, are the only smooth complete embedded self-shrinkers
in Rn+1 with H ≥ 0 and |A| ∈ L2f (Σ).
Recently, there has been much interest around classification results for CWMC hypersurfaces. For
instance, Guang [Gua18] proved a gap theorem for CWMC hypersurfaces, showing that if the hyper-
surface has a bound condition on |A|, then it must be a generalized cylinder. In [Hei17], Heilman
proved a generalization of Colding-Minicozzi theorem for λ > 0. For what follows, it is important to
recall a result obtained by Cheng and Wei [CW18] for CWMC hypersurfaces. More precisely, they
establish the following result.
Theorem 1.2. Sk × Rn−k , 0 ≤ k ≤ n, are the only complete embedded CWMC hypersurfaces with
polynomial volume growth in Rn+1 satisfying H − λ ≥ 0 and λ
(
trA3(H − λ) + |A|22
)
≤ 0.
The hypothesis of polynomial volume growth is used to show that weighted integrals converge in
order to justify integration by parts. In fact this hypothesis also implies the hypersurface is proper.
In this paper, we will replace the polynomial volume growth assumption considered by Cheng-Wei by
an intrinsic condition. More specifically, we prove the following result.
Theorem 1.3. Let Σ ⊂ Rn+1 be a complete embedded CWMC hypersurface. Suppose that Σ satisfies
the following properties:
(i) H − λ ≥ 0;
(ii) λ
(
trA3(H − λ) + |A|22
)
≤ 0;
(iii) 1
k2
∫
BΣ2k(p)\B
Σ
k
(p) |A|2e−f → 0, when k →∞, for a fixed point p ∈ Σ.
Then Σ must be either a hyperplane or Skr (0) × Rn−k, 1 ≤ k ≤ n.
Remark 1.1. Note that Theorem 1.3 generalizes Theorem 1.1 proved by Rimoldi.
The second result of this paper provides a relation between the exponential volume growth condition
and properness for submanifolds with weighted mean curvature of at most linear growth. For self-
shrinkers, Ding and Xin [DX+13] proved that the properness condition implies Euclidean volume
growth. Cheng and Zhou [CZ13] proved that properness, Euclidean volume growth, polynomial volume
growth and finite weighted volume are all equivalent for self-shrinkers. Alencar and Rocha [AR18]
showed that |−→H f | < ∞ and finite weighted volume imply properness (see section 2 for the definition
of
−→
H f ). Also, a consequence from one of their results is that for f = |x|2/4, sup〈−→Hf ,∇f〉 < ∞ and
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properness imply finite weighted volume and polynomial volume growth. Recently, Cheng, Vieira and
Zhou [CVZ19] proved that for hypersurfaces in Rn+1 with the norm of the weighted mean curvature
bounded, properness is equivalent to polynomial volume growth. Here is our second result.
Theorem 1.4. For any complete n-dimensional immersed submanifold Σ in Rn+p, p ≥ 1, satisfying
|−→H f | ≤ a1r + a0 on Σ ∩Br(0), ∀r > 0
for some a0, a1 ≥ 0, where f = |x|2/4, the following statements are equivalent:
(i) Σ properly immersed on Rn+p;
(ii) There exist constants C, a0, a1, a2, with a2 <
1
4 , such that
V (Br(0) ∩Σ) ≤ Cea2r2+a1r+a0 ;
(iii)
∫
Σ e
−f <∞.
Remark 1.2. Recall that a submanifold Σn ⊂ Rn+p that satisfies −→H = x⊥2 is called self-expander.
A translating soliton is a submanifold in Rn+p that satisfies
−→
H = z⊥, for z ∈ R fixed. Note that
for self-expanders |−→H f | = |x⊥| and for translating solitons |−→H f | = |z⊥ + x⊥2 |. Therefore, if Σn ⊂
R
n+p is a complete properly immersed self-expander or translating soliton, then there exist constants
C, a0, a1, a2, with a2 <
1
4 , such that
V (Br(0) ∩Σ) ≤ Cea2r2+a1r+a0 .
Finally, a corollary of Theorem 1.3 and Theorem 1.4 is the following.
Corollary 1.5. Let Σ ⊂ Rn+1 be a complete properly embedded CWMC hypersurface. If H − λ ≥ 0
and λ
(
trA3(H − λ) + |A|22
)
≤ 0, then Σ must be a hyperplane or Skr (0)× Rn−k, 1 ≤ k ≤ n.
This work is divided into four sections. In section 2, we recall some notations, basic tools and key
formulas for CWMC hypersurfaces. In section 3, we will prove the classification theorem. In section
4, we will prove the equivalence between exponential volume growth and properness. In section 5, we
provide an application of the main results of this paper.
Acknowledgement: The authors would like to thank professor Detang Zhou for his support,
suggestions and encouragement throughout this work. We also want to thank professor Ernani Ribeiro
Jr. for his helpful advices.
2. Preliminaries
In this section, we will establish some notations and recall some definitions and basic results.
Let us denote by (M
n
, g, e−fdv) a smooth measure metric space, which is a n-dimensional Riemann-
ian manifold (M,g) endowed with e−fdv volume form, where f is a smooth function over M and dv
is the volume form induced by the metric g. Throughout this work, whenever we integrate, we will
omit dv. We will also denote the connection of (M,g) by ∇.
For what follows, recall that the drifted Laplacian over (M,g) is
∆fu = ∆u− 〈∇f,∇u〉.
If Σ ⊂ Rn+1 is a hypersurface and f = |x|2/4, we denote the drifted Laplacian by
L = ∆− 1
2
〈x,∇〉.
This operator is self-adjoint over L2(Σ, g, e−fdσ). More precisely,
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Lemma 2.1. If Σ ⊂ Rn+1, u ∈ C10 (Σ) and v ∈ C2(Σ), then∫
Σ
uLve−f = −
∫
Σ
〈∇u,∇v〉e−f .
Proof. For a detailed proof, see [CM12]. 
Let Σ be a submanifold immersed on M , endowed with the metric g induced by g. We will denote
by ∇, ∆ and dσ, the connection, Laplacian and volume form, respectively. The second fundamental
form of (Σ, g) at p ∈ Σ is defined as
A(X,Y ) = (∇XY )⊥,
where X,Y ∈ TpΣ. The mean curvature vector −→H of Σ at p is defined as
−→
H = trA.
The weighted mean curvature vector of Σ at p is defined as
−→
Hf =
−→
H + (∇f)⊥.
If Σ is a hypersurface immersed in M
n+1
, we will denote by hij = 〈A(ei, ej), ν〉, where {ei} is an
orthonormal basis of TpΣ. The mean curvature of Σ is defined as
−→
H = −Hν and the weighted mean
curvature as
−→
Hf = −Hfν. Throughout this work, whenever Σ ⊂ Rn+p, we will be considering the
smooth measure metric space (Rn+p, g, e−fdσ), with f = |x|
2
4 . A hypersurface Σ ⊂ Rn+1 is CWMC
hypersurface if
Hf = λ.
In particular, if λ = 0, Σ is a self-shrinker.
For CWMC hypersurfaces, the following equations will be needed to prove the classification theorem.
Lemma 2.2. If Σ ⊂ Rn+1 is a CWMC hypersurface, then
L(H − λ) +
(
|A|2 − 1
2
)
(H − λ) = λ
2
and
L|A|+
(
|A|2 − 1
2
)
|A| = |∇A|
2 − |∇|A||2
|A| −
λtrA3
|A| .
Proof. For a detailed proof, see [Gua18]. 
3. A Classification for CWMC hypersurfaces
In this section, we prove Theorem 1.3. The main idea of proving this theorem is to use a technique
similar to that used by Tasayco and Zhou in [TZ17] to prove that |A| = C(H−λ), where C is a constant.
Proof of Theorem 1.3. For λ ≤ 0, from Lemma 2.2 we have
L(H − λ) + (|A|2 − 1
2
)(H − λ) = λ
2
≤ 0.
Since H − λ ≥ 0, by the maximum principle we can conclude that either H − λ = 0 or H − λ > 0.
If H − λ = 0, then from Lemma 2.2 we conclude that λ = 0, which implies that Σ is a self-shrinker.
Moreover, Colding-Minicozzi proved in [CM12] that a self-shrinker such that H = 0 has to be a
hyperplane. If λ > 0 and H − λ = 0 at some point p ∈ Σ, from hypothesis (ii)
0 ≥ λ
(
trA3(H − λ) + |A|
2
2
)
=
λ|A|2
2
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at p ∈ Σ. This implies that |A|(p) = 0, but this contradicts the fact that H(p) > 0. Finally, we only
we need to consider the case H − λ > 0.
By adapting Tasayco-Zhou’s lemma [TZ17], we will demonstrate that either |A| = 0 or |A| =
C(H − λ), for C > 0. Consider the functions u = H − λ and v = √|A|2 + ε. Computing L(u) and
L(v), we get
Lu+
(
|A|2 − 1
2
)
u =
λ
2
(3.1)
and
Lv +
(
|A|2 − 1
2
)
v =
|∇A|2 − |∇v|2
v
+
(
|A|2 − 1
2
)
ε
v
− λtrA
3
v
.
Since
|∇A|2 − |∇v|2
v
≥ 0, Lv +
(
|A|2 − 1
2
)
v ≥ − ε
2v
− λtrA
3
v
.(3.2)
Let us consider w = vu . Thus, from (3.1) we get
Lv = wLu+ 2〈∇w,∇u〉 + uLw
= w
(
λ
2
− |A|2 + 1
2
)
+ 2〈∇w,∇u〉 + uLw.
By (3.2), we have
uLw ≥ −1
v
(ε
2
+ λtrA3
)
− λw
2
− 2〈∇w,∇u〉.
Using hypothesis (ii), it is possible to conclude that
u
v
(
−ε
2
− λtrA3
)
− vλ
2
≥ −εH
2v
.(3.3)
From the inequality above, we obtain
Lw ≥ − εH
2vu2
− 2〈∇w,∇ log u〉.(3.4)
For a function ϕ ∈ C∞0 (Σ), using integration by parts and (3.4), we get∫
Σ
ϕ2|∇w|2e−f = −
∫
Σ
ϕ2wLwe−f −
∫
Σ
2ϕw〈∇ϕ,∇w〉e−f
≤ 2
∫
Σ
ϕ2w〈∇w,∇ log u〉e−f + ε
2
∫
Σ
ϕ2wH
vu2
e−f −
∫
Σ
2ϕw〈∇ϕ,∇w〉e−f
= 2
∫
Σ
〈ϕ∇w,ϕw∇ log u− w∇ϕ〉e−f + ε
2
∫
Σ
ϕ2H
u3
e−f
≤ 1
2
∫
Σ
ϕ2|∇w|2e−f + 2
∫
Σ
w2|ϕ∇ log u−∇ϕ|2e−f + ε
2
∫
Σ
ϕ2H
u3
e−f .
Therefore, ∫
Σ
ϕ2|∇w|2 ≤ 4
∫
Σ
w2|ϕ∇ log u−∇ϕ|2e−f + ε
∫
Σ
ϕ2H
u3
e−f .
Choosing ϕ = ψu, ψ ∈ C∞0 (Σ), we have∫
Σ
ψ2u2|∇w|2e−f ≤ 4
∫
Σ
v2|∇ψ|2e−f + ε
∫
Σ
ψ2e−f + ελ
∫
Σ
ψ2
u
e−f .
For λ ≥ 0, choosing ε = 0 we obtain∫
Σ
ψ2u2|∇w|2e−f ≤ 4
∫
Σ
v2|∇ψ|2e−f .
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Consider a sequence ψk ∈ C∞0 (Σ), such that ψk = 1 in BΣk (p), ψk = 0 in Σ \BΣ2k(p) and |∇ψk| ≤ 1/k
for every k, we have ∫
Σ
ψ2ku
2|∇w|2e−f ≤ 4
∫
BΣ2k(p)\B
Σ
k
(p)
v2|∇ψk|2e−f
≤ 4
k2
∫
BΣ2k(p)\B
Σ
k
(p)
v2e−f
=
4
k2
∫
BΣ2k(p)\B
Σ
k
(p)
|A|2e−f .
By the monotone convergence theorem and hypothesis (iii), we get∫
Σ
u2
∣∣∣∣∇
( |A|
H − λ
)∣∣∣∣
2
e−f = 0,
which implies that |A| = C(H − λ), for a constant C > 0.
For λ < 0, we have ∫
Σ
ψ2u2|∇w|2e−f ≤ 4
∫
Σ
v2|∇ψ|2e−f + ε
∫
Σ
ψ2e−f .
As in the other case, consider a sequence ψk ∈ C∞0 (Σ), such that ψk = 1 in BΣk (p), ψk = 0 in Σ\BΣ2k(p)
and |∇ψk| ≤ 1/k for every k, hence we get∫
Σ
ψ2ku
2|∇w|2e−f ≤ 4
∫
Σ
v2|∇ψk|2e−f + ε
∫
Σ
ψ2ke
−f
≤ 4
k2
∫
BΣ2k(p)\B
Σ
k
(p)
|A|2e−f + 4ε
k2
∫
BΣ2k(p)\B
Σ
k
(p)
e−f + ε
∫
BΣ2k(p)
e−f .
Choosing ε =
(
k
∫
BΣ2k(p)
e−f
)−1
, we have∫
Σ
ψ2ku
2|∇w|2e−f ≤ 4
k2
∫
BΣ2k(p)\B
Σ
k
(p)
|A|2e−f + 4
k3
+
1
k
.
Hence, by hypothesis (iii)
lim
k→∞
∫
Σ
ψ2ku
2|∇w|2e−f = 0.
If the set
A = {p ∈ Σ; |A|(p) = 0}
is not empty, consider B = Σ \ A. Since B is an open set, let p ∈ B and BΣp (r) ⊂ B. For k sufficiently
large, BΣp (r) ⊂ suppψk and ψk = 1 in BΣp (r). Hence
lim
k→∞
∫
BΣp (r)
u2|∇w|2e−f = 0.
By the dominated convergence theorem, we conclude that |A|/(H−λ) is constant in BΣp (r). Since p is
arbitrary, it is possible to conclude that |A|/(H −λ) is constant in B. Since A 6= ∅, using a continuity
argument, we conclude that |A| = 0. If A = ∅, by the dominated convergence theorem∫
Σ
u2
∣∣∣∣∇
( |A|
H − λ
)∣∣∣∣
2
e−f = 0,
which implies |A| = C(H − λ) for a constant C > 0. Hence, when H − λ > 0, we conclude that either
|A| = 0 or |A| = C(H − λ) for a constant C > 0. If |A| = 0, then Σ is a hyperplane. Otherwise, since
VOLUME ESTIMATES AND CLASSIFICATION THEOREM FOR CONSTANT WEIGHTED MEAN CURVATURE HYPERSURFACES 7
|A| = C(H − λ)
L|A| = |A|
H − λL(H − λ)
=
|A|λ
2(H − λ) +
(
1
2
− |A|2
)
|A|.
On the other hand
L|A| =
(
1
2
− |A|2
)
|A|+ |∇A|
2 − |∇|A||2
|A| −
λtrA3
|A| .
Hence, from the equations above we have
|∇A|2 − |∇|A||2
|A| =
|A|λ
2(H − λ) +
λtrA3
|A|
=
λ
(H − λ)|A|
(
trA3(H − λ) + |A|
2
2
)
.
Using the hypothesis λ(trA3(H − λ) + |A|22 ) ≤ 0 and the equality above, we conclude that
|∇|A|| = |∇A|.(3.5)
Fixing p ∈ Σ and {Ei}1≤i≤n a orthonormal basis for TpΣ, (3.5) implies that for each k there exists a
constant Ck such that
hijk = Ckhij
for all i, j. Considering a base such that hij = λiδij , by the Codazzi equation, we have
hijk = 0
unless i = j = k. If λi 6= 0 and i 6= j then
0 = hiij = Cjλi.
It follows that Cj = 0. Hence, if the rank of the matrix (hij) is at least two at p, then ∇A(p) = 0. To
show that ∇A = 0, let us fix q ∈ Σ and suppose that λ1(q) and λ2(q) are the largest eigenvalues of
(hij)(q). Define the following set
Λ = {q ∈ Σ;λ1(q) = λ1(p), λ2(q) = λ2(p)}.
Using the continuity of the λ′is, it is possible to prove that the set Λ is open and closed. Since p ∈ Λ and
Σ is connected, Λ = Σ. Therefore, ∇A = 0 everywhere on Σ. Hence, Σ is a isoparametric hypersurface
and by a theorem proved by Lawson in [Law69], Σ must be Sk(r)× Rn−k with 2 ≤ k ≤ n.
If the rank of the matrix (hij) is one, then
H2 = |A|2 = C2(H − λ)2.
From this equation, H must be constant. Moreover, from
|∇A| = |∇|A|| = C|∇H| = 0,
we conclude that Σ is isoparametric and by Lawson’s result Σ must be S1(r)× Rn−1.

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4. Volume estimates for submanifolds with weighted mean curvature of at most
linear growth
In this section, we show some volume estimates and prove the second main result of this paper.
Let us consider Dr ⊂M as the level set
Dr = {x ∈M ; 2
√
f < r},
and V (r) the volume of Dr.
Theorem 4.1. Let (Mn, g, e−fdv) be a complete non-compact smooth measure metric space, with
f :M → R a proper function on M. If |∇f |2 ≤ f and ∆ff + f ≤ a2r2 + a1r + a0 on Dr for all r > 0,
where a0, a1, a2 are constants, then Volf (M) <∞ and for ε > 0 arbitrary
V (r) ≤ Ceε(a2r2+a1r+a0)+ r
2
4eε .(4.1)
Proof. Let us define
I(t) =
1
tκ(r)
∫
D¯r
e−
f
t dv
for all t > 0, where κ(r) = a2r
2 + a1r + a0. Since f is proper, I is well defined.
Computing the derivative of I, we get
I ′(t) = t−κ(r)−1
∫
D¯r
e−
f
t
(
f
t
− κ(r)
)
dv.(4.2)
On the other hand∫
D¯r
div
(
e−
f
t∇f
)
dv =
∫
D¯r
e−
f
t
(
∆f − |∇f |
2
t
)
dv
≤
∫
D¯r
e−
f
t
(
|∇f |2 − f + κ(r)− |∇f |
2
t
)
dv
≤
∫
D¯r
e−
f
t
(
(t− 1)
t
f − f + κ(r)
)
dv, t ≥ 1
=
∫
D¯r
e−
f
t
(
κ(r)− f
t
)
dv
= −I ′(t)tκ(r)+1.
Therefore, we have
I ′(t) ≤ −t−κ(r)−1
∫
D¯r
div
(
e−
f
t∇f
)
dv.
For every r such that r
2
4 is a regular value of f, Dr has smooth boundary. By the Stokes theorem, we
get
I ′(t) ≤ −t−κ(r)−1
∫
∂Dr
〈
e−
f
t∇f, ∇f|∇f |
〉
dv
≤ −t−κ(r)−1
∫
∂Dr
e−
f
t |∇f |dv ≤ 0.
Integrating I ′(t) over t, from 1 to eε, where ε > 0 is arbitrary, we obtain I(eε) ≤ I(1), that is
e−εκ(r)
∫
D¯r
e−
f
eε dv ≤
∫
D¯r
e−fdv.(4.3)
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By the monotone convergence theorem, the inequality above holds for any r > 0. Since 2
√
f ≤ r on
D¯r, we have
e−εκ(r)e−
r2
4eε
∫
D¯r
dv ≤
∫
D¯r
e−fdv.(4.4)
Moreover, ∫
D¯r
e−fdv −
∫
D¯r−1
e−fdv =
∫
D¯r\D¯r−1
e−fdv ≤ e− (r−1)
2
4
∫
D¯r
dv.(4.5)
Combining (4.4) and (4.5), we get∫
D¯r
e−fdv −
∫
D¯r−1
e−fdv ≤ eεκ(r)+ r
2
4eε
− (r−1)
2
4
∫
D¯r
e−fdv.(4.6)
Since κ(r) = a2r
2 + a1r + a0, there exist r0 ∈ R such that for r ≥ r0 and ε0 sufficiently small
eε0(a2r
2+a1r+a0)+
r2
4eε0
− (r−1)
2
4 < e−r.
From (4.6), we have ∫
D¯r
e−fdv ≤ 1
1− e−r
∫
D¯r−1
e−fdv.
Then for any integer N∫
D¯r0+N
e−fdv ≤
(
N∏
i=0
1
1− e−r0−i
)∫
D¯r0−1
e−fdv <∞,
which implies that
∫
M e
−fdv < +∞. Moreover, from (4.4) we obtain
e−εκ(r)e−
r2
4eε
∫
D¯r
dv ≤ intD¯re−fdv ≤
∫
M
e−fdv <∞.
Therefore
V (r) ≤ Ceεκ(r)+ r
2
4eε .

Remark 4.1. An immediate consequence is that under the same hypothesis of Theorem 4.1, for ε = 0
we have the following volume estimate
V (r) ≤ Ce r
2
4 .
In the following result, we obtain a volume estimate for submanifolds with weighted mean curvature
of at most linear growth. In particular, we obtain an explicit estimate for the volume of self-expanders
and translating solitons.
Corollary 4.2. Let Σn ⊂ Rn+p be a complete submanifold such that
|−→H f | ≤ a1r + a0 on Σ ∩Br(0), ∀r > 0
where a0, a1 ≥ 0. If Σ is properly immersed on Rn+p, then
V (Br(0) ∩ Σ) ≤ Ce
ε
(
a1r
2+a0r+n
2
)
+ r
2
4eε
for ε > 0 arbitrary.
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Proof. Let us verify that f satisfies the conditions of Theorem 4.1. Indeed
f − |∇f |2 = |x
⊥|2
4
≥ 0
and
∆ff + f =
n
2
+ 〈−→H,∇f〉 − |∇f |2 + f
=
n
2
+ 〈−→Hf − (∇f)⊥, (∇f)⊥〉 − |∇f |2 + f
=
n
2
+ 〈−→Hf , (∇f)⊥〉.
Therefore
∆ff + f ≤ a1r
2 + a0r + n
2
on Σ ∩Br(0). Since Σ is properly immersed, it follows that f is proper on Σ. Applying Theorem 4.1,
we obtain
∫
Σ e
−f <∞ and
V (Br(0) ∩ Σ) ≤ Ce
ε
(
a1r
2+a0r+n
2
)
+ r
2
4eε
for ε > 0 arbitrary. 
Using the corollary above, we will prove Theorem 1.4.
Proof of Theorem 1.4. From Corollary 4.2, we get that (i) implies (ii). To prove that (ii) implies (iii),
we provide the following estimate∫
Σ
e
−|x|2
4 dv ≤
∞∑
j=1
∫
Σ∩Bj\Bj−1
e
−|x|2
4 dv
≤
∞∑
j=1
e
−(j−1)2
4 V (Σ ∩Bj)
≤ C
∞∑
j=1
e
−(j−1)2
4 ea2r
2+a1r+a0
= C
∞∑
j=1
e
(4a2−1)j
2+(2+4a1)j+(4a0−1)
4 .
Since a2 <
1
4 , the right side of the inequality converges. Therefore∫
Σ
e
−|x|2
4 dv <∞.
Finally, we prove that (iii) implies (i). Indeed, suppose Σ is not proper. Then there exists r0 such
that B¯r0 ∩ Σ is not compact on Σ. Thus, for a positive constant a, there exists a sequence {pk} on
B¯r0 ∩Σ such that dΣ(pk, pj) ≥ a. Therefore, BΣ(pk, a2 )∩BΣ(pj , a2 ) = ∅, where BΣ is the geodesic ball
on Σ. Choosing 0 < a < min{2r0, n(2a1+1)r0+a0 }, for all p ∈ BΣ(pk, a2 )
|p| ≤ |p− pk|+ |pk| ≤ dΣ(p, pk) + |pk| ≤ 2r0
which implies that BΣ(pk,
a
2 ) ⊂ B(0, 2r0) for all k.
Since Σ is a CWMC hypersurface, for all p ∈ Σ ∩B(0, 2r0)
|−→H |(p) ≤ |−→Hf (p)|+ |p
⊥|
2
≤ (2a1 + 1)r0 + a0.
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Considering rk : B
Σ(pk,
a
2 )→ R, where rk(x) = |x− pk|, we have
∆r2k = 2n + 〈
−→
H,∇r2k〉
≥ 2n − 2|−→H |rk
≥ 2n − 2(a0 + (2a1 + 1)r0)rk.
By the divergence theorem, since a ≤ n(2a1+1)r0+a0 , for all 0 < r < a2∫
BΣ(pk,r)
[2n − 2a0rk − 2(2a1 + 1)r0rk]dv ≤
∫
BΣ(pk,r)
∆r2kdv
=
∫
∂BΣ(pk,r)
〈∇r2k, ν〉dv
≤ 2rA(r)
where ν is the outward normal vector of ∂BΣ(pk, r) and A(r) the area of ∂B
Σ(pk, r). Using the co-area
formula, we obtain∫ r
0
[n− a0s− (2a1 + 1)r0s]A(s)ds =
∫ r
0
∫
dΣ(x,pk)=s
[n− a0rk − (2a1 + 1)r0rk]dv
=
∫
BΣ(pk,r)
[n− a0rk − (2a1 + 1)r0rk]dv
≤ rA(r).
Therefore, (n
r
− a0 − (2a1 + 1)r0
)
≤ V
′(r)
V (r)
.
Integrating from ε > 0 to r, we obtain
log
(r
ε
)n
− (a0 + (2a1 + 1)r0)(r − ε) ≤ log V (r)
V (ε)
.
Thus
rne−(a0+2(a1+1)r0)(r−ε)
V (ε)
εn
≤ V (r).
Since
lim
ε→0
V (ε)
εn
= ωn,
for any 0 < r ≤ a2 , we have
V (r) ≥ rnωne−(a0+2(a1+1)r0)r.
Finally, considering that BΣ(pk,
a
2 )∩BΣ(pj , a2 ) = ∅ for k 6= j, BΣ(pk, a2 ) ⊂ B(0, 2r0) for all k, and the
inequality obtained above, we have∫
Σ
e−
|x|2
4 dv ≥
∞∑
k=1
∫
BΣ(pk,
a
2
)
e−
|x|2
4 dv
≥ e−r20
∞∑
k=1
V
(a
2
)
= +∞,
which is a contradiction.

An immediate consequence of the theorem above is as follows.
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Corollary 4.3. For any complete n-dimensional CWMC hypersurface Σ in Rn+1, the following state-
ments are equivalent:
(i) Σ properly immersed on Rn+1;
(ii) There exist constants a2, a1, a0, with a2 <
1
4 , and C > 0 such that
V (Br(0) ∩Σ) ≤ Cea2r2+a1r+a0 ;
(iii)
∫
Σ e
−f <∞.
5. Application of the main results
To prove an application of the main theorems of this paper, we need the following lemma:
Lemma 5.1. Let Σ ⊂ Rn+1 be a complete CWMC hypersurface properly embedded such that
H − λ > 0. If
λ
(
trA3(H − λ) + |A|
2
2
)
≤ 0,
then
∫
Σ |A|2e−f <∞.
Proof. Let us compute L(log(H − λ)),
∆ log(H − λ) = div(∇ log(H − λ))
= div
(
1
H − λ∇(H − λ)
)
=
1
H − λ∆(H − λ)−
1
(H − λ)2 |∇(H − λ|
2.
From Lema 2.2, we get
L(log(H − λ)) = 1
H − λL(H − λ)− |∇ log(H − λ)|
2
=
1
2
− |A|2 + λ
2(H − λ) − |∇ log(H − λ)|
2.
Considering η ∈ C∞0 (Σ) and integrating the equation above we have,∫
Σ
η2
(
|A|2 − 1
2
− λ
2(H − λ) + |∇ log(H − λ)|
2
)
e−f = −
∫
Σ
η2L(log(H − λ))e−f
=
∫
Σ
〈∇η2,∇ log(H − λ)〉e−f
≤
∫
Σ
(|∇η|2 + η2|∇ log(H − λ)|2) e−f .
Therefore, ∫
Σ
η2|A|2e−f ≤
∫
Σ
(
|∇η|2 + η
2
2
+
λη2
2(H − λ)
)
e−f .
For λ < 0, we get ∫
Σ
η2|A|2e−f ≤
∫
Σ
(
|∇η|2 + η
2
2
)
e−f .
Let us consider a sequence ηk ∈ C∞0 (Σ), such that ηk = 1 in BΣk (p), ηk = 0 in Σ \ BΣk+1(p) and
|∇ηk| ≤ 1 for every k. By the monotone convergence theorem and the condition (iii) in Corollary 4.3,
we can conclude the proof for this case.
When λ > 0, by the hypothesis we have
λ
H − λ ≤ −
2λtrA3
|A|2 ≤ 2|λ||A| ≤ |λ|
( |A|2
δ
+ δ
)
.
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Therefore, ∫
Σ
(
1− |λ|
2δ
)
η2|A|2e−f ≤
∫
Σ
(
|∇η|2 +
(
1 +
|λ|δ
2
)
η2
)
e−f .
for any δ > 0. For δ sufficiently large, we get∫
Σ
η2|A|2e−f ≤ 1 +
|λ|δ
2
1− |λ|2δ
∫
Σ
(
|∇η|2 + η
2
2
)
e−f .
Using the same argument as before, we conclude the proof of the lemma. 
As a corollary of Theorem 1.3 and the lemma above, we prove Cheng-Wei classification theorem.
Corollary 5.2. Let Σ ⊂ Rn+1 be a complete properly embedded CWMC hypersurface. If H − λ ≥ 0
and λ
(
trA3(H − λ) + |A|22
)
≤ 0, then Σ must be either a hyperplane or Skr (0)× Rn−k, 1 ≤ k ≤ n.
Proof. To prove this corollary, we only need to see that the condition (iii) is satisfied in Theorem 1.3.
Hence
1
k2
∫
BΣ2k(p)\B
Σ
k
(p)
|A|2e−f ≤ 1
k2
∫
Σ
|A|2e−f .
From Lemma 5.1,
∫
Σ |A|2e−f <∞. Therefore, when k → 0, we have
1
k2
∫
BΣ2k(p)\B
Σ
k
(p)
|A|2e−f → 0
concluding the proof. 
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