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Resuinen 
El cá1c:ulo del rango iiuniérico matricial surge eii nuirierosas aplicaciones de la ciencia y de la ingeniería. 
Actualmente existen tres aproxiniaciones iiuméricas básicas para efectuar este cálculo: la descornposicióii 
SVD, la descoiiiposicióri URV y las desconiposiciories QR reveladoras de raiigo (QRRR). 
Eii este trabajo se analizan experir~ieiitaliiiei~te varios algoritiiios secuenciales, basados en las tres aproxiiria- 
ciones a~iteriores para el cálculo del rango iiuiiiérico niatricial. Así, en el estudio coniparativo experiiriei~tal 
se eiriplea uiia iiiiple~iieiitacióii propia para el cálculo de la desconiposicióii TJRV y dos riuevas rutiiias para el 
cálculo de la desco~iiposición QRRR. Adeiriás se utilizan las rutiiias de la librería LAPACK para e1 cál<:iilo 
de la descoiiiposicióii SVD y la descomposición QR coi1 pivotaniieiito de coluniiias. 
Los resultados experiiiieiitales niuestran que la desconiposicióii QRRR es en la práctica tan fiable coirio 
las costosas descoriiposicioiies SVD y URV. Adeiii&s, estas descoiiiposicio~ies QRRR preseiitaii la ventaja 
f~indanieiital de su bajo coste coiiiputacioiial. 
ORTHOGONAL DESCOMPOSITIONS FOR COMPUTING THE NUMERICAL RANK 
Summary 
Maiiy applicatioiis froiii scieiice aiid engiiieeriiig require tlie computation of tlie iiuriierical rank of a niatrix. 
Currciitly. tlicre exist tliree basic approaclies Sor siicli coiiiputatioii: tlie SVD deconiposition, tlic URV de- 
coriipositioii aiid tlie raiik-reveling QR (RRQR) dec:o~iipositioii. 
In tliis paper, several serial algoritliiiis Sor tlie coiiiputatioii of tlie riuincrical raiik. bascd oii t,lic abovc- 
iiieiitioiied approaclies, are experiiiieiitally aiialyzed. Tliiis. tlie expeririieiital study iiicliidcs our owri iiiiple- 
iiieiitatioii of tlie URV decoriipositioii aiid two iiew routiries Sor tlie RRQR factorizatioii. Furtlicriiiore. we 
ciiiploy routiiics froiii LAPACK for tlie SVD decoiiipositioii aiid tlii: QR factorizatioii witli (:oluiiiii pivotiiig. 
Tlie cxperiiiiciital r(:siilts sliow that tlie RRQR decoiiipositioii is. iii practice, a rcliable as tlie c:oiiiputatio- 
iially cxpeiisive SVD aiid GRV decoiiipositioiis. Fiirtlieriiiore. tliese RRQR decoiiipositioiis presaiit a iiiii<:li 
lowcr coiiiputatioiial cost. 
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Consideremos la niatriz A E Rmxn donde, sin pérdida de generalidad, m > n. Esta 
matriz puede descomponerse en el producto de dos matrices de columnas ortonormales 
U = [u1, U Z ,  . . . ,U,] E IRnixn y V = [vi, vi,. . . , un ]  E RnXn y una matriz diagonal n x n 
coino sigue 
U ~ A V  = diag(al,ag,. . . a,) (1) 
donde a,,,,,(A) = al 2 a2 > . . . 2 a, = D,~~,(A) > O. La descoinposición (1) se conoce como 
la descon~posición en valores singulares, o SVD, en tanto que los elementos al, i = 1,. . . , n 
son los valores singulares de la iliatriz A y u,, u;, i = 1, . . . , n son respectivamente los 
correspondientes vectores singulares por la izquierda y por la derecha. 
El rango de la matriz se define como 
rango (A) = dim(lin(A)) (2) l 
es decir, el rango es la dimensión del subespacio generado por la envoltura lineal de las 
columnas de Al'. A partir de ahora consideraremos que A E IRmXn tiene rango r .  
Existe una conocida relación entre el rango inatricial y los valores singulares de la 
niatrizl1, de modo que 
rango (A) = r si y sólo si al > a2 2 . . . 2 a, > a,+l = a, = O (3) 
En la práctica, el uso de ordenadores donde la precisión es inevitablemente finita provoca l 
la introducción de errores de redondeo en los cálculos aritméticos. Por esta razón se define 
el rango numérico matriciallO. En concreto, A tiene rango numérico matricial r con respecto 
a E si y sólo si 
r = rango (AE) = min rango (B) 
IIA-Bl12 < e  
El cálculo del rango numérico de matrices densas es un problema que está presente 
en diversas aplicaciones de ingeniería; por ejemplo en la solución de problemas de mínimos 
cuadrados aparece en el diseño asistido por ordenador13 la solución de ecuaciones integrales8, 
el cálculo de splines12, la formación de rayos4, la estimación espectral16, la regular iza~ión~~,  
etc. Recientemente, el cálculo del rango numérico también está cobrando especial impor- 
tancia en problemas de división e s p e ~ t r a 1 ~ 1 ~ ~ .  
Existen básicamente tres tipos de métodos numéricos para el cálculo del rango numérico: 
la descon~posición SVD, la descomposición URV y la descon~posición QR reveladora de rango 
(que abreviamos como QRRR) . 
El estudio del rango numérico matricial mediante la descoinposición SVD es altamente fi- 
able desde el punto de vista numérico. Además, esta descon~posición ofrece información com- l 
pleta sobre la distribución de los valores singulares de la niatriz. Sin embargo, si únicamente 
interesa conocer el rango numérico, esta descomposición tiene un coste computacional exce- 
sivo. En consecuencia, la desconlposición SVD sólo resulta viable para rnatrices de diiz~ensióii 
reducida y/o problemas donde la precisión de los resultados juega un papel primordial. 
Una alternativa diferente, conocida como la descomposición URVil, permite la separación 
del subespacio nulo de una matriz y proporciona una base explícita de este subespacio. En 
esta descomposición se factoriza A en el producto de dos matrices de columnas ortonornlales 
U E RmXn y V E IRnXn y una matriz triangular superior n x n de la forma 
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. donde Rll E IRrX' (siendo r el rango numérico de A) y IIR12 1 1  y llRZ211 son del mismo 
orden que Esta descomposición resulta tan fiable como la SVD para la separación 
del subespacio nulo de una matriz. Además, presenta la ventaja adicional, especialmente 
interesante en problemas de procesamiento de la señal, de una actualización fácil y de 
reducido coste si se añaden nuevas filas a A. 
Finalmente, en la descomposición QR reveladora de rango (QRRR) se descompone A en el 
producto de una matriz Q E IRmXn con columnas ortonormales, una matriz de permutación 
P E IRnXn y una matriz triangular superior n x n de la forma 
donde IIR1111211R;ill2 = a1(Rll)/a,(Rl1),Rl1 E IRrX' y llR22112 es del orden Es fácil 
observar que la descomposición QRRR ofrece mucha menos información que los dos tipos 
de descomposiciones anteriores. Por ejemplo, no se dispone directamente de los valores 
singulares de la matriz como en la SVD, ni de una base del subespacio nulo como en la 
descomposición URV. En cambio, la descomposición (6) sí permite detectar, con un consi- 
derablemente menor coste computacional, el rango numérico de la matriz al descomponer 
A en una submatriz Rll  bien condicionada y una submatriz RZ2 de norma pequeña. 
En este trabajo se presenta un análisis experimental comparativo de los tipos de des- 
composicones descritos. El estudio incluye la descomposición SVD, disponible en la librería 
LAPACK, una implementación propia de la descomposición URV, la descomposición QRRR 
más difundida: la descomposición QR con pivotamiento de columnas y dos nuevos algoritmos 
para la descomposición QRRR. 
El trabajo está estructurado de modo que en la sección siguiente se describen los métodos 
numéricos estudiados para el cálculo del rango numérico matricial, a saber, las descomposi- 
ciones SVD, URV y QRRR. En el apartado posterior se presentan los resultados experi- 
mentales del estudio comparativo. En el apartado final se ofrecen las conclusiones de este 
trabajo. 
La descomposición SVD 
El algoritmo de Golub-Reinschl1 permite calcular la descomposición SVD, definida en 
(1). En este algoritmo, en primer lugar se bidiagonaliza la matriz A mediante reflectores de 
H o ~ s e h o l d e r ~ ~ ,  como se muestra seguidamente. 
Algoritmo de bidiagonalización 
Para j = l : n  
Calcular un reflector de Householder Uj E , tal que 
UjA(j: m,  j) = (IIA(j: m,j)112, 0,. . . , O)T 
Aplicar el reflector de Householder U, a la matriz 
A(j: m , j :  n)  t UjA(j: m, j :  n) 
Si ( j  5 n - 2) 
Calcular un reflector de Householder V, E IRn-jXn-j , tal que 
V,A(j, j + j :  n)T = (IIA(j, j + 1:n)TJ12,0,. . . , o ) ~  
Aplicar el reflector de Householder V, a la matriz 
A(j :m,  j + 1:n) t A ( j : m , j  + l:n)V, 
Fin Si 
Fin Para 
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A continuacióil se aplica un procediinieiito iterativoQ a la matirz bidiagoilal obteilida que 
ailula los elementos no diagonales. Una variación de este procedin~iei~to iterativo7, a menudo 
más eficiente, está disponible eil la librería de ilúcleos computacionales LAPACK1. 
El algoritmo de Golub-Reinsch para el cálculo de la descoinposición SVD requiere 
o(4mn2 - 4n3/3) operaciones eii aritmética de coma flotante (flops) para obteiler la matriz 
diagoiial de la descon~posicióii y determillar de este modo el rango i~umério de la matriz. 
La descomposición URV 
En la refereilcia21 se presenta un algoritnlo para el cálculo de la descon~posición URV, 
definida eil (5). Asiinismo, se describe uila versión refinada de este algoritn~o que periilite 
obteiler uila inatriz triangular superior con elementos diagonales dominailtes. 
El algoritmo para el cálculo de la desconiposición URV requiere una triaiigularizacióil 
inicial de la inatriz, que puede calcularse con algún tipo de descoinposición ortogoilal como, 
por ejemplo, la descomposición QR obtenida mediante reflectores de Householder, rotaciones 
de Giveils o el algoritmo de Gram-Schmidt". 
Una vez se dispoiie de esta descon~posición iiiicial, digamos UTA = R, eil primer lugar 
debe determiilarse si la matriz triangular R tiene rango con~pleto mediante algún tipo de 
estimador de coildición15. Si rango (R) = n,  la descomposición QR obtenida es asiinisino uila 
descoiiiposicióil URV (siendo V la matriz identidad); en caso contrario es necesario aplicar 
uil procediniiento directo que reduce paulatiilainente la inatriz triailgular R a la forina 
deseada. El algoritmo que calcula esta descon~posición, mediante rotaciones de Givensl1, se 
describe a coiltinuación. 
Algoritmo URV 
Calcular una descomposición QR de la inatriz A 
A = U R  
i t n  
Mieiltras (ami,(R(1: i, 1: i) < O) y (i > 0) 
Calcular el vector singular por la derecha v, E Rhsociado a ami,(R(l: i ,  1: i ) )  
Para k = 1: i 1 1 
k t i - k  
Calcular una rotacióii de Givens GL,, t tal que 
Gr,,v,(k: k + 1) = (llv,(k: k + 1)112,0) 
Aplicar la rotación de Givens Gr,, a la matriz 
R( l :  k + 1, k: k + 1) t R(1: k + 1, k: k + l)G;,, 
Calcular una rotación de Givens G:,, E tal que 
G:,&R(k: k + 1, k )  = (IIR(k: k + 1, k)112,0) 
Aplicar la rotación de Givens G:,, a la inatriz 
R(l :  k + 1, k: k + 1) t Gi,,R(k: k + 1, k: n) 
Fiil para 
i t i - 1  
Fin Mientras 
Este algoritmo requiere o(2mn2 + 7n3/2 - 25nr2/6) flops si únicameilte se calcula R 
(nótese que el procedin~iento puede detenerse cuando se detecta que la inatriz R( l :  i ,  1: i) 
tiene rango conlpleto y que el vector singular por la derecha puede estimarse coi1 un coste 
aproxiinado de o(i2) flops) . 
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La descomposición QR reveladora de rango (QRRR) 
Si la matriz A es de rango deficiente, la descomposición QR no produce una base 
ortoiiornial de lin(A). Del mismo modo, la descomposiciói~ QR así obtenida no revela el 
rango numérico de la matriz. En consecuencia, en la referencia5 se introduce una estrategia 
de pivotaniiento de columnas que sí proporciona esta información. El algoritmo para 
la descon~posición QR con pivotamiento de columnas (o descomposición QRP) se puede 
describir del siguiente modo. 
Algoritmo QRP 
Para j = l : n  
Calcular k tal que IIA(j: m, k)l12 = maxi,j:n IIA(j: m,  i)l12 
Calcular IIj tal que AIIj tiene permutadas las colunlnas j-ésinia y k-ésima 
A t AIIj 
Calcular un reflector de Householder, Q j  E IR m-j+lxm-j+l , tal que 
QjA( j  + 1: m, j) = ((IA(j + 1: m,j)ll2, O .  . . , O)T 
Aplicar un reflector de Householder Q j  a la matriz: 
R(1: j,j) + QjA( l : j , j )  
A(j: m,  j + 1: n) t QjA(j: m, j + 1: n)  
Fin para 
Este algoritmo requiere o(4mnr - 2r2(m+n) +4r3/3) flops si únicamente se construye R. 
Actualmente existe una iiiiplenientación de la descomposición QRP en la librería LA-. 
PACK. Sin embargo, el empleo de esta descomposición para el cálculo del rango numérico 
matricial no es completainente fiable. Aunque en la práctica proporciona resultados cor- 
rectos, desde hace algunos años se utiliza un tipo de matrices, conocidas como matrices de 
Kahan17, para las cuales esta descomposición falla al revelar el rango. 
Recientemente se han propuesto dos algoritmos de refinamiento para la descomposición 
QRP en las referencias6"'. En estos trabajos se describen aproximaciones teóricas al 
problema del cálculo del rango matricial de matrices triangulares mediante descomposiciones 
QRRR, pero no se realiza ninguna implementación de los algoritmos y se carece de un 
estudio experimental de las prestaciones mínimamente significativo. Ambos algoritmos de 
refinamiento parten de una descomposición ortogonal de la forma QTA = R con O sin 
pivotamiento. Sin embargo, la utilización de la estrategia de pivotamiento es conveniente, 
puesto que reduce el trabajo de refinamiento que debe realizarse. 
El algoritmo de Pan y Tangl' tienen garantizada su finalización y a partir de una tupla 
de valores (r, f ) ,  O < f 5 1Jm se obtiene una descomposición de la forma (6), donde 
En este algoritmo, cuanto mayor es f ,  más estrictas son las cotas en (7) y los correspon- 
dientes valores singulares de Rll y R22 se aproximan más a los valores singulares r-ésimo 
y r + 1-ésimo de A. Sin embargo, si f es demasiado grande, el algoritmo iterativo no se 
detiene debido a los errores de redondeo. 
La iinplementación desarrollada en el presente trabajo incorpora diversas mejoras sobre 
el algoritino original de Pan y Tang. En concreto, se realiza una reutilización cuidadosa 
de la información mediante la utilización de un estimador incremeiital de condición15, que 
permite reducir considerablemente el número de operaciones del algoritmo. Así es posible 
obtener una estimación altamente fiable del menor valor singular de una matriz en o(3n2/2) 
flops, frente al orden cúbico del cálculo exacto del mismo valor singular. Además, se realiza 
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un reordenaniiento de las operaciones del algoritmo de Pan y ~ a i i g  de modo que es necesario 
un menor número de iteraciones. Los resultados experimentales en la referenciaz0 muestran 
que el nuevo algoritmo desarrollado resulta en la práctica entre 5 y 10 veces más rápido que 
el algoritmo original. 
Chandrasekaran e Ipsen desarrollan en la referencia6 un algoritmo de refinamiento itera- 
tivo que finaliza y devuelve una descomposicióii QRRR de la forma (6), con las siguientes 
cotas 
En este trabajo se ha desarrollado una versión modificada, que presenta diversas mejoras 
respecto al algoritmo original de Chandrasekaran e Ipsen. Por ejemplo, se introduce un 
factor f ,  O < f 5 1, que realiza la misma función descrita en el algoritmo de Pan y Taiig 
y que evita en consecuencia los problemas de terminación del algoritino original. Eii la 
refereneial%e demuestra que la versión modificada del algoritmo finaliza y devuelve una 
descomposición QRRR de la forma (6) con las siguientes cotas 
Además se introducen otras mejoras como la reutilización de la información, el empleo de 
estimadores para reducir el coste por iteración del algoritmo y la eliminación de iteraciones 
innecesarias mediante una reordenación del procediinieiito, que reducen considerablemente el 
coste del algoritmo original3. En el estudio experimental en la referenciaz0 el nuevo algoritmo 
ha resultado ser entre 2 y 40 veces más rápido que el algoritino original, dependiendo del 
rango de la matriz estudiada y de su dimensión. 
ESTUDIO EXPERIMENTAL DE LOS ALGORITMOS 
En esta sección se presenta el estudio experimental conlparativo de los algoritmos se- 
cuenciales para el cálculo del rango numérico implementados. En este estudio se incluye11 
los siguientes algoritmos: 
SVD: Algoritmo de Golub-Reinsch de la librería LAPACK para el cálculo 
de la descoinposicióil SVD 
URV: Nueva iinplementación de la descomposición URV 
QRP: Factorización QR con pivotamiento de colunlnas de la librería LAPACK 
QPl:  Nueva factorización QRRR compuesta por la descon~posición QR con pivo- 
tamieiito de columnas, seguida por el algoritmo de postprocesamieilto de 
matrices triangulares de Chandrasekaran e Ipsen 
QP2: Nueva factorización QRRR compuesta por la descomposición QR con pivo- 
tamiento de columilas, seguida por el algoritmo de postprocesamiento de 
matrices triangulares de Pan y Tang. 
En los experinlentos se se ha utilizado un procesador segmentado ACE del ordenador 
Alliant PX/80. Los cálculos se liaii realizado en aritmética de simple precisión (en esta 
arquitectura, la precisión de la máquina es E Ñ 1,l x 
En el análisis de los algoritmos se han empleado matrices con un rango r que varía entre 
1 y n - 1. Los valores singulares de estas matrices están divididos en dos conjuntos bien 
separados. Los primeros r valores singulares se hallan distribuidos geométricamente entre 
1 y lo-', mientras que los últimos n - r valores singulares están distribuidos de la misma 
forma entre y 
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Además, si r = 1, entonces al = 1; mientras que si r = n - 1, entonces o, = 
En consecuencia, el rango numérico de estas matrices está bien definido y vale r .  Los 
vectores singulares han sido generados aleatoriamente y son, por tanto, los que hacen a las 
matrices diferentes unas de otras. Las matrices han sido construidas mediante las rutinas 
de generación de la librería LAPACK1. 
Estudio comparativo de las prestaciones 
En primer lugar se presenta el tiempo medio (en segundos) de cinco ejecuciones sobre 
matrices diferentes de dimensión 200 x 200. Los resultados únicamente reflejan el tieinpo 
necesario para el cálculo del rango matricial a partir del factor diagonal (descomposición 
SVD) o los factores triangulares (descomposiciones URV y QRRR). Así, no se ha tenido en 
cuenta el tiempo necesario para construir las matrices U, V o Q de estas descomposiciones. 
Los resultados obtenidos con problemas de otras dimensiones han sido similares. 
Tabla 1. Tieri~po medio de cinco ejecuciones para matrices 200 x 200 con al = 1, (T, = lo-' 
(T  # l), 0,+1 = lop5  y un = l op7  ( r  # n - 1) 
r 
1 
2 
25 
50 
75 
100 
125 
150 
175 
198 
199 
Los algoritmos basados en las descomposiciones SVD (SVD) y URV (URD) presentan tiem- 
pos de ejecución muy elevados, entre 2 y 4 veces mayores que los tiempos correspondientes 
a la descon~posición QR con pivotamiento de columnas (QRP). 
Un análisis más detallado revela que las prestaciones del algoritmo SVD no dependen en 
absoluto del rango. 
En cambio, los tiempos de ejecución del algoritmo URV resultan mucho menores para 
matrices con un rango alto. Esto es debido a que en tal caso el coste computacional de la des- 
composición URV es notablemente menor (por ejemplo, si la matrix tiene rango completo, 
entonces el coste de esta factorización es del mismo orden que en la descomposición QR con 
pivotamiento de colunlnas). Puede observarse que, incluso para r = n-  1, el algoritmo URV 
resulta más eficiente que las descomposiciones QRRR. 
Todos los métodos basados en las descoinposiciones RRQR ofrecen unas prestaciones 
notablemente reducidas. Además, la etapa de postprocesamiento necesaria en los algoritmos 
QP1 y QP2 no supone un incremento importante en el tiempo de ejecución de los algoritmos. 
QRP 
8,032 
8,085 
8,103 
8,103 
8,118 
8,099 
8,115 
8,116 
8,032 
8,077 
8,077 
QP1 
8,095 
8,220 
8,258 
8,172 
8,190 
8,166 
8,182 
8,202 
8,137 
8,208 
8,209 
QP2 
8,466 
8,460 
8,400 
8,339 
8,288 
8,254 
8,222 
8,199 
8,187 
8,206 
8,191 
URV 
30,766 
30,775 
30,485 
29,545 
27,922 
25,578 
22,411 
18,419 
13,566 
8,282 
8,036 
SVD 
21,997 
22,170 
22,060 
22,084 
22,089 
22,071 
22,185 
22,098 
21,926 
22,047 
22,054 
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Estudio comparativo de la precisión 
En el estudio de precisión se han coiisiderado, además del anterior tipo de iiiatrices, 
las matrices de Hilbert, matrices con elemeiitos distribuidos aleatoriainente entre O y 1, 
inatrices de enteros, etc. Eii todos estos casos, las diferentes descomposiciones estudiadas 
han revelado correctamente el rango numérico matricial. 
En segundo lugar, se han empleado en el análisis de la precisión un tipo de matriz 
considerado conio conflictivo: las matrices de Kahaii17 (r = n - 1). 
La siguiente tabla muestra los resultados para dos matrices de Kahan, 50 x 50 (c = 0,2) 
y 100 x 100 (c = 0 , l ) .  En concreto, se niuestran los elementos diagonales R(r , r )  y 
R(r  + 1, r + 1), que deben revelar el rango numérico inatricial. 
Tabla 11. Precisión de los algoritnios para matrices de Kahan 
Algoritmo 
SVD 
URV 
&RP 
&p1 
QP2 
Esta tabla muestra que la desconiposición QR con pivotamiento de columnas (QRP), 
aunque construye una matriz triangular con elementos diagonales decrecientes, falla al 
revelar el rango numérico. En cambio, los nuevos algoritmos desarrollados en este trabajo 
(QP1 y QP2) y los algoritmos para las descomposiciones SVD y URV revelan correctamente 
el rango. 
CONCLUSIONES 
En este trabajo se ha realizado uii estudio experimental de la descomposición SVD, una 
implementación propia para el cálculo de la descon~posición URV, la desconiposicióii QR 
con pivotamiento de columnas y dos nuevas rutinas para el cálculo de la descomposición 
QRRR. 
Los resultados experiinentales muestran que las nuevas descomposiciones QRRR son en la 
práctica tan fiables conio las descomposiciones SVD y URV. Además, estas descomposicioiies 
QRRR presentan la ventaja fundamental de un notable menor coste coniputacional. 
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