A State Estimation NLQDMC algorithm is presented for use with nonlinear input-output models. The proposed algorithm extends the state estimation NLQDMC [5] to nonlinear models identified based on input-output information. The algorithm preserves the computational advantages of [5] when compared to the other algorithms based on nonlinear programming techniques. The illustrating example demonstrates the usage of tuning parameters and points out the benefits and shortcomings of the algorithm.
Introduction
A significant number of Model Predictive Control (MPC) algorithms that utilize nonlinear process models in the on-line optimization have appeared in the literature. In all these algorithms an objective function is minimized to compute the future manipulated variables. The various algorithms based on nonlinear programming techniques (e.g., [11,12]) differ in the way that the ordinary differential equations are solved and in the optimization approach utilized. Garcia [3] proposed an extension of linear Quadratic Dynamic Matrix Control (QDMC) to nonlinear processes (abbreviated to NLQDMC from here onwards .
Although a nonlinear model is used, only a singe I Quadratic Program (QP) is solved on-line. Gattu and Zafiriou [5] extended this formulation to open-loop unstable systems, by incorporating a Kalman filter.
The requirement of solving only one QP on-line at each sampling time makes this algorithm an attractive option for industrial implementation. This extension of NLQDMC to open-loop unstable systems was ad hoc and did not address the problem of offset free tracking and disturbance rejection in a general state space setting. Independent white noise was added to the model states to handle unstable processes. The approach can stabilize the system but leads to an offset in the presence of persistent disturbances. To obtain offset free tracking Gattu and Zafiriou [5] added a constant disturbance to the predicted output as done in DMC-type algorithms. This addition is &hoc and does not result from the filtering/prediction theory. This is also pointed out in [lo] . There is a recent surge in the use of nonlinear models identified based on input-output information, for control purposes using the Model Predictive Control schemes. Saint-Donat et al. 1141 used neural net- In this paper, we present an algorithm for use with nonlinear input-output models which addresses the offset free tracking problem and disturbance rejection problem in a general setting.
Algorithm
In this section, we present the state estimation NLQDMC algorithm for the control of nonlinear processes based on the models identified from inputoutput data. Models of the form
where n, is the number of past outputs, nu is the number of past inputs, are considered, whether they are identified using neural networks or polynomial ARMA structure or by some other input-output identification method. y and U are output and input vec- -(0, Q) and v -(0, R), Q and R being covariance matrices associated with process and measurement noise. 17 is the p-dimensional disturbance vector, x is the n-dimensional state vector, yj represents the measurement and w is the mdimensional disturbance vector. The type A model represents the process model augmented with the disturbance model for disturbances which are step-like at the output. The type B model represents the augmented process and disturbance models for step-like disturbances at the input. Offset free tracking in the presence of model-plant mismatch can be handled in an effective manner by use of either type of models. Also, the observer designed based on the description of either type can stabilize open-loop unstable processes by putting the closedloop observer poles inside the unit disk, provided that the controller is designed such that the regulator poles are inside the unit disk. The only technical requirement in using these kinds of disturbance models is that the augmented system is detectable. In general, it is required that the number of new augmented states are less than or equal to the number of outputs for the detectability of the augmented system. This requirement forced us to consider two separate models instead of treating them in a composite setting. In our development, it is assumed that Q M Let K 2 [ $ ] be the estimator gain. The superscript 1 stands for the gain for the subsystem consisting of original states and 2 stands for the gain for the subsystem consisting of augmented states. These estimator gains are computed by solving an Algebraic Riccati Equation (ARE) [l] using the augmented system matrices and tuning parameters u1 and 6 2 . The one-step ahead prediction equations are given by p p e A augmented system:
Since C(d-@)-'r = (I-t Czl Airi)-l(C:;l B i z i ) ,
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The first two terms on the right hand side of the above prediction equation represent the contribution from the original process model and the third term represents the correction for the assumed disturbance model. Therefore, in the time domain the predicted output at j can be represented as where %j-l represents ,the deterministic contribution and qlj-l represents thse correction due to stochastic disturbance assumptions. The deterministic contribution is given by
Stochastic contribution
Define A0 = I , P(z) = y(z) -y(z) and denote the third term on the right hand side of (1 1) as y(z). To represent the predicted output in the time domain a similar procedure is used as that for type A augmented system. 
Nonlinear implementation

Prediction
The predicted output is expressed as the sum of the deterministic contribution and the correction due to stochastic disturbance assumptions.
where P is the prediction horizon.
Deterministic contribution
Define, m(l) = min(k, 1) 1,2, . . . , P ) , where Au is the change in manipulated variables, defined as A u k = u k -uk-1 and S1,k are the step response coefficient matrices obtained by
Stochastic contribution
The computation of the linear correction is ' exactly the same as that described in the previous subsection with the only modification that the system matrices A ; , a, K p , I' are replaced by A i , k , a k , K k , r k respectively. In the absence of measurement information in the future, by taking the conditional mean, it isassumed that V k + i = O f O r i = l , ..., P .
Once the predicted output is computed, the future manipulated variables are obtained by solving the optimization problem 
Algorithm schematic
Linearize (1) at yklk-1, . . . , yk-n,+lIk-ny and u k -1 , . . . , &-nu to obtain A i , k for i = 1 , . . . , n, and The control action got "stuck at the zero gain area of the model, and the plant settled at an output value corresponding to the input value at the zero gain area. Whereas by using Type A model, the control and observer parameters can be tuned in such a way that it does not get "stuck" at the zero gain area. The oscillations are due to the aggressive control around the zero gain area. 
Conclusions
State Estimation NLQDMC algorithm is presented for use with nonlinear input-output models. The proposed algorithm eliminates the major drawbacks of the algorithm presented in [5] for nonlinear state space models. The modifications still preserve the major advantage of the original algorithm: the computational simplicity by solving only a single quadratic program ut each sampling time
The illustrating example demonstrated the successful application of state estimation NLQDMC for use with input-output models. It was demonstrated that for a system with sign change in the gain, in the presence of model-plant mismatch, the use of augmented models of Type A performs better than augmented models of Type B. The example also defnonstrated the shortcomings of the algorithm. It can be seen that the perfbrmance loss around the zero gain area is due to the use of linear model for the future prediction.
