Abstract. Poincaré and Eisenstein series are building blocks for every type of modular forms. We define Poincaré series for Jacobi forms of lattice index and state some of their basic properties. We compute the Fourier expansions of Poincaré and Eisenstein series and give an explicit formula for the Fourier coefficients of the trivial Eisenstein series. For even weight and fixed index, finite linear combinations of Fourier coefficients of non-trivial Eisenstein series are equal to finite linear combinations of Fourier coefficients of the trivial one.
Introduction
Jacobi forms arise naturally in number theory in several ways: theta functions arise as functions of lattices (see [14] ) and Siegel modular forms give rise to Jacobi forms through their FourierJacobi expansion (see [16] ), for example. The arithmetic theory of Jacobi forms of scalar index was developed in the 1980's in Eichler and Zagier's monograph, [8] . Several generalizations of this type of Jacobi forms have been studied in detail since then, such as Siegel-Jacobi forms (see [21] ), Jacobi forms of lattice index (see [9] ) and Jacobi forms over number fields (see [3] ). The popularity of Jacobi forms has increased in recent years due to their connection to string theory. They play a part in the Mirror Symmetry conjecture for K3 surfaces (see [13] ), they determine Lorentzian Kac-Moody Lie (super) algebras of Borcherds type (see [11] ) and a certain type of Jacobi forms can be the elliptic genus of Calabi-Yau manifolds (see [10] ). In this paper, we work with Jacobi forms of lattice index (also referred to as "Jacobi forms in many variables" in the literature), which appear for example in the theory of reflective modular forms (see [12] ) and vertex operator algebras (see [15] ).
Eisenstein and Poincaré series are the most simple examples of modular forms. They are obtained by taking the average of a function over a group (modulo a parabolic subgroup). This construction makes them automatically invariant under the group action. In the context of elliptic modular forms, they satisfy the important property of reproducing Fourier coefficients of cusp forms under a suitably defined scalar product. Furthermore, Poincaré series generate the space of cusp forms and they can be used for instance to construct lifting maps between different types of modular forms.
It is well-known that Eisenstein series are orthogonal to cusp forms in the case of elliptic modular forms. Let M k denote the space of modular forms of weight k for the modular group SL 2 (Z), let S k be its subspace of cusp forms and let M Eis k be the spanning set of the Eisenstein series of weight k; we obtain the following decomposition:
Thus, Eisenstein and Poincaré series describe a fixed space of modular forms completely and it is important to have explicit formulas for their Fourier expansions.
Similar constructions hold for other types of modular forms and the purpose of this paper is to generalize these results for Jacobi forms of lattice index. To the best of the author's knowledge, Poincaré series have not been defined in the literature in this context. We show that they are cusp forms and that they reproduce the Fourier coefficients of other cusp forms under the Petersson scalar product; we compute their Fourier expansion, expressing their Fourier coefficients as infinite series (see Theorem 5) . The definition of Jacobi-Eisenstein series was given for instance in [1] , where some of their properties were studied (such as dimension formulas for their spanning set and the fact that they are Hecke eigenforms). We show that they are orthogonal to cusp forms and compute their Fourier expansion (see Theorem 6) . We give an explicit formula for the Fourier coefficients of the trivial Eisenstein series (see Theorem 8) and obtain a linear relation between trivial and non-trivial Eisenstein series (see Proposition 15) .
The following section contains the notation and theory that are necessary in order to make the main results precise. Sections 3 and 4 are dedicated to the proofs of Theorems 5 and 6, respectively. In the proofs of the two main theorems, we use the approach Böcherer and Kohnen employed in their work on Siegel modular forms [2] . In Section 5, we give an explicit formula for the Fourier coefficients of the trivial Eisenstein series. This formula involves classical number theoretical objects such as Bernoulli numbers and values of Dirichlet L-functions at negative integers. We use results of Bruinier and Kuss from [2] on L-series arising from representation numbers of quadratic forms. Finally, in Section 6 we obtain a linear relation between trivial and non-trivial Eisenstein series in the case of even weight. We use the existence of an isomorphism between spaces of Jacobi forms and spaces of vector-valued modular forms and a linear operator which was defined by Williams in [18] for vector-valued modular forms. The proofs in this section rely heavily on the connection between the Weil and the Schrödinger representations.
Notation and elementary results
Let Q ≤0 denote the set of non-positive rational numbers and let R ≥0 denote the set of nonnegative real numbers. Denote the finite group of residue classes modulo m by Z m . Always consider the principal branch of the complex square root, i.e. having argument in (−π/2, π/2], unless stated otherwise. For an integer n, let e n (x) denote the function e 2πix/n and write e(x) for e 1 (x). For a rational number t, let ⌈t⌉ denote the smallest integer that is greater than or equal to t and let ⌊t⌋ denote the greatest integer that is smaller than or equal to t. For each prime p, let ord p be the p-adic valuation on Q. Let H denote the upper half-plane {τ ∈ C : ℑ(τ ) > 0}. Let · · denote the Kronecker symbol and, for every discriminant f, write χ f (·) for the quadratic Dirichlet character modulo |f| given by χ f (a) = f a . Let µ denote the Möbius function, let ζ denote the Riemann zeta function, let σ t denote the t-th divisor sum and, for every Dirichlet character χ, let σ χ t denote the twisted divisor sum σ
t . Let B m denote the m-th Bernoulli number and let B n (·) denote the n-th Bernoulli polynomial, which is defined as
Recall that the J-Bessel function of index α > 0 is defined by the following series expansion around x = 0:
for all x, y, z in L and all λ, µ in Z. If N = Z, then β is said to be integral. The bilinear form β is called non-degenerate if the map
is called the Gram matrix of β with respect to {e 1 , . . . , e m }. Identify every element in the lattice with its coefficient vector and write
where A t denotes the transpose of a matrix A. It is therefore possible to extend the domain of definition of β to L ⊗ Z Q, L ⊗ Z R and L ⊗ Z C in a natural way via the above matrix formula.
A lattice L over Z is a pair (L, β) such that L is a free Z-module of finite rank and β : L × L → N is a symmetric, non-degenerate Z-bilinear form. The lattice L is said to be integral if the associated bilinear form is integral. The rank of L, denoted by rk(L), is defined as the rank of L as a Z-module.
is even for all x in L, otherwise it is called odd. By abuse of notation, denote the quadratic form associate to L by β(x), i.e. β(x) = 1 2 β(x, x) for all x in L. Note that these definitions are still valid if Z is replaced with any commutative ring with identity (such as the ring of integers of a number field or the p-adic integers, for example).
Let L = (L, β) be an integral lattice and define the following set:
The dual lattice of L is defined as the pair
and L # /L is an abelian group of finite order. The order of this group is called the determinant of
In this case, define the discriminant form associated with L as the pair
It is known that ∆(L) is a discriminant, i.e. it is congruent to 0 or 1 modulo 4 (see Lemma 14.3.20 and Remark 14.3.23 in §14.3 of [6] ).
Jacobi forms.
In this subsection we give a brief overview of the theory of Jacobi forms of lattice index, following the exposition in [1] . For details and proofs, the reader can consult [1] .
Let L = (L, β) be an even lattice. The integral Heisenberg group associated with L is defined as
with composition law given by component wise addition, i.e.
(x 1 , y 1 )(x 2 , y 2 ) := (x 1 + x 2 , y 1 + y 2 ) .
The group SL 2 (Z) of 2 × 2 integral matrices with determinant equal to 1 acts on H L (Z) from the right via: ((x, y) , A) → (x, y) A := (ax + cy, bx + dy) ,
, with the following composition law:
. Note that it is also possible to define a rational Jacobi group J L (Q) and a real Jacobi group J L (R) in an analogous way.
It was shown in §2.2 of [1] that the Jacobi group acts on the left on the space
The Jacobi group also acts on the right on the space of holomorphic functions defined on H × (L ⊗ Z C) and taking values in C. For each such function φ and for every A = a b c d in SL 2 (Z), define the following action:
and, for every h = (x, y) in H L (Z), define the following action:
The action of J L (Z) is defined as
We leave it to the reader to verify that this is indeed a group action. Let k be a positive integer and let L = (L, β) be a positive-definite, even lattice. A Jacobi form of weight k and index L is a holomorphic function φ : H × (L ⊗ Z C) → C with the following properties:
• For all γ in J L (Z), the following holds:
• The function φ has a Fourier expansion of the form
c(n, r)e (nτ + β(r, z)) .
For fixed weight and index, denote the C-vector space consisting of all such functions by J k,L . For example, if we take m in N and consider the lattice L = (Z, (x, y) → 2mxy), then the space J k,L is the space J k,m of Jacobi forms of weight k and index m defined in [8] . Similarly, if we take G to be a g × g positive-definite symmetric integral matrix with even diagonal elements and we consider the lattice L = Z (g, 1) , (x, y) → x t Gy , then J k,L is the space J k, 1 2 G of Jacobi forms of weight k and index 1 2 G defined in [2] .
The reader will notice that the Fourier expansions in our main theorems do not look like the one in (4) . This is due to the following very useful fact, which was proven in §2.4 of [1] :
c(n, r)e (nτ + β(r, z)) , then the Fourier coefficients c(n, r) depend only on n − β(r) and on r mod L. More precisely, we have c(n, r) = c(n
Define the following set, called the support of L: 
We will often use the interplay between these two Fourier expansions. The latter version is used to define Jacobi cusp forms:
This is the stabilizer of the constant function equal to one, i.e. the set
For two functions φ and ψ that are invariant under the
It is easy to show that the function ω φ,ψ is also
where ι is the reflection map (τ, z) → (τ, −z). If φ and ψ are elements of J k,L and at least one of them is a cusp form, define their Petersson scalar product as
The integral in (8) is absolutely convergent and the scalar product it defines is independent of the choice of fundamental domain.
2.3.
Vector-valued modular forms. We briefly discuss the connection between Jacobi forms and vector-valued modular forms. The main reference for this subsection is [3] . The metaplectic group, denoted by Mp 2 (Z), consist of elements of the formÃ = (A, w(τ )), with A = a b c d in SL 2 (Z) and w(τ ) is a holomorphic function defined on H, such that w(τ )
Let V be a finite dimensional vector space over C, let k ∈ 1 2 Z and let ρ : Mp 2 (Z) → Aut(V ) be a finite-dimensional representation of Mp 2 (Z), whose kernel has finite index in Mp 2 (Z). For any function F : H → V , define the Petersson slash operator
for all A ∈ Mp 2 (Z) and whose individual components F j (1 ≤ j ≤ dim(V )) extend to holomorphic functions from H to C is called a vector-valued modular form of weight k for ρ. For fixed weight, denote the C-vector space of all such functions by
For each φ in J k,L with Fourier expansion as in (5), define the following function on the upper half-plane:
Ajouz proved in §2.4 of [1] that every Jacobi form has a theta expansion:
Jacobi theta series are very interesting in their own right and much can be said about them. We mention that the functions ϑ L,x and h φ,x have some modular properties with respect to Mp 2 (Z) and we refer the reader to the PhD thesis of Boylan (see §3 of [3] ), where this is discussed in detail in the more general setting of Jacobi forms over number fields.
We define the Weil representation associated with
by the following action of the generators of Mp 2 (Z):
In general, write
It is well-known that ρ L is unitary and hence its dual representation is given by:
We extend the definition of the | k,L action of SL 2 (Z) on holomorphic functions φ : H × (L ⊗ C) → C to Mp 2 (Z) in the following way: for every half-integer k and for everyÃ = (A, w(τ )) in Mp 2 (Z), define
Boylan shows in §3.5 of [3] that, for every x in L # /L and for everyÃ in Mp 2 (Z), the theta series ϑ L,x satisfies the following:
The main result in §3.7 of [3] is the following theorem:
is a positive-definite, even lattice, then the map
This theorem together with known results on the dimension of spaces of scalar-valued modular forms for the kernel of ρ L imply that J k,L = {0} if k < rk(L)/2 and that the spaces J k,L are finite dimensional. It also gives a connection between Jacobi forms of odd rank lattice index and half-integral weight modular forms and between Jacobi forms of even rank lattice index and integral weight modular forms. Note that Theorem 3 holds over arbitrary number fields, not only over Q.
Let H be the group Z 3 with the following composition law:
Let L be a positive-definite, even lattice and
The Schrödinger representation is also unitary, which can be verified on the generators (1, 0, 0), (0, 1, 0) and (0, 0, 1) of H: the matrix of σ x (1, 0, 0) is a permutation matrix and the matrices of σ x (0, 1, 0) and σ x (0, 0, 1) are diagonal with diagonal entries of modulus equal to one. Define the following action of SL 2 (Z) on H:
For everyÃ = (A, w(τ )) in Mp 2 (Z) and every (λ, µ, t) in H, the following relation holds between the Weil and the Schrödinger representations:
This can be easily verified on the generatorsT andS of Mp 2 (Z) and the generators (1, 0, 0), (0, 1, 0) and (0, 0, 1) of H. By taking complex conjugates on both sides of this equation and re-ordering, we obtain the following relation between the dual representations:
Poincaré and Eisenstein series. Let k be a positive integer and let
The following holds:
Furthermore, let −I 2 denote the element
since e(n(β(r) − D)) = e(β(r, µ)) = 1. For the second identity, we have:
Let r in L # and let D < 0 be such that β(r) ≡ D mod Z. Define the Jacobi-Poincaré series of weight k and index L associated with the pair (D, r) as
For r in L # such that β(r) ∈ Z, define the Jacobi-Eisenstein series of weight k and index L associated with r as
The factor of 1 2 is introduced in the definition of Eisenstein series for normalizing purposes. As a consequence of Lemma 4, the series defined in (13) and (14) are independent of the choice of coset representatives of
The Eisenstein series E k,L,r was defined in §3.3 of [1] . It was shown there that it can be written in terms of the theta series defined in (9) as
It follows that E k,L,r only depends on r mod L, i.e. we can restrict their definition to r ∈ Iso(D L ).
Throughout this paper, we will be working with a fixed positive-definite, even lattice L and fixed integer weight k. Therefore, to ease notation, we write
. We will also refer to the Eisenstein series E 0 as the trivial Eisenstein series. We proceed with the main results of this paper.
Jacobi-Poincaré series
Theorem 5. Let k be a positive integer and let L = (L, β) be a positive-definite, even lattice of rank rk(L). The Poincaré series satisfies the following:
r is absolutely and uniformly convergent on compact subsets of H × (L ⊗ Z C) and it is an element of S k,L . Furthermore, define the explicit constant
For every cusp form φ in S k,L with Fourier expansion
the following holds:
(ii) The Poincaré series P D,r has the following Fourier expansion:
where
Proof of Theorem 5. It was shown in §2.2 of [4] that the Poincaré series of matrix index are absolutely and uniformly convergent on H × C rk(L) for k > rk(L) + 2 and clearly the same estimates hold in the lattice index case.
For every δ in J L (Z), right multiplication by δ is an automorphism of the orbit space
The fact that it is an element of S k,L follows from inspecting its Fourier expansion.
Next, we compute the Petersson scalar product of P D,r and an arbitrary cusp form of weight k and index L. Let φ in S k,L have Fourier expansion
Using the definition of Poincaré series, we have:
since the integrand converges absolutely and uniformly and so we can change the order of integration and summation. We want to show that
for every γ in J L (Z), in order to use the classical unfolding argument from the theory of elliptic modular forms. Let γ = (A, h),
Using (7), we obtain:
|cτ +d| 2 and |e(z)| 2 = e −4πℑ(z) , it follows that
and so we need to show the following:
This follows from straight-forward calculations, using the fact that, for z,
the following equalities hold:
Make the substitution γ(τ, z) = (τ ′ , z ′ ) in (21) and, bearing in mind that the volume element V L , (τ, z) is invariant under this change of variable, we obtain:
. Thus, we obtain:
.
Therefore, choose the set
We leave it to the reader to verify that every pair (τ
can be written as γ(τ, z) for some γ in J L (Z) ∞ and some unique (τ, z) in our chosen fundamental domain.
Next, insert the Fourier expansion of φ in (22). It is more convenient at this point to insert the classical form of the Fourier expansion of φ, i.e.
where c(n
In (23), we used the well-known formula The inner integral in (24) (denote it by I for simplicity) can be computed by diagonalizing β. Since L is positive-definite and symmetric, its Gram matrix G can be diagonalized with a real orthogonal matrix, i.e. G = Q t DQ for some rk(L) × rk(L) matrix Q with real entries that satisfies Q t Q = I rk(L) and some diagonal matrix D = diag(α 1 , . . . , α rk(L) ). In particular, it follows that j α j = det(L). Making the change of variable Qy = y ′ , we obtain:
The bilinear form β ′ (x, y) := x t Dy is diagonalized and it satisfies β ′ (x, y) = β(Q −1 x, Q −1 y). Writing out the exponents explicitly and dropping the primes yields
Complete the square in the exponent and obtain
Next, substitute (2πα j v −1 ) 1 2 y j = x j and use the standard Gaussian integral to obtain
Thus,
where the constant λ k,L,D is defined in (18) . Hence, the proof of item (i) is complete.
We proceed with the proof of (ii). To obtain the Fourier expansion of P D,r , choose
A are therefore equal to (aλ, bλ), with λ in L. Inserting this into (13) and letting n := β(r) − D as usual, we obtain:
after rearranging terms. In order to obtain the factor of β(λ), we wrote
and, to obtain the factor of β(λ, z), we used the following well-known identity
We can split this sum up into two sums, according to whether c = 0 or c = 0. When c = 0, we have d = ±1 and this forces a = d = ±1 and b can be any integer. Since r ∈ L # and λ ∈ L, we have β(r, λ), β(λ) ∈ Z and we obtain a contribution of λ∈L e (β(λ)τ + β(λ, z) + nτ + β(r, z) + β(r, λ)τ )
We want to write this expression as a standard Fourier expansion of a Jacobi form (like the one in (5)). Set r ′ := λ + r in (28), which implies we are summing over all r
where δ L is defined in (20) . For the contribution coming from terms with c = 0, Lemma 4 implies that the terms with c < 0 are obtained from those with c > 0, by multiplying their contribution with (−1) k and replacing z by −z. Thus, we focus on the former case. Use (27) again to write the contribution coming from terms with c > 0 as
′ runs through congruence classes modulo c that are coprime to c (we will drop the prime from the notation and write d(c) × for simplicity) and α runs through Z. Similarly, write λ as λ ′ + µc, where λ ′ is the reduction of λ modulo cL and µ ∈ L. It is clear that λ ′ runs through the coset representatives of L/cL and that µ runs through L. We obtain a contribution of
where d −1 is the inverse of d modulo c and we have used the fact that ad ≡ 1 mod c. Furthermore, the function F c;(n,r) : H × (L ⊗ Z C) → C is defined as
This function has period 1 in τ and period L in z and hence it has a Fourier expansion of the form
We can compute the Fourier coefficients of F c;(n,r) by integrating it against an appropriate exponential function, since P D,r is absolutely and uniformly convergent in τ and z, and hence so is F . We remind the reader that we write τ = u + iv and z = x + iy. For fixed v > 0, y in C rk(L) , m in Z and s in L # , we have:
by the standard orthogonality relations (25) and (26). Thus, we can evaluate f (n ′ , r ′ ) as
Making the change of variable z → z + 1 c r − τ r ′ and setting D ′ = β(r ′ )− n ′ implies the inner multiple integral becomes e c (−β(r ′ , r)) e β(r
Using the generalized Gaussian integral, it can be shown that
and hence
To compute this integral, consider the two separate cases: 
over the contour in Figure 1 , formed by traversing the line segment L = {t : −R ≤ t ≤ R} from left to right and the semi-circle C = {Re iθ : 0 ≤ θ ≤ π} in the counter-clockwise direction.
The integral we seek is (32) lim
The integrand is holomorphic inside our chosen contour and therefore (31) is equal to zero by Cauchy's Theorem. Using the estimation lemma from complex analysis and our chosen parametrization, the absolute value of the integral over the contour C is less than or equal to πR max
It is straight forward to show that this expression converges to zero as R → ∞. Therefore, so does (32) and hence the Fourier coefficients f (n ′ , r
1/2 s and write s = u + iv by abuse of notation. Integrating in ℜ(τ ) from −∞ to ∞ means we are integrating in ℑ(s) from ∞ to −∞ and note that ℜ(s) > 0. We obtain:
For fixed σ > 0 and κ > 0, the functions
s (ℜ(s) > 0) are mutually inverse with respect to the Laplace transform, i.e.
Thus, if we take κ =
2 , then the integral (33) is equal to 2π · f (t), where
. Therefore,
and we obtain the following contribution from the terms with c > 0:
We remind the reader that, in the last equation, d runs through Z 
Finally, let m be a positive-definite, symmetric, half-integral g × g matrix. When applied to the lattice L = (Z g,1 , (x, y) → x t 2my), Theorem 5 agrees with the results in [2] . With the notation in [2] , let D and D ′ be the determinants of the block matrices 2n r r t 2m
and 2n
, respectively. Then:
where the left-hand side uses the notation in [2] .
Jacobi-Eisenstein series
The analogue result of Theorem 5 for Eisenstein series is the following:
Theorem 6. Let k be an integer and let L = (L, β) be a positive-definite, even lattice of rank rk(L). The Eisenstein series satisfies the following:
+ 2, then E r is absolutely and uniformly convergent on compact subsets of H × (L ⊗ Z C) and it is an element of J k,L . Furthermore, it is orthogonal to cusp forms of the same weight and index.
(ii) The Eisenstein series E r has the following Fourier expansion: 
This theorem can be proved by following the steps in the proofs of Theorem 5, up to a certain point. We pick up from where the differences arise.
Proof of Theorem 6. It was stated in [1] that the series defined in (14) converges absolutely and uniformly on compact subsets of
+ 2. It was also shown that it is independent of the choice of coset representatives of J L (Z) ∞ \ J L(Z) and it is invariant under the | k,L action of J k,L . The fact that it is an element of J k,L follows from inspecting its Fourier expansion
We can compute the Petersson scalar product of E r and an arbitrary cusp form φ of weight k and index L in the same way as in the proof of Theorem 5, item (i), up until (23). At this point, due to the orthogonality relations (26), the integral in x vanishes. This is due to the fact that r ′ cannot be equal to r, since φ is a cusp form and therefore has no terms in its Fourier expansion with β(r ′ ) in Z.
Proceeding to (ii), when we analyse the contribution coming from terms with c = 0 in (28), we set r ′ := λ + r in (28) as before, which implies that we are summing over all r ′ in L # such that r ′ ≡ r mod L. Since D = 0 in this case, the contribution is
Thus, we obtain the desired singular term in the Fourier expansion of E r .
In the contribution coming from terms with c = 0, the change arises in the Fourier coefficients (29) of F c;(n,r) . They are now equal to
If D ′ ≥ 0, then applying the same estimates as before with D = 0 yields f (n ′ , r ′ ) = 0. When D ′ < 0, we need to compute the integral
Make the substitution 2πiD ′ τ = z to obtain yields
Thus, we obtain the following contribution from the terms with c > 0:
We remind the reader that d runs through Z × c , λ runs through a complete set of representatives of L/cL and d −1 denotes the inverse of d modulo c. Furthermore, when c < 0, we obtain the same contribution, multiplied by (−1) k and with z replaced by (−z). Using the bi-linearity of β, we can again move the minus sign in front of r ′ and relabel r ′ := (−r ′ ) by abuse of notation, obtaining the desired result and completing the proof.
Remark 7. For k > rk(L) + 2, the "non-singular" Fourier coefficients of the Eisenstein series can be obtained from those of the Poincaré series by using (1). The J-Bessel function J α has the following well-known asymptotic form for 0 < x ≪ (α + 1)
Therefore, if we view D as a parameter in R and take the limit as D → 0 in (19), we obtain:
and clearly
Trivial Eisenstein series
In the following section we will show that, when k is even, the Fourier coefficients of E r can be written as finite linear combinations of Fourier coefficients of the trivial Eisenstein series E 0 for every r in Iso(D L ). In this section, we give an explicit formula for the latter: Theorem 8. The Eisenstein series E 0 vanishes identically when k is odd. When k is even, it has the following Fourier expansion:
where ϑ L,0 is a theta series as in (9) . When rk(L) is even, write ∆(L) = f 1 d 
We will use the following lemma in the proof of Theorem 8:
Lemma 9. The non-singular Fourier coefficients of E 0 are equal to
Proof. On the right-hand side of (35), set λ ′ := d −1 λ. Change the notation of the pair (D ′ , r ′ ) to (D, x) and drop the prime from the new summation over λ ′ . We obtain:
We have used the fact that r ∈ Iso(D L ) to write e c (β(λ + r)) = e c (β(λ + d −1 dr)) and e c (β(λ, r)) = e c (β(λ, d −1 dr)) (note that this would not work for the lattice sum
Note that this quantity is an integer. Define the following representation numbers:
We want to use the following identity, which is easy to verify:
To remove the coprimality condition between d and c, use the following well-known identity involving the Möbius function:
a|n µ(a) = 1, if n = 1 and 0, otherwise.
Define the following quantity:
We obtain:
and, writing c = ab, we have:
The condition that d runs modulo ab and d is divisible by a is equivalent to 
Combining everything with the following well-known identity involving the Riemann zeta function:
we obtain:
where in the first line we replaced We proceed with the proof of Theorem 8:
Proof of Theorem 8. For every r in Iso(D L ), the singular term of E r can be written as
When r = 0, this quantity is equal to zero if k is odd and to ϑ L,0 if k is even. Lemma 9 implies that the Fourier coefficients G 0 (D, x) vanish if k is odd, in support of (16) . Thus, from now on, assume that k is even. In the remainder of this proof, we want to bring (36) to the desired forms. The representation numbers R b := R b (Q D,x ) are multiplicative functions of b. They also arise in §4 of [5] It was shown in [5] thatL(s) converges for ℜ(s) > rk(L) and that it can be continued meromorphically to ℜ(s) > rk(L) 2 + 1, with a simple pole at s = rk(L), in view of (37). Thus, G 0 (D, x) is the value of the analytic continuation of
at s = k − 1. By using results of Siegel on representation numbers of quadratic forms modulo prime powers [17] , it is possible to computeL. For each prime p, define w p := 1 + 2ord p (2N x D) and the local Euler factor
Then Lemma 5 in [5] implies that
If the rank of L is even, then ∆(L) is a discriminant, i.e. it is congruent to 0 or 1 modulo 4, and hence 
The local Euler factors
L p can be computed at all primes except for a set of "bad primes", by using Hilfssatz 16 in [17] , giving rise to the following formulas:
, if rk(L) is even and
Assume first that rk(L) is even. Write ∆(L) = fd 2 with f the discriminant of the quadratic field Q( ∆(L)) and d in N. In particular, the function χ f (·) is a primitive quadratic character modulo |f|. It was shown in §4 of [19] that the Dirichlet L-function of χ L satisfies the following:
Since k and rk(L) are even, it follows that A is a rational number. We can rewrite the expression for B using functional equations for Dirichlet L-series (see §3. Define the completed L-function of χ,
Applying this functional equation, we obtain:
We remind the reader that ∆(L) = (−1)
det ( 
= (−1)
n , the Gamma functions give a contribution of
⌉ .
It follows that
2 , χ f and hence we obtain the desired formula for G 0 (D, x) when rk(L) is even. Assume now that rk(L) is odd. WriteD 0 ∆(L) = fd 2 with f the discriminant of the quadratic
is a primitive quadratic character modulo
The values of the Riemann zeta function at positive even integers are well known:
and note that A is a rational number. Applying the functional equation (39) to χ f yields
We remind the reader that ∆(L) = (−1) 
Using the duplication formula and Euler's reflection formula, the Gamma functions give a contribution of
It follows that
and hence we obtain the desired formula for G 0 (D, x) when rk(L) is odd, completing the proof.
Remark 10. The local Euler factorsL p can be computed at the set of "bad primes" p | 2D det(L) by using the methods for calculating the Igusa local zeta function from [7] . For example, let rk(L) be even and set
Then Theorem 2.1 in [7] can be used to show that
The proof involves tedious calculations, hence we omit it.
An important consequence of Theorem 8 is the following rationality result:
Corollary 11. The Fourier coefficients of E 0 are rational numbers.
Proof. The values of L(s, χ f ) at negative integers can be expressed as linear combinations of Bernoulli polynomials with rational coefficients, cf. §1.7 of [20] :
Furthermore, when rk(L) is odd, the definition ofD 0 gives (DD 0 )
Since all other quantities appearing in the formulas are clearly rational, the result follows.
Non-trivial Eisenstein series
Let r be an element of Iso(D L ) \ {0}. Our goal is to express E r in terms of E 0 using an approach based on vector-valued modular forms, which were introduced in Section 2.3. Let x be an element of L # /L with order N x and let σ x denote the Schrödinger representation twisted at x, defined in (11). Let φ be an element of J k,L and let ϕ be the isomorphism between Jacobi forms and vector-valued modular forms given in Theorem 3. Define the averaging operator at x in the following way:
This operator was defined for vector-valued modular forms by Williams in §11 of [18] .
Thus, the action of the Schrödinger representation can be defined directly on theta series:
and hence the operator Av x can be defined without the use of ϕ. However, we continue to work with vector-valued modular forms, since it is easier to prove modularity in this context.
The following holds:
Lemma 13. The operator Av x is well defined, in other words it does not depend on the choice of representatives of Z N 2
Proof. For all integers a and b, we have
Thus, the operator Av x is well defined. To show that Av x φ is a Jacobi form of weight k and index L, it is sufficient to prove that ϕAv x φ is an element of M k− ) ψ(Aτ ) = w(τ )
where we have used (12) in the middle line. Thus,
with the bijective change of variable (λ ′ , µ ′ ) = ((λ, µ)A). Thus, the function ϕAv x φ is an element
(ρ * L ) and we can apply ϕ −1 to obtain that Av x φ is an element of J k,L .
Applying the averaging operator at x to the Eisenstein series E 0 yields the following: Proposition 14. Let x be an element of L # /L and let the averaging operator Av x be defined as above. Then:
λβ(x)∈Z E λx (τ, z).
Proof. First, note that, if λβ(x) ∈ Z, then β(λx) = λ 2 β(x) ∈ Z and so λx ∈ Iso(D L ). Thus, the right-hand side of (41) is well defined. Expand (17) and use (10) :
The fact that ρ L is unitary implies that ρ * L (Ã) −1 = ρ L (Ã) t and hence
Using (12), we have: In the second line, we made the change of variable (λ ′ , µ ′ ) = (λ, µ)A −1 . The inner sum in the last line is equal to N We remind the reader of (16), which asserts that E x = −E −x when k is odd. On the right hand-side of (41), λ ∈ Z N 2 x satisfies λβ(x) ∈ Z if and only if −λβ(x) ∈ Z. Furthermore, the trivial Eisenstein series E 0 ≡ 0 when k is odd and so, in this case, the terms on the right-hand side of (41) cancel out. Thus, from now on, let k be even. 
