This paper presents a new interpolation method that enables the construction of C 2 cubic polynomial spline curves without solving a global system of equations, while providing slackness/continuity control and convexity preserving ability. The basic idea is to blend a cubic B-spline curve with a singularly parametrized sequence of connected line segments. A global slackness parameter controls the tautness, speciÿcally the distance between the interpolating curve and the linear interpolant. The order of continuity at each knot is controlled via multiple knot insertions so that cusps and straight-line segments can be conveniently prescribed. In addition, a method for selecting local slackness values to produce G 1 convexity preserving curve is presented. With the low-degree polynomials and direct computation of control vertices, this local method is computationally simple and is useful for interactive shape design and computer graphics applications.
Introduction
Polynomial spline interpolation is the most traditional form of curve modeling. It addresses the problem of constructing a polynomial spline curve that satisÿes a given set of data points, and optionally derivative data. The data to be interpolated may come from a wide range of ÿelds, such as automobile design, shipbuilding, biological, medical and entertainment applications. The applications may require the interpolation to be computed once completely o ine or to be modiÿed interactively.
Interpolation methods can be broadly classiÿed into two classes: local and global methods [19] . A local method works by constructing each curve segment based on only a local subset of data [10, 18, 1] . A global method sets up all the constraints as a global system of equations or an optimization problem, and solves for all the unknowns, such as control vertices, knots, and shape parameters [2, 17, 11, 14, 4] .
In general, global methods enable a desired order of continuity to be attained more easily than local methods. Speciÿcally, C 2 piecewise cubic interpolants satisfying two given end conditions are well known. However, global methods have some limitations, making them less desirable for certain applications. First, they usually do not provide parameters for modifying the curves locally to re ect local data shape or for including special geometric features, such as cusps and straight line segments in the curves. For example, although each B-spline curve segment is a ected by only a set of local control vertices, the process of ÿnding these vertices for constructing an interpolating B-spline curve is global and the resulting B-spline curve cannot be locally controlled. Second, interpolation produced by global methods may exhibit erroneous oscillations. These two weaknesses motivated the development of splines with tension control [9, 8, 5] , shape-preserving splines [6, 10, [12] [13] [14] [15] , and fairing methods [20] . Finally, solving global systems incurs more computational cost, which can be signiÿcant when the number of data points is large.
In contrast, local methods have the advantages of handling special geometric features more easily, providing shape parameters that can be automatically set according to local data, and being computationally less expensive. But, they generally produce curves of a lower order of continuity. Speciÿcally, for the case of cubic polynomial splines, local methods typically attain only C 1 continuity [15] , unless special techniques such as additional nodes or parameters are employed, in which case G 2 [10] or C 2 continuity [18] can be attained. This paper presents a local interpolation method that enables the construction of C 2 continuous cubic polynomial splines. It allows the user to control the continuity at knots to introduce cusps and straight-line segments, and to control the global slackness for tightening the curve against the linear interpolant. To preserve the convexity in the data, we present a method for choosing local slackness values. The interpolant is then a G 1 cubic spline. Due to the low-degree polynomials and the direct computation, our method is computationally e cient and thus useful for interactive applications in CAGD and computer graphics.
The method is based on the idea of singular blending proposed in [16] . However, Loe's method blends a cubic uniform B-spline and its control polygon to obtain a non-interpolatory -B-spline. In this paper and our earlier preliminary work [22] , we apply the singular blending idea to solve the interpolation problem. The interpolant is obtained by blending a cubic B-spline curve and a specially parametrized polyline (a sequence of connected line segments) that is constructed by considering the interpolating constraints. Since C 2 interpolants are often used to represent the paths of machine tools or object animation, where parameter represents time, we consider the construction of non-uniform -B-splines.
Interpolation with non-uniform -B-spline curves
Given a set of data points in three-dimensional space:
; 1 6 i 6 n − 1, n ¿ 4, our goal is to construct a C 2 cubic polynomial curve interpolating all the data points without solving a global system to ÿnd the control vertices. We construct an interpolating cubic non-uniform -B-spline by blending a cubic non-uniform B-spline curve and a polyline designed by considering the interpolation constraints.
First, we deÿne the cubic non-uniform B-spline curve using the data points as the control points. To ensure the number of curve segments in the B-spline curve is equal to the number of data segments (i.e., line segments connecting the data points), two auxiliary points are added:
Each of the original points P i is then assigned a knot value using the chord-length method:
2)
The multiplicity of the start and end knots is increased so that the curve interpolates P 1 and P n : , we obtain the following B-spline space curve:
where N i; 4 (u) are the fourth-order B-spline bases. The curve segment in [u j ; u j+1 ] can be expressed as [7, 19] .
N i; 4 (u)P i+2 ; u j 6 u 6 u j+1 ; j = 1; 2; : : : ; n − 1: (2.5)
To avoid solving a global system of equations and to introduce a slackness adjustment parameter without modifying the order of continuity anywhere, we blend the above B-spline curve C (u) and a polyline using a blending factor . With this formulation, the vertices of this polyline can be directly computed from the interpolation conditions. Our design criteria for this resulting blended curve, Q(u; ), which interpolates all data points are as follows: (1) it must be a cubic polynomial space curve, like C (u), (2) it must maintain the order of continuity of C (u) at the knots, and away from the knots, its continuity must be at least C 2 . To realize the second criterion, we adopt Loe's idea [16] of using a singular blending function to parametrize the polyline. A wth-level singular blending function S j (u) ∈ C w [u j ; u j+1 ], j = 1; 2; : : : ; n − 1, is deÿned as a function satisfying the following conditions S j (u j ) = 0; S j (u j+1 ) = 1; j = 1; 2; : : : ; n − 1; (2.6)
j (u j+1 ) = 0; 1 6 k 6 w; j = 1; 2; : : : ; n − 1: (2.7)
For practical purposes, Loe [16] used a 2-level singular blending functions and suggested S j (u) = 1 − (1 − t 3 ) 3 , where t = (u − u j )=(u j+1 − u j ). Another possible choice is clearly the quintic Hermite polynomial S j (u) = 10t 3 − 15t 4 + 6t 5 . However, the degrees of these functions are too high for most geometric design applications. Since S j (u) must be cubic to meet the ÿrst criteria, we propose using the following piecewise cubic polynomial function deÿned on three subintervals:
where j = u j+1 − u j ; u j = u j+1 ; j = 1; 2; : : : ; n − 1.
Henceforth, we assume that this cubic singular blending function is used to parametrize the polyline, which will be referred to as a singular polyline. Each segment of the singular polyline connects the yet-to-be-determined vertices V j and V j+1 , which are dependent on and hence are written as V j ( ) and V j+1 ( ); that is,
u j 6 u 6 u j+1 ; u j = u j+1 :
(2.9)
From condition (2.7), it follows that
L j (u j ; ) = 0; j = 1; 2; : : : ; n: (2.10)
By blending the cubic non-uniform B-spline C (u) and the singular polyline L(u; ), both deÿned on [u 1 ; u n ], using as the blending factor, we obtain a cubic polynomial spline curve with an additional parameter :
(2.11) (see Fig. 1 ). Each segment on [u j ; u j+1 ] can be more explicitly represented as follows:
u j 6 u 6 u j+1 ; j = 1; 2; : : : ; n − 1: (2.12)
From condition (2.6) of S j (u) and the following interpolating condition of Q(u; ), Q(u j ; ) = P j ; j = 1; 2; : : : ; n; (2.13) we obtain
: : : ; n − 1;
Note that, since C (u) interpolates the endpoints P 1 ; P n , we have
Finally, substituting (2.14) into (2.12), we get the following desired interpolating cubic non-uniform -B-spline curve:
(j) = j + 1 − max(0; j + 2 − n); u j 6 u 6 u j+1 ; u j = u j+1 ; j = 1; 2; : : : ; n − 1: (2.16)
Using this formula, an -B-spline can be evaluated without explicitly determining the vertices
. It is clear that, for any blending factor , the resulting curve Q(u; ) interpolates the data points {P i } n i=1 . It follows directly from (2.10) that
9u 2 Q(u j ; ) = (1 − )C (u j ); j = 1; 2; : : : ; n:
Thus, for a ÿxed blending factor , the curve Q(u; ) maintains the same order of continuity as that of C (u) at every knot u j , j = 1; 2; : : : ; n. Since, everywhere away from the knots, the components of the B-spline curve C (u) are C ∞ and the singular blending functions S j (u) are C 2 , the entire cubic non-uniform -B-spline curve Q(u; ) ∈ C 2 . So far, we do not restrict the range of . However, for practical shape modeling, we shall assume ∈ (0; 1), and refer to them as standard -B-spline curves. When = 0, the -B-spline reduces to the cubic B-spline C (u), in which case the singular polyline L(u; ) is super uous; when = 1, from (2.9), (2.11) and (2.14), the -B-spline reduces to the polyline connecting the data points
but parametrized using the singular blending function S j (u).
The method of construction of an -B-spline has two major implications. First, -B-spline inherits the desirable characteristics of the approximating B-spline, for example, the availability of e cient evaluation and other processing algorithms. More notably, since the approximating B-spline has no unnecessary undulations due to the convex hull and variation diminishing properties, the -B-spline also has fewer undulations and is less sensitive to parametrization than most interpolation methods. Second, blending with a polyline tends to ' atten' the middle portion of each -B-spline curve segment. This means that, although the -B-spline has good visual appearance near data points, its shape away from data points may be less curved than interpolants produced by other methods, especially for segments adjacent to sharp corners ( Fig. 1 ).
Continuity control
This section describes the theory and method of controlling the continuity of the -B-spline curve Q(u; ) for a ÿxed blending factor to introduce cusps and straight-line segments. The basic idea is to insert multiple knots to the non-uniform B-spline curve C (u).
Cusps at data points
To reduce the order of continuity of Q(u; ) to C 0 at a data point P k (1 ¡ k ¡ n), i.e., to form a cusp at that point, we only have to increase the multiplicity of the point P k to 3. Speciÿcally, we let P i = P i ; i = 1; 2; : : : ; k − 1; P k = P k+1 = P k+2 = P k ;
We claim that by blending the following cubic non-uniform B-spline curve
and the singular polyline L(u; ) deÿned by V j ( ) = P j − (1 − )C j (u j ); j = 1; 2; : : : ; n + 2, the resulting -B-spline is the desired curve. We prove this below. Since P k = P k+1 = P k+2 , using the chord-length parametrization method, the knot value assigned to these data points has multiplicity 3: u k = u k+1 = u k+2 . From the continuity of B-spline bases at the knots and the local support property [7, 19] , we get N i; 4 (u k+2 ) = 0, i = k; k + 1; k + 2; from the unity sum property, we have N k−1; 4 (u k+2 ) = 1; thus,
i.e., C (u) interpolates P k . And hence, Q(u i ; ) = C (u i ) = V i = P i = P k , i = k; k + 1; k + 2. Moreover, using the de Boor formula [7, 19] , we get N k; 3 (u k+2 +) = N k+1; 2 (u k+2 +) = N k+2; 1 (u k+2 +) = 1; thus N i; 3 (u k+2 +) = 0, i = k; N i; 2 (u k+2 +) = 0, i = k + 1; ÿnally, we have
;
is parallel to the line segment P k P k−1 . Thus, C (u) forms a cusp at P k and it is C 0 continuous there. As shown earlier, for any ÿxed , the -B-spline curve Q(u; ) has the same order of continuity at all knots as C (u); thus, Q(u; ) is also C 0 continuous at P k (see Fig. 4 ).
C 1 continuity at data points
To make Q(u; ) C 1 at a data point P k (1 ¡ k ¡ n), we increase the multiplicity of P k to 2 and rename the data set to {P i } n+1 i=1 withP k =P k+1 , then we set the interior control vertices
of the B-spline curve C (u) as follows with P k = P k+1 (see Fig. 2 ). More precisely, we let P i =P i = P i ; i = 1; 2; : : : ; k − 1; P i =P i = P i−1 ; i = k + 2; k + 3; : : : ; n + 1;
Assign knot value u i to each data pointP i ; i = 1; 2; : : : ; n + 1 using the chord-length method. The B-spline curve is then deÿned as
From known properties of cubic B-spline curves, the data segment P k−1 P k+1 is in the tangent direction of the point C(u k ) = P k . Since -B-spline retains the continuity of C (u), it is easy to verify that the -B-spline interpolates the point P k with C 1 continuity.
Straight-line segment between two adjacent data points
Next, the goal is to introduce a straight-line segment between two data points P k−1 and P k (2 6 k 6 n), and make the curve Q(u; ) C 1 continuous at these data points (see Fig. 3 ). We set the B-spline interior control vertices
as follows: P i = P i ; i = 1; 2; : : : ; k − 1; P i = P i−2 ; i = k + 2; k + 3; : : : ; n + 2; (3.5)
with P k ; P k+1 deÿned below. On the straight-line segment P k−1 P k+2 , we ÿrst introduce two pairs of temporary points:
with the distance between the point A k−1 (A k+2 ) and the point P k−1 ( P k+2 ) set to be about one-sixth of the length of P k−1 P k+2 , and then assign the following knot values u 1 = 0; u i = u i−1 + P i−1 P i ; i = 2; 3; : : : ; k − 2; i = k + 4; k + 5; : : : ; n + 2;
ÿnally, we compute P k ; P k+1 from the following equations:
Blending the cubic non-uniform B-spline curve deÿned by
and the corresponding singular polyline L(u; ) produces the desired -B-spline curve. This method works because, with multiplicity 2, i.e., u k−1 = u k ; u k+1 = u k+2 , and from the local support property of B-spline bases and the de Boor formula, we get
here both the vectors C (u k ) and C (u k+1 ) are parallel to the line segment A k A k+1 , i.e., the segment of the B-spline curve C (u)(u k 6 u 6 u k+1 ) between A k and A k+1 is C 1 continuous, and it is a straight-line segment. It is easy to verify that the resulting -B-spline curve interpolates P k−1 = P k−1 and P k+2 = P k , has C 1 continuity and forms a straight-line segment between them. Note that the vertices {V i } n+2 i=1 can still be found using (2.14). Since
Thus, for the degenerate interval [u k−1 ; u k ], we set the singular line segment L k−1 (u; ) as V k−1 V k , and the -B-spline segment Q k−1 (u; ) as P k−1 P k ; analogously, for [u k+1 ; u k+2 ], the singular line segment L k+1 (u; ) is V k+1 V k+2 , and the -B-spline segment Q k+1 (u; ) is P k+1 P k+2 .
Slackness control
This section describes the theory and method of using the blending factor to control the slackness of the interpolating -B-spline curve Q(u; ). Note that changing the blending factor does not a ect the continuity of Q(u; ) and the interpolation features at the data points. Henceforth, we shall denote the dot product of two vectors, A · B, simply as AB.
Distance between -B-spline curve segment and corresponding data segment
The orthogonal projection of a variable point on the curve Q j (u; ) (u j 6 u 6 u j+1 ) onto the corresponding data segment P j P j+1 can be expressed as (1 − j (u; ))P j + j (u; )P j+1 ; u j 6 u 6 u j+1 ; j = 1; 2; : : : n − 1; where j (u; ) is the ratio parameter to be determined. Let P j = P j+1 − P j , from the property of orthogonal projection, we know that the following dot product is zero: {Q j (u; ) − ((1 − j (u; ))P j + j (u; )P j+1 )} P j ≡ 0; u j 6 u 6 u j+1 ; (4.1) from which we obtain
Thus, the di erence vector from the variable point on the curve segment Q j (u; ) (u j 6 u 6 u j+1 ) to its orthogonal projection point on the data segment P j P j+1 is
For a ÿxed value of , the di erence vector achieves the maximum magnitude when the following expression holds:
In the general case when C (u) is a B-spline space curve, we must solve the above quintic vector equation to get a parameter value u at which the distance function H j (u; ) = H j (u; ) reaches the maximum. However, three quintic equations in the x-, y-, z-directions, in general, do not have common roots, thus the distance function usually does not have a maximum value.
is in the xy plane and hence C (u) is planar. By (4.1) it is evident that (4.4) holds if and only if the vector
is parallel to the data segment P j P j+1 ; the geometric interpretation is that the tangent vector of the curve segment Q j (u; ) at the point where the maximum distance is attained is parallel to P j P j+1 , that is,
From (2.16), it is easy to obtain 9Q j (u; ) 9u
From the de Boor formula, we have
where
Rearranging the terms, we get
which are both quadratic functions of u. Thus, we have
(4.8)
in which G j (u); K j (u) are again quadratic functions of u.
Taking the cross product with P j on both sides of (4.7), and noting that =1 corresponds to the maximum distance being zero, we can omit this case. The condition satisfying (4.5) is equivalent to that satisfying the following quadratic system of equations in u, which is independent of the blending factor e j E j (u) + f j F j (u) + g j G j (u) = 0; u j 6 u 6 u j+1 ; j = 1; 2; : : : ; n − 1; (4.10) where e j = P j−1 × P j ;
Since G j (u) consists of di erent polynomials in the three sub-intervals, there are three equations from (4.11), and a total of six solutions, u
j . Substituting them individually into the expression H j (u; ) = H j (u; ) , with H j (u; ) given in (4.3), there must exist a value u * j ∈ {u (m) j ; 1 6 m 6 6} at which the distance function H j (u; ) reaches the maximum; that is, Note that the parameter values u * j ; j = 1; 2; : : : ; n − 1, are independent of the blending factor . However, the points Q j (u * j ; ), j =1; 2; : : : ; n− 1, which are at maximum distances from the corresponding P j P j+1 are dependent on .
Controlling maximum distance between -B-spline curve segment and data segment
From the deÿnition of the -B-spline curve, we know that modifying the value of a ects the singular polyline L(u; ) and the resulting interpolating curve Q(u; ), but not the B-spline curve C (u). Thus, for any ÿxed u ∈ [u j ; u j+1 ], the distance function H j (u; ) between the variable point Q j (u; ) and the corresponding data segment P j P j+1 changes according to the value of . We now investigate its e ect more precisely. Let
j (u) = −! j (u) + (1 − S j (u))P j + S j (u)P j+1 ; j = 1; 2; : : : ; n − 1; u j 6 u 6 u j+1 ; (4.13) and rewrite the -B-spline curve segment as Q j (u; ) = j (u) + ! j (u); u j 6 u 6 u j+1 ; j = 1; 2; : : : ; n − 1: (4.14)
Then the distance function in (4.3) can be expressed as
Note that when = 1, the jth (1 6 j 6 n − 1) segment of the -B-spline curve Q(u; 1) coincides with the data segment P j P j+1 . Thus we obtain the following expression:
Using this result to simplify the distance function, we get
Note that the second factor is independent of , thus in the jth (1 6 j 6 n − 1) segment of the -B-spline curve, for any ÿxed u ∈ [u j ; u j+1 ], the distance function H j (u; ) decreases uniformly and linearly with when ¡ 1, reaches the minimum value 0 when = 1, and increases uniformly and linearly with when ¿ 1. Since the maximum distance between Q j (u; ) and P j P j+1 is attained at u * j (for the case of planar C (u)), the above correlation between the distance and also applies to u * j . This special property of the blending factor makes it suitable for slackness control: increasing (decreasing) the value of proportionally decreases (increases) the distance functions H j (u; ) and the maximum distances H j (u * j ; ) for all the segments, j = 1; 2; : : : ; n − 1, tightening (slackening) the -B-spline curve against the data segments (see Fig. 4 ). Moreover, when the slackness ¡ 1 is varied, the -B-spline curve maintains its original continuity and the interpolation features at the data points (e.g., the cusp and the straight line segment in Fig. 4 ). Such versatility in the design of interpolating curve is useful in reverse engineering applications.
For more speciÿc control, given a distance valueH and a parameter valueũ ∈ [u j ; u j+1 ] for some j ∈ {1; 2; : : : ; n − 1}, we can compute the value˜ that produces a curve where the point Q j (ũ;˜ ) is at distanceH from the data segment P j P j+1 . The blending factor˜ is given bỹ
For practical applications, local slackness parameters are more useful than global slackness parameters. If each -B-spline curve segment Q j (u; )(u j 6 u 6 u j+1 ) assumes a di erent value of j (j = 1; 2; : : : ; n − 1) to tighten (slacken) the segment against the corresponding data segment to di erent degree of tautness, then, although the singular polyline is not continuous, the -B-spline curve is a G 1 interpolating curve. This is because at the knot u j , we have
; j = 2; 3; : : : ; n − 1:
Convexity preserving planar -B-spline interpolating curves
Convexity preserving interpolation is an important topic in CAGD. Given a convex set of points in the plane, the goal is to construct an interpolating spline that preserves the convexity. This section presents an automatic method to compute the range of that guarantees convexity of the planar -B-spline interpolating the given data points. The basic idea is as follows. We convert the curvature equation of the interpolating -B-spline to Bernstein polynomials, and based on a su cient condition for the Bernstein polynomial being positive, we express the geometric condition for no in ection points on the curve as algebraic inequalities involving . We then further investigate the condition for no cusp and no self-intersection to realize convexity preserving -B-splines. For simplicity of presentation, we introduce the idea by considering uniform -B-spline curves.
Suppose
(n ¿ 4) is a strictly convex set of points with no three collinear points. Without loss of generality, we assume that the points are arranged counter-clockwise. As in Section 2, two auxiliary points are added to make the number of B-spline segments equal to the number of data segments. In addition, to ensure convexity, we deÿne the auxiliary points P 0 and P n+1 as follows such that the curvature in both the ÿrst and the last B-spline segments does not change sign. If P 1 P 2 and P n−1 P n are not parallel and QP 1 ¡ P 1 P 2 or QP n ¡ P n−1 P n where Q is their intersection point, then we let
otherwise we let
and deÿne the auxiliary points as (P 0 ; P n+1 ) = P 1 + 1 10 ( P n − P 1 ); P n − 1 10 ( P n − P 1 ) :
as the control vertices and a uniform knot vector {u i } n+3 i=−2 , we construct a cubic B-spline curve C (u)(u 1 6 u 6 u n ). We will show that, with an appropriate range of , the method described in Section 2 can be used to construct a convexity preserving interpolating uniform -B-spline.
First, we investigate the convexity of the curve segment Q j (u; ) in [u j ; u j+1 ]. From (2.16), reparametrizing using a local parameter t = (u − u j )= j , we get 
then from (5.2), we can rewrite this expression for each of the three subintervals in [0,1] as follows: 6 t 6 1:
From the following curvature formula of Q j (t; ) (0 6 t 6 1):
we conclude that this curve segment has no in ection point if and only if K j (t; ÿ) ¿ 0, ∀t ∈ [0; 1]. Next, for each of the three subintervals, we will investigate the range of ÿ for which this condition holds. Reparametrizing using v = 3t, and using the relationship between the power basis and Bernstein basis, ; (ÿ * ( j) 
it follows that F 
6ÿ6min(ÿ 
we obtain the following necessary and su cient condition for a cubic -B-spline segment Q j (t; ) (0 6 t 6 1) to have no in ection point when w From the above derivation, we know that if (
thus there is no cusp in the curve segment Q j (t; )(0 6 t 6 1). Moreover, if there exists two parameter values t 1 ; t 2 , 0 6 t 1 ¡ t 2 6 1, such that Q j (t 1 ; ) = Q j (t 2 ; ), then it is easy to obtain ( S j (t 2 ) − S j (t 1 ))(a j+1 − ÿ=6a j − 4ÿ=6a j+1 − ÿ=6a j+2 ) = 0: Table 1 . The stem contains a straight-line segment, thus two new data points are inserted in that segment.
Taking the wedge product with a j+2 on both sides, we get ÿ(−2t Summarizing the results, we obtain the following construction algorithm. For each planar convex subset {P i } j+2 i=j−1 , j = 1; 2; : : : ; n − 1, deÿning the -B-spline curve segment Q j (u; ) (u j 6 u 6 u j+1 ) interpolating P j and P j+1 , we ÿrst determine j according to two possible cases:
0 ) accordingly. Then, if we let the global be in the range max 16j6n−1 { j } 6 ¡ 1, then every segment Q j (u; ) is convex and the entire -B-spline curve is convex in [u 1 ; u n ] and is C 2 . If each curve segment assumes a di erent value of * j , with * j ¿ j (j = 1; 2; : : : ; n − 1), then we obtain a G 1 local convexity preserving -B-spline curve. Now suppose
is an arbitrary set of data points consisting of several convex subsets. Our goal is to construct a uniform interpolating -B-spline that preserves convexity wherever the data points are convex. If {P i } j+2 i=j−1 is convex, we use the above method to determine j ; otherwise, we simply set j to a small default value (say, 0.02), since the smaller the j value, the more -B-spline resembles the B-spline C (u). As above, we may assign a di erent value of * j to each curve segment to produce a G 1 continuous -B-spline or use a global to produce a C 2 continuous -B-spline. In practice, the more constrained global often produces interpolating curves that are too taut. 
Examples
In this section, we present the interpolation results of several data sets. and car data are given in Table 1 . The stem of the wine glass contains a straight-line segment between two data points; two more data points are inserted in this segment by our method described in Section 3.3. The car proÿle contains two cusps as re ected in the two discontinuities in the Table 1 Data from top to bottom: wine glass, car, [12, 8, 6, 21] Figs. 9 and 10 show two examples of C 2 convexity-preserving -B-spline curves and their respective curvature plots. The planar data sets are taken from [12, 8] (see Table 1 ), and the global parameter values are = 0:307692 and 0.407407, respectively.
Figs. 11 shows the results of local convexity-preserving interpolation of three planar data sets taken from [6, 21, 8 ] (see Table 1 ). The Delbourgo data is a convex set, and we use * 1 = 0:213592, 
Conclusions
We have presented a new interpolation method, which is conceptually and computationally simple, that enables the construction of C 2 cubic polynomial curves without solving a global system of equations. It is based on blending a cubic B-spline and a singularly parametrized polyline. It provides continuity and slackness control. The continuity control is achieved by inserting multiple knots into the B-spline component for introducing cusps and straight-line segments along the interpolating curve. The slackness control is achieved by adjusting the blending parameter. The user is allowed to specify the maximum distance between a curve segment and its corresponding data segment. We also presented a method for automatically computing the parameters for producing convexity preserving interpolants. By allowing di erent values of on each segment, local convexity control is attained, albeit with the order of continuity reduced to G 1 . Incorporating -B-splines into practical CAD systems would require conversion to the B-spline form. Recall that an -B-spline is an a ne combination of a B-spline component and a singularly parametrized component. Therefore, the conversion can be easily achieved by ÿrst blossoming the singular component to a B-spline form that is compatible with the B-spline component, followed by an a ne combination of the two sets of control points.
We focus on curve interpolation in this paper. Generalizing the idea to interpolation with -B-spline tensor product surfaces will be reported on in a future paper. 
