Shape idealization techniques provide a simplified description of a geometric model. Idealized descriptions are useful for recognition, animation, and other applications, providing a compact and efficient alternative to manipulating the complete model. Often idealized models are visually interesting in their own right and provide an appealing artistic impression of the models.
Introduction
In the recent past, different application fields have showed an increasing interest in shape descriptions, especially for recognition purposes and design of similarity measures. Idealized or simplified descriptions are often used for shape analysis, matching [21] , motion planning, animation, and morphing. All of those operations are extremely cumbersome when applied to detailed polygonal models. An idealized version of the model provides a much more efficient alternative though often at the expense of accuracy.
An interesting aspect of many idealization techniques is that the resulting models are visually very appealing. Skeletons remain recognizable but at the same time have an artistic, minimalist feel, often resembling modern art-work. Non-realistic modeling and rendering is becoming a popular computer graphics research topic. This motivates the study of the artistic aspects of idealization in addition to the utilitarian ones.
Two main types of idealizations have been explored in depth in the literature: bounding volumes and unions of them, and skeletons. Bounding volumes [13] are useful for operations such as intersection computations and obstacle avoidance. Since they are not aimed at capturing features, they are not very suitable for other applications. For the same reason they usually do not provide a recognizable visual description.
The skeleton or medial axis of the models [2] provides a volumeless 1D or 2D idealization which captures many of the model features. They are the idealization of choice for many of the applications mentioned above. While the usefulness of skeletons has long been acknowledged, accurate and robust computation of them remains a challenging research problem. Skeletons, or stick figures, as they are often called, typically provide a good visual cue of the model shape and are useful for artistic renderings. Stick figures are easy to draw, and are an important step in creating more complex drawings. Experienced artists often begin drawing human forms by sketching their underlying structures as stick figures. Stick figures convey nicely shape information, proportions, and the relative position of different parts of an object. Stick figures have a natural extension from 2D to 3D. Instead of a drawing made up of connected 2D strokes, the model would consist of connected 3D line segments or curves (as seen in [5] ), hereafter called "wire figures". Figure 1 shows the concept of a 3D wire figure; Figure 1 The skeleton is an intrinsically volumeless description hence it lacks the notion of thickness which is an important visual cue in shape description. Thickness is important for such operations as intersection analysis, morphing or matching. Two models with the same skeleton can have quite different shapes. Adding the model thickness to the medial axis skeleton as suggested by Edelsbrunner [9] fully reproduces the shape but requires an infinite set of spheres to represent it. In this work we define an intermediate description which uses a finite number of primitives to approximate the model. The proposed description, the bead figure, consists of a set of cylindrical shapes threaded onto the skeleton. The radius of each cylinder or bead approximates the medial axis transform, i.e. the model thickness at the skeleton. By providing thickness information the bead figure can be used as a much more accurate idealization of the original model. As such it can be successfully used as alternative to the skeleton. This idealization is commonly used by the toy industry (see Figures 1(c-e) ). One of the advantages of such models, so-called push-toys, is the ability to control and generate nearly realistic joint motion.
The generation of bead figures which both accurately approximate the original model and are visually appealing presents several challenges as described below. In addition to developing an algorithm for generating bead figures from skeletons, this work also contributes an improved skeleton extraction algorithm. This improved algorithm was necessary to generate well-shaped bead figures but can also be used in other applications. One of the main innovations is symmetry analysis resulting in more realistic symmetric skeleton features and therefore symmetric bead figures. 
Previous Work
The problem of skeleton extraction has been dealt with by many previous works, and has long been a topic of interest in both computer vision and computer graphics. The field has been widely explored in 2D, and many algorithms were extended to the 3D case. Most of the algorithms accept as input a discrete version of the object, such as image pixels in 2D or object voxels in 3D
In the 2D case, Costa and Estrozi [6] use label propagation which gives fairly good results. This method maintains an ordered list of pixels along the boundary of the object, and gives each of them consecutive labels (such that two adjacent border pixels have similar labels). This approach does not generalize well to the 3D case because it is impossible to impose an order on the boundary voxels (such that adjacent voxels are labeled consistently).
A standard tool in skeleton computation is the discrete distance transform. It is used to detect important voxels (called skeleton voxels) and connect them into a connected skeleton (e.g. [11, 12, 4, 18] ). The skeleton voxels are the centers of maximal spheres (disks in the 2D case) inside the object, i.e. those which are not inscribed in any other sphere. They are often referred to as discrete medial surface (DMS) voxels. These voxels are then connected to create the resulting skeleton. Detecting the skeleton voxels is not straightforward, because of voxelization errors (as described in [11] ). In addition, converting the DMS voxels into a single connected skeleton component can also be problematic. Such a skeleton is very sensitive to noise in the model boundary. Our algorithm only partially relies on the DMS voxels, and uses them only to better center the skeleton.
The method described by Biasotti et al. and Mortara et al. ([3, 17] ) uses curvature estimation to find areas of high curvature, and then, starting from the centroids of these areas, topological rings (consisting of vertices which have the same topological distance from the centroid) are expanded, and their geometric centroids connected to each other. Using curvature provides a more natural location of skeleton tips. However, this approach is very sensitive to the mesh connectivity and to the edge lengths in the model. It is predominantly based on its connectivity, and barely takes into account the geometry of the model. If the mesh is not uniform (i.e., the edges have different lengths), the topological rings will not be balanced, resulting in badly shaped and off-center skeleton branches.
Teichmann and Teller [22] describe a skeletonization method which constructs the Voronoi diagram of a set of points sampled from the surface of the model. The user then chooses the relevant points from the sampled set, those who would be the end-points of the skeleton branches, and then the Voronoi diagram is simplified to cover those points only. The skeleton is therefore a subset of the Voronoi diagram. The method can produce good results, but in addition to it not being automatic and requiring user input, it can be very time consuming for large models.
The algorithm of Wade and Parent, described in [23] and extended in [24] , uses a subset of the DMS to generate a skeleton. The algorithm involves voxelization of the polygonal model, and computation of an approximate discrete Euclidean distance transform. This is followed by DMS location and generation of a tree-like structure of voxels, forming the skeleton inside the DMS. The algorithm is very efficient and provides good results in many cases. Similarly to [11] and [4] , its main drawback is the need to fine-tune the DMS computation. Our work uses this algorithm as the basis for skeleton computation, but modifies it to overcome some of the shortcomings.
Adding thickness to skeletons has been explored mostly in the context of alternative model representation rather than idealization. The most notable work in this context is that of Edelsbrunner et al. [9] who represent the volume as a union of balls centered on the skeleton (medial axis). The radius of the balls is equal to the distance from the skeleton to the surface of the model. To approximate the model with sufficient accuracy the set of balls has to be very large. Reducing the number of balls generates gaps and cavities in the model which look very unnatural. The approximation using cylinders as we suggest is more visually appealing though it might be less accurate.
Our Contribution
The contribution of our work is twofold. The first contribution is the introduction of the concept of a bead figure as an idealized description of complex 3D models. We also describe an algorithm to efficiently compute such bead figures from polygonal models. The bead figures provide a compact and accurate description of the model. They can be utilized by applications such as animation, shape analysis, matching and others. They capture the geometric properties of the model, providing a recognizable and visually appealing description.
The bead figure is generated by threading beads onto the skeleton of the model. As such it heavily relies on the skeleton generation procedure. The second contribution of this work is a robust and efficient procedure to compute a skeleton which captures the shape of the model. The new procedure combines direct analysis of the polygonal model used for curvature computations with the discrete computation of the skeleton itself. The combined algorithm benefits from the accuracy of using the actual model to locate protruding features and the efficiency and robustness provided by discrete voxelization techniques. Most skeletonization algorithms do not preserve model symmetry. Due to voxelization, the loss of symmetry is especially significant when discrete algorithms are used. Symmetry is a very important property which is very noticeable to the human eye. Hence when generating both the skeletons and the subsequent bead figures it is very important to preserve it. This paper introduces a novel procedure which restores symmetry to both skeletons and subsequent bead figures.
The bead figure construction consists of the following three stages. The heart of the algorithm is the skeletonization procedure described in Section 4. The resulting skeleton is examined for symmetries (Section 5). To generate a more realistic and visually pleasing model, symmetry is enforced even on nearly symmetric skeleton branches. Beads are threaded onto the skeleton (Section 6) to add realistic thickness to the model. Finally, the skeleton is analyzed to detect thin plate regions (Section 7), which are sometimes another important shape feature of the model.
Skeletonization
In order for the skeleton to correspond to the original model, the skeleton should be nicely centered inside the model, and have branches that correspond to any protruding features of the model. In addition, the skeleton should be fully connected, and ideally have only a small number of branches and junctions.
The skeletonization algorithm we used follows the approach of Wade and Parent [23, 24] . To improve the robustness and the quality of the results several modifications were made.
• In the original algorithm [24] the voxels paths are restricted to pass only through DMS voxels. Due to its discrete nature the DMS typically has multiple connected components. This can cause the skeletonization algorithm to fail, providing meaningless results. Even when the DMS is connected, it is often overly restrictive to require the skeleton to lie entirely inside it. Our algorithm does not restrict the voxel path to DMS voxels only. However, to prioritize the use of DMS voxels a path cost function (defined in Section 4.4.1) is designed to favor them . This results in a more robust computation resulting in better shaped skeletons.
• In [24] , the algorithm adds branches to the skeleton one at a time, starting from locally maximal voxels (those which are locally farthest from the skeleton). This heuristic is very sensitive to the voxelization and to the state of the skeleton at that point in time. Our algorithm locates feature tips using curvature. Paths are then added to the skeleton, starting from farthest feature points. This procedure captures features more accurately and is less prone to discretization errors (see Figure 6 ).
In addition to those modifications, our new skeletonization algorithm contains a symmetry detection and restoration procedure. This procedure is necessary to compensate for loss of symmetry in the skeletons resulting from the discrete voxelization. Since the human eye is extremely sensitive to (lack of) symmetry, the procedure is crucial to the generation of visually appealing bead figures.
This section describes the steps of our skeleton extraction algorithm. Section 4.1 depicts how the model is voxelized into a discrete 3D voxel world, and how the distance transform is computed. Sections 4.2 and 4.3 describe the extraction of the medial surface and the computation of curvature on the model's surface. Both these techniques are later used in the skeleton extraction algorithm, as described in Section 4.4.
Voxelization and the distance transform
The input to our algorithm is a 3D polygonal model. Extracting the skeleton in a 3D discrete world instead of a continuous one is faster and more robust, therefore we discretize the polygonal model into a set of 3D voxels. The voxelization is performed as described by Huang et al. [14] in the bounding box of the model. Each vertex, edge and face is voxelized such that the resulting voxels are 6-separated, and since they intersect the surface of the original model they are marked as surface voxels. We do not require that the polygonal input data form a single connected surface, but if it is so -the algorithm guarantees that after the voxelization process, the surface voxels also form a closed connected object. Hence each voxel can be identified as being either on the surface, inside the model or outside it. The inside/outside classification is crucial for the subsequent processing. The output of the voxelization algorithm can be seen in Figure 2 .
Following the voxelization, the Euclidean distance transform of the object is computed. The distance transform at a voxel (its distance field value) is the minimum distance from the voxel to a surface voxel (the boundary of the volumetric object). It is also the radius of the sphere whose center is at the voxel, and is tangent to the boundary of the model. This is given by:
where (x,y,z) are the coordinates of the center of voxel v, SV is the set of surface voxels, and
is the Euclidean distance between two voxels. We use the discrete distance transform to efficiently and robustly compute the skeleton. Various methods can be used to approximate the distance transform (e.g. [10, 15] ). By using the discrete 3D distance transform computation on the voxel space, as described by Satherley and Jones [19] , we compute a good approximation of the Euclidean distance transform for each voxel. The algorithm is very efficient, and gives excellent, though not accurate, results. There does not seem to be a precise upper bound on the deviation. A 2D example can be seen in Figure 5 . 
Medial Surface Extraction
Our algorithm utilizes an approximate medial surface to center the skeleton inside the model. We define the discrete medial surface (DMS) to be the set of interior voxels whose distance field value is larger than that of most of their 26 neighbor voxels. Such a voxel is said to be well placed inside the model (farther from the surface than most of its neighbors). The set of medial voxels is found by simply scanning the interior voxels and comparing the distance field value at them with that of their neighbors. The subsequent skeleton computation tries to propagate the skeleton edges inside the approximate medial surface (see Figure 7 (a)).
Curvature Computation
To construct a skeleton that represents the original model best, we should exploit as much information about the model as we can. In our algorithm, we use information about the curvature of the surface of the model to locate the tips of the skeleton. This helps us to accurately place skeleton branches in protruding features ( Figure 6 ). Mesh-based skeleton construction algorithms, such as [17] , use curvature estimates for the same purpose. Attali and Lachaud [1] used curvature-like information in order to simplify a continuous skeleton. Our work is, to the best of our knowledge, the first to combine the curvature estimates with a discrete skeleton computation algorithm.
We estimate the mean curvature at each vertex using the polyhedral curvature definition proposed by Dyn et al. [8] . Notice that we estimate the mean curvature and not the Gaussian curvature, because although the Gaussian curvature can detect tips (like the apex of a cone), the mean curvature can also detect creases. This is necessary for our algorithm, because creases are no less important features for us than tips.
Let M be a 3D triangle mesh consisting of a set of vertices V={v i } connected to each other by a set of edges E={e i }, forming a set of triangles T={t i }. Let v 1 …v n be a set of ordered neighboring vertices of vertex v (see Figure 3) . We define the edges . S is the sum of the areas of t i . We estimate the mean curvature at a vertex v as the following quantity:
Curvature computation is quite sensitive even to minor noise in the input. This sensitivity can be reduced by using a wide enough neighborhood of v within a given radius. We use the vertices contained in a sphere centered at v with a given geometric radius (see Figure 4) ). • Identify the neighboring vertices of the vertex v within a given Euclidean distance and identify the boundary of the submesh induced by those vertices.
• Create the new "ring" of triangles connecting v with each two consecutive vertices on the submesh boundary, e.g. (v, v i , v i+1 ).
• Compute the mean curvature H as described above. The smaller H is, the more planar the approximating surface at the vertex v is.
• Mark feature vertices as those whose mean curvature exceeds a given threshold. Tag the voxels containing these vertices as feature voxels.
This information is used later when requiring the skeleton to pass through high curvature regions, reflecting the features of the model in the skeleton. 
Skeleton Extraction

Finding the skeleton voxels
After voxelizing the model, computing the distance transform, the curvature and the medial surface information, the next (and most important) step of the algorithm is the extraction of the skeleton.
There are different methods for extracting a skeleton from the discrete 3D distance field of a model. The method we use follows the general approach described in [24] . Before we describe the process, let us introduce some notation.
• Recall that a voxel's distance field value is the radius of a sphere centered at the voxel (the sphere is tangent to the model surface). This sphere is said to cover all the voxels inside it. A skeleton voxel, therefore, covers all the voxels inside the sphere it defines (see Figure 5 ).
• During the skeleton extraction algorithm, paths of connected voxels are examined and assigned two measures: the path length and the path cost.
v v v
• The paths are computed on the discrete voxel graph. Each voxel is connected by an edge to all of its neighbors. The length of each edge is the distance between the centers of the two voxels. Therefore, the path length is the sum of all the edge lengths along the path.
• The cost W P of a path P is
where DT(p i ) is the distance field value at voxel p i , and ismedian(p i ) is either 0 or a positive value, depending on whether the voxel p i is on the medial surface or not (if it is, the value is positive). This formula was determined empirically and gave the best results. The measure prefers paths which are more centered in the model (whose voxels have a higher DT value). The ismedian(p i ) component magnifies the attraction of central (medial surface) voxels (see Figure  7 ).
The algorithm starts by first finding a heart of the model, namely, a voxel inside the model whose distance field value is maximal, i.e. it is the farthest from the object's surface (see Figure  7 (a)). The heart is not necessarily unique, and is randomly chosen in such a case.
We now compute the distance from the heart to all feature voxels using the path length measure described above. The distance is computed using the standard Dijkstra shortest path algorithm [7] .
We select the feature voxel farthest from the heart, and mark it as a skeleton voxel. We also tag all the voxels it covers as covered. The skeleton is now extended in stages by the following process (see Figure 7 ):
1. Find the feature vertex farthest from the current skeleton which is not covered (shortest path length).
2. Find the minimal cost path from the feature voxel to the skeleton.
3. Add the path to the skeleton by marking all the voxels on the path as skeleton voxels.
4. Tag the voxels of that path as covered.
5. Update the minimal distances from the skeleton to all the voxels.
In step 1 we examine all the feature voxels. For each such voxel we have the minimal distance from the voxel to the skeleton. We search for a voxel at maximal distance from the skeleton which is not yet tagged as covered. If the distance from the voxel to the skeleton is smaller than a given threshold, the algorithm terminates. Avoiding covered voxels prevents generation of short skeleton branches. Such branches would otherwise be created in areas containing multiple high curvature vertices. The termination condition also aims at preventing short branches on the skeleton. While some short branches can represent minor features it is quite typical for them to be the byproduct of approximate computations, hence usually undesirable noise.
In step 2 we find a minimal cost path from the selected feature voxel to a skeleton voxel, using a modified version of the Dijkstra algorithm. The path cost as defined above prioritizes paths farther from the surface of the model (deeper in the model) and paths which pass through DMS voxels. If more than one path has the same minimal cost, the shortest among them (in terms of path length) is chosen.
Step 3 marks all the path voxels as skeleton voxels, and step 4 marks the voxels that are covered by the newly added skeleton voxels. Finally, the minimal distance from each voxel to the updated skeleton is computed using Dijkstra's shortest path algorithm. Notice that there is no need to update minimal distances for all skeleton voxels, and instead we can do it locally, starting from the new skeleton voxels, propagating and updating voxels in the area. We continue this process until all feature voxels are added, covered, or the farthest one found is already too close to the skeleton.
To emphasize the contribution of the medial surface and curvature to the skeleton computation, let us study the following two cases:
• Figure 8(b) shows how the skeleton of the horse model would have looked if the medial surface (shown in Figure 8(a) ) was not reflected in the path cost measure. It is evident that the skeleton is deep inside the model but is not very similar in its overall look to the original. In contrast, Figure 8 (c) is the skeleton obtained when using the medial surface. It is now more similar to the original shape of the horse, since it preferred to pass through DMS voxels, which already have a shape similar to the original.
• Figure 6 (a) shows how the skeleton at the legs of the triceratops model would have looked without use of curvature information (i.e., all voxels are marked as feature voxels). Notice that at the front two legs, the algorithm does not distinguish between the tips of the toes and the heels. The reason for this is that in terms of path lengths, both these areas are equidistant from the skeleton. Hence one of the paths was randomly chosen -that originating at the heel. Figure 6 (b) shows the skeleton obtained when using curvature information to detect that the tips of the toes are a much more curved area than the heel of the foot. As a result, the skeleton at the legs originates at the tips of the toes, making it more natural. Fig. 5 . The 2D discrete distance transform for a polygon. The grey pixels are surface pixels, and every interior pixel's value is the square of its Euclidean distance field value. A voxel is marked as skeleton voxel, and covers all voxels inside the circle defined by its distance field value (squared in this example).
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Locating the structure
After all the skeleton voxels are found, the skeleton must be expressed as a tree or a list of branches. A skeleton branch starts and ends at either a junction, where it is joined to at least two other branches, or at an endpoint, where no other branch is attached to it (see Figure 9 ).
The branches consist of a set of connected skeleton voxels. We start with those voxels which have only one neighboring skeleton voxel, and work our way through the skeleton voxels until we reach junctions -voxels which have at least three neighboring voxels, connecting the voxels on the way. This algorithm identifies a tree structure which contains no cycles. The initial skeleton is now complete. 
Smoothing the skeleton
Since the skeleton computation was discrete, the branches formed might be jagged, causing the slightest change of path to be noticeable as a noncontiguous line. However, having constructed the skeleton branches, we can now easily smooth them. We apply a simple averaging filter on the branches, averaging each point on the skeleton (a voxel center) with its five neighbors (or less, when smoothing near the ends of the branch) as follows. np denotes the new position of voxel p. 
To further improve the skeleton, we apply a symmetry enhancing procedure (Section 5). Finally we add the beads (Section 6) and plates (Section 7).
Symmetry Enhancement
Symmetry is an important feature of geometric models. It is particularly noticeable in typical inputs to our methods such as animals and humans. We would like the skeleton of a model to reflect any symmetries present in the original. Symmetry in 3D models has been treated in the past, and we use notation similar to those of Zabrodsky et al. [25] .
To detect symmetry, we look for nearly symmetrical branches on the skeleton. Two branches are symmetric if a plane exists in which the reflection of one branch through the plane is close to the second branch. For simplicity, we check only pairs of branches which share a junction point, and both branches start at endpoints.
Endpoints Junctions Endpoints
We first need to find an optimal reflection plane, and then check if the branches are sufficiently symmetrical about the plane. Our estimate for this plane, which seems to give the best and most accurate results, is the plane which coincides with the junction point of the branches and the midpoint between the two branches' endpoints, and is perpendicular to the plane defined by the three points (the junction and the two endpoints) (see Figure 10 ).
After computing this reflection plane, we need to check if this plane captures the symmetry we are looking for. To do this, we sample both branches to have the same number of points on them, and match pairs of points from the branches respectively using chord length parameterization. To check for symmetry, we reflect a point on one branch, and compute the distance from this reflection to the corresponding point on the other branch, called the reflection error of the point.
To check that that plane is indeed a reflection plane, check the following two conditions:
1. The sum of all reflection errors does not exceed a given threshold, implying that the branches have similar shapes.
2. The sum of differences of the DT values between corresponding points does not exceed a given threshold, implying that the branches pass through voxels with similar DT values, which define similar areas in the model.
If both these conditions are satisfied, the branches are marked as symmetric. Once symmetry is detected, the next step is to modify the skeleton so that it reflects this symmetry too. To do this, we choose one of the two branches, whose cost function is minimal. This branch is not modified. The second branch is generated by simply reflecting the first branch through the symmetry plane. The two branches are now fully symmetric.
As can be seen from Figures 16-22 , the symmetric skeletons provide a much better and more natural approximation of the input models. The generation of a symmetric skeleton is a significant enhancement which is very important for our application. 
Creating the Beads
Our goal is to make wooden toy-like models. These models should have thickness and not just skeleton lines, to better visualize and resemble the original model. To achieve this look, we thread beads on the skeleton branches, as if they were made of wire.
To make them physically plausible, the beads are formed as cylinders capped with either cones or hemispheres at their ends (see Figure 12) . The width (the cylinder diameter) and height (the distance between the two bases) of the beads are not fixed, and they change according to the bead's position in the model. For the best effect, the following rules are used when designing the beads for a model.
• The radius of the bead is close to the distance field values of the voxels it is covering. It is actually an average of all the distance field values of the branch's voxels. For example, in the model of the horse (see Figure 17 ) its body (the branch attaching its front and back legs) is originally wider than its legs. We want the beads threaded on its body to be thicker than those on its legs.
• There should be smooth gradation of lengths and widths of beads, in order not to have abrupt differences between adjacent beads (for example, we should avoid placing a long thin bead between two very short thick beads).
• The width of the bead should not exceed its height, so we will not have short and thick beads, rather long ones.
• Adjacent beads should not intersect one another, in order for the model to be as physically realistic as possible. Hence we "cap" the cylinders with cones or hemispheres to prevent them intersecting their neighbors (see Figure 12(d) ).
• A bead should be symmetric, namely, if it is capped on one end, the other end should be capped similarly (see Figures 12(a-c) )
The first step is to thread the beads. To do this, we perform the following steps for each branch. The algorithm is recursive. Later we will deal with the junctions where branches meet:
1. Try to put one bead on the entire branch, starting at one end of the branch and ending at the other. Check if the bead meets the following requirements:
• Examine all voxels on the branch and record the minimal and maximal distance field values. If the ratio between the max and min values does not exceed a given threshold, the bead is acceptable. This means that all the voxels on the branch covered by the bead are basically alike, as they all lie at similar distances from the surface.
• Verify that the skeleton is straight enough for the bead to properly express it. Otherwise, we might get one straight long bead instead of a curved branch. Scan the voxels on the branch; for each voxel compute the distance between its center and the center axis of the bead, and compare it to the distance field of the same voxel. If the ratio between the distance to the axis and the distance field does not exceed a given threshold, the voxel is close enough to the bead. If at least one voxel is too far -the bead does not meet the requirement.
If the bead satisfies these two conditions, add it to the model.
2.
Otherwise, split the bead in half, forming two different beads which meet at the middle of the branch (by simply counting the number of voxels from each end). Before performing the split we still need to make sure it is reasonable to do so, such that the following hold:
• The length of each of the two smaller beads is at least the minimal length allowed (given by the user).
• None of the two beads is shorter than its diameter.
3. When these two conditions are satisfied, it is safe to cut the bead in half, and recursively continue the process on each of the two smaller beads.
An example of the bead-threading process can be seen in Figure 11 . Once the basic beads have been placed, we need to cap their ends so that adjacent beads will not intersect. To do this we compute the angle of the intersection, and "sharpen" each bead end to a cap so that the beads will touch each other only at their tips (see Figure 12(d) ). The intersection computation is described below, and is defined by the height of the cone capping the cylinder (see Figure 13 ).
Let α be the angle between the two beads' axes, and let r 1 and r 2 be the radii of the two beads. The heights of the cones capping the beads, c 1 and c 2 respectively, are: After adjacent beads on the same branch have been dealt with, we treat the junctions. We place spheres at the junctions, to which all other branches will be joined. The radius of the sphere is determined by the radius of the widest cylinder joined in the junction. The sphere will have that radius, and the cylinder will be joined to it in a smooth manner (see Figure 12(b) ). The other beads which are, of course, less wide, will be cut so that only the tip of their cones touch the sphere, just as real beads would be attached. The reason for adding spheres in junctions is again to give the model more thickness. Junctions identify important locations of the model -usually a center point. Therefore, putting spheres at these locations will better emphasize them.
The last stage is to use the symmetry information already available to make the beads on symmetric branches symmetric as well. To do this we can simply reflect one beaded branch about the reflection plane, and thus form the second branch.
Adding Plates
Some models cannot be adequately described by a simple set of polylines (the skeleton). Adding beads still does not provide an adequate solution (see Figure 18) . A bird model, for example, contains wings, which would be better expressed by a planar "plate" rather than skeletal lines or cylindrical beads.
To detect planar regions in a 3D model, we look for areas of the model which are thin and almost planar. To do this we examine the skeleton. The skeleton has the structure of a tree, so each connected subgroup of branches is a subtree. To check whether a subtree can be better expressed as a plate, we compute the plane which best fits the subtree. This is done using a least squares fit of a plane to the voxels which lie on the branches of the subtree. The equation we solve in the least-squares sense is:
where M is an nx3 matrix whose rows are the coordinates of the branches' voxels' centers, N is an nx1 column vector of 1's, and X is a 3x1 column vector of unknowns, representing the plane normal. A solution to this least-squares problem is:
We then check three things to confirm that the subtree is indeed planar:
1. Most of the voxels in the subtree and in the area defined by its convex hull are inside the model.
2. The distance from these voxels to the plane is small.
3. The distance from these voxels to the model surface is small.
If all three conditions are satisfied, the subtree represents a thin planar region of the model. Note that if a tree satisfies these conditions, all of its subtrees will do so as well. Hence, the test can proceed bottom up.
We first examine all pairs of branches which start at endpoints and meet at a common junction. If a pair is planar and a plate fits it, we expand the pair into a larger subtree by continually adding attached branches and re-checking if the subtree is still planar enough. When no more branches can be added to the subtree without violating the planarity, the subtree is classified as a plate.
We use only plates which are convex quadrilaterals or triangles. The plate is thin (has very small width) and is planar. Now, instead of using just a beaded skeleton, we can describe the eagle's wings as two planar convex quadrilaterals (see Figure 18 ). In order for the plates to be somewhat uniform, we require that all plates be either triangles or quadrilaterals. We achieve this by computing the convex quadrilateral (or triangle) which best covers the plated area. If the initial convex hull is not a triangle or a quadrilateral, we use a greedy algorithm to remove vertices from the convex hull and minimize the error (see Figure 14) . After the subtree has been classified as a plate and its corresponding plate computed, the subtree is replaced by the plate.
Finally, we give the plates a smoother look by "rounding" its corners. This is easily done by splitting each vertex on the plate into two vertices in close proximity so that the corner will seem rounder and the plate smoother (see Figure 15) . 
Experimental Results
Our algorithm results in models which can be used as a simple and compact approximation of the original. The bead figures we generate are visually very appealing and resemble push toys (see Figure 1) . Figures 16-22 show the bead figures generated by the algorithm for several complex input models. Each of the resulting bead figures is recognizable and quite intuitive. The figures are very compact consisting of less than a couple of dozen beads. Yet they approximate well the features and joints of the original models. The examples demonstrate the importance of the symmetry treatment procedure. All have sets of symmetric features which are detected and treated correctly by the skeleton extraction and the subsequent bead threading. The examples also show the skeletons constructed using our algorithm. The impact of symmetry treatment is demonstrated in Figures 16 (b,c) . The algorithm detects and restores the symmetry between the pairs of arms and legs of the female model, providing a more accurate idealization.
The importance of using the combined distance function during the skeleton construction is shown in Figure 8 . Ignoring the Discrete Medial Surface when generating the path results in poor path location (Figure 8(b) ). However, using only DMS voxels for the skeleton [24] is just as problematic since they are usually not connected (Figure 8(a) ). Our hybrid approach, which does not restrict the skeleton to the DMS, but does prioritize DMS voxels in the construction, provides much better results (Figure 8(c) ).
The algorithm complexity depends mostly on the resolution of the voxel space and the number of voxels inside the model (see some sample runtime statistics in Table 1 
Sensitivity analysis
Our algorithm contains some input parameters which influence the output results, such as the original mesh resolution, the voxelization resolution, the threshold for selecting feature vertices etc. We now analyze the effect of a few of the more important and influential parameters
• The threshold for selecting feature vertices allows us to filter out branches caused by noise, and keep the branches caused by "important" areas, which are more curved than others. Figure 23 shows the effect of this threshold on the skeleton of the triceratops model. In (b) the front legs are not accurate, starting from the heel instead of the toes. The best result is shown in (c). In (d) the tail is missing, caused by the threshold being too high. • The voxelization resolution has a significant impact on the fineness and accuracy of the skeleton. The higher the resolution, the smaller the voxels are, yielding distance transform values which are more accurate, in turn giving better results. Additionally, higher resolution causes the skeleton to "dig" deeper inside the model, in smaller and more accurate steps. On the other hand, the runtime increases with resolution, as shown in Table 1 . The resolution that we found to work relatively well for most of the models we experimented with is 75 3 , but different models may require a different resolution. Figure 24 shows the influence of the voxelization resolution on the skeleton of the street lamp model. Notice how the skeleton becomes more accurate in the upper extremeties in (d), when using a higher resolution. Using too low a resolution in (b) gave erroneous results in that area. The optimum (found by trial and error) for this model is shown in (c). Note that for this model, the optimal resolution is 100 3 , which is not the typical optimal resolution for most models.
• The choice of the size of the Euclidean neighborhood of a vertex used for curvature estimation can be very much model-dependent. In a model containing very sharp features (like the eagle's claws), it would be better to choose a small neighborhood radius. In smoother models, however, in which the curved area is spread along a larger area (the horse mouth for example), it would be better to choose a wide neighborhood, in order to identify the area as curved. Notice that choosing a large radius may cause us to miss sharp features. However, choosing a radius too small may add noise to the skeleton, creating small branches to unwanted locally sharp areas. The user has to play with this parameter until the proper tradeoff is achieved. We have found that a good value is usually 1% of the maximal dimension of the model's bounding box.
• The threshold used for detecting symmetry is a distance, normalized by the model's bounding box. For a very small threshold, only branches that are almost or exactly symmetric will be recognized as such. Raising this threshold can compensate for the discretization error of the skeleton, and can identify nearly symmetric branches, which were originally symmetric. However, raising the threshold too much may cause erroneous results, when identifying branches which are not symmetric at all, as symmetric. This might deform the skeleton. Figure 25 shows the skeleton of the bull model with different symmetry thresholds. The best result is shown in (c). In (b) a lower threshold was used, which caused the horns to be identified as asymmetric, and in (d) a higher threshold was used, causing the right hind leg and parts of the tail to be wrongly identified as symmetric, losing its original wavy shape. Mesh resolution, in contrast to the methods proposed in [3, 17] , does not have a major influence on the results. In the voxelization process it does influence the runtime (as can be seen in Table 1) , and can also effect the accuracy of the set of boundary voxels. The curvature computation and its runtime are also influenced by the resolution, but overall when looking at a neighborhood with a proper radius, the resolution does not affect the result much. Figure 26 shows the results on the dinopet model at three different mesh resolutions. The difference between the skeletons is negligible, but the runtime increased by 50%. In Figure 16 (d), the female model seems to be "missing" her head, or at least the head is thinner than what would have been expected. This has a few reasons: The voxelization process, which introduces discretization errors (a higher resolution partially helps); The distance transform algorithm, which is an approximation, and may also introduce noise. The bead-splitting parameter may be better tuned so that the beads will be fatter, closer to the distance transform value. This, however, will cause the rest of the figure to contain short small beads, which is undesirable.
Conclusion and Future Work
We have described an algorithm for creating bead figures from given a polygonal 3D model. The bead figures reflect the feature relationships inside the models, as well as volumetric information and joint locations They provide a compact idealized description of the model which can be used for applications such as matching and shape analysis. Bead figures are very similar in shape to push-toys. They can be easily articulated by providing joint motion control mechanisms similar to those employed in push-toys. Hence bead figures are a particularly suitable idealization for motion control and animation applications. Furthermore, the resulting figures are visually very appealing and can be used for artistic design purposes.
Our algorithm for skeleton extraction is of independent interest, and can be used in areas such as shape-modeling and shape matching. It improves on other skeleton extraction algorithms by better reflecting the original model. This is achieved by the use of as much model information as possible -curvature points, medial surface and symmetry. This information gives the skeleton more flexibility and approximates more closely the appearance and features of the original model. The curvature computation guarantees that curved regions (or features) will be reflected in the skeleton, since the skeleton endpoints are at feature voxels. The use of the medial surface better centers the skeleton, and the symmetry restoration procedure makes the skeleton more similar to the original model.
Similarly to many other skeletonization algorithms [17, 24] , our construction mechanism produces a tree-like skeleton. Therefore it will not properly express models having genus higher than zero (e.g. a torus). Detecting loops in the skeleton is not trivial [16, 20] . Future extensions of our work should allow both adding loops to the skeleton and consistently threading beads onto them.
The current algorithm only guarantees that adjacent beads do not intersect one another. For applications like motion control and animation, intersections between beads from different branches should be prevented as well. An interesting topic for future work is to utilize bead models for realistic animation generation on both the idealized and original model.
