We show that the method of maximum-likelihood estimation, recently introduced in the context of quantum process tomography, can be applied to the determination of Mueller matrices characterizing the polarization properties of classical optical systems. Contrary to linear reconstruction algorithms, the proposed method yields physically acceptable Mueller matrices even in the presence of uncontrolled experimental errors. We illustrate our method with the case of an unphysical measured Mueller matrix taken from the literature. © 2006 Optical Society of America OCIS codes: 000.3860, 260.5430.
In the mathematical description of both polarized light and two-level quantum systems (or "qubits," in the language of quantum information), there are many analogies and common tools. For example, the Poincaré sphere 1 for classical polarization and the Bloch sphere for two-level quantum systems 2 are, in fact, the same mathematical object. Although the classical concepts and tools were introduced well before the quantum ones, the latter were developed independently of the former. Thus, many wellestablished results in classical polarization optics have been rediscovered in the context of quantum optics and quantum information. 3 Interestingly, the inverse process of borrowing results from quantum to classical optics has started only recently. 4, 5 In this Letter we contribute to this inverse process by pointing out a connection between quantum process tomography (QPT) 6 and classical polarization tomography (CPT). Specifically, we show that the recently introduced maximum-likelihood (ML) method for the estimation of quantum processes [7] [8] [9] can be successfully applied to the determination of classical Mueller matrices. In the conventional approach to CPT, Mueller matrices are estimated from the measurement data by means of linear algorithms. 10 However, such reconstructed Mueller matrices often fail to be physically acceptable. 11 In our approach this problem is avoided, since the ML method allows us to include in a natural manner the physicalacceptability constraint. Thus, thanks to a quantum versus classical analogy, we solve an important issue that has been long debated in the classical literature. [12] [13] [14] This is in particular important in view of the present interest in CPT, e.g., for medical and astronomical imaging.
In a CPT experiment, many sources of noise that generate random errors may be present. It was recently shown (see, e.g., Refs. 7-9 and references therein) that the ML method for the estimation of physical processes is among the best ones when data are collected without a reliable estimate of random errors. Other methods can be superior to the ML method only in some specific cases, when the statistical distribution of errors is explicitly known. 15 In this Letter we assume, as is common in the practice of polarization tomography measurements, that we have no a priori knowledge of the distribution of errors in the experimental data.
To begin with, we give first a qualitative description of the connection between QPT and CPT. At the heart of this connection lies the well-known mathematical equivalence (isomorphism) between the density matrix describing a two-level quantum system and the coherency matrix 1 J describing the classical polarization state of a light beam 16, 17 :
J is an Hermitian, positive semidefinite 2 ϫ 2 matrix, as is . A quantum process that transforms an input state in into an output state out can be described by a linear superoperator G : out = G in . Analogously, a classical linear optical process (as, e.g., an elastic scattering process), can be described by a 4 ϫ 4 matrix M such that J out = MJ in or, in explicit representation,
In the same way as the reconstruction of G is the goal of QPT, the estimation of the elements M ij,kl from the measurement data is the goal of CPT. However, in the common practice, instead of the complex matrix elements M ij,kl , one wants to determine the 16 real elements M ͑ , =0, ... ,3͒ of the associated Mueller matrix M. In the ML approach the estimated elements of M are found to be the most likely to yield the measured data. In what follows we show how to find them. In a classical polarization tomography experiment, the measurement data are collected by following the scheme shown in Fig. 1 . An input light beam is prepared in a pure polarization state, represented by the where p ab ͑M͒ ജ 0 for any physically acceptable process. Equation (4) is the first main result of this paper. It contains both experimental ͑I ab ͒ and theoretical ͓p ab ͑M͔͒ quantities. Now we demonstrate that it is possible to impose the condition p ab ͑M͒ ജ 0 before the maximization operation, in such a way that the estimated Mueller matrix is automatically physically acceptable. After a lengthy but straightforward calculation, it is possible to show that the matrix M can be written in terms of an Hermitian matrix H as
where ͕⑀ ͑͒ ͖ are the elements of the standard basis in C 2ϫ2 . By substituting Eq. (5) into Eq. (3) we obtain
where the superscript T indicates the transposed matrix. The probabilities p ab ͑M͒ as written in Eq. (6) can still be negative, because only H matrices associated with physically acceptable Mueller matrices can guarantee the condition p ab ജ 0. However, we know from the Mueller matrix theory that the H matrix associated with a physically acceptable Mueller matrix must be positive semidefinite. 12 It is well known that any positive semidefinite matrix can be written in terms of its Cholesky decomposition as
where C is a lower triangular matrix composed by 16 real parameters h k ͑k =1, ... ,16͒, and we fixed the normalization of H by setting M 00 =1. Then, after Eq. (7) is substituted into Eq. (6), the maximum of L can be found by using a standard maximization algorithm. 20 The search for the maximum is performed in the real 16-dimensional space of parameters ͕h k ͖. Once the optimal set of values ͕h 1 opt , ... ,h 16 opt ͖ that maximize L has been found, this can be used in Eq. (7) to obtain the corresponding H opt . Finally, the elements of the sought physically acceptable Mueller matrix can be computed as
where ͕ ͑͒ ͖ are the normalized Pauli matrices. 19 This is our second main result. A Mueller matrix M determined in this way represents the answer to the question, "which physically acceptable Mueller matrix is most likely to yield the measured data?" The rest of the paper is devoted to the illustration of the theory outlined above by applying it to a realistic case. We have chosen from the current literature 21 the following Mueller matrix, which was already shown 12 to be physically unacceptable: 
͑10͒
From MЈ we calculated the (normalized) associated Hermitian matrix HЈ, which is not positive semidefinite because it has one negative eigenvalue: diag HЈ = ͕1.6671, 0.2950, 0.2330, −0.1951͖. By using Eq. (6),
we generated a set of 36 fake measured data f ab Ј , as 10 ʈMЈ − M ML ʈ / ʈMЈ + M ML ʈ = 0.072, which indicates that the average relative difference between corresponding matrix elements of MЈ and M ML is about 7%. This confirms the quality of our approach even with a sparse data set (only 36 values).
In conclusion, we have shown that it is possible to apply the maximum-likelihood method, initially developed for quantum process tomography, to the classical problem of Mueller matrix reconstruction. Moreover, we have shown that this method has the benefit to produce always physically acceptable Mueller matrices as the most likely matrices that yield the measured data.
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