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Abstract
Soil microorganisms help maintain nutrient cycling, control carbon sequestration, impact plant productivity, and influence several soil chemical and physical properties; yet,
the processes that control the microbial composition of soil and how environmental changes
may affect the composition and activity of these organisms at different scales remains a
difficult and intriguing puzzle for soil scientists, ecologists, and modelers. Wetlands are endangered and important ecosystems that provide several services, which are directly linked
to soil function. However, few wetland assessments consider the soil environment and microbial ecology. Linking soil microbial community composition and distribution patterns
to soil physio-chemical properties would provide fundamental information for the further
exploration of how biogeochemical properties relate to ecosystem function, and pave the
way towards developing new wetland success indicators. By using spatial ecology concepts
along with soil metabarcoding, this research provides insight into the fungal and bacterial
community composition and their relationship to the soil environment within a mounded
wet prairie in southern United States. Generalized dissimilarity modeling (GDM), a form
of nonlinear matrix regression, and amplicon metabarcoding was applied to simultaneously
quantify the relative effects of geographic distance, elevation, and soil properties driving
microbial community composition. The wet prairie surveyed in this research contained high
spatial heterogeneity of soil chemical and physical properties, as well as distinct microtopography, which influenced the composition and diversity of soil microbial communities.
The GDMs explained 28.3 and 41.5% of the total variation in bacterial and fungal beta
diversity, respectively. Soil texture was an important and unexpected driver of both fungal
and bacterial composition and diversity within the study site. Bacterial alpha diversity increased and fungal alpha diversity decreased with increasing sand content within the site.
Sand content was also greatest on mounds in the site. Future wetland restoration studies
should consider the influence of spatial heterogeneity of soil texture and micro-topography
on microbial diversity, as it may affect the success of future restoration efforts. Understand-

ing how soil microbial ecology connects to the soil environment at an ecosystem level can
help inform future restoration practices, and can also be used to improve our predictive
capabilities on a global scale for ecosystem services like carbon sequestration. The future
applications of soil metagenomic data to infer ecosystem function and predict responses to a
changing world are promising, but there are still many hurtles to overcome. While sequence
databases are continuously growing, many metagenomic sequences still can’t be aligned or
assigned to a functional pathway. Thus, our ability to use metagenomic data for ecological
models or to predict soil microbial response to climate change is dependent on continued
efforts to characterize microbes and their associated environments.
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Chapter 1
Introduction
1.1

Soil microbial systems

"If a healthy soil is full of death, it is also full of life: worms, fungi, microorganisms
of all kinds ... Given only the health of the soil, nothing that dies is dead for
very long." - Wendell (1977)
Microorganisms in the soil are increasingly acknowledged for their role as key stewards
of the biosphere (Jansson & Fredrickson 2010). Soil microorganisms help maintain nutrient cycling, control carbon sequestration, impact plant productivity, and influence several
soil chemical and physical properties. Hundreds of millions to billions of microbes can be
found in a single gram of fertile soil (Rosselló-Mora & Amann 2001). Soil fungi and bacteria
control several vital ecosystem processes; yet, the processes that control the microbial composition of soil and how environmental changes may affect the composition and activity of
these organisms at different scales remains a difficult and intriguing puzzle for soil scientists,
ecologists, and modelers.
Soil was long looked at as a ’black box,’ where soil function was studied primarily by
monitoring the inputs and outputs of the system, characterizing the chemical and physical
properties of the soil, and looking at total microbial biomass as metrics of soil health. Microbes that could be isolated and cultured were characterized in laboratory studies, but the
vast majority of soil microbes have been resistant to culturing techniques to this day (Suyal
et al. 2019). Advances in molecular technology have lifted the lid of this ’black box,’ allowing
researchers to use DNA fingerprinting and cloning techniques to drive hypothesis testing of
how soil microbial community structures and presence of key taxa relate to soil function.
Culture-independent techniques can now be used to study microbial community compositions and potential/putative functional roles they play at various scales and biogeographic
areas. Direct extraction of DNA and targeted sequencing of the metagenome have revealed
microbial structures of various ecosystems around the world, along with metadata involving
1

associated environments or ecosystem processes. This data can be utilized to identify key organisms that are associated with soil quality or ecosystem health, or to identify variables that
influence soil microbial diversity. Functional genes can also be targeted to identify potential
influences human perturbation or climate change may have on soil microbial communities
and their function.

1.1.1

Improving soil carbon models

Understanding how soil microbial ecology connects to the soil environment at an ecosystem level can help inform future restoration practices, and can also be used to improve
our predictive capabilities on a global scale for ecosystem services like carbon sequestration.
Predicting soil carbon cycling within the context of climate change is important for global
carbon modeling efforts, since the total soil carbon stock is estimated to be about three
times the amount of carbon that resides within the atmosphere (Scharlemann et al. 2014,
Jackson et al. 2017). However, terrestial C feeback from a changing climate remain one of
the largest sources of uncertainty in current global models (Todd-Brown et al. 2018, Kim
et al. 2016). Traditional modes of soil C loss, which lack explicit representation of microbial
activity, continue to be used within earth systems models (ESMs) and have been a notable
source of uncertainty when used in climate change predictions. The molecular technologies
that can be used to connect soil physiochemial properties to microbial community structure
could be used to better inform soil carbon models and improve the predictive capabilities of
climate change models (Wieder et al. 2013).
Microbial-explicit soil carbon modeling incorporates and validates the role of enzyme
kinetics on microbial carbon use efficiency and soil C cycling (Wieder et al. 2014, Abramoff
et al. 2018, Schimel 2003). The rate of inputs to the soil carbon pool is controlled by the
ability of the microbial community to break down and utilize the carbon source, which is
modeled by Michaelis-Menten kinetics. Attempts to incorporate this model structure are
underway in the Millennial and MIMICs models (Wieder et al. 2014, Abramoff et al. 2018),
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but they currently lack means by which to validate the use of defined soil carbon pools
and specific enzyme kinetics (Sihi et al. 2016). However, new molecular techniques and
advances in bioinformatics may be the key to incorporating potential and active microbial
enzyme production into soil C models (Hagerty et al. 2018). A comprehensive model of
soil microbial influence on C dynamics would require a full biochemical model in which the
metabolic pathways were represented, including changes along temporal and spatial scales.
Using the enzyme kinetic theory, by way of the Michaelis-Menten equation, to describe the
temperature sensitivity of ‘pools’ of enzymes, could be combined with -omics data to gain a
more precise picture of an ecosystem.
The second chapter in this dissertation reviews the history of modeling soil carbon efflux,
covers key emergent microbial-explicit models, and explores how advances in molecular techniques and bioinformatics might utilize functional metagenomics with traditional microbial
biomass measurements to refine and validate the next generation of soil C models.

1.1.2

Wetland soil microbial ecology

One ecosystem category that is both endangered and of great economic and ecological
importance around the world is wetlands. Wetlands provide flood control, nutrient removal,
storm-water storage, flood control, and recreational use (Adusumilli 2015). Wetlands experience periodic flooding and consist of a heterogenous soil environment, where the interface of
oxic and anoxic soil conditions allow for increased spatial and temporal variation in soil conditions and biota. This diverse soil environment can have strong influences on below-ground
microbial community assembly, resource partitioning, and ecosystem function (Glassman
et al. 2017, Erlandson et al. 2018, Hiiesalu et al. 2017). As floodwater enters a wetland
system, suspended sediments are deposited as the flow rate reduces, and nutrient inputs are
quickly transformed and absorbed by the diverse plant and microbial communities in these
systems. Anoxic conditions slow the rate of decomposition and cause the accumulation of
soil carbon, primarily as plant litter.
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Wetlands also have great ecological value as natural habitat for sensitive and endemic
species of flora and fauna. Despite global efforts to preserve and restore wetlands, an estimated 50% of all natural wetlands have been lost, and wetland systems continued to be
threatened by anthropogenic activities and climate change (He et al. 2015, Joyce et al. 2016).
Wetland restoration and creation efforts continue to restore the habitats and ecosystem services provided by wetlands such as marshes, swamps, bogs, and wet meadows.
Diagnosing the success of wetland restoration or creation efforts is conducted by monitoring selected parameters that are connected to ecosystem function or wetland health. The
selection and application of wetland assessment indicators is ongoing. Existing major biological indicators include wetland vegetation, birds, macroinvertebrates, fish, amphibians,
and algae (Sims et al. 2013).
Despite the importance of soil quality in regulating nutrient cycling, plant growth, and
degradation of organic matter, few wetland assessments consider the soil environment and
the microorganisms within (Sims et al. 2013). There is call for soil-based indicators of
wetland restoration success, but fundamental questions of environmental and spatial drivers
of soil microbial community diversity persist (Sims et al. 2013). Linking soil microbial
community composition and distribution patterns to soil physio-chemical properties would
provide fundamental information for the further exploration of how biogeochemical properties
relate to ecosystem function, and pave the way towards developing new wetland success
indicators (Sims et al. 2013, O’Sullivan et al. 2013).
Direct extraction of soil DNA and targeted sequencing of genomic regions of bacteria
and fungi have opened up new opportunities to studying wetland microbial ecology and how
community composition and diversity relate back to the soil environment. Metabarcoding
is a technique that involves the amplification and sequencing of a region of DNA within an
environmental sample that allows for simultaneous identification of many taxa within the
same environmental sample. This approach to characterizing soil microbial communities can
be used to identify factors that influence soil microbial community assemblages in wetland
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sites, since microbial richness and composition have been linked to soil function (DelgadoBaquerizo et al. 2017, Sui et al. 2019).
Most wetland ecosystems are characterized by small variations in elevation, which can
create a heterogeneous environment that is differentially affected by seasonal fluctuations in
hydrology. A unique feature found in some protected tall-grass prairies and wet prairies are
small earthen hummocks, rising roughly 0.5 and 1.5 m in elevation and spanning 10 to 30 m
in diameter (Ross et al. 1968, Lee & Carter 2010). This prairie mound topography has been
identified on every continent except for Antarctica (Reed & Amundson 2007).
Micro-topography can be important for the establishment of sensitive flora and fauna
that utilize and thrive in the conditions it creates. Stolt et al. (2000) found that constructed
wetlands had 40 to 60 percent less of an elevation change across the sites than their paired
natural reference wetlands in a study conducted in Virginia, USA. The degree of micro-relief
loss was contributed to the cutting and scraping done by heavy machinery to create a flattened, tree-less constructed wetland site. However, there is a lack in the literature regarding
specific micro-topographic effects on soil physical properties and microbial composition in
wetlands.
One major challenge in soil microbial ecological studies is disentangling the environmental stresses or competition for resources, and more neutral mechanisms, like spatial isolation
or genetic drift. Many studies focus on cataloguing the microbial community diversity in
particular sites, rather than incorporating spatial influence on microbial assemblages (Maron
et al. 2011). However, several studies have found that the community composition and diversity of microbes is spatially-dependent and heterogeneous at various scales (Maron et al.
2011, Zhou et al. 2002, Treves et al. 2003, Ding et al. 2015). In a wetland system, which is
characterized by a heterogenous soil environment, it is important to tease apart the influences
that environmental gradients, topography, and spatial distance have on the soil microbial
community.
The third and fourth chapter in this dissertation explores the use of metabarcoding and
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spatial ecology concepts to evaluate the relative importance of soil properties, topography,
and geographic distance on soil microbial community structure and in-field variability of
these from a mounded wet-prairie system in Northwest Arkansas, United States.
1.2
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Chapter 2
An evolution of soil carbon models: new opportunities and challenges in
microbial-explicit representation
2.1

Abstract
Traditional models of soil carbon (C) dynamics and response to environmental gradi-

ents have been based on first-order kinetics, in which a decay rate is applied to one or
several pools of C. Historically, different decay rates were applied to each pool of C based
on assumptions regarding soil C chemistry and physical protection. These traditional modes
of soil C loss, which lack explicit representation of microbial activity, continue to be used
within earth systems models (ESMs) and have been a notable source of uncertainty when
used in climate change predictions. Emergent models of soil C dynamics have become increasingly more explicit concerning the role of soil microbial activity. However, it is still
not clear what parameters should be included and how to validate such models. Microbial
ecological strategies, functional groups, and carbon use efficiency have been incorporated
into terrestrial models of soil C flow, with varied results. One key challenge for the majority
of microbial-explicit soil C models is the ability to validate assumptions of biogeochemical
activity with quantitative measurements. Recent developments in soil enzyme characterization through new molecular techniques offer the chance to incorporate holistic measurements
of soil enzyme activities and potentials into soil C models. This article reviews the history of
modeling soil carbon efflux, covers key emergent microbial-explicit models, and explores how
advances in molecular techniques and bioinformatics might utilize functional metagenomics
with traditional microbial biomass measurements to refine and validate the next generation
of soil C models.
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2.2

Introduction
Soil carbon (C) makes up the majority of global terrestrial C (Crowther et al. 2016),

and the soil C stock is estimated to be about three times the size as the C within the atmosphere (Scharlemann et al. 2014, Jackson et al. 2017a). Increases in atmospheric greenhouse
gasses through fossil fuel combustion and land-use change are expected to impact ecosystem
processes and affect global C dynamics within the atmosphere, biosphere, lithosphere, and
hydrosphere (Shi et al. 2018). One of the concerns of global climate change is how a warming planet will affect the rate of soil C loss through decomposition (von Lützow et al. 2007,
Guenet et al. 2018, Lu et al. 2013, Razavi et al. 2015). There is a growing realization that
sustained increases in global temperature will drive corresponding increases in global soil C
losses. However, the magnitude of C losses over time remains unclear and is a large source
of uncertainty in current predictive models (Crowther et al. 2016, Guenet et al. 2018, Kim
et al. 2016, Shi et al. 2018).
Soil C models have been useful tools in exploring the ways that environmental changes
and perturbations can affect soil C storage and loss processes, beyond what can be done with
experimental work alone. These models can be used to predict changes in soil C systems
in both space and time and can be informational tools for policymakers. There are limited
studies on in-situ effects of sustained warming on soil C dynamics (Shi et al. 2018, Bradford
et al. 2016, Guenet et al. 2018). Thus, global predictions of how soil C dynamics will shift
in response to climate change have been largely explored using models that rely on short
term warming studies and estimated rates of temperature sensitivity (Koven et al. 2017,
Hursh et al. 2017). As such, terrestrial C feedbacks from warming soil remains one of the
largest sources of uncertainty in current global models (Arora et al. 2013, Todd-Brown et al.
2014, Jones et al. 2013, Crowther et al. 2016, Kim et al. 2016). This article covers the
importance of improving soil C models, includes an abbreviated history of soil
C modeling, describes some current models used in contemporary Earth System
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Models (ESMs), and proposes a role molecular science and bioinformatics may
play in next-generation soil C models.
Earth System Models couple the atmosphere, biosphere, lithosphere, and hydrosphere
processes with feedbacks and dependencies that connect integrated Earth systems at multiple
scales, in time and space (Kim et al. 2016). ESMs represent the whole Earth carbon cycle,
which includes the physical, chemical, and biological transformations that move carbon from
defined pools within each subsystem. ESMs have been used to investigate a range of biological and ecological questions, including how climate change will affect Earth C dynamics.
Notably, the Coupled Model Intercomparison Project (CMIP) with the Intergovernmental
Panel on Climate Change (IPCC) uses multiple ESMs to estimate changes in global warming
and carbon movement under different emission scenarios (Arora et al. 2013, Jones et al. 2013,
Todd-Brown et al. 2014, Luo et al. 2015, Kim et al. 2016). Taken together, the ESMs provide
a range of expected outcomes of climate change; however, these ensembles also demonstrate
large variability in predicted soil C stocks using the same emission scenarios (Arora et al.
2013, Kim et al. 2016).
Most current soil C sub-models that are applied within ESMs rely on simplistic first-order
kinetics equations to model all the biological, physical, and chemical mechanisms controlling
soil organic carbon (SOC) stabilization and decomposition (Wutzler & Reichstein 2008).
As a result, current SOC models used in ESMs have limited ability to reproduce spatial
variability in SOC stocks, and future predictions of SOC gains and losses are highly variable
among models (Wieder et al. 2013). When comparing the ESMs used in the latest CMIP
project (CMIP5), Jones et al. (2013) found that while models mostly predicted the ocean as
a sink, the models were not in agreement whether the soil would be a source or a sink under
warming conditions. Todd-Brown et al. (2014) compared 11 ESMs and concluded that the
parameterization of heterotrophic soil respiration (Rs ) and possible missing key processes in
soil C turnover, such as enzyme activity, might be the cause of large uncertainty in gridscale (spatial) predictions of soil C stocks. While some ESMs were able to closely estimate
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C stocks at the global or continental scales, they were not in agreement with each other or
with empirical estimates of soil C at the smaller sclaes (Todd-Brown et al. 2014). To rectify
this, models need to improve the representation of soil C drivers and have accurate model
parameterization in the soil C sub-models. For instance, it has been demonstrated that the
addition of microbial processes can substantially improve global soil carbon projection in
ESMs (Wieder et al. 2013).

2.2.1

Future directions

There is currently a gap between the understanding of soil C dynamics and our ability
to apply new theories and methods of assessing soil C to existing terrestrial biogeochemical models (Blankinship et al. 2018). As suggested by Blankinship et al. (2018), there
is a need to triangulate the theoretical mechanics of soil carbon turnover, mathematical
models, and empirical measurements. Models continue to incorporate chemical, physical,
and biological drivers as sub-model structures, but a balance needs to be achieved between
sufficient mechanistic representation, computational power, and the need to inform model
parameters with real-world data (Shi et al. 2018). The soil C sub-models used in ESMs
have traditionally been based on a ‘dead soil’ model, in which there is no explicit representation of soil microbial drivers. Rather, soil C responses to temperature have been fit
with empirically-derived sensitivity coefficients using limited and short-term measurements
of soil decomposition or respiration rates (Todd-Brown et al. 2018). These models have
the advantage of being computationally efficient and run reasonably well over large spatial
and temporal scales. However, when these ESMs are used for climate change predictions
or to assess landscape-scale variability in responses, they appear to lack the mechanisms or
drivers to reflect real-world responses (Shi et al. 2018, Chen et al. 2013, Abramoff et al. 2018,
Kim et al. 2016). A more representative model of soil C dynamics would include physical,
chemical, and biological drivers which would be responsive to measurable model parameters.
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2.3

History of modeling soil carbon cycling

2.3.1

Early equations of soil organic matter decomposition rates

One of the first attempts to model soil carbon was published in 1941 by Jenny (1941),
in which soil C accumulation was described using the following equation:
dx
= −kx + A
dt
where

dx
dt

(2.1)

= the time rate of change in soil C, k = first-order rate constant, and A = the

rate of addition. Since this early attempt, models of soil C have expanded in number, scope,
and complexity. The decay rate, k, can be a function of several different soil factors:

k = f (temperature, litter quality, microbial biomass, etc.)

(2.2)

Each soil C model is different, but soil temperature, litter quality, and microbial biomass
are some of the most common factors included in the decay rate equation. However, any
environmental parameters can conceivably be added to improve the decay rates of one or
more pools of carbon in the model.

2.3.2

Temperature and moisture dependence of soil respiration

Temperature dependence
In order to understand the ways in which soil C dynamics is currently represented in
Earth System Models, it is important to review how soil C has been predicted in the past.
The function between soil temperature and soil respiration (Rs ) is notably one of the most
investigated factors in soil C dynamics (Senapati et al. 2014), but the underlying mechanics
of how temperature drives changes in C mineralization in the complex soil matrix remain
unclear (Luo et al. 2016). Soil respiration dynamics have been found to be site-specific, so
several variables have been used to modify rate constants of soil organic matter decomposition
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(Davidson et al. 2006, Hursh et al. 2017, Meyer et al. 2018). It has since been recognized
that Rs rates are controlled by both abiotic and biotic factors, which include temperature,
soil moisture content, soil organic matter content, plant litter chemistry, and net primary
productivity (Lu et al. 2013, Meyer et al. 2018). However, many of these factors are difficult
to incorporate into models due to our lack of mechanistic understanding of how they affect
Rs (Zhou et al. 2016, Lu et al. 2013).
Laboratory (ex-situ) studies, the earliest of which date back to the 1920s, have demonstrated a relationship between soil respiration and temperature (Waksman 1931). It was not
until the 1960s when the relationship between soil respiration and environmental factors was
systematically explored by soil scientists (Singh & Gupta 1977). For instance, Olson (1963)
attributed Rs differences in similar forest ecosystems found at different latitudes to changes
in soil temperature, where warmer temperatures at lower latitudes were connected to increased soil respiration rates. Similar changes in soil decomposition rate along temperature
gradients were observed by soil scientists in the 1960s and early 1970s (Clymo 1965, Froment
1972). The nature and form of the relationship between soil respiration and the temperature
continued to be explored into the 1980s (Lloyd & Taylor 1994). Early attempts at developing mathematical models for the temperature-dependence of soil respiration included three
major types: linear, Arrhenius-type models, and Q10 models (Lloyd & Taylor 1994). Other,
less adapted functions were suggested, such as logistic functions (e.g., (De Neve et al. 1996))
and power functions (e.g., (Kucera & Kirkham 1971)).
Linear models of soil temperature became popular in the 1960s and 1970s (Witkamp
1966, Froment 1972) and often included other factors such as bacterial density, and moisture
(Gupta & Singh 1981). The formulas proposed were developed by fitting linear correlations
between Rs and temperature T or by fitting a multiple linear regression which included water
or other measured variables. While multiple linear regressions could be helpful to test relative
contributions of environmental factors on soil respiration, they tend to be site-specific and
unhelpful for broader modeling work (Luo et al. 2016, DeAngelis & Yurek 2017, Blankinship
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et al. 2018). However, there has been some recent success by Bahn et al. (2010) using a linear
model (r2 = 0.32) that includes soil moisture and temperature to predict global annual Rs .
The same predictors were used to create an incrementally more successful prediction (r2 =
0.4) of global annual Rs with the use of a semi-mechanistic empirical-based model (Chen et al.
2013). While an improvement over previous models of Rs , the equation used in Chen et al.
(2013) was still dependent on a ‘temperature sensitivity coefficient,’ which is derived from
a limited number of short-term, in-situ experiments. The addition of a mechanism within
the model to account for temperature sensitivity based on measurable physical, chemical,
and biological factors would make a model more suitable for temporal or spatial scalability.
However, the coefficient used by Chen et al. (2013) is still subject to site-specific bias. For a
mechanistic model to be successful for predicting Rs , it must be theoretically based on soil
C turnover and the parameters used must be validated by measurement (Blankinship et al.
2018). Due to limits in scalability, linear models are less commonly used in landscape and
global scale predictions than Arrhenius-type and Q10 models (Ise & Moorcroft 2006).
Arrhenius-type models of Rs were based on 19th century empirical observations of how
the rate constant in a chemical reaction is dependent on the absolute temperature of that reaction. The Arrhenius equation uses kinetic theory to describe the rate of chemical reactions
by relating temperature to the activation energy (Arrhenius 1889). Further investigations
demonstrated how temperature affects nearly all biological and physio-chemical reactions
(Arrhenius 1889, Van’t Hoff & Meyerhoffer 1899), and these positive, non-linear relationships continued to inform soil respiration models into the 2000s (Davidson et al. 2006). The
equation states:

Rs = αeEa /RT

(2.3)

where Rs = soil respiration rate, T = temperature, α = functional coefficient, R is the gas
law constant (8.314 J mol−1 K −1 ), and Ea = activation energy of the reaction. Generally, Ea
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is determined by taking the natural logarithm of the equation and fitting a linear regression
to empirical data. The slope and intercept are then used to determine Ea and α, respectively.
The activation energy (Ea ) of a reaction was formulated to describe simple chemical reactions,
but can also be applied to complex soil systems (Manzoni & Porporato 2009).
Lloyd & Taylor (1994) later modified the Arrhenius equation for predicting soil respiration rates by the following equation:

Rs = Rref eE0 [1/(Tref −T0 )−1/(T −T0 )]

(2.4)

where Rref = a respiration rate at the low reference point, Tref = low-temperature reference point, T0 = fitted temperature parameter in Kelvin, and E0 = fitted parameter akin
to the overall activation energy of the respiratory processes (Lloyd & Taylor 1994). This
Arrhenius-type equation lets the effective activation energy for respiration vary inversely
with temperature.
The most commonly used expressions within soil C models for temperature dependence
of Rs are based on the van’t Hoff equations and the resulting Q10 modifier (Meyer et al.
2018, Davidson et al. 2006). Two of the most common van’t Hoff expressions to determine
Rs in soil C models include the following:
van’t Hoff:
Rs = αeβT , where Q10 = eβ×10

(2.5)

modified van’t Hoff:
((T −Tref )/10)

Rs = Rref × Q10

, where Q10 = [Rs /Rs−ref ][10/(T −Tref )]

(2.6)

where Rs = soil respiration, α and β are fitted parameters, T is temperature, Tref = lowtemperature reference point, Rref = respiration rate at the low reference point. Each of
these equations produce a modifier, Q10 , that represents the temperature sensitivity of Rs .
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The Q10 is the factor by which Rs is multiplied when the soil temperature increased by 10◦ C
(Crowther et al. 2016). Once fit to observational data, the Q10 value can serve as a measure
of temperature sensitivity over a broad range of temperature values. Thus, temperature
sensitivity is defined by using a basal rate of respiration at a given temperature and a Q10
value that determines the slope of the exponential increase. This model assumes that the
temperature sensitivity of respiration (Q10 ) remains constant between the low-temperature
reference point and the temperature of interest. The Q10 equation has been the most widely
utilized to fit within a larger ecosystem and global-scale models of soil C dynamics (Luo et al.
2016). Estimated values for Q10 have been calculated for a range of ecosystems and vary from
around 1 to 10 (Raich & Schlesinger 1992, Lloyd & Taylor 1994, Woodwell & Mackenzie 1995,
Ågren & Bosatta 2002, Ise & Moorcroft 2006). The global median value of Q10 is considered
2.4 (Raich & Schlesinger 1992). Variability in Q10 values has mostly been attributed to
differences in soil quality and quantity in the different ecosystems (Lloyd & Taylor 1994).
Even though it has been well demonstrated that the Arrhenius and van’t Hoff assumption
of constant temperature sensitives of respiratory enzymes over large temperature ranges is
incorrect, these equations still dominate how models incorporate temperature-driven Rs in
soil C models (Todd-Brown et al. 2018, Meyer et al. 2018, Davidson et al. 2006).

Moisture dependence
Soil water content or water availability have long been recognized as an influential factor
in soil C dynamics, especially in areas with limited soil water availability (Rodrigo et al.
1997). The mechanisms of how soil moisture affects soil C cycling include solute transport,
gas diffusion, and water requirements of the soil biota (Rodrigo et al. 1997). Soil moisture
is clearly an important factor in soil C dynamics in arid ecosystems (Reichstein et al. 2002,
Rodrigo et al. 1997). There have been several soil C models that have incorporated the effects
of water content, either as a multiplier (Davidson et al. 1998) or an additive factor (Chang
et al. 2012) in existing temperature-driven soil C models (Fang & Moncrieff 2001, Mitra et al.
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2019). Soil respiration response to soil moisture and precipitation is generally nonlinear and
has a threshold response, which is dependent on plant moisture demands, site hydrology,
and prior soil moisture availability (Lellei-Kovács et al. 2011). Generally, there is a positive
response of soil respiration to increased water availability until a threshold point is reached,
which occurs around 50% volumetric water content (Lellei-Kovács et al. 2011). However,
soil C efflux response to changing water availability has been difficult to scale up due to the
transient and variable relationships with soil texture, organic matter concentration, pH, and
other abiotic and biotic factors (Davidson et al. 1998, Liu et al. 2019)

2.3.3

Influence of litter composition on soil respiration

One of the commonly included factors in determining soil C decay rates in models is
the composition or chemistry of soil litter. Many traditional models soil C dynamics include
separate pools of SOC, established on the basis of assumed recalcitrance or estimated residence time in the soil. Each of the SOC pools are assumed to be homogeneous in chemistry
and are given a decay rate, usually expressed by first-order kinetics as:
dC
= −kC
dt

(2.7)

where t = time, k = rate constant, and C is the concentration of each pool (Senapati
et al. 2014). The greater the decay constant, the more labile the carbon pool, and the
shorter the residence time (Minderman 1968). Traditionally, SOC is divided into three
pools: active, passive, and slow, based on the assumption that a category of organic matter
will have an intrinsic turnover time or decay rate (Jenkinson 1990, Bryant & Arnold 1994,
Thornton & Rosenbloom 2005, Jackson et al. 2017b). Linear kinetics and various decay rates
are applied to account for differences in chemical recalcitrance and/or physical protection
between differing carbon pools (Talbot & Treseder 2012). Generally speaking, the active,
slow, and passive pools have turnover times of several days, 20-50 years, and up to several
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thousand years, respectively (Davidson et al. 2000, Conant et al. 2011, Trumbore 2000).
Within these models, the passive pool of SOC would be extremely resistant to decomposition
and would persist, for example, for up to 2000 years in the CENTURY model (Parton 1996a)
or even indefinitely in the RothC model (Coleman & Jenkinson 1995).
It has been traditionally assumed that the passive fraction of SOM consists of complex
compounds of plant material that is chemically resistant to degradation from soil microbes.
However, there is an emerging view that the persistence of soil organic material is less influenced by the chemical nature of the compounds than the biological and physio-chemical
influences of the surrounding environment (Schmidt et al. 2011, Woolf & Lehmann 2019).
A recent model has been proposed that includes representation of mineral-associated soil C
and soil C that is physically protected within aggregates. This Millennial Model explicitly
represents processes that influence soil aggregate turnover, such as freeze-thaw, slaking, and
tillage (Abramoff et al. 2018). The stated goal of the Millennial Model is to define soil
C pools and rates of exchange between those pools on quantifiable properties that can be
determined globally (Abramoff et al. 2018). There are five pools of carbon in the model:
particulate organic C (POC), aggregate C, mineral-associated organic C (MAOC), low molecular weight C (LMWC), and microbial biomass (Abramoff et al. 2018). Each of these pools
can be quantified within reason using old or emerging soil research methods. For instance,
aggregate C can be quantified by the physical fractionation of soil aggregate size classes,
followed by quantification of C for each size class. The Millennial Model also incorporates
drivers or processes that define the rate of movement between C pools which are theoretically measurable (Abramoff et al. 2018). However, the relevance of mineral associations
with soil organic matter remains questionable and the minerals themselves may be changed
by exposure to organic compounds or as a result of changing soil chemistry (Kleber et al.
2015). Additionally, there is increasing evidence that large amounts of the passive pool are
not made up of decomposed plant molecules, but rather consists of microbial by-products
and dead microbial cells (Buchkowski et al. 2019). Shifting views on SOM formation and
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stabilization in relation to microbial activity in the soil have increased interest in utilizing
models that incorporate and feature the microbial pathways and enzymes that may have a
primary role in determining soil carbon residence times (Buchkowski et al. 2019).

2.3.4

Incorporating explicit representation of microbial activity

One of the first models to incorporate the explicit representation of microbial activity was
proposed by Parnas (1975), which defined maximum decay rate as a function of microbial
growth rate, in proportion to total microbial biomass. While this development helped link
microbial biomass and litter pools of soil carbon and improved the mechanistic modeling of
soil carbon cycling, it was not widely adapted at the time (Moorhead & Sinsabaugh 2006).
In contrast to the linear, first-order soil C models, several microbial-explicit models of
soil carbon cycling have emerged in recent years that incorporate microbial roles in soil C
transfer (Wieder et al. 2013). Notably, these have functions that deal with microbial response
to moisture cycling (Liu et al. 2019), priming effects of atmospheric N deposition (Kuzyakov
2010), and microbial acclimation in response to climate and land-use perturbation (Allison
et al. 2010, Sistla et al. 2014). Many of the microbial-explicit models utilize Michaelis-Menten
kinetics or incorporate paths representing feedback of microbial activity between soil carbon
pools (Wang et al. 2017, Luo et al. 2016, Wieder, Allison, Davidson, Georgiou, Hararuk, He,
Hopkins, Luo, Smith, Sulman, Todd-Brown, Wang, Xia & Xu 2015). However, these have yet
to be widely adopted since they have not been demonstrated to be reliable enough to provide
robust predictions over large spatial or temporal gradients (Wieder et al. 2013). Thus, soil
carbon models that utilize first-order decay remain the mainstay of currently popular soil C
models and global modeling efforts (Woolf & Lehmann 2019).
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2.4

Current popular soil C models
Most of the soil sub-models employed today in Earth System Models are multi-compartmental

process-based models that use first-order decay rates to incorporate environmental effects
on soil C dynamics (Davidson et al. 2006). These soil C models include one or more pools
of carbon, each with their corresponding assumptions of decay rates (k) (Figure 2.1. Environmental parameters are incorporated to improve the decay rates of one or more pools of
carbon in the model. For instance, a parameter for soil carbon component is usually added
to each pool in multi-compartmental models to account for differences in recalcitrance (Sihi
et al. 2016). In more complex models, C is not only lost to the atmosphere, but is moved to
other pools of carbon that have different decay rates (Figure 2.1).
The soil carbon models embedded within the IPCC’s ESMs are all based on this firstorder linear decay model (Buchkowski et al. 2019). Although the decay rate is influenced by
environmental factors, the loss of carbon is still represented as a spontaneous decay, much
like radioactive decay, in this ’dead soil’ sub-model (Luo et al. 2016). Temperature driven soil
C loss is based on the aforementioned equations, in which temperature sensitives (e.g., Q10 )
are based on data from short-term field studies where those equations were fit. Many models
simply use an average Q10 value for all global soils to represent increases in soil respiration
that are driven by higher temperatures (Davidson et al. 2006). The most common models
for soil C dynamics employed today are the CENTURY (Parton et al. 1987) and Roth-C
(Coleman & Jenkinson 1995) models, both of which are used in most ESMs and act as
standards against which emerging models are typically tested (Todd-Brown et al. 2014).
The CENTURY model contains a soil organic matter submodel that includes three soil
organic carbon pools (slow, passive, active) with different maximum decomposition rates
based on assigned recalcitrance (Kwon et al. 2017, Shi et al. 2018). The CENTURY model
also includes two kinds of surface litter pools, each defined by the concentration of lignin in
the plant material. The C from the high lignin pool (Structural C) is then either mineralized,
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moved into the active C pool, or moved into the slow C pool. The C from the low lignin pool
(Metabolic C) can only be mineralized or moved into the active C pool, based on inputs of
soil texture, soil moisture, and temperature (Figure 2.2).
The RothC soil carbon model (Coleman & Jenkinson 1995) has four active soil organic
carbon compartments: decomposable plant material (DPM), resistant plant material (RPM),
microbial biomass (BIO), and humified organic matter (HUM) (Senapati et al. 2014). It also
contains an inert pool of organic mater (IOM) which is recalcitrant (Figure 2.2). Each
pool in RothC is fit with an individual decay rate that is determined based on functions
of temperature, moisture, vegetation, and soil texture (Senapati et al. 2014). The effect of
temperature on the decay rate is implemented as a modifying factor to the first-order decay
rate using an assumed Q10 value of 2 (Senapati et al. 2014).
Earth system models are useful tools for predicting changes to soil C stocks in response
to a changing climate; however, large uncertainties have been documented among contemporary estimations regarding changing soil C stocks (Shi et al. 2018). Results from the
Couple Model Intercomparison Project (CMIP) and the Multi-scale Synthesis and Terrestial Model Incomparison Project (MsTMIP) have demonstrated substantial differences in
projected changes in soil C stocks in climate change scenarios (Eyring et al. 2016). Running a ‘worst case scenario’ of anthropogenic greenhouse gas emissions and resulting rising
temperatures, Todd-Brown et al. (2014) reported a range of estimates from 72 Pg C lost
to 253 Pg C gained over the 21st century for 11 ESMs. The sub-models of soil C response
to temperature used in the popular CENTURY and Roth-C type ESMs reflect the knowledge of the 1970s and the 1980s (Manzoni & Porporato 2009). However, emerging models
of soil C dynamics aim to increase scalability and better represent real-world conditions by
incorporating a dynamic microbial pool that feeds back to soil C stocks and is influenced by
environmental variables.
While the CENTURY- and RothC-based models continue to be the standard in ESMs,
several emerging models have proposed ways of incorporating current understanding of soil
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C groups and of applying soil chemical, physical, and biological processes to move C from
one pool to another in response to perturbations such as rising temperatures (Abramoff et al.
2018, Blankinship et al. 2018, Shi et al. 2018). Some of these models change carbon flow
dynamics into and out of the microbial biomass pool by incorporating chemical and physical
processes that influence accessibility of soil C to microbes. Others strive to reflect microbial
community composition by defining microbial functional groups that have different carbon
use efficiencies.

2.5

Advances and challenges in microbial-explicit soil C models
Alternative structures to CENTURY-type models are those that explicitly incorporate

microbial traits, such as ecological strategies or functional groups (Wieder et al. 2013, 2014,
Wieder, Grandy, Kallenbach, Taylor & Bonan 2015, Louis et al. 2016). Microbial decomposition has been explicitly represented in several recent models, but those models vary
substantially in their approach (Abramoff et al. 2018). For instance, the Microbial-Mineral
Carbon Stabilization (MIMICS) model incorporates oligotrophic and copiotrophic functional
groups to improve estimates of soil C storage (Wieder, Grandy, Kallenbach, Taylor & Bonan 2015). Oligotrophic organisms are characterized by slow growth and generally live in
low-nutrient environments. Copiotrophic organisms, in contrast, are characterized by fast
growth, have a greater Michaelis-Menten constant, and maximal specific growth rate (Ho
et al. 2017).
The Michaelis-Menten kinetic model describes the rate of enzymatic reactions by relating
reaction rate to the concentration of the substrate:

V =

Vmax [S]
Km + [S]

(2.8)

where V = reaction velocity, S = substrate concentration, Km = substrate concentration
at half-maximal velocity, and Vmax = maximal velocity. Km is also a measure of affinity, or
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how well an enzyme complexes with the given substrate (Wang et al. 2013). This formula relates back to the Arrhenius equation. When it is assumed that the substrate [S] is abundant
or non-limiting, Km becomes insignificant, and the temperature response of Vmax determines
the reaction rate. In this instance, Vmax follows Arrhenius kinetics. When [S] become low
or rate-limiting, Km becomes important; however, Km also generally increases with temperature. Vmax and Km values can be determined for each enzymatic reaction using laboratory
incubations (German et al. 2012) or can be found for specific families of exoenzymes (Gao
& Wakarchuk 2014). The quantity and quality of exoenzymes, enzymes secreted by cells
that are used by soil microorganisms to break down polymers outside the cell for uptake of
smaller molecules, can be estimated using new molecular techniques.
Like the RothC model, the MIMICS model includes two pools of surface litter based on
lignin content. It differs substantially from both the RothC and CENTURY models in that
it includes reverse Michaelis-Menten kinetics to describe enzymatic function as determined
by temperature and it includes the carbon use efficiency of two microbial functional groups.
Reverse Michaelis-Menten kinetics includes a pathway for the product to bind the enzyme
again and react back to the substrate (more information on reverse Michaelis-Menten kinetics
is covered by Miller & Alberty (1958)).
In the MIMICS model, soil carbon can flow between the two surface litter groups and
the two microbial functional groups. The flow of C to the two microbial groups is modeled
using parameters determined by Michaelis-Menten kinetics (Vmax and Km ). Wieder, Grandy,
Kallenbach, Taylor & Bonan (2015) found that MIMICS outperformed the CENTURY-type
model in terms of estimation in the spatial distribution of global soil C; however, the greater
complexity in the MIMICS model resulted in larger uncertainties in the projection of soil C
(Shi et al. 2018).
A common method for assessing community functional diversity using taxonomic data
is to incorporate functional guilds. The term ‘guild’ was first formally defined in 1967 as:
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“. . . a group of species that exploit the same class of environmental resources in
a similar way. This term groups together species without regard to taxonomic
position, which overlap significantly in their niche requirements (Root 1967).”
Functional redundancy is generally assumed in soil microbial communities that control
nutrient cycling; however, the guild definition has been useful for characterizing communitylevel roles in nutrient cycling, such as how fungal functional guild composition can impact
soil N2 O sink capacity (Talbot et al. 2015). There has been some success in defining carbon
use efficiency and soil C turnover rates based on the ratio of fungal:bacterial biomass in
the soil, with higher C storage capacities generally found in fungal-dominated soils (Rousk
& Frey 2015). Discoveries such as these may indicate previously unidentified functions or
mechanisms specific to particular groups of microbiota.
One central difficulty with the guild concept as a tool to predict soil function is the limited knowledge of the lifestyle, function, and physiology of the unidentified and uncultured
soil microbiota. Even if one were able to characterize, culture, and name all the dominant
microbial taxa within a soil ecosystem, this still may not translate effectively to soil function.
Very distinct taxa can share functional genes and horizontal transfer of genes is rampant in
soil microbial communities. Additionally, closely related taxa can differ vastly in lifestyles,
morphologies, and ability or preference to break down specific compounds. Functional redundancy within soil microbial species further muddles the connection between species composition and soil carbon use efficiency. Even if one soil microbial species is dramatically
reduced from the soil, other soil microorganisms will generally take over the function of that
species (Schimel & Schaeffer 2012). Defining taxonomic or functional diversity for soil can
be difficult, even with the many advances in molecular technology and the accessibility to
next-generation sequencing.
In order to overcome the issue of categorizing soil microbes by function or life strategy, some models have shifted the assumption of first-order kinetics (or decay rates) to
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exoenzyme-catalyzed decomposition (Schimel 2003). The rate of exchange between pools in
these theoretical models is dependent on the soil microbial potential to produce exoenzymes
capable of breaking down the various pools of carbon substrate (Schimel 2003, Wang et al.
2013, 2015, Chen et al. 2018). In this way, the carbon use efficiency is treated as a property
of soil microbial processes that includes enzyme production (Hagerty et al. 2018).
Michaelis-Menten kinetics are important to incorporate into soil carbon models because
most predictions that there will be a sustained positive feedback between temperature and
microbial decomposition do not take into account the kinetics of extracellular enzymes. It
has been demonstrated that increasing temperatures will affect these enzymatic reactions,
but it is unclear to what degree and how temperature-driven changes in enzyme activity
will vary between ecosystems. One observation that has been made is there is a trend for
enzymes that are cold-adapted to be more responsive to increasing temperature than those
in mesothermal environments (Somero 2004, Koch et al. 2007, Fields et al. 2015). This has
been reflected in soil respiration measurements made in northern climates (Tang & Riley
2015).
Soil microbial communities can be characterized by defining the distribution and concentration of specific exoenzymes that breakdown carbon (CAZymes). Characterization of
CAZymes are ongoing and an active database of the genes and known functions can be found
using the online CAZy database (Cantarel et al. 2009). The online CAZy database provides
continuously updated, sequence-based family classification of enzymes that are related to
the assembly, modification, and breakdown of oligo- and polysaccharides. CAZy also links
sequence data to known genomes, which could be used for translating operational taxonomic
units (OTUs) to enzyme distributions.
New microbial-explicit soil carbon modeling incorporates and validates the role of enzyme
kinetics on microbial carbon use efficiency and soil C cycling (Wieder et al. 2014, Abramoff
et al. 2018, Schimel 2003). In these next-generation models, the rate of decay (k), is replaced
by a function of soil microbial carbon efficiency and based off of the production or potential
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production of CAZymes. The rate of inputs to the soil carbon pool is controlled by the
ability of the microbial community to break down and utilize the carbon source, which is
modeled by Michaelis-Menten kinetics. Attempts to incorporate this model structure are
underway in the Millennial and MIMICs models (Wieder et al. 2014, Abramoff et al. 2018),
but they currently lack means by which to validate the use of defined soil carbon pools
and specific enzyme kinetics (Sihi et al. 2016). However, new molecular techniques and
advances in bioinformatics may be the key to incorporating potential and active microbial
enzyme production into soil C models (Hagerty et al. 2018). A comprehensive model of
soil microbial influence on C dynamics would require a full biochemical model in which the
metabolic pathways were represented, including changes along temporal and spatial scales.
Using the enzyme kinetic theory, by way of the Michaelis-Menten equation, to describe the
temperature sensitivity of ‘pools’ of enzymes, could be combined with -omics data to gain a
more precise picture of an ecosystem.

2.5.1

Improving soil carbon models using -omics data

Previously, those who studied carbon cycling were relegated to using a ‘black box’ model
of microbial biomass in calculations. Next-generation sequencing and new molecular technologies have expanded access to the genetic makeup of the ‘uncultivated majority’ that
makes up soil microbial communities (Toju 2015, Jones & Good 2016, Mamanova et al.
2010). These technologies have contributed to a surplus of ‘big data,’ but these data can be
difficult to interpret in meaningful ways that connect sequence data to ecological questions
(Nesme et al. 2016). Several microbial surveys are currently underway that seek to compile
samples of soil taxonomic and functional diversity from across the globe. The Earth Microbiome Project, Terra Genome, Brazilian Microbiome Project, MicroBlitz are examples of
these coordinated efforts (Gilbert et al. 2014, Vogel et al. 2009, Pylro et al. 2014, Gruber
2015). However, complications arise beginning with standardizing the data collection process so that each sample can be compared to the others (Nesme et al. 2016). In regards
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to using -omics data for characterizing functional groups of soil microorganisms, there are
three main pipelines: translating metabarcode data to functional groups or guilds, shotgun
metagenomics, or captured functional metagenomics.

Molecular barcoding
A traditional molecular approach to determining the taxonomic composition of soil microorganisms, called metabarcoding, uses ‘barcoding primers’ to amplify and sequence segments of DNA that can be aligned with reference genomes to determine taxa or operational
taxonomic units (OTUs). Unfortunately, soil microbes are difficult to distinguish using common species designations. Fast rates of mutation, clonal propagation, horizontal gene transfer, and turnover in these communities can make taxonomic profiling difficult. Attempts to
characterize microbial community structure based on highly-conserved, phylogenetic markers (barcoding regions) often fail to distinguish between closely related organisms (Luo et al.
2014). Additionally, estimates of functional composition based on taxonomic annotation can
leave out un-identified or poorly characterized species and their potential functional contributions (Coissac et al. 2016). However, this method is the best for making use of the
already extensive libraries of sequenced soil DNA from around the world within the context
of functional potential (Toju 2015). The functional potential of the soil communities can
be extrapolated from the OTUs by separating them based on established functional guilds.
Open-source databases, such as FUNGuild, can be downloaded locally to be used for taxonomic alignment to the OTU dataset (Nguyen et al. 2016). However, the majority of soil
microbes have yet to be isolated and subjected to whole-genome sequencing. As such, functional data that can be assessed through this method has a high level of inherent uncertainty
(Toju 2015). This could also be why models that do incorporate microbial functional groups,
such as the MIMICS model, suffer from increased uncertainty in soil C projections (Wieder,
Grandy, Kallenbach, Taylor & Bonan 2015). However, other DNA isolation and sequencing
methods that could reduce this uncertainty are gaining popularity.
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Shotgun metagenomics, amplicon sequencing, and microarrays
Shotgun or whole metagenomic sequencing involves the extraction of the whole sample
DNA, non-specific fractionation of the DNA sample, and subsequent sequencing (Toju 2015).
Shotgun metagenomics is currently limited due to the lack of coverage it offers for insights
into genes of interest. Functional groups, such as carbohydrate-active exoenzymes, may
make up a very small portion of the sequenced metagenome (Quince et al. 2017). One
approach around the lack of coverage is to use polymerase-chain-reaction (PCR) to amplify
the targeted regions of the metagenome before sequencing (Schöler et al. 2017). However,
PCR amplification is known to be biased and can result in a distorted view of the overall
composition of functional genes (Schöler et al. 2017). Another technique to target genes
of interest is to use microarrays, such as the Geochip (Bai et al. 2013). These microarrays
can be useful but also tend to have problems with non-specific binding and have a limited
number of binding sites (Hug et al. 2011). A recently proposed approach to circumvent these
limitations is captured functional metagenomics (Manoharan et al. 2015).

Captured functional metagenomics
Similar to soil microorganisms, many of the organisms inhabiting the human gut are
resistant to laboratory culturing methods (Qin et al. 2010, Turnbaugh et al. 2007). The development of functional metagenomics and targeted DNA enrichment in the medical sciences
arose to circumvent such limitations (Turnbaugh et al. 2007). Human gut biome DNA was
extracted, fragmented, and enriched for specific genes related to regulatory pathways using
DNA capture probe technology (Knight et al. 2018). The result was much more refined and
in-depth insight into the connection between human gut microbial community composition
and its functional role in bioregulation. Without these molecular tools, the discovery that
human gut biomes influence neurological patterns would have been missed (Blottière et al.
2013). The DNA capture probe technique can be used to target any signature domains,
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or conserved protein-specific regions of genomes, in a way that can be used to quantify the
amount and relative composition of potential microbial functions (including those not currently in a reference genome). The act of concentrating target DNA fragments by physical
separation from environmental samples allows for a greater sequence depth for the regions
of most interest to the study (Suenaga 2012). This reduces the inherent ‘noise’ of non-target
DNA that is notorious for functional metagenomics. The same kinds of techniques used in
the study of human gut biomes can be customized for soil microbial community research.
Continued development of functional metagenomics may obviate the need to determine
species composition in soils, and instead allow focus on the genetic potential of the whole
community to break down carbon molecules. Captured functional metagenomics involves
the creation of biotintilated DNA probes that are covered in single-strand oligonucleotides
specific for targeted genes (Suenaga 2012). The single-strand oligonucleotides are attached
to nanoscale magnetic beads, which are created to align with specific genes using public sequence databases such as dbCAN (Manoharan et al. 2015). The strands can also be made to
balance specificity of targets with clustering and the ability for non-specific targeting. Sample DNA can be fractionated to an optimal segment length, and then the probes added. More
in-depth information about how target DNA is enriched from a complex sample can be found
in Manoharan et al. (2015). The captured sequences would then be sequenced and checked
against an online database specific for carbohydrate-active enzymes. Captured functional
metagenomics results in the clearest picture of the potential distribution of exoenzymes
in the soil environment (Manoharan et al. 2015). Once the enzymes have been identified
and classified, they could be grouped into pools with similar temperature sensitives based on
Michaelis-Menten kinetics. The development and application of captured functional metagenomics in soils reveals a new potential pathway that further the development and validation
of next-generation soil C models that include enzyme-explicit representation.
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2.6

Conclusion
Models of soil carbon dynamics that rely on first-order kinetics and computationally

derived pools of carbon have been undeniably useful. However, ESMs based on CENTURYtype sub-models often fail to agree with each other or with empirical data when used to
predict spatially- and temporally-dynamic responses to climatological perturbations. There
have been ‘calls to action’ from the soil modeling community to connect new theories, models,
and observational data in a way that will help refine our attempts at predicting soil C
stocks under climate change (Manzoni & Porporato 2009, Senapati et al. 2014, Blankinship
et al. 2018). Recent work such as the Millennial Model and MIMICS aim to be more
mechanistic in their model structure as well as more diagnostic by selecting parameters and
drivers based on their ability to be measured and defined. Recent developments in soil
enzyme characterization through new molecular techniques offer the chance to incorporate
soil enzyme activities and potentials into the next generation of soil C models.
The key to improving soil carbon models in the short-term is to find and refine a parameter that has a known mechanistic role in a rate-limiting step of the transformations soil
carbon goes through as it enters and leaves the microbial system. The mechanistic understanding of below-ground processes does not have to incorporate species-level identification
or phylogenetically-defined diversity indexes. Rather, characterization of the potential and
active genes responsible for the breakdown of soil carbon substrates (exoenzymes, specifically
CAZymes), as well as the estimation of total extant biomass within the ecosystem may suffice
to increase our predictive capability of how soil carbon storage will respond to a warming
climate. A concerted effort to increase soil metagenomic databases is underway, but can be
refined to include more functional data which can be used in new soil C models. This is an
opportunity for soil microbial ecologists, global carbon modellers, experts in bioinformatics,
and molecular scientists to work across disciplines in order to improve predictions of global
C dynamics in a rapidly changing world.
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Figure 2.1: Simplified diagrams depicting the inputs and decay of soil C in most Earth
System Models (ESMs). Net primary productivity (NPP) is the source of soil carbon, which
is lost via a decay rate (k) to the atmosphere or returns back to the soil carbon pool(s).
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Figure 2.2: Simplified diagrams depicting two multi-compartmental process-based models
for soil C turnover, adapted from Senapati et al. (2014). (a) Century sub-model for soil
organic matter (Parton 1996b) and (b) the RothC soil carbon model (Coleman & Jenkinson
1995), which has four active soil organic carbon compartments: decomposable plant material
(DPM), resistant plant material (RPM), microbial biomass (BIO), and humified organic
matter (HUM). It also contains an inert pool of organic mater (IOM) which is recalcitrant.
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Chapter 3
Bacterial community composition and diversity is associated with the soil
environment in a temperate wetland restoration site
3.1

Abstract
Wet prairies contain soil bacteria that are responsible for several important ecosystem

services such as carbon sequestration and nutrient cycling. The micro-topography of wet
prairies, with mima mound features, increases the spatial diversity of ecosystem processes,
soil properties, and potential soil biological diversity within this ecosystem. It is important
to understand the driving factors for bacterial community assemblages in natural ecosystems to guide future restoration goals and to understand how features such as mima mounds
contribute to diversity. This study aims to evaluate the relative importance of soil properties, micro-topography, and geographic distance on bacterial community structure within a
field-scale plot. Composite soil samples were collected from within a restored, temperate wet
prairie in Northwestern Arkansas using a generalized random-tessellation stratified sample
design. Soil texture, plant macronutrients, pH, EC, organic matter, and total C and N were
measured for 150 locations after composite sampling in a 1.5 ha wetland cell. Bacterial
community composition was assessed by Illumina sequencing of 16S RNA gene amplicons.
Generalized dissimilarity modeling (GDM), a form of nonlinear matrix regression, and amplicon metabarcoding was applied to simultaneously quantify the relative effects of geographic
distance, elevation, and soil properties driving bacterial community composition. Bacterial
alpha diversity generally increased with increasing sand content and decreased with increasing soil organic matter, water content, and sulfur concentrations. The GDM indicated that
soil properties and elevation explained 26.1% and 8.5% of the total variation in bacterial
beta diversity, respectively. However, soil properties, particularly pH, % SOM, and % sand
was associated with the greatest differences in bacterial community assemblages. Percent
sand, which increased both alpha and beta diversity, ranged from 12.1 to 33.6% and was
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associated with mound location in this study. Future wetland restoration studies should
consider the influence of spatial heterogeneity of soil texture and other soil properties on
bacterial diversity, as it may affect the success of future restoration efforts.

3.2

Introduction

3.2.1

Mounded wet prairie systems

Wet prairies exist as a crossover between wetlands and tallgrass prairies. These ecosystems are dominated by graminoids (e.g., rushes, sedges, grasses), contain sparse amounts
of shrubs and trees, and are characterized by seasonal wet-mesic or wet conditions (PfeiferMeister et al. 2012, Klimkowska et al. 2007). Flooding episodes are brief, only occurring
a few times a year, which allows some plant species that lack physiological and morphological adaptations to tolerate anoxic soil conditions to dominate the upland areas. Areas
of depression provide valuable habitat for hydrophyllic plant communities. These wetlands
within tallgrass prairies are among the most endangered ecosystems in North America and
provide important ecosystem services and habitat for many sensitive and endemic species
(Stephens et al. 2008, Hoekstra et al. 2005). However, channelization, ditching, and fire suppression have reduced wet prairie systems in the mid-south by 80-90% (Estes et al. 2016).
The fertile, hydric soils associated with wet prairies also made them desirable for crop and
livestock production, leading to the conversion of these lands for agricultural purposes during
colonization (Stephens et al. 2008, Hoekstra et al. 2005).
The Clean Water Act in 1972, as well as several other related regulatory policies, were
enacted in the late 20th century in order to encourage the restoration, creation, and mitigation of wetland and wetland-adjacent ecosystems within the United States. The U.S. enacted
a federal policy of ’no-net-loss’ for wetland area and function, but metrics used to evaluate
the success of a wetland restoration are frequently limited, often focusing primarily on native plant cover (Zhao et al. 2016, Sims et al. 2013, Matthews et al. 2009). The science and
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methods behind wetland restoration are still actively debated, as it pertains to the overall
success in increasing ecological function (Zhao et al. 2016, Fennessy et al. 2007).
While plants are often the focal taxa in wetland and prairie restoration, the influence
that soil microbial communities have on ecosystem services and restoration success is gaining attention (Hossler et al. 2011, Sims et al. 2013). Soil bacteria in wet prairie systems
play important roles in facilitating organic transformations and nutrient cycling. The close
proximity of oxic-anoxic conditions within wet prairie soils creates zones of high biological
activity of both aerobes and anaerobes (Bodelier & Dedysh 2013). As the soil periodically
dries, water-filled pores and connecting networks decrease in size and availability, which may
create micro-sites within the soil that cause selective pressure on certain bacterial groups
(Görres et al. 1999). The size and shape of water-filled pores and their connecting networks
are largely determined by soil texture and organic matter content (Oades 1984). Additionally, micro-topography can influence the temporal patterns of hydrology, and heterogeneity
in elevation at the scale of only a few centimeters has been shown to promote plant species
richness and abundance in experimental wetland mesocosms (Vivian-Smith 1997). Thus,
spatial heterogeneity of soil texture, soil organic matter, and elevation may be important
drivers of soil bacterial community composition and function in wetland soils.
There is call for soil-based indicators of wetland restoration success, but fundamental
questions of environmental and spatial drivers of soil microbial community diversity persist
(Sims et al. 2013). Linking soil bacterial community composition and distribution patterns
to soil physio-chemical properties would provide fundamental information for the further
exploration of how biogeochemical properties relate to ecosystem function, and pave the way
towards developing new wetland success indicators (Sims et al. 2013, O’Sullivan et al. 2013).
A unique feature found in some protected tall-grass prairies and wet prairies are small
earthen hummocks, rising roughly 0.5 and 1.5 m in elevation and spanning 10 to 30 m in
diameter (Ross et al. 1968, Lee & Carter 2010). This prairie mound topography has been
identified on every continent except for Antarctica (Reed & Amundson 2007). Numerous
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hypotheses exist concerning the formation of these mounds, referred to as ’mima mounds,’
’prairie pimples,’ and ’pimple mounds.’ The causes for mima mound formation have been
debated since the mid 19th century, and although none have been accepted the most recent
support is for the idea that mound formation varies across regions (Burnham & Johnson
2012). Where there have been efforts to describe mima mound soils, it has been with a
special focus on determining a valid hypothesis of mound formation, rather than defining
how mima mounds influence local soil ecology (Moral & Deardorff 1976, Cox & Gakahu 1983,
Lee & Carter 2010).
Mima mounds are an abundant feature in protected native tallgrass prairies across the
state of Arkansas (Burnham & Johnson 2012, Durre et al. 2019). The majority of North
American mima mounds studies have been concentrated along the west coast of the United
States; very few studies have been centered on mounded prairies found within the midsouth (Durre et al. 2019). It is thought that the mima mounds formed in Arkansas as a
result of deposition and selective erosion (Quinn 1961, Guccione et al. 1991). These mounds
differ across the state in hydrologic regimes and several soil characteristics, such as nutrient
concentrations and soil texture (Durre et al. 2019).
Mima mounds also create environments that produce inclusions of emergent, vernal pool,
and upland prairie plant communities due to their subtle variations in micro-topography and
soil properties; however, little is known about how their presence influences site microbial
ecology. There is evidence that the presence of mima mounds leads to increased spatial
heterogeneity in several soil properties and plant community structures (Cramer & Barger
2014, Ross et al. 1968, Reed & Amundson 2007, Cox & Gakahu 1983, Moral & Deardorff
1976). Several soil properties and plant community differences due to this micro-topography
may also affect the soil microbial community diversity and impart different soil functional
qualities to spatially distinct parts of the ecosystem, essentially creating ecological islands.
The study site selected for this research was a restored mounded wet prairie system, located in Fayetteville, AR (36.064330◦ N, -94.232407◦ W). This 16.6-ha mitigation site, called
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Woolsey Wet Prairie Sanctuary (WWPS), was constructed to offset 3.6 ha of permanently
impacted wetlands caused by the construction of an adjacent wastewater system improvement project (Washington County, Arkansas, USA). Most of the native prairie and wetland
area within the region has been impacted or destroyed due to urbanization and/or agricultural development. However, the micro-topography within WWPS and photography dating
back to 1941, suggest that little to no tillage has been used within the southern half of
WWPS. The successful restoration and minimal impact to the topsoil and micro-topography
of the site make it a good candidate for exploring how established mima mound features
impact the soil ecology of the site.
Prairie and wetland restoration often involves the removal of non-native plant species,
re-introduction of native plants, prescribed burns, removal of seedbank/nutrients by topsoil
excavation, and hydrologic/topographic manipulation (Bhullar et al. 2014, Booth & Loheide
2010, Patzelt et al. 2001). Restoration practices at WWPS included hydrologic manipulation in 2006, through the construction of earthen berms, which surround the wetland cells
within WWPS. Following wetland construction, selective herbicide treatments were applied
to control invasive and non-native plant species. Annual prescribed burns were also used to
control the spread of invasive and woody plant species. Topsoil manipulation within the cells
was avoided. The reintroduction of native plant species was not necessary as the soil seed
bank provided ample new native plant growth. The wetland cells are comprised of upland
mounds and depressional wetlands, each containing a visibly distinct mixture of plant life
and soil hydologic regimes. There was a documented history of an orchard in the northern
half of WWPS, with deep tillage lines still visible in areal photography. Despite the success of WWPS, the soil was not a primary consideration during restoration. However, the
micro-topography and topsoil within the southern half of WWPS was left largely unaltered,
thus serving as a rare model system for studying the soil habitat and associated bacterial
communities.
Bacteria serve fundamental roles in the ecosystem services that wetlands provide; how49

ever, few studies have considered the relative importance that soil physiochemical properties
and micro-topography have on wetland bacteria diversity and their distribution patterns.
Determining potential linkages between bacterial community composition and the soil environment within a spatially heterogeneous soil environment, such as a wet prairie, may be
fundamental to address further studies concerning the formation of niche-specific bacterial
communities and their roles in local ecosystem functions (Sims et al. 2013). This study
aims to provide a reference point for diversity and spatial distribution of bacteria in similar
mounded wetland systems. Understanding soils and their relationships to bacterial community assemblage may be critical to developing new wetland success indicators that can reduce
the lag time in establishing a restoration and restoring desired ecosystem functions.

3.3

Materials and Methods

3.3.1

Study site and design

The sample area for the field survey was limited to the southern half of Woolsey Wet
Prairie Sanctuary (WWPS), in the wetland cell designated at W2, to avoid sampling from
the soil with a history of cultivation. A density of one hundred sample locations per hectare
was decided based on autocorrelation analyses conducted in other similar wetland systems
by Moon et al. (2019). The sample site was a 1.5 hectare rectangle, with 100 m and 150 m
dimensions, which resulted in a total of 150 sample sites (Figure 3.1).
The local 30-year average monthly temperature at the site ranged from -3.3◦ C in January to 32◦ C in August. The local 30-year average monthly precipitation ranged from 6.07
cm in Feburary to 13.2 cm in May. The soils present at WWPS is classified as a Taloka
complex mounded, which are made up of shallow depressions and mounded areas of silt
loam soil underlain by a fragi-pan (USDA 2020). The majority of this soil is made up of a
Taloka silt loam, a fine, mixed, active, thermic Mollic Albaqualfs. Roughly 10 percent of the
mapping unit is classified as undefined aqualfs, namely in the depressions where saturated
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conditions persist longer than the surrounding area (USDA 2020). The plant community
consists mostly of forbs, shrubs, and a small number of trees that change in community
composition relative to the soil moisture regimes at the site. For example, bluestem (Andropogon gerardii ) gives way to hydrophilic communities consisting of switchgrass (Panicum
virgatum) and buttonbush (Cephalanthus occidentalis) as one moves from a mounded site
to a depressional area. Other common plants to WWPS include indiangrass (Sorghastrum
nutans), prairie cordgrass (Spartina pectinata), and gayfeather (Liatris spicata): all plant
species indicative of a natural tallgrass prairie system.
Sample locations were determined using Generalized Random Tessellation Stratified
(GRTS) design. GRTS is a spatially-balanced sampling method that prevents ’clumps’ of
samples that tend to form using simple random sample design (Brown et al. 2015, Stevens
& Olsen 2004). After a shapefile of the sampling perimeter was generated in QGIS for the
WWPS wetland cell, the spsurvey package in R defined 150 sampling locations. A handheld
GPS unit was used to locate pre-defined sample locations in the field.

3.3.2

Soil sampling and property measurements

At each sampling location, a square-meter frame was placed on the soil surface. A single
soil sample was collected from the center and each of the four corners to a 10-cm depth
using a sterilized, bevelled, metal cylinder with a 2.5-cm diameter. All five core samples
from each plot were combined and gently hand crushed before being stored on dry ice. The
soil probe was washed with a 20 percent bleach solution and rinsed with DI water between
each sample. Soil was kept at -20◦ C for up to a month before being freeze-dried and stored
again at -20◦ C for later analyses.
Gravimetric water content was determined for each sample by calculating the difference
in weight before and after freeze-drying and dividing that difference by the dry weight. A
sub-sample from each soil sample was crushed and sieved to pass through a 2-mm mesh
screen. Percentages of sand, silt, and clay were determined on dried, sieved soil using the
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micropipetting method developed by Miller & Miller (1987).
Soil pH, extractable nutrients, SOM, and total N and C were determined from an additional sub-sample. Soil C and N concentration was measured by high-temperature combustion with an Elementar VarioMAX Total C and N Analyzer (Elementar Americas Inc. Mt.
Laurel, NJ). Soil pH and electrical conductivity (EC) measurements were conducted with
an electrode and calibrated in a 1:2 soil/water solution. Soil was extracted with Mehlich-3
extractant solution in a 1:10 (w/v) soil-to-extractant solution in order to assess extractable
P, K, Mg, S, and Ca concentrations by ICP-OES (Mehlich 1984). Soil organic matter was
determined using weight-loss-on-ignition after 2h at 360◦ C (Schulte & Hopkins 1996).

3.3.3

Molecular methods

DNA extraction was performed using Qiagen DNEasy PowerSoil kits and following manufacturer’s instructions. Briefly, 0.15 g samples was prepared in duplicate (0.3 g total) for
cell lysing, DNA binding to spin filter, washing, and eluting DNA. Duplicates were combined and tested for DNA concentration using a NanoDrop before being diluted to 50 ng
µl−1 . Extracted DNA was stored at -20◦ C for later analyses.
Standard primers for the Earth Microbiome Project were used this study (Gilbert et al.
2014). The forward primer contains the 5’ Illumina adapter, a forward primer linker, and
the 16S forward primer sequence. The reverse primer contains the reverse complement of
the 3’Illumina adapter, the Golay barcode (indicated with XXXXXs), the reverse primer
linker and the reverse primer sequence. The PCR reaction mixture and thermocycler conditions are outlined in Table 3.1 and Table 3.2 of this document. The V4 region of the 16S
SSU rRNA (151F - 806R) was amplified using (AATGATACGGCGACCACCGAGATCTACACGCT XXXXXXXXXXXX TATGGTAATT GT GTGYCAGCMGCCGCGGTAA) and
(CAAGCAGAAGACGGCATACGAGAT AGTCAGCCAG CC GGACTACNVGGGTWTCTAAT) as the forward and reverse primers, respectively.
After the initial PCR reaction, samples were checked for amplification by running each
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on an agarose gel. Expected band size was around 390 bp. Reactions that passed the gel
check were diluted 1:12 and 1uL of the dilution was used as the template for a second round
of PCR with 8 cycles and a 60◦ C annealing temperature to bind bi-directional barcodes
with reverse complemented illumina adaptors acting as primers (Caporaso et al. 2011). The
resulting barcoded library was cleaned using Magna beads, normalized with Charm Just-aPlate kits, and pooled for sequencing. Negative and positive controls were included in the
PCR amplification and sequencing process. Sequencing was performed with Illumina MiSeq
platform (V3 chemistry, 2 x 300bp) by Genewiz (South Plainfield, New Jersey, USA).

3.3.4

Illumina sequencing and bioinformatics

The samples used in this study were demultiplexed by Genewiz before being subjected to
quality control. The R package DADA2 was used to determine sequence error. The R package decontam was used to extract sequences that appeared in the negative checks, thereby
removing potential in-lab contamination that occurred during the extraction/amplification
process. Singletons and chimeras were also removed using R. Trimmed, high-quality sequences were grouped into operational taxonomic units (OTUs) based on 97% similarity
using UPARSE (Edgar, 2013). The RDP classifier was used to assign taxonomy (Quast
et al. 2012).
Multiple sequence alignment was conducted on bacterial OTUs using the MUSCLE algorithm through the msa R package. A phylogenetic tree was constructed using the phangorn
R package (Schliep 2010). An unrooted Neighbor Joining tree was constructed and then
used to build a maximum likelihood tree based on GTR model (Schliep 2010, Washburne
et al. 2018). The tree was used with weighted UniFrac (Lozupone et al. 2011) to construct
a beta-diversity matrix of bacterial communities within WWPS. UniFrac was used as the
dissimilarity metric to correct for the extreme left-skewed distribution of Bray-Curtis dissimilarities (Rosauer et al. 2014, Darcy et al. 2019).
There were a total of 4,081,080 raw reads from the 150 samples. After extensive quality
53

control, OTU annotation, and removal of all OTUs not classified as in the Kingdom Bacteria,
the sequencing yielded 1,427,982 reads for 122 samples and 16,151 unique taxa. As some
samples had no sequences left after quality control and others contained few sample reads, a
rarefaction curve was used to assess sample coverage and determine a minimum read count.
A minimum read count was set to 2000 based on sample coverage, leaving 101 samples,
1,412,887 reads, and 16,151 unique OTUs. To normalize the data for downstream analysis,
all samples were rarefied to 2,271 reads.
Distributions of putative functional bacterial groups were assessed by using a compiled
list of putative dissimilatory reducers of nitrate, sulfur, sulfate, and iron as well as a list
of oxidizer of C1 compounds, ammonia, nitrite, Fe(II), and sulfur published by Yuan et al.
(2019). Each taxa group, genera or family, was searched for within the sequences of the
rarefied sequence list generated for this study. In this system, all OTUs that are listed under
a specific taxa are assumed to have the same potential function as the reference taxa, even
though there are an array of exceptions in actuality. Although there are many microbes that
can perform several putative functions, only representative groups are listed for each.

3.3.5

Statistical analyses - alpha diversity

To test the response of microbial richness and alpha diversity to environmental variables,
multiple linear regression models were fit for all bacterial OTUs and for categories based on
total abundance. Bacterial OTUs were also categorized by the overall relative abundance
within all samples into rarity groups [rare (< 0.5%), occasional (> 0.5% - 1.5%), common
(> 1.5% - 3%) and abundant (> 3%); adapted from Stephenson et al. (1993)]. Of the 14,769
unique OTUs, 76.4% (11,288) were categorized as rare, 15.8% were categorized as occasional,
4.4% were categorized as common, and 3.4% were categorized as abundant. Richness was
calculated for each rarity group and a multiple linear regression model was fit for each using
the edaphic predictors measured.
Variable selection for multiple linear regression models was accomplished using the reg54

subsets tool available in the leaps package for R, which performs best subset selection by
identifying the best model that contains a given number of predictors based on Residual Sum
of Squares (RSS). Then, Bayesian Information Criterion (BIC), adjusted R2 , and Mallow’s
Cp were used to identify the best-fitting subset based on predictor number. Alpha diversity
metrics were checked for normal distribution using Shapiro-Wilk test and transformed, if
necessary, using log or Tukey’s Ladder of Powers transformation.
Environmental variables selected to test in multiple linear regression models were checked
for bivariate correlation using Pearson’s r. Elevation and [P] were highly correlated (r = 0.8;
p = 2.2e−16 ), so elevation was removed from multiple linear regression models. The ShannonWiener diversity index (H) was calculated for all bacteria using the vegan R package. Chao1
estimates were calculated for all bacteria using the iNEXT R package. Diversity indexes
were transformed to fit normal distribution using Tukey’s Ladder of Powers transformation
as needed.

3.3.6

Statistical analyses - beta diversity

Principal co-ordinates analysis (PCoA) was performed based on weighted UniFrac scores
to assess investigate clustering of bacterial communities based on soil environmental factors.
Samples that were located on mounds and depressional wetland areas were defined as a
categorical variable using a 2009 U.S. Army Corps of Engineers wetland delineation map
and applying an appropriate elevation boundary. Mounded areas were defined as having
an elevation above 375.2 m and the depressional wetland areas were defined as having an
elevation below 375.2 m (McGoodwin Williams, Yates Engineering 2009). Soil bacterial
community composition response to soil environmental factors and elevation were tested
with a permutational MANOVA [ADONIS; (Oksanen et al. 2012)]. Spatial dependence of
soil microbial community composition was tested using a Mantel test (Diniz-Filho et al.
2013). ADONIS and Mantel tests were performed using the vegan R package (Oksanen
et al. 2012).
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Generalized dissimilarity modeling (GDM) was used to determine the relative influences
of soil and spatial properties on bacterial beta diversity and to assess the rate of bacterial
community turnover along environmental and spatial gradients (Ferrier et al. 2007). GDM is
a non-linear, monotonic, multivariate, permutation matrix regression technique that allows
for the analysis of spatial patterns in compositional dissimilarity as a function of envionmental dissimilarity and geographic distance. Backward elimination was used to remove
minimally predictive variables, as implemented in the GDM R package (Ferrier et al. 2007).
Geographic distance was included in the initial model, along with elevation, extractable plant
macro-nutrients (P, K, Ca, Mg, and S), C:N ratio, pH, EC, and percent soil organic matter. The model was run with 150 permutations and the variable with the largest p-value was
then removed at each iteration. This iterative process continued until all remaining variables
were tested as statistically significant (p < 0.05). In order to disentangle the influences of
significant edaphic variables, geographic distance, and elevation on soil bacteria community
composition, separate GDM models were run with all subsets of these three predictor classes
(Fitzpatrick et al. 2013, Jones et al. 2013).

3.4

Results

3.4.1

Soil properties

The majority of sampled sites were classified as ’silt loam’, six samples were classified as
’silt’, one was classified as ’clay loam’, and one was classified as ’silty clay loam’ according
to the USDA soil texture classification system [(Brown 1998); Figure 3.2]. The soil textures
found on site were in agreement with the mapping unit assigned to the area, a Taloka
complex mounded soil (USDA 2020). The distribution and spatial patterns of soil chemical
and physical properties measured within the site can be found in Figures 3.3 through 3.14.
Although this study did not specifically sample mound position, there were notable trends
in soil physical and chemical properties that followed mound location. For instance, soil P
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ranged from 2.1 to 40.4 ppm and was concentrated on mounded sample sites (Figure 3.8).
Soil P was also highly positively correlated with elevation (Pearson’s r = 0.80, p < 0.05).
Sulfur concentrations ranged from 5.3 to 45.1 ppm within the site. There was no significant
correlation between soil S and elevation (Pearson’s r = -0.14; p > 0.05). Although there
was a less distinct association with mound position, the greatest sulfur concentrations were
detected in lowland areas (Figure 3.10). Sand content ranged from 12.1 to 33.6 %, and also
was associated with mound location in this study (Figure 3.3). Sand was also significantly
and positively correlated with elevation (Pearson’s r = 0.64; p < 0.001).

3.4.2

Soil bacterial community composition

After rarefaction, the soil bacterial data set had a total of 229,371 reads that were
assigned to 14,769 microbial operational taxonomic units (OTUs). The abundant phyla
(relative abundance > 3%) were Planctomycetes (21.9%), Verrucomicrobia (17.3%), Proteobacteria (15.2%), Actinobacteria (13.8%), Acidobacteria (12.3%), Chloroflexi (9.88%)
(Figure 3.15). These phyla accounted for more than 90% of the collected bacterial sequences.
Rokubacteria (2.07%), Firmicutes (1.61%), Gemmatimonadetes(0.821%), Latescibacteria
(0.379%), Cyanobacteria (0.352%), Nitrospirae (0.172%), Bacteroidetes (0.0967%), Armatimonadetes (0.0562%), GAL15 (0.0301%), Entotheonellaeota (0.0288%), WS4 (0.0135%),
Spirochaetes (1.7439e−03 %), and Patescibacteria (8.72e−04 %) were present, but at low relative abundances in the study. Only 3.90% of the sequences could not be classified at the
phylum level (Figure 3.15).
Of the total sequences used in this study, 94.8% were identified at the class level. The
most predominant classes identified for bacteria were Plantomycetacia (21.9%), Verrucomicrobiae (17.2%), Gammaproteobacteria (8.09%), Actinobacteria (7.58%), KD4-96 (5.53%),
Subgroup6 (5.36%), and Alphaproteobacteria (5.03%). The remaining 48 classes had relative abundances less than 5%. The most abundant orders in this study were Isosphaerales
(17.0%), Chtoniobacterales (16.3%), and Betaproteobacteriales (7.22%). The remaining 102
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orders identified had relative abundances less than 5%, and 77.4% of the total sequences
were identified at the order level. A family group was assigned to 66.1% of all sequences in
this study. The largest families by relative abundance identified were Isosphaeraceae (17.0%)
and Chtoniobacteraceae (16.0%). The remaining 138 families identified had relative abundances less than 5%. The most abundant genus in this study were Candidatus Udeobacter
(15.9%), RB41 (2.63%), Singulisphaera (1.76%), and Acidothermus (1.11%). The remaining
204 genera identified had relative abundances less than 1%, and 34.3% of the sequences in
this study were assigned to a genus. Of all sequences included in the study, 99.9% were
unidentified at the species level.
Relative abundance of the top five phyla were differentially affected by gradients in soil
properties within the site (Table 3.3). Relative abundance was significantly affected by soil
pH for all five of the top phyla in this study (Table 3.3). Increasing soil pH was associated
with increased relative abundance in Proteobacteria, Actinobacteria, and Acidobacteria as
well as decreased relative abundance in Planctomycetes, and Verrucomicrobia. The relative
abundance of the most abundant phyla, Planctomycetes, was most affected by changes in
elevation. Increases in elevation were correlated with decreases in the relative abundance of
Planctomycetes, but had no significant affect on the remaining four top phyla (Table 3.3,
Figure 3.16).
Approximately 7.2% of the total sequences were identified as putative functional bacterial groups, which included nitrate-reducing, iron-reducing, nitate-oxidizing, iron-oxidizing,
sulfur-oxidizing, and C1 compound oxidizing (methylotrophs) bacteria (Table 3.4). There
were no putative sulfate- or sulfur-reducting bacteria identified in the study site. There were
few putative denitrifiers. The dominant putative iron-reducing bacteria were Geobacter,
with 62 sequences out of a total of 231,642. No putative ammonia-oxidizing bacteria were
identified. Nitrospira was the dominant putative nitrate-oxidizing bacteria in the study, with
289 sequences identified in that taxa. The only putative sulfur-oxidizing bacteria found was
from the genus Sulfuricella, with 5 sequences identified. The majority of identified putative
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functional bacterial groups were Methylotrophs, and the dominant family from that functional group was Xanthobacteraceae. Xanthobacteraceae relative abundance ranged from
0 to 12.3% and was negatively correlated with percent sand (Pearson’s r = -0.25; p =
0.011). Burkholderiaceae was the second largest taxa of the putative methylotrophs (3874
sequences), with a relative abundance that ranged from 0 to 5.7%. Burkholderiaceae relative
abundance was postively correlated with pH (Pearson’s r = 0.53; p < 0.001), and % clay
(Pearson’s r = 0.20; p = 0.05) within the study site.

3.4.3

Soil bacterial alpha diversity

Soil bacterial richness (total unique OTUs at each sample site) ranged from 41 to 358,
averaged 169, and had a median richness and standard deviation of 165 ± 71. The soil
Shannon diversity index ranged from 2.68 to 5.48, averaged 4.25, and had a median and
standard deviation of 4.28 ± 0.57. Chao1 ranged from 41.0 to 399, averaged 181, and
had a median and standard deviation of 170 ± 83.3. Multiple linear regression models of
bacterial alpha diversity (Observed Richness, Chao1, and Shannon) were fit for all bacterial
OTUs using measured soil chemical and physical properties (Table 3.5). Generally, among
all models, bacterial alpha diversity decreased with increasing gravimetric water content
(GWC), sulfur concentration [S], and % soil organic matter (SOM) (Table 3.5).
Shannon diversity index, which accounts for both abundance and evenness of the OTUs
present in each sample, resulted in the best fit with the smallest number of predictor variables
(Table 3.5). It was the only model to include % sand. Of the predictors in the final model,
% sand had the most influence on alpha diversity and was the only predictor positively
correlated with Shannon diversity.
Bacterial observed richness (OTU count) and Chao1 resulted in similar models, with
the same predictor variables and comparable estimates of fit (Table 3.5). Bacterial richness
and Chao1 was the most influenced by the sulfur concentration and generally decreased
with increasing [S] (Table 3.5). Bacterial richness and Chao1 increased with rising electrical
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conductivity (EC) and phosphorus concentration. Richness and Chao1 also decreased with
increasing gravimetric water content (GWC) and % soil organic matter (SOM) (Table 3.5.)
The soil environment affected bacterial rarity groups differently; no predictor remained
for all rarity groups (Table 3.6). Sulfur concentration was negatively correlated with richness
for all rarity categories except for the abundant OTU group (Table 3.6). The rare category
contained the most significant predictors in the final model (5 predictors), while occasional,
common, and abundant richness models were each left with two significant predictors. The
occasional and common richness models both retained % sand and [S] as significant variables.
The model for occasional OTUs had the best fit of the rarity groups. Richness among the
occasional OTUs increased with increasing % sand, which had the greatest influence among
predictors. The richness among the abundant OTUs increased with increasing [Mg] and
decreased with increasing EC.

3.4.4

Community composition turnover

GDM helped disentangle the relative contributions of the soil environment, elevation,
and spatial distance as drivers of soil bacterial community composition. The model was a
strong fit and explained a substantial proportion of the total variance (p < 0.001; GDM
R2 = 28.3; Figure 3.17) Following backward elimination, the final GDM contained pH, %
sand, % SOM, elevation, Mg concentration and pairwise geographic distance as significant
predictors of bacterial community composition turnover (Figure 3.17). The optimal fit for
each predictor was non-linear and included three I-splines (Figure 3.17). pH explained the
greatest proportion of bacterial community turnover (coefficient = 0.42), closely followed
by % SOM (coefficient = 0.36) and % sand (coefficient = 0.32) (Table 3.7). Geographic
distance, elevation, and [Mg] all explained smaller portions of the total variance (coefficients
ranging from 0.074 to 0.231)(Table 3.7).
GDM I-spline plots indicate that bacterial communities exhibit a wide range of response
functions to environmental variation (Figure 3.17). For instance, community change was
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relatively continuous with respect to pH, but showed threshold effects with relatively small
initial increases in Mg concentration (Figure 3.17). Community compositional turnover
associated with % SOM was minimal until a threshold point was reached at 5.9 %, then
turnover increased steadily with respect to additional increases in % SOM (Figure 3.17).
Likewise, community composition increased steadily with increasing elevation up to 375.6m,
where community composition stayed similar on the mounded areas (Figure 3.17).
The contribution of geographic distance to the GDM model was relatively small (Table 3.9). When the model was run without geographic distance as a predictor, the percent
explained variation only fell from 28.3% to 28.0% (Table 3.9). When this total explained
deviance from the full model was partitioned, 67% was uniquely attributable to soil properties, 6.7% was unique to elevation, and only 1% was uniquely attributable to geographic
distance (the remainder 25.3% was shared among the three variance classes)(Table 3.8). A
PCoA fit to UniFrac data also demonstrated the influence that elevation had on soil bacterial
community composition (Figure 3.18). There was a clear pattern between communities that
were measured on mima mounds (elevation > 375.2 m), when compared to those delineated
as wetland, or inter-mound, areas (elevation < 375.2 m) (Figure 3.18).
To include a more traditional approach to assessing relationships between bacterial community turnover and environmental properties, a permutational MANOVA (ADONIS) was
performed with 999 permutations, using the vegan R package, based on weighted UniFrac
distance matrices of β-diversity (Anderson 2001, Oksanen et al. 2012). The analysis indicated that GWC had small but significant effects on community structure (ADONIS
R2 = 0.028, p = 0.014; Table 3.10). Percent sand, likewise, had a small significant effect
on bacterial community composition (ADONIS R2 = 0.025, p = 0.028). All other variables
included in the model were non-significant (ADONIS R2 < 0.02, p > 0.1). Low R2 values
may have been due to non-linear relationships between soil properties and the β-diversity
distance matrix. A Mantel test was also run using geographic distance and the weighted dissimilarity matrix, with 999 permutations; the model indicated a lack of spatial dependence
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(Mantel r statistic = 0.045; p = 0.066).

3.5

Discussion
To our knowledge, this was the first study to use metabarcoding and GDM to identify

field-scale ( < 0.5 km) environmental and micro-topographic influences on soil bacterial composition in a mounded wet prairie system. The results from this study indicated that the soil
environment had a stronger influence on soil microbial richness and taxonomic composition
than geographic distance. Some variables, notably % sand and % SOM influenced both
alpha and beta diversity of soil bacteria in the wetland.
In general, soil environmental heterogeneity drives changes in beta diversity (Curd et al.
2018, Chalmandrier et al. 2019, Nemergut et al. 2013). Thus, identifying soil properties that
are the main drivers of bacterial compositional turnover can elucidate potential indicators
to be used in predictive modeling of ecosystem processes that are directly regulated by the
soil microbial community (Myers et al. 2013).

3.5.1

Soil Properties

The distribution of soil properties measured at the 150 sampled sites were, generally, akin
to those measured at a nearby native tallgrass prairie with similar mima mound topography
(Durre 2018). Durre (2018) also found notable differences in soil chemical and physical
properties between the mounded and depression areas in the native tallgrass prairie in the
Ozark Highlands region of northwest Arkansas. Although this study did not specifically
collect samples based on mound position, % sand and [P] were correlated with elevation and
were generally greater on the mounds than in the areas of depression within the wetland
site (p < 0.05). A similar trend on mima mounds in a silt-loam soil in eastern Oklahoma
was noted by Allgood & Gray (1973), and more recently in northwest Arkansas by Durre
et al. (2019). Allgood & Gray (1973) also noted higher biological activity in the mounds
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than the surrounding soil, indicating that mycorrhizal activity along with increased plant
productivity may be the reason for increased soil P availability (Marks & Kozlowski n.d.).

3.5.2

Bacterial community composition

The largest phylum identified in this study was, by relative abundance (21.9%), Planctomycetes. Plantcomycetes also represented a large portion of the total unique OTUs within
this study (14.1% or 2086 OTUs out of a total of 14769). The Planctomycetes is one
of the most widespread and diverse phyla within the kingdom Bacteria (Wiegand et al.
2018, Dedysh & Ivanova 2019). Although found in nearly every ecosystem, high relative
abundances are routinely found in aquatic and wetland ecosystems (Wiegand et al. 2018).
Higher relative abundances of Planctomycetes found in lower elevations within the study
site (Table 3.3, Figure 3.16) could be due to diverse nature of the species that make up
this phylum, which are capable of thriving in a wide range of pH, nutrient conditions, and
oxygen-availability (Dedysh 2011), unlike other phyla that have a preference for neutral pH
or oxygenated environments.

3.5.3

Alpha diversity

Soil bacterial alpha diversity was consistently impacted by GWC, [S], and % SOM within
the WWPS wetland cell; however, the relative importance of each property differed according
to the particular alpha diversity measurement being used (Table 3.5). Richness and Chao1
resulted in similar models of alpha diversity response to soil environmental properties (Table
3.5). Richness was the most affected by extractable soil S and P concentrations, which may
be a result of environmental selection for phosphorus and sulfur mobilizing bacteria.
Bacterial alpha diversity was positively impacted by increasing soil P concentrations
(Table 3.5). Extractable [P] was generally greater on the mounded areas within WWPS than
the surrounding depressional wetland sites (Figure 3.8). This is also similar to the assessment
done on a nearby tallgrass priaire with mima mounds by Durre et al. (2019), where soil P
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content was found to be approximately two times greater in the top 10 cm of the mound
summit than the nearby depressional area. The difference in P concentration may be due
to differential decomposition rates of SOM by soil mycorrhizae (Marks & Kozlowski n.d.).
High decomposition rates in the more active, aerobic conditions within the mounded soil may
increase the release of extractable P to the soil solution, whereas the wetter depressional areas
may have slower decomposition rates. Soil microbial diversity could have been influenced by
the unique environment created on mounded sites, which may have had greater biological
activity from plants and mycorrhizae than the surrounding landscape(Allgood & Gray 1973).
Extractable soil [S] had less spatially apparent patterns within the landscape than [P]
(Figure 3.10). While there was no clear trend with the micro-topography, there were high
[S] hot-spots in the SW corner of the study site, within the depressional area. The method
used to determine soil [S], which included extraction with a Mehlich-3 solution followed
by ICP-OES, is a good indicator of the concentration of plant available SO4 – 2 in the soil
(Kulhanek et al. 2018, Zbíral et al. 2018). Concentrations of extractable soil S below 20
ppm are considered low and can hinder plant productivity (Zbíral et al. 2018). The median
[S] measured at the study site was 10.9 ppm and the lowest concentration was 5.33 ppm,
indicating that there might have been some selective pressure for specialized bacteria at
low soil [S]. However, there were very few putative functional taxa identified that have been
referenced in the literature as playing a role in sulfur reduction or oxidation within this study.
There may be several bacterial OTUs that serve this function but have not been cultured or
have been associated with the functional list used here.
The soil moisture content significantly affected bacteria alpha diversity regardless of the
metric used: alpha diversity tended to decrease with increasing GWC (Table 3.5). While
GWC is a transient property, which can rapidly change with other environmental conditions,
it can be considered a proxy for moisture regimes within the wetland site. Areas where more
flooding or reduced conditions might occur are likely to contain a subset of bacteria that
can withstand or thrive in those conditions. In general, moisture availability is known to be
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a critical factor in bacterial community selection and it can also influence other critical soil
conditions such as pH and nutrient availability (Yan et al. 2015).
Soil bacterial alpha diversity decreased with increasing % SOM, which was contrary to
what was expected (Table 3.5). However, this might be due to the difference in % SOM
across elevation gradients within the site. Elevation and % SOM had a small, but significant
positive correlation (r = 0.22; p = 0.006). The mounded areas contained greater amounts
of SOM, but they also contained greater amounts of vegetation typical of native prairie
sites. Durre et al. (2019) also noted that a tallgrass prairie with an aquic soil regime in
Northwest Arkansas with mima mounds contained greater % SOM at the mound summit
than the surrounding depressional sites. The mounded areas within the prairie may also
host a greater amount of mycorrhizal fungi, which could possibly inhibit bacterial species
occurrence. Chen et al. (2019) noted that dense vegetation zones within a temperate wetland
site in the Poyang lake wetland site had greater fungi:bacteria ratios and higher fungal
diversity than the surrounding, lower and less vegetated landscape.
The Shannon index of diversity resulted in the best fit for the multiple linear regression
(Table 3.5). Shannon was also the only metric used that included % sand as a significant
predictor, and % sand was the strongest predictor of diversity. As % sand increased, diversity also increased (Table 3.5). It is worth noting that there was a strong connection
between micro-topography in the site and distribution of sand (Figure 3.3). One possible
reason for higher alpha diversity in sandier soils is due to the physical isolation in the soil
matrix through soil pore networks (Zhou et al. 2002). For two soils that have the same water
content and pore space, a sandier soil would have a more fragmented network and more isolated water films than that of a finer-textured soil (Zhou et al. 2002). The lower hydrologic
connectivity in sandier soils could lead to the formation of more fragmented micro-habitats
and thus increase soil alpha diversity indexes (Zhou et al. 2002). Although there are still
questions of the validity of this hypothesis, Chau et al. (2011) observed the phenomenon of
increased soil bacterial richness as sand content increased along a gradient of samples col65

lected across Connecticut and Massachusetts. Other similar studies have noted this pattern
as well (Carson et al. 2010, Treves et al. 2003). Carson et al. (2010) demonstrated that
low pore connectivity led to increased soil bacterial diversity within the same soil. Görres
et al. (1999) defined an ’enclosure hypothesis’ where periods of soil drying could reduce neck
diameters of water-filled pores, disconnect pore networks, and create areas of enclosed and
isolated habitable zones. Greater sand content in the mounded areas of the study site could
have lead to lower matric potential and decreased pore connectivity. Each isolated microsite
formed during dry periods likely varied by nutrient concentration, pore architecture, and
substrate availability, which would have influenced the overall alpha diversity of the soil
bacteria within each sample location.
Soil microbial communities are usually composed of a high number of relatively rare
species and only a few dominant species (Jousset et al. 2017, Nemergut et al. 2011, Elshahed
& Youssef 2011). The microbial-community abundance distributions of soils, which consist
of long ’tails’ of low-abundance organisms, is considered a part of the ’rare biosphere’ and
has introduced new questions and challenges to the connection between microbial ecology
and ecological function (Lynch & Neufeld 2015). There is an increasing understanding
that rare microbial species may have a disproportionate role in driving ecosystem processes,
even considering the high degree of expected functional redundancy found in soil microbial
communities (Rousk et al. 2009, Jousset et al. 2017, Kurm et al. 2017). Rarity can be defined
in several ways, but local abundance is a common strategy; one that is also easily fit to data
sets such as the one in this study (Newton & Shade 2016). Therefore, it can be useful to
separate out the microbial community responses of bacteria with differing relative abundance
ratios to the environmental gradients within an ecosystem.
The soil environmental factors that were related to soil bacterial richness differed among
rarity classes. For example, richness of OTUs classified as abundant were most affected by
changes in EC and [Mg], while those classified as occasional or common responded to changes
in % sand and [S] more than other environmental or micro-topographical factors (Table 3.6).
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Rare bacterial OTU richness was significantly affected by the most environmental factors
(Table 3.6). The varied responses of OTU richness among rarity classes to soil environmental factors is consistent with the recent studies that also demonstrate the complexity
and challenges associated with modeling whole microbial community responses (Lynch &
Neufeld 2015). Rare species can have a specific ecological function and influence ecosystem
processes far more than what you would expect given their relatively low abundance (Lynch
& Neufeld 2015). However, defining microbial species using rarity classes can be akin to
hitting a shifting target. The use of relative abundances within a metabarcoding study also
complicates defining rarity classes. Extraction technique, amplification bias, and the quality
control used to clean the amplicon libraries can influence how rare species composition are
represented. Ideally, absolute abundances or more targeted -omics approaches would be used
to more accurately define and study the response of rare soil microbial taxa.
Transiently rare taxa, especially those that periodically exploit resources, can skew how
microbial communities are defined. While rarity definitions do allow for a more targeted
analysis into how abundance levels can influence microbial community composition trends
along environmental or spatial gradients, the identification and correlation of specific taxonomic characteristics of key rare species with environmental data would provide a more
useful framework for studying microbial/ecosystem interactions.

3.5.4

Beta diversity

In this study, generalized dissimilarity modeling (GDM) was used to disentangle to effects of soil properties, micro-topography, and spatial distance on the bacterial beta diversity
inside of the WWPS wetland cell. GDM is a novel, non-linear statistical approach, used to
assess variation in the magnitude and rate of community compositional turnover (β-diversity)
along environmental and spatial gradients (Ferrier et al. 2007). GDM is an extension of matrix regression designed specifically to deal with two main types of non-linearity that are
common in modeling community dissimilarity: a constrained dissimilarity matrix and non67

linear responses of dissimilarity to environmental gradients. GDM can be used to quantify
the relative importance of environmental and geographic variables on community dissimilarity, even when community dissimilarity has a non-linear relationship with environmental
or spatial variables. GDM does this by fitting monotonic i-spline functions directly to the
predictor variables, rather than the pairwise distances derived from those variables. Then,
each variable is tested for significance while all other variables are held constant (Ferrier
et al. 2007). Predictor variables are standardized, so their effect on community dissimilarity
can be directly compared. GDM is also highly robust to multicollinearity among predictors.
In a GDM, the maximum I-spline height of a predictor indicates the proportion of compositional turnover that is attributable to that variable (Fitzpatrick et al. 2013). Additionally,
the rate of compositional turnover along a variable gradient, while holding all other variables
constant, is indicated by the slope of the I-spline (Landesman et al. 2014).
The full-model results indicated that pH, % SOM, and % sand had the largest effects on
soil bacterial community turnover in the study site (Table 3.7). Soil pH is a well-established
factor in influencing bacterial community composition (Fierer & Jackson 2006). Rates of
soil bacterial community turnover were generally stable over the whole pH gradient (Figure
3.17). Soil bacterial community structure was also highly influenced by % SOM; however,
soil bacterial community turnover remained relatively low until a threshold value of 3.6%
was reached, then the rate of community composition turnover remained high (Figure 3.17).
Soil texture had a surprisingly large effect on bacterial community composition differences within the study site (Table 3.7). Sand also had a moderate and significant positive
correlation with elevation (r = 0.64; p<0.0001). The top 10 greatest elevations in the site
(all on mima mounds) had an average sand content of 28.1%, compared to the 15.5% average
from the sampled with the lowest 10 elevations. The combination of sand with increased
aerable conditions may have contributed to increased differences in bacterial community
composition between the mounds and surrounding depressional wetland areas. There may
be an influence of texture on habitable pore space for soil bacteria, effectively creating dis68

jointed water-filled pore space or micro-films as you increase in overall soil texture size (Chau
et al. 2011). The combination of lower water potential in sandier soil with higher elevation
may have created a greater amount of isolated micro-habitats for soil bacteria than the surrounding landscape, and caused greater selection pressure for bacteria that could withstand
more aerable conditions.
High contribution of soil properties to bacterial community composition is consistent with
the idea that community structures emerge that fit ecological niches, rather than dispersal
limitation at sub-kilometer scales (Matsuoka et al. 2016). Although the GDM model was
significant and explained a substantial portion of variance in bacterial beta diversity, over
70% of community compositional differences were unattributed to the measured variables.
Plant community composition, redox levels, and available forms of nitrogen may improve
models in a similar future wetland studies.
Micro-topography affected the community composition of wetland bacteria at the site.
While alpha diversity measurements did not respond to elevation gradients, beta diversity
and relative abundances of key taxa were connected to micro-topography (Tables 3.3 and
3.7). While most wetland ecosystems are characterized by a low-relief, small variations in
elevation can create a heterogeneous environment that is differentially affected by seasonal
fluctuations in hydrology. This micro-topography can be important for the establishment
of sensitive flora and fauna that utilize and thrive in the conditions it creates. Stolt et al.
(2000) found that three constructed wetlands had 40 to 60 percent less of an elevation change
across the sites than their paired natural reference wetlands in a study conducted in Virginia,
USA. The degree of micro-relief loss was contributed to the cutting and scraping done by
heavy machinery to create a flattened, tree-less constructed wetland site. There is a lack
in the literature regarding specific micro-topographic effects on soil physical properties and
microbial composition in wetlands.
Stolt et al. (2000) also noted that the range in soil texture was much greater in natural
wetlands than their paired constructed wetland sites. It is still unclear the exact role that the
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mima mounds have on soil bacterial community composition, since other soil factors, such
as sand and [P], are also related to the micro-topography. Soil properties that have potential
influences on bacterial diversity in the wetland site could be explored more through field
experimental trials. Sand clearly has an influence on bacterial composition in the wetland
system; a field study where texture is manipulated could help disentangle these various
effects.

3.6

Conclusion
The relationship between soil microbial community assemblages and environmental vari-

ables has long been a question to ecologists, since the soil microbial communities act as
critical players in ecosystem function (Jousset et al. 2017, Crowther et al. 2019). Identifying
environmental drivers of soil microbial composition is crucial to the development of predictive models of ecosystem function (Sims et al. 2013). The development of high-throughput
sequencing technology has greatly increased our ability to investigate soil microbial community compositions on a global scale (Delgado-Baquerizo et al. 2018). However, global
patterns do not necessarily generalize well to particular ecosystems, such as the mounded
wet prairie system in this study (O’Brien et al. 2016). However, meta-barcoding data have
limitations and there is a trade-off between sequencing depth and sample number. Studies
such as this can help pinpoint key environmental and spatial variables that may be driving
soil bacterial diversity, but are limited in their capacity to connect back to soil function. It
will take a multi-disciplinary effort to further refine what key soil bacteria and associated
community dynamics can be used as a indicator for wetland health and function. Thus, there
is a current need for more detailed studies on particular ecosystems of interest, particularly
those that are sensitive to changing climates and nearby land-usage.
Identifying soil factors that influence soil bacterial composition is an important step towards creating wetland restoration success indicators. The influence that soil texture (%
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sand) and micro-topography had on bacterial community composition turnover in this study
indicates that preservation of mima mounds or similar micro-topographical features is important to creating a diverse soil ecosystem in other wetland or grassland sites. Unfortunately,
topsoil removal remains a popular technique in wet prairie restoration (Klimkowska et al.
2007, 2010, Rasran et al. 2007, Liikanen et al. 2004), and wetland construction can result in
a lower level of micro-relief and soil texture than their natural wetland counterparts (Stolt
et al. 2000). This study demonstrates that heterogeneity in soil properties, such as % SOM
and % sand, that have developed slowly over time and appear to have connections with
mima mounds contribute significantly to soil bacterial diversity at this scale.
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Figure 3.1: Sampled locations within Woolsey Wet Prairie Sanctuary, Fayetteville, AR. A
minimum read count for microbial sequence data was determined using rarefaction curves.
White-filled circles indicate sampled locations with fewer than 2271 read counts and blackfilled circles within indicate samples with at least 2271 read counts, which were included in
subsequent microbial analyses. Color indicates elevation.
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Figure 3.2: Soil textural classes measured in the Woolsey Wet Prairie Sanctuary study site
for all samples used in this analysis (n=150). Textural triangle created with the R package
soil.texture
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Figure 3.3: Percent sand content of soils collected within Woolsey Wet Prairie Sanctuary,
Fayetteville, AR (n=150). Heat map generated using inverse distance weighting in QGIS.
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Figure 3.4: Percent clay content of soils collected within Woolsey Wet Prairie Sanctuary,
Fayetteville, AR (n=150). Heat map generated using inverse distance weighting in QGIS.
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Figure 3.5: Percent soil organic content of soils collected within Woolsey Wet Prairie Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting in
QGIS.
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Figure 3.6: Gravimetric water content of soils collected within Woolsey Wet Prairie Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting in
QGIS.
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Figure 3.7: Soil extractable calcium concentrations collected within Woolsey Wet Prairie
Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting
in QGIS.
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Figure 3.8: Soil extractable phosphorus concentrations collected within Woolsey Wet Prairie
Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting
in QGIS.
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Figure 3.9: Soil extractable potassium concentrations collected within Woolsey Wet Prairie
Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting
in QGIS.
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Figure 3.10: Soil extractable sulfur concentrations collected within Woolsey Wet Prairie
Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting
in QGIS.
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Figure 3.11: Soil extractable magnesium concentrations collected within Woolsey Wet Prairie
Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance weighting
in QGIS.
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Figure 3.12: The ratio of total soil C to total soil N of the samples collected within Woolsey
Wet Prairie Sanctuary, Fayetteville, AR (n=150). Heat map generated using inverse distance
weighting in QGIS.
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Figure 3.13: Soil pH of samples collected within Woolsey Wet Prairie Sanctuary, Fayetteville,
AR (n=150). Heat map generated using inverse distance weighting in QGIS.

91

Figure 3.14: Electrical conductivity of soils collected within Woolsey Wet Prairie Sanctuary,
Fayetteville, AR (n=150). Heat map generated using inverse distance weighting in QGIS.
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Figure 3.15: Stacked barchart of phylum composition from each of the samples included, after rarefaction (n=101).

Figure 3.16: Relative abundances of Planctomycetes within Woolsey Wet Prairie Sanctuary,
Fayetteville, AR. Heat map generated using inverse distance weighting in QGIS.
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Figure 3.17: Relationships between observed compositional dissimilarity and predicted community dissimilarity between site pairs, based on generalized dissimilarity modeling (GDM)
analysis. GDM fit i-splines (partial regression fits) for variables significantly associated with
bacterial beta diversity. The shape of each I-spline indicates the proportion of the maximum
difference that is associated with that changes along that variable range, holding all other
variables constant. The maximum height reached by each curve indicates the total proportion of compositional turnover associated with that variable. Beta diversity was determined
using UniFrac. Only predictors that were retained as significant in the backwards elimination
model are shown.
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Figure 3.18: PCoA - Weighted Unifrac / 16S Rarified to 2271 / n = 101. Colors indicate
micro-topographical features (topo) within Woolsey Wet Prairie. Samples are grouped into
’mounded’ (elevation > 375.2 m) or ’depression’ (elevation < 375.2). Ellipse drawn to a
multivariate t-distribution around the group mean.’
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Table 3.1: Polymerase chain reaction reaction mixture for amplification of the 16S rRNA
barcode sequence for bacteria.
Reagent
Volume
1
mPNA (50 µ)
2.50 µL
pPNA (50 µ)1
2.50 µL
Forward primer (10 µ) 0.75 µL
Reverse primer (10 µ) 0.75 µL
KAPA 3G Enzyme 2
0.75 µL
BSA (1.5mg ml-1)
1.50 µL
KAPA PCR Buffer
12.5 µL
Template DNA
1.00 µL
Total reaction DNA
25.0 µL
1

2

To prevent preferential plastid
and mitochondrial sequence
amplification (Lundperg et al.,
2013), the following peptide
nuleric acids (PNAs) were
used: mPNA(GGC AAG TGT
TCT TCG GC) and pPNA
(GGC TCA ACC CTG GAC
AG)(PNAGENE,
Daejeon,
South Korea).
Kapa Biosystems, Inc, Wilmington, MA, USA
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Table 3.2: Polymerase chain reaction thermocycler conditions for the amplification of the
16S rRNA barcode sequence for bacteria.
Step Temperature (C) Time
1
98
2 min
21
98
15 sec
31
52
30 sec
1
4
72
30 sec
5
72
2 min
6
4
Hold
1

Steps 2-4 are repeated for 20 cycles.
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Table 3.3: Effects of soil properties on the relative abundance of the top 5 phyla.
Phylum
Soil Property Estimate Std. Error t value Pr(>|t|)
1
Planctomycetes
(Intercept)
-0.0000
0.0796
-0.00
1.0000
pH
-0.2633
0.0859
-3.07
0.0028
K
0.2951
0.0852
3.46
0.0008
Ele
-0.3180
0.0821
-3.87
0.0002
Multiple R-squared: 0.3726, Adjusted R-squared: 0.3534
Verrucomicrobia
(Intercept)
-0.0000
0.0773
-0.00
1.0000
pH
-0.2426
0.0921
-2.63
0.0098
% sand
-0.3644
0.0995
-3.66
0.0004
Ca
-0.3783
0.1095
-3.46
0.0008
Mg
0.3059
0.1103
2.77
0.0066
Multiple R-squared: 0.4148, Adjusted R-squared: 0.3906
Proteobacteria
(Intercept)
0.0000
0.0924
0.00
1.0000
pH
0.3119
0.0928
3.36
0.0011
S
-0.2174
0.0928
-2.34
0.0212
Multiple R-squared: 0.1472, Adjusted R-squared: 0.13
Actinobacteria
(Intercept)
0.0000
0.0865
0.00
1.0000
pH
0.3168
0.0922
3.44
0.0009
K
-0.1570
0.0925
-1.70
0.0928
P
0.2788
0.0876
3.18
0.0020
Multiple R-squared: 0.2596, Adjusted R-squared: 0.2369
Acidobacteria
(Intercept)
0.0000
0.0834
0.00
1.0000
pH
0.4401
0.0888
4.96
>0.0001
K
-0.2181
0.0888
-2.46
0.0158
Multiple R-squared: 0.3046, Adjusted R-squared: 0.2905
1

Relative abundances were transformed using Tukey’s ladder of powers as needed. Soil
properties were centered and scaled prior to analysis. Normalized slopes were used to
account for differing units.
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Table 3.4: Total counts of bacterial taxa that have putative functions involving carbon and nutrient cycling in
the soil.
Putative functional group
Nitrate-reducing1

Bacterial taxa (counts)
Pseudomonas(3)2,3
Paracoccus
Enterobacteriaceae
Vibrionaceae
Aeromonas

Iron-reducing
Geobacter(62)
Desulfuromonas
Desulfuromusa
Pelobacter
Geothrix(2)
Geovibrio
Deferribacter
Ferribacterium(3)
Shewanella
Ferrimonas
Sulfate-reducing
Desulfovibrio
Desulfomicrobium
Desulfobulbus
Desulfobacter
Desulfobacterium
Desulfococcus
Desulfosarcina
Desulfomonile
Desulfonema
Desulfobotulus
Desulfoarculus
Desulfotomaculum
Desulfosporosinus
Thermodesulfovibrio
Thermodesulfobacterium
Thermodesulforhabdus
Desulfacinum
Desulforhopalus
Desulforhabdus
Desulfonatronovibrio
Continued on next page
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Table 3.4 – continued from previous page
Putative functional group
Bacterial taxa (counts)
Desulfonatronum
Desulfohalobium
Desulfofustis
Desulfocella
Desulfocapsa
Desulfobacca
Desulfospira
Desulfobacula
Desulfofrigus
Desulfofaba
Desulfotalea
Sulfur-reducing
Sulfurospirillum
Wolinella
Shewanella
Desulfuromonas
Desulfurella
Desulfuromusa
Pelobacter
Geovibrio
Trichlorobacter
Ammonia-oxidizing
Nitrosomonas
Nitrosospira
Nitrosovibrio
Nitrosolobus
Nitrosococcus
Nitrate-oxidizing
Nitrobacter(21)
Nitrococcus
Nitrospina
Nitrospira(289)
Nitrotoga
Nitrolancetus
Iron-oxidizing
Gallionella(2)
Leptothrix(37)
Sideroxydans
Ferritrophicum
Siderocapsa
Crenothrix
Continued on next page
101

Table 3.4 – continued from previous page
Putative functional group
Bacterial taxa (counts)
Mariprofundus
Leptospirillum
Acidimicrobium
Sulfobacillus
Acidithiobacillus
Sulfur-oxidizing
Sulfuricella(5)
Thiobacillus
Thiobacter
Acidithiobacillus
Halothiobacillus
Sulfurivirga
Thioalkalibacter
Thioalkalimicrobium
Thioalkalispira
Thioalkalivibrio
Thiofaba
Thiohalobacter
Thiohalomonas
Thiohalophilus
Thiohalorhabdus
Thiohalospira
Thiomicrospira
Thioprofundum
Thiovirga
Sulfuricurvum
Sulfurimonas
Sulfurovum
Thiovulum
Starkeya
Thioclava
Sphaerotilus
Sulfuritalea
Beggiatoa
Thermithiobacillus
Thiomargarita
Thioploca
Thiothrix
Sulfurihydrogenibium
Sulfobacillus
Thiospira
Aquaspirillum
Continued on next page
102

Table 3.4 – continued from previous page
Putative functional group
Bacterial taxa (counts)
Methylotrophs
Methylococcaceae
Methylocystaceae
Beijerinckiacaee
Methylacidiphilaceae
Methylobacteriaceae
Hyphomicrobiaceae(260)
Bradyrhizobiaceae
Acetobacteraceae(59)
Rhodobacteraceae
Xanthobacteraceae(8408)
Methylophilaceae
Burkholderiaceae(3874)
Rhodocyclaceae(233)
Piscirickettsiaceae
Bacillaceae(184)
Pseudonocardiaceae(3033)
Micrococcaceae(108)
1

2

3

Putative functional groups and associated taxa were collected
from Yuan et al. (2019).
Numbers in parentheses indicate the number of sequences
assigned to that taxa, out of a total of 231,642 sequences in
the study.
All non-bolded taxa are genera; bolded taxa represent families.
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Table 3.5: Effects of soil properties on alpha diversity measurements for all bacteria.
Estimate Std. Error t value Pr(>|t|)
Richness1
(Intercept) -<0.0001
EC
0.2154
GWC
-0.2341
P
0.2825
S
-0.3390
% SOM
-0.1902
2
Mult. R = 0.2429, Adj. R2 = 0.2031,

0.0888
0.0983
0.0958
0.0957
0.0998
0.0950
model p-value

-0.00
1.0000
2.19
0.0308
-2.44
0.0164
2.95
0.0040
-3.40
0.0010
-2.00
0.0482
= 6.12 ∗ 10−5

0.0866
0.0928
0.0938
0.0944
0.0930
model p-value

0.00
1.0000
-2.15
0.0344
3.86
0.0002
-2.87
0.0050
-2.06
0.0424
= 3.19 ∗ 10−6

0.0890
0.0985
0.0960
0.0959
0.1001
0.0952
model p-value

0.00
1.0000
2.12
0.0369
-2.35
0.0207
2.78
0.0066
-3.35
0.0012
-2.34
0.0212
= 7.43 ∗ 10−5

Shannon2
(Intercept) <0.0001
GWC
-0.1993
% sand
0.3619
S
-0.2712
% SOM
-0.1912
2
Mult. R = 0.2730, Adj. R2 = 0.2427,
Chao12
(Intercept) <0.0001
EC
0.2085
GWC
-0.2259
P
0.2661
S
-0.3350
% SOM
-0.2231
Mult. R2 = 0.2395, Adj. R2 = 0.1995,
1

2

Soil properties were centered and scaled prior to analysis. Normalized
slopes were used to account for differing units.
Shannon and Chao1 diversity indices were transformed using Tukey’s
ladder of powers
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Table 3.6: Effects of soil properties on richness, broken down by rarity class.
Estimate Std. Error t value Pr(>|t|)
Rare1
(Intercept) <0.0001
0.0896
0.00
1.0000
EC
0.2402
0.0991
2.42
0.0172
GWC
-0.2343
0.0966
-2.43
0.0171
P
0.2622
0.0965
2.72
0.0078
S
-0.2568
0.1007
-2.55
0.0123
% SOM
-0.2560
0.0958
-2.67
0.0089
Mult. R2 = 0.2301, Adj. R2 = 0.1896, model p-value = 1.26 ∗ 10−4
Occasional
(Intercept) <0.0001
0.0785
0.00
1.0000
% Sand
0.5434
0.0796
6.83
<0.0001
S
-0.2434
0.0796
-3.06
0.0029
2
2
−11
Mult. R = 0.3906, Adj. R = 0.3782, model p-value = 2.89 ∗ 10
Common
(Intercept) -<0.0001
0.0908
-0.00
1.0000
% Sand
0.2526
0.0921
2.74
0.0073
S
-0.3133
0.0921
-3.40
0.0010
Mult. R2 = 0.1836, Adj. R2 = 0.1669, model p-value = 4.83 ∗ 10−5
Abundant
(Intercept) <0.0001
0.0942
0.00
1.0000
EC
-0.2898
0.0950
-3.05
0.0029
Mg
0.2165
0.0950
2.28
0.0248
2
2
−2
Mult. R = 0.1211, Adj. R = 0.1032, model p-value = 1.79 ∗ 10
1

Rarity classes were assigned based on total relative abundance, combined
across all sample sites. All richness values were transformed using Tukey’s
ladder of powers. Soil properties were centered and scaled prior to analysis. Normalized slopes were used to account for differing units.

105

Table 3.7: Generalized dissimilarity model (GDM) results. UniFrac community dissimilarity was investigated for bacteria. Only predictors from best-fit models following backward
elimination are included. Final model explained 28.3% total variance (p < 0.001).
Predictors1
Coefficients
pH
0.420
% SOM
0.359
% Sand
0.323
Mg
0.231
Elevation
0.211
Geographic distance
0.074
1

Only predictors from best-fit models
following backward elimination are
included.
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Table 3.8: Proportion of deviance explained by each predictior type, for the full GDM run.
Predictors1
% of total deviance explained2
Soil properties only
67.0%
Elevation only
6.7%
Geographic distance only
1.0%
Shared among Geo, Ele, and Soil
25.3%
1
2

Geo = Geographic distance, Ele = Elevation
Explained deviance is the percent variation in UniFrac dissimilarity
contributed by each predictor in the full model run.
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Table 3.9: Model summary of GDMs for all samples, run separately by predictor type.
Predictors1
Explained deviance2
Geo + Ele + Soil properties
28.3%
Soil + Ele
28.0%
Soil properties only
26.1%
Geo + Ele
9.3%
Elevation only
8.5%
Geographic distance only
1.1%
1
2

Geo = Geographic distance, Ele = Elevation
Explained deviance is the percent variation in
UniFrac dissimilarity explained by each model
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Table 3.10: ADONIS results for UniFrac distances using full variable model and 999 permutations.
Predictor Df 1 Sum of Sq2 R2
F
Pr(>F)
pH
1
0.04
0.01 1.16 0.2900
EC
1
0.04
0.01 1.17 0.2840
GWC
1
0.10
0.03 2.89 0.0140
% Clay
1
0.02
0.01 0.65 0.6940
% Sand
1
0.09
0.03 2.58 0.0280
Ca
1
0.04
0.01 1.07 0.3030
K
1
0.06
0.02 1.61 0.1210
Mg
1
0.01
0.00 0.36 0.9780
P
1
0.01
0.00 0.28 0.9940
S
1
0.04
0.01 1.11 0.3040
% SOM
1
0.03
0.01 0.85 0.5170
C:N
1
0.02
0.01 0.59 0.7680
Elevation
1
0.02
0.01 0.62 0.7460
Residual
87
2.98
0.85
Total
100
3.50
1.00
1
2

Df = Degrees of freedom
S of Sq = Sum of Squares
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Chapter 4
Relationships between the soil environment and fungal community composition
in a temperate wetland restoration site
4.1

Abstract
Wet prairies contain soil-associated fungi that are responsible for several important

ecosystem services such as carbon sequestration and nutrient cycling. The topography of
mounded wet prairies increases the spatial diversity of ecosystem processes, soil properties,
and potential soil biological diversity within this ecosystem. It is important to understand
the driving factors for fungal community assemblages in natural ecosystems to guide future restoration goals and to understand how features such as mima mounds contribute to
diversity. This study aimed to evaluate the relative importance of soil properties, topography, and geographic distance on fungal community structure and in-field variability of
these from a wet-prairie, sampled in a 100-m by 150-m plot. Soil samples were collected
from within a restored, temperate wet prairie in Northwestern Arkansas using a generalized random-tessellation stratified sample design. Composite samples were processed for soil
texture, macronutrients, pH, EC, organic matter, and total C and N. Fungal community
composition was assessed by Illumina sequencing of ITS amplicons. Generalized dissimilarity modeling, a form of nonlinear matrix regression, and amplicon metabarcoding was
applied to simultaneously quantify the relative effects of geographic distance, topography,
and soil physio-chemical properties on fungal community composition. Soil texture, microtopography, and calcium concentration had the greatest associated with fungal diversity and
composition. Soil texture had the largest and most consistent effect on community composition, alpha diversity, and beta diversity within the wetland site. It is still unclear the exact
role that the mima mounds have on soil fungal community composition, since other soil factors, such as sand and [Ca], are also related to the micro-topography. The results from this
study support the importance of preserving native wetland topsoil and micro-topography for
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wetland restoration or mitigation efforts.

4.2

Introduction
Wetlands are among the most productive ecosystems in the world and house an ex-

traordinarily diverse community of macro and micro-organisms (Adusumilli 2015). Despite
the importance of soil quality in regulating nutrient cycling, plant growth, and degradation of organic matter, few wetland assessments consider the soil environment and the soil
microbial ecology (Sims et al. 2013). Identifying the mechanisms controlling below-ground
biodiversity and understanding spatial distribution of soil microorganisms is an important
step in improving wetland restoration success indicators (Zhao et al. 2016). Fungi are key
actors in nutrient and carbon cycling and play roles in several important ecosystem functions, yet our understanding of their community ecology in wetlands lags far behind other
soil microorganisms, such as bacteria (Li et al. 2020).
Soil fungi play important roles in wetland function as decomposers and as plant symbionts, saprobes, and pathogens. Saprophitic fungi transform and relocate recalcitrant carbon sources such as lignin, cellulose and hemicellulose, which contribute to the buildup of
soil organic matter in wetland soils. Mycorrhizal fungi are vital for native plant establishment and increased plant productivity, as they exchange immobile soil nutrients with their
hosts. Fungal plant pathogens can also play a positive role in wetland restoration by acting
as a selective pressure, reducing the establishment and productivity of invasive plant species
(van der Putten & others 2010). Some fungal species, notably arbuscular mycorrhizal fungi,
have been found to improve plant establishment and increase plant tolerance of metallic
trace elements in contaminated wetland soils (Sidhoum & Fortas 2019). Several investigations into the role of fungi in C cycling indicate that they play key roles in the decomposition
of hydrophyllic plant litter and accrual of soil carbon over time in freshwater wetland environments (Kuehn et al. 2011, Kuehn 2016). Additionally, up to 50 % of nutrients from
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hydrophillic plant litter can be transformed, translocated, and immobilized through fungi
during the initial stages of decomposition (Kuehn et al. 2011).
The periodic flooding of wetlands soils and the presence of hydrophillic plants create a
heterogeneous soil environment, where the interface of oxic and anoxic soil conditions allow
for increased spatial and temporal variation in soil conditions and biota. This diverse soil
environment can have strong influences on below-ground microbial community assembly,
resource partitioning, and ecosystem function (Glassman et al. 2017, Erlandson et al. 2018,
Hiiesalu et al. 2017). Soil physiochemical factors such as nutrient availability, soil organic
matter content, and pH have been tied to both fungal diversity and functional composition
(Glassman et al. 2017, Erlandson et al. 2018, Hiiesalu et al. 2017). However, the effects that
geographic distance and micro-topography have on wetland fungal ecology is not as well
documented. Linking fungal community composition and distribution patterns to soil physiochemical properties would provide valuable information of how biogeochemical properties of
wetland sites relate back to ecosystem function; this type of work is especially important for
sensitive and rare ecosystem types (Sims et al. 2013).
Wet prairies, a rare wetland sub-type, exist at the boundary between a wetland and tallgrass prairie ecosystem. Wet prairies are one of the most endangered ecosystems in North
America, but they provide habitat for many sensitive native species and provide valuable
ecosystem services (Stephens et al. 2008). Wet prairies used to dominate the landscape of
Midwestern United States, but channelization, ditching, and fire suppression have reduced
the land area to only about 10-20% of what it was pre-colonization (Estes et al. 2016).
A unique feature in tall-grass prairie and wet prairie ecosystems are mima mounds,
which are small earthen hummocks that rise up to 1.5 m in elevation from the surrounding
landscape (Ross et al. 1968). These micro-topographical features that span from 10 to 30 m in
diameter have been documented on every continent except for Antarctica (Reed & Amundson
2007). There are many theories on their formation, but the general consensus is that their
development varies by location (Burnham & Johnson 2012). While the debate concerning
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mound genesis continues, little focus has been put on how these micro-topographical features
may influence soil physio-chemical properties and soil microbial ecology (Moral & Deardorff
1976, Cox & Gakahu 1983).
The mima mounds within the wet prairie sampled for this study create subtle variations
in micro-topography and soil properties that produce inclusions of emergent, vernal pool,
and upland prairie plant communities. Although there is evidence that the presence of mima
mounds leads to increased spatial heterogeneity in both plant community structure and soil
physio-chemical properties, little is known about their effects on below-ground soil microbial
ecology (Cramer & Barger 2014, Ross et al. 1968, Reed & Amundson 2007, Cox & Gakahu
1983, Moral & Deardorff 1976).
Including measurements that reflect the diversity and community structure of fungi in
wetland system assessment could greatly benefit the goals of preserving and increasing ecosystem functions, since fungi play important roles in regulating soil carbon storage, plant establishment, and soil nutrient cycling (Glassman et al. 2017). Identifying potential linkages
between soil physio-chemical properties and micro-topography with spatial patterns of fungal
community structure within a spatially heterogeneous ecosystem, such as the mounded wet
prairie system in this study, could help address key questions concerning the habitat preference and roles wetland fungi have on ecosystem processes and wetland restoration success
(Sims et al. 2013).

4.3

Materials and methods

4.3.1

Sample design

The study site selected was a restored mounded wet prairie system, located in Fayetteville, AR (Northwest corner of the state). This 16.6-ha mitigation site, called Woolsey
Wet Prairie Sanctuary (WWPS), was constructed to offset 3.6 ha of permanently impacted
wetlands caused by the construction of an adjacent wastewater system improvement project
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(Washington County, Arkansas, USA.) Most of the native prairie and wetland area within
the region has been impacted or destroyed due to urbanization and/or agricultural development. However, the micro-topography within WWPS and photography dating back to
1941, suggest that little to no tillage has been used within the southern half of WWPS.
Restoration practices included hydrologic manipulation in 2006, through the construction
of earthen berms, which surround the wetland cells within WWPS. Following wetland construction, selective herbicide treatments were applied to control invasive and non-native
plant species. Annual prescribed burns were also used to control the spread of invasive and
woody plant species. Topsoil manipulation within the cells was avoided. The reintroduction
of native plant species was not necessary as the soil seed bank provided ample new native
plant growth. The wetland cells are comprised of upland mounds and depressional wetlands,
each containing a visibly distinct mixture of plant life and soil hydologic regimes. There was
a documented history of an orchard in the northern half of WWPS, with deep tillage lines
still visible in areal photography.
The sample area for the field survey was limited to the southern half of WWPS, in the
wetland cell designated at W2, to avoid sampling from the soil with a history of cultivation
deep tillage. A density of one hundred sample locations per hectare was decided based on
auto-correlation analyses conducted in other similar wetland systems by Moon et al. (2019).
The sample site was 1.5 hectare rectangle, with 100 m and 150 m dimensions (Figure 4.2).
Sample locations were determined using Generalized Random Tessellation Stratified
(GRTS) design. GRTS is a spatially-balanced sampling method in which no points in the
target area are too far apart, and few sample locations are close together (Stevens & Olsen
2004). The GRTS design prevents ’clumps’ of samples that tend to form using simple random sample design, and emphasizes spatial-balance of sample distances (Brown et al. 2015).
After a shapefile of the sampling perimeter was generated in QGIS for the WWPS wetland
cell, the spsurvey package in R defined 150 sampling locations. A handheld GPS unit was
used to locate pre-defined sample locations in the field.
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4.3.2

Soil properties

At each sampling location, a 1-m square frame was placed on the soil surface. A single
soil sample was collected from the center and each of the four corners to a 10-cm depth
using a sterilized, bevelled, metal cylinder with a 2.5-cm diameter. All five core samples
from each plot were combined and gently hand crushed before being stored on dry ice. The
soil probe was washed with a 20 percent bleach solution and rinsed with DI water between
each sample. Soil was kept at -20◦ C for up to a month before being freeze-dried and stored
again at -20◦ C for later analyses.
Gravimetric water content was determined for each sample by calculating the difference
in weight before and after freeze-drying and dividing that difference by the dry weight. A
sub-sample from each soil sample was crushed and sieved to pass through a 2-mm mesh
screen. Percentages of sand, silt, and clay were determined on dried, sieved soil using the
micropipetting method developed by Miller & Miller (1987).
Soil pH, extractable nutrients, SOM, and total N and C were determined from an additional sub-sample. Soil C and N concentration was measured by high-temperature combustion with an Elementar VarioMAX Total C and N Analyzer (Elementar Americas Inc. Mt.
Laurel, NJ). Soil pH and electrical conductivity (EC) measurements were conducted with an
electrode in a 1:2 soil/water solution. Soil was extracted with Mehlich-3 extractant solution
in a 1:10 (w/v) soil-to-extractant solution for 5 minutes and then filtered through Whatman
num 42 filter paper (Mehlich 1984, Sikora & Moore 2014). The filtrates were then analyzed
for extractable P, K, Mg, S, and Ca concentrations by inductively coupled plasma optical
emission spectrometry (ICP-OES) on an Agilent 5110 ICP-OES system (Agilent Technologies, Santa Clara, CA). Soil organic matter was determined using weight-loss-on-ignition
after 2h at 360◦ C (Schulte & Hopkins 1996).

115

4.3.3

PCR amplification

The ITS region was amplified using ITS1F and ITS2 as the forward and reverse primers,
respectively. Standard primers for the Earth Microbiome Project were used this study
(Gilbert et al. 2018). The forward primer (AATGATACGGCGACCACCGAGATCTACAC
GG CTTGGTCATTTAGAGGAAGTAA) contains the 5’ Illumina adapter, a forward primer
linker, and the ITS1F forward primer sequence. The reverse primer (CAAGCAGAAGACGGCATACGAGATNNNNNNNNNN CG GCTGCGTTCTTCATCGATGC) contains the reverse complement of the 3’Illumina adapter, the Golay barcode (indicated with NNNNs),
the reverse primer linker and the ITS2 reverse primer sequence. The PCR reaction mixture
and thermocycler conditions are outlined in Table 4.1 and Table 4.2 of this document.
After the initial PCR reaction, samples were checked for amplification by running each
on an agarose gel. Expected band size was around 230bp. Reactions that passed the gel
check were diluted 1:12 and 1µL of the dilution was then used as the template for a second round of PCR with 8 cycles and a 60◦ C annealing temperature to bind bi-directional
barcodes with reverse complimented illumina adaptors acting as primers (Caporaso et al.
2011). The resulting barcoded library was then cleaned using Magna beads, normalized
with Charm Just-a-Plate kits, and pooled for sequencing. Negative and positive controls
were also included in the PCR amplification and sequencing process.

4.3.4

Illumina sequencing and bioinformatics

The samples used in this study were de-multiplexed by Genewiz before being subjected
to quality control. The ITS reads were processed using ITSxpress to extract the fungal ITS1
region and to remove primer sequences from the ends. The R package DADA2 was used to
determine sequence error. Only forward reads were used for OTUs due to the low quality
reverse reads which are common for fungal ITS sequencing (Nguyen et al. 2015, Pauvert
et al. 2019). The R package decontam was used to extract sequences that appeared in the
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negative checks, thereby removing potential in-lab contamination that occurred during the
extraction/amplification process. Singletons and chimeras were also removed using R.

4.3.5

Taxonomic and trophic annotation

Trimmed, high-quality sequences were grouped into operational taxonomic units (OTUs)
based on 97 percent similarity using UPARSE (Edgar, 2013). The RDP classifier was
used to assign taxonomy using a custom database consisting of the UNITE database (v.
1.12.2017) and a custom set of outgroups including Enhalus and anthozoan ITS1 sequences
(available at: https : //github.com/gzahn/EnhalusF ungi/tree/master/T axonomy). Only
OTUs that were identified in the Kingdom Fungi were used in subsequent analyses.
The FUNGuild database was used to separate out fungal OTUs based on feeding habits
(Nguyen et al. 2016a). Only OTUs that were identified down to the genus level were used
to apply FUNGuild classifications. The FUNGuild database is organized into three broad
’trophic modes’: (1) saprotrophic, which receives nutrients by breaking down dead host cells
(2) pathotrophic, which retrieves nutrients by harming host cells; and (3) symbiotrohpic,
which obtain nutrients by exchanging resources with live host cells (Tedersoo et al. 2014).
The FUNGuild database was used to separate out saprotrophic, pathotrophic, and symbiotrophic fungi from the OTUs. Each OTU was searched against the FUNGuild database
to assign trophic levels. The tropic assignments that were kept for further analysis were
rated "Probable" and "Highly Probable" within the output file. Furthermore, this study
combines pathotrophic and symbiotrophic into a single category "biotrophic," in order to
compare free-living and biotrophic fungi (Spanu & Panstruga 2017).
There were a total of 2,464,679 raw reads from the 122 samples left after extensive quality
control, OTU annotation and removal of all OTUs not classified as in the Kingdom Fungi.
The rarefaction curves from most sampling sites and trophic groups presented asymptotic
behavior, which can be interpreted to mean that adequate sampling depth was achieved to
collect a representative community composition (Figure 4.1). To account for differences in
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sequencing depth among samples, the full fungal OTU table and the saprotrophic fungi OTU
table were rarefied down to 3,273 reads per sample using the phyloseq R package (version
1.16.2). A total of 88 samples out of the 150 initial samples were included in the full fungal
OTU table due to low sample reads that passed quality control. After quality control and
rarefaction to 1,080 reads, 77 samples were left included in the saprotrophic OTU table. Due
to limited reads for OTUs identified as biotrophic, the samples were rarefied down to 551
reads and only 32 sample locations were included in the biotrophic analyses (Figures 4.1 and
4.2).

4.3.6

Statistical analyses - alpha diversity

To test the response of fungal richness and alpha diversity to environmental variables,
multiple linear regression models were fit for all fungal OTUs and for trophic modes. The
Shannon-Wiener diversity index (H) was calculated using the vegan R package. Variable
selection for multiple linear regression models was accomplished using the regsubsets tool
available in the leaps package for R, which performs best subset selection by identifying the
best model that contains a given number of predictors based on Residual Sum of Squares
(RSS). Then, Bayesian Information Criterion (BIC), adjusted R2 , and Mallow’s Cp were
used to identify the best-fitting subset based on predictor number. Alpha diversity metrics
were checked for normal distribution using Shapiro-Wilk test and transformed, if necessary,
using Tukey’s Ladder of Powers transformation.

4.3.7

Statistical analyses - beta diversity

Generalized dissimilarity modeling (GDM) was used to fit geographic, topographic, and
soil property variables to species turnover. Beta diversity, or species turnover, is a measure of
biological distance between pairs of sample sites. This study used Bray-Curtis dissimilarity,
which is a dissimilarity index that gives a value ranging from 0 (same species at both site) to 1
(no shared species between the sites). The GDM relates biological distance to environmental
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and spatial distances, and allows for non-linear responses between each of the variables. It
also incorporates the nonparametric nature of community distance metrics, which allows
for the identification of parts of predictor gradients where community change is greatest.
Flexible I-splines are fitted for each variables included in the model which depict the rate of
turnover in species composition along the gradient. The maximum height of each I-spline is
representative of the total amount of turnover associated with the variable, when all other
variables are held constant. The relative importance of individual variables can then be
estimated within the full model.
Generalized dissimilarity modeling was applied using the gdm package gdm in R. The
model was run with all variables included, the default three I-splines, with a backward elimination procedure retaining variables that made a significant contribution to the explained
deviance (p <0.05), permuted 150 times at each step.

4.4

Results

4.4.1

The soil environment

The average soil texture of the study site was a silt loam, which is in agreement with
the mapping unit assigned to the area, a Taloka complex mounded soil (USDA 2020). The
distribution and range of soil chemical and physical properties measured within the site can
be found in Figure 4.3. Although this study did not specifically sample mound position, there
were notable trends in soil physical and chemical properties that followed mound location.
For instance, soil P ranged from 2.10 to 40.4 ppm and was concentrated on mounded sample
sites (Figure 4.3). Soil P was also highly positively correlated with elevation (Pearson’s r =
0.80, p < 0.05). Sand content averaged 20.6% and ranged from 12.1 to 33.6 %. Sand was
also significantly and positively correlated with elevation (Pearson’s r = 0.64; p < 0.001).
Soil extractable Ca was negatively correlated with elevation (Pearson’s r = -0.41, p < 0.001),
had a mean of 1667 ppm and ranged from 656 to 2920 ppm (Figure 4.3). Soil extractable Mg
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also was negatively correlated with elevation (Pearson’s r = -0.46, p < 0.001), averaged 72
ppm, and ranged from 13.4 to 159 ppm (Figure 4.3). Soil organic matter at the site averaged
3.64% and ranged from 1.31 to 5.57% (Figure 4.3), and had a weak, positive correlation with
elevation (Pearson’s r = 0.22, p < 0.01). The soil C:N ratio in the site averaged 11.1, ranged
from 9.55 to 13.1, and had a weak positive correlation with elevation (Pearson’s r = 0.17, p
< 0.05). The soil EC was extremely variable, ranging from 9.6 to 376 uS/cm, and averaged
116 uS/cm. Soil EC was weakly and negatively correlated with elevation (Pearson’s r =
-0.18, p < 0.05).
Sulfur concentrations ranged from 5.30 to 45.1 ppm within the site. There was no
significant correlation between soil S and elevation. Although there was a less distinct
association with mound position, the greatest sulfur concentrations were detected in lowland
areas. The soil environment was slightly acidic, with a mean pH of 5.97 and ranged from a
pH of 4.67 to 6.97. Soil pH was not significantly correlated with elevation. The soil was fairly
dry at the time of sampling: the gravimetric water content ranged from 0.0719 to 0.493 g/g
and averaged 0.270 g/g for the whole site. While there was no significant correlation between
elevation and GWC, there was a distinct gradient of increasing GWC from the northwest
corner to the southeast corner of the sample site.

4.4.2

Fungal community composition

After rarefaction, the fungal data set had a total of 288,024 reads that were assigned to
2,909 microbial operational taxonomic units (OTUs). The abundant phyla were Ascomycota
(52.7%), Basidiomacota (10.9%), and Mortierellomycota (1.3%). These phyla accounted for
64.9% of the collected fungal sequences. Olpidiomycota , Rozellomycota, Monoblepharomycota, Aphelidiomycota, Glomeromycota, Chytridiomycota were present, but at low relative
abundances (<1%). Approximately 36% of the sequences could not be classified at the
phylum level.
A total of 56.1% of the reads were identified at the class level. The predominant classes
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were Sordariomycetes (19.0%), Agaricomycetes (10.2%), Archaeorhizomycetes (10.1%), and
Dothideomycetes (8.88%). The other 24 classes had relative abundances below 5%. A
total of 50.2% of the reads were identified at the order level. The predominant orders were
Archaeorhizomycetales (9.96%), Sordariales (8.32%), and Pleosporales (6.72%). The other 67
orders all had relative abundances below 5%. A total of 43.2% of the reads were identified at
the family level. The predominant family subgroups were Archaeorhizomycetaceae (9.96%),
Lasiosphaeriaceae (4.69%), Serendipitaceae (4.00%), and Plectophaerellaceae (2.15%). The
other 120 families identified all had relative abundances below 2%. A total of 33.3% of the
reads were identified at the genus level. The predominant genera were Archaeorhizomyces
(9.96%), Plectosphaerella (2.04%), Penicillim (1.75%), and Arnium (1.50%). The other 219
genera identified all had relative abundances below 1%. Only 16.6% of the total reads were
classified at the species level.
The soil environment and micro-topography affected the top two phyla deferentially
(Table 4.3). The relative abundance of Ascomycota increased with elevation and [S], and
decreased with increasing [Ca] (Table 4.3, Figure 4.7). The relative abundance of Basiodiomycota decreased with increasing sand content, but was not significantly affected by
elevation or any other soil property measured (Table 4.3, Figure 4.8).

4.4.3

Fungal trophic levels and functional guilds

The FUNGuild database was used to assign both trophic levels and guild classifications
to each OTU matched. A total of 1967 OTUs out of 2909 OTUs in the rarefied full-fungi
sequence set were assigned to a trophic mode and functional guild, only retaining alignments
with a "Probable" or "Highly Probable" rating using FUNGuild (Nguyen et al. 2016b). The
unidentified fungi also accounted for 67.3% of the total relative abundance (Figure 4.10.
The majority of reads assigned to a trophic mode using FUNGuild were classified as
saprotroph (25.1%), followed by pathotroph-saprotroph (those identified as having both
pathotrophic and saprotrophic lifestyles; 3.39%), and pathotrophs (2.81%; Figure 4.10).
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Symbiotrophs and other guild classifications that included symbiotrophic modes were low in
relative abundance (1.41%, when combined; Figure 4.10).
The FUNGuild database has a total of 15 different guild assignments, and a larger
number of guild categories that are combinations thereof. The assigned guilds with the
largest relative abundance were soil saprotrophs (9.96%), undefined saprotrophs (8.09%),
and plant pathogens (2.62%; Figure 4.11). Saprotrophic fungi increased in abundance with
increasing sand content (Figure 4.9, Table 4.4). As a subgroup, the soil saprotroph guild also
increased in abundance with increasing sand content 4.9. However, there was a negative effect
of increasing sand content on the relative abundance of the second largest guild, unidentified
saprotrophs (Figure 4.9).

4.4.4

Alpha diversity

Multiple linear regression models of fungal alpha diversity (observed richness and Shannon) were fit for all fungal OTUs, saprotrophic OTUs, and biotrophic OTUs using measured
soil chemical and physical properties in the wetland cell (Table 4.4, 4.5). Elevation and
soil abiotic factors significantly affected alpha diversity in each fungal trophic group, but
the effects differed by trophic group and diversity index used. Generally, among all models
for fungal richness, alpha diversity decreased as percent sand content increased (Table 4.4).
Fungal richness ranged from 24 to 241 and averaged 130(±47.6 standard deviations). The
shannon index for all fungi ranged from 0.383 to 4.23 and averaged 2.93(±0.809 standard
deviations). Saprotrophic richness ranged from 12 to 67 and averaged 35.9(±13.2 standard
deviations). The shannon index for saprotrophic fungi ranged from 0.303 to 3.17 and averaged 2.16(±0.604 standard deviations). Biotrophic richness ranged from 4 to 20 and averaged
11.75(±3.95 standard deviations). The shannon index for biotrophic fungi ranged from 0.11
to 2.30 and averaged 1.41(±0.560 standard deviations).
Fungal shannon diversity was significantly affected by soil electrical conductivity and
[Ca] (Table 4.5). Fungal shannon diversity increased with increasing electrical conductivity
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and decreased with increasing soil extractable [Ca]. Fungal richness was significantly affected
by soil electrical conductivity, % sand content, [Ca], and elevation (Table 4.4). Elevation and
electrical conductivity was positively associated with fungal richness. Increases in percent
sand content and [Ca] had a negative effect on fungal richness.
Percent sand and elevation were significant predictors of saprotroph richness (Table 4.4)
as elevation increased, saprotrophic richness also increased (Table 4.4). As percent sand
increased, saprotroph richness decreased (Table 4.4. A multiple linear regression was also run
for saprotrophic alpha diversity using Shannon as the diversity index (Table 4.5); however,
the model fit for saprotrophic fungi was poor (R2 < 0.10).
Biotrophic fungal alpha diversity was influenced by soil sand content and the concentration of extractable S (Tables 4.4 and 4.5). The only abiotic factor significantly associated
with biotrohpic shannon diversity was percent sand (Table 4.5. As the soil sand content increased, there was a corresponding decrease in biotrophic shannon diversity. Soil extractable
sulfur was a significant predictor of biotrophic richness: increasing sulfur concentrations had
a negative effect on biotrophic fungal richness (Table 4.4). Similar to the other trophic
groups, increasing sand content was associated with decreased biotrophic richness (Table
4.4).

4.4.5

Beta diversity

Principal coordinate analysis (PCoA) of Bray-Curtis dissimilarity for all fungi, saprotrophs, and biotrophs revealed differential clustering based on topography and soil texture,
except for among biotrophs (Figure 4.12). Fungal communities displayed clear clustering
between mounded areas (elevation >375.3) and depression areas within the study site when
all fungi were included. Saprotrophic fungi demonstrated clear clustering based on percent
sand (Figure 4.12). In contrast to sparotrophic fungi, biotrophic fungal communities did not
have clustering patterns around micro-topography and soil texture (Figures 4.12 and 4.2).
The GDM models helped disentangle the relative effects of soil chemo-physical properties,
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micro-topography, and spatial distance on total, saprotrophic, and biotrophic fungal community turnover. The fungi, saprotrophic, and biotrophic models explained 41.5%, 39.9%, and
42.4% of the variance in fungal community composition (all models p <0.001; Table 4.6).
The resulting model for all fungi indicated that % sand and soil [Ca] explained the largest
proportion of fungal community turnover, as indicated by their associated GDM coefficient
(Table 4.6, Figure 4.15). Percent sand content ranged from 12.3 to 33.6% and extractable
soil [Ca] ranged from 656 to 2920 ppm for the 88 samples included in the all-fungi sample
set. Fungal community turnover was slow from 656 to 1790 ppm, but the rate of turnover
increased in the upper range of the [Ca] gradient sampled (Figure 4.15). Elevation (range:
375.03 - 375.7m; n=88) also had a large effect on fungal community turnover in the study,
with community compositional turnover slowly increasing until plateauing at 375.5 m (Figure
4.15).
Similar to the all-fungi group, saprotrophic fungal community compositional turnover
was impacted the most by % sand, [Ca], and elevation (Figure 4.16, Table 4.6). The compositional turnover rate for saprotrophic fungi was greatest at the mid-range of the gradient of
% sand content measured at the site (12.3-33.6%; n=77; Figure 4.16). The effect of elevation
on saprotrophic fungal community compositional turnover was greatest at the lower range
of elevation (from 375.0 to 375.7 m) and plateaued around 377.9 m (Figure 4.16).
Like the other models, biotrophic fungal community composition was strongly influenced
by % sand content (Table 4.6, Figure 4.17). However, there were notable differences in the
main drivers of biotrophic fungal community composition compared to the all-fungi and
saprotrophic fungi. Instead of a reduced community compositional turnover rate at the high
end of the % sand gradient, biotrophic fungi had the greatest turnover rates between 23.4 and
30.8 % sand content (Figure 4.17). Biotrophic-only fungal community turnover was greatly
affected by pH, a variable with relatively lower influence on the all-fungi and saprotrophic
groups (Figures 4.15, 4.16, and 4.17. Geographic distance also was a more influential driver
of biotrophic-only fungi than it was for saprotrophic-only fungi (Table 4.6).
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4.5

Discussion
The inclusion of soil abiotic and biotic properties in wetland assessments has not been

widely implemented, despite their importance in regulating nutrient cycling, carbon storage,
and other valuable ecosystem functions (Fennessy et al. 2007, Zhao et al. 2016, Gingerich
et al. 2015, Sims et al. 2013). An important first step to developing soil quality indicators
that relate back to ecosystem function is to determine the environmental variables that
influence the microbial communities active in regulating soil function (Sims et al. 2013).
To our knowledge, this was the first study to assess field-scale ( < 0.5 km) environmental and micro-topographic influences on soil fungal composition in a mounded wet prairie
system. The results from this study indicated that the influence of soil physio-chemical
properties were more important geographic distance and microtopograhy on fungal alpha
and beta diversity; however, the relative effects of each property on fungal community composition were dependent on taxonomic and functional groups. Additionally, the curvilinear
responses of fungal community compositional turnover to soil conditions indicate that fungal communities exhibit a wide range of response functions to environmental gradients. Soil
texture, % sand content in particular, had a strong influence on both fungal alpha and beta
diversity within the wetland site. The dependence of fungal diversity and structure on soil
texture is not well documented. Of the studies that included soil texture as a predictor of
soil fungal community composition, soil texture has demonstrated to have no or inconsistent
effects (Lauber et al. 2008a, Wubet et al. 2012, Bennett et al. 2009). There were no reports
found on fungal beta diversity within another mounded wet prairie system. Inconsistencies
among similar studies might be due to differences in the timing of each collection period,
the number of samples along a gradient collected, or the depth of sequencing available.
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4.5.1

Fungal community composition

After taxonomic annotation, 36% of all fungal sequences were left unidentified at the
phylum level. This indicates that there are still a substantial number of fungal species that
are yet to be described for this ecosystem. Similar amounts of unidentified fungi based on
ITS reads have been reported in other recent attempts to characterize wetland soils (Cheung
et al. 2018, Ibekwe et al. 2017). Over 32% of the fungi identified by Chen et al. (2019) in a
metabarcoding study of a freshwater wetland were unassigned at the phylum level. Likewise,
up to 30% of the fungi identified in three alpine wetland sites by Xie et al. (2020) were also
unassigned at the phylum level. An estimated 93% of all fungal species remain unnamed and
unidentified (Tedersoo, Tooming-Klunderud & Anslan 2018). Aquatic ecosystems, which
includes wetlands, are also frequently overlooked and under-surveyed as fungal habitats,
despite fungi playing important roles in carbon cycling and nutrient transfer (Grossart et al.
2019). The primers chosen to amplify the ITS region for this study are widely used and are
a standard for global databases such as the Earth Microbiome Project, but the region that
is amplified is incredibly variable which can make identification even more difficult for soil
metabarcoding studies (Tedersoo, Tooming-Klunderud & Anslan 2018).
The majority of identified OTUs were from the phyla Ascomycota and Basidiomycota
(Figure 4.10). Ascomycota and Basidiomycota have been identified as the predominant
fungal phyla in other wetland soil microbial studies around the globe (Sui et al. 2017). The
overall high abundance of Ascomycota within the site may be attributed to the slightly
acidic soil environment, as some species within Ascomycota favor pH values slightly below
7. Additionally, most Ascomycota members are saprophytic and are able to break down
complex carbon compounds (e.g. lignin and keratin), which may increase their ability to
utilize available carbon sources in shifting or stressful environments.
Some taxa identified within the kingdom fungi, such as Chytridiomycota and Rozellomycota, are now recognized as possibly being a sister group to fungi instead of ’true fungi’
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(Tedersoo, Sánchez-Ramírez, Koljalg, Bahram, Döring, Schigel, May, Ryberg & Abarenkov
2018). However, the UNITE database used for taxonomic classification in this study is still
considered a standard for metabarcoding investigations such as this (Abarenkov et al. 2010,
Nilsson, Larsson, Taylor, Bengtsson-Palme, Jeppesen, Schigel, Kennedy, Picard, Glöckner,
Tedersoo et al. 2019). Thus, all taxa identified under the kingdom fungi were retained in this
study to increase comparability with other current efforts to characterize soil fungal ecology using similar approaches (Nilsson, Larsson, Taylor, Bengtsson-Palme, Jeppesen, Schigel,
Kennedy, Picard, Glöckner, Tedersoo et al. 2019, Nilsson, Anslan, Bahram, Wurzbacher,
Baldrian & Tedersoo 2019).
The majority of fungal OTUs that were classified into functional guilds were saprotrophs,
which supports the role of fungi in wetland systems as regulators of soil C cycling and storage
(Talbot et al. 2015, Gingerich et al. 2015, Andersen et al. 2013). The largest functional guild
identified was the ’soil saprotrophs,’ which are annotated as rhizophere fungi and can be
important in the uptake and cycling of root exudates within the rooting zone of grassland
plants (Ballhausen & de Boer 2016, Nguyen et al. 2016b). ’Unidentified saphrotrophs’ and
’wood saprotrophs’ made up the next largest functional guilds within the larger saprotrophic
trophic mode classification (Figure 4.11).
Relative abundance of saprotrophs was closely tied to the micro-topography at the site,
with higher abundances found on the mima mounds than the surrounding landscape (Figure
4.13). Saprotrophic fungal counts were likely greater on mounded areas since the elevation
and soil texture would result in greater, consistent oxygenated zones required for aerobic
decomposition. These results suggest that the micro-topography of the site, especially the
presence of mima mounds, play an important role in soil carbon and nutrient cycling cycling. Saprotrophic fungal abundance was also correlated positively with % sand content.
Increased sand content in soils generally decreases matric potential, influences pore-space
architecture, and creates greater fragmentation of water-filled pore networks under dry conditions (Van Veen & Kuikman 1990).
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In contrast to the saprotrophs, this study identified extremely few counts of mycorrhizal
or AM fungi (Figure 4.6). This could be, in part, due to the sampling time of this study.
Samples were collected mid/late-summer, when most of the plants were already mature and
AM colonization may have tampered off (Bohrer et al. 2004). Additionally, AM fungi colonize
root tissue and have a limited range within bare soil, which may have impacted representation
of this group during sampling. Relative abundance of biotrophic fungi classified in this study
was low compared to that of saprotrophs, accounting for 146 of the 942 OTUs classifed into
guilds and 10.1% of the total classified reads. The connection between micro-topography and
biotrophic abundance was not as stark as with the saprotrophs, but several high abundance
values were recorded in low-laying areas of the study site (Figure 4.14). The largest guild
identified as biotrophic was plant pathogens, which may have colonized on hydrophylic plants
that were experiencing senescence or desiccation during the summer sampling period.
It is important to be mindful that the FUNGuild database is dependent on updated,
precise taxonomic identification and accurately curated libraries of known species habits.
Approximately 68% of OTUs in the rarefied all-fungi set were left unassigned for functional
guild. The use of the FUNGuild database for functional annotation of a large soil mycobiome
does, however, offer a unique glimpse into the divergent patterns among soil fungal functional
groups along environmental, topographical, and spatial gradients.

4.5.2

Fungal diversity

Fungal diversity and community composition were affected by geographic distance, microtopography, and soil physio-chemical properties; however, sand content was the the strongest
and most consistent predictor among the models used in this study. While increased sand
content was associated with decreased richness and increased soil community composition
turnover, it was also associated with the increase in the relative abundance of saprotrophic
fungi. The habitable areas within the soil are dependent on pore size distribution and matric
potential, especially as the soil dries (Görres et al. 1999). Soil texture has a direct effect on
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pore architecture and matric potential, which may have influenced the diversity and composition of the fungal communities living along the large gradient of sand contents within the
study site.
The ’enclosure hypothesis’ was described by Görres et al. (1999), where soil organisms
would become trapped or isolated by increasingly smaller water-filled pore diameters and
disconnected pore networks in drying soils with low matric potentials. Görres et al. (1999)
also suggested that the enclosure hypothesis would result in increased grazing by soil biota
on the locally available substrates, which may explain the higher relative abundance of
saprotrophic fungi. Disconnected pore networks may have affected the degree and rate of
of fungal invasion, as modeled and hypothesised by Falconer et al. (2010). While fungal
mycelia are well adapted to navigating the three-dimensional labyrinth of soil pores and are
capable of extending through both water and air-filled pore spaces to forage for nutrients,
extended periods of low moisture content and decreased water films held around the sandier
soils may have been better tolerated by a smaller number of fungal species (Ritz & Young
2004).
Fungal richness increased with increasing elevation in the study site, and elevation was
the third largest driver of community composition for all fungi and for saprotrophic fungi.
Although sand content and elevation were positively correlated, they had opposite influences
on fungal richness for both all fungi and saprotrophic fungi. The relative abundance of
saprotrophic fungi also increased at higher elevations, which might be related to greater
amounts of fresh plant residue on the mounded areas (observational; no data). Fungi are some
of the first decomposers to start breaking down fresh plant litter in wetland environments and
are especially important in the transformation of recalcitrant carbon sources such as lignin,
cellulose and hemicellulose from the plant litter (Kuehn 2016, Kuehn et al. 2011). Diverse
available carbon substrates may have promoted the growth of several different saprotrophic
fungi with different carbon substrate preferences.
Soil extractable Ca also influenced both alpha and beta diversity in the study site. Fungal
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richness and shannon diversity decreased as soil [Ca] increased (Table 4.4). Soil extractable
[Ca] had a moderate but significant negative correlation with sand content (Pearson’s r =
-0.47; p < 0.05), likely because the positively charged Ca++ ions tend to attach to the surface
of clay or organic matter and can be depleted in acidic environments. Soil extractable [Ca]
was the second largest driver of fungal community turnover when the GDM was run for all
fungi and for saprotrophic fungi. At a soil [Ca] range of 656 - 2,920 ppm, it is unlikely that
calcium deficiency affected plant productivity. However, high concentrations of calcium may
have developed in lowlaying areas in the study site where a combination of other factors
created selective pressures on the fungal community.
Although not a significant predictor of fungal alpha diversity, pH affected beta diversity
within all trophic groups. The GDM model outputs indicated the pH was a better predictor of
biotrophic community turnover than saprotrophic, with the greatest turnover rate occurring
between a pH of 6.5 and 6.9 (Figure 4.17). There is a growing number of studies that
suggest that pH is an important predictor of fungal community composition (Rousk et al.
2010, Tedersoo et al. 2014, Lauber et al. 2008b), but scale and other environmental factors
may influence this effect (Münkemüller et al. 2014, Yang et al. 2017). While soil pH may be an
important driver in artic environments (Timling et al. 2012) and other stressful environments
(Rousk et al. 2010), it has a weak relationship with community structure at a global scale and
is dependent on fungal group preference and particular regional biotic or abiotic conditions
(Tedersoo et al. 2014).
There was also a surprising lack of effect of soil organic matter (SOM) on fungal diversity
or community composition. The study site SOM ranged from 1.35 to 5.87% (Figure 4.3).
Other studies on fungal diversity in relation to soil properties at similar scales have found
SOM to be a strong predictor (Glassman et al. 2017, Li et al. 2020). These other studies
published much larger ranges in SOM across larger distances; the relatively small range in %
SOM could be the main reason that this did not affect the fungal diversity and community
composition in this study site. The lack of effect of carbon to nitrogen ratios on fungal
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diversity may be similarly caused by a limited range, from 9.5 to 13.1 (Figure 4.3).

4.6

Conclusion
Advances in our ability to explore the soil mycobiome using high-throughput sequencing

technology has opened up new opportunities for improving our understanding of ecosystem
function in relation to the soil environment. This study contributes to the knowledge of wet
prairie fungal communities in the Southern United States and demonstrates that both the
heterogeneity of soil physio-chemical properties and micro-topography of these ecosystems
are important drivers of fungal diversity and community composition. Relative abundances
of different fungal functional groups differed between mounded and depressional areas within
the site. While spatial distance did effect soil fungal beta diversity, soil physio-chemical
properties had the greatest influence on both fungal diversity and community composition.
Soil texture had the largest and most consistent effect on community composition, alpha
diversity, and beta diversity of fungi within the wetland site. It is unclear what the exact
mechanisms are that connect increased sand content to fungal diversity and community
turnover within a mounded wetland system, but pore connectivity and architecture may
be influencing hyphal exploration and nutrient acquisition. Similar textural gradients have
been previously associated with other mounded grassland and wetland sites (Cramer &
Barger 2014, Ross et al. 1968, Durre et al. 2019). Stolt et al. (2000) also noted that the
range in soil texture was much greater in natural wetlands than their paired constructed
wetland sites. It is still unclear the exact role that the mima mounds have on soil fungal
community composition, since other soil factors, such as sand and [Ca], are also related to the
micro-topography. Future research that includes field manipulation of soil texture may help
further disentangle the effects that mound micro-topography and soil texture have on fungal
diversity. This research does indicate that micro-topography of the site and the spatial
heterogeneity of soil physical and chemical properties of this wetland site are important
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drivers of fungal diversity, which may be related to the functional capacity of the restored
ecosystem. The results from this study support the importance of preserving native wetland
topsoil and micro-topography for wetland restoration or mitigation efforts.
4.7
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Figure 4.1: Rarecurves for fungal samples by trophic group, before rarefaction. Vertical lines indicate min sample number
used for rarefaction in analyses (all = 3273, saprotrophic = 1080, biotrophic = 551).

Figure 4.2: Samples included in analyses, based on sequencing coverage. Some sampled
locations were not used in any analyses (white diamonds), 88 samples were used in the
analysis of all fungi (blue diamonds), 77 samples were included in the analysis of saprotrophic
fungi (yellow circles), and 32 samples were included for the analysis of biotrophic fungi (black
dots).
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Figure 4.3: Abiotic soil properties measured for all samples collected within Woolsey Wet Prairie Sanctuary, Fayetteville, AR
(n=150). Density plots were created using the density function in R, variable means are indicated with a dashed vertical line,
and variable median values are indicated with a solid red line.
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Figure 4.4: Stacked barchart of phylum composition (all fungi) from each of the samples included, after rarefaction to 3273
reads per sample. Dark grey bars indicated fungal OTUs that are not identified at the phylum level. The majority of OTUs
identified are from the phyla Ascomycota and Basidiomycota.
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Figure 4.5: Stacked barchart of trophic abundance (read counts) from each of the samples included, after rarefaction to 3273
reads per sample.
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Figure 4.6: Stacked barchart of guild abundance (read counts) from each of the samples included, after rarefaction to 3273
reads per sample.

Figure 4.7: Percent relative abundance of sequences classified in the Ascomycota phylum at
Woolsey Wet Prairie Sanctuary, Fayetteville, AR. Heat map generated using inverse distance
weighting in QGIS (n=88).
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Figure 4.8: Percent relative abundance of sequences classified in the Basidiomycota phylum at Woolsey Wet Prairie Sanctuary, Fayetteville, AR. Heat map generated using inverse
distance weighting in QGIS (n=88).
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Figure 4.9: Relationship between saprotroph fungi, fungi in the soil saprotroph guild, elevation, and percent sand content within Woolsey Wet Prairie Sanctuary.
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Figure 4.10: Percent relative abundance of sequences classified into trophic categories using the FUNGuild database. Sequences
were identified after all samples were rarefied down to 3273 counts per sample, 288024 reads in total (n=88). Relative
abundance was calculated as total counts of each trophic group divided by the overall total.
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Figure 4.11: Percent relative abundance of sequences classified into the top 15 guild categories using the FUNGuild database.
Sequences were identified after all samples were rarefied down to 3273 counts per sample, 288024 reads in total (n=88).
Relative abundance was calculated as total counts of each guild group divided by the overall total sequences.
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Figure 4.12: Principal coordinate analysis (PCoA) of Bray-Curtis dissimilarity for all fungi, saprotrophic-only fungi, and
biotrophic-only fungi. Samples collected from mounded areas (elevation >375.3 m) are identified with triangle symbols.
Percent sand content is displayed using a color gradient. Results reveal differential clustering based on topography and soil
texture between fungal groups.

Figure 4.13: Abundance of saprotrophic fungi in Woolsey Wet Priaire Sanctuary, Fayetteville,
AR. Heat map generated using inverse distance weighting in QGIS. Abundances are total
counts labeled as ’saprotrophic’ for each sample location, out of the rarified all-fungi dataset
(n=88).
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Figure 4.14: Abundance of biotrophic fungi in Woolsey Wet Priaire Sanctuary, Fayetteville,
AR. Heat map generated using inverse distance weighting in QGIS. Abundances are total
counts labeled as ’biotrophic’ for each sample location, out of the rarified all-fungi dataset
(n=88).
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Figure 4.15: GDM results for all fungi. (top) Relationship between observed community
dissimilarity and predicted community dissimilarity, based on GDM. (bottom) GDM fit
I-splines (partial regression fits) for variables significantly associated with fungal beta diversity. the shape of each I-spline indicates the proportion of the maximum difference that is
associated with the changes along that variable range, holding all other variables constant.
The maximum height reached by each curve indicates the total proportion of compositional
turnover associated with that variable. Beta diversity was determined using Bray-Curtis. A
total of 88 sample sites were included in this model.
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Figure 4.16: GDM results for saprotrophic-only fungi. (top) Relationship between observed
community dissimilarity and predicted community dissimilarity, based on GDM. (bottom)
GDM fit I-splines (partial regression fits) for variables significantly associated with fungal
beta diversity. the shape of each I-spline indicates the proportion of the maximum difference
that is associated with the changes along that variable range, holding all other variables
constant. The maximum height reached by each curve indicates the total proportion of
compositional turnover associated with that variable. Beta diversity was determined using
Bray-Curtis. A total of 77 sample sites were included in this model.
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Figure 4.17: GDM results for biotrophic-only fungi. (top) Relationship between observed
community dissimilarity and predicted community dissimilarity, based on GDM. (bottom)
GDM fit I-splines (partial regression fits) for variables significantly associated with fungal
beta diversity. the shape of each I-spline indicates the proportion of the maximum difference
that is associated with the changes along that variable range, holding all other variables
constant. The maximum height reached by each curve indicates the total proportion of
compositional turnover associated with that variable. Beta diversity was determined using
Bray-Curtis. A total of 32 sample sites were included in this model
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Table 4.1: Polymerase chain reaction mixture for the amplification of the ITS barcoding
sequence for fungi.
Reagent
Volume
1
mPNA (50 µM)
2.50 µL
pPNA (50 µM)1
2.50 µL
Forward primer (10 µM) 0.30 µL
Reverse primer (10 µM) 0.30 µL
KAPA 3G Enzyme 2
0.25 µL
BSA (1.5mg ml-1)
1.50 µL
KAPA PCR Buffer
8.65 µL
Template DNA
9.00 µL
Total reaction DNA
25.0 µL
1

2

To prevent preferential plastid
and mitochondrial sequence amplification (Lundperg et al., 2013),
the following peptide nuleric acids
(PNAs) were used: mPNA(GGC
AAG TGT TCT TCG GC) and
pPNA (GGC TCA ACC CTG
GAC AG)(PNAGENE, Daejeon,
South Korea).
Kapa Biosystems, Inc, Wilmington, MA, USA
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Table 4.2: Polymerase chain reaction thermocycler
ITS barcoding sequence for fungi.
Step Temperature (C)
1
95
21
95
1
3
53
1
4
72
5
72
6
4
1

conditions for the amplification of the
Time
3 min
20 sec
15 sec
20 sec
1 min
Hold

Steps 2-4 are repeated for 35 cycles.
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Table 4.3: Linear model for the effects of soil properties on Ascomycota, Basidiomycota,
saprotrophic, and biotrophic relative abundance.
Phyla/Trophic group Property Estimate Std. Error t value Pr(>|t|)
Ascomycota1
(Intercept)
0.0000
0.0942
0.00
1.0000
Ca
-0.2201
0.1022
-2.15
0.0341
S
0.3612
0.0970
3.72
0.0004
Elevation
0.2935
0.1031
2.85
0.0055
Mult R2 = 0.25; adj R2 = 0.22; p = 2.6e-05
1
Basidiomycota
(Intercept) -0.0000
0.1000
-0.00
1.0000
% sand
-0.3606
0.1006
-3.59
0.0006
Mult R2 = 0.13; adj R2 = 0.12; p = 5.5e-04
1

Relative abundances were transformed using Tukey’s ladder of powers.
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1

0.0000
0.0270
0.0201

1.0000
0.0007
0.0204

1.0000
0.0164
0.0006
0.0024
0.0271

Soil properties were centered and scaled prior to analysis. Normalized slopes were
used to account for differing units.

Intercept
20.5094
2.8435
7.21
% Sand
-0.3317
0.1424
-2.33
[S]
-1.8572
0.7553
-2.46
Mult. R2 = 0.2846, Adj. R2 = 0.2352, model p-value = 7.79 ∗ 10−3

Biotrophic Fungi

Intercept
0.0000
0.1069
0.00
% Sand
-0.5106
0.1448
-3.53
Elevation
0.3431
0.1448
2.37
Mult. R2 = 0.1439, Adj. R2 = 0.1207, model p-value = 3.19 ∗ 10−3

Saprotrophic Fungi

Intercept
0.0000
0.0975
0.00
EC
0.2599
0.1061
2.45
% Sand
-0.4766
0.1338
-3.56
[Ca]
-0.3618
0.1156
-3.13
Elevation
0.2959
0.1315
2.25
2
2
Mult. R = 0.2025, Adj. R = 0.1641, model p-value = 7.85 ∗ 10−4

All Fungi1

Table 4.4: Linear model for the effects of soil properties on fungal richness, broken down by trophic class.
Estimate Std. Error t value Pr(>|t|)
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1

Intercept
% Sand

Intercept
% Clay
C:N

Intercept
EC
[Ca]

0.0000
-0.3632

-0.0000
0.2386
-0.2111

-0.0000
0.2753
-0.3962

0.1674
0.1701

0.1106
0.1132
0.1132

0.0994
0.1080
0.1080

0.00
-2.14

-0.00
2.11
-1.87

-0.00
2.55
-3.67

1.0000
0.0410

1.0000
0.0384
0.0661

1.0000
0.0126
0.0004

Shannon diversity indexes were transformed using Tukey’s ladder of powers. Soil properties were
centered and scaled prior to analysis. Normalized slopes were used to account for differing units.

Mult. R2 = 0.1319, Adj. R2 = 0.103
Model p-value = 4.10 ∗ 10−2

Biotrophic Fungi

Mult. R2 = 0.08325, Adj. R2 = 0.05847
Model p-value = 4.01 ∗ 10−2

Saprotrophic Fungi

Mult. R2 = 0.1503, Adj. R2 = 0.1303
Model p-value = 9.84 ∗ 10−4

All Fungi

Table 4.5: Linear model for the effects of soil properties on fungal diversity (shannon), by trophic class.
Estimate Std. Error t value Pr(>|t|)

Table 4.6: Generalized dissimilarity model (GDM) results. Bray-Curtis community dissimilarity was investigated for all fungi, just saprotrophic fungi, and just biotrophic fungi in
separate GDM runs.
All Fungi1
Deviance explained = 41.5%
Predictors
Coefficients
Percent sand
0.833
[Ca]
0.715
Elevation
0.514
Geographic distance 0.407
pH
0.341
Saprotrophic
Deviance explained = 39.9%
Predictors
Coefficients
Percent sand
0.941
Elevation
0.665
[Ca]
0.670
GWC
0.413
pH
0.349
Geographic distance 0.245
Biotrophic
Deviance explained = 42.4%
Predictors
Coefficients
Percent sand
0.831
pH
0.540
Geographic distance 0.426
[Mg]
0.323
1

Only predictors from best-fit models following backward elimination are
included. All models were significant (p <0.001)
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Chapter 5
Conclusion
The field of metagenomics, with all the associated groundbreaking technology, has increased our ability and our potential to study, characterize, and predict soil microbial community compositions and functions in a wide range of environments. By using spatial ecology concepts along with soil metabarcoding, this research was able to give insight into the
fungal and bacterial community composition and their relationship to the soil environment
within an endangered and important ecosystem in the southern United States. The mounded
wet-prairie sanctuary surveyed in this research contained high spatial heterogeneity of soil
chemical and physical properties, as well as distinct micro-topography, which influenced the
composition and diversity of soil microbial communities. Soil texture was an important and
unexpected driver of both fungal and bacterial composition and diversity within the study
site. It is still unclear the exact role that the mima mounds have on soil microbial community composition, since other soil factors, such as soil texture and chemistry, are also
related to the micro-topography. However, it may be that mima mounds influence wetland
function and soil diversity through textural changes. This information could be used in future regional restoration projects if other wet prairies exhibit similar textural changes. This
research can be used as a baseline and the soil properties highlighted could be explored more
through experimental restoration trials to test the importance of sand content on microbial
community assemblages and ecosystem function.
The ability to explore the ’uncultivated majority’ within the soil opened up promising
new ways to uncover how soil microorganisms influence and are influenced by their habitats.
However, the overwhelming diversity and complexity of soil microbial communities continues
to challenge the best attempts at characterizing and predicting soil microbial community
dynamics. Unfortunately, meta-barcoding data have limitations and there is a trade-off
between sequencing depth and sample number. Studies like this can help pinpoint key
environmental and spatial variables that may be driving soil microbial diversity, but are
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limited in their capacity to connect back to soil function. It will take a multi-disciplinary
effort to further refine what key soil microbes and associated community dynamics can be
used as a indicator for wetland health and function. Thus, there is a current need for more
detailed studies on particular ecosystems of interest, particularly those that are sensitive to
changing climates and nearby land-usage.
The future applications of metagenomic data to infer ecosystem function and predict
responses to a changing world are promising, but there are still many hurtles to overcome.
While sequence databases are continuously growing, many metagenomic sequences still cannot be aligned or assigned to a functional pathway. Thus, our ability to use metagenomic
data for ecological models or to predict soil microbial response to climate change is dependent on continued efforts to characterize microbes and their associated environments. A
concerted effort to increase soil metagenomic databases is underway, but can be refined to
include more functional data which can be used in new soil C models. This is an opportunity for soil microbial ecologists, global carbon modellers, experts in bioinformatics, and
molecular scientists to work across disciplines in order to improve predictions of global C
dynamics in a rapidly changing world.
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