We describe a general technique for identifying modules in legacy code. The method is based on concept analysis -a branch of lattice theory that can be used to identify similarities among a set of objects based on their attributes. We discuss how concept analysis can identify potential modules using both "positive" and "negative" information. W e present an algorithmic framework to construct a lattice of concepts from a program, where each concept represents a potential module.
Introduction
Many existing software systems were developed using programming languages and paradigms that do not incorporate object-oriented features and design principles. In particular, these systems often lack a modular style, making maintenance and further enhancement an arduous task. The software engineer's job would be less difficult if there were tools that could transform code that does not make explicit use of modules into functionally equivalent object-oriented code that does make use of modules (or classes). Given a tool to (partially) automate such a transformation, legacy systems could be modernized, making them easier to maintain. The modularization of programs offers the added benefit of increased opportunity for code reuse.
A major difficulty with software modularization is the accurate identification of potential modules and classes. This paper describes how a technique known as concept analysis can help automate modularization. The main contributions of this paper are:
e We show how to apply concept analysis to the modularization problem. We focus on one variant of the modularization problem -the conversion of a C program to a C++ program, where the C program's s t r u c t types are the starting point for the C++ program's classes.
e Previous work on the modularization problem has made use only of "positive" information: Modules are identified based on properties such as "function f uses variable x" or "f has an argument of type t". It is sometimes the case that a module can be identified by what values or types it does not depend upon -for example, "function f uses the fields of s t r u c t queue, but not the fields of struct stack". Concept analysis allows both positive and negative information to be incorporated into a modularization criterion. (See Section 3.2.)
e We have implemented a prototype tool that uses concept analysis to propose modularizations of C programs. The implementation has been tested on several small and medium-sized examples. The largest example consists of about 28,000 lines of source code. (See Section 5.)
As an example, consider the C implementation of stacks and queues shown in Figure la . Queues are represented by two stacks, one for the front and one for the back; information is shifted from the front stack to the back stack when the back stack is empty. The queue functions only make use of the stack fields indirectly -by calling the stack functions. Although the stack and queue functions are written in an interleaved order, we would like to be able to tease the two components apart and make them separate classes, one a client of the other, as in the C++ code given in Figure lb. This paper discusses a technique by which modules (in this case C++ classes) can be identified in legacy C code. The resulting information can then be supplied t o a suitable transformation tool that maps C code to C++ code, as in the aforementioned example. Although other modularization algorithms are able to identify the same decomposition [3, 211, they are unable to handle a variant of this example in which stack and queue are more tightly intertwined (see Section 3.2). In Section 3.2, we show that concept analysis is able to group the code from the latter example into separate queue and stack modules.
Section 2 introduces contexts and concept analysis, and an algorithm for building concept lattices from contexts. Section 3 discusses a process for identifying modules in C programs based on concept analysis. Section 4 defines the notion of a concept partition.
Section 5 discusses the implementation. Section 6 concerns related work.
A Concept Analysis Primer
Concept analysis provides a way to identify sensible groupings of objects that have common attributes [20] .,
To illustrate concept analysis, we consider the example of a crude classification of a group of mammals: cats, chimpanzees, dogs, dolphins, humans, and whales. Suppose we consider five attributes: four-legged, hair-covered, intelligent, marine, and thumbed. Table 1 shows which animals are considered to have which attributes.
In order to understand the basics of concept analysis, a few definitions are required. A context is a triple C = ( O , d , R ) , where 0 and A are finite sets (the objects and attributes, respectively), and R is a binary relation between U and d. In the mammal example, the objects are the different kinds of mammals, the attributes are the characteristics four-legged, haircovered, etc. The binary relation R is given in Table 1 . For example, the tuple (whales, marine) is in 72, but (cats, intelligent) is not. In the mammal example, o({cats, chimpanzees}) = { hair-covered} and T ( { marine}) = {dolphins, whales}.
A concept is a pair of sets -a set of objects (the extent) and a set of attributes (the intent) ( X , Y ) such that Y = u ( X ) and X = T ( Y ) . That is, a concept is a maximal collection of objects sharing common attributes. In the example, ({cats, dogs}, {four-legged, hair-covered}) is a concept, whereas ({cats, chimpanzees}, {hair-covered}) is not a concept. A concept (Xo, Yo) is a subconcept of concept ( X I , Yl) if Xo E X I (or, equivalently, Yl C Yo). For instance, ({dolphins, whales}, {intelligent, marine}) is a subconcept of ({chimpanzees, dolphins, humans, whales}, {intelligent}). The subconcept relation forms a complete partial order (the concept lattice) over the set of concepts. The concept lattice for the mammal example is shown in Figure 2 .
The fundamental theorem for concept lattices [20] relates subconcepts and superconcepts as follows:
The significance of the theorem is that the least common superconcept of a set of concepts can be computed by intersecting their intents, and by finding the common objects of the resulting intersection. An example of the application of the fundamental theorem is as follows: This computation corresponds to the fact that c1 U c2 = c5 in the lattice shown in Figure 2 .
There are several algorithms for computing the concept lattice for a given context [6, 181. We describe a simple bottom-up algorithm here. An important fact about concepts and contexts used in the algorithm is that, given a set of objects X , the smallest concept with extent containing X is ( r ( u ( X ) ) , c ( X ) ) . Thus, the bottom element of the concept lattice is (.(a(@), 40) ) -the concept consisting of all those objects that have all the attributes (which is often the empty set, as in our example).
The initial step of the algorithm is to compute the bottom element of the concept lattice. The next step is to compute atomic concepts -smallest concepts with extent containing each of the objects treated as a singleton set. The atomic concepts correspond to those elements in the concept lattice reachable from the bottom element in one step. Computation of one of the atomic concepts for the mammal example is shown below: r(c({cats})) = r({four-legged, hair-covered}) 
return -1;
int* base; int* sp; int size:
return -1; sp--; return (*sp); void push(int i) { I / no overflow check sp = i; sptt; } public:
class queue { private:
public:
stack *front, *back; The algorithm then closes the set of atomic concepts under join: Initially, a worklist is formed containing all pairs of atomic concepts (c',c) 
Using Concept Analysis to Identify Potential Modules
The main idea of this paper is to apply concept analysis to the problem of identifying potential modules in legacy code. An outline of the process is as follows: Consider the stack and queue example from the introduction. In this section, we will demonstrate how concept analysis can be used to identify the module partition indicated by the C++ code in Figure 1 .
Let the objects be 60,81, ..., 6 7 , and the attributes be a~, a~, . .
.,as, where the Bi's and ai's correspond to functions and properties of functions as indicated by the tables below :
(page 3).
First, we define a context. lattice for the stack and queue example, together with a key, identifying lattice-node labels with corresponding concepts, is shown in Figure 3 .
One of the advantages of using concept analysis is that multiple possibilities for modularization are offered. In addition, the relationships among concepts in the concept lattice also offers insight into the structure within proposed modules. For example, at the atomic level, initialization functions (concepts CO and c1) are distinct concepts from other functions (con- cepts c2 and cg). The former two concepts correspond to constructors and the latter two to sets of member functions. Concept e4 corresponds to a stack module and e5 corresponds to a queue module. The subconcept relationships CO e4 and c2 5 e4 indicate that the stack concept consists of a constructor concept and a member-function concept.
Adding complementary attributes
The stack and queue example, as considered thus far, has not demonstrated the full power that concept analysis brings to the modularization problem. It is relatively straightforward to separate the code shown in Figure l a into two modules, and techniques such as those described in [3, 211 will also create the same grouping. We now show that concept analysis offers the possibility to go beyond previously defined methods: It offers the ability to tease apart code that is, in some sense, more "tangled".
To illustrate what we mean by more tangled code, consider a slightly modified stack and queue example. Suppose the functions isEmptyQ and enq have been written so that they modify the stack fields directly rather than calling isEmptyStack and push: i n t isEinptyQ(struct queue* q) { return (q->front->sp == q->front->base PP q->back->sp == q->back->base) ; } void enq(struet queue* q, i n t i) { *(q->front->sp) i ; q->front->sptt; } While this may be more efficient, it makes the code more difficult to maintain -simple changes in the stack implementation may require changes in the queue code. Furthermore, it complicates the process of identifying separate modules. If we apply concept analysis using the same set of attributes as we did above, attribute a4 ("uses fields of s t r u c t stack") now applies to isEmptyQ and enq. The context relation for the tangled stack and queue code with the original sets of objects and attributes is a s follows:
The resulting concept lattice is shown in Figure 4 .
Observe that concept c5 can still be identified with a queue module, but none of the concepts coincide with a stack module. In particular, even though the extent of CO is { i n i t s t a c k } and the extent of c2 is { isEmptyStack, push, pop}, the concept CO U c2 = c7
is not the stack concept: c7 consists of i n i t s t a c k , isEmptyStack, isEmptyQ, push, enq, and pop, which mixes the stack operations with some, but not all, of the queue operations.
The problem is that the attributes listed in Section 3.1. reflect only "positive" information. A distinguishing characteristic of the stack operations is that they depend on the fields of s t r u c t stack but not on the fields of s t r u c t queue. To "untangle" these components, we need to augment the set of attributes with "negative" information -in this case, we let be the complement of "uses fields of struct queue" (i.e., "does not use fields of s t r u c t queue"). The corresponding context is now: Figure 4 : The concept lattice (and corresponding key) for the "tangled" stack and queue example using the attributes listed in Section 3.1.
The resulting concept lattice (and corresponding key) is shown in Figure 5 . This concept lattice contains all of the concepts in the concept lattice from Figure 4 , as well as an additional concept, c4, which corresponds to a stack module. This modularization identifies isEmptyq and enq as being part of a queue module that is separate from a stack module, even though these two operations make direct use of stack fields. This raises some issues for the subsequent C-to-C++ code-transformation phase. Although one might be able to devise transformations to remove these dependences of queue operations on the private members of the stack class (e.g., by introducing appropriate calls on member functions of the stack class), a more straightforward C-to-C++ transformation would simply use the C++ friend mechanism, as shown below: its second argument (even though they had the same declared type). Attributes might then be of the form "has argument of type a" rather than simply "has argument of type int". This would prevent functions from being grouped together merely because of superficial similarities in the declared types of their arguments.
Disjunctions of attributes:
The user may be aware of certain properties of the input program, perhaps the similarity of two data structures. Disjunctive attributes allow the user to specify properties of the form ' '~1 or xa". For example, "uses fields of stack or uses fields of queue".
Any or all of these attributes could be used together in one context. This highlights one of the advantages of the concept-analysis approach to modularization: It represents not just a single algorithm for modularization; rather, it provides a framework for obtaining a collection of different modularization algorithms.
Concept and Module Partitions
Thus far, we have discussed how a concept lattice can be built from a program in such a way that concepts represent potential modules. However, because of overlaps between concepts, not every group of concepts represents a potential modularization. Feasible modularizations are partitions: collections of modules that are disjoint, but include all the functions in the input code. To limit the number of choices that a software engineer would be presented with, it is helpful to identify such partitions.
Given a context ( U , A , R ) , a concept partition is a set of concepts whose extents form a partition of U .
That is, P = { ( X o , Y o ) , . . . , (Xk-1, Y k -1 ) ) is a concept partition iff the extents of the concepts cover the object set (i.e. UX, = U ) and are pairwise disjoint (Xi n X j = 0 for i # j and Xi, Xj E P ) . In terms of modularizing a program, a concept partition corresponds to a collection of modules such that every function in the program is associated with exactly one module.
As a simple example, consider the concept lattice shown in Figure 5 . The concept partitions for that context are listed below:
PI is the atomic partition. P2 and P3 are combinations of atomic concepts and larger concepts. P4 consists of one stack module and one queue module. Ps is the trivial partition: All functions are placed in one module.
By looking at concept partitions, the software engineer can eliminate nonsensical possibilities. In the preceding example, c7 does not appear in any partition -if it did, then to what module (i.e., nonoverlapping concept) would deq belong?
An atomic partition of a concept lattice is a concept partition consisting of exactly the atomic concepts. (Recall that the atomic concepts are the concepts with smallest extent containing each of the objects treated as a singleton set. For instance, see the atomic concepts in the mammal example in Section 2.) A concept lattice need not have an atomic partition. For example, the lattice in Figure 2 does not have an atomic partition: The atomic concepts are C O , c1, c2, and cg; however, c1 and c3 overlap -the object "chimpanzees" is in the extent of both concepts.
The atomic partition of a concept lattice is often a good starting point for choosing a modularization of a program. In order to develop tools to work with concept partitions, it is useful to be able to guarantee the existence of atomic partitions. This can be achieved by augmenting a context with negative information (similar t o what we did in Section 3.2). Details of how this can be done, along with an algorithm to find all the partitions of a concept lattice, can be found in 5 Implementation and Results
~7 1 .
We have implemented a prototype tool that employs concept analysis to propose modularizations of C programs. It is written in Standard ML of New Jersey (version 109.27) in conjunction with the SmlTK interface to Tcl/Tk. It runs on a Sun Sparc under Solaris 2.5.1.
The prototype takes a C program as input and builds a context. This is fed into a concept analyzer, which builds the concepts bottom up as described in Section 2. The system's front end builds an abstract syntax tree that is annotated with type information. A context is constructed by routines that walk this structure. Default context-construction routines are provided that build contexts in which the object set is the set of all functions defined in the input program and the attribute set consists of one attribute of the form "uses the fields of s t r u c t t" for each userdefined s t r u c t type (or equivalent typedef) in the input program.
The examples in this paper were analyzed by the implementation. We have begun t o investigate larger examples. In particular, we have used the prototype tool on the SPEC 95 benchmark go ("The Many Faces of Go"). The program consists of roughly 28,000 lines of C code, 372 functions, and 8 user-defined data types. The concept lattice for the fully complemented context associated with these functions and data types consists of thirty-four concepts and was constructed in 30 seconds of user time (on a SPARCstation 10 with 64MB of RAM). The partitioner identified 63 possible partitions of the lattice in roughly the same amount of time.
5.1
Case study: chull .c chull . c is a program taken from a computationalgeometry library that computes the convex hull of a set of vertices in the plane. The program consists of roughly one thousand lines of C code. It has twenty-six functions and three user-defined s t r u c t data types: tVertex, tEdge, and tFace, representing vertices, edges, and faces, respectively. The context fed into the concept analyzer consisted of the twentysix functions as the object set, six attributes ("uses fields of t v e r t e x " , "does not use fields of tvertex", etc.), and the binary relation indicating whether or not function f uses fields of one of the s t r u c t types. The concept analyzer built twenty-eight concepts and the corresponding lattice in roughly one second of user time. The partitioner computed the 153 possible partitions of the concept lattice in roughly two seconds.
The atomic partition groups the functions into the eight concepts listed in Table 2 . This partition indicates that the code does not cleanly break into three modules (e.g., one for each s t r u c t type). However, assuming that the goal is to transform c h u l l . c into an equivalent C++ program, the eight concepts do suggest a possible modularization based on the three types: Concepts 2, 3, and 4 would correspond to three classes, for vertex, edge, and face, respectively; concept 1 would correspond to a "driver" module; and the functions in concepts 5 through 8 would form four "friend" modules, where each of the functions would be declared to be a f r i e n d of the appropriate classes.
Alternatively, one could group concepts 2-8 into a polyhedron class with nested vertex, edge, and face classes. Concept 1 would still represent a "driver" module. This possibility corresponds to one of the non-atomic partitions.
Related Work
Because modularization reflects a design decision that is inherently subjective, it is unlikely that the modularization process can ever be fully automated. Given that some user interaction will be required, the concept-analysis approach offers certain advantages over other previously proposed techniques (e.g., [ll, 5, 13, 12, 2]), namely, the ability to "stay within the system" (as opposed to applying ad hoc methods) when the user judges that the modularization that the system suggests is unsatisfactory. If the proposed modularization is on too fine a scale, the user can "move up" the partition lattice. (See Section 4.)
If the proposed modularization is too coarse, the user can add additional attributes to generate more concepts. (See Section 3.) Furthermore, concept analysis really provides a family of modularization algorithms: Rather than offering one fixed technique, different attributes can be chosen for different situations.
The reader is referred t o [2, pp. 27-32] for an extensive discussion of the literature on the modularization problem. In the remainder of this section, we discuss only the work that is most relevant to the approach we have taken. less powerful analysis. They also propose that the user intervene with ad hoc adjustments if the results of modularization are unsatisfactory. As explained above, the concept-analysis approach can naturally generate a variety of possible decompositions (i.e., different collections of concepts that partition the set of objects).
The concept-analysis approach is more general than that of Canfora et al. [3] , which identifies abstract data types by analyzing a graph that links functions to their argument types and return types. The same information can be captured using a context, where the objects are the functions, and the attributes are the possible argument and return types (for example, attributes aO, . . . , a3 in the attribute table in Section 3.1). By adding attributes that indicate whether fields of compound data types are used in a function, as is done in the example used in this paper, conceptanalysis becomes a more powerful tool for identifying potential modules than the technique described in [3].
The In most of the approaches mentioned above, spurious links arise from a function that accesses several global variables of different types. The work described in [ll, 5, 12, 21, 21 will all stumble on examples that exhibit spurious links. In our approach, an analogous kind of spurious link arises due to functions that access internal fields of more than one s t r u c t . An example is found in the tangled-code example discussed in Section 3.2, where the enq function uses the fields of both s t r u c t s t a c k and s t r u c t queue. The additional discriminatory power of the concept-analysis approach is due to the fact that it is able to exploit both positive and negative information. There has been a certain amount of work involving the use of cluster analysis to identify potential modules (e.g., [8, 1, 9, 21) . This work (implicitly or explicitly) involves the identification of potential modules by determining a similarity measure among pairs of functions. We are currently investigating the link between concept analysis and cluster analysis.
Concept analysis has been applied to many kinds of problems. Concept analysis was first applied to software engineering in the NORA/RECS tool, where it was used to identify conflicts in software-configuration informat ion [ 181.
Contemporaneously with our own work, Lindig and Snelting [lo] and Sahraoui et al. [15] independently explored the idea of applying concept analysis to the modularization problem. In both of these studies, the context relations used for concept analysis relate each function of the program to the global variables accessed by the function.
The results reported by Lindig and Snelting on two case studies of small to medium-sized Fortran and Cobol programs are not encouraging. In both cases, the concept lattice that resulted did not identify any useful ways to decompose the program into modules.
However, we believe that the results achieved by our approach to using concept analysis are more promising than those of Lindig and Snelting and Sahraoui et al. This is due to several factors:
The languages on which the techniques were applied -i.e., Fortran and Cobol (in the case of Lindig and Snelting) versus C. The C-to-C++ conversion problem is a variant of the modularization problem that has more structure than Fortran-to-X and Cobol-to-X conversion/modularization problems. In particular, the C program's struct types serve as a natural starting point for the C++ program's classes. Lindig and Snelting and Sahraoui et al. use context relations that relate each function of a program to the global variables accessed by the function. In our work, context relations relate each function of a program to (i) the fields of userdefined struct types that the function accesses, (ii) the types of sub-expressions that occur within the function, and (iii) the complements of (i) and (ii).
In our work, we employ negative information (e.g., "attributes of the form f does not use fields of struct t"). This allows the concepts identified to be based not only on the similarities between functions, but also on their differences.
