ABSTRACT Network function virtualization (NFV) is a new network architecture framework that implements network functions in software running on a pool of shared commodity servers. NFV can provide the infrastructure flexibility and agility needed to successfully compete in today's evolving communications landscape. Any service is represented by a service function chain (SFC) that is a set of VNFs to be executed according to a given order. The running of VNFs needs the instantiation of VNF instances (VNFIs) that are software modules executed on virtual machines. This paper deals with the migration problem of the VNFIs needed in the low traffic periods to turn OFF servers and consequently to save energy consumption. Though the consolidation allows for energy saving, it has also negative effects as the quality of service degradation or the energy consumption needed for moving the memories associated to the VNFI to be migrated. We focus on cold migration in which virtual machines are redundant and suspended before performing migration. We propose a migration policy that determines when and where to migrate VNFI in response to changes to SFC request intensity. The objective is to minimize the total energy consumption given by the sum of the consolidation and migration energies. We formulate the energy aware VNFI migration problem and after proving that it is NP-hard, we propose a heuristic based on the Viterbi algorithm able to determine the migration policy with low computational complexity. The results obtained by the proposed heuristic show how the introduced policy allows for a reduction of the migration energy and consequently lower total energy consumption with respect to the traditional policies. The energy saving can be on the order of 40% with respect to a policy in which migration is not performed.
I. INTRODUCTION
Network Function Virtualization (NFV) is emerging as a new network architecture that uses standard IT virtualization techniques to consolidate many network equipment types onto industry standard high volume servers [1] . The service functions are virtualized and executed on Virtual Network Function Instances (VNFIs), that are Virtual Machines running in Commercial-Off-the-Shelf (COTS) servers. The virtualization makes service deployment more flexible and scalable. The efficiency of a network, however, closely depends on the placement of the VNFIs as well as the routing of service function chains (SFCs), characterizing a set of service functions to be executed for a packet flow. For this reason efficient algorithms have to be introduced to determine where to instantiate the VNFIs and to route the SFCs by choosing the network paths and the VNFIs involved. The algorithms have to take into account the limited resources of the network links and servers and pursue objectives of load balancing, energy saving and recovery from failure [2] . The task of placing SFC is closely related to virtual network embeddings [3] and may, therefore, be formulated as an optimization problem, with a particular objective. The main proposed solutions are discussed in [2] . For instance Moens and Turck [4] formulate the SFC placement problem as a linear optimization problem that has the objective to minimize the number of active servers. The optimization problem and an heuristic have been also introduced in [5] where the processing resource in terms of the number of cores assigned to each VNFI is also evaluated.
In this paper we consider situations when VNFI placement needs to be changed as traffic demands change over time. Such change of placement, called VNFI migration, is desirable for several reasons. Function instances may be migrated to new locations to adapt to changing traffic patterns. Also VNFI consolidation in fewer servers can provide significant energy savings by consolidating the VNFIs in the minimum number of servers. Such migration can be either hot or cold. Hot (or ''live'') migration [6] is performed while the network operation is on going. As such the main concern for hot migration is to minimize the QoS degradation that may be incurred while moving VNFIs. We have proposed a hot migration policy in [7] aiming at minimizing the total cost taking into account both the energy consumption and the reconfiguration costs characterizing the QoS degradation.
This paper deals with migration policies for the case of cold migration [8] in which the virtual machines are suspended before performing migrations. This type of migration can be easier to perform, even if it can be quite disruptive for on going traffic. Its application is implemented in cloud environments with redundancy support in which each virtual machine is replicated. The main concern is, therefore, not QoS degradation during migration but rather the energy consumed during the migration for transferring the memory associated with migrated virtual machines. The cold migration mechanism is already widely implemented in systems for the management of virtual machines. For instance VMware [9] allows for the cold migration of virtual machines.
This work is an extension of the paper [10] , in which we defined and investigated two policies whose aim is the minimization of the total energy. The first one, referred to as Global Policy and based on the application of Markov Decision Process (MDP), allows for the minimization of the total energy in cycle-stationary traffic scenarios and is applicable to the case in which the entire traffic profile is known. The second one, referred to as Local Policy, is applicable in traffic scenarios in which the knowledge of the actual traffic only is assumed. The main differences between the two papers are twofold:
• a new global policy based on the application of the Viterbi algorithm is introduced to minimize the total energy consumption in cycle-stationary traffic scenarios; the advantages of the proposed heuristic based on the Viterbi algorithm allows for a reduction of the computational complexity with respect to the solution based on the Markov Decision Processes and reported in [10] ;
• an energy-aware VNFI migration problem is formalized and solved for a small network; moreover its performances are compared to the ones obtained with the application of the heuristic based on the Viterbi algorithm; The paper is organized as follows. Section II introduces the problem of the energy consumption minimization in NFV architectures. The network model and the main assumptions are mentioned in Section III. In Section IV, the Integer Linear Programming (ILP) formulation of the the Energy-Aware VNF Instance Migration Problem (EVIMP) is reported. The proposed heuristic, based on the Viterbi algorithm is illustrated in Section V. The main numerical results are shown in Section VI. Finally the main conclusions and future research items are discussed in Section VII.
II. PROBLEM OF THE ENERGY CONSUMPTION MINIMIZATION IN NFV ARCHITECTURES
Network Function Virtualization (NFV) involves the instantiation of Virtual Network Function Instances (VNFIs) in order to execute Virtual Network Functions (VNFs) belonging to Service Function Chains (SFCs) [11] , [12] . We assume the case in which each VNFI is executing one VNF of a given type (e.g., a virtual firewall, or a load balancer) and the resources (cores, RAM memory,...) assigned to it are shared among more SFCs. The problem of SFC routing and allocation of resources to VNFIs has been investigated in [5] where the formulation of the optimization problem is given. Due to the complexity of the problem, the Maximizing the Accepted SFC Requests Number (MASRN) heuristic has been proposed whose outputs are the routing of SFC and the resource dimensioning of the Virtual Machines associated to the VNFIs. At the end of the application of the MASRN, a logical network is identified in which the nodes are the VNFIs and the links identify which VNFIs are interconnected. This logical network is embedded in the physical network and the MASRN establishes in which physical paths the logical links are routed.
We show in Fig. 1 an example of SFC routing and resource dimensioning. A three levels datacenter network [13] composed by eight servers, eight switches and two routers is considered. Two SFCs are considered in Fig. 1 .a. The first one shows that packets need to be processed through two functions: Firewall and VPN Encryption, in that order. The second one involves the execution of a Firewall function only.
To support the two SFCs, two VNFI are instantiated by activating the VMs VM FW 1 and VM EV 8 in the servers S 1 and S 8 respectively. We illustrate in Fig. 1 .b the routing of the two SFCs considered. The first one uses the memory and processing resources of VM FW 1 and VM EV 8 for the running of the FW and EV VNFs respectively. The second one uses the resources of VM FW 1 only. The memory amount and the number of cores allocated to the VMs are also shown in Fig. 1 .b. In particular two and three cores have been allocated for VM FW 1 and VM EV 8 while we assume that the number of cores available in each server is four.
In order to save energy, server consolidation procedures can be activated in low traffic periods when the needed bandwidths and processing resources decreases. As shown in Fig. 1 .c, this decrease may lead to the need to allocate only one and two vcores to VM FW 1 and VM EV 8 respectively. We illustrate in Fig. 1 .d how the migration of the VM FW 1 in server S 8 leads to the advantage of switching off the server S 1 .
VNFI consolidation as shown in the above example, allows for energy consumption saving, unfortunately it involves reconfiguration costs. For this reason sometimes migration could not be recommended or only some migrations should be performed. The investigation of migration policy has been carried out in [7] in the case of hot migration of Virtual Machines. In this case the downtime is minimized with successive stop and copy operations [6] and the main objective is to minimize the QoS degradation due to the bit loss occurring during the downtime.
In this paper we investigate policies in the case of cold migrations where the virtual machine is suspended before performing the migration and high migration times are involved; in this scenario QoS degradation is not the main concern because this type of migration is only applied in case in which the virtual machines are redundant and the switching off of one of them does not impact on the Quality of Service. Conversely the main concern in this scenario is the energy consumption due to transferring the bit of the memory allocated to the migrating virtual machines. This energy consumption characterizes the reconfiguration costs to be taken into account when migration policies, minimizing the total energy cost, have to be identified.
III. NETWORK AND TRAFFIC MODEL
Next we introduce the main terminology used to represent the physical network, VNF and the SFC traffic request [14] .
A. PHYSICAL NETWORK
We represent the physical network as an directed graph G PN = (V PN , E PN ) where V PN and E PN are the sets of physical nodes and links respectively. The set V PN of nodes is given by the union of the three node sets:
• V PN A : set of access switches of the network where the SFCs are originating and terminating;
• V PN R : set of switches of the network except the access switches;
• V PN S : set of servers nodes. The server nodes and links are characterized by:
• N core w : processing capacity of the server node w ∈ V PN S in terms of number of cores available;
• N mem w : memory capacity of the server node w ∈ V PN S in terms of number of gigabytes available;
• C i,j : bandwidth of the physical link (i, j) ∈ E PN with i, j ∈ V PN ;
B. VNF INSTANCE GRAPH
We assume that F types of VNFs can be provisioned as firewall, IDS, proxy, load balancers, · · · . We denote with 
The application of an SFC routing algorithm during the Peak Hour Interval leads to identify a logical graph G VNFI = (V VNFI , E VNFI ) embedded in the physical graph. The nodes of the set V VNFI are the VNFIs and the links of the set E VNFI provide information about the VNFI connected. In particular the set V VNFI is given by the union of V VNFI A and V VNFI F denoting the set of access and VNFIs nodes respectively. In particular the set V VNFI A of access nodes is fictitious logical nodes to be mapped in the access nodes of the network in which the SFCs are originating and terminating. The introduced graph will be characterized by parameters whose values are dependent on the traffic state T h (h = 0, 1, · · · , N − 1).
C. TRAFFIC MODEL
Though the optimal problem can be defined in general traffic scenarios, we focus its definition in cycle-stationary traffic conditions. In fact, it is well known that in data-center and backbone networks traffic matrices exhibit strong diurnal patterns and are typically cycle-stationary [15] , [16] , [17] . We denote with N the number of stationary intervals after which the same traffic characteristic occurs again. We denote the duration of a stationary interval with T and we assume that in the h-th (h = 0, 1, · · · , N − 1) stationary interval the traffic state T h occurs. The state T h characterizes the traffic in the h-th stationary interval between the Virtual Machines implementing the VNFI. Typically, the number of intervals N is equal to 24 and its duration T is 1 hour.
Next we will assume that the traffic state T 0 corresponds to the Peak Hour Interval (PHI) in which the offered traffic is maximum.
IV. ILP FORMULATION OF THE ENERGY-AWARE VNF INSTANCE MIGRATION PROBLEM (EVIMP)
When traffic reduction occurs, the VNF Instance can be dimensioned with a number of cores lower than the one evaluated during the Peak Hour Interval and consolidation techniques can be applied by migrating VNFIs so as to occupy fewer servers and to save power consumption. The migration can be performed when the VNFIs are supported by Virtual Machines (VM) but at the price of increasing the energy consumption when the memory associated to the VMs are moved. This migration energy may impact the total energy consumption, thus we need VNFI migration policies that allows to minimize it and, consequently, to find a right compromise between energy saving due to consolidation and the energy consumed for the migration.
The main parameters considered in the EVIMP are: • vw , it assumes the value 1 if the access node v ∈ V VNFI A has to be mapped in the physical access node w ∈ V PN A ; otherwise its value is 0. The solution to the optimization problem is characterized by two types of variables: the first ones are related to the mapping of the VNFI graph in the network graph of the cyclestationary period, whereas the second group is formed by the variables related to the server state and the VNFI migration.
The variables of the first group are:
• λ h vw , binary variable assuming the value 1 if the VNFI node v is embedded in the server node w in the state T h (h = 0, 1, · · · , N − 1); otherwise its value is zero;
ij , binary variable assuming the value 1 if the virtual link d is routed on the physical network link (i, j) in the state T h (h = 0, 1, · · · , N − 1); otherwise it is zero. The variables of the second group are:
• σ h w , binary variable assuming the value 1 if the server node w is turned on in the state T h (h = 0, 1, · · · , N −1); otherwise its value is zero;
• ξ h v , binary variable assuming the value 1 if the node v is migrating when a state change from T (h−1) mod N to T h occurs; otherwise its value is zero;
• ρ h w , binary variable assuming the value 1 if the server node w is switching off when the traffic state changes from T (h−1) mod N to T h ; otherwise its value is zero; The introduced variables have to satisfy the following constraints of the optimization problem: 
In particular constraint (1)- (2) guarantee that each VNFI and each virtual link are assigned to exactly one server node and one network path respectively. Expression (3) establishes conservation flow constraints. Moreover constraints (4)- (5) guarantee that the total number of the cores and the amount of memory occupied by the VNFIs assigned to the server node w ∈ V PN S are smaller than or equal to the available number N core w of cores and the amount N mem w of memory respectively. Constraint (6) guarantees that the total bandwidth carried by the physical network link (i, j) ∈ E PN is lower than its capacity C ij . Constraint (7) establishes that any server is turned on when it hosts at least one VNFI. Constraint (8) establishes that a VNFI is migrating when it is not hosted in the same server in two consecutive traffic states T (h−1) mod N and T h . Finally constraint (9) establishes that the server w is switched off when it is turned on in the state T (h−1) mod N and turned off in the state T h .
In the formulation of the Optimal EVIMP, the objective function to be minimized is the total energy consumption E tot in the cycle-stationary interval given by the following expression:
wherein:
• E h con is the consolidation energy in the h-th stationary interval; it characterizes the energy consumed by the servers to execute the VNFIs;
• E h mig is the migration energy during the traffic state change from T (h−1) mod N to T h ; it characterizes the energy consumed to move the memory from a server to another one when any VNFI is migrated. For the evaluation of E h con and E h mig , we assume that all of the servers are equipped with the same amount N c of cores. Furthermore we also assume a linear model [18] of the server power consumption versus the traffic handled by the server.
A fixed power contribution is also considered when traffic is absent. Hence we assume the following expression of the power consumption P: (11) wherein P max is the maximum server power consumption, a is the ratio of the baseline power to the maximum power and A p is the average number of packets handled by the switch. The energy consumption E h con is composed by two components: i) the static one E h con,f represented by the fixed energy consumption related of only server turned on in the states
represented by the variable energy consumption of the VNFIs that depends on the traffic load during the different traffic states.
The assumption of linear server power consumption model allows us to write the following expressions for E h
where T denotes the duration of a time interval, D is the migration time in which the VNFI is not working, L p is the packet length and t proc v is the processing time of the packets handled by the VNFI v ∈ V VNFI F . The migration energy E h mig occurring during the state transition from T (h−1) mod N to T h is due to the moving of memories of VNFIs when these ones are migrated. The migration energy E h mig could be characterized by the sum of two components: i) the first one E h mig,m is the energy consumption dependent on the total memory amount that has to be transferred when a mapping change occurs; ii) the second one E h mig,f is a fix energy component involved when a server is switched off and it is due to the fact that the server has to remain turned on during the migration time D to allow for the migration of the VNFIs migrating. Hence we can write:
where L agg is the packet length of the flows carrying the memories and t agg is the processing time of the packets containing the memory bits. The term 2 appearing in the expression of E h mig,m is due to the fact that the migration energy is consumed in both servers involved in the migration. To prove that EVIMP is strongly NP-hard it is sufficient to consider the case of one stationary interval (N = 1) and infinite link bandwidth. In such a case the EVIMP reduces to the Multi-dimensional Bin Packing Problem that Speitkamp and Bichler [19] , Garey and Graham [20] have shown to be strongly NP-hard.
V. ENERGY CONSUMPTION AWARE MIGRATION HEURISTICS
We provide an heuristic whose objective is to determine a mapping to be applied in each traffic state. A mapping defines in which servers the VNFIs of the set V VNFI are instantiated and in which network paths the virtual links belonging to the set E VNFI are routed. The heuristic, referred to as Migration Energy Aware VNFI Reconfiguration (MEAVR), assumes that the mappings applied in the various traffic states are chosen from an a-priori determined set . We also assume that the set is selected containing the mappings is the mapping to be applied in the traffic state T i (i = 0, 1, · · · , N − 1). The set opt is chosen so as to minimize the total (consolidation and migration) energy in a cycle-stationary period. We show how the solution of the heuristic consists in evaluating a least cost cyclic path in a multi-stage graph. A low computational complexity methodology to solve the problem and based on the Viterbi algorithm is described in Subsection V-B.
A. MIGRATION ENERGY AWARE VNFI RECONFIGURATION (MEAVR) HEURISTIC
The determination of the set opt in the MEAVR heuristic can be accomplished by solving a least cost cyclic path problem in the multi-stage graph G MEAVR shown in Fig. 2 and organized in N stages numbered from 0 to N − 1. The i-th stage contains n i nodes, whose the generic one is named v i,j (i = 0, · · · , N −1; j = 1, · · · , n i ). The number n i of nodes in each stage is equal to the number of mappings belonging to the set and admissible for the traffic state T i . In particular a mapping is said to be admissible for a traffic state when the instantiation of the VNFI and the routing of the virtual links in the network do not lead to overcome the server processing capacities and the link bandwidth respectively. A node v i,j of the multi-stage graph is characterized by:
• a mapping v i,j belonging to the set and admissible for the traffic state T i ;
• the consolidation energy c i,j given by the consumed energy by the servers when the mapping v i,j is applied; An edge (v i,j , v (i+1) mod N ,k ) of the multi-stage graph characterizes a migration and consequently a mapping change from v i,j to v (i+1) mod N ,k . The edge is labeled with the migration energy e k i,j . The values of c i,j and e k i,j can be determined by the expressions (12) and (13) The MEAVR heuristic operates according to the following steps:
• the multi-stage graph is built by evaluating the admissible mappings; the consolidation energy c i,j (i = 0, · · · , N − 1; j = 1, · · · , n i ) and the migration energy e k i,j (i = 0, · · · , N − 1; j = 1, · · · , n i ; k = 1, · · · , n (i+1) mod N ) are also evaluated;
• the least cost cyclic path in the graph is evaluated by taking into account that the cost of a path is given by the sum of the consolidation and migration energy of the nodes and edges crossed respectively. Finally the mappings associated to the nodes of the least cost cyclic path identify the migration policy. We show an application of the MEAVR heuristic in Fig. 3 . The cycle-stationary period is characterized by three stationary intervals denoted as T 0 , T 1 and T 2 . The mapping minimizing the conservation energy for these states are named 0 , 1 and 2 respectively. We report the multi-stage graph in Fig. 3 in which the number of admissible mappings for the traffic states T 0 , T 1 and T 2 equals 1, 2 and 3 respectively. Inside the nodes v 0,0 , v 1,1 , v 1,2 , v 2,1 , v 2,2 and v 2,3 we report the corresponding mapping and the consolidation energy values when the mapping is applied. Each link is labeled with the migration energy needed to perform the corresponding mapping change. Once built the multi-stage graph, the least cost cyclic path can be computed to achieve the migration policy minimizing the total energy in a cyclestationary period. The path is shown in Fig. 3 with thick lines and it involves a migration policy characterized by the mappings 0 , 0 and 1 to be applied in the states T 0 , T 1 and T 2 respectively. The total energy of the migration policy equals the path cost that is 24.
Finally we conclude by discussing about the complexity of the MEAVR heuristic. Because the determination of a least cost cyclic path can be reduced to the one of a shortest path, we can affirm that the complexity is the one of the Dijkstra algorithm that in the worst case is applied in a graph with N 2 nodes and N 3 links. It follows that if the candidate list in the Dijkstra algorithm is implemented with a binary heap [21] , the computational complexity of the MEAVR heuristic is O (N 3 logN ) . This complexity is much lower than the one involved when the migration policy is achieved by applying the Markov Decision Processes [22] .
B. SOLUTION OF MEAVR HEURISTIC BASED ON VITERBI ALGORITHM
Usually the peak traffic state (T 0 ) is characterized by one admissible mapping only ( 0 ); the remaining mappings
are not admissible in general because they are evaluated in lower traffic conditions and involve the switching off of some servers; this switching off does not allow the support of the peak traffic state without overcoming the server processing capacities and link bandwidth.
When only one mapping is admissible for the traffic state T 0 , a simplified solution can be provided for the MEAVR heuristic. It is based on the application of the Viterbi algorithm [23] . A fictitious stage is introduced in the multistage graph of 
for j = 1, 2, · · · n i do 5: Notice that the cost achieved does not include the consolidation cost of the node v i,j . In these step of the algorithm, the node before v i,j in the least cost path from v 0,1 is also evaluated. Such a node is denoted as (v i,j ). This operation is needed at the end of the algorithm to identify the nodes of the least cost path from v 0,1 to v N ,1 . In particular the mappings contained in the nodes of this path characterize the migration policy minimizing the total energy. These mappings are stored in the list L (lines [10] [11] [12] [13] [14] [15] .
Finally the outputs of the algorithm are: the list L of the mappings and the minimized total energy u N ,1 of the migration policy.
We show in Fig. 3 the application of the Viterbi algorithm for the case of Fig. 5 . The dotted arrows are starting from the nodes v i,j (i = 0, · · · , N ; j = 1, · · · , n i ) and they are directed towards the node (v i,j ). The arrows are labeled with the cost of the least cost path from v 0,1 to v i,j . The least cost path from v 0,1 to v N ,1 is achieved by following back the dotted arrows starting from the node v N ,1 . In such a way the migration policy minimizing the total energy is characterized by the mappings 0 , 0 and 1 with a total energy equal to 24.
Finally we conclude with the complexity of the Viterbi algorithm that is equal to O(N 3 ) [23] .
VI. NUMERICAL RESULTS
We will verify the effectiveness of the VNFI migration policy introduced in Section V. A given number N SFC of SFC requests is generated, each one randomly selected from the ones illustrated in Fig. 6 : all of SFCs are composed by two access nodes and in addition we can have one Firewall (FW) only (Fig. 6.a) , one FW and one Intrusion Detection System (IDS) (Fig. 6.b) and one FW, one IDS and one Encryption VPN (EV) (Fig. 6.c) . We also assume that the SFC handles traffic flows of packet length equal to 1500 bytes. The evaluation is carried out according to the data reported in [24] where commercial appliances are used with the values of 120 µs, 160 µs and 82.76 µs for the packet processing times of the FW, IDS, EV VNFs respectively. The bandwidth of each SFC in the peak traffic state (T 0 ) is selected among the values of the set [100Mbps, 150Mbps, 200Mbps, 250Mbps, 300Mbps] according to a Zipf distribution [25] . The SFC routing and the dimensioning of the VNFI in terms of cores are performed during the PHI by using the Maximizing the Accepted SFC Requests Number (MASRN) algorithm proposed in [5] . We evaluate the effectiveness of the introduced VNF migration policies in the case in which a cycle-stationary traffic scenario with N intervals and where the peak bandwidth of the SFCs offered is modulated by the scale factor τ i in the i-th interval (i = 0, · · · , N − 1) chosen according to the classical sinusoidal trend and given by the following expression:
where τ 0 = 1 and τ N 2 = τ min denote the scale factors in the peak and least traffic conditions respectively. We assume that the servers are characterized by a maximum power P max equal to 1000 W [7] and an idle power P idle equal to a times the maximum power P max where the parameter a characterizes how much the server power is dependent on the handled traffic; its value can vary from 0 to 1 where a = 1 corresponds to the case of server with no rate adaptive power consumption, while a = 0 corresponds to that of servers in which the idle power consumption is zero and consequently dependent on the handled traffic only.
The set of mappings chosen a-priori and introduced in Section V is composed by the elements
is evaluated by applying the VNFI Mapping Minimizing the Power Consumption (VMMPC) consolidation algorithm illustrated in [7] during the interval in which the traffic is characterized by the scale factor τ i . The VMMPC algorithm, starting from the mapping evaluated by the MASRN algorithm, determines VNFI migrations so as to minimize the number of turned on servers and consequently the power consumption.
First of all we compare the performance of the MEAVR heuristic introduced in Section V to the one achieved by solving the optimization problem introduced in Section IV. The results of the ILP formulation are achieved by using the CPLEX solver. The performance comparison has been carried out on a machine characterized by 3.40 GHz Intel i7-3770 processor and by an 8 GB memory. Due to the high computational complexity of the optimal problem, we consider the small network of Fig. 1 composed by eight servers and ten switches. The third level switches are access nodes in which the SFCs are originated and terminated. 40 Gbps links are considered except the links connecting the server whose the bit rate is equal to 10 Gbps. The servers are equipped with 48 cores each one. They are characterized by a value equal to 0.4 of the parameter a. We consider N SFC = 95 SFCs each one characterized by the graph reported in Fig. 6 .b and composed by two access node, one FW and one IDS. We assume cycle-stationary traffic of parameters τ min = 0.2 and N equal 8. The migration time D is set to 10 sec. We report in Fig. 7 the total energy in a cycle-stationary period as a function of the memory size M to be migrated. The MEAVR heuristic and the optimization results are compared for values of the aggregation time t agg of the memory packet equal to 1.6 µs and 3.2 µs. Due to the high complexity of the optimization problem, we report a relaxed solution for the CPLEX solver with a percentage error lower than 15%. We also report in 7 the results achieved by applying the heuristic proposed in [7] and based on the application of the Markov Decision Processes. From Fig. 7 we can see how the results of the proposed MEAVR algorithm and the optimization ones are near. For instance in the case of t agg = 1.6µs and M = 670Mb, the total energy values equal 18562 Wh and 17863 Wh respectively. We also verify from Fig. 7 that the results of the MEAVR and Markovian heuristics are the same but with the advantage of a lower computational complexity of the MEAVR heuristic.
Next we evaluate the effectiveness of the migration policy D glo introduced in Section V. We compare it to the following three migration policies:
• local policy D loc : it is a simple policy based on a cost minimization in each stationary interval and decides the mapping to be applied without taking into account future migration energies; its operation mode is similar to the one proposed in [24] ; when traffic state changes from T i to T i+1 the algorithm chooses as mapping to be applied in the state T i+1 the admissible one minimizing the difference between the migration energy and the consolidation energy saving involved in a transition from the mapping applied actually in the state T i ;
• Never Change policy D nc : it is a policy in which the only mapping 0 is applied and the migration energy is absent; the mapping 0 is the one obtained by the application of the VMMPC algorithm during the PHI; it is admissible for all of the traffic conditions and for this reason it is chosen as mapping of the policy D nc .
• Always Change policy D ac : it is a policy that applies the least power consumption admissible mapping during each traffic state T i (i = 0, 1, · · · , N − 1); notice how the policy D ac allows for the minimization of the consolidation energy consumption at the expense of the migration energy. The performance comparison of the migration policies D glo , D loc , D nc and D ac are evaluated in a 10-ary fat tree network topology [26] . The network connects 250 servers. 40 Gbps links are considered except the links connecting the server to the rack switches whose the rate is equal to 10 Gbps. The 250 servers are equipped with 48 cores each one. We consider the case in which N SFC = 2750 SFCs are generated; the SFCs are originated and terminated from the core switches of the fat tree network. We report in Fig. 8 the total energies in a cycle-stationary interval of the policies D glo , D loc , D nc and D ac as a function of the memory size M associated to each VNFI. We have assumed the same size M for all of the service functions. The traffic profile is characterized by the factor scales expressed by Eq. (14) in which N and τ min are chosen equal to 24 and 0.05 respectively. The migration time D is set equal to 10 sec, the memory packet length L agg is equal to 1500 bytes and the processing time t agg of each memory packet is assumed to be 1.6µs. Two sets of curves are reported in Fig. 8 for values of the parameter a equal to 0.4 and 0.7. From Fig. 8 We report in Figs 9-10 the consolidation and migration energies for the the case a = 0.4 respectively. Fig. 9 confirms how the the policy D ac minimizes the consolidation energy. This minimization is paid with an increase in migration energy as shown in Fig. 10 .
Finally we report in Fig. 11 the percentage energy saving of the policy D glo with respect to the policy D nc . This index characterizes the energy saving that the application of a migration energy aware VNFI migration technique allows us to achieve with respect to the case in which migrations of VNFIs is not implemented. We show in Fig. 11 the percentage energy saving as a function of the memory size M for values of the parameter a varying from 0.3 to 1. From Fig. 11 we can do the following remarks: i) the energy saving decrease versus the memory size is due to the increase in energy needed to migrate the VNFIs that consequently leads the policy D glo to limit the migrations and to approach the operation mode of the policy D nc ; ii) when the servers are less rate adaptive in power consumption (the value of a is decreasing), the energy saving decreases because the component of fixed power consumption of the servers is smaller and consequently the migration of VNFIs is less effective in reducing the power consumption.
VII. CONCLUSIONS
The aim of this paper is to propose migration policies that establish when and where cold migrations of VNFIs have to be accomplished so as to minimize the total energy characterized by the sum of the consolidation and migration energies occurring when the VNFIs are moved from the initial location. We have given the ILP formulation of the optimal problem and proposed the simple MEAVR heuristic based on the Viterbi algorithm. We have shown how the MEAVR heuristic is characterized by total energy values near to the optimization results. Finally by applying the MEAVR heuristic we have verified how the proposed migration policy allows for percentage energy saving that can reach the 40% with respect to the solution in which migrations are not performed. 
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