We set up and solve a recursion relation for all even moments of a two-dimensional stiff polymer (Porod-Kratky wormlike chain) and determine from these moments a simple analytic expression for the end-to-end distribution applicable for all persistence lengths.
I. INTRODUCTION
In a recent note [1] , two of us found a new recursion relation for the even moments of the end-to-end distribution of stiff polymers in D dimensions and used the resulting moments of high order to construct an simple analytic distribution function for the end-to-end distance r = R/L. For large reduced persistence lengths ξ/L, the result agrees well with perturbative and Monte Carlo results of Wilhelm and Frey [2] , for smaller ξ/L with the random chain distribution including the weak-stiffness corrections of Ref. [3] .
Recently, Dahr and Chaudhuri [4] have pointed out the existence of an interesting dip structure in for two dimensions at intermediate ξ-values if one plots the radial distribution density p(ξ, r) ≡ P (ξ, r)/r with the normalization 1 0 r dr p(ξ, r) = 1. In the usual plots of P (ξ, r), this feature is hidden by the extra r-factor. It is interesting to see how this dip can be accommodated by a simple analytic approximation of the type found in Ref. [1] . The three parameters used in the three-dimensional plots will obviously not be sufficient to reproduce the dip. In this paper we solve this problem and find an analytic expression which fits excellently high-precision Monte Carlo data using the even moments obtained in Ref. [5] [6] [7] in D dimensions. To make this paper self-contained we briefly summarize the derivation.
The end-to-end distribution function of a stiff polymer in two dimensions is given by the path integral [7] 
with the bending energy
where u(s) = (cos θ(s), sin θ(s)) are the direction vectors of the polymer links, and κ is the stiffness which defines the persistence length ξ ≡ 2κ/k B T . Due to the presence of the δ-function in the integrand, the path integral is not exactly solvable. It is, however, easy to find arbitrarily high even moments for the radial distribution of the endto-end distribution. The interesting dip structure is ob-
In the sequel, we shall emphasize the stiffness dependence of p(R/L) by including ξ/L in the argument and discussing p(ξ/L, R/L). For brevity, we shall also go to natural length units where L = 1. The even moments of the end-to-end distribution are then given by the integrals
These moments can be obtained from the coefficient of λ 2n /2 2n (2n)! in the expansion, in powers of λ, of an integral 4) evaluated at the euclidean time τ = ξ. The wave function ψ(θ, τ ; λ) is a solution of the Schrödinger equation on the circle in euclidean time with a potential V (θ) = (λ/2) cos θ (see Refs. [5] [6] [7] ):
The function f (L; λ) has a spectral representation
where the ϕ (l) (θ) are arbitrarily normalized eigensolutions of the time-independent interacting Schrödinger equationĤϕ
We calculate these by perturbation theory, starting from the eigenstates |l of
Note that the ground state wave function is not normalized to unity on purpose, for later convenience. Now we set up a recursion scheme for the expansion coefficients γ 
2)
The procedure is described in [1, 8] . The properties of the unperturbed system determine the initial conditions at λ = 0 for the recursion:
To proceed, we need the the matrix elements of the perturbing HamiltonianĤ I in the unperturbed basis, which are simply n|Ĥ I |n1 = λ/2. Inserting the expansions (2.2) into the Schrödinger equation (1.5), projecting the result onto some base vector k|, and extracting the coefficient of λ i , we obtain the following recursion relations:
Starting from the initial values (2.3), these recursion relations determine successively the higher-order expansion coefficients in (2.2). Inserting the resulting expansions (2.2) into Eq. (2.1), only the constant parts in ϕ (l) (θ) which are independent of θ will survive the integration in the numerators. Therefore ϕ (l) (θ) in the numerators of (2.1) may be replaced by the constants:
the factor 1/2 reflecting the special normalization of ϕ (0) (θ). The denominators of (2.1) become explicitly 8) where the sum over i is limited by the power of λ 2 up to which we want to carry the perturbation series; also l ′ is restricted to a finite number of terms, because of a band-diagonal structure of the γ
. Extracting the coefficients of the power expansion in λ from (2.1) we obtain all desired moments of the end-to-end distribution, the lowest two being well-known: The calculation of higher moments can easily be done with the help of a Mathematica program, which we have placed on the internet in notebook form [9] . The above lowest moments agree with those in Ref. [4] .
III. END-TO-END DISTRIBUTION AND COMPARISON WITH MONTE CARLO DATA
As in the previous paper, we shall now set up an analytic distribution function for p(ξ, r). In order to be able to accommodate the dip structure, we must allow for an extra polynomial factor as compared to the simple ansatz in [1]:
The parameters are determined to incorporate optimally our knowledge of the exact moments according to equation 1.3. The coefficients a 0 , . . . , a 6 , k, β, m are functions of ξ and are determined by forcing the moments of (3.1) to fit the exact moments in the range 0 ≤ n ≤ Max(6, 10 ξ). For ξ < 1, best results are obtained with the parameter k = 0. A comparison of p(ξ, r) with Monte-Carlo data is shown in Figs. 1 and 2 . The associated coefficients are listed in Table I . The calculation of the coefficients in (3.1) requires some care to guarantee sensitivity to possible local minima, and to avoid running into unphysical oscillations. The latter may arise from the existence of polynomials in which all moments lower than some n vanish. Such oscillations are avoided by controlling the high moments and using only low polynomial coefficients in (3.1). A more involved strategy is necessary to avoid low-quality local solutions. We proceed as follows:
• In a first step we set a 2 = a 4 = a 6 = 0, β = 2, and determine preliminary values for k and m by fitting two higher moments of n near 20 ξ. The first coefficient a 0 is fixed by normalization. This gives a reasonable starting value for m. • In a second step, we introduce one more of the higher moments to improve the solution for k, m, and β.
• Next we solve for the coefficients a j by bringing yet more moments into play. If ξ < 1, we take k = 0 and solve for the a j , keeping β and m fixed, based on four properly chosen moments. Then we solve for β and m keeping the a j fixed, based on a choice of two moments. This alternating procedure is repeated three times. Finally, we solve for the a j , β, and m simultaneously, based on six properly chosen moments. Table I . In this range they fall on top of the curves from the Daniels approximation (3.2) within the accuracy of the plot. The dots represent Monte Carlo data.
• For ξ ≥ 1, we proceed similarly, but allow for k = 0. The search for good coefficients a j alternating with a search for good k, β, and m is repeated until it converges. Unlike before we make no further attempt to solve for all seven parameters simultaneously.
There are two simple approximations of the radial distribution p(ξ, r). One is derived for small ξ by Daniels [3, 7] , which reads in D = 2 dimensions:
At the origin, it has the nonzero value
The other approximation is derived for large ξ [2, 7]:
, (3.4) where U (a, b, z) is Kummer's confluent hypergeometric function.
In Fig. 3.3 we see, that our model function (3.1) reproduced very well the threshold values (3.3) for small ξ. In fact, the approximation 3.3 describes the behavior of the polymer at the sloppy end extremely well, with an accuracy comparable to that of (3.1). Deviations become visible only for ξ ≥ 0.1 as demonstrated in Fig. 4 .
The large-stiffness approximation (3.4), on the other hand, which is of course very good for large stiffness, is no longer acceptable for moderate ξ ≤ 2, where our approximation is much better as shown in Fig. 5 .
For ξ > 2, the computational effort fo fix the parameters in our model becomes somewhat large, so that in this range the approximation (3.4) is more useful than ours. In the intermediate region for 0.1 < ξ < 1, however, both approximation schemes are far inferior to our model, which reproduces Monte Carlo data with high accuracy, as can be seen in Fig. 6 .
In addition we check the quality of our simple distri- Table I . Heavy dots represent Monte Carlo data and dashed curves the large stiffness approximations (3.4) . In this range our model function is still much better than both approximations. However, for ξ > 2 the computational effort may become so large, that the large-stiffness approximation is useful.
bution function (3.1) with the parameters of Table I by calculating its moments and comparing them with the exact ones. The comparison is shown in Table II for a large range of the persistence length ξ. As a measure of the quality of the approximation we use the quantity Σ, Table I . Heavy dots show the Monte Carlo data, dotted curves represent the Daniels approximation (3.2), dashed curves the stiffness approximations (3.4) . In this range our model function is far superior to any of the other two approximations and it is in addition valid for all radii. The ξ = 0.25 -curve shows the interesting dip structure.
listed in the second column of Table II , which sums up all squared deviations of the moments of the model from the exact ones in a relevant range of ξ:
where we have extended the sum over the moments up to the order of N = 12 for ξ < 0.2, and up to N = 24 for ξ ≥ 0.2. Let us also convince ourselves quantitatively of the high accuracy of our Monte Carlo data for the end-to-end distribution in Fig. (1) by listing the maximal deviation
of its moments, as well as the relative deviation
up to the moment N max . It is noteworthy that in spite of the simplicity of the model, it is a nontrivial task to obtain accurate Monte Carlo results for p(ξ, r) near r = 0 which are sensitively displayed in the plots of Fig. (1) but which are almost ignored by the moments. The reason for this difficulty is that the configuration space for the small-r data is very small and the binning of the data to estimate the density p(ξ, r) is done on the r axis. One is caught in the competition between large systematic errors resulting from a necessarily large bin size ∆r, and statistical errors from a too small ∆r. As a compromise we employed in our simulations a uniform bin size ∆r = 0.01 which in combination with a single-cluster update procedure and a statistics of 10 8 sampled chains yields a satisfactory accuracy near r = 0. 
