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SUMMARY 
This report covers the Item 2 NIMBUS cloud pattern experiments and 
the Item 3 spaceborne recognition processor feasibility studies called for 
under contract NAS 12-30. 
The NIMBUS experiments lead to the conclusion that two of the pat- 
tern recognition system design techniques appear to have significant advantages 
over the other 10 studied. 
of about 90%. 
system, the levels achieved a re  compatible with the number and quality of the 
sample patterns used, and the minimal extent of the preprocessing considered. 
The hest techniques achieved performance levels 
Although higher performance is  desirable for an o p e r a t i o ~ ~ d  
The feasibility of two parallel/analog implementations of a spaceborne 
recognition processor was investigated in detail. 
feasible, both systems suffer from the requirement for excessive power and 
weight as a result of the restriction to consider off-the-shelf components only. 
Serial/digital approaches a re  suggested, but were not studied in detail. These 
latter approaches will not present weight o r  power difficulties, but need to be 
studied to determine whether o r  not processing time is commensurate with 
the parallel analog configurations. 
Although operationally 
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1.0 INTRODUCTION 
1. 1 Purpose and Scope of the Program 
The number of adaptive techniques for  the design of pattern 
recognition networks has been proliferating. 
however, a r e  virtually nonexistent. Therefore, the principal objective of the 
pattern recognition experiments conducted under this contract was to determine 
the comparative performance of several state-of-the-art techniques on two 
Comparisons of these techniques, 
I 
I 
recognition problems. These techniques a r e  the ones which a l i terature survey 
('l'echnicai Report No. i j reveaied to be both frequently reported an2 pmixising. I 
Two recognition problems were considered. The first entailed 
discrimination among four c lasses  of lunar topographic features; the second 
involved the classification of three NIMBUS cloud patterns. 
ments a r e  described in Technical Report No. 2. 
techniques were discarded and six retained for the experiments on the NIMBUS 
patterns. 
in this report. 
The lunar experi- 
Based on these results six  
The results of the experiments on the NIMBUS data a re  presented 
The feasibility of constructing a spaceborne recognition processor 
with off-the-shelf hardware was examined. 
analog systems is reported. 
is suggested. 
A detailed study of two parallel/ 
Also a promising serial/digital implementation 
This approach will be explored during the next reporting period. 
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2.0 GENERATION OF NIMBUS CLOUD PATTERN FILES 
2. 1 Origin of Pattern Sets 
For  the second phase of this program pattern recognition experi- 
ments were based on a set  of photographic reproductions of video cloud pat- 
terns transmitted f rom the NIMBUS I satellite. 
NASA Technical Officer, examined numerous photographs and selected 
323 examples of the three desired classifications from 3 11 picture frames. 
The cloud p a t t a n s  a r e  categorized in Table I. 
Mr. Eugene M. Darling, Jr. , 
Training Set 
Feature (No. of Examples) 
TABLE I 
CLOUD PATTERN CATEGORIES 
Generalization Set 
(No. of Examples) 
Noncumulus 
Cumulus, Polygonal Cells 
Cumulus, Solid Cells 
80 
80 
80 
28 
16 
39 
Mr. Darling a l s o  provided a subjective judgment of how well each f rame 
depicts the pattern in question using this scale: 
G, Good - These a r e  the best cases showing the pattern in its 
F, Fair - The pattern shown i s  acceptable, but departs to a 
P, Poor - The pattern is barely identifiable. 
most  typical form. 
greater o r  lesser  degree from its typical form. 
of marginal use. 
These cases  a re  
The distribution'of pattern class with respect to pattern quality 
is shown in  Table E. 
In addition Mr. Darling describes the patterns a s  follows: 
"The two cumulus patterns a r e  characterized by cellular 
elements. 
rounding a clear  area. 
encloses the central  clear region; in others the wall is open 
and the pattern becomes vermiculated (i. e . ,  worm- 
like). 
Polygonal cells consist of a wall of cloud su r -  
In some cases this wall completely 
F o r  the purposes of this study both the open and the 
S M-484 64 -T PR - 3 2 
TABLE I1 
PATTERN QUALITY 
Pattern Class (Number of Cases) 
Noncumulus Cumulus Polygonal Cells Cumulus Solid Cells - 
53  59 65 
47  3 7  50  
8 0 4 
Pattern 
Quality 
Good 
Fa i r  
Poor 
2.2 
closed walls a r e  lumped together into a single pattern called 
polygonal cells. I '  
"The solid cell case is (as the name implies) an unbroken 
mass  of cloud, very bright, with sharp edges surrounded by 
a clear boundary. The solid cell may stand isolated from 
other clouds by a distinct expanse of clear a i r  o r  may be 
embedded in a densely packed assemblage of cells where 
the boundary between cells is barely visible. ' I  (See Figure 2 
(See Figure 1. ) 
"Noncumulus clouds appear typically in fibrous, diffuse sheets 
on filaments without distinct edges and without a cellular 
structure. (See Figure 3 .  ) 
"It is important to understand that a 'pattern' in the context of 
these experiments is not a single cell,  but rather is an assem- 
blage of many (or at  least several) cells. The pattern must 
also be chosen to include a large fraction of cloud - at least  
60% or  so." 
Pattern Processing 
The processing of the patterns selected for this program involved 
converting the photographic patterns to video patterns using a slow scan 
television system. 
hitch snslog-tn-d-igital conversion of the video patterns. 
digital conversion at a sampling rate consistent with the resolution desired, 
the digital tapes produced were processed by a computer program which 
isolated the pictures and adjusted gray scale levels to compensate for changes 
in video gain in the TV system. 
the pictures and stored the patterns in  a standardized formation on digital 
magnetic tapes. 
The video output of the TV system was recorded to allow 
After analog-to- 
This program also reduced the resolution of 
The resolution was reduced by summing the g ray  scale values 
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F i g u r e  1. Cumulus ,  Polygonal C e l l s  
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Figure 2. Cumulus,  Solid Cell 
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of four adjacent points for three rows and dividing by 12 to obtain an 
gray scale to represent the area originally covered by the 12 points. 
average 
An editing program was also employed to provide several  trans- 
lations and a 180° rotation of the stored patterns to expand the pattern files. 
The dimensions of the video patterns actually recorded were about 35 percent 
greater than the required aperture size. 
patterns were obtained from each recorded frame. 
centered in the frame, the second translation shifted the aperture upward by 
11 resolution points in the video frame, and the third translation shifted the 
aperture downward by 11 resolution points. 
and the three translations were repeated. 
central position and 11 point upward shift were used in each rotation. 
editing process produced a set of 1000 training and 200 independent test patterns 
for each of the three basic pattern sets. 
In editing the training set six sample 
The first  aperture was 
The frame was then rotated 180° 
For  the generalization set  only the 
The 
The only assumption introduced in the course of processing the 
NIMBUS patterns was that the amount of light entering the vidicon aboard the 
satellite could be controlled electronically to maintain a constant average 
brightness for the received pictures. 
of the brightness levels of the digitized photographs to compensate for variation 
in video gain inherent in the slow scan television system used for conversion 
of the pattern photographs. 
orientation of the NIMBUS photographs as was the case for the lunar features 
and their characteristic shadow patterns. 
a particular angular relationship with the sun. 
patterns was performed. 
This assumption permitted adjustment 
There appeared to be no preferred rotational 
No attempt was made to preserve 
No size normalization of the 
The prints supplied were enlarged from 35 mm negatives on 
8 in. x 10 in. contrast grade 3 paper. 
tained during the printing process through the use of a densitometer positioned 
under a particular square in the middle of the gray scale wedge associated 
with each photograph. 
were discernable on this gray scale wedge. 
The correct gray scales were main- 
On most of the prints from six to eight gray levels 
To obtain an estimate of resolution and aperture size required 
for recognition of the cloud patterns, typical examples were selected from the 
SM-48464-TPR-3 7 
three pattern groups and placed before the slow scan television camera. The 
monitor display was photographed as  the distance between the TV camera and 
the pattern was increased in several steps. 
to determine the minimum size aperture with which the various patterns could 
be recognized. 
original 6 by 6 inch photographs of noncumulus patterns and a 1 .4  inch square 
on the original polygonal cell and solic cell cumulus photographs. It was also 
felt that the 50 resolvable elements across the aperture did not give sufficient 
detail to recognize individual cells in the cumulus patterns. 
pattern processing program was modified to achieve a resolution of 75 elements 
across  the aperture (field of view of the recognition system). 
of the aperture made it possible to choose several examples of the cloud 
features from each photograph. Thus, of the 3 11 prints originally provided, 
only the 147 prints judged by Astropower to contain the best  examples of the 
selected features were used for conversion to video patterns. 
The photographs were examined 
These apertures corresponded to a 0.9-inch square on the 
. The digital 
The small  size 
With the smaller aperture used for the noncumulus photographs 
it was possible to avoid areas of the NIMBUS pictures containing fiducial 
marks; however, the larger  aperture required for the cumulus patterns in- 
cluded at least  one fiducial mark at any position on the photograph. 
many of the photographs contained long black lines running across the areas  
of interest. Since these extraneous marks appeared a s  strong features and 
could confuse the classification problem, it was considered desirable to 
eliminate them. 
and an attempt was made to match the gray scale and pattern shape of the a rea  
surrounding each mark. 
retouched fiducial marks and one retouched mark. 
contains two retouched fiducials and a retouched black line. 
examples of unretouched fiducial marks and black lines. 
Also 
A water color retouching kit was used to cover the marks 
The upper photograph in Figure 1 contains three un- 
The lower photograph 
Figure 3 contains 
SM-48464-TPR-3 8 
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3.0 EXPERIMENTAL PROGRAM 
3. 1 Introduction 
The three pattern classes as previously described are:  cumulus 
solid cells, cumulus polygonal cells, and noncumulus cloud cover. The 
recogniti-on tasks were to: ( 1 )  separate the cumulus from noncumulus clouds 
and (2)  separate the cumulus solid cells from the cumulus polygonal cells. 
This seems to be the most natural processing, although an examination of the 
patterns indicates that fir st splitting off the polygonal cells and then separating 
the ce??s frorli the rlo-ilcurA-G>ds .*.cG?d -.-.4.4- --.,24n.. ..anAHm:t:fim 
tasks.  
Yiuv~uL - - -OLGA A L L "  & A L L .  L V I L  
Unlike the lunar patterns, the NIMBUS features cover the entire 
sampling aperture. 
but the NIMBUS patterns cannot. 
average gray level of the patterns, the linear property filters generated by the 
simple discriminant analysis (SDA), described in  the previous report ,  will 
give poor performance on uncenterable patterns. 
poorer performance than the quadratic units (DAID) on the lunar features 
which could be centered. 
used in the NIMBUS experiments. 
Thus the lunar features can be centered in the field of view, 
Unless the classes  can be separated by the 
The linear units provided 
F o r  these reasons, only the quadratic units were 
F o r  each of the two NIMBUS tasks, a set  of 400 quadratic property 
detectors, each unit having 7 input connections, was derived. 
TPR-2, the specification of these units is accomplished by a program which 
designs an entire recognition network. Due to some computational shortcuts 
in this program, instabilities arose in the design of the network for separating 
the solid cells from the polygonal cells. The set  of property fi l ters for this 
task is comprised of the initial segments of three networks, these segments 
consisting of 70, 160 and 170 units. 
noncumulus task comes from a single network. 
As described in 
The set  of filters for the cumulus- 
Decision mechanisms were designed for the se t s  of property 
f i l ters  using the s ix  adaptive techniques described in the last  report (Forced 
Learning, Bayes Weights, E r r o r  Correction, Iterative Design, Madaline, and 
Mean Square E r r o r ) .  The last four are recursive routines and were modified 
to compute the classification and generalization performance levels after each 
cycle. The results of the NIMBUS experiments a re  presented in a somewhat 
SM-48464-TPR-3 9 
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different format than for the lunar experiments, reflecting the additional 
information provided by these changes. 
The design runs for the decision mechanisms were longer than 
for the lunar experiments. 
SDS 930 for 13 hours for  the first task and 8 hours for the second. 
MADALINE design was run for 9 and 16 hours, respectively. 
system used 3 ADALINES instead of the 7 used on the lunar tasks. 
combined with the longer run brought the MADALINE performance levels up 
to the best  in the group. 
19 hours and the Mean Square E r r o r  f o r  10 hours on each task. 
The Iterative Design Procedure was run on an 
The 
The MADALINE 
This, 
The E r r o r  Correction procedure was run for 10 and 
3 . 2  NIMBUS Experiments 
3 . 2 .  1 Cumulus vs.  Noncumulus 
The f i r s t  task considered f o r  the NIMBUS data is the 
separation of cumulus from noncumulus cloud cover. 
ments, 1000 samples of each class a r e  used a s  training patterns, and an 
independent sample of 200 patterns of each class is used to test generalization. 
These 1200 a re  derived from a smaller set  of basic patterns by translation and 
rotation. 
50 by 50 a r r ay  used in the lunar experiments. 
As in the lunar experi- 
The patterns a re  presented as a 75 by 75 array,  in contrast to the 
Four hundred quadratic property filters were derived 
for this task. 
time available. 
patterns completely, demonstrating that the property profiles of the patterns 
a r e  linearly separable. 
This number was selected primarily on the basis of computer 
The iterative design algorithm is  able to separate the training 
The performances achieved by the six adaptive techniques 
a r e  shown in Figure 4. 
a r e  shown. 
the best  performance on the training patterns is achieved, and the classification 
and generalization performance at that point. 
cycle and performance levels for  best generalization performance. 
number of cycles examined i s  also indicated. 
For the four recursive techniques, two blocks of data 
The f i rs t  block shows the cycle in the recursive process at which 
The second block indicates the 
The total 
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Both the iterative design and MADALINE achieved perfect 
separation of the training patterns. 
linearly separable. 
not achieve complete separation, although i t  i s  eventually guaranteed to do so. 
Iterative design shows the patterns to be 
Despite a very long run (19 hours), e r r o r  correction did 
The best generalization performances a re  achieved by 
iterative design, MADALINE, and er ror  correction. The other recursive 
technique, mean square e r r o r  fails to achieve even the levels of the non- 
recursive forced learning and Bayes weights. Iterative Design and e r r o r  
correction achieve their best generalization performance very early in the 
design. 
these two techniques. 
This has been observed consistently, and may be characteristic of 
Of the three high performance techniques, MADALINE 
shows the least sacrifice in generalization performance when classification 
performance is used a s  the criterion for terminating the design. 
course, is a desirable feature. 
peaking of 'generalization for iterative design and e r r o r  correction. 
design shows a moderate drop-off, while the performance for e r r o r  correction 
falls below the level achieved by Bayes weights. 
This, of 
This observation may be related to the early 
Iterative 
Figures 5 through 8 show the performance of the four 
recursive techniques on a cycle by cycle basis (up to 100 cycles). The solid 
lines represent classification performance, the broken lines show generali- 
zation performance. 
under the curves. 
more irregularity than the iterative design and mean square e r r o r  curves, 
the degree of irregularity is not typical. 
curves of the next section show greater irregularity, and a re  more typical. 
The greater  the irregularity, the more difficult i t  i s  to choose the best stopping 
point for  the design process. Generally, the peaks and valleys of the generali- 
zation curve tend to coincide with peaks and valleys of the classification curve. 
Best performance points a r e  indicated by small triangles 
Although the e r ro r  correction and MADALINE curves show 
The e r ro r  correction and MADALINE 
3 .  2 . 2  Solid Cells vs. Polygonal Cells 
The performance figures obtained on the task of sepa- 
rating the solid cell patterns from the polygonal cell patterns a re  very similar 
to those cumulus-noncumulus tasks. The results appear in Figure 9. 
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Complete separation of the training patterns was not 
obtained but the MADALINE and iterative design techniques both achieved less  
than 2 percent e r r o r  rate. 
generalization Performance. 
exhibit their best generalization early in the design. 
shows the least sacrifice in generalization when classification performance 
level is  used to terminate the design process. Iterative design performance 
falls almost to the level of Bayes weights, and e r r o r  correction falls noticeably 
below that lev el. 
These two techniques also provided the best 
E r ro r  correction and iterative design again 
As before the MADALINE 
Figures 10 through 13 show the cycle by cycle perform- 
ance for the recursive techniques. 
and e r r o r  correction curves appears to be  more typical of the results in this 
study than those of the preceding section. 
The greater irregularity of the MADALINE 
The set  of 400 property detectors was obtained from 
The first  subset consisted of 70 units. Decision three network designs. 
functions for just these 70 units were derived using each of the six adaptive 
techniques. The performance figures a r e  given in Figure 14. Generalization 
performances a r e  better than for the 400 unit system in all but one case 
(MADALINE, when the design is stopped to give best classification perform- 
ance). 
techniques, the exception being mean square e r ro r .  .With 70 property 
detectors, the classification and generalization performance levels a r e  
virtually identical. This suggests the possiblity that the first  70 units extract 
the important statistical properties of the training patterns, and that the addi- 
tional units utilize quirks inthe training patterns to aid classification of these 
patterns, but a r e  irrelevant in generalization. 
The performance figures a re  remarkably similar for five of the six 
The generalization performance sacrifice caused by 
stopping for best classification performance produces an ordering of the three 
good recursive techniques which is opposite to the earlier cases. 
sacrifice is least for e r r o r  correction, greatest for MADALINE. 
ear l ie r  cases,  e r r o r  correction and iterative design achieve their best gener- 
Thus 
As in the 
alization performance early in the design. 
SM-48464-TPR-3 18 
0 
*n 
SM-484 64-T P R -  3 
0 
- 0  " 
0 
- a 3  
-0 
9 
m 
0) 
u x 
- 
V 
b+ 
0 
k 
al e 
E 
27 
-0 * 
-0 
N 
0 
m 
> 
m 
a, 
d 
I+ 
u 
1 
c 
0 .* 
U 
k 
0 
k 
k w 
0 
19 
I -  
! 
1 
In 0 
N N 
SM-48464-TPR-3 
I 
I 
I 
\ 
s 
: 
I 
8 - 
r' 
I 
1 
d 
A 
In 
4 
In 0 
m 
l-4 
d 
a, u 
4 
Id 
20 
I 
I 
I 
I 
 
I 
I 
I 
I 
I 
I 
I 
I. 
I 
t--- 
I 
I 
' /  
- 
I 
0 
N 
1 
L 
5 
m u 
u 
h 
V 
r( 
W 
0 
k 
Q) 
P 
E 
n' 
u) 
a, 
d 
d 
u 
cd 
c 
0 
M x 
d 
d 
a" 
m 
> 
(I] 
a, u 
a 
0 
(A 
d 
d 
.rl 
4 
I 
k 
0 
k 
k w 
a, 
k 
4 
SM-48464-TPR-3 21 
SM-48464-TPR-3 22 
-a 
a, 
U i 9 k 
- 
Ln 
9 
Ln m 
m 
0' 
- 
c 
0 
0 
a, 
k 
k 
0 
.4 
c, 
u 
k 
0 
k 
k 
W - 
00 
1 
N 
Ln 
9 
m 
co 
- 
m 
I 
N 
- 
Ln 
N 
* 
03 
9 
Ln 
N 
0 
r- 
Ln 
a3 
- 
- 
f- 
9 
- 
Ln 
N 
* m 
Ln 
0' 
9 
co 
0 cc 
SM-48464-TPR -3 23 
Additional experiments were performed using 50 units, 
but poorer generalization resulted. 
cumulus -noncumulus discrimination also yielded performances poorer than 
those already available. 
Experiments with 70 units for the 
100 Cumulus (2 look) 
50 Noncumulus (4 look) 
150 Overall 
3. 3 Multiple Looks" 
F o r  three of the four pattern categories in the NIMBUS tasks, the 
generalization sample of 200 patterns per class were derived from 50 basic 
patterns for  each class. The basic patterns were sampled at two translations 
--A fnr nseh "I-*- nf _ A t x r r n  ".." r n t s t i n n c  L-"--&----. Thcs. there are  f~1.r " I Q Q ~ s "  at each ~f the 50 basic 
patterns for  these classes. Fo r  the remaining category, Cumulus, 100 basic 
patterns were sampled at two rotations, providing two "looks" at each pattern. 
"Forced Learning Bayes Weights Iterative Design 
86. 0 (86.0) 84.0 (87. 0) 87. 0 (85.0) 
82.0 (76.5) 82.0 (78.0) 92.0 (87.5) 
84. 7 (81.25) 83. 3 (82. 5) 88. 7 (86.25) 
The possibility of improving generalization performance by com- 
bining the decisions of the several looks':' was investigated for the forced 
learning, Bayes weights, and iterative design. 
summing the values of linear decision functions fo r  all of the looks. 
a r e  given in Tables III and IV. 
The method consisted of simply 
The results 
TABLE LII 
GENERALIZATION PmFORMANCE - CUMULUS VS. NONCUMULUS 
:;< 
Institute, who uses nine looks at each pattern, computes a decision for each 
look, and derives a majority decision. 
MADALINE in which the ADALINES compute similar functions. 
This approach was suggested by J. H. Munson of the Stanford Research- 
His method is thus similar to a 
SM -4 84  64 - T P R  - 3 2 4  
TABLE IV 
50 Solid Cells 
(4 look) 
50 Polygonal Cells 
(4 look) 
100 Overall 
GENERALIZATION PERFORMANCE - SOLID CELL VS. POLYGONAL CELL 
.r 
Forced Learning Bayes Weights Iterative Design 
76.0 (73.5) 76.0 (73.5) 80.0 (77. 0) 
96.0 (88.5) 96.0 (90.5) 98.0 (94.0) 
86.0 (81.0) 86.0 (82.0) 89.0 (85.5) 
Single Look 
75 
80 
85 
90 
95 
If the decisions for the different "looks" were completely dependent, 
that is, the correctness of the decisions depends only on pattern difficulty and 
not on its location o r  orientation, one would expect no change in performance. 
If the looks were completely independent, one might compute the expected 
performance as  follows. 
decision function may be considered to be approximately normally distributed. 
To achieve 807'0 performance the magnitude of the mean to standard deviation 
ratio should be 0.84. Considering the sum of two such independent variables, 
the mean is doubled, but the standard deviation is multiplied by 6 Thus the 
ratio is multiplied by 6 For  four independent "looks, 
and the standard deviation doubles. 
performance for  two looks in this case is 88.37'0 and for four looks 95.37'0. 
Table V gives some typical values. 
Over the sample patterns in a category, the linear 
the mean is quadrupled 
Thus the ratio doubles. The expected 
Two Look Four Look 
83.5 91. 6 
88.3 95.3 
92 .9  98. 1 
96.5 99.5 
99.0 99.95 
TABLE V 
EXPECTED PERFORMANCE FOR INDEPENDENT LOOKS (Yo) 
SM-48464-TPR-3 25 
The performance levels actually achieved a re  greater than the 
single look levels, but a r e  much closer to  these values than those to be expected 
if the looks were independent. 
somewhat, but not greatly, dependent on position and orientation. 
a larger training sample i s  suggested. 
This indicates that the original decisions a r e  
The use of 
The multiple look method may be implemented by sequential 
processing, or  by the inclusion of four t imes a s  many property filters, o r  by 
a combination of these methods. 
2 A U---l..-.4-:.-.- J .  T Y V  aIuabIvu 
This section summarizes the results of the various recognition 
experiments performed and presents an evaluation of these results. 
1. The generalization performance levels achieved a r e  suf- 
ficiently high to encourage further development of a spaceborne system. 
90 percent correct recognition achieved is very similar to the performance 
obtained in a NASA in-house effort using known properties and statistically 
derived decision functions. 
The 
2. MADALINE was one of the two techniques offering the highest 
performance levels. 
loss in generalization performance when best performance on the training 
patterns is used as the criterion for terminating the design process. 
the disadvantages of requiring three times a s  many adjustable weights a s  the 
other techniques and longer design times due to the inefficient algorithm and 
the late occurrence of the optimal performance points. 
It has the advantage that i t  usually provided a negligible 
It has 
3. Iterative design was the other high performance technique. 
It has the advantage that best generalization usually occurs very early in the 
design process, offering the possibility of very short design times. Further 
design improves performance on the training patterns in a very smooth 
fashion, while similarly decreasing the generalization performance. 
smoothness of the curves makes the selection of the optimum point for stopping 
less  critical. 
is used as the stopping criterion is moderate. 
The 
Generalization performance loss when classification performance 
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4. E r r o r  correction offered performances as high a s  MADALINE 
and iterative design on about half the tasks, and intermediate levels on the other 
tasks. 
generalization performance. 
these techniques with classification as the stopping criterion. 
MADALINE, performance curves a re  irregular, making stopping point selec- 
tion more critical; and the algorithm i s  inefficient, improving classification 
performance very slowly. 
It shares with iterative design the advantage of early peaking of the 
Generalization loss was usually the largest of 
As with 
5. The remaining three techniques - forced learning, Bayes 
weights and mean square e r r o r  - usually offer substantially lower performance 
levels. 
recursive. 
The first  two of these techniques offer the advantage of being non- 
6. The multiple look analysis indicates that the discrimination 
capability of the property filters i s  somewhat dependent upon translation and 
rotation of the patterns. This may be remedied by including more translations 
and rotations in the set of training patterns so that the property filters derived 
a r e  less  sensitive to these pattern changes, and/or replicating the property 
fi l ters derived in other translations and rotations to implement the multiple 
look technique. 
7. Thereis  some evidence that the sets of property filters a r e  
On one task, the first 70 property filters (approximately) appear too large. 
to have extracted all of the significant statistical information that was obtained 
from the training patterns which aid classification but not generalization. 
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4. O FEASIBILITY STUDY OF AN ON BOARD RECOGNITION 
S YS TEM 
4. 1 Introduction 
The advanced NIMBUS Automatic Picture Taking System (APT) 
was conceived to permit meteorologists to obtain satellite cloud pictures in  
their immediate areas  of interest. 
which completes the scanning operation in  approximately 200 seconds. 
picture scanning, a continuous broadcast of the scanned pictorial information 
is made fromthe satellite. 
provide complete (daylight) coverage of the earth - the satellite passes over 
almost every location on earth a t  local noon and midnight. 
Each picture is slow scanned by a vidicon 
During 
Near-polar orbits of the NIMBUS a r e  calculated to 
In the system being studied, processing of the cloud pictures is 
to be done onboard the satellite and only the very limited amount of information 
necessary to describe the cloud cover is transmitted back to earth. 
Although the APT system is fundamentally different in concept, 
it provides useful estimates for system parameters such a s  input light condi- 
tions and the time available for processing the picture. 
Picture processing is  to be accomplished by a recognition system 
which classifies a small  subregion of the input picture as  a specific type of 
cloud formation. 
previous sections, only four classifications wil l  be considered for this dis- 
cuss ion: 
Consistent with the experimental program discussed in 
Class 1. 
Class 2. 
Class 3. 
Class 4. 
Image subregion contains noncumuloform cloud cover. 
Image subregion contains cumuloform solid cells. 
Image subregion contains cumuloform polygonal cells. 
Image subregion contains no cloud cover. 
It is convenient to partition the recognition system into three 
par ts  as shown in F igu re  15. 
functions: 
The preprocessor performs the following 
1. Stores the input image. 
2. 
3. 
Scans a subregion of the stored image. 
Transforms the output of the scanner into a form acceptable 
to the recognition device. 
SM-48464-TPR-3 28 
Recognit ion 
Device  
System Formatting 
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The recognition device operates on the output of the preprocessor 
and determines the classification of the subregion. 
In studying possible implementations of the recognition system 
two variations of a parallel/ analog system are  initially investigated. 
these approaches involves a hardware technique fo r  providing the output of the 
preprocessor in the parallel format required by an analog realization of the 
recognition device. Wherever possible, off -the-shelf components a r e  con- 
side r ed. 
Each of 
Iii the para:?e?/ana?og s y s t e m  the i i q x G t  irnage (przlvided by an 
input lens and variable aperture) is  stored on an image storage tube. 
of a subregion of the stored image is accomplished by means of a dissector 
tube. 
available in parallel can be met by 
Scanning 
The requirement that the inputs to an analog recognition device be 
1. Converting the output signal from the dissector tube 
back into an image through the use  of a display storage tube 
which is then sampled by a photosensitive array.  
Sequentially sampling the output of the dissector tube and 
storing the samples in a capacitor bank. The elements of 
the bank can be simultaneously interrogated to provide the 
necessary parallel format. 
2. 
F o r  the hardware realization of an analog recognition device, 
400 quadratic logic units a re  used in  the f i r s t  layer and two linear logic units 
in  the second layer. 
On the other hand, lightweight quadratic units with consistent performance a r e  
not available. 
gated and its performance (for positive inputs only) is  discussed. 
The linear units do not present a difficult design problem. 
A promising design for a quadratic logic unit has been investi- 
The image processing technique under consideration assumes that 
each input image yields 121 square subregions arranged so that there i s  a 5070 
overlap i n  the vertical and horizontal directions. After each subregion is 
processed onboard by the recognition system, the classification of each of the 
121 subregions is transmitted back to earth. 
F o r  each of the two systems considered the size,  weight and 
power required is estimated. 
is not an off the shelf i tem, its performance and utility is  based on present 
state of the art technology. 
In the cases where a given system component 
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4 . 2  Image Storage and Subregion Scanning 
A Tegea (f:l.  8, 26 mm) lens similar to that used in  the NIMBUS 
APT system is suitable a s  the input lens for the systems being studied. 
image format provided by the lens is a square with a 1. 5 inch diagonal to 
yield a 108O field of view. 
to yield an exposure time of one msec on the image storage tube, 
The 
The output of the lens is electronically shuttered 
The image formed by the lens is retained by the image storage 
The tube and subregion scanning is performed by the image dissector tube. 
input system configuration is shown in Figure 16. 
4.2.1 Image Storage 
The image storage tube operates essentially as an 
electronic camera. 
is shown i n  Figure 17. 
(1) e rase ,  (2) write, and (3) read. 
screen coated with dielectric material. 
trode and the viewing phosphor are maintained at a fixed positive bias with 
respect to  the photocathode. 
is increased slightly above the normal reading potential, the light source 
illuminates the photocathode and the photocathode is set  at zero potential. 
The step increase in potential on the backing electrode causes the dielectric 
mater ia l  to  charge positively due to normal capacitor action. 
interval electrons a re  bombarding the backing electrode since the light source 
is at  this t ime providing photons to the photocathode. This electron bombard- 
ment causes the potential of the positively charged dielectric mesh to be 
reduced. 
form equilibrium potential of zero volts corresponding to  the potential at  the 
photocathode. 
A diagram of this tube with typical auxiliary equipment 
The image storage tube operates in three modes: 
The backing electrode is similar to a 
During all phases the collector elec- 
In the e rase  mode the backing electrode potential 
During this 
In time, the dielectric side of the backing electrode reaches a uni- 
This e s senti ally constitute s e r as u re. 
In the write phase the external light source i s  turned off, 
the photocathode to collector accelerating potential is increased, and the back- 
ing electrode reduced to zero. The negative transient at  the backing electrode 
causes  a large negative voltage to appear on the adjoining dielectric material. 
The increase in photocathode to collector electrode potential causes high 
velocity electrons to be emitted by the photocathode and to bombard the 
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dielectric material  of the back electrode causing secondary emission of 
electrons which a re  absorbed by the collector electrode. 
in the input pattern therefore produces a positive potential on the backing 
electrode dielectric mesh. 
photocathode to zero potential and re-energizing the light source. 
neously the backing electrode potential is increased positively to allow maxi- 
mum flow of the modulated electron beam passing through the dielectric mesh. 
A bright element 
Reading is accomplished by again reducing the 
Simulta- 
The timing diagram (Figure 18) shows the operation of a 
typicd image  :torage tilhp such ;IS the ITT FW 232. 
viewing screen at 10 kilovolts and the collector electrode at  plus 50 volts. 
major parameters of the F W  232 image storage tube a r e  listed a s  follows: 
This hihe m-aintains the 
The 
Viewing time 
Erasing time 
Allowable illumination-time 
(Product) 
Allowable input range 
+Maximum output emittance 
Input Photocathode 
Output Phosphor 
Distinguishable levels 
R e s  olution 
U s e f u l  diameter 
Weight 
Size 
- 60 seconds 
- 0.5 seconds 
- 1 to 20 x footcandles sec. 
- 2O;l 
2 - 2 x lumens/cm 
- s-11 
- P-20 
- 5 t o 8  
- 500 TV lines/in. 
- 1.5 inches 
- 8 lbs. 
- 5-5/8 in. by 5 in. O.D. 
The maximum output luminous emittance of the phosphor 
Typically, the is limited by the allowable current density of the photocathode. 
maximum photocathode current density is  20 pa/in. . 
required this can be achieved by scanning the photocathode with a concentrated 
light source during readout. 
2 If greater output is 
Noise in this tube a r i ses  f rom two sources,  that i s ,  
photocathode shot noise, and variations in brightness due to nonuniform 
deposition of the dielectric mesh. 
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4.2. 2 h a g e  Dissector Tub'E. 
An image dissector tGbe is shown schematically in  
Figure 19. 
mated by a magnetic focusing field in the drift tube. 
drift is dependent upon the magnetic focusing and deflection fields. 
(in the aperture plate) permits electrans to pass into a multiplier section. 
The electrons passing through the aperture a r e  associated with a smail a r e a  
on the photocathode, this a r ea  being dependent upon the field in the drift tube. 
The e l e c t r ~ n s  passing through the a p e r t u r e  a r e  multipiied by a conventional 
The phctocatkrode of tke tube releases  electrons which a r e  colli- 
Tke direction of electron 
An aperture 
dynode structure. 
An example of such a tube is the ETT F40i l .  Some of 
the specifications for  this tube include a maximum of 19. 7 line pairs  per mm 
resolution, a 1. 1 i ~ c h  diagonal image format, and a 14 stage dynode structure. 
The tube with associated def'xtion coils is contained in  a cylinder Eight inches 
long and four inches in  diameter and weighs Less than six pounds. 
4.3 Environmental Performance 
In order  to assess  the feasibility ofthe systems in  which the image 
storage and dissector tubes a r e  used it is necessary to determine the following: 
The ability of the storage tube to operate without saturation 
in  the exposure time of one msec (for the light conditions 
imposed) 
The maximum current eutput of the dissector tube 
The number of distinguishable X ~ d s  in the output of the 
dissector trsbs (io e a  , the ability of the dissector to reproduce 
g r a y  levels] 
4.3.1 * e  Tube 
Tke maximum allowable product of luminous flux density 
and time for  a S-11 photocatbode is given by the manufacturerss specification 
of the XTT FW232 tc be 20 x l o o 3  lumen. see. / f t  
X I I ~ = L S U ~ + S I X I Z ~ ~ S  using a hrrgsten scurcs  at 2870 KO 
system is sc;ar energy it: is necessary to modify this product in accordance 
with the s ~ u r c e  rnplo)sd. 
factor sf one solar lumen t c  f o u p  tungsten ;?.;mens giving a rriaximum useful 
2 TZis specificationisbasedon 
Since the ir2ut to the 8 
This i s  aceornpliskd by using the conversion 
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luminous f lux  density time product of 
- 3  lumens t - 5 x 1 0  sec. 
f t 2  max e 
E 
where E = maximum solar luminous flux density during the exposure time max 
The maximum output f rom the sun above the earth's atmosphere at mean 
solar distance is 12,680 
albedo of the earth (0.9), the maximum reflected flux density obtained is 
11,410 
,'19 multiplying this number by the maximum 
ft2 
lumen 
f t 2  
The amount of luminous flux density gathered by the lens 
W i t h  the lens operating at an 
2 
depends upon i ts  f/number and transmissibility. 
f/number of 16 and a transmissibility of 0.7, the lens output is 7.8 lumens/ft . 
This light passes through a half silvered mi r ro r  which causes an attenuation 
of 0.5. The resulting maximum input to the storage tube i s  3.9 lumens/ft . 
This requires that the exposure time be less  than 1. 28 milliseconds. 
2 
4.3.2 Output of Dissector Tube 
The output current of the image dissector depends on the 
net output radiant flux density of the image storage tube, the spectral  efficiency 
of the phosphor viewing screen, the lens coupling the viewing screen of the 
storage tube to the photocathode of the dissector tube, the sensitivity of the 
dissector photocathode, the dissector aperture a rea ,  and the gain of the dis- 
sector photomultiplier. 
The output current may be written as: 
2 a = aperture area (cm ) 
P = photomultiplier gain 
WD A) = radiant flux density as a function of wavelength 
(watt/cm2) falling on the face of the dissector 
photocathode 
K(X) = sensitivity of the photocathode as a function of 
wave length (ampe r e s /wat t  1 
SM-48464-TPR-3 38 
The input radiant flux density (assuming a diffuse surface radiator) is: 
TWS (x) 
4(nf )2  (1 + m)' wD(X) = 
where 
7 = average transmissibility of the coupling lens over the 
spectrum from approximately 4700 to 7300 angstroms 
Ws (A) = radiant flux density of the image storage tube a s  a 
function of wavelength (watts /cm2) 
= ratio of focal length of the lens to the lens diameter 
screen of the storage tube and the useful photocathode 
of the dissector and for the system under consideration 
is 1. 1/1.5 = 0.733. 
nf 
m = magnification required between the useful viewing 
If the spectral efficiency of the viewing phosphor is known as a function of wave- 
length then it is useful to express the total radiant flux density of the viewing 
screen phosphor as 
W,(X) = d X ) W ,  (3) 
(A) = spectral efficiency of the phosphor (watts/watt) 
2 
w, = total radiant flux density (watts/cm ) 
Often the luminous flux density is known rather than the radiant flux density. 
In this case Equation (3) may be expressed as  
E, w, = - 
e L 
(4) 
E, = total luminous flux density of the viewing phosphor 
(lumen/ cm2) 
Le 
= luminous efficiency of the viewing phosphor ( lumedwatt)  
Combining expressions (11, (Z), (31, and (4) the resulting output current may 
be obtained in terms of data normally provided by tube manufacturers 
S M-4 84 64 - T PR - 3 39 
m 
The factor 
phosphor light source of the storage tube coupled to the dissector photocathode. 
c (A) K (A) dA is the combined sensitivity i n  ampere/watt of the s 
0 
To arrive at an estimate of the current output of the 
dissector the following computations and assumptions a r e  required to utilize 
Equation (5). 
image storage tube and an S-20 photocathode i s  employed for the F4011 dis- 
sector tube. This combination yields, 
Fo r  the problem a t  hand a P-20 phosphor is used by the FW232 
m 
K* = c(A)K(A)dA = 38. 1 x amperes/watt 
0 
A plot of c (A) K (x)  may be found in F i g u r e  20. 
responding to a 450 x 450 ar ray  of elements is d = - 0 - = 1 . 7 2 4 ~  
10 inches = 4.38 x 10 cm. This yields an aperture area,  a = 1.51 x 
10-5cm . The luminous efficiency of the P-20 phosphor i s  L 
watt. 
multiplier has been selected which has a typical gain of p = 2. 5 x 10 , this 
assumes the average gain per stage is  four. 
the F4011 consists of 10 stages. 
to render useful output currents. ) 
minimize light attenuation. 
manufacturer to be 2 x l o m 3  lumen/cm2. This value of ET(max) is attenuated 
by a factor of 0. 75 to insure that the storage tube is operating in  a reasonably 
l inear  range. This yields a usable E,of 1. 5 x 10 lumens/cm . When these 
values a r e  substituted into Equation (5) the resulting output current is calcu- 
lated as: 
The aperture diameter cor- 
1 
2/iT 450 
-3 -3 
2 = 480 lumen/ e 
The magnification, m ,  was computed as 0.733. A 14 stage photo- 
8 
(The standard photomultiplier of 
The higher photomultiplier gain is required 
The f/number n 
The maximum value of 
is set equal to unity to 
E, is stated by the 
f 
-3 2 
= - 26.2 microamperes. 
max ID 
4.3.3 Number of Gray Levels 
The number of detectable levels at the output of the 
image dissector is dependent upon the magnitude of the noise current of the 
dissector.  The primary source of noise in an image dissector is due to the 
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random shot noise present in  the photocathode emission. The effect of the 
photomultiplier is to increase the noise coming through the aperture of the 
dissector by a factor of 1. 15 for the dissector being considered. The well 
known formula for  the output noise current is 
I n = k V W  
where 
It  = d& , 6 = per s tage  gain of the photomultiplier 
e = charge of one electron = 1.6 x coulomb 
p = overall gain of the photomultiplier 
ID = 
A.f = bandwidth of the system. 
average output current of the dissector 
The useful bandwidth of a system can be no greater  than one half the sampling 
frequency, so that 
Af = 
where 
f =  
S 
A t  = 
S 1 f 
2 2 A t  
- = -  
sampling frequency 
time duration between adjacent samples, 
so that (6) may be expressed as 
e PID 
A t  
I = k  n 
This yields 
where 
N = electrons collected by the aperture 
. .  
SM-48464 -T PR- 3 
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For  the system being considered p =  2.5  x 10 and ff = 1.15,  therefore 
If tv = maximum allowable viewing time of the image storage tube then it is 
necessary that 
tV A t  5 - 
SM2 
where 
S = number of subsections per  stored picture f rame 
M = number of elements in horizontal o r  vertical direction 
sampled in  each subsection 
F o r  the system being considered 
S = 121 (50% overlap) 
M = 75 
= 60 seconds. 
tV 
The number of samples in  a f rame is SM2 = 680,625. This gives 
A t  - < 88.2  psec 
Using this value of A t  in  Equation (8') gives 
The number of gray levels NG, for a fixed current ID, is approximately 
These values a re  given in Table VI. Over the useful current range 
(0 - 26 pamps) the average number of gray levels obtainable is approximately 
five. 
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TABLE VI 
NUMBER OF GRAY LEVELS 
26 
22 
18 
14 
10 
6 
2 
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ID 1 t -  
n I 
7. 58 
?. 05 
6.47 
5. 83 
5. 0 8  
4. 16 
2. 82 
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5.0 PARALLEL/ANALOG RECOGNITION SYSTEM 
Two variations of the parallel/analog recognition system were studied. 
They differ in the technique used t o  provide information in a parallel format 
to the recognition device. Each of the system variations utilize the lenses,  
image storage tube, and image dissector tube discussed in  Section 4 , 2  and 
shown in F igu re  16. 
5. 1 Svstem I 
electrical output of the dissector tube to a visible image of the subregion being 
sampled. 
sensitive a r r ay  (Figure 21). 
The storage display tube i s  coupled via a relay lens to a photo- 
A number of available storage display tubes were studied for  
system applicability. It was found that in order to mate a 75 x 75 a r r a y  of 
discrete photodiodes to a display storage tube, a tube much too l a rge  to be 
considered practical (even if they existed as off-the-shelf i tems) would be 
required. 
used is the TI LS600. 
would occupy a square of approximately 7.5 inches on a side. 
off -the-shelf display storage tubes (with their attendant resolutions) it was 
found that in order to couple the tube with the 7.5 inch square a r r ay  a magni- 
fying lens with magnification from 4X to 6X would be required. This would 
add what is unquestionably a large and impractical linear dimension to this 
portion of the system. 
One of the smallest discrete photosensors that may be realistically 
A 75 x 75 array of LS600 silicon photodiodes (0.092 OD) 
With existing 
I 
Since in the present state-of-the-art, useful discrete a r rays  
smaller  than a 7. 5 inch square format do not exist, monolithic a r rays  were 
investiaat4. 0 - - -  In this case state-of-the-art was such that near-time devel- 
opment of a 50 by 50 element a r r ay  was highly probable. 
the resolution used on the Lunar experiments. 
taining more  elements) should certainly be developed in the near future. 
The 50 by 50 a r r ay  will be discussed to demonstrate the feasibility of using 
this technique to provide parallel inputs to the recognition system. 
This was in fact 
Larger a r rays  (i. e . ,  con- 
SM-48464-TPR-3 45 
m 
J 
I 
d 
7 I W E al c, rn x VI 
SM-48464-TPR-3 46  
I .  
5. 1. 1 Monolithic Sensory Array 
An a r ray  is currently under development by the Solid 
State Electronics Department of Douglas. 
elements. 
unit will be constructed using silicon phototransistors. 
this a r ray  is that i t  provides 2500 parallel outputs. The problem of separate 
contacts to each sensor is solved by multilayer metal  contact patterns evapo- 
rated on the back side of the array.  
rr,aterid Y . V h i , i c h  h a s  wires zrr;bedded ir: it. 
to connect each sensor with one embedded wire. 
required. 
analong recognition system providing that such a r r ays  may be constructed with 
sensor uniformity better than 6%. 
size of the Si wafer used to fabricate the a r r ay  i s  held to 0.707 diameter. 
This minimizes the radial variations due to crystal nonuniformity. 
The unit will consist of 50 x 50 
The optical image size of the a r r ay  is 0. 5 inch x 0. 5 inch. The 
A unique feature of 
This a r r a y  is enclosed by a dielectric 
Nine ca l tac t  ?aye'" are e%-ap"r&ed 
Eight insulating layers a r e  
This approach makes monolithic a r rays  applicable for a parallel 
To achieve good uniformity the maximum 
The 
mer i t s  of this approach await laboratory evaluation of the resultant array.  
An alternate approach is to construct a monolithic a r r a y  
using thin film techniques (CdS) rather than Si junction devices. 
should yield devices which have better uniformity and sensitivity than silicon. 
This approach is being developed concurrently with the Si array.  
This approach 
5. 1.2 Display Storage Tubes 
This tube could be used to s tore  a scanned subsection 
and display the subregion image to an ar ray  of photo sensors. 
such conditions is the electrical output of the dissector. 
The input under 
One requirement of this device is that it be capable of 
writing the subsection image at a rate equal to or greater than the input scan- 
ning rate. 
the number of elements in the horizontal o r  vertical direction of each subsection 
to be displayed is M, the display tube resolution designated R ,  and tube diam- 
eter by d, then the writing time t 
The writing rate,  v, of these tubes is specified in inches/sec. If 
i s  described by, 
W 
M d  if R e -  
d-2 
ML t = -  
w Rv 
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5 Choosing tw = 88 usec and M = 75 requires that v = 6 .4  x 10 
ITT F3015 display storage tube having R = 100 TV lines/inch. 
writing speed of this tube is 2. 5 x lo5  inches/sec. 
speed has  the effect of reducing the output luminous emittance by a factor of 
6.4/2. 5. However, this is not a serious problem since the emittance of the 
display tube is much la rger  than required to be detected by the elements of 
the photo sensor array.  
inches/sec for  the 
The specified 
Increasing the writing 
The total time to e rase  this tube is 10 msec. With 121 
su$ae&oiLs this v-12- a c ; I u n a -. +-+-I  I r v L a I  - - - - . * - -  auui  Ir t;**,, *ma -e..- y-* fA-a*-u r=-n cf 1.21 s e c c ~ d r  ( r e -  
quires storage tube to hold 61. 2 sec a s  opposed to 60 sec). 
section on the display storage tube is a square having sides M / R  = 0. 75 inch. 
A coupling lens is used to image the 0 .75  inch x 0.75 inch square onto the array.  
The s ize  of a s u b -  
The display storage tube , coupling lens , and monolithic 
a r r ay  a r e  well matched, i. e .  , the display tube will provide an output well with- 
in the useful range of the photosensors of the a r r a y  (above dark current  and 
below saturation). 
5 .2  System II 
In this system (see Figure 22)  the output of the dissector is 
After all  (75) 2 sampled and stored in a bank of sample and hold circuits. 
samples a r e  stored the sample-hold bank is interrogated to provide the inputs 
(in parallel  format) to the analog recognition device. 
5. 2. 1 Sample and Hold Circuits 
The general structure of a sample and hold circuit is 
The major requirement for the switch S is that i t  be a shown in Figure 23. 
high speed switch, having a low rtON" resistance and a high "OFF" resistance 
and he c n y a h l p  nf b i l a t e r a l  current flow. The latter requirement is sometimes 
deleted at the expense of a shunt dumping switch in parallel with the capacitor, 
C. 
The overall sampling accuracy is dependent on the ratio 
of the hold t ime to the sample time fo r  a fixed source and load resistance,  and 
is  independent of C. 
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If 
tS = sampling time = dissector dwell time 
% = hold time = storage time/number of subsections = 60/121 
a = required sampling o r  hold accuracy 
then 
1 - RLC a = RSCln--, 1 and = RLCln--  1 - a -  
a 
1 In - a 
- = - .  tH R L  -
tS RS 
Consider a system requiring eight uniformly spaced gray levels, that is, a 
spacing between gray levels of 12.5%. Then it i s  reasonable to take a = 370 
which gives a combined sampling and hold e r r o r  of 670. If = 500 msec and 
R ,  L b tS = 88 usec then -= 0.66 x 10 . 
RS 
A reasonable value for a solid state switch is  RS = 50 
this gives R L  2 33 megohms. 
C 90 picofarads. 
Substituting in the value of R gives L 
By constructing the buffer amplifier in  a unity gain con- 
figuration and utilizing a matched pair of field effect transistors in the input 
stage of the amplifier, i t  is possible to realize input resistances greater than 
100 megohms. 
The power dissipated by the control gating circuits may 
be made sufficiently small  so a s  to be neglected relative to the dissipation of 
the bufier ampiifier. 
outputing a zero to ten volt signal. 
operation of the first layer logic units which these amplifiers supply. 
indicates that it will be difficult to construct a buffer amplifier using less than 
5 milliwatts. 
-_ ihe buiier ampiiiier shouid be capabie of accepting and 
High level signals a r e  conducive to good 
This 
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5.2.2 Hwer-Quadratic Loeic Unit 
The performance of each of these f i rs t  layer logic units 
is determined by the relation 
e = 1  i f  
0 
7 7  7 7 
C C W..e.e  - 8 = C ei C E . . e  - 8 2 0 
i-1 j=1 1J 1 J i= 1 j= 1 1J j 
and eo = 0 i f  
7 7  
C C W e . e  - 8 ~ 0 .  
i-1 j=1 i j  1 j 
Where e 
which originate f rom the capacitive sampling a r r ay  o r  from the photo sensor 
array.  
is the output of the first  layer logic units and ei and e a re  the inputs 
0 j 
In expanded form the equation for the hyper-quadratic 
surface contains 49 terms. 
ponents of each input vector and 42 involved cross-products of the components 
of the input vectors taken two at a time. 
Seven of these terms involved squaring the com- 
If we define 
u = w.. t w o .  
i j  1J J’ 
and 
wi i u.. = 11 
then 
7 7 7 7 
In expanded form the right hand member of the above 
equation contains seven square terms and twenty-one cross-products. 
diagram of the minimal structure indicated by the above equation for a seven 
input logic unit i s  shown in Figure  34. The structure is minimal in the sense 
that the number of weighting resistors is minimized as well as  the number of 
connections internal to the logic unit. 
A block 
SM-48464-TPR-3 52 
I -  
. 
e z 
SM-48464-T PR -3 5 3  
Since many of these hyper-quadratic logic units a r e  
required by a useful recognition system it i s  important to keep the weight and 
power utilized by each as small as possible. 
maintain the response time, tR ,  of each unit as small as possible in order  to 
obtain the high data processing rates normally associated with a parallel analog 
recognition system. 
meters  operates accurately but has the disadvantages of large weight and size 
and a poor frequency response. The disadvantage of utilizing the Hall gener- 
ator teChi-iiqiie(') is its y.reight ~ " y  the n n x x r m r  ypqijired to obtain a useful output. 
F o r  example, a Hall multiplier using conventional toroidal magnets for a seven 
input quadratic logic unit wi l l  weigh approximately 3. 5 pounds. 
requiring approximately 400 quadratic units a weight of 0.7 tons would be 
involved. 
Further,  it is important to 
The servo multiplier technique using ganged potentio- 
r- - *  -- 
For  a system 
A method which overcomes the disadvantages of servo- 
multipliers and Hall multipliers i s  to utilize the logarithmic relationship 
between the transistor emitter current and the base to emitter voltage. This 
relationship is extremely uniform from transistor to transistor if  the devices 
currently used for  differential amplifier applications a r e  employed. 
is a plot of VBE vs. i for 1 /2  of an MD1122. 
measurements on 5 differential transistors (10 functions). 
the base to emitter voltage for  any emitter current  f rom 2 pa to 100 pa is 
less than f. 200 volts. This variation wi l l  cause a maximum absolute e r r o r  
over the current range f rom 1 pa  to 1000 pa of less than *50/0. 
Figure 25 
The graph was obtained f rom 
The variation of 
e 
The operation of the weighted multipliers used for the 
quadratic logic unit is described with the aid of Figure 2 6 .  Each weighted 
multiplier used by this logic unit i s  identical in its principles of operation. 
Initially v - v 
This accounts for any D. C. offset appearing across the input terminals of the 
pa709 integrated circuit amplifier. 
weight are important the offset pot may be replaced by two fixed resistors.  
and v, a r e  shorted and the off-set pot adjusted so that vFIr = 0. 
J3 -- X' Y 
In an actual system, where size and 
The pa 709 amplifier is  connected as a differential 
amplifier SO that 
= v t v  
V~~ x y m V B  
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Figure 25. Plot of Emitter Current vs. Base to Emitter Voltage 
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This expression may be rewritten using the semilogarithmic relations between 
voltage and current to yield 
i i 
In - t- 9 i i 
C - -  KT I n -  x KT - 
R 
CYo io I KT In-  - -  
9 l R  ci R 9 iR 
KT 
or 
i i  
i = a o i  2LY
C 
0 
but 
V - i 1 e 
Y C RB 
and 
i i  
i v = - i R  - 3 R L  - C Y o  
C 0 O L  
hence the output voltage is  given by 
CYaCYBCYo R ~ R ~ e i  + 
0 = -e 1 [ CYc ) ( R l l R I V  
and Q a re  high beta transistors having a Bmin = 100 and a J - f Q a s  QB, Qcs 0 
S,ax  = 200 
then 
so  that, 
V 
X -
v * R12R1 v v g -v 0 
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by equating like te rms  it is apparent that 
R ~ R ~  - 1 R ~ R ~  . -  1 
11 RiiR1 v i j  R . . R 1  V and u = u.. = 
1J 
In constructing this weighted multiplier it has been assumed that the i Rx Ry 
iRc = iRo. This condition can be met only i f  the t ransis tors  are mounted on a 
common heat sink o r  even to a higher degree if they a r e  mounted on a common 
header. 
TO - 5 header. 
= i = 
That is, a unit containing matched transistors mounted on a single 
To allow summing of the individual products, see 
Figure 27, it is only necessary to mutually connect the output collectors of all 
the individual weighted multipliers and terminate these collectors in the 
common load resistor R L' 
The output comparator may be readily constructed using 
an integrated circuit pa 7 1 0  which is housed in a TO-5 case. 
The total components used for a quadratic logic unit a r e  
tabulated below in  te rms  of the number of inputs/logic unit, n (Table VII). 
A seven input logic unit would require a volume of less 
than 2 cubic inches and weight approximately 0. 1 pound. 
by each logic unit using the conventional components listed above is approxi- 
The power dissipated 
mate (80 milliwatts) (n). 
integrated circuit amplifiers could afford significant reduction in  this power 
dissipation. 
Fo r  n = 7 the dissipation is 0. 56 watts. Future 
5.2.3 Single Hyperplane OF Linear Threshold Unit 
The response layer is constructed with linear threshold 
logic iinitn [Figtire 25!, The eqiietion defining the performance of these iinits i s  
n 
C w. e. > 8 
i= 1 1 1  
1 
t 0 . .  t- t- 
R 
1 
n R 
- 1 1 1 w. = 2 where R =  1 Ri p -  
R1 R 2  R 3  
SM-484 64-T P R  - 3 58 
TABLE VI1 
COMPONENTS OF QUADRATIC LOCIC UNIT 
Component Type 
Resistors 
Capacitors 
Matched Trans i s to r s 
(4/ TO-5 Case) 
Differential Amps 
(pa 709 integrated) 
Comparator Amp 
( p a  710 integrated) 
Quantity as a Function 
No. of Inputs 
+ l l n  + 3 2 
3n t4  
n 
n 
1 
With n = 7 
108 
25 
7 
7 
1 
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I .  
I .  The allowable differential input voltage is &5 volts. 
n 
i= 1 
e -  o if C w. e .  < 8 - (5 mv) o =  l l  
n 
i= 1 
e z t 3  i f  C w . e . < 6 + ( 5 m v )  
0 -  1 1  
Optimum sensitivity and minimum drift a r e  obtained by 
using small values of R-; however, such optimization is not a necessary system 
requirement. 
P 
r 
A reasonable range for R would be from 5 to 50Kn. 
Figure 2 7  is a schematic diagram of an integrated circuit 
differential amplifier which is used in  constructing the linear threshold unit. 
Figure 28 is a diagram of a typical linear threshold unit with positive weights. 
Negative weights are achieved by inputting the selected ei's to the opposite 
side labeled 3 in Figure 28. 
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NorAnverting 
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Input 
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Ground 
Figure 27. l a  710 .Integrated Circuit Differential 
Voltage Comparator 
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Figure 28. Linear Threshold Logic Unit (I. C. ) 
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5 . 3  
a re  problem 
1 Feasibility Study 
Both of the systems studied appear to be feasible although there 
areas  which require further study before a final assessment of 
feasibility i s  made. 
For  the recognition problem considered the combination of image 
storage tube and image dissector tube provides adequate resolution. 
requirement that the input to the recognition device be obtained from an a r r ay  
containing (75) 
which provides sample inputs would increase the resolution requirements for 
the image storage tube. 
available in the near future so that greater resolution f o r  the image storage 
tube can best be obtained by constructing a larger diameter tube. 
image dissector tube resolution is not a limiting factor since the resolution 
at which it wil l  operate is determined by the size of the samplirng array.  
limiting resolution of the dissector tube in any event far exceeds the needs for 
the classification problem under consideration. 
If the 
2 samples is retained, a decrease in the size of the subregion 
It is not likely that much finer storage meshes will be 
For  the 
The 
The maximum output of the image dissector tube for the NIMBUS 
Within this range the space environment has been calculated to be 26 p amps. 
average number of distinguishable current levels (associated with distinguishable 
gray levels in the system input image) has been calculated to be five. 
ber  of output gray levels can be increased by obtaining a higher current at the 
aperture of the dissector tube. 
only be accomplished by increasing the output brightness of the image storage 
tube. 
system complexity. 
The num- 
Since the area of the aperture i s  fixed this can 
Techniques exist for doing this - at the expense of a slight increase in 
In System I the parallel inputs to the recognition device were obtained 
through the use of a display storage tube for imaging a subregiuir SCaiiiitd by 
the dissector, a relay lens, and a monolithic a r ray  of 50 x 5 0  element format. 
The a r r a y  is not an off-the-shelf item but it and larger a r rays  a re  currently 
under development. 
In System 11, which involves a bank of sample-hold circuits a s  a 
means of supplying the parallel format to the recognition device, the design of the 
sample-hold circuits i s  dependent upon the ratio of the storage tube hold time 
S M - 4 8 4 6 4 - T P R - 3  63 
(total processing time) to the single element dwell time of the dissector tube. 
Specifically, for the present problem, the input resistance for the buffer 
amplifier coupling the sampling capacitors to the logic units must be approxi- 
mately 33 megohms. 
state-of -the -art techniques but a r e  realizable. 
The design of these circuits thus requires up to date 
Practical, lightweight, analog quadratic logic units a r e  currently 
not available. However, a very promising circuit design using matched 
t r  an s i s t o r s and int e g rated ci r cuit di f f e rent i a1 ampli f i e F s has b e en b r e  adb oar d e d 
and evaluated and appears to satisfy the requirements. 
unit would be approximately 0. 1 pound. 
The v.reight of such a 
The total number of bits which must be transmitted in order to 
5 reconstruct the image stored in the image storage tube is 3 - (540)' = 7. 75 x 10 
bits. Transmitting only the classification of each of 121 subregions (into one 
of four possible classes) requires 242 bits. This represents an improvement 
of 3200 to 1 in total bits transmitted. The ratio is so high that it makes little 
sense to consider the ratio of power required to transmit the entire picture to 
that of transmitting only the classification of 121 subsections. 
The physical dimensions (weight and size) and power required a re  
approximately those give in Table VIII. 
operation of the recognition systems are high compared to existing satellite 
systems i t  should be remembered that (for the msst  part) off-the-shelf i tems 
were used. It i s  probable that a reduction in power of four o r  five to one may 
be possible with the development of a sequential/digital realization of a recogi- 
nition system using the image storage tube in the preprocessor without sacrifice 
in the processing time. 
Although the power required for  the 
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TABLE VIII 
Photosensitive Array 3 
PHYSICAL DIMENSIONS AND POWER 
70 45" x 6" OD 
Component 
Image Storage Tube 
T _._ _ _  n: -_ -_  +-- T,,he 
~ ~ ~ l d ~ ~  U L 3 3 G L C U L  a. U-- 
Lenses 
Input 
Errector 
Total for Image and 
Dissector Tube Sub- 
System 
Recognition Device 40 
Weight 
(pounds) 
10" x 10" x 10" 200 
8 
3, 5 
1 
4 
16. 5 
Size 
5.75" x 5" OD 
6. 5" x 3. 1l1 OD 
25. 5" x 5" OD 
Power 
(watts ) 
1.2 
1.2 
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6.0 PROGRAM FOR THE NEXT PERIOD 
During the next reporting period the primary effort will be centered on 
improving the performance obtained on four of the five lunar and NIMBUS 
tasks. 
patterns to insure that all patterns a re  positively identifiable by a human 
observer, the use of subarea scanning, and the use of idealized training pat- 
terns. Decision functions will be designed adaptively f o r  the known properties 
developed by NASA for the NIMBUS patterns. Known properties will be devel- 
oped for lunar patterns. The known property sets  wiii be augiiiented by statis- 
tically derived properties designed to complement them, and the combined sets 
tested to evaluate this important process. 
The methods to be used will include a careful screening of the sample 
A program to implement a cluster analysis will be written, to evaluate 
this analysis a s  a possibly improved method fo r  the design of property filters 
or decision functions. 
evaluation, particularly the MADALINE technique, will be sought. 
Improvements to the adaptive algorithms already under 
The study to determine the feasibility of an on-board recognition system 
Specifically, a sequential/digital system will be investigated. will be continued. 
This system will utilize the sequential output of the dissector tube (or perhaps 
a vidicon) a s  inputs to a special digital computer realization of a recognition 
device. 
weight and power required over the systems already studied. 
If feasible, such a system could achieve a significant reduction in 
Consideration will also be given to a system in which the storage tube 
i s  replaced by an electromechanically driven mi r ro r  system to display a sub- 
section on a photosensitive a r ray  o r  on the face of a scanning tube. 
Refinement of the quadratic surface logic unit will be attempted and 
trzc’e-dfs m?da in the various elements of the parallel/analog recognition 
systems to achieve a system consistent with the requirements for satellite 
instrumentation and with the results of the recognition experiments being 
conducted. 
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CORRIGENDA 
Ir, the lunar feature experiments reported in Technical Progress  Report 
No. 2, a bug was detected in the ' ' e r ror  correction" programs. The computer 
program which designs the linear decision function records the final design on 
magnetic tape. 
tape and determines the performance of the system on the generalization pat- 
terns. 
stored in the proper iocaiioii prior tz being recorded on tape. 
was that the generalization performance was tested against an essentially random 
thr  e s hold. 
A second program then reads the decisioz function from the 
F o r  the "er ror  correction" technique only, the threshold was not being 
The net result 
The correct values for the thresholds were determined from the print- 
The resulting per- out and force-fed into the generalization testing program. 
formance levels were determined, and the corrected data a re  presented in 
Figures C17, C20, and C23. 
for  "e r ro r  correction. " One threshold is computed as  part of the adaptive 
routine, and the second at the end of the routine. 
average value of the linear decision function for all of the training patterns. 
Data for the latter threshold appears in  the second line. With the corrected 
values, the "e r ro r  correction" procedure gives performances equal to the 
best technique, "iterative design, I t  on the lunar data. 
As in the last report, two thresholds a re  considered 
The latter threshold is the 
It is again noted, that Figures C17, C20, and C23 differ from the 
corresponding Figures 17, 20, and 23 of TPR-2 only in the generalization 
performance for the "e r ro r  correction'' technique. 
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