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Deep level transient spectroscopy (DLTS) is used extensively to study defects in semiconductors. We demon-
strate that great care should be exercised in interpreting activation energies extracted from DLTS as ionization
energies. We show how first-principles calculations of thermodynamic transition levels, temperature effects
of ionization energies, and nonradiative capture coefficients can be used to accurately determine actual acti-
vation energies that can be directly compared with DLTS. Our analysis is illustrated with hybrid functional
calculations for two important defects in GaN that have similar thermodynamic transition levels, and shows
that the activation energy extracted from DLTS includes a capture barrier that is temperature dependent,
unique to each defect, and in some cases large in comparison to the ionization energy. By calculating quanti-
ties that can be directly compared with experiment, first-principles calculations thus offer powerful leverage
in identifying the microscopic origin of defects detected in DLTS.
PACS numbers: 71.55.-i, 72.20.Jv, 84.37.+q
Point defects and impurities are present in all semi-
conductors. They can act as recombination centers that
lower the efficiency of optoelectronic devices, or as car-
rier traps in electronic devices such as transistors. Micro-
scopic identification of the detrimental defects is crucial
in order to mitigate their impact. Deep level transient
spectroscopy (DLTS) is a powerful technique for deter-
mining the properties of defects; from an analysis of elec-
trical measurements on a pn junction or Schottky diode,
properties such as the position of the defect level within
the band gap, electrical nature (donor or acceptor), den-
sity, and carrier capture cross section of specific defects
can be obtained.1–3
Translating this wealth of information to a microscopic
identification of a given defect requires comparison with
theoretical or computational models, and first-principles
calculations based on density functional theory (DFT)
have proven very helpful.4–8
One of the key quantities measured in DLTS is the ac-
tivation energy for carrier emission from a defect, ∆Ea.
Defect identification is often based on comparing ∆Ea
with values of the defect ionization energy ∆Ei de-
termined from zero-temperature first-principles calcula-
tions. However, the underlying theory of DLTS2,3 makes
clear that ∆Ea and ∆Ei are distinct, and the use of ∆Ei
can affect the correct identification of a defect.
In the present study we describe a first-principles ap-
proach to explicitly determine the activation energies
measured in DLTS. Recent advances have enabled the
quantitative prediction of defect levels in the band gap9
and the ability to accurately describe nonradiative carrier
capture.10 We will show that ∆Ea can significantly differ
from ∆Ei for some defects, demonstrating the need to
explicitly calculate the activation energy in order to cor-
rectly identify defects detected by DLTS. Our analysis is
general, but will be illustrated with examples of deep de-
fects in GaN, a material of high technological relevance
because of its applications in solid-state light emitters
and power electronics.
Let us consider a defect that acts as a single deep ac-
ceptor. A standard DLTS measurement relies on a pn
junction or Schottky diode that is reverse biased, which
establishes a depletion region that is free of mobile car-
riers. The band diagram is illustrated in Fig. 1(a).11 A
forward-bias injection pulse is applied, which decreases
the width of the depletion region [Fig. 1(b)]. Holes from
the valence band are captured nonradiatively into the ac-
ceptor level during the injection pulse. After the pulse is
turned off, the depletion width increases to its reverse-
bias value and the holes captured into the acceptor level
are re-emitted into the valence band, which results in a
transient change in the capacitance. Using the “double
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FIG. 1. Schematic illustration of the DLTS measurement pro-
cess for a p-type Schottky junction with a single deep acceptor
level at an energy Et. EFp is the quasi-Fermi level for holes
for the junction under bias and Ev is the valence-band max-
imum. The band diagram is shown under (a) reverse bias,
VR, and (b) forward bias, VF . φbi is the built-in potential
at the Schottky junction. (c) Capacitance measurement as a
function of temperature within the DLTS rate window. (d)
Resulting hole emission spectra as a function of temperature
obtained for different rate windows. Panel (c) is adapted from
Fig. 6 of Ref. 11.
boxcar” technique,11 the difference in the capacitance,
∆C, is measured at two different times after the injection
pulse is turned off [schematically illustrated in Fig. 1(c)].
The duration of time within which the capacitance mea-
surement occurs is termed the emission rate window. The
change in the capacitance for a given emission rate win-
dow is measured as a function of temperature T . A peak
in the capacitance versus T occurs when the rate at which
the acceptor level emits a hole, ep, equals the inverse
of the emission rate window. Therefore, repeating this
measurement with a variety of rate windows, as shown
in Fig. 1(d), yields measurements of ep versus T .
Under equilibrium conditions, the principle of detailed
balance requires that the rate of hole capture into the
acceptor level is equal to the emission rate of holes into
the valence band. Therefore ep can be written in terms
of the hole capture cross section σp as
11
ep(T ) =
σp(T )〈vp(T )〉Nv(T )
gv
exp
(
−
∆Ei(T )
kBT
)
, (1)
where 〈vp〉 is the average thermal velocity of holes in the
valence band, Nv is the effective density of states of the
valence band, gv is the valley degeneracy, and ∆Ei(T ) is
the ionization energy of the defect. For the case of the
deep acceptor, ∆Ei(T ) is the energy difference between
the valence-band maximum, Ev, and the acceptor level.
To obtain the ionization energy and capture cross sec-
tion from the emission rate versus T data obtained by
the procedure in Fig. 1, the temperature dependence of
the various quantities in Eq. (1) must be specified. The
thermal velocity 〈vp〉 is given by
√
3kBT
mh
, where mh is the
hole mass. Assuming parabolic bands, the valence-band
density of states is defined as Nv = 2gv
(
2pim∗
h
kBT
~2
)3/2
,
where m∗h is the density-of-states effective mass of holes
(1.50 m0 for GaN).
12,13 Therefore, 〈vp〉Nv ∝ T
2. The
standard procedure in DLTS analysis is to assume σp is
independent of temperature and plot ln(ep(T )/T
2) ver-
sus 1/T , and then fit to an Arrhenius expression to ex-
tract an activation energy ∆Ea.
11 This activation energy
would coincide with the 0 K ionization energy of the de-
fect if ∆Ei and the prefactor of Eq. (1) were independent
of temperature.
However, in reality σp can have a strong tempera-
ture dependence, and therefore a significant contribution
to the slope obtained from a ln(ep(T )/T
2) versus 1/T
plot.3 This contribution must be clarified in order to ex-
tract the activation energy from these plots. In addition,
∆Ei, i.e., the position of the thermodynamic transition
level with respect to the band edge, is also temperature
dependent.14,15 Both effects are addressed here from first
principles.
We perform DFT calculations based on the general-
ized Kohn-Sham scheme using the projector-augmented-
wave method with the hybrid functional of Heyd, Scuse-
ria, and Ernzerhof (HSE)16 as implemented in the VASP
code.17,18 We use a mixing parameter of 0.31 which re-
sults in lattice parameters (a=3.19 A˚ and c=5.17 A˚) and
a band gap (3.495 eV) that are close to the experimental
T=0 K lattice parameters19 and band gap20,21 of GaN.
The defect calculations are performed using a 96-atom
supercell, a plane-wave basis set with a 400 eV cutoff,
and a (2×2×2) Monkhorst-Pack k-point grid to sam-
ple the Brillouin zone. Spin polarization is explicitly
included. All atomic relaxations are performed consis-
tently with the HSE functional. Defect formation ener-
gies and thermodynamic transition levels were calculated
using the standard formalism9 with charge-state correc-
tions applied to account for the periodic supercells.22
Capture coefficients and their temperature dependence
are evaluated using the formalism in Ref. 10. In order
to discuss the temperature dependence of the capture
cross section, we prefer to consider the capture coeffi-
cient, Cp(T ) = σp(T )〈v(T )〉, which is a more general
quantity since it can be calculated without assuming a
thermal velocity for the carriers.
To determine the temperature dependence of ∆Ei(T )
we calculate the temperature dependence of the band
edges and the thermodynamic charge-state transition
level. Two mechanisms contribute to the temperature
dependence of the band edges. The contribution due to
electron-phonon interactions was evaluated by using the
methodology of Refs. 23 and 24, on a 4×4×4 q-point grid.
To determine the contribution due to thermal expansion
we used experimental thermal expansion coefficients19
to determine the lattice expansion at a given temper-
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FIG. 2. One-dimensional configuration coordinate diagrams
describing hole capture due to (a) CN and (b) VGa-ON-2H in
GaN. In (a) the initial state of the defect is CN in a negative
charge state and the final state is CN in a neutral charge state.
In (b) the initial state is (VGa-ON-2H)
0 and the final state is
(VGa-ON-2H)
+. ∆Ei is energy difference between the minima
of the potential energy surfaces at T=0 K and ∆Eb is the
classical barrier for the nonradiative capture process.
ature, and absolute deformation potentials25 to deter-
mine the resulting shift in the band edges. We verified
that the calculated cumulative change in the band gap
agrees with experimental measurements,21 but we em-
phasize that our procedure allows us to assess the shifts
in the individual band edges (valence band versus con-
duction band).
To determine the temperature dependence of the de-
fect levels we calculate the zone-center vibrational fre-
quencies of each defect in their different charge states us-
ing HSE with 216-atom supercells using the T=0 K HSE
lattice parameters. The vibrational frequencies were de-
termined for a set of atoms within 4 A˚ around the defect
while the remaining atoms were kept fixed at their equi-
librium positions. Details of the calculations are provided
in the Supplementary Material. The vibrational frequen-
cies were used to evaluate the vibrational free energy for
a given charge state within the harmonic approximation
[cf. Eq. (17) in Ref. 9]. The difference in vibrational
free energy between the two charge states was used to
determine the temperature dependence of the transition
level.
We will determine the implications of the T depen-
dence for two examples of defects in GaN that have
very similar thermodynamic transition levels but differ-
ent temperature dependences of their capture coefficient:
carbon on a nitrogen site, CN,
26 and a gallium vacancy
complex, VGa-ON-2H.
27 One-dimensional configuration
coordinate diagrams (see Ref. 10) are shown in Fig. 2.
CN is a deep acceptor, with a (0/−) transition level 1.02
eV above Ev. VGa-ON-2H is a complex based on a gal-
lium vacancy that exhibits a (+/0) transition level 1.06
eV above Ev.
27
For purposes of determining the capture coefficient, the
initial state of the system consists of a hole in the valence
band and a negatively charged acceptor; see the poten-
tial energy surface labeled C−N+h
+ in Fig. 2(a). Capture
occurs when the system traverses to the potential en-
ergy surface corresponding to the neutral acceptor, C0N.
The difference in energy of the minima of the two curves
is the thermodynamic charge-state transition level ref-
erenced to Ev, and corresponds to the ionization energy
∆Ei from Eq. (1). At high temperatures the capture pro-
cess occurs by surmounting the “classical” barrier,2 ∆Eb,
obtained from the intersection point of the curves in the
configuration coordinate diagram; at low temperatures,
the transition rate is dominated by quantum-mechanical
tunneling.10 The classical barrier ∆Eb is 490 meV for CN
and 49 meV for VGa-ON-2H.
The large difference in these classical barriers is re-
flected in our results for the temperature dependence of
the hole capture coefficients in Fig. 3(a) (dashed lines).
We focus on the temperature range up to 600 K; DLTS
measurements on GaN are limited to this temperature
to prevent degrading of the metal contacts. The hole
capture coefficient of CN changes by two orders of mag-
nitude as the temperature increases from 0 K to 600
K, while for VGa-ON-2H the temperature dependence is
much more modest. The results shown in dashed lines in
Fig. 3(a) assume that the ∆Ei are fixed to their T=0 val-
ues. These ∆Ei values correspond to charge-state tran-
sition levels obtained from static-lattice calculations of a
zero-temperature DFT calculation. Both dashed curves
have an Arrhenius form at high T , and have a weak tem-
perature dependence as T → 0.10 In reality, the distance
between Ev and the defect level shrinks as T increases,
and so ∆Ei(T ) is reduced, as shown in Fig. 3(b). Inclu-
sion of this additional effect enhances the dependence of
Cp on T , as shown by the solid curves in Fig. 3(a).
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FIG. 3. (a) Hole capture coefficient versus temperature for
CN and VGa-ON-2H in GaN. The dashed lines are based on
constant T=0 K values for ∆Ei. The solid lines take the tem-
perature dependence of ∆Ei, as shown in (b), into account.
(b) Variation in the ionization energy of CN and VGa-ON-2H
as a function of temperature, as described in the text.
It is commonly assumed3 that the capture coeffi-
cient has a temperature dependence given by Cp =
C∞ exp(−∆Eb/kBT ). Our results in Fig. 3(a) show that
the description in terms of a temperature-independent
classical barrier is too simple to capture the actual tem-
perature dependence of Cp. At low temperatures, the Ar-
rhenius form would imply that Cp goes to zero as T → 0
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FIG. 4. Calculated hole emission rates for (a) CN and (b)
VGa-ON-2H in GaN (solid lines). The dashed lines are least-
squares fits to Eq. (2), with the thick band of symbols in-
dicating the temperature ranges over which the fit was per-
formed: 200–250 K, 300–350 K, 400–450 K and 500–550 K.
Extracted activation energies ∆Ea are shown alongside each
fit and plotted as a function of temperature in the inset. The
zero-temperature ionization energy for each defect is illus-
trated with a horizontal dashed line.
K, but in reality Cp remains finite because of quantum-
mechanical tunneling. At high T , the behavior is also
non-exponential, caused by the temperature dependence
of ∆Ei. Hence, in a quantum-mechanical treatment of
nonradiative capture of carriers by defects one should
consider an effective barrier to describe the temperature
dependence of such processes.10 Unlike the classical cap-
ture barrier ∆Eb, the effective barrier ∆E
′
b(T ) is temper-
ature dependent resulting in Cp deviating from purely
exponential behavior.
We now use our values of Cp [Fig. 3(a)] to calculate
the emission rate based on Eq. (1). We mentioned be-
fore that the common practice in DLTS analysis is to
plot ln(ep/T
2) versus 1/T , based on a lack of informa-
tion about the temperature dependence of σp and the fact
that 〈vp〉Nv ∝ T
2. Therefore in Fig. 4 we plot ln(ep/T
2).
When plotted over this large temperature range,
the calculated emission rates (black solid lines in
Fig. 4) clearly deviate from linearity, reflecting the non-
Arrhenius behavior of Cp as well as the temperature de-
pendence of ∆Ei. It is important to note that even if
ln(ep/T
2) would be linear, the slope still does not corre-
spond to the ionization energy, as it includes the capture
barrier.
DLTS measurements are carried out over a limited
temperature range, typically about 50 K, and the data
are then fitted to an Arrhenius expression. Based on the
data as plotted in our Fig. 4, we fit to an expression:
ep/T
2 = efit0 exp(−∆E
fit
a /kBT ) . (2)
We can thus determine the activation energy ∆Efita that
would be extracted from a typical DLTS measurement
by fitting over a finite temperature range similar to the
one probed in experiments (dashed curves in Fig. 4). We
find that for CN, the fitted activation energies increase
from 1.162 eV to 1.394 eV, depending on the tempera-
ture range for which the fit is performed [Fig. 4(a)]. For
VGa-ON-2H, the explicit calculations are much closer to a
simple Arrhenius behavior, and hence there is little vari-
ation in the activation energies extracted over different
temperature ranges [Fig. 4(b)].
The activation energy is temperature dependent and
the deviation between the ionization energy and activa-
tion energy is pronounced at higher temperatures. Our
calculations highlight that the difference between the ac-
tivation energy and the ionization energy can be large:
up to 0.4 eV for CN. The activation energy obtained from
an Arrhenius analysis of the emission rate differs from the
0 K ionization energy of the defect for two reasons: first,
because the activation energy also includes a capture bar-
rier, and second, because the ionization energy itself is
temperature dependent, due to the temperature depen-
dence of the band edges and of the defect transition level.
Activation energies extracted from DLTS should there-
fore not be simply interpreted as ionization energies, and
simple comparisons with first-principles ionization ener-
gies could lead to incorrect identification of defects.
As mentioned above, the typical procedure (which we
have followed in this paper) is to plot the results of
DLTS experiments as ln(ep/T
2), and perform an Ar-
rhenius analysis assuming that σp has a temperature-
independent prefactor [see Eq. 1]. It has been shown,
however, that at high temperature the preexponential
factor in σp has a 1/T dependence [cf. Eq. (28) in
Ref. 2 and Eq. (61a) in Ref. 28]. At high tempera-
ture one should therefore perform an Arrhenius anal-
ysis of ln(ep/T ), and this would be important to re-
cover the value of the classical barrier ∆Eb. Indeed,
we find that including this 1/T dependence when fitting
our first-principles calculations of capture coefficients at
high temperatures (T > 1200 K) results in ∆E′b → ∆Eb
(the classical barrier at fixed ∆Ei, see Fig. 2), as ex-
pected. However, the typical temperature range over
which DLTS experiments are performed does not reach
this high-temperature limit, and therefore ln(ep/T
2) is
an acceptable approximation.
In summary, we have shown DLTS activation energies
are temperature-dependent and should not be compared
directly with first-principles calculations of ionization en-
ergies of defects. Using first-principles calculations we
determined the temperature dependence of nonradiative
carrier capture and the ionization energy of defects in
5GaN and demonstrated how they yield activation ener-
gies that can differ greatly from the 0 K ionization en-
ergy of the defect. The CN and VGa-ON-2H defects we
considered in this study are examples of positive-U de-
fects where we determined the activation energy due to
thermal emission from a single thermodynamic transition
level. Our conclusions on the temperature dependence of
activation energy will also apply in the case of more com-
plex situations such as defects with two thermodynamic
transition levels that are amenable to ionization in DLTS.
In the case of a positive-U center, thermal emission due to
both thermodynamic transition levels would be observed
in a DLTS measurement. Our formalism can be applied
to determine the activation energy of both transitions
separately. In the case of a negative-U center, the DLTS
transient is determined by the slower of the two carrier
emission process. Thus, one would observe a single peak
with an activation energy that corresponds to the slower
emission process, to which our analysis is equally applica-
ble. Hence, our analysis of these quantities is general and
can be applied to accurately determine defect activation
energies when comparing to DLTS measurements.
Supplementary Material: See Supplementary Ma-
terial for the details of calculations of the vibrational
properties of defects and a comparison between the cal-
culated and experimental temperature dependence of the
band gap of GaN.
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VIBRATIONAL AND THERMODYNAMIC PROPERTIES OF DEFECTS
A. Procedure for calculating the vibrational contribution to the defect level
We are interested in determining the temperature dependence of the defect ionization energy, ∆Ei. One contribution
arises from the temperature dependence of the valence-band edge due to electron-phonon interactions and thermal
expansion; the calculation of this contribution is described in the main text. A second contribution to the temperature
dependence is due to vibrational entropy of the defect, which shifts the thermodynamic transition level. We can
evaluate this contribution by calculating the vibrational free energy of the defect in each of the relevant charge states;
the difference yields the shift in the transition level.
Calculations of free energy require the evaluation of vibrational frequencies. The zone-center vibrational properties
of the defect are calculated in a defect supercell, where one defect is embedded in a large volume of host material and
is periodically repeated. A finite-difference scheme is used to obtain vibrational frequencies. The T = 0 equilibrium
HSE lattice parameters of GaN were used. In the course of our convergence tests, we found that an energy convergence
criterion of 10−7 eV needs to be applied for these calculations; this is a much more stringent criterion than the default
value of 10−4 eV.
The vibrational frequencies are used to determine the vibrational free energy Fph for the defect in a charge state q
within the harmonic approximation:1
Fph =
∑
i
[
1
2
~ωi + kBT ln
{
1− exp
(
−
~ωi
kBT
)}]
. (S1)
The impact of vibrations on the temperature dependence of the thermodynamic level is determined by the difference
in vibrational free energy, ∆Fph, between the two charge states of the thermodynamic level. For example, for CN this
is the difference between Fph of the negative and neutral charge states, as defined in Eq. (S2):
∆Fph = Fph(C
q=1−
N )− Fph(C
q=0
N ) . (S2)
For VGa-ON-2H ∆Fph is the difference between Fph in the neutral and positive charge state.
In principle, we would like to include the vibrational properties of all of the atoms in the supercell in the calculation
of Fph. However, for the supercell sizes that are needed (see our convergence tests below), this is computationally
intractable when using a hybrid functional such as HSE2 using the convergence criteria that we have identified to be
necessary to obtain ∆Fph with acceptable accuracy. One approach would be to use a less demanding functional such
as the generalized gradient approximation of Perdew, Burke, and Ernzerhof (PBE).3 This is the approach we have
used for conducting the benchmark and supercell-size convergence tests reported below.
There is a concern, however, that PBE may not capture all of the relevant properties. Indeed, certain defect
configurations lead to charge localization that is properly described only when using a hybrid functional,1 and the
atomic relaxations that accompany this localization may induce significant changes in vibrational properties. We have
therefore developed an alternative procedure for calculating ∆Fph, in which only atoms in the vicinity of the defect
center are included in the calculation of the vibrational properties. Based on the tests reported below, we have found
that including atoms within 4 A˚ of the defect center (corresponding to first and second nearest neighbors) is sufficient
to calculate ∆Fph to an acceptable degree of accuracy. The remaining atoms outside of this 4-A˚ radius are kept fixed
at their relaxed equilibrium positions. In practice, we have used 216-atom supercells where the atomic coordinates
in each charge state were relaxed using HSE. For each charge state q of the defect, the vibrational frequencies of the
atoms within this 4-A˚ radius are calculated with the HSE hybrid functional using finite differences. ∆Fph is then
obtained based on Eq. (S2).
Our convergence tests are detailed in the subsections below.
B. Benchmark calculations for vibrational properties
Since full HSE calculations of vibrational properties in a sufficiently large supercell are intractable, we have developed
an alternative procedure based on calculating vibrational properties for a subset of atoms. In order to check the
accuracy of the procedure, we need to have a benchmark value for ∆Fph, calculated by including vibrations for all
7the atoms in the supercell. Since such calculations are not feasible with HSE, we instead used PBE3 to determine the
convergence of vibrational frequencies and free energies as a function of supercell size. We assume that the convergence
properties as a function of supercell size will be similar for HSE.
Figure S1 shows the convergence of ∆Fph for the defects in GaN as a function of supercell size. This allows us
to determine the supercell size where ∆Fph for an isolated defect is not impacted by finite-size effects. We consider
supercell sizes that range from 64 atoms to 216 atoms. For each of these calculations PBE lattice parameters of GaN
were used and all atomic relaxations were performed within PBE. ∆Fph as obtained using PBE vibrational modes is
shown in Fig. S1. We conclude that supercells larger than 144 atoms are needed to obtain converged results.
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FIG. S1. ∆Fph for (a) CN and (b) VGa-ON-2H as a function of temperature for 64, 96, 144 and 216 atom wurtzite cells including
all vibrational modes determined with the PBE functional.
C. Vibrational properties of defects using a finite number of atoms
We have developed a procedure to obtain ∆Fph based on the vibrational properties of a subset of atoms within
4 A˚ around the defect site. The set of atoms lying within 4 A˚ of the defect site corresponds to including atoms that
constitute the defect center, plus their first and second nearest neighbors. The remaining atoms in the supercell are
kept fixed at their equilibrium positions. Vibrations of atoms lying outside this 4 A˚ sphere will definitely contribute
to the vibrational free energy; however, our hypothesis is that these contributions will be very similar for different
charge states q, and hence will cancel in ∆Fph [see Eq. S2]. We have verified this approach by calculating ∆Fph in
a 216-atom supercell for CN and VGa-ON-2H, and comparing the result obtained based on the vibrational modes of
atoms lying within 4 A˚ of the defect site with the result obtained based on the vibrational modes of all atoms in the
supercell. The PBE functional was used for these tests, and the results are illustrated in Fig. S2.
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FIG. S2. ∆Fph including all vibrational modes versus vibrational modes contributed by atoms lying within 4 A˚ of the defect
center [up to 2nd nearest neighbors (NN)] for (a) CN and (b) VGa-ON-2H determined with the PBE functional.
8From Fig. S2 it is evident that a majority of the change in the vibrational free energy is captured by the vibrational
modes of the atoms within this small volume. This now makes it feasible to determine ∆Fph for these defects using
the HSE hybrid functional.
One question still to be addressed relates to the supercell size that is needed for this procedure to yield acceptable
results. One may think that, since atoms outside a 4-A˚ radius are kept fixed, a relatively small supercell might
suffice. We have carried out tests for 96-, 144-, and 216-atom supercells, as shown in Fig. S3. The comparison shows
that 216-atom supercells yield the best results. While atoms outside the 4-A˚ radius are kept fixed in the process of
calculating vibrational properties, these vibrational properties turn out to be quite sensitive to the supercell size. This
may be because of a sensitivity to the details of the atomic relaxations (which may not be fully converged in a 96-atom
cell). More likely it is due to interactions between neighboring supercells in the course of the evaluation of vibrational
frequencies. Such a spurious interaction may be present particularly in the case of nonzero charge states, especially
since the suppression of relaxation of atoms outside the 4-A˚ radius also suppresses screening. These spurious effects
diminish with increasing supercell size.
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FIG. S3. Comparison of ∆Fph for CN as determined with the PBE functional, for different supercell sizes. (a) 96 atoms; (b) 144
atoms; (c) 216 atoms. In each case the result obtained vibrational modes contributed by atoms lying within 4 A˚ of the defect
center (up to 2nd NN) is compared with the result including vibrational modes for all atoms within the same-size supercell, as
well as with the result including vibrational modes for all atoms within a 216-atom supercell (which serves as our benchmark).
Based on these tests, 216-atom supercells were used with the HSE lattice parameters of GaN, including complete
relaxation of all atoms with HSE, and the vibrational properties were also determined with HSE for atoms within 4
A˚ of the defect site. The results are shown in Sec. S0 E.
D. Impact of thermal expansion on vibrational properties
Finite temperature leads to thermal expansion of the GaN lattice; in turn this can impact the vibrational frequencies
of the defect. In this study we have used the equilibrium 0 K HSE lattice parameters to determine the vibrational
frequencies. To justify this approximation we compare the vibrational frequencies of CN and VGa-ON-2H obtained
with a 216-atom GaN supercell with 0 K PBE lattice parameters with a 216 atom supercell with expanded lattice
parameters (based on the thermal expansion coefficients of GaN4 and a temperature of 600 K). We find thermal
expansion to have a minor impact on the vibrational frequencies of the defects. As an example, the vibrational
density of states for CN in the neutral and negative charge states between the 0 K and 600 K lattice constants is
illustrated in Fig. S4.
The difference in vibrational properties has a very small impact on ∆Fph. ∆Fph calculated with the 600 K lattice
parameters differs by only 4 meV from the value calculated with T = 0 lattice parameters for CN, and by 3 meV
for VGa-ON-2H. These differences in ∆Fph are significantly smaller than the other temperature-dependent quantitites
we consider in this study. We conclude that we can neglect lattice expansion in the calculation of the vibrational
free energy, and we have calculated the vibrational frequencies for both defects using the equilibrium 0 K lattice
parameters.
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FIG. S4. Vibrational density of states for the (a) neutral and (b) negative charge state of CN, calculated using the equilibrium
(T=0 K) (shaded blue) and expanded lattice parameters (corresponding to thermal expansion at T=600 K) (black line).
Vibrational frequencies are calculated within PBE.
E. Vibrational free-energy contribution to the thermodynamic transition level: HSE results
Figure S5 shows ∆Fph for CN and VGa-ON-2H in GaN as a function of temperature, obtained with HSE calculations
within 216 atom supercells as described above: the T=0 K HSE lattice parameters were used and only atoms within
4 A˚ of the defect center were used to compute the vibrational frequencies. The remaining atoms were kept fixed at
their equilibrium positions.
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FIG. S5. ∆Fph for (a) CN and (b) VGa-ON-2H determined with the HSE function for a atoms lying within 4 A˚ of the defect
center in a 216-atom supercell.
These results were used to determine the impact of vibrational free energy on the temperature dependence of the
defect transition level. The results in Fig. S5, combined with our calculated temperature dependence of the band
edges, were used to determine the temperature dependence of the ionization energy ∆Ei [cf. Fig. 3(b) in the main
text].
TEMPERATURE DEPENDENCE OF THE GaN BAND GAP
We are interested in the temperature dependence of the band gap and band edges of GaN since these changes in
the electronic structure impact the capture coefficients and emission rates. Our calculations take into account the
role of electron-phonon interactions and thermal expansion. In Fig. S6 we show the change in the band gap as a
function of temperature, calculated using the methodology described in the main text. We compare these results to
the experimentally measured change in the band gap of GaN as reported in Ref. 5.
We note that the GaN layers in the experimental measurements of Ref. 5 were grown on sapphire and thus experience
a certain amount of strain, which will vary with temperature. Such strain effects are not included in our calculations
and may be responsible for the difference between experimental and calculated results.
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FIG. S6. Calculated (black) and experimentally measured5 (blue squares) change in the band gap of GaN as a function of
temperature.
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