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RESUMEN 
Modelar la demanda del transporte en función de una matriz Origen-Destino (OD) es un 
aspecto clave en casi todos los modelos de transporte. Cuando realizamos una 
planificación estratégica del transporte hacemos uso de los modelos de Asignación de 
Tráfico en equilibrio de usuario, que utilizan una matriz OD que define la demanda de 
transporte. La utilidad de estos modelos reside en que permiten asignar esa demanda en 
forma de matriz sobre una red vial, y para unas condiciones determinadas de utilización 
de los arcos podemos obtener los flujos resultantes en los mismos. 
En este trabajo se presenta un nuevo método para resolver el ajuste simultáneo de una 
matriz de demanda dinámica de tráfico, buscando una solución realista usando como 
entrada conteos de tráfico, velocidades, tiempos de viaje entre rutas determinadas, 
matrices O-D a priori y otros datos de demanda agregados.  
El procedimiento de resolución propuesto es una modificación del Simultaneous 
Perturbation Stochastic Approximation (SPSA), método de optimización binivel que 
utiliza una Asignación Dinámica de Tráfico en Equilibrio de Usuario para el ajuste de 
una matriz origen-destino particionada en intervalos temporales mediante las medidas 
de variables de tráfico en esos intervalos. El procedimiento puede encontrar una buena 
solución cuando la matriz de partida (la matriz semilla) se asume cercana a la óptima, 
trabajando con una aproximación del gradiente basada en una perturbación simultánea 
de cada variable de demanda. 
El problema aquí presentado se basa en una estimación simultánea de matrices 
temporales O-D formulada sin matrices de asignación, usando medidas como 
volúmenes en arcos o velocidades e introduciendo nuevas restricciones con respecto a 
los datos de demanda agregados (producción de demanda de tráfico por zona). 
La implementación de este procedimiento conlleva la interacción entre dos entornos 
informáticos: la herramienta matemática Matlab para operar con las matrices y el 
software de simulación Aimsun. El desarrollo de una función que permita lanzar 
simulaciones en Aimsun desde Matlab resulta un aspecto clave  para recoger datos de la 
simulación. Con estos datos simulados y otros reales se implementan varios algoritmos 
que operan con ellos para calcular las aproximaciones del gradiente necesarias con las 
que realizar una estimación adecuada de la matriz origen-destino. 
Todo ello implica la compleción y mantenimiento de un modelo de simulación de una 
red vial de dimensiones importantes, como la de Barcelona. L'Eixample ha sido la red 
escogida para la realización de los test computacionales. 
Las modificaciones propuestas han demostrados ser efectivas y eficientes para la 
estimación dinámica de la demanda. Los tiempos de computación son aceptables en 
redes de prueba pero elevados en caso de redes grandes como la de Barcelona, lo que 
muestra la idoneidad del método propuesto para aplicaciones off-line. 
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Introducción 
 
El transporte consiste en desplazar a personas o mercancías desde un lugar en el espacio 
a otro. La manera más usada para cuantificar y sintetizar la demanda de estos 
movimientos es mediante las llamadas matrices origen-destino. 
Las matrices origen destino son unas herramientas fundamentales en el estudio y 
análisis del transporte ya que nos permiten visualizar la cantidad de personas o 
mercancías que se van a desplazar entre dos puntos diferentes de la red viaria. 
En la matriz, las filas y columnas se refieren a zonas determinadas de la red de 
transporte, representando las filas posibles orígenes de los viajes y las columnas sus 
posibles destinos. En el interior de cada una de las celdas de la matriz se almacena el 
número de vehículos que han realizado el trayecto entre ese origen y ese destino. La 
matriz origen destino nos otorga, por tanto, una representación esquemática de todos los 
flujos de tráfico que ocurren entre diferentes zonas de la red viaria. 
Hoy en día la movilidad va en aumento en nuestra sociedad, sobre todo por el mayor 
uso del automóvil. Esta situación hace que sean indispensables técnicas cada vez más 
avanzadas para gestionar y planificar adecuadamente la red viaria. Además, los sistemas 
de transporte actuales tienen una complejidad que conlleva la necesidad de usar 
herramientas de análisis que permitan al planificador tener un conocimiento correcto del 
sistema para poder realizar predicciones acertadas. 
Con el objetivo de conseguir una matriz origen destino que se ajuste a la realidad se han 
utilizado varias técnicas a lo largo del tiempo. Las tres más importantes son las 
siguientes: 
• Estimación directa: Llevando a cabo un proceso de realización de encuestas, 
domiciliario o viario (directo sobre una muestra de vehículos o por ficha 
proporcionada a conductores, o indirecto por captación de números de 
matrículas). 
 
• Estimación por modelos de demanda: Haciendo uso de un modelo de 
distribución.  
 
• Estimación mediante conteos de tráfico: Utilizando conteos de tráfico a fin de 
actualizar una matriz origen–destino preexistente. 
 
La alternativa que proporciona unos resultados más fiables si nuestro objetivo es la 
planificación es la de estimación directa, pero estas técnicas tienen un coste muy 
elevado. Mediante este método la información recogida tiene un límite temporal de 
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validez y además se suele conocer el número total de viajes a lo largo de un día pero no 
cómo se distribuyen en cada hora.  
La técnica de estimación por modelos de demanda aplica modelos sintéticos de 
demanda de viajes al sistema de transporte actual para obtener estimaciones de los 
flujos origen-destino.  
Y la última, referida a los conteos de tráfico, es la más utilizada en los últimos tiempos 
sobre todo si el objetivo es operacional. 
Para la estimación basada en conteos de tráfico se hace necesario un conjunto de aforos 
que recojan conteos de tráfico que se denominarán volúmenes observados. Además, es 
necesaria una matriz O-D previa obtenida por ejemplo mediante un estudio anterior. El 
punto a favor de esta alternativa es que los aforos que recogen de forma automática el 
flujo de tráfico en determinados arcos de la red son mucho más económicos que la 
realización de encuestas. 
En la actualidad se están desarrollando algoritmos que estiman las matrices origen-
destino en función de los volúmenes de tráfico que se recogen en los diferentes arcos de 
la red y otros parámetros como son la velocidad o los tiempos de viaje. La obtención de 
esos datos de tráfico de una forma precisa y rápida es clave para poder realizar una 
correcta planificación y gestión del tráfico. 
El problema de ajustar una matriz de viajes origen destino, a partir de mediciones de 
aforos en una red de tráfico y de una matriz O-D previa, ha creado bastante interés en 
los últimos años. Esto es así porque la información se puede conseguir de una forma 
mucho más rápida y barata que con la realización de encuestas. De esta forma podrá 
conseguirse una matriz O-D que cuando se asigne a la red viaria reproduzca los conteos 
de tráfico observados. 
Hacer uso de las nuevas tecnologías, que están cada vez más extendidas en la sociedad, 
puede resultar de gran utilidad para introducir mejoras en la estimación de todos estos 
parámetros, y de esta manera colaborar a solucionar los principales problemas del 
tráfico: la movilidad, la saturación y la seguridad. 
La importancia de obtener matrices origen-destino para estimar la demanda es tal que 
éstas constituyen una de las piezas de información básicas para poder analizar el 
funcionamiento de las redes de transporte y planificar mejoras. No es sólo suficiente 
conocer los volúmenes de tráfico que hay en cada arco, sino que es fundamental saber 
qué zonas son las que producen esos flujos. 
Una matriz OD define la demanda de tráfico y es utilizada por los modelos de 
Asignación de Tráfico en equilibrio de usuario para realizar una planificación 
estratégica del transporte. En el capítulo 1 de este trabajo se presenta el problema en 
términos matemáticos centrándose en el aspecto dinámico, ya que estas matrices miden 
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la cantidad de transporte llevada a cabo entre dos puntos de la red pero en un 
determinado intervalo de tiempo. 
La solución al problema utiliza como parámetros ciertas medidas como son los ya 
comentados conteos de tráfico y otras nuevas como las velocidades y tiempos de viaje 
en rutas determinadas. 
Si queremos introducir la variable temporal en la estimación de matrices, el algoritmo 
de resolución más adecuado es el Simultaneous Perturbation Stochastic Approximation 
(SPSA) presentado y analizado en profundidad en el capítulo 2 de este trabajo. El SPSA 
trabaja con una aproximación del gradiente que se basa en la perturbación simultánea de 
cada variable de la demanda. 
En el capítulo 3 se presentan las modificaciones realizadas al SPSA para realizar la 
estimación simultánea de matrices temporales OD. Se utilizan para ello otras medidas 
ya comentadas (como las velocidades) y se añaden nuevas restricciones respecto a los 
datos de demanda agregados. El objetivo es calcular el gradiente del SPSA en base a 
una función objetivo que mide la distancia entre los valores reales y los simulados. 
La estimación de las matrices requiere trabajar simultáneamente en dos programas 
informáticos: Matlab y Aimsun. Es básica la utilización de una función llamada 
Aimsun.m para poder realizar simulaciones Aimsun desde Matlab. Junto a esta función, 
el uso de las bases de datos proporcionadas por Aimsun nos facilitará la tarea de 
almacenar todos aquellos parámetros de la red que sean necesarios para realizar los 
cálculos. Este entorno informático es presentado en el capítulo 4 del presente trabajo. 
Desde Matlab se realizarán las operaciones con las matrices y se calcularán las 
aproximaciones del gradiente. Al mismo tiempo, Matlab lanzará simulaciones de 
Aimsun para recoger datos de los arcos de la red (aforos, velocidades, tiempos de viaje, 
etc.) que faciliten la estimación de la matriz más adecuada. En el capítulo 5 de este 
trabajo se detalla todo el procedimiento llevado a cabo, realizando un análisis más 
profundo de las restricciones planteadas en el capítulo 3 e incorporando nuevos 
parámetros de estudio como los tiempos de viaje en determinadas rutas de la red. 
Toda esta problemática requiere la compleción y mantenimiento de un modelo de 
simulación de una red vial de dimensiones significativas, como la de Barcelona. 
L'Eixample ha sido la red escogida para la realización de los test computacionales, tal y 
como se indica en el capítulo 6 de este trabajo.  
Aimsun nos permite definir un escenario computacional en el que llevar a cabo 
experimentos sintéticos  utilizando el simulador microscópico. Mediante las 
simulaciones microscópicas podemos crear una realidad virtual frente a la que 
contrastar los resultados obtenidos en las simulaciones mesoscópicas lanzadas desde 
Matlab y que se almacenarán en las bases de datos. Siempre que el simulador 
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microscópico se encuentre aceptablemente calibrado se podrá crear adecuadamente esa 
realidad virtual. 
Con todo este proceso se podrá realizar una estimación de la matriz origen destino 
partiendo de una matriz semilla anterior y usando las medidas observadas en los arcos 
de la red (aforos, velocidades y tiempos de viaje). De esta forma la estimación de la 
matriz se hará de una manera más económica que  con otras técnicas tales como la 
realización de encuestas. Para ello será necesario tener disponibilidad de paquetes 
computacionales potentes, sobre todo si trabajamos con redes de gran tamaño, ya que 
los tiempos de computación y la memoria necesaria son elevados. Por tanto este 
procedimiento es idóneo para llevarlo a cabo en aplicaciones off-line. 
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Capítulo 1: Introducción al ajuste de Matrices Origen-Destino 
 
1.1 Naturaleza e interés del problema, formulaciones básicas 
 
Modelar la demanda del transporte en función de una matriz Origen-Destino (OD) es un 
aspecto fundamental en la mayoría de los modelos de transporte. En la planificación 
estratégica del transporte se utilizan como instrumento crucial los modelos de 
Asignación de Tráfico en equilibrio de usuario, que usan una matriz OD cuya función es 
definir la demanda de transporte. Dichos modelos asignan esa demanda en forma de 
matriz sobre una red vial, y para unas condiciones determinadas de utilización de los 
arcos se obtienen los flujos resultantes en los mismos. 
Los modelos de asignación dinámica de tráfico (DTA, Dynamic Traffic Assignment) 
funcionan de igual manera, pero la matriz OD no es estática sino que varía en función 
del tiempo. Los elementos de la matriz representan los viajes que se realizan desde un 
origen i a un destino j en función del tiempo a lo largo del cual la demanda de tráfico va 
variando. Para las aplicaciones de gestión de tráfico los modelos DTA son el núcleo 
vital, y las matrices OD proporcionan información muy valiosa. 
En el siguiente diagrama podemos observar la arquitectura general de los Sistemas 
Avanzados de Información de tráfico (Advanced Traffic Information System (ATIS)) y 
de los Sistemas de Gestión Activa del Tráfico (Active Traffic Management System 
(ATMS)). 
En la figura 1.1 se diferencian claramente tres partes cruciales: 
• Un módulo para capturar, tratar y almacenar los datos que proceden de varias 
estaciones de toma de datos desplegadas en la red del escenario objeto del 
análisis. Esos datos se obtienen en bruto, y por tanto hay que filtrarlos para 
eliminar aquellos que puedan ser erróneos y completarlos con los que puedan 
faltar. Los datos que provengan de fuentes diferentes, han de fusionarse para 
formar series consistentes y homogéneas que se guardan en la Base de Datos 
Histórica. 
• Un módulo para estimar el estado de la red vial y predecir la evolución de la 
misma a corto plazo. Con esa información podemos tomar decisiones, que es el 
tercero de los módulos. 
• Un módulo para tomar decisiones de gestión e información. Con la ayuda de los 
actuadores correspondientes las decisiones adoptadas pueden implantarse en la 
red vial y mediante los soportes tecnológicos existentes es posible comunicar la 
información relevante a los usuarios. 
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De todo lo anterior se deduce la gran interdependencia entre la estimación del estado de 
la red vial y la predicción de su evolución a largo plazo con la estimación de matrices 
OD que varían en función del tiempo modulando las variaciones de la demanda de 
tráfico. Como consecuencia, la estimación correcta de las matrices OD es fundamental 
para que los ATMS puedan operar de forma adecuada y para que los ATIS puedan 
aportar información de valor añadido. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.1: Esquema conceptual de la arquitectura de los ATIS/ATMS 
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Si hacemos un repaso a la literatura y publicaciones referidas al tema, vemos que el 
problema clave en la estimación de matrices OD es que no se pueden observar 
directamente. A la hora de analizar la demanda o planificar el transporte, lo que de 
forma tradicional se ha venido haciendo ha sido la realización de encuestas. Tal y como 
plantean Ortúzar y Willumsen (1990), Stopher (2000) y Cascetta (1984), estas encuestas 
se realizan a partir de una zonificación en función de características socioeconómicas de 
la red viaria. El procedimiento consiste en seleccionar muestras de población 
significativas y explotar y expandir los datos muestrales a toda la población utilizando 
modelos de generación, atracción y distribución según la filosofía del Modelo de Cuatro 
Etapas planteado por Ortúzar y Willumsen (1990), McNally (2000), Cascetta (2001). 
Aun así, la matriz obtenida de esta forma sólo corresponde al momento en el que se 
realizó la encuesta, por lo que no sería útil en otro periodo de tiempo diferente. 
Si disponemos de una serie de estaciones de toma de datos en un conjunto de los arcos 
de la red, podemos conocer las intensidades de tráfico en dichos arcos. La cuestión es si 
podemos estimar la matriz OD a partir de esas medidas. Este problema fue planteado 
por Cascetta (2001) de forma directa e inversa. 
En el problema directo partimos de un modelo de red, un modelo de selección de rutas y 
una matriz O/D. Con todo ello se realiza una asignación de tráfico en equilibrio que nos 
permite conocer una estimación de intensidades de tráfico (aforos) en los arcos. 
En el problema inverso partimos de una serie de aforos en un subconjunto de los arcos 
de la red, un modelo de red y un modelo de selección de rutas. Con toda esta 
información puede realizarse un procedimiento de estimación O/D que nos devuelva la 
matriz OD que pudo originar esas medidas. Ambos problemas se recogen en la figura 
1.2. 
 
 
Figura 1.2 (a) Problema directo: asignación de tráfico 
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Figura 1.2 (b) Problema inverso: estimación de la matriz OD 
 
Como puede verse en la figura 1.2, el resultado obtenido de la asignación de tráfico 
depende de la elección de ruta que realicen los usuarios para ir desde un origen a un 
destino. La hipótesis de equilibrio de usuario, enunciada por Wardrop (1952), nos dice 
que cada conductor elegirá aquel camino que cree que es el más corto para las 
condiciones de tráfico en el momento de la decisión. Surge la necesidad de contemplar 
en la definición del problema las relaciones entre las intensidades de los arcos y los 
flujos de tráfico en un determinado camino, teniendo en cuenta que habrá caminos que 
compartan el mismo arco, tal y como se ilustra en la figura 1.3. Por tanto, el flujo en el 
arco será la suma de los flujos de los caminos que lo utilicen, como se indica en la 
primera ecuación del sistema (Eq. 1.1). 
 
Figura 1.3: Relaciones entre los flujos en los arcos y los flujos en los caminos 
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El problema quedaría definido de acuerdo a la formulación siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sean:  
  ={Conjunto de todos los pares OD},   ||, número de pares OD 
 		 ⊆ 	, subconjunto de arcos de la red con estaciones de toma de datos 
   ||, número de arcos de la red 
   ⋃ ∈  , Conjunto de caminos entre pares OD 
 
Ki  = {Conjunto de caminos del i-ésimo par OD} 
 
Nk =|K | Número de caminos en la red 
  ∈  vector de flujos OD, gi  flujo del i-ésimo par OD 
  ∈  	 vector de flujos OD históricos (target matrix) 
  ∈  vector de flujos en los arcos 
 
Sea PR[Nk,NOD] la matriz de las proporciones de flujos OD en los caminos, cuyos 
elementos son prki , que indica el porcentaje de viajes del i-ésimo par OD que utiliza el 
camino k , y ∆[Na,Nk] la matriz de incidencias arcos-caminos, definida por  
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  5%&(67(+&	8!	"&	%#' (&	9#$#	!"	9#$	:;	 = é '&< 
09  ?; 	9	9$&9&$% ó(	8!	"#	8!'#(8#	!(	!"	9#$	:;	 = é '&	A7!	7#	!"	#$%&	#∈  ? 	B"76&	'!8 8&	!(	!"	#$%&	# ∈ 		 ⊂ 	 
12	B"76&	!(	!"	%#' (&	);	  		1	 	!"	#$%&	#	 ∈ #"	%#' (&	)0	!(	&+$&	%#&                                                    ,1.1/  
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La matriz de asignaciones A[Na,NOD] se define como A=∆PR y sus elementos son: 
 
 
 9 09$2 																																																														,1.3/ 
 
 
 
Estos elementos definen la proporción de la demanda del i-ésimo par OD que usa el 
arco a, y los volúmenes en los arcos se determinan así: v=Ag=∆PR g. Por tanto, el flujo 
va  en el arco a se define como: 
 
 
  09∈ 009$																																														,1.4/∈2∈  
 
 
 
Si consideramos  ?	 como la intensidad de tráfico medido en un arco a ∈ F, es decir, 
que tiene estación de toma de datos, las relaciones entre los flujos medidos en los arcos 
con estaciones de detección y los flujos OD se formularán de la siguiente manera: 
 
 
  ? 09∈ 	 , ∀# ∈ F 								→ 		 ?  																																												,1.5/ 
 
 
 
 
Esta ecuación nos sugiere que podrían utilizarse los aforos medidos en los arcos ? para 
estimar los flujos OD . La cuestión es que estamos ante un problema muy 
indeterminado, pues hay un número muy grande de matrices OD que podrían asignarse 
a una red y que como resultado arrojarán los mismos flujos en los arcos ?. Tenemos 
una ecuación por cada arco en el que se ha realizado una medida de intensidad, es decir, KFK ecuaciones y sin embargo el número de incógnitas es muy superior, ya que es igual 
al número de pares OD |I|. Esta es una realidad evidente, sobre todo en redes urbanas en 
las que |I|>>KFK. 
 
Van Zuylen y Willumsen (1980) desarrollaron un método para poder añadir 
información y reducir la indeterminación. Para ellos la matriz OD más adecuada para 
explicar las medidas realizadas es la que maximiza una función de entropía. La 
formulación del problema que plantearon es el siguiente: 
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LM		N,/  =0,		"(,/ = /  
 
    Sujeto a:     																	,1.6/ 
 ? 09∈ 	 , ∀# ∈ F	 
     Y        gi≥0, ∀i∈I 
 
 
 
Se trata de un modelo de optimización convexa cuya solución formal obtenida por 
métodos lagrangianos es: 
 
 
   0!P9,=Q9/∈R SMT3∈R  
 
                                                             Donde:                                                            ,1.7/ 
 M  !P9,=Q/ 
 
 
 
Donde los µa son los multiplicadores de Lagrange que corresponden a las restricciones. 
Si utilizamos una matriz antigua o estimada obtenida en otros estudios como por 
ejemplo Van Zuylen y Willumsen (1980), Ortúzar y Willumsen (1990) o Bell e lida 
(1997), podemos mejorar aún más la solución. Si denominamos VW a esa matriz (“target 
matrix” o “seed matrix”), la función objetivo se calculará como sigue: 
 
    
 LM		N X YZ [  =0\"( \Y] =	 ^ Y]																																,1.8/∈F  
 
 
 
La nueva solución formal que obtenemos es: 
 
 
   Y0!P9,=Q9/  YSMT3 																																								,1.9/∈R∈R  
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Una simplificación de la formulación de este modelo de entropía fue realizada por Bell 
e lida (1997), tal y como vemos a continuación: 
 
 L		N,/ 0	"( \Y]∈  
 
             Sujeto a:  ?     														,1.10/ 
 
 
Dado que el Hessiano de la función objetivo es definido positivo y las restricciones son 
lineales nos encontramos con un problema de optimización convexa y su solución 
óptima, g*, según Bell e lida (1997) se define como:  
 
 "(,V∗/  "(,VW/ = b ^ cde																																																													,1.11/ 
 
 
En la ecuación anterior b es un vector de unos de la dimensión adecuada y µ es el 
vector de las variables duales (multiplicadores de Lagrange). Para conseguir llegar a la 
solución óptima, Bell e lida (1997) presentaron el siguiente algoritmo iterativo de 
equilibrado: 
 
Algoritmo iterativo  de equilibrado para la estimación de 
la matriz OD por métodos de maximización de entropía. 
 
 Paso 1 (Inicialización) 
  µ← 0 
 Paso 2 (Equilibrado iterativo) 
  Repetir 
   Para todas las restricciones # ∈ F 
   V ← !P9g"(,Vh/i = b ^ cde 
Si 	 j k 
Entonces Q ← Q ^ "(,/ = "(,k/ 
Hasta que converja 
 
 
Cascetta (1984) reformuló el problema con el propósito de minimizar los errores en la 
estimación de matrices OD y en la reconstrucción de los flujos observados a partir de 
dichas matrices estimadas. Para ello enfocó el problema en términos de Mínimos 
Cuadrados Generalizados. Básicamente, el procedimiento, planteado en la formulación 
de Bell (1991), parte de unas matrices conocidas, U y W, de variancia-covariancia de la 
matriz OD a priori, Y, y de los volúmenes medidos en los arcos Y. El planteamiento 
alternativo por tanto se centra en hallar los valores g* que hacen óptima la función:   
 
                     																L		B,/  lm , = Y/knol, = Y/ ^ lm ,Y = /kpol,Y/															,1.12/       
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Las matrices de variancia-covariancia U y W  son definidas positivas y los elementos de 
las matrices OD, g y Y y los flujos de tráfico medidos Y son no negativos. Por tanto, la 
función f(g) es estrictamente convexa y su mínimo g* está unívocamente determinado a 
partir del siguiente sistema de ecuaciones: 
 
 qB,∗/  nol,∗ = Y/ = kpol,Y = ∗/  0																														,1.13/ 
 
 
 
Donde el estimador lineal es: 
 
                                                 ∗  ,nol ^ kp/ol,nolY ^ kpolY/																																									,1.14/     
 
 
 
Y la sensibilidad del estimador lineal es:  
 
 ∗  ,nol ^ kp/ol,nol∆Y ^ kpol∆Y/																																	,1.15/ 
 
 
 
Si tomamos s  ,nol ^ kp/ol y suponemos que Y y Y no están correlacionadas la 
variancia del estimador lineal se define como: 
 
 
 t#$g∗i  snol,t#$gYi/nols ^ skpol,t#$gYi/pols  
  snols ^ skpols																																																																	,1.16/ 
 
 
 
Pero no todos los problemas terminan aquí. El sistema de ecuaciones (Eq. 1.5) puede 
presentar dependencias topológicas en la información que proporciona. Una ley clave en 
el tratamiento de flujos es que la suma de los flujos entrantes y salientes en cualquier 
nodo intermedio ha de ser cero, es decir, los flujos deben ser consistentes. Esto puede 
homologarse al análisis de circuitos eléctricos mediante la Ley de Kirchoff, por lo que 
al menos uno de los flujos incidentes en una de las intersecciones de la red depende 
linealmente del resto y por tanto en el sistema de ecuaciones tendremos filas 
linealmente dependientes. 
 
De otro lado, los elementos 9 que son nulos lo son porque el arco # pertenece a uno o 
más caminos de coste mínimo para el par OD i-ésimo,	 ∈ . Dos nodos cualesquiera 
que formen parte de un camino mínimo estarán conectados por subcaminos de ese 
camino de coste mínimo, lo que puede provocar también dependencias entre las 
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columnas del sistema de ecuaciones. Esto es así porque todo subcamino de un camino 
de coste mínimo es en sí mismo otro camino de coste mínimo. De lo anterior se deduce 
que el sistema de ecuaciones no es de rango completo, por lo que la incertidumbre en la 
estimación de la matriz OD aumenta. 
 
El cálculo de la matriz A de asignaciones condiciona el de sus elementos 9, según se 
tenga en cuenta la congestión o no a la hora de seleccionar las ruta entre pares OD (es 
decir, hacer el cálculo en función de  o no). El sistema de ecuaciones (Eq. 1.5) implica 
que la matriz A es constante, es decir, la asignación de la matriz OD a la red es 
independiente de los volúmenes en los arcos, y esto sólo es realista en redes no 
cogestionadas o en las que entre cada par OD sólo se pueda escoger una ruta. 
 
 
1.2 Procedimientos dinámicos basados en asignación por simulación de 
tráfico 
 
Como se ha detallado anteriormente, podemos utilizar los flujos observados en un 
subconjunto de arcos # ∈ F ⊆  para abordar el ajuste de matrices OD. El problema 
quedaría formulado tal como sigue: 
 
( ) ( ) ( )[ ]v,gvFγgg,FγgFMIN 2211
g
ˆˆ +=
Ω∈
                                    
,1. 17/
 
 
 
F1  indica la distancia entre el valor estimado g  y  el observado ? para la matriz OD 
ajustada, mientras que F2 indica la distancia entre el valor estimado v(g) y el observado ? para las intensidades en los arcos. El conjunto Ω  de matrices OD factibles consiste 
generalmente en el conjunto de las matrices no negativas g ≥ 0, aunque en un entorno 
práctico se hace extensible al de las matrices que satisfacen ciertas condiciones de 
desviación con respecto a la matriz target: 
 
 
( ) ( ){ }gα1ggα10gΩ ˆˆ +≤≤−≥= 																																												,1. 18/
 
 
Nos encontramos ante un problema de optimización que puede plantearse mediante 
mínimos cuadrados que estaría formulado de la siguiente forma: 
 ul,, ?/  , = ?/knol, = ?/																			um,,/, ?/  ,,/ = ?/kpol,,/ = ?/																																							,1.19/  
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U y W son las matrices de variancia-covariancia de las observaciones. Las asignaciones 
de tráfico que nos devuelven los volúmenes en cada arco de la red viaria son de 
equilibrio de usuario. El diagrama lógico al que responden todos los algoritmos que se 
han desarrollado para llevar a cabo el procedimiento de estimación de matrices OD se 
recoge en la figura 1.4: 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.4: Diagrama computacional de los procedimientos de ajuste de matrices OD 
 
La dimensión temporal no es tenida en cuenta en estos algoritmos, por lo que la matriz 
OD  permanece constante en todo el horizonte temporal de estudio. Esto entra en 
conflicto con el escenario planteado en la figura 1.1, donde si no consideramos una 
variación temporal de la demanda las estimaciones llevadas a cabo tendrán desviaciones 
que las harán erróneas. 
Para poder pasar del caso estático al dinámico o dependiente del tiempo, debemos 
realizar una estimación de las matrices iniciales para cada intervalo de tiempo, tal y 
como se refleja en la figura 1.5. En ella tenemos un horizonte temporal de estudio de un 
día, y hemos considerado 24 matrices de una hora de duración cada una. Análogamente, 
si nuestro horizonte temporal es T, será dividido en un número (v de intervalos de 
duración ∆+, con i=1,…,	(v. Por tanto, lo que vamos a realizar es una discretización de 
la matriz para que tenga unos valores diferentes en cada uno de los intervalos de tiempo:  
 ,+/ → wl,+/, … , y,+/, … , z{,+/|																																								,1.20/ 
 
Algoritmo de  
    Estimación OD  
        Seed  
          OD 
No 
Matriz de  
Asignaciones 
Asignación de 
tráfico en 
equilibrio  
¿Converge la OD estimada? STOP 
Si 
Flujos ? , # ∈ F⊆	 
observados 
Nueva  
OD 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La matriz por tanto es ahora una secuencia de matrices (“time sliced matrices”), cada 
una para un intervalo de tiempo. 
 
 
 
 
 
 
 
Figura 1.5: Esquema conceptual de la estimación de las matrices iniciales para los 
diferentes intervalos de tiempo en el caso del ajuste de matrices dependientes del tiempo 
 
 
Inicialmente tenemos una matriz estática g, cuya componente i-ésima gi representa la 
demanda para el par OD i, es decir, el número de viajes que se realizan entre ese origen 
y ese destino. Ahora bien, para construir la función g(t) debemos tener en cuenta que su 
j-ésima componente, que corresponde al j-ésimo intervalo de tiempo, es una 
aproximación de la componente y,+/ de la función de demanda para el i-ésimo par OD 
en el intervalo j. Una de las aproximaciones más sencillas que podemos realizar es 
calcular el número de viajes en ese intervalo (} y,+/8+yyol ) como la fracción ~y del 
número total de viajes gi para el intervalo: 
 y  ~y																																																																								,1.21/ 
 
En este punto la estimación de Yy a partir de y y los volúmenes de tráfico ?y medidos 
en los arcos # ∈ F⊆	, puede desarrollarse de dos modos diferentes: 
 
• Estimar la demanda de cada intervalo de forma individual, tal y como se recoge 
en la figura 1.5. Es lo que se denomina estimación secuencial. 
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• Estimar simultáneamente la demanda para todo el horizonte temporal de estudio. 
Es lo que se denomina estimación simultánea. 
 
Entre estas dos opciones se considera más acertada la estimación simultánea, ya que el 
flujo de cada arco se calcula partiendo de la demanda de diferentes intervalos de tiempo. 
El inconveniente, tal y como recogen Bierlaire y Crittin (2004) y Jintanakul et al. (2009) 
es su alto coste computacional. Por tanto, otras publicaciones han realizado otros 
enfoques del problema para abordar los sistemas dinámicos, como por ejemplo los que 
parten de la estimación de estado, Ashok (1996), Ben-Akiva et al. (2001), Lin y Chang 
(2007), Antoniou et al. (2007), Barceló et al. (2011) y Barceló et al. (2012). 
 
El punto crítico de la cuestión es estimar los coeficientes ~y, que son fundamentales 
para poder obtener las matrices iniciales en cada uno de los intervalos temporales. Para 
este extremo podemos recurrir a las encuestas de movilidad realizadas para obtener la 
matriz de partida , siempre y cuando los usuarios hayan sido preguntados sobre el 
horario de sus viajes. Otra opción es realizar una aproximación empírica relacionada 
con la variabilidad de los flujos de tráfico siguiendo los siguientes pasos: 
 
1. Localizar una serie de detectores situados en puntos clave de la red viaria de 
manera que capten un porcentaje elevado de los flujos de tráfico. 
 
2. Recoger los volúmenes capturados por estos detectores durante un periodo de 
tiempo razonablemente elevado (las 24 horas del día durante varias semanas, por 
ejemplo, como mínimo 12 semanas). 
 
3. Realizar un análisis detallado de los patrones de variación del flujo de tráfico 
para detectar similitudes: por ejemplo la evolución agregada de la demanda a 15 
minutos durante todas las horas de un día. 
 
4. Estudiar las similitudes para ver si es posible realizar la hipótesis de que las 
variaciones agregadas que han sido observadas pueden corresponder con las 
fluctuaciones de la demanda a lo largo de las 24 horas del día. 
 
5. Calcular las fracciones de los flujos para cada intervalo de tiempo con respecto 
al total del horizonte temporal de estudio, ya que se podrán utilizar para estimar 
los coeficientes ~y. 
 
Esta metodología fue aplicada por Torday (2005) para estimar matrices horarias en 
Lausanne.  
En la figura 1.6 podemos ver que los patrones de variación de los flujos en 5 estaciones 
de toma de datos de la ciudad son claramente similares. 
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Figura 1.6: Evolución horaria en un día tipo de los volúmenes de tráfico en 5 detectores 
clave del centro de Lausanne. 
 
Partiendo de los datos de la figura 1.6, en la figura 1.7 podemos ver los valores que 
tienen los coeficientes de volumen en % en agregaciones de 15 minutos en el periodo de 
tiempo comprendido entre las 15:00 y las 20:00 horas.  
 
 
Figura 1.7: Evolución del coeficiente de volumen cada 15 minutos 
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En la figura 1.7, para cada intervalo de 15 minutos se ha usado una demanda 
correspondiente al coeficiente de volumen multiplicado por la parte proporcional de la 
demanda de cada par OD. 
 
La metodología de Torday (2005) también ha sido aplicada a la red Eixample de 
Barcelona que se detalla en el capítulo 6 de este trabajo y es la utilizada para llevar a 
cabo los experimentos computacionales. La evolución de la demanda en el Eixample 
puede visualizarse en la figura 1.8: 
 
 
Figura 1.8: Evolución horaria en un día tipo de los volúmenes de tráfico en la red 
Eixample de Barcelona 
 
Como puede observarse, el pico de demanda se produce por la tarde, a las 18 horas, 
pero a primera hora de la mañana también hay una hora pico muy similar. 
Por otra parte, también es posible plantear la formulación simultánea del problema de 
estimación dinámica de matrices OD mediante heurísticas. Al ser las matrices 
dependientes del tiempo, la asignación también debe serlo, por lo que existirá 
igualmente una dependencia temporal entre los caminos usados entre los orígenes y los 
destinos y su uso por parte de los flujos. Lógicamente, ahora la asignación a realizar no 
seguirá siendo DUE (equilibrio de usuario), sino que será una asignación dinámica de 
tráfico (Dynamic Traffic Assignment, DTA), Florian et al. (2001), Mahut et al. (2003), 
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Barceló y Casas (2006). El diagrama de la figura 1.4 debe adaptarse para reemplazar la 
asignación DUE por una DTA, tal y como vemos en la figura 1.9: 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.9: Diagrama computacional de los procedimientos de ajuste de matrices OD 
con dependencias temporales 
 
Este esquema algorítmico genérico puede traducirse en diferentes procedimientos de 
cálculo en función de: 
• El método de asignación DTA que se utilice. 
 
• El problema de optimización para la estimación de la matriz OD teniendo en 
cuenta que según sea el método de asignación DTA elegido podríamos 
encontrarnos con que no estén analíticamente definidas las funciones 
relacionadas. 
 
Florian (2001) propuso  para el DTA un esquema algorítmico de tipo iterativo entre dos 
partes fundamentales: 
• Un método para identificar, en el intervalo de tiempo de estudio, los caminos 
entre cada par OD como función de los tiempos de recorrido y el porcentaje de 
uso por parte de la demanda de esos caminos. 
  
Algoritmo de  
    Estimación OD  
        Seed  
          OD 
No 
Matriz de  
Asignaciones 
Asignación 
dinámica de 
tráfico (DTA) 
¿Converge la OD estimada? STOP 
Si 
Flujos ? , # ∈ F⊆	 
observados 
Nueva  
OD 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• Un método de Carga Dinámica de la Red que calcula la propagación en el 
tiempo de los flujos en los caminos elegidos y en concordancia estima flujos en 
los arcos, tiempos de recorrido, etc. 
 
Por tanto, el DTA utilizado dependerá de la combinación elegida entre las opciones 
anteriormente descritas. Para la elección de caminos entre pares OD y los flujos 
(porcentaje de la demanda que utilizará esos caminos en el intervalo actual de estudio), 
se han planteado igualmente dos alternativas: 
• Utilizar una asignación dinámica estricta sin garantías de equilibrio, por ejemplo 
los métodos que se basan en procedimientos estocásticos de selección discreta. 
 
• Imponer restricciones analíticas a la hora de elegir los caminos y los flujos que 
los utilizarán. De esta forma, tal y como propone Friesz (1993), podemos tener 
garantías de que la asignación de tráfico sí sea de equilibrio de usuario 
(Dynamic User Equilibrium). 
 
Por último, la carga dinámica de la red también puede realizarse de dos formas 
diferentes. 
• Modelar analíticamente la dinámica de la evolución de los flujos de tráfico en 
los caminos de la red viaria. 
 
• Emular dicha evolución utilizando un modelo de simulación de tráfico, sea este 
microscópico o mesoscópico. 
 
En la figura 1.10 de la siguiente página puede visualizarse de manera esquemática el 
algoritmo para la asignación dinámica de tráfico. 
Junto a todas las opciones anteriores, como se mencionó al inicio de esta sección, la 
estimación de la demanda en cada intervalo puede realizarse de manera secuencial o 
simultánea. Repasando la literatura, encontramos que Antoniou et al. (2006) y 
Balakrishna (2006) eligen un planteamiento secuencial basado en estimación de estado, 
en el que la asignación dinámica es realizada con Dynameq. Ben-Akiva et al. (2001) 
también realiza una estimación de estado y utiliza un software propio denominado 
DynaMIT. Cipriani et al. (2011) presenta el problema en términos de estimación 
simultánea, utilizando Dynameq. Mahut et al. (2003) calcula y carga los caminos 
realizando un DUE y emula la propagación temporal de los flujos usando un modelo 
mesoscópico de inspiración microscópica.  
 
En este trabajo fin de máster se desarrolla el enfoque presentado por Cipriani et al. 
(2011). Su procedimiento aporta la novedad de utilizar un procedimiento numérico 
basado en el método Stochastic Perturbation Stochastic Approximation (SPSA), Spall 
(1998a), para resolver el problema de optimización para la estimación de la matriz OD 
en el diagrama computacional de la figura 1.8. 
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Resumidamente, Cipriani et al. (2011) reformula el problema de la ecuación (Eq. 1.17) 
incluyendo explícitamente la discretización temporal. La novedad consiste en añadir un 
término adicional que incorpora otras medidas de tráfico, como las velocidades locales 
en los arcos en que hay detectores y restricciones de acotación sobre los valores de las 
matrices OD. Esto será analizado con más detalle en los siguientes capítulos. 
 
El algoritmo para la asignación dinámica de tráfico queda esquematizado en la siguiente 
figura: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.10: Esquema algorítmico para la asignación dinámica de tráfico 
              
Matrices OD 
dependientes del 
tiempo 
Estimación costes 
arcos dependientes 
del tiempo 
Cálculo de caminos y 
flujos en caminos 
dependientes del tiempo 
Carga Dinámica de la Red: 
Flujo en los arcos, tiempos de  
viaje, etc. 
Criterio Convergencia 
a) DUE: Rgap 
b) DTA (Un paso): ¿Toda 
la demanda cargada? 
STOP 
Si No 
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Capítulo 2:  SPSA – Simultaneous Perturbation Stochastic 
Approximation 
 
2.1 Una visión del método de perturbación simultánea para una 
optimización eficiente. 
 
La optimización estocástica multivariada juega un papel principal en el análisis y 
control de muchos sistemas de ingeniería. En casi todos los problemas de optimización 
del mundo real es necesario usar un algoritmo matemático que busca iterativamente la 
solución porque una solución analítica de forma cerrada es difícil de encontrar. En este 
sentido, se ha desarrollado el método “simultaneous perturbation stochastic 
approximation (SPSA)” para problemas de optimización multivariados difíciles. SPSA 
ha atraído recientemente una atención internacional considerable en áreas como la 
estimación estadística de parámetros, control de realimentación, optimización basada en 
simulación, procesamiento de señales e imágenes y diseño experimental. La 
característica esencial del SPSA – que explica su poder y relativa facilidad de 
implementación – es la subyacente aproximación del gradiente que requiere solo dos 
medidas de la función objetivo sin tener en cuenta la dimensión del problema de 
optimización. Esta característica permite un decremento significativo en el coste de la 
optimización, especialmente en problemas con un número elevado de variables a ser 
optimizadas. 
A continuación se detallará una introducción al algoritmo de perturbación simultánea 
con aproximación estocástica para optimización de sistemas multivariados. Los 
algoritmos de optimización juegan un papel clave en el diseño, análisis y control de la 
mayor parte de los sistemas de ingeniería y tienen un amplio uso en el mundo de APL 
(“A Programming Language”) y otras organizaciones. 
Antes de entrar en detalle sobre el algoritmo SPSA, veamos de forma general los 
antecedentes de la optimización estocástica en el contexto de interés aquí. 
La representación matemática de la mayoría de los problemas de optimización es la 
minimización (o maximización) de alguna función objetivo de valores escalares con 
respecto a un vector de parámetros ajustables. El algoritmo de optimización es un 
procedimiento paso a paso para cambiar los parámetros ajustables desde una suposición 
inicial (o conjunto de suposiciones) a un valor que ofrece una mejora en la función 
objetivo. La figura 2.1 representa este proceso para un caso muy simple de sólo dos 
variables, l y m, donde la función objetivo va a ser minimizada (sin pérdida de 
generalidad, se discute optimización en el contexto de minimización porque el problema 
de maximización puede ser convertido trivialmente a un problema de minimización 
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cambiando el signo de la función objetivo).  La mayoría de los problemas del mundo 
real podrían tener muchas más variables. La siguiente ilustración es típica de un ajuste 
de optimización estocástica con información ruidosa a la entrada porque el valor de la 
función objetivo no decrece uniformemente a medida que avanza el proceso de iteración 
(se ve que temporalmente aumenta su valor en el tercer paso del algoritmo). 
 
Figura 2.1: Ejemplo de algoritmo estocástico de optimización minimizando la función ,l, m/ 
 
Muchos algoritmos de optimización han sido desarrollados asumiendo un ajuste 
determinista y que la información está disponible en el vector gradiente asociado con la 
función objetivo (por ejemplo, el gradiente de la función objetivo con respecto a los 
parámetros a ser optimizados). Sin embargo, ha habido un interés creciente en 
algoritmos recursivos de optimización que no dependen directamente de la información 
del gradiente o sus medidas. Más bien, estos algoritmos están basados en una 
aproximación del gradiente formado a partir de medidas de la función objetivo. Este 
interés ha sido motivado, por ejemplo, por problemas en el control adaptativo y la 
identificación estadística de sistemas complejos, la optimización de procesos mediante 
grandes simulaciones Monte Carlo, la formación de redes neuronales recurrentes, la 
recuperación de imágenes desde datos ruidos de un sensor, y el diseño de colas 
complejas y sistemas discretos de eventos. El objetivo del SPSA se focaliza en el caso 
de utilizar una aproximación como un resultado de información directa del gradiente 
que no se encuentra fácilmente disponible. 
En conjunto, los algoritmos estocásticos sin gradiente exhiben propiedades de 
convergencia similares a los algoritmos estocásticos basados en gradiente [por ejemplo, 
la aproximación estocástica de Robbins-Moro (1951) (R-M SA)] aunque requieren sólo 
medidas de la función objetivo. Una ventaja principal de tales algoritmos es que no 
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requieren un conocimiento detallado de la relación funcional entre los parámetros que 
son ajustados (optimizados) y la función objetivo que va a ser minimizada, lo que sí es 
requerido en algoritmos basados en el gradiente. Esta relación puede ser notoriamente 
dificultosa de desarrollar en algunas áreas (por ejemplo, en el diseño no lineal de la 
regulación de la realimentación), mientras que en otras áreas (como la optimización 
Monte Carlo o la estimación recursiva de parámetros estadísticos), podría haber grandes 
ahorros computacionales en el cálculo de la función objetivo respecto a los requeridos 
en el cálculo del gradiente.  
Veamos la distinción entre los algoritmos basados en medidas directas del gradiente y 
aquellos basados en aproximaciones del gradiente desde medidas de la función objetivo. 
El prototipo del algoritmo basado en gradiente es R-M SA, el cual podría ser 
considerado una generalización de técnicas tales como el descenso del gradiente 
determinístico y Newton-Raphson, retropropragación de redes neuronales y 
optimización basada en infinitésimas perturbaciones para sistemas de eventos discretos. 
Los algoritmos basados en el gradiente confían en medidas directas del gradiente de la 
función objetivo con respecto a los parámetros a ser optimizados. Estas medidas 
típicamente producen una estimación del gradiente porque los datos subyacentes 
generalmente incluyen ruido añadido. Ya que no es usual el caso de poder obtener 
medidas directas del gradiente (con o sin ruido añadido) de forma natural en el curso de 
la operación o simulación de un sistema, uno debe tener detallado conocimiento del 
sistema subyacente de relaciones entrada-salida para calcular la estimación del gradiente 
R-M a partir de medidas básicas en la salida del sistema. En contraste, el enfoque 
basado en aproximaciones del gradiente requiere sólo la conversión de las medidas 
básicas de salida a valores de muestras de la función objetivo, lo cual no requiere un 
conocimiento completo de las relaciones entrada-salida del sistema. El método clásico 
para la optimización estocástica sin gradiente es el algoritmo Kiefer-Wolfowitz (1952) 
con diferencias finitas SA (FDSA). 
Debido a la diferencia fundamental de información necesaria en la implementación de 
estos algoritmos basados en gradiente (R-M) o sin gradiente, es difícil construir 
métodos significativos de comparación. Como regla general, sin embargo, los 
algoritmos basados en gradiente serán más rápidos para converger que aquellos que 
usan una función objetivo basada en aproximaciones del gradiente cuando la velocidad 
se mide en el número de iteraciones. Intuitivamente, este resultado no es sorprendente 
debido a la información adicional requerida para los algoritmos basados en el gradiente. 
En particular, en la base de la teoría asintótica, la tasa óptima de convergencia medida 
en términos de la desviación de los parámetros estimados desde el vector de parámetros 
verdaderamente óptimo es del orden de )ol/m para los algoritmos basados en gradiente 
y del orden de )ol/ para los algoritmos basados en aproximaciones del gradiente, 
donde k representa el número de iteraciones. (Hay casos especiales donde la tasa 
máxima de convergencia para algoritmos sin gradiente es arbitrariamente cercana o 
igual a )ol/m.) 
32 
Ajuste temporal de matrices OD basado en una  aproximación del gradiente              
Trabajo fin de Máster en Logística, Transporte y Movilidad 
 
  Manuel Bullejos González   
Por supuesto, en la práctica muchos otros parámetros deben ser considerados para 
determinar qué tipo de algoritmo es mejor para una determinada circunstancia de 
acuerdo a las siguientes tres razones: (1) Podría no ser posible obtener un conocimiento 
realista de las relaciones entrada-salida del sistema, implicando que los algoritmos 
basados en gradiente serían o inviables (si el modelo del sistema no está disponible) o 
poco fiables (si se utiliza un modelo pobre del sistema). (2) El coste total de lograr una 
convergencia efectiva depende no sólo del número de iteraciones requeridas, sino 
también del coste necesario por iteración, el cual es típicamente mayor en los algoritmos 
basados en gradiente. (Este coste podría incluir mayor carga computacional, esfuerzos 
humanos adicionales que sean requeridos para determinar y codificar gradientes, y 
costes experimentales para construcción de modelos como mano de obra, material y 
combustible.) (3) Las tasas de convergencia están basadas en la teoría asintótica y 
podrían no ser representativas de tasas de convergencia prácticas en muestras finitas. 
Por todas estas razones, uno no puede decir en general que un algoritmo de búsqueda 
basado en gradiente es superior a un algoritmo basado en la aproximación del gradiente, 
aunque el algoritmo basado en gradiente tiene una tasa asintótica de convergencia más 
rápida (y con optimización basada en simulación tal como en el análisis de infinitésimas 
perturbaciones requiere sólo una ejecución del sistema por iteración mientras que el 
algoritmo basado en aproximaciones del gradiente requeriría múltiples  ejecuciones del 
sistema por iteración). Como regla general, sin embargo, si la información directa del 
gradiente es conveniente y realmente está disponible, es generalmente una ventaja usar 
esta información en el proceso de optimización. Lo interesante es el caso en el que esta 
información no está realmente disponible. 
A continuación se describe el SPSA y el algoritmo relacionado FDSA. Posteriormente 
se realiza un resumen de la teoría asociada con la convergencia y eficiencia del SPSA. 
Se presentan también directrices para la implementación seguidos de un resumen de 
algunos resultados auxiliares y extensiones del algoritmo. 
 
2.2 Algoritmos FDSA y SPSA 
 
Se considera a continuación el problema de minimizar una función objetivo (escalar) 
diferenciable  ,/, donde  es un vector p-dimensional y donde el problema de 
optimización puede ser trasladado en la búsqueda de minimizar ∗ tal que /	= 0. 
Esta es la formulación clásica de la optimización local para funciones objetivos 
diferenciables. Se asume que las medidas de ,/ están disponibles para varios valores 
de . Estas medidas podrían o no incluir ruido añadido. Medidas no directas de / 
se asumen como disponibles, en contraste con el marco de los algoritmos R-M. Aunque 
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el algoritmo utilizado en este trabajo es el SPSA, se incluye el FDSA para comparar, ya 
que el FDSA es un método clásico para la optimización estocástica. 
Los procedimientos SPSA y FDSA son en general recursivos de la forma: 
 
Rl=R = #?,R/                                                                   (2.1) 
 
Donde ?,R/ es la estimación del gradiente ,/  / en la iteración R basada 
en las medidas de la función objetivo previamente mencionadas. Bajo condiciones 
apropiadas, la iteración en la ecuación anterior convergerá a ∗ en algún sentido 
estocástico (usualmente “casi seguramente”, como recogen, por ejemplo, Fabian (1971) 
o Kushner and Yin (1997)). 
La parte esencial de la ecuación anterior es la aproximación del gradiente ?,R/. En 
este punto hay dos formas de interés. Sea y(·) una medida de L(·) en un nivel de diseño 
representado por el punto (por ejemplo, y(·) = L(·) + ruido) y %	un numero positivo 
(usualmente pequeño). Las aproximaciones del gradiente unilaterales implican medidas 
de 	,R/ y de ,R ^ 9!$+7$#% &(/, mientras que las aproximaciones del gradiente 
bilaterales implican medidas de la forma ,R  9!$+7$#% &(/. Las dos formas 
generales de aproximación del gradiente para su uso en FDSA y SPSA son diferencias 
finitas y perturbaciones simultáneas, respectivamente, lo cual va a ser discutido a 
continuación. 
Para la aproximación de diferencias finitas, cada componente de R es perturbada una 
cada vez y las correspondientes medidas de y(·) son obtenidas. Cada componente del 
gradiente estimado es formada diferenciando los valores de y(·) correspondientes y 
entonces dividiendo por un intervalo de diferencia. Este es el enfoque estándar para 
aproximar vectores gradientes y está motivado directamente desde la definición del 
gradiente como un vector de p derivadas parciales, cada una construida como el límite 
de la relación del cambio en el valor de la función por encima del correspondiente 
cambio en una componente del vector de argumentos. Típicamente, el i-ésimo 
componente de ?,R/ (i=1,2,…,p) para una aproximación del gradiente bilateral 
basada en diferencias finitas es dado por: 
 
?,R/  ?,R ^ %!/ = ?,R = %!/2% 																																							,2.2/ 
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Donde ! denota un vector con un uno en la i-ésima posición y ceros en el resto (y 
obviamente la analogía se mantiene en el caso de la versión bilateral; igualmente para la 
forma de perturbación simultánea comentada más abajo), y % denota un número 
positivo pequeño que normalmente se va haciendo más pequeño a medida que k se hace 
más grande. 
La aproximación de perturbación simultánea tiene todos los elementos de R 
aleatoriamente perturbados juntos para obtener dos medidas de y(·), pero cada 
componente de ?,R/ es formado desde una relación que implica los componentes 
individuales en el vector de perturbación y la diferencia en las dos medidas 
correspondientes. Para la perturbación simultánea bilateral, tenemos: 
 
?,R/  ?,R ^ %∆/ = ?,R = %∆/2%∆ 																																,2.3/ 
 
Donde la distribución del vector de perturbación aleatorio de p-dimensiones,                          ∆ ,∆l, ∆m, … , ∆T/ksatisface las condiciones discutidas más tarde en este trabajo. 
Es importante destacar que el número de medidas de la función objetivo y(·) necesarias 
en cada iteración del FDSA crece con p, mientras que con SPSA, sólo dos medidas son 
necesarias independientemente de p porque el numerador es el mismo en todas las p 
componentes. Esta circunstancia, por supuesto, proporciona el potencial para que el 
algoritmo SPSA alcance unos grandes ahorros (por encima del FDSA) en el número 
total de medidas requeridas para estimar  cuando p es grande. Este potencial se 
consigue sólo si el número de iteraciones requeridas para la convergencia efectiva a ∗ 
no incrementa de forma que cancele los ahorros en la aproximación del gradiente en 
cada iteración.  
A modo de conclusión, se puede decir que bajo unas condiciones generales razonables, 
SPSA y FDSA logran el mismo nivel de precisión estadística para un número dado de 
iteraciones, aunque SPSA usa p evaluaciones de la función menos que FDSA (porque 
cada aproximación del gradiente usa sólo 1/p del número de evaluaciones de la 
función). 
 
2.3 Supuestos básicos y teoría del SPSA 
 
Con el objetivo de minimizar la función objetivo L(/ sobre valores factibles de , el 
algoritmo SPSA trabaja con iteraciones desde una suposición inicial del óptimo , 
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donde el proceso de iteración depende de la ya mencionada perturbación simultánea 
para la aproximación del gradiente ,/. 
Spall (1988 y 1992) presenta suficientes condiciones para la convergencia del iterativo 
SPSA ,R → ∗en el sentido estocástico “casi seguro”) usando un enfoque de ecuación 
diferencial conocido en general como teoría SA (como recogen Kushner y Yin (1997)). 
Para establecer la convergencia, se imponen condiciones en ambas secuencias de 
ganancia (# y %/, la distribución de ∆ especificada por el usuario y la relación 
estadística de ∆ y las medidas y(·). La esencia de las principales condiciones es que # 
y % tienden ambas a cero a tasas ni demasiado rápido ni demasiado lento, que L,/ es 
suficientemente suave (varias veces diferenciable) cerca de ∗ y que los 5∆< son 
independientes y simétricamente distribuidos sobre cero con momentos inversos finitos 
E,|∆	|ol/	para todo k, i. Una distribución particular para ∆ que satisfaga estas 
últimas condiciones es la distribución simétrica de Bernoulli 1; dos distribuciones 
muy comunes que no satisfacen estas condiciones (en particular, la condición crítica de 
los momentos inversos finitos) son las distribuciones uniforme y la normal. 
Adicionalmente, para establecer la convergencia formal del SPSA, Spall (1992) muestra 
que la distribución más probable de un R apropiadamente escalado, es 
aproximadamente normal (con una media específica y una matriz de covarianza) para 
valores grandes de k. Este resultado asintóticamente normal, junto con un resultado 
similar para el FDSA, puede ser utilizado para estudiar la eficiencia relativa del SPSA. 
Esta eficiencia es el resultado teórico principal que justifica el uso de SPSA. La 
eficiencia depende de la forma de L,/, los valores para 5#< y 5%<, y las 
distribuciones de 5∆< y los términos de medición del ruido. No hay ninguna expresión 
simple que pueda ser usada para caracterizar la eficiencia relativa; sin embargo, como se 
presenta en Spall (1992) y Chin (1997), en la mayor parte de los problemas prácticos 
SPSA será asintóticamente más eficiente que FDSA. Por ejemplo, si # y % son 
escogidas según las directrices de Spall (1998b), entonces por igualdad del error 
asintótico cuadrático medio s,R = ∗m/	 en SPSA y FDSA, encontramos: 
 º	8!	'!8 % &(!	8!	,/	!(	NNº	8!	'!8 % &(!	8!	,/	!(	u;N → 19																																										,2.4/ 
 
que el número de mediciones en ambos procedimientos se hace grande. Por lo tanto, la 
expresión anterior implica que los p-componentes de ahorros por iteración 
(aproximación del gradiente) se traducen directamente en unos ahorros de p veces en el 
proceso de optimización global a pesar de las formas no lineales complejas en las que la 
secuencia de aproximaciones del gradiente se manifiesta en la solución definitiva R. 
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Respecto a una implementación práctica del problema, otra forma de interpretar la 
expresión anterior es que: 
Un cambio simultáneo elegido correctamente al azar en todas las variables de un 
problema proporciona tanta información para la optimización como un conjunto 
completo de cambios, uno a uno en cada instante de tiempo, para cada variable. 
Este resultado sorprendente y significante parece ir en contra de todo lo que uno 
aprende en su formación de ingeniero y científico. Es el calificativo “para la 
optimización” lo fundamental para la validez de la declaración anterior. 
Vamos a proporcionar un razonamiento matemático informal para este resultado clave. 
La figura 2.2 proporciona un ejemplo de problema con dos variables, donde las curvas 
de nivel muestran puntos de igual valor en la función objetivo. En un escenario con bajo 
ruido o ausencia del mismo, el algoritmo FDSA tendrá un comportamiento similar al 
tradicional algoritmo de descenso del gradiente en la adopción de medidas que 
proporcionen la mayor reducción local en la función objetivo. Un resultado estándar en 
estos cálculos demuestra que esta dirección de descenso “más empinada” es 
perpendicular a la curva de nivel en ese punto, como se muestra en los pasos del 
algoritmo FDSA en la figura 2.2 (cada segmento recto es perpendicular a la curva de 
nivel en el origen del segmento). Por tanto, el algoritmo FDSA se comporta como un 
esquiador agresivo actuaría descendiendo una colina bajando en pequeños segmentos 
que proporcionan una mayor caída desde el inicio de cada segmento. De otro lado, el 
SPSA, con su dirección de búsqueda aleatoria, no sigue el camino del descenso más 
pronunciado localmente. Sin embargo, en media, este algoritmo seguirá de forma 
cercana el camino de descenso más pronunciado porque la aproximación del gradiente 
es un estimador casi sin error para el gradiente (por ejemplo, sg?,/i  ,/ ^	un 
pequeño error, donde ese pequeño error es proporcional a %m	y % es el número pequeño 
mencionado anteriormente). A lo largo del curso de muchas iteraciones, los errores 
asociados con las “erróneas” direcciones en SPSA serán por término medio análogos a 
la forma en la que los errores aleatorios se cancelan en la formación de la media de la 
muestra de casi cualquier proceso aleatorio (la secuencia # en la ecuación 1 gobierna 
este promedio). La figura 2.2 muestra este efecto en el modo que el SPSA trabaja con su 
dirección de búsqueda, que tiende a “rebotar” alrededor de la dirección de búsqueda del 
FDSA, mientras que al final se establece cerca de la solución en el mismo número de 
pasos. Aunque esta discusión fue motivada para los problemas con dos variables (p=2) 
con medidas de la función objetivo con bajo ruido o sin ruido (tal que el algoritmo 
FDSA se comporta muy cercanamente a un algoritmo real de descenso del gradiente), la 
misma intuición es aplicada en escenarios de mayores dimensiones y de medidas de la 
función objetivo más ruidosas. Estas medidas ruidosas implican que el algoritmo FDSA 
no seguirá la pista tan cercanamente al algoritmo de descenso del gradiente como en la 
figura 2.2. Sin embargo, la relación entre SPSA y FDSA (que es a lo que se refiere la 
expresión anterior) será gobernada por la idea de promediar los errores en las 
direcciones a lo largo de un número elevado de iteraciones. 
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Figura 2.2: Comparación de las trayectorias SPSA y FDSA en la búsqueda del óptimo 
en un caso con p=2. Las desviaciones de SPSA desde FDSA llegan por término medio a 
la solución en el mismo número de iteraciones. FDSA sigue de cerca el camino de 
descenso del gradiente (perpendicular a las curvas de nivel) en el escenario de bajo 
ruido. 
 
2.4 Resultados experimentales 
 
La figura 2.3 muestra las implicaciones del resultado teórico ya discutido en un  sentido 
práctico. Este gráfico muestra el resultado de una simulación utilizando una red 
neuronal para regular la pureza del agua y gas metano como resultado de un proceso de 
tratamiento de aguas residuales (Spall y Cristion (1997) discuten este problema en 
detalle). El eje vertical representa una versión normalizada (en unidades) de la función 
objetivo L,/ (la medición de la desviación de los valores objetivo en la limpieza del 
agua y gas metano), y el eje horizontal representa el número de iteraciones de los 
algoritmos. La dimensión del vector  en este caso fue 412, correspondientes al número 
de “pesos conectados” en la red neuronal.  La parte esencial que hay que observar en 
esta gráfica es que los enfoques FDSA y SPSA logran unos niveles muy similares de 
precisión para un número dado de iteraciones después de las primeras iteraciones, pero 
que SPSA usa únicamente 2 experimentos (evaluaciones de la función objetivo) por 
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iteración, mientras que FDSA utiliza 824 experimentos. Esta diferencia produce 
obviamente unos ahorros muy substanciales – representando los ahorros 
computacionales en un ejercicio de simulación o directamente ahorros de tiempo y 
dinero en una planta de tratamiento residual – en el problema global de estimar los 
pesos de una red neuronal.  La forma inicial del descenso del FDSA en la figura 2.3 
podría ser ligeramente engañosa porque los pesos tienen aún que empezar a estabilizarse 
y porque el número de medidas es aún grande: sobre 1600 en las primeras dos 
iteraciones de FDSA frente a las 160 para todas las iteraciones de SPSA. 
El estudio numérico de la figura 2.3 es sólo uno de muchos ejemplos. Además, ha 
habido comparaciones con otros tipos de algoritmos de optimización estocástica. Por 
ejemplo, Chin (1999) realiza una comparación con el popular algoritmo recocido 
simulado en el contexto del modelo de estimación para un modelo magneto esférico y 
encuentra que el SPSA supera significativamente al recocido simulado. El autor 
también realiza comparaciones con el recocido simulado y varios tipos de búsqueda 
aleatoria, e igualmente encuentra un rendimiento superior similar. Un tema abierto es 
realizar una cuidadosa comparación con el popular algoritmo genético y sus métodos 
evolutivos relacionados. 
 
 
Figura 2.3: Rendimiento relativo del SPSA y FDSA para la regulación en un sistema de 
tratamiento de aguas residuales. 
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2.5 Implementación del SPSA 
 
El siguiente resumen paso a paso muestra cómo el algoritmo SPSA produce 
iterativamente una secuencia de estimaciones. La siguiente gráfica presenta una 
implementación de los siguientes pasos en un código Matlab. 
 
Paso uno: Inicialización y selección de los coeficientes. 
Se establece un contador k=1. Se parte de una suposición inicial y de coeficientes no 
negativos a, c, A, ~ y  en las secuencias de ganancias del SPSA: 
 
#  #, ^ )/ 																																																												,2.5/ 
 
%  %)	 																																																																					,2.6/ 
 
 
La elección de las secuencias de ganancia (# y %/ es crítica para el rendimiento del 
SPSA (como en todos los algoritmos de optimización y su elección de sus respectivos 
coeficientes). Spall (1998b) proporciona algunas directrices en la elección de esos 
coeficientes de una manera efectiva. (En los casos en los que los elementos de  tienen 
unas magnitudes muy diferentes, sería deseable usar una matriz de escala de la ganancia # si hay disponible información a priori de las magnitudes relativas.) 
La figura 2.4 representa un ejemplo de código MATLAB para realizar n iteraciones del 
algoritmo SPSA. La inicialización de las variables theta, n, p, a, A, c, alpha, gamma no 
se muestra ya que se puede realizar de muchas maneras (por ejemplo, leyendo desde un 
archivo, de forma directa en el programa, o siendo introducidos por el usuario durante la 
ejecución). El programa llama a una función externa “loss” para obtener las medidas 
(probablemente ruidosas). Los elementos de ∆ son generados de acuerdo a una 
distribución Bernoulli 1. 
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Figura 2.4: Código matlab SPSA 
 
Si se pueden especificar valores máximos y mínimos para theta, llamados thetamax y 
thetamin, entonces las siguientes dos líneas pueden ser añadidas bajo la línea de 
actualización de theta para imponer las constricciones, tal y como vemos en la figura 
2.5: 
 
Figura 2.5: Restricciones SPSA 
 
Paso dos: Generación del vector de perturbación simultáneo. 
Generamos un vector de perturbación aleatorio de p-dimensiones ∆, donde cada 
componente p de ∆ es generada de forma independiente desde una distribución de 
probabilidad de media cero satisfaciendo las condiciones anteriores. Una elección 
simple (y teóricamente válida) de cada componente de ∆ es utilizar una distribución de 
Bernoulli 1 con probabilidad de ½ para cada resultado 1. Es importante señalar que 
las variables aleatorias uniforme y normal no están permitidas para los elementos de ∆ 
bajo las condiciones del SPSA (ya que tienen infinitos momentos inversos). 
 
Paso tres: Evaluaciones de la función objetivo. 
Obtenemos dos medidas de la función L(·) basadas en la perturbación simultánea 
alrededor del actual R: ,R ^ %∆/ y ,R = %∆/ con % y ∆ obtenidos tal y 
como se indica en los pasos 1 y 2. 
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Paso cuatro: Aproximación del gradiente 
Se genera la aproximación de perturbación simultánea al gradiente desconocido: 
 
?,R/  ,R ^ %∆/ = ,R = %∆/2% 
∆∆...∆
																																				,2.7/ 
 
Donde ∆ es la i-ésima componente del vector ∆ (que debería ser 1 de acuerdo con 
el paso dos). Es importante recalcar el numerador común en todas las p componentes de ?,R/, lo que refleja la perturbación simultánea de todos los componentes en R en 
contraste con las perturbaciones componente a componente de la aproximación por 
diferencias finitas. 
 
Paso cinco: Actualización de la estimación de  
Usa la forma estándar SA de: 
 
Rl  R = #? R¡																																																										,2.8/ 
 
Para actualizar R a un nuevo valor Rl. Algunas veces se pueden utilizar 
modificaciones a la ecuación anterior para mejorar la convergencia e imponer 
constricciones. Estas modificaciones bloquean o alteran la actualización al nuevo valor 
de  si el valor obtenido en la ecuación anterior no parece adecuado. Una posibilidad de 
esto ocurre cuando los valores máximos y mínimos de los componentes de  pueden ser 
especificados, tal y como se muestra al final del paso uno. 
 
Paso seis: Iteración o terminación 
Volver al paso dos con k+1 en lugar de k. Terminamos el algoritmo si encontramos 
pequeños cambios en varias iteraciones sucesivas o si el máximo número de iteraciones 
ha sido alcanzado. 
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2.6 Extensiones del algoritmo SPSA 
 
Sadegh y Spall (1997) consideran el problema de elegir la mejor distribución para el 
vector ∆. En la base de la distribución asintótica de los resultados, se demuestra que la 
distribución óptima de los componentes de ∆ es la simétrica de Bernoulli. Esta 
distribución ha sido probada también de manera eficiente en muchos ejemplos de 
simulación y muestras finitas. La recomendación en el paso dos del algoritmo sigue 
estas recomendaciones. (Sin embargo, otras distribuciones son a veces deseables. Dado 
que el usuario tiene control total sobre esta elección y que la generación de ∆ 
representa un coste trivial hacia la optimización, podría merecer la pena evaluar otras 
posibilidades en algunas aplicaciones. Por ejemplo, Maeda y De Figueiredo (1997) usan 
una distribución uniforme simétrica binivel, es decir, una distribución uniforme con una 
sección eliminada cerca de cero (para asegurar la finitud de los momentos inversos), en 
una aplicación para el control de un robot). 
En la literatura se encuentran algunas extensiones del algoritmo SPSA básico. Por 
ejemplo, es usado en problemas de control de realimentación, donde la función objetivo 
cambia con el tiempo, como es explicado en Spall y Cristion (1994, 1997 y 1998). Spall 
y Cristion (1998) es la referencia más completa metodológica y teóricamente. Spall y 
Cristion (1994) también incide en la idea del suavizado del gradiente que podría ayudar 
a reducir los efectos del ruido y mejorar la convergencia (y también da directrices sobre 
cómo el suavizado debería ser reducido a lo largo del tiempo para asegurar la 
convergencia).  Alternativamente, es posible promediar varias aproximaciones del 
gradiente basadas en perturbaciones simultáneas en cada iteración para reducir los 
efectos del ruido (en el coste de medidas adicionales de la función); esto es recogido 
también por Spall (1992). Chin (1994) discute una implementación del SPSA para la 
minimización global (esto es, el caso donde hay múltiples mínimos en los que     ,/  0); este enfoque está basado en una secuencia paso a paso (decayendo 
suavemente) de % (y posiblemente #). El problema de optimización con 
constricciones (igualdad y desigualdad) usando SPSA es considerado por Sadegh 
(1997) y por Fu y Hill (1997) usando un enfoque de proyección. Spall (1997a) presenta 
una aproximación del gradiente basada en perturbación simultánea con forma de una 
sola medida; aunque como se demuestra en dicho estudio la forma estándar con dos 
medidas (binivel) será normalmente más eficiente (en términos del número total de 
medidas de la función objetivo para obtener un nivel dado de precisión en la iteración 
de ). Hay ventajas en la forma de medida unilateral en operaciones de tiempo real 
donde el sistema dinámico subyacente podría cambiar muy rápidamente para obtener 
una estimación del gradiente creíble con dos medidas sucesivas. 
Una forma “acelerada” del SPSA es explicada igualmente por Spall (1998c y 1997b). 
Este enfoque extiende el algoritmo SPSA para incluir efectos de segundo orden 
(Hessianos) con el objetivo de acelerar la convergencia en un modo estocástico análogo 
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al algoritmo determinístico Newton-Raphson. Como el algoritmo SPSA estándar (de 
primer orden), este algoritmo de segundo orden es fácil de implementar y requiere sólo 
un pequeño número – independiente de p – de evaluaciones de la función objetivo por 
iteración (no hay medidas del gradiente, como en el SPSA estándar). En particular, sólo 
cuatro medidas son requeridas para estimar la función objetivo del gradiente y el 
Hessiano inverso en cada iteración (y una medida adicional es en ocasiones 
recomendada como un chequeo del comportamiento del algoritmo). El algoritmo es 
implementado con dos recursiones simples en paralelo: una para  y otra para la matriz 
Hessiana de ,/. La recursión para  es una analogía estocástica del conocido 
algoritmo de Newton-Raphson de optimización determinística. La recursión para la 
matriz Hessiana es simplemente un cálculo recursivo de la media muestral de las 
estimaciones Hessianas por iteración formadas usando ideas de tipo SP (simultaneous 
perturbation). 
Con respecto a los métodos determinísticos estándar, la optimización estocástica amplía 
considerablemente el rango de problemas prácticos para los que se puede encontrar 
soluciones rigurosamente óptimas. Los algoritmos de optimización estocástica permiten 
el tratamiento efectivo de problemas en áreas como el análisis de redes, optimización 
basada en simulación, reconocimiento y clasificación de patrones, redes neuronales, 
procesamiento de imágenes y control no lineal. Se espera que el papel de la 
optimización estocástica continúe creciendo tal y como los sistemas modernos crecen en 
complejidad y como el crecimiento demográfico y la disminución de los recursos 
naturales fuerzan concesiones que fueron innecesarias previamente. 
El algoritmo SPSA ha sido probado como un método de optimización estocástico 
efectivo. Su virtud primordial es la facilidad de su implementación y la carencia de 
necesidad de la función objetivo del gradiente, el soporte teórico y experimental para su 
eficiencia relativa, su robustez al ruido en las medidas de la función objetivo y la 
evidencia empírica de su habilidad para encontrar un mínimo global cuando existen 
múltiples mínimos (locales y globales). El algoritmo SPSA está limitado ante todo por 
problemas con variables continuas y, en relación con otros métodos, es más efectivo 
cuando las medidas de la función objetivo incluyen ruido. Las comparaciones numéricas 
con técnicas como el método de diferencias finitas, recocido simulado, algoritmos 
genéticos, y búsqueda aleatoria han demostrado la efectividad del SPSA en un amplio 
rango de problemas prácticos. El crecimiento rápido de aplicaciones en todo el mundo 
proporciona aún más evidencia de la efectividad del algoritmo. Además de la 
efectividad, ha habido algunas extensiones a la idea básica, incluida una analogía 
estocástica del algoritmo determinístico Newton-Raphson (segundo orden), 
adaptaciones para implementaciones en tiempo real (control) y versiones para algunos 
tipos de constricciones y problemas de optimización global. Aunque aún hay mucho 
trabajo para extender el algoritmo SPSA básico a un rango más amplio de escenarios 
del mundo real, SPSA dirige un amplio rango de problemas difíciles y probablemente 
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debería ser considerado para muchos de los problemas de optimización estocástica 
encontrados en la práctica.  
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Capítulo 3: Ajuste temporal de matrices origen-destino 
mediante un método de aproximación del gradiente. 
 
3.1 Ajuste de matrices modificando el SPSA 
 
La matriz temporal de demanda es una entrada esencial en las aplicaciones de 
asignación dinámica de tráfico (DTA).  En este trabajo se presenta un nuevo método 
para resolver el ajuste simultáneo de una matriz de demanda dinámica de tráfico, 
buscando una solución realista con unos tiempos computacionales aceptables, usando 
como entrada conteos de tráfico y velocidades, matrices O-D a priori y otros datos de 
demanda agregados. El procedimiento de resolución propuesto es una modificación del 
Simultaneous Perturbation Stochastic Approximation (SPSA). El procedimiento puede 
encontrar una buena solución cuando el punto de partida (la matriz semilla) se asume 
cercana a la óptima, trabajando con una aproximación del gradiente basada en una 
perturbación simultánea de cada variable de demanda. 
La demanda dinámica del transporte, representada por la matriz dependiente del tiempo 
origen-destino (O-D) es una entrada esencial en aplicaciones que requieren el monitoreo 
y gestión de redes de tráfico en tiempo real, on-line, y en aplicaciones que evalúan 
estrategias ITS (“Intelligent Transport System”) y planifican estrategias (off-line). 
En contribuciones hechas a la solución del problema del ajuste temporal de matrices   
O-D, el enfoque más común es básicamente una extensión del caso estático: busca para 
una matriz O-D cercana a una estimada a priori (matriz semilla) y que mejor ajuste 
algunas medidas del rendimiento de la red. Usualmente estas medidas coinciden con 
conteos de tráfico y por tanto el mapeo de la demanda en los flujos de los arcos puede 
realizarse a través de la matriz de asignación o de la matriz de proporciones de caminos, 
como se recoge en Cascetta et al. (1993). Sin embargo, el problema permanece 
significativamente poco especificado pasando del contexto estático al dinámico ya que 
se introduce más complejidad por el marco dinámico a lo largo del día como indica 
Cascetta (2001). Moverse al caso dinámico usualmente conduce a la adopción de un 
modelo dinámico de flujo que proporciona una representación de la congestión de 
tráfico más realista. Un modelo dinámico de flujo presenta un comportamiento más 
complejo que las funciones monótonas de coste en arcos usadas en el caso estático, y 
puede dar ventajas de información adicional sobre las condiciones de tráfico. 
Por esta razón muchos autores han incrementado la cantidad de información requerida 
para el proceso de ajuste usando otras medidas tales como velocidad y densidad (como 
Balakrishna (2006) y Cipriani et al. (2008)) o utilizando datos de encuestas (Eisenman 
and List (2004) y Zhou and Mahmassani (2006)). 
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El uso de la velocidad y densidad proporciona la mejor representación de la congestión 
del tráfico, ya que el flujo de salida por sí solo no indica la presencia o ausencia de 
congestión. Un bajo valor de flujo de salida podría ser debido a una baja demanda o a 
una reducida capacidad aguas abajo (congestión): el uso de velocidad y densidad 
discrimina entre las dos posibilidades. Mejor aún, los datos de encuestas, que podrían 
estar disponibles desde detectores o dispositivos GPS en vehículos equipados, pueden 
añadir información sobre los tiempos de viaje y elecciones de ruta. 
Para los enfoques previamente comentados, la mejora en la estimación de matrices O-D 
depende de la calidad de la matriz semilla proporcionada. Para superar esta limitación 
pueden usarse técnicas de búsqueda aleatoria para que la búsqueda no se confine a la 
vecindad del punto de partida. Por ejemplo, Kattan y Abdulhai (2006) usaron un método 
avanzado Evolutionary Algorithm (EA) aumentado con paralelización para resolver el 
problema de estimación dinámica OD. Claramente, para adoptar estos métodos en redes 
del mundo real se requieren recursos computacionales muy grandes que no están 
normalmente disponibles para los profesionales de ingeniería del tráfico. 
Desde que la matriz temporal O-D es usualmente representada por una secuencia de 
matrices “slices”, donde la demanda de cada slice corresponde a un intervalo de salida, 
el problema de estimación dinámica de la matriz se puede formular de una manera 
secuencial (se estima la demanda un intervalo cada vez) o de una manera simultánea (la 
demanda dependiente del tiempo para el periodo total de interés es estimada 
simultáneamente). 
Como se comentó en la introducción de este trabajo, la formulación simultánea es 
considerada más correcta debido al hecho de que cada flujo en los arcos puede ser 
generado por los componentes de demanda de los diferentes slices de tiempo. Por 
comparación, la formulación secuencial fija los componentes de demanda que salen en 
todos los intervalos previos al que se considera y esto es básicamente una aproximación 
que puede afectar a la exactitud del resultado final. 
Cuando se utiliza la asignación de la demanda en los flujos de los arcos a través de la 
matriz de asignación o de proporciones de caminos la estimación simultánea de las 
matrices temporales O-D es muy intensa computacionalmente, incluso en redes de 
tamaño medio (Cascetta and Russo (1997); Bierlaire and Crittin (2004)). Por esta razón 
otros enfoques basados en matrices de asignación usan una estimación secuencial como 
recoge Ashok (1996) o resuelven el problema para redes simples lineales como autovías 
como indica Van der Zijpp (1996), donde las matrices de asignación son de un tamaño 
trivial. 
El problema aquí presentado se basa en una estimación simultánea de matrices 
temporales O-D formulada sin matrices de asignación, usando medidas como conteos 
de tráfico o velocidades e introduciendo nuevas restricciones con respecto a los datos de 
demanda agregados (producción de demanda de tráfico por zona). Cipriani et al. (2011) 
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presenta los resultados obtenidos en una red real (un barrio de la ciudad de Calgary, en 
Canadá) y que muestran la eficacia de esta información a la hora de evitar los problemas 
de sobreestimación que podrían producirse cuando se trabaja con redes congestionadas. 
El procedimiento de resolución adoptado es una modificación del gradiente basado en el 
algoritmo SPSA presentado en el capítulo anterior de este trabajo. Las modificaciones 
conciernen al tamaño del paso de cómputo y a la estimación del gradiente. Ambas 
modificaciones se proponen con el objetivo de mejorar la eficacia y la eficiencia del 
algoritmo. La solución realista y los aceptables tiempos de computación observados en 
los tests llevados a cabo demuestran la idoneidad del método propuesto para 
aplicaciones off-line.  
 
3.2 Formulación del problema 
 
El problema de ajuste dinámico de matrices O-D puede formularse como un problema 
de optimización con el objetivo de minimizar el error entre observaciones actuales y 
estimadas y la distancia entre flujos de demanda estimados y conocidos a-priori (matriz 
semilla). Todo ello en un contexto dinámico. 
Dados: 
Una red B = [N, A], donde: 
N= nodos; 
A= arcos; 
(¢£ = número de pares origen-destino. 
El periodo de análisis T, dividido en (vintervalos. 
Un subconjunto de arcos S={1… (¤}	∈ A equipados con sensores 
 
El problema es: 
 
 8l∗…8z{∗ ¡  #$				' (,¥…¥¦{/§¨gBl Pl…Pz{ , 8Fl…8Fz{¡ ^ Bm l…z{ , ?l…?z{¡ 	^ B l…z{ , ̂l… ̂z{¡i																																																																															,3.1/ 
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Donde 
P matriz estimada para el intervalo de tiempo de partida i, i = 1…(v  volúmenes simulados en arcos ∈ S para el intervalo de tiempo de partida i, i = 1…(v  velocidades simuladas en arcos ∈ S para el intervalo de tiempo de partida i, i = 1…(v 8Fmatriz semilla para el intervalo de tiempo de partida i, i = 1…(v ? 	volúmenes de tráfico en arcos ∈ S para el intervalo de tiempo de partida i, i = 1…(v ̂ velocidades medidas en arcos ∈ S para el intervalo de tiempo de partida i, i = 1…(v 
Sujeto a las siguientes constricciones: 
- Límite inferior: ,Pl…Pz{/ ª ,Pl«.¬.…Pz{«.¬./ 
 
- Límite superior: ,Pl…Pz{/ ­ ,Pl®.¬.…Pz{®.¬./ 
 
Constricción de generación:   
 
0¯¢ ­ ¯¢∗				∀	&	 ∈ 		 5&$ !(!<z{°l 																																																														,3.2/ 
 
Donde ¯¢∗	es el valor de generación a-priori para la zona de origen “o”. 
Los tres términos de la función objetivo representan la distancia entre los flujos y 
velocidades observados y simulados y la distancia entre la matriz semilla y la demanda 
estimada resultante. 
Las funciones Bl, Bm y B dependen del particular marco de estimación, del tipo de 
estimador y de la información disponible tal y como recogen Cascetta et al. (1993). 
En el marco generalizado de mínimos cuadrados (Generalized Least Squares, GLS) se 
dispone de información adicional sobre lo realista o no de las medidas; esta información 
puede ser incorporada como pesos internos resultando en una matriz de varianza-
covarianza, tal que la función Bl por ejemplo asume la siguiente forma: 
Bl Pl…Pz{ , 8Fl…8Fz{¡   P = 8F¡ktol P = 8F¡																																		,3.3/ 
Donde V= matriz varianza-covarianza del vector de errores de muestreo que afectan a la 
estimada 8F. 
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Si esta información no está disponible, los diferentes términos de la función objetivo 
pueden ser controlados usando pesos escalares que representan la relativa confianza del 
analista en las medidas (velocidades/flujos) o en la observación directa a-priori (matriz 
semilla).  
El subconjunto de arcos equipados con sensores recogen medidas de flujos y 
velocidades; estos deben ser colocados de forma óptima porque la localización óptima 
es un elemento estratégico para obtener una estimación de la matriz de demanda O/D 
representativa y realista  tal y como se indica en Cipriani et al. (2006). 
Las restricciones del límite inferior y superior se introducen para evitar soluciones 
inviables y para restringir el espacio de búsqueda. 
La restricción de generación es la principal novedad de la formulación del problema. 
Durante el procedimiento de estimación es fundamental considerar la cantidad total de 
demanda generada desde cualquier zona en el área de estudio. Los datos de demanda 
representan información fácilmente disponible sobre la producción de viajes por zona 
en el periodo pico de la mañana (que es el periodo de interés más usual). Más allá de los 
modelos de generación, desde los cuales se obtienen estos datos, se consideran los 
modelos más realistas en aplicaciones de ingeniería del transporte. 
La constricción de generación toma la forma de un límite superior más que de una 
constricción de igualdad porque las generaciones de demanda no tienen una dimensión 
temporal precisa (en aplicaciones estáticas el periodo punta se asume de duración una 
hora). Por tanto, esto puede actuar como límite en el espacio de búsqueda más que guiar 
el proceso de búsqueda. 
En este sentido, la constricción de generación permite al modelo superar una limitación 
que podría llevar a una sobreestimación de la demanda cuando tratamos con medidas de 
tráfico recogidas en una red congestionada: la sobreestimación de la demandad puede 
producir un periodo prolongado de carga (por ejemplo, la red toma más tiempo para 
vaciarse), sin que se observen cambios significativos en los flujos observados o en los 
términos correspondientes de la función objetivo. La constricción de generación 
compensa la insensibilidad de la función objetivo a esas condiciones, como se 
demostrará con más detalle en lo que sigue. 
 
3.3 Procedimiento resolutivo 
 
El Simultaneous Perturbation Stochastic Approximation - SPSA, Spall (1998a) - es un 
método optimizado que se usa como el algoritmo de solución para el problema 
planteado: como se presentó en el capítulo anterior, este algoritmo trabaja con una 
aproximación del gradiente y puede encontrar una buena solución cuando el punto de 
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partida (la matriz semilla) se asume cercana a la óptima. La bondad de la matriz semilla 
es un juicio ingenieril. De hecho, en la práctica la demanda es actualizada normalmente 
usando censos e información a través de encuestas. Así que es muy posible utilizar una 
matriz lo suficientemente actualizada como entrada para la estimación. 
Considerando la iteración genérica k, la matriz dinámica para la iteración k+1 puede 
calcularse como: 
 
Pl  P = #?̅(P/																																																										,3.4/ 
 
Donde # es la secuencia de ganancia en la iteración k del algoritmo de estimación O-D 
y ?̅(P/ es la media de la aproximación del gradiente en la iteración k. 
La media del gradiente aproximado ?̅(P/	es calculada como la media de m 
aproximaciones del gradiente: 
 
?̅(P/  #!$#!²5?²,P/	<																																																	,3.5/ 
 
Cada aproximación del gradiente ?²,P/ se basa en una perturbación simultánea de 
cada componente, así que todos los elementos de P son perturbados aleatoriamente 
juntos para obtener dos puntos para los cuales se evalúa la función objetivo. Para la 
perturbación simultánea en dos puntos (Diseño simétrico –SD), la fórmula es la 
siguiente: 
 
?²,,Pl…Pz{/)=³gX¥…¥¦{[	´∆µio³gX¥…¥¦{[o	´∆µim´ ¶ ,∆µ /,∆µ /...,∆µ¦·/¸																	,3.6/    
 
Donde la distribución del vector ∆, que es un vector de perturbación aleatoria con                     (¹-dimensiones ((¹  (v	P	(¢£/ tiene que satisfacer la condición de que los  w∆²y | son 
independientes y simétricamente distribuidas sobre cero con momentos inversos finitos s XK∆²y Kol[ para todo mj.  
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#; 	%; ∆² P  P ^ %∆² Po  P = %∆² 
El esquema del procedimiento resolutivo se presenta en la figura 3.1: 
 
 
  				#  secuencia de ganancia del tamaño de paso 
START                                                   %  secuencia decreciente de números positivos pequeños 
(Iteración k)                                                                                                                                	∆² variables aleatorias (Distribución Bernoulli) 
 
 
Constricción 
                            Verificar los límites inferior y superior 
 
Repetición 
       m                                                                           Asignaciones dinámicas y 
Gradiente                                                                    evaluaciones de la función objetivo            
                                
 
 
 
 
 
 
 
 
 
Figura 3.1: Algoritmo SPSA aplicado al problema de estimación dinámica O-D 
 
        Calcular: 
F.O.(P) y F.O.(Po) 
Aproximación del gradiente: 
?²,P)=º.. ¥»¡oº..,¥/m´ ¶ ,∆µ /,∆µ /...,∆µ¦·/¸ 
Nueva solución: 
Pl  P = #?̅(P/ 
STOP 
52 
Ajuste temporal de matrices OD basado en una  aproximación del gradiente              
Trabajo fin de Máster en Logística, Transporte y Movilidad 
 
  Manuel Bullejos González   
La formulación básica del SPSA adopta una regla de paso predefinida para una 
búsqueda lineal a lo largo de la dirección de descenso: 
 
#  #, ^ )/ 																																																																											,3.7/ 
 
Donde k es la iteración del algoritmo de estimación de la matriz O-D;  a es el tamaño 
del paso inicial; y A, ~ son coeficientes no negativos. 
Sin embargo, en el caso del problema de estimación dinámica O-D la aplicación de esta 
regla básica de paso (~  0.602,   50 = 100, Spall (1998a)/, incluso en una red 
simple con una única time slice de demanda (bajo esta condición sólo puede ser 
considerada dinámica la simulación) produce una convergencia desigual de la función 
objetivo con resultados relativamente pobres incluso después de varias iteraciones. Esta 
ineficiencia invita al reemplazamiento de la regla básica de paso del SPSA por otro 
método: El Golden Section Method (GSM), el cual  demostró, en las mismas 
condiciones simples de oferta y demanda, su habilidad para obtener una buena 
convergencia en un menor número de iteraciones. 
Cipriani et al. (2011) propone otras modificaciones del algoritmo del SPSA. Estos 
cambios se introducen con el objetivo de reducir el número de evaluaciones de la 
función objetivo (Dynamic Traffic Assignments, o DTAs) necesarias en cada iteración: 
 
1. Diseño Asimétrico (AD) durante el cálculo de la aproximación del gradiente 
para reducir el número de evaluaciones de la función objetivo requeridas en 
cualquier perturbación simultánea: 
 
 
?²,,Pl…Pz{/)=³gX¥…¥¦{[	´∆µio³gX¥…¥¦{[i´ ¶ ,∆µ /,∆µ /...,∆µ¦·/¸																														,3.8/ 
 
 
2. Una interpolación polinómica (PI) de tercer grado de la función objetivo para 
calcular la nueva solución a lo largo de la dirección de descenso como vemos en 
la figura 3.2. 
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      Figura 3.2: Aplicación de PI al cálculo de la nueva solución en cada iteración 
 
 
3.4 Simulación 
 
En Cipriani et al. (2011) las simulaciones dinámicas de tráfico requeridas para calcular 
las funciones objetivos se realizan utilizando el software DYNAMEQ de Florian et al. 
(2006). DYNAMEQ es un modelo de asignación dinámica de tráfico (DTA) que explota 
variantes del gradiente como direcciones y el método de medias sucesivas (MSA) para 
determinar antes del viaje la elección de ruta para el equilibrio dinámico. 
Las elecciones de ruta son modeladas como variables de decisión gobernadas por un 
principio de usuario óptimo, donde cada conductor busca minimizar su tiempo de viaje 
en el camino usado. Todos los conductores tienen total acceso a la información, el cual 
consiste en tiempos de viaje en todos los caminos (usados y no usados). 
La solución del algoritmo toma la forma de un procedimiento iterativo diseñado para 
converger a estas condiciones y consiste de dos principales componentes: 
 
1. Un método para determinar un nuevo conjunto de flujos de entrada a los 
caminos dependientes del tiempo, dados los tiempos de viaje 
experimentados en los caminos de la iteración previa. 
 
2. Un método para determinar los flujos en los arcos y tiempos de viaje que 
resultan de un conjunto dado de tasas de flujos de entrada en los caminos. 
Esto se refiere como el componente de carga de la red, el cual es llevado a 
cabo usando un modelo de simulación de tráfico eficiente basado en eventos. 
El modelo representa explícitamente la operación de señales de tráfico y 
captura realísticamente fenómenos de congestión de tráfico como la 
expansión aguas arriba de la congestión arco a arco. 
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La estructura general del algoritmo se muestra esquemáticamente en la figura 3.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.3: Estructura del algoritmo de solución para el modelo DTA 
 
 
 
Cipriani et al. (2001) recoge experimentos en una red de test (figura 3.4) para los que 
utiliza el estadístico RME. Este estadístico, al igual que m, se calcula tanto para la 
demanda como para las variables en los arcos (flujos y velocidades) para evaluar el 
proceso de ajuste: 
 
RME (Relative Mean Error) = ∑ ½¥3¾∗ o¥3¾½3¾∑ ¿3¾3¾ 																																												,3.9/      
Donde 
P∗ valores estimados 
P valores “reales” 
Determinar caminos 
temporales y flujos de entrada 
a los caminos dependientes 
del tiempo 
Carga de la red: 
Tiempo de viaje de los caminos, flujos 
en arcos, densidades y velocidades 
STOP 
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 	intervalo de tiempo 
6 código de identificación de la variable (referido a par O-D o sección) 
 
Figura 3.4: Test de prueba usada por Cipriani et al. (2011) 
 
3.5 Normalización función objetivo 
 
El término de flujo dentro de la función objetivo es en general más sensible que el 
término de velocidad, debido al hecho de que varía a lo largo de un rango de valores 
más amplio. De hecho, mientras las velocidades varían entre el cero y la velocidad en 
flujo libre (diferente para cada arco, pero nunca mayor que 80km/h en la red estudiada 
en Cipriani et al. (2011)), los flujos varían en un intervalo más amplio (límites 
superior/inferior). La consecuencia es que en la función objetivo el término de 
velocidad al principio es menor que el término de flujo y por tanto su reducción está 
restringida. 
Para obtener una buen resultado de estimación cuando la matriz semilla es menor que la 
real, es necesario trabajar más en los términos de la función objetivo. Para añadir más 
información durante el proceso de búsqueda, tanto los flujos como las velocidades 
deben trabajar de una manera eficiente. Pero el término de velocidad, como se ha 
comentado, es menor que el término de flujo debido a su limitado rango. 
La solución en este caso puede ser encontrada en la normalización de los términos de 
flujo y velocidad con el objetivo de balancear sus pesos. 
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La normalización puede ser hecha usando pesos externos establecidos después de la 
primera iteración del algoritmo (por ejemplo evaluando los términos de la función 
objetivo en correspondencia con la matriz semilla). En este caso la mejora puede ser alta 
tanto para el término de flujo como el de la velocidad, con una mejora obvia también en 
la demanda estimada. 
 
3. 6 Aplicaciones del método en la literatura 
 
Cipriani et al. (2011) realiza experimentos con el procedimiento descrito en una sub-
área de la ciudad de Calgary, Canadá, como puede verse en la figura 3.5. Esta red tiene 
734 arcos, 221 nodos y 77 centroides.  
 
 
 
Figura 3.5: Red de Calgary (Canadá), de los experimentos de Cipriani et al. (2011) 
 
Algunos comentarios son importantes sobre los tiempos computacionales del algoritmo 
para evaluar la eficiencia del método propuesto. Los esfuerzos computacionales se 
resumen como una función del número de asignaciones dinámicas de tráfico (DTAs) 
requeridas en cada iteración del algoritmo de estimación de la demanda. El número de 
DTAs en cada iteración depende principalmente de la media de aproximación del 
gradiente, siendo un DTA necesario para cada uno de las m aproximaciones del 
gradiente; m es una función del número de variables de acuerdo con lo siguiente: 
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'  )(¹																																																																																																			,3.10/ ) À 1, (¹  (v	P	(¢£ 
 
En estos experimentos m fue establecida igual a 0.4(¹			. 
El SPSA modificado parece alcanzar una buena mejora en su estimación de la demanda 
con un número de iteraciones relativamente bajo (todos los resultados obtenidos para la 
red de Calgary son obtenidos con como máximo 50 iteraciones). 
A medida que aumentamos el número de variables debido a la consideración de un 
mayor número de time slices, el tiempo computacional aumenta. En el peor de los casos 
considerados en la red de Calgary (4 time slices), la solución fue encontrada en 15 horas 
con la restricción de generación y los términos normalizados. 
Por tanto, el método SPSA modificado aplicado a problemas de estimación de la 
demanda parece ser adecuado en un contexto off-line. 
Más allá, un análisis de la sensibilidad del valor de m sería útil para entender cuánto 
puede reducirse el tiempo computacional. 
En resumen, Cipriani et al. (2011) trata el problema de la estimación simultánea de las 
matrices OD de demanda temporal. Se formula como un problema de optimización con 
el objetivo de minimizar el error entre las observaciones actuales y las estimadas 
(velocidades y volúmenes), y la distancia entre las matrices de flujos OD estimada y    
a-priori en un contexto dinámico. 
Diferentes novedades, ambas en la formulación del problema y en el procedimiento de 
solución, han sido introducidas con el objetivo de mejorar la solución y reducir el 
tiempo computacional. 
Con respecto a la formulación del problema, una nueva constricción relacionada con los 
datos de demanda agregada (zonas de generación de tráfico) es introducida: este tipo de 
información, fácilmente disponible y de alta confianza, es fundamental para considerar 
la cantidad total de demanda generada desde cualquier zona del área de estudio. Es 
efectiva en la prevención de una sobreestimación de la demanda que pudiera surgir 
cuando tratamos con medidas de tráfico recogidas en una red congestionada. 
Con respecto al procedimiento de solución, se propone el SPSA AD-PI: es una versión 
del SPSA analizado en profundidad en el capítulo 2 de este trabajo. Las modificaciones 
son relativas al cálculo tanto de la media de aproximaciones del gradiente, 
introduciendo una estimación asimétrica, como del tamaño de paso, donde se adopta 
una interpolación polinómica. 
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Además, se introduce una normalización de los términos de la función objetivo. En la 
base de la consideración de que cada término de la función objetivo debe contribuir con 
una adecuada cantidad de información al proceso de búsqueda, se usan pesos externos. 
Estos pesos son establecidos después de la primera evaluación de la función objetivo, y 
se adoptan para esos términos con el fin de balancear su contribución. 
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Capítulo 4: Entorno Matlab – Aimsun 
 
4.1 Matlab y Aimsun 
 
Para poder aplicar el método presentado por Cipriani et al. (2011) con algunas 
modificaciones, tenemos que disponer de un soporte informático que nos permita 
realizar simulaciones de tráfico en Aimsun desde Matlab. 
Matlab es un programa ideal para el tratamiento y operaciones con matrices. Resulta de 
gran utilidad para el cálculo de las perturbaciones y gradientes necesarios para 
implementar el método SPSA. Por su parte, Aimsun nos otorga la posibilidad de realizar 
simulaciones de tráfico a partir de las matrices de demanda que le especifiquemos, y nos 
devuelve los datos resultantes de dichas simulaciones en bases de datos. En ellas, 
podemos encontrar los valores de factores claves en el procedimiento de Cipriani et al. 
(2011) como los aforos y velocidades que se han registrado en los detectores a lo largo 
de la simulación realizada con la matriz origen-destino indicada.  
Para todo ello hacemos uso de una función denominada Aimsun.m en matlab. Esta 
función nos permitirá evaluar la salida de una simulación de un modelo de AIMSUN a 
partir de proporcionarle como entrada una matriz de demanda OD. La salida del modelo 
es evaluada en términos de bondad del ajuste con respecto a algunos “datos reales” que 
junto a la demanda OD también son proporcionados como entrada de la función 
Aimsun.m. 
 
4.2 Entradas y salidas de Aimsun.m 
 
Para que esta función se ejecute correctamente, se requiere información sobre el 
escenario simulado. En particular, una lista con los orígenes, destinos y detectores de la 
red, así como información sobre el escenario de simulación. 
Entradas de la función (representada en la figura 4.1):  
 
1. ODPattern, que es la matriz de demanda que se usa como entrada en 
AIMSUN. Esta matriz tiene tantas filas como número de pares OD y tantas 
columnas como número de time slices en la simulación. 
 
2. TrueData incluye series de datos reales a ser usados en el proceso de 
optimización. Estos datos deben ser consistentes con la salida de la 
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simulación (esto es, una columna para cada salida en la que los detectores 
están ordenados según su ID). 
 
3. Información sobre la ruta donde se encuentra el archivo Aimsun.exe y el 
sistema operativo del ordenador (OS=1 para Windows y OS=2 para Mac). 
 
4. Mop es un vector de 0’s y 1’s que define las salidas requeridas. Estas salidas 
se consideran en el orden siguiente: aforos, velocidad, ocupación y densidad 
en los detectores. Si aparece un 1 significa que los usuarios necesitan esta 
salida y si aparece un 0 que no la necesitan. 
 
Figura 4.1: Función Aimsun.m 
 
En versiones posteriores se abre la posibilidad de incorporar otras entradas a la 
función como son: 
 
5. desODpairTT, que es una matriz de dimensiones [0x2] donde 0 es el número 
de parejas OD para las cuales necesitamos el tiempo de viaje. Cada fila de la 
matriz contiene los IDs de los centroides origen y destino. Si no se requiere 
tiempo de viaje el vector estará vacío. 
 
6. DesTI es un vector de dimensión [Dx1] donde D es el número total de 
intervalos de detección en la simulación. Los posibles valores son 0 (si el 
usuario no necesita datos de ese intervalo de detección) o 1 (en caso 
contrario). 
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Según sea el procedimiento con el que estamos trabajando podemos desear en las 
entradas unas preferencias u otras. En nuestro caso se añadirá otra entrada adicional, 
que será comentada a continuación. 
Además de los tres términos de la función objetivo presentados en el capítulo anterior, 
modificamos aquí el procedimiento presentado por Cipriani et al. (2011) para añadir un 
cuarto término referido a tiempos de viaje. Estos tiempos de viaje serán los ocurridos 
entre antenas bluetooth que puedan estar situadas a lo largo de la red. 
Por tanto, una nueva entrada debe proporcionarse a la función Aimsun.m. Se trata de una 
matriz de rutas, mediante una estructura tipo cell de Matlab. En ella podemos almacenar 
las rutas que deseemos en un vector de tantas filas como rutas tengamos. Si pinchamos 
en una determinada fila (ruta) de ese vector, se abre el contenido desplegando la 
sucesión de arcos que forman esa ruta en tantas columnas como secciones contenga. 
Veamos esto gráficamente en la figura 4.2: 
 
 
Figura 4.2: Definición de las rutas en Matlab con una estructura tipo cell 
 
Como salida de la función Aimsun.m se obtiene un vector de medidas sobre la bondad 
del ajuste (GoF) que se utiliza para comparar los valores reales y los simulados. GoF 
(goodness of fit) se devuelve en el siguiente orden: 
 
1) RMSE = Root Mean Squared Error 
 
2) RMSNE = Root Mean Squared Normalized Error  
 
3) NRMSE = Normalized Root Mean Squared Error  
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4) GEH1 = GEH con umbral 1 
 
5) MAE = Mean Absolute Error  
 
6) MANE = Mean Absolute Normalized Error  
 
7) NMAE = Normalized Mean Absolute Error 
 
8) SE = Squared Error 
 
9) U = Theil's inequality coefficient 
 
10) ME = Mean Error 
 
11) MNE = Mean Normalized Error 
 
12) NME = Normalized Mean Error 
 
Estos valores pueden utilizarse para obtener dos términos de la función objetivo 
comentada anteriormente, en concreto los referidos a los flujos y a las velocidades. Se 
comparan los datos que devuelve la simulación con los reales y se escoge algún 
parámetro de los anteriores para que refleje la “distancia” entre ambos valores. 
En el caso del primer término de la función objetivo, el referido a la matriz, se calcula la 
distancia entre la matriz perturbada y la matriz semilla. Con estos valores se estaría en 
disposición de evaluar la función objetivo necesaria para el procedimiento de 
aproximación del gradiente. 
Para evaluar la “distancia” entre los valores simulados y los reales, utilizamos el 
estadístico RMSE (Root Mean Squared Error): 
 
RMSE (Root Mean Squared Error) =Á∑ ,¥3¾∗ o¥3¾/3¾ z                              (4.1) 
 
Donde los valores con asterisco se refieren a los estimados y los sin asterisco a los 
reales, y n es el número de valores comparados. El RMSE se utiliza tanto para los 
valores de aforos, velocidades y tiempos de viaje como para comparar la matriz 
perturbada y la semilla. 
Antes se indicaba una nueva entrada para la función: rutas. Por tanto, otra de las salidas 
que obtenemos de la función Aimsun es una matriz llamada TiempoRutasSimulado, que 
devuelve para cada ruta especificada como entrada, el tiempo que se tardaría en 
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recorrerla según la simulación. Previo a obtener ese dato, como las rutas son sucesiones 
de arcos, hay que obtener para cada sección de la red, y para cada intervalo de 
detección, el tiempo de viaje en dicha sección. Para ello hacemos uso de una de las 
bases de datos que proporciona Aimsun, llamada MESECT. 
Del mismo modo, para tener unos datos “reales” con los que comparar esos datos 
simulados, realizamos una simulación microscópica de la red para almacenar los 
tiempos de los arcos en otra matriz de Matlab. Esa matriz se llamará TiempoRutasReal 
para poder compararla con la matriz TiempoRutasSimulado. 
MESECT contiene información estadística para cada una de las secciones de la red y 
para cada periodo. Es, como todas las demás, una base de datos mesoscópica. 
Consultando el manual de Aimsun, podemos observar la estructura de esta (figura 4.3) y 
de las demás bases de datos utilizadas:  
Nombre 
Atributo Tipo Descripción 
did integer Identificador de la Replicación 
oid integer Identificador de Objeto 
eid char Identificador Externo (opcional) 
sid 
integer 
Subobjeto (opcional) para almacenar 
datos de un objeto disgregado por algún 
criterio (tipo de vehículo en secciones por 
ejemplo) 
ent 
integer 
Número de entrada, desde 1 hasta N, 
donde N es el número de intervalos, y 0 
con la agregación de todos los intervalos 
flow double Flujo medio (veh/h) 
count double Número de vehículos 
ttime double Tiempo de viaje medio (sec/km) 
dtime double Tiempo de retraso medio (sec/km) 
speed double Velocidad media (veh/km) 
spdh double Velocidad harmónica media (km/h) 
flow_capacity double Capacidad Flujo/Sección (%) 
density double Densidad (veh/km) 
qmean double Longitud media de la cola (veh) 
qvmax integer Número máximo de vehículos en la cola 
virtual de esta sección (veh) 
qvmean double Longitud media de la cola virtual (veh) 
travel double Distancia total viajada (km) 
travaltime double Tiempo de vieja total experimentado (horas) 
lane_changes double Número de cambios de carril / Número de veh 
 
Figura 4.3: Estructura de la base de datos MESECT 
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Junto al vector con la bondad del ajuste (GoF) que nos es muy útil de cara a calcular el 
valor de la función objetivo, la función Aimsun.m  también nos devuelve otras salidas 
que se detallan a continuación: 
 
1. assMatr es la matriz de asignación resultante de la simulación. Se devuelve en 
forma de tabla con los siguientes campos: 
 
1) Centroide Origen 
 
2) Centroide Destino 
 
3) ID Sección 
 
4) ID Detector 
 
5) Intervalo de Entrada 
 
6) Intervalo actual 
 
7) Proporción 
 
8) Aforo 
 
9) Tiempo de viaje 
 
 
 
2. simOut es una tabla con las salidas de la simulación. Es importante destacar que 
cuando no hay vehículos que alcanzan un detector algunos estadísticos pueden 
tener el valor -1. Esta tabla tiene la siguiente estructura: 
 
1) ID Detector 
 
2) Intervalo de tiempo 
 
3) Aforo 
 
4) Velocidad 
 
5) Ocupación 
 
6) Densidad 
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Para recuperar estos datos, hacemos uso de la base de datos MEDETECT. Son 
datos muy importantes, ya que los puntos 3) Aforo y 4) Velocidad son los que 
utilizamos para  comparar con los datos reales. 
 
 
3. simTT es una tabla con la media de tiempo de viaje entre los pares OD 
especificados. Siempre y cuando hayamos especificado como entrada 
desODpairTT. Tiene la siguiente estructura: 
 
1) ID Origen 
 
2) ID Destino 
 
3) Intervalo de tiempo 
 
4) Número de vehículos 
 
5) Media del tiempo de viaje 
 
6) Velocidad media 
 
7) Velocidad armónica 
 
Para recoger estos datos hacemos uso de la base de datos MEODPSTA. 
 
 
4.3 ¿Cómo trabaja la función Aimsun.m? 
 
1. Transforma la matriz de flujos OD en n (número de time slices) matrices OD en 
un formato concordante con los estándares AIMSUN y las guarda en n archivos 
de texto. 
 
2. Crea una línea de comandos para ejecutar AIMSUN con las instrucciones 
contenidas en un script python especificado y considerando una red AIMSUN 
concreta. Se ejecuta enviando un mensaje al Sistema Operativo. A continuación 
hay que esperar hasta el final de la simulación, cuando los resultados son 
almacenados en una base de datos específica. 
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3. Crea una SQL query para extraer toda la información relevante y se envía a la 
base de datos donde los resultados de la simulación son almacenados. 
 
4. Compara los resultados reales y los simulados calculando 12 medidas de bondad 
del ajuste. 
 
5. Carga el archivo de texto específico en el que se almacena la matriz de 
asignación. 
 
6. Elimina archivos e información innecesarios. 
 
 
 
Información “oculta” 
 
Para que el script funcione correctamente es necesaria otra información adicional. Los 
datos fundamentales que han de usarse son relativos a la red AIMSUN utilizada y al 
escenario a ser simulado. Estos datos se almacenan en cuatro archivos de texto: 
 
- Origenes.txt: contiene los identificadores de los centroides de origen en la red 
AIMSUN. 
 
- Destinos.txt: contiene los identificadores de los centroides destino en la red 
AIMSUN. 
 
- Detectores.txt: contiene los identificadores de los detectores de la red AIMSUN 
desde los que se recogen los datos de tráfico. 
 
 
- Escenario.txt: contiene otra información relativa al escenario de simulación: 
 
 
o ID de la replicación, ID de la base de datos, Nombre de la base de datos, 
Nombre de la red AIMSUN, Nombre del script Python, Nombre de la 
matriz de asignación. 
 
Todos estos archivos se encuentran en la subcarpeta scenarioInfo/ 
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En la figura 4.4 se puede observar un resumen de todos los archivos necesarios para 
llevar a cabo el procedimiento de la función AIMSUN: 
 
 
Figura 4.4: Archivos necesarios para hacer funcionar la función Aimsun.m 
 
La función permite diferenciar si nos encontramos en un sistema operativo Windows o 
MAC/Unix. 
Si OS=1 --> Windows 
Si OS=2 --> MAC/Unix 
Una vez especificado el tipo de sistema operativo, hay que definir la ruta donde se 
encuentra la consola de Aimsun: 
AIMSpath = 
D:\SOFT\TSS-Transport Simulation Systems\Aimsun 7.0\aconsole.exe 
Para hacer la llamada al sistema operativo, no sólo hay que indicar la ruta donde se 
encuentra el Aimsun, sino que también es necesaria información de la que se encuentra 
almacenada en el archivo escenario.txt. En concreto, se necesita conocer el nombre del 
script Python, el nombre de la red Aimsun, el identificador de la replicación (ID de la 
replicación) y el identificador de la base de datos (ID de la base de datos). 
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La llamada genérica es la siguiente: 
commandTerminal= horzcat('"',AIMSpath,'" -script "',cd,'/',pyPath,'" "',cd,'/',angName,'" 
',num2str(replID),' ',num2str(dbID)); 
 
Si utilizamos una red de prueba (testnet.ang) y hacemos una llamada con los datos 
concretos de la replicación y base de datos, esto es la forma concreta que presenta la 
llamada: 
commandTerminal = 
"D:\SOFT\TSS-Transport Simulation Systems\Aimsun 7.0\aconsole.exe" -script 
"D:\USUARIS\manuel.bullejos\odSimExecutor.py" 
"D:\USUARIS\manuel.bullejos\tesnet.ang" 10040678 10 
Donde puede verse claramente, las rutas para la consola de Aimsun, el script Python y 
la red testnet.ang seguidos del número de la replicación (10040678) y de la base de 
datos (10). 
Una vez definida la llamada hay que mandarla al sistema operativo para que la ejecute. 
Esto se hace con el comando system: 
system(commandTerminal); 
 
Por último, una vez realizada la simulación, hay que recoger los resultados de las bases 
de datos generadas de la forma que más nos interese. Por tanto, si quisiéramos recoger 
los resultados de la base de datos MESECT, y nos interesara por ejemplo, tener datos de 
tiempos de viaje (ttime) por sección (oid) e intervalo (ent), la llamada que se debe 
realizar es la siguiente: 
sqlQuery='SELECT oid, ent, ttime FROM MESECT ORDER BY oid, ent;'; 
 
Donde vemos que se pide que se devuelva el tiempo de viaje ordenado por sección e 
intervalo de detección. 
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Capítulo 5: Procedimiento implementado 
 
 
5.1 Esquema algorítmico implementado 
 
 
Una vez explicado el funcionamiento de la función AIMSUN, veamos su encaje en el 
procedimiento de Cipriani et al (2001) (En adelante Cipriani). 
En el procedimiento de Cipriani, en primer lugar se perturba la matriz y a continuación 
se hace una asignación dinámica con esa matriz. Terminada la simulación se calcula una 
función objetivo utilizando los resultados obtenidos en relación a aforos y velocidades. 
Es aquí donde podemos utilizar una llamada a la función AIMSUN.m, que realizará una 
simulación mesoscópica con la matriz perturbada. A partir de una de las salidas que 
devuelve la función, los GoFs (real, simulados), podemos calcular la función objetivo 
de esa matriz perturbada. 
Tras llamar a la función AIMSUN podemos calcular la función objetivo de la matriz 
perturbada, y con ella el gradiente.  
Hay que tener en cuenta que el procedimiento de Cipriani calcula la media de m 
aproximaciones del gradiente, para cada una de las cuales es necesaria la llamada a la 
función AIMSUN para calcular la función objetivo. Por tanto, se realizarán en cada 
iteracción m llamadas a la función AIMSUN, se calcularán m aproximaciones del 
gradiente y finalmente se hará la media de esas m aproximaciones para obtener la nueva 
solución. 
La elección del parámetro m es fundamental para poder llevar a cabo el procedimiento 
con unos tiempos de computación aceptables, sobre todo si trabajamos con redes de 
gran tamaño. Por ejemplo, veamos el caso de la red del Eixample (en la que se han 
realizados los diferentes experimentos y comentada en el capítulo 6 en profundidad), 
que consta de 877 pares Origen-Destino y en la que trabajamos con 5 time-slices. En 
esta red, la aplicación de la ecuación  (Eq. 3.10) es delicada porque el resultado asciende 
a 4385 (877*5) simulaciones en cada una de las iteraciones. Teniendo en cuenta que 
cada simulación tarda unos pocos minutos, realizar varias iteraciones del procedimiento 
con ese valor del parámetro m nos podría llevar semanas. 
Como de lo que se trata es de tener una muestra significativa de perturbaciones y 
gradientes para realizar la media de todos ellos, en el caso de una red tan grande como 
en el Eixample escogemos un valor para m de menor tamaño. Esto es así porque las 
simulaciones con una red de juguete tardan pocos minutos pero con una red tan grande 
como la del Eixample tienen tiempos más elevados. Con esta medida nos aseguramos 
que se puede llevar a cabo este procedimiento dentro de una ventana temporal lógica. 
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El procedimiento queda esquematizado en la figura 5.1: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.1: Acople de la función Aimsun con el procedimiento de Cipriani et al. (2011) 
 
Inicio 
Iteración k 
ak  = longitud de paso para la actualización de la solución 
ck  = longitud de paso para la actualización del gradiente 
∆k = variable aleatoria (Distribución de Bernouilli) 
Restricción 
• De acotación 
superior 
Â,ÃÄ/	 Calcular 
ÃÄ  ÃÄ ^ ÅÄ∆Æ 
ak; ck;∆m 
 
Asignación dinámica 
(DTA) y evaluaciones 
de la función objetivo F   
Aproximación del gradiente 
ÃÄ  ÃÄ = ÄÇ?È,ÃÄ/ Nueva solución 
Repl. m 
de				VhÆ,ÃÄ/ 
¿Converge? 
STOP 
Si 
No 
K =k+1 
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En este procedimiento se utiliza una de las modificaciones del algoritmo del SPSA 
presentadas por Cipriani. Estos cambios se introducen con el objetivo de reducir el 
número de evaluaciones de la función objetivo (Dynamic Traffic Assignments, o DTAs) 
necesarias en cada iteración. En concreto se hace uso del Diseño Asimétrico (AD) 
durante el cálculo de la aproximación del gradiente para reducir (a la mitad) el número 
de evaluaciones de la función objetivo requeridas en cualquier perturbación simultánea, 
tal y como se recoge en la ecuación (Eq. 3.8). De esta forma también conseguimos 
reducir el tiempo de computación. 
 
5.2 Constricción de generación 
 
Mención aparte merece la constricción de generación presentada por Cipriani en la 
ecuación (Eq. 3.2): 
 
Constricción de generación: ∑ ¯¢ ­ ¯¢∗				∀	&	 ∈ 		 5&$ !(!<z{°l  
 
Donde ¯¢∗	es el valor de generación a-priori para la zona de origen “o”. 
En el procedimiento desarrollado, al final de cada iteración se obtiene una nueva matriz 
solución a partir de la media de las aproximaciones del gradiente. Si se cumple tal cual 
la restricción anterior, la nueva matriz solución nunca puede tener más viajes que la 
original, sólo un número menor o igual. Por tanto, nunca se podría obtener una matriz 
solución que tenga más viajes que la original.  
Para solucionar este inconveniente, y realmente tener libertad de obtener una matriz 
solución que pueda tener o menos o más viajes que la original, en el procedimiento 
desarrollado se ha incluido la siguiente restricción: 
 
Constricción de generación modificada: ∑ ¯¢ ­ 1.1 ∗ 	¯¢∗				∀	&	 ∈ 	 5&$ !(!<	,5.z{°l 1) 
 
De esta forma nos aseguramos de poder obtener una solución que sea mayor de la 
original, aunque sigue existiendo una restricción importante, ya que el número de viajes 
no podrá ser mucho mayor que los iniciales. 
Esta constricción de generación modificada es importante sobre todo en redes como la 
del Eixample, en la que tratamos con medidas de tráfico que se recogen en un entorno 
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de alta congestión. La constricción de generación permite al modelo superar una 
limitación que podría llevar a una sobreestimación de la demanda. 
 
5.3 Otras modificaciones 
 
Otro detalle a considerar es que cuando realizamos una perturbación de la matriz 
original con la distribución simétrica de Bernoulli 1, muchas celdas de la matriz 
original pueden caer a valores negativos en la matriz perturbada.  
Es importante tener en cuenta al respecto dos cosas: 
 
1- Controlar que en la matriz perturbada no hay valores negativos. Estos valores 
deben sustituirse por ceros. No podemos simular con flujos negativos. 
 
2- Controlar que se conservan los ceros de la matriz original. Supongamos que 
una celda de la matriz original se refiere a los viajes entre un centroide 
origen y el mismo centroide pero destino, es decir, su valor es cero. Por 
tanto, debemos revisar que esa celda no aparezca con valores positivos en la 
perturbada, ya que no tendría sentido. 
 
 
Al llevar a cabo el Diseño Asimétrico (AD) durante el cálculo de la aproximación del 
gradiente, en primer lugar hacemos una simulación (llamada a la función Aimsun.m) con 
la matriz con la que comienza la iteración. Esta función no está perturbada, y a partir de 
ella obtenemos el valor de la función objetivo que se utilizará en cada una de las m 
aproximaciones del gradiente. 
La fórmula utilizada es la siguiente: 
 
gradiente = ((objetivomas - objetivo)/ck)*Incremento;                 ,5.2/ 
 
El valor objetivo permanece inalterable durante toda la iteración, ya que se refiere a la 
función objetivo de la matriz sin perturbar. 
Sin embargo, el valor objetivomas varía en cada una de las m aproximaciones del 
gradiente. Se crea un bucle interno donde se realizan m perturbaciones de la matriz con 
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la que se inicia la iteración, y para cada una de esas matrices perturbadas se realiza la 
llamada a la función Aimsun.m y se obtiene la función objetivo correspondiente. 
Todas estas funciones objetivo calculan las distancias entre las matrices perturbadas y la 
semilla, y las distancias entre aforos, velocidades y tiempos de viaje simulados con los 
aforos, velocidades y tiempos de viaje “reales”. 
El procedimiento esquemáticamente consiste en un bucle dentro de otro, tal y como se 
visualiza en la figura 5.2: 
 
                             Iteración k 
                             Matriz M   Llamada a AIMSUN  objetivo 
 
  
                                   M aproximaciones del gradiente (Se hace m veces)     
   M  Perturbación (M/ 
   Matriz M  Llamada a AIMSUN  objetivomas 
   gradiente = ((objetivomas - objetivo)/ck)*Incremento; 
 
 
Figura 5.2: Esquema de los dos bucles del procedimiento desarrollado 
 
Vemos que efectivamente, el valor objetivo es el mismo durante las m aproximaciones 
del gradiente. 
 
5.4 Tiempos de viaje 
 
Como se ha comentado anteriormente, además de lo propuesto por Cipriani, es decir, 
tener en cuenta los aforos y velocidades en los arcos, en mi procedimiento se ha añadido 
un término adicional en la función objetivo. Este término se refiere a los tiempos de 
viaje en rutas predefinidas. Así pues la función objetivo será igual a la suma de cuatro 
distancias: 
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Se observa que respecto a la ecuación (Eq. 3.1) se ha añadido un cuarto término a la 
función objetivo cuyo significado es: + tiempos de viaje en rutas especificadas para el intervalo de tiempo de partida i,           
i = 1…(v +̂ tiempos de viaje medidos en rutas especificadas para el intervalo de tiempo de partida 
i, i = 1…(v 
Por tanto, ahora la función objetivo consta de cuatro términos diferentes, unos más 
sensibles que otros. Como ya apuntaba Cipriani, el término de flujo dentro de la función 
objetivo es en general más sensible que el término de velocidad, ya que varía a lo largo 
de un rango de valores más amplio. En la red estudiada del Eixample, las velocidades 
varían entre el cero y la velocidad en flujo libre (establecida en 50km/h), pero los flujos 
varían en un rango bastante más elevado, de manera que la contribución de ambos 
términos a la función objetivo es diferente. 
Si nos fijamos en el término correspondiente a los tiempos de viaje, en este caso su 
rango es aún más grande que el del término de flujo, ya que ahora no estamos midiendo 
número de vehículos sino segundos. Si se da el caso de que haya una gran congestión, 
los tiempos de viaje pueden disparase hasta valores tan elevados que superarían mucho 
el máximo flujo recogido en cualquier arco de la red. Por tanto, los términos de 
velocidad y flujo son menores que el término de tiempos de viaje ya que tienen un 
rango más limitado. 
Para solucionar estos problemas, se procede a la normalización de los términos de flujo, 
velocidad y tiempos de viaje con el objetivo de balancear sus pesos e igualar su 
contribución a la función objetivo. 
- Distancia Matrices + Distancia Aforos + Distancia 
Velocidades +  Distancia  Tiempos de Viaje Rutas 
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Esta normalización puede realizarse observando detalladamente los resultados obtenidos 
tras la primera iteración del algoritmo. A partir de ellos se puede establecer un peso 
determinado a cada uno de estos términos de la función objetivo, consiguiendo de esta 
forma una mejora que puede ser alta no sólo en estos tres términos (flujo, velocidad y 
tiempos de viaje) sino también en la estimación de la demanda. 
Ahora bien, cuando hablamos de tiempos de viaje, ¿a qué nos referimos exactamente? 
Como se comentará más adelante (en el capítulo 6 de este trabajo), en la red del 
Eixample de Barcelona que utilizaremos para llevar a cabo los experimentos, hay 116 
detectores situados. Entre todos ellos, se han escogido 50 pares de antenas y se han 
calculado sus rutas más probables. El procedimiento devolverá por tanto el tiempo de 
viaje simulado en esas rutas predefinidas y almacenadas. 
Para ello, como vimos en el apartado anterior, se hace uso de la base de datos MESECT     
(figura 4.3). Guardando cada una de las rutas como la  sucesión de los arcos que las 
conforman, podemos hacer un análisis del tiempo de viaje que tiene cada una de esas 
secciones en cada intervalo de la simulación. Por tanto, para calcular el tiempo de viaje 
de cada una de las rutas, habrá que consultar el tiempo de viaje que ha sido almacenado 
para cada una de las secciones, sumando todos los tiempos para obtener el tiempo de 
viaje de toda la ruta. 
La figura 5.3 recoge esquemáticamente el funcionamiento del proceso: 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.3: Esquema del cálculo de los tiempos de viaje en arcos de las red 
Modelo Aimsun Grafo Red 
Cálculo de   
Travel times 
Ubicaciones 
Sensores 
Bluetooth 
4º Término 
Función 
Objetivo 
Base de datos    
Link travel times 
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Como ya hemos comentado anteriormente, los tiempos de viaje se calculan en un 
conjunto de rutas predefinidas entre 50 pares de antenas bluetooth situadas a lo largo de 
la red. Sin embargo, en el capítulo 4 de este trabajo se explicó que la función Aimsun.m 
tiene una entrada llamada desODPairTT que permite especificar los pares OD entre los 
que queremos calcular el tiempo de viaje (devuelto en la salida simTT). Estos tiempos 
son fáciles de obtener ya que son una salida por defecto del Aimsun a través de sus 
bases de datos, como se explicará en el siguiente capítulo de este trabajo. No obstante, 
es una solución no realista y compleja ya que en la práctica requeriría la instalación de 
una cantidad muy elevada de detectores. 
El planteamiento a partir del despliegue Bluetooth es más realista ya que no necesita 
tantos detectores en la práctica, y es por ello por lo que se ha preferido utilizar en este 
procedimiento. 
Por último hay que destacar un punto importante. Realizando la recogida del tiempo de 
viaje en cada sección que forma parte de una ruta a veces aparecen tiempos de valor 
igual a -1. Esto indica que ningún vehículo ha atravesado la sección en ese intervalo de 
tiempo. Sin embargo, un análisis más exhaustivo de la situación, nos lleva a descubrir 
situaciones en las que en una determinada sección el tiempo de viaje va creciendo en 
cada uno de los sucesivos intervalos y de repente, en el último, aparece un -1. 
Un ejemplo es lo que se recoge en la figura 5.4: 
 
Detector Intervalo Tiempo de viaje 
1 1 30 
1 2 90 
1 3 180 
1 4 400 
1 5 856 
1 6 -1 
 
Figura 5.4: Tiempos de viaje en intervalos 
 
Hay por tanto secciones que para un determinado intervalo presenta un tiempo de viaje 
de valor -1 y ello no implica que ningún vehículo haya atravesado la sección. Al 
contrario, lo que está ocurriendo es que la red está tan congestionada que los vehículos 
no se mueven. Por tanto, lo lógico sería almacenar para ese intervalo el tiempo de viaje 
del intervalo anterior, ya que es la única referencia que se dispone para asegurar que en 
esa sección el tiempo de viaje es bastante elevado. 
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Así pues, en el ejemplo anterior, para el intervalo 6 el valor de tiempo almacenado para 
esa sección sería 856 segundos, es decir, el valor del intervalo anterior. 
 
5.5 Red de prueba 
 
En un primer paso se realizaron pruebas con una red pequeña, llamada testnet. Mediante 
estos pequeños experimentos se pudo concluir la necesidad de incrementar la 
constricción de generación así como detectar la existencia en las matrices de valores -1 
indeseados o valores -1 en tiempos de viaje en arcos que realmente estaban 
congestionados. 
Los datos más relevantes de esta red son los siguientes: 
- Nº de centroides origen: 9 
 
- Nº de centroides destino: 10 
 
- Nº de detectores: 10 
 
- Nº de parejas OD: 90 (81 con flujo) 
 
 
En la figura 5.5 se recoge el contenido de los archivos que contienen estos datos para 
que la función Aimsun.m pueda funcionar (tal y como se explicó en la sección 4.2) con 
la red de prueba: 
 
 
Figura 5.5: Centroides origen y destino de la red de prueba 
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En la figura 5.6 podemos ver un ejemplo de la matriz del primero de los time-slices en 
el modelo de la red de prueba: 
 
 
Figura 5.6: Forma de la matriz en la red de prueba 
 
En la figura 5.7 se observan los detectores de la red de prueba: 
 
Figura 5.7: Detectores de la red de prueba 
 
Con esta red de dimensiones pequeñas se llevaron a cabo los primeros experimentos en 
los que fue de vital importancia analizar los diferentes resultados en función de los 
parámetros %	y #. Dar unos valores adecuados a estos parámetros es fundamental para 
obtener un procedimiento que realmente converja. 
Determinados valores mal escogidos de estos parámetros pueden conducirnos a obtener 
matrices en las que muchas celdas caigan a valores negativos, y por tanto, el 
procedimiento los convierte en ceros. Y realizar todo este proceso para obtener una 
matriz llena de ceros lo convierte en un procedimiento sin utilidad. 
Finalmente, tras varios experimentos de tanteo y siguiendo las pautas de otras 
publicaciones, sobre todo las ya referidas de Spall y otras recomendaciones sugeridas en 
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Spall (1999), se encontró que los mejores valores para estos parámetros son los 
recogidos en la figura 5.8: 
 
 
 
 
 
 
 
 
Figura 5.8: Mejores valores para %	y # 
 
Con estos valores sí que se produce una estimación de las matrices sin que se produzcan 
situaciones indeseables como las comentadas anteriormente. 
El modelo Aimsun de la red de prueba utilizada se visualiza en la figura 5.9: 
 
 
Figura 5.9: Red tesnet 
c = 0.19; 
gamma = 0.101; 
ck = c/(k^gamma); 
 
alpha = 0.602; 
A = 75; 
a = 0.15; 
ak = a/((A+k)^(alpha)); 
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Capítulo 6: Red Eixample en Aimsun 
 
6.1 L'Eixample 
 
Los experimentos se han realizado utilizando una red de tamaño grande, el barrio 
Eixample de Barcelona. El Ensanche (en catalán y oficialmente L'Eixample) es el 
nombre que recibe el distrito segundo de la ciudad de Barcelona, que ocupa la parte 
central de la ciudad, en una amplia zona de 7,46 km² que fue diseñada por Ildefonso 
Cerdá. 
Es el distrito más poblado de Barcelona y de toda España en términos absolutos 
(262.485 habitantes) y el segundo en términos relativos (35.586 hab/km²). 
El modelo de la red del Eixample se visualiza en figura 6.1: 
 
Figura 6.1: L'Eixample en Aimsun 
 
En el distrito del Eixample es donde se pueden encontrar algunas de las vías y plazas 
más conocidas de Barcelona, como el Passeig de Gràcia, la Rambla de Catalunya, la 
Plaça de Catalunya, la Avinguda Diagonal, el Carrer de Aragó, la Gran Via de Les Corts 
Catalanes, el Carrer Balmes, la Ronda de Sant Antoni, la Ronda de San Pere, el Passeig 
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de Sant Joan, la Plaça de la Sagrada Família, la Plaça Gaudí, y en sus extremos, la Plaça 
de las Glòries Catalanes y la Plaça Francesc Macià. 
Asimismo, en el Eixample se encuentran numerosos puntos de interés turístico y 
ciudadano como la Basílica de la Sagrada Família, la Casa Milà, la Casa Batlló, el 
Teatre Nacional de Catalunya, el Auditori de Barcelona, la Plaça de toros Monumental, 
la Casa de les Punxes, así como numerosos cines, teatros, restaurantes, hoteles y otros 
lugares de ocio. Por tanto es una zona con mucho tráfico. 
La red del Eixample tiene las siguientes características: 
- Arcos : 2108 
 
- Nodos: 1227 
 
- Pares OD: 877 
 
- Centroides: 207 
 
o Entrada/Salida: 43 
 
o Entrada: 77 
 
o Salida: 87 
 
- Centroides Entrada: 43 + 77 = 120 
 
- Centroides Salida: 43 + 87 = 130 
 
- Sensores: 246 
 
o Sensores de tronco: 116 
 
o Sensores de salida: 130 
Los sensores se localizan a lo largo de la red. Todos ellos están caracterizados por su 
capacidad de medida de diversos factores, como cantidad de vehículos, presencia, 
velocidad, ocupación, densidad, progreso y, especialmente, si el vehículo está equipado 
o no para ser detectado. 
Aimsun nos otorga la posibilidad de trabajar con APIs. Una API (Application 
Programming Interface) es una librería externa que el usuario puede utilizar para 
acceder a información online del simulador durante el transcurso de la simulación para 
modificarla o comprobarla si es necesario. 
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Para tener unos datos considerados “reales”  y poder trabajar con ellos en el 
procedimiento de Cipriani, realizamos una simulación microscópica del modelo. 
Mediante una API apropiada podemos recoger los datos de aforos y velocidades 
recogidos por una serie determinada de detectores. También los datos de tiempo de viaje 
de cada arco con los que luego podremos calcular los tiempos de viaje en cada ruta. 
 
6.2 Simulación microscópica 
 
La simulación tiene una duración de una hora y un cuarto. La demanda de tráfico que se 
tiene que facilitar al modelo Aimsun, puede contener una única matriz o varias de ellas. 
En nuestro caso, dividimos la matriz en cinco time-slices. Cada slice tiene una demanda 
de [0.2, 0.28, 0.2, 0.12, 0.2] respectivamente. 
Una vez que la demanda de tráfico ha sido correctamente especificada, se crea un 
escenario dinámico. Este escenario contendrá, entre otros datos, la demanda de tráfico 
creada y que será asignada en el experimento (figura 6.2). 
 
 
 
Figura 6.2: Demanda de tráfico asignada al experimento microscópico 
En el editor del escenario, tal y como vemos en la figura 6.3, podemos también elegir el 
Plan de Transporte Público que queremos que sea aplicado, ya que el volumen fijo 
adicional que representan los vehículos de transporte público será tenido en cuenta para 
los cálculos de asignación. 
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Figura 6.3: Plan de Transporte Público 
Dentro del editor del escenario, en la pestaña Aimsun API, encontramos el comprobador 
dinámico de redes y la posibilidad de incluir una API que recoja los datos que nos 
interesen de la simulación (figura 6.4). 
 
Figura 6.4: API en Aimsun 
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El comprobador dinámico de redes nos puede servir para que cuando la red se encuentre 
muy congestionada, se eliminen vehículos que llevan parados más de un cierto tiempo 
especificado  en medio de una intersección o en un arco (figura 6.5). 
 
Figura 6.5: Comprobador dinámico de redes en Aimsun 
En la figura 6.5 podemos ver el funcionamiento del comprobador dinámico de redes. 
Para evitar vehículos parados durante un largo tiempo podemos usar este mecanismo. 
Seleccionando “Satationary Vehicle Detection”, el comprobador dinámico de redes 
busca vehículos que han estado parados por un tiempo mayor que “Maximum Stationary 
time”. El vehículo será automáticamente eliminado si seleccionamos “Automatically 
Remove Vehicle”. 
Una vez creado el escenario dinámico, podemos crear un experimento en él e indicar 
sus parámetros de elección de ruta, como vemos en la figura 6.6: 
 
 
Figura 6.6: Creación de Experimento 
En la figura 6.7 podemos ver un modelo de elección de ruta. El modelo especificado es 
Logit y parámetros como el máximo número de rutas pueden ser definidos. 
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Figura 6.7: Elección de Ruta 
Un parámetro importante en la definición del experimento es el tiempo de 
calentamiento. Este periodo transitorio nos sirve para asegurarnos de que nuestra red 
estará cargada cuando la simulación comience (figura 6.8). 
 
Figura 6.8: Tiempo de calentamiento 
En la pestaña de Comportamiento, en la definición del experimento, el usuario puede 
seleccionar el máximo número de giros que el vehículo puede considerar cuando decide 
en qué carril va a situarse (figura 6.9). 
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Figura 6.9: Número máximo de giros 
Finalmente, con una replicación de nuestro experimento podemos obtener diferentes 
resultados como por ejemplo el diagrama de flujo que se presenta a continuación, en la 
figura 6.10, o la asignación de caminos que se recoge en la figura 6.11: 
 
Figura 6.10: Resultado de una simulación en Aimsun 
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Figura 6.11: Caminos resultantes de una simulación 
Como vemos en la figura 6.11, después de la simulación obtenemos una descripción 
completa de la asignación de caminos entre centroides orígenes y destinos. Aimsun 
permite elegir un origen y un destino y muestra múltiples caminos con diferentes 
colores. Además te devuelve parámetros como el porcentaje de uso, coste, tiempos de 
viaje, distancias, etc. 
En la figura 6.12 pueden verse diferentes rutas para ir desde un origen a un destino 
dentro del barrio del Eixample. Es posible especificar qué caminos quieren verse a partir 
de la replicación simulada. 
 
Figura 6.12: Representación de caminos en Aimsun 
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Los experimentos pueden repetirse con otros porcentajes de vehículos equipados (figura 
6.13): 
 
Figura 6.13: Cambiar el porcentaje de vehículos equipados 
Los vehículos equipados pueden ser detectados por detectores con capacidad de medir 
“equipados”, los cuales proporcionan el tiempo de detección, el identificador del 
detector, el identificador del vehículo, el tipo de vehículo y el identificador de la línea 
de transporte público si es un vehículo de transporte público. 
Tras la simulación microscópica, podemos consultar para cada uno de los arcos de la 
red, su tiempo de viaje, tal y como se recoge en la figura 6.14: 
 
 
Figura 6.14: Tiempos de viaje registrados en cada sección tras la simulación 
microscópica 
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6.3  Funciones API 
 
Respecto a los aforos y velocidades registrados por los detectores podemos utilizar dos 
de las funciones disponibles en Aimsun en la API: 
int AKIDetGetCounterCyclebyId (int IdDetector, int vehType) 
Esta función te devuelve el número de vehículos que han cruzado un detector. Es 
posible diferenciar la detección de distintos tipos de vehículos, si el detector dispone de 
esa capacidad. En el caso de que el tipo de vehículo sea 0, no se hace distinción entre 
diferentes tipos de vehículos. Esta función devuelve la última medida disponible 
durante el último paso de simulación. 
Parámetros: 
• IdDetector: el identificador del detector 
 
• vehType es la posición del tipo de vehículo en la lista de los tipos de vehículos 
que son usados. Utilizamos cero porque no queremos hacer diferencias. 
 
Por otra parte, la forma de la función para recoger las velocidades es la siguiente: 
double AKIDetGetSpeedCyclebyId (int IdDetector, int vehType) 
Esta función lee la velocidad media de los vehículos que han cruzado el detector. 
Igualmente, es posible diferenciar entre diferentes tipos de vehículos, si el detector tiene 
esa capacidad. En el caso de que se dé un valor cero a este campo de la función, la 
distinción no será tenida en cuenta. La función devuelve la última medida disponible 
durante el último paso de simulación.  
Hasta aquí todo lo que podemos hacer con Aimsun para realizar las simulaciones 
microscópicas que nos darán los resultados de aforos, velocidades y tiempos en arcos. 
Estos valores son los que consideraremos como los “reales” para comparar con los 
simulados que obtenemos al llamar a Aimsun desde Matlab. 
 
6.4 Utilización de las bases de datos 
 
En este apartado responderemos a la siguiente pregunta: ¿Cómo recoger los datos de la 
simulación mesoscópica mediante las bases de datos? 
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La figura 6.15 recoge la pantalla principal del experimento meso en Aimsun (en el caso 
de la red testnet): 
 
Figura 6.15: Experimento mesoscópico con la red Tesnet. 
Si entramos dentro de la pestaña Salida podemos especificar que los resultados de la 
simulación se guarden en una base de datos tipo SQLite, que es la que usará Matlab 
para recoger los datos (figura 6.16): 
 
Figura 6.16: Almacenar los resultados en base de datos SQLite 
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Dentro de la pestaña Salida, entramos en la pestaña Detalles para poder indicar sobre 
qué tipo de elementos de la red deseamos almacenar los datos (figura 6.17). En este 
caso, y para nuestros intereses, marcamos la casilla de Secciones y la de Matrices O/D 
para poder recoger los aforos/velocidades en las secciones de la red o los tiempos de 
viajes entre pares OD. 
 
Figura 6.17: Guardamos datos de Secciones y Matrices O/D 
Si alguna de estas características no es señalada correctamente, no se habilitará la 
pestaña correspondiente. Por ejemplo, en la figura 6.18 no se indica que se recojan datos 
de Matrices O/D y por tanto, a diferencia de la captura anterior, la pestaña de Matrices 
O/D no aparece disponible.  
 
Figura 6.18: Si no se selecciona una casilla no se almacenan los datos 
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Cuando realizamos la simulación, no podemos usar nada haciendo la llamada a la base 
de datos MEODPSTA, ya que al no haber sido indicado en el menú de Aimsun, esos 
datos no se almacenan. 
En el caso de las Secciones, queremos recoger datos de todas las de la red, y por tanto 
así lo indicamos en su pestaña correspondiente tal y como vemos en la figura 6.19: 
 
Figura 6.19: Recogemos datos de todas las secciones de la red 
De igual forma que con las Secciones, en el caso de las Matrices O/D también queremos 
recoger datos de todas las parejas de la red, y por tanto así lo indicamos en su pestaña 
correspondiente (figura 6.20): 
 
Figura 6.20: Recogemos datos de los pares O-D 
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Conclusiones 
 
Las áreas urbanas han sufrido en los últimos años un gran desarrollo socio-económico 
que ha provocado un significativo aumento de la movilidad y demanda de viajes entre 
las distintas zonas de las ciudades. Como consecuencia de la creciente demanda de 
viajes se ha producido un incremento muy grande en el uso del vehículo privado que se 
ha traducido en los problemas de congestión, seguridad y contaminación que sufren la 
mayoría de las ciudades hoy en día. 
Ante este panorama es cada vez más importante realizar una buena planificación del 
transporte, con el cual poder estimar la demanda de viajes existentes y responder con 
una oferta de servicios que repercutan en un mayor bienestar de la sociedad. 
A lo largo de las últimas décadas se ha realizado una gran labor de investigación en 
modelos de asignación de tráfico para que fueran capaces de captar todos aquellos 
detalles importantes de la red de transporte y del comportamiento de los usuarios. Estos 
elementos son, por ejemplo, la elección del modo de transporte, la ruta, el destino, etc. 
De esta forma, y junto con algoritmos de resolución adecuados, podían estimarse 
predicciones a partir de la parametrización del modelo. Actualmente el problema que 
está teniendo más relevancia es el inverso, es decir, se desea parametrizar el modelo 
partiendo de las observaciones de las diferentes predicciones del modelo de equilibrio. 
Tradicionalmente se han usado encuestas de movilidad para determinar los parámetros 
de los modelos de asignación de tráfico en equilibrio. El problema es que estas 
encuestas tienen un coste económico y humano muy elevado. Hoy en día se utilizan 
otros procedimientos como fuente de información, tales como las mediciones de flujo 
en los arcos de la red y el uso de otros datos obtenidos anteriormente con diferentes 
mecanismos. 
Los modelos matemáticos que se utilizan para la planificación del transporte se 
formulan mediante la denominada programación matemática binivel generalizada. A 
través de ella se pueden elaborar algoritmos eficientes que pueden aplicarse a la 
estimación de matrices origen-destino para la demanda de tráfico. Estas matrices son 
fundamentales para definir el patrón de movilidad y pueden obtenerse a partir de 
observaciones de volúmenes de tráfico en los arcos de la red y de otras matrices 
obtenidas en otros estudios anteriores. 
En este trabajo partimos precisamente de un método binivel, el Simultaneous 
Perturbation Stochastic Approximation (SPSA), que hace uso de una Asignación 
Dinámica de Tráfico en Equilibrio de Usuario para ajustar una matriz origen-destino 
particionada en intervalos temporales mediante las medidas de variables de tráfico 
observadas en esos intervalos. El procedimiento encuentra una buena solución cuando la 
matriz de partida (la matriz semilla) se asume cercana a la óptima, trabajando con una 
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aproximación del gradiente basada en una perturbación simultánea de cada variable de 
demanda. 
Cipriani et al. (2011) parte del SPSA para tratar el problema de la estimación simultánea 
de las matrices OD de demanda temporal. Se formula como un problema de 
optimización con el objetivo de minimizar el error entre las observaciones actuales y las 
estimadas (velocidades y volúmenes), y la distancia entre las matrices de flujos OD 
estimada y a-priori en un contexto dinámico. 
Introduce una nueva constricción en relación con los datos de demanda agregada (zonas 
de generación de tráfico) que es efectiva en la prevención de una sobreestimación de la 
demanda que pudiera surgir cuando tratamos con medidas de tráfico recogidas en una 
red congestionada. Las modificaciones al SPSA son relativas al cálculo tanto de la 
media de aproximaciones del gradiente, introduciendo una estimación asimétrica, como 
del tamaño de paso, donde se adopta una interpolación polinómica. Además, se 
introduce una normalización de los términos de la función objetivo, usando pesos 
externos para cada término. 
Partiendo de este planteamiento, en este trabajo fin de máster se realizan otras 
modificaciones adicionales. Como el algoritmo SPSA comporta la realización de “m” 
gradientes para realizar la media de todos ellos, un punto crítico es determinar un valor 
adecuado de esas “m” repeticiones en cada iteración, que en caso de redes de gran 
tamaño pueden llevarnos a unos tiempos de computación inaceptables. En los 
experimentos realizados y comentados en el Anexo A se eligió un valor de m=10, dado 
que la red analizada, Eixample, es de gran tamaño y sus tiempos de simulación son muy 
elevados. Para el cálculo de los gradientes se utiliza igualmente la estimación asimétrica 
para realizar la mitad de las evaluaciones de la función objetivo. 
Se incorpora una modificación a la constricción de generación para permitir que la 
matriz estimada pueda tener un número total de viajes algo superior a la original. Otras 
consideraciones importantes son el control de la matriz perturbada respecto a valores 
negativos y la conservación de los ceros de la matriz original. Los valores negativos 
deben sustituirse por ceros, y los ceros que aparecen en la diagonal de la matriz original 
(viajes con el mismo centroide origen y destino) deben conservarse en la perturbada. 
Respecto a la función objetivo se incorpora un nuevo término que se suma al de las 
matrices, velocidades y aforos. Es un término referido al tiempo de viaje en algunas 
rutas predefinidas en la red, que se realizan entre 50 pares de antenas determinadas. 
Nuevamente se usan pesos externos para cada término, realizándose una normalización 
de la función objetivo. 
La realización de experimentos en una red de prueba y la revisión de parte de la 
literatura sobre el método SPSA nos permitieron elegir los valores más adecuados de c, 
gamma, A y alpha, que determinan el valor de los parámetros tamaño de paso (#) y 
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valor de longitud de paso (%) usados en el SPSA. Los valores escogidos son: c= 0.19, 
gamma= 0.101,  alpha= 0.602 y A=75. 
Para realizar estas modificaciones y elegir los parámetros, así como para llevar a cabo 
los experimentos a partir de ellos, se establece un entorno de trabajo en el que se usan 
Matlab y Aimsun. Toda la operativa matemática se realiza en Matlab, que se encarga de 
realizar los cálculos de las perturbaciones y gradientes. Pero para el cálculo del 
gradiente se necesita evaluar la función objetivo en términos de velocidades, aforos y 
tiempos de viajes resultantes de una simulación mesoscópica. Se diseña una función 
denominada Aimsun.m que llama a Aimsun desde Matlab para que realice simulaciones 
de tráfico a partir de las matrices de demanda que le especifiquemos, y nos devuelva los 
datos resultantes de dichas simulaciones en bases de datos. 
La tarea requiere la compleción y mantenimiento de un modelo de simulación de una 
red vial de grandes dimensiones, como la de Barcelona. Como ya se ha comentado, 
L'Eixample fue la red escogida para la realización de los test computacionales. 
Realizando simulaciones microscópicas en esta red, y usando las funciones API que 
facilita Aimsun, podemos obtener datos que se consideran “reales” para poder 
compararlos con los simulados mesoscópicamente y así evaluar la función objetivo en 
cada caso.  
En varios experimentos numéricos llevados a cabo en una red de prueba simple y 
también en una red real (L'Eixample, Barcelona), las modificaciones propuestas han 
demostrados ser efectivas y eficientes para la estimación dinámica de la demanda. 
Específicamente, la restricción de generación permite al algoritmo superar problemas de 
sobreestimación y la normalización de los términos de la función objetivo es útil 
principalmente en la protección frente a casos de subestimación. 
El método SPSA modificado está caracterizado por unos tiempos de computación 
aceptables mostrando la idoneidad del método propuesto para aplicaciones off-line. 
Según el número de iteraciones y el número “m” de gradientes a realizar en cada una de 
ellas, considerando que tenemos 5 time slices podemos hablar de 15-20 horas en redes 
de tamaño medio (50 iteraciones, '  0.4 Ê (¹	, (¹  (v Ê 	(¢£) tal y como indica la 
ecuación  (Eq. 3.10).  Este tiempo se eleva a 70-75 horas (75 iteraciones, '  10) en 
redes de gran tamaño como la de Barcelona. 
Algunos puntos que se pueden plantear para su posible  investigación futura son: 
• Análisis de sensibilidad del valor de longitud de paso (%) requerido para 
calcular cada aproximación del gradiente y el número de aproximaciones del 
gradiente (m). 
 
• Influencia del tipo y dimensión de la información utilizada durante el 
procedimiento (por ejemplo el número y el valor de las observaciones en enlaces 
y giros y su influencia en los resultados). 
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• Consideración de otros tipos de observaciones sobre los caminos de la red (por 
ejemplo tiempos de viaje de los vehículos entre pares origen-destino, a pesar de 
su complejidad como se comentó en el apartado 5.4) para mejorar la solución. 
 
Otra vía de trabajo futuro es permitir a los pesos asignados a los términos de la función 
objetivo cambiar en cada iteración. Esto es equivalente a considerar el flujo, la 
velocidad y el tiempo de viaje como constricciones y asignarles un multiplicador para 
satisfacerlas (por ejemplo el método Lagrangiano aumentado, donde las variables duales 
son modificadas en cada iteración). 
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Anexo A: Experimentos realizados 
 
A.1 Matriz de partida 
 
Tal y como se comentó en el capítulo 6 de este trabajo fin de máster, la red utilizada 
para realizar los experimentos es el Eixample de Barcelona. 
En esta red tenemos 120 centroides de entrada y 130 centroides de salida. Entonces la 
matriz Origen-Destino tiene un total de 15600 celdas (120x130). De entre todas ellas, 
sólo 877 tienen viajes, siendo por tanto 877 el número de pares OD que se tendrán en 
consideración. 
La demanda de viajes se reparte en 5 time slices de manera que la proporción en cada 
slice es de [0.2, 0.28, 0.2, 0.12, 0.2] respectivamente. Si la matriz con toda la demanda 
se aplicaba a una hora y cuarto de simulación, ahora tenemos 5 matrices que se aplican 
a 15 minutos de simulación cada una. Como consecuencia de este reparto de la demanda 
el número de viajes que encontramos en los time slices 1, 3 y 5 es exactamente el 
mismo. 
La matriz de partida se recoge en la figura A.1: 
 
PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
1 2.22 3.11 2.22 1.33 2.22 
2 50.84 71.17 50.84 30.50 50.84 
3 1.26 1.76 1.26 0.75 1.26 
4 23.09 32.33 23.09 13.85 23.09 
5 48.81 68.34 48.81 29.29 48.81 
6 48.60 68.04 48.60 29.16 48.60 
7 1.74 2.43 1.74 1.04 1.74 
8 38.42 53.79 38.42 23.05 38.42 
9 48.49 67.89 48.49 29.09 48.49 
10 12.60 17.65 12.60 7.56 12.60 
11 51.12 71.57 51.12 30.67 51.12 
12 1.02 1.42 1.02 0.61 1.02 
13 59.78 83.69 59.78 35.87 59.78 
14 48.38 67.73 48.38 29.03 48.38 
15 1.16 1.62 1.16 0.69 1.16 
16 1.02 1.42 1.02 0.61 1.02 
17 1.02 1.42 1.02 0.61 1.02 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
18 76.90 107.66 76.90 46.14 76.90 
19 2.32 3.25 2.32 1.39 2.32 
20 1.16 1.62 1.16 0.69 1.16 
21 1.16 1.62 1.16 0.69 1.16 
22 41.42 57.99 41.42 24.85 41.42 
23 1.60 2.23 1.60 0.96 1.60 
24 1.02 1.42 1.02 0.61 1.02 
25 23.90 33.46 23.90 14.34 23.90 
26 2.75 3.86 2.75 1.65 2.75 
27 32.94 46.12 32.94 19.76 32.94 
28 34.04 47.66 34.04 20.42 34.04 
29 1.30 1.82 1.30 0.78 1.30 
30 4.92 6.89 4.92 2.95 4.92 
31 1.02 1.42 1.02 0.61 1.02 
32 1.02 1.42 1.02 0.61 1.02 
33 8.83 12.37 8.83 5.30 8.83 
34 3.33 4.66 3.33 2.00 3.33 
35 1.88 2.63 1.88 1.13 1.88 
36 73.14 102.40 73.14 43.88 73.14 
37 3.77 5.27 3.77 2.26 3.77 
38 200.00 280.00 200.00 120.00 200.00 
39 1.60 2.23 1.60 0.96 1.60 
40 1.16 1.62 1.16 0.69 1.16 
41 23.60 33.04 23.60 14.16 23.60 
42 20.28 28.39 20.28 12.17 20.28 
43 40.10 56.14 40.10 24.06 40.10 
44 2.10 2.94 2.10 1.26 2.10 
45 1.09 1.52 1.09 0.65 1.09 
46 5.58 7.81 5.58 3.35 5.58 
47 0.87 1.22 0.87 0.52 0.87 
48 5.22 7.30 5.22 3.13 5.22 
49 112.50 157.50 112.50 67.50 112.50 
50 57.50 80.50 57.50 34.50 57.50 
51 1.23 1.72 1.23 0.74 1.23 
52 25.20 35.28 25.20 15.12 25.20 
53 0.65 0.91 0.65 0.39 0.65 
54 3.11 4.36 3.11 1.87 3.11 
55 1.59 2.23 1.59 0.96 1.59 
56 1.95 2.74 1.95 1.17 1.95 
57 0.94 1.32 0.94 0.56 0.94 
58 9.70 13.59 9.70 5.82 9.70 
59 1.59 2.23 1.59 0.96 1.59 
60 8.98 12.57 8.98 5.39 8.98 
61 10.72 15.01 10.72 6.43 10.72 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
62 0.72 1.01 0.72 0.43 0.72 
63 27.88 39.03 27.88 16.73 27.88 
64 6.01 8.42 6.01 3.61 6.01 
65 9.85 13.79 9.85 5.91 9.85 
66 87.34 122.27 87.34 52.40 87.34 
67 8.89 12.45 8.89 5.33 8.89 
68 18.94 26.52 18.94 11.37 18.94 
69 7.05 9.87 7.05 4.23 7.05 
70 73.57 103.00 73.57 44.14 73.57 
71 1.84 2.57 1.84 1.10 1.84 
72 2.61 3.65 2.61 1.56 2.61 
73 7.15 10.01 7.15 4.29 7.15 
74 1.26 1.76 1.26 0.75 1.26 
75 76.13 106.58 76.13 45.68 76.13 
76 9.18 12.85 9.18 5.51 9.18 
77 18.00 25.20 18.00 10.80 18.00 
78 20.71 28.99 20.71 12.43 20.71 
79 7.53 10.54 7.53 4.52 7.53 
80 9.49 13.28 9.49 5.69 9.49 
81 3.91 5.47 3.91 2.35 3.91 
82 23.61 33.05 23.61 14.17 23.61 
83 19.12 26.77 19.12 11.47 19.12 
84 1.38 1.93 1.38 0.83 1.38 
85 50.76 71.06 50.76 30.46 50.76 
86 119.30 167.02 119.30 71.58 119.30 
87 14.70 20.58 14.70 8.82 14.70 
88 1.16 1.62 1.16 0.69 1.16 
89 18.11 25.35 18.11 10.86 18.11 
90 9.24 12.94 9.24 5.54 9.24 
91 9.24 12.94 9.24 5.54 9.24 
92 18.48 25.87 18.48 11.09 18.48 
93 9.24 12.94 9.24 5.54 9.24 
94 27.72 38.81 27.72 16.63 27.72 
95 36.96 51.74 36.96 22.18 36.96 
96 9.24 12.94 9.24 5.54 9.24 
97 9.24 12.94 9.24 5.54 9.24 
98 18.48 25.87 18.48 11.09 18.48 
99 9.24 12.94 9.24 5.54 9.24 
100 9.24 12.94 9.24 5.54 9.24 
101 18.48 25.87 18.48 11.09 18.48 
102 3.62 5.07 3.62 2.17 3.62 
103 187.72 262.81 187.72 112.63 187.72 
104 1.45 2.03 1.45 0.87 1.45 
105 1.60 2.23 1.60 0.96 1.60 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
106 1.30 1.82 1.30 0.78 1.30 
107 2.61 3.65 2.61 1.56 2.61 
108 40.92 57.29 40.92 24.55 40.92 
109 15.06 21.09 15.06 9.04 15.06 
110 1.88 2.63 1.88 1.13 1.88 
111 2.17 3.04 2.17 1.30 2.17 
112 15.65 21.90 15.65 9.39 15.65 
113 1.30 1.82 1.30 0.78 1.30 
114 2.03 2.84 2.03 1.22 2.03 
115 35.62 49.87 35.62 21.37 35.62 
116 1.45 2.03 1.45 0.87 1.45 
117 4.34 6.08 4.34 2.61 4.34 
118 3.33 4.66 3.33 2.00 3.33 
119 11.15 15.61 11.15 6.69 11.15 
120 2.03 2.84 2.03 1.22 2.03 
121 76.07 106.50 76.07 45.64 76.07 
122 17.38 24.33 17.38 10.43 17.38 
123 1.88 2.63 1.88 1.13 1.88 
124 6.33 8.86 6.33 3.80 6.33 
125 8.40 11.76 8.40 5.04 8.40 
126 11.88 16.63 11.88 7.13 11.88 
127 43.02 60.23 43.02 25.81 43.02 
128 137.30 192.22 137.30 82.38 137.30 
129 1.02 1.42 1.02 0.61 1.02 
130 7.68 10.75 7.68 4.61 7.68 
131 15.21 21.29 15.21 9.12 15.21 
132 2.37 3.32 2.37 1.42 2.37 
133 1.19 1.66 1.19 0.71 1.19 
134 0.95 1.33 0.95 0.57 0.95 
135 2.73 3.82 2.73 1.64 2.73 
136 15.28 21.39 15.28 9.17 15.28 
137 2.01 2.82 2.01 1.21 2.01 
138 3.62 5.07 3.62 2.17 3.62 
139 7.53 10.54 7.53 4.52 7.53 
140 1.30 1.82 1.30 0.78 1.30 
141 2.32 3.25 2.32 1.39 2.32 
142 1.60 2.23 1.60 0.96 1.60 
143 4.64 6.49 4.64 2.78 4.64 
144 1.16 1.62 1.16 0.69 1.16 
145 2.61 3.65 2.61 1.56 2.61 
146 32.00 44.80 32.00 19.20 32.00 
147 4.64 6.49 4.64 2.78 4.64 
148 3.18 4.46 3.18 1.91 3.18 
149 1.30 1.82 1.30 0.78 1.30 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
150 1.60 2.23 1.60 0.96 1.60 
151 100.00 140.00 100.00 60.00 100.00 
152 50.98 71.37 50.98 30.59 50.98 
153 22.16 31.02 22.16 13.30 22.16 
154 27.38 38.33 27.38 16.43 27.38 
155 2.46 3.44 2.46 1.48 2.46 
156 14.49 20.28 14.49 8.69 14.49 
157 14.77 20.68 14.77 8.86 14.77 
158 1.74 2.44 1.74 1.04 1.74 
159 72.06 100.89 72.06 43.24 72.06 
160 5.80 8.12 5.80 3.48 5.80 
161 65.59 91.83 65.59 39.36 65.59 
162 20.77 29.08 20.77 12.46 20.77 
163 1.06 1.49 1.06 0.64 1.06 
164 0.77 1.08 0.77 0.46 0.77 
165 31.20 43.68 31.20 18.72 31.20 
166 46.28 64.79 46.28 27.77 46.28 
167 3.58 5.01 3.58 2.15 3.58 
168 14.87 20.82 14.87 8.92 14.87 
169 28.40 39.76 28.40 17.04 28.40 
170 2.73 3.82 2.73 1.64 2.73 
171 8.18 11.45 8.18 4.91 8.18 
172 14.46 20.24 14.46 8.68 14.46 
173 2.96 4.15 2.96 1.78 2.96 
174 9.83 13.77 9.83 5.90 9.83 
175 7.35 10.28 7.35 4.41 7.35 
176 6.28 8.80 6.28 3.77 6.28 
177 0.95 1.33 0.95 0.57 0.95 
178 1.30 1.82 1.30 0.78 1.30 
179 2.61 3.65 2.61 1.56 2.61 
180 10.90 15.27 10.90 6.54 10.90 
181 2.73 3.82 2.73 1.64 2.73 
182 8.38 11.73 8.38 5.03 8.38 
183 1.89 2.65 1.89 1.14 1.89 
184 13.03 18.25 13.03 7.82 13.03 
185 53.44 74.82 53.44 32.06 53.44 
186 2.01 2.82 2.01 1.21 2.01 
187 2.01 2.82 2.01 1.21 2.01 
188 9.95 13.94 9.95 5.97 9.95 
189 22.64 31.70 22.64 13.58 22.64 
190 13.63 19.08 13.63 8.18 13.63 
191 20.98 29.37 20.98 12.59 20.98 
192 43.45 60.83 43.45 26.07 43.45 
193 8.42 11.79 8.42 5.05 8.42 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
194 11.97 16.76 11.97 7.18 11.97 
195 2.13 2.99 2.13 1.28 2.13 
196 1.60 2.23 1.60 0.96 1.60 
197 2.32 3.25 2.32 1.39 2.32 
198 4.71 6.59 4.71 2.82 4.71 
199 2.32 3.25 2.32 1.39 2.32 
200 1.45 2.03 1.45 0.87 1.45 
201 23.46 32.84 23.46 14.08 23.46 
202 6.08 8.52 6.08 3.65 6.08 
203 4.20 5.88 4.20 2.52 4.20 
204 1.88 2.63 1.88 1.13 1.88 
205 200.00 280.00 200.00 120.00 200.00 
206 8.83 12.37 8.83 5.30 8.83 
207 14.05 19.67 14.05 8.43 14.05 
208 2.32 3.25 2.32 1.39 2.32 
209 1.16 1.62 1.16 0.69 1.16 
210 1.88 2.63 1.88 1.13 1.88 
211 5.22 7.31 5.22 3.13 5.22 
212 14.63 20.48 14.63 8.78 14.63 
213 1.30 1.82 1.30 0.78 1.30 
214 9.85 13.79 9.85 5.91 9.85 
215 2.61 3.65 2.61 1.56 2.61 
216 7.24 10.14 7.24 4.35 7.24 
217 9.56 13.38 9.56 5.74 9.56 
218 4.20 5.88 4.20 2.52 4.20 
219 4.34 6.08 4.34 2.61 4.34 
220 39.54 55.36 39.54 23.72 39.54 
221 0.51 0.71 0.51 0.30 0.51 
222 1.16 1.62 1.16 0.69 1.16 
223 4.20 5.88 4.20 2.52 4.20 
224 13.18 18.45 13.18 7.91 13.18 
225 5.94 8.31 5.94 3.56 5.94 
226 2.32 3.25 2.32 1.39 2.32 
227 85.00 119.00 85.00 51.00 85.00 
228 15.29 21.40 15.29 9.17 15.29 
229 0.94 1.31 0.94 0.56 0.94 
230 22.21 31.09 22.21 13.33 22.21 
231 17.36 24.30 17.36 10.42 17.36 
232 1.77 2.48 1.77 1.06 1.77 
233 0.47 0.66 0.47 0.28 0.47 
234 11.06 15.49 11.06 6.64 11.06 
235 0.35 0.48 0.35 0.21 0.35 
236 2.02 2.83 2.02 1.21 2.02 
237 1.43 2.00 1.43 0.86 1.43 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
238 2.86 4.00 2.86 1.71 2.86 
239 10.32 14.44 10.32 6.19 10.32 
240 15.83 22.16 15.83 9.50 15.83 
241 11.87 16.61 11.87 7.12 11.87 
242 0.54 0.76 0.54 0.33 0.54 
243 1.03 1.45 1.03 0.62 1.03 
244 2.56 3.58 2.56 1.54 2.56 
245 5.81 8.13 5.81 3.49 5.81 
246 2.56 3.58 2.56 1.54 2.56 
247 5.57 7.79 5.57 3.34 5.57 
248 29.79 41.71 29.79 17.87 29.79 
249 1.20 1.68 1.20 0.72 1.20 
250 1.82 2.55 1.82 1.09 1.82 
251 85.00 119.00 85.00 51.00 85.00 
252 10.54 14.76 10.54 6.32 10.54 
253 3.65 5.10 3.65 2.19 3.65 
254 4.09 5.72 4.09 2.45 4.09 
255 84.58 118.41 84.58 50.75 84.58 
256 129.60 181.44 129.60 77.76 129.60 
257 3.77 5.27 3.77 2.26 3.77 
258 8.83 12.37 8.83 5.30 8.83 
259 1.02 1.42 1.02 0.61 1.02 
260 8.98 12.57 8.98 5.39 8.98 
261 2.03 2.84 2.03 1.22 2.03 
262 2.38 3.33 2.38 1.43 2.38 
263 2.61 3.65 2.61 1.56 2.61 
264 4.49 6.29 4.49 2.69 4.49 
265 0.11 0.16 0.11 0.07 0.11 
266 62.14 87.00 62.14 37.28 62.14 
267 7.97 11.16 7.97 4.78 7.97 
268 200.00 280.00 200.00 120.00 200.00 
269 3.33 4.66 3.33 2.00 3.33 
270 1.30 1.82 1.30 0.78 1.30 
271 4.92 6.89 4.92 2.95 4.92 
272 25.64 35.90 25.64 15.38 25.64 
273 1.30 1.82 1.30 0.78 1.30 
274 2.96 4.15 2.96 1.78 2.96 
275 6.28 8.80 6.28 3.77 6.28 
276 11.49 16.09 11.49 6.90 11.49 
277 17.09 23.93 17.09 10.25 17.09 
278 7.68 10.75 7.68 4.61 7.68 
279 20.23 28.33 20.23 12.14 20.23 
280 6.45 9.02 6.45 3.87 6.45 
281 1.24 1.74 1.24 0.74 1.24 
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PAR 
OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
282 35.34 49.48 35.34 21.20 35.34 
283 3.62 5.07 3.62 2.17 3.62 
284 8.26 11.56 8.26 4.95 8.26 
285 36.20 50.68 36.20 21.72 36.20 
286 9.80 13.73 9.80 5.88 9.80 
287 59.90 83.86 59.90 35.94 59.90 
288 27.97 39.15 27.97 16.78 27.97 
289 0.68 0.95 0.68 0.41 0.68 
290 77.04 107.85 77.04 46.22 77.04 
291 19.56 27.39 19.56 11.74 19.56 
292 0.63 0.88 0.63 0.38 0.63 
293 6.38 8.93 6.38 3.83 6.38 
294 0.53 0.74 0.53 0.32 0.53 
295 1.16 1.62 1.16 0.70 1.16 
296 66.70 93.38 66.70 40.02 66.70 
297 0.48 0.68 0.48 0.29 0.48 
298 9.37 13.12 9.37 5.62 9.37 
299 1.74 2.43 1.74 1.04 1.74 
300 0.68 0.95 0.68 0.41 0.68 
301 0.77 1.08 0.77 0.46 0.77 
302 1.06 1.49 1.06 0.64 1.06 
303 2.90 4.05 2.90 1.74 2.90 
304 38.35 53.69 38.35 23.01 38.35 
305 14.30 20.02 14.30 8.58 14.30 
306 1.93 2.71 1.93 1.16 1.93 
307 1.84 2.57 1.84 1.10 1.84 
308 8.41 11.77 8.41 5.04 8.41 
309 39.61 55.45 39.61 23.76 39.61 
310 2.71 3.79 2.71 1.62 2.71 
311 12.75 17.85 12.75 7.65 12.75 
312 2.71 3.79 2.71 1.62 2.71 
313 14.21 19.89 14.21 8.52 14.21 
314 12.95 18.12 12.95 7.77 12.95 
315 5.70 7.98 5.70 3.42 5.70 
316 1.93 2.71 1.93 1.16 1.93 
317 118.93 166.50 118.93 71.36 118.93 
318 4.73 6.63 4.73 2.84 4.73 
319 7.53 10.54 7.53 4.52 7.53 
320 8.54 11.96 8.54 5.13 8.54 
321 31.26 43.76 31.26 18.76 31.26 
322 7.10 9.93 7.10 4.26 7.10 
323 1.02 1.42 1.02 0.61 1.02 
324 2.53 3.55 2.53 1.52 2.53 
325 8.11 11.35 8.11 4.87 8.11 
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OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
326 7.39 10.34 7.39 4.43 7.39 
327 1.45 2.03 1.45 0.87 1.45 
328 1.16 1.62 1.16 0.69 1.16 
329 7.24 10.14 7.24 4.35 7.24 
330 2.32 3.25 2.32 1.39 2.32 
331 1.45 2.03 1.45 0.87 1.45 
332 13.91 19.47 13.91 8.34 13.91 
333 7.68 10.75 7.68 4.61 7.68 
334 2.90 4.06 2.90 1.74 2.90 
335 1.02 1.42 1.02 0.61 1.02 
336 46.64 65.30 46.64 27.98 46.64 
337 7.53 10.54 7.53 4.52 7.53 
338 12.89 18.05 12.89 7.73 12.89 
339 1.88 2.63 1.88 1.13 1.88 
340 3.33 4.66 3.33 2.00 3.33 
341 2.75 3.86 2.75 1.65 2.75 
342 2.75 3.86 2.75 1.65 2.75 
343 22.98 32.17 22.98 13.79 22.98 
344 2.13 2.99 2.13 1.28 2.13 
345 1.06 1.49 1.06 0.64 1.06 
346 2.73 3.82 2.73 1.64 2.73 
347 2.96 4.15 2.96 1.78 2.96 
348 9.13 12.78 9.13 5.48 9.13 
349 5.09 7.13 5.09 3.06 5.09 
350 3.91 5.47 3.91 2.34 3.91 
351 45.26 63.36 45.26 27.16 45.26 
352 2.49 3.48 2.49 1.49 2.49 
353 1.66 2.32 1.66 1.00 1.66 
354 2.19 3.07 2.19 1.32 2.19 
355 2.61 3.65 2.61 1.56 2.61 
356 0.95 1.33 0.95 0.57 0.95 
357 8.42 11.79 8.42 5.05 8.42 
358 1.54 2.16 1.54 0.93 1.54 
359 22.64 31.70 22.64 13.58 22.64 
360 1.66 2.32 1.66 1.00 1.66 
361 13.39 18.74 13.39 8.03 13.39 
362 4.86 6.80 4.86 2.91 4.86 
363 2.35 3.29 2.35 1.41 2.35 
364 1.54 2.16 1.54 0.93 1.54 
365 2.49 3.48 2.49 1.49 2.49 
366 4.27 5.98 4.27 2.56 4.27 
367 21.22 29.71 21.22 12.73 21.22 
368 5.93 8.30 5.93 3.56 5.93 
369 1.06 1.49 1.06 0.64 1.06 
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370 1.42 1.99 1.42 0.85 1.42 
371 2.37 3.32 2.37 1.42 2.37 
372 9.83 13.77 9.83 5.90 9.83 
373 2.73 3.82 2.73 1.64 2.73 
374 2.73 3.82 2.73 1.64 2.73 
375 1.66 2.32 1.66 1.00 1.66 
376 3.91 5.47 3.91 2.34 3.91 
377 4.99 6.99 4.99 2.99 4.99 
378 9.13 12.78 9.13 5.48 9.13 
379 5.07 7.09 5.07 3.04 5.07 
380 7.68 10.75 7.68 4.61 7.68 
381 15.65 21.90 15.65 9.39 15.65 
382 5.36 7.50 5.36 3.22 5.36 
383 3.08 4.31 3.08 1.85 3.08 
384 4.78 6.69 4.78 2.87 4.78 
385 2.46 3.44 2.46 1.48 2.46 
386 7.24 10.14 7.24 4.35 7.24 
387 2.17 3.04 2.17 1.30 2.17 
388 6.08 8.52 6.08 3.65 6.08 
389 9.25 12.95 9.25 5.55 9.25 
390 5.65 7.91 5.65 3.39 5.65 
391 60.98 85.37 60.98 36.59 60.98 
392 2.01 2.82 2.01 1.21 2.01 
393 38.72 54.21 38.72 23.23 38.72 
394 15.41 21.57 15.41 9.24 15.41 
395 15.17 21.24 15.17 9.10 15.17 
396 31.64 44.30 31.64 18.98 31.64 
397 2.01 2.82 2.01 1.21 2.01 
398 11.37 15.92 11.37 6.82 11.37 
399 7.35 10.28 7.35 4.41 7.35 
400 4.50 6.30 4.50 2.70 4.50 
401 7.70 10.79 7.70 4.62 7.70 
402 3.20 4.48 3.20 1.92 3.20 
403 7.11 9.96 7.11 4.27 7.11 
404 10.07 14.10 10.07 6.04 10.07 
405 4.62 6.47 4.62 2.77 4.62 
406 8.72 12.21 8.72 5.23 8.72 
407 5.36 7.51 5.36 3.22 5.36 
408 4.86 6.80 4.86 2.91 4.86 
409 1.06 1.49 1.06 0.64 1.06 
410 24.76 34.66 24.76 14.86 24.76 
411 9.60 13.44 9.60 5.76 9.60 
412 0.95 1.33 0.95 0.57 0.95 
413 88.38 123.73 88.38 53.03 88.38 
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414 23.10 32.34 23.10 13.86 23.10 
415 16.23 22.73 16.23 9.74 16.23 
416 0.95 1.33 0.95 0.57 0.95 
417 23.10 32.34 23.10 13.86 23.10 
418 7.82 10.95 7.82 4.69 7.82 
419 3.44 4.81 3.44 2.06 3.44 
420 3.20 4.48 3.20 1.92 3.20 
421 4.15 5.81 4.15 2.49 4.15 
422 3.79 5.31 3.79 2.28 3.79 
423 9.86 13.80 9.86 5.91 9.86 
424 23.10 32.34 23.10 13.86 23.10 
425 28.68 40.15 28.68 17.21 28.68 
426 2.13 2.99 2.13 1.28 2.13 
427 7.94 11.11 7.94 4.76 7.94 
428 4.15 5.81 4.15 2.49 4.15 
429 6.52 9.13 6.52 3.91 6.52 
430 1.78 2.49 1.78 1.07 1.78 
431 1.54 2.16 1.54 0.93 1.54 
432 2.01 2.82 2.01 1.21 2.01 
433 0.95 1.33 0.95 0.57 0.95 
434 1.54 2.16 1.54 0.93 1.54 
435 2.73 3.82 2.73 1.64 2.73 
436 3.08 4.31 3.08 1.85 3.08 
437 0.95 1.33 0.95 0.57 0.95 
438 4.27 5.98 4.27 2.56 4.27 
439 0.95 1.33 0.95 0.57 0.95 
440 4.74 6.64 4.74 2.84 4.74 
441 18.54 25.96 18.54 11.12 18.54 
442 2.37 3.32 2.37 1.42 2.37 
443 7.59 10.62 7.59 4.55 7.59 
444 1.30 1.82 1.30 0.78 1.30 
445 1.19 1.66 1.19 0.71 1.19 
446 10.31 14.44 10.31 6.19 10.31 
447 5.09 7.13 5.09 3.06 5.09 
448 1.42 1.99 1.42 0.85 1.42 
449 2.25 3.15 2.25 1.35 2.25 
450 11.37 15.92 11.37 6.82 11.37 
451 20.02 28.03 20.02 12.01 20.02 
452 0.95 1.33 0.95 0.57 0.95 
453 4.86 6.80 4.86 2.91 4.86 
454 6.11 8.55 6.11 3.67 6.11 
455 64.86 90.80 64.86 38.92 64.86 
456 130.98 183.37 130.98 78.59 130.98 
457 18.72 26.21 18.72 11.23 18.72 
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458 2.01 2.82 2.01 1.21 2.01 
459 1.89 2.65 1.89 1.14 1.89 
460 2.96 4.15 2.96 1.78 2.96 
461 8.42 11.79 8.42 5.05 8.42 
462 13.39 18.74 13.39 8.03 13.39 
463 2.37 3.32 2.37 1.42 2.37 
464 5.45 7.63 5.45 3.27 5.45 
465 0.95 1.33 0.95 0.57 0.95 
466 5.57 7.80 5.57 3.34 5.57 
467 5.09 7.13 5.09 3.06 5.09 
468 2.49 3.48 2.49 1.49 2.49 
469 2.13 2.99 2.13 1.28 2.13 
470 32.70 45.78 32.70 19.62 32.70 
471 52.86 74.00 52.86 31.72 52.86 
472 7.23 10.12 7.23 4.34 7.23 
473 19.67 27.54 19.67 11.80 19.67 
474 30.28 42.39 30.28 18.17 30.28 
475 8.89 12.44 8.89 5.33 8.89 
476 3.91 5.47 3.91 2.34 3.91 
477 3.55 4.98 3.55 2.13 3.55 
478 1.66 2.32 1.66 1.00 1.66 
479 3.67 5.14 3.67 2.20 3.67 
480 1.42 1.99 1.42 0.85 1.42 
481 1.89 2.65 1.89 1.14 1.89 
482 0.95 1.33 0.95 0.57 0.95 
483 2.25 3.15 2.25 1.35 2.25 
484 0.95 1.33 0.95 0.57 0.95 
485 28.20 39.48 28.20 16.92 28.20 
486 23.34 32.68 23.34 14.00 23.34 
487 1.54 2.16 1.54 0.93 1.54 
488 5.21 7.30 5.21 3.13 5.21 
489 10.78 15.10 10.78 6.47 10.78 
490 1.78 2.49 1.78 1.07 1.78 
491 1.72 2.41 1.72 1.03 1.72 
492 0.95 1.33 0.95 0.57 0.95 
493 3.55 4.98 3.55 2.13 3.55 
494 15.41 21.57 15.41 9.24 15.41 
495 3.68 5.15 3.68 2.21 3.68 
496 2.25 3.15 2.25 1.35 2.25 
497 1.19 1.66 1.19 0.71 1.19 
498 1.66 2.32 1.66 1.00 1.66 
499 3.44 4.81 3.44 2.06 3.44 
500 4.39 6.14 4.39 2.63 4.39 
501 2.25 3.15 2.25 1.35 2.25 
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502 2.49 3.48 2.49 1.49 2.49 
503 0.95 1.33 0.95 0.57 0.95 
504 22.04 30.86 22.04 13.22 22.04 
505 11.49 16.09 11.49 6.90 11.49 
506 3.08 4.31 3.08 1.85 3.08 
507 0.62 0.87 0.62 0.37 0.62 
508 3.08 4.31 3.08 1.85 3.08 
509 3.68 5.15 3.68 2.21 3.68 
510 2.96 4.15 2.96 1.78 2.96 
511 1.78 2.49 1.78 1.07 1.78 
512 4.98 6.97 4.98 2.99 4.98 
513 3.20 4.48 3.20 1.92 3.20 
514 12.21 17.09 12.21 7.32 12.21 
515 16.35 22.90 16.35 9.81 16.35 
516 4.62 6.47 4.62 2.77 4.62 
517 12.56 17.58 12.56 7.54 12.56 
518 5.93 8.30 5.93 3.56 5.93 
519 11.60 16.24 11.60 6.96 11.60 
520 11.37 15.92 11.37 6.82 11.37 
521 14.64 20.50 14.64 8.79 14.64 
522 4.15 5.81 4.15 2.49 4.15 
523 1.42 1.99 1.42 0.85 1.42 
524 1.78 2.49 1.78 1.07 1.78 
525 1.89 2.65 1.89 1.14 1.89 
526 14.81 20.74 14.81 8.89 14.81 
527 5.93 8.30 5.93 3.56 5.93 
528 10.78 15.10 10.78 6.47 10.78 
529 32.82 45.95 32.82 19.69 32.82 
530 3.08 4.31 3.08 1.85 3.08 
531 20.34 28.48 20.34 12.20 20.34 
532 18.01 25.22 18.01 10.81 18.01 
533 2.13 2.99 2.13 1.28 2.13 
534 62.38 87.33 62.38 37.43 62.38 
535 0.95 1.33 0.95 0.57 0.95 
536 6.52 9.13 6.52 3.91 6.52 
537 11.37 15.92 11.37 6.82 11.37 
538 2.25 3.15 2.25 1.35 2.25 
539 7.70 10.79 7.70 4.62 7.70 
540 5.69 7.96 5.69 3.41 5.69 
541 9.72 13.61 9.72 5.83 9.72 
542 0.95 1.33 0.95 0.57 0.95 
543 13.27 18.58 13.27 7.96 13.27 
544 3.55 4.98 3.55 2.13 3.55 
545 76.10 106.54 76.10 45.66 76.10 
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546 1.66 2.32 1.66 1.00 1.66 
547 1.42 1.99 1.42 0.85 1.42 
548 4.68 6.55 4.68 2.81 4.68 
549 3.20 4.48 3.20 1.92 3.20 
550 2.13 2.99 2.13 1.28 2.13 
551 14.74 20.64 14.74 8.84 14.74 
552 2.12 2.97 2.12 1.27 2.12 
553 1.19 1.66 1.19 0.71 1.19 
554 0.95 1.33 0.95 0.57 0.95 
555 4.73 6.63 4.73 2.84 4.73 
556 2.84 3.98 2.84 1.71 2.84 
557 5.45 7.63 5.45 3.27 5.45 
558 3.55 4.98 3.55 2.13 3.55 
559 7.11 9.96 7.11 4.27 7.11 
560 3.08 4.31 3.08 1.85 3.08 
561 1.66 2.32 1.66 1.00 1.66 
562 69.92 97.89 69.92 41.95 69.92 
563 3.20 4.48 3.20 1.92 3.20 
564 1.30 1.82 1.30 0.78 1.30 
565 2.61 3.65 2.61 1.56 2.61 
566 16.59 23.23 16.59 9.96 16.59 
567 1.06 1.49 1.06 0.64 1.06 
568 32.82 45.95 32.82 19.69 32.82 
569 1.66 2.32 1.66 1.00 1.66 
570 9.36 13.11 9.36 5.62 9.36 
571 70.86 99.20 70.86 42.52 70.86 
572 4.98 6.97 4.98 2.99 4.98 
573 53.80 75.32 53.80 32.28 53.80 
574 2.37 3.32 2.37 ation2.37 2.37 
575 36.26 50.76 36.26 21.76 36.26 
576 6.63 9.29 6.63 3.98 6.63 
577 131.06 183.48 131.06 78.64 131.06 
578 1.06 1.49 1.06 0.64 1.06 
579 1.78 2.49 1.78 1.07 1.78 
580 13.87 19.41 13.87 8.32 13.87 
581 21.10 29.54 21.10 12.66 21.10 
582 1.54 2.16 1.54 0.93 1.54 
583 11.02 15.43 11.02 6.61 11.02 
584 1.19 1.66 1.19 0.71 1.19 
585 9.13 12.78 9.13 5.48 9.13 
586 2.13 2.99 2.13 1.28 2.13 
587 3.68 5.15 3.68 2.21 3.68 
588 3.20 4.48 3.20 1.92 3.20 
589 0.46 0.64 0.46 0.27 0.46 
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590 1.30 1.82 1.30 0.78 1.30 
591 1.54 2.16 1.54 0.93 1.54 
592 31.16 43.62 31.16 18.70 31.16 
593 2.37 3.32 2.37 1.42 2.37 
594 1.66 2.32 1.66 1.00 1.66 
595 1.30 1.82 1.30 0.78 1.30 
596 32.00 44.80 32.00 19.20 32.00 
597 1.06 1.49 1.06 0.64 1.06 
598 1.01 1.41 1.01 0.60 1.01 
599 3.91 5.47 3.91 2.34 3.91 
600 62.58 87.61 62.58 37.55 62.58 
601 18.72 26.21 18.72 11.23 18.72 
602 7.11 9.96 7.11 4.27 7.11 
603 3.20 4.48 3.20 1.92 3.20 
604 12.68 17.75 12.68 7.61 12.68 
605 2.67 3.74 2.67 1.60 2.67 
606 1.89 2.65 1.89 1.13 1.89 
607 31.28 43.79 31.28 18.77 31.28 
608 1.06 1.49 1.06 0.64 1.06 
609 1.19 1.66 1.19 0.71 1.19 
610 22.28 31.19 22.28 13.37 22.28 
611 9.72 13.61 9.72 5.83 9.72 
612 44.82 62.75 44.82 26.89 44.82 
613 1.30 1.82 1.30 0.78 1.30 
614 10.16 14.23 10.16 6.10 10.16 
615 20.30 28.42 20.30 12.18 20.30 
616 1.42 1.99 1.42 0.85 1.42 
617 7.82 10.95 7.82 4.69 7.82 
618 1.42 1.99 1.42 0.85 1.42 
619 52.19 73.07 52.19 31.31 52.19 
620 2.85 3.98 2.85 1.71 2.85 
621 5.61 7.86 5.61 3.37 5.61 
622 1.42 1.99 1.42 0.85 1.42 
623 5.09 7.13 5.09 3.06 5.09 
624 0.95 1.33 0.95 0.57 0.95 
625 0.53 0.74 0.53 0.32 0.53 
626 2.61 3.65 2.61 1.56 2.61 
627 13.87 19.41 13.87 8.32 13.87 
628 1.06 1.49 1.06 0.64 1.06 
629 4.39 6.14 4.39 2.63 4.39 
630 3.38 4.73 3.38 2.03 3.38 
631 2.13 2.99 2.13 1.28 2.13 
632 2.96 4.15 2.96 1.78 2.96 
633 1.19 1.66 1.19 0.71 1.19 
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634 0.95 1.33 0.95 0.57 0.95 
635 1.54 2.16 1.54 0.93 1.54 
636 1.54 2.16 1.54 0.93 1.54 
637 1.30 1.82 1.30 0.78 1.30 
638 1.04 1.46 1.04 0.63 1.04 
639 3.78 5.29 3.78 2.27 3.78 
640 13.65 19.12 13.65 8.19 13.65 
641 2.96 4.15 2.96 1.78 2.96 
642 4.39 6.14 4.39 2.63 4.39 
643 7.59 10.62 7.59 4.55 7.59 
644 5.45 7.63 5.45 3.27 5.45 
645 7.94 11.11 7.94 4.76 7.94 
646 13.03 18.25 13.03 7.82 13.03 
647 3.08 4.31 3.08 1.85 3.08 
648 1.42 1.99 1.42 0.85 1.42 
649 5.21 7.30 5.21 3.13 5.21 
650 5.93 8.30 5.93 3.56 5.93 
651 3.32 4.65 3.32 1.99 3.32 
652 5.33 7.46 5.33 3.20 5.33 
653 3.91 5.47 3.91 2.34 3.91 
654 20.95 29.34 20.95 12.57 20.95 
655 0.95 1.33 0.95 0.57 0.95 
656 6.04 8.46 6.04 3.63 6.04 
657 18.71 26.19 18.71 11.23 18.71 
658 6.75 9.46 6.75 4.05 6.75 
659 21.34 29.88 21.34 12.80 21.34 
660 41.86 58.60 41.86 25.12 41.86 
661 2.49 3.48 2.49 1.49 2.49 
662 4.98 6.97 4.98 2.99 4.98 
663 6.52 9.13 6.52 3.91 6.52 
664 1.42 1.99 1.42 0.85 1.42 
665 3.55 4.98 3.55 2.13 3.55 
666 2.96 4.15 2.96 1.78 2.96 
667 1.30 1.82 1.30 0.78 1.30 
668 1.19 1.66 1.19 0.71 1.19 
669 1.54 2.16 1.54 0.93 1.54 
670 98.84 138.38 98.84 59.30 98.84 
671 56.16 78.62 56.16 33.70 56.16 
672 82.12 114.97 82.12 49.27 82.12 
673 1.19 1.66 1.19 0.71 1.19 
674 3.64 5.10 3.64 2.18 3.64 
675 12.68 17.75 12.68 7.61 12.68 
676 94.86 132.80 94.86 56.92 94.86 
677 1.19 1.66 1.19 0.71 1.19 
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678 1.54 2.16 1.54 0.93 1.54 
679 1.42 1.99 1.42 0.85 1.42 
680 50.84 71.18 50.84 30.50 50.84 
681 8.65 12.11 8.65 5.19 8.65 
682 11.61 16.26 11.61 6.97 11.61 
683 12.18 17.05 12.18 7.31 12.18 
684 11.49 16.09 11.49 6.90 11.49 
685 4.09 5.72 4.09 2.45 4.09 
686 3.20 4.48 3.20 1.92 3.20 
687 5.09 7.13 5.09 3.06 5.09 
688 3.44 4.81 3.44 2.06 3.44 
689 0.95 1.33 0.95 0.57 0.95 
690 1.78 2.49 1.78 1.07 1.78 
691 4.03 5.64 4.03 2.42 4.03 
692 55.46 77.64 55.46 33.28 55.46 
693 1.54 2.16 1.54 0.93 1.54 
694 1.06 1.49 1.06 0.64 1.06 
695 1.19 1.66 1.19 0.71 1.19 
696 3.20 4.48 3.20 1.92 3.20 
697 3.79 5.31 3.79 2.28 3.79 
698 2.01 2.82 2.01 1.21 2.01 
699 22.04 30.86 22.04 13.22 22.04 
700 9.95 13.94 9.95 5.97 9.95 
701 16.11 22.56 16.11 9.67 16.11 
702 47.54 66.56 47.54 28.52 47.54 
703 11.16 15.63 11.16 6.70 11.16 
704 0.57 0.80 0.57 0.34 0.57 
705 20.34 28.48 20.34 12.20 20.34 
706 16.83 23.56 16.83 10.10 16.83 
707 40.40 56.56 40.40 24.24 40.40 
708 27.02 37.83 27.02 16.21 27.02 
709 19.55 27.37 19.55 11.73 19.55 
710 23.34 32.68 23.34 14.00 23.34 
711 33.42 46.79 33.42 20.05 33.42 
712 11.61 16.26 11.61 6.97 11.61 
713 9.60 13.44 9.60 5.76 9.60 
714 1.78 2.49 1.78 1.07 1.78 
715 11.26 15.76 11.26 6.75 11.26 
716 1.19 1.66 1.19 0.71 1.19 
717 13.39 18.74 13.39 8.03 13.39 
718 15.05 21.07 15.05 9.03 15.05 
719 0.95 1.33 0.95 0.57 0.95 
720 13.03 18.25 13.03 7.82 13.03 
721 4.98 6.97 4.98 2.99 4.98 
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722 3.79 5.31 3.79 2.28 3.79 
723 1.85 2.59 1.85 1.11 1.85 
724 15.71 21.99 15.71 9.42 15.71 
725 1.42 1.99 1.42 0.85 1.42 
726 5.69 7.96 5.69 3.41 5.69 
727 0.72 1.01 0.72 0.43 0.72 
728 12.68 17.75 12.68 7.61 12.68 
729 5.21 7.30 5.21 3.13 5.21 
730 46.22 64.71 46.22 27.73 46.22 
731 1.54 2.16 1.54 0.93 1.54 
732 105.12 147.17 105.12 63.07 105.12 
733 1.37 1.92 1.37 0.82 1.37 
734 3.39 4.74 3.39 2.03 3.39 
735 90.36 126.50 90.36 54.22 90.36 
736 6.87 9.62 6.87 4.12 6.87 
737 1.36 1.91 1.36 0.82 1.36 
738 3.32 4.65 3.32 1.99 3.32 
739 10.73 15.02 10.73 6.44 10.73 
740 0.95 1.33 0.95 0.57 0.95 
741 8.77 12.28 8.77 5.26 8.77 
742 1.66 2.32 1.66 1.00 1.66 
743 5.09 7.13 5.09 3.06 5.09 
744 2.01 2.82 2.01 1.21 2.01 
745 2.85 3.98 2.85 1.71 2.85 
746 3.32 4.65 3.32 1.99 3.32 
747 3.08 4.31 3.08 1.85 3.08 
748 8.89 12.44 8.89 5.33 8.89 
749 3.00 4.20 3.00 1.80 3.00 
750 2.37 3.32 2.37 1.42 2.37 
751 82.12 114.97 82.12 49.27 82.12 
752 2.37 3.32 2.37 1.42 2.37 
753 5.14 7.19 5.14 3.08 5.14 
754 0.95 1.33 0.95 0.57 0.95 
755 6.72 9.41 6.72 4.03 6.72 
756 2.69 3.76 2.69 1.61 2.69 
757 16.76 23.46 16.76 10.05 16.76 
758 1.58 2.22 1.58 0.95 1.58 
759 0.79 1.11 0.79 0.47 0.79 
760 4.50 6.31 4.50 2.70 4.50 
761 1.03 1.44 1.03 0.62 1.03 
762 9.09 12.73 9.09 5.45 9.09 
763 10.51 14.72 10.51 6.31 10.51 
764 1.03 1.44 1.03 0.62 1.03 
765 1.90 2.66 1.90 1.14 1.90 
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OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
766 2.69 3.76 2.69 1.61 2.69 
767 3.64 5.09 3.64 2.18 3.64 
768 1.11 1.55 1.11 0.66 1.11 
769 24.19 33.86 24.19 14.51 24.19 
770 3.87 5.42 3.87 2.32 3.87 
771 42.37 59.31 42.37 25.42 42.37 
772 3.41 4.78 3.41 2.05 3.41 
773 0.71 0.99 0.71 0.43 0.71 
774 13.35 18.69 13.35 8.01 13.35 
775 1.54 2.16 1.54 0.93 1.54 
776 7.11 9.96 7.11 4.27 7.11 
777 4.86 6.80 4.86 2.91 4.86 
778 2.55 3.57 2.55 1.53 2.55 
779 7.23 10.12 7.23 4.34 7.23 
780 9.24 12.94 9.24 5.54 9.24 
781 2.25 3.15 2.25 1.35 2.25 
782 2.01 2.82 2.01 1.21 2.01 
783 12.92 18.09 12.92 7.75 12.92 
784 12.56 17.58 12.56 7.54 12.56 
785 1.66 2.32 1.66 1.00 1.66 
786 94.34 132.08 94.34 56.60 94.34 
787 0.52 0.73 0.52 0.31 0.52 
788 2.37 3.32 2.37 1.42 2.37 
789 2.49 3.48 2.49 1.49 2.49 
790 2.25 3.15 2.25 1.35 2.25 
791 6.52 9.13 6.52 3.91 6.52 
792 2.03 2.84 2.03 1.22 2.03 
793 70.96 99.34 70.96 42.58 70.96 
794 9.41 13.18 9.41 5.65 9.41 
795 1.60 2.23 1.60 0.96 1.60 
796 8.26 11.56 8.26 4.95 8.26 
797 9.13 12.78 9.13 5.48 9.13 
798 9.27 12.98 9.27 5.56 9.27 
799 40.84 57.18 40.84 24.50 40.84 
800 4.34 6.08 4.34 2.61 4.34 
801 20.42 28.59 20.42 12.25 20.42 
802 12.02 16.83 12.02 7.21 12.02 
803 2.25 3.15 2.25 1.35 2.25 
804 3.32 4.65 3.32 1.99 3.32 
805 0.95 1.33 0.95 0.57 0.95 
806 7.69 10.77 7.69 4.61 7.69 
807 3.39 4.74 3.39 2.03 3.39 
808 7.37 10.31 7.37 4.42 7.37 
809 0.95 1.33 0.95 0.57 0.95 
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OD Time Slice 1 Time Slice 2 Time Slice 3 Time Slice 4 Time Slice 5 
810 25.96 36.34 25.96 15.58 25.96 
811 39.43 55.21 39.43 23.66 39.43 
812 11.85 16.59 11.85 7.11 11.85 
813 1.88 2.63 1.88 1.13 1.88 
814 2.85 3.98 2.85 1.71 2.85 
815 2.49 3.48 2.49 1.49 2.49 
816 109.38 153.13 109.38 65.63 109.38 
817 58.18 81.45 58.18 34.91 58.18 
818 1.19 1.66 1.19 0.71 1.19 
819 2.61 3.65 2.61 1.56 2.61 
820 2.49 3.48 2.49 1.49 2.49 
821 23.46 32.84 23.46 14.08 23.46 
822 12.44 17.42 12.44 7.47 12.44 
823 12.44 17.42 12.44 7.47 12.44 
824 1.19 1.66 1.19 0.71 1.19 
825 3.32 4.65 3.32 1.99 3.32 
826 2.61 3.65 2.61 1.56 2.61 
827 9.95 13.94 9.95 5.97 9.95 
828 3.55 4.98 3.55 2.13 3.55 
829 8.89 12.44 8.89 5.33 8.89 
830 26.08 36.51 26.08 15.65 26.08 
831 3.18 4.45 3.18 1.91 3.18 
832 32.46 45.44 32.46 19.48 32.46 
833 14.81 20.74 14.81 8.89 14.81 
834 2.41 3.38 2.41 1.45 2.41 
835 0.95 1.33 0.95 0.57 0.95 
836 3.68 5.15 3.68 2.21 3.68 
837 3.55 4.98 3.55 2.13 3.55 
838 0.95 1.33 0.95 0.57 0.95 
839 2.25 3.15 2.25 1.35 2.25 
840 2.96 4.15 2.96 1.78 2.96 
841 1.06 1.49 1.06 0.64 1.06 
842 13.63 19.08 13.63 8.18 13.63 
843 1.30 1.82 1.30 0.78 1.30 
844 2.61 3.65 2.61 1.56 2.61 
845 1.42 1.99 1.42 0.85 1.42 
846 73.50 102.90 73.50 44.10 73.50 
847 2.01 2.82 2.01 1.21 2.01 
848 5.69 7.96 5.69 3.41 5.69 
849 6.52 9.13 6.52 3.91 6.52 
850 83.54 116.96 83.54 50.12 83.54 
851 0.95 1.33 0.95 0.57 0.95 
852 4.98 6.97 4.98 2.99 4.98 
853 13.51 18.91 13.51 8.11 13.51 
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854 2.73 3.82 2.73 1.64 2.73 
855 8.29 11.61 8.29 4.98 8.29 
856 10.07 14.10 10.07 6.04 10.07 
857 1.54 2.16 1.54 0.93 1.54 
858 1.54 2.16 1.54 0.93 1.54 
859 3.32 4.65 3.32 1.99 3.32 
860 6.99 9.79 6.99 4.20 6.99 
861 1.19 1.66 1.19 0.71 1.19 
862 6.99 9.79 6.99 4.20 6.99 
863 11.26 15.76 11.26 6.75 11.26 
864 9.83 13.77 9.83 5.90 9.83 
865 4.24 5.94 4.24 2.55 4.24 
866 25.12 35.17 25.12 15.07 25.12 
867 3.44 4.81 3.44 2.06 3.44 
868 0.95 1.33 0.95 0.57 0.95 
869 3.08 4.31 3.08 1.85 3.08 
870 1.54 2.16 1.54 0.93 1.54 
871 10.78 15.10 10.78 6.47 10.78 
872 4.88 6.83 4.88 2.93 4.88 
873 5.69 7.96 5.69 3.41 5.69 
874 1.78 2.49 1.78 1.07 1.78 
875 70.90 99.26 70.90 42.54 70.90 
876 13.95 19.53 13.95 8.37 13.95 
877 62.36 87.30 62.36 37.42 62.36 
Figura A.1: Matriz de partida 
 
El número de viajes total de la matriz es de 59974 viajes. 
Por cada time slice tenemos: 
• Time slice 1:  11955 viajes. 
 
• Time slice 2:  16736 viajes. 
 
• Time slice 3:  11955 viajes. 
 
• Time slice 4:  7173 viajes. 
 
• Time slice 5:  11955 viajes. 
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A.2 Matriz ajustada 
 
Como se comentará en el siguiente apartado de este anexo, los mejores resultados del 
procedimiento desarrollado se obtienen para un número de iteraciones igual a 75 y 
realizando m=10 aproximaciones del gradiente en cada una de esas iteraciones. 
A lo largo de las diferentes iteraciones podemos calcular el error entre la matriz con la 
que iniciamos la iteración (que será m veces perturbada para calcular cada una de las m 
aproximaciones del gradiente) y la que obtenemos actualizada al final de la misma. 
En el caso que se presenta en este apartado tenemos una matriz al final de la iteración 
75 con un número de viajes igual a 61416. La matriz con la que se inicia la iteración 
tiene 61186 viajes, por lo que observamos que ambas matrices son ya muy parecidas, 
con apenas unos 200 viajes de diferencia. 
En el algoritmo desarrollado también se tiene la posibilidad de observar el efecto de la 
restricción de generación. Esta restricción no permite tener para cada origen más del 
110% de los viajes que hay en la matriz de partida para dicho origen. Antes de aplicar la 
restricción de generación la matriz tenía 61854 viajes, es decir, 400 viajes más que la 
que se obtiene al final de la iteración. Varios orígenes están inyectando más viajes de 
los que permite la restricción, y esto es particularmente muy probable en una red tan 
grande y congestionada como la del Eixample. El algoritmo detecta esos orígenes y 
reestructura la matriz para que no inyecten más viajes que los que indica la restricción 
de generación. 
Respecto a la matriz de partida, que tenía 59774 viajes, observamos que la matriz 
ajustada incrementa significativamente el número de viajes, añadiendo 1642 viajes más 
que la matriz original. 
Veamos ahora cómo quedan algunos pares OD de la matriz ajustada (son unos pares 
OD que no tienen ceros en ninguno de los intervalos). Se recogen en la figura A.2 y 
pueden compararse con la matriz de partida de la figura A.1: 
 
PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
2 93.93 55.11 59.40 29.94 42.47 
4 39.52 13.15 2.97 18.62 10.18 
5 51.47 46.25 56.65 20.07 94.63 
6 38.61 77.67 6.80 18.44 62.13 
8 65.19 18.38 24.08 0.83 84.85 
9 83.51 15.28 100.55 1.89 40.51 
10 4.46 3.14 19.09 26.61 10.71 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
11 49.00 66.75 38.22 48.22 35.84 
13 41.42 135.71 6.90 13.51 103.88 
14 59.72 102.62 69.52 51.14 23.11 
18 67.81 31.95 76.34 3.29 68.99 
20 1.22 9.83 8.08 3.60 0.26 
22 68.20 38.77 35.94 37.97 51.72 
25 25.95 76.19 7.50 25.65 1.70 
26 3.66 1.87 2.78 6.11 0.74 
27 63.47 27.07 9.37 14.04 58.76 
28 36.46 3.73 0.87 7.47 4.77 
29 11.68 6.99 3.68 12.11 11.13 
35 20.50 7.64 2.02 12.28 1.25 
36 114.91 155.06 8.27 30.38 85.79 
37 0.68 1.55 5.70 11.53 1.25 
38 177.23 294.53 255.52 140.80 146.55 
41 4.07 15.71 11.87 70.17 24.68 
43 11.53 64.41 7.21 22.75 25.72 
46 0.74 10.72 9.63 12.38 10.70 
47 1.35 0.15 2.42 1.19 5.05 
49 62.58 122.66 80.61 55.03 134.47 
50 74.28 98.67 19.29 59.71 23.26 
52 40.50 34.47 57.07 19.24 6.01 
55 0.94 2.52 0.90 0.04 9.52 
57 0.89 2.61 0.50 4.87 3.00 
58 9.59 2.60 19.16 23.74 1.18 
60 11.71 12.28 28.24 27.04 0.56 
63 6.01 39.47 30.07 48.92 21.08 
65 5.47 14.94 22.76 0.70 1.44 
66 76.20 79.25 65.93 40.17 86.94 
67 25.00 5.89 2.52 8.28 7.20 
68 1.08 17.93 6.76 22.06 9.26 
69 11.97 6.03 7.93 5.40 11.92 
70 63.84 84.66 77.79 31.22 114.70 
73 10.99 20.93 2.62 1.31 10.78 
75 67.91 2.77 71.38 37.37 89.91 
76 8.03 13.26 14.16 5.15 9.42 
78 13.50 15.63 22.77 3.99 42.39 
79 9.53 29.25 2.07 4.85 2.66 
83 50.99 3.12 8.99 7.80 5.08 
84 3.19 9.05 0.36 5.37 4.59 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
85 58.55 59.06 42.51 35.22 25.07 
86 90.17 178.16 102.48 65.84 105.44 
87 1.00 5.84 14.91 51.33 2.24 
90 17.33 4.80 18.12 7.62 1.75 
92 12.53 8.06 30.65 11.12 8.82 
93 8.92 12.13 1.35 0.42 29.06 
94 17.29 60.11 25.68 17.90 21.70 
96 31.60 10.05 2.56 0.77 1.98 
97 6.24 0.64 15.77 3.08 2.96 
98 53.69 11.95 0.98 14.04 16.94 
99 27.54 9.96 5.90 7.26 3.35 
100 5.43 5.24 1.44 1.30 4.80 
101 2.56 5.18 12.56 6.28 3.47 
103 179.11 185.69 197.31 107.58 238.90 
106 2.58 0.63 2.61 7.42 1.82 
108 19.00 25.30 28.10 18.01 59.07 
111 2.48 1.20 0.41 2.71 4.12 
112 13.42 29.36 16.43 11.96 8.24 
119 0.40 12.71 16.20 11.96 2.41 
121 73.38 71.08 67.16 92.47 52.93 
122 9.78 9.11 5.15 44.80 10.28 
125 0.83 23.59 3.60 10.00 2.71 
128 157.58 219.64 157.19 41.55 129.02 
129 6.58 2.64 4.80 5.90 16.93 
130 4.21 0.88 9.61 18.81 8.71 
131 13.79 0.06 41.62 27.44 0.72 
133 1.15 7.10 3.37 0.05 2.35 
136 20.16 21.16 6.18 14.53 7.76 
140 0.30 12.05 3.24 5.77 3.70 
143 6.70 0.91 7.62 2.37 16.59 
144 3.72 1.31 2.68 2.57 6.87 
146 52.52 54.96 6.27 47.69 0.64 
147 0.08 4.39 8.02 3.19 9.81 
148 5.61 22.79 1.62 2.82 5.58 
151 60.56 103.04 103.09 116.24 133.35 
152 43.32 8.90 57.52 10.07 11.86 
153 0.36 46.90 13.38 45.11 13.07 
154 12.25 58.17 24.04 7.78 21.37 
157 15.76 1.27 41.59 7.27 7.00 
159 60.65 164.97 31.11 33.26 63.52 
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OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
160 1.57 9.21 13.96 2.43 1.55 
161 93.08 48.16 57.75 20.86 117.54 
166 3.67 99.39 9.70 65.40 79.25 
168 1.83 6.31 10.27 32.84 21.88 
169 27.60 47.57 43.72 34.96 3.00 
171 28.96 1.57 0.87 15.86 0.39 
174 2.06 30.23 13.69 6.94 23.53 
175 12.65 24.38 1.42 0.35 0.72 
180 2.77 19.99 15.06 5.49 15.42 
185 34.28 25.14 72.13 43.60 55.76 
186 2.97 3.95 0.02 1.15 2.98 
187 2.28 0.83 3.97 0.35 3.71 
189 42.91 6.35 29.47 48.53 1.33 
190 0.58 20.62 8.54 10.08 53.83 
192 17.05 87.94 53.14 2.23 79.13 
193 22.65 15.42 6.33 11.84 3.51 
194 2.72 15.28 41.59 2.59 2.49 
195 4.87 3.46 1.20 0.60 1.61 
196 27.43 12.70 21.02 3.98 1.03 
199 1.86 3.47 3.56 11.19 8.36 
200 0.26 1.83 0.99 5.37 8.48 
201 23.00 59.72 15.90 6.12 26.84 
202 4.30 6.05 12.64 2.85 11.59 
205 183.45 323.80 150.90 115.53 217.65 
212 17.93 12.82 35.33 1.69 13.15 
218 1.03 2.88 10.06 1.16 7.40 
219 0.96 2.46 9.17 2.78 6.32 
220 7.81 92.09 47.69 17.47 21.96 
224 15.02 32.24 9.17 12.48 8.31 
226 0.64 0.83 2.99 4.45 3.06 
227 29.24 100.13 55.04 24.56 127.31 
228 30.58 0.57 32.99 5.74 8.24 
230 4.57 88.03 19.16 3.41 2.09 
233 2.12 1.84 0.60 2.49 3.15 
234 4.74 21.11 2.14 1.63 29.57 
239 9.15 14.99 18.36 2.56 0.99 
240 8.86 20.29 11.05 6.89 50.82 
241 13.97 17.24 1.39 4.32 13.15 
244 3.32 2.02 6.78 7.04 4.76 
247 2.14 1.36 6.48 20.15 5.01 
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OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
248 50.34 14.49 19.98 20.54 64.18 
249 1.87 2.05 1.85 4.30 2.39 
251 92.31 102.85 83.05 35.25 92.76 
252 10.65 7.79 24.83 4.70 3.36 
253 9.98 15.96 5.64 14.86 9.00 
255 129.64 139.84 32.88 84.36 84.02 
256 156.89 163.47 152.75 50.69 164.52 
262 11.84 6.45 8.47 8.88 4.76 
266 9.07 82.26 53.36 9.53 57.08 
267 0.36 30.28 1.86 1.21 3.19 
268 215.31 272.35 162.60 119.40 166.46 
272 17.04 29.59 20.78 2.03 20.67 
274 1.97 1.73 22.28 10.58 6.36 
275 0.11 6.67 10.00 15.12 4.62 
279 15.08 34.11 26.28 3.51 14.33 
280 6.62 21.98 6.80 5.42 3.03 
282 35.51 24.83 42.59 3.24 18.01 
283 9.30 17.19 1.66 3.83 9.55 
284 14.92 33.25 24.10 9.44 23.12 
285 32.11 2.93 34.76 26.99 41.99 
287 74.18 47.57 70.82 56.29 3.70 
288 12.40 59.87 46.42 1.59 38.70 
290 65.59 128.53 83.71 37.53 50.57 
291 27.44 18.91 2.18 46.33 1.19 
293 14.58 7.37 1.45 6.06 3.58 
295 3.03 0.23 2.47 1.82 7.54 
296 57.34 100.80 89.99 51.62 37.68 
298 1.39 17.64 15.35 9.10 6.00 
305 11.79 5.59 26.81 22.14 17.40 
309 49.87 67.98 26.72 26.68 28.74 
311 7.24 3.31 12.60 18.72 6.05 
313 18.31 27.69 6.27 9.38 1.50 
314 26.42 17.34 5.75 21.50 1.96 
315 4.01 0.93 5.56 20.18 10.46 
317 109.30 202.82 95.62 19.60 148.05 
318 1.28 6.93 2.28 7.52 7.59 
319 2.42 15.38 7.20 6.06 12.37 
322 15.72 4.14 2.53 26.44 0.54 
323 3.38 15.00 29.83 3.33 35.01 
325 11.30 23.09 9.86 1.13 6.04 
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OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
326 3.58 11.12 1.94 4.87 3.21 
329 0.96 19.96 2.66 13.02 0.83 
332 18.12 2.09 5.08 36.15 12.55 
334 0.66 3.12 9.97 2.42 6.16 
336 73.10 83.67 80.40 1.25 38.13 
338 10.86 5.94 25.97 29.44 25.94 
339 1.89 1.59 1.28 2.32 8.58 
341 0.12 0.36 11.10 1.72 1.36 
342 1.28 2.44 6.44 0.65 9.35 
343 29.16 7.50 0.26 11.12 53.03 
344 3.52 2.12 3.48 0.15 3.03 
348 23.21 6.31 10.51 2.65 0.90 
351 28.60 90.70 2.38 55.55 25.63 
352 1.14 0.95 2.11 2.06 1.19 
355 2.55 11.02 5.01 2.27 12.21 
359 1.06 90.42 6.23 5.75 34.30 
363 4.83 1.04 5.19 2.21 10.42 
365 2.69 6.31 3.42 4.80 4.85 
367 27.52 17.71 11.65 6.81 5.67 
368 3.49 0.86 2.84 5.24 15.76 
371 8.80 2.93 0.47 0.70 5.89 
372 2.80 1.18 15.48 0.97 20.99 
377 4.58 1.67 9.98 3.39 9.37 
379 7.17 11.77 4.51 0.90 0.75 
386 24.13 3.15 0.17 7.16 4.69 
389 26.58 12.93 3.63 9.56 7.83 
390 4.64 18.04 0.32 7.38 0.72 
391 19.18 47.63 56.60 8.33 29.34 
393 52.74 99.47 17.24 16.96 17.43 
395 48.63 10.43 4.70 5.67 19.96 
396 56.40 29.59 32.11 25.32 6.97 
401 3.20 11.18 29.36 0.20 2.65 
402 2.96 3.54 4.30 0.25 6.54 
405 2.71 7.33 11.47 10.35 30.86 
406 13.99 7.87 3.75 28.70 6.57 
407 8.58 15.27 15.69 6.87 6.23 
408 5.22 0.83 1.92 12.32 6.43 
409 11.03 9.40 3.88 46.11 25.83 
411 5.90 7.35 19.65 12.60 22.90 
413 130.52 111.12 143.33 47.95 41.56 
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OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
414 5.89 0.29 27.71 19.66 4.12 
415 31.92 18.19 2.15 13.35 0.96 
418 29.90 4.91 20.53 0.88 23.30 
419 0.28 5.30 5.56 0.76 6.97 
423 4.87 20.15 0.88 37.37 0.64 
424 53.59 7.25 14.24 7.99 56.33 
425 17.93 25.78 55.33 13.01 15.50 
426 4.38 13.92 8.73 5.33 0.87 
429 27.92 12.16 12.94 3.58 6.86 
436 0.82 1.69 0.01 4.30 2.23 
437 8.10 0.12 0.87 1.83 6.92 
438 1.13 6.01 3.78 4.97 2.15 
441 31.16 39.87 12.65 11.51 16.39 
443 0.54 9.64 16.25 5.35 12.90 
447 1.55 2.01 6.09 4.28 17.18 
450 10.23 11.27 5.16 27.12 4.32 
453 10.64 13.46 5.76 2.74 0.64 
454 5.26 7.58 2.08 4.54 11.18 
455 66.01 61.94 93.58 30.26 65.64 
456 199.21 182.61 115.74 50.06 155.01 
459 2.74 1.11 5.70 0.19 0.68 
460 5.41 24.74 0.29 3.02 11.38 
461 7.96 40.43 5.53 13.04 9.76 
462 18.06 28.87 9.57 10.93 0.17 
465 12.41 22.37 0.82 0.39 5.07 
466 10.43 2.76 0.10 14.40 0.36 
469 1.98 0.95 11.90 4.30 0.07 
470 16.17 16.80 46.40 20.66 24.27 
471 29.10 110.93 35.29 21.24 87.16 
472 15.99 5.11 3.68 1.75 13.23 
474 61.61 19.16 7.59 22.00 33.84 
475 23.51 1.07 16.14 9.93 26.19 
477 2.46 2.65 10.51 1.72 1.07 
478 0.71 2.38 3.16 4.82 0.24 
481 2.73 1.30 0.37 3.16 2.86 
484 4.01 0.75 0.79 6.11 0.79 
486 1.06 33.87 1.28 53.02 27.06 
488 3.37 0.78 3.19 21.19 4.01 
489 5.32 12.24 18.28 11.38 7.60 
493 2.21 3.96 0.26 5.70 6.93 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
498 6.88 4.48 3.15 17.31 4.35 
505 21.12 0.74 8.57 9.57 19.78 
506 3.85 1.03 1.48 3.04 10.29 
510 4.37 7.77 1.83 0.44 4.34 
517 32.11 8.39 0.76 16.13 8.22 
518 2.64 6.48 6.78 3.33 2.18 
520 5.41 25.26 2.49 2.82 18.68 
522 2.99 17.01 1.52 5.67 1.06 
523 10.69 4.77 6.86 0.47 4.95 
524 1.54 0.04 1.19 0.51 9.36 
526 1.89 25.18 3.16 0.27 4.34 
527 0.17 7.78 23.97 3.09 1.51 
529 24.98 85.67 44.66 1.48 5.43 
532 28.86 22.62 26.75 31.30 3.30 
534 49.15 86.57 104.77 13.18 103.94 
539 8.87 21.90 3.46 15.19 7.73 
540 1.97 6.57 9.20 12.84 0.71 
541 2.54 4.65 3.71 41.70 0.86 
545 99.39 101.35 76.42 10.94 24.03 
546 5.74 3.87 2.68 0.28 0.78 
548 2.38 0.70 0.09 1.84 9.85 
550 2.48 3.38 15.38 2.48 4.80 
551 7.27 3.31 10.17 18.60 2.43 
553 3.16 2.46 1.78 1.06 0.80 
554 2.23 1.55 3.47 0.86 0.32 
556 15.59 4.32 2.71 13.50 0.74 
558 3.49 7.06 0.21 3.65 15.85 
562 30.86 84.01 41.32 49.86 86.98 
564 2.99 1.76 9.19 26.25 1.52 
567 7.63 4.53 2.43 7.83 10.79 
570 26.48 7.00 13.39 30.36 4.58 
571 47.66 76.19 70.35 5.04 126.54 
572 2.66 4.76 6.51 5.64 3.90 
573 8.19 105.65 59.60 10.13 90.36 
575 28.19 2.44 33.40 42.87 54.86 
577 86.52 177.31 127.55 84.17 165.86 
580 9.98 13.54 26.71 4.88 10.16 
581 17.59 37.52 13.39 16.94 0.23 
590 2.05 2.58 4.64 0.63 1.23 
591 2.33 24.80 14.52 4.27 18.14 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
595 4.85 9.37 5.20 2.50 4.02 
596 14.94 71.22 72.75 12.14 24.98 
600 99.96 73.99 96.92 18.34 50.95 
601 22.90 14.12 5.17 33.13 1.75 
602 1.47 2.22 10.75 0.01 4.84 
603 20.66 2.00 5.73 0.48 4.61 
604 17.40 7.79 12.52 0.30 32.80 
607 21.46 44.37 16.47 21.01 29.13 
610 16.06 1.47 39.35 9.22 42.86 
612 63.62 54.49 2.92 46.71 44.30 
613 1.59 6.98 6.92 1.05 1.89 
614 5.26 9.06 3.80 2.37 35.41 
617 17.45 5.17 22.14 10.88 9.31 
619 67.70 77.47 56.72 46.49 14.95 
621 8.54 1.08 2.81 25.46 2.37 
627 1.60 10.34 42.19 1.62 13.10 
630 0.93 7.20 2.92 8.61 14.32 
638 7.14 3.28 3.03 7.01 0.67 
640 2.04 46.88 3.19 13.34 19.22 
641 11.02 1.40 4.78 3.35 0.89 
644 13.78 0.48 8.21 4.74 11.80 
648 2.10 2.47 4.62 3.03 6.80 
651 1.96 10.36 8.46 4.96 4.40 
653 3.28 8.20 9.32 4.89 1.92 
655 9.75 29.32 29.20 14.72 12.90 
657 40.25 27.55 15.17 2.13 10.90 
658 3.88 21.23 14.29 2.21 0.09 
660 47.99 108.24 11.59 7.58 11.91 
663 11.43 2.52 4.00 6.26 8.94 
666 1.78 0.30 0.10 5.02 11.20 
670 71.73 83.52 191.45 84.11 102.77 
671 40.55 88.36 91.51 24.38 40.35 
672 54.76 96.40 85.94 108.41 95.79 
673 14.13 14.11 21.90 11.63 15.28 
674 3.90 0.98 11.61 13.27 1.10 
676 82.22 78.80 119.81 52.31 47.65 
678 2.54 6.00 6.97 0.48 3.65 
679 0.49 1.86 3.82 4.99 2.63 
680 41.61 77.02 39.64 29.26 10.26 
681 11.69 2.99 21.42 0.68 2.07 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
682 0.33 5.17 1.66 16.02 37.51 
686 4.24 1.28 2.19 7.06 1.65 
690 0.71 7.08 1.41 5.71 2.22 
692 31.00 64.59 42.25 33.23 33.34 
701 5.32 4.26 1.54 46.69 27.36 
702 88.53 86.61 16.38 25.53 44.41 
703 21.18 4.53 4.60 24.00 2.54 
705 20.58 23.66 10.20 40.50 9.56 
707 32.17 28.81 81.69 31.83 19.19 
709 43.58 36.66 12.92 3.24 0.44 
710 30.83 13.89 23.49 4.14 26.60 
711 3.36 81.93 49.62 3.37 0.93 
712 8.75 5.20 24.06 3.14 12.36 
721 3.58 5.48 1.89 8.53 8.40 
722 15.76 1.76 0.86 3.32 1.70 
723 0.01 6.63 1.41 1.62 1.10 
724 10.19 26.98 12.55 15.02 3.29 
728 1.07 24.60 10.24 19.32 6.20 
730 54.54 40.15 7.13 45.49 73.53 
732 72.38 132.59 145.77 78.03 109.33 
735 118.85 106.80 109.64 31.31 83.62 
736 3.78 11.76 2.71 0.38 1.22 
739 39.23 2.10 4.90 4.99 17.90 
748 3.47 16.77 9.77 8.04 13.16 
749 10.86 7.59 19.83 9.86 10.10 
750 1.00 1.69 8.16 4.37 1.81 
751 63.66 139.42 93.81 35.88 84.48 
754 1.68 4.60 7.70 10.06 4.26 
755 7.55 7.56 4.08 22.52 26.57 
757 1.39 8.17 37.92 6.71 21.02 
761 1.79 4.38 8.79 12.52 5.49 
762 2.38 1.31 13.74 6.63 21.86 
763 8.54 18.48 16.71 6.52 2.57 
765 3.97 6.86 14.03 2.56 0.91 
769 33.53 50.15 3.11 19.21 5.45 
770 8.22 20.07 8.51 9.94 2.58 
771 47.86 68.68 15.69 1.03 52.65 
772 2.38 3.56 5.00 9.86 4.19 
777 2.79 5.70 7.06 4.49 4.23 
780 7.24 14.02 6.23 14.95 12.13 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
782 5.66 2.31 1.14 0.35 3.16 
786 39.09 168.32 90.99 62.92 92.44 
790 4.33 9.95 3.66 0.05 3.10 
793 82.79 132.83 64.83 49.56 51.39 
796 15.57 7.71 13.56 2.33 8.85 
797 10.33 12.70 2.62 15.36 4.82 
798 11.55 0.66 3.41 19.42 15.67 
801 10.35 32.52 8.75 24.12 30.35 
802 20.32 5.67 1.14 30.86 13.45 
805 5.16 7.78 0.35 6.09 11.63 
806 3.46 0.67 7.77 22.35 5.03 
807 0.97 4.47 0.05 16.22 6.85 
808 2.10 8.07 3.78 0.24 29.26 
809 4.27 9.33 9.19 1.05 3.05 
810 74.46 48.19 21.73 6.76 38.88 
811 5.91 49.09 16.09 17.40 56.88 
812 6.38 39.89 5.01 9.95 2.67 
813 1.26 5.09 7.18 0.42 5.32 
815 7.53 4.16 5.98 6.88 6.03 
816 97.50 149.99 56.45 58.42 71.46 
817 78.50 82.07 11.70 45.86 9.84 
821 44.84 68.95 7.14 18.85 7.70 
822 14.17 6.54 10.09 15.57 1.43 
823 13.60 1.21 27.06 13.06 4.28 
826 2.90 1.53 4.86 2.94 2.10 
827 1.50 4.23 5.26 25.23 9.34 
831 2.95 2.71 10.05 1.04 0.82 
832 39.42 44.24 81.84 16.21 2.05 
833 14.42 52.43 16.26 15.70 13.33 
835 5.24 2.35 0.32 1.18 2.65 
837 0.42 0.96 3.46 16.05 6.97 
842 26.69 36.80 3.02 4.94 1.07 
844 9.80 8.69 23.03 10.33 1.76 
845 9.14 0.64 0.08 17.12 10.45 
846 87.74 161.68 37.63 11.72 66.09 
848 12.70 0.21 2.21 7.05 5.66 
849 13.05 5.60 29.05 1.45 10.51 
850 79.13 61.79 50.93 26.84 114.01 
855 19.85 0.94 1.76 2.64 7.90 
856 5.12 3.78 2.06 12.38 21.77 
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PAR 
OD Time slice 1 Time slice 2 Time slice 3 Time slice 4 Time slice 5 
857 1.72 0.60 1.47 5.56 0.28 
863 19.65 8.45 13.13 3.87 12.65 
865 8.72 5.24 9.83 7.35 1.01 
866 61.62 8.67 7.02 36.41 21.21 
868 1.66 0.49 3.49 2.52 1.21 
869 13.39 6.16 2.67 5.41 9.69 
870 0.82 1.53 1.69 1.14 3.31 
873 4.11 1.15 0.11 24.94 0.53 
875 138.97 98.61 63.08 48.98 22.83 
876 26.55 5.06 0.28 5.84 12.18 
877 72.86 104.69 29.92 12.50 38.04 
Figura A.2: Matriz ajustada 
 
El número de viajes total de la matriz es de 61416 viajes. 
Por cada time slice tenemos: 
• Time slice 1:  12247 viajes. 
 
• Time slice 2:  15593 viajes. 
 
• Time slice 3:  11957 viajes. 
 
• Time slice 4:  9404 viajes. 
 
• Time slice 5:  12215 viajes. 
 
 
A.3 Resultados obtenidos 
 
Antes de obtener la matriz ajustada presentada en el apartado anterior fueron necesarios 
varios ensayos de prueba-error.  
En un primer momento todos los experimentos se realizaron con la red de prueba 
(Figura 5.7) mediante los cuales se determinaron los valores más adecuados para 
calcular los parámetros %	y # (c = 0.19; gamma = 0.101; alpha = 0.602; A = 75;          
a = 0.15; Figura 5.8). 
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A continuación, con la red Eixample, el problema aumentaba al incluir la consideración 
de cuántas iteraciones y aproximaciones del gradiente serían necesarias para obtener 
una solución aceptable sin eternizar el tiempo de computación. 
 
Como se ha comentado anteriormente, en cada iteración podemos calcular el error entre 
la matriz con la que la iniciamos y la que obtenemos actualizada al final de la misma. 
Usamos para ello el indicador RMSE (Root mean square error). También podemos 
observar el efecto de la restricción de generación, es decir, la diferencia de viajes que 
tiene la matriz antes y después de aplicarle dicha restricción.  
Otro aspecto llamativo de los experimentos realizados es el número de celdas de la 
matriz que caen a valores negativos debido al proceso de perturbación o a la 
actualización (Pl  P = #?̅(P/, Eq. 3.4) que se realiza al final del procedimiento. 
Tal y como se comentó en la sección 5.3 de este trabajo, hay que evitar que las celdas 
tengan valores negativos, debiéndose sustituir en estos casos por ceros. Por causa de 
estos dos aspectos del procedimiento y de que muchos valores en las celdas de la matriz 
de partida son de valor muy pequeño, nos encontramos con muchas situaciones en las 
que los pares OD tienen en algún time slice un número de viajes nulo (posiblemente 
negativo antes de aplicarle la condición de no negatividad). A lo largo de los diferentes 
experimentos realizados, se ha ido contabilizando también el número de pares OD que 
no tienen ningún time slice a cero. Se observa que cuanto menor es el RMSE obtenido, 
mayor es el número de pares OD que no tienen ningún cero en sus time slices. 
En la figura A.3 se recogen algunos de los experimentos llevados a cabo. Se indica el 
número de iteraciones (k), el número de aproximaciones del gradiente (m), el número de 
viajes que tiene la matriz obtenida al final de la iteración, el número de viajes de la 
matriz al inicio de la iteración, el número de viajes que tiene la matriz antes de aplicarle 
la restricción de generación, el RMSE entre la matriz inicial y la actualizada y el 
número de pares OD que tienen todos sus time slices con valores diferentes de cero. 
 
k m Viajes final 
Viajes 
inicio 
Viajes pre 
restricción RMSE Pares OD 
10 5 60789 60865 67254 5.2581 205 
25 5 60983 60803 63071 2.9151 250 
50 5 60695 60695 61931 2.1619 330 
10 10 61683 61991 63161 2.1569 410 
75 10 61416 61186 61854 1.4475 418 
130 10 60862 61263 61890 1.6529 442 
50 15 61249 61171 63192 2.9708 323 
 
Figura A.3: Experimentos realizados 
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Vemos que en términos de error los mejores resultados se obtienen para 75 iteraciones y 
10 aproximaciones del gradiente.  
Elevando el número de iteraciones a 130 no se obtiene una significativa mejora, por lo 
que es absurdo emplear tanto tiempo computacional si la solución no varía 
sustancialmente de la obtenida con 55 iteraciones menos.  
Igualmente ocurre si aumentamos el número de aproximaciones del gradiente a 15, 
aunque reduzcamos el número de iteraciones a 50, el resultado obtenido no es mejor y 
se realizan exactamente el mismo número de simulaciones (750). 
Como curiosidad destacar el caso en el que k=50 y m=5. Casualmente obtenemos una 
matriz de inicio y final con exactamente el mismo número de viajes, aunque el error 
entre las matrices existe ya que los viajes no se distribuyen de igual forma entre ellas. 
Por último, otro detalle merece ser destacado. Al inicio de los experimentos se podía 
pensar que un aumento en el número de iteraciones repercutiría indudablemente en una 
bajada del RMSE obtenido. Casos como el de k=130 con un RMSE mayor que con 
k=75 delatan que esto no es así. El RMSE va rebotando de forma similar al algoritmo 
SPSA presentado en el capítulo 2 de este trabajo. Y progresivamente su valor va 
decreciendo y se va estabilizando hasta converger en torno a un error similar. 
En la figura A.4 podemos observar como varía el RMSE entre la matriz inicial del 
intervalo y la actualizada al final del mismo a lo largo de 75 iteraciones: 
 
 
Figura A.4: Variación del RMSE a lo largo de 75 iteraciones 
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Finalmente la matriz OD ajustada se ha utilizado para realizar una asignación DUE 
complementaria. Las Figuras A.5 y A.6 presentan las medidas de la convergencia de la 
asignación DUE en términos de la función Gap Relativo (RGap). Esta función se 
determina calculando la diferencia entre el tiempo total de viaje experimentado y el 
tiempo total de viaje que se habría experimentado si todos los vehículos hubieran 
presentado un tiempo de viaje igual al tiempo correspondiente al camino mínimo actual 
(para cada intervalo de tiempo). 
Un gap relativo con valor cero indica una asignación de flujo en equilibrio dinámico de 
usuario perfecta. Obviamente se trata de un objetivo difícil de alcanzar para cualquier 
asignación dinámica de tráfico. 
 
      Figura A.5 Evolución de la función Rgap para la asignación DUE con Aimsun Meso 
 
        Figura A.6 Evolución del Error relativo para la asignación DUE con Aimsun Meso 
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Las Figuras A7, A.8 y A.9 ilustran algunos de los resultados obtenidos tales como el 
flujo y velocidad en los arcos o los caminos entre un par OD. 
 
Figura A.7 Estimación de intensidades de tráfico en el escenario del Eixample por el 
modelo Aimsun Meso 
 
Figura A.8 Mapa de velocidades generado por el modelo dinámico Aimsun Meso 
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Figura A.9 Ejemplos de caminos entre pares OD calculados mediante el modelo 
Aimsun Meso 
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