Abstract-In this paper we present algorithms that enable precise trajectory control of NIMS3D, an underconstrained, three-dimensional cabled robot intended for use in actuated sensing. We begin by offering a brief system overview and then describe methods to determine the range of operation of the robot. Next, a discrete-time model of the system is presented. Thereafter, we present an online algorithm for modeling motor behavior. The majority of the paper is dedicated to describing three feedback control laws used to enable accurate trajectory tracking for both linear and non-linear motion profiles. We present experimental results that highlight the strengths and weaknesses of these mechanisms and conclude by offering a series of future plans for NIMS3D.
I. INTRODUCTION
Cable driven robots consist of computer driven actuators that enable controlled release of cables. These cables, in turn, may support a wide range of end-effector systems. The actuators can be stationary or mobile, and are positioned in the extremities of the robot transect. The range of the endeffector is limited to the volume or plane defined by these actuators, although, in general, stability concerns further limit the range of operation.
Cabled robots can be classified as fully constrained or underconstrained. For a robot to be fully constrained in n dimensions, it is necessary that the end-effector be controlled by at least n+1 cables, although this is not a sufficient condition. For underconstrained systems, gravity is often considered an additional cable. Such configurations are better suited for many applications, as they minimize the possibility of interference between cables and obstacles in the transect.
Cabled robots can be further classified as point-mass or wrench robots. Point-mass robots are those in which all cables meet at a single point, from which the node is suspended. Due to this configuration, end-effectors suspended from point-mass systems are unable to exert torques, or wrenching forces. On the other hand, wrench robots are those in which the support cables attach to the end-effector in different locations, enabling the end-effector to exert torques [1] .
The authors of [2] describe several advantages of cabled robots, including: 1) Remote location of motors and controls 2) Rapid deployability 3) Potentially large workspaces 4) High load capacity 5) Reliability Due to these characteristics, cabled robots are ideal for many tasks, such as handling of hazardous materials and disaster search and rescue efforts [3] . Additionally, several cabled robotic systems such as the SkyCam [4] and Cablecam [5] have found success in the fields of sports and entertainment.
Another field that has benefited from the use of cabled robots is that of environmental sensing. With the advent of low power portable sensor platforms, environmental science and biology research communities have become a substantial client base for in-field sensor deployments [6] . Historically, the majority of these deployments have relied on static sensors positioned within the environment [6] . This method of sensing has yielded many important results, but shortcomings related to its static nature advocate the use of actuated sensors. Cabled robots are ideal for actuated sensing applications because the peripheral location of actuators and infrastructure minimizes the disturbance affected by the robot on the phenomena of interest. For example, the use of a cabled system in water sampling can dramatically reduce the turbulence caused by other aquatic robotic platforms such as boats.
Previous generations of Networked Infomechanical Systems (NIMS) [7] , [8] have utilized cable infrastructurebased actuation to provide sensor nodes with mobility. These systems, however, have been constrained to planar or linear transects. In addition, no effort has been made to enable trajectory tracking in these systems. To remove the constraints imposed by linear or planar transects, we created NIMS3D -a novel, rapidly deployable, underconstrained three-dimensional point-mass cable robot [9] . The intended purpose of NIMS3D is to maneuver a generic sensor node throughout its span. The system has been shown to enable accurate positioning within its range of operation, and a variety of sensors have been deployed indoors. For example, the results of a multiscale topographical mapping experiment are shown in Figure 1 , and the results of a light intensity mapping experiment are shown in Figure 2 . In the former, an artificial topography consisting of rectilinear and circular objects was created and mapped using a downward facing rangefinder. In the latter, a rectilinear light pattern was projected and mapped using a light intensity sensor. Moreover, a NIMS3D prototype was used in [10] to develop a multiscale sensing technique for environmental applications.
The use of autonomously guided cabled robots for many of the above mentioned applications imposes a requirement that control algorithms be capable of accurately tracking designated trajectories. While there exists work in the design and control of fully constrained cable robots [11] , [12] , prior art in trajectory control of underconstrained cable robots is somewhat limited. The authors of [13] employ inverse dynamics and feedforward and feedback control methods to provide trajectory control of an incompletely constrained wrench-type cable robot with mobile actuators. Control is achieved through a PD controller and a precompensator. The authors of [14] provide simulation and experimental results of two closed-loop asymptotic control mechanisms based on Lyapunov design techniques and feedback linearization respectively.
The focus of this paper is the discrete-time model of the NIMS3D system and the control mechanisms developed for autonomous motion control and trajectory tracking. In this model, dynamic effects are abstracted away in favor of a much simpler kinematical model. The goals of these The remainder of this paper is organized as follows: In Section II, we provide a system overview. In Section III, the control loop is described in more detail and three discretetime control algorithms are presented. In Section IV, we present experimental results, and in Section V, we conclude and propose directions for future work.
II. SYSTEM OVERVIEW
In [9] , we introduced a novel cabled robot -NIMS3D. Figure 3 shows a schematic diagram of NIMS3D. The system is comprised of three components: 1. the infrastructure, consisting of poles and pulleys; 2. a generic node platform, on which a variety of sensors can be mounted; 3. the motor control box, which controls the spooling of the suspension cables. The cables, which are non-elastic, low-mass, high tensile strength fishing line, all originate from a single motorcontrol box and connect to the node platform via pulleys. By virtue of this common origin, all cables, controllers, motors and power requirements are isolated to a single area of the deployment site. This allows for easy access to all wired components and enables flexibility in deployment configurations. Figure 4 shows a typical outdoor deployment.
While the reader is referred to [9] for a detailed hardware implementation of NIMS3D, one aspect of its design is particularly pertinent to the control algorithms presented in this paper: Precise encoder-enabled control of cable length. Traditionally, motor position can be controlled by mounting an encoder on the motor output shaft and employing feedback to ensure correct positioning. However, the critical issue in this system is not controlling motor position but rather cable length. Because reeling cable in and out changes the spooling radius, the relationship between motor position and line release is nonlinear and becomes very difficult to predict. The solution developed for this system is to mount optical encoders on idler wheels that can rotate freely as the line passes over them. Since the diameter of the idler wheels is constant, the amount of released cable is directly proportional to the number of encoder ticks and is thereby more readily controllable.
A. Range of Operation
A cabled robot's effective range of operation within the deployed space varies based on its design and intended use. The authors of [15] derive expressions for the boundaries of the Force-Feasible Workspace (FFW). The FFW is the region of operation in which an underconstrained cabled robot can operate given a set of forces the end-effector must be able to exert. The set of forces is generally taken to be a spherical set of forces with some radius R. Because NIMS3D is intended only to carry a payload and not exert forces on external objects, the notion of FFW is somewhat inappropriate. In addition, the FFW approach considers only static nodes, ignoring the effect of node acceleration on cable tensions. Instead, NIMS3D features a tension-based method of determining its range of operation. This method makes use of the notion that the tensions of all cables must remain between some lower and upper limit. The necessity of an upper limit is clear in that excessive tension will cause motors to stall or cables to snap. A lower limit is necessary due to encoder drift at low cable tension.
In order to derive expressions for cable tension, we begin by introducing the Jacobian B used to linearize the NIMS3D system:
where X = x y z is the node position and L 1,2,3 are the lengths of the three cables.
In order to calculate node position given a set of motor positions and cable lengths, it is necessary to compute the points of intersection of the three spheres centered at the cable origins with radii equal to the cable lengths. The kinematics for a four cable robot, which are easily extensible to the three cable case, are formulated in [16] . These formulations are also used to evaluate the Jacobian of the system by numerically computing the partial derivatives of x, y, and z with respect to L 1 , L 2 , and L 3 .
In order to determine cable tension at a given position, we begin as follows:
where m is node mass, a is node acceleration, T i is the tension in the i th cable, and V = v 1 v 2 v 3 is the set of velocities at which the motors are releasing or reeling the cable. This yields:
In addition, we have:
where C and S indicate cos and sin, and θ n and ψ n represent the radial and vertical angles from the n th motor to the node respectively. Combining Equations 3 and 4 yields:
where Λ is the 3 × 3 trigonometric matrix from Equation 4.
In the current NIMS3D prototype, motor accelerations are small as compared to g and the B ∂ ∂t V term is ignored in determining the range of operation. However, in the case where accelerations are substantial as compared to g, the dynamics term must be considered.
The boundary of the region of operation for a typical deployment is shown in Figure 5 . The upper boundary of the region of operation is defined by the upper tension limit, and the lateral boundaries are defined by the lower tension limit. In order to determine whether a desired trajectory is feasible, a representative set of points along the trajectory is checked for validity. Because only points along the trajectory are checked for validity, it is critical that the node follow the desired trajectory accurately.
B. Discrete Time Model
In our model of NIMS3D, node dynamics are ignored, as is consistent with the point-mass approximation, and the following kinematical representation is adopted:
where X(n) is node position at step n, B( X(n)) is the Jacobian evaluated at X(n), V (n) is the motor velocity vector, and T S is the period of the discrete system. The removal of dynamic considerations in this model is valid as long as all tensions in Equation 5 are positive, indicating that all cables are tight. Thus, as long as appropriate trajectories are used, the purely kinematical representation holds. 1) Estimate current cable lengths based on previous cable lengths and motor velocities. 2) Solve for the expected position X(n) expected corresponding to the estimated cable lengths. 3) Linearize the system about X(n) expected . 4) Use an appropriate controller to select V (n+1) desired . 5) Transmit V (n + 1) desired to the motors, which, as a form of handshaking, return their current encoder counts. In Section III-A, the motor model used to estimate cable lengths in step 1 is presented and in Section III-B, three control methods used in step 4 are presented.
A. Motor Modeling
Ideally, all three motors would instantly transition from V (n) to V (n + 1) desired . However, this would require an impractical zero delay and corresponding infinite acceleration. There are delays associated with RS232 communication and decoding by the motor control systems. Additionally, the motors accelerate with a finite acceleration. Therefore, in step 1 of the algorithm above, the first order estimate that the motors release cable at exactly the desired rate is unrealistic.
In order to enable more accurate estimation of the current cable lengths, the actual velocity at which a motor releases cable during an iteration,v(n), is modeled as follows:
That is, the actual velocity of cable release during an iteration is a function of the desired velocity and the actual velocity during the previous iteration. These two factors are weighted by α 1,2 respectively. The task now becomes to determine these weightings. An online training algorithm has been created to this end by which the following matrices are populated for each motor: 
The problem of finding the least squares optimal weightings A = [α 1 α 2 ] then becomes:
The solution to (8) is well known and is given by:
Once the system has been in operation sufficiently long to populate these matrices, the estimate of cable length is made based on the current optimal weighting factors α 1,2 .V andΨ are continuously updated in a sliding window manner such that only the N most recent values are considered in determining α 1,2 . Thus, the weighting factors are sensitive to changes in the system and adjust accordingly within a period of N iterations. Table I shows average errors in cable length estimation during a typical run for the case where A = [1 0] and for the least squares optimal weightings. The optimal case reduces error by approximately 18 percent.
B. Control Algorithms
The most critical step in the control loop is step 4, in which an appropriate feedback gain matrix is calculated. To this end, three algorithms have been developed. The first, shown in [17] to be stable for fully controllable systems, is computationally inexpensive but is restricted to following linear trajectories. The second is provided by the solution to the classical steady state Riccati equation (SSRE) derived in [18] . Finally, the third, and most effective trajectory control algorithm follows from a result obtained in [19] , which provides an optimal feedback control law stemming from a receding-horizon concept.
1) Simple Linear Trajectory Control (Alg.1): In [17] , the authors consider the following discrete system:
for which they prove that the control law given by
where
stabilizes the system given in (10) for any m and N such that N −m ≥ i−q+1 where q = rank[B], i = rank [A] , and R is a symmetric positive definite matrix, given appropriate controllability and observability conditions.
The discrete model of NIMS3D given by (6) has the property that A = I 3×3 , which significantly simplifies (11) and (12) . Equation ( 12) yields W = (N − m)BR −1 B and thereby the control law becomes:
This expression is evaluated with x(n) = X f − X(n), where X f is the destination, and taking N as the total number of iterations designated to the desired linear trajectory and m as the current iteration. From Equations ( 6) and ( 10) we have that u(n) = V (n)T S . The computational burden is minimal. Essentially, the feedback defined by (13) calculates the set of velocities required to move the node 1 N −m of the way along the straight line from the current position to the destination. For m ≥ N , the gain is zero, meaning that the node stops moving after N iterations have elapsed.
It should be noted that this control does not attempt to track any particular trajectory, but rather recalculates a new linear trajectory at each iteration. Thus, in the presence of disturbances and long trajectories, significant deviation from the initial straight line trajectory may occur.
2) Linear Optimal Control (Alg. 2): In [18] , the solution K ∞ of the SSRE is shown to minimize the cost function given by
where L is a positive definite symmetric matrix and R is a positive semidefinite symmetric matrix. The optimal control law is given by u * ∞ (x(n)) = −(B K ∞ B + R) −1 B K ∞ Ax(n). In NIMS3D, x(n) is taken as X(n) desired − X(n). A major drawback of this control algorithm is the computational complexity associated with solving the SSRE.
3) Receding Horizon Control (Alg. 3): In [19] , an optimal fixed endpoint fixed time control law is derived that minimizes the cost functional given by
The control law is given by:
where:
Next, matrix L = D D and R is taken to be I 3×3 . The i × i symmetric matrix P (n + 1, n + 1 + N ), where N is the number of iterations designated for a move, is calculated by backwards iteration. The resulting control is proven to be asymptotically stable given full controllability and observability [19] . Again, the computational burden of evaluating this control law is ameliorated by the fact that A is the identity matrix and that L is positive definite.
In NIMS3D, a slight adaptation is made to this control law, in that x(n) is taken to be X(n + N ) desired − X(n). Thus, the control law yields the optimal feedback gain to bring the node to the point on the trajectory corresponding to the n + N th iteration in N iterations. Selection of N is a tradeoff between stability and responsiveness in tracking trajectories. Responsiveness improves with small N , whereas stability improves with large N .
IV. RESULTS
We performed a series of trajectory control experiments on a physical NIMS3D system (Figure 4) running each of the 3 control algorithms.
A. Experiment with a piece-wise linear trajectory.
We first performed a series of experiments running each of the three control algorithms on a piece-wise linear trajectory. The trajectory traces of Algorithm 1 are shown in Figures 6-8 . We made the following observations. First, due to the simple nature of the control algorithm, there is no damping as the node approaches its destination. Consequently, there are instances in which the node overshoots its target. Because the feedback gain is zero after all the iterations designated to a move have elapsed, these overshoots are not corrected. Second, there is minimal time delay between the node and the desired trajectory, indicating that the algorithm is highly responsive. Finally, there is evidence of reduced accuracy in trajectory tracking for longer moves, especially in the z trace. This is due to the fact that this algorithm makes no effort to return to the original linear path, but instead creates a new one from its current position. Thus, in the presence of disturbances, errors may accumulate over time, resulting in drift.
Most starkly evident in the traces of Algorithm 2 (Figures 9 to 11) is the lag between the node and the trajectory. This stems from the fact that the feedback gain matrix is meant to minimize the cost functional, which is a sum from zero to infinity. Thus, responsiveness is sacrificed for asymptotic stability. This asymptotic stability is evident in that overshoots are corrected in time. These overshoots are due to the motors' finite response time and acceleration. Algorithm 3 (Figures 12 through 14) shows many desirable properties. Overshooting is reduced, and there is minimal lag, indicating good responsiveness. Error settles to zero with time because the gain matrix is never set to zero, as in Algorithm 1. Table II shows maximum and average errors in trajectory tracking for all three algorithms. It should be noted that these metrics are unduly harsh for Algorithm 2, as the large errors reported for this algorithm are not due to spatial error but rather delay between the node and the desired position. In general, this algorithm remains very close to the linear path it traverses, but lags a few seconds behind.
B. Experiments with nonlinear trajectory
In addition to the linear trajectories shown above, a more complex trajectory was used to test Algorithms 2 and 3. This consisted of a spiral that rose 1.125m while traversing circles with radius increasing constantly from 0m to .60m. Threedimensional plots of these trajectories are shown in Figures  15 and 16 . While Algorithm 2 performs decently, it is far surpassed by Algorithm 3. This is due to the lag previously observed in trajectory tracking with Algorithm 2. This is more evident in the traces of the x coordinate, as shown in Figure 17 . A time-lapse image of the node executing a spiral trajectory using Algorithm 3 is shown in Figure 18 .
V. CONCLUSION
In this paper, we have presented three control mechanisms that enable accurate trajectory control of NIMS3D, an underconstrained, three-dimensional cabled robot intended for actuated sensing applications. These control algorithms have been tested with linear and non-linear trajectories, and the experimental results have been presented. The first of these algorithms provides high rate of response to motion commands and presents minimal computational burden, although it results in occasional target trajectory overshoot. Additionally, it is unable to track non-linear trajectories and is prone to drift on lengthy trajectories. The second algorithm, wherein the gain matrix is given by the solution to the SSRE, shows reduced response rate and presents increased computational complexity, but is asymptotically stable due to its infinite horizon nature. The third algorithm, an adaptation of an optimal receding-horizon, finite time, fixed endpoint control law, provides very accurate trajectory tracking with minimal lag for both linear and non-linear motion profiles.
There are many future plans for NIMS3D. New actuation hardware components and support infrastructure will permit greater operational scale and ability to support high mass loads required for many critical environmental monitoring applications. Software systems will also permit implementation of complex trajectories that are required by many applications. Finally, in order to support a wide range of embedded control systems for NIMS3D devices, all control systems are under development in compact and platformindependent implementations.
