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Abstract 
Because compositional data have a series of complicated mathematical characteristics such as constant sum constraints, the 
usage of traditional statistical analysis methods in analyzing compositional data will usually cause difficulties. This paper 
focuses on the approach to measure the correlation of compositional data. Since the algorithm of correlation coefficient of 
common data is not adaptive to multi-variables data, and traditional canonical correlation analysis cannot be directly 
applied to compositional data, two kinds of approaches are presented which are based on logratio transformation and 
centered logratio transformation separately, combined with canonical correlation analysis, and succeeds in computing 
correlation coefficient of compositional data. 
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1. Introduction 
Compositional data is commonly used to reflect the structure of objects[1], and usually described by the pie 
chart. This type of data must satisfy the constraint that the sum of all components should be one, which is 
called “constant sum constraint”. 
In 1897 Pearson firstly discussed spurious correlation in an authoritative paper and he pointed that 
attempting to explain the relationship among those proportions which contain same parts in numerator and 
denominator is hazardous [2]. From then on, more and more scientists and statisticians realized the difficulties 
that analyzing compositional data using classical multivariable analysis would cause mistakes and some 
concepts could not be explained precisely. Until 1986 ”The Statistical Analysis of Compositional Data” written 
by Aitchison was published, which was generally acknowledged as the first theoretic work studying 
compositional data[3]. This book discussed some special difficulties about the analysis of compositional data, 
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such as high-dimension problem, covariance lacking of explanatory and so on. And it succeeded introducing a 
new statistical method which was designed for compositional data specially. For dealing with the problems in 
analyzing compositional data, Aitchison found out the logarithm of the ratio of its components which are 
characters never compressed by closure effect. The study of compositional data involves the relative quantity 
rather than absolute quantity. Thus, we analyze problems with proportions and the logarithm would simplify 
the covariance matrix. By changing compositional data into the logarithm of the ratio of its components (the 
ranges of the logarithm of ratios is the whole set of real number, not the simplex space), and applying the 
transformed data by traditional statistical techniques, a series of problems in compositional data analysis have 
been successfully solved. 
However, the analytical system of compositional data is far from perfect and many problems are still not 
solved well today such as correlation analysis. The author proposed an approach to compute correlation 
coefficient of compositional data based on logratio transformation and solved the problem successfully [4]. 
However dimensionality reduction is inevitable since logratio transformation is performed to the compositional 
data, and as a result, the interpretability will be reduced during the process of modeling. Here the meaning of 
canonical variable abstracted from the canonical correlation analysis based on the transformed data is uncertain. 
Therefore in this paper, the author proposes a new method of correlation coefficient based on centered logratio 
transformation to improve the interpretability of the model. As the case study, this paper uses the two methods 
calculating the correlation coefficient of Chinese industrial structure and employment structure, and find that 
the results of these two methods incline to equivalent despite the differences in the calculation process. 
2. Computing correlation coefficient of compositional data 
The compositional data with D  elements is defined as a vector 1X ,...,
D
Dx x R  , where it satisfies the 
two constraints:
1
=1
D
j
j
x ; 0 1,  1,jx j D .  
We can get 1 11D Dx x x  since
1
1
D
i
j
x . Denote 1d D , and therefore the rank of compositional 
data with D  dimensionalities is d .  
2.1. Method 1: Based on logratio transformation 
The author proposed a method to compute correlation coefficient of compositional data based on logratio 
transformation in 2008. The basic idea is to perform logration transformation to the components. That is, the 
compositional data with D  elements, written as 1,...,
D
DX x x R , can be transformed into data with 
1D  elements, written as 1 1,..., DX x x , according to  the following logratio transformation function 
log , 1,..., 1ii
D
x
x i D
x
                                                              (1) 
Obviously, logratio transformation has eliminated the influence of constant sum constraint of original 
compositional data, and the components of transformed data can be varied in the interval - + . 
Further we build a canonical correlation analysis model. Canonical correlation analysis aims to reflect a 
high-dimensional relationship between two sets of random variables by a few pair of abstracted canonical 
variables. Given random vector X and Y , introducing a pair of coefficient vector a and b , we construct the 
functions U a X  and V b Y . Evidently, U  is the linear combination of X and V is the linear combination 
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of Y [5,6]. The correlation between the pair of canonical variables U and V  which have unit variance is called 
the canonical correlation. 
We intend to seek a pair of coefficient vector a and b  so that the correlation between the pair of canonical 
variables is the maximum. Then seek another pair of coefficient vector among all choices that are irrelevent 
with the first pair of canonical variables, which maximize the correlation. Here exclude the part which has been 
interpreted by the first pair of canonical variables. Seek for another pair of canonical variables which can 
interpret the part that remains. Suppose ov , ,UV UVC U V rank r , then at most we can have r  pairs of 
canonical variables and r  associated canonical correlations. 
The correlation of U and V  can be written as 
1 2
1 2
1 2
12
1 2
11 22
,,
,
,
Cov a X b XCov U V
Corr U V
Var U Var V Var a X Var b X
a Cov X X b a b
a a b ba Cov X a b Cov X b
                              (2) 
Key of the problem has transferred to solve the extreme value with condition. 
Suppose 1Var U  and 1Var V  on the constraint condition, there is a pair of coefficient vector a  and 
b , which maximize the objective function 
12
11 22
,
a bCorr U V
a a b b
. 
According to  the extreme value of multivariate function we obtain 
2
12
11 22
sup
p
q
a R
b R
a b
a a b b
 . 
Here  is the eigenvalues of -1 -111 12 22 21 , and a  is the corresponding eigenvector. And is also the 
eigenvalues of -1 -122 21 11 12 , and b  is the corresponding eigenvector. Obviously, 
-1 -1
11 12 22 21 and 
-1 -1
22 21 11 12  have the same non-zero eigenvalues. 
Sort the r  eigenvalues of -1 -111 12 22 21  and 
-1 -1
22 21 11 12  in descending order, we get 1 2 ... r , and 
the corresponding eigenvectors 1 2, , , ra a a  and 1 2, , , rb b b . So we have r  pairs of canonical variables in 
order, and the corresponding canonical correlations denoted as 1 2, ,..., r . 
Suppose 1,..., pX x x and 1,..., qY y y are two sets of compositional data. We can obtain a series of 
new data without constant sum constraint by logratio transformation respectively. 
11
1 1,..., = log ,..., log pp
p p
xxX x x
x x
, 111 1,..., = log ,..., log
q
q
q q
yyY y y
y y
 
Here the dimensions of Y  are 1p  and 1q , respectively.  
The row vector and Y  compose into a row vector Z ; then the dimension of random vector Z  is 
2 1D , for p q D . 
Denote the covariance matrix of X  as  
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log , log ji xx
P P
xxCov Cov
x x
,  
and that of Y  as 
log , log ji yy
q q
yy
Cov Y Cov
y y
, 
and that between  andY  as  
, log , log ji xy yx
p q
yx
Cov Y Cov
x y
. 
Taking the expectation of the matrix Z Z  , we get covariance matrix  as follows 
 
1 1 1 1
2 2
1 1 1 1
=
xx xy
p p p q
D D
yx yy
q p q q
                                                             (3)
 
Calculate the eigenvalues and the corresponding eigenvector of -1 -1xx xy yy yx , 
-1 -1
yy yx xx xy . It can give the 
canonical variables and corresponding canonical correlations. 
2.2. Method 2: Based on centered logratio transformation 
The method 1 based on logratio transformation has eliminated the redundant dimension of the original 
compositional data. However dimensionality reduction also changed the physical meaning of the new variable, 
causing poor interpretability during canonical correlation analysis. Therefore a new method based on centered 
logratio transformation is proposed. 
The compositional data with D  elements, written as 1,...,
D
DX x x R , can be transformed into data 
with D  elements, written as 1,..., DX x x  by centered logratio transformation. The transformation function 
is given as follows: 
1
1,..., log ,..., log , 1,...,DD
x xX x x i D
g X g X
, 
where 
1
D
D
ii
g x x . 
The usage of centered logratio transformation to the analysis variable offered convenience in many fields. 
The transformation not only maintains the advantages of logratio transformation, but also has better reflection 
to component characteristics and interpretability of the model due to the vector transformed still keep the 
original dimensions and is centered in every component. 
For compositional data 1,..., pX x x and 1,..., qY y y , we also obtain two sets of new data by centered 
logratio transformation. 
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1
1
1
,..., log ,..., log ,
p
p p
p ii
xxX x x g X x
g X g X
,
1
1 1
,..., log ,..., log ,
q
q q
iq i
yyY y y g Y y
g Y g Y  
Obviously, here the transformed X Y  have kept the same dimensions with the original compositional data.  
The row vector X and Y  also compose into a row vector Z ; then the dimension of random vector Z  is 
1D , for p q D . 
The covariance matrix of X  is  
log , log ji xx
xx
Cov X Cov
g g
,  
that of Y  is  
log , log ji yy
yy
Cov Y Cov
g Y g Y
, 
and that of  andY  is 
, log , log ji xy yx
yx
Cov X Y Cov
g g Y
. 
Taking the expectation of the matrix Z Z  , we get covariance matrix  as follows
  log , log =
xx xy
p p p qji
D D
yx yy
q p q q
xx
Cov
g g
                                             (4)
 Calculate the eigenvalues and the corresponding eigenvector of 1 1xx xy yy yx  , 
1 1
yy yx xx xy . It gives the 
canonical variables and corresponding canonical correlations. 
3. Case: correlation analysis of Chinese industrial structure and employment structure 
Based on GDP and employment data of 31 Chinese provinces, municipalities and autonomous regions in 
2010, we analyze the correlation of GDP structure and employment structure, which are commonly categorized 
into primary, second and tertiary industry. 
The data preprocessed by logratio transformation and centered logratio transformation separately are listed 
in table 1. We can see the dimension of data preprocessed by centered lorgitio transformation still keeps 3, 
while the one by logratio transformation has been reduced to 2. 
Table 1.  Data of GDP and employment structure preprocessed by logratio transformation and centered logratio transformation separately 
 
prefecture 
centered logratio transformation logratio transformation 
GDP employment GDP employment 
G1 G2 G3 L1 L2 L3 g1 g2 l1 l2 
Beijing -2.5692  0.7142  1.8550  -1.3842 0.0597 1.3245 -4.4242 -1.1408 -2.7087  -1.2647  
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Tianjin -2.2831  1.2077  1.0755  -0.7165 0.3180 0.3985 -3.3586 0.1322 -1.1151  -0.0806  
Hebei -0.8153  0.6118  0.2035  0.1600 0.0071 -0.1671 -1.0188 0.4083 0.3272  0.1742  
Shanxi -1.3571  0.8924  0.4647  0.1519 -0.2196 0.0677 -1.8219 0.4277 0.0843  -0.2873  
Inner Mongolia -1.0350  0.7244  0.3106  0.4520 -0.5666 0.1146 -1.3456 0.4137 0.3375  -0.6812  
Liaoning -1.0850  0.7311  0.3539  -0.0431 -0.2205 0.2636 -1.4389 0.3772 -0.3067  -0.4841  
Jilin -0.8485  0.6095  0.2390  0.2719 -0.4065 0.1346 -1.0875 0.3705 0.1373  -0.5411  
Heilongjiang -0.8216  0.5607  0.2610  0.3454 -0.4858 0.1404 -1.0826 0.2997 0.2050  -0.6261  
Shanghai -2.8339  1.2628  1.5711  -1.6526 0.6050 1.0476 -4.4050 -0.3083 -2.7002  -0.4427  
Jiangsu -1.3558  0.7967  0.5592  -0.5148 0.3710 0.1438 -1.9150 0.2375 -0.6585  0.2272  
Zhejiang -1.5126  0.8417  0.6709  -0.6422 0.4629 0.1793 -2.1835 0.1708 -0.8215  0.2837  
Anhui -0.7328  0.5813  0.1515  0.1918 -0.1147 -0.0771 -0.8844 0.4297 0.2688  -0.0376  
Fujian -1.0510  0.6508  0.4003  -0.1279 0.1203 0.0076 -1.4513 0.2505 -0.1355  0.1127  
Jiangxi -0.7968  0.6465  0.1503  0.1253 -0.1118 -0.0135 -0.9471 0.4962 0.1388  -0.0982  
Shandong -1.0514  0.7220  0.3294  0.0625 -0.0231 -0.0393 -1.3808 0.3926 0.1018  0.0162  
Henan -0.7031  0.6990  0.0041  0.3261 -0.1099 -0.2162 -0.7072 0.6949 0.5424  0.1064  
Hubei -0.7760  0.5123  0.2637  -0.1073 -0.1212 0.2285 -1.0397 0.2487 -0.3358  -0.3498  
Hunan -0.7191  0.4310  0.2881  0.3869 -0.3898 0.0029 -1.0072 0.1429 0.3840  -0.3927  
Guangdong -1.4999  0.8026  0.6973  -0.2453 0.0626 0.1827 -2.1972 0.1054 -0.4280  -0.1201  
Guangxi -0.5649  0.4252  0.1396  0.5546 -0.3760 -0.1787 -0.7045 0.2856 0.7333  -0.1973  
Hainan -0.2102  -0.1507  0.3609  0.5629 -0.8591 0.2962 -0.5710 -0.5115 0.2668  -1.1553  
Chongqing -1.0995  0.7561  0.3433  -0.0015 -0.1314 0.1329 -1.4428 0.4128 -0.1344  -0.2642  
Sichuan -0.7152  0.5395  0.1757  0.2830 -0.3359 0.0529 -0.8910 0.3638 0.2300  -0.3889  
Guizhou -0.7675  0.2886  0.4789  0.5616 -0.8695 0.3079 -1.2464 -0.1904 0.2536  -1.1775  
Yunnan -0.6770  0.3929  0.2841  0.7542 -0.7202 -0.0340 -0.9610 0.1089 0.7883  -0.6862  
Tibet -0.7541  0.1183  0.6359  0.6544 -0.9140 0.2596 -1.3900 -0.5176 0.3947  -1.1737  
Shaanxi -1.0050  0.6979  0.3072  0.3013 -0.2609 -0.0404 -1.3122 0.3907 0.3418  -0.2205  
Gansu -0.7154  0.4859  0.2295  0.5438 -0.6748 0.1310 -0.9448 0.2564 0.4128  -0.8058  
Qinghai -0.9855  0.7211  0.2644  0.2623 -0.3568 0.0945 -1.2499 0.4567 0.1678  -0.4513  
Ningxia -1.0462  0.6049  0.4412  0.1795 -0.2183 0.0387 -1.4874 0.1637 0.1408  -0.2570  
Xinjiang -0.4583  0.4210  0.0373  0.5592 -0.7329 0.1737 -0.4956 0.3837 0.3855  -0.9066  
 
According to the method 2 introduced in Section 2, we calculate GG , LL , GL and  based on centered 
logratio transformed data. The 3 eigenvalues of 1 1GG GL LL LG and 
1 1
LL LG GG GL in ordered are 1 0.8955 , 
2 0.5689 , 3 0.0000 separately. So we obtain corresponding pairs of canonical variables and 
corresponding canonical correlations which are 1 = 0.9463 , 2 = 0.7542 , Where the eigenvector 
corresponding to the eigenvalue zero is 0.5774 0.5774 0.5774 0.5774j , in other words, j is a 
eigenvector corresponding to zero. 
Then according to the method 1, we calculate GG , LL , GL and  based on  logratio transformed data. The 
2 eigenvalues of 1 1GG GL LL LG and 
1 1
LL LG GG GL in ordered are 1 20.8955, 0.5689 . So we also get 
corresponding pairs of canonical variables and canonical correlation coefficients in ordered is 1 = 0.9463 , 
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2 = 0.7542 . 
From the results of the two methods, we find an interesting phenomenon that the results incline to the same 
though the calculation processes are different. The phenomenon infers that there probably exists some internal 
linkage between these two methods. We’ll try to explain it in the future work and perform more mathematical 
deduction to compare these two methods. In fact, we have already obtained some preliminary conclusions and 
the specific details are in progress. However, it does not affect the solution of correlation on composition data 
by these methods.  
Though these two methods, we take the first canonical correlation coefficient to measure the correlation of 
industrial structure and employment structure that is 0.9463, which means the industrial structure is high 
positive correlation with the employment structure.  
4. Conclusion and future work 
Compositional data is widely used in many aspects of social life. With development of the research, more 
and more difficulties in the theoretical analysis and application of compositional data have been exposed. 
Researchers have developed a series of analytical techniques to analyse compositional data; but these methods 
and theories are still not complete till now. This paper discussed the problem how to measure the correlation of 
compositional data. Two approaches are proposed which are based on logratio transformation and centered 
logratio transformation separately, combined with canonical correlation analysis. The methods succeed in 
solving the problem of computing correlation coefficient of compositional data, and are able to be executed on 
Matlab. The application of Chinese economy has verified the feasibility and validity of the proposed methods. 
In this paper, two ways are employed into calculating correlation coefficient of compositional data, yet we 
get the same results. We speculate that it has some relationship between the two methods. In the future work, 
we’ll research this problem in depth and try to explain it. On the other hand, these two different kinds of 
methods proposed in the paper are both based on canonical correlation analysis that is a classical method, 
which have been tested effective through many practices and suit for most common data. But when observed 
object comes to large scale data, it may cause some difficulty since the current algorithm is on the basis of 
inverse matrix. Therefore, further studies on the correlation coefficient on large scale compositional data are 
necessary. 
Acknowledgements 
This research was supported by National Natural Science Foundation of China (No.71101146, No. 
71241014) and the President Fund of GUCAS.  
References 
[1] Ferrers N M. A n Elementary Treatise on Trilinear Coordinates. 1866, London: Macmillan. 
[2] Pearson K. M athematical contributions to the theory of evolution: On a form of spurious correlation which may arise when indices are 
used in the measurement of o rgans. Proceedings of the Royal Society, 1897, 60: 489-498.  
[3] Aitchison, J., The statistical analysis of compositional data. 1986: Chapman & Hall, Ltd. 
[4] Long, Wen, Huiwen Wang. Computing Correlation Coeff ic ien t of Compos itional Data. Mathematics in practice and theory, 2009, 
38(24): 152-157. 
[5] Johnson, R.A. and D.W. Wichern, Applied multivariate statistical analysis. 1992, 4: Prentice hall Englewood Cliffs, NJ. 
[6] Zhang, Yaoting, Kaitai Fang, Introduction of multivariate statistical analysis. 1982, Beijing: Science Press. 
[7] Peng, Y., Kou, G., Shi, Y., and Chen, Z., “A Descriptive Framework for the Field of Data Mining and Knowledge Discovery” , 
International Journal of Information Technology & Decision Making, 2008, 7(4): 639-682. 
