Abstract. We study a twisted Euler-Poincaré pairing for graded affine Hecke algebras, and give a precise connection to the twisted elliptic pairing of Weyl groups defined by Ciubotaru-He [12] . The Ext-groups for an interesting class of parabolically induced modules are also studied in a connection with the twisted Euler-Poincaré pairing. We also study a certain space of graded Hecke algebra modules which equips with the twisted Euler-Poincaré pairing as an inner product.
Introduction
This paper studies a twisted Euler-Poincaré pairing on the space of virtual representations for the graded affine Hecke algebra. This twisted pairing is motivated from the twisted elliptic pairing of Weyl group recently developed by Ciubotaru-He [12] , and we give a precise relations between these two pairings. In the same spirit as the Euler-Poincaré pairing of p-adic groups by Schneider-Stuhler [31] and others, an appropriate subspace of the virtual representations for the graded Hecke algebra is equipped with the twisted EulerPoincaré pairing as an inner product. We shall discuss those twisted elliptic spaces defined by the twisted Euler-Poincaré pairing (based on several previous work by others [10] , [11] , [12] , [25] and [30] ).
In more detail, let (R, V, R ∨ , V ∨ ) be a root data of a crystallographic type (Section 2.1) and let W be the finite reflection group acting on R. Let ∆ be the set of simple roots. Let δ be an involution on the root system with δ(∆) = ∆. Then δ induces an involution on W which is still denoted by δ. A recent paper of Ciubotaru-He [12] defined the δ-twisted elliptic pairings on the representations U and U ′ of W ⋊ δ as:
where tr is the trace of w acting on U or U ′ . This twisted elliptic pairing is closely related to the Lusztig-Shoji algorithm. When δ = Id, the pairing coincides with the one defined by Reeder [25] . Suggested by Arthur [2] and verified by Reeder [25] , a precise relation between the Euler-Poincaré pairing for p-adic groups and an elliptic pairing of Weyl groups was established. The goal of this paper is to study an analogue of the Euler-Poincaré pairing relating to the δ-twisted elliptic pairing considered by Ciubotaru-He. Our work is done in the level of graded affine Hecke algebra, which was introduced by Lusztig in [24] for the study of representations of p-adic groups and Iwahori-Hecke algebras.
Let H be the graded affine Hecke algebra associated to a crystallographic root system (R, V, R ∨ , V ∨ ) and a parameter function k (Definition 2.1). The action of δ can be extended to the Weyl group, and then extended to H. For H ⋊ δ -modules X and Y , we define the δ-twisted Euler-Poincaré pairing on X and Y (regarded as H-modules):
where Ext-groups are taken in the category of H-modules. Here δ * is a natural map induced from the action of δ on X and Y . Our first main result is the following: where Res W is the restriction to the W -representation.
Theorem 1.1 for δ = Id was established by Reeder [25] for equal parameter cases, and was independently proved by Opdam-Solleveld [28] for arbitrary parameters (in different settings). Nevertheless, our approach in proving Theorem 1.1 is independent from their work, and is self-contained. We remark our proof of Theorem 1.1 also holds for noncrystallographic cases, and the consequences for those cases will be considered elsewhere. Our study begins with the construction of an explicit projective resolution on H-modules. The idea of the construction came from the standard Koszul resolution. A remarkable point is that taking the Hom-functor on the resolution, the Hom-spaces between H-modules are turned into Hom-spaces between Weyl group representations via Frobenious reciprocity, which is also essential in the proof of Theorem 1.1. When δ = Id, the pairing defines an inner product on a subspace of the H-representation ring. This space has been known and studied in [25] and [28] . Our focus of the remaining discussion will be on the case that δ is the automorphism θ arising from the longest element in the Weyl group (see (2.2) ). Similar to the case for θ = Id, an appropriate subspace of the representation ring of H is equipped with EP θ H as an inner product. We call such space to be θ-twisted elliptic as an analogue to the case in p-adic groups considered by SchneiderStuhler [31] . Such θ-twisted elliptic space can also be regarded as the elliptic representaion space of H ⋊ θ . We shall describe those θ-twisted elliptic space in the next paragraph.
Let N sol be the set of nilpotent elements which have a solvable centralizer in the related Lie algebra to the root system. This set naturally arises from the study of the spin representations of Weyl groups as well as the Dirac cohomology for the graded affine Hecke algebra ( [12] , [4] , [8] , [10] ). In particular, the work of Ciubotaru-He [12] implies that in the case of equal parameters, the θ-twisted elliptic representation space of H is spanned by tempered modules which correspond to a nilpotent element in N sol under the Kazhdan-Lusztig parametrization (Theorem 6.4). For the simplicity later, we shall call those tempered modules to be solvable.
Those solvable tempered modules can be divided into three classes. The first ones are those (ordinary) elliptic tempered modules (in the sense of Reeder [25] ). The second ones are those irreducible non-elliptic tempered modules which are not properly parabolically induced. This happens for the type D n for n odd and n ≥ 9 (see Remark 6.7). The third ones are certain irreducible, tempered and parabolically induced modules. It turns out that those irreducible tempered module in the third class can be characterized by a simple condition on the parabolic subalgebra which it is induced from. Those classes of modules are called rigid modules in Definition 5.1 and Proposition 6.6. A deeper reasoning for such condition indeed comes from the Plancherel measure and R-groups (in the sense of Opdam [26] and [16] respectively). The study related to those harmonic analysis interpretations on solvable tempered modules will be carried out elsewhere [9] (also see Remark 6.8).
Our second part of the paper is to study the Ext-groups on the rigid modules in Definition 5.1. (See Remark 5.2 for more comments on the terminology.) As mentioned above, rigid modules provide most examples of solvable tempered modules which are not elliptic. In other words, they lie in the radical of the (ordinary) Euler-Poincaré pairing, but not in the radical of the twisted Euler-Poincaré pairing. Then it is natural to ask how those rigid modules behave differently under the two pairings via a study of the Ext-groups and the θ * -action.
Another main result in this paper is Theorem 1.2 below. Theorem 1.2. (Theorem 5.15) Let H be the graded affine Hecke algebra associated to a crystallographic root system and a parameter function k (Definition 2.1). Let X be a rigid of discrete series of H (Definition 5.1). Then
for some fixed r (which is described precisely in Theorem 5.15). Furthermore θ * acts on
by the multiplication of a scalar of (−1) i .
We remark that our computation of Ext-groups in Theorem 1.2 essentially uses the Extgroups for discrete series from the work of Delorme-Opdam [15] and Opdam-Solleveld [28] . Apart from the deep analytic result from [15] and [28] , the main tool of our computation is the projective resolution developed in Section 3 with some careful analysis on the structure of rigid modules. It is possible to apply our techniques to other tempered modules, but results obtained by current approach is more complete for those rigid modules.
The approach used in this paper to study Ext-groups differs from the one used by AdlerPrasad [1] for p-adic groups and the one by Opdam-Solleveld [30] for affine Hecke algebras, and so we hope our study provides another perspective on the extensions of representations. Our approach should also be applicable for the study of the graded Hecke algebra of a noncrystallographic type and other similar algebraic structure such as the degenerate affine Hecke-Clifford algebra.
We briefly outline the organization of this paper. Section 2 is to define and review several important objects such as the map θ, graded affine Hecke algebras and tempered modules.
In Section 3, we construct an explicit projective resolution of an H-module, which is the main tool in this paper. In Section 4, we define the twisted Euler-Poincar'e pairing and prove Theorem 1.1. Section 5 is devoted to compute the θ * action on some Ext-groups of certain modules. Section 6 is to study and describe the twisted elliptic space in terms of the Kazhdan-Lusztig model.
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Preliminaries
2.1. Root systems and basic notations. Let R be a reduced root system of a crystallographic type. Let ∆ be a fixed choice of simple roots in R. Then ∆ determines the set of positive roots R + . Let W be the finite reflection group of R. Let V ′ 0 be the real space spanned by ∆ and let V 0 be a real vector space containing V ′ 0 as a subspace. For any α ∈ ∆, let s α be the simple reflection in W associated to α (i.e. α ∈ V 0 is in the −1-eigenspace of
By extending the scalars, let V = C⊗ R V 0 and let
to be a root datum. For any subset J of ∆, define V J to be the complex subspace of V spanned by simple roots in J. Let R J = V J ∩ R. Let R 2.2. Graded affine Hecke algebras. Let k : ∆ → R be a parameter function such that k(α) = k(α ′ ) if α and α ′ are in the same W -orbit. We shall simply write k α for k(α).
Definition 2.1. [24, Section 4] The graded affine Hecke algebra H = H W associated to a root data (R, V, R ∨ , V ∨ ) and a parameter function k is an associative algebra with an unit over C generated by the symbols {t w : w ∈ W } and {f w : w ∈ V } satisfying the following relations:
For simplicity, we shall simply write v for f v from now on.
(3) the generators satisfy the following relation:
Define H J to be the subalgebra of H generated by all v ∈ V and t w (w ∈ W J ). We also define H J to be the subalgebra of H generated by all v ∈ V J and t w (w ∈ W J ). Here V J and W J is defined in Section 2.1. Note that H J decomposes as
Note that H J is the graded affine Hecke algebra associated to the root data (R, V 0 , R ∨ , V ∨ 0 ) and H J is the graded affine Hecke algebra associated to the root data (R,
Notation 2.3. According to (1) and (2) For v ∈ V , we define the following element in H:
This element is used in [4] for the study of the Dirac cohomology for graded affine Hecke algebras.
Lemma 2.4. For any w ∈ W and v ∈ V , t w v = w(v)t w .
Proof. It suffices to show for the case that w is a simple reflection s β ∈ W . Definition 2.6. Let Z(H) be the center of H. The central character of an irreducible H-module X is the map χ : Z(H) → C such that χ(z) is the scalar that z acts on X.
According to Proposition 2.5, the central character χ can be parametrized by the W -
where v is a representative of the W -orbit [v] and z(v) is regarded as the value of the polynomial z evaluated at v.
2.4. * -operation and * -Hermitian modules. We first define an anti-involutive * -operation which naturally comes from the p-adic groups as follow:
Here h denotes the complex conjugation on h.
Definition 2.7. Let X be an H-module. A function f : X → C is said to be conjugate-
for all λ ∈ C and x 1 , x 2 ∈ X. The * -Hermitian dual of X, denoted X * , is the space of all the conjugate-linear functions f : X → C equipped with the H-action given by
It is straightforward to verify that the above H-action is well-defined. An H-module X is said to be * -Hermitian if X is isomorphic to its Hermitian dual, or equivalently there exists a non-degenerate Hermitian form on X such that h.x 1 , x 2 = x 1 , h * .x 2 for all h ∈ H and
We say that X is * -unitary if there exists a non-degenerate and positive-definite Hermitian form on X such that h.x 1 , x 2 = x 1 , h * .x 2 for all h ∈ H and x 1 , x 2 ∈ X.
2.5. θ-action. Let θ be an involution on H characterized by θ(v) = −w 0 (v) for any v ∈ V , and θ(t w ) = t w0ww
where w 0 acts on v as the reflection representation of W .
Proof. This follows from a straightforward computation. Definition 2.9. For an H-module X, define X θ to be the H-module such that X θ is isomorphic to X as vector spaces and the H-action is determined by:
where π X and π X θ are the maps defining the action of H on X and X θ respectively.
there exists a non-zero x ∈ X such that (v − γ(v)) k x = 0 for all v ∈ V and for some positive integer k. We call such x to be the generalized weight vector of γ.
Proposition 2.11. Let X be an irreducible H-module with a real central character. Assume that X satisfy one of the following conditions:
(1) the central character of X is non-zero, (2) the parameter function k is identically equal to zero,
Then X θ is the Hermitian dual of X.
Proof. We sketch the proof. Let x γ be a generalized weight vector of X of a weight γ ∈ V ∨ .
Then for sufficiently large k and v ∈ V 0 , Remark 2.12. We believe that Proposition 2.11 is true for all the H-modules with a real central character (without assuming any one of the three conditions in the propsoition). An evidence is that the Hermitian dual of X and X θ have the same S(V ) and C[W ] module structure. However, the author does not succeed to find a simple proof. For the purpose of this paper, modules satisfying any one of the three conditions suffice.
Corollary 2.13. Let X be an irreducible H-module with a real central character. Assume X satisfies any one of the three conditions in Proposition 2.11. Then X is a * -Hermitian H-module if and only if X and X θ are isomorphic.
2.6.
Tempered modules and discrete series. Tempered modules and discrete series will be studied in Section 5 and 6. They provide the main examples of H-modules X with the property X θ = X.
Definition 2.14. Recall that H is associated to the root data (R, V, R ∨ , V ∨ ). An H-module X is said to be tempered if for any weight γ ∈ V ∨ of X, Re ω α , γ ≤ 0 for any fundamental weight ω α in V . Here Re(a) denotes the real part of a complex number. An H-module is said to be a discrete series if X is tempered and all the inequalities in the definition of tempered modules are strict. Notation 2.16. Let Ξ be the set of triples (J, U, ν) such that J ⊂ ∆, U is a H J -discrete series, and ν ∈ V ∨ J . For any (J, U, ν) ∈ Ξ, denote X(J, U, ν) to be the parabolically induced module Ind
When ν = 0, we shall simply write X(J, U ) instead of X(J, U, 0). We indeed consider ν = 0 most of time in this paper. We call X(J, U ) to have a real central character (c.f. Theorem 2.15).
Proof. This is [5, Corollary 1.4]. Since U is an irreducible H J -discrete series, Theorem 2.15 implies that there exists a non-degenerate * -Hermitian form , J on U . Define a projection map pr : H → H J as follow: for h ∈ H, h can be uniquely written as the form w∈W J t w h w , where h w ∈ H J . Then pr is defined as pr(h) = h e , where e corresponds to the trivial coset in W/W J . Define the non-degenerate form , on X(J, U ) as
It remains to verify , satisfies the desired properties.
We shall use the following result later:
Suppose X(J, U ) satisfy one of the three conditions in Proposition 2.11. Then X(J, U ) is isomorphic to X(J, U ) θ as H-modules.
Proof. By Proposition 2.17, X(J, U ) is the direct sum of irreducible * -Hermitian modules.
Then the statement is a consequence of Proposition 2.17 and Corollary 2.13.
2.7.
Ext H -groups. The following result about Ext H -groups will be used several times later.
Here Ext H -groups are taken in the category of H-modules. Proof. See for example [6, Theorem I. 4.1], whose proof can be modified to our setting.
A Koszul type resolution on H-modules
We keep using the notation in Section 2.
3.1. Koszul-type resolution on H-modules. Let X be an H-module. Define a sequence of H-module maps d i as follows: Proof. We proceed by an induction on i. It is easy to see that d 0 is well-defined. We now assume i ≥ 1. To show d i is independent of the choice of a representative in
For simplicity, set
To show equation (3.6) , it is equivalent to show P w = P w . Regard C[W ] as a natural subalgebra of H. By using the fact that t w v − w(v)t w ∈ C[W ] for w ∈ W , P w − P w is an element of the form 1 ⊗ u for some u ∈ X ⊗ ∧ i V . Thus it suffices to show that u = 0. To this end, by the induction hypothesis, d i−1 is well-defined and then a direct computation (from the original expressions of P w and P w ) shows that d i−1 (P w − P w ) = 0 and hence
The statement now follows from the fact that the union of
forms a linearly independent set. Here x r1,...,r k ∈ X and e 1 , . . . , e n is a fixed basis of V . Verifying d 2 = 0 is straightforward.
(1) For any H-module X, the complex (3.3) forms a projective resolution for X.
Proof. For (1), from Proposition 3.1, we only have to show the exactness. This can be proven by an argument which imposes a grading on H and uses a long exact sequence (see for example [20, Section 5.3.8 
]).
We now prove (2) . By (1), the homological dimension of H is less than or equal to dim V . We now show the homological dimension attains the upper bound. Let γ ∈ V ∨ be a regular element and let v γ be a vector with weight γ ∈ V ∨ . Define X = Ind H S(V ) Cv γ . By Frobenius reciprocity and using γ is regular, Ext
This shows the homological dimension has to be dim V .
3.2.
Alternate form of the Koszul-type resolution. In this section, we give another form of the differential map d i , which involves the terms v (defined in (2.1)). There are some advantages for computations in later sections.
We consider the maps
follows:
We show that this definition coincides with the one in the previous subsection:
Proof. Recall that for v i ∈ V ,
With the expression above, some standard computations can verify
3.3. Euler-Poincaré pairing. We define the Euler-Poincaré pairing as:
where the Ext groups are defined in the category of H-modules. This pairing can be realized as an inner product on a certain elliptic space for H-modules analogue to the one in p-adic reductive groups in the sense of Schneider-Stuhler [31] . The elliptic pairing ,
Proposition 3.4. For any finite-dimensional H-modules X and Y ,
In particular, the Euler-Poincare pairing depends only on the W -module structure of X and Y .
Proof.
The last equality follows from tr ∧ i V (w) = det(1 − w) and the definition.
Twisted Euler-Poincaré pairing
Recall that θ is defined in Section 2.5. For any H ⋊ θ -module X, denote Res W X to be the restriction of X to a C[W ]-algebra module (Definition 2.1 (1)). The notion Res W ⋊ θ is similarly defined.
θ-twisted
Then by the Frobenius reciprocity, the differential map also in-
Define θ * to be the linear automorphism on
Here θ-actions on Res W X and Res W Y are just the natural actions from the θ-actions on X and Y (as H ⋊ θ -modules), and furthermore the θ-action on v i comes from the action of θ on the corresponding Dynkin diagram.
We can then define the θ-twisted Euler-Poincaré pairing EP θ H as follows:
Here we also regard X and Y to be H-modules equipped with the θ-action.
We remark that this definition also makes sense for θ to be any automorphism of H. However, when we prove Theorem 4.11 later, we essentially require θ to arise from w 0 in (2.2).
4.2. θ-twisted elliptic pairing on Weyl groups. We review the θ-twisted elliptic representation theory of Weyl groups in [12] . (1) If w ∈ W is not a θ-elliptic element, then w is θ-conjugate to an element in W J for some J ∈ J θ .
(2) Let J ∈ J θ . If w ∈ W J , then there exists a non-zero γ ∈ V such that wθ(γ) = γ.
Proof. We first prove (1). Suppose w is not θ-elliptic element. Then there exists γ ∈ V such that wθ(γ) = γ. We may choose w 1 ∈ W such that w 1 (γ) lies in the fundamental chamber. Let γ ′ = w 1 (γ). Then the stabilizer for γ ′ is W J for some J ⊂ ∆. Since γ ′ is in the fundamental chamber, θ(γ ′ ) is also in the fundamental chamber. The fact that For w with w(γ ′ ) = γ ′ , we also have θ(w)(γ
and so J ∈ J θ as desired.
For (2), choose γ ∈ V ⊥ J . Then θ(γ) = γ and so wθ(γ) = γ for any γ ∈ W J .
Definition 4.5.
[12] For any W ⋊ θ -representation U and U ′ , the θ-twisted elliptic pairing on U and U ′ is defined as:
where U + and U − (resp. U ′+ and U ′− ) are the +1 and −1-eigenspaces of w 0 θ of U (resp. U ′ ), and U + − U − and U ′+ − U ′− are regarded as virtual representations of W .
Let R(W ⋊ θ ) be the virtual representation ring of W ⋊ θ . Since θ is an inner automorphism on W , Res W U is an irreducible W -representation for any irreducible W ⋊ θ representation U . Then there exists a unique W ⋊ θ representation denoted U such that U and U are isomorphic as W -representation but non-isomorphic as W ⋊ θ -representation. Let R ′ be the space spanned by U ⊕ U for all U ∈ Irr(W ⋊ θ ). Let
Note that R W is isomorphic to R(W ) as vector spaces, but there is no canonical isomorphism between them. Note that R ′ is in the radical of , Proof. This follows from the following:
Here , W and , WJ denotes the standard inner form on W -representations and W Jrepresentations respectively.
Proposition 4.7.
(1) The radical of ,
(2) The dimension of the quotient space R W /rad ,
is equal to the number of elliptic θ-twisted conjugacy classes.
Proof. We first prove (1). The proof follows the one in [25 
θ . Then χ U (wθ) vanishes for all w that is not θ-twisted conjugate to an element in W J . Then by Lemma 4.4 (2), J∈L θ Ind
We now prove the converse direction. We pick a virtual representation U ∈ rad , 
4.3.
Relation between two twisted elliptic pairings. Notation 4.8. Let X be an H ⋊ θ -module. Define X ± to be the ±1 eigenspaces of the action of θt w0 on X respectively. It is easy to see X ± are invariant under the action of t w for w ∈ W (see Lemma 4.9 below). We shall regard X ± as W -representations or W ⋊ θ -representations. Moreover, since θt w0 is diagonalizable, we also have X = X + ⊕ X − .
Lemma 4.9. Let X be an H ⋊ θ -module. Then
(1) follows from θt w0 t w = t w t w0 θ. 
and Hom Proof. The first assertion follows from Lemma 4.9 and Proposition 3.3. For the second assertion, we pick ψ ∈ Hom
The forth equality follows from w 0 θ(v) = −v, t w0 θ.x = x, and the last equality follows from im ψ ∈ Y + . Other cases are similar.
With Hom ± i defined in Lemma 4.10, we also define that
, and similarly,
.
Note that by the projective resolution in (3.3),
Theorem 4.11. For any finite-dimensional H ⋊ θ -modules X and Y with θ defined as in (2.2),
In particular, the θ-twisted elliptic pairing EP θ H depends on the W -module structures of X and Y only.
(by (4.11) and Lemma 4.10)
The third last equality follows from the fact that i tr ∧ i V (w) = det V (1 + w) and w 0 θ = −Id V . 
Proof. Note that
Then by using a Koszul type resolution as in (3.3), one could see that 
Now the statement follows from Theorem 4.11 and Proposition 3.4. S, one may refer to [4] , [8] or [13] . The only property we will use in this paper is the following:
where n = 1 when dim V is even and n = 2 when dim V is odd. For an H ⋊ θ -module X, we define θ-twisted Dirac index as:
as a virtual W -representation. The terminology of the θ-twisted Dirac index comes from the form of the Dirac index defined by Ciubotaru-Trapa [13] and Ciubotaru-He [12] .
where n = 1 if dim V is even and n = 2 if dim V is odd. Here , W is the standard inner product on W -representations.
Proof. The proof is similar to the one in [13, Proposition 3.1] .
5. θ * -action on Ext-groups of rigid modules 5.1. Ext-groups of rigid modules. Recall that tempered modules are defined in Definition 2.14. The notion for a parabolically induced module is given in Notation 2.16. The rigid modules are parabolically induced and tempered modules with a special kind of induced data described in the following definition.
Definition 5.1. Let J rig be the collection of subsets J of ∆ such that
Let Ξ rig be the collection of (J, U, ν) ∈ Ξ such that J ∈ J rig . An H-module X is said to be a rigid module if X = X(J, U ) for some (J, U, 0) ∈ Ξ rig . In particular, a rigid module is a tempered and parabolically induced module.
Remark 5.2. We give two remarks on our definition of rigid modules:
(1) The term "rigid" refers to the special choice of J in the induction datum for a rigid module. Such induction datum provides nice structures such as discussed Lemma 5.6 and Lemma 5.7 below for computing the Ext-groups and θ * -action without introducing more tools. (2) The essential algebraic structure we need in our later computations is descried in Lemma 5.6. The way we formulate the definition is easier to connect to the tempered modules in Section 6. As mentioned in the introduction, rigid modules provide examples of solvable tempered modules, which will be discussed in the Section 6.
Remark 5.3. For the case θ = Id V (i.e. non-simply laced types, E 7 , E 8 and D n (n even)), w 0 w J (J) = J for any J and hence only ∆ can satisfy (5.12). For the case that θ = Id V (i.e A n , D n (n odd) and E 6 ), J ⊂ ∆ satisfies (5.12) in Definition 5.1 if and only if J = ∆ or J is in one of the following case:
(1) in type A n and if we identify subsets of ∆ (up to conjugation in W ) with partitions of n, J corresponds to a partition of distinct parts, or equivalently J is of type A m1 × . . . A m k with all m i mutually distinct and m 1 + . . . + m k = n − k or n − k + 1; (2) D n (n odd) and J is of type A n−1 ; (3) E 6 and J is of type D 5 or A 4 × A 1 .
From the classification, it is easy to see that all rigid modules satisfy (1) in the three conditions of Proposition 2.11. Proof. This is an easy case-by-case checking with the use of Remark 5.3.
To analyze the structure of rigid modules, we need the following result in [5] about weight spaces: Proposition 5.5.
[5] Let (J, U, ν) ∈ Ξ and X = X(J, U, ν). Then the weights of the H-module X are
where W J is the set of minimal representative in the coset W/W J . Moreover, the multiplicity of a weight in X coincides with the number of times of the weight appearing in the set (5.13).
Proof. We sketch the proof here. Recall that Ind
J and u ∈ U spans the space Ind H HJ U . Then we set F i = span t w ⊗ u : w ∈ W J and l(w) ≤ i and u ∈ U .
Then the graded space Gr(X) := ⊕ i∈Z F i /F i−1 have the same weight spaces as X. This proves the proposition. We now show that U 1 = U . According to Proposition 5.5, for any weight γ of
, where a α ∨ < 0, w ∈ W J and α ∨ runs for all the simple coroots in Form Lemma 5.6, we see that the computation of Ext-groups for a rigid module X(J, U ) can be reduced to compute the Ext-groups Ext i HJ (U, U ). The study for the Ext-groups among discrete series is out of scope from our development. We need the following result from Opdam-Solleveld for Proposition 5.11 later:
Theorem 5.8. [28, Theorem 3.8] Let U and U ′ be discrete series of H J . Then
Proof. Apply the result [28, Theorem 3.8] for affine Hecke algebras. The result can be interpreted in the level of the graded affine Hecke algebra by using Lusztig's reduction theorem [24] (See the discussions in [32, Section 6]).
Example 5.9. We consider the Steinberg module St of H, which is a one dimensional space Cx with H-action defined by:
where ρ is the half sum of all the positive coroots in R ∨ . Then Res W St = sgn, the sign representation of W . By the projective resolution in Corollary 3.2 and notations in Section 4.1,
Recall that the map d * is determined by the H-module structure of St. It is well-known
are irreducible and mutually non-isomorphic W -representations. Hence In order to reduce the amount of notation below, for H-module X, X ′ , we simply write
. Similar notation is also used for Hom functor for W J -representations.
Notation 5.10. Let J ⊂ ∆ and let U and U ′ be W J -representations. In Proposition 5.11 below, we frequently regard the spaces
and
respectively. In Lemma 5.14,
where
Proof. Let X = X(J, U ) and X ′ = X(J, U ′ ). By Lemma 5.6 and Frobenius reciprocity,
For notational convenience, we shall simply write U for Res WJ (U ) below, which should not cause confusion.
We now apply the projective resolution in ( .7) and (4.8) . Note that we could decompose the space 
are regarded as subspaces of
and by abuse of notation, d * i,U are the maps restricted to the subspaces. Then the Ext-groups can be expressed as
By Theorem 5.8, we obtain the statement.
θ *
-action on Ext-groups of rigid modules. This subsection is devoted to compute the θ-action on Ext-groups of rigid modules.
Let (J, U, 0) ∈ Ξ rig . Define an H θ(J) -module U θ such that U θ is identified with U as vector spaces and the H θ(J) -module structure is determined by: for u ∈ U ,
Lemma 5.12. Let (J, U, 0) ∈ Ξ rig . Then X(θ(J), U θ ) and X(J, U ) are isomorphic.
Proof. Set X = X(J, U ). By Corollary 2.13 and Proposition 2.17, X θ and X are isomorphic.
This implies Hom H θ(J) (U θ ⊗ C 0 , X) = 0. Then the irreducibility of X in Lemma 5.7 and
Frobenius reciprocity implies the statement.
By Lemma 5.12,
• T θ defines an θ-action on on H ⊗ HJ U and gives an H ⋊ θ -structure on H ⊗ HJ U . Then we see that for any x ∈ H ⊗ HJ U , x can be uniquely written as the linear combination of
for some u w ∈ U .
Recall from Section 2.1 that for J ⊂ ∆, w t w θ(u), for u ∈ U and for w ∈ W θ(J) \ w
Proof. We define Y ′ to be the subspace of X spanned by all vectors of the form t w θ(u) for w ∈ W J and u ∈ U . Then there is a natural projection map pr : U ֒→ X → X/Y ′ . Note that any generalized weight vector of the form
Then by the definition of non-θ-induced and using similar argument as in the proof of Lemma 5.6, any generalized weight vector of X lies in Y ′ does not have a weight in V J . Hence U ∩ Y ′ = 0 and by considering the dimension, the map pr is a linear isomorphism. Using the uniqueness of expression in (5.19), we have a map f from U to U such that
We shall show that f • θ J is an H J -module isomorphism.
where r = dim V − dim V J . θ * defined in (4.9) acts by the multiplication of a scalar of
Proof. The first assertion is Proposition 5.11. For the second assertion, we only have to consider U ′ = U in view of Proposition 5.11. With Lemma 5.14 (1), we rewrite
Now using Lemma 5.14 (1) and (4) The Ext-groups for arbitrary tempered modules can be computed from a simple formula in [30, Theorem 5.2] . In particular, if X = X(J, U ) for some (J, U, 0) ∈ Ξ and X is irreducible, then Ext is an irreducible parabolically induced module of H. Direct computation using Frobenius reciprocity shows
Moreover, θ * acts as an identity on Ext 0 H (X, X), acts as the diagonal matrix diag(1, −1) on Ext 1 H (X, X) and acts as −1 on Ext 2 H (X, X).
Solvable tempered modules and twisted elliptic spaces
The goal of this section is to put or recollect some results in [10] , [11] , [12] , [25] and [30] in the framework of twisted elliptic spaces.
6.1. Kazhdan-Lusztig model. In this section, let H be the graded affine Hecke algebras associated to a crystallographic root datum (R, V, R ∨ , V ∨ ) and an equal parameter function k ≡ 1. We also assume R spans V . Let g be the Lie algebra of the corresponding type. Let G be the simply-connected Lie group associated to g. According to the KazhdanLusztig parametrization, there is a one-to-one correspondence between the set of irreducible tempered modules X(e, φ) with real central characters and the G-orbits of the set
where N is the set of nilpotent elements in g, A(e) is the component group of e and A(e) 0 is the set of irreducible representation of the component group A(e) that appears in the Springer correspondence. We define N sol to be the set of nilpotent elements with a solvable centralizer in g. The interest for the set N sol can be found in [10] , [4] , [8] and [12] . We shall use the Bala-Carter symbols for the nilpotent orbits. Definition 6.1. We say an irreducible tempered module X(e, φ) (with a real central character) is solvable if e ∈ N sol . We need to use the following fact in the Kazhdan-Lusztig model [22, 6.2] (also see [25, 6 .1a]): Lemma 6.2. Let e be a nilpotent element and let L be a Levi subgroup of G containing e. Let J be the subset of ∆ associated to L and let A L (e) be the component group of e in L. Then for an A L (e)-representation φ, denote U J (e, φ) the tempered H J -module associated to the pair (e, φ) in the Kazhdan-Lusztig model. Let X J (e, φ) = U J (e, φ) ⊗ C 0 be an
AL(e) φ).
6.2. Dimension of twisted elliptic spaces. For Theorem 6.3 below, we apply the Kazhdan-Lusztig model to study the twisted elliptic spaces for non-trivial θ. Anyway, we shall use [30, Theorem 6.4] when θ is trivial and also apply some computations in [10] . Perhaps one may also apply [30, Theorem 6.4] or its line of argument to obtain Theorem 6.3 below in general. Theorem 6.3. Let H be a graded affine Hecke algebra associated to a crystallographic root system and an arbitrary parameter function k. The dimension of Ell θ H is equal to the number of θ-twisted elliptic conjugacy classes.
Proof. For θ = Id, it follows from [30, Theorem 6.4] (in more detail, one also has to apply [32, Proposition 6.4] ). For θ = Id, if k α = 0 for all α ∈ ∆., it is easy by Theorem 4.11. Thus we only consider the case that the parameter function k α = 0 for all α ∈ ∆. It is well-known that Res W X(e, φ) (for all e ∈ N and φ ∈ A(e) 0 ) spans the representation ring of W . Then the dimension of the spanning set of Res W X(e, φ) ⊗ S : e ∈ N , φ ∈ A(e) 0 is equal to the number of twisted ellitpic conjugacy classes. The last statemenet follows from a case-by-case analysis. The dimension of the spanning set follows from [10, Theorem 1.0.1]. The number of θ-twisted elliptic conjugacy classes is as follows:
A n : number of partitions of n with distinct parts, D n (n odd) : number of partitions of n with odd number of parts, E 6 : 9.
Now by Theorem 4.11 and Proposition 4.15, we obtain that dimEll θ H is equal to the number of θ-twisted elliptic conjugacy classes. , it follows from (1) and the fact that X(e, φ) (for all nilpotent element e and all φ ∈ A(e) 0 ) span the entire representation ring of W . From (1), we know that for e / ∈ N sol , X(e, φ) has a zero image in Ell θ H . Hence, the set in (3) spans the space Ell θ H . We remark that for (2), one can also prove directly by considering the central characters of those modules. In more detail, the central character of X(e, φ) is In the case of type A n , all solvable tempered modules are rigid (see the proof of Proposition 6.6 below). Thus for type A n , (1) and (3) can also be obtained by Corollary 5.17 and a simple argument using Theorem 6.3 and using (2). where m φ ′ = dim Hom A(e) (φ ′ , φ).
Proposition 6.6. Let H be of type A n , D n (n odd) and E 6 . Let X be a parabolically induced tempered module with a real central character. Then X is solvable and irreducible if and only if X is rigid.
Proof. This is a case-by-case analysis. To check which nilpotent orbits lie inside N sol , one may use the description of the centralizer of a nilpotent element in [7, Chapter 13] (also see [10] ) (one may also verify by using the combinatorial criteria given in [8, Definition 1.1]). For type A n , a nilpotent element is in N sol if and only if the Jordan canonical form of e has blocks of distinct sizes. The Bala-Carter symbols for nilpotent elements in N sol coincide with the list for type A n (Remark 5.3). Furthermore, for type A n , all X(e, φ) for any φ ∈ A(e) 0 are irreducible and hence the statement for type A n is clear.
For type E 6 , a nilpotent element is in N sol if and only if the Bala-Carter symbol for the nilpotent element is of type E 6 , E 6 (a 1 ), E 6 (a 3 ), D 5 , D 5 (a 1 ), A 4 + A 1 and D 4 (a 1 ). The only type that does not appear in the classification of rigid modules is type D 4 (a 1 ). By Lemma 5.7, we only have to verify in the case that any irreducible tempered module associated to e of type D 4 (a 1 ) is not a parabolically induced module. Note that the corresponding component group A(e) is S 3 and all representations of A(e) appear in the Springer correspondence.
Let e be of type D 4 (a 1 ) and φ ∈ A(e) 0 . Suppose X(e, φ) = Ind AL(e) φ ′ is not a single representation of S 3 . This contradicts the irreducibility of X.
Hence X(e, φ) is not parabolically induced from some discrete series. We now consider the case of D n (n odd). In this case, a nilpotent element in so(2n) is in N sol if and only if the partition of e contains only odd parts and each odd part has multiplicity at most 2. Then a similar analysis as in the case of E 6 will yield the result. In the analysis, we need the following description of the component group of (arbitrary)
