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ABSTRACT
The steam methane reforming (SMR) reaction is the primary industrial means for producing hydrogen
gas. As such, it is a critical support process for applications including petrochemical processing and
ammonia synthesis. In addition, SMR could be an important component of future energy infrastructures
as a means for producing hydrogen as an energy carrier for applications including fuel cells in
automobiles and direct combustion for electricity generation. Nickel is the preferred SMR catalyst;
however, the efficiency of SMR over nickel can be severely hindered by carbon formation, which leads to
the deactivation or even destruction of the catalyst particles. Thus, there is significant interest in catalysts
that inhibit carbon formation yet retain activity to SMR. In order to develop improved catalysts for SMR,
a thorough understanding of the processes occurring on the nickel surface is needed.
In this thesis, computational heterogeneous catalysis is applied to investigate steam methane reforming
over nickel (Ni) and silver-alloyed nickel (Ni/Ag) catalysts. Electronic structure calculations using
density functional theory (DFT) are employed to develop thermochemical landscapes describing the
relative stabilities of SMR intermediates on the catalyst surfaces. In addition, DFT calculations are used
to obtain kinetic parameters that describe elementary surface reactions taking place during SMR. A
detailed statistical thermodynamics framework is developed to allow for the calculation of enthalpies,
entropies, and free energies of the surface species at the temperatures and pressures relevant to industrial
SMR.
The data from the DFT calculations are used to build detailed ab inito microkinetic models of SMR over
the multi-faceted nickel catalyst. The resulting microkinetic models are used to provide insight into the
processes occurring on the catalyst surface through identifying the most important intermediate species
and reactions occurring on the catalyst. The effects of alloying the nickel catalyst with silver are
predicted through modeling the dissociative methane adsorption reaction on multiple facets of the Ni/Ag
surface with varying concentrations of silver. In addition, DFT calculations are used to investigate carbon
formation on the Ni and Ni/Ag catalyst surfaces, including relative stabilities of various carbon-
containing intermediates and the effects of alloying the nickel surface with silver on carbon formation.
Thesis Supervisor: William H. Green
Title: Professor of Chemical Engineering
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Chapter 1. Introduction
The roots of catalysis can be traced to the early days of civilization, when man began to engage in the
noble task of alcohol production via fermentation. Study of the then unnamed phenomenon consisted
only of limited observations of events not fully understood. Over time, additional applications of
catalysis began to emerge, such as sulfuric acid production from sulfur and humid air in the presence of
nitric acid during the Middle Ages and the later use of sulfuric acid to catalyze the conversion of alcohol
into ether in 1552.1 A principle tenet of catalysis - that the catalytic species is conserved through the
reaction - was first presented by Fulhame in 1794 when she noted that water, acting as a catalyst in
oxidation of carbon monoxide, was unaffected by the chemical reaction.2 An early example of
heterogeneous catalysis is the 1817 discovery by Humphry Davy of the reaction between oxygen and coal
gas in contact with hot platinum and palladium wires, which may have be the first clear evidence that
gases can react on a metal surface without the metal being altered chemically.3 An effort was made in the
1830s by J5ns Jacob Berzelius to collect and classify these historical observations, and gave the
phenomenon the name catalysis, from the Greek words kata, meaning "down," and lyein, meaning
"loosen". 2,3
The application of industrial catalysts grew rapidly in the early 2 0 th century following the discovery of the
Haber-Bosch process for ammonia synthesis - a technology that quickly revolutionized agriculture
through the mass production of fertilizer and set the stage for a world-wide population explosion.4 The
industrial application of catalysts has been growing steadily since that time, leading to the field of
catalysis today, which is responsible for 85-90% of the products of the chemical industry with
applications including fuels, commodity and fine chemicals, and pollution prevention.' The fundamental
understanding of catalysis grew more slowly than its application. Langmuir-Hinshelwood kinetics were
developed in the mid-1920s, providing the basis for mechanism development and kinetic analysis that
became essentially the sole source of fundamental understanding of catalysis for several decades.
Fundamental understanding of catalysis began to grow considerably with the introduction of
spectroscopy, first with infrared spectroscopy in the 1950s and followed by a range of surface science
techniques including XPS, LEED, HREELS, TEM, and by the late 20th century, STM. These techniques
allow for catalyst characterization, including structure and composition, as well as for the identification of
adsorbed structures and intermediate species on the catalyst surface. However, a shortcoming of these
techniques is that they are generally limited to low pressures and moderate temperatures, a parameter
space in which catalyzed industrial reactions are not carried out. Though techniques are being developed
that can begin to probe catalyzed reactions at industrial operating conditions such as spectroscopy by sum
frequency generation and high pressure/high temperature STM,6 there still exists a pressure gap that limits
our understanding of surface chemistry under the desired working conditions. Computational
heterogeneous catalysis emerged in the late 2 0th century as a tool that can aid in bridging this gap.
The development of quantum theoretical methods has provided a better molecular-level understanding of
the catalyst surface by allowing for the calculation of equilibrium structures, adsorption energies, and
activation energies.7 For catalyst surfaces, density functional theory (DFT) is currently the most widely-
employed method for performing the quantum chemical calculations, balancing computational accuracy
and computational expense. DFT provides a framework for calculating the ground state electron density
and total energy through the solution of many one-electron time-independent SchrOdinger equations at
reduced computational expense. However, because catalytic systems consist of many atoms, including
many-electron atoms such as transition metals, simplified models of the catalyst are employed to allow
for quantum calculations at reasonable computational expense. Despite the complexity of catalytic
systems and the simplifications made in modeling, there have been numerous examples of successful
application of computational chemistry to model heterogeneous catalysis. For example, recent
collaborative efforts combining DFT and experiments have led to a better understanding of ammonia
synthesis over ruthenium catalysts and methanol decomposition on platinum."~1 While the accuracy of
quantum chemical calculations may not yet be sufficient to consistently provide detailed quantitative
information about reaction rates, theoretical studies can provide valuable information about the adsorption
and reaction processes. Specifically, theoretical studies have proved useful for comparing systems and
establishing trends among catalysts, which is valuable in the search for new catalysts with certain desired
properties.
In this thesis, computational heterogeneous catalysis is applied to study the steam methane reforming
(SMR) reaction over nickel and nickel/silver catalysts. The SMR reaction, which is detailed in Chapter
2, involves the conversion of methane and steam to carbon monoxide and hydrogen (a product that is
often referred to as synthesis gas). It is the primary means by which hydrogen is produced and is also
important to the operation of solid-oxide fuel cells. Historically, nickel is the preferred SMR catalyst
because of its reasonably high activity and affordability relative to noble metal catalysts." However,
nickel is susceptible to deactivation via carbon formation. Concerns over carbon formation motivate
interest in new catalysts that inhibit carbon formation while retaining activity to the steam reforming
reaction. To aid in the search for improved SMR catalysts, a detailed understanding of the important
reactions and intermediates on the nickel surface is desired.
The computational methods for obtaining thermochemical properties in heterogeneous catalysis are
presented in Chapter 3. Density Functional Theory, which is the basis of all electronic structure
calculations applied in this work, and the software packages used to perform the calculations are
discussed. A discussion of the models used to simulate heterogeneous catalysis is also included. The
quantities obtained from the electronic structure calculations are at a zero-Kelvin electronic energy level.
In Chapter 3, the equations used to transform these quantities into thermodynamic properties at relevant
temperatures and pressures are developed, including a discussion of partition functions, enthalpies,
entropies, and Gibbs free energies for adsorbed species. A framework for treating weakly adsorbed,
mobile species vs. tightly-bound, localized surface species is also presented.
In Chapter 4, the partition functions developed in Chapter 3 are used to derive rate expressions and rate
coefficients for the reactions important to heterogeneous catalysis, including: molecular adsorption and
desorption, dissociative adsorption and associative desorption, unimolecular and bimolecular reactions
involving adsorbed surface species, and inter-facet diffusion of an adsorbed surface species. The process
of combining these rate expressions into a microkinetic model and integrating the model with
Continuously-Stirred Tank Reactor and Plug Flow Reactor models is also discussed.
The methods developed in Chapter 3 and Chapter 4 are applied to investigate the SMR reaction over
multiple model catalysts. In Chapter 5, an ab initio microkinetic model for steam methane reforming over
a Ni(1 11) catalyst is presented.'2  The model's predictions are compared to available Ni(1 11) single-
crystal data and the impact of the statistical thennodynamic approach developed in Chapter 3 on the
results is discussed. In addition, flux and sensitivity analysis are applied to identify the primary
reforming pathways and rate-limiting reactions on the Ni( 111) surface. In Chapter 6, the microkinetic
model presented in Chapter 5 is expanded to include the effects of the Ni(1 00) and Ni(2 11) surface facets
in addition to the Ni( 111) surface. Methods for estimating the fraction of each surface facet present on a
multi-faceted catalyst nanoparticle are applied to develop a mean-field microkinetic model of a
commercial catalyst particle. Flux and sensitivity analysis are once again applied to determine the
primary reforming pathways and rate-limiting reactions and the results are compared to previously-
published experimental data.
In Chapter 7, the steam methane reforming reaction is investigated on the silver-alloyed nickel surface.
Multiple Ni/Ag surface alloy configurations are investigated to determine the relative stabilities of the
alloyed facets. The dissociative methane adsorption reaction is studied in detail on the multi-faceted
Ni/Ag surface at various total concentrations of silver on the catalyst surface, taking into account the
information learned from the alloy stability analysis. The results of this analysis are then compared to
experimental data obtained from collaborators at the Norwegian University of Science and Technology.
In addition, the thermochemical properties of selected species on the Ni/Ag(1 11) surface alloyed at 1/4
monolayer (ML) silver coverage are presented in Chapter 7 along with the kinetics of the key reactions
identified via sensitivity analysis in previous chapters.
A computational investigation of carbon formation of Ni and Ni/Ag catalysts is presented in Chapter 8.
Equilibrated gas and a dynamic SMR conversion models are generated to describe the driving force for
carbon formation during steam methane reforming from thermodynamic arguments. The driving force for
carbon formation is shown to be a function of temperature, pressure, and gas composition. The dynamic
SMR conversion model is used to highlight the importance of understanding the competition between
carbon-carbon coupling and carbon oxidation. Also in Chapter 8, several metrics are presented to
describe the effect of alloying the nickel surface with silver on carbon formation and the competition
between carbon-carbon coupling and carbon oxidation, including carbon stability at the step, barriers to
gateway carbon formation reactions, and diffusion of key carbon-containing and oxygen-containing
species. Finally, the thermochemistry and kinetics of selected carbon-containing intermediates on the
Ni( 111) surface are presented.
The final chapter of this thesis is dedicated to recommendations for future work in areas related to the
topics discussed in the preceding chapters.
Chapter 2. The Steam Methane Reforming Reaction
2.1 Hydrogen Production through Steam Methane Reforming
The production of hydrogen has long been of interest due to its importance as a feedstock in the chemical
industry for applications such as ammonia and methanol production as well for hydro-treatment in oil
refineries.13 , 14 More recently, interest has also turned to consideration of hydrogen as a potential
energy-carner in future energy infrastructures, principally because of increasing awareness of the
environmental and health impacts of carbon dioxide emissions. 15 Hydrogen serves as an energy transport
mechanism, obtained from direct energy sources and oxidized as a carbon-free energy source at the point
of use. As such, hydrogen is recognized as a potential fuel for applications ranging from fuel cells in
automobiles to direct combustion for electricity generation.' 6- 17 The use of hydrogen for the production
of ammonia is also relevant to low-carbon energy sources as it is an important component in fertilizer
production that could be required for future biofuel markets.
Hydrogen is generally produced through either 1) reforming or gasification of fossil fuels and biomass or
2) electrolysis of water.'3 Reforming of fossil fuels is responsible for most of the hydrogen produced
worldwide."' 18 In fact, steam methane reforming (SMR) accounts for 95% of the hydrogen produced in
the United States.' 9 Steam methane reforming (Equation 1) with water-gas shift (Equation 2) proceeds
via:
catalyst
CH 4 (g) + H2 0(g) #± CO(g) + 3H2 (g) AH29s=206 kJ/mol (RI)
catalyst
CO(g) + H20(g) #i CO,(g) + H,(g) AH,9,n=-41 kJ/mol (R2)
Industrial steam methane reforming is typically carried out under temperatures ranging from 450-950 *C
in -10 m tubular reformers.14 Researchers are investigating means of in situ separation of the carbon
dioxide and hydrogen products via membrane reformers.-n One product stream is composed of carbon
dioxide and water (and trace gases), from which the water can be condensed producing a relatively pure
carbon dioxide stream. The second product stream contains either pure hydrogen or a mixture of
hydrogen, nitrogen and water, depending on the operation of the reformer and the intended use of the
hydrogen. Hydrogen membrane reformers operate under Le Chatelier's principle, increasing the
conversion of methane through the removal of hydrogen. Because the steam reforming reaction is
strongly endothermic and water-gas shift reaction is exothermic, maximum conversion in standard
reformers is achieved through the application of two reformers in series, operating at different
temperatures. However, it has been shown that a separate water-gas shift reactor may not be necessary
when a membrane reactor is employed because the removal of hydrogen through the membrane may lead
to sufficiently high CH4 and CO conversions.
When coupled with carbon sequestration techniques, hydrogen production via SMR may become an
important step in reducing global carbon dioxide emissions while meeting energy demands. Combining
steam methane reforming with value-added sequestration techniques such as enhanced gas recovery
(where the carbon dioxide gas is pumped back into gas wells to increase natural gas production) may also
contribute to the economic viability of hydrogen as a fuel.' 6  In addition to traditional hydrogen
production, the kinetics of the SMR and WGS reactions are an active area of research with regard to
internal reforming in solid oxide fuel cells.
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2.2 Steam Methane Reforming Catalysts
In general, the performance of a catalyst is measured by its activity and selectivity. While activity
pertains to the rate of turnover of all species on the surface, selectivity is related to the rate of production
of one species compared to another. For example, a potential byproduct of SMR could be formaldehyde,
a molecule that contains hydrogen and thus limits the amount of hydrogen gas produced by the reforming
reaction.2 Therefore, catalysts that exhibit high reforming activity with selectivity towards carbon
monoxide or carbon dioxide products are desired in hydrogen production applications.
Catalytic metals with reasonably high activity for SMR include nickel and noble metals such as
ruthenium, rhodium, palladium, iridium, and platinum. 28 Experiments by Kikuchi, et al. of SMR at
atmospheric pressure and 600 *C found that the activity of SMR catalysts follows the order Rh,Ru > Ni >
Ir > Pd ~ Pt.29 Subsequent experiments by Rostrup-Nielsen, et al. of SMR on MgO supports at
atmospheric pressure and 550 *C produced a similar reactivity trend of Ru, Rh > Ir > Ni > Pt, Pd.30 Qin,
et al. observed a trend of Ru > Rh > Ir > Pt > Pd for steam and CO2 methane reforming on MgO supports
at atmospheric pressure and a temperature range of 600-900 *C.31 These observed trends have recently
been supported by theoretical calculations reported by Jones, et al. where the reactivity trend Ru > Rh >
Ni > Ir > Pt ~ Pd was found.32 These calculations and experiments suggest a general trend for SMR
catalysts of Ru and Rh being the most active, Ni and Ir having intermediate activity, and Pt and Pd having
lower activity. Interestingly, recent experiments by Wei and Iglesia produce results in contradiction to
these previously observed and computed reactivity trends. Over a temperature range of 600-800 *C, Wei
and Iglesia find the reactivity trend to be Pt33 > I4' 1 > Rh 36 > Ru", Ni3 . Although it is not the most
active catalyst for SMR, nickel is the preferred industrial catalyst for steam methane reforming because of
its reasonably high activity, cost and availability.14 However, nickel is susceptible to deactivation via
carbon formation.39' 40 While noble metals such as rhodium and ruthenium do not present the carbon
deactivation concerns of nickel, they are rare and expensive metals." Thus, there is interest in developing
novel SMR catalysts that are similar in activity, cost and availability to nickel, but show increased
inhibition to carbon formation.
For a given catalyst, the absolute activity is generally proportional to the available metal surface area of
the dispersed metal. In addition, it is also known that the structure of the available surface area is an
important contributor to catalyst activity. For example, the close-packed (111) nickel surface is less
active to steam reforming than is the more open (110) surface.4 1 It has been suggested that step sites are
the main active sites in nickel-catalyzed steam reforming. Theoretical work has shown that the
intermediate reaction barriers and thermodynamics appear to favor step sites, which has been supported
39.,42by experiment. For example, steam reforming of ethane has been shown to correlate with step density
of the catalyst (measured by N2 adsorption), as shown in Figure 2-1.43' The inset shows that the
correlation between activity and catalyst surface area is much less satisfactory than the step density
correlation. The catalyst support can also play a role in activity through dispersion of the metal particles,
mitigation of catalyst sintering, alteration of the catalyst's electronic properties, and potential participation
in the surface reactions.
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Figure 2-1. Surface Structure and Catalyst Activity: Ethane Reforming over Ni/Al2 O344
2.3 Kinetics of Steam Methane Reforming over Nickel Catalysts
Early work on the kinetics of nickel-catalyzed SMR focused on the development of a macroscopic, non-
elementary rate law to describe the rate of methane consumption. Langmuir-Hinshelwood kinetics and
the concept of a rate determining step (RDS) was applied in the work of Bodrov, et al.45 The authors
assumed that the dissociation of CH4 to adsorbed CH2 and H2 gas was the RDS based on observations that
the rate of reaction showed first order dependence on the partial pressure of methane in the gas phase.
The rate law was derived for conditions near 900'C and I atm.
Later work by Khomenko, et al. also sought a non-elementary rate equation to describe SMR kinetics;
however, this work avoided discussion of a rate determining step.46 Instead, the authors applied the quasi
steady-state approximation (QSSA) in the form of the Temkin identity to eliminate some terms and an
assumed low surface coverage to eliminate others. The rate equation found in that work included
temperature dependence (with constants regressed from experimental data over a range of 450-700*C).
The following rate equation for the disappearance of methane was obtained:
k PCH4p, I_ QR2
rCH4 k - [ Equation 2-1 ]
f ( PH0 , ) 1+Kw PH 20
PHj
In this equation, QR is the reaction quotient, Kp is the equilibrium constant of the methane to carbon
monoxide steam reforming reaction, and Kw is the equilibrium constant of the water-gas shift reaction.
The function f(p02op2) is a polynomial in pH20 and pH2 that contains three temperature-dependent
constants. The rate equation was also shown to agree with the form of the results of Bodrov, et al. in the
limit of "near-irreversibility" of SMR reaction at high temperatures. However, when tested at high
pressure, the rate constant, k, in Equation 2-1 was found to be a function of pressure.
Rostrup-Nielsen introduced two-step kinetic and power law models to describe the kinetics of steam
reforming of various hydrocarbons. 44' 47 With regard to steam methane reforming, Rostrup-Nielsen
introduced the following rate expression:
k Pc=4
I PH o [ Equation 2-2]
1+±KH ) + K4, ]PH,.
This rate expression captured details of gas-phase dependence similar to the work of Khomenko, et al.,
but without the complicated functional dependence in the denominator. Rostrup-Nielsen's work in
power-law models was extended by Tottrup, et al. to describe steam reforming of n-heptane over nickel
catalyst.4 8
Subsequent work by Xu and Froment applied the Langmuir-Hinshelwood kinetic forn to describe steam
reforming and water-gas shift kinetics over Ni/MgAl 20 4. The authors applied thermodynamic criteria to
reduce the number of possible mechanisms to three - adding to the water-gas shift and reforming
reactions a third reaction where reforming produces CO 2 instead of CO. Twenty one sets of possible rate
equations describing these three reactions were subjected to model discrimination and parameter
estimation via statistical analysis using data from 280 measurements.49 For each set of rate equations, one
step was assumed to be rate-determining for each of the three reactions. The set of equations retained
from the model discrimination produced three rate equations that were found to fit the experimental data
well with the significant parameter estimates displaying thermodynamic consistency. The following
equation (a linear combination of two of the three obtained rate expressions) was developed to describe
the rate of disappearance of methane via steam reforming.
k,_ P e'PCo) kl 2 _ 
_ 
PPco,
2.s PCH4PHo- + p35 PH,O
HPH K PHK3 [ Equation 2-3 ]
(I + Kc_0 Pc0 + KH2PH2 + KCH4PCH4 + KHoPHO /PH, ) .
Although the agreement with experiment was good, Equation 2-3 cannot explain an observed decrease in
reforming rate when steam is replaced by CO2 .50 Also, the rate equation is restricted to a narrow range of
parameters: temperatures of 500-575'C, pressures of 3-15 bar, and initial molar H2 0/CH4 ratios of 3-5.
It should be noted that the experiments of Xu and Froment were conducted at near-equilibrium
conversions. As a result, reverse reaction effects were significant in their experiments.
Aparicio presented an alternative method of modeling steam methane reforming kinetics through
microkinetic modeling. 0 Microkinetic modeling involves the study of catalytic reactions in terms of
elementary chemical reactions that occur on the surface during the catalytic cycle.5 1 Experimental
adsorption/desorbtion data are combined with estimates made for pre-exponential factors and activation
energies from, for example, collision theory, transition state theory, and linear energy relationships such
as the Evans-Polyani relation. An important distinction between macroscopic formulations like the
Langmuir-Hinshelwood and microkinetic modeling is that microkinetic models generally include no
assumptions about rate determining steps or surface concentrations to simplify the model.5 2 The model is
adjusted through altering the kinetic parameters or the proposed mechanism until a satisfactory fit to
experimental data for the system of interest is obtained.
Prior to Aparicio's work, efforts to model the kinetics of the steam reforming reaction focused on
macroscopic models like those presented above. However, macroscopic kinetics offer little to no insight
about what is occurring on the catalyst surface. While they are useful for reactor design, they offer little
information that can be used in catalyst design. Much of the power of microkinetic modeling lies in the
information it provides about the surface in catalytic processes - information about which reaction steps
are kinetically significant or rate limiting and which intermediates have significant or insignificant
concentrations on the surface.
Using this approach, Aparicio developed a microkinetic model consisting of 13 reversible reactions. The
resulting model (below) was successful at predicting overall activation energies, reaction orders, and
trends for several reactions. However, like many microkinetic studies, the many of the model's
predictions are not quantitative, as predicted rates deviated by as much as an order of magnitude from
experimental values.50 As noted by the author, the value of microkinetic modeling lies less in quantitative
modeling than in the contribution it can make to the general understanding of catalytic reaction
mechanisms (e.g., rate limiting steps and important surface intermediates). For example, while no single
step was concluded to be rate determining over all conditions examined (as assumed in previous studies),
several steps were identified as potentially rate limiting as shown below in the mechanism obtained from
the modeling.
1. CH4 + 2* 4-+ CH3* + H* (slow)
2. CH3* + 4-* C112* + H* (slow)
3. CH2* + * + CH* + H' (slow)
4. CH* + * C* + H*
5. H20+* 4-+ H20*
6. H20*+* ++ OH*+ H*
7. C* + OH* 4-+ CHO** (slow)
8. Co2 + 2* 4-+ CO 2** (equilibrium)
9. CO 2** +H* ++4 COOH**+* (equilibrium)
10. COOH**+H*+2* 4- CHO**+OH*+2* (slow)
11. CHO**+3* 4-+ CO** +H* +2* (slow)
12. CO** 4- CO + 2*
13. 2H* * H2 + 2*
By understanding which reactions are more critical in establishing the rate of reforming (e.g., the slow
reactions), the catalyst designer may seek improved catalysts that enhance these steps. However, this
search would require further microkinetic modeling of additional catalysts or estimates of how new
catalysts would affect these key steps. In addition, treatment of deactivation mechanisms in microkinetic
modeling is of particular use in the search for catalysts with longer-term stability than existing nickel
catalysts, such as the microkinetic modeling of SMR with deactivation mechanisms by Chen, et al.53
One limitation of experimentally-parameterized microkinetic models is that the size (number of
parameters to be fit, which scales with the numbers of reactions) should be kept small to help ensure the
statistical significance of the fit parameters. There also exists some degree of covariance between the fit
parameters in the microkinetic model. As a result, individual parameters or reactions should not be
removed from one microkinetic model to be used as a unique quantity or for use as a "known" quantity in
another microkinetic model. The complete set of parameters in an experimentally-fit microkinetic model
should, in general, be considered unique to that model. The introduction of experimentally-measured
quantities to the microkinetic model relaxes these constraints; however, the short-lived nature of the
intermediates, the high temperature and pressure, and the complexities of heterogeneous catalysis make
experimental measurement of the microkinetic model parameters extremely challenging or even
impossible.
The use of computationally-determined quantities in the microkinetic model addresses many of these
issues. Because the computed quantities are not fit, the model is limited in size only by the availability of
computational resources and there the model parameters can be used along with other computationally-
determined parameters from other microkinetic models. Chen et al. have recently employed the
activation exponential potential (UBI-QEP) approach and transition state theory to the microkinetic
modeling of steam methane reforming.54 Furthermore, density functional theory (DFT) has become a
popular computational tool for describing heterogeneous catalysis, including many recent applications to
methane reforming.
DFT-produced potential energy surfaces for one SMR pathway through C* and 0* forming CO* on the
Ni( 11) and Ni(2 11) surfaces were presented by Bengaard, et al.,39 building on the work of Watwe, et
al.55 Their analysis offered important insight into the C* + 0* -> CO* pathway, but left other possible
reaction pathways unexamined. Wang, et al.56 and Zhu, et al.5" investigated the thermochemistry of dry
methane reforming (i.e., CO2 reforming of CH 4) over Ni( 11) using DFT. Their research included
analysis of electronic energies (Wang, et al.) and Gibbs free energies (Zhu, et al.) along additional
reforming pathways as well as the identification of activation barriers, but did not include a kinetic model
that would facilitate the analysis of all surface pathways with flux and sensitivity analyses. In addition,
Jones, et al. have recently investigated steam methane reforming over a variety of transition metal
catalysts in an attempt to develop scaling relationships useful in studying reactivity trends.
2.4 Nickel Catalyst Deactivation Mechanisms
To produce hydrogen on the scale necessary for automobile fuel, or an even greater scale for electricity
generation, an affordable and abundant catalyst with long-term activity (e.g., a nickel bimetallic alloy
with resistance to deactivation) is desired. Obtaining a molecular-level understanding of the deactivation
mechanisms of nickel catalysts is important for more accurate modeling and the rational design of new
bimetallic catalysts with longer-term activity. Nickel catalyst deactivation can occur through a variety of
mechanisms such as sintering, oxidation, sulfur poisoning, and carbon formation, which are reviewed
below.
Sintering
As the catalyst metal is heated, a thermodynamic driving force of total surface energy minimization leads
to a growth in nickel particle size in a process known as sintering. Three possible mechanisms for nickel
particle growth have been proposed: 1) particle migration where entire crystallites migrate over the
support followed by coalescence, 2) metal transport species are emitted from one crystallite, migrate over
the support and are captured by another crystallite, and 3) vapor transport between particles (at high
temperature)." The diffusion rates of metal atoms and small clusters as well as the partial pressure of gas
phase species such as hydrogen and water have been shown to be important factors in determining
sintering rates. Sintering can be controlled by avoiding hot spots in the catalyst (through reactor design
and catalyst distribution) and application of suitable catalyst supports.
Oxidation
Oxidation of the metal atoms by gases in the reactor or surface intermediates can deactivate the reforming
catalyst. In general, oxidation is not a concern for highly active catalysts because methane conversion is
high and, as a result, hydrogen concentrations are high (a reducing environment). In membrane
reformers, however, hydrogen concentrations could be low, particularly near the membrane if the
hydrogen permeability rate is fast. In this environment, high ratios of water to hydrogen concentration
could lead to metal oxidation and potential nickel catalyst deactivation. Thus, having carbon-resistant
(see discussion below) catalysts that would allow for lower steam-to-methane operating ratios would be
helpful in avoiding catalyst oxidation.
Sulfur Poisoning
Sulfur is a common, strong poison for nickel (and other Group-8) reforming catalysts.14 It is therefore
important that sulfur in the feed gas be removed. The degree of removal required is a function of reactor
temperature because the adsorption of sulfur is an exothermic reaction between the metal surface and
hydrogen sulfide gas. For example, while poisoning of the nickel catalyst occurs with about 5 ppm of
sulfur in the feed gas at 800'C, only 0.01 ppm sulfur concentrations are sufficient to poison the catalyst at
500 C.41
Carbon Formation
Because of the highly endothermic nature of the steam reforming reaction, high reactor temperatures are
generally required (-600-800 0C). At these temperatures, hydrogen production is favored; however; the
downside of this is that catalyst-deactivating carbon formation is also favored at high temperatures.59
There are three primary forms of carbon formation: pyrolytic coke, encapsulating carbon or gum, and
whisker carbon.14' 40' 4 1-59
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Pyrolytic Coke
Pyrolytic coke (Figure 2-2A) is formed through a free radical process that results in the deposition of
carbonaceous intermediates and coke on the catalyst and reactor internals. 59 The presence of higher
hydrocarbons and olefins in the natural gas feed can increase pyrolytic coke formation. Pyrolytic coke is
formed from gas-phase reaction. Unlike encapsulating coke and whisker carbon, pyrolytic coke is not
catalytic in nature. Pyrolytic coke is undesirable because the condensed coke can encapsulate and
deactivate the catalyst as well as clog the reactor internals leading to higher pressure drops. Because the
formation of pyrolytic coke is a gas phase phenomenon, it is generally controlled through the adjustment
of operating conditions and reactor control. Minimization of the heated space and dilution of the free
radical concentration help to minimize coke formation.59
Encapsulating Carbon
Encapsulating carbon (Figure 2-2B), or gum, is formed through a catalytic process on the metal surface,
but detailed knowledge about the formation of encapsulating carbon is limited." Encapsulating carbon
consists of a thin CH, film or multiple layers of graphene covering nickel particles, representing the
primary deactivation mechanism of the metal catalyst. Encapsulating carbon forms at lower temperatures
than pyrolytic and whisker coke. One hypothesis for encapsulation is that methane dissociation on the
surface yields highly reactive monatomic carbon (C*) that can either react to form gaseous CO or, if
gasification is slow, polymerize to form Cp.59  As the Cs polymer accumulates on the surface,
encapsulation occurs.
Figure 2-2. Electron microscopy images of pyrolytic carbon on a MgAl 20 4 support (A),
encapsulating carbon (B), and whisker carbon (C) on Ni/MgAl20 4 reforming catalysts (from
Sehested"o)
Whisker Carbon
Whisker carbon (Figure 2-2C) is the carbon formation of primary concern in steam reforming.14 A
similar hypothesis to encapsulating carbon formation has been proposed to describe the initiation of
whisker formation. Hydrocarbons dissociate on the metal surface and form adsorbed monatomic carbon,
similar to the initiation of encapsulating carbon formation. However, in whisker carbon formation, it has
been proposed that the carbon adatoms (i.e., adsorbed carbon atoms) dissolve into the metal particle. It is
thought that they then diffuse through the particle where they nucleate into precursors of the carbon
whisker or add to existing carbon whiskers at facets suitable for whisker formation on the rear interface
(i.e., the support side of the particle).14' 39
There is debate, however, concerning the method of carbon transport to the rear surface in this
mechanism. Recent DFT calculations suggest that the transport of carbon or carbon-containing species
proceeds via the nickel surface and the nickel-graphite interface, not through the bulk phase.4 -60 Whisker
carbon formation does not necessarily deactivate the carbon catalyst like pyrolytic coke and encapsulating
carbon. However, carbon whiskers have high mechanical strength and the catalyst particle is destroyed
when the whisker hits the pore walls.14 In addition, whisker formation results in higher reactor pressure
drop.
Role of Step Sites in Carbon Formation
Similar to catalytic activity, it is believed that step sites play an important role in the nucleation of surface
carbon formation routes of encapsulating and whisker carbon. High-resolution Transmission Electron
Microscopy (HRTEM) paired with DFT calculations suggest that step sites are the preferred sites for
carbon adsorption and act as growth centers for graphene layers.6' As seen in Figure 2-3, the route to
methane dissociation products, particularly to carbon adatoms, has lower barriers on Ni(211) than
Ni(l 11). In addition, carbon adatoms are the most stable dissociation product of methane on Ni(21 1),
resulting in an exothermic pathway to carbon adatoms at step sites, unlike the terrace. Also, note that the
surface energy for a graphene layer (indicated by the dashed horizontal line in Figure 2-3) is lower than
that of the carbon adatom (and all CHx species). Therefore, there exists a thermodynamic driving force
for the formation of a graphene layer over the nickel surface from adsorbed carbon-containing species,
potentially leading to a graphene-covered surface (i.e., encapsulation and catalyst deactivation).
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Figure 2-3. Calculated energies along the reaction path for steam reforming on Ni( 111) and
Ni(2 11) surfaces (from Bengaard, et al.39)
At high temperatures, a single graphene plane can extend out from the particle and form a carbon
nanotube. On the other hand, at lower temperatures it may be more favorable for new carbon layers to
nucleate below the first graphene layer and grow through the addition of carbon atoms.40 This process is
proposed to be fundamental to whisker growth as the first layer of carbon is lifted from the nickel
interface, growing the carbon whisker. 39 The common origin of each of these proposed carbon formation
mechanisms provides insight into the important role that steps sites may play in carbon formation.
Minimization of Carbon Formation
Because of the limitations that carbon formation places on reactor operation and catalyst activity,
minimization of carbon formation is an attractive research goal. Past efforts to limit carbon formation
have included increasing coke gasification, ensemble size control, and prevention or limitation of carbon-
formation precursors.59 It has been shown that the type of catalyst support, such as oxide supports, can
play a role in increasing coke gasification, which is an example of catalyst support participation in
chemical reactions.62  Similarly, steam methane reforming is typically operated at greater-than-
stoichiometric ratios of steam to methane (e.g., 2.5:1) to provide excess oxygen on the surface to promote
CO(g) formation over carbon formation.
The concept of ensemble size control is based upon the idea that the polymerization of adsorbed carbon
adatoms (or other reactive carbon-containing intermediate species) requires an ensemble of sites that is
larger than that required for the steam reforning reaction. It is suggested that by limiting the number of
sites in an ensemble through small amounts of sulfur adsorption, for example, coke formation might be
retarded without significant impact on reforming rates (balancing coke minimization against sulfur
poisoning of the catalyst). 63 This is known as the SPARG process, or Sulfur PAssivated ReforminG.
Using a mean-field Langmuir kinetics expression, the rate of reforming or carbon formation on the sulfur-
passivated surface is expressed as
r = r (1-), [ Equation 2-4 ]
where r. is the rate on a non-passivated surface and 0, is the fractional coverage of sulfur on the catalyst
surface.5 The factor a is suggested to be related to the ensemble size required for the reaction of interest.
Experiments by Rostrup-Nielsen on steam methane reforming over nickel catalysts reveal that this
ensemble factor is equal to 6.3 for the carbon formation process, but only 2.7 for the steam reforming
process. The SPARG process exploits this difference in required ensemble size by preferentially
inhibiting carbon formation over steam methane reforming through sulfur addition to the surface.
Techniques to minimize carbon formation often focus on the application of dopants or the creation of
surface alloys to reduce coverage of carbon-containing intermediates (for example, at the step edge) or to
slow the rate of carbon diffusion. Experiments and theoretical work have suggested that additives such as
potassium, sulfur, and gold can block step sites and inhibit carbon nucleation.39 64. 65 Density functional
theory calculations have shown that Ni/Au66' 67 and Ni/Sn68 -70 surface alloys exhibit decreased carbon
diffusion/nucleation. However, Ni/Au alloy is found to decrease the overall rate of reforming and its
long-term stability is poor.7' Like Ni/Au, Ni/Sn is also found to decrease the overall rate of refonrming;
however, more information is needed to assess its long-term stability.
Chapter 3. Computational Methods for Obtaining
Thermochemical Properties in Heterogeneous
Catalysis
3.1 Introduction
To gain a better fundamental understanding of the processes occurring on the catalyst surface under
working conditions, we seek information about the coverage of surface species as well as the dominant
reaction pathways on the catalyst surface. Computational chemistry, combined with statistical
thermodynamics and transition state theory, can provide us with this information about surface species
thermochemistry and kinetics. Through electronic structure calculations, computational chemistry allows
us to obtain atomic-level understanding of the geometry of adsorbed species and transition states, the
electronic binding energies of the species on the surface (as a function of coverage, if desired), and
electronic reaction barriers of surface reactions. Through harmonic vibrational frequency analysis,
frequencies can be computed that can be used to obtain partition functions for surface species and
transition states through the application of statistical thermodynamics. The combination of the electronic
thermochemical landscape with partition functions allows for the computation of surface thermochemistry
and reaction rates at industrially-relevant temperatures and pressures. The thermochemistry and kinetics
can be combined in a microkinetic model that allows for the computation of surface coverage as a
function of reaction conditions, the investigation of dominant surface reaction pathways, and the
identification of the rate-determining or rate-limiting step(s) in the reaction mechanism.
In the sections that follow, I will present an overview of performing electronic structure calculations for
obtaining geometries, energies, and frequencies for the gas-phase and surface species involved in
heterogeneous catalysis. Parameterization of the calculations is discussed, including details to the
software packages employed in this work. In addition, I discuss the statistical thermodynamics required
to obtain partition functions for the species involved in heterogeneous catalysis and how to use these
partition functions to obtain thermodynamic properties. Particular detail is applied to the discussion of
how the partition functions and thermodynamic properties for surface species are calculated differently
for weakly-bound, mobile species than strongly-bound, localized species.
3.2 Density Functional Theory Calculations for Heterogeneous
Catalysis
The Exchange Correlation Functional
DFT is the most widely used approach for performing quantum chemical calculations for the extended,
many-electron systems present in metal catalysts. DFT provides a method for the calculation of the
ground state electron density and total energy by solving the Kohn-Sham equations (one-electron time-
independent Schrodinger equations) using only three spatial variables to define the electron density, rather
than 3Neectrons spatial variables to define the locations of all electrons. The addition of an exchange
correlation energy term to treat correlation effects improves the accuracy of DFT over similar methods
such as the Hartree Fock Self-Consistent Field approach.72' 73 Many exchange correlation functionals
have been developed; however, those used to study metal catalysts are typically either a Local Density
Approximation (LDA) or a Generalized Gradient Approximation (GGA). The LDA can often produce
poor estimates for electronic binding energies and molecular geometries on metallic surfaces; however,
GGA calculations have been shown to provide more accurate results.73 7 s In this work, I employ the
revised Perdew-Burke-Ernzerhof (RPBE) functional of Hammer, et al.76 The RPBE functional is an
extension of the Perdew-Burke-Ernzerhof (PBE) GGA functional77 and has been shown to reproduce
experimental adsorption energies more reliably than other density functionals such as PBE or PW91 for
adsorbates on various crystal surfaces, including nickel.76
Defining the Model of the Catalyst Surface Structure
The surface of a catalyst nanoparticle is non-uniform, containing multiple surface facets as well as surface
defects, such as kinks and steps. Unit cells describing the (111) and (100) surface facets of a face-
centered cubic (FCC) metal, such as nickel, are shown in Figure 3-1, along with a unit cell of the (211)
surface, which can be used as a model to capture under-coordinated step edge atoms. Certain
ad/desorption steps or surface reactions may be more facile on a given surface facet or defect, presenting
the need to consider surface structure when modeling heterogeneous catalysis. A useful study was
performed by Liu, et al. that presents general rules for predicting the surface structure where catalytic
reactions such as C-H and C-O bond breaking/forming may occur. 8 When defining a model for the
catalyst surface, the surface facets are typically modeled independently rather than incurring the
computational expense of including all surface facets of interest in one surface model. A process for
combining multiple surface facets into one kinetic model for the catalyst surface will be discussed later.
Figure 3-1. Unit cells for the (a) 211, (b) 100, and (c) 111 surface facets of a FCC metal. The top-layer
of metal atoms for each surface is numbered for reference.
Catalyst nanoparticles typically range in size from a few nanometers to tens of nanometers. For a
commercial catalyst, these nanoparticles are dispersed on a high-surface-area catalyst support, such as
alumina and silica. In a world without computational limitations, one could explicitly model all catalyst
and support atoms to obtain the desired thermochemistry and kinetics of the catalyst. However, each
nanoparticle consists of hundreds to thousands of atoms, with catalyst support atoms being orders of
magnitude greater. Current quantum chemical simulation packages can model approximately 100 atoms
with reasonable accuracy and computational cost. This disconnect between the number of atoms we can
model using DFT and the number of atoms present in the systems of interest presents the need for model
catalysts for computational investigation.
Two models for treating the metal surface are cluster models and slab models. Cluster models apply
finite ensembles of atoms to model the catalyst surface. While cluster models are computationally
simpler to implement than slab calculations, the electronic structure of finite clusters can often be quite
different than extended, semi-infinite surfaces and properties tend to converge slowly with respect to
cluster size.7 Cluster model calculations employ localized functions for basis sets, such as gaussians,
atomic orbitals, or linearized muffin tin orbitals (LMTOs) because they satisfy the boundary condition of
zero electron density at infinite distance from the metal cluster. For nanoparticles sufficiently large that
all atoms cannot be included in the cluster at reasonable computational expense, slab models of the
catalyst surface are usually preferred. In this work, the quantum calculations are performed exclusively
using the slab model approach. While convergence can still be slow, the electronic characteristics of the
surface are better captured in slab calculations.7 Slab models take advantage of periodic boundary
conditions to model an extended surface in two dimensions, with the periodicity defined by the size of the
unit cell. A supercell approach is applied to define the thickness of the slab and the separation of
successive periodic slabs in the direction perpendicular to the surface. Slab model calculations also
employ periodic basis sets, such as plane waves, to match the periodic boundary conditions. For either
surface model, the size of the basis set should be chosen such that the energy predicted by the DFT
calculations is reasonably well converged. The convergence of the binding energy of a hydrogen atom on
Ni(l 11) as a function of plane wave cutoff (basis set size) is shown in Figure 3-2. It can be seen that the
binding energy is reasonably well converged at plane-wave cutoff energies in excess of 300 eV for
hydrogen, though note that larger basis set sizes are required for atoms such as oxygen.
2
1
0-
-2 jhop
.g - ObOdge
-6
1-6-
-7
200 eV 250 eV 300 eV 340 eV 400 eV
Basis set
Figure 3-2. Convergence of hydrogen atom binding energy with respect to basis set, expressed as plane-
wave cutoff energy. Error in binding energy is calculated relative to the binding energy computed with a
plane-wave cutoff of 450 eV.
Consideration should also be given to the convergence of the DFT calculations with respect to surface
model parameters, such as slab thickness, the size of the unit cell, and the vacuum spacing between
successive periodic slabs in the direction perpendicular to the metal surface. Convergence with respect to
slab thickness is straightforward, with the binding energy of adsorbates generally converging with
increasing slab thickness. The convergence of the binding energy of a hydrogen atom on Ni(1 11) at
various binding sites on the metal surface is shown in Figure 3-3. It can be seen that the binding energy is
reasonably well-converged at three layers of metal atoms in the slab. The size of the unit cell is chosen to
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minimize lateral interactions on the surface, with consideration given to the added computational expense
of increased metal atoms in the unit cell.
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Figure 3-3. Convergence of hydrogen atom binding energy on Ni(l 11) with respect to slab thickness for
various binding sites. Error in binding energy is calculated relative to the binding energy computed for
five slab layers.
Finally, the vacuum spacing between periodic slabs is increased until there is minimal interaction between
successive images. The convergence of the binding energy of a hydrogen atom with respect to vacuum
spacing between successive Ni(1 11) slabs is shown in Figure 3-4. It can be seen that the binding energy
is reasonably well-converged at a vacuum spacing of 6 A, though there is not significant computation
expense for increasing this spacing to 8 or 10 A. These convergence calculations are performed with
conventional counter-charges, which are used to cancel out any dipole interactions in the vacuum space.79
Application of these counter-charges can reduce the amount of vacuum spacing required for convergence
of energies. In general, calculations in this study are performed with approximately 10 A between
periodic slab images; however, the appropriate supercell parameters used for calculations in this work
will be explicitly stated in subsequent chapters.
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Figure 3-4. Convergence of hydrogen atom binding energy with respect to spacing between periodic
Ni( 11) slabs for various binding sites. Error in binding energy is calculated relative to 10 A of vacuum
spacing.
Treatment of Core Electrons
When modeling systems of metal atoms with many electrons, such as transition metals, significant
computational expense can be saved by explicitly treating only valence electrons in the DFT calculations.
Because the core electrons are not largely involved with bonding, reasonable accuracy can be achieved by
approximating the core electron effect in the DFT calculations. Common methods for treatment of core
electrons are the frozen core approximation, the pseudopotential method, and the projector-augmented
wave method. In the frozen core approximation, the one-electron wave functions for the core electrons
are not updated for each self-consistency iteration. Instead, the wave functions are 'frozen' to the
functional form that the isolated, or non-interacting, atomic orbitals would have. The pseudopotential and
projector-augmented wave methods are similar in that they completely remove the core electrons from the
DFT calculations and introduce an effective potential in its place. The pseudopotential and projector-
augmented wave methods are similar. For example, the pseudopotential energy functional can be
obtained through a linearization of two terms of a slightly modified projector-augmented wave energy
functional.80 Both the pseudopotential method and the projector-augmented wave method yield accurate
energies with good computational efficiency, though the projector-augmented wave method is found to
have increased reliability for some magnetic systems. 0
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Software Packages for DFT Calculations of Heterogeneous Catalysis
Predictive modeling of heterogeneous catalysis has become possible in recent years due to the
development of efficient, parallelized algorithms for DFT calculations in periodic systems combined with
rapid improvements in computer hardware.72 Numerous software packages have been developed that
allow for the application of density functional theory to heterogeneous catalysis, such as Gaussian,"
CRYSTAL,8 2, 83 the Vienna Ab-Initio Simulation Package (VASP), 84~16 and Dacapo.76'87'88 Gaussian is
typically used for cluster calculations, though it does have periodic boundary condition functionality,
while CRYSTAL, VASP, and Dacapo are well-suited for slab calculations. More information about these
and other density functional theory software packages can be found in the review of density functional
theory for transition metals prepared by Cramer and Truhlar.89 For the density functional theory
calculations performed in this work, I use both the Dacapo and VASP software packages, which are two
of the most widely-used software packages for the investigation of heterogeneous catalysis.
Performing DFT Calculations using Dacapo
Dacapo is a planewave, periodic boundary condition density functional theory software package. Dacapo
jobs are set up through use of a python script. All calculation parameters and commands are written in a
single file, which can then be submitted for parallel calculations. These parameters are outlined below,
along with classes that can be imported from the Atomic Simulation Environment (ASE), the
computational framework from within which Dacapo is run. The description below is not intended to be
an exhaustive review of all the capabilities of Dacapo, but rather an introduction to the setup of a Dacapo
calculation. More details can be found at the Dacapo wiki, https://wiki.fysik.dtu.dk/dacapo. I provide the
details below to provide points of reference that will make parsing the documentation more approachable.
Setting Atomic Positions and Size of Unit Cell
The atomic positions of metal atoms and adsorbates are set in Dacapo by defining on object (called atoms
in the example below) using the built-in ASE classes ListOfAtoms and Atom. For example, the
object atoms can first be initialized using an empty set of atoms and periodic boundary conditions through
atoms = ListOfAtoms([], periodic=True).
Then, metal or adsorbate atoms are added to the object using the append command. The syntax for this
command is
atoms.append(Atom(Symbol, [a,b,cl,magmom=mm))
where, Symbol is the periodic symbol for the atom of interest; a, b, and c are the lattice-vector-basis
positions of the atom; and mm is a guess value for the magnetic moment of the atom. Alternatively, the
Cartesian position of an atom can be assigned using parentheses rather than brackets. This is carried out
for each metal and adsorbate atom to be placed in the unit cell. The size of the unit cell is defined using
the built-in ASE class SetUnitCell
atoms.SetUnitCell([(1x, ly, lz),
(2x, 2y, 2z),
(3x, 3y, 3z)])
which is parameterized with the x,y,z Cartesian coordinates describing the three primitive lattice vectors
for the unit cell.
Setting Calculation Parameters
The calculation parameters for a Dacapo simulation are set by defining the calculator object (calc) using
the built-in ASE class Dacapo. The calculation parameters to be defined are the exchange correlation
functional, the number of bands for the calculation (which should be in excess of half the number of
valence electrons in the system), the Brillouin zone k-point integration grid, the planewave and density
cutoff energies (these values are equal by default), the names of the *.nc and *.txt output files, and
Boolean operators defining whether or not the calculation will be spin polarized and contain inter-slab
dipole electrostatic decoupling. These parameters are set using the keywords shown below:
calc = Dacapo(xc=XCfunc,
nbands=bands,
kpts=(nkptsl, nkpts2, nkpts3),
planewavecutoff=plwv,
densitycutoff=dens,
out=ncfile,
txtout=txtfile,
spinpol=do spinpol,
dipole=do dipole).
In Dacapo, there are several exchange correlation (xc) functionals available for DFT calculations. The
available functionals (with the appropriate XCfunc symbol in parentheses) are Vosko-Wilk-Nusair LDA
(LDA), Perdew-Wang 91 GGA (PW91), Perdew-Burke-Ernzerhof GGA (PBE), and the Revised Perdew-
Burke-Ernzerhof GGA (RPBE).
The atomic positions previously defined in the object 'atoms' can then be attached to the Dacapo
calculator object through
atoms.SetCalculator(calc).
Specifying Relaxed Atoms
Often, the user desires to relax only select atoms, freezing the positions of the remaining atoms. To do
this, a mask object is utilized. In the object, Boolean operators are used to relax or freeze each x,y,z axis
degree of freedom for each atom. A mask object is created using
mask = [[lx,ly,lz], [2x,2y,2z], ... [nx,ny,nz] ... , [Nx, Ny, Nz]]
where, nx, ny, and nz are the Boolean operators setting the dynamics of the x, y, and z axis degrees of
freedom for the nth atom in a list of N total atoms. In this object, a nonzero value of an element
corresponds to a frozen degree of freedom, while a value of zero corresponds to a relaxed degree of
freedom. This mask object is then assigned to an object 'filter' using the built-in ASE class
FixCoordinates, where it is attached to the atomic positions set previously using
filter = FixCoordinates(atoms,mask).
Performing the DFT Calculation for a Geometry Optimization
The DFT calculation is now ready to be run. To define the optimization technique, a dynamics object is
created using the built-in ASE class corresponding to the desired optimizer. For example, to use the
BFGS quasi-Newton optimization algorithm for a geometry optimization, the 'dyn' object is created as
follows:
dyn = QuasiNewton(filter, fmax=f criterion, logfilename=qnfile)
where, the convergence criterion is that the force on all individual atoms should be less than fcriterion
and qnfile is the name of the log file that tracks convergence parameters. There are five optimization
classes built into the Atomic Simulation Environment: BFGS (also associated with the synonym
QuasiNewton), LBFGS, LBFGSLineSearch, MDMin, and FIRE.
Next, using the built-in ASE class NetCDFTrajectory, a trajectory object 'traj' is created and the
initial atomic configuration in the object 'atoms' is written to a trajectory file 'trajfile' using
traj = NetCDFTrajectory(trajfile, atoms).
This object/file will be used to track the trajectory of the atoms during the optimization. The 'traj' object
is attached as an observer to track the object 'dyn', which records the movement of atoms during the
optimization, using the command
dyn.Attach (traj).
Finally, the optimization is started using
dyn.Converge.
Performing the DFT Calculation a Transition State Search
To obtain a transition state estimate, several techniques are available in Dacapo such as the Nudged
Elastic Band (NEB) method, the Climbing Image Nudged Elastic Band (CI-NEB) method, 90 and the first-
order saddle point search. The NEB method utilizes initial and final configurations to set the end-points
of a reaction coordinate. The user specifies the number of NEB images that will be used to simulate the
reaction path between the initial (reactant) and final (product) state. The user can specify these
geometries based on intuition or simply linearly interpolate between the end-point images to parameterize
the intermediate geometries. The NEB method performs geometry optimizations on the intermediate
images, but against a "spring" force between adjacent images that ensures that the intermediate images do
not simply fall back into either the reactant or product state. The NEB method does not rigorously
converge to a saddle-point, but instead results in a high-energy geometry that will approach the saddle-
point energy. For rigorous conversion to a first-order saddle point, the CI-NEB can be a useful method.
This simulation is initialized in a manner similar to the NEB; however, the algorithm allows the highest-
energy image to be driven upward along the reaction coordinate by inverting the true force on this image
along the tangent during the optimization such that the energy of the image is maximized along the band
(and minimized in other directions), converging to the corresponding first-order saddle point.
If the reaction coordinate is not complicated or the user has a good initial guess for the transition state
geometry (either through intuition or using a NEB calculation), then a first-order saddle point search is an
excellent means for finding a transition state geometry. The Dacapo built-in first-order saddle point
search method is a min-mode method, maximizing the energy along the mode corresponding to the lowest
(i.e., most negative) eigenvalue. In our hands, we found a series of constrained optimizations (fixing the
length of the bond that is breaking/forming) around the transition state geometry to be a quick means of
obtaining an initial guess for a first-order saddle point search, rather than a NEB simulation which spends
roughly as much computational time optimizing images away from the transition state as it does
optimizing images near the transition state. However, for non-intuitive reaction coordinates or
complicated reaction paths, the NEB or CI-NEB would likely prove to be more useful methods.
These calculations are set up in a manner similar to that described above. Details for calling the desired
transition state search technique are provided in the ASE manual available at
https://wiki.fysik.dtu.dk/ase2/Dynamics. Note that the first-order saddle point search requires an initial
guess of the Hessian. Running a NEB method calculation prior to a first-order saddle point search can
provide the initial guess for the Hessian.
Performing Frequency Calculations
Once an optimized geometry or first-order saddle point is obtained, frequency calculations can be
performed. A frequency calculation is set up similar to a geometry optimization job in that all parameters
and commands are contained within one python script. Instead of defining a new geometry as was carried
out for the geometry optimization calculation, the user can assign a previously-optimized geometry to the
object 'atoms' using the ReadGeometry built-in ASE class. The geometry should be read in from the
trajectory file resulting from the finished geometry optimization or first-order saddle point search. The
calculation parameters are set in a manner identical to that for geometry optimizations. Before the
frequency calculation is performed, it is useful to tighten the tolerances for more accurate derivatives
through finite difference calculations. The SetConvergenceParameters built-in ASE class can be used to
adjust the tolerances. To run the frequency calculation, the built-in ASE class VibrationalCalculation is
used.
Performing DFT Calculations using VASP
Like Dacapo, VASP is a planewave, periodic boundary condition density functional theory software
package. VASP utilizes a setup where there are multiple files that must be assembled for a simulation.
The documentation for VASP (http://cms.mpi.univie.ac.at/vasp/vasp/vasp.html) and the VASP Transition
State Theory (TST) Tools (http://theory.cm.utexas.edu/vtsttools/) are detailed and straightforward.
Therefore, I will review the files that are necessary for the calculations performed in this work along with
some commentary; however, considerably more detail is available at the above references.
Performing Geometry Optimizations
For VASP geometry optimizations, the following files are needed:
[NCAR - This file is used to set the calculation parameters such as optimization method,
optimization tolerances, exchange correlation functional, planewave cutoff
energy, spin polarization, etc.
KPOINTS - This file is used to set the Brillouin zone integration grid type (i.e., gamma-
centered or Monkhorst-Pack) and k-point spacing.
POSCAR - This file is used to set the lattice vectors describing the unit cell as well as the
atomic positions of all atoms in the unit cell. These positions can be specified as
either Cartesian coordinates or lattice-vector-basis fractional coordinates. The
degrees of freedom for each atom can be fixed or relaxed in this file as well using
Selective Dynamics.
POTCAR - This file contains the core-electron representation information (i.e.,
pseudopotential or projector-augmented wave information) about each atom type
defined in the POSCAR. This file is constructed by copying the potential
information from separate VASP files (for each atom/potential type) into one
POTCAR file in the same order that the atom types appear in the POSCAR.
In VASP, the GGA exchange correlation functionals (set using the GGA tag in the INCAR file) available
are the Perdew-Becke, Perdew-Wang 86, Langreth-Mehl-Hu, Perdew-Wang 91, Perdew-Burke-
Ernzerhof, and revised Purdew-Burke-Emzerhof. The revised Purdew-Burke-Emzerhof (RPBE)
functional is used for all VASP calculations in this study. In VASP, the optimization algorithm is set in
the INCAR file using the IBRION tag. There are several built-in optimizers, which include the quasi-
Newton (IBRION = 1), conjugate-gradient (IBRION = 2), and quick-min methods (IBRION = 3).
Both the quasi-Newton and quick-min methods have force-based object functions, while the conjugate-
gradient method has an energy-based object function. A force-based object function is intended to
minimize the force below a specified criterion rather than finding a minimum in energy within a specified
tolerance. The VTST Tools code provides several force-based optimizers, in addition to VASP's built-in
optimizers. Once the VTST code is compiled along with VASP, these optimizers are available by setting
the IOPT tag while setting the IBRION tag equal to 3 in the INCAR. These optimization methods
include the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) method (local or global), a
force-based conjugate-gradient method, and a Fast Inertial Relaxation Engine (FIRE) method.
Performing Transition State Searches
For advanced transition state searches beyond standard NEB (such as climbing image NEB or first-order
saddle point searches), additional code should be downloaded and installed from Graeme Henkelman's
VASP TST Tools site (http://theory.cm.utexas.edu/vtsttools/). I will review the CI-NEB method and the
Dimer method for finding transition states in VASP.
The CI-NEB method utilizes the same four files as a geometry optimization; however, there are multiple
POSCAR files, one for each end point and intermediate image along the reaction coordinate. The
KPOINTS and POTCAR files are not modified; however, the INCAR is modified to indicate that a CI-
NEB job is desired (by setting ICHAIN = 0 and LCLIMB = . TRUE.), to specify the number of
intermediate images using the IMAGES tag, and to specify the magnitude of the spring force between
images for the elastic band calculation using the SPRING tag. Note that each POSCAR must be located
in a separate subdirectory, numbered 00, 01, 02, etc. It is also recommended that no more than 4 to 5
intermediate images be used for the CI-NEB calculation for stable convergence. Also, if two local
maxima are found during the CI-NEB calculation, it may be useful to alter the endpoints to remove the
lower-energy maxima from the CI-NEB reaction coordinate to ensure convergence to the proper saddle
point geometry.
The Dimer method is a useful way to perform a first-order saddle point search in VASP. 9' The Dimer
method is a min-mode following method, so the initial guess must be near the desired saddle point. Like
Dacapo, this initial guess geometry to be used in the POSCAR file can be obtained through a NEB
calculation, constrained optimizations, or intuition. The Dimer method utilizes the same four files as a
geometry optimization, with the addition the MODECAR file. This file contains an initial direction for
the dimer calculation and should be a guess at the lowest-curvature mode. If no MODECAR is specified
(which is not advisable), a random search direction will be used. As part of the VTST Tools, Henkelman
provides a script that can convert a NEB reaction path to a MODECAR for use in a Dimer calculation.
Alternatively, for relatively straightforward reaction paths, I found simply stretching the bond that is
breaking/forming and parameterizing the MODECAR with the vector describing this motion to be a
successful method for creating the MODECAR without the need for NEB reaction coordinate
information. When running a dimer calculation, no changes are required for the KPOINTS or POTCAR
files are required; however, the INCAR must be modified to initialize the Dimer calculation (I CHAIN =
1, IBRION = 3, and POT IM = 0). Calculation parameters for the Dimer job can also be specified by
the user if the default values are not desired. The parameters are explained in detail on the VTST Tools
website.
For transition state searches (CI-NEB or Dimer calculations), it is important to use a force-based object
function optimizer because the saddle-point search methods use a force projection to direct the solver
toward the minimum energy path, which means that the energy is not always consistent with the force.
Thus, it is recommended to use either the VASP built-in quasi-Newton or quick-min optimization method
or one of the VTST code's optimizers, which have force-based object functions. The VTST code
optimization methods have been analyzed by Sheppard, et al.9 The global LBFGS method was found to
be very effective for NEB and CI-NEB calculations. The force-based conjugate-gradient method and
standard LBFGS methods were found to be efficient at finding minimum energy wells or saddle-points
when the initial guess was near the well/saddle-point (accurate initial forces, which are required for
accurate curvature information). When the initial guess is far from the minimum/saddle-point, methods
that do not require curvature information such as the quick-min and FIRE methods are recommended,
with the preferred method being the FIRE algorithm due to increased efficiency. For the VASP
calculations performed in this work, the global LBFGS method was used for CI-NEB calculations while
the standard LBFGS method was used for all Dimer calculations. The global implementation is preferred
for NEB and CI-NEB calculations because inter-image interactions can be included when calculating the
inverse Hessian, resulting in greater optimization efficiency for multi-image calculations.92
Performing Frequency Calculations
Harmonic oscillator vibrational frequency calculations can be performed using the Dynamical Matrix
method from Henkelman's VTST Tools. In addition to the four files used for geometry optimizations, the
Dynamical Matrix method also requires a DISPLACECAR file. The DISPLACECAR file contains three
entries for each atom in the system, defining the distance the atom will be displaced in each direction in
the finite difference calculation. A typical displacement value is 0.001 A. While the KPOINTS and
POTCAR files require no modification, the INCAR should be modified to specify a Dynamical Matrix
calculation (ICHAIN = 1, IBRION = 3, and POTIM = 0). In addition, the number of ionic
relaxation steps (the NSW tag) must be defined such that it equals one more than the number of
displacements to be performed (e.g., one more than three times the number of relaxed atoms). The one
additional step is required to obtain the zero-displacement forces. Like frequency calculations in Dacapo,
it is necessary to tighten tolerances for more accurate finite difference derivatives. In all VASP frequency
calculations in this work, I apply a convergence tolerance of 1E-6 eV/A on forces (compared to 1E-3 and
1E-4 eV/ A for geometry optimizations and first-order saddle point searches, respectively). Note that an
extremely effective parallelization strategy for Dynamical Matrix calculations is described on the VTST
Tools website.
3.3 Obtaining Partition Functions for Heterogeneous Catalysis
The electronic structure calculations performed in software packages such as Dacapo or VASP provide 0
K electronic energies along with harmonic oscillator vibrational frequencies. Applying statistical
thermodynamics to compute partition functions, the electronic energies and vibrational frequencies can be
combined to arrive at thermodynamic quantities such as enthalpy, entropy, and free energy that provide
the information necessary to model a system at industrially-relevant temperatures and pressures. In
heterogeneous catalysis, it is necessary to describe the behavior of both gas phase species as well as
species that exist on the surface. Due to differences in the degrees of freedom between gas phase and
surface species, the partition functions that describe the species differ. Below, the partition functions for
gas phase and surface species are introduced.
Partition Functions for Gas Phase Species
The total partition functions for gas phase species are calculated using standard formulas.93 The total
species partition function is expressed as a combination of the translational, rotational, and vibrational
partition functions:
qtot q3D--iransqotqvib *
The three-dimensional translational partition function takes the form
33 3
'2rJJ) Mk T ( 2rrMkBT 2 NkT
q3-rns=( h 2h )P
[ Equation 3-1 ]
[ Equation 3-2 ]
where M is the mass of the gas phase species, kB is Boltzmann's constant, h is Plank's constant, and the
(kT/P) term represents the standard state volume per molecule within which the species is translating
(calculated using the standard state pressure, P,). The rotational partition function for a non-linear
polyatomic molecule takes the form:
3
r 18 3k T2
qrot 2 afI, [ Equation 3-3 ]
where, I is the moment of inertia of the adsorbate about the subscripted axis and o- is the symmetry
number (e.g., a- = 2 for C02). The remaining 3Narons-6 (for non-linear polyatomic molecules of Narons
atoms) or 3No,,,-6 (for linear polyatomic molecules of Natoms atoms) degrees of freedom are treated using
the harmonic oscillator vibrational partition function. The resulting vibrational partition function (with
reference energy at the ground vibrational state) takes the form
# Vib. Modes 
Iqvib 
- -- vilkB7 [ Equation 3-4 ]
where vi is the frequency describing the ith vibrational mode. Alternatively, the partition function can be
written with a reference energy at the classical minimum (i.e., the bottom of the well), which takes the
form
# vib. Modes e- hvil 2 kByT
q'vib = (1-e-hvi /kB7 [ Equation 3-5 ]
Finally, the total partition function, Q, for a system of N indistinguishable gas phase molecules, each with
an individual partition function qo, is expressed as
N
Q [ Equation 3-6 ]N !
Partition Functions for Surface Species
The following discussion of partition functions is taken primarily from a section of our previously
published manuscript concerning SMR over Ni(1 11).12 When a gas phase molecule adsorbs, one
translational mode is converted to a surface-adsorbate vibrational stretching mode. If the DFT-predicted
barrier to diffusion is large relative to the thermal energy available to the adsorbate (kBT), then the other
two translational modes can be well-described as frustrated translations, which behave like vibrations. On
the other hand, if the DFT-predicted diffusion barrier is small compared to kBT, the potential energy
landscape felt by the adsorbate due to the surface appears nearly flat, and the adsorbate exhibits
essentially free translation in two-dimensions. An analogous argument can be made for adsorbate
rotation. It is generally found that the barriers for rotation and translation scale with the binding energy,
thus the statistical mechanical treatments are divided into weakly bound and strongly bound cases. The
process for obtaining thermodynamic properties is diagramed in Figure 3-5.
Strongly Bound, Localized Case.
Harmonic vibrational frequencies are computed via finite differences from analytical first derivatives.
These frequencies are used to calculate the harmonic oscillator partition function for a species with
reference energy at the ground vibrational state, which takes the form:
qHo = 1-1vIk,7 [ Equation 3-7 ]j= 1-vls
where, N is the total number of relaxed atoms included in the frequency calculation and vi is the i-th
frequency.
The total partition function for a system of N strongly-bound indistinguishable surface species distributed
or a lattice of M labeled sites takes the form
M!q NQ =l''t .(M -N)!N! [ Equation 3-8 ]
Note that the statistical factor formed by the factorials of M and N is an expression of the total number of
unique molecular configurations for the system.
ICO-: Weakly-Bound Adsorbate CH_: Strongly-Bound Adsorbate
DiffusonBarrier: 0.3kJ md DiffusonBarrier: 31 kJmd
Z-axis Rotation Barrie: 0.3kJ mdt Z-axis Rotation Barrie: 38 ked
Figure 3-5: Procedure for Statistical Thermodynamic Treatment on Ni(1 11) at T= 800'C, kBT ~ 8 kJ/mol
Weakly Bound, Mobile Case.
When the barrier for translation and/or rotation is much less than kBT, the mode(s) can be treated as free
motion. In order to treat the free motion of the adsorbates properly, it is necessary to identify the
vibrational modes corresponding to adsorbate translation and/or rotation relative to the surface. We first
compute the Hessian using the same procedure as in the strongly bound case. To identify these
translational/rotational modes explicitly and automatically, we separately project adsorbate translation
and/or rotation about an axis out of the mass-weighted nuclear Hessian for these adsorbates. This
procedure is completely analogous to that used to project out translation and rotation from the nuclear
Hessian in most gas-phase quantum chemistry software packages/algorithms.
For adsorbate translation, movement in a direction (e.g., x-direction) can be projected out of the Hessian
using a vector describing synchronized motion of the adsorbate atoms (in the x-direction) while the
surface atoms do not move, in order to maintain alignment between the top-layer metal atoms which can
move in the vibrational calculation with the lower-layer metal atoms which are fixed throughout. If we
have Nads adsorbate atoms with a combined mass of M and N total atoms, the vector of length 3*N
becomes:
(txl= (n,0,0,6 ,0,0,..., ,mg ,0,0,0,0,0,...,0,0,0), [Equation 3-9]
where, mi is the mass of the i-th adsorbate atom. The inverse square root of the combined mass serves as
a normalization factor. A similar vector can be constructed for motion in the y-direction, resulting in the
projector:
Irans =t)t,|I+ t)t, . Equation 3-10]
For rotation, the situation is similar. When considering rotation of an adsorbate on a surface, we divide
rotations into two classes: bond-breaking and bond-preserving. We define bond-breaking rotational
modes as those that involve significant changes in the primary metal-adsorbate bond length as the atom
rotates away from the metal surface, essentially breaking the metal-adsorbate bond. On the other hand,
bond-preserving rotations describe modes where the primary metal-adsorbate bond remains more-or-less
intact throughout the rotation. The barriers for bond-breaking rotations are generally quite high because
of the stress placed on the metal-adsorbate bond; therefore, these modes are treated as harmonic
oscillations. However, for the case of weakly-bound species, the bond-preserving rotational barrier may
be considerably lower. When the barrier for this rotation is much less than kBT, we treat the mode as free
rotation (otherwise it too is treated as a harmonic oscillation). To isolate the free rotational mode (about
an axis described by the unit vector vc) from the remaining modes, the rotational projection vector of
length 3*N is written as:
r c , rc ... , rc a&s 0 , 0 , 0 ... , 0 , 0 , 0 [ Equation 3-11 ]
The rotational projection vector, like the translational projection vector, should be normalized, which is
performed numerically in our projection code. The projection vector has elements corresponding to the
(x,y,z) coordinates of the i-th adsorbate atom given by:
[ Equation 3-12 ]
where, mi is the mass of the i-th adsorbate atom, Ri are the nuclear coordinates of the i-th atom of the
adsorbate, and Rcmads are the coordinates of the center of mass of the adsorbate. The metal atoms are
ignored in the rotation and are each described by a row vector of zeros, (0,0,0), in Equation 3-11. The
rotational projection vector is constructed analogously to the translational projection vector, taking the
form:
p [ Equation 3-13 ]
The translational and rotational projection vectors are used to calculate the vibrational projection vector as
follows:
P U-P -PV1-b - trans rot*
The projected vibrational frequencies
Hvib:
[ Equation 3-14 ]
are found by diagonalizing the projected mass-weighted Hessian,
HV (b b)T HPH,,b = Pi P,,. [ Equation 3-15 ]
In making these projections, we assume that there is little coupling between translational, rotational and
vibrational modes, which is truer for weakly-bound adsorbates than for strongly-bound adsorbates.
Therefore, we use projected frequencies for only weakly-bound adsorbates. Using these projected
r. = ,(R, - R""d) X (--vC)
frequencies, the appropriate partition functions for translation, z-axis rotation, and vibration can be
calculated.
For free translation in two dimensions, the partition function takes the form:
2 MadskBT ( 2 M M ,NkB o\
2-a 2h 2  NsitesA [Equation 3-16 ]2Dtas( h 2 )h2
where, go is the standard state area of the box within which the molecule is translating, A is the surface
area per binding site (5.365 x 10-20 m2 for Ni(1 11) and Ni(21 1); 6.196 x 1020 m2 for Ni(100) ) and N%,e is
the standard state number of binding sites per adsorbate. For example, for a standard state coverage of
one monolayer, the value of N"'sies is one. The term NWsi,, A defines the size of box that the molecule is
free to translate within, analogous the gas phase standard state volume in the translational partition
function.
For weakly bound species with a low barrier to rotation about an axis, the free rotation partition function
takes the form:
q/ = 2BT [ Equation 3-17]q -
- h ,
where, I is the moment of inertia of the adsorbate about the axis described by vc and c is the symmetry
number (e.g., o-= 2 for C0 2). The harmonic oscillator partition function is applied to treat 1) frustrated
translational/rotational modes with barriers too high to allow for free motion analysis as well as 2) all
remaining standard vibrational modes. Using the projected frequencies from Equation 3-15, the harmonic
oscillator partition function is calculated using Equation 3-7, but with product limits from 1 to (3N- Nfre
modes). As shown in Figure 3-5, the total partition function for a surface species, qo, is a product of the
appropriate subspace partition functions qrans, qro,, and qib, which are calculated for one adsorbate in a
single unit cell.
It should be noted that, as a consequence of periodic boundary conditions, the vibrational frequencies
calculated in this manner include only motions where the adsorbate atoms, the surface metal atoms, and
all of their periodic images move synchronously. This approximation eliminates many of the degrees of
freedom found in the true system. The assumption is that the neglected frequencies do not change
significantly during the course of a reaction, leading to a cancellation of errors that makes these
approximations tolerable.
Finally, the total partition function for a system of N indistinguishable weakly-bound surface species
(with free translation) is expressed as
N
N!
[ Equation 3-18 ]
Note that Equation 3-18 is identical to Equation 3-6, reflecting the analogy between a weakly-bound
surface species and a free two-dimensional gas. Note that unlike Equation 3-8, there is no statistical
factor comprised of M and N because the weakly-bound adsorbates are not restricted to discrete binding
sites on the surface, but rather can exist in a continuum of locations within the area A.
3.4 Obtaining Thermodynamic Properties from Partition Functions in
Heterogeneous Catalysis
The values of enthalpy, entropy, and free energy are required to describe the behavior of a system at
industrially-relevant temperatures and pressures. These quantities can be obtained directly from the
partition function for the species of interest, as detailed below.
Gas Phase Species
The partition function of a species is related to thermodynamic properties through the Helmholtz free
energy, 1, using
A = -kBT In Q. [ Equation 3-19 ]
In differential form, the Helmholtz free energy of a pure gas phase species is expressed as
dA = -SdT - PdV + pdN, [ E quation 3-20 ]
where p is the chemical potential of the species and N is the number of gas phase molecules. As indicated
by this differential form of Helmholtz free energy, the entropy of the species is calculated using
S = - T JVN [ Equation 3-21 ]
Substituting Equation 3-6 and Equation 3-19 into Equation 3-21 relates the entropy of a gas phase species
to the partition function for that species, yielding
S= kTln 2''1
8T LK N!IVN [ Equation 3-22]
Applying Stirling's approximation, removing volume from the partition function, and differentiating
Equation 3-22 gives the following expression for the entropy of a gas phase species
S= Nk[ T 8lnq'"' + ln " qtV" +1 .
BI T /V,N (N , I
[ Equation 3-23 ]
Note that the term (V / N) can be replaced with (kBT / P,) to compute the entropy at a standard state
pressure. The internal energy is an explicit function of the external variables entropy, volume, and
chemical composition (number of molecules) (i.e., U= U(S, V,N)). Thus, differential form of the internal
energy, also called the fundamental equation of thermodynamics, takes the form
dU = TdS - PdV + pdN. [ Equation 3-24 ]
The internal energy of a species is related to the Helmholtz free energy through a Legendre transform of
internal energy with respect to (+TS), taking the form
A=U-TS. [ Equation 3-25 ]
Substituting Equation 3-6, Equation 3-19, and Equation 3-23 into Equation 3-25 provides the relationship
between the internal energy of a species and its partition function
U = NkB T 2 jnOT VNI. [Equation 3-26 ]
In computational studies, the energy computed through DFT calculations is a zero-Kelvin electronic
energy. The relationship between electronic energy and internal energy is obtained by re-writing the
partition function with energy referenced to the classical minimum from Equation 3-5 (giving the species
an energy equal to the classical electronic energy of E obtained via electronic structure calculations) and
performing the differentiation in Equation 3-26, giving
U=NEb+-NkT+-NkT+N hv'+N
2 2 2hv
exp ky i [Equation 3-27 ]
U = N(E,+U.Os +U,., -EZPf +Eh,,,)
where Urans is the translational contribution to internal energy, U,,, is the rotational contribution to
internal energy, EZPE is the zero-point energy correction, Ern, is the thermal correction, and {v;} is the
set of vibrational frequencies obtained via electronic structure calculations. The enthalpy of a species, [_I,
is defined as the Legendre transform of internal energy with respect to (-PV), thus taking the form
D EMBED Equation.DSMT4 = U+ PV U+NkBT. [ Equation 3-28 ]
The ideal gas law is applied in Equation 3-28 to convert the PV term to NkBT. Note that enthalpy is a
function of the extensive variables of entropy and chemical composition and the intensive variable
pressure. An additional Legendre transformation of enthalpy with respect to (+TS) yields the Gibbs free
energy, G, which is a function of the intensive properties of temperature and pressure and the extensive
variable chemical composition
G" = H - TS". [Equation 3-29]
Substituting Equation 3-23 and Equation 3-28 into Equation 3-29 relates the Gibbs free energy of a
species to its partition function, yielding
Go =NkB T2 a ntq, +NkBT -NkTT " + I '' " +1
I1aT IVN T N [Equation 3-30 ]
Go =-NkBTIn tt J=-NkBT n qt kBT).
(N ) 1 P
The above extensive thermodynamic functions are converted to an intensive (per mole) basis by dividing
by the number of gas phase molecules, producing
U = RT 2 a " = Eb +Ut,,.+Uot + EZPE + EThem
S0 =RLT( Tov, +ln q
aT /VN N
H =RT T 1n
8T IV.N
G" =-RT In " =-,, RT n q., kBT
(N (oP
[ Equation 3-31 ]
Strongly-Bound Surface Species
The thermodynamic quantities for strongly-bound adsorbates are derived analogously to those for the gas
phase. The differential internal energy for an adsorbed lattice gas takes the form9 4
dU = TdS -qdM + pdN, [ Equation 3-32 ]
where <D is essentially a pressure term, analogous to gas-phase pressure, but in units of energy here for the
surface. In this equation, M (the total number of binding sites on the lattice) is the extensive property
defining the size of the system, analogous to volume for the gas phase. Euler integration of Equation 3-32
(over the extensive properties S, M, and N) yields the following expression for internal energy of a surface
species
U = TS - DM+ pN. [ Equation 3-33 ]
Obtaining Helmholtz free energy from the Legendre transform of internal energy with respect to (+TS)
yields a Helmholtz free energy expression identical to that for the gas phase, taking the form of Equation
3-25. Differentiating Equation 3-25 and substituting in Equation 3-32 provides the following description
of differential Helmholtz free energy
dA =-SdT -DdM+,udN. [ Equation 3-34 ]
Analogous to the gas phase, the entropy of a tightly-bound surface species is defined as
S =~A-
-T M,N
[ Equation 3-35 ]
Substituting Equation 3-8 and Equation 3-19 into Equation 3-35 provides the following relationship
between the entropy of a tightly-bound surface species and its partition function
S ±kBTn M h q NJj)
~~ T (M - N)! N! /M,N
[ Equation 3-36 ]
Applying Stirling's approximation to Equation 3-36 (assuming M >> 1, N >> 1, and M >> N) and
applying the product rule yields
S= In (MM-N) + N In q,, + N InMNN + NkT . [Equation 3-37 ]
Performing the substitution of standard state number of binding sites per adsorbate N",es = M / N,
assuming N~sie - I N'sites (i.e., Nffsis >> 1) yields
I/
S0 = NkBI T +In N,,sq,,, +ln Nls
8T M,N N, +1
[ Equation 3-38 ]
Letting NAs'5 e = x + l and applying the definition of Euler's constant' reduces the expression of entropy
for a tightly-bound adsorbate to
'Limit as (x->o) of [I + (1/x)]^x = e
S 8nqIJN ±lNtstt1
so = NkB T +In N,,,, q,,,+1In 1+ -
BM,N
s" = NkB (T(c T MN+ In N ,,,,q,O, +1 .
[ Equation 3-39 ]
Note that this equation is analogous to Equation 3-23, where the standard state number of binding sites
per adsorbate (or the inverse of the standard state concentration of the tightly-bound adsorbate) replaces
the (_V / N) term (or the inverse of the standard state concentration of the gas phase species). The internal
energy of a tightly-bound adsorbate is obtained analogously to that for a gas phase species, resulting in
the expression
U = NkB [T 2 ( ctoT tMN [Equation 3-40 ]
The relationship between electronic energy obtained from electronic structure calculations and the
internal energy is obtained by re-writing the partition function with reference energy at the classical
minimum (giving the species a classical electronic energy of Eb obtained via electronic structure
calculations relative to a common zero of energy) and performing the differentiation in Equation 3-40,
giving
hv. hv
U=NE+ NJ '+N'
2 phv,
ep k'6T ~ [Equation 3-41 ]
U = N(Eb + EzPE + ETherm).
Note that unlike the gas phase, the internal energy for a tightly-bound adsorbate has no contributions from
translation or rotation.
The enthalpy is obtained by performing a Legendre transformation of internal energy with respect to the
intensive/extensive variable pair (-<DM), which is analogous to (-PV) for the gas phase. The enthalpy of a
tightly-bound adsorbate takes the form
[Equation 3-42 ]H =U_+<DM.
From Equation 3-34, it is seen that (D can be expressed as
8A
a a )T.N [Equation 3-43 ]
Substituting Equation 3-8 and Equation 3-19 into Equation 3-43 and applying Stirling's approximation
provides the relationship between <D and the other variables in the system, as shown below
a I M!qN
kBT (M -N)!N! )N,T
--- =-M(MlnM-(M-N)ln(M-N)-NnN+Nln)
kBT ~M-N
-D=lIn M )_kBT M-N)
The resulting expression is re-written in terms of Nies, taking the form
(DM = In M-e
(D =Nk TIn( ysMe 
- NI
[Equation 3-44 ]
[ Equation 3-45 ]
Letting Ni,es = x + 1 and applying the definition of Euler's constant to Equation 3-44 yields
x+1
DM = NkBT In I +
(DM = NkB T.
[ Equation 3-46 ]
The resulting expression, (DM=NkBT, is analogous to the ideal gas equation and can be viewed as the ideal
localized lattice gas equation. Substituting this expression into Equation 3-42 yields an expression for the
enthalpy of a tightly-bound adsorbate that is identical to that for a gas-phase species
[ Equation 3-47 ]
Performing a Legendre transformation of enthalpy with respect to (+TS) and substituting in expressions
for internal energy and entropy yields the relationship between the Gibbs free energy for a tightly-bound
adsorbate and its partition function
G" =H-TS" =U+NkBT-TSO
Go = NkT 2 ln q'," + NkBT - NkBT T o IY T IMN [,N + In (Nt,,,qtot + I] [Equation 3-48 ]
G = -NkBT in (Nesqtot ).
The above extensive thermodynamic functions are converted to an intensive (per mole) basis by dividing
by the number of adsorbed molecules, producing
U=RT2 81nTq'" = E + EZPE+ ETher
SO =R IT 81nq'" + ln(Ntesq,ot) +1 [ Equation 3-49 ]
H=RT T n ' +1
I T )V,N
G =-RTIn(Ntesq,ot).
Weakly-Bound Surface Species
The thermodynamic properties of weakly-bound surface species are derived similarly to those for gas-
phase and tightly-bound surface species, but starting from a modified form of the differential internal
energy, as suggested by Hill94 . The term surface, or spreading, pressure (<p) is introduced, which is
defined as
DM
A a [ Equation 3-50 ]
H =ULI+NkB T.
where, A is the area of a single binding site and a is the area of the two-dimensional lattice. Recognizing
that A is a constant intensive variable for a system, substituting Equation 3-50 into Equation 3-32 results
in the following differential internal energy expression for a weakly-bound two-dimensional lattice gas
dU = TdS -<pda + pdN. [ Equation 3-51 ]
This expression is analogous to Equation 3-24 for a gas-phase species, but with surface pressure (p)
(rather than gas phase pressure, P) and the size of the box within which the molecule is translating
defined by the area of the lattice (a) (rather than volume, _). Similarly, substituting Equation 3-50 into
Equation 3-46 yields the ideal lattice gas equation for a weakly-bound adsorbate, taking the form
<pA = NkBT. [ Equation 3-52]
Thus by analogy to the gas-phase and strongly-bound surface species, the thermodynamic properties for a
weakly-bound, freely-translating surface species take the form
U = RT2 r 8nq'"' = E+U 2D-,an +Ul + EZPE +ET.T)a.N
SO =R T '"' +1 Ia" +I
HI L ( a XN ±j[Equation 3-53 ]
H=RT T ln'' +1
OT )a,N
G = -RTin ",a" = -RT In (qj,N",, A).
(N t
Note that in the Gibbs free energy expression, a, defines the standard state area of the box within which
the weakly-bound surface species is translating, completely analogous to _,V in Equation 3-31, the
standard state volume of the box within which the gas-phase species is translating.
Chapter 4. Kinetic Modeling of Heterogeneous
Catalysis
4.1 Introduction
To simulate heterogeneous catalysis, the thermodynamic quantities derived in Chapter 3 are combined
with kinetic parameters such as Arrhenius pre-exponential factors and activation energies to develop a
kinetic model. In this work, mean-field (MF) microkinetic modeling is applied to study heterogeneous
catalysis. Microkinetic modeling is an attractive technique for obtaining detailed information about
surface reactions and intermediates because it applies elementary reactions with no assumption of rate-
determining step or most-abundant reaction intermediate (MARI). In MF microkinetic modeling, a set
of proposed elementary reactions and intermediate surface species is used to define the reaction
mechanism. The microkinetic model is then parameterized either experimentally (e.g., through parameter
estimation followed by data regression) or computationally (e.g., through DFT calculations). A drawback
of experimental parameterization is that the size of the proposed mechanism must be kept reasonably
small to ensure statistical significance of the parameters fit through experiment. Computational
parameterization of the microkinetic model, on the other hand, allows for larger mechanisms, limited only
by the computational resources available for computing the thermochemistry and kinetics of the
elementary reactions and intermediate species.
Microkinetic modeling has become a popular tool, applied to study many heterogeneous catalytic systems
such as ammonia decomposition over ruthenium 95 as well as ammonia synthesis over iron,96 copper,97 and
ruthenium. 98 Microkinetic modeling has also been applied to the reaction of interest in this study, steam
methane reforming and its reverse. Aparicio applied transient isotopic experimental studies to
parameterize a microkinetic model for methane reforming over nickel, 50 which was built upon by Chen, et
al., including the addition of deactivation effects. While these studies focused on the methane reforming
reaction, Alstrup also applied experimentally-parameterized microkinetic modeling to study the reverse
reaction, CO methanation over nickel.99 In addition to experiment, computation has also been applied to
the parameterization of microkinetic models. Chen et al. have recently employed the activation
exponential potential (UBI-QEP) approach and transition state theory to the microkinetic modeling of
SMR. Furthermore, density functional theory (DFT) has become a popular computational tool for
describing heterogeneous catalysis, including many recent applications to methane reforming.32 395 s'57 70
Mean-field microkinetic modeling is employed in this work rather than kinetic Monte Carlo (KMC) 00 -0 3
modeling due to the large size of the system of interest and the large computational expense of KMC.
Implicit in the MF model is the assumption that the local concentration of a surface species can be
described by the average concentration of that species on the surface. A physical interpretation of this
assumption is that diffusion on the surface is fast relative to reaction, leading to diminishingly small
concentration gradients. As will be discussed in subsequent chapters, diffusion barriers found for SMR
over the nickel catalyst are generally considerably smaller than barriers to chemical reaction, offering
some support for the use of the MF model. Also, the MF model is believed to be more accurate at lower
surface coverages, due to the greater probability of a species "finding" a vacant site to which to diffuse.104
At the high temperatures relevant to SMR, the surface is more likely to have a high concentration of
vacant sites than it is at low temperatures (due to the entropic loss upon adsorption), further offering
support for the use of the MF model. It should be noted, however, that the KMC model offers a more
complete description of the catalytic process with fewer approximations and higher resolution to capture
non-uniformity than the MF model; therefore, the MF model is considered less accurate, particularly in
systems where co-adsorbate interactions are important.' 05 As a result, the kinetic results from MF
modeling are more useful in capturing trends than providing absolute accuracy. It should be noted that
one drawback of the KMC model compared to the MF model is that the KMC model suffers from
statistical sampling error, which is not an issue for the MF model.
In this chapter, Transition State Theory (TST) 16'107 is applied to derive rate expressions for the reactions
involved in heterogeneous catalysis, including partition functions, standard state corrections, and
thermodynamic constraints for the reverse rate. Similar to the thermodynamic parameters in Chapter 3,
rate expressions are presented to account for both mobile (weakly-bound) and localized (strongly-bound)
adsorbates. In practice, the kinetic parameters obtained from these rate expressions are used to
parameterize the mean-field microkinetic model. The microkinetic model is then combined with a reactor
model to simulate heterogeneous catalysis and perform kinetic investigations such as flux analysis and
sensitivity analysis. Flux analysis provides insight into the active reaction pathways on the catalyst
surface while sensitivity analysis identifies the key reactions and species whose thermochemistry or
kinetics have the greatest impact on the overall reaction rate. In this chapter, incorporation of the
microkinetic model into a Continuously Stirred Tank Reactor (CSTR) and an ideal Plug Flow Reactor
(PFR) will be discussed.
4.2 Overview of Transition State Theory for Gas Phase Rate
Expressions
The rate at which a species disappears due to an elementary chemical reaction (e.g., A(g) + B(g) -> C(g))
is expressed as
dNV
= vN ,, [Equation 4-1dT A
where NA is the number of reactant molecules, v is the frequency at which the reacting species crosses the
reaction barrier and NABt is the number of transition state molecules. Transition state theory, which was
developed through the work of Pelzer,08 Wigner,'09 Eyring," and Evans and Polanyi,111 is used to
describe the rate of the chemical reaction as
dN4  (kT q ) ( -E.
- T= -- exp NNB. [Equation 4-2]dT h q AqB RT
where, qi is the partition function of the ith species referenced to the energy at the ground vibrational state
of i (i.e., zero-point energy), E, is the reaction barrier from the zero-point energy of the reactants to the
zero-point energy of the transition state, and all transition state molecules are assumed to proceed to
product (i.e., the transmission coefficient is one). Transition state theory provides a framework for
relating the number of transition state molecules to the number of reactant molecules. As discussed in the
literature, the transition state theory formula can be expressed in terms of an effective chemical potential
of the transition state through a quasi-equilibrium approximation, taking the form
I 1 A + pB =ABt' [ Equation 4-3 ]
where pt is the chemical potential of the subscripted component. Using this equilibrium relationship, the
thermodynamic properties discussed in Chapter 3 can be used to relate the number of transition state
molecules to reactant molecules, ultimately arriving at the rate expression shown in Equation 4-2. This
approach provides a useful framework for the derivation of the rate expressions for the reactions of
heterogeneous catalysis in the following sections.
Note that the partition functions in the rate expression in Equation 4-2 contain a translational partition
function with an actual system volume term. To remove this dependence on actual system volume, the
rate expression is converted from a number basis to a concentration basis by dividing out this volume
dependence. The partition functions are then converted to standard state partition functions (calculated at
the standard state volume), which introduces a standard state correction term. The resulting rate
expression is
d [ A] =(,kT ) R 0 IT )ep(-E' A][]
- h exp I [A][B].dIT Kh yq",q" PKF~ RI') [ Equation 4-4 ]
From this rate expression, the rate coefficient for the chemical reaction takes the form
kfor= T )exp (' -E
h q q" P. R T
[ Equation 4-5 ]
The rate coefficient can also be presented in its thermodynamic representation by re-writing Equation 4-5
to relate the equilibrium constant to the Gibbs free energy
kBT -aG' T kT -H" ~ AS"t RT
k,= exp = exp ( exp , [ Equation 4-6 ]h RT P h RT R P
where AGO is the change in Gibbs free energy (in units of energy per mole) from the reactants to the
transition state, Aff is the change in enthalpy, and AS' is the change in entropy. The reverse rate
coefficient is calculated through applying the equilibrium constraint. At equilibrium, the forward reaction
rate equals the reverse reaction rate, giving
kor [A] [B] = kr [C]
kor [C]
kev [ A] [B ]'
[ Equation 4-7 ]
Equating the chemical potential of A(g) and B(g) with C(g) gives the following equilibrium relationship
K = c -
q A qB NANB
q )RT) [C
qq" P [A][B]
[ Equation 4-8 ]
Substituting Equation 4-7 into Equation 4-8 and replacing the ratio of partition functions with the
equivalent Gibbs free energy expression yields the following expression for the reverse rate coefficient.
AGOP
kre = kf,,, exp RT RT [ Equation 4-9 ]
4.3 Rate Coefficients for Heterogeneous Catalysis from Transition
State Theory
Rate coefficients for reactions occurring in heterogeneous catalysis are obtained by application of
transition state theory in a manner analogous to that detailed for a gas phase reaction in the previous
section. In this section, transition state theory is applied to obtain the rate coefficients for adsorption
reactions (molecular and dissociative) as well as surface reactions (unimolecular and bimolecular). Mass
transfer in the gas phase is assumed to be much faster than chemical reactions for adsorption/desorption.
Special treatment is given to tightly-bound (localized) vs. weakly-bound (mobile) adsorbates, including
consistent accounting of standard states. The rate expressions developed here are applied in mean-field
microkinetic modeling to simulate heterogeneous catalysis.
Activated Molecular Adsorption Rate Coefficients
Activated molecular adsorption is represented by the following elementary reaction:
A(g) + * 7 A* [ Equation 4-10 ]
Consistent with transition state theory, it is convenient to define an effective chemical potential of the
transition state, which equals that of the reactant(s):
PA= M-t[ Equation 4-11]
Below, the forward and reverse rate coefficients for molecular adsorption through a mobile (freely
translating) and localized (tightly-bound) transition states are derived.
Localized Transition State
The partition function for the gas/surface system with a localized transition state, A*, takes the form
NA , i-Np - NM! qA q q,  Jj qiA '
Qi= AA*, [ Equation 4-12 ]
. - Z Nicae J!NA !N ,,! f N!
i t itA ,A * t
where M is the total number of binding sites on the surface, N is the number of the subscripted species,
Niass is the number of an adsorbed species (localized or mobile), and Ni.localized is the number of a localized
surface species occupying a binding site. This is the complete system partition function, though for the
purposes of the analysis in this section, only the partition function's dependence on N4 and N,*t is of
concern. The form of the partition function is modified from that detailed by Hill to include surface
modes.94 Note that in this form for the system partition function, the individual partition function for each
surface species (mobile or localized) contains contributions from surface atoms, thus the exponent of q* is
dependent on the number of adsorbed species. The chemical potential of A(g) is unaffected by the
surface, taking the form (qA/N). The chemical potential of the transition state takes the form
qt M - N,.A - oNIiocalized N
P* A*f )MT K q-N [Equation 4-13 ]
Equating the chemical potentials yields the following equilibrium constant when the partition functions
are referenced to the ground vibrational state energies of the molecules
N , q .' (-EK N- _ exp "T)
NAN. q q. R T
[ Equation 4-14 ]
Through transition state theory, the rate expression takes the form
dNA. =kBT)(A*, )Ex(:LN,
dT exp NN..dT q~q.) RT)
[ Equation 4-15 ]
Factoring out the volume from the translational contribution to the total partition function for the gas
phase molecule and manipulating the surface species terms on both sides of the equation yields the
following rate expression in concentration form
d[A*] (kT exp [][*],
dT h qq* R T [ Equation 4-16 ]
where the concentration of the gas phase molecule is expressed in units of mole per volume while the
concentration of the surface species (or vacant sites) is expressed in units of mole per area. The rate
expression is then multiplied and divided by the standard state volume per mole of molecules (or RT/P,)
to form the standard state partition function for the gas phase molecule. The localized transition state
molecule has no translational partition function; however, as was detailed in Chapter 3, a standard state of
Nsieso, the standard state number of binding sites per molecule, is introduced for the localized species.
Finally, the concentration of vacant sites is converted to fractional coverage (a.) through use of the total
concentration of binding sites, CT. These modifications result in the following final form of the rate
expression for molecular adsorption through a localized transition state
d[A*]_r kT . RTN CT (-EA
dT h sies P N exp L [A].d h q.P 1 N, 
RT
[ Equation 4-17 ]
This rate expression suggests the following form for the activated molecular adsorption rate coefficient
through a localized transition state
k = exp f hor q")q. N0 e Rp1 h1'~~~ ~ ites R [ Equation 4-18 ]
Mobile Transition State
The partition function for the gas/surface system with a mobile transition state, A *t, takes the form
N N M-N. NNM!qq q
Qi= AA*[ Equation 4-19]
M - 1: N ocaed !NA ! N ,, ! j NA !
\ i#A i~tA.A*'
Taking partial derivatives with respect to NA and NAt, referencing the individual partition functions to
their ground vibrational state energy, and applying Equation 4-11 results in the following equilibrium
expression:
N ,,- q ( -E
K - - * exp 01.
NA qAq* RT [ Equation 4-20 ]
Thus, the rate expression for activated molecular adsorption involving a mobile transition state takes the
form
dNA*, kBT) A*t 
-EI N
= k 
_ exp 4 N4.dt h q q* R T [Equation 4-21 ]
Recall that the partition function for a mobile surface species contains a two-dimensional translational
contribution q2-trans, which is defined in Equation 3-16. The standard state translational partition function
for the mobile surface species is dependent upon the standard state area of the two-dimensional box
within which it translates. The area of the box per translating molecule is defined at the standard state
concentration of surface species as Nsire,,*A as described in Chapter 3. Applying this definition, the rate
expression in Equation 4-21 is converted to a concentration basis, replacing the partition functions with
standard state partition functions, which results in
d[A *] - kBT *> R 1 -E A
it h .~ )(T)( NIA )expYT )[A], [Equation 4-22]dt  qq. P ~ N",A R T
where [A*] and [A] are the concentrations of the adsorbed transition state and gas-phase reactant in units
of mol/area and mol/volume, respectively, and A is the area per mole of binding sites. To make unit
consistency more apparent, the (1/A) term is replaced with CT, the total concentration of binding sites for
the surface of interest, which produces the following form of the rate expression for activated molecular
adsorption through a mobile transition state:
d[A*] (kBT~r )yq~q*]t R NT s exp(k )[A]. [Equation 4-23]dt h q"q., P N,"O, R T
Note that Equation 4-23 does not contain a dependence on the vacant fraction of sites, which is consistent
with other derivations of this rate expression.5 It has been suggested that the mobile transition state model
is only applicable at lower coverages where the transition state will be free to translate across the catalyst
surface.5 Thus, at high coverages (as the fraction of vacant sites approaches zero), this reaction would be
expected to proceed at a diminishingly small rate. To capture these limits, a dependence on the fraction
of vacant sites (6.) is added to the rate expression, taking the form
d [A*] kT _,., RT CT -E
t Texp * [A].. [Equation 4-24]dt h q~q. P N",t , R T
Note that the forms of Equation 4-17 and Equation 4-24 are identical; however, the partition function for
the mobile transition state in Equation 4-24 contains a contribution from the two-dimensional
translational partition function (as well as a possible contribution from the free rotation partition
function), unlike the partition function for the localized transition state in Equation 4-17 (where each
mode is treated as a harmonic oscillator vibration). The contributions from translation/rotation result in a
higher rate of adsorption for adsorption through a mobile transition state. Thus, while the form of the rate
coefficient expressed in Equation 4-18 for activated molecular adsorption through a localized transition
state is also valid for activated molecular adsorption through a mobile transition state, the values of the
rate coefficients will differ because the partition functions describing the transition states differ.
Reverse Rate Coefficient
The reverse rate coefficient is obtained by applying the equilibrium constraint, which takes the form
kfor[A]O. =k,,[A*]
kjr [A*]
k [ A|0.
Equating the chemical potential of A(g) and A* gives the following:
K=( q^* = N
q q.) NAN.)
K = q* ) QRT [ A* = A j
q~q C)N ) [ A][*] [A|0. CrT
[ Equation 4-25 ]
[ Equation 4-26 ]
Substituting Equation 4-25 into Equation 4-26 and replacing the ratio of partition functions with the
equivalent Gibbs free energy expression results in the following expression for the reverse rate coefficient
(or molecular desorption rate coefficient):
k,, = kf,. exp N 0kre, = for exp R T ) R T y C T [ Equation 4-27 ]
To validate this expression, Equation 4-18 is substituted into the above equation, yielding
k 4-E (AG" N
k,ev exp (-E_)exp RO.
hqIq.q RT RT
[ Equation 4-28 ]
Making a further substitution of the individual partition functions (referenced to the energies of the
molecules' ground vibrational states) for the Gibbs free energy results in
k, = (ALL q±-exp ,h qRT [ Equation 4-29 ]
where Eo,,. is the reverse zero-point activation barrier, or the difference in energy between the zero-point
energy of the transition state well and the zero-point energy of the product well. As is expected, this is
the result that would be obtained from applying transition state theory and the system partition function in
Equation 4-12 and Equation 4-19.
Non -Activated Molecular Adsorption Rate Coefficients
Molecular adsorption of gaseous species often proceeds without an appreciable activation barrier. For
example, the molecular adsorption of water onto nickel catalyst is viewed as a barrier-less reaction. For
non-activated molecular adsorption, collision theory is applied, with the sticking coefficient (the fraction
of collisions that result in an adsorbed product) assumed to equal to the fraction of vacant sites. This
physical interpretation of this assumption is that a collision with the surface results in an adsorbed product
when the collision occurs at a vacant site. Given this assumption, the rate coefficient for non-activated
molecular adsorption becomes
kfo,= r k ,T [ Equation 4-30 ]
where Mad, is the mass of the adsorbing molecule. The reverse rate coefficient for non-activated
molecular adsorption is identical to that for activated molecular adsorption, which is shown in Equation
4-27.
Dissociative Adsorption Rate Coefficients
Dissociative adsorption occurs via the following elementary reaction:
BC**C
AWg + 2* 7 B* + C*. [Equation 4-31 ]
The partition function for this system takes the form
Localized Transition State
Nt M--2NVBC** Y~
M-NBC* - N,, !qA q>.*q* J qf
I**ILBC** / i* 1 A,BC7! **QA 
. [Equation 4-32]
M -2NBC--,- - Nioaze N !NBC..,! fl N,!
it BC**, i# A,BC**'
Note that the factorial in the numerator includes the NBC**t term because the BC**t transition state is
assumed to occupy two binding sites.' 2 This term is intended to capture the number of entities on
surface, including binding sites. Thus, because BC**t and other doubly-adsorbed species occupy two
sites, they decrease the number of entities on the surface by one for each molecule. Note the presence of
the factor of two in front of the NBc**t term in the exponent of q. and in the factorial in the denominator, a
consequence of the species being doubly-adsorbed. Also note that the (c/2)N**t term proposed by Romi,
et al. is neglected in Equation 4-32. This is an approximate factor to account for the fact that a doubly-
bound species can gain entropy due to orientation (e.g., left/right vs. up/down) as a function of the lattice
connectivity, c. Neglecting this term does not affect the overall species equilibrium between reactants
and products, but does ultimately lead to a slower forward and reverse rate (by a factor of (c/2)) than
would be obtained if it were included.
Once again, transition state theory is applied, equating the chemical potentials of A(g) and BC**t,
resulting in
A A7VBC**, __BC**t -
NN 2  2 exp - [Equation 4-33 ]
N qq; RT
To obtain this expression, the quantity (M-NB.,**f-XN**) was approximated as M, assuming that the
concentration of doubly-bound species is small. Applying the method detailed above for activated
molecular adsorption through a localized transition state, this equilibrium relationship results in the
following rate expression
d[B*] 
-(kBT 2 (RT( exp [Equation4-34
dT h q'q, P N",, RT
Thus, the rate coefficient for dissociative adsorption through a localized transition state takes the form
kB C., R Cr -E_,
kir = expf .1
' h q 'q P Nites RT
[ Equation 4-35 ]
Mobile Transition State
For dissociative adsorption through a mobile transition state, the
partition function
,4 N t M-NBC- N,.M!q q . N H qN
Q =B
M - N localzed! NA NA* Ni#A i# A,A*N
system is described by the following
[ Equation 4-36 ]
Equating the chemical potentials of A(g) and BC**t that are derived from this partition function results in
Ng** qc* ( -EoKt - NC** - q* e "
NA q~q; RT) [ Equation 4-37 ]
Recalling that the partition function for the mobile species contains a contribution from the two-
dimensional translational partition function, the equilibrium constant results in the following rate
expression for dissociative adsorption through a mobile transition state:
d[B 1 =(kBT) a2 (R ( exp(E *)[A].-dT h q~q P N" RT [ Equation 4-38 ]
As was found for molecular adsorption through a mobile transition state, the rate expression has no
dependence on the concentration of vacant sites. However, consistent with the modification of the
molecular adsorption rate coefficient, Equation 4-38 is modified to include dependence on the fraction of
vacant sites. This will ensure that the rate of adsorption limits to zero as the surface becomes filled and
the fraction of vacant sites approaches zero. Because the products of the dissociative adsorption must
occupy two sites, the rate expression is given second-order dependence. The resulting rate expression is
d[B*] = BT ( ) exp( _ |_ .dT h q0 q2A *~) N% J E0T[A [ Equation 4-39 ]
From the form of this rate expression, it is seen that the rate coefficient for dissociative adsorption
through a mobile transition state is identical to that for adsorption through a localized transition state
(Equation 4-35).
Reverse Rate Coefficient
The reverse rate coefficient is constrained through the equilibrium expression, taking the form
kf,, [A]02 = kre, [B*][C*]
kfo,_ [B*][C*]
kre, [A]02
[ Equation 4-40 ]
Equating the chemical potential of A(g) with B* and C* gives the following equilibrium relationship
K = qe*qc. _ NBN.
JAq* ) N N )
K q,06. ( 1 )2 (B*][C*] (B*][c*]V (1 2 [ Equation 4-41 ]
K= * * RT 1[*]C* _2 [B] 
C*] T
q q P N",,)A[ [ A|G Cr2L' L ste y A [ [A] O2J J
Substituting Equation 4-40 into Equation 4-41 and replacing the ratio of partition functions with the
equivalent Gibbs free energy expression yields the following expression for the reverse rate coefficient
for dissociative adsorption (or the associative desorption rate coefficient).
/ 2(AGO 0
krell = kfor exp I Jt\ O- ( ilS( RT )RT CT [ Equation 4-42 ]
Surface Reaction Rate Coefficients
An example of a surface reaction takes the form of the following elementary reaction:
BC** +
A* + * '- B* + C*.
Localized Transition State
The partition function for this system takes the form
M 
- NBC**t 
~ **NBC**N
M - N. 
- 2NBC**,
N q N4. N M-N.-2NBC*INj N
i *,BC**t_ [Equation 4-44 ]
- Ni !Nocalzed  A*!NBC**t! N!
itA*,BC**t i*A*,BC**
Note that as was discussed for dissociative adsorption through a localized transition state, the transition
state in this dissociative surface reaction is treated as occupying two sites because the products will
occupy two sites. This means that the term NBc**t appears in the factorial expression in the numerator of
the system partition function to properly account for the number of entities on the catalyst surface.
Equating the chemical potentials of the transition state and reactant yields the following equilibrium
expression, assuming that the concentration of doubly-bound species on the surface is small
- MNBC** q (-E
NA*N. qA * q. RT
[ Equation 4-45 ]
Applying this equilibrium constant and transition state theory results in the following rate expression for a
dissociative surface reaction through a localized transition state
d = h BC o* ex) ( RTexp [A * 0*.dT hT q"q* R T [ Equation 4-46 ]
Thus, the rate expression for dissociation on the surface takes the form
kor = _ )exp .
h qA.q. R T
[ Equation 4-47 ]
[ Equation 4-43 ]
Mobile Transition State
The partition function for the system takes the form
N M-N ,-2N BC._t-ENj
(M)! q".q. qN J q
QN= ,'e N'Bc**t
M - N,. - N !ocli N,.! N~c**, ! fj N,
i* A* /it A*,BC**'
[ Equation 4-48 ]
Equating the chemical potentials of the transition state and reactant yields the following equilibrium
expression
K N*NBc**, 
_BC** (-k 
.N. qq exp T
NA* qA~q* RT) [ Equation 4-49 ]
Applying this equilibrium constant and transition state theory results in the following rate expression for a
dissociative surface reaction through a mobile transition state
dN,. k xBp BC** -- (1
dT h q A.q. R T N.
[ Equation 4-50 ]
Assuming a generally low surface coverage, the number of vacant sites is set equal to the total number of
binding sites, M. Factoring out the area-dependence from the two-dimensional translational partition
function contribution to the transition state partition function and introducing standard state corrections
results in the following concentration-dependent rate expression
d[B*] =(k BT) 0 (exp N-F- 
..
F
dT h q"q. N"tes,,,A R T
[ Equation 4-51 ]
Noting that the value of (1/A) is equivalent to CT, the total concentration of binding sites per unit area, this
rate expression is re-written as
d *1 ](kB C*. (-E 0d[B = B ) 0 exp * [A*].
dT h q".q. , RT [ Equation 4-52 ]
In order for the dissociation to occur, the A* species must be adjacent to a vacant site. To capture this
effect, a first order dependence on the fraction of vacant sites is introduced to the rate expression, which
results in
= f exp * ) [A *]G.dT h q4 q. RT [ Equation 4-53 ]
Thus, the rate coefficient for dissociation of an adsorbed species through a mobile transition state is
identical in form to that for dissociation through a localized transition state, shown in Equation 4-47.
Reverse Rate Coefficient
The reverse rate coefficient is constrained through the equilibrium expression, taking the form
kf, [A*]O. = k,, [B*][C*]
kr [B*][C*]
kv [A*]O.
[ Equation 4-54 ]
Equating the chemical potential of A* with B* and C* gives the following equilibrium relationship
K qB*qc
q .~q.) N .N.J)
r * /
K- * * - [B*][C*] [B*][C*] 1
q'.q. N ) [ A*][*] [A *]. ,* CrT
[ Equation 4-55 ]
Substituting Equation 4-54 into Equation 4-55 and replacing the ratio of partition functions with the
equivalent Gibbs free energy expression yields the following expression for the reverse rate coefficient
for a dissociative surface reaction (or the associative surface reaction rate coefficient)
k, = kor exp RTO .JctJ [Equation 4-56]
(R T ),Cr )
General Form for Activated Reaction Rate Coefficients
Combining the rate coefficients derived in the preceding sections, a general form for the forward and
reverse rate coefficients for adsorption/surface reaction are expressed as
k,=k f vi e -EO P CroI #Rkior q t H (q"' )V exp 
' R C ,
h ) RRT )RT ) Nes [Equation 4-57 ]
ke =k, exp( RT 1 ,
RT I C
where #R and #P refer to summations over the total number of reactants and products, respectively, vi is
the stoichiometric coefficient of an entity (gaseous, adsorbed, or vacant site), v, is the stoichiometric
coefficient of an adsorbed species (this does not apply to vacant sites), and vtg, is the stoichiometric
coefficient of a gas phase species.
Interfacet Difsion Rate Coefficients
In the kinetic modeling in this work, a molecule, such as CH3, is treated as different species when
adsorbed on different surfaces (e.g., CH 3*111 vs. CH 3*10o). Therefore, the diffusion of an adsorbed
molecule from one surface facet to another is treated as a reaction in the kinetic model because it involves
the disappearance of a species from one surface facet and the appearance of a species on another facet.
An approach analogous to that applied above for other surface reactions is applied to derive the rate
coefficients for interfacet diffusion. The partition function is written considering only the interfacial
binding sites between two adjoining surface facets, with each surface having M1n, interfacial sites. The
transition state, A**t, corresponding to the diffusion of a molecule A at the interface of facet 1 (with total
number N',4t) to the interface of neighboring facet 2 (with total number N' .,) is assumed to occupy two
interfacial sites, one on each facet. The statistical factor describing the number of configurations for
N'A**t transition state molecules bridging the interface, {N'i,} I adsorbates at the interface surface 1, and
{N'i.} adsorbates at the interface on surface 2 is expressed as
Mn, MI,, -N A , 
-MInt N'**t
N' ( N') (N' 2)
MIP, t ( M,,,, - N'.,,, )! (M, - N ',,,)!
(M,,, - N',,t)! N',A1(M, - N'A, - I N'i)!7I (N'!) (M,, - N'A.,'-JN',2 )!J( (N', 2 !) [ Equation 4-58 ]
M,,, {{M,,, 
- N',,, )!
S M,,, - N',,, - N' A,.I- N N',.j !N'*f!f N ' ! N'**
f,=1,2 _i;,A* /i A*
where fs is the index for the surface facets. Taking into account the statistical factor Q, the partition
function for this system takes the form
M,,-N'-N'AJ N'j N' NM,, !(M ,- N',,, t)! f qigq. q qN*,
JKM Nf, =2 N =1 2 ( Equation 4-59 ]
( M,,,-N',,-N', - N' !N'A !FIN' N'A
f,=1,2 \i#A* fir-A*
Equating the chemical potentials of the reactant A*, and the transition state results in the following
expression:
Kt - N'A**t ex p (- . [Equation 4-60]N' ,1 N *'2 qA,*q.ex RT
Applying transition state theory, the number-based rate equation for interfacet diffusion therefore takes
the form
dN' ., __T q__.._ --E 1"N
dt q exp N , N, . [ Equation 4-61dt h q,,q., , R T Mn
Note that this rate expression is written considering only the interfacial sites between two adjoining
surface facets. Considering that these equations will be applied in a mean-field model, the fractional
coverage of a species on surface 1 along the interface is assumed to be equal to the overall fractional
coverage of that species on surface one. The physical interpretation of this assumption is that intrafacet
diffusion is sufficiently fast that the interface will see the effective concentration of the entire surface.
Thus, an adsorbate A*i located at the interface between facets 1 and 2 diffuses to the average vacant site
fraction on facet 2. Also, note that the change (due to interface diffusion) in the number of A*i molecules
at the interface (dN'A.,/dt) is equal to the change in the number of this species on the overall surface
(dN.*,/dt). Therefore, Equation 4-61 is converted to a fractional coverage basis, with the fractional
coverage of each species corresponding to that species' overall fractional coverage on the facet of interest
dNA*,l dN'A.,_ kT q )IntA* 0*2
dt dt h q A*,q*,2 K R R T
_d6., 
_ (kBT q., A** p-E ,(j, M *1dt h qA,I,2 . RT M, ,2
[ Equation 4-62 ]
where M, is the total number of sites on surface 1. This form of the rate expression is then converted to a
concentration basis, consistent with the other rate expressions in the model, by multiplying both sides of
Equation 4-62 by the total concentration of sites on surface 1, resulting in
d[A*,]= (kBT)( q,4* expKE [ (MIn"A, 10*..dt h qA*,q 2 R T M [ Equation 4-63 ]
The forward rate coefficient for inter-facet diffusion from facet I to facet 2 takes the form
kf, =(&T exp (-EO( .
' h qA.,q. RT MI
[ Equation 4-64 ]
The ratio M,,, / M] represents the probability of a binding site on facet 1 bordering a binding site on facet
2. The ratio is equivalent to the "inhomogeneity parameter," 012, applied by Cwiklik to the problem of
mean field modeling of diffusion on non-uniform surfaces.'1 3 However, Cwiklik's derivation (based on
the one-center approximation) details only the case where M1=M 2 and his equations are unclear for cases
where M1#M2. The above derivation is general for any value of M, and M> M,
Note that had the rate expression been written in terms of the appearance of A* on surface facet 2 rather
than the disappearance of A* on surface facet 1, the rate expression would have taken the form
d[A 21= (&-T (exp(E)M1 T [A* 1]6-,2, Equation 4-65]dt h q >. q. RT M CT a
where CT is the total concentration of sites on the surface facet of interest. Thus, the rate coefficient must
be modified accordingly depending on which surface species is being accounted for.
Reverse Rate Coefficient
The reverse rate for this process is calculated by applying the overall reaction equilibrium expression,
which takes the form
kfo, [A* 1 ] 0.2 = k,, [A* 2 .O1
ko_ [A* 2 ] o.',
k,, [A *1|02
[ Equation 4-66 ]
Equating the chemical potential of A*1 with A* 2 gives the following equilibrium relationship (given the
same standard state concentration of species on the two surfaces and using the same zero of energy when
computing the partition functions):
K _ qA., 2q., _ NA* 2N*l
q A.,2q. ( N .*iN,2
K -L _A 2]* 2 1 01 C r,
qA .,q.,2 [ A*1][*2 ) ( [A*1]0.,2 , Cra 2
[ Equation 4-67 ]
Substituting Equation 4-66 into Equation 4-67 and replacing the ratio of partition functions with the
equivalent Gibbs free energy expression yields the following expression for the reverse rate coefficient
for interfacet diffusion
k,,v = kf, exp AGO .
RT )Cr )
[ Equation 4-68 ]
4.4 Kinetic Modeling of Heterogeneous Catalysis using a Continuously-
Stirred Tank Reactor Model
The Continuously-Stirred Tank Reactor (CSTR) model is useful for performing sensitivity and flux
analyses to identify key reactions or intermediates and determine the dominant reforming pathway on the
catalyst surface. The CSTR model can be solved reasonably quickly, making it an attractive approach for
these analyses which may require multiple runs under varying conditions. In the CSTR model, reactants
at some initial concentration flow into a perfectly mixed reactor with uniform (reacted) species
concentrations, shown in Figure 4-1. The species flow out of the reactor at the same concentration as they
exist in the reactor. The CSTR model is posed in steady-state algebraic form for a single reaction as" 4
C X moles of A reacted
-rA rate of disappearance of A
[ Equation 4-69 ]
where res is the residence time of the CSTR, CA., is the initial concentration of species A, X is the
conversion of species A, and -rA is the rate of disappearance of species A, following the form of a chosen
rate expression. Note that the notation CA is equivalent to the previous notation for concentration of [A].
FT,o
{CigasO}
{Cig,}
Figure 4-1. Flow Diagram of a Continuously Stirred Tank Reactor with inlet flow rate FT,. at
concentrations {Ci_g, 0 } and outlet flow rate FT at concentrations {Ci_ga}.
For multiple reactions, a system of such equations is solved to detenrnine the final concentrations of each
species at a given residence time. For sufficiently long residence times, the set of concentrations is
expected to approach those defined by the equilibrium constraints for the system. However, when many
species are present, finding a solution to this set of algebraic equations without excellent initial guesses
. . .........
(00
for final species concentrations (or conversions) can be a difficult task for standard solvers such as
f solve in MATLAB. Therefore, in this work, I pose the CSTR equations as a series of time-dependent
design equations and integrate to a time tend >> T to find the steady state solution for the system of
equations. In the kinetic model, there are gas phase species and adsorbed species. In addition, a
molecule adsorbed on one surface facet (such as the (111) facet) is treated as a separate species than the
same molecule adsorbed on a different surface facet (such as the (100) facet). The reactions in the kinetic
model can be categorized as either 1) the adsorption/desorption of a species onto/from a surface facet, 2) a
surface reaction involving the reaction of surface species from adsorbed reactant(s) to adsorbed product(s)
on a single surface facet, and 3) the diffusion of an adsorbed surface species from one surface facet to
another. The diffusion between surface facets is treated as a reaction in the model because it involves the
dis/appearance of a surface species from/on a surface facet. If the kinetic model of interest only contains
one surface facet, the third reaction family is not considered and the summations over multiple surface
facets in the equations below disappear.
The molar rate of change for a surface species i on surface facet f, is expressed as a sum of the rate of
change due to reaction (Equation 4-70) and the rate of change due to inter-facet diffusion (Equation 4-71).
s , ,IfRxn = v k CQ -k_,i I7C,1 j, [ Equation 4-70 ]
where vi is the stoichiometric coefficient of component i in reaction j, k is the rate coefficient for the
forward (j) and reverse (-j) reactions on surface facetf, C is the concentration (in fractional coverage for
vacant sites, mol/m2 for adsorbates, and mol/m3 for gas phase species) of component / (on surface facetfs
when the subscript / denotes a surface species). The molar rate of change for species i due to diffusion
to/from surface facetf, from/to another facet of the catalyst,f,, is described as
r. _ _fC, C. ±k C, C.
ffy a f ) 1 flf, ifS fA f A~ f Equation 4-71]
where a is the surface area of the subscripted facet, subscripts fi and -fs, indicate forward and reverse
diffusion from surface facet fs to facet f, and the subscript * represents a vacant site (recall that the
concentration of vacant sites is expressed in terms of fractional coverage). Note that Equation 4-71
describes diffusion to/from facet f, from/to one other facet and must be summed over all facets f4, to
capture all inter-facet diffusion, resulting in a total rate of change for species i on surface facetf, of
dC.
d ,Rxn + Y ,Dif'f4, [ Equation 4-72 ]
For flowing gaseous species, the molar rate of change for a species is expressed as a sum of the rate of
change due to adsorption/desorption and rate of change due to flow into/out of the reactor. The total
molar rate of change for gaseous species i is expressed as
dC, a C, C
dt Y . 0Ads s [ Equation 4-73 ]
where V is the volume of the reactor, ri,Ads/s is the net rate of change of gas phase species i due to
adosprtion/desporption onto/from surface facet fi, reso is the user-specified zero-conversion residence
time of the CSTR, and Cs,in is the inlet concentration of gaseous species i. Note that the value riAds/Desf, is
calculated using Equation 4-70, where ri,Ads/Dess is equal to -ri,Rxn and ip is the product of the adsorption
of gas phase species i onto surface facetf.
The zero-conversion residence time is equal to the actual reactor residence time for systems with no net
change in moles upon reaction. For reactions where there is a net change in number of moles upon
reaction, the two residence times are approximately equal at low conversions; however, to allow for the
investigation of larger conversions, the actual reactor residence time, re, is calculated as:
"s F RT F, RT Fr. + [ Equation 4-74]
where nT is the total number of gas phase moles in the CSTR, FT is the total molar flow rate out of the
reactor, AF is the change in molar flow rate from the initial feed to the outlet of the CSTR, and the
subscript o represents an initial, or zero-conversion, quantity. With specific regard to the overall reactions
studied in this work (the steam methane reforming reaction paired with water gas shift), the change in
number of moles upon reaction at a specific methane conversion is expressed as a function of initial and
final methane mole fractions, YCHI4,feed and yCH4, through
AF YCH ,feed - YCH4FT 0.5)+yCH4 [ Equation 4-75 ]
The complete set of time-dependent CSTR equations (one for each gas phase or surface species) must
then be solved using a differential equation solver, time-stepping to steady state for a specified zero-
conversion residence time. In this work, ODE 15s in MATLAB is employed.
4.5 Kinetic Modeling of Heterogeneous Catalysis using an Ideal Plug
Flow Reactor Model
In this work, an ideal Plug Flow Reactor (PFR) model (Figure 4-2) is used to simulate research reactors
for comparison to available experimental data. The PFR design equation is obtained from the species
conservation equation in cylindrical coordinates, assuming no r or 0 dependence, which takes the form" 5
8C(t,z) a v,,C(t,z) +D 2C(t,Z)
at az 8: ' [ Equation 4-76 ]
where z is the spatial coordinate corresponding to the axis of the tubular reactor and R,, is the volumetric
rate of production of gas-phase species i. Note that the volumetric rate of production is a function of a set
of concentrations, including both flowing gaseous species and stationary surface species. In the ideal
PFR, dispersion is assumed to be negligible when compared to convection and reaction, resulting in the
following design equation
[ Equation 4-77 ]aC,(t,z) a zC(t,Z)
at az'
Discretizing Equation 4-77 in the z-coordinate results in the following differential equation describing the
time evolution of concentration for a finite segment of the reactor
dC, 
- CZk - C: +k-1 CRC
dt k_=_V~ _ :z[)+ "',Zk ,1I) [ Equation 4-78 ]
Assuming an ideal gas and isothermal/isobaric operation, the velocity at a given point zk is calculated as
follows, taking advantage of an equation like Equation 4-75
v,, '= Z = -__ FR 1+A ,IAT ) A,~[I
4f A (c j. [ Equation 4-79 ]
where Aeg is the gas-containing cross-sectional area of the reactor, z is the void fraction of the catalyst and
packing, A is the cross-sectional area of the reactor, Vl,,,zk is the volumetric flow rate at zk, and CT is the
total gas phase concentration.
The PFR design equation is next modified to replace the discretization in the z-coordinate with
discretization by mass of catalyst. The mass of catalyst is related to the z-coordinate through
A W = pca,,, AAz, [ Equation 4-80 ]
where A W is the mass of catalyst in reactor length Az and pa,,ff is the effective density of the catalyst in
grams of catalyst per volume of reactor (WW,,; / V,rI). Substituting Equation 4-80 into Equation 4-78
results in the following W-discretized form of the PFR design equation
dCp,k RT)ef TF 
_-k~ k. Fr JC({C})dt eP )AW +R {C}, [ Equation 4-81 ]
The rate of production of species i is calculated using Equation 4-70 for a multi-faceted catalyst surface,
using the following relationship to correct the units from mol/m2 -s to mol/m 3-s
a dC p dCV dt e dts Reaction )Reaction [ Equation 4-82 ]
where a is the total area of facetfs per unit catalyst mass. Defining a new PFR residence time variable,
TCPFR, the ideal PFR design equation becomes
dCk C k_ C___ _) p dC
dt TPFR_res,z T PFR_res, s C dt
V PFR_res,k =C R XX ]
[ Equation 4-83 ]
[ Equation 4-84 ]
As described previously for the CSTR model, the molar flow rate for the system studied in the present
work (steam methane reforming coupled with water gas shift) is related to the methane mole fraction and
the initial molar flow rate through the equation
Fr. = F + FT, 1+ YCH,,o ~ YCH 4,kTAk T,o TAo y 0.5+yCH4,k ) [ Equation 4-85 ]
Note the similarity between Equation 4-83, the axially-discretized ideal PFR design equation, and
Equation 4-73, the CSTR design equation. This similarity reveals that applying axial discretization to the
PFR design equation and neglecting dispersion results in a series of CSTRs where the number of CSTRs
is determined by the number of discretizations, with each reactor section described by Equation 4-83
(Figure 4-2).
For the PFR, the residence time is no longer user-specified, but is instead defined by the reactor
conditions and molar flow rate in the section of interest. To solve for the concentration profiles in the
PFR, each of the Nseetions CSTRs is integrated to steady-state (in a manner identical to that for the single
CSTR described in Section 4.4), in succession from k = 1 to k = Nsections, subject to the constraint that the
sum of the catalyst mass per section over all sections is equal the total mass of catalyst in the PFR. After
the first section is solved using the PFR feed conditions, the outlet species concentrations from section k -
1 serve as the feed composition for section k.
where
{Ci~s.,,ol {C }F-r,O F- F TNsec-1
{Ci'O} X k{C -} {C ,,N..)
F-r,j F1, Frysed
{Ci-V1}) {Cj_,,*} {Ci-fy,,Xa}
Figure 4-2. (Top) Diagram of a Plug Flow Reactor, with inlet flow rate FT,. at gas concentrations
{C 8g,} and outlet flow rate FT,wtot at concentrations {Cigwtot}. The PFR contains a total mass of
catalyst Wro. (Bottom) Diagram of PFR approximated as a series of Nsection, CSTRs, each with a mass of
catalyst AW. The outlet flow from reactor section k-I serves as inlet flow to reactor k. The sum of AW
over all Nection, reactors is equal to Wot.
....... 
Chapter 5. Steam Methane Reforming over Ni(111)
Catalyst
5.1 Introduction
The development of new catalysts (e.g., Ni-bimetallic catalysts) that inhibit carbon formation while
retaining activity to SMR is of particular interest, as discussed in Chapter 2. To aid the search for
improved SMR catalysts, a thorough understanding of the key reactions and intermediates occurring on
nickel is needed. In this chapter, a comprehensive, ab initio microkinetic model for nickel-catalyzed
steam methane reforming on Ni(lll) is presented. DFT and statistical thermodynamics are used to
calculate the thermochemistry of SMR at industrial reforming conditions (8004C, 10 bar). Much of the
power of microkinetic modeling lies in the information it provides about the surface in catalytic processes
- information about which reaction steps are kinetically significant or rate-limiting and which
intermediates have significant or insignificant concentrations on the surface.s2 Via flux and sensitivity
analysis, the kinetic model is used to identify key reaction intermediates and steps that control catalytic
productivity.
A catalyst particle is composed of many crystal faces, all of which could potentially show activity to the
steam reforming reaction. The Ni( 111) surface, also referred to as the Ni terrace, is known to be
catalytically active' 1 and is the most stable facet of Ni crystallites. It has also been shown that step sites
play an important role in catalysis (of ethane reforming) on the nickel surface,14 and the effects of these
surface sites (and perhaps others) as well as catalyst support effects would need to be included to
completely model a commercial Ni catalyst. It has been suggested that carbon formation begins when
carbon adatoms nucleate at the step or defect sites, forming graphene layers, which blocks these sites
from catalytic activity. 61'117. 118 Abild-Pedersen, et al. reported that beyond a certain carbon coverage, the
dissociation of methane will be dominated entirely by the terrace activity (significantly diminishing the
overall rate of steam reforming).42 It has also been suggested that promoters (such as Au doped on the Ni
surface) tend to block these step sites. 39 As a result, both the step and the terrace may play an important
role in steam reforming and the carbon formation mechanisms, depending upon the degree of carbon
nucleation or dopant metal concentration on the catalyst surface. An increased understanding of the
reactions taking place on both the step and the terrace will offer insight into the competition between
SMR and carbon formation on the Ni catalyst. As a first step toward this comprehensive understanding, a
ortant to this discussion. If these realectronic Structure Calculation Parameters and Methods
5.2 Electronic Structure Calculation Parameters and Methods
Planewave DFT calculations are performed with the software package Dacapo.76' 87, " A 2x2 unit cell
(corresponding to 0.25 ML coverage of adsorbates) is used along with a three-layer slab of the (11) facet
of a FCC crystal of nickel atoms at the experimental lattice parameter (3.52 A). Vacuum spacing
equivalent to four nickel layers is used to separate successive images of the slab, and adsorption is
allowed on only one side of the slab. Conventional counter-charges are used to cancel out the dipole
interactions in the vacuum space. 79 The RPBE functional76 is employed with spin polarization. The
RPBE functional has been shown to be more accurate than other functionals such as PW91 or PBE in
calculating heats of adsorption for molecules relevant in this study.7 Core electrons are described using
ultrasoft pseudopotentials" 9 and the valence states are expanded in a basis set of plane waves with an
energy cutoff of 340 eV. The Brillouin zone is sampled by a (6,6,1) k-point Monkhorst-Pack grid. Tests
of grid sampling and slab/vacuum thickness indicate that the resulting energies are appropriately
converged (generally within 1 kJ/mol and no more than 2 kJ/mol) for the parameters chosen in this study.
Note that tests of basis set size show that while binding energies are not fully converged for all species at
a cutoff energy of 340 eV, surface reaction energies and activation barriers are found to be converged to
within less than 2 kJ/mol when compared to a cutoff energy of 600 eV.
In geometry optimizations, all adsorbate atoms and the top layer of metal atoms are relaxed. When
necessary to avoid significant periodic-image interactions (such as hydrogen bonding between an
adsorbate and its adjacent periodic image), a larger 2x3 unit cell is used. The stability of each adsorbate
is studied at each of the binding sites shown in Figure 5-1, with the most stable geometry being used in
subsequent calculations.
Initial estimates of transition states for both reactions and diffusion are obtained using the traditional
nudged elastic band (NEB) approach, utilizing 7 images (including the endpoints). For reactions where
more accuracy is desired, the transition state is refined using more images in the NEB study, or,
preferably, by a first-order saddle point search.The NEB activation barrier is refined by performing
constrained optimizations where the bond length corresponding to the reaction coordinate is fixed at
intermediate distances between the bond lengths in the two successive images at the peak of the NEB
calculation. The geometry that is the highest in energy is then used as an initial guess in a min-mode-
following first-order saddle point search, using the built-in capability of Dacapo. For some reactions such
as CH*+O*, this method was found to be more computationally efficient than Dacapo's built-in
Climbing-Image NEB (CI-NEB) method on the 2x2 unit cell and without good initial guesses for the
transition state geometry. Harmonic vibrational frequency analysis is carried out on the resulting
transition state geometry to confirm that it is a first-order saddle point. The level of refinement of for
each reaction's activation barrier is denoted in Table 5-4.
atop
bridge hcpr
fcc
Figure 5-1. Three-layers of a Ni(l 11) slab, side view (left) and top view (right). The four distinct binding
sites on the (111) surface - atop, bridge, hcp, and fcc - are labeled.
5.3 Steam Methane Reforming Thermochemistry over Ni(111)
Density functional theory calculations are used to predict the binding energies of all possible surface
intermediates that can be formed from the combination of one molecule of CH4(g) and one of H20(g). In
addition, possible surface intermediates for the formation of C0 2(g) are investigated. The mechanism that
is explored is shown in Figure 5-2.
The DFT adsorption energy for each molecule in its most stable binding site is listed in Table 5-1. In
addition to binding energy, it is also useful to examine barriers to diffusion (translation) and rotation for
adsorbates. When binding energy is low, translational and/or rotational barriers can also be small.
Because of their low diffusion barriers (Table 5-2), H20*, CO2*, and CH 30H* are treated as free
translators on the Ni(1 11) surface. Also, H20* is the only species found to exhibit a rotational barrier
much less than kBT and is treated as a free rotator. Finally, the H-H transition state is treated as a free
translator (based on previous experimental results, as discussed later). All remaining adsorbates (and
remaining transition states when appropriate) are treated as harmonic oscillators. An electronic energy
diagram of selected surface pathways is shown in Figure 5-3.
...... . . ... . .
CHO*
COH* C 
- C0 2(g) + 4 H2(g)
tCO* +6 H*--+- CO(g)+ 3 H2(g)
Figure 5-2. Proposed Steam Methane Reforming Mechanism on Ni(1 11) Surface (Line weights are
indicative of steady state flux computed for each pathway at T=8004C, P=10 bar, initial H20:CH4 ratio of
2.5, and 70% CH 4 conversion.)
Using the partition functions obtained from the statistical thermodynamic analysis detailed above,
enthalpy, entropy, and Gibbs free energy values for each reaction in the proposed steam reforming
mechanism are calculated, as shown in Table 5-4. The standard state for each adsorbate is 1 ML coverage
at 800'C and 1 bar. Using plane-wave DFT, the overall enthalpy of the steam reforming reaction
(reaction RI) is computed to be 243 kJ/mol compared to an accepted experimental value of 226 kJ/mol,
derived from the Active Thermochemical Tables (ATcT).120 This discrepancy in heat of reaction values
results in a DFT-predicted equilibrium constant that is a factor of 6 from the expected value at 800'C.
Fundamentally, this arises from the fact that the DFT heats of adsorption and DFT heats of reaction for
surface reactions are inconsistent with the actual thermochemistry. At least one of these quantities must
be adjusted to make the model consistent with known gas phase thermochemistry. Therefore, adjustments
to the calculated thermochemical values are made to bring the results closer to expected experimental
values through two different methods. The computed entropy is very close to the experimental value2 ,
so only the enthalpy is adjusted.
Table 5-1: Binding Energies, AEasj, for Adsorbates in their Most Stable Binding Sites on Ni(1 11).
Species AEads (eV) Binding Site
H -2.8 fcc
C -6.00 hcp
O -4.5 fcc
H 2  b b
OH -2.5 fcc
H20 -0.02
CO -1.5 hcp
CH 4  C
CH 3  -1.3 fcc
CH 2  -3.3 fcc
CH -5.9 hcp
CHO O11.8 hcp
COH -2.la hcp
CH20 -0.2 atop
CHOH -2.4 fcc
CH 30 -1.9 fcc
CH30H -0.03 atop
CH2OH -1.0 atop/bridge
COOH -2.3 atop/bridge
CO2 0.03d
* Classical electronic binding energy from DFT
calculations at a cutoff energy of 340 eV, consistent with
previous work using the RPBE functional. 7 a COH(g) is
unstable and dissociates. Binding energy is relative to
CHO(g). b H2 adsorbs dissociatively to two H adatoms. c
CH 4 adsorbs dissociatively to CH3 and H adatoms. d
Species shows positive binding energy, within expected
DFT error of -10-20 kJ/mol. For consistency with other
reforming models, the species is treated as a weakly-
bound species in this analysis. e Species shows no
discernable site preference.
Table 5-2: Partition Functions for Adsorbates on Ni(1 11) at T=800'C,
Standard Pressure = 1 bar, and 1 ML Standard State Coverage
Diffusion Qat QadsZPEt
Adsorbate Barrier* (I adsorbate per
(kJ/mol) 2x2 unit cell)
H
C
0
OH
H20
CO
CH 3
CH2
CH
CHO
COH
CH20
CHOH
CH 30
CH30H
CH2OH
COOH
CO2
Slab
4.7E7
3.4E8
6.7E8
5.8E8
2.1E II
6.4E10
9.1E6
7.0E7
6.8E7
2.41E9
7.2E9
I1E8
7.8E8
5.8E7
2.0E9"
1.7E8
2.5E9
2.3E 13
1.4E8
1.3E9
4.4E9
6.7E9
9.4E10
6.1E14"
2.0E12
5.9E11
1.6E11
1.5E10
1.3E12
5.7E 12
2.0E12
1.1E13
3.5E13
2.7E16 b
9.9E13
9.5E12
3.0E15 b
5.4E8
Non-projected harmonic oscillator partition functions with
zero of energy at the classical minimum, unless otherwise
noted. I Non-projected harmonic oscillator partition functions
with zero of energy at the zero point energy, unless otherwise
noted. * Diffusion barriers are estimated using a 3-image
NEB study with relaxed adsorbate atoms and 1st-layer
metal atoms. a Treated as free translation and free rotation
about the principle axis resembling z-axis rotation. All
remaining modes were treated as harmonic oscillations. b
Treated as free translation, with remaining modes as harmonic
oscillations.
250 C*+OH*
- 200
0
C*+H2O*
150
o 100
50 CH,
CI* CH*+H2O*
CH4(g)+H20(g) CH*+O*
-50 CHO* COH*HO-
co-
-100
2 4 6 8 10
Reaction Coordinate
Figure 5-3. Electronic energies of selected pathways [relative to CH4(g) + H20(g)] on the Ni( 11)
surface. The H* and H20(g) species needed to balance the reactions have been omitted to simplify the
notation.
Experimentally-Adjusted Heats ofAdsorption
Method 1
As shown in Figure 5-4, experimental heats of formation for gas phase species (from the ATcT) and the
DFT-predicted heats of adsorption are used to calculate experimentally adjusted heats of reaction for the
surface reactions through thermodynamic cycles. This method results in equilibrium conversion that
matches experimental values at the temperature of interest. However, when the energetics of the surface
intermediates are effectively adjusted in this way, the energies of the transition states must also be
adjusted, and it is not possible to maintain the computed reaction barrier for both the forward and the
reverse reaction consistent with the original DFT calculation. Also, use of this method implies a greater
confidence in the accuracy of DFT-predicted heats of adsorption than the DFT-predicted heats of surface
reactions, a dubious assertion. In general, bond dissociation energies are much harder to predict using
quantum chemistry than are reaction energies because the prediction of reaction energies typically
benefits from partial cancellation of errors between the bonds formed and the bonds broken.
AH Exp
OH(g) O--- 0(g) + H(g)J adsDFT AHadsDFT
OH* 0 + H*
AH AdJA& rxn~d
Figure 5-4. Diagram of the experimentally-adjusted heats of reaction thermodynamic cycle employed for
the reaction OH* + * -> 0* + H*. The value shown in red is calculated using an experimental quantity
for the gas phase heat of reaction and DFT-computed values for the heats of adsorption of the gas phase
species.
Method 2
Known experimental heats of adsorption for one carbon-, one oxygen-, and one hydrogen-containing gas
phase species (in this case, H, 0, and CO - see Table 5-3) are used to produce experimentally adjusted
heats of adsorption. The heat of adsorption data used in the calculations are valid for 25*C. To correct
these heats of adsorption to values at 800*C, the DFT-predicted changes in adsorption energy with
temperature are added to each value. Using thermodynamic cycles (shown in ), these temperature-
corrected heats of adsorption are combined with DFT-predicted heats of reaction (for the surface
reactions) at 800*C to calculate experimentally adjusted heats of adsorption for the remaining species.
The enthalpy of the steam reforming reaction calculated through this method is 226 kJ/mol at 800*C,
which is in agreement with the value calculated from the ATcT. Because DFT-predicted heats of reaction
are used in the thermodynamic cycles, thermodynamic consistency between the forward and reverse
reaction barriers is maintained for all surface reactions. However, the DFT-predicted reaction barriers
cannot be maintained for both the adsorption and desorption reactions. Only the adsorptions of CH4(g)
and H2 (g) (the activated adsorptions) are affected by this inconsistency. The adsorption value is fixed at
the DFT-calculated value and the desorption barrier is adjusted. In the case of hydrogen, the reaction
barrier for associative desorption increases from the DFT-calculated value of 77 kJ/mol to an adjusted
barrier of 99 kJ/mol. For methane, the reaction barrier for associative desorption increases from the DFT-
calculated value of 72 kJ/mol to an adjusted barrier of 119 kJ/mol.
..............
OH(g) AH Exp
-- O(g) + H(g)
AHads*d
OH * O *
AHrnDFT
+ H*
Figure 5-5. Diagram of the experimentally-adjusted heats of adsorption thermodynamic cycle employed
for the reaction OH* + * -> 0* + H*. The value shown in red is calculated using an experimental
quantity for the gas phase heat of reaction, experimental quantities or previously experimentally-adjusted
heats of adsorption for the other heats of adsorption in the cycle, and DFT-computed values for the heat
of reaction for the surface reaction.
Table 5-3: Experimentally Adjusted (Method 2) Heats of Adsorption, AHdas,, Compared to DFT Heats
of Adsorption, AHa"D', for SMR Gas Phase Species on Ni(1 11).
Species AHads, 2 CExp A(AHisD) AHads,sOo*' Aaisso0oCDFT(kJ/mol) a (kJ/mol)t (kJ/mol) (kJ/mol)
CH4  - - 13 60
H 20 - - -18 3
H 2  - - -92 -71
H -266 121 -3 -269 -249
0 -47012 1 -469 -427
CO -13 123 9 -121 -135
CH20 - - -51 -7
CH30H - - -43 -6
CO2  - - -28 -3
t The DFT-predicted change in heat of adsorption from 25*C to 8000C.
a Determined from experimental data, combined with gas phase heats of
formation data from the Active Thermochemical Tables when necessary
100
Table 5-4: Thermochemistry at 800'C and Kinetic Model Parameters for SMR (1 bar standard pressure
and 1 ML coverage) including Method 2 Heats of Adsorption Adjustments.
Reaction AH (kJ/mol) AS (J/mol-K) A Ea (kJ/mol)
1: H2 (g)+2*=2H* -92 -129 1.LE3 4
2: H2 0(g)+* =H 20* -18 -83 2.8E2 0
3: CO(g)+*=CO* -121 -132 2.3E2 0
4: CH 4(g)+ 2* =CH3*+ H* 13 -124 1.0E1 129
5: CH2O(g) + *= CH 2O* -51 -157 2.2E2 0
6: CH30H(g)+*=CH 30H* -43 -110 2.1E2 0
7: CO2 (g) + * = C02* -28 -103 1.8E2 0
8: CH3* + *CH 2*+ H* 3 -1 5.1E13 66
9: CH 2 * +* =CH* + H* -38 -14 9.0E12 26
10: CH* + *C* + H* 54 -2 2.2E14 135
11: 2 0*+* =OH* + H* -9 -58 1.4E11 89
12: OH* * = 0* + H* -33 -18 9.4E12 82
13: C* + 0* = CO* + * -144 33 3.4E19 206
14: C* + OH* = COH* + * -83 15 9.8E17 126
15: CH*+0*=CHO*+* 25 17 7.6E17 151
16: CH* + OH* = CHOH* + * 48 8 3.5E17 123
17: CHO*+*=CO*+H* -115 13 9.4E12 20
18: COH* + * = C0* + H* -95 0 4.0E12 86
19: CHOH* + * = CHO* + H* -57 -9 7.5E13 66
20: CHOH* +*= COH* + H* -77 4 4.8E12 8
21: CH2*+O* =CH2 0* + * 28 -4 2.3E17 131
22: CH 2 O* +* = CHO* + H* -42 8 4.8E13 31
23: CH2 O*=CHOH* 15 16 L.OE13" 175c
24: CH 2*+OH*=CH 2OH* + 17 3 1.1E17 85
25: CH20H* + * CHOH* + H* -6 -9 6.7E12 35
26: CH 2OH* + * = CH 2O* + H* -22 -25 4.7E12 59
27: CH 2OH* = CH 30* -38 -11 1E13" 189 C
28: CH 2 OH*+H*=CH 30H*+* -21 31 3.2E17" 143b
29: CH 3*+ 0* = CH 30* + * 15 9 1.1E18 152
30: CH 30* + * = CH 2O*+H* 17 -14 1.0E13" 99"
31: CH 3* + OH* = CH0H* +* -1 33 3.2E17" 125 c
32: CH 30H*+*=CH30*+ H* -17 -42 1.OE3a 96
33: CO* + OH* = COOH* + * 63 -37 3.2E17"a I 1 b
34: COOH* + * = C02* + H* -69 51 1.0E13" 9 7 b
35: CO*+0*=C02* + * 27 32 3.2E17" 149
36: CO* + CO* = C* + C02* 171 -1 3.2E17 " 326 b
* Arrhenius pre-factors and activation energies are "temperature independent" and are regressed from the TST rate
coefficient over a range of 800-1200K. ' All pre-factors are in MKS units of length/number-s (e.g., m/s for Reaction 1
and m2/mol-s for Reaction 13). The pre-factor is calculated via the statistical thermodynamic treatment presented in
this study unless otherwise noted. Activation energy calculated by finding the first-order saddle point energy on a 3-
layer slab unless otherwise noted. " Arrhenius pre-factor is approximated as kBT/h (-IE13 s- at 800'C), divided by
the total concentration of sites (3.095E-5 mol/m 2) when appropriate (e.g., bimolecular reactions). b Activation energy
is an electronic energy obtained via NEB on a 2 layer slab. C Activation energy is an electronic energy obtained via
NEB and refined by a series of constrained optimizations on a 2 layer slab.
Method 2, the experimentally adjusted heats of adsorption method, is preferred over Method 1, the
experimentally adjusted heats of reaction method. The second method results in inconsistency between
computed forward and reverse reaction barriers only for some adsorption steps, instead of all surface
reaction steps. The inconsistency is preferred at an adsorption step because this is not a branching point
in the mechanism and will therefore have little impact on the reaction pathway on the surface, a focus of
this study. In addition, Method 2 relies on DFT-predicted heats of surface reactions rather than DFT-
predicted heats of adsorption, which is preferred in terms of accuracy due to presumably greater
cancellation of error (e.g., of the metal-adsorbate bond) in surface reaction prediction. As shown in Table
5-3, there are large discrepancies between the DFT-predicted values for heat of adsorption (AHads, 8 00 CDFT)
and those calculated via Method 2 (AHa, 8 0Adi) for species such as 0 and H. Therefore, we use values
computed by Method 2 as input for our kinetic studies.
Comparison to Previous Studies
The electronic energy results for CH, intermediates and transition states compare well with those of
Bengaard, et al.39 with the exception of the electronic energy calculations for the barriers of CH 4(g)
adsorption and the reaction of C* and 0* to form CO*. The discrepancy in the case of methane adsorption
seems to be a result of the different unit cell size used in the analyses, with the 3x3, 5-layer unit cell used
by Bengaard (for this reaction) yielding a more accurate estimate than the 2x2, 3-layer unit cell used here.
The discrepancy in CO* may be due to error introduced by their constrained optimization search versus
the first-order saddle point search employed here (constrained optimizations will yield approximate
transition state energy estimates, which are refined in this work via first-order saddle point searches).
Additional surface pathways that pass through CHxO* species were compared to the results of Wang, et
al.56 While there are discrepancies in the intermediate species binding energies that are likely attributable
to their use of the PBE functional and the use of the RPBE functional in the DFT calculations for this
work, the computed electronic energy landscapes are generally similar. Like Wang, et al., the
calculations presented here find that pathways through CHO* and CHOH* have intermediates that are
lower in energy than the direct formation of CO* pathway studied by Bengaard, et al. In addition, the
calculations presented here agree (with discrepancies often less than 10 kJ/mol and at most 18 kJ/mol)
with the electronic reaction barriers obtained by Wang, et al. for the reforming pathway through CHO*
that is shown in Figure 5-3 (the only pathway for which Wang, et al. reported activation barriers).
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5.4 Kinetic Modeling of Steam Methane Reforming over Ni(111)
Because there are multiple pathways similar in intermediate energies and with barriers that are
comparable, a kinetic model is employed to discern dominant reforming pathways and sensitive reactions
in the reaction network. The kinetics of SMR are investigated at 8000C and 10 bar pressure with a
H20:CH4 ratio of 2.5 and reactor residence time of 60 seconds, which (with the present model)
corresponds to 70% methane conversion. Entropic effects at this elevated temperature are significant,
with total predicted surface coverage of only 23% at steady state. Three species, H*, CO* and H2O*,
make up most of this with predicted coverages of 15%, 7.5% and 0.1%, respectively. Other important
adsorbates (in descending order of coverage) are predicted to be 0*, CH*, and OH*. All surface
coverages are listed in Table 5-5.
Table 5-5: Surface Coverage of Adsorbates at Steady State under the Conditions Described in Figure 5-2.
Adsorbate Percent Coverage
H* 15
CO* 7.7
H20* 0.11
0* 3.5E-02
C02* 7.5E-03
CH* 5.5E-03
OH* I.4E-03
CH2* 8.5E-05
C* 5.0E-05
COH* 3.7E-05
CH3* 2.6E-05
CHO* 8.2E-07
CH30H* 1.8E-08
CH30* 4.OE-09
COOH* 1.4E-09
CHOH* 7.9E-10
CH20* 6.2E-10
CH2OH* 2.2E-10
At low surface coverage, dissociations are highly favored. In SMR, the primary reaction types of interest
are dehydrogenation and oxygen-addition. In dehydrogenation reactions within our mechanism, cleaving
of a C-H bond is generally predicted to have a smaller barrier than O-H bond cleavage on Ni( 111). Also,
oxygen-addition (or OH-addition) reactions are predicted to see considerably higher barriers than
dehydrogenation reactions. These observations can be combined to predict the behavior of molecules
such as CHxOH, for example. The concentration of CHXOH species will likely be higher for small values
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of x than large values because species are driven to dissociate. Also, because it is easier to remove a
hydrogen from carbon than oxygen, it is more likely CHXOH will form CH(xl)OH than CHxO. Such
trends can be confirmed by performing flux analysis.
Flux analysis was carried out by tracking the appearance and disappearance of each surface intermediate
within the kinetic model (Figure 5-2). This analysis reveals the most important features of the kinetics.
The Ni( 111) catalysis begins with the adsorption of H20(g) and the dissociative adsorption of CH 4(g).
Water progressively dissociates from H20* to OH* to 0*, with the ratio of O*:OH* being approximately
20:1 for the conditions shown in Figure 5-2 (because of the greater surface stability of 0* and the high
concentration of vacant sites).
Once methane has dissociatively adsorbed onto the surface, the removal of two additional hydrogen
atoms to form CH* occurs relatively easily, with a free energy barrier of approximately 60 kJ/mol for the
first hydrogen atom and approximately 30 kJ/mol for the second. However, the high instability of carbon
adatoms on the Ni( 11) surface means that the removal of the final hydrogen atom to form a carbon
adatom exhibits a much larger, 115 kJ/mol free-energy barrier. Furthermore, the reaction of C* with 0* to
form CO* has an even higher free energy barrier of 170 kJ/mol, so this pathway is not predicted to play a
major role in the catalytic turnover. The pathway involving C* and OH* forming COH* and then CO* is
more favorable, but the low surface concentrations of both C* and OH* make this pathway unimportant
despite the smaller barrier of 120 kJ/mol. Under the conditions presented here, our model predicts most
C' that is formed recombines with H* to form the more stable CH*.
Instead, the kinetics favor the combination of CH* with either 0* or OH*, with free energy barriers of
150 kJ/mol and 130 kJ/mol, respectively. Though both barriers are higher than the barrier to removing
the final hydrogen in CH*, these barriers are lower than the C* + 0* barrier for the CH*4C*4CO*
pathway, and both pathways' intermediates are overall lower in free energy than those from any other
route.
In fact, roughly 87% of the total reaction flux is predicted to involve the reaction of CH* with an oxygen-
containing species. The intermediates CH* and 0* were found to combine to form CHO*, which
subsequently decomposes to form CO* and H*. This single route is predicted to dominate all others on the
surface, accounting for approximately 56% of the total predicted reaction flux. Even though this route
involves a higher barrier than many other pathways to CO* its low overall free energy combined with the
high surface concentrations of CH* and 0* make it more favorable than other routes.
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The second-most active pathway (~3 1% of the predicted flux) includes the formation of CHOH* from
CH* and OH* with subsequent reaction to COH*. With its smaller reaction barrier, CHOH* is more easily
formed from CH* than CHO*, but the low concentration of OH* slow this pathway. Once CHOH* is
formed, it almost entirely decomposes to COH*. As discussed above, the C-H bonds typically break more
readily than 0-H bonds in the CHxOH species, and COH* is thermodynamically more stable than CHO*.
Approximately 12% of the flux is found to involve the reaction of CH2 * with either 0* or OH*, with the
reaction forming CH2OH* favored 2.5:1 for the conditions analyzed here. This is an instance where the
reaction with OH* is more dominant than the reaction with 0* despite the higher surface concentration of
the oxygen adatom. This result appears to be a consequence of the considerably larger Gibbs free energy
barrier for the addition of CH2* and 0* of 140 kJ/mol compared to the 100 kJ/mol barrier for the reaction
of CH2* with OH*. These pathways through C1 2 are predicted to be less important than the CH*
pathways because of the lower surface concentration of CH2*. The CH2O* intermediate is found to form
CHO* while the CH 2OH* intermediate is found to form COH* through the CHOH* intermediate. This
again demonstrates the preference for C-H bond cleavage over 0-H bond cleavage.
In all cases CHO* and COH* decompose into CO* and H*. By reacting with an oxygen-containing
species before removing all the hydrogen atoms on the carbon, the adsorbate avoids the unstable (at least
on Ni(1 11)) C* adatom in all of these major pathways. These species then desorb (molecularly for CO*
and associatively for H*) to form the gas phase products. Essentially all C0 2(g) is formed from the
reaction of CO* with 0*. The pathway through COOH* that has been mentioned in the literatureso, 53 is
not found to be important under these conditions. Finally, note that the branching ratios among these key
pathways are sensitive to error and DFT may not be accurate enough to precisely distinguish between
pathways that are relatively close in energy. To summarize, the kinetic simulations for SMR on Ni( 111)
based on DFT calculations suggest that a mixture of pathways are involved in the SMR reaction. The
dominant pathway involves the decomposition of methane to CH* and water to 0*, which then combine to
form CHO*. After losing the last hydrogen in CHO*, hydrogen, carbon monoxide, and carbon dioxide
gases are produced. However, one cannot neglect the CHOH* pathway, and even CH2 O* and CH20H* are
predicted to play a minor but nontrivial role in the SMR process. Note that these results are for the
Ni( 111) surface and do not consider the effects of step sites.
Sensitivity analysis is perfonned by perturbing the rate coefficient for each reaction by a factor of 100 (up
and down). The mechanism is found to be most sensitive to downward perturbations in the rate
coefficient of CH 4(g) adsorption. The reaction mechanism is also found to be sensitive to perturbations of
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the reaction forming CHO* from CH* and 0* and the reaction forming CHOH* from CH* and OH*. To a
lesser extent, the reaction of CH2* and 0* forming CH20* and CH2* and OH* forming CH 20H* are also
found to be sensitive. The sensitivity analysis reveals that in addition to methane adsorption, formation of
the CHx0* complex is a key step in the reforming process and enhancing steps that promote its formation
will increase the overall rate of reforming by providing a pathway to CHO* or COH formation on
Ni(l 11). Reactions involving the CHO* species on Ni(1 11) have been studied in detail by Pistonesi, et
al.2 8 Interestingly, the CHO* species has also been found to be an important intermediate in hydrocarbon
oxidation over Rh, Pt. and Pd catalysts. 24' 125
The most abundant decomposition product of methane on the Ni(1 11) surface is found to be CH*. It is
considerably more stable than C* on this surface. Therefore, the CH* intermediate could be a key species
in carbon formation mechanisms (e.g., CH* diffusion to step sites and subsequent reaction with
carbon/graphene), and could be a useful starting point for carbon formation mechanism investigations.
These studies can then be extended to Ni-bimetallic alloys to investigate their effect on carbon formation
and overall reforming activity.
To explore the effects of DFT error, the sensitivity of the model to errors in binding energy is examined
by de/stabilizing individual species energy by 20 kJ/mol and once again observing rate of hydrogen
production. Two cases were run for each species, one where forward reaction barriers were held fixed
and one where the reverse reaction barriers were held fixed as the reactant well energy was perturbed by
+20 kJ/mol. The model was found to be most sensitive to species highest in surface coverage, such as H*
and CO*, as well as reactants preceding large reaction barriers, such as CH* and 0*.
The sensitivity of the species high in surface coverage is a direct result of de/stabilizing perturbations in
binding energy causing increases/decreases in the fraction of vacant sites available for reaction.
However, the binding energy of both H* and CO* were fixed using experimental data - so DFT error
related to these species is not a significant concern. For species such as CH* and 0* that are part of a
reactant pool preceding a large reaction barrier, the sensitivity is only seen when the forward barrier is
fixed. In these cases, stabilizing the reactant increases its surface coverage, thereby increasing the
reaction rate through the rate-limiting reaction (such as CH* + 0* -> CHO*). When the reverse barrier is
fixed instead of the forward barrier, the increase or decrease in species surface coverage is found to offset
the increase or decrease in reaction barrier.
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However, while the hydrogen production rate shows sensitivity to these species binding energies, the
SMR mechanism described above is not greatly changed. Under binding energy perturbations, the
majority of the flux continues to pass through the reaction of CH* with 0* to form CHO*. If the OH*
species is stabilized, then the reaction of CH* + OH* to form CHOH* becomes more dominant. Likewise,
stabilization of the CH 2* species (or destabilization of the CH* species) increases the flux of the reaction
leading to the formation of CH 2OH*. However, in all of these cases, the reactions of CH* + OHx* remain
the dominant reforming pathways.
5.5 Impact of the Statistical Mechanical Treatment
Often in the literature, entropic effects are neglected or roughly approximated. In this study, statistical
thermodynamics, as detailed in Chapter 3, are applied to calculate thermodynamic quantities at realistic
temperatures and pressures. In particular, this approach allows for the consistent accounting of entropy
throughout the reaction network. It is useful to examine what impact this treatment has on the results of
this study. From the data in Table 5-4, the dissociation of OH* to form 0* and H* is downhill in enthalpy
by 33 kJ/mol. However, it can also be seen that there is an 18 J/mol-K entropic penalty for dissociation of
OH* to 0* and H*. Because of the high temperatures associated with industrial reforming, this entropic
penalty is significant (-20 kJ/mol in Gibbs free energy at 8000C). Note that the standard state entropic
penalty listed above is equivalent to the thermal entropic penalty at 800'C. Configurational entropy will
contribute further to the entropic penalty with an additional 13 J/mol-K entropic penalty at steady state for
the dissociation of OH*.
To illustrate the impact of accurately accounting for entropy, it is useful to construct a comparative
kinetic model where complete entropic effects are not included. A model is constructed using the
entropies of adsorption calculated in this study (so that the surface concentrations would be on the
appropriate order of magnitude) but assuming zero entropy change for surface reactions along with
enthalpies of reaction approximated by electronic energy changes. When entropy of surface reactions is
not taken into account, the 0* fractional coverage is found to increase by 3 orders of magnitude (at the
same temperature, pressure, and reactor residence time), causing large increases in flux through the CH,*
+ 0* reactions. The importance of the CH* + OH* reaction is underestimated in this entropy-free model
when compared to the results of our full kinetic model that included entropic contributions, with a
reduction in flux through this reaction from -3 1% to -7% of the total reforming flux. The dissociations
of H20* and OH* are the reactions most affected by ignoring entropy-of-reaction on the surface. Other
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reactions (Table 5-4) have high entropies of reaction; however, their importance in the overall reaction
network under these conditions is much less than that of water dissociation reactions. In addition,
because the entropy of reaction is low for many reactions, the relative stabilities of many reactant and
product pools are changed little by neglecting the entropy change.
However, the above analysis does not address one of the most important advantages of the
thermodynamic treatment applied in this study - obtaining reasonable surface coverages as a function of
temperature. At industrially relevant temperatures, the entropies of adsorption have a large impact on the
total surface coverage - which is particularly important in cases such as the analysis of the competition
between carbon-carbon and carbon-oxygen reactions (i.e., carbon formation vs. methane reforming). If
no experimental estimates of entropy of adsorption are available (and the thermodynamic treatment
applied here is not performed), then obtaining reasonable surface coverages is unlikely. For example, if
in addition to setting entropies of surface reactions equal to zero, the entropies of adsorption are set equal
to zero, the predicted surface coverage would exceed 95%, a considerable contrast to our predicted results
of 20-25% coverage when entropy is considered.
5.6 Comparison of Computational Results to Available Experimental
Data
When applied to an ideal plug flow reactor, the microkinetic model developed in this study predicts
overall SMR rates that are approximately three to four orders of magnitude slower than experimentally-
measured reforming rates using commercial supported catalysts.4 9  A likely contributor to this
disagreement is the fact that the model presented here pertains only to the Ni(1 11) catalyst surface, which
is but one of many facets of a commercial catalyst. In particular, the suggestion that step sites are the
most active reforming sites 4 when not deactivated by carbon formation or dopant metals suggests that a
Ni(1 11) reforming model would under-predict overall reforming rates. Therefore, a reforming model that
includes contributions from step sites would be necessary before useful comparison to experimental
reforming rates on commercial catalysts can be made. In addition, the reported reaction energies and
activation barriers are calculated at specific conditions (e.g., 0.25 ML coverage of the species of interest).
These energies could be different at another coverage or in the presence of other species.
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However, the purpose of this study is not to model the overall reforming rate, but to gain an increased
understanding of the SMR over Ni(l 11). In particular, we are interested in the competition between
surface pathways as well as the rate-limiting steps of the reaction network on the Ni(1 11) surface.
Therefore, the results presented here are compared to single-crystal Ni(l 11) data to evaluate the accuracy
of the computational methods employed here.
Previous investigation of CH3* decomposition on the Ni(l 11) surface by high-resolution electron energy
loss spectroscopy (HREELS) led to the conclusion that CH3 * is less stable on the surface than
CH*+2H*."ll The authors also concluded that the barrier from CH2* to CH* is likely on order of or smaller
than the barrier from CH3* to CH2* because CH2* was not observed on the surface. Both of these
observations are consistent with the results of our computational investigation, suggesting that the
computational methods are sufficient to obtain reasonable estimates of relative energies on the surface (at
least for the case of methane decomposition), which is important for analysis of reforming pathways on
the surface. Similar comparisons would be necessary for other reaction pathways to make a
comprehensive assessment.
Single-crystal Ni( 111) hydrogen adsorption/desorption data'21' 126 provide another point of comparison of
our computational methods to experimental data. Applying the same definition of sticking coefficient as
the experimental investigators, we obtain a sticking coefficient estimate for hydrogen adsorption of 0.13
(at T=150'C using Arrhenius parameters regressed from computed transition state theory rate coefficients
over a range of 25'C to 275'C, which is similar to the temperature range of the experimental
investigations) when the transition state is treated as a free translator. The treatment of free motion is
based upon experimental observation12 7 and also justified by the weak binding and Ni-adsorbate bond
length of the transition state. This value for hydrogen sticking coefficient is consistent with the
experimentally obtained value of 0.1 to 0.212' and the "rough estimate" by Christmann, et al. of 0.25. The
present work predicts the pre-exponential factor for hydrogen desorption to be 0.77 cm2 /atoms-s, with a
reverse barrier (after experimental adjustment of hydrogen's heat of adsorption) of 98 kJ/mol.
Experimentally obtained values for the desorption pre-exponential factor are 0.2121 and 0.08126 cm 2/atoms-
s while the values obtained for the reverse activation barrier are 95.012' and 96.2126 kJ/mol. The model
presented here appears to over-estimate the desorption pre-exponential factor, which may be a result of
treating the adsorbed product, H*, as completely immobile using a harmonic oscillator partition function
when in fact it likely has some hindered motion on the surface. Note that because this model slightly
over-estimates both the pre-exponential factor and the reverse activation barrier, the reverse rate
coefficient is still in close agreement with the experimentally determined value.
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5.7 Conclusions and Recommendations
Density functional theory calculations are performed using the planewave, periodic boundary condition
simulation package Dacapo to model the thermochemistry of steam methane reforming over Ni(l 11). A
statistical thermodynamic treatment is applied throughout to obtain values for enthalpy and entropy under
realistic reforming conditions. The thermochemical data are combined with electronic activation barriers
from Dacapo to develop a microkinetic model to simulate SMR over Ni(l 11). True saddle points are
found for the important reactions, avoiding the uncertainty in conventional NEB estimates of reaction
barriers. Flux and sensitivity analysis are used within the kinetic model to determine the dominant
reforming pathway. The primary pathway involves CH4(g) adsorption and decomposition to CH* in
addition to H20(g) adsorption and decomposition to 2H* and 0*. The rate-limiting steps are found to be
the addition of CH* to 0* to form CHO* and the addition of CH* to OH* to form CHOH*. The
decomposition of CHOH* is found to lead to COH*, which along with CHO* subsequently decomposes
to form CO*. The statistical mechanical treatment applied in this study allows for consistent accounting
of entropy, which is found to be important in obtaining reasonable surface coverages of reaction
intermediates - a factor that can influence the determination of active reforming pathways on the catalyst
surface.
The combination of electronic structure calculations and the statistical mechanical treatment applied here
predicts several instances of single crystal Ni(l 11) data well. This gives confidence in this approach for
modeling heterogeneous catalysis. In addition, analyzing multiple pathways, not just the most
straightforward, proved to be important as multiple reforming pathways are found to be active. It should
be noted that only the combinations of one CH4(g) and one H20(g) molecule are considered for the
primary SMR reaction in this model, and other pathways are possible. However, it is also found that
larger species like CH 20, CH2OH, CH 30, etc. are present in low concentrations due to the large driving
force for dissociation at the low coverages (and high vacant fraction) found at the elevated temperatures
associated with SMR. As such, limiting the analysis to pathways through molecules with one carbon and
one oxygen molecule is not as alerting as it might otherwise be. Despite the good agreement with single-
crystal Ni( lll) data, the overall rate of SMR (on multi-faceted commercial nanoparticle catalysts) is
under-predicted by three to four orders of magnitude. Thus, it is suspected that the model is missing
important contributions, with the contribution of other surface facets to the SMR reaction being a key area
of interest.
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Chapter 6. Steam Methane Reforming over Multi-
Faceted Ni Catalyst
6.1 Introduction
In the previous chapter, steam methane reforming was investigated on the Ni(II1) surface. In this
chapter, the role of additional surface facets in SMR is investigated. While the reforming pathway
through direct formation of CO* from C* and 0* has been studied at the nickel step edge,32' 39 other
potential pathways (Figure 6-1) have remained largely unexplored on nickel surfaces other than the (111)
facet. In this chapter, the multiple-pathway analysis of SMR over Ni(l 11) is extended to develop an ab
initio microkinetic model of steam methane reforming over a multi-faceted nickel catalyst.
CH 4(g)I
CH3 *+H*
I
CH,* + 2 H*
I
CH* 3 H* '
C*+4H* -
COH* Ci
CO* + 6 H* - CO(g) + 3 H2(g)
H2O(g)
I
+ H*
+ 4H2(g)
Figure 6-1. Steam Methane Reforming mechanism investigated on Ni(l1 1), Ni(211), and Ni(100)
In this chapter, the effects of the Ni(1 11), Ni( 100) and Ni(2 11) surface facets are included (Figure 3-1).
The Ni(1 11) and Ni(100) surface facets are the most abundant facets of nickel and the Ni(21 1) surface is
employed as a surrogate surface to model the effects of under-coordinated step-edge sites. Density
functional theory, statistical thermodynamics and transition state theory are used to compute the
thermochemistry and kinetics of the mechanism shown in Figure 6-1 on each of these surfaces. The
thermochemical and kinetic values for each surface are combined in a mean-field, microkinetic model to
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simulate SMR at industrial reforming conditions over a multifaceted nickel catalyst. The microkinetic
model is used to investigate the primary reforming pathways, including the relative activity of each
surface facet to the reactions included in the mechanism. The microkinetic model provides insight into
the rate-limiting reactions as well as the most dominant surface species on each surface facet. In addition,
incorporation of the microkinetic model into a plug-flow reactor model allows for comparison of the
model's results to experimentally-observed rates of methane conversion.
6.2 Computational Methods
Electronic Structure Calculation Parameters and Methods
Plane wave, periodic boundary condition DFT calculations are performed in the Vienna Ab Initio
Simulation Package (VASP).84 ~6 The calculations consider three model surfaces: the (111), (100), and
(211) surface facets (see Figure 3-1) of a FCC crystal of nickel atoms at the experimental lattice
parameter (3.52 A). For (111) surface calculations, a supercell consisting of a 3x3 unit cell of three layers
of metal atoms with approximately 10 A of vacuum spacing between periodic images of the metal slab is
employed. The supercell used to model the (100) surface facet consists of a 2x2 unit cell, also with three
layers of metal atoms with approximately 10 A of vacuum spacing separating periodic slab images. The
"clock" reconstruction of the (100) surface is not considered in this study.12 8 The (211) surface facet is
modeled using a 3x1 unit cell of nine layers of metal atoms (e.g., the three atoms in a row of the top-most
level of atoms each have a different z-coordinate, making nine layers for a unit cell that is three atoms
deep per row), with periodic images of the metal slab being separated by approximately 12 A of vacuum
spacing. The application of a dipole correction to electro-statically decouple the periodic slabs is not
employed after test cases found its effect to be less than 1 kJ/mol in binding energy. A 153 A3 cube unit
cell is used to study isolated gas phase atom and molecules.
In our DFT calculations, we use the RPBE 76 functional with spin polarization. The RPBE functional has
been shown to be more accurate than other functionals such as PW91 and PBE in calculating heats of
adsorption on nickel for molecules relevant in this study.7 Projector-augmented wave (PAW) potentials12 9
are used to describe the effect of core electrons, while the valence states were expanded with an energy
cutoff of 400 eV. The Brillouin zone is sampled by (3,3,1), (4,4,1), and (4,3,1) k-point Monkhorst-Pack
grids for the (111), (100), and (211) surface facets, respectively. Convergence tests were conducted when
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choosing the selected values energy cutoff, slab thickness, and k-point spacing and energies were found to
be reasonably well converged for the stated values of these parameters.
In geometry optimizations and first-order saddle point calculations for reaction transition states, all
adsorbate atoms and the top layer of metal atoms are relaxed. First-order saddle point calculations for
transition state geometries are carried out using the dimer method.91 In some cases, initial guess
geometries for the dimer calculations are obtained using the climbing-image nudged elastic band (CI-
NEB) method. 90 Geometry optimizations are carried out until the change in energy between successive
ionic relaxations is less than 1E-4 eV. First-order saddle point searches are considered converged when
all forces are less than 1E-3 eV/A.
Harmonic vibrational frequency analysis is performed on stable adsorbate and transition state geometries
to obtain frequencies for calculation of kinetic parameters. In addition, frequencies for the transition
states are used to confirm that the negative mode for each transition state corresponds to the desired
reaction coordinates. The vibrational frequency calculations are performed using the dynamical matrix
code"1 in VASP, with a tighter convergence parameter of 1 E-6 eV/A on forces to ensure better-
converged frequencies.
Species Thermochemistry
The enthalpy, entropy, and Gibbs free energy are computed for each species as a function of temperature.
The partition functions used to calculate thermodynamic quantities are taken from Chapter 3. Partition
functions are applied to describe translation and rotation as either free or frustrated (e.g., two dimensional
gas with free translation vs. a tightly bound adsorbate that is localized on the surface). Of the adsorbates
included in the current mechanism, only H20* and C0 2* are found to be weakly-bound, freely rotating
and translating molecules. Consistent with the Ni(l 11) investigation reported in the previous chapter, the
transition state for hydrogen adsorption is treated as freely translating.
The experimentally-adjusted heats of adsorption procedure described in the previous chapter is applied to
the calculated heats of adsorption for the (11l) surface in the present study. The experimentally-adjusted
heats of adsorption for the (211) and (100) surfaces are computed by adding the difference in DFT-
computed binding energies for a species on the surface of interest and the species on the (111) surface to
the experimentally-adjusted heat of adsorption for that species on the (111) surface.
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Estimation of Fractional Coverage of Each Surface Facet
To obtain a theoretical prediction of equilibrium particle shape, the nickel nanoparticle is assumed to be a
truncated octahedron with eight hexagonal (111) and six square (100) facets on its surface. The truncated
octahedron shape has been shown to be a reasonable equilibrium model for nanoparticles with surface
energies similar to those exhibited by nickel. 3 ' The atoms along the interfaces where (111) facets
intersect with other (111) or (100) facets are assumed to be unstable and lost into solution, thus creating
step edges. This assumption is consistent with previous computational investigation and experimental
observation.132,8 The thermochemistry and kinetics of the step edge atoms are modeled using the (211)
surface facet.
The total number of step edge atoms is approximated as the sum of edge and vertex atoms on the
truncated octahedron. The number of (111) atoms, (100) atoms, and step edge atoms are calculated using
the appropriate equations reported by Li, et al., which are functions of nsq,, and nhe,, the number of edge
atoms along the (11 1)-(100) and (11 1)-(I 11) interfaces, respectively.' 3' From Li, et al., N,,ee = 24,
N I II = 4 [( nsqu + niex ) ( nsqu + nhex - 9) + 2nsqu nhe + 14], [ Equation 6-1 ]
Nsurfoo = 6(nsq" -2) [ Equation 6-2 ]
and
Nede = 12 ( 2nsu + nh, - 6). [ Equation 6-3 ]
Note that an error exists in Equation 2.1 of Li, et al. (corresponding to Equation 6-1 here), where the
factor of 4 should be placed outside the left bracket, not inside. The particle size is calculated from the
average of the distances from the center of the particle to the center of a (111) facet (D(myI,) and to the
center of a (100) facet (D(oo)), assuming a nickel lattice parameter of a = 3.52 A. These lengths are
related by the ratio
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7(100) D(10,
711) D,(111) [Equation 6-4]
where y is the surface energy of the subscripted facet. The values used for the surface energy of Ni(1 00)
and Ni( 111) are 2.88 J/m2 and 2.44 J/m2, respectively. 133 The individual lengths are calculated from the
equations
---0) )(np + 2nhe 4),[65
2 Equation 6-5 ]
and
D11  2 = -3). [Equation 6-6 ]
Microkinetic Model
A mean-field kinetic model is constructed by combining the computed thermochemical and kinetic values
for each surface facet with the surface facet fractional abundance data gained through particle shape
analysis. The kinetic model is used to gain an understanding of reforming pathways, through sensitivity
analysis, and the relative degree of rate limitation of the reactions in the mechanism, through sensitivity
analysis. For flux and sensitivity analyses, a continuous-stirred tank reactor (CSTR) formulation is
employed. For comparisons to fixed-bed reactor studies, a plug-flow reactor (PFR) formulation is
employed. The reactions in the kinetic model can be categorized as either 1) the adsorption/desorption of
a species onto/from a surface facet, 2) a surface reaction with all species on a single surface facet, and 3)
the diffusion of an adsorbed surface species from one surface facet to another. The diffusion between
surface facets is treated as a reaction in the model because it involves the dis/appearance of a surface
species from/on a surface facet. The equations used to formulate the model are described in detail in
Chapter 4. For Ni(l 11) and Ni(21 1), the value of total concentration of sites (CT) is 3.10 x 1 0- mol/m 2.
For the (100) surface, the value of CT is 2.68 x 10- mol/m2 . For all surfaces, it is assumed that there
exists one binding site per surface nickel atom.
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Because diffusion in this system generally involves lower activation barriers than surface reactions, the
diffusion in the mean-field model will often be considerably faster than surface reactions. Thus,
obtaining accurate pre-exponential factors for diffusion is not as important as obtaining the pre-factors for
adsorption and surface reactions. For inter-facet diffusion, all pre-factors are estimated to be 1 x 10" s-,
which is an approximate value chosen based on frequencies for frustrated translation of a few hundred
wave numbers (based upon frequency projections performed for frustrated translation on the Ni(l 11)
surface, following the method described previously 2 ). Though the pre-factor is estimated, the correction
(MIntfs/M) in the inter-facet diffusion rate coefficient from Chapter 4 is still applied.
6.3 Estimation of the Fraction of Each Surface Facet of the Nickel
Nanoparticle
In order to account for differences in the relative abundance of each surface facet, the fraction of each
surface facet as a function of particle size is calculated as an input for the kinetic model. The equilibrium
shape of the nickel particle is assumed to be a truncated octahedron with Ni(1 11) and Ni(100) facets. The
relative stability of these facets is used to determine the relative abundance of the binding sites, with the
boundaries between the facets being treated as Ni(2 11) step edges. The resulting surface fraction of each
facet is shown in Figure 6-2. For an approximately 7 nm particle size, the fraction of each surface facet is
found to be 0.74, 0.15, and 0.11 for Ni(l 11), Ni(100), and the Ni(21 1) surfaces, respectively. In this
work, comparisons are made to the SMR experimental data sets of Xu and Froment49 as well as those of
Wei and Iglesia3 8. The -7 nm nickel particle size is consistent with the catalyst particles in the
experiments of Wei and Iglesia. The catalyst particle size in the experiments of Xu and Froment is not
provided and is assumed to equal that of Wei and Iglesia's nickel catalyst for the calculations in this
work.
A comparison of the truncated octahedron-predicted fractions to the results of full Wulff constructions, up
to a particle size of approximately 10 nm, is shown in Figure 6-2. The Wulff construction data, which are
considered a more accurate prediction of equilibrium particle shape, were obtained via personal
communication with A. Hellmann from calculations conducted to support the investigation of particle size
effect in the oxygen reduction reaction. 32 The truncated octahedron data agree reasonably well with the
data from full Wulff constructions, particularly for the Ni( 111) surface and the (211) nickel step edge.
While there exists some discrepancy for the Ni(100) surface, the two methods produce better agreement
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with increasing particle size. The truncated octahedron method is applied in the present work because of
its computational ease (algebraic equations) and reasonable accuracy relative to full Wulff constructions,
particularly for nanoparticles with diameters in excess of 5 nm.
There are eight hexagonal (111) facets and six square (100) facets on the surface of a truncated
octahedron. Half of the edges on the surface are between a square face and a hexagonal face, while the
other half are between two hexagonal faces. Thus, treating the edge atoms as a (211) step edge (as
described above in computational methods), all step edge atoms border at least one (111) facet and one-
half of the step edge atoms border a (100) facet. This information is useful in defining the ratio of
interfacial sites to total binding sites of a given facet term in the rate coefficient for inter-facet diffusion.
For example, for the interface between the (111) facet and (211) step edge, all (211) step edge sites border
a (111) site, so the ratio of interfacial sites to total (211) step edge binding sites is 1. The ratio of
interfacial sites to (111) sites is calculated by multiplying the previous ratio, 1, by the ratio of the fraction
of (211) sites to the fraction of ( 11) sites. For a 7 nm nickel particle, the result is 0.15 (i.e., 15% of the
(111) binding sites border a step edge site). A similar procedure is carried out for the interface between
the (100) facet and the (211) step edge sites. The resulting ratio of interface to (211) sites is 0.5, while the
ratio of interface sites to (111) sites is 0.37.
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Figure 6-2. Fraction of each surface facet vs. particle size for the Ni(l 11) facet, Ni(100) facet, and step
edges. Particle size used in the present study, 7 nm, is indicated by dashed vertical line for reference.
Data are computed using a truncated octahedron model and are compared to full Wulff construction data
(dotted lines), where available (data used for previously published results 32 provided via personal
communication with A. Helmann).
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6.4 Steam Methane Reforming Thermochemistry over Ni(111),
Ni(100), and Ni(211)
Density functional theory calculations are used to predict the binding energies and electronic reaction
energies for the surface intermediates and reactions shown in Figure 6-1. Binding energies for the species
of interest are computed on the Ni( 11), Ni(211), and Ni(100) surface facets. The resulting binding
energies of the surfaces of interest are shown in Table 6-1. Because the H20*, COOH*, and C0 2* are not
sensitive species in the mechanism and do not participate in any rate-limiting reactions, the binding
energy obtained previously for these species on Ni(1 11)12 is used in the present study (H20* is given this
binding energy on all three surface facets).
In general, species are found to be more tightly bound on the (211) and (100) surfaces than on the (111)
surface. In particular, carbon is significantly stabilized relative to the (111) surface because of increased
coordination of the carbon atom along the step edge on the (211) surface and in a four-fold hollow
binding site on the (100) surface. The Ni(100) binding energy results are generally consistent with
available experimental data. The binding energy is predicted to be approximately the same for hydrogen
on the (111) and (100) surfaces, which is consistent with experimental observations. 121, 12 The binding
energy for CO is predicted to decrease slightly from the (111) to (100) surfaces, which is consistent with
experiment that shows a decrease of 8 kJ/mol at similar coverages.12 3 Finally, the binding energy of
oxygen is predicted to be increase on the (100) surface relative to the (111) surface. Experimental results
agree with this trend; however, there is more error for the oxygen binding energy than for CO* or H*, as
DFT under-predicts the change in 0* binding energy between the two surfaces by approximately 40
kJ/mol. 22
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Table 6-1: DFT-Predicted Species Binding Energies
Species
CH3*
CH2*
CH*
CH* (0.25 ML)
CH* (0.5 ML)a
C*
C* (0.25 ML)a
C* (0.5 ML) a
H*
H20* d
OH*
0*
CO*
CHO*
COH*
COOH*
CO2 * d
" Species is corrected
Coverage-Dependent
1i( 111)
-137
-335
-576
-613
(kJ/mol)
Ni(100)
-137
-356
-636
-635
-595
-749
-727
-255 -255
-2 -2c
-294 -314
-496 -527
-151 -148
-164 -213
-191 -218
-217 -
3
for coverage-depender
Binding Energies in
Discussion below for more detail. COH* binding energy is
relative to CHO(g). C Binding energy is assumed to equal the
DFT-computed binding energy for this species on the (111)
surface facet. d Ni(1 11) binding energy is taken from
previously published value for that surface.-
Table 6-2: Experimentally-Adjusted Heats of Adsorption (kJ/mol) at 575*C
Species
CH3*
CH,*
CH*
CH* (0.25 ML)
CH* (0.5 ML)a
C*
C* (0.25 ML)a
C* (0.5 ML)'a
H*
OH*
0*
CO*
CHO*
COH* b
Ni(1 11)
-180
-374
-568
-591
-268'
-275
-464'
-124'
-192
-215
Ni(100)
-180
-396
-627
-626
-586
-726
-704
-669
-268
-296
-495
-122
-242
-242
Ni(21 1)
-213
-387
-591
-683
-270
-298
-480
-128
-204
-201
" Species is corrected for coverage-dependent effects. See
Coverage-Dependent Binding Energies in Results and
Discussion below for more detail. " COH* heat of
adsorption is relative to CHO(g). C Heat of adsorption is
calculated from experimental quantity at 25 "C, which is
then corrected to 575 *C using DFT-computed frequencies.
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on Ni(111), Ni(l00), and Ni(211)
Ni(21 1)
-171
-347
-600
-706
-257
-2c
-316
-513
-154
-176
-177
3c
t effects. See
Results and
When obtaining thermodynamic quantities such as heats of reaction and entropies of reaction, the
vibrational frequencies obtained previously for the Ni(Ill) surface" are used for the corresponding
species on the Ni(100) and Ni(2 11) surface. Thus, the computed entropies of reaction are the same for a
given reaction, regardless of the surface facet upon which it is occurring. Likewise, the zero-point energy
and thermal corrections used in obtaining heats of reaction from the electronic reaction energies are the
same for a given reaction, regardless of surface. The computed heats of reaction are a function of the
surface facet upon which the reaction is occurring, but only because the electronic energies of reaction
were computed for the reactions on each surface facet.
The heats of adsorption for species on the Ni(l 11) surface are adjusted using available experimental data
and the computed heats of reaction for surface reactions, as described previously. Next, heats of
adsorption for the Ni(2 11) and Ni(100) surfaces are estimated by adding the difference in the computed
binding energy between the Ni(2 11) or Ni(100) and the Ni( IlI) surface to the experimentally adjusted
heat of adsorption for a species on the Ni( 11) surface. The resulting heats of adsorption for each
species/surface are shown in Table 6-2 and the corresponding heats and entropies of reaction are shown in
Table 6-3.
First-order saddle point searches are performed to obtain transition state geometries for methane
adsorption and carbon-containing intermediates species oxidation (i.e., CO* formation from C* and 0*,
CHO* formation from CH* and 0*, and COH* formation from C* and OH*). Where available, reaction
barriers for reactions in the mechanism that are not evaluated in the present study are taken from
previously published values, as indicated in the tables. Kinetic parameters for methane activation and the
three investigated oxidation pathways (direct CO* formation through C* + 0*, as well as formation of
CO* through CHO* and COH* intermediates) are shown in Table 6-4.
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Table 6-3: Heats and Entropy of Reaction for SMR over Multi-Faceted Ni at 575'C
AH,, (kJ/mol) ASrxncReactions Ni(11)12  Ni(100)d Ni(211) (J/mol-K)
H2 (g) + 2* =H* 4 H* -94 -94 -97 -132
H2O(g)+ = H20* -12 -12 -12 -86
CO(g)+* = CO* -124 -122 -128 -135
CH 4(g)+ 2* CH3 * + H* 1 1 -34 -130
CO2 (g) + *= C0 2* -26 - -26 -91
CH3* +* CH2*+H* 6 -15 26 -2
CH 2 * + * = CH* + H* -32 -70 -45 -15
CH* + C* + H* 53 -22 -17 -3
120* + * = OH* + H* -27 -47 -51 -60
OH* + * * + H* -20 -30 -16 -18
C* + 0* = CO* + * -152 17 -47 33
C* + OH* = COH* +* -66 63 63 16
CH*+0*=CHO*+* 31 72 58 18
CHO* + * = CO* + H* -130 -77 -122 12
COH* + * = CO* + H* -106 -77 -125 -1
CO* + OH* =COOH* + *a 77 - - -37
COOH* + * =C0 2 *+H* a -71 - - 65
CO* + 0* =C0 2 * + * b 26 - 41 47
CO* + CO* C0 2 * + C*" 178 - - 14
" This water-gas shift reaction is included only on the Ni( 111) surface. b This water-gas
shift reaction is included only on the Ni(1 11) and Ni(21 1) surface facets. C Frequencies
obtained previously for Ni( 111) are used for all surfaces in present study, resulting in
surface-independent entropies. d All heats of reaction for the Ni(100) surface are
computed at the default computational coverage of 1/8 ML. Coverage-dependent effects
for C* and CH* are not shown. These effects are calculated in the microkinetic model
using the data in Table 6-2 and the method described in the Coverage-Dependent Binding
Energies section below.
Methane adsorption is found to be have the lowest barrier on the Ni(21 1) surface, with a computed zero-
point-corrected electronic barrier of 75 kJ/mol, which is in good agreement with the value of
approximately 80 kJ/mol previously reported by Bengaard, et al.39 The methane activation barriers on the
Ni(100) and Ni( 11) surface facets are found to be 98 kJ/mol and 11112 kJ/mol, respectively. The
activation barrier for the addition of C* and 0* to form CO* is also reduced on the Ni(21 1) surface
relative to the Ni(1 11) surface, decreasing from 199 kJ/mol to 157 kJ/mol. These results are in agreement
with previous calculations and the general trend expected for methane adsorption and CO* formation on
stepped surfaces.3 9,78 However, the barriers for CHO* and COH* formation are found to increase slightly
on the Ni(21 1) surface relative to the Ni(1 11) surface. The CIO* and COH* formation reactions also
exhibit larger activation barriers on the Ni(100) surface; however, the increase is more significant for
CHO* formation, increasing from 128 kJ/mol on Ni(l 11) to 193 kJ/mol on Ni(100).
Table 6-4: Zero-Point-Corrected Activation Energies and Corresponding Pre-Factors at 575*C for SMR
Reactions Investigated in the Present Study
Reactions E, (kJ/mol) A (s-) a
Ni(111)1  Ni(100) Ni(211) Ni(l11)12  Ni(100) Ni(211)
CH4(g)+ 2* = CH3* + H* 111 98 75 7.3 x 106 8.1 x 106 7.6 x 106
C* + 0* = CO* + * 199 200 157 4.2 x 10"4 7.1 x 1012 1.0 x 1013
C* + OH* = COH* + * 124 152 146 2.3 x 1013 6.8 x 1012 7.0 x 1012
CH* + 0* = CHO* + * 128 193 132 1.5 x 10 3  8.7 x 101 6.4 x 1012
COH* + * = CO* + H* 81 88 40 2.0 x 1012 9.9 x 10" 3.8 x 1012
a Calculated using (kBT/h)*[qTs/Hqj], without standard state correction or concentration of sites term.
Comparisons of the thermochemistry (at 575*C) and reaction barriers of the pathways investigated in the
present study on the Ni(100) and Ni(2 11) surfaces are shown in Figure 6-3 and Figure 6-4, respectively.
While some activation barriers for carbon-containing intermediate species oxidation do increase, the
significant stabilization of the intermediate species on the Ni(100) and Ni(2 11) surfaces leads to lower
transition state energies relative to the energy of the gas phase reactants. On Ni(100), the lowest-energy
pathway is through the COH* intermediate, followed by direction formation of CO* from C* and 0*.
However, as shown in Figure 6-3, the effective barrier for CO* formation from C* and OH* through
COH* is only 20 kJ/mol less than the barrier for CO* formation from C* and 0*. Also, as mentioned
previously, the calculated 0* energy disagrees with experimental values by 40 kJ/mol, introducing error
that makes it less clear with C-0 coupling reaction will be faster.
Like the Ni(100) surface, many intermediate species on Ni(2 11) are significantly stabilized relative to the
Ni( 111) surface. As shown in Figure 6-4, the lowest (electronic) energy pathway on the Ni(2 11) surface
is through the CHO* intermediate, followed by the formation of COH* from C* and OH* and the direct
formation of CO* from C* and 0*. However, for the Ni(l00) surface and particularly the Ni(21 1)
surface, the differences between the investigated pathways are small, suggesting a kinetic model will be
most useful in discerning the most favorable reforming pathways.
The results of our DFT calculations indicate that the Ni(l 00) and Ni(2 11) will provide an enhanced
kinetic effect in the SMR reaction because of a significant stabilization of reaction intermediates as well
as a reduction of the barrier to methane chemisorption and some carbon-containing intermediate species
oxidation barriers. To gain a better understanding of the competition between these pathways, we next
include these thermochemical and kinetic parameters in a kinetic model that will allow for flux and
sensitivity analysis as well as comparison to experiment.
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Figure 6-3. Electronic energies and activation barriers of SMR pathways [relative to CH4(g) + H2 0(g)]
on the Ni(100) surface compared to the pathway through C+O4CO on Ni(1 11). Some species labels are
omitted to simplify notation.
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Figure 6-4. Electronic energies and activation barriers of SMR pathways [relative to CH4(g)+ H2O(g)]
on the Ni(21 1) surface compared to the pathway through C+O-CO on Ni(1 11). Some species labels are
omitted to simplify notation.
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6.5 Kinetic Modeling of Steam Methane Reforming over Multi-Faceted
Nickel
The reactions shown in Figure 6-1 are included in a microkinetic model, combining the thermochemistry
listed in Table 6-3 with the kinetic parameters listed in Table 6-7. In addition, two diffusion reactions are
included for each species (except for COOH* and CO 2*, which are only included on the Ni( 111) surface)
to account for inter-facet diffusion from the Ni(1 11) to the Ni(2 11) surface and from the Ni(2 11) to the
Ni(100) surface. The heats of diffusion are defined from the values listed in Table 6-2 and the estimated
barriers for diffusion are listed in Table 6-6. The WGS reactions are studied using previously published
kinetic parameters. As detailed in Table 6-7, the complete set of WGS reactions shown in Figure 6-1 are
investigated on the Ni( 11) surface using previously computed values." Only the most facile reaction on
the (111) facet, the CO* + 0* -> CO 2* reaction, is investigated on the (211) facet using a previously
reported activation barrier.1 4
Coverage-Dependent Binding Energies
At the high temperatures investigated in the present work, coverage of species is generally low (Table
6-5) because of significant entropic effects. However, C* and CH* are found to have sufficiently large
binding energies on the Ni(100) surface to result in coverage well in excess of the default computational
coverage for the Ni(100) surface of 1/8 monolayer (ML). At the conditions described below for the
CSTR formulation, the coverage of C* is predicted to be greater than 0.95 ML. Consequently, the
binding energies of C* and CH* are corrected for coverage-dependent effects using the data listed in
Table 6-2 . The species H* is also found to exist at relatively high coverages under certain conditions
(such as high conversion where hydrogen partial pressure is large); however, the binding energy of H* is
not a strong function of coverage and therefore coverage-dependent effects are ignored. The binding
energy for C* and CH* is assumed to be constant at coverages less than 1/8 ML. For the range from 1/8
ML to 1/4 ML and 1/4 ML to 1/2 ML, the binding energy is linearly interpolated between the computed
endpoints. The coverage-dependent binding energies are implemented by adjusting the heat of reaction
for all reactions involving C* and/or CH* as appropriate depending on the species' coverages at the time
step of interest. For both C* and CH*, the binding energy is found to decrease with increasing coverage.
As a result, the coverage of each species is found to decrease as a result of the introduction of coverage-
dependent binding energies. For example, the fractional coverage of C* is predicted to decrease from
0.95 with no coverage-dependence to 0.30 ML when coverage-dependent effects are included. Under the
conditions examined in the present study, no species surface coverage was found to exceed 0.5 ML, so
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corrections above this coverage are not implemented. Note that no additional adsorbate-adsorbate
interactions are included in the present model.
CSTR Formulation for Flux and Sensitivity A nalysis
We investigate the microkinetic model using a CSTR to quickly investigate parallel competing pathways
on the catalyst surface (both the competition between individual surface facets and the competition among
parallel reactions on a given surface facet). The kinetics of SMR are investigated at 575*C and 10 bar
total pressure with a H20:CH4 ratio of 2.5 and a reactor residence time of 1 second, which with the
present model corresponds to approximately 5% methane conversion. In the simulation, there are
I.83x1 0-6 total moles of nickel binding sites. The fractional abundance of each type of site is taken from
the surface facet analysis presented above.
The steady state coverage of vacant sites and selected reaction intermediates for each surface facet is
shown in Table 6-5. The Ni(l 11) surface coverage is consistent with values obtained in our previous
investigation of this surface with the surface being mostly vacant and the most abundant reaction
intermediate being H*, with a predicted fractional coverage of approximately 0.19 and a fraction of
vacant sites equal to 0.78. The Ni(100) surface is predicted to be more concentrated with surface species,
with a fraction of vacant sites equal to 0.36 after coverage-dependent effects for C* and CH* (the most
abundant reaction intermediates on this surface) are included. The Ni(2 11) surface is also found to be
more concentrated with surface species than the Ni( 111) surface; however, most intermediates are
predicted to be less stable on this surface than on the Ni(100) surface, which results in a larger fractional
coverage of vacant sites at 0.68. The most abundant reaction intermediate on the Ni(2 11) surface is
predicted to be H* followed by C*.
Table 6-5: Fractional Surface Coverage of Vacant Sites and Selected Reaction Intermediates
at ~ 5% CH4 Conversion, 575 *C, Steam:Methane = 2.5
Species Ni(ll1) Ni(1 00) Ni(21 1)
Vacant 7.8x10' 3.6x10-' 6.8x10'
C* 1.8x10-7  3.0x10 1  7.5x10 2
CH* 1.2x10-4  2.2x10' 2.8x10~3
H* 1.9x10-1 7.7x10 2  1.9x10'
0* 1.1x10-3  4.0x10 2  l.1x10 2
OH* 1.3x10-4  1.1x10 3  2.8x10 3
CO* 1.9x10-2 6.7x10-' 3.0x10-2
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Table 6-6: Diffusion Barriersa (kJ/mol) on the Multi-Faceted Nickel Surface
Species Ni(1 11) to Ni(21 1) Ni(21 1) to Ni(100)
CH3* 25b 25 b
CH2* 25 b 25 b
CH* 46 119
C* 50 196
H* 13 13c
H20* 0.3 0.3 c
OH* 25 19
0* 48 61
CO* 10 3
CHO* 13 13c
COH* 25b 25b
" Diffusion barriers are calculated on the larger facet across which
molecules must diffuse (i.e., Ni(l 11) and Ni(100)). Ni(1 11) values
are taken from barriers calculated for previously published results.
Ni(100) values are calculated in the present study and are defined as
the difference in adsorption energies between a bridge binding site
and a hollow binding site on the Ni(100) surface. b Diffusion barrier
is not explicitly calculated and is assumed to equal 25 kJ/mol.
Diffusion barrier is not calculated and is assumed to equal the barrier
calculated for the Ni(1 11) surface.
The most active surface facet for dissociative methane adsorption is predicted to be the stepped Ni(211)
surface, accounting for 95% of the methane adsorption on the catalyst surface. The subsequent CHx*
species dissociations are found to occur quickly at step sites as well as on the Ni(100) surface. The
Ni(2 11) surface is predicted to be the preferred surface for adsorbed water dissociation to OH* and H*,
while the final dissociation of OH* to 0* and H* is predicted to be more facile on the Ni(1 11) surface. It
should be noted, however, that the current kinetic parameters for water dissociation on the Ni(100)
surface are approximated as being equal to the parameters on the Ni(211) surface; thus, predictions of
dissociation products of H20* on the Ni(1 00) surface are uncertain. And, as noted above, the computed
0* energy on Ni(l 00) surface used here differs significantly from the experimental number. While the
H20 dissociation kinetics are not sensitive parameters in the model, the stability of the 0* intermediate
can effect C-0 coupling rates.
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Table 6-7: Arrhenius Parameters" for SMR Kinetic Model over Multi-Faceted Ni
Reactions
1: H2(g) + 2* H* + H*
2: H20(g) + *= H20*
3: CO(g)+* = CO*
4: CH4(g) +2* = CH3* + H*
5: C02(g) + *= C02*
6: CH3* + *=CH2* + H* d
7: CH2*+*=CH*+ H* d
8: CH*+*C*+H* d
9: H20* + *=OH* + H* d
10: OH*+*=O*+H* d
11: C* + O* = CO* + *
12: C*+OH*=COH*+*
13: CH* + O* = CHO* + *
14: CHO* +* =CO* +H*c
15: COH* + * = CO* + H* e
16: CO*+OH*=COOH*+*/
17: COOH* + * = CO2* + H* f
18: CO* + O* = C02* + *I
19: CO* + CO* = CO2* + C* f
" Unless otherwise shown, Arrhenius
Ea
Ni(111)
11
0
0
133
0
66
25
135
87
82
206
126
131
20
85
111
97
149
326
pre-factors
(kJ
Ni(
1
1
2
1
1
/mol)
100) Ni(211) Ni(111)
11 11 1.0x103
0 0 8.6 x To-'
0 0 6.9 x To-'
17 94 3.0x10 2
- - 5.5 x To-s
59 59 4.7x10'"
46 46 8.3x1012
88 88 2.1x1004
38 38 1.3x10"
14 114 8.5x1012
02 160 3.3 x1019
54 147 9.8 x1017
95 134 7.6 x1017
20 20 9.2 x1012
93 43 3.6 x1012
- - 3.2 x10 20
- - 1.0 x1016
- 14 2 9 3.2 x10 20
- - 3.2 x10 7
Ab
Ni(100)
8.9x10 2
8.6 x T-'
6.9 x TO'5
2.8x1 02
4.7x10"
8.3x1 012
2.1x1014
1.3x10"
8.5 x1012
3.4 x1017
3.3 x10 7
3.9 x10"
9.2 x1012
2.1 xO1'
Ni(21 1)
1.0x10 3
8.6 x To.
6.9 x To"
3.0x10 2
4.7x10 3
8.3x 1012
2.1x1 014
1.3x10"
8.5 x1012
4.9 x1017
2.7 x1017
2.5 x1017
9.2 x1012
6.1 x10 2
3.2 x10 20
and activation energies are temperature-independent,
regressed over the range 500-575*C Values for the Ni( 111) surface are computed from previously published
values.'2 Pre-factors for non-activated molecular adsorption are shown with the appropriate temperature
dependence. Pre-factors for all other adsorption reactions contain a standard state correction calculated at
575*C. b All pre-factors are in MKS units of length/number-s (e.g., m/s for reaction 1 and m2/mol-s for
reaction 11). ' The activation energy and pre-exponential factor for this reaction is taken from the results
obtained previously for the Ni(1 11) surface and is assumed to be the same for each surface in the model. The
pre-exponential factor is corrected for the differing number of binding sites per unit area on the surfaces of
interest. d The activation energy for the Ni(2 11) surface is taken from previously published values by
Bengaard, et al (un-regressed).3 9 The activation energy for the reaction on the Ni(100) surface is assumed to
equal the activation energy on the Ni(2 11) surface. The pre-exponential factor obtained previously for the
Ni(1 11) surface is used for all surfaces. e Because the kinetic model shows sensitivity to this reaction's
barrier on the Ni(1 00) surface, that barrier was calculated in VASP. The barrier and pre-factor on the Ni(211)
surface are assumed to equal the parameters obtained previously for the Ni(1 11) surface. f The Arrhenius
pre-factor is estimated as kBT/h, with appropriate unit corrections. g The activation barrier for this water-gas
shift surface reaction is taken from a value previously published by Jiang, et al."14
The Ni(2 11) and Ni(100) surfaces are predicted to be the most active surfaces for the oxidation of carbon-
containing intermediates. Each of the oxidation reactions included in the microkinetic model are found to
be active pathways on the Ni(21 1) surface. At the conditions studied in the CSTR, approximately 27% of
the adsorbed methane is converted to CO* through the direct-addition of C* and 0* on the Ni(211)
surface. Approximately 26% of the adsorbed methane is found to be converted to CO* through the
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reaction of C* and OH* to form COH* on Ni(21 1), followed by 20% through the reaction CH* and 0* to
form CHO* also on Ni(21 1). Thus, the nickel step edge is predicted to be responsible for roughly 75% of
the carbon-containing species' oxidation at these conditions. The primary oxidation reaction on the
Ni(100) surface is predicted to be the formation of COH* from C* and OH*, accounting for the oxidation
of 21% of the adsorbed methane. The pathways through the direct formation of CO* from C* and 0* and
the formation of CHO* from CH* and 0* on Ni( 100) are less active, accounting for the oxidation of 1%
and 2% of the adsorbed methane, respectively. The remainder of the flux (3%) is accounted for through
the formation of CHO* on Ni(1 11).
Discrete sensitivity analysis is performed to determine the rate-limiting reactions at the present conditions
by adjusting the Arrhenius pre-factor up/down by a factor of 100 while observing changes in total
methane conversion relative to the unperturbed reference case. This perturbation is equivalent to
decreases/increases in the activation energy of approximately 30 kJ/mol at 575 *C. The overall rate of
methane conversion is predicted to be most sensitive to methane adsorption (primarily at the nickel step
edge) as well as the oxidation class of reactions, C* and CH* reacting with 0* and OH* (primarily at the
nickel step edge and on the Ni(100) surface). The methane adsorption reaction is found to be more
sensitive to negative perturbations than positive, while the opposite is true for the oxidation reactions.
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6.6 Comparison of Computational Results to Available Experimental
Data
The microkinetic model is also studied in a plug flow reactor model to investigate methane conversion as
a function of space time for comparison to available experimental data. To compare with the
experimental results of Xu and Froment,4 9 the system is modeled over a temperature range of 500-575 *C,
at a pressure of 10 bar, a H20:CH4 ratio of 3, and a H2:CH 4 ratio of 1.25. The surface area of the catalyst
is modeled as 7.2 m 2 /gca,, a reduction from the 9.3 m 2 /gcat cited by Xu and Froment for fresh catalyst, to
account for catalyst deactivation reported in their study. The void fraction of the catalyst and diluent is
modeled as 0.528, per the referenced study. The concentration of binding sites and fractional coverage of
each surface facet used for the CSTR analysis are assumed to be applicable here. Measured fractions of
sites, such as the ratio of step sites to terrace sites, were not reported by Xu and Froment.
The computational results obtained in this study are compared to the experimental results in Figure 6-5.
While the multi-faceted kinetic model is slow relative to observed reforming rates, it represents a
significant improvement over the previously published Ni(l ll) model. As expected, the presence of
additional surface facets in the multi-faceted model results in considerably faster kinetics, as is shown in
Figure 6-6b, where the multi-faceted model-predicted conversion at 575 *C is compared to the predicted
conversion of the previously published Ni(1 11) model.
Methane adsorption has been demonstrated to be the rate-limiting SMR step at high temperatures by Wei
and Iglesia. 38 As shown in Figure 6-6a, the present model predicts the forward rate of methane adsorption
reasonably well, showing a considerable improvement over the Ni(l 11) model because of the importance
of step sites in dissociative methane adsorption. The predicted methane adsorption rates from the multi-
faceted model are computed at a fractional abundance of sites for the (111), (100) and (211) surfaces of
0.74, 0.15, and 0.11, respectively (chosen based on the particle size cited by Wei and Iglesia, 6.7 nm, and
the fractional abundance of binding sites analysis presented above). In the calculation, the fraction of
vacant sites is computed to be 0.75, 0.50, and 0.65 for the (11), (100), and (211) surfaces, respectively,
at Xu and Iglesia's conditions.
However, despite the accurate prediction of Wei and Iglesia's rate of methane adsorption by the model,
the overall rate of SMR (Figure 6-5 and Figure 6-6b) is under-predicted. Based on the sensitivity analysis
presented above for the CSTR model, the carbon-containing intermediate species oxidation reactions at
the nickel step edge and on Ni(100) as well as methane adsorption at the nickel step edge are the primary
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sensitive reactions in the mechanism. Thus, the reasonably accurate prediction of methane adsorption
rates but under-prediction of overall methane conversion rates suggests that one or more oxidation rates
may be under-predicted by the current model. The under-prediction of the overall methane conversion
rate is not necessarily (and likely not) solely a result of under-predicted oxidation rates. For example, the
total fraction of step sites is approximated in the current model, and a higher fraction of step sites and/or
Ni(100) sites on the actual catalyst would result in faster reforming rates. However, the rate-limitation of
the C-0 addition reactions at temperatures where it is not observed experimentally38 is an indication that
these rates are under-predicted to some degree by the present model.
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Figure 6-5. Comparison of computed conversion of methane vs. space time (solid lines) in an ideal PFR
to experimental results of Xu and Froment (hollow circles) at (in order from bottom to top for both the
experimental and predicted data sets) 500 *C, 525 *C, 550 *C, and 575 *C.
The degree of rate-limitation between methane adsorption and carbon-containing intermediate species
oxidation is predicted to be a function of temperature. The free energy barriers for methane adsorption
and the formation of CO* from C* and O* are found to increase and decrease, respectively, with
increasing temperature. Therefore, at low temperatures, the oxidation reactions are predicted to be rate-
limiting (with a lower fraction of the total flux through C* + 0*) while methane adsorption is predicted to
be rate-limiting at high temperatures (with a higher fraction of the total flux through C* + 0*). This
result is consistent with previous computations for these reactions" as well as the experimental
observation38 that methane adsorption is rate-limiting under high temperature conditions. As shown
Figure 6-8, the methane adsorption transition state is predicted to be the highest point in the free-energy
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landscape (the most rate-limiting) on the nickel step edge at high temperatures; however, not until higher
temperatures than those where Wei and Iglesia found methane adsorption rate control (we predict a
transition at approximately 800 *C, while Wei and Iglesia observe methane adsorption rate limitation at
temperatures near 600 0C). These results present a general picture that at low temperatures, the oxidation
of carbon-containing intermediate species is rate-determining, followed by a transition region of
intermediate temperatures where there exists varying degree of rate control between methane adsorption
and the oxidation reactions, followed by a high-temperature regime where methane adsorption reaction is
the rate-determining step. A similar temperature-dependent transition in rate-limiting steps has been
suggested for SMR over ruthenium catalyst.1 5
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Figure 6-6. Forward CH4 turnover rate vs. CH4 partial pressure at 600 *C (a) as observed by Wei and
Iglesia (open diamonds), predicted by the present model (line), and predicted by the previously published
Ni(l 11) model (dashed line). Methane conversion vs. space time at 575 *C (b) as observed/modeled by
Xu and Froment (open circles on line), predicted by the present model (line), and predicted by the
previously published Ni(l 11) model (dashed line).
The transition state free energies of other carbon-species oxidation reactions such as COI* and CHO*
formation are not found to be strong functions of temperatures. Thus, at high temperatures, the lowest-
energy pathway is predicted to be through the direct reaction of C* and 0* to form CO* on the Ni(211)
surface. However, at lower temperatures as shown in Figure 6-8, the primary reforming pathway is
predicted to shift from direct formation of CO*, with the lowest-energy pathways predicted to be through
the hydrogen-mediated pathways of COH* and CHO* rather than direct formation of CO*, particularly
the formation of COH* on the Ni(100) surface. However, at these lower temperatures, the oxidation
pathways are found to be rate-limiting and the flux through the pathways is not predicted to be
sufficiently fast to agree with observed methane conversion rates.
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Figure 6-7. Vertical free energy (kJ/mol) diagram for SMR through C*+O*, CH* + O*, and C*+OH* on
Ni(2 11) at 500 *C on Ni(2 11) with a standard state pressure of 1 bar and a standard state surface species
coverage of 1 ML. Some species labels are omitted to simplify notation.
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Figure 6-8. Vertical free energy (kJ/mol) diagram for SMR through C*+0* (black), CH* + 0* (red), and
C*+OH* (blue) on Ni(21 1) at 1000 *C on Ni(21 1) with a standard state pressure of 1 bar and a standard
state surface species coverage of 1 ML.. Some species labels are omitted to simplify notation.
132
The apparent overestimation of the reaction barriers and/or under-estimation of the Arrhenius pre-factor
for the oxidation reactions could be caused by several factors. First, while we have searched several
configurations for these reactions at the step edge and have reported the lowest-energy transition state
configuration, it is possible that there is another, lower-energy transition state configuration that we did
not find. Similarly, it is possible that a surface feature not investigated here, such as a kink, presents a
more facile route for oxidation (and sufficiently fast to overcome the site's likely low surface population).
In addition, it is possible that a contribution to the under-prediction of the rates for these reactions is error
in the DFT calculations for this reaction class. The error in predicting the binding energy for 0* is found
to be larger than for other species such as H*; however, the binding energy for CO* is reasonably well-
predicted by the DFT calculations carried out in this study. For example, if the C-O transition state
energy is well-predicted by DFT like the CO* binding energy, the error in treating the 0* binding energy
could lead to over-prediction of the C* + 0* -> CO* reaction barrier because, as shown in Table 6-1 and
Table 6-2, the experimentally-adjusted heats of adsorption treatment leads to a destabilization of 0* on
Ni(2 11) by over 30 kJ/mol. However, the reaction barrier is not currently adjusted from the DFT-
computed value because it is not known whether the transition state energy is well-predicted like CO*, or
predicted with error, like 0*. The apparent under-prediction of the C-O addition reaction rates presents
an area for further research. In addition to the ability to more accurately predict SMR pathways, the
carbon oxidation reactions represent an important branching point in understanding carbon formation
(i.e., the competition between C-C coupling that leads to carbon formation and C-O coupling that oxidizes
away carbon-containing intermediates). As we seek an improved understanding of the processes
occurring on the catalyst surface, a physical description of this competition will be important in
identifying the potential impact of new catalysts with regard to inhibition of carbon formation while
retaining activity to the steam reforming reaction.
6.7 Conclusions and Recommendations
Density functional theory calculations are performed using the plane wave, periodic boundary condition
Vienna Ab Initio Simulation Package to study the steam methane reforming reaction on a multi-faceted
nickel catalyst, consisting of the Ni(1 11) surface, Ni(100) surface, and Ni step edges modeled using the
Ni(2 11) surface. The introduction of additional facets to the microkinetic model describing SMR leads to
a considerably improved description of overall methane conversion rates compared to our previously
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published Ni( 11) reforming model. However, while the rate of methane adsorption is captured
reasonably well by the present model, the rate(s) of carbon-containing intermediate species oxidation
reaction(s) appear to be under-predicted because the model predicts that the oxidation reactions are rate-
limiting in regions where it is believed, based on experiment, that methane adsorption is the rate-
determining SMR step. For temperatures in excess of 800 *C, the model correctly predicts that
dissociative methane chemisorption has the highest degree of rate control. Like previous results for the
Ni(1 11) surface, the reaction of CH* + 0* to form CHO* is predicted to be an important reaction on the
Ni(21 1) surface, along with C* + OH* to form COH* on the Ni(21 1) and Ni(100) surfaces. However, at
higher temperatures, the dominant reforming pathway is predicted to be through the direct formation of
CO* from C* and 0* at the nickel step edge. The hydrogen-mediated pathways through intermediates
such as COH* and CHO* are found to be active pathways in SMR at industrially-relevant temperatures,
such as 800 'C; therefore, their inclusion in SMR kinetic models may be important. However, as a class
of reactions, carbon-containing intermediate species oxidation rates appear to be under-predicted by the
DFT methods applied in this study, suggesting further work is necessary to accurately capture these
reactions. Describing these rates with reasonable accuracy is important for predicting the overall methane
conversion rate in SMR as well as for understanding the competition between carbon oxidation and
carbon-carbon coupling, which can lead to coking and catalyst deactivation.
The present work does not include lateral adsorbate-adsorbate interactions, except for the correction of C*
and CH* binding energies for C*-C* and CH*-CH* interactions as a function of surface coverage up to
0.5 ML. Because surface coverage of species, particularly on the Ni(100) surface and to some extent on
the Ni(2 11) surface, is significant, it is possible that adsorbate-adsorbate interactions may play an
appreciable role in surface thermochemistry and/or kinetics. These effects are ignored in the present
study; however, an extension of the work to include these effects could provide additional insight into the
system, though at a significant computational expense for a mechanism of this magnitude. It has been
shown that a mean-field model with lateral interactions can capture interesting physics of systems without
the need for more expensive kinetic Monte Carlo calculations, though this is a function of surface
coverage and surface heterogeneity.105
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Chapter 7. Steam Methane Reforming over Ni/Ag
Catalysts
7.1 Introduction
Alloying the nickel surface is regarded as a potential means for inhibiting carbon formation and
associated catalyst deactivation during steam methane reforming. Research on bimetallic alloys,
particularly surface alloys, suggests that it may be possible to "tune" catalyst properties by varying the
type and concentration of an additive material to a base metal.13, 137 Surface alloys are of particular
interest, due to the potential of doping an inexpensive catalyst with small amounts of a more expensive
metal that will reside largely at the surface, where catalysis occurs. Several Ni/M catalysts have been
explored, with examples of the dopant metal, M, being gold, tin, and copper. Ni/Au surface alloys have
been shown to inhibit carbon formation. While the mechanism responsible has not been conclusively
determined, it has been shown that alloying the nickel catalyst with gold blocks nucleation sites and
increases the barrier to diffusion of adsorbed carbon atoms.66'67 While gold inhibits carbon formation, it
is also found to have the undesirable effect of decreasing the overall rate of steam methane reforming due
to increasing the barrier for dissociative methane adsorption. 71 The Ni/Sn alloy has also been shown to
inhibit carbon formation and preferentially slow carbon adatom diffusion relative to oxygen adatom
diffusion.68, 69, 138 Like Ni/Au, Ni/Sn is also found to decrease the overall rate of reforming due to an
increase in the barrier for dissociative adsorption of methane.71 It should be noted that the increased
barrier for methane adsorption may also contribute to the decreased rate of carbon formation if the rate of
carbon oxidation relative to methane dissociation is enhanced on the alloyed surface. Unlike Ni/Au and
Ni/Sn, the Ni/Cu alloy was found to have increased activity to the steam methane reforming reaction
relative to monometallic nickel (though carbon production rates were also found to increase).139
In this chapter, steam methane reforming over a multifaceted Ni/Ag surface alloy is explored. Like gold,
silver is expected to have a high segregation energy in nickel, promoting the formation of the surface
alloy, as shown in Figure 7-1. Therefore, silver is studied in only the top-most layer of atoms. Multiple
alloy configurations are investigated using density functional theory to determine the most stable
arrangement of surface atoms as a function of silver concentration. The most stable configurations are
then investigated to obtain thermochemical and kinetic parameters for steam methane reforming over the
multifaceted Ni/Ag surface at various silver concentrations.
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Based on experimental observations38 and the steam methane reforming over a multifaceted nickel
catalyst results presented in the previous chapter, the primary focus of this Ni/Ag analysis is placed upon
the rate-limiting reaction of dissociative methane adsorption. This reaction is studied at multiple silver
concentrations on the three surface facets investigated for the multifaceted nickel catalyst, Ni(l 11),
Ni(100), and Ni(21 1). In addition to this focus on the effects of alloying the nickel surface with silver on
the dissociative methane adsorption barrier, thermochemistry and selected kinetics for the expanded
mechanism are presented for the Ni/Ag (111) surface with % ML Ag dopant.
3d
"V
age V
bee or
Sboa Me
106p ar m
bf Wb
am w
'-e P"
"WoW
We T
bm W
fte Ar
Solute
I 4d
< - 0.7 OV
-0.7 ... -0.3 eV
-0.3 ...- OA.eV
-0.05 ... 0.05 eV
0.05 ... 0.3 eV
03 ... 0.7 .V
! 0.7 eV
Figure 7-1. Calculated segregation energies on the most
of transition metals. 140
vSy am e o
smimsg u.eg.ag.
mWo n"egso
close-packed surface of all binary combinations
7.2 Electronic Structure Calculation Parameters and Methodology
Both VASP and Dacapo are used to generate the results reported in this chapter. The results reported in
Sections 7.4and 7.5 are obtained through calculations performed in VASP. The results reported in
Section 7.6 are obtained through calculations performed in Dacapo. Note that the choice of one software
package over another is a consequence of when the calculations were performed and should not be
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interpreted to suggest that there are benefits of one simulation package over another with respect to the
specific calculations being performed.
Electronic Structure Calculations in VASP
Plane wave, periodic boundary condition DFT calculations are performed in the Vienna Ab Initio
Simulation Package (VASP). 84 86 The calculations consider three model surfaces: the (111), (100), and
(211) surface facets of a FCC crystal of nickel atoms at the experimental lattice parameter (3.52 A),
shown in Figure 7-2. The Ni/Ag alloy is formed by replacing individual top-layer nickel atoms with
silver atoms to obtain the desired degree of alloying. For (111) surface calculations, a supercell
consisting of a 3x3 unit cell of three layers of metal atoms with approximately 10 A of vacuum spacing
between periodic images of the metal slab is employed. The supercell used to model the (100) surface
facet consists of a 2x2 unit cell, also with three layers of metal atoms with approximately 10 A of vacuum
spacing separating periodic slab images. The (211) surface facet is modeled using a 3x1 unit cell of nine
layers of metal atoms (e.g., the three atoms in a row of the top-most level of atoms each have a different
z-coordinate, making nine layers for a unit cell that is three atoms deep per row), with periodic images of
the metal slab being separated by approximately 12 A of vacuum spacing. The application of a dipole
correction to electro-statically decouple the periodic slabs was not employed, consistent with the VASP
calculations reported in previous chapters. A 153 A3 cube unit cell was used to study isolated gas phase
atoms and molecules. The RPBE 76 functional with spin polarization is employed. Projector-augmented
wave (PAW) potentials129 are used to describe the effect of core electrons, while the valence states are
expanded with an energy cutoff of 400 eV. The Brillouin zone was sampled by (3,3,1), (4,4,1), and
(4,3,1) k-point Monkhorst-Pack grids for the (111), (100), and (211) surface facets, respectively.
For geometry optimizations and first-order saddle point calculations for reaction transition states, all
adsorbate atoms and the top layer of metal atoms are relaxed. First-order saddle point calculations for
transition state geometries are carried out using the dimer method.9' Geometry optimizations are carried
out until the change in energy between successive ionic relaxations is less than 1E-4 eV. First-order
saddle point searches were considered converged when all forces are less than 1E-3 eV/A. Harmonic
vibrational frequency analysis is performed on the resulting geometries to confirm that the negative
modes of the transition states corresponded to the desired reaction coordinates as well as to obtain
frequencies for calculation of zero-point energies. The vibrational frequency calculations are performed
using the dynamical matrix code in VASP,130 with a tighter convergence parameter of 1E-6 eV/A on
forces to ensure better-converged frequencies.
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Figure 7-2. Unit Cells for the (a) 211, (b) 100, and (c) 111 Surface Facets of the Ni Catalyst
Electronic Structure Calculations in Dacapo
Planewave, periodic boundary condition DFT calculations are performed with the software package
Dacapo.76 '87 '8 For most calculations (unless otherwise specified), a 2x2 unit cell (corresponding to 0.25
ML coverage of adsorbates) is used along with a three-layer slab of the (111) facet of a FCC crystal of
nickel atoms at the experimental lattice parameter (3.52 A). The Ni/Ag alloy is formed by replacing
individual top-layer nickel atoms with silver atoms to obtain the desired degree of alloying. Vacuum
spacing equivalent to four nickel layers is used to separate successive images of the slab, and adsorption
is allowed on only one side of the slab. Conventional counter-charges are used to cancel out the dipole
interactions in the vacuum space. 79 The RPBE functional 76 is employed with spin polarization. Core
electrons are described using ultrasoft pseudopotentials" 9 and the valence states are expanded in a basis
set of plane waves with an energy cutoff of 340 eV. The Brillouin zone is sampled by a (6,6,1) k-point
Monkhorst-Pack grid.
In geometry optimizations, all adsorbate atoms and the top layer of metal atoms are relaxed. When
necessary to avoid significant periodic-image interactions (such as hydrogen bonding between an
adsorbate and its adjacent periodic image), a larger 3x3 unit cell is used. Initial estimates of transition
states for both reactions and diffusion are obtained using the traditional nudged elastic band (NEB)
approach, utilizing 7 images (including the endpoints). Transition state energies on the Ni/Ag surface are
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found by performing first-order saddle point searches, beginning with an initial guess from the
corresponding transition state on monometallic nickel. In some cases, constrained optimizations to find a
better initial guess are required for conversion of the first-order saddle point search calculation.
Harmonic vibrational frequency analysis is carried out on the resulting transition state geometry to
confirm that it is a first-order saddle point.
7.3 Computational Methods
Ni/Ag Alloy Configurations
Density functional theory calculations are employed to determine the electronic energy penalty of
alloying the nickel surface with silver (i.e., replacing a nickel atom with a silver atom). The segregation
energy of silver in nickel is such that silver prefers to be on the nickel surface140 ; therefore, only surface
alloys are considered in this study. Multiple surface concentrations of alloyed silver atoms are considered
for each surface facet, as shown in Table 7-1. The electronic energy penalty of alloying the nickel surface
with silver on a per silver atom basis, AE110o,,ng, is calculated using Equation 7-1
(ESurf ,NiAg - ESlrf Ni) + (E - E )
alloying N +(Gas,Ni E. )'[ Equation 7-1]
4g
where NAg is the number of silver atoms alloyed with nickel per unit cell, ES.fNi/Ag and Esurf;Ni are the
electronic energies of a Ni/Ag alloy slab and monometallic nickel slab, and Ec,,as,Ni and EGas.Ag are the
electronic energies of an isolated gas phase nickel and silver atom. For alloy configurations, enthalpic,
entropic, and zero-point corrections are neglected.
Methane Adsorption Kinetics
Methane adsorption is believed to be the rate limiting step under the conditions considered for steam
methane reforming in this study due to the measured lack of rate dependence on hydrogen partial
38 adiin
pressure. In addition, the analysis of steam methane reforming over a multifaceted nickel catalyst
presented in the previous chapter suggests that while the computational methods employed described the
rate-limiting methane adsorption reaction well, it seemed to under-predict the rate of carbon-containing
species oxidation. Therefore, this analysis of SMR over Ni/Ag is performed under the assumption that
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dissociative methane adsorption is the rate-determining step under the high-temperature conditions of
interest. Thus, DFT calculations are performed to find the methane adsorption transition state geometries
on the (211), (100), and (111) surface facets of monometallic and silver-alloyed nickel.
A competing parallel paths model is employed to investigate the effective kinetics of methane adsorption
on the multifaceted monometallic and silver-alloyed nickel catalyst surface. For a model catalyst
including Nacers surface facets, the total rate of dissociative methane adsorption is defined as (modified
from Chapter 4):
Ntacers Njaces 
-E '\
rCH4, t ik iok[CHi]=  aA, exp "', 1, [CH], [
,oa I ( RT ) [ Equation 7-2
where ax is the area of the subscripted surface facet, [CH 4] is methane gas concentration, A and Ea are the
Arrhenius pre-factor and activation energy for dissociative methane adsorption onto the subscripted
surface, and 0, is the fraction of vacant sites on the subscripted surface. For the model catalyst in this
work, Nfacers is equal to three, accounting for the (211), (100), and (111) surface facets. The area of each
surface facet is calculated from the fractional abundance of each surface facet,fi, using the equation
Cr ' fT[ Equation 7-3]
where nT is the total number of moles of binding sites on the catalyst surface (measured, for example,
through hydrogen chemisorption). The rate coefficient for dissociative methane adsorption, k, onto
surface i is defined from transition state theory as:
kBT S ri*,i RT Cr, -E
k = exp[ ih q"H4q*,i /P Nsi,,,, RT ,Equation7-4
where q is the partition function for the transition state (TS), gas phase CH4, and the bare slab (*); CT is
the total concentration of binding sites on the subscripted surface facet; Nsieso is the standard state number
of binding sites per molecule; P0 is the standard state pressure; and Ea, is the zero-point corrected
activation barrier for dissociative methane adsorption. To obtain the temperature-independent Arrhenius
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parameters in Equation 7-2, data generated using Equation 6-1 are regressed over a temperature range of
500 - 575 *C.
Taking the partial derivative of ln(rcH4a) with respect to inverse temperature allows for the calculation
of the effective activation energy for dissociative methane adsorption on the multifaceted model catalyst
particle. Note that the fraction of vacant sites can vary among the surface facets included in the
competing parallel paths model of the catalyst surface. Assuming that the vacant site fraction on a given
surface facet does not change significantly over a narrow temperature range, it can be lumped with the
temperature-independent Arrhenius pre-factor, resulting in a modified pre-factor A 'i. Applying the
competing parallel paths model, the effective activation energy, Eae,), for methane adsorption onto the
model multifaceted catalyst therefore takes the form
Eeff aln(rate) a N.--fE,
"'In a A'exp( ' - In (CH,R 1 RT i
T T T
Ea,eff -F.. 
-0 cpa
-~~~a aA ',exp" ''-
R N- A' Ex RT R
R 1aA ',exp RT [ Equation 7-5]
Nf-E
~ ICTJ P RT)OIEf K T A ex RT)E =Ti '
1i CT RT
Note that the nT contribution from the area of each surface facet expression actually cancels out of
Equation 7-5, but is shown for completeness. The lack of activation energy dependence on the total
amount of catalyst present is an expected result. Also, note that the f term should be thought of as a
fractional abundance of active sites for the subscripted surface facet. In this model, silver atoms that have
replaced nickel atoms on the surface are not considered to be active binding sites. Thus, the effective
fractional abundance of binding sites on the alloyed surface is actually the calculated value off for the
monometallic nickel surface multiplied by the fractional coverage of nickel on the alloyed facet (e.g., a
calculated fractional coverage of Ni(21 1) sites of 0.06 on the monometallic nickel catalyst would result in
f/= 0.04 when the Ni(21 1) surface is alloyed with silver at 1/3 ML silver along the step edge).
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7.4 Ni/Ag Alloy Configuration Results
Density functional theory calculations in VASP are used to determine the electronic energy penalty of
alloying the nickel surface with silver, as shown in Table 7-1. This information is then used to determine
the order in which each surface facet alloys as total silver concentration increases on the catalyst surface
(assuming thermodynamic equilibrium).
Table 7-1: Energy Penalty for Alloying Nickel with Silver in Various Configurations
Surface Facet Silver Coverage Alloyed Position(s)a V Alaoymg(eV /Ag atom)
1/9 ML (1/3 ML along step) 4 2.10
Ni/Ag(211) 1/9 ML 1 2.512/9 ML (2/3 ML along step) 4,5 2.13
3/9 ML (1 ML along step) 4,5,6 2.22
1/8 ML 1 2.20
3/8 ML 2,3,4 2.22
Ni/Ag(100) 3/8 ML 2,5,6
1/2 ML 2,4,6,8 2.24
1/2 ML 1,3,6,8 2.44
1/9 ML 1 2.50
Ni/Ag(111) 2/9 ML 4,9 2.50
1/3 ML 2,4,9 2.49
1/3 ML 1,4,5 2.53
a Atomic position, as indicated in Figure 7-2, at which a nickel atom is replaced with silver.
Note that due to periodic boundary conditions symmetry, the listed atomic positions are not
unique to the systems studied (e.g., positions 2,4,6 and 8 on the Ni/Ag(100) facet are identical
to positions 1,3,5, and 7).
Among the surface facets studied, the energy penalty is lowest when alloying silver with the (211) facet
of nickel. The energy penalty when alloying this facet to 1/3 ML silver coverage along the step edge (or
1/9 ML total coverage) is calculated to be 2.10 eV per silver atom. The lowest energy penalty for the
addition of silver to the nickel surface is found to be along the step edge. For example, replacing an
interior surface nickel atom (i.e., a nickel atom not at the top edge of the step) with silver results in an
energy penalty of 2.51 eV per silver atom at 1/9 ML total coverage. As shown in Table 7-1,
concentrating the surface in silver is found to increase the energy penalty, with the penalty increasing to
2.13 eV and 2.22 eV per silver atom at 2/3 ML and 1 ML silver coverage along the step edge,
respectively. Due to the high energy penalty for replacing interior surface nickel atoms with silver, silver
is found to collocate along the step edge rather than mix uniformly across the (211) facet.
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The next most likely surface to alloy with silver is found to be the Ni(100) facet. The energy penalty for
alloying this surface with silver is found to be 2.20 eV per silver atom at 1/8 ML total silver coverage.
Like the (211) facet, concentrating the (100) facet with silver is found increase the energy penalty for
alloying, which increases to 2.35 eV per silver atom at 3/4 ML total silver coverage. However, as shown
in Table 7-1, the energy penalty for alloying the (100) facet is found to increase insignificantly from 1/8
ML to 1/2 ML total silver coverage, indicating the (100) facet has a reasonably high capacity for alloying
with silver. The stability of silver atoms is found to be relatively insensitive to dispersion on the surface.
Silver is found to prefer to a mixed phase with nickel on the (100) facet, as is shown in Table 7-1 for 1/2
ML silver coverage where the energy penalty is found to decrease when the silver atoms are dispersed
(i.e., configuration of all nearest neighbors 1, 3, 6, and 8 is highest in energy penalty).
The least likely surface to alloy with silver is found to be the Ni(1 11) facet. Even at a reasonably low
coverage of 1/9 ML silver, the energy penalty for replacing nickel with silver is found to be 2.50 eV per
silver atom. The energy penalty is not found to increase significantly up to a coverage of 1/3 ML Ag.
Once again, silver was found to prefer a dispersed phase rather than alloying with nearest-neighbor
positions. Selected alloy configurations are shown in Figure 7-3, plotted left to right from most stable to
least stable configuration (at an electronic energy level).
NiAg (111) NIAg (111)NW~g(11) 14 ML Ag1/9 ML Ag
~2.60-
. 2.50-
NiAg (211) NI/AG (100)
NWAg (100) 1 MLAg 1/2 MLA
1/4 ML Ag
NIAg(211) NWAg (211)
1/3MLAg
02.20.
2.10-
NI/Ag Alloy Configurations
Figure 7-3. Ni/Ag surface alloy configurations plotted against the electronic energy penalty per Ag atom
replacing a Ni atom.
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The relative energy penalties calculated for these Ni/Ag alloy configurations indicate that as total silver
concentration increases on the catalyst surface, the (211) facet's step edge will alloy first, followed by the
(100) facet, and finally the (111) facet. Because the Ni-Ag interaction is unfavorable, the energy penalty
for replacing a nickel atom with silver increases with increasing coordination number of the alloyed atom.
The coordination number of surface atoms on each facet increases from 7 for the step edge atoms on the
(211) facet, to 8 for the atoms on the (100) surface, and then 9 for the (111) surface atoms. Note that the
interior surface nickel atoms on the (211) facet have a coordination number of 9 and are associated with
an energy penalty of 2.51 eV per silver atom upon alloying, compared to 2.50 eV per silver atom for
alloying with the similarly-coordinated nickel atoms on the (111) surface.
7.5 Dissociative Methane Adsorption Kinetics on a Multifaceted Ni/Ag
Catalyst
The methane adsorption reaction on the monometallic and silver-alloyed (211), (100), and (111) nickel
surfaces is studied using density functional theory calculations in VASP. The results of these calculations
are shown in Table 7-2. The methane adsorption barrier is found to be lowest on the monometallic
Ni(2 11) step edge, with a computed zero-point-corrected activation energy of 75 kJ/mol. The ZPE-
corrected activation energy for adsorption is found to increase by 23 kJ/mol on the Ni( 100) surface and 36
kJ/mol on the Ni(1 11) surface. These calculated barriers indicate a trend of increasing activation energy
with increasing coordination number of the atom over which dissociative adsorption occurs.
Alloying the nickel surface with silver is found to increase the barrier for dissociative methane adsorption.
The activation energy for adsorption on the (211) surface facet's step edge is found to increase by 9
kJ/mol when alloyed to a concentration of 1/3 ML Ag along the step edge. The calculated barrier
increases by an additional 17 kJ/mol when alloyed to a concentration of 2/3 ML Ag along the step edge.
The dissociative methane adsorption transition state geometries on the monometallic and Ag-alloyed
(211) step edge are shown in Figure 7-4. Note that despite the high concentration of 2/3 ML silver at the
step edge, the calculated barrier is 26 kJ/mol lower for adsorption at the step edge than over the interior,
(111)-like atoms on the (211) surface. Alloying the (111) facet with 1/4 ML silver is found to increase
the dissociative methane activation barrier by approximately 30 kJ/mol.
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Figure 7-4. Side (left-hand column) and top (right-hand column) views of the dissociative methane
adsorption transition state geometries on the step edges of (a) monometallic Ni(21 1), (b) Ni/Ag(2 11) at
1/3 ML Ag along the step edge, and (c) Ni/Ag(2 11) at 2/3 ML Ag along the step edge. The H atom that is
leaving methane is located over a Ni-Ni bridge at the step edge on monometallic Ni(21 1) and Ni/Ag(211)
at 1/3 ML Ag along the step edge (with the latter seeing the H shifted slightly toward the interior, away
from the step edge). The transition state configuration is quite different for Ni/Ag(2 11) at 2/3 ML Ag
along the step edge, with the leaving H atom positioned over an fcc site formed by two interior Ni atoms
and one step edge Ni atom.
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Table 7-2: Results of Dissociative Methane Adsorption Transition
a o a Ej, AZPE TS bSurface Facet q* ZPE a SZPE (kJ/ol) (kJ mol)
Ni(211) Fi00E16 2.3E20 75 -12
Ni/LAg(2S1) 2.0E17 1.8E21 84 
-11(1/3 ML Ag at Step)
Ni(211) - Step Edge TS 1.3E18 3.3E21 101 
-11(2/3 ML Ag at Step)
Ni/Ag(211) 
- Interior TS 1.3E18 2.3E21 127 -11(2/3 ML Ag at Step)
Ni(100) liE15 5.4E18 98 -12
Ni(l11) 12  4.5E7 2.OE11 111 -12
Ni/Al 11) 2.6E8 3.7E11 141 -11
a Harmonic oscillator vibrational partition function at T=575 *C for the bare
slab with zero of energy at the zero point energy (ZPE) The standard state
Nstes. is chosen to be one (i.e., 1 ML standard state coverage). All modes are
treated as vibrations as described in Chapter 3 for tightly-bound species. The
partition function of gas phase methane is calculated to be 1.IE10 with a
standard state of 1 bar pressure and T=575 *C. b The ZPE of the transition
state minus the ZPEs of the slab and gas phase methane. ' The quantum
chemical calculations for the Ni/Ag(1 11) (1/4 ML Ag) surface are performed
in Dacapo.
Prediction of Effective Activation Energy
Combining the computed methane activation barriers on monometallic and silver-alloyed nickel surfaces
with our understanding of the likelihood of each surface facet to alloy allows for the prediction of the
effective activation energy over a multifaceted catalyst particle. The relevant data for the calculation of
effective activation energy through Equation 7-5 are shown in Table 7-3 for monometallic nickel, 5%
total silver surface coverage, and 25% total silver surface coverage. The resulting effective activation
energies are compared to measured activation energies for these silver concentrations in Figure 7-5.
Assuming that the nickel catalyst particle takes a truncated octahedron shape, the method presented by Li,
et al. (which detailed in the previous chapter) is used to calculate the fraction of (111), (100), and step
edge (modeled using the (211) surface) binding sites.' 3' For the purposes of this study, vertices/corners
are treated as being equivalent to step edges. For a nominal particle size of 15 nm (with particle size
being taken as twice the average of the lengths from the (100) and (111) facets to the center of the
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particle), the fractions of (111), (100), and step sites are calculated to be 0.79, 0.16, and 0.05,
respectively. These nickel site fractions are then multiplied by the fraction of nickel on each surface facet
to calculate the valuef. Note, for example, that the value off is the calculated fraction of the subscripted
surface facet for monometallic Ni, resulting in a sum off values equal to on. On the other hand, at 5%
Ag coverage, the sum over all f is 0.95, corresponding to 95% nickel on the catalyst surface. These
results are shown in Table 7-3.
Table 7-3: Parameters Used for the Estimation of Effective Activation for Ni/Ag Catalyst
Silver (A;) Eai f
Concentration Surface Facet (m3/mol-s) (kJ/mol) (moles)
Ni(211) 7.7x10 6  94 .05 0.7
0% Ni(100) 7.7x10 6  117 3017 0.4 0.4
Ni(l11) 2.8x10 6  124 .79 0.8
Ni/Ag(21 1) 2.6x10 5  120 .02 0.8
5% ~ (2/3 ML Ag at Step) 0
Ni(100) 7.7x10 6  117 .14 0.4
Ni(111) 2.8x10 6  124 .79 0.8
25% Ni(111) 2.8x10 6 124 .75 0.8
At 0% silver coverage, the choice of model surface facets is straightforward as the monometallic nickel
(211), (100), and (111) surface facets are used to describe the methane adsorption kinetics. For the
catalyst particle with 5% Ag on the surface, the Ni/Ag(21 1) facet with 2/3 ML silver along the step is
used to describe step edge kinetics. Note the reduction of step edge active site fraction by two-thirds from
0.05 to 0.02 to account for silver atoms not being active for methane adsorption. Based upon the earlier
alloy configuration analysis, the remaining silver is assumed to disperse on the (100) surface facet.
However, because the resulting concentration would only be 1/8 ML Ag, the kinetics for this facet are
assumed to be identical to the monometallic Ni(100) facet, though the added silver does lower the active
site fraction on the Ni(100) surface from that of monometallic nickel (0.16 to 0.14). At 25% silver
surface coverage, the step edge and (100) facets are assumed to be completely blocked with silver atoms.
The remaining silver is assumed to disperse on the (111) facet with a total concentration on the (111)
facet of approximately 5%. Because of the low silver coverage on the (11) facet, the 25% silver surface
coverage particle is modeled as monometallic Ni(l l1). Based upon the results presented in Chapter 6 and
Table 6-5, the vacant site fraction is assumed to be 0.8 for the (I 11) surface and, 0.4 for the (100) surface,
and 0.7 for the (211) step edge. Because silver is found to destabilize adsorbates bound to neighboring
nickel atoms, the vacant site fraction is assumed to increase from 0.7 to 0.8 for the (211) nickel facet
when alloyed at 2/3 ML Ag along the step edge.
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As shown in Figure 7-5, the results of this analysis compare well with measured activation energies for
SMR over monometallic and silver-alloyed nickel catalysts by collaborators at NTNU.14' The apparent
activation energies are predicted to be 97, 122, and 124 kJ/mol for the Ni/Ag catalysts at 0%, 5%, and
25% silver surface concentrations, respectively. These values compare well with the measured values of
104, 120, and 127 kJ/mol. As was discussed in the previous chapter, experimental observations suggest
that dissociative methane adsorption is the rate-limiting step in SMR over nickel catalysts at high
temperature (for example, the experiments of Wei and Iglesia38 were conducted at temperatures of
approximately 600 *C and higher). The close agreement between the dissociative methane adsorption
activation barrier and the measured experimental activation energy for the SMR reaction over Ni/Ag
catalysts supports the notion that the methane adsorption step is also the key rate-determining step in
SMR at high temperatures over Ni/Ag catalysts.
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Figure 7-5. Comparison of Calculated and
and Silver-Alloyed Nickel Catalysts
Measured Activation Energies for SMR over Monometallic
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7.6 Steam Methane Reforming Thermochemistry over Ni/Ag(111) with
1/4 ML Ag
The thermochemistry of selected intermediates on the Ni/Ag( 111) with %/ ML Ag are investigated using
Dacapo. The binding energies represent the most stable geometry resulting from electronic structure
calculations of the adsorbates at each of the binding sites shown in Figure 7-6 using a 2x2 2-layer unit
cell. The most stable configuration (or configurations when the binding energies are within a few kJ/mol
of each other) is then explored using a 2x2 3-layer slab. The resulting binding energies for the species are
shown in Table 7-4.
Figure 7-6. Ni/Ag(l 11) 1/4 ML Ag 2x2 unit cell with each unique class of binding sites labeled.
Table 7-4: Binding Energies of Species on the Ni/Ag( 111) Surface at 1/4 ML
Species Binding Energy on Monometallic Ni(1 11)
AEbind (eV) Binding Site
Ni/Ag(O.25 ML) Ni/Ag(0.25 ML)
-6.2 hcpNi
-6.0 fcc_Ni
-0.9 atopNi
-1.4 fcc_Ni
-2.1 atopNi
-1.5 hcpNi
-2.0 hcpNi/fccNi
-2.7 hcpNi/fccNi
-4.5 fec_Ni
-2.2 fcc Ni
AEbina (eV)
Ni(l 11)
-6.0
-5.9
-1.3
-1.8
-2.4
-1.5
-2.1
-2.7
-4.5
-2.4
Ag Coverage Compared to
Binding Site
Ni(111)
hcp
hcp
fcc
hcp
fcc
hcp
hcp
fcc
fcc
fcc
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Species
C*
CH*
CH3*
CHO*
CHOH*
CO*
COH*
H*
0*
OH*
Note that, with the exception of C* and CH*, which see a slight increase in binding energy, the SMR
intermediates are destabilized by the presence of Ag on the (11) facet. Also, note that with the exception
of COH*, larger molecules are destabilized more than small molecules. This destabilization is found to
be a function of Ag coverage, with adsorbates generally seeking to bind in a manner that maximizes their
distance from Ag atoms (which is more possible for smaller molecules than larger molecules). For
example, the binding energies of CH3* and CHOH* are found to be -1.2 and -2.3 eV, respectively, when
the Ag concentration is reduced to 1/6 ML (using a 2x3 unit cell rather than a 2x2 unit cell). At this lower
silver coverage, these adsorbates can relax back into their preferred three-fold hollow site configurations
rather than the atop binding position found for 1/4 ML Ag coverage. The CH3* adsorbate is shown in
Figure 7-7 on the 1/6 and 1/4 ML Ag Ni/Ag(l 11) surfaces. Note the shorter bond length (indicative of
stronger bonding with the surface) on the 1/6 ML Ag surface. The effects of silver on binding energy are
found to be fairly local, with binding energies returning to near-monometallic Ni(l 11) values at just 1/6
ML Ag, compared to the large changes in binding energy found for the species at 1/4 ML Ag. It is
interesting to note that C* is actually found to be stabilized by a few tenths of an eV when the Ni(l 11)
surface is alloyed with Ag. While this stabilization occurs, the C* + H* pair is still considerably less
energetically favorable than CH*, as shown in Table 7-5. Thus, the equilibrium concentration of CH* on
the Ni/Ag(1 11) 1/4 ML Ag surface is expected to be considerably higher than that of C*.
1/6 mLAg Et,~ bS1.2 eV 1/4 mL Ag EbS,-0-.9 eV
CH,* at fcc C to Ni surface - 1.6 A CH 3* at atop C-Ni Bond 2.0 A
Figure 7-7. CH 3* on the Ni/Ag(l l1) surface at 1/6 and 1/4 ML Ag coverages. At the lower silver
coverage, the CH3* adsorbate can increase its distance from the alloyed silver atoms, resulting in a more
tightly bound adsorbate to the catalyst surface with a correspondingly shorter bond length. The CH3*binding site preference and binding energy at the lower silver coverage are similar to that of CH 3* on
monometallic Ni, suggesting the effects of Ag on the surface are fairly local.
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Table 7-5: Thermochemistry for Selected Reactions on Ni/Ag(1 11) at 1/4 ML Ag at T=575 *C, a
Standard State Pressure of 1 bar, and an Adsorbate Standard State Coverage of 1 ML.
Reaction AE (kJ/mol) AE (kJ/mol) AH (kJ/nol) AS (J/mol-K)
Pure Ni Ni-Ag (1/4 ML) Ni-Ag (1/4 ML) Ni-Ag (1/4 ML)
CH4(g)+2*<-->CH3*+H* 57 85 85 -111
CH* + <--> C* + H* 61 49 41 0
OH* <-->O* + H* ., H-50 -50 -62 -18
CH* + OH* <->CHOH* +* 48 65 69 6
CH* +O* <> CHO* + * 23 75 -78 -34
C* + OH* <->COH* + * -85 -80 -77 -10
C* + O* CO* + * -147 -112 -110 -21
CHOH* + * <--> CHO* + H* -47 -40 -53 10
CHOH* + * <>COH+ H* -71 -96 -105 -15
CHO* + * <>CO* + H* -109 -138 -147 -13
COH* + * <--> CO* + H* -85 -83 -94 12
The results in Table 7-5 show that the reactions that create larger products from smaller reactants (e.g.,
association reactions) have generally become more endothernic on the alloyed surface, reflecting the
preferential destabilization of large molecules on the Ni/Ag(l 11) 1/4ML Ag surface. This is also true for
the methane adsorption reaction because the stability of the reactant gas is unaffected by the presence of
silver on the nickel surface. For example, the methane adsorption reaction has become more endothermic
by 28 kJ/mol while the C*+O*, CH*+O*, and CH*+OH* addition reactions have become more
endothermic by 35, 52, and 17 kJ/mol, respectively. Recall from Chapter 5 that the dissociative methane
adsorption reaction and the reaction of CH*+O* 4 CHO* are found to be rate-limiting reactions on the
Ni( 111) surface. From an Evans-Polanyi argument, the increase in endothermicity of these key reactions
upon alloying with silver will lead to an increase in the reactions' activation barriers.
Performing first-order saddle point searches, the expected trend of increasing activation barriers for these
reactions is confirmed. As shown in Table 7-6, the barriers for dissociative methane adsorption,
CH*+0*4CHO*, and CH*+OH*+CHOH* are found to increase by 28, 67, and 27 kJ/mol, respectively
(for 2x2 unit cell calculations). In previous calculations on the monometallic Ni surface, the reaction
barrier for the CH*+O* reaction was found to be sensitive to the size of the unit cell. As a result, this
reaction was also investigated on a 3x3 Ni/Ag(l 11) unit cell at 1/9 ML Ag coverage. However, for
proper comparison to the other reaction barriers in , the transition state on the 3x3 Ni/Ag( 11) unit cell
was placed in the same proximity to the alloyed Ag atom as on the 2x2 Ni/Ag( 111) unit cell.
Table 7-6: Classical (Bottom of the Well) Electronic Energy Reaction Barrier for Selected SMR
Reactions on Ni(l 11) and Ni/Ag(1 11) Surfaces.
Reaction Unit Cell Eb (kJ/mol) Eb (kJ/mol) A(Eb) (kJ/mol)Pure Ni(1 11) Ni/Ag (1/4 ML Ag)a
CH4(g) + 2* <--> CH3* + H* 2x2 124 152 28
CH* +O* <> CHO* +* 2x2 150 217 67
CH*+O*<-->CHO*+* 3x3 131 192 61
CH* + OH* <->CHOH* + *2 122 149 27
a The 3x3 unit is doped with only one Ag atom, corresponding to a Ag coverage of 1/9 ML. However, the transition
state is placed in a binding site adjacent to the Ag atom, resulting to a similar Ag effect on the transition state as seen
on the 2x2 unit cell at 1/4 ML Ag coverage.
Because, as was mentioned previously, the effects of Ag are fairly local, the fact that the next-nearest Ag
atoms are farther away on the 3x3 unit cell than on the 2x2 unit cell is thought to have negligible
electronic impact on the transition state. (Note that using a 4x4 unit cell doped at 1/4 ML Ag would have
been more straightforward, but at considerably greater computational expense.) As shown in Table 7-6,
the activation barrier for the CH*+O*->CHO* reaction is found to decrease on the 3x3 Ni/Ag(1 11) unit
cell relative to the 2x2 unit cell. However, note that the electronic effect of Ag on the transition state is
relatively unchanged at 61 kJ/mol of destabilization on the 3x3 unit cell relative to 67 kJ/mol of
destabilization on the 2x2 unit cell. Comparing the increases in the activation barrier for these reactions
to their increases in endothermicity upon alloying indicates that each of the reactions follows an Evans-
Polanyi relationship quite well, including on the alloyed surface.
7.7 Conclusions and Recommendations
DFT calculations are used to obtain the relative stability of multiple configurations of the Ni/Ag surface
alloy at an electronic energy level. This information is used to predict the order in which the various
surface facets will alloy with silver as a function of total silver coverage on the catalyst surface. The
calculations suggest the step edge (modeled using the (211) surface facet) will be the first facet to alloy,
followed by the (100) facet and finally the (111) facet. First-order saddle point searches are performed to
obtain the dissociative methane adsorption activation barrier on each surface facet at multiple silver
concentrations. The methane adsorption barrier is found to increase in the presence of silver, with the
lowest barrier being on the alloyed step edge, followed by the Ni/Ag(100) surface and finally the
Ni/Ag( lll) facet. The methane adsorption barrier is studied in detail because previously reported
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experimental evidence suggests that at high temperatures, the rate of SMR is controlled by the rate of
dissociative methane adsorption. Combining the alloy stability data with the dissociative methane
adsorption activation barriers therefore allows for predictions of the apparent activation energy of SMR
over a multifaceted silver-alloyed nickel catalyst as a function of silver surface concentration. The
resulting predictions agree well with measured SMR activation energies from fixed bed reactor studies
conducted by collaborators at NTNU, confirming the model's prediction that alloying the nickel catalyst
with silver results in a decrease in observed rate of steam methane reforming.
Thermochemistry and kinetics for multiple species and reactions on the Ni/Ag( 111) surface at 1/4 ML
silver coverage are also presented. Most adsorbates, particularly large adsorbates such as CHOH* and
CH3*, are destabilized by the presence of silver on the catalyst surface. It is found that in addition to
increasing the barrier for dissociative methane adsorption, alloying the Ni(l 11) surface with silver also
increases the barriers of key reactions such as CH*+0*+CHO* and CH*+OH*4CHOH*. The results
represent a contribution toward a detailed kinetic model for the Ni/Ag catalyst. To perform detailed
kinetic modeling of the alloyed catalyst, investigation of these species pathways on the (100) and (211)
surface facets at multiple silver surface concentrations should also be carried out. Such calculations
would be useful in gaining insight into the active reforming pathways on the silver-alloyed nickel catalyst.
Such information would be particularly useful in investigating the competition between carbon formation
and steam reforming; however, the ability to make predictions from these calculations is limited by the
ability to accurately capture the rates for C-O addition reactions via DFT calculations (as discussed in the
previous chapter for SMR over a multifaceted monometallic nickel catalyst).
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Chapter 8. Carbon Formation during Steam Methane
Reforming over Ni and Ni/Ag Catalysts
8.1 Introduction
Nickel catalysts are susceptible to deactivation via carbon formation during steam methane reforming. As
discussed in Chapter 2, there are three categories of carbon formation: pyrolytic coke, encapsulating
carbon, and whisker carbon. Pyrolytic coke is a gas-phase phenomenon that results in condensed coke
that clogs the reactor internals. This fonn of coke is controlled through reactor design and operation (e.g.
temperature control and gas distribution). Encapsulating carbon is formed by the polymerization of
carbon-containing species on the catalyst surface into graphene or graphene-like sheets that can
completely envelop and deactivate the catalyst. Whisker carbon formation is believed to begin in a
manner similar to encapsulating carbon, but on surface facets suitable for the carbon growth to lift off of
the catalyst surface. The whiskers grow through carbon addition at the catalyst surface, eventually lifting
the catalyst particle off of its support, with the potential to crush the particle into the walls of the pore.
The catalyst remains active during whisker carbon growth because much of the catalyst surface remains
carbon-free; however, whisker carbon is the most concerning form of carbon formation because it can
lead to catalyst destruction.
Encapsulating carbon and whisker carbon are initiated on the catalyst surface rather than in the gas phase;
thus, the choice of catalyst can impact the degree of carbon formation observed during SMR. For
example, ruthenium catalysts are not susceptible to deactivation during carbon formation. However,
ruthenium catalysts are not employed for industrial SMR because of their scarcity and expense. As
discussed in more detail in Chapter 2, it has been suggested that the process of carbon formation during
SMR begins by dissociation of methane to carbon adatoms or other CH, species. These species are then
proposed to either diffuse across the catalyst surface or through the catalyst particle until they reach facets
suitable for initiation of carbon formation or they reach existing carbon to which the diffusing species can
add. When seeking to control carbon formation, there are three fundamental forms of control:
thermodynamic limitation, kinetic limitation, and transport limitation.
Thermodynamic limitation of carbon formation refers to the driving force for producing carbon formation
under reforming conditions. In addition to gas phase concentrations, the degree of thermodynamic
limitation is also a function of the stability of the type of carbon formation of interest, which influences
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the Gibbs free energy of reaction leading to the carbon formation, as well as the temperature of the
system. Kinetic and transport limitation are similar in that both are related to the rate at which carbon is
formed. For carbon-based deposits to form, the reactions leading to its deposition must occur at a rate
that exceeds the rate at which the pre-cursors of carbon formation are oxidized away to form CO(g) and
C0 2(g). Thus, understanding the competition between carbon-carbon addition vs. carbon-oxygen
addition on the catalyst surface is important to predicting the effect of a particular catalyst on the
likelihood of carbon formation. As shown in Figure 8-1, the free energy of the particular type of carbon
formed is not a strong function of catalyst type. Thus, thermodynamic limitation of carbon formation is
largely independent of the catalyst, while kinetic and transport limitations can be tuned by catalyst choice.
However, note that catalyst choice can influence the type of carbon deposit formed, which does impact
the thermodynamic constraints of the system. For example, the equilibrium constant of carbon formation
has been shown to change with particle size for nickel catalysts as the type of carbon deposit formed
changes (from more graphite-like to less graphite-like)." In the following sections, each of these modes
of carbon formation limitation will be discussed with regard to nickel and nickel-silver catalysts. A
detailed analysis of the thermodynamic driving force for carbon formation will be presented as well as
illustrative cases pertaining to the competition between the rate of carbon oxidation and the rate of
carbon-carbon coupling.
900 00 700 500
0.6 40 2t
10/1K)-
2 20
Figure 8-1. Equilibrium constant vs. temperature for the decomposition of methane to C(s) and H2 (g) for
Ni/Cu catalysts at various copper concentrations. Note that the equilibrium constant is not a strong a
strong function of copper content (from Rostriup-Nielsen, et al. 14).
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8.2 Thermodynamic Analysis of the Tendency to Form Carbon during
SMR
Carbon formation may be controlled either by controlling the gas phase concentrations over the catalyst
such that a thermodynamic driving force exists for carbon removal from the system via oxidation or by
controlling the rate of carbon oxidation relative to carbon-carbon coupling. In practice, the gas phase
concentration in the reactor is controlled by adjusting the initial steam to methane ratio and the initial
hydrogen to methane ratio in the feed stream. In this section, a thermodynamic analysis of the tendency
to form carbon will be presented. The overall process for carbon formation in SMR can be described
through the following reactions:
CH 4 (g) # C(s) + 2H 2 (g) [Reaction 8-1 ]
2CO(g) # C(s) + CO2 (g) [Reaction 8-2
CO(g) + H2 (g) # C(s) + H2 0(g) [Reaction 8-3 ]
Applying the Principle of Equilibrated Gas
It has been proposed that carbon formation can be controlled by ensuring that there is no thermodynamic
driving force for carbon formation through these reactions at SMR equilibrium, through the principle of
equilibrated gas.4 7 It is suggested that the principle of equilibrated gas is valid for SMR reformers
because of the low effectiveness factor of the catalyst in steam methane reforming. 14 A low effectiveness
factor generally corresponds to a near-equilibrated gas inside most of the catalyst pores. Thus, the
assumption that carbon formation follows the principle of equilibrated gas may be reasonable. The sum
of Reaction 8-1 and the reverse of Reaction 8-3 results in the overall reaction for steam methane
reforming while the sum of Reaction 8-2 and the reverse of Reaction 8-3 results in the overall reaction for
the water-gas shift. Thus, after enforcing that SMR and WGS are equilibrated, only one of the three
carbon formation reactions remains independent, which reduces the expression for the tendency to form
carbon in the system to
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FCH A 0) COPH,
a, =-K 2 =HLO K - K3 , [Equation 8-1 ]
PH, PCo, P11,o
where ac is a measure of the tendency to form carbon, Ki is the equilibrium constant of the subscripted
reaction and pi is the partial pressure of the subscripted component. When ac is greater than one, there
exists a driving force for carbon formation, while the carbon formation reaction is expected to run in
reverse when the ac is less than one. Thus, ideally, if the value of a, is less than one during the whole
course of reaction, no carbon will form. This means that a value of ac equal to one is the limit of the
carbon formation region. By adjusting the initial steam to methane ratio, the value of a, in the
equilibrated gas is shifted, allowing for thermodynamic control of carbon formation. When computing
the equilibrium coefficients for these reactions, the thermodynamic properties of graphitic carbon are
used. Perturbations can be applied to the thermochemistry to account for other forms of carbon. For
example, Rostrup-Nielsen found increases in Gibbs free energy of approximately 1-3 kcal/mol for non-
graphitic carbon deposits during SMR (such as carbon whiskers). However, using the thermochemistry
of graphitic carbon should provide a conservative bound of the required conditions for carbon-free
operation.
Using the Burcat thermodynamic data, 42 the initial steam to methane ratio that gives an ac value of one is
calculated as a function of temperature, pressure, and other species' concentrations in the feed. This is
performed by setting the extent of reaction for the WGS and SMR reactions equal to the equilibrium
extents of reaction and solving for the corresponding set of gas phase mole fractions that give zero extent
of reaction for one of the three carbon fornation reactions listed above (as mentioned earlier, only one of
the three is independent when the WGS and SMR reactions are constrained at equilibrium). Following
this approach, the limiting steam to methane ratio for no carbon formation at SMR and WGS equilibrium
over a temperature range of 500 - 1000 *C at 1 bar and 10 bar pressure is shown in Figure 8-2 and Figure
8-3, respectively, at various initial hydrogen to methane ratios. Note that initial steam to methane ratios
greater than the reported limits will also result in no carbon formation (when both the SMR and WGS
reactions are equilibrated).
Figure 8-2 show that the initial steam to methane ratio required to ensure no carbon formation at SMR
and WGS equilibrium reaches a peak at approximately 575 *C when no hydrogen is in the feed stream
and the pressure is 1 bar. At temperatures in excess of 575 *C, the required initial steam to methane ratio
decreases until reaching a fairly constant value of one at the high temperatures. Note that as hydrogen to
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methane in the feed stream is increased, the required initial steam to methane ratio to prevent carbon
formation decreases. This is an example of the carbon formation inhibition by hydrogen and why carbon
formation is of increased concern in membrane reformers that remove hydrogen from the reformer. A
similar trend is seen in Figure 8-3 at a pressure of 10 bar, but without a well-defined peak in required
initial steam to methane ratio. Also note that the temperature range at 10 bar is different than that at 1 bar
because the increased pressure shifts the physically-relevant equilibrium conditions at which there is zero
carbon formation. Also note that, similar to the case of I bar pressure, the required ratios at 10 bar
pressure converge to one at high temperatures, though at temperatures in excess of 2000 *C (thus these
values are not shown because they represent a physically-unrealistic operating regime).
Limiting Initial Steam to Methane Ratio vs. Temperature at P = i bar
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Figure 8-2. Required initial steam to methane ratios for zero carbon formation when WGS and SMR are
equilibrated as a function of temperature at P = 1 bar. Ratios are calculated with initial hydrogen to
methane ratios of 0, 0.5, and 1.0.
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Figure 8-3. Required initial steam to methane ratios for zero carbon formation when WGS and SMR are
equilibrated as a function of temperature at P = 10 bar. Ratios are calculated with initial hydrogen to
methane ratios of 0, 0.5, and 1.0.
While data such as that presented in Figure 8-2 and Figure 8-3 provide an envelope of operating
conditions to prevent carbon formation in an equilibrated gas, there can still be the potential for carbon
formation due to complexities of the actual reformer. For example, temperature gradients that exist in the
reactor as well as the catalyst particle complicate the a, analysis as the equilibrium is a function of
location within the reactor. Identifying and taking into account the most extreme carbon-formation
environments would be necessary to define a more accurate operating envelope. In addition, while the
principle of an equilibrated gas may apply to the pores of the catalyst, there will be external catalyst
surfaces that are exposed to the bulk gas concentration rather than the nearly-equilibrated gas in the pores.
This potential shortcoming of the equilibrated gas analysis motivates additional consideration of the
reacting system's dynamics.
Analysis of Tendency to Form Carbon with Dynamic SMR Conversion
To account for reformer dynamics, the a, analysis presented above is modified by relaxing the constraint
on SMR equilibrium. The WGS reaction is observed to be fast relative to SMR and in equilibrium
throughout the reformer;3" therefore, the constraint on WGS equilibrium is retained. Because the WGS
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reaction is formed through a linear combination of Reaction 8-2 and Reaction 8-3, the WGS equilibrium
constraint results in the same ac values for these two reactions. However, unlike the equilibrated gas
analysis above, the tendency to form carbon due to Reaction 8-1 is not constrained to equal the value of
ac for the other carbon formation reactions. Therefore, the tendency to form carbon in the dynamic
system is represented as
a =K PCH,
c,1 2
PH,
2  PCOPH, [ Equation 8-2 ]
a, =a =K PcO = COP
Pco, PH20
where the gas phase partial pressures are a function of the SMR conversion and the WGS equilibrium
constraint. For a given temperature, pressure and feed conditions, each value of ac is calculated as a
function of SMR conversion. Once again, a value of ac greater than one for a reaction indicates a driving
force for the production of carbon formation by that reaction while a value of ac less than one indicates
that there is a driving force for that reaction to remove carbon formation from the system. Because there
are two values of ac of interest in this system, there are three possible non-equilibrium operating regimes:
1) both ac values are greater than one, indicating that carbon formation is thermodynamically favored, 2)
both ac values are less than one, indicating that carbon removal is favored in the system, and 3) the value
of ac for one reaction is greater than one while the value of ac for the other reaction is less than one,
indicating a kinetic competition for carbon formation. The values of ac shown in Equation 8-2 are
plotted from zero to equilibrium conversion of the SMR reaction in Figure 8-4 at a temperature of 600 *C,
a pressure of 1 bar, and an initial steam to methane ratio of 1.45 with no hydrogen in the feed. This value
for the steam to methane ratio is chosen based on the data in Figure 8-2; therefore, the ac values are
expected to converge to a value of one at equilibrium.
As shown in Figure 8-4, the value of ac in the methane to carbon formation reaction decreases from a
large value greater than one at low conversions when methane partial pressure is high and the hydrogen
product has not yet formed in large concentrations. This value of this a, is predicted to monotonically
decrease until reaching an equilibrium value of one for the case of no hydrogen in the feed. Thus, there is
a driving force for carbon formation from zero conversion to equilibrium conversion due to Reaction 8-1
under the conditions explored here. On the other hand, the value of ac due to either Reaction 8-2 or
Reaction 8-3 is predicted to be a small value less than one at low conversions when there is very little CO
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product (because the WGS is constrained to be in equilibrium, reacting away much of the CO as it forms)
and large concentrations of steam. This a is predicted to increase monotonically as methane conversion
due to SMR increases until reaching a value of one at equilibrium for the case of no hydrogen in the feed.
Thus, there is a driving force for these reactions to remove carbon formation from the system during
SMR. As shown in Figure 8-4, when hydrogen is present in the feed at the same initial steam to methane
ratio, the value of a is decreased at SMR equilibrium. This result indicates that higher concentrations of
hydrogen in the process gas result in a decreased tendency to form carbon.
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Figure 8-4. Tendency to form carbon vs. methane conversion during steam methane reforming (with
WGS constrained to be in equilibrium) at T = 600 *C, P = 1 bar, and an initial steam to methane ratio of
1.45. The solid curves are for the case with no hydrogen in the feed while the dashed curve is for the case
of an initial hydrogen to methane ratio of one. Reaction 8-1 runs forward while Reaction 8-2 and
Reaction 8-3 run backward until SMR and WGS equilibrium are reached at -55% methane conversion for
the case of no hydrogen in the feed and -45% methane conversion for the case with hydrogen in the feed.
An inset is shown to provide more detail of a near SMR equilibrium. The value of a = 1 is shown in
the inset as a horizontal dashed line.
As shown in Figure 8-5, increasing or decreasing the initial steam to methane ratio shifts the predicted
value of a, for the equilibrated gas. Figure 8-4 confinns that the limiting initial steam to methane ratio
predicted in Figure 8-2 is a lower-limit for ensuring no carbon formation in the equilibrated gas. If the
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initial steam to methane ratio is decreased below this limit, there exists a potential for carbon formation in
the equilibrated gas. If the initial steam to methane ratio is greater than this limit, the value of a0 in the
equilibrated gas is predicted to be less than one, indicating that carbon removal from the system is
favored. However, even if carbon formation is not favored in the equilibrated gas, Figure 8-5 shows that
carbon formation is possible prior to reaching SMR equilibrium. This analysis is performed with no
hydrogen in the initial feed. If, for example, hydrogen were introduced to the feed the value of cz at SMR
equilibrium would shift down, as shown in Figure 8-4, but the situation is qualitatively the same: carbon
formation is possible very close to equilibrium.
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Figure 8-5. Tendency to form carbon vs. methane conversion during steam methane reforming (with
WGS constrained to be in equilibrium) at T = 600 *C, P = 1 bar, and initial steam to methane ratios of
1.00, 1.45, and 2.00 (with no hydrogen in the feed). The curves of decreasing values of a, are for
Reaction 8-1. The curves of increasing a. are for Reaction 8-2 and Reaction 8-3, which have equal
values of a, at a given set of conditions. The inset is a zoomed-in region near SMR equilibrium, which
shows that as initial steam to methane ratio is increased, the system transitions from favoring carbon
formation at SMR equilibrium to a region where carbon formation is thermodynamically forbidden. The
dashed horizontal line in the inset represents a a value of one.
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Unlike the equilibrated gas analysis, this dynamic perspective of carbon activities during SMR indicates
that there exists a kinetic competition between carbon oxidation through Reaction 8-2 and Reaction 8-3
and carbon formation through Reaction 8-1 for the regions of catalyst exposed to non-equilibrated gas.
Thus, if the rate that carbon formation (or carbon formation precursors) is produced is more than the rate
of oxidation of carbon, then the regions of catalyst exposed to non-equilibrated gas would be expected to
develop carbon deposits. A result of this analysis is that while an equilibrated gas a, value of less than
one is necessary for carbon-free operation, it may not be sufficient. For the portions of the catalyst
exposed to the non-equilibrated gas with values of ac such as those shown in Figure 8-5, the rate of
carbon oxidation must exceed the rate of carbon-carbon coupling leading to carbon formation. Thus,
higher steam to methane ratios may be required in the feed, which would increase the rate of carbon
oxidation relative to the rate of carbon fornation by increasing the concentration of 0-containing species
on the surface (due to water dissociation). This result is in agreement with the experiments of Chen, et
al." who reported initial steam to methane ratios required for no carbon formation in excess of the
required ratios predicted for an equilibrated gas in Figure 8-2, which further suggests a kinetic
competition between carbon oxidation and deactivating carbon formation. This competition will be
discussed in more detail in the following sections.
Modifying the catalyst in a way that inhibits carbon-carbon coupling relative to carbon oxidation could
decrease the steam to methane ratio required to ensure carbon-free operation in the regions of the catalyst
exposed to non-equilibrated gas. This is desirable due to the large expense of creating excess steam for
the reforming operations, providing motivation for the development of catalysts with increased inhibition
to carbon formation. Also, though introducing hydrogen in the feed can produce more carbon-resistant
reforming conditions, it is also desirable to limit the amount of hydrogen in the feed because excess
hydrogen has a negative impact on methane conversion at SMR equilibrium. The competition between
carbon formation and carbon oxidation can be adjusted by either altering the kinetics of the participating
reactions or by manipulating the transport of key species such that the reactions become mass-transfer
limited. These approaches will be discussed in the following sections.
8.3 Effect of Feed Gas Composition on the Rate of Carbon Formation
The analysis presented above indicates that for many regions of the catalyst bed, there exists a
competition between carbon oxidation (to gas phase products) and carbon-carbon coupling leading to
deactivating carbon formation. In practice, the initial steam to methane and hydrogen to methane ratios
are adjusted to inhibit carbon formation. In this section, the multi-faceted microkinetic model for SMR
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over nickel catalyst presented in Chapter 6 is used to investigate the surface coverage of adsorbed carbon
and adsorbed oxygen on the Ni(21 1) facet during SMR in an isothermal, isobaric PFR. This facet is
chosen because of its importance to the overall kinetics of SMR as well as its suspected role in carbon
formation, which will be discussed later. Because a detailed carbon formation model is not available, the
surface coverage of carbon is used to evaluate initial conditions least (or most) favorable for carbon
formation. Regions of high carbon coverage would be expected to have a higher rate of carbon-carbon
coupling than regions of lower carbon coverage. The coverage of carbon is found to be highest at the
inlet of the reactor, decreasing as hydrogen partial pressure (due to SMR and WGS conversion) increases.
Therefore, this limited analysis of coverage effects suggests that the rate of carbon formation is greatest at
low SMR conversion. The coverage of carbon on the nickel catalyst as a function of initial steam to
methane ratio and initial hydrogen to methane ratio is shown in Figure 8-6 for the case of low methane
conversion (- 5% to 10%) at 575 *C and 10 bar.
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Figure 8-6. Adsorbed carbon fractional surface coverage on Ni(21 1) as a function of initial steam to
methane (S:M) ratio and initial hydrogen to methane (H:M) ratio at low methane conversion (-5% to
10%), 575 *C, and 10 bar.
Figure 8-6 indicates that the surface coverage of carbon adatoms is found to decrease slightly with
increasing steam to methane ratio in the feed; however, a much larger decrease in the surface coverage of
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adsorbed carbon is seen with increasing hydrogen to methane ratio in the feed. Even small amounts of
hydrogen in the feed (H:M ratios of - 0.2) are seen to have a reasonably significant impact on adsorbed
carbon coverage. This analysis suggests that the forward rate of carbon-carbon coupling affected
significantly by the presence of even small amounts of hydrogen in the feed stream, particularly because
of the large ensemble size that has been reported for carbon formation (-6 sites).
In the absence of detailed modeling, some understanding of the effect of feed stream composition on the
kinetic competition between carbon-carbon coupling and carbon oxidation can be obtained by comparing
the coverage of adsorbed carbon to the coverage of adsorbed oxygen. The surface coverage of adsorbed
oxygen as a function of initial hydrogen to methane ratio and initial steam to methane ratio is shown in
Figure 8-7.
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Figure 8-7. Adsorbed oxygen fractional surface coverage on Ni(2 11) as a function of initial steam to
methane (S:M) ratio and initial hydrogen to methane (H:M) ratio at low methane conversion (-5% to
10%), 575 *C, and 10 bar.
The coverage of oxygen is predicted to increase with increasing steam to methane ratio in the feed stream
while decreasing with increasing hydrogen to methane ratio in the feed. As expected, increasing the
initial steam to methane ratio has a significant effect on the amount of adsorbed oxygen in the system.
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Likewise, the rate of carbon oxidation will be enhanced due to the increased surface coverage of oxygen-
containing species. In addition, while increased hydrogen in the feed stream is found to lower the surface
coverage of oxygen and thus inhibit the rate of carbon oxidation, comparing Figure 8-7 to Figure 8-6
indicates that the surface coverage of carbon is more sensitive to increases in hydrogen partial pressure.
In addition, given the larger ensemble size requirement that has been observed for carbon formation
relative to SMR,5 a decrease in the coverage of the reacting species leading to deactivating carbon
formation (assumed in this analysis to be C* or related to the concentration of C*) would selectively
inhibit carbon formation relative to carbon oxidation (which is first order in carbon-containing species).
The results of this surface coverage analysis indicate that carbon formation is inhibited by increased
steam to methane ratio in the feed stream (due to significantly increased coverage of the oxygen-
containing species required for carbon oxidation to SMR products) as well as increased hydrogen to
methane ratio in the feed stream (due to a more significant decrease in the coverage of adsorbed carbon
relative to adsorbed oxygen and the higher-reaction order that may be required for carbon formation
relative to SMR). These predictions are consistent with experimental observations of the effect of initial
steam to methane ratio and initial hydrogen to methane ratio on the rate of carbon formation during SMR
over nickel catalysts.'1
8.4 Effect of Alloying the Nickel Surface with Silver on the Rate of
Carbon Formation
As described in the preceding section, catalyst deactivation via coke formation can be controlled at static
equilibrium by adjusting the gas-phase composition of the SMR feed stream. However, the issue of
carbon formation becomes more problematic for a dynamic system where some regions of the reactor
contain catalyst that is not exposed to equilibrated gas. In these regions of the reactor, there exists a
kinetic competition between carbon formation and carbon removal via oxidation, even when high steam
to methane or hydrogen to methane ratios are supplied to the reactor in the feed stream. This kinetic
competition is diagramed in Figure 8-8. At the center of this diagram is the pool of carbon-containing
species that leads to the formation of catalyst-deactivating carbon. It is at this point that carbon can either
be oxidized away to gas-phase products via the pathways of region 2 of this diagram or undergo carbon-
carbon coupling leading to the formation of carbon deposits via the pathways of region 3. By speeding
the kinetics of region 2 or slowing the kinetics of region 3, carbon formation is kinetically inhibited. The
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kinetics of region 1 are also relevant to the kinetic competition for carbon formation. If the kinetics of
this region are slowed relative to carbon oxidation kinetics, then the concentration of methane
dissociation products would decrease. Because the deactivating carbon formation kinetics have been
demonstrated to have a require a higher ensemble size than SMR and the carbon oxidation reaction,5
decreasing the concentration of carbon-containing intermediate species would selectively inhibit
deactivating carbon formation by slowing the kinetics of region 3 relative to region 2. Initially, the
reactions in region 3 involve slow nucleation of carbon formation, which is expected to scale as a high
power of the concentration of the carbon pool species. However, after carbon formation has nucleated, it
is expected to grow at a rate controlled by rate-limiting step(s) with a much lower dependence on the
carbon pool species concentration.
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Figure 8-8. Diagram of the kinetic competition between carbon formation and carbon removal via
oxidation during steam methane reforming. The kinetic modification that would lead to a decrease in the
rate of carbon formation is labeled for each region (i.e., slower or faster methane dissociation, carbon
oxidation, and carbon formation kinetics).
There are many reactions that make up the regions detailed in Figure 8-8. Several reaction pathways on
multiple facets of the catalyst surface that describe the kinetics of regions 1 and 2 have been detailed in
the preceding chapters. In addition, thermochemistry and kinetics of potential reactions in region 3 are
detailed in this chapter. However, there are still many uncertain kinetic parameters that have not been
explored in detail. Therefore, instead of a detailed, mechanistic model for carbon formation, a series of
illustrative examples will be employed in the following sections to investigate the effect of alloying the
nickel surface with silver on the kinetic competition leading to carbon formation. The illustrative cases
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include modification of 1) reaction barriers, 2) stability of intermediate species, and 3) transport
characteristics on the catalyst surface.
Effect of Alloying the Nickel Step Edge with Silver
Carbon Adatom Stability
As described in Chapter 2, it has been proposed that carbon adatom accumulation at the nickel step edge
is an important step in the initiation of carbon formation. Carbon adatoms are predicted to be
considerably more stable at the nickel step edge than on the Ni( 11) surface (by almost 100 kJ/mol),
increasing the carbon concentration and the probability of carbon-carbon addition reactions. Also, the
nickel step edge leading to a Ni(l 11) terrace also presents an ideal configuration for carbon-carbon
addition, with a distance of ~ 1.4 A between the five-fold step binding site of carbon and the neighboring
fcc binding site in the direction perpendicular to the step, which is close the preferred bond length in
graphene of 1.42 A.'14 Addition to the growing graphene sheet could then occur at the step edge or at the
leading edge of the graphene on the Ni( 111) surface, which have been studied by Abild-Pedersen, et al.6'
When the nickel step edge is covered with 2/3 ML silver along the step edge, carbon adatoms adsorbed at
the step edge are predicted to be destabilized by approximately 72 kJ/mol relative to the monometallic
nickel step edge. As described in Chapter 7, the effects of silver are found to be fairly local. Consistent
with this observation, the stability of carbon in a five-fold nickel binding site at the Ni/Ag step edge
alloyed with 1/3 ML Ag is predicted to be only 4 kJ/mol less stable than carbon at the unalloyed step
edge. Thus, there is a considerable difference in carbon binding energy between the 1/3 and 2/3 ML
silver-alloyed nickel step edges. For comparison, the adsorbed geometries of carbon on the monometallic
and silver-alloyed nickel step edge are shown in Figure 8-9.
On the monometallic nickel surface, the carbon adatom is five-fold coordinated, bonding with two nickel
atoms on the bottom step, two nickel atoms on the top step, and one second-layer nickel atom below the
top step. Because of this high degree of coordination with the nickel surface, the carbon adatom has a
large degree of stability at the nickel step edge in comparison to the more tightly-packed Ni( 111) surface
where it has only three-fold coordination. When the nickel step edge is alloyed with silver at 2/3 ML
silver, the carbon adatom loses one degree of coordination with a nickel atom at the top step. As a result,
the C* molecule binds in the hcp site at the bottom step edge, further away from the step than C* binds on
the unalloyed surface. At this position, the carbon adatom maintains four degrees of coordination with
nickel atoms (three atoms on the plane of the bottom step and one atom along the top step), resulting in a
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configuration that is more stable (by approximately 20 kJ/mol) than C* on the Ni(1 11) surface, but less
stable than the monometallic nickel step edge. Interestingly, a terrace-like nickel atom along the plane of
the bottom step is predicted to rise out of the surface by approximately 0.4 to 0.5 A due to interaction with
the carbon adatom, a process that is likely facilitated by the lower-degree of interaction between silver
atoms and nickel atoms compared to the nickel-nickel interaction.
C* on Ni(211) C* on Ni/Ag(211)
2/3 ML Ag along Step
Figure 8-9. Geometries of adsorbed carbon on the Ni(21 1) surface and the Ni/Ag(21 1) surface with 2/3
ML Ag along the step edge. Carbon is five-fold coordinated with nickel on the monometallic nickel
surface. On the silver-alloyed nickel surface, the carbon is pushed away from the step edge where it is
four-fold coordinated.
Because the presence of silver at the nickel step edge destabilizes the carbon adatom, the concentration of
carbon at the step is expected to decrease on the silver-alloyed nickel surface. For carbon formation
nucleation, which has a higher-order dependence on carbon-containing intermediate species concentration
than SMR, a decrease in the concentration of carbon-containing species would preferentially inhibit the
reactions of region 3 of Figure 8-8 than the reactions of region 2. Therefore, this illustrative example of
carbon adatom stability at the step edge indicates that nucleation of carbon formation may slow when the
nickel step edge is alloyed with silver. This prediction is in agreement with experimental observations by
collaborators at NTNU.14 ' As shown in Figure 8-10, when the nickel catalyst is alloyed with silver, even
at small concentrations, the rate of carbon formation is significantly inhibited. Based on the nickel/silver
alloy stability analysis in Chapter 7, silver is expected to alloy first at the nickel step edge. The
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observation that small amounts of silver alloyed with nickel significantly inhibit the rate of carbon
formation is consistent with our predictions that the nickel step edge alloys first and that the presence of
silver at the nickel step edge destabilizes carbon adatoms, which are precursors of carbon formation. The
destabilization of carbon adatoms likely induces a kinetic effect due decreased rate of carbon-carbon
addition at the step, which would be exacerbated if an ensemble of multiple carbon atoms is required to
form a nucleation intermediate. A more complete analysis could be obtained by investigating carbon
oxidation barriers on all alloyed facets for inclusion in a detailed microkinetic model.
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Figure 8-10. Experimentally-observed rate of carbon formation on nickel and silver-alloyed nickel
catalysts at 5% and 25% total silver loading.' 4' It is seen that a small amount of silver has a significant
effect on the rate of carbon formation, supporting the suggestion that step sites play an important role in
carbon formation.
Reaction Barriers at the Step Edge
The nickel step edge was shown to be a critical region on the catalyst for SMR activity in Chapter 6, and
dissociative chemisorption of methane at the step edge is shown to be a rate-limiting reaction. As was
discussed in Chapter 7, the barrier for dissociative methane adsorption is predicted by DFT to increase
with increasing silver concentration along the step edge. Thus, an illustrative example of the effect of
alloying the nickel step edge with silver is the slowing of methane dissociation and, as a result, the
kinetics of region 1 in Figure 8-8. As was discussed above, slowing the kinetics region 1 is a metric that
could lead to decreased carbon formation because it is expected to lead to a decrease in the steady-state
concentration of pre-cursors to carbon formation (the result of which is analogous to that described above
170
for carbon adatom stability at the step edge). However, before this example of the effect of alloying the
nickel step edge with silver can be understood more completely, additional investigation of the effect of
alloying on carbon-oxidation reactions at the step edge is necessary. For example, if the rate of carbon-
oxidation (region 2) is slowed comparably to that of methane dissociation (region 1), then the
concentration of species in the carbon pool shown in Figure 8-8 would not necessarily decrease. Thus,
the inhibition of methane dissociation is a potential metric indicating a decrease in the rate of carbon
formation on the alloyed catalyst, but more analysis is necessary to evaluate the complete effect.
Effect of Alloving the Ni(111) Surface with Silver on Carbon Formation
As discussed in Chapter 7, the nickel catalyst will first alloy with silver at the step edge, followed by the
(100) facet, and finally the (111) facet. In the preceding section, the stability of the carbon adatom was
predicted to decrease in the presence of silver at the step edge. The stability of carbon-containing species
on the silver-alloyed Ni(1 11) surface is also of interest as growing graphene sheets may propagate across
this surface. Two illustrative metrics are analyzed to assess the impact of alloying the Ni(1 11) surface
with silver. First, because the CH* intermediate is the most dominant methane dissociation product on
the Ni(1 11) surface, the addition of CH* + CH* to form C2H2* is investigated as a precursor of carbon
formation for potential kinetic effects of alloying the nickel surface with silver. For comparison, the
changes in activation barriers for the addition of CH* and 0* as well as CH* and OH* on the silver-
alloyed Ni( 111) surface that are reported in Chapter 7 are compared to the carbon-carbon coupling barrier
increases computed here. Second, it is proposed that the carbon formation on the Ni( 11) surface could
be propagated by the addition of CH* to the growing carbon deposit (because CH* the most stable
methane dissociation product on Ni( 111) and is large in concentration relative to other methane
dissociation products), while carbon formation would be removed by the oxidation of the carbon atoms to
form CO* which can then desorb. Therefore, the effect of alloying the nickel surface with silver on the
relative diffusion rates of the CH* and 0* species is examined to offer an illustrative example of the
effect of alloying the nickel catalyst with silver on transport across the catalyst surface.
Carbon-Carbon Coupling and Carbon Oxidation Reactions
The carbon- carbon addition reaction of CH* + CH* forming C2H2* is calculated via DFT in Dacapo to
be exothermic by approximately 30 kJ/mol with a reaction barrier (from a first-order saddle point search)
of approximately 81 kJ/mol. As discussed in Chapter 7, the presence of silver on the Ni(1 11) surface at 4
ML coverage is found to preferentially decrease the stability of large molecules over small molecules
because of increased interaction with the silver for large molecules. Consistent with this result, the CH*
+ CH* 4 C 2H 2 * reaction is found to become endothermic on the Ni/Ag(1 11.) 1/4 ML Ag surface, with an
electronic energy of reaction equal to +69 kJ/mol, an increase of almost 100 kJ/mol relative to the
unalloyed Ni( 111) surface. Because the reaction has become more endothermic, an Evans-Polanyi
relationship would suggest that the barrier for CH* coupling will increase on the alloyed surface, which is
confirmed via a DFT first-order saddle point search. The activation barrier for CH* + CH* * C2H2* is
predicted to be approximately 182 kJ/mol on the Ni/Ag( 111) 1/4 ML Ag surface, which is an increase of
approximately 100 kJ/mol (corresponding well to the increase of 100 kJ/mol in endothermicity).
The most active carbon-oxidation route on the Ni( 111) surface were found to be CH* + 0* - CHO* and
CH* + OH* 4 CHOH* in Chapter 5. The electronic reaction energy and electronic reaction barrier for
the reaction of CH* with 0* were reported in Chapter 7 to increase by approximately 50 kJ/mol and 60
kJ/mol, respectively. For the CH* + OH* reaction, the reported increase in electronic reaction energy
was less than that for CH* + 0* at 17 kJ/mol, with a correspondingly lower increase in activation barrier
of 27 kJ/mol. Thus, while alloying the Ni( 111) surface with silver is found to increase the barriers of key
carbon oxidation reactions, the predicted increase (-30-60 kJ/mol) is considerably less than the increase
in activation barrier predicted for the carbon-carbon coupling reaction of CH* + CH* (-100 kJ/mol).
Reflecting back to the dynamic SMR conversion ac calculations, these carbon oxidation and carbon-
carbon coupling reactions are related to the competition between the carbon-oxidizing and carbon-
forming reactions shown in Figure 8-5. Because carbon-carbon coupling is predicted to be more inhibited
by alloying the nickel surface with silver than carbon oxidation reactions, then this illustrates that the
Ni/Ag catalyst may be a more carbon-tolerant catalyst than monometallic nickel. However, it is
important to note that other surface facets such as the step edge and Ni(100) surface are important in
carbon oxidation (as reported in Chapter 6) and the carbon-carbon coupling reaction investigated here is
but one potential gateway to carbon formation. As a result, a more detailed analysis of the effect of silver
on carbon oxidation and carbon-carbon coupling across the multiple facets present on the commercial
catalyst could provide more insight into the competition between carbon formation and carbon oxidation
and the carbon formation inhibition presented by the alloyed catalyst.
Carbon and Oxygen Transport on the Catalyst Surface
The analysis presented in the previous section focused on kinetic inhibition of carbon formation;
however, it is also possible that carbon formation can be inhibited by altering the transport characteristics
of species on the surface. If the barriers to diffusion of carbon-containing or oxygen-containing species
become larger than the carbon-carbon coupling or carbon-oxidizing reaction barriers, then mass transfer
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of species on the catalyst surface could become an important component in the analysis of carbon
formation inhibition. To illustrate this, the diffusion barriers for the CH* species and 0* species on the
Ni/Ag(l 11) 2/9 ML surface are shown in Figure 8-11. Note that in the calculation, the position of the
silver atoms is optimized on a bare slab and then fixed in constrained optimizations during diffusion
simulations. In addition, in cases where the adsorbate is placed close to a silver atom, the x-y position of
the adsorbate atom is sometimes constrained. These constraints are necessary to prevent significant
diffusion of the silver atom or adsorbate atoms during the geometry optimization so that the desired
configuration can be analyzed. Thus, this analysis should be viewed as a first-approximation. The 2/9
ML silver surface concentration was chosen so that non-alloyed binding sites would exist sufficiently far
away from the silver atoms to allow for fairly unperturbed carbon oxidation or carbon-carbon coupling;
however, the coverage is high enough to affect the calculated diffusion barriers of species across the
alloyed surface. Note that to achieve a coverage of 2/9 ML silver on the (111) facet, the total
concentration on the catalyst surface would likely have to approach 35-40% because the (211) and (100)
facets will alloy first. Thus, this illustration of diffusion limitations is most relevant to cases of high
silver doping. The design of the calculation is similar to the analysis of Nikolla, et al. for the tin-alloyed
Ni(l 11) surface.13 8
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Figure 8-11. Diffusion barriers for CH* and 0* on the monometallic and silver-alloyed Ni( 111) surfaces.
Note that the diffusion of CH* is inhibited considerably more than the diffusion of 0* on the silver-
alloyed Ni( 111) surface. The energy of each species is calculated at the labeled positions (or equivalent
mirror-image) and the diffusional barrier is calculated as the difference between the highest- and lowest-
energy images.
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The lowest-energy diffusion paths found in this analysis are in Figure 8-11. It can be seen that dispersed
silver atoms on the nickel surface form a structure similar to a gate, increasing the diffusion barrier of
adsorbates as they pass across the atop and bridge positions of nickel atoms, rather than the three-fold
hollows on the unalloyed surface. While the CH* and 0* species are predicted to have similar diffusional
barriers on the monometallic Ni(1 11) surface, the barrier for diffusion of CH* on Ni/Ag(1 11) 2/9 ML is
predicted to be approximately 70 kJ/mol higher than the barrier for 0*. In addition, this diffusional
barrier for CH* of approximately 200 kJ/mol is higher than the barrier predicted for CH* + CH* on
monometallic Ni(l 11) of 81 kJ/mol or on Ni/Ag(l 1) 1/4 ML Ag of 182 kJ/mol, which suggests that
diffusional limitations on the alloyed surface could be important. The diffusion barrier for 0* on the
alloyed surface is on the same order as the reaction barrier of CH* + 0*, thus diffusional limitations are
not as important for this reaction.
The result of this illustration of diffusion limitations is that the silver-alloyed nickel surface is found to
preferentially inhibit CH* diffusion over 0* diffusion (for this first-approximation model of the catalyst
surface). Because the transport of CH* on the surface may be important to the overall rate of carbon
formation growth, the increased inhibition of CH* diffusion relative to 0* diffusion serves as an
additional data point to suggest that carbon formation is inhibited by alloying the nickel surface with
silver. The increased inhibition of CH* diffusion relative to 0* diffusion on the silver-alloyed nickel
surface may be related to the degree of interaction each species has with the surface. CH* was reported to
have a binding energy of -5.9 eV on the Ni(1 11) surface in Chapter 5, relative to a binding energy of -4.5
eV for 0*. Thus, the CH* species has a stronger interaction with the Ni surface atoms than 0*. When
the surface is alloyed and the adsorbates move to bridge and atop sites rather than the three-fold hollow
sites as they diffuse across the catalyst surface, they lose a certain degree of interaction with the surface as
their coordination with the surface atoms decreases from three (at the fcc or hcp three-fold hollow sites)
to two (bridge) or one (atop). As a result, CH* is more destabilized than 0* when it loses coordination
with the surface because its interaction with the surface is stronger.
The particular system studied here is rather specific with regard to surface coverage and dispersion of
silver on the catalyst surface. Thus, the results should be viewed as a general indication of diffusional
limitations on the surface rather than precise predictions.
The kinetic and mass transfer arguments presented in this section are single-point illustrative metrics of
the effect of alloying the nickel surface on carbon formation. The actual carbon formation process is
more complex and the evaluation of additional carbon-containing intermediates as well as additional
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carbon-formation reactions could give more insight into the competition between carbon formation and
carbon oxidation. In the following section, a preliminary investigation of on carbon-containing species on
the Ni(1 11) surface is presented.
8.5 Computational Investigation of Carbon-Containing Species on
Nickel Catalyst
The thermochemistry and kinetics of carbon-containing species on the Ni(1 11) surface are investigated
using DFT calculations in Dacapo. The analysis presented here represents a contribution toward building
a more complete understanding of the thermochemistry and kinetics of the carbon formation reactions in
region 3 of Figure 8-8. The resulting thermochemistry and reaction barriers are shown in Figure 8-12.
Thermochemistryof Selected Carbon-Containing Intermediates on NI(111)
300-
250-
o 200
E C0
10a,
C
100- -
C2HZ(+CH) C3H2
Carbon-Containing Species
Figure 8-12. Electronic energy of selected carbon-containing intermediates on the Ni(1 11) surface.
Pictured are CiH., C2H, and C3H species. Reaction barriers for carbon-carbon coupling and hydrogen
addition / dehydrogenation are also shown. Some CH* and H* species are omitted from labels to
simplify the notation.
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The activation barriers for C2 and C3 species dehydrogenation reactions are estimated by constructing an
Evans-Polanyi plot using C1 species' dehydrogenation reactions, which results in the relationship Ea =
1.1*Er, + 69 kJ/mol. To check the validity of this correlation, the dehydrogenation of HCCH* to form
CCH* + H* is calculated through a first-order saddle point search (using a 2x3 unit cell for the H-CCH*
transition state), resulting in an activation barrier of 103 kJ/mol, which compares well with the prediction
from the Evans-Polanyi relationship of 114 kJ/mol.
The carbon-carbon addition reaction of CH* + CH* forming C2H2* is calculated via DFT to be
exothermic by approximately 30 kJ/mol with a reaction barrier of approximately 81 kJ/mol. Our
calculations are in agreement with experimental observations that C2H2* is more stable than 2 CH* on the
Ni( 111) surface.' 16 The carbon-containing species on the Ni( 111) surface are predicted to be more stable
when hydrogenated, though a clear trend for stability vs. the degree of hydrogenation is not apparent. The
order of stability for C2 species is found to be (from most stable to least) C2H2* > C2H4* > C2H*~ C2H3*
> C2*. The order of stability for C3 species if predicted to be C3H2* > C3H3* > C3H4* ~ C3 H* > C3*. Our
calculations suggest that C2H2 may be an important carbon pool species on the Ni(1 11) surface.
Calculations on other Ni facets are needed to reach firmer conclusions, since it is likely that the
thermochemistry will be significantly different at the step sites.
8.6 Conclusions and Recommendations
Equilibrated gas and a dynamic SMR conversion models are applied to provide insight into the
thermodynamic driving force for carbon formation during steam methane reforming. It is shown that
increasing the initial steam to methane ratio as well as the initial hydrogen to methane ratio can decrease
the driving force for carbon formation in the SMR-equilibrated reformer gas. The equilibrated gas
analysis is generally valid for the gas within the catalyst pores due to a low effectiveness factor for SMR
catalysts. However, other regions of the catalyst may be exposed to the non-equilibrated reacting gas.
For this gas, it is shown that the values of ac describing the driving force for carbon formation are a
function of SMR conversion. Under typical SMR conditions, one ac0 value is found to be greater than
one, while the other is found to be less than one. These values for the tendency to form carbon indicate
that a competition between carbon-carbon coupling and carbon oxidation on the catalyst surface exists for
many regions of the SMR reactor and that carbon formation is possible at most reaction conditions. This
competition motivates investigating the kinetics and transport relevant to carbon formation and carbon
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oxidation on the monometallic and alloyed nickel surface to assess the effect of alloying the surface on
the relative rates of these reactions.
Several metrics/examples have been presented in this chapter to illustrate potential effects of modifying
the kinetics and thermochemistry relevant to the competition between carbon formation and carbon
oxidation by alloying the nickel surface with silver. The stability of carbon at the monometallic and
silver-alloyed nickel step edge is investigated, leading to the conclusion that the presence of silver at the
step edge significantly decreases the stability of carbon at the step. The result of this decrease in stability
is a decrease in the rate of carbon-carbon coupling at the step, potentially leading to a decrease in the rate
of carbon formation. In addition, the presence of silver on the Ni( 11) surface facet is predicted to
increase the barrier for CH* coupling to form C2H2* considerably more than it increases the barriers for
carbon-containing species oxidation. This case illustrates that alloying the nickel surface with silver may
preferentially inhibit carbon formation relative to carbon oxidation. Similarly, alloying the Ni(1 11)
surface with silver is found to preferentially inhibit the diffusion of CH* species relative to 0* species on
the 2/9 ML Ag surface. The increase in diffusion barrier for CH* is sufficient to potentially limit the
overall rate of carbon formation, introducing the possibility of mass transport limitations being important
in the competition between carbon formation and carbon oxidation. Moving beyond these illustrative
cases, a more detailed analysis of the transport mechanisms and kinetics of carbon formation and carbon
oxidation would provide valuable insight into the competition between these reactions and the potential
for carbon formation on the alloyed catalyst. However, the illustrative metrics analyzed here (carbon
stability at the step, barriers to dissociative methane adsorption and gateway carbon formation reactions,
and diffusion of key carbon-containing and oxygen-containing species) present a consistent picture that
carbon formation is likely inhibited on the silver-alloyed nickel surface, which is consistent with
experimental observation.
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Chapter 9. Recommendations for Future Work
9.1 Steam Methane Reforming over Ni(111)
In in Chapter 5, the species thermochemistry was computed using a 2x2 unit cell at 1/4 ML species
coverage. This unit cell and coverage was chosen based on being a reasonable description of the species
on the surface at an affordable computational expense. Because the predicted coverage of most species is
actually significantly lower than 1/4 ML, it is possible that some species, particularly larger species such
as CHxOYHZ* species, would be better-represented using a larger unit cell (and resulting lower coverage)
where less inter-image adsorbate-adsorbate interactions would be present in the calculation. The resulting
energy would be more representative of the actual energy of the molecule on the catalyst surface.
In the gas phase, species in a system are generally located sufficiently far apart that their energy is well-
represented using that of an isolated gas-phase molecule in vacuum. However, on the surface, interaction
between species is much more common, particularly at high total coverage. On the Ni( 111) surface, the
coverage of species is generally found to be low (less than -20% at the temperature and pressure
investigated here). Therefore, using sufficiently large unit cells to ensure minimal inter-image adsorbate-
adsorbate interactions in the DFT calculations is advisable. However, the coverage of H* species is
approaching 15% under the conditions studied in Chapter 5. Thus, it might be interesting to include an
extra H* species in the unit cells for other species when computing their thermochemistry or finding a
first-order saddle point for a reaction. This is because the energies used in kinetic modeling should be
representative of the energies of the species in the real system. The role of adsorbate-adsorbate
interactions would be an interesting subject to research.
9.2 Steam Methane Reforming over a Multifaceted Nickel Catalyst
Thermochemistry and Kinetics
The role of adsorbate-adsorbate interactions and coverage effects could be even more interesting to
explore on the multifaceted nickel surface of Chapter 6 than the Ni( 111) surface modeled in Chapter 5.
Because the Ni(21 1) and Ni(100) surfaces are found to bind species more tightly than the Ni(1 11) surface,
the coverage of species is generally found to be higher on these surfaces. As a result, incorporation of
coverage effects could be important. This was performed in Chapter 6 for the C* and CH* species on the
Ni(100) surface; however, extending similar coverage effects to other species with reasonably high
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coverage could be useful, though is only generally important for species with a coverage higher than that
used in the DFT calculations. However, such a treatment would only account for the interaction of a
species with itself in the model. Another interesting area of research would be the incorporation of unlike
adsorbate-adsorbate interactions in the model. This analysis could also be interesting for observing the
impact of non-reacting, but neighboring species on the transition states studied in the kinetic model.
Kinetic Modeling
It has been shown that a mean-field model with lateral interactions can capture interesting physics of
systems without the need for more expensive kinetic Monte Carlo calculations, though this is a function
of surface coverage and surface heterogeneity."'5 However, for systems with high coverage, it could be
very useful to implement the kinetic model in a kinetic Monte Carlo formulation rather than a mean-field
approach. For a system the size of the one studied in Chapter 6, this could be quite expensive. The
expense comes not only in the Monte Carlo simulation, but also in obtaining all of the lateral interaction
parameters required by the model. As a result, it may be necessary to decrease the size of the model and
study only the species and reactions of most interest in the model. However, simplifications to the model
made by drawing conclusions from mean-field modeling could result in species/reactions being removed
from the model that would prove to be important in a kinetic Monte-Carlo simulation (i.e., the process of
simplifying the model may not be straightforward).
Rate Limiting Reactions
As discussed in Chapter 6, C-O addition reactions are predicted to be rate-limiting at high temperatures
where experimental observation suggests that only dissociative methane adsorption should be rate
limiting. This disagreement between computational prediction and experimental observation is an
interesting area for further research. Possible explanations for the disagreement include that the C-O
addition barriers are being incorrectly predicted by the DFT methods employed in this work as well as
possible errors in the thermochemistry leading to the reactants in these reactions, which would cause
surface coverage of the species to be incorrectly predicted.
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9.3 Steam Methane Reforming over Multifaceted Nickel/Silver
Catalysts
Thermochemistry and Kinetics
In Chapter 7, the thermochemistry and kinetics of the expanded microkinetic model studied on the
monometallic nickel surfaces are presented only for the Ni/Ag( 11) surface. A clear extension of this
work would be to study the thermochemistry and kinetics of these species on the other surface facets of
the Ni/Ag surface at various silver concentrations, using the alloy stability analysis in Chapter 7 as a
guide. The resulting thermochemistry and kinetics could then be combined with kinetic modeling to
make more complete predictions about the kinetics of SMR over the Ni/Ag catalyst. Similar to the
multifaceted nickel surface analysis, the ability to accurately model the C-O addition reactions on the
silver-alloyed nickel surface would be important to maximize the information gained from such analysis.
9.4 Carbon Formation during Steam Methane Reforming over Nickel
and Nickel/Silver Catalysts
Competition between Carbon Formation and Carbon Oxidation
In Chapter 8, a dynamic SMR conversion model of the tendency to form carbon indicated that the
competition between carbon-carbon coupling and carbon-containing species oxidation is important to the
control of carbon formation during SMR. Several metrics were presented in that chapter to discuss the
effect of alloying the nickel surface with silver on carbon formation and the competition between carbon-
carbon coupling and carbon oxidation. However, these metrics are not representative of all important
intermediates/reactions in carbon formation or carbon oxidation, and additional analyses to study other
reactions and intermediates is needed to obtain a more complete picture of the competition between these
reactions.
In addition, the questions raised in Chapter 6 about the accuracy in capturing the barriers for carbon-
oxygen addition reactions are extremely important to this discussion. If these reactions are not described
with accuracy on the same order as that for carbon formation reactions, then quantifying the competition
between the two reactions and the carbon foration inhibition of a particular catalyst will be difficult. If
the carbon-oxygen addition reactions are described with reasonably accuracy, then the carbon formation
and carbon oxidation reactions can be combined in a microkinetic model for simulation of the
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competition between the reactions. Because the carbon formation product is largely localized and large
diffusion barriers may be present on the alloyed surface, a mean field model may begin to break down.
However, incorporation of a complete SMR and carbon formation microkinetic model into a kinetic
Monte Carlo simulation would present a large computational challenge due to the large number of species
and reactions in such a model.
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