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Motivation
• Use of declarative methods, a new trend in machine learning and 
data mining 
• Two sources of inspiration 
• Stephen Boyd on Convex Optimisation for Statistical Learning 
• Helmut Simonis in CP  
• Introduce two types of declarative languages for ML & DM, logic / 
symbolic oriented rather than pure linear algebra 
• CP4IM & MiningZinc — CP for pattern mining 
• Probabilistic Programming — in ProbLog
Declarative Mining
Patterns
Pattern Mining
• which patterns are frequent ?
• which patterns are significant w.r.t. classes ? all patterns ? k-best 
patterns ?
• which pattern set is the best concept-description for the actives ? for 
the inactives ? 
C. pattern set mining
A. frequent pattern 
Th(L, Q,D) = {p   L|Q(p,D) = true}
B. Correlated pattern mining = subgroup discovery
Th(L, Q,D) = argp Lmaxk  (p,D)
Th(L,Q,D) = {P   L|Q(P,D) = true}
Itemset mining
Frequent patterns  
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A. Frequent Itemset Mining
Given
• I = {1, · · · , NrI}
set of items
• T = {1, · · · , NrT}
set of transactions identifiers
• D = {(t, I)|t   T , I   I}
Dataset
• Items   I and Trans   T
Find Items such that
|covers(Items,D)| > freq
where covers(Items,D) =
{t   T |(t, I)   D and Items   I}
A.Frequent Itemset Mining
int: Freq;  
int: NrI;  
int: NrT;  
array[1..NrT] of set of 1..NrI: D; 
  
var set of 1..NrI: Item; 
var set of 1..NrT: Trans; 
  
constraint card(Trans) > Freq; 
constraint Trans = covers(Item, D); 
  
solve satisfy;
function var set of int: cover(Item, D) =  
let { 
 var set of int: Trans,             
 constraint forall (t in ub(Trans))              
            (t in Trans ↔ Item subset D[t]) 
} in Trans; 
s; 
s, D); 
s, D) =  
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Frequent Itemset Mining
int: Freq;  
int: NrI;  
int: NrT;  
array[1..NrT] of set of 1..NrI: D; 
  
var set of 1..NrI: Itemset; 
var set of 1..NrT: Transset; 
  
constraint card(Transset) > Freq; 
constraint Transset = covers(Itemset, D); 
  
solve satisfy;
function var set of int: cover(Itemset, D) = 
let { 
 var set of int: Trans,             
 constraint forall (t in ub(Trans))             
  (t in Trans ↔ Itemset subset D[t] )            
} in Trans; 
math like notation 
user defined functions and 
constraints
solver independent 
(standardized)
efficiently solvable
; 
; 
) > Freq; 
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, D) =  
 
          (t i  r   It  subset D[t]) 
Encoding in Zinc
⇤t : Tt = 1⇥
 
i
Ii(1 Dti) = 0 
t
Tt   minsup ⇤i : Ii = 1⇥
 
t
TtDti   minsupiff
Text
int: Freq;
int: NrI; int: NrT;
array [1..NrT] of set of int: D;
array [1..NrI] of var bool: Items;
array [1..NrT] of var bool: Trans;
constraint % encode D: every Trans complement has no supported Items
   forall(t in 1..NrT) (
       Trans[t] <-> sum(i in 1..NrI) ( Items[i]*(1 - (i in D[t])) ) <= 0
   );
constraint % frequency: every Item is supported by sufficently many Trans
   forall(i in 1..NrI) (
       Items[i] -> sum(t in 1..NrT) ( Trans[t]*(i in D[t]) ) >= Freq
   );
solve satisfy;
Resulting Search Strategy akin to 
Zaki’s Eclat [KDD 97]
see 
Guns et al AIJ 11
Closed Itemset Mining
int: Freq;  
int: NrI;  
int: NrT;  
array[1..NrT] of set of 1..NrI: D; 
  
var set of 1..NrI: Items; 
var set of 1..NrT: Trans; 
  
constraint card(Trans) > Freq; 
constraint Trans = covers(Items, D); 
constraint Items = cover_inv(Trans, D); 
solve satisfy;
function var set of int: cover(Items, D) =  
let { 
 var set of int: Trans,             
 constraint forall (t in ub(Trans))              
(t in Trans ↔ Items subset D[t] ) 
} in Trans; 
function var set of int: cover_inv(Trans,D)= 
 let { 
 var set of int: Items,             
 constraint forall (i in ub(Items))              
(i in Items ↔ Trans subset D’[i] ) 
} in Items; 
  
Further Constraints
* exact coverage :  
t in Trans <-> Items subset D[t] 
* freq:  
i in Items -> card(Trans intersect D'[i]) >= Freq 
* maximal:  
i in Items <-> card(Trans intersect D'[i]) >= Freq 
* closed:  
i in Items <-> Trans subset D'[i] 
* delta-closed:  
i in Items <-> card(Trans intersect D'[i]) <= Delta*card(Trans) 
easy to model
Top-k Correlated 
Pattern Mining
• D now consists of two datasets, say P and N
• a correlation function  (p,D), e.g., ⇥2
• Th(L, Q,D) = argp Lmaxk  (p,D)
Modeling perspective
 
Alternative opt. functions, for example: 
with: 
int: NrI; int: NrT; int: Freq; 
array[1..NrT] of set of int: D; 
set of int: pos; set of int: neg; 
  
var set of 1..NrI: Items; 
var set of 1..NrT: Trans; 
  
constraint Trans = cover(Items, D); 
constraint Items = cover_inv(Trans, D); 
  
solve maximize  
 card(Trans intersect pos) – card(Trans intersect neg)           
solve maximize chi2(Trans, pos, neg);
function float: chi2(Trans, pos, neg) 
accuracy
Correlation function
Projection on PN-space
Nijssen KDID
Generality
[L. De Raedt, T. Guns, S. Nijssen, AAAI 2010]
Declarative constraint-based mining
 Language goals:    
− high-level notation (similar to paper definitions)
− solver-independent
− user-defined abstractions
 
             - mathematical-like language (Zinc)          
                        - many solvers
                        - can define custom predicates and functions
[T. Guns, A. Dries, S. Nijssen, G. Tack, L. De Raedt, IJCAI 2013]
=> MiningZinc
Toolchain
1) Normalize to FlatZinc (do not flatten lib_itemsetmining.mzn yet)
2) Apply rewrite rules to:
➢ add redundant constraints
➢ detect (partial) applicability of specialised algorithms
➢ tailor to constraint solvers
3) Collect all feasible rewrite combinations = execution plans
4) Heuristically rank + execute a plan
Three categories of execution plans:
A) Specialised algorithms only
− Eclat-maxfreq(TDB, 20, 50)
− LCMv2(TDB, 20) + maxcover(Items, TDB, 40)
B) Hybrid decomposition
− LCMv2(TDB, 20) + gecode(card(cover(Items, TDB)) =< 40)
− LCMv2(TDB, 20) + frequency(Items, TDB, S) + gecode(S =< 40)
C) Generic solvers only
− gecode(...)
− gecode-bool(...)
− gecode-bool(... + redundant)
− or-tools-bool(...)
var set of 1..NrI: Items; array[int] of set of int: TDB;
constraint card(cover(Items, TDB)) >= 20;
constraint card(cover(Items, TDB)) =< 40;
solve satisfy;
Experiments, hybrid solving
frequent itemset mining, with minimum size and closure constraint

State of the art
• Many other works 
• Clustering (Ian Davidson, Christel Vrain, Thi-Bich-Hanh Dao, …) 
• Skyline patterns  (B. Cremilleux, … ; Negrevergne, … ) 
• Other pattern types (L. Sais, ..; Guns, … ) 
• Challenges 
• Scaling 
• Structured data (graphs, sequences, …) 
• Integration with some other ML/DM techniques 
• Other types of solvers … 
Probabilistic 
Programming
World Dynamics
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Fragment of world with
~10 alliances
~200 players
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Can we build a model
of this world ? 
Can we use it for playing
better ?
[Thon, Landwehr, De Raedt, ECML08]
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of this world ? 
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better ?
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degree of certainty
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
29
0.4 :: heads.  
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
probabilistic fact: heads is true with 
probability 0.4 (and false with 0.6)
29
0.4 :: heads.  
0.3 :: col(1,red); 0.7 :: col(1,blue).
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
annotated disjunction: first ball is red 
with probability 0.3 and blue with 0.7
29
0.4 :: heads.  
0.3 :: col(1,red); 0.7 :: col(1,blue).
0.2 :: col(2,red); 0.3 :: col(2,green);  
                   0.5 :: col(2,blue).  
annotated disjunction: second ball is red with 
probability 0.2, green with 0.3,  and blue with 0.5
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
29
0.4 :: heads.  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                   0.5 :: col(2,blue).  
win :- heads, col(_,red). logical rule encoding 
background knowledge
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logical rule encoding 
background knowledge
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
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0.4 :: heads.  
0.3 :: col(1,red); 0.7 :: col(1,blue).
0.2 :: col(2,red); 0.3 :: col(2,green);  
                   0.5 :: col(2,blue).  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win :- col(1,C), col(2,C).
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
probabilistic choices
consequences
29
Questions
• Probability of win?  
 
• Probability of win given col(2,green)?  
 
• Most probable world where win is true?
0.4 :: heads. 
0.3 :: col(1,red); 0.7 :: col(1,blue). 
0.2 :: col(2,red); 0.3 :: col(2,green); 0.5 :: col(2,blue). 
win :- heads, col(_,red). 
win :- col(1,C), col(2,C).
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query
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marginal probability
conditional probability
evidence
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Questions
• Probability of win?  
 
• Probability of win given col(2,green)?  
 
• Most probable world where win is true?
0.4 :: heads. 
0.3 :: col(1,red); 0.7 :: col(1,blue). 
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marginal probability
conditional probability
MPE inference
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Possible Worlds
0.4 :: heads. 
0.3 :: col(1,red); 0.7 :: col(1,blue). 
0.2 :: col(2,red); 0.3 :: col(2,green); 0.5 :: col(2,blue). 
win :- heads, col(_,red). 
win :- col(1,C), col(2,C).
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Inference in PLP
• As in Prolog and logic programming
• proof-based
• As in Answer Set Programming
• model based
• As in Probabilistic Programming
• sampling
Parameter Learning
class(Page,C) :- has_word(Page,W), word_class(W,C).
class(Page,C) :- links_to(OtherPage,Page), 
class(OtherPage,OtherClass),
link_class(OtherPage,Page,OtherClass,C).
for each CLASS1, CLASS2 and each WORD
?? :: link_class(Source,Target,CLASS1,CLASS2).
?? :: word_class(WORD,CLASS).
38
e.g., webpage classification model
Sampling 
Interpretations
39
Sampling 
Interpretations
39
Parameter Estimation
40
Parameter Estimation
40
p(fact) =    count(fact is true) 
Number of interpretations
Learning from partial 
interpretations
• Not all facts observed
• Soft-EM
• use expected count instead of count 
• P(Q |E) -- conditional queries !
41 [Gutmann et al, ECML 11; Fierens et al, TPLP 14]
Bayesian Parameter 
Learning
• Learning as inference (e.g., Church)
• Prior distributions for parameters
• Given data, find most likely parameter values
• Flipping a coin with unknown weight
• Prior: uniform distribution on [0,1]
• Observation: 5x heads in a row
• Sampling from Church model:
Example [from probmods.org]
ProbLog Example
query(weight(C,X)) :- coin(C),param(X). 
evidence(data(c1,[h,h,h,h,h,h,h,h,h,h,h,h,h]),true). 
evidence(data(c2,[h,t,h,h,h,h,h,t,t,h,t,t,h]),true).
coin(c1).   
coin(c2). 
param(0.1). 
param(0.3). 
param(0.5). 
param(0.7). 
param(0.9).
0.05::weight(C,0.1); 0.2::weight(C,0.3); 0.5::weight(C,0.5); 
                 0.2::weight(C,0.7); 0.05::weight(C,0.9) :- coin(C).
Param::toss(_,Param,_). 
heads(C,R) :- weight(C,Param),toss(C,Param,R). 
tails(C,R) :- weight(C,Param),\+toss(C,Param,R). 
data(C,[]). 
data(C,[h|R]) :- heads(C,R), data(C,R). 
data(C,[t|R]) :- tails(C,R), data(C,R).
prior
data
ask for posterior
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prior
0,000
0,225
0,450
0,675
0,900
0.1 0.3 0.5 0.7 0.9
posterior for c1
0,000
0,225
0,450
0,675
0,900
0.1 0.3 0.5 0.7 0.9
posterior for c2
0,000
0,225
0,450
0,675
0,900
0.1 0.3 0.5 0.7 0.9
Some Probabilistic Programming 
Languages outside LP
• IBAL [Pfeffer 01]
• Figaro [Pfeffer 09]
• Church [Goodman et al 08 ]
• BLOG [Milch et al 05]
• Venture [Mansingha et al.]
• Anglican and Probabilistic-C [Wood et al].
• and many more appearing recently
Church by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
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Probabilistic 
Programming Summary
• Programming language + random primitives
• probabilistic generative model
• sampling or exact inference
• learning
• increasing number of probabilistic programming 
languages using various underlying paradigms 
• Challenge : inference & scaling up … 
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