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ABSTRACT 
In the task of factoring a real n X n matrix A according to Gauss elimination with 
complete pivoting for size, Wilkinson conjectured in 1963 that the absolute values of 
the intermediate coefficients should not exceed the n-Max norm of the matrix, i.e. 
nMax,j(la,jl]. Such a conjecture wouldbe wrong for the l-norm Maxj{Cilaijl}, and 
for the Schur-Frobenius norm (Z:, ja~j)‘/2, as is shown by providing counterexamples. 
However, these stronger versions of Wilkinson’s conjecture do hold in the case of 
matrices of low order. 
1. DIE VERMUTUNG VON WILKINSON 
Es sei A EIJ! nn eine reelle, umkehrbare Matrix n-ter Ordnung. Fti 
geeignete Umstelhmgen der Zeilen und Spalten von A = A(‘) lat sich nach 
der Art des GauJschen Zerlegungsverfahren eine Matrizenfolge Ac2) E 
R n_l,nP1 ,..., A”‘)EIW~,~ herleiteqwobei A(k’=[afj], k<i<n, k< j<n 
ist und folgende Beziehungen erfiillt: 
a! ak. 
tllGk<n-1, k+l<i<n, k+l<j<n, a$?‘=ak,--. 
tk kJ 
‘J “I 
akkk 
(1) 
Die Elemente a:,#O,..., a:, # 0 heiaen Drehpunkte (pivots). Im Falle des 
*Teilweise unterstiitzt durch Projekt E-19478412 der Universidad de Chile. 
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GauBschen Zerlegungsverfahrens mit umfassender Drehpunktsuche (com- 
plete pivoting) wird die Umstellung von A(‘) so gew$ihlt, daB die Matrizen- 
folge zusgtzlich 
Vl<k<n-1, kgi<n, k<j<n JnfjlGlakkl (2) 
erfullt, daf3 also der Drehpunkt den groI3ten Betrag der entsprechenden 
Matrix aufweist. 
Fur ein Verfahren, das (1) und (2) erfiillt, hat Wilkinson 1963 die 
Vermutung aufgestellt, da.B die Betrage samtlicher Elemente in der Matri- 
zenfolge nicht grtif3er seien als die n-Max-Norm der Anfangsmatrix [9; 6, S. 
157-1621: 
Vl<k<n, k<i<n, k<j<n, I”fji Zn~~(~~fjl}. (3) 
Wegen (2) gentigt es natiirlich, die obige Vermutung auf die Drehpunkte u& 
zu beschmnken. 
Die Wilkinsonsche Vermutung ist fur n < 4 bewiesen; es gelten folgende 
genaue Schranken: 
VAEIR,, la!&\< 2.25~~(/a:,/) i71T 
VAER*, ~“~l~4~~(lu~jl) L1l* 
Dariiber hinaus gilt 
~AEIW, /. ]u;~=4.132Max{]ufj~} [5], 
ij 
I=5Max(luijl) i41y Ii 
Iz5.077M~(lu:jI) L4], 
3AER, /. Iu& 
3AsR,, /. 1~1;~ 
und weiterhin 
(4 
(5) 
n=O (mod4), n < 264 * 
~AER,, /. la~,,l=nM~(la~jl) [7] (6) 
ij 
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da fur alle diese Ordmmgen Hadamard-Matrizen gefunden worden sind [3, S. 
44-481, und der letzte Drehpunkt einer Hadamard-Matrix die n-Max-Norm 
erreicht [ 71. 
2. UNTERSUCHTE VERSTARKUNGEN 
Schon 1965 hat Tomheim nachgewiesen, da.6 sich die Vermutung von 
Wilkinson nicht auf komplexe Matrizen erweitem I%Bt [B]. Ein Gegenbeispiel 
liefert die Matrix 
1 
A=1 [ 
1 1 
z l/z 1 = , 3.079. (7) 
1 l/z 2 
Mit Hilfe des Tensor- oder Kronecker-Produktes lassen sich Gegenbeispiele 
fiir jedes n = (3)(2k) finden [7]. 
In dieser Arbeit untersuchen wir, ob man bei reellen Matrizen die Betrage 
der RechengroBen afj such durch andere Normen der Anfangsmatrix, die 
hijchstens ebensogrol3 wie die n-Max-Norm sind, abschranken kann. Zu 
diesem Zweck betrachten wir neben der n-Max-Norm die l-Norm und die 
Schur-Frobenius-Norm: 
llAlll=Ma~{ XIaijI}p 
1 i 
I 1 
l/2 
llAllSF= C(aij)2 ’ 
ij 
(8~) 
Die Beziehungen dieser Normen untereinander sind gegeben durch 
llAlll( M(A), IlAllw G M(A). (9) 
Ein Beweis von (9) ist in [2, S. 103%1111 zu finden. Die Gleichheit wird 
erreicht bei Matrizen mit ]a, j] = 1, insbesondere bei Hadamard-Matrizen. 
In den Abschnitten 3 und 4 zeigen wir, da6 eine Verst%rkung der 
Wilkinsonschen Vermutung im Sinne der Normen (Bb) und (8c) unzukhsig 
ist. Obwohl sie die RechengrijBen afj von Matrizen kleinerer Ordnung 
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abschranken, gibt es Gegenbeispiele fiir die l-Norm fur beliebiges n > 6 und 
Gegenbeispiele fiir die Schur-Frobenius-Norm fiir beliebiges n > 9. 
3. ERGEBNISSE FUR DIE l-NORM 
In den folgenden Satzen schranken wir die Betrage der RechengrdDen fiir 
n = 2 und n = 3 ab 
SATZ 1. Es sei A E C 22 umkehrbar. Dann gelten fiir eine Matrizenfolge, 
die (1) und (2) erfiillt, die Ungleichungen 
Ein Beweis dieses Satzes ist sehr einfach und soll deshalb fortgelassen 
werden. 
SATZ 2. Es sei AER, reel1 und umkehrbar. Dann gelten fiir eine 
Matrizenfolge, die (1) und (2) erftillt, die Ungleichungen 
Vk,i,j, lafjl4IAlll. (11) 
Beweis. Fiir k < 2 folgt die Aussage unmittelbar aus Satz 1. Es bleibt 
der Fall k = 3, d.h. die Ungleichung la&I < IIAlll. 
Falls wir einige Zeilen oder Spalten von A(‘) mit - 1 multipliiieren, hat 
das auf die Ungleichungen Iafjl < 1) AlI 1 keinen Einfl~. Demnach konnen 
wir ohne Beschr;inkung von Allgemeinheit voraussetzen, dab die GroDen in 
Zeile 1 und Spalte 1 nichtnegativ sind. ZusammengefaBt, haben wir 
(13) 
aij 2 0, afl > 0. (14 
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Wir betrachten jetzt zwei verschiedene Falle, welche vereint alle moglichen 
Matrizen einbegreifen: 
(a) Es gibt ein oder mehrere afj 2 0. Als Beispiel sei angenommen, da13 
a$ >, 0 ist. Wegen (12b) und (14) haben wir dann 
‘is 2 ‘32 2 20 = la;2I+;2I. 
Nun folgt aber 
2 
(431~ 
a!23 
‘il-l 42 
< ,I [wegen (WI 
G Idi21+ Id21 [wzen (WI 
(15) 
442 + 2 l42(+l4 
II ~ 
Fur andere afj >, 0 la& sich die Aussage auf analoge Art beweisen. 
(b) Es gilt CI ~a&a&a~ > 0. In diesem Fall haben die beiden Glieder der 
Differenz in 13b) das gleiche Vorzeichen, und wir haben 
was die Aussage ebenfalls beweist. 
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Fur beliebiges n ist eine Abschr;inkung im Sinne der obigen S&e falsch. 
Wir betrachten dazu die 6 X &Matrix 
A= 
1 I 2 
I 
I 2 3 1 3 
I I 
1; 2 3 I  4 
____----~---------+________ 
-1 -1; + 1 I r i 3 3 
1 -1; ------__;____ _+ r 1 1 
I -1 
___3_~_____-3_ j 
-1 I 1 1 
I 
I 1 -1 I -1 1 
(16) 
Nach 2 Schritten des GauBschen Verfahrens erhalten wir an Stelle von 
A’” E R 44 eine Hadamard-Matrix, weshalb der letzte Drehpunkt a& = 4 ist. 
Nun gilt aber 
Ia6,,1=4>4j=llAI11. (17) 
Auf ahnliche Weise lassen sich Gegenbeispiele fiir ein beliebiges n > 6 finden. 
In diesen wird A E R nn systematisch auf eine Hadamard-Matrix der Ordnung 
2”’ mit n/2 < 2” < n reduziert. Mit Hilfe des Kronecker-Produktes sind 
solche Hadamard-Matrizen leicht zu finden. Damit beweisen wir folgende 
Aussage: 
SATZ 3. Fiir beliebiges n >, 6 gibt es Matrizenfolgen, die mit reellem und 
umkehrbarem A E Iw nn starten, Bedingungen (1) und (2) erfiillen, und mit 
la”,,1 ‘> I1411T IaLl 3 (nP)lahI eden. 
Wir wissen nicht, ob die l-Norm bereits bei n = 4 oder n = 5 uberschrit- 
ten werden kann. 
4. ERGEBNISSE FUR DIE SCHUR-FROBENIUS-NORM 
Die Betrage der RechengroBen des GauB-Verfahrens kann man fur n < 4 
anscheinend such anhand der Schur-Frobenius-Norm abschranken 
SATZ 4. Es sei A E C as umkehrbar. Dann gelten fiir eine Matrizenfolge, 
die (1) und (2) erfiillt, die Ungleichungen 
Vk,i, j, lafjl< IIAllsF* (18) 
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Beweis. Die einzige nichttriviale Ungleichung ist Iu&I < IIAllsF. Wir 
gehen aus von den Beziehungen 
(/o:,I-14)2~9 * la:,12+(u:212~2/a:111a~217 (19a) 
(142/-141)2~0 3 l~:,12+l~12112~21~:2J(~:,(. W4 
Wegen (19) und ufj < u:, erhalten wir dann 
IG212 = 
442 I I 2 a&-_ = I442 - 4.d2 l2 a11 I41 I2 
d(lu:,ll&/+lu;,//u~,l) ~~~lll~~~~~~~~“ll~:2l 
i I 
< 14112+ bid2 + lM2+ Id2 
i 2 2 
IL I 
q4J2 = ,lAl12 
14112 SF 
was die Aussage beweist. n 
Eine empirische Suche mit Hilfe von Verfahren der nichtlinearen Opti- 
mierung deutet darauf hin, daI3 folgende Vermutungen gelten: 
(a) Es sei A E Iw 33 reell und umkehrbar. Ftir eine Matrizenfolge, die (1) 
und (2) erfiillt, gelten dann voraussichtlich die Ungleichungen 
Vk, i, j, IQfji : ( &)1’2ilAi[sF = 0.9101811AllsF (20) 
wobei der Grenzfall mit der Matrix 
A= 
1 (V)‘” ( sq2 (21) 
-(&-1)“” (:)1/s (#/2 
0 -1 1 1 
erreicht wird. 
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(b) Es sei A E W 44 reell und umkehrbar. Fur eine Matrizenfolge, die (1) 
und (2) erfullt, gelten dann voraussichthch die Ungleichungen 
mit der Hadamardschen 4 X 4Matrix als Grenzfall. 
Von einer Suche nach einem Beweis fur (20) und (22) wurde abgesehen, 
da diese Art von Ungleichungen fur behebiges n sowieso ungiiltig ist. Das 
kleinste uns bekannte Gegenbeispiel ist die 9 X g-Matrix: 
A= 
I 
1 I 2 
I z I 2 I 2 
___~__~~______/_~~~~~~~~~~~~~~~~~~~~~~~~~3~~~~ 
-11 j 11 $ II 4 II +1 
1I _j 1 I -5 1 / -+ 1 I -4 1 
---;----------I-----_----+---------;_-______ 
’ -1 -1 ; 1 1 I -1 -1 I 1 1 
___I__________!______----1----------l----__- 1 -1 -1 1 ’ 1 -1 ’ -1 1 
I -1 -1 I -1 -1 I 1 1 I 1 1 
I 1 I 1 -1 I -1 1 I -1 1 --- +---- -l _____-~__________ 
I 1 q-1 -1 :----- 1 -1 I 1 1 
I -1 1 , 1 -1 I 1 -1 I-1 1 
(23) 
Nach 1 Schritt des GauBschen Verfahrens erhalten wir eine Hadamard-Matrix 
Ac2’ E BB s8, weshalb der letzte Drehpunkt uk = 8 ist. Dann gilt aber 
[a&,1=8> 7.853>m= IIAllsF. (24) 
Auf %hnliche Weise lassen sich such Gegenbeispiele fur ein beliebiges n > 9 
finden, in denen wiederum A auf eine Hadamard-Matrix von Ordnung 2”’ 
mit n/2 < 2” < n zuriickgeftihrt wird. Wir erhalten: 
SATZ 5. Fiir beliebiges n 2 9 gibt es Matrizenfolgen, die mit reellem und 
umkehrbarem A E DB nn beginnen, Bedingungen (1) und (2) erj%llen, und mit 
IaLl > I141sFp IaLl~ (nP>lahl e&n. 
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Anhand der singularen Werte einer Matrix konnen wir folgende Norm fur 
AEWfl” definieren: 
(25) 
S(A) = 6 groBter Eigenwertsbetrag von ATA . (26) 
Die Beziehungen zu den bisher erwalnrten Normen sind 
ll*lll =s St*), IIAIIsF G SC*), 
+M(A)~s(A)&~~(*). 
n 
(.Wa,b) 
(28) 
Ein Beweis ist wiederum in [2, S. 103-1111 zu finden. Gleichheit in (27b) und 
im linken Teil von (28) wird erreicht fur die Einheitsmatrix; in (27a) und im 
rechten Teil von (28) fur Hadamard-Matrizen oder such fur Matrizen mit 
aij = 1. 
Wir konnen uns mm fragen, ob fur beliebiges A E R nn die Betrage einer 
GauBschen Matrizenfolge mit (1) und (2) durch S(A) abgeschrarrkt sind oder 
nicht. Fiir n < 3 ist die Schranke wegen Satz 1, Satz 2 und (27a) giiltig; 
vermutlich gilt sie such fur n = 4 wegen (27b). Den Verfassem ist soweit kein 
Gegenbeispiel bekannt. 
Im Gegensatz zur n-Max-Norm wiirde die &&Norm natiirlich keine 
Schranke liefem, die rechnerisch verwertbar ware, da die Auswertung von 
S(A) umstamllicher ist als die unmittelbare Errechnung der ]ufj I. Die Schranke 
ware aber theoretisch von Belang, weil sie neues Licht auf das GauBsche 
Verfahren und die Vermutung von Wilkinson werfen wiirde. 
SCHRIFITUM 
1 C. W. Cryer, Pivot size in Gaussian elimination, Numer. Mat. 12:335-345 (1968). 
2 D. K. Faddeev and V. N. Faddeeva, Computational Methods of Linear Algebra, 
Freeman, San Francisco, 1963. 
3 F. MacWilliams, F. J. Sloane, and N. J. A. Thompson, The Theory of Error 
Correcting Codes, North Holland, New York, 1978. 
176 HEINRICH PUSCHMANN UND MARCEL0 NORDIO 
4 H. Puschmann and J. Cork, The coordinex problem and its relation to the 
conjecture of Wilkinson, Namer. Math. 42 (3):291-297 (1983). 
5 H. Puschmann, Depto. de Matematicas Aplicadas, C&la 5272, Santiago 3, Chile, 
unveriiffentliche Arbeit. 
6 J. Stoer, Einfiihrung in die Numerische Mathematik I, 3. Auflage, Heidelberger 
Tb. 105, Springer, Berlin, 1979. 
7 L. Tornheim, Pivot size in Gauss reduction, California Research Corp., 1964 (c/o 
Chevron Research Co., P.O. Box 1627, Richmond, CA 94802). 
8 L. Tomheim, Maximum third pivot for Gaussian reduction; California Research 
Corp., 1965 (c/o Chevron Research Co., P.O. Box 1627, Richmond, CA 94802). 
9 J. H. Wilkinson, Rounding Errors in Algebraic Processes, Prentice-Hall, Englewood 
Cliffs, N.J., 1963. 
Received 5 June 1984; revised 2 October 1984 
