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The weak-field expansion of the charged fermion propagator under a uniform magnetic field
is studied. Starting from Schwinger’s proper-time representation, we express the charged fermion
propagator as an infinite series corresponding to different Landau levels. This infinite series is then
reorganized according to the powers of the external field strength B. For illustration, we apply this
expansion to the scattering γγ → νν¯ which involves charged fermions in the internal loop. The
leading magnetic-field effect to the above process is computed. Other applications of this expansion
are also discussed.
I. INTRODUCTION
Particle reactions taking place in the early universe or astrophysical environments are often affected by the back-
ground magnetic field or the excitations in the medium [1]. A typical example is the modification of neutrino index
of refraction in the early universe or the supernova [2]. There one needs to compute the neutrino self-energy in the
medium or the background electromagnetic field or both. The neutrino index of refraction is then extracted from the
modified dispersion relation of the neutrino. Another example is the plasmon decay γ∗ → νν¯ [1] where the decaying
photon acquires an effective mass through the effects of the medium or the background magnetic field. With such
an effective mass, the above decay is kinematically permissible. Furthermore, the behaviors of electron propagators
occurring in the internal loop of the above decay are also affected by the medium or the magnetic-field. This also
leads to a modification to the plasmon decay amplitude. Finally, a more recent example is the enhancement of
neutrino-photon scatterings due to the background magnetic field [3]. At the lowest order in the weak interaction, it
is known that the amplitude for γγ → νν¯ is proportional to the neutrino mass [4]. Hence the resulting scattering cross
section is rather suppressed. On the other hand, the presence of the background magnetic field alters the structures of
internal electron propagators, such that γγ → νν¯ is non-vanishing at O(GF ) even in the massless limit of neutrinos.
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Specifically, the γγ → νν¯ cross section is enhanced by a factor (mW /me)4(B/Bc)2 due to a background magnetic field
B [3], where mW and me are the masses of W boson and electron respectively; Bc ≡ m2e/e is the critical magnetic
field.
In the above processes, the relevant magnetic-field strengths are often smaller than the critical value Bc. Therefore
it is appropriate to expand the decay width, cross section or other physical quantities in powers of B/Bc. In the
literature, such an expansion is usually performed after the relevant amplitude is obtained [5]. For a more complicated
process, it is not always convenient to do so since the amplitude to be expanded may be very cumbersome. In this
article, we shall propose a more straightforward weak-field expansion, which is performed directly on the charged
fermion propagator participating in the process. With the charged fermion propagators expanded, the physical
amplitude can be easily expressed in powers of B/Bc. To perform such an expansion on propagators, we shall begin
with Schwinger’s proper-time representation for a charged fermion propagator under a uniform background magnetic
field [6]. It is useful to realize that Schwinger’s representation can be recast into a series expansion in terms of Landau
levels [7]. In the weak field limit B  Bc, we shall demonstrate that one can reorganize the infinite series in powers
of the field strength B. This is the expansion we are after.
This article is organized as follows: In Sec. II, we will review Schwinger’s derivation of charged fermion propagator
in a homogeneous background magnetic field. Since the convention used by Schwinger differs from the currently
popular convention, we shall repeat some relevant details of the derivation for clarification. We shall also illustrate
how to rewrite Schwinger’s result as an infinite series where each term is associated with specific Landau levels [7]. In
the weak-field limit, we shall demonstrate how to rearrange the above series in powers of the magnetic-field strength B.
Finally, some technical issues relevant to the phase factor in Schwinger’s proper-time representation will be discussed
in this section. In Sec. III, we apply the weak-field expansion technique to the process γγ → νν¯ in a homogeneous
background magnetic field. As mentioned before, the presence of background magnetic field significantly enhances the
cross section of this process. However, the previous work on this process [3] assumes the low energy limit Eγ  me,
besides the weak field condition B  Bc. Hence the scattering amplitude of γγ → νν¯ can be inferred from the
effective Lagrangian of νν¯ → γγγ in the vacuum [8]. For general incident photon energies, the effective-Lagrangian
approach is no longer appropriate. On the other hand, our approach is valid for any incident photon energies below
the gauge boson mass mW . In the low energy limit Eγ  me, our result agrees with that of Ref. [3]. Section IV is
the conclusion.
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II. CHARGED-FERMION PROPAGATOR IN A HOMOGENEOUS BACKGROUND MAGNETIC FIELD.
A. The Exact Propagator Solution
The Green’s function G(x, x′) of the Dirac field in the presence of a gauge field Aµ satisfies the following equation
(i 6∂ + e 6A−m) G(x, x′) = δ(x− x′), (1)
where δ(x − x′) is the Dirac’s delta function and m stands for the mass of the Dirac field. We will follow the
technique employed in Schwinger’s paper [6] which regards G(x, x′) as the matrix element of an operator G, namely
G(x, x′) = 〈x′|G|x〉. Therefore, Eq. (1) may be written as
(6Π−m) G = 1, (2)
with Πµ = Pµ + eAµ denoting the conjugated momentum, which obeys the following commutation relations
[Πµ, xν ] = igµν , (3)
[Πµ, Πν ] = ieFµν , (4)







ds (6Π + m) exp[−i(m2 − 6Π2)s]. (5)
This integral representation for G implies that




2s〈x′|(6Π + m)U(s)|x〉 (6)
where U(s) = e−iHs with H ≡ −(6Π)2 = −Π2 − 12eσµνF µν . We observe that U(s) can be viewed as the unitary
time-evolution factor if one takes H as the effective Hamiltonian that evolves the state |x〉 according to
|x(s)〉 = U(s)|x(0)〉, (7)
where s is the proper time variable. One can now rewrite G(x, x′) as




2s [γµ〈x′(0)|Πµ(s)|x(s)〉 + m〈x′(0)|x(s)〉] , (8)





= −i [xµ, H ] = 2Πµ,
dΠµ
ds
= −i [Πµ, H ] = −2eFµνΠν , (9)
for a constant field strength Fµν . In the matrix notation, we may write dx/ds = 2Π, and dΠ/ds = −2eFΠ. Further-
more the transformation function 〈x′(0)|x(s)〉 can be characterized by the following equations:
i∂s〈x′(0)|x(s)〉 = 〈x′(0)|H |x(s)〉,
(i∂µ + eAµ(x)) 〈x′(0)|x(s)〉 = 〈x′(0)|Πµ(s)|x(s)〉,
(−i∂′µ + eAµ(x′)) 〈x′(0)|x(s)〉 = 〈x′(0)|Πµ(0)|x(s)〉, (10)
with the boundary condition: 〈x′(0)|x(s)〉 → δ4(x − x′) as s → 0. To evaluate Eq. (8), we first solve Eq. (9) and
obtain
Π(s) = e−2eFsΠ(0),
x(s) − x(0) = (1− e−2eFs) (eF )−1 Π(0). (11)
This solution implies




= (x(s)− x(0))K(x(s) − x(0)),
[xµ(s), xν(0)] = i(1− e−2eFs)(eF )−1, (12)
where K ≡ 14 (eF )2 sinh−2 eFs. Therefore, one has
〈x′(0)|H |x(s)〉 = −1
2
eσF − (x− x′)K(x− x′)− i
2
tr(eF coth eFs). (13)
With this result, one can solve the first equation in (10), which gives
















The factor C(x, x′) can be determined by substituting Eq. (14) into the second and third equations in (10). Since
the r.h.s. of these two equations are given by
〈x′(0)|Π(s)|x(s)〉 = 1
2
[eF coth(eFs)− eF ] (x− x′)〈x′(0)|x(s)〉,
〈x′(0)|Π(0)|x(s)〉 = 1
2
[eF coth(eFs) + eF ] (x− x′)〈x′(0)|x(s)〉, (15)
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one then arrives at
[





C(x, x′) = 0,[






C(x, x′) = 0. (16)
Therefore C(x, x′) is found to be

























Here C ′(x′) and C(x) denote integration constants in x′ and x respectively. Note that the integral Aµ +
1
2Fµν(ξ−x′)ν
is a total derivative in the presence of a homogeneous field if the first homology group of the space-time M is trivial,
i.e. H1(M) = 0 [9]. Hence the phase factor is independent of the integration path connecting x and x
′. One can
further show that C(x′) = C ′(x). Therefore C(x′) or C ′(x) has to be a constant independent of x and x′. This
constant can be determined by applying the boundary condition 〈x(s)|x′(0)〉 → δ4(x− x′) as s → 0. One obtains
C = −i(4pi)−2 (18)









From Eqs. (8), (14), (15) and (18), one arrives at
G(x, x′) = Φ(x, x′)G(x, x′), (20)
where



















tr ln[(eFs)−1 sinh(eFs)]− i
4
(x − x′) (eF coth(eFs) ) (x− x′)
]
, (21)













Note that the translation invariance is broken by the phase factor Φ(x, x′). Note also that the phase factor Φ(x, x′)
vanishes if the path connecting x and x′ is chosen to be a straight-line. In addition, if the background gauge field is
a homogeneous magnetic field such that F12 = −F21 = B, one can show that
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γ (F cothF − F ) x = (γ · x)‖ −
B
sin B
(γ · x)⊥eiF12σ3 ,
x (F coth F ) x = x2‖ −B cotB x2⊥, (23)
with (a · b)‖ = a0b0 − a3b3 and (a · b)⊥ = a1b1 + a2b2 for arbitrary 4-vectors aµ and bµ. Hence a2‖ = a0a0 − a3a3, and
a2⊥ = a
1a1 + a2a2. To simplify the notations, we shall denote (γ · p)‖(⊥) as γ · p‖(⊥). From the relations in (23), the





















γ · x‖ −
eBs
sin(eBs)
exp(−ieBsσ3) γ · x⊥
)]
. (24)
B. Weak Field Limit






















































when the following identities are applied:



















I1 = exp(−iα tan v),
I2 = exp(−iα tan v) tan v,
I3 = exp(−iα tan v) 1
cos2 v
, (31)

















1− e−iρpi Aj . (32)











To evaluate A1 ≡
∫ pi
0 dv exp[−iα tan v ] exp(−iρv), we rewrite







The r.h.s. of this equation can be expanded using the Laguerre polynomials. Specifically, the Laguerre polynomials



































































where dn(α) ≡ (−1)ne−αCn(2α), d′n = ∂dn/∂α, p2L = m2 − p2‖, and




D¯ = γ1γ2(m + γ · p‖). (40)
We note that, in the limit of extreme field strength, i.e. B  Bc or B  Bc, only part of the terms in Eq. (39)
are relevant. In the strong field limit B  Bc, only contributions from the lowest Landau level n = 0 need to be
kept. For the weak field limit B  Bc, we shall demonstrate that the infinite series in Eq. (39) may be reorganized
in powers of the magnetic field B. Therefore those terms with lower powers of B are more important in this limit.
















































kd′n(α) can be evaluated with the the identity
∞∑
n=0
dn(α) exp(−2inv) = exp[−iα tan v], (42)





n1dn(2α) exp(−2inv) = −iα
cos2 v
exp[−iα tan v].












exp[−iα tan v ]. (43)
It is worthy pointing out that the O(αk−1) correction on the r.h.s. of the above equation is proportional to tan v .

















Since α = p2⊥/eB, the leading terms on the r.h.s. of the above equation give O(1) and O(eB) contributions to G(p),

































































(p2 −m2)2 eB. (45)










γ1γ2(γ · p‖ + m)
(p2 −m2)2 eB. (46)
The first term of Eq. (46) is just the electron propagator in the vacuum, while the second term is its correction to
O(eB). The corrections with higher powers in eB can be calculated in a similar way. For example, to evaluate the




(p2 −m2)4 D, (47)
where D has been defined in Eq. (40).
C. Phase Factor
In this subsection, we discuss how to treat the phase factor Φ(x, x′) as defined in Eq. (22). First, we note that
Φ(x, x′) is reduced to
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if the integration path connecting x and x′ is a straight line. This choice of integration path is only for convenience
since the integration in Eq. (22) is path independent provided that the vector potential Aµ(ξ) is non-singular. Second,









µAµ(ξ) vanishes, hence Φ(x, x
′) = 1. Therefore, by choosing the above Coulomb gauge, the phase
factor Φ(x, x′) in the electron Green’s function can be disregarded. Such a simplification is, however, no longer valid
for more complicated processes where more than one electron propagators are involved in the process. To illustrate,
let us consider an one-loop triangular diagram composed of three electron propagators. We denote vertices of the
diagram as P , Q and R respectively. It is useful to recall that the full phase factor between two points P and Q is













according to equation (22). Here we use P µ to denote the coordinate of the point P . Similarly Qµ and Rµ denote
coordinates of the points Q and R respectively. As discussed before, one can set Φ(P, Q) = 1 by choosing the special
gauge
AQ(x) ≡ A0(x) + A˜Q(x) (50)
with A0(x) = B/2 · (−x2, x1, 0) and A˜Q(x) = B/2 · (Q2,−Q1, 0). Similarly, one can respectively set Φ(R, P ) and
Φ(Q, R) to unity by choosing the gauges
AP (x) ≡ A0(x) + A˜P (x)
AR(x) ≡ A0(x) + A˜R(x), (51)
with A˜P (x) = B/2 · (P2,−P1, 0) and A˜R(x) = B/2 · (R2,−R1, 0) respectively. Apparently, AQ(x), AP (x), and AR(x)
are distinct from one another. Hence they cannot be adopted simultaneously to set all phase factors to unity. In other
words, the phase factors shall give rise to a non-trivial contribution to the three-point amplitude. In fact this non-
trivial contribution can be understood in an alternative view. Taking Eq. (49) as an example, the integrand on the
r.h.s. of the equation can be written as A ≡ A + 12F∆x where A ≡ Aµdxµ, A ≡ Aµdxµ, and F∆x ≡ Fµνdxµ(x−Q)ν
are all one-form. One can easily show that A is a closed form, i.e.,
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dA = 0. (52)
Note that A is exact if the first homology group is trivial, namely, H1(M) = 0. To be more specific, if the gauge
function Aµ(x) is regular everywhere, then the one-form A is also regular. Therefore there exists a zero-form ω such
that A = dω is an exact form. As a result, the line integration which defines Φ(P, Q) is path independent. In our
problem, we need to compute the product of three phases: Φ(P, Q) · Φ(R, P ) · Φ(Q, R). It is then important to note
that the one-form A in each of the above phases depends on the boundary point of the path, despite the fact that the
gauge function Aµ(x) is regular. In other words, the gauge of A is chosen differently in each path, which then gives
rise to a non-trivial phase for a three-point amplitude. Precisely one may isolate the boundary dependencies of A by
writing, for example, A = A′ − FµνdxµQν in the case of Φ(P, Q). Apparently, A′ is an exact form universal to the
three phases, while Fµνdx
µQν depends on the boundary point Q. Using this separation, one may rewrite each phase
as































as Φ′(x, x′). Since Φ′(P, Q) · Φ′(R, P ) · Φ′(Q, R) =
Φ′(Q, Q) = 1, we conclude from Eq. (53) that




(R − P )µFµν(P −Q)ν
]
. (54)
This is the nontrivial phase contribution one must attach to the amplitude of a three-point process when we write all
weak field charged propagator according to Eq. (46).
III. γγ → νν¯ IN A BACKGROUND MAGNETIC FIELD
To illustrate the technique just discussed, we calculate the amplitude of γγ → νν¯ in a homogeneous magnetic field
less than Bc with Eγ and Eν larger than m but still considerably smaller than mW . Note that we will write the mass
of the electron as m for simplicity from now on. According to the previous discussion, such an amplitude contains
magnetic-field dependencies in two places: the first place is in the electron propagator which is affected by the external
magnetic field, while the second place is in the overall phase which is a function of the field strength tensor Fµν . The










FIG. 1. Feynman diagrams contributing to the process γγ → νν¯.
Since the scattering energy is much less than the gauge boson masses, we employ the following effective four-fermion
interactions between leptons and neutrinos:
L = −GF√
2
(ν¯lγα(1− γ5)νl) (e¯γα(gV − gAγ5)e) , (55)
where gV = 1/2 + 2 sin
2 θw and gA = 1/2 for l = e; gV = −1/2 + 2 sin2 θw and gA = −1/2 for l = µ, τ . We should
remark that the contribution due to gA is proportional to the neutrino mass in the limit of vanishing magnetic field.
At O(eB) in the limit B  Bc, it gives no contribution to the amplitude by the charge conjugation invariance.
Therefore we shall neglect the contribution by gA. Likewise, we shall also neglect contributions by gV for l = µ, τ ,
since −1/2 + 2 sin2 θw = 0.04  1. Using the effective four-fermion interactions, the Feynman diagrams displayed in






FIG. 2. Feynman diagram of γγ → νν¯ with effective four-fermion interactions between leptons and neutrinos.
To O(eB), the amplitude for γγ → νν¯ can be written as M ≡ M1 +M2, where M1 arises from inserting the external
magnetic field to electron propagators according to Eq. (46), whereas M2 comes from expanding the overall phase













γ1γ2[γ · (l + k1)‖ + m]
[(l + k1)2 −m2]2 γ
µ i(6 l + m)
l2 −m2 γ
ν i(6 l− 6k2 + m)
(l − k2)2 −m2
+
i(6 l+ 6k1 + m)
(l + k1)2 −m2 γ
µ γ1γ2[γ · l‖ + m]
(l2 −m2)2 γ
ν i(6 l− 6k2 + m)
(l − k2)2 −m2
+
i(6 l+ 6k1 + m)
(l + k1)2 −m2 γ
µ i(6 l + m)
l2 −m2 γ
ν γ1γ2[γ · (l − k2)‖ + m]




where gV = 1 − (1 − 4 sin2 θw)/2 for νe. The first and second term in gV are the contributions from the W and Z
exchanges, respectively. To write down the amplitude M2, we recall Eq. (54) which states that the overall phase
factor for γγ → νν¯ is




(Z −X)µFµν(X − Y )ν
]
. (57)
With B in the forward z direction and choosing Xµ = (0, 0, 0, 0), we arrive at









(Y1Z2 − Y2Z1). (58)
Since we calculate the amplitude only to O(eB), the first term of the above expansion gives rise to M1; while the















× exp[−i(q − l − k1) · Y ] exp[−i(r − q − k2) · Z]u¯(p2)γα(1− γ5)v(p1)
× tr
{








We can recast the amplitude M2 by using the equations
Yi exp[−i(q − l− k1) · Y ] = −i ∂
∂li
exp[−i(q − l− k1) · Y ],
Zi exp[−i(r − q − k2) · Z] = i ∂
∂ri
exp[−i(r − q − k2) · Z],




































Before we proceed to compute M1 and M2, we wish to reiterate the validity of the above expansion. As we have
pointed out in Ref. [10] that, by dimensional analysis, any given power of eB in the expansion of M is accompanied
by an equal power of 1/m2 (for m > p) or 1/p2 (for p > m). Here p denotes the typical energy scale of external
particles. Therefore, both eB/m2 and eB/p2 are much smaller than unity for B  Bc ≡ m2/e. Now performing the
integration in M1 and M2, we obtain
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1 − kα2 )






+ C4[(1Fk2)(k1 · 2)kα1 + (2Fk1)(k2 · 1)kα2 ]






+ C7(k2 · 1)(k1 · 2)[(Fk1)α + (Fk2)α]
+ C8(1 · 2)[(Fk1)α + (Fk2)α]
+ C9(k1Fk2)(1 · 2)(kα1 − kα2 )
+ C10(k1Fk2)(k2 · 1)(k1 · 2)(kα1 − kα2 )
+ C11(k1Fk2)[(k2 · 1)α2 + (k1 · 2)α1 ] (62)
with, for instance, (1F2) ≡ µ1Fµνν2 and (Fk1)α ≡ F αβk1β . The coefficient functions Ci’s are given as follows:
C1 = − 8
m2
(
I [0, 0, 1] + I [0, 0, 2]− 4I [1, 1, 1]− 5I [1, 1, 2] + 2I [2, 1, 1] + 2I [2, 1, 2]
+ tI [2, 1, 2] + 2I [2, 2, 1] + 2I [2, 2, 2]− 5tI [3, 2, 2] + 2tI [4, 2, 2] + 2tI [4, 3, 2]
)
,
C2 = − 8
m4
(
I [1, 1, 2]− 2I [2, 1, 2]− 3I [2, 2, 2] + 4I [3, 2, 2] + 2I [3, 3, 2]− 4I [4, 3, 2]
)
,
C3 = − 4
m2
(
2I [0, 0, 2]− 4I [1, 1, 1]− 4I [1, 1, 2]− tI [1, 1, 2] + 2cI [2, 1, 2] + 2I [2, 2, 1]
+ 2I [2, 2, 2] + 3tI [2, 2, 2]− 4tI [3, 2, 2]− 2tI [3, 3, 2] + 2tI [4, 3, 2]
)
,
C4 = − 16
m4
(
5I [3, 2, 2]− 2I [4, 2, 2]− 4I [4, 3, 2]
)
,
C5 = − 8
m4
(
I [1, 1, 2] + 2I [2, 1, 2]− I [2, 2, 2]− 10I [3, 2, 2] + 8I [4, 2, 2] + 4I [4, 3, 2]
)
,
C6 = − 4
m2
(
2I [0, 0, 1] + 2I [0, 0, 2]− 4I [1, 1, 1]− 4I [1, 1, 2]− tI [1, 1, 2]
− 4I [2, 1, 1]− 4I [2, 1, 2]− 2I [2, 2, 1]− 2I [2, 2, 2] + tI [2, 2, 2]















2I [0, 0, 2]− 4I [1, 1, 1]− 4I [1, 1, 2]− tI [1, 1, 2] + 2tI [2, 1, 2] + 2I [2, 2, 1]
+ 2I [2, 2, 2] + tI [2, 2, 2]− 4tI [3, 2, 2] + 2tI [4, 3, 2]
)
,
C9 = − 8
m4
(
I [1, 1, 2] + 2I [2, 1, 2] + 4I [2, 1, 3]− I [2, 2, 2]− 10I [3, 2, 2]− 12I [3, 2, 3]
+ 4I [4, 2, 2] + 4I [4, 2, 3] + 4tI [4, 2, 3] + 4I [4, 3, 2] + 4I [4, 3, 3]− 12tI [5, 3, 3]







I [4, 2, 3]− 4I [5, 3, 3] + 2I [6, 3, 3] + 2I [6, 4, 3]
)
,
C11 = − 8
m4
(
I [1, 1, 2] + 2I [2, 1, 2] + 4I [2, 1, 3]− I [2, 2, 2]− 4I [3, 2, 3]− 4I [4, 2, 2]












(1− txy − iε)c (64)
with t ≡ 2k1·k2m2 . We note that, in the low energy limit k1 ·k2  m2, our amplitude M reproduces the result of Ref. [3].
It is now straightforward to calculate the cross section of γγ → νν¯ under the background magnetic field. Averaging































1 − 2C6C∗1 + 2C1C∗3 − 2C3C∗3 − 8C6C∗3 − 2C8C∗3 − 2C1C∗6 − 8C3C∗6




1 − C5C∗1 − C6C∗2
− C5C∗3 + C1C∗4 − C1C∗5 − C3C∗5 − C2C∗6 − C8C∗7 − C7C∗8
)]
− (k1FFk1 + k2FFk2)
×
[
− C3C∗1 + C6C∗1 − C1C∗3 − 4C3C∗3 − C6C∗3 − C8C∗3 + C1C∗6 − C3C∗6 − 4C6C∗6




− C2C∗1 − C1C∗2 − C3C∗2 − C2C∗3





− 2C7C∗1 − 2C3C∗2 − 2C2C∗3 + 2C4C∗3 − 2C7C∗3 + 2C9C∗3 + 2C3C∗4 + 2C8C∗4
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1 − C2C∗2 + C10C∗3










The numerical result of σB has been shown in Fig. 2 of Ref. [10]. It is instructive to compare our result with that
obtained from the effective-Lagrangian approach [3] which will be denoted as σ∗B . According to Ref. [10], we find
that σB and σ
∗
B agree reasonably well at a small incoming photon energy (ω), i.e., ω/m < 0.5. For ω slightly greater
than m, the internal electron could become on shell, and σB dominates over σ
∗
B due to the rescattering effect by
e+e− → νν¯. Such a dominance lasts till ω/m = 2.2 where σ∗B begins to overtake σB . It is clear from this comparison
that our approach is crucial for the calculation of σB(γγ → νν¯) with ω/m > 0.5.
Since γγ → νν¯ also contributes to the energy-loss of a magnetized star, it is useful to compute the stellar energy-loss












(ω1 + ω2)σB(γγ → νν¯). (66)
In Ref. [3], Q is calculated based upon the approximated cross section σ∗B . Such a calculation is repeated in our
earlier work [10] which is based on the cross section σB(γγ → νν¯). The temperature dependencies of both Q′s are
listed in Table I of Ref. [10]. We found that, for temperatures below 0.01 MeV, the effective-Lagrangian approach
works very well. On the other hand, this approach becomes rather inaccurate for temperatures greater than 1 MeV.
At T = 0.1 MeV, our calculation gives an energy-loss rate almost two orders of magnitude greater than the result
from the effective Lagrangian. Such a behavior can be understood from the energy dependence of the scattering
cross section, as shown in Fig. 2 of Ref. [10]. It is clear that, for T = 0.1 MeV, Q must have received significant
contributions from scatterings with ω ≈ m. At this energy, the full calculation gives a much larger scattering cross
section than that given by the effective Lagrangian. By comparing the predictions of the full calculation and the
effective-Lagrangian approach [3], we conclude that the applicability of the latter to the energy-loss rate is quite
restricted. While the effective Lagrangian works reasonably well with ω < 0.1m , it would give a poor approximation
on Q unless T < 0.01m.
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IV. CONCLUSION
In this paper, we have developed the weak-field expansion technique for processes occurring in a background
magnetic field. This expansion is performed with respect to internal electron propagators which are affected by the
background magnetic field. Our approach is particularly useful for those processes which involve external momenta
greater than the electron mass m. In this kinematic regime, the effective-Lagrangian approach is no longer appropriate.
To illustrate our technique, we calculated the cross section of γγ → νν¯ under a background magnetic field, and
consequently determined the stellar energy-loss rate Q due to this process. It is interesting to find that the effective-
Lagrangian approach is inappropriate for computing the stellar energy-loss rate due to γγ → νν¯, unless the star
temperature is less than 0.01 m. This result reflects clearly the importance of our approach. In fact, our approach can
be applied to many other processes. A prominent example is the photon splitting process γ → γγ [12,13], which is of
great interest in the physics of neutron stars. To perform analysis of this kind, it is useful to obtain an analytic photon
splitting amplitude for arbitrary photon energies. Clearly our technique is suitable for doing just that provided the
magnetic field in the neutron star is less than Bc. Works along this direction are currently being pursued.
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