Using the LRE-algorithm (LRE: Limited Relative Error) for the evaluation of simulated data yields the stationary distribution function of an investigated random sequence and additionally the so-called local correlation coefficient, which represents relevant correlation evidence to be included in the error measure for controlling the simulation run time. In this paper a simplified LRE-algorithm is used to evaluate discrete sequences like the occupancy of finite buffer queueing
simplified LRE-algorithm is used to evaluate discrete sequences like the occupancy of finite buffer queueing systems G/G/l/N. It is shown how this algorithm is combined with the RESTART-method for an efficient rare event simulation.
A multi-stage RESTART/LRE-algorithm has been implemented as part of a stochastic simulation system and its performance has been verified by extensive simulations of the reference system M/M/l/N, whose properties including the local correlation coefficient can be described by analytical formulas. Approximate formulas for the optimal number of stages and number of trials are given. The new algorithm has been successfully applied to several finite buffer queueing systems, including the SSMP(2)/D/l/N system with a correlated input stream, in order to gain by simulation the distribution function of the occupancy including very low loss probabilities in the order of 10-9 and even 10-21, which are relevant for the performance of switching nodes in the ATM broadband network.
INTRODUCTION
The quantitative investigation of random systems by stochastic simulation is an important tool for telecommunication engineers. How to assure the reliability of simulated results is a problem of interest and depends on the statistical evaluation method used to control the simulation run time. Since run time is always limited, there are limitations for locating in a simulated sequence a rare event with sufficient accuracy.
This problem has become an issue of current interest in the performance investigation of switching nodes of the ATM broadband network, which can be modeled by a single server, finite buffer queueing system G/D/l/N with a correlated general input process "G". System design has to guarantee that the event "cell loss" is a rare event with a probability in the range of 10-9 . . . 10-10 (Le Boudec, 1991) . How can this requirement be investigated and verified by simulation without excessive run time ?
The relevant subfield within the various methods for variance reduction, see (Kleijnen, 1974) , is importance sampling which originated as a method for more efficient Monte Carlo integration (Kahn and Marshall, 1953) and has been applied in a quite different way, called importance splitting in (Shahabuddin, 1995) , to the statistical investigation of Markovian sequences by (Bayes, 1970) and has been further developed and made known under the name RESTART by (Vill&-Altamirano and Vil16n-Altamirano, 1991) ( "Repetitive Simulation Trials After Reaching Threshold" ).
As shown in (Schreiber and Gorg, 1994) this method can be combined with the so-called LRE-method, see (Schreiber and Gorg, 1996) , which has been designed to resolve the often debated problem, see e.g. (Bratley et al., 1987) , how to evaluate correlated sequences. This combination of two methods -named the RESTART/LRE-method -provides rare event simulation with a reliable error and run length cent rol.
In this paper the RESTART/LRE-method with multiple stages is investigated and it is shown how the optimal number of stages provide a dramatic increase of speed-up in comparison to straightforward and single stage simulations.
Examples are given of simulations that would have taken several years and even millions of years that could now be reduced to give good results within one day. Local C.C. e(x) of Occupancy x (q= 0.8)
It is absolutely necessary to verify a new simulation method using reference queueing models whose relevant properties can be described by analytically derived exact formulas. A basic reference model for the rare event simulation is the single server queueing system M/M/ l/N -FIFO with a finite buffer size N, whose local correlation properties have been recently investigated (Schreiber, 1994) . With q denoting the traffic load and the maximum occupancy B = N+l, the discrete random variable "occupancy~is described by the following equations for the stationary comple-
for the loss probability PL, and the local correlation coefficient (local c.c.) p(x) for the interval i-l~x<iandi= l,..., B , see (Schreiber, 1994) :
(1)
Analytical investigations and simulations of other, less elementary single server queueing systems with finite buffer size have shown that the character of the flat maximum curve e(x) of system M/M/l/N is representative for several finite systems, see Figure 1 .
The LRE-algorithm (LRE: Limited Relative Error) has been designed to establish the distribution function (d. f.) F'(z) and the local correlation coefficient (local c.c.) e(z) of a stationary x-sequence with a przori unknown properties.
The LRE-algorithm II given in (Schreiber, 1988) is an extension of the first LRE- We now assume that P is generated by the random state sequence of a recurrent (k + 1)-node Markov chain with k = B = IV + 1, whose com elementary d.f. G(x)= 1-F(x) exists as shown by Figure 2 . Then we can split at any point x on the real axis this chain into two parts and define an "F (x)-equivalent" 2-node Markov chain (Schreiber, 1987a) , whose transition probabilities PO(x) and PI(z) determine its correlation
According to Equation (6a,b) in (Schreiber, 1987a) the function e(x) represents a well defined (first order) correlation measure for the (k + 1)-node chain and is called the local C.C.~(z) due to its dependence on the location r (Ding and Schreiber, 1!190). After the chain has performed n state changes (trials) the posterior mean~(z) can be obtained by relating the number of transitions ai and Ci R ai, respectively, across the separation line at x to the totall number of for i-1~z < i,i= 1,..., B, see (Schreiber, 1988) :
Compared to conventional batch means and confidence interval methods, the relative error d(z) has the great advantage that it contains correlation evidence, namely the measured values~i, and that it can be continuously reduced by evaluating the evidence of as many more trials as are needed to meet the error condition di S dmax, with d~az being the prescribed error limit. The total needed number of trials n is determined by dmax and by the~smallest G-value to be established, namely Groin = GB in the present case; with dB = dmaz we obtain from (3): 4 THE RESTART/LRE-ALGORITHM Verifying the loss probability PL = GB = 8.1x 10-5 of the reference system M/M/1/34 for~= 0.8 by simulation would afford n = 3.2 x 106 trials for an error limit of dmaz = 0.1 and, assuming a production rate of 104 trials per second, a simulation run time of T = 5.3 minutes.
By raising the buffer size from N = 34 to N = 85 we achieve for rl = 0.8 a loss probability PL = 9.26 x 10-10 and a simulation with again dmaz = 0.1 would now afford n = 2.8 x 1011
trials and the (prohibitive) run time T = 324 days.
The demand of a reduced 5 % error limit dmaa = 0.05 would increase the simulation run time for N = 34 to T= 21.4 minutes and for N =85 to T= 3.56 years. This is the typical situation where straightforward simulation is no longer possible and must be replaced by a simulation based on the so-called RESTARTprinciple (Vil16n-Altamirano and Vill&-Altamirano, 1991). In the following this principle will be combined with the evaluation and error control methods of LREalgorithm III.
The main object of simulation will be the distribution function of the occupancy /3 of system G/G/l/N with the "rare event" being given by the loss case ,6= N+ 1 = B and the discrete (B+ 1)-node Markov chain Figure 2 representing a model for generating the random~-sequence to be investigated. The first LRE-run establishes the left part of G(z) up to a certain "Intermediate Point" i = 1. The level GI = P(P~1) of this interval belongs to a "less rare event" /3~1 compared to the level GE = P(P = 1?) = P(/3 > N) = PL of the "rare event" ,0= B: 1>> GI >> GB . To execute the first LRE-run an error limit dlmao has to be prescribed and a level G; of the intermediate point 1 resp. interval 1 -1~z < 1 has to be determined in accordance with section 4.3. G; can be given as a parameter or it can be approximated by the program. Alternatively the intermediate point 1
can also be given as a parameter. The first LRE-run needs nl number of trials:
The intermediate point 1 is related to the following posterior quantities for I -1 s r < I and the stopping criterion dl < dlmaz , compare (3):
Second LRE-Run:
The second LRE-run establishes the right part of G(z) for i > 1 "under condition ,B>1" to be enforced by the RESTART-mechanism.
This means that we now have to deal with the condi- The advantage of this expression is that the conditional levels Gjl~~I are raised by the factor G~1 (e.g. G~l = 104) compared to the unconditional levels Gi of the original function G(x): GilP21 = G~i G~~and it is this effect, which enables us to measure successfully the rare event tail of the compl. d.f. G(%). The application of the RESTART-mechanism is quite simple: whenever the "next @value"~n represents a state /?n < I, a reset /3n := I and after that a restart in state 1 is enforced.
Unavoidi~bly, these restarts cause deviations from the original random process involved, but any detrimental effects on the simulation result can be assumed as negligible due to the applied "service time correction": for each restart the current service time 75 is replaced by a randomly chosen value of the residual service~E associated to transitions 1 -1~1, whose empirical d.f.~(~R) has been derived during the first LRE-run.
With the simplified notation~B :=~Bl~~~l we obtain in correspondence to (5) In the same way we can set dBlP21 = ds~~~due to the stoPPing criterion (7) and find for i = 1? the relative error dõ f the unconditional loss probability FL =~B, which must be equal to a prescribed error limit dm.z for the result 6B :
The error limits dlmaz and d2maz of the first and second LRE-run must be chosen in accordance with this equation.
The error control in both LREruns safeguards that the condition di $ dma$ is fulfilled for all levels G~, i = 1, . . . , B including the unconditional levels~i, see (9). This means that the prescribed value dmaz is the effective error limit for the whole RESTART/LRE-algorithm.
4.3
Minimal Simulation Run Time
We replace-in (4) and (8) Applying the relation GBlp>I = GB/GI, GB << GI which follows from (6) for i= B, we may therefore express the total number of trials n = nl + n2 of both LRE-runs as a function of level GI associated to the intermediate point I. Using identical error limits for the first and second LRE-run dlmar = d2maC = dsmaz we obtain the number of trials from d~= d~a~= d ds~~~: This type of extension has also been envisaged in (Vil16n-Altamirano et al., 1994) and (Vil16n-Altamirano and Vil16n-Altamirano, 1994).
The decisive advantage of the combination with the LRE-algorithm is that analytical formulas can be derived. . . mmlmal number of trials n~%n :
i=o
To derive an approximation for the optimal number of stages rnOPt, the correlation factor cfl, in (11) The approximation is also an upper limit. Additionally a lower limit is shown. It should be noted from ( 12) that the optimal rmmber of stages does not depend on the maximum error level dm.z. For smaller values of dmar the number of trials increases, but the optimum remains fixed.
A significant gain in terms of the total number of trials needed is already achieved for one intermediate point (m = 1), which can be seen from the com-
parison of values with a straightforward simulation (m= O) . Further improvements can be achieved when using the optimal number of stages. In the example in Figure 3 the relative speed-up n(0) /n(l) is about 11 when comparing the straightforward simulation to the simulation with one intermediate point.
In comparison with the optimal number of intermediate points (mo,t = 3 in Figure 3 
SIMULATION RESULTS
The LRE III and the RESTART/ LRE-algclrithm were implemented as part of a simulation system (Gorg et al., 1991) . Comprehensive RESTART/LRE simulation runs were performed and checked agi~inst theoretical and straightforward simulation results. Single server queueing systems of the type M/G/l/N-FIFO and G/D/l/N-FIFO were investigated.
In ATM simulations the service time is deterministic, so that systems oft ype G/D/ 1/N are of interest. Figure 4 shows the systems M/D/l/N and M/M/l/N compared to a system SSMP(2)/D/ l/N with a correlated~ecial~emi-~arkov input~rocess SSMP (2) described in (Ding and Schreiber, 1990) , (Ding, 1991) , (Herrmann, 1993), and (Herrmann, 1994) . The input process SSMP(2) distinguishes two states, in each of these states geometrically distributed interarrival times are generated with parameter ql and qz. The transition probabilities between the states are indirectly given by the correlation coefficient m and the stationary state probability Fj. In the elcample sys- The SSMP(2)/D/l/N results were also checked successfully against the theoretical results given by (Herrmann, 1993) . The differences are too small to be shown in the diagram. If the quotient of B/m is small (e.g. B/m< 3) the resulting values for~1, are lower than in the original process which reduces the number of trials ii in the actual simulation.
n gives the theoretically needed number of trials for a straightforward simulation. The speed-up factor is n/ii. As mentioned in section 4 a straightforward simulation of these cases is practically impossible. Assuming 104 trials/see results in 6 and 2 x 1012 years for the examples in Table 1 . With the RESTART/LRE speed-up the simulations were all performed within one day.
FINAL REMARKS
In this paper the multi-stage RESTART/LRE-algorithm was described and the speed-up in comparison to straightforward and single stage simulations was discussed for representative examples.
The RESTART/L RE-algorithm as described here can be extended and adapted to other application fields, e.g. multi-server systems G/G/s/N. Another extension is the investigation of rare event details of more general stationary x-sequences having a pure continuous or a mixed continuous and discrete character. For this purpose the (more complicated) LREalgorithm II (Schreiber, 1988 ) must be combined with the RESTART-method. Considering more complex systems, such as queueing networks, several open issues need to be resolved. The RESTART/LRE-method needs well defined intermediate states, an algorithm to generate these states, and the statistics for evaluating the original distribution function.
The results using the RESTART/LRE-algorithm are well established and will be further investigated to make them available in practical simulation tools.
