We consider the stochastic Burgers equation on R, forced by the derivative of a noise that is white in time and colored in space. We show that, in a suitable space, there is a unique ergodic spacetime-stationary solution with any given mean. We also prove that the solution of the initial value problem with an initial condition that is an L 1 (R)-perturbation of a constant a converges to the ergodic spacetime-stationary solution with mean a.
Introduction
We consider strong solutions to the stochastic Burgers equation, written formally as
Here, the potentialV is a spatial smoothing, by a mollifier ρ ∈ C ∞ (R) ∩ H 1 (R), of a space-time white noiseẆ :V (t, x) = (ρ * Ẇ )(t, x),
In (1. 2) and throughout the paper, * denotes spatial convolution.
To be more precise, let W be a cylindrical Wiener process on L 2 (R × R), so that the Itô time differential dW is a white noise on R × R, and set V (t, x) = (ρ * W )(t, x).
(1.3)
Then, (1.1) is interpreted as
(1.4) Theorem 1.1. Given ℓ ∈ (0, 1), for each a ∈ R there exists a unique space-translation-invariant measure ν a on C p ℓ (R) that is ergodic under the dynamics (1.4) , and such that if u (a) 0 ∼ ν a , then Eu (a) 0 = a and E(|u
We also study the basins of attraction of the dynamics (1.4) . For a general metric space X and p ≥ 1, let W p,X be the Wasserstein-p metric on the space of probability measures on X given by W p,X (µ, ν) p = inf E d X (X, Y ) p , (1.5) with the infimum taken over all jointly random variables X and Y that have marginals µ and ν, respectively. The following theorem summarizes the convergence results of this paper. Here, and elsewhere, we denote by C(R) the space of bounded continuous functions on R.
Theorem 1.2. Let ℓ ∈ (1/2, 1) be fixed, and u(t, x) be a solution to (1.4) with initial condition of the form u(0, x) = a +ũ 0 (x) for some deterministic a ∈ R andũ 0 ∈ L 1 (R) ∩ C(R). The importance of the space C p ℓ (R) used in the second part of the theorem is that (1.4) is wellposed with initial conditions in this space, which is not true for the space L 1 (R, ζ) considered in the first part. Therefore, (1.7) and (1.8), but not (1.6) , can be upgraded to convergence in spaces of higher regularity using parabolic regularity estimates. Because the norms involved become rather complicated, we direct the reader to Theorem 2.3 and Lemma 2.6 below.
Similar results were obtained by Bakhtin and Li in [6] , using completely different methods. In that paper, the authors considered (1.4) with a driving noise V that is not a Wiener process but rather a step process that jumps at integer times. This means the equation only feels "kicks" at integer times rather than white-in-time forcing. Their approach considers the question from the point of view of directed polymers. In addition to what we prove, they show that if the evolution is started at a negative time −T , then as T → ∞ the solution at time 0 converges almost surely to a limiting stationary initial condition (the one-force-one-solution principle). They also prove somewhat stronger statements about the basins of attraction of their stationary solutions. However, their proof uses the properties of the kick forcing in a serious way, and an adaptation to the white-in-time case is not clear. Our work extends many of the results of [6] to the white-in-time setting, and provides a completely different, PDE-based perspective on the problem.
The work [6] is part of a two decade long program to understand the attractors of the stochastic Burgers equation using the Lax-Oleinik formula in the inviscid case or directed polymers in the viscous case; see e.g. [2, 3, 5, 12, 21, 33] and the reviews [4, 7] . Part of the motivation for this program is the goal of understanding the KPZ universality phenomenon, as the equation is conjectured to lie in the KPZ universality class. We refer to [4] for more details and a fascinating discussion.
Our setting and questions are closely related to those considered by Boritchev in [10] on the torus (see also [11] , about the multidimensional case, and the review [13] ), which is similar in its PDE-based approach. In particular, [10] establishes the existence and uniqueness of invariant measures for (1.4) on the torus. Existence of such measures was previously shown in [15, 16] . As in the present paper, the classification of stationary solutions in [10] is based on contractive properties of the Burgers equation. However, [10] uses L 1 -contraction and a maximum principle for ∂ x u to establish a Doeblin-type condition and show that all mean-0 solutions must converge to the unique mean-0 stationary solution. This relies on the compactness of the domain in several important ways. In the whole space, we use a similar contraction argument to show that all spacetime-stationary solutions can be coupled to be jointly-stationary, and that in this case they must be ordered. This ordering allows us to classify ergodic stationary solutions.
The stochastic Burgers equation with unmollified space-time white noise, or the spatial gradient of space-time white noise, has also been the subject of significant interest in the literature. Much of this work (for example, [8, 15, 26, 27, 29, 32] ) concerns well-posedness for the equation, which is, of course, a more difficult problem when the noise is spatially rough than in our setting. On the other hand, the papers [14, 26, 27, 36, 45] consider the stochastic Burgers equation on the whole space, but with initial conditions and/or noise that live in some L p (R) space, in contrast to our space-stationary setting in which the solutions cannot be expected to live in such spaces. Similarly, [35] proves the existence of invariant measures for the stochastic Burgers equation with non-gradient-type noise but with a zero-order dissipation term to provide compactness and remove the potentially growing small frequencies. The recent work [40] discusses convergence to equilibrium in the space-time white noise case on a compact domain using a very general geometric argument, although again the methods do not seem to generalize to the whole space.
The Cole-Hopf transform and the connection to the KPZ equation
By the Cole-Hopf transform h = − log φ, u = ∂ x h = −∂ x φ/φ, the stochastic Burgers equation (1.4) is closely related to the KPZ equation [34] (1.9) and the multiplicative stochastic heat equation (1.10) in which the last product is interpreted in the Itô sense. In particular, this connection explains why it is natural to take the forcing in (1.1) as a gradient of a random field, which is crucial for the existence of space-time stationary solutions. Note that, because we work with noise that is spatially smooth, the Cole-Hopf transform requires no infinite renormalization as in the white-inspace case [30] , but simply the finite Itô correction given by the last term in brackets in (1.9) . Because of the close relationship between (1.4), (1.9), and (1.10), one might naïvely expect that stationary solutions for one of the equations induce stationary solutions in the others. However, this only works in one direction, because information is lost when taking the spatial derivative to pass from h to u. That is, stationarity of u does not imply stationarity of its anti-derivative h. In one and two spatial dimensions, there do not exist stationary solutions to (1.9) and (1.10), as can be seen by computing the pointwise variance of (1.10) using the Feynman-Kac formula. The situation is different in three or more spatial dimensions, in which, if the noise V is sufficiently small, the multiplicative stochastic heat equation admits stationary solutions [19, 20, 38, 42] . In the low-dimensional case (or in higher dimensions with strong noise), the KPZ evolution has a "zero-frequency component" whose variance diverges as t → +∞. The goal of the present work is to show that this component, which is eliminated when we take a derivative and pass to the Burgers equation, is the only obstruction to the existence of stationary solutions. One may also see this as a Harnack-type property: while φ may not be stationary, the ratio ∂ x φ/φ is stationary.
Ingredients of the proof
To prove the existence of stationary solutions for the Burgers equation, we first establish a form of compactness by taking expectations in the KPZ equation (1.9). Since u = ∂ x h, the nonlinear term in (1.9) becomes Eu 2 . Second moments of solutions to (1.4) are thus related to the growth of Eh, which is the expectation of the Lyapunov exponent for the stochastic heat equation (1.10), and is known to be bounded. This corresponds to the linear-in-time drift in the solution to the KPZ equation with white-noise forcing; see for instance [1, 9, 25, 41, 43] . In the present work, we do not use any particularly sophisticated understanding of the Lyapunov exponent, relying only on elementary bounds that can be obtained from Jensen's inequality; see (3.7) and Proposition 7.1 below.
The crux of our classification of stationary solutions is Theorem 6.3, which says that two jointly spacetime-stationary solutions of (1.4) must be ordered almost surely. Here, joint time-stationarity means that the joint law of the solutions remains invariant if they evolve together with the same realization of the forcing. Since any two stationary solutions of (1.4) can be coupled to be jointly stationary (Proposition 6.2), this implies that there cannot be two ergodic stationary measures with the same mean. The ordering is a consequence of the comparison principle and L 1 -contraction for the Burgers equation. To prove it, we show that two jointly-stationary solutions cannot intersect transversally and use the strong maximum principle to rule out degenerate intersections.
To upgrade the convergence of the solutions at a random time, as in (1.7) and (1.8), to a fixed time, as in (1.6), we again use the L 1 -contraction property of the Burgers equation. Under appropriate conditions, two solutions evolving according to the same noise must get close to one another at many times. Then, intuitively, the L 1 -contraction forces them to stay close to each other for all times. When the difference of the two solutions is in L 1 (R), this makes sense literally. If not (when the two solutions are both space-stationary and not equal, so their difference is not in L 1 (R)), we use L 1 -contraction on the probability space to perform a similar argument in terms of the probability measures. We quantify the difference between the probability measures in Wasserstein distances. These arguments are carried out in Sections 7.2 and 7.4.
The present work leaves open several important questions. The description of the basins of attraction in this paper is somewhat less complete than that of [6] in the kicked force setting, in two ways. First, [6] characterizes the basins in terms of spatial averages of the initial conditions for u, which is to say in terms of the initial conditions for h, while we do not consider such averages. Second, [6] considers initial conditions which are rarefaction fans, having positive values on the right and negative values on the left, which both escape to infinity. Finally, we do not show a one force-one solution principle, which was established for the kick-forcing case in [6] .
A key step in our proof is bounding the (time-averaged) one-point variance of solutions to (1.4) . However, we do not say anything about the multipoint correlations of solutions. It is expected that stationary solutions to (1.4) should have correlation functions that are integrable in space, so that, when rescaled appropriately, the solutions approach a white noise process. To our knowledge, this question, which is related to KPZ universality, has not been resolved for the stochastic Burgers equation with any kind of spatially smooth noise.
Organization of the paper. The paper is organized as follows. In Section 2, we introduce the weighted spaces C p ℓ (R) in which our solutions live, and show that the equation (1.4) is well-posed in these spaces as long as ℓ < 1. In Section 3, we establish the tightness in C p ℓ (R) of the solution to (1.4) started from a constant, for ℓ ∈ (1/2, 1). In Section 4 we assemble these pieces to show the existence of stationary solutions using a Krylov-Bogoliubov-type argument. The remainder of the paper is dedicated to the classification of solutions. In Section 5 we prove the comparison principle and L 1 -contraction in our setting, which form the key to our classification. In Section 6, we complete the proof of Theorem 1.1 by classifying all ergodic stationary solutions to (1.4) . Finally, in Section 7, we prove our stability result Theorem 1.2.
Solution theory for the Burgers equation in weighted spaces
Construction of invariant measures for SPDEs on noncompact domains often requires the use of weighted spaces, since space-time stationary solutions are not globally bounded [19, 20, 22, 42] . This is the case for the Burgers equation as well. Accordingly, in this section we construct solutions to the stochastic Burgers equation in weighted spaces. Questions of existence and uniqueness of solutions to stochastic Burgers equations have been considered before, for example in [8, 15, 16, 26, 27, 29] . In our setting, existence can, in principle, be seen from the Cole-Hopf transform, much as in [8] , although the analysis would become more technical because we allow initial conditions with relatively strong growth at infinity. Our goal is to show that when the initial condition lives in the sublinearly weighted space C p ℓ (R), ℓ < 1, defined below, the solution remains there. Under the Cole-Hopf transform, the corresponding initial condition for the stochastic heat equation lives in a rather formidable superexponentially weighted space. Although it is possible to solve the stochastic heat equation in this space, it seems nontrivial to obtain information about the growth of the corresponding Burgers solution after the Cole-Hopf transform. A similar issue was confronted for the KPZ equation with spacetime-white forcing in [39] . Hence, we do not rely on the Cole-Hopf transform here.
The function spaces
Before we formulate the main result of this section, let us introduce the weighted spaces we use. If ζ is a measure on R and p ∈ [1, ∞), we use the notation
For ℓ ∈ Z ≥0 , the weighted homogeneous Sobolev seminorm is
, and the weighted Sobolev norm is
The weighted space C w (R) is the closure of the set of smooth, compactly-supported functions under the norm
and, for α ∈ (0, 1), the weighted Hölder space is the closure of the set of smooth, compactlysupported functions under the norm
Further define, for k ∈ N and α ∈ [0, 1),
and let the space C k+α w (R) comprise all functions such that this norm is finite. For a general metric space X , we use the notation C(X ) for the space of bounded continuous functions on X , equipped with the supremum norm, Lip(X ) for the space of Lipschitz functions on X , equipped with the Lipschitz seminorm, and C loc (X ) for the set of continuous functions on X , not assumed to be bounded. When the target space is not R but another normed space Y, we will use the notation C(X ; Y), etc. We will often use the weights
Let us now state the versions of the Sobolev and Rellich-Kondrachov theorems that we use in weighted spaces. The proofs are simple variations on the standard argument to account for the weights.
Let α > 0 and ℓ, ℓ 1 , ℓ 2 > 0 satisfy ℓ < ℓ 1 . Then the embedding
The Burgers solutions in weighted spaces
We can now state the main result of this section for the existence of solutions to the stochastic Burgers equation in weighted spaces. Theorem 2.3. If 0 < ℓ < ℓ ′ < 1 and B, M < ∞, then there exists a random constant C that depends on ℓ, ℓ ′ , B, M , and V so that the following holds.
Here and throughout the paper, we make use of a standard trick in the stochastic Burgers literature -see, for example, [15] . Solving a linearization of (1.4), namely
with initial condition ψ(0, ·) ≡ 0, is trivial. The solution is given by the stochastic convolution
Thus, in this section we mostly concern ourselves with (2.5). This is a PDE rather than an SPDE, and conveniently has solutions that are differentiable in time. For the remainder of this section, we work "pathwise" in the noise. That is, we will treat the noise (and in particular ψ) as deterministic, and constants in the proofs may depend on it. In particular, we show that under the assumptions of Theorem 2.3, u is a strong solution to (1.4) , and u − ψ is a classical solution to (2.5).
Heat kernel bounds in weighted spaces
We will often use the fact that a solution of (1.4) is, in particular, a mild solution satisfying the integral equation
where the last integral is interpreted in the Itô sense. Before we prove Theorem 2.3, we first recall some basic estimates for the solution of the heat equation in weighted spaces. They generalize the standard estimate
and
The proof of this lemma is the same as that of [31, Lemma 2.8 ]. There, exponential weights are considered, but there is no difference in the treatment given the Gaussian decay of the heat kernel. Next, we show an estimate with super-exponential weights. The restriction β < 2 is needed in the following lemma simply because the heat equation is not well-posed for initial conditions growing as exp(cx 2 ) with c > 0. Lemma 2.5. Fix β ∈ (1, 2) and define, for λ ≥ 0,
For any Λ > 0 and T > 0, there exists C > 0 such that for all λ ∈ [0, Λ], t ∈ (0, T ], and x ∈ R, we have
Proof. Throughout the proof, C denotes a positive constant that depends only on Λ and T . It may change from line to line. We may assume without loss of generality that
We begin by noting that |y| ≤ exp{y 2 /4} for all y ∈ R, so
It follows from (2.9) and (2.10) that
The function w(s, ·) := G s * q λ satisfies the heat equation with the initial condition q λ . To bound it from above, we construct a supersolution v(s, x) with the same initial condition. First, suppose that β ∈ [3/2, 2) and set v(s, x) = exp As x 2(β−1) + Bs
for constants A, B > 0 to be determined. Then, we have
Comparing these, in order for v to be a super-solution to the heat equation
we need to choose A and B so that
To accomplish this, let A = 4(λ 2 + λ) + 2 and ξ = s x β−2 . Then for (2.14) to hold, it suffices to choose B so that 4(λ + 1)Aξ + 4A 2 ξ 2 ≤ 2 + Bξ
for all ξ ≥ 0. When ξ ≤ 1/(4A(λ + 1)), the left side of (2.15) is bounded by 2, and the inequality holds. Moreover, as 2(β − 1)/(2 − β) ≥ 2 because β ≥ 3/2, the right side of (2.15) grows at least as fast as the left as ξ → +∞. Thus, there exists B = B(Λ) sufficiently large so that (2.15) holds also when ξ ≥ 1/(4A(λ + 1)). With these values of A and B, v is a super-solution to the heat equation (2.13) and v(0, ·) = q λ = w(0, ·). Thus w(s, x) ≤ v(s, x) for all s ≥ 0 and x ∈ R by the comparison principle. The bound in (2.8) follows then from (2.11) with
which only depends on Λ and T .
If β ∈ (1, 3/2), we instead use a super-solution of the form v(s, x) = exp As
The argument is similar to that above, so we omit the details.
The periodized problem
The proof of Theorem 2.3 proceeds in two steps: first we show existence of solutions to a periodic stochastic Burgers equation, and then take the limit as the period tends to infinity. We use the notation C(R/LZ) for functions in C(R) which are L-periodic, with the convention C(R/∞Z) = C(R). The norms on C w (R/LZ) and Cw(R/LZ) are equivalent for fixed L ∈ (0, ∞), provided w and w are uniformly bounded away from 0, but the equivalence need not be uniform in L.
For L > 0, let χ L be a smooth compactly-supported bump function such that
for each k,. Here, C k < ∞ is a constant that may depend on k but not on L. Define the L-periodic
where τ is the translation operator
with initial condition ψ(0, ·) ≡ 0, and is L-periodic. The family ψ L is defined using a common realization of V . It is standard (via the Garsia-Rodemich-Rumsey inequality and the Gaussian structure of V ) that for any T < ∞, we have sup
almost surely, with the weight
This is the only fact we use about ψ L in the proof of Theorem 2.3. We will consider the L-periodic approximation to (2.5)
A priori bounds for mild solutions
We first show that mild solutions to (2.22) are, in fact, classical solutions. These bounds work equally well for periodic and non-periodic solutions, so we state them in a way that applies to both.
, ℓ > 0, and S > 0, there exists a constant C > 0 that depends on α, β, ℓ and S such that the following holds. For all L ∈ (0, ∞] and S > 0,
Proof. This follows from applying Lemma 2.4 to (2.24) and using the triangle inequality.
Of course, the above estimate can be iterated to obtain bounds on higher derivatives. For simplicity, we only state the results we use later on.
Proof. Applying Lemma 2.6 twice, we find a constant C depending on ℓ and t such that
The solution v L is, in particular, twice-differentiable in space and once-differentiable in time, and is a classical solution to (2.5).
Proof. Since ψ is smooth, we can iterate Lemma 2.6 to conclude that for any k ∈ N, there is ℓ ′ (k) so that v L ∈ C([0, S]; C k p ℓ ′ (R)). Then, differentiating (2.24) we easily check that v L satisfies (2.22).
Local in time existence for the periodized problem
We now show existence of the solutions to the periodized problem (2.22)-(2.23) with L < ∞. For the moment, the solution we obtain only exists for a time depending on L and the random forcing ψ L . This dependence will be eliminated in Corollary 2.11 below.
Proof. In light of Lemma 2.8, it suffices to show the existence of a solution to (2.24) with initial condition (2.23). We use a fixed point argument similar to that of [15, Lemma 2.1].
Let M ∈ (0, ∞) and Ξ M be a smooth cut-off function so that Ξ M (x) = x when |x| ≤ M and
Fix a time T ∈ (0, 1] to be chosen later and note that the operator
By the triangle inequality, the maximum principle for the heat equation, and (2.7), we have
with some universal constant C, hence
Let B be the ball of radius K M about the origin in C([0, T ]; C(R)). If v,ṽ ∈ B and t ∈ [0, T ], then
with another (possibly larger) constant C. Therefore, for all v,ṽ ∈ B, we have
Thus, if 
for all t ∈ [0, T ]. Iterating this construction in the usual way, noting that the required bound (2.26) on T does not depend on the initial condition u 0;L , we conclude that v M ∈ C([0, 1]; C(R)) and (2.27) holds for all t ∈ [0, 1].
To remove the M -cutoff, define
Global in time existence for the periodized problem
The results of Proposition 2.9 are insufficient to pass to the limit L → ∞ because the blow-up time S is not uniform in L. More fundamentally, they are not sufficient for our purposes in the rest of the paper because the blow-up time is not uniform in the random forcing ψ. We now show that the solutions v L can always be extended up to time t = 1, and obtain a bound on the size of the sublinearly-weighted solutions that is independent of L. This last point is a new ingredient, compared to the method of [15] , because we will need to control our solutions on the whole space with polynomial weights, while Proposition 2.12 only gives continuity in a superexponentiallyweighted space.
The v 2 term of (2.5) is dangerous for global-in-time existence, and we will need to use the fact that it is inside a gradient. This is not unrelated to our use (in Section 3 below) of the gradient on the noise to obtain uniform-in-time bounds for (1.4). However, the growth of the solution and forcing at infinity requires the use of a weighted space, which breaks the symmetry used in [15, 16] to eliminate the gradient term in (2.5) altogether. In a sense, the gradient term simply moves mass around, and in an unweighted space that does not affect the norm. In a weighted space, however, mass moving closer to zero causes the norm to grow. To control this growth, in the proof of the following proposition we use a custom-built family of weights that grow at a similar rate to p ℓ far from the origin, but close to zero are much flatter. This means the weights have small maximum gradient, so the effect of mass moving closer to the origin is reduced.
Proving first the local-in-time existence and then the global-in-time existence is, of course, a standard strategy. It was used for the stochastic Burgers equation in [15, 16] , for example. Those proofs, however, control spatial L p norms of the solutions, and rely on the boundary conditions on a compact domain to eliminate the v 2 term in (2.5), since this term sits inside a gradient. The results of [14, 27] apply on the whole space, but consider noise and solutions that decay at infinity. Even more recent work [45] considers bounded noise and solutions, while the related [44] considers unbounded initial conditions but no noise.
Proof. Let us fix some K ≥ u 0;L Cp ℓ (R) , to be chosen later, and define
.
(2.29)
The function z = av L satisfies
and also
by the choice of K and (2.29). Note that
by (2.32) , and that if t * < S, then the continuity of t → z(t, ·) C(R) implies that z(t * , ·) C(R) = 2.
In that case, (2.31) implies that there exists x * ∈ R such that
at the point (t * , x * ). Next, note that
since t ≤ 1 and ℓ + ε < 1. We further compute
(2.38)
Applying (2.36)-(2.38) to (2.34), together with the triangle inequality and (2.29), gives
Now we can choose K large enough, depending on ℓ, ε, u 0;L Cp ℓ (R) , and ψ L C([0,1];C 1 g (R)) , so that the right side of (2.39) is guaranteed to be strictly negative regardless of x * , which is a contradiction.
for all t ∈ [0, S], x ∈ R, and (2.28) follows. Now we can upgrade Proposition 2.9 to eliminate the variable existence time S. Corollary 2.11. Given any L ∈ (0, ∞) and the initial condition u 0;
Proof. This follows from Propositions 2.9 and 2.10.
Solutions on the whole space
We now pass to the limit L → ∞ to obtain solutions to (2.5) on the whole space.
Continuity in the forcing and initial conditions
In order to establish the Cauchy property of the periodic solutions as L → ∞, we will need some continuity of the solutions of the periodic problem with respect to the forcing and the initial conditions. The following proposition does this in a weaker topology that uses weights that grow superexponentially at infinity.
42)
where X = 1 + f ∈{v (1) ,v (2) ,ψ (1) ,
Proof. This proof is similar in spirit to that of [31, Proposition 4.2] . We begin with
ds.
(2.43)
By Lemma 2.4 and the fact that |x| ≤ e |x| for all x ∈ R, there is a constant C < ∞ so that
We handle the integral term in (2.43) using Lemma 2.5:
As we have
Using these bounds in (2.43), we obtain
and (2.42) follows.
Passage to the limit
We are now ready to pass to the limit L → +∞.
Proposition 2.13. Fix ℓ, ℓ ′ ∈ (0, 1), and let u 0 ∈ C p ℓ (R). Then, there exists a unique classical
Proof. Let us set
with the cut-off function χ L as in (2.16). Corollary 2.11 implies that there exists a classical so-
Hence, by Proposition 2.10 and (2.20), there is a number Y , depending on
where q λ is defined as in the statement of Proposition 2.12 and β ∈ ((2ℓ) ∧ 1, 2) is fixed. It follows from (2.18) and (2.47) that the right side of (2.50) goes to 0 as L, L ′ → ∞, so the left side does as
as well, and in particular v ∈ C([0, 1]; C p ℓ ′ (R)). We claim that v is a mild solution to (2.5), so that it solves (2.24) with L = ∞.
as L → ∞ for each (t, x) ∈ [0, 1] × R. Also, by Lemma 2.5 there an absolute constant C so that,
which means in particular that, for each (t, x) ∈ [0, 1], we have 
The solution to the KPZ equation
In our arguments, we will sometimes need to relate the solution of the Burgers equation to the solution of the KPZ equation. We now transfer the results for the Burgers equation to the KPZ equation.
is a strong solution to (1.9).
Proof. Writing h(t, x) = Ψ(t, x) + g(t, x), with
, we note that ψ = ∂ x Ψ, and Ψ is a strong solution to the SPDE
In addition, the function g(t, x) satisfies
From this and (2.56), we see that h = g + Ψ is a strong solution to the SPDE (1.9).
Tightness for solutions starting from constant initial conditions
We follow the standard approach to constructing stationary solutions to (1.4) , via a Krylov-Bogoliubov compactness argument [17, 28] . The first step is to start with a constant initial condition and establish tightness of the resulting family of solutions u(t, x), as t → +∞. This requires a priori bounds on the solution that we establish in this section. The main result of this section is Corollary 3.5, which uses tightness to produce a candidate for the stationary solution.
Arguments for tightness of the solutions on a compact domain in [10, 11, 15, 16] have relied on bounding the size of the solution in terms of the size of its derivative, e.g. by the Poincaré inequality, which does not work in the whole space. Nevertheless, we have the following a priori time-averaged bounds on the solution and its gradient. Proposition 3.1. Suppose that u is a mild solution to (1.4) with initial condition u(0, ·) = u 0 ≡ a for some a ∈ R. Then for all t ≥ 0 and x ∈ R, we have
In particular, for any ℓ > 1/2 there exists a constant C = C(ℓ, ρ) such that for all t > 0,
Proof. To prove (3.1) we use the following simple lemma. and assume that u 0 ∈ C p ℓ (R) is a space-stationary random field, independent of {dV (t, ·) | t ≥ 0} with Eu 0 (x) = 0. Then u = ∂ x h satisfies
is a solution to (1.1) with a space-stationary initial condition independent of {dV (t, ·) | t ≥ 0} and is thus space-stationary for all t ≥ 0, with Eu(t, x) = 0. The mild solution formula for (1.9) gives
Taking expectations in (3.5), we thus obtain
We used the fact that Eh 0 (x) = 0 in the first equality, and the space-stationarity of u(t, x) in the second equality, so that Eu(s, ·) 2 is constant in space for each s by space-stationarity. Then (3.4) follows.
Estimate (3.1) is a simple consequence of Lemma 3.2. Note that we may assume without loss of generality that a = 0. Indeed, if (3.1) and (3.2) are proved in that case, given a = 0, let us make a change of variablesũ (t, x) = u(t, x + at) − a, so thatũ(0, ·) ≡ 0 and
whereṼ (t, ·) = τ at V (t, ·) is the translation of V in space by at at time t. Here, τ y is the spatial translation by y defined in (2.17) . SinceṼ agrees with V in law, the solutionũ to (3.6) with the initial conditionũ 0 (x) ≡ 0 will have the same law as a solution to (1.4) . Hence, the bounds (3.1) and (3.2) for a = 0 apply toũ, which implies the corresponding results (3.1) and (3.2) for u. Thus, we set a = 0 without loss of generality. Let φ(t, x) be the solution to the stochastic heat equation (1.10) with the initial condition φ 0 ≡ 1, so that h(t, x) = − log φ(t, x) is the solution to the KPZ equation (1.9) with the initial condition h 0 = 0, and u = −(∂ x φ)/φ solves the Burgers equation (1.4) with u 0 ≡ 0. Taking expectations in (1.10), we find that Eφ(t, x) = 1 for every t, x. Jensen's inequality then implies
and (3.1) follows from (3.4). Next, we prove the gradient bound (3.2). The proof is conceptually simple and was applied in the periodic setting in [10, formula (16) ]. However, some slight care is required in the spacestationary setting to ensure that the relevant moments are finite. We have by the Itô formula (see for example [18, Theorem 4.32] ) that
We would like to take the expectation on both sides and use the fact that the expectation of a spatial derivative of a stationary field vanishes to obtain (3.2) immediately from (3.1) and (3.8) . However, we do not yet have enough information to claim that the expressions inside the spatial derivatives have finite first moment, so we do not know that taking the expectations makes sense. We circumvent this issue with Lemma 3.3 below. Note that it follows from (3.8) that
The Cauchy-Schwartz inequality and the Itô isometry give
Using this in (3.9), we obtain
where we use the notation x − = min{x, 0} and the last inequality is by Lemma 3.2. We conclude that
In addition, for every
Lemma 3.3 below and (3.10) allow us to conclude that
for all x 1 < x 2 . Now, integrating (3.8) in space between x 1 and x 2 gives
Taking expectations, applying (3.12) and space-stationarity, and rearranging, we obtain
and (3.2) follows. We now state and prove the lemma we have used above.
Lemma 3.3. Let X 1 , X 2 , Y be random variables such that X 1 law = X 2 ,
13)
and EY − > −∞. 
For each 0 < R < ∞ fixed, the right side of (3.15) goes to 0 as M → ∞ by the dominated convergence theorem due to (3.14), hence
Since f M (x) is monotone in x, and by our assumptions we have E[f M (X 2 ) − f M (X 1 )] = 0, it follows that we have
for all M and R > 0. Using this in (3.16) gives
for all R > 0. Taking R → +∞ and using the monotone convergence theorem and (3.14) gives EY ≤ 0, so that, in particular, we have E|Y | < ∞. Thus we can take R = +∞ in (3.15) and again use the dominated convergence theorem to obtain (3.16) with R = +∞, namely
thus EY = 0 as claimed.
To finish the proof of Proposition 3.1, it remains to prove the time-averaged bound (3.3). Integrating (3.1) and (3.2) in space against p −2 ℓ and adding, we find
and the last quantity is finite because ℓ > 1/2. This finishes the proof of Proposition 3.1.
With the requisite bounds in hand, we can now prove that time averages of the laws of the solutions to the Burgers equation are tight. Proof. Note that for any ℓ 0 ∈ (1/2, ℓ) fixed, we have 
is compact in the topology of C p ℓ (R). Chebyshev's inequality and (3.18) imply that
hence {u(S T , ·)} T ≥1 is tight with respect to the topology of C p ℓ (R).
Proposition 3.4 gives us a standard avenue to constructing a limiting law for the time-averaged solutions. We will show in the next section that this law is actually stationary under the SPDE (1.4). with respect to the topology of C p ℓ (R).
Proof. This follows immediately from Proposition 3.4 and Prokhorov's theorem.
Existence of stationary solutions
As we have mentioned, we have already constructed a candidate stationary solution in Corollary 3.5.
In this section, we show that the candidate is, in fact, stationary.
A weak version of the Feller property
A standard sufficient condition for the limits constructed in Corollary 3.5 to be stationary is the Feller property for the evolution semigroup (see, for example, [28] ), which says that the semigroup maps C(C p ℓ (R)), the space of bounded continuous functions C p ℓ (R) → R, into itself. We show a weaker version of the Feller property: for every L ∈ (0, ∞), the evolution semigroup maps the smaller space C(C([−L, L])) into C(C p ℓ (R)). We slightly abuse the notation here and identify an element f ∈ C(C([−L, L])) with its extension to the whole line:
We then prove that this is sufficient for the solutions constructed in Corollary 3.5 to be stationary.
Proposition 4.1. Given any ℓ ∈ (1/2, 1), t ∈ [0, 1], and g ∈ C (C([−L, L])), let P t g be defined by
where u is the solution to (1.4) with initial condition u(0, ·) = u 0 . Then P t g ∈ C (C p ℓ (R)) .
Proof. Consider a sequence u
in the topology of C p ℓ (R), and let u (i) be a solution to (1.4) with initial condition u (i) (0, ·) = u (i) 0 . As (4.2) implies trivially that u ) linearly interpolate between 0 and z(L) (resp. z(−L)). We note that
In addition, for a fixed ℓ ′ ∈ (ℓ, 1) we have
Now, given g ∈ C(C p ℓ ′ (R)), define g L = g • T L , viewed as an element of C(C([−L, L])). Then, by assumption, we have
On the other hand, we also have
by the bounded convergence theorem and (4.4), and similarly
The triangle inequality now gives
This proves that u = v in law, as elements of C p ℓ ′ (R), but hence also when considered as elements of any other function space.
Existence of stationary solutions
We are now ready to prove the existence of stationary solutions. First, we show that the limit given by Corollary 3.5 is stationary. Proof. Fix r ∈ [0, 1] and let u * be the solution to (1.4) with the initial condition u * (0, ·) = u * 0 . Take L > 0 and g ∈ C (C([−L, L])) ⊂ C (C p ℓ (R)), and define P r g ∈ C(C p ℓ (R)) as in Proposition 4.1. Then (4.8) implies that lim k→∞ Eg(u L (S T k , ·)) = Eg(u * 0,L ) (4.9) and lim k→∞ E P r g(u(S T k , ·)) = E P r g(u * 0 ) = Eg(u * L (r, ·)). (4.10)
We further note that, by the definition (4.1) of P r and the Markov and time-homogeneous properties of (1.4), whenever T k ≥ 1 we have
Note thatS T k has the same law as S T k + r, and P(S T k = S T k ) = r/T k , thus
as k → ∞. Combining (4.9)-(4.12) yields
Eg(u * 0,L ) = Eg(u * L (r, ·)). Proof. This is an immediate consequence of Corollary 3.5 and Proposition 4.3.
The comparison principle and L 1 -bounds

The deterministic comparison principle and L 1 -bound
Our uniqueness and stability results rely crucially on the comparison principle and L 1 -contraction that are well-known for the deterministic Burgers equation with V = 0. Here, we establish these properties for the stochastic Burgers equation. First, we state a deterministic version that treats (2.5) as a PDE.
Proposition 5.1 (Comparison principle). If u (1) , u (2) ∈ C([0, T ]; C p ℓ (R)), with ℓ ∈ (0, 1), are two strong solutions to (1.4) such that u (1) 
for all t ≥ 0 and x ∈ R.
Proposition 5.2 (L 1 (R)-contraction). If u (1) , u (2) ∈ C([0, T ]; C p ℓ (R)), with ℓ ∈ (0, 1), are two strong solutions to (1.4), then
Let us take two such two strong solutions u (1) , u (2) ∈ C([0, T ]; C p ℓ (R)), with ℓ ∈ (0, 1), to (1.4) with initial conditions u (1) 0 and u (2) 0 . Note that their difference can be written as
and each of the two terms in parentheses in the right side satisfies the PDE (2.5) by Theorem 2.3. Subtracting these two copies of (2.5) we see that η is differentiable in time and satisfies the PDE
almost surely, with ξ = u (1) +u (2) . As we explain at the end of this section, Propositions 5.1 and 5.2 follow from the following lemma.
Lemma 5.3. Let F : R → R be a nonnegative convex function such that there exists a family of nonnegative convex functions F ε ∈ C 2 (R), and a constant C < ∞, so that for all ε > 0 we have
Then for all t ∈ [0, T ], we have
Proof. For ℓ ∈ (0, 1), the function
is smooth, positive, and decreasing in |x|, and there is a constant C so that
for all x ∈ R. Its rescaled version θ δ (x) = θ(δx), δ ∈ (0, 1], satisfies Applying the chain rule to (5.2), we find
Lemma 2.6, Corollary 2.7, and the super-polynomial decay of θ δ imply that the boundary terms vanish in the integrations by parts above. Young's inequality and the convexity of F ε give
Integrating in time, we obtain
by (5.11) , and
15) by (5.4) and (5.10) . Finally, observe that
where the first inequality follows from (5.5), so that η(s, ·) )θ δ ds. (5.17) Note that, by (5.3), (5.6), the fact that η ∈ C([0, T ]; C p ℓ (R)), and the dominated convergence theorem, we have for each fixed δ,
Therefore, we can pass to the limit ε → 0 in (5.17) to get η(s, ·) )θ δ ds.
Grönwall's inequality then implies η(0, ·) ).
We may now take δ → 0. By Fatou's lemma and (5.12), we obtain (5.7).
The main propositions of the section are a direct application of this lemma.
Proof of Proposition 5.1. The non-negative and convex function F (x) = x + = max{x, 0} can be approximated by a family of convex functions F ε > 0 satisfying the hypotheses of Lemma 5.3, hence
for all s ∈ [0, T ], so that η(s, ·) + = 0 almost everywhere, implying u (1) ≤ u (2) .
Proof of Proposition 5.2. We now take F (x) = |x|. Again there exists a suitable family of approximations, so Lemma 5.3 implies (5.1).
L 1 -contraction in the probability space
We now prove a proposition similar to Proposition 5.2 that shows, for space-stationary solutions, contraction in L 1 of the probability space rather than in L 1 (R). The statement is slightly different from that of Proposition 5.2 because we will need a slightly more quantitative version in applications.
Proposition 5.4 (L 1 -contraction in the probability space). Let ℓ ∈ (0, 1) and let F ε be a nonnegative convex function with C < ∞ such that F ε and C satisfy the conditions (5.3)-(5.5) of Lemma 5.3. Suppose u (1) , u (2) ∈ C([0, T ]; C p ℓ (R) are space-stationary strong solutions to (1.4) and let t ∈ (0, T ) be such that
Then we have
By (5.18), we have the moment bound
which allows us to use the Fubini theorem and space-stationarity to get
Similarly, Young's inequality and (5.3)-(5.5) imply the moment bound
so the Fubini theorem and space-stationarity imply
Thus, the first two terms in the right side of (5.20) vanish, while for the last term we have
Now (5.5) and the Cauchy-Schwarz inequality applied to (5.20) give
E|u (i) (t, x)| 2 dx.
(5.26)
Space-stationarity then yields (5.19 ).
Classification of stationary solutions
In this section, we classify the time-space stationary solutions to (1.4) and prove Theorem 1.1.
Coupling of stationary solutions
Our classification will rely crucially on the fact that any two time-stationary solutions to (1.4) can be coupled to be jointly time-stationary. We then use Theorem 6.3 below, which shows an ordering property for pairs of jointly stationary solutions under certain stationarity or bounded-differences conditions. Given a collection u (i) 0 , i = 1, . . . , N of random functions in C p ℓ (R) defined on the same probability space, let u (i) ∈ C([0, 1]; C p ℓ (R)) be the solution to (1.4) with initial condition u (i) 0 , where we use the same realization of the noise for all i. Proof. Let u (i) be a solution of (1.4) with initial condition u
be independent of all other random variables. By assumption, we have
for each T ≥ 0. Thus, for each ε > 0 there are compact sets K
This follows from both directions of Prokhorov's theorem, or see, for example, [18, Proposition 2.1]. Thus for each T ≥ 0, we have
by a union bound. Hence, the family (u (i) (S T , ·)) i=1,...,N is tight in C p ℓ (R) N , and we can find a sequence T k → ∞ so that (u (i) (S T k , ·)) i=1,...,N has a limit in law as k → ∞. By the same argument as in the proof of Proposition 4.3, this limit is jointly stationary under the evolution.
Ordering of jointly stationary solutions
The key tool in our classification is the following almost-sure ordering theorem.
0 ∈ C p ℓ (R) be two jointly time-stationary initial conditions for (1.4) so that one of the following two conditions holds:
Then there is a random element χ ∈ {−1, 0, 1} which is a measurable function of u (1) 0 and u (2) 0 such that with probability 1, for all (t, x) ∈ R + × R we have
The key step is the following lemma, which ensures that u (1) and u (2) can only meet tangentially. Lemma 6.4. Let u (i) be as in Theorem 6.3 and η = u (1) − u (2) . Then with probability 1, for all t > 0 and x ∈ R such that η(t, x) = 0, we have ∂ x η(t, x) = 0.
Proof. First, assume that u (i) satisfy (H1) in the statement of Theorem 6.3. If θ ∈ C ∞ c (R) is nonnegative, (5.26) and time-stationarity yield
where we have absorbed the moment bounded in (H1) into C. Now, Fatou's lemma gives
As η is continuously differentiable, we can use the coarea formula (see, for example, [23] or [24] ) to re-write the integral above as
where H 0 denotes the counting measure, so that (6.1) becomes
If θ |η ′ | does not vanish on η −1 (0), it is uniformly positive at some point in η −1 (λ) for all λ in some neighborhood of 0. But as a measure, F ′′ ε has mass 2 concentrated on [−ε, ε]. Together, these properties would contradict (6.3). Hence, almost surely, we have θη ′ (t, ·) ≡ 0 on the level set {η(t, ·) = 0}. Considering a countable sequence of θ whose supports exhaust R, the same holds for η ′ (t, ·) alone. Thus with probability 1, we have η ′ (t, x) = 0 (6.4) for all (t, x) ∈ Q + × R such that η(t, x) = 0. To strengthen the conclusion to all t ≥ 0, we argue that η = 0, η ′ = 0 is an open condition. Suppose there exists (t * , x * ) ∈ R + × R such that η(t * , x * ) = 0 but η ′ (t * , x * ) = 0, and without loss of generality, assume that η ′ (t * , x * ) > 0. 
for all t > 0. After taking expectations and using time-stationarity, Fatou's lemma implies
almost surely, at almost all times. The argument now proceeds as above, and the conclusion of lemma follows.
Proof of Theorem 6.3. By Lemma 6.4, we may assume that ∂ x η = 0 whenever η = 0. This contradicts a parabolic Hopf lemma [37, Chapter 2] applied to equation (5.2) for η unless u (1) and u (2) are ordered. To be precise, suppose that the set Z := {(t, x) ∈ R + × R | η(t, x) = 0} is not empty and that there exists (t 0 , x 0 ) ∈ R + × R such that η(t 0 , x 0 ) > 0. For λ > 0, define the parabolic cone
and set
Suppose for the sake of contradiction that λ * is finite. As η is continuous, λ * > 0, η > 0 on Q λ * , and there is a point (t 0 +λ 2 * , x * ) ∈ Q λ * ∩Z. By the parabolic Hopf lemma [37, Lemma 2.8], we have ∂ x η = 0 at (t 0 + λ 2 * , x * ), contradicting our hypothesis on η. Strictly speaking, this formulation of the Hopf lemma only applies when (t 0 +λ 2 * , x * ) is a corner: |x * − x 0 | = λ * . However, if |x * − x 0 | < λ * , we can always apply the Hopf lemma to a smaller parabolic cone contained within Q λ * having (t 0 + λ 2 * , x * ) as a corner. It follows that λ * = ∞, and η > 0 on Q ∞ . On the other hand, if there exists (t 1 , x 1 ) such that η(t 1 , x 1 ) < 0 then by a similar argument we have η < 0 on Q ∞ (t 1 , x 1 ). As the intersection of Q ∞ (t 1 , x 1 ) and Q ∞ (t 0 , x 0 ) is not empty, this is a contradiction. Thus, η(t, x) ≥ 0 for all t > 0 and x ∈ R. The parabolic strong maximum principle implies then that η > 0 for all t > 0, x ∈ R.
Thus, almost surely, we have the following trichotomy: η > 0, η ≡ 0, or η < 0. The cases are determined by the initial data u (i) 0 , and we label them by χ.
Classification of stationary solutions
We are now ready to classify all spacetime-stationary solutions. By the ergodic decomposition, it suffices to classify ergodic stationary solutions. We begin by showing that an ergodic spacetimestationary initial condition with a given mean is unique. The following theorem is a refinement of Theorem 1.1. Theorem 6.5. If u (1) , u (2) ∈ C p ℓ (R) are ergodic spacetime-stationary initial conditions to (1.4) such that E(|u (i) | 2 + |∂ x u (i) | 2 ) < ∞ and Eu (1) = Eu (2) , then Law(u (1) ) = Law(u (2) ).
Proof. By Proposition 6.2, we may couple u (1) and u (2) so that they are jointly time-stationary, and are thus ordered by Theorem 6.3, with an order classifier χ. Let µ (i) be the law of u 
The Burgers evolution preserves order by Proposition 5.1, so µ (i,b) is stationary. On the other hand, µ (i) is ergodic, and thus cannot be a nontrivial convex combination of other stationary measures. It follows that µ (i,b) = µ (i) for all b, hence, in particular,
for all x ∈ R. If b ∈ {±1} and P(χ = b) > 0, then Theorem 6.3 and (6.10) yield
a contradiction. Therefore, we have P(χ = 0) = 1, so that u (1) = u (2) almost surely, and, in particular, Law(u (1) ) = Law(u (2) ).
We now use the translation invariance of the driving noise to show that all ergodic spacetimestationary measures are vertical translates of each other, and in particular that one exists for each mean. Proposition 6.6. Let u 0 ∈ C p ℓ (R) be a spacetime-stationary initial condition for (1.4) . Then, for all a ∈ R, u 0 + a is also a spacetime-stationary initial condition for (1.4). Remark 6.7. Note, however, that u 0 and u 0 + a are not jointly time-stationary -the solutions they generate for t > 0 do not differ by a constant at t > 0 almost surely, as they do at t = 0.
Proof. This follows from a simple change of variables. Let u solve (1.4) with initial condition u 0 and setũ (t, x) = u(t, x − at) + a, (6.11) so thatũ(0, ·) = u 0 + a and
whereṼ (t, x) = V (t, x − at). SinceṼ agrees with V in law, the solutionũ to (6.12) will have the same distribution as a solution to (1.4) , with initial condition u 0 + a. On the other hand, since u is spacetime-stationary, so isũ by (6.11).
By Theorem 6.5 and Proposition 6.6, we can define ν a to be the law of the unique mean-a ergodic spacetime-stationary initial condition for (1.4) 
This completes the proof of Theorem 1.1. We will need the following corollary in the next section. 
Stability of the invariant measures
In this section we prove Theorem 1.2, establishing convergence to the invariant measures described in Section 6. More specifically, convergence in (1.7) is a consequence of Proposition 7.10 below, the limit (1.8) is a consequence of Proposition 7.2, and the limit (1.6) is a consequence of Proposition 7.6 for the constant initial condition case, and of Corollary 7.11 for the nonconstant initial condition case.
Constant initial conditions
Our first task is to upgrade Corollary 3.5 from subsequential convergence to true convergence of the law. By Theorem 6.5, there is a unique mean-0 ergodic spacetime-stationary initial condition for (1.4) , which would be the natural guess for the limit in Corollary 3.5. However, a priori, nothing guarantees that the limits must be ergodic, and we must contend with the possibility that subsequential limits could be non-unique mixtures such as those described in Corollary 6.8. In this section, we prove that this is not the case. We show that a solution to (1.4) starting at a constant and considered at a random time has minimal variance among all solutions to (1.4) starting from space-stationary initial conditions. In light of (6.13), this eliminates the possibility that the limit could be a mixture. Recalling Lemma 3.2, we are interested in the expectation of the solution to (1.9). We consider this expectation in the following proposition, which is a simple application of Jensen's inequality. A more involved version of the below argument appeared using the Feynman-Kac formula in [25] ; our application is so simple that the form of the Feynman-Kac formula is irrelevant. Proposition 7.1. Suppose that u 0 ∈ C p ℓ (R) is random but independent of {V (t, ·)} t≥0 , and that h 0 is such that ∂ x h 0 = u 0 and Eh 0 (x) ≤ 0 (7.1)
for all x ∈ R. Let h be the solution to (1.9) with initial condition h(0, ·) = h 0 , as constructed in Proposition 2.15, andh be the solution to (1.9) with initial conditionh(0, ·) ≡ 0. Then for all t ≥ 0 and x ∈ R, we have (Law(u(S T , ·) ), ν a ) = 0, (7.4) where u(t, x) is the solution to (1.4) with u(0, x) ≡ a.
Proof. By the arguments in Propositions 3.1 and 6.6, it suffices to prove this when a = 0. Given a sequence T k ↑ ∞, by Corollary 3.5, there is a subsequence T kn ↑ ∞ and a random u *
with respect to the topology of C p ℓ (R). We will show that u * 0 has the law ν 0 . By the Skorohod representation theorem, there exist random variables X n and X defined on a common probability space such that Law(X n ) = Law(u(S T kn , ·)), Law(X) = Law(u * 0 ), and X n → X in the topology of C p ℓ (R) almost surely. As a consequence of (3.18), the second moments of X n (x) are bounded, thus 
and, moreover, 
where A is a real-valued random variable distributed according to the measure m that appears in the statement of Corollary 6.8. In light of (7.9), this implies Var A = 0, hence A is constant almost surely, and then A = 0 because of (7.5). Thus, X, and hence u * 0 , agrees in law with u (0) 0 , which implies that u(S T , ·) converges in law to u (0) 0 since the topology of weak convergence is metrizable.
Cp ℓ (R) is bounded uniformly in T by Proposition 3.1, this implies (7.4) by the fact that convergence in the p-Wasserstein metric is equivalent to weak convergence plus convergence of pth moments (see e.g. [46, Theorem 6.9]).
Removing the random starting time
We now use Proposition 5.4 to show the following contraction in the probability space. Lemma 7.3. Let ℓ ∈ (0, 1), T > 0 and u (1) , u (2) ∈ C([0, T ]; C p ℓ (R)) be space-stationary solutions to (1.4) such that
(7.10)
Proof. If η = u (1) − u (2) , then for any nonnegative convex function F ε satisfying (5.3)-(5.5) of Lemma 5.3, we have, by (5.19) of Proposition 5.4 and the convexity of F ε , that
for almost all times t ∈ [0, T ]. Now fix s, t ∈ [0, T ] with s ≤ t. Integrating in time, we find
Let F ε be an approximation of |·| as in the proof of Proposition 5.2, such that F ε is non-increasing in ε, and independent of ε on [−1, 1] c . Taking ε → 0 and applying the bounded convergence theorem to F ε | (1) (s, ·)), Law(u (2) (s, ·))) are nonincreasing in s.
Proof. Since ζ is a finite measure, Lemma 7.3 implies that
is nonincreasing in s. To prove the second claim, we fix s ≥ 0 and for any ε > 0 let v
0 , and note that for t > 0 we have (1) (s, ·)), Law(u (2) (s, ·))) + ε.
(7.13) We have used the already proved first claim in the second inequality above. Sending ε → 0, we obtain the second claim. Proposition 7.5. Given a ∈ R, let u be a solution to (1.4) with initial condition u(0, ·) ≡ a, and set µ t = Law(u(t, ·)). Then, for any fixed s ≥ 0, we have d(µ t+s , µ t ) ց 0 as t → ∞.
Proof. Letũ be the solution to (1.4) with initial conditionũ(s, ·) ≡ a at time s, so that Law(ũ(t, ·)) = µ t−s . On the other hand, Theorem 6.3 tells us that v andṽ must be ordered almost surely, and then (7.15) implies that v =ṽ almost surely. In particular, it follows that
As the limit is deterministic, this convergence holds also probability. In addition, as ζ is a finite measure, Proposition 3.1 implies
with a constant C independent of k. Combining (7.16) and (7.17) gives
We used the fact that d(µ t , µ t−s ) is decreasing in t in the last step. Now, as d(µ t , µ t−s ) is decreasing and there is a sequence
The last proposition of this subsection implies (1.6) of Theorem 1.2 in the caseũ 0 ≡ 0, i.e. u(0, ·) ≡ a. Proposition 7.6. If u is a solution to (1.4) with initial condition u(0, ·) ≡ a, and µ t = Law(u(t, ·)), then lim t→∞ d(µ t , ν a ) = 0.
is independent of everything else. By Proposition 7.2, µ 0,T → ν 0 weakly as T → ∞, with respect to the topology of C p ℓ (R), for ℓ > 1/2. Let us take ℓ such that (7.11) holds, so that by the Skorohod representation theorem we have a family of random variables X T taking values in L 1 (R; ζ) such that X T ∼ ν a for each T and, with probability 1, we have lim T →∞ u(S 0,T , ·) − X T L 1 (R;ζ) = 0.
As ( u(S 0,T , ·) − X T L 1 (R;ζ) ) T ≥0 is uniformly integrable by Proposition 3.1, it follows that lim T →∞ E u(S 0,T , ·) − X T L 1 (R;ζ) = 0, (7.20) and hence lim T →∞ d(µ 0,T , ν a ) = 0. (7.21)
If we consider initial conditions distributed according to µ 0,T , then solutions to (1.4) at time t > 0 have law µ t,T . Thus, Corollary 7.4 implies that d(µ t,T , ν a ) is decreasing in t. Hence, (7.21) can be strengthened to lim T →∞ Proof. In light of Proposition 7.7, the proof of the existence of the subsequential limit is the same as those of Proposition 3.4 and Corollary 3.5, using Proposition 2.2 instead of Proposition 2.1. The stationarity of the subsequential limits follows from Proposition 4.3.
L 1 initial conditions
We now consider initial conditions in L 1 (R) ∩ C(R), and thus complete the proof of Theorem 1.2. We rely on the following lemma. Lemma 7.9. Let ω 1 be a random field on R such that there exists a deterministic C ≥ 0 such that
Then, there is a deterministic constant A 0 , that depends only on the law of ω 1 such that the following holds. Suppose N > 12 and there exist random fields ω 2 , ω 3 , . . . , ω N defined on the same probability space as ω 1 such that each ω i (x), and each difference ω i (x) − ω j (x), i, j = 1, . . . , N , is either non-negative or non-positive everywhere, almost surely, and
30)
with x i = (i − 1)A 0 , for i ∈ {1, . . . , N }. Then, we have
We prove Lemma 7.9 at the end of this section, but first we apply it to prove the following proposition that implies (1.7) of Theorem 1.2. Proposition 7.10. Fix ℓ ∈ (1/2, 1). For u 0 ∈ L 1 (R) ∩ C(R) and a ∈ R, let u ∈ C loc ([0, ∞); C p ℓ (R)) be the solution to (1.4) with initial condition u(0, ·) = a + u 0 , and let u denote the solution to (1.4) with initial condition u(0, ·) ≡ a. Then, we have Proof. Corollary 3.5 and Proposition 7.8 imply that for any sequence T k → ∞, there is a subsequence T kn → ∞ and jointly stationary initial conditions (u * 0 , u * 0 ) so that (u(S T kn , ·), u(S T kn , ·)) converges jointly in law to (u * 0 , u * 0 ) with respect to the topology of C p ℓ (R) 2 . Joint stationarity of the limit is obtained as in the proofs of Propositions 4.3 and 6.2. Proposition 5.2, the Skorohod representation theorem, and Fatou's lemma imply thatω 1 = u * 0 − u * 0 satisfies ω 1 L 1 (R) ≤ u 0 L 1 (R) a.s., (7.33) hence we can find A 0 = A 0 (Law(ω 1 )) as in the statement of Lemma 7.9. Fix N ∈ N, set x i = (i − 1)A 0 for i = 1, . . . , N , and let u i be the solution to (1.4) with initial condition u i (0, ·) = τ x i u 0 . Passing from T kn to a further subsequence, we can assume that (u 1 (S T kn , ·), . . . , u N (S T kn , ·), u(S T kn , ·)) converges jointly in law to the jointly stationary initial conditions (u 1, * 0 , . . . , u N, * 0 , u * 0 ). By the translation-invariance of the noise and the fact that we took a subsequence of the original subsequence T kn , (u * 0 , u i, * 0 ) and (τ x i u * 0 , τ x i u * 0 ) agree in law for each i = 1, . . . , N , so that, in particular, ω i = u i, * 0 − u * 0 and τ x iω 1 agree in law. in addition, as in (7.33), we have ω i L 1 (R) ≤ u 0 L 1 (R) a.s.
for each i = 1, . . . , N . Recalling also the ordering in Theorem 6.3, we see that ω 1 , . . . , ω N satisfy the conditions of Lemma 7.9, hence P(ω 1 ≡ 0) ≥ 1 − 12/N.
As N is arbitrary, andω does not depend on N , we see thatω 1 ≡ 0 almost surely. This implies (7.32) since the topology of weak convergence of measures is metrizable. It also implies that u(S T kn , ·) − u(S T kn , ·) L 1 (R) → 0 in probability. Since u(t, ·) − u(t, ·) L 1 (R) is almost surely decreasing in t by Proposition 5.2, we can upgrade this to (7.31).
The following corollary implies (1.6) of Theorem 1.2 in the case when ζ is absolutely continuous with respect to the Lebesgue measure, with bounded Radon-Nikodym derivative. Corollary 7.11. Let ζ(dx) = f (x) dx, f ∈ L ∞ (R) be a finite measure such that (7.11) holds, and d = W 1,L 1 (R;ζ) . Let u 0 = a +ũ 0 for some a ∈ R andũ 0 ∈ L 1 (R) ∩ C b (R), u be the solution to (1.4) with initial condition u(0, ·) = u 0 , and µ t = Law(u(t, ·)). Then d(µ t , ν a ) → 0 as t → ∞.
Proof. Let u be a solution to (1.4) with initial condition u(0, ·) ≡ a, and let µ t = Law(u(t, ·)). By (7.31), the continuous inclusion L 1 (R) ⊂ L 1 (R; ζ), which is a consequence of (7.11), and an application of the bounded convergence theorem based on the inequality u(t, ·) − u(t, ·) L 1 (R) ≤ ũ 0 L 1 (R) , we see that d(µ t , µ t ) → 0 as t → ∞. On the other hand, by Proposition 7.6, we have d(µ t , ν a ) → 0 as t → ∞. The triangle inequality completes the proof.
Proof of Lemma 7.9
Proof. Suppose for the sake of contradiction that P ω 1 L 1 (R) = 0 > p := 12 N .
Then there are deterministic constants κ > 0 and R 1 < ∞, depending only on Law(ω 1 ), so that
As ω i do not change sign, there exist random χ i = ±1 such that
and we may write (7.34) as 
Let χ i be the sign of ω i , We may now pick two distinct (random) elements I, J of {1, 2, 3} so that ω i I and ω i J have the same sign, which is opposite of the sign of ω i I − ω i J , so that
for all x ∈ R. Then, we have, since the intervals [x i I − R * , x i I + R * ] and [x i J − R * , x i J + R * ] do not overlap: min j∈{1,2,3}
|ω i j (x)| dx (7.39) almost surely. But this contradicts (7.38) .
