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Ils e´clate`rent de rire. Des photons pleuvaient sur leur peau, la plupart les traversaient
sans s’arreˆter. Et ils se tenaient la`, transparents au monde.
Kim Stanley Robinson, Mars la bleu
Abstract
Intensity interferometry experiments in a scanning transmission electron
microscope : physics and applications
Quantum optics performed at the nanometer scale is an important challenge, especially
for quantum emitters characterization. They can be point defects in material (few
angstro¨ms) or confined structures of a few nanometers. A way to reach this scale is by
using cathodoluminescence (CL) performed in a scanning transmission electron micro-
scope (CL-STEM), which has only recently been done [1]. However, when aiming at
studying the statistical properties of the light coming out of a CL experiment, which is
necessary to e. g. study the quantum nature of Single Photon Emitters (SPE) emission,
dedicated experiments on top of regular CL ones have to be designed. It is well known
that the clear signature of SPE as measured in photoluminescence (PL) is antibunching
in the g(2)(τ), namely that the autocorrelation function is less than one at short delay
τ ≈ 0. Few months before my arrival in the STEM-group of the LPS, an intensity in-
terferometry experiment (HBT) that measures the autocorrelation function g(2)(τ) of
the CL signal intensity was built [2]. It demonstrated on a famous SPE, the Nitrogen
vacancy (NV) defect in diamond, that CL-STEM is similar to PL when only one SPE
is involved.
In this thesis we will see how CL-STEM allowed to characterize a new point defect in
h-BN, showing the relevance of HBT experiments in a CL-STEM for discovering and
characterizing new SPE. However, by studying the excitation of multiple SPE in CL,
we discovered a new emission phenomenon, characterized by a huge bunching effect
of the g(2)(τ) function (g(2)CL(0) > 35), in complete contradiction to PL measurements
and expectations (g(2)(τ) ≈ 1). In my thesis manuscript, this surprising effect will be
experimentally investigated, theoretically explained and applied to lifetime measurement
at the nanometer scale. Because quantum optics is often linked to quantum plasmonics,
I will present, in conclusion, a theoretical proposal, in collaboration with J. Garcia de
Abajo, about quantum plasmonics measurement in a STEM.
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Re´sume´
Etre capable de re´aliser des expe´riences d’optique quantique a` l’e´chelle du
nanome`tre est un des grands de´fit actuel de la recherche. En particulier pour
la caracte´risation des e´metteurs de photon unique, c’est a` dire des e´metteurs
qui n’e´mettent qu’un photon a` la fois. Ces e´metteurs aux proprie´te´s par-
ticulie`res peuvent eˆtre des de´fauts ponctuels dans des mate´riaux (quelques
angstro¨ms) ou des structures confine´es de quelques nanome`tre. Une fac¸on
de sonder la matie`re a` cette e´chelle est d’utiliser leur signal de cathodolu-
minescence (CL) ge´ne´re´ graˆce un microscope e´lectronique a` transmission a`
balayage (CL-STEM) [1]. Cependant, si l’on cherche a` e´tudier les proprie´te´s
statistiques d’e´missions de la lumie`re e´mise graˆce a` une expe´rience de CL,
ce qui est ne´cessaire pour e´tudier par exemple la nature quantique de ces
e´metteurs, une expe´rience de´die´e doit comple´ter l’expe´rience de CL-STEM
classique. Quelques mois avant mon arrive´e dans le groupe STEM du LPS,
une expe´rience d’interfe´rence des intensite´s (HBT) qui mesure la fonction
d’autocorre´lation g(2)(τ) du signal de CL a e´te´ construite [2]. Il est bien
connu que la signature univoque d’un SPE en photoluminescence (PL) est le
de´groupement de photon ou antibunching, c’est a` dire que g(2)(0) < 1. Ce qui
signifie que la probabilite´ que deux photons soient de´tecte´s en meˆme temps
est plus faible qu’avec n’importe quel autre intervalle de temps τ entre les
photons. Il a e´te´ re´cemment de´montre´ que lorsque seulement un SPE est
excite´ avec un syste`me de CL-STEM, le signal e´mis est similaire au signal
de PL [2]. La premie`re expe´rience a e´te´ re´alise´e sur un ce´le`bre SPE, le
centre NV dans le diamant. Dans cette the`se nous montrerons comment la
CL-STEM a permis de caracte´riser un nouveau de´faut ponctuel dans le h-
BN, permettant de de´montrer la pertinence, pour de´couvrir et caracte´riser
de nouveaux SPE, d’utiliser le signal produit par l’expe´rience de CL-STEM
pour l’expe´rience HBT. Cependant, en e´tudiant l’excitation de multiple SPE
en CL, on a de´couvert un nouveau phe´nome`ne d’e´mission, caracte´rise´ par un
grand effet de regroupement (bunching) dans la fonction g(2)(τ) (g(2)(0) > 35),
en comple`te contradiction avec les mesures de PL (g(2)(τ) ≈ 1). Dans mon
manuscrit de the`se, cet effet surprenant a e´te´ expe´rimentalement e´tudie´,
the´oriquement explique´ et applique´ a` la mesure de temps de vie a` l’e´chelle
du nanome`tre. Et parce que l’optique quantique est souvent lie´e a` la plas-
monique quantique, je pre´senterai pour conclure une proposition the´orique
en collaboration avec Javier Garcia de Abajo pour e´tudier la plasmonique
quantique dans un microscope e´lectronique a` transmission a` balayage.
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L’optique quantique avec des e´lectrons
La lumie`re a toujours e´te´ un outil naturel pour observer le monde. En effet, notre percep-
tion est principalement de´finie par la fac¸on dont nos yeux et notre cerveau analysent la
lumie`re qui nous entoure. Les transitions e´lectroniques et vibrationnelles dans la matie`re
se produisent a` des e´nergies similaires a` celle de la lumie`re, et donc les proprie´te´s des
mate´riaux peuvent dans de nombreux cas eˆtre caracte´rise´es par des mesures optiques [3].
Depuis quelques dizaines d’anne´es les nanosciences et les nanotechnologies ont progresse´
continument. Leurs succe`s reposent en grande partie sur les progre`s en nano-fabrication,
on est maintenant capable de controˆler la synthe`se des mate´riaux a` l’e´chelle atomique.
Parmi ces nouveaux mate´riaux nano-structure´s, certains ont des proprie´te´s extraordi-
naires que l’on ne peut trouver dans les mate´riaux massifs, et leur e´tude a conduit a`
l’e´mergence de la nano-optique [4]. La nano-optique regroupe touts les phe´nome`nes op-
tiques se manifestant a` l’e´chelle du nanome`tre, ainsi que les techniques qui ame´liorent
leur caracte´risation ou leur manipulation. Re´duire la dimension des mate´riaux permet la
cre´ation de syste`mes confine´s. Par exemple, les puits quantique et les boites quantique
sont des nanostructures ou` les e´lectrons et les trous sont confine´s dans respectivement
deux et ze´ro dimension(s). Ce confinement change les proprie´te´s optiques des mate´riaux.
Par exemple, le comportement des boites quantiques est plus proche de celui des atomes
que de celui d’un solide. Tout comme l’atome, elles ne peuvent e´mettre qu’un photon a`
la fois. De tels e´metteurs de photon unique (SPE) rassemblent donc l’optique quantique
et la physique du solide, permettant la construction de syste`mes solides exploitant le
caracte`re quantique de la lumie`re. Afin de caracte´riser ce genre de mate´riaux nano-
structure´s optiquement actifs, il est impe´ratif de construire des expe´riences capables de
sonder ces mate´riaux a` l’e´chelle nanome´trique [4]. L’une des plus ce´le`bres et standard
expe´rience d’optique quantique est l’expe´rience de Hanbury Brown et Twiss (HBT) [5].
Elle mesure la fonction d’autocorre´lation en intensite´ du signal, appele´e g(2)(τ). Si
g(2)(0) < 1, un comportement appele´ de´groupement, l’e´metteur est un e´metteur de pho-
ton unique [6, 7]. Une autre expe´rience est l’expe´rience de Hong-Ou-Mandel qui mesure
l’indiscernabilite´ des photons e´mis [8, 9]. Comme explique´ pre´ce´demment, la taille de
confinement est typiquement plus petite que 10 nm [10, 11], il est donc impe´ratif de
re´aliser les expe´riences d’optique quantique a` l’e´chelle du nanome`tre. Cependant, il est
difficile d’atteindre une telle limite, a` cause de la diffraction de la lumie`re [12], sans per-
turber les proprie´te´s quantiques du syste`me. Par exemple la microscopie de de´ple´tion
par e´mission stimule´e (STED) est tre`s efficace pour imager les e´chantillons a` l’e´chelle
du nanome`tre [13, 14] mais meˆme s’il a e´te´ prouve´ que le STED pre´serve certaine des
proprie´te´s quantiques des e´metteurs [15], la ne´cessite´ d’une de´ple´tion stimule´e efficace
restreint cette me´thode a` certains mate´riaux. Utiliser des e´lectrons rapides pour ob-
server la matie`re est une fac¸on d’atteindre la re´solution sous-longueur d’onde graˆce a` la
courte longueur d’onde des e´lectrons [16, 17]. Une expe´rience de cathodoluminescence
(CL) consiste a` exciter un e´metteur donne´ avec des e´lectrons rapides et a` analyser la
lumie`re e´mise, permettant ainsi l’e´tude de ses proprie´te´s optiques avec une re´solution
sous-longueur d’onde [18]. Cependant, l’interaction des e´lectrons rapides avec la matie`re
est un sujet large et complexe. Cette complexite´ apparaˆıt a` cause de l’e´nergie e´leve´e
des e´lectrons incidents et de leur capacite´ a` transfe´rer de l’e´nergie aux mate´riaux par de
multiples types d’excitations. Ne´anmoins, la cre´ation d’un plasmon de volume domine
sur tous les autres me´canismes de pertes [19]. De plus le signal de CL dans les semi-
conducteurs de´montre que les excitations primaires ame`nent ultimement a` la production
d’au moins une paire e´lectron-trou (e-h) proche de l’e´nergie du gap qui se recombine ra-
diativement. On peut conside´rer qu’en moyenne 80 % des e-h paires ayant une e´nergie
proche de celle du gap proviennent de la de´composition d’un plasmon [20, 21]. A cause de
l’e´nergie e´leve´e des e´lectrons incidents, toutes les transitions radiatives peuvent eˆtre ex-
cite´es, contrairement a` l’expe´rience de photoluminescence ou` l’e´nergie du laser restreint
la partie du spectre d’e´mission e´tudie´e aux transitions ayant une e´nergie infe´rieure a` celle
du laser. Cependant, dans les deux techniques, l’e´mission est duˆe a` la recombinaison des
paires e´lectron trou, la PL et la CL ont donc des spectres similaires [22]. Il semble donc
qu’a` premie`re vue, la CL est une fac¸on de faire de la photoluminescence a` l’e´chelle du
nanome`tre. La CL re´alise´e dans un microscope e´lectronique a` transmission a` balayage
(STEM) a` basse tempe´rature sur un e´chantillon mince plutoˆt que dans un microscope
e´lectronique a` balayage (SEM) diminue drastiquement la probabilite´ d’interaction par
e´lectron, permettant une meilleur re´solution spatiale mais aussi d’e´viter les comporte-
ments non-line´aires duˆ a` des effets de saturation de l’e´mission. Au cours des dernie`res
anne´es, la CL-STEM a de´montre´ sa pertinence pour les expe´riences de nano-optique
standards [23]. Re´aliser des expe´riences d’optique quantique dans un STEM e´tait donc
la prochaine e´tape logique. Cependant une des questions fondamentales associe´e a` tel but
restait sans re´ponse : comment l’utilisation d’e´lectrons plutoˆt que de photons affecte-t-
elle les e´tats de la lumie`re ? Luiz Tizei et Mathieu Kociak, qui ont supervise´ cette the`se
au LPS, ont construit la premie`re expe´rience d’HBT couple´e a` un syste`me CL-STEM et
ont ainsi pu mesurer la nature quantique [2] de la lumie`re e´mise par un SPE de´ja` bien
connue, le centre ”nitrogen-vacancy” (NV) du diamant [24, 25]. Ils ont ainsi prouve´ que
sonder un SPE avec des e´lectrons plutoˆt que des photons ne change pas sa statistique,
ouvrant la porte du nano-monde a` l’optique quantique. Dans la premie`re partie de cette
the`se j’exposerai les expe´riences re´alise´es sur des nano-diamants en continuite´ de cette
premie`re expe´rience, mais aussi sur un nouveau SPE que nous avons pu de´couvrir graˆce
a` la CL. En effet, graˆce a` la haute re´solution spatiale de la CL il est facile de trouver
des e´missions localise´es et donc des nouveaux e´metteurs de photon unique. Cela a e´te´
le cas, avec un de´faut de´ja` connu dans le nitrure de Bore hexagonal (h-BN) e´mettant a`
4 eV [26]. Graˆce a` la CL, Romain Bourrellier, un ancien the´sard du groupe, a montre´
que l’e´mission associe´e a` ce de´faut e´tait localise´e sur des zones d’environ 80 nm. Nous
avons donc construit une seconde expe´rience HBT fonctionnant dans l’ultra-violet, graˆce
a` laquelle nous avons e´te´ capable de de´montrer pour la premie`re fois le caracte`re quan-
tique de ce de´faut (voir figure 3). L’expe´rience de CL-STEM est donc aussi adapte´e pour
de´couvrir et caracte´riser de nouveaux SPE. Pour l’instant il semble que la CL et la PL
sont toujours aussi semblables. Cependant, j’ai de´couvert que, si on excitait plusieurs
SPE en meˆme temps, des diffe´rences entre la PL et la CL apparaissaient. En CL-STEM,
a` faible courant d’excitation (I ≤ 100 pA), un large pic apparaˆıt a` de´lai nul (τ = 0) dans
la fonction d’autocorre´lation du second ordre g(2)(τ) (g(2)(0) > 35) (bunching). Ce pic
dont la largeur est de l’ordre de la nanoseconde de´pend du courant du faisceau d’e´lectron
(voir Figure 4). Ce comportement diffe`re fortement de la fonction g(2)(τ) obtenue en
PL qui est plate lorsque de nombreux SPE sont excite´s en meˆme temps [27]. J’ai mis
au point deux mode`les qui expliquent ce nouvel effet, appele´ dans la suite l’effet de
regroupement, un utilisant des simulations Monte Carlo (Figure 4) et un second an-
alytique. Ils montrent que la de´sinte´gration de l’excitation a` travers un plasmon de
volume induit l’e´mission synchronise´e de plusieurs centres et peut expliquer cet effet
de regroupement de´pendant du courant, de´montrant l’effet des me´canismes d’excitation
sur l’e´mission et soulignant le roˆle du plasmon de volume dans les me´canismes de CL
[21, 28]. A travers des expe´riences sur des he´te´rostructures de GaN technologiquement
pertinentes, je montrerai que l’on peut utiliser l’effet de regroupement pour mesurer le
temps de vie avec une re´solution spatiale imbattable (quelques nm) et de manie`re tre`s
efficace (figure 5). Pour conclure cette the`se, nous irons dans un domaine que je n’ai
approche´ que the´oriquement : la plasmonique quantique. En effet, l’optique quantique
est de plus en plus lie´e a` la plasmonique quantique. Avec cette ide´e a` l’esprit, en col-
laboration avec J. Garcia de Abajo, nous posons les bases the´oriques ne´cessaires pour
re´aliser une expe´rience qui permet de sonder le caracte`re quantique des plasmons de
surface (Figure 7).
Les outils expe´rimentaux
Pendant cette the`se, les expe´riences ont e´te´ principalement re´alise´es sur un STEM VG
HB 501, utilise´ pour faire les expe´riences de CL mais la perte d’e´nergie des e´lectrons
peut aussi eˆtre analyse´e (EELS), le principe est explique´ sur la figure 1. Le STEM
a e´te´ utilise´ dans la plupart des cas avec des e´lectrons acce´le´re´s a` 60 keV. Le courant
du faisceau incident e´tait entre 10 et 100 pA. Dans un STEM le faisceau d’e´lectron
est focalise´ au niveau de l’e´chantillon dans une sonde, ici de 1 nm. La sonde scanne
l’e´chantillon graˆce aux lentilles de scan (SC), les images de l’e´chantillon sont re´alise´es
graˆce aux e´lectrons diffuse´s, de´tecte´s par les de´tecteurs dits de fond noir (HADF) et de
Figure 1: Sche´ma d’un STEM. Un miroir parabolique (M) avec une grande ouverture
nume´rique a e´te´ incorpore´ a` l’inte´rieur du STEM pour collecter le signal de CL de
manie`re efficace, formant un faisceau collimate´ qui est ensuite couple´ a` une fibre optique
multi-mode (OF). Le faisceau a` la sortie de la fibre est envoye´ dans un spectrome`tre
pour enregistrer le spectre d’e´mission. Les e´lectrons non-diffuse´s sont envoye´s dans
un second spectrome`tre pour re´aliser la spectroscopie des e´lectrons par pertes d’e´nergie
(EELS). Les e´lectrons diffuse´es sont quand a` eux collecte´s avec un de´tecteur de fond noir
(HADF). Graˆce a` des lentilles de scan (SC), la sonde e´lectronique balaye l’e´chantillon et
a` chaque pixel un spectre EELS ou CL et une image HADF sont enregistre´s. On peut
donc corre´ler les diffe´rentes e´missions avec les informations structurales et chimiques
de l’e´chantillon. Ici on illustre le principe de l’expe´rience en e´tudiant un nanofil de
AlN/GaN (les images connecte´es par des pointille´s). L’image de gauche repre´sente la
localisation du Gallium et de l’Aluminium sur le nanofil de´termine´ par la spectroscopie
EELS. Les deux images a` droite sont des images filtre´es et fitte´es pour deux e´nergies
d’e´mission diffe´rentes pre´sentes dans le spectre de gauche. L’image en haut de la figure
est l’image HADF acquise en meˆme temps que le SPIM EELS. L’image HADF acquise
en meˆme temps que le SPIM de cathodoluminescence n’est pas repre´sente´e ici.
fond clair (BF). Les deux principales spectroscopies ont e´te´ re´alise´es dans le microscope
utilisant l’avantage de la re´solution nanome´trique : la CL, qui analyse la lumie`re e´mise
par l’e´chantillon dans la gamme du visible et l’EELS qui analyse l’e´nergie perdue par
les e´lectrons ine´lastiquement diffuse´s. Afin de maintenir une grande re´solution spatiale
et spectrale on utilise la me´thode du spectre image. Le faisceau d’e´lectrons scanne
l’e´chantillon, et pour chaque pixel un spectre d’e´mission (CL) ou un spectre EELS est
enregistre´. Pour les mesures d’EELS, les e´lectrons ine´lastiquement diffuse´s sont disperse´s
en e´nergie graˆce a` un prisme magne´tique et de´tecte´s par un scintillateur. Un spectre
EELS peut eˆtre divise´ en trois parties : un pic intense, appele´ le ”zero-loss” pic (ZLP) qui
contient les e´lectrons qui n’ont pas interagi avec l’e´chantillon de manie`re suffisamment
significative pour eˆtre mesure´s, suivi par la partie dite de faible pertes (entre 0.5 et 100
eV) et la re´gion des pertes de cœur (entre 100 eV et plusieurs keV). Le pic ”zero-loss”
permet d’e´valuer la proportion d’e´lectrons qui n’ont pas interagi avec l’e´chantillon, ce
qui permet d’estimer l’e´paisseur de l’e´chantillon [20].
Les e´lectrons incidents cre´ent un champ e´lectromagne´tique qui agit a` nouveau sur
l’e´lectron, qui perd alors de l’e´nergie. Cette interaction sera donc visible sur le spectre
EELS dans la re´gion des faibles pertes. Ces champs e´lectromagne´tiques sont principale-
ment les modes de plasmons de surface et de volume de la particule. Cartographier les
plasmons de surface graˆce aux e´lectrons, avec EELS [29–31] ou la CL [32, 33] est tre`s
efficace et a e´te´ le point d’entre´e de la microscopie e´lectronique dans la nano-optique.
L’EELS est maintenant une technique largement utilise´e pour e´tudier les plasmons de
surfaces [34, 35]. A haute e´nergie, dans la re´gion des pertes de cœur du spectre EELS, des
informations importantes sur la structure chimique, cristallographique ou e´lectronique
peuvent eˆtre obtenues. L’analyse du signal EEL dans la re´gion des pertes de cœur
est une technique tre`s re´pandue qui permet d’obtenir des informations sur une unique
colonne atomique (Figure 1). Bien que la diffusion des porteurs soit souvent de plusieurs
dizaines de nanome`tres, en re´alisant les expe´riences de CL dans un STEM, on peut
ame´liorer drastiquement la localisation de l’e´mission. En effet, en extrayant pour une
certaine e´nergie le maximum de l’intensite´ d’e´mission, on peut mesurer la localisation
des porteurs (Figure 1) et aussi tre`s facilement identifier des de´fauts ponctuels dans les
mate´riaux (Figure 3). Cependant, dans cette the`se, afin d’aller au dela` de la simple
image spectrale, dans la plupart des cas le syste`me de CL a e´te´ couple´ a` une expe´rience
d’interfe´rence des intensite´s (HBT) pour enregistrer la fonction d’autocorre´lation g(2)CL(τ)
du signal de CL. Afin de re´aliser des expe´riences d’interfe´rence des intensite´s, nous avons
utilise´ un syste`me tre`s connu en optique, mais qui est encore tre`s re´cent en CL [2], inspire´
par l’expe´rience de Hanbury Brown et Twiss (HBT) [5]. Le principe est explique´ dans
la figure 2. Cette expe´rience permet de mesurer la probabilite´ que deux photons e´mis
par l’e´chantillon soient se´pare´s par un certain retard τ . En normalisant par le signal
non-corre´le´, elle permet de remonter a` la fonction d’autocorre´lation du signal appele´e
dans la suite g(2)(τ). La forme de la fonction g(2)(τ) permet de distinguer les trois
comportements statistiques de la lumie`re, le comportement et la particularite´ de chacun
e´tant explique´s dans la troisie`me partie de ce re´sume´ et repre´sente´s Figure 2
Afin de mesurer la g(2)CL(τ) du signal CL la fibre optique re´coltant le signal de CL (fig-
ure 1) est connecte´e a` l’expe´rience HBT au lieu du spectrome`tre. Pendant ma the`se,
deux expe´riences HBT ont e´te´ construites, une dans le visible utilisant des photodi-
odes a` avalanche τ−SPAD et une avec des de´tecteurs PMT (tube photomultiplicateur),
de´tectant dans l’UV. Un des avantages principal de la CL provient de la haute e´nergie
des e´lectrons incidents, qui permet d’exciter aussi facilement dans l’UV et dans le vis-
ible, alors que dans les expe´riences de PL, il est ne´cessaire d’utiliser un laser haute-
ment e´nerge´tique pour exciter les e´missions UV, ce qui augmente drastiquement les
proble`mes d’aberrations et de collections. Afin d’e´tudier le couplage des plasmons
avec des e´metteurs et aussi de re´aliser des expe´riences corre´le´es CL/PL, la me´thode
Figure 2: Sche´ma de l’expe´rience d’Hanbury Brown et Twiss (HBT) permettant la
mesure de la fonction d’autocorre´lation g(2)(τ). La lumie`re e´mise est divise´e par une
lame se´paratrice (BS). Le photon arrivant sur le premier de´tecteur (D1) amorce une
horloge qui s’arreˆtera quand un second photon sera de´tecte´ par le second de´tecteur
(D2). Les diffe´rents retards enregistre´s entre les photons sont alors re´partis sur un
histogramme. Cette courbe normalise´e par le signal non-corre´le´ est la fonction g(2)(τ)
de la lumie`re e´mise. Sur la figure le g(2)(τ) des trois sortes de lumie`re que l’on peut
obtenir sont repre´sente´es.
de lithographie par faisceau e´lectronique a e´te´ utilise´e. La difficulte´ re´side ici dans la fi-
nesse (15 nm) des membranes de Si3N4 ou` les structures ont besoin d’eˆtre dessine´es. En
effet, les membranes doivent eˆtre les plus fines possibles afin que les e´lectrons incidents
interagissent le moins possible avec elles. Pendant cette the`se le processus de fabrication
a e´te´ ame´liore´ pour assurer une meilleure efficacite´ et des structures de moins de 100 nm
ont pu eˆtre re´alise´es. Afin de dessiner des particules me´talliques en face de diamants,
les me´thodes de re´alignement ont aussi e´te´ investigue´es.
HBT dans un STEM : Caracte´risation de SPE
Comme explique´ pre´ce´demment, l’expe´rience d’interfe´rence des intensite´s permet de
mesurer la fonction g(2)(τ) qui donne des informations sur la statistique d’e´mission de
la lumie`re. Il existe trois sortes principales de comportements statistiques [36]. Il y a
tout d’abord la lumie`re dite cohe´rente, comme le laser, elle correspond a` une distribu-
tion ale´atoire de photons avec un g(2)(τ) = 1 pour tout retard τ , c’est une statistique
poissonienne. La deuxie`me sorte est relie´e a` une statistique dite super-poissonienne,
c’est par exemple la lumie`re classique ou chaotique. Une statistique super-poissonienne
se traduit par une corre´lation entre les photons proches les uns des autres c’est a` dire
que g(2)(τ) > 1 a` faible τ . Un tel comportement est souvent appele´ un comportement
de regroupement. Cependant, le temps de corre´lation de la lumie`re chaotique est de
l’ordre des femto secondes et donc la fonction g(2)(τ) enregistre´e expe´rimentalement est
plate et e´gale a` 1 (re´solution > 100 ps). Le dernier comportement rencontre´ est lie´ a`
une statistique dite sub-poissonienne, c’est a` dire super cohe´rente, le principal exemple
e´tant la lumie`re ge´ne´re´e par les e´metteurs de photon unique. Comme les SPE ne peu-
vent e´mettre qu’un photon a` la fois, il y a une probabilite´ nulle d’avoir deux photons en
meˆme temps sur les deux de´tecteurs, et donc on observe un creux a` de´lai nul dans la
fonction g(2)(0) < 1. La pre´sence du creux, appele´e comportement d’anti-regroupement,
est caracte´ristique de l’e´mission de photon unique. La premie`re expe´rience d’HBT sur
des e´metteurs de photon unique faite avec un STEM, a e´te´ re´alise´ par Luiz Tizei et
Mathieu Kociak [2] sur des centres NV dans le diamant. Cette expe´rience prouve que
l’excitation par des e´lectrons ne change pas la statistique d’e´mission des SPE et qu’il
est possible de mesurer deux fonctions de g(2)(τ) diffe´rentes entre deux points de la
meˆme particule se´pare´s par une distance infe´rieur a` 200 nm. De plus, le temps de vie
mesure´ pour le centre NV est similaire a` celui mesure´ en PL (20 ns), alors que dans les
expe´riences d’e´lectroluminescence le temps de vie mesure´ est de l’ordre de 100 ns [37]. Si
l’on ajoute a` cela que, spectralement, la PL et la CL sont similaires, tout semble montrer
que la PL et la CL ont des me´canismes d’excitations comparables. J’ai applique´ cette
technique a` l’e´tude d’un de´faut dans le h-BN moins connu que le centre NV du diamant.
En effet, graˆce a` la haute re´solution spatiale du system CL-STEM, Romain Bourrelier
a e´te´ capable de caracte´riser un de´faut de´ja` re´pertorie´ du h-BN [26], comme produisant
une e´mission tre`s localise´e a` 4.1 eV, souvent signe d’un e´metteur de photon unique. A
cause de l’e´mission dans l’UV et le besoin de se´lectionner un de´faut individuel la meˆme
e´tude serait difficile a` re´aliser en PL. Comme montre´ sur la figure 3, nous avons fait
une expe´rience d’HBT sur ce syste`me et trouve´ un comportement d’anti-regroupement
[38]. On remarque sur la figure 3-c la pre´sence d’une autre e´mission a` la meˆme e´nergie,
appele´e dans la suite ”large bande” (lignes bleues sur la figure 3-c). Nous pouvons voir
que cette e´mission est pre´sente tout autour du de´faut ponctuel sur la figure 3-b. Ce
signal secondaire rend difficile toute mesure en PL-HBT car, contrairement a` la CL-
HBT, on ne peut pas se´lectionner spatialement le de´faut, et donc on ne peut pas limiter
l’influence de la large bande sur la mesure de la fonction g(2)(τ). Cet exemple nous
permettra de discuter l’influence du faisceau d’e´lectrons sur l’e´mission des de´fauts et
d’exposer la me´thode de soustraction du fond dans les expe´riences de HBT-CL [2].
HBT dans un STEM : L’effet de Bunching
De fac¸on surprenante, alors que les expe´riences de CL et de PL des de´fauts uniques pro-
duisent des comportements spectraux et temporels similaires, une des plus importantes
de´couverte de cette the`se est la mise en e´vidence d’une diffe´rence entre les proprie´te´s
d’e´missions d’un ensemble N d’e´metteurs de photon unique (N > 1), lorsqu’ils sont
Figure 3: Image HADF d’une couche de h-BN a) prise en meˆme temps que l’image
du nombre de comptes enregistre´ sur les de´tecteurs a` chaque pixel montre´ en b). Le
spectre d’e´mission pris lorsque l’on excite dans le carre´ blanc est repre´sente´ en c). Le
rapport signal sur bruit (SNR) repre´sente la part dans l’intensite´ totale d’e´mission due
au de´faut (lignes en pointille´es) compare´ a` l’e´mission de la large bande (lignes bleues).
En d) on peut voir la fonction g(2)(τ) enregistre´e pendant que le faisceau d’e´lectron
scanne le carre´ blanc. Le bruit de fond a e´te´ soustrait en prenant le SNR de c).
excite´s par des photons ou par des e´lectrons. Dans les expe´riences de PL, on peut mon-
trer que g(2)(0) = 1 − 1/N avec N le nombre d’e´metteurs excitables dans l’e´chantillon
[36]. Cela signifie que dans les expe´riences de PL le g(2)(τ) est inde´pendant du courant
d’excitation et que g(2)(0) est toujours infe´rieur a` 1. Cependant, si on effectue la meˆme
expe´rience en CL, le re´sultat obtenu est tre`s diffe´rent. Sur la figure 4 on peut voir le
re´sultat de l’excitation par le faisceau d’e´lectrons d’une centaine des de´fauts dans l’h-
BN de´crit dans la partie pre´ce´dente. Le g(2)(τ) montre un important comportement de
regroupement avec g(2)(0) > 35 et un temps caracte´ristique de l’ordre de la nanoseconde
[27]. De plus, ce comportement, en comple`te opposition avec les re´sultats de PL, de´pend
du courant d’excitation. En effet, lorsque le courant de´croit le phe´nome`ne de regroupe-
ment augmente (g(2)(0) augmente). Cela signifie que plus les e´lectrons incidents sont
loin les uns des autres plus l’effet de regroupement est important, on en conclut donc
que cet effet est provoque´ par chaque e´lectron
Figure 4: Etude de N > 100 de´fauts dans le h-BN. a) Sche´ma d’une chaine possible
d’e´ve´nements allant de l’interaction de l’e´lectron avec l’e´mission de photons. b) Image
d’une couche de h-BN ; c) Image CL filtre´e, montrant la distribution dans l’e´chantillon
; d) Spectre du de´faut. Le carre´ bleu repre´sente le filtre utilise´ dans l’expe´rience HBT
(300-340 nm). On reconnait la ”ze´ro phonon line” ainsi que les deux re´pliques de
phonons a` plus basse e´nergie ; e) Mesure du g(2)(τ) pour diffe´rents courants I. Entre
parenthe`se, les valeurs de courant retrouve´es dans les simulations Monte Carlo avec un
temps de vie τ = 1.1 ns.
Ce phe´nome`ne (effet de regroupement) peut eˆtre explique´ par la particularite´ des me´canismes
de de´sexcitation mis en jeu lors de l’interaction e´lectron-matie`re. Comme explique´ dans
la section I, dans une expe´rience de CL, les paires e´lectron-trou qui se recombinent
radiativement proviennent de la de´sexcitation d’un plasmon de volume. Dans les semi-
conducteurs ou les isolants, a cause de la haute e´nergie des plasmons de volume (15-20
eV) leur de´croissance peut produire plus d’une paire e´lectron-trou [21, 28]. Le de´bat est
toujours ouvert sur le nombre exact mais il semblerait qu’un plasmon produit entre 1 et
10 e-h paires suivant le mate´riau (autour de 3 pour le diamant). Ainsi, un e´lectron peut
exciter simultane´ment plus qu’un centre. Il y a donc une forte probabilite´ que chacun
de ces centres e´mette un photon approximativement en meˆme temps. Donc, un e´lectron
incident peut cre´er un paquet de photons. Si les e´lectrons sont loin les uns des autres,
le de´tecteur HBT recevra des paquets de photons parfaitement se´pare´s et distribue´s de
fac¸on ale´atoire dans le temps (statistique poissonienne du faisceau d’e´lectrons) mais, si
le courant augmente, les e´lectrons incidents seront plus proches les uns des autres et
les paquets de photons se me´langeront jusqu’a` ce que l’effet ne soit plus visible. Pour
valider cette explication heuristique j’ai construit deux mode`les the´oriques. Le premier
utilise la me´thode de Monte Carlo et simule la fonction g(2)(τ) d’une particule avec un
grand nombre de centres (N > 10). Le second, analytique, de´crit la fonction g(2)(τ) pour
des particules minces (L < 30 nm) avec un faible nombre d’e´metteurs (N < 5). Dans le
premier mode`le, le nombre de centres est plus grand que 5, ce qui signifie que l’on peut
ne´gliger la saturation des centres. Les simulations re´alise´es montrent que l’amplitude
du regroupement de´pend principalement du courant, de l’e´paisseur de l’e´chantillon et
du temps de vie de l’e´metteur. Les deux premie`res quantite´s peuvent eˆtre mesure´es
expe´rimentalement et le temps de vie s’obtient par un simple fit exponentiel de la fonc-
tion g(2)(τ). La figure 4-e montre les re´sultats pour une couche de BN contenant un
grand nombre de centres. On peut voir que les courants expe´rimentaux et ceux retrouve´s
pour les simulations Monte Carlo sont proches. Dans mon manuscrit, j’explique en de´tail
ce mode`le, ainsi que l’influence sur le regroupement des diffe´rents parame`tres et du choix
du me´canisme de de´croissance du plasmon de volume. Pour comple´ter ces simulations,
j’ai construit un mode`le phe´nome´nologique prenant en compte la saturation des cen-
tres, ce qui signifie que si les centres sont de´ja` dans un e´tat excite´ ils ne peuvent pas
eˆtre excite´s une seconde fois avant d’avoir retrouve´ leur e´tat fondamental. Certaines
approximations ont e´te´ faites pour simplifier les calculs. La principale e´tant de limiter
le nombre maximum de plasmons par e´lectron, ce qui signifie donc de limiter l’e´paisseur
de l’e´chantillon. Le mode`le devient moins pre´cis si l’e´paisseur est supe´rieure au libre
parcours moyen de l’e´lectron dans le mate´riau. On peut montrer que, dans le cas d’un
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I0 est le courant d’e´lectron requis pour avoir un e´lectron par temps de vie. La premie`re
partie de la somme dans l’e´quation 1 de´crit la corre´lation produite par l’excitation des
e´lectrons qui se traduit par l’effet de regroupement. La deuxie`me partie, identique
a` l’expression du g(2)(τ) en PL, de´crit le comportement statistique des centres et se
traduit par le comportement d’anti-regroupement. On peut clairement voir que lorsque
le courant I augmente la partie qui induit un regroupement devient ne´gligeable, la fonc-
tion g(2)(τ) devient alors similaire a` celle attendu en PL. Graˆce a` l’effet de regroupement,
on comprend maintenant mieux les me´canismes de de´sexcitation produisant les paires
e´lectron-trou en CL. Cet effet doit eˆtre pris en compte quand on re´alise des expe´riences
d’HBT ainsi que pour la soustraction du fond. On remarque que la valeur de g(2)(0) est
inde´pendante de la longueur d’onde d’excitation (re´glable en choisissant le mate´riau), il
est donc possible d’utiliser de tels signaux pour construire des sources pour les mesures
de fluorescence a` deux photons [39], ou` l’amplitude de l’effet de´pend line´airement de
g(2)(0). Mais surtout nous allons voir dans la suite comment la mesure de la fonction
g(2)(τ) de CL peut aussi eˆtre utilise´e pour mesurer le temps de vie des e´metteurs a`
l’e´chelle du nanome`tre.
Mesure du temps de vie
Meˆme s’il a e´te´ observe´ et the´orise´ en premier sur les e´metteurs de photons uniques, l’effet
de regroupement apparaˆıt dans la fonction g(2)(τ) de n’importe quel e´metteur. En effet,
un puits quantique, par exemple, sera excite´ plusieurs fois par un seul e´lectron, ce qui
se traduira par l’e´mission d’un paquet de photons dont la largeur temporelle sera relie´e
a` son temps de vie. Comme nous l’avons explique´ dans la section pre´ce´dente, en fittant
la fonction g(2)(τ) expe´rimentale par une courbe exponentielle, on retrouve le temps de
vie de l’e´metteur. Donc, en combinant cette mesure et la grande re´solution spatiale de
la CL-STEM on est capable de mesurer le temps de vie a` l’e´chelle du nanome`tre sans
avoir recours a` un canon a` e´lectron pulse´. Atteindre la re´solution du nanome`tre pour
la mesure du temps de vie est particulie`rement important pour des mate´riaux nanos-
tructure´s. Par exemple les hete´rostructures III-N comme AlN/GaN sont inte´ressantes a`
cause de leur capacite´ a` e´mettre meˆme a` tempe´rature ambiante et leur possible applica-
tion en optoe´lectronique [40, 41] ou pour la fabrication les diodes e´lectroluminescentes
[42]. La figure 5 montre un exemple de mesures de temps de vie sur un nanofil AlN/GaN
synthe´tise´ par e´pitaxie par jet mole´culaire. Les puits quantiques sont se´pare´s les uns des
autres par 15 nm. A cause des diffe´rences d’e´paisseur entre les puits, la longueur d’onde
d’e´mission ainsi que le temps de vie varient d’un puits quantique a` l’autre. Comme
attendu, les puits quantiques avec une plus haute e´nergie d’e´mission ont des temps de
vie plus court [43]. Ce premier re´sultat montre comment la caracte´risation comple`te
des proprie´te´s optiques peut eˆtre re´alise´e distinctement pour chaque objet confine´ d’une
meˆme structure. La caracte´risation est, de plus, rapide (environ une heure par nanofil),
permettant la mesure d’une dizaine de nanofils en un jour, dont le SPIM de CL et l’image
ADF (80 puits quantique au total). Un si large ensemble est ide´al pour l’acquisition de
donne´es pertinentes statistiquement pour l’e´chantillon e´tudie´ (en conside´rant les varia-
tions entre les nanofils d’un meˆme e´chantillon).
Graˆce aux simulations Monte Carlo nous savons que nous mesurons le temps de vie de
l’e´tat excite´ de l’e´metteur. Mais ce temps de vie est il similaire a` celui mesure´ usuellement
en µ−PL ? La figure 6 montre une comparaison statistique du temps de vie de diffe´rents
nanofils mesure´s en PL et en CL. Pour cette expe´rience, un e´chantillon avec un unique
puits quantique par nanofil a e´te´ utilise´, car il est impossible en PL de distinguer deux
Figure 5: Etude typique d’un nanofil d’AlN/GaN. a- compression du spectre image
dans la direction de l’e´nergie, avec une couleur applique´e pour chaque canal d’e´nergie.
b- Image fond noire haute re´solution (HADF) du nanofil e´tudie´. Il a e´te´ pris apre`s
les mesures de CL dans un Ultra-STEM Nions a` 200 keV. La barre d’e´chelle est de
20 nm. c- g(2)(τ) de 8 puits quantiques mesure´s se´pare´ment. Les fonctions g(2)CL(τ)
sont repre´sente´es aligne´es avec les puits quantiques de l’image HADF (b) ou` ils ont e´te´
mesure´s. Les nombres sur le haut des courbe sont les temps de vie (ns) retrouve´s en

















Figure 6: Mesures du temps de vie en CL et PL de nanofils de GaN/AlN avec une
insertion par nanofil, sur le meˆme e´chantillon mais sur diffe´rent fils. On peut voir
que la distribution des temps de vie est similaire. Les mesures de CL permettent
d’e´tudier les insertions avec de grandes longueurs d’onde parce qu’il est possible de
se´parer spatialement le signal des insertions et le signal du GaN de volume.
signaux venant de diffe´rents puits quantiques dans le meˆme nanofil. Les temps de vie
associe´s a` des e´missions au dessus de 360 nm (3.4 eV) sont difficilement mesurables en
µ−PL a` cause de la superposition de signal avec l’e´mission du GaN de volume provenant
du pied du nanofil (e´mission sur la figure 2-b a` 3.5 eV). La figure 6 montre que les
distributions de temps de vie en PL et en CL sont similaires. Comme attendu, le temps
de vie augmente pour une augmentation de la longueur d’e´mission. Ceci montre la
pertinence d’utiliser la CL pour caracte´riser les proprie´te´s optique des nanostructures.
Cette re´solution sous-longueur corre´le´e aux images structurelles (HADF) est essentielle
pour comprendre ces mate´riaux, particulie`rement les syste`mes utilisant les nitrures.
J’applique aussi cette me´thode a` l’e´tude de de´fauts localise´s dans la matrice d’AlN et a`
l’effet Stark quantique confine´ visible dans les puits quantiques e´pais.
Vers la plasmonique quantique dans un STEM
Tout au long de cette introduction nous avons montre´ qu’en utilisant un syste`me de CL
tre`s efficace couple´ a` une expe´rience HBT, les premie`res expe´riences d’optique quantique
dans un STEM ont e´te´ re´alise´es. Comme explique´ dans la section 2, les e´lectrons rapides
Figure 7: A t = 0 l’e´lectron interagit avec l’e´chantillon et laisse le syste`me dans l’e´tat∣ni⟩ ⟨ni∣. La figure de gauche repre´sente (ρnf nf (t)ρni ni(0) ) , pour nf ≤ ni = 3. La figure de
droite repre´sente ρn n(t)
ρn−1 n−1(0) , qui est la probabilite´ d’avoir l’e´tat ∣n⟩ ⟨n∣ si l’e´chantillon
interagit avec l’e´chantillon a` un retard ∆t et si l’on sait que le syste`me e´tait dans l’e´tat∣n − 1⟩ ⟨n − 1∣ a` t = 0. Le syste`me e´volue dans le temps a` cause de la dissipation du
plasmon, donnant une superposition d’e´tat meˆme si l’e´tat a` t = 0 est connu
d’un STEM sont extreˆmement efficaces pour sonder les proprie´te´s des plasmons de sur-
face (SP) de nanostructures. La prochaine e´tape envisage´e est donc la mesure dans un
STEM des phe´nome`nes relie´s a` la plasmonique quantique. Ce chapitre de´crit une propo-
sition the´orique de´veloppe´e en collaboration avec Javier Garcia de Abajo pour mesurer
le comportement bosonique des plasmons de surfaces dans un STEM, et spe´cialement
l’effet de la dissipation sur leur proprie´te´. Graˆce a` l’EELS, il est possible de de´tecter si
un e´lectron cre´ait un plasmon dans le syste`me. On peut donc calculer la probabilite´ pour
un e´lectron de cre´er un plasmon dans une nanoparticule s’il existe de´ja` un plasmon dans
le syste`me. En effet, si les plasmons ont une statistique bosonique alors la probabilite´ de
cre´er un plasmon sera (n+ 1)P1, mais si leur comportement est classique, la probabilite´
sera de P1, avec P1 la probabilite´ qu’un plasmon soit cre´e´ si il n’y a pas de´ja` un plasmon
dans la particule. Dans ma the`se, le calcul est explique´ en de´tail ainsi que les possibles
expe´riences permettant la mesure de ce phe´nome`ne.
Perspective : Couplage entre des e´metteurs et des plasmons
Dans cette the`se les particularite´s de l’excitation par des e´lectrons ont e´te´ mises en
e´vidence. Elle induit l’e´mission de paquet de photons visible a` faible courant sur la
fonction d’autocorre´lation g(2)(τ). En effet, ce comportement se caracte´rise par un
important effet de regroupement dans la courbe d’autocorre´lation g(2)CL(0) > 35. On a
montre´ que cet effet peut eˆtre utilise´ pour mesurer le temps de vie de syste`mes a` l’e´chelle
du nanome`tre, ce qui permet de caracte´riser comple`tement les proprie´te´s optiques de
mate´riaux nanostructure´s comme les nanofils GaN/AlN. En effet il peut eˆtre applique´ a`
tous les nano-syste`mes optiquement actifs e´tudiables dans un STEM. Un de ces syste`mes
est, par exemple, un syste`me couplant un plasmon et un e´metteur de photon unique. Ce
genre de syste`me hybride est un sujet important de l’optique et plasmonique quantique
[44, 45], ou` la grande re´solution spatiale de la CL pour les e´metteurs [46] et la spec-
troscopie EELS pour les plasmons de surface permettent d’utiliser la comple´mentarite´
de ces deux outils pour mener des e´tudes comple`tes du couplage e´metteur/plasmon
avec une re´solution sous-longueur d’onde. De plus il est bien connu que le couplage
entre les e´metteurs et les plasmons re´duit le temps de vie des e´metteurs [47, 48]. On
peut donc imaginer comme prochaine e´tude utilisant l’effet de regroupement, l’e´tude
du couplage entre les plasmons et les e´metteurs a` l’e´chelle du nanome`tre en utilisant
la mesure du temps de vie. Dans cette vise´e, des simulations ont e´te´ re´alise´es sur le
couplage avec le module Matlab MNPBEM qui simule les expe´riences d’EELS et de CL
[49, 50]. Puis nous verrons les premie`res e´tapes vers le couplage entre des e´metteurs
et des nanoparticules me´talliques. En particulier deux expe´riences ont e´te´ re´alise´es. La
premie`re consiste a` mesurer le temps de vie sur le meˆme diamant avant et apre`s la
de´position d’une couche d’or. Comme attendu, la de´position d’une couche d’or diminue
le temps de vie des e´metteurs de quelques nanosecondes. La seconde expe´rience consiste
a` re´aliser la mesure du temps de vie sur le meˆme diamant avant et apre`s avoir dessine´
un nano-triangle d’or juste a` coˆte´. Cependant, le rapport signal sur bruit devra eˆtre
ame´liore´ avant d’aboutir a` une solide conclusion. Afin d’avoir de meilleurs re´sultats, un
e´metteur plus brillant doit eˆtre trouve´. Cependant ces premie`res expe´riences valident la
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Introduction
Light has always been a natural tool to observe the world. Indeed, our perception
is mainly defined by the way our eyes and brain analyze the light that surrounds us.
Electronic and vibrational transitions in matter may arise at energy similar to that of the
light, and therefore properties of materials can in many cases be characterized by light
measurements [3]. For a few decades, nanosciences and nanotechnologies have emerged
and are progressing continuously. Their success lies in great parts in the improvement
of nano-fabrication and synthesis, giving the possibility to monitor material synthesis
down to the atomic layer. Among them, some have extraordinary properties
not found in the bulk, and their study led to the emergence of nano-optics
[4]. It regroups all the optical phenomena arising at the nanometer scale, as well as the
techniques that improve their characterization or manipulation.
Reducing the scale of material creates confined systems. For example, quantum wells and
quantum dots are nanostructures whereas electrons and holes are confined in respectively
two and zero dimension(s). This confinement changes the optical properties of light: for
example, quantum dots act more like atoms than solids, and they may emit only one
photon at a time, emphasizing the quantum character of light. Such single photon
emitters (SPE) bring quantum optics to solid state physics, seeking to design devices
exploiting the quantum character of light [36]. To characterize this kind of optically
active nanostructured materials it was mandatory to design experiments
working at the nanometer scale [4]
On the other hand, one of the most famous and basic experiment of quantum optics is
the Hanbury Brown and Twiss (HBT) experiment [5]. It measures the intensity time
autocorrelation function of a signal, called g(2)(τ). If g(2)(0) < 1, a behavior called
anti-bunching, the emitter is an SPE [6, 7].
Doing quantum optics at the nanometer scale makes sense due to the size of the observed
systems. Indeed, confinement sizes are typically smaller than 10 nm [10, 11]. However,
it is difficult to reach such limit, because of light diffraction [12], or without perturbing
the quantum properties of the system. Using fast electrons to observe matter is
i
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a way to reach sub-wavelength resolution thanks to the short wavelength
of electrons [17, 51]. Cathodoluminescence (CL) consists in exciting a given emitter
with fast electrons and analyzing the emitted light. The existence of a CL signal in
semiconductors proves that primary excitations lead ultimately to the production of at
least one e-h pair close to the energy gap which recombines radiatively. We can consider
that typically 80% of gap energy e-h pairs originate from plasmon decay [20, 21]. Due
to the high energy of the incoming electrons all the radiative transitions can be excited,
contrary to photoluminescence where the energy of the laser can select only part of the
emission spectrum. However, in both techniques, the emission is driven by electron-hole
pair recombinations and therefore PL and CL spectra are similar [22]. We can
say that CL, at first glance, is a way to do photoluminescence at the nanometer scale.
CL performed in a cooled scanning transmission electron microscope (STEM), rather
than in a scanning electron microscope (SEM), decreases drastically the probability of
interaction per electron, leading to a better spatial resolution but also to the avoidance
of non-linear optical behavior due to saturation of the emission. It is therefore a perfect
tool for classical nano-optics [23].
Performing quantum optics in a CL-STEM was the logical next step. One of the fun-
damental questions associated with such a goal was: how does using electrons
instead of light affect the light states? Luiz Tizei and Mathieu Kociak, who have
been supervising this PhD work at the LPS, built the first HBT experiment coupled to
a CL-STEM system. They measured the quantum nature [2] of the light emitted by an
already well known SPE, the ”nitrogen vacancy” (NV) defect in diamond [24, 25]. They
proved that exciting a single SPE with electrons doesn’t change its statistics (with re-
spect to what was known in PL experiments), bringing quantum optics to the nanometer
scale. My thesis consisted in continuing this work on this unique experiment of inten-
sity interferometry coupled to a scanning transmission electron microscope. The main
results and implications of this work will be exposed in the 6 following chapters.
Chapter 1: CL in an STEM: from Nano-optics to Quantum-Optics
In this first chapter, a brief reminder will be done of the knowledge necessary to ap-
prehend quantum-optics in solids and the motivation to performing nano-optics at the
nanometer scale. Then the advantages and drawbacks of using fast electrons to probe
matter will be exposed, especially for the two main techniques used: cathodolumines-
cence and electron energy loss spectroscopy. Finally I will do an overview of the main
results in CL-STEM and expose the principal materials studied during this thesis for
example the NV center in diamond or III-N heterostructures.
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Chapter 2: Experimental Tools
In this second chapter I will describe the different experiments used to obtain the results
exposed in chapters 3, 4 and 5. Two main spectroscopies have been performed in an
STEM taking advantage of the nanometer resolution: CL, that analyze sample light
emission in the visible range and EELS that retrieves information from the energy lost
by the inelastically scattered electrons. The starting point of nano-optics in an electron
microscope was to map the surface plasmon modes thanks to EELS [29–31] or CL [32, 33],
and EELS is now a widely used technique to study surface plasmons [34, 35]. On the
other hand, by performing CL in an STEM, we can improve drastically the spatial
localization of the emission, making it a very efficient tool to study semi-conductor
materials at the nanometer scale. However, to go beyond spectral imaging, in most
cases the CL system was coupled to an interferometry experiment (HBT) to record the
auto-correlation function g(2)CL(τ) of the CL signal. Two set-ups have been built and will
be described in detail in this chapter, one in the visible range and another one in the
UV range.
Chapter 3: SPE characterization
In this chapter, after a brief reminder of the theory behind the HBT experiment in
photoluminescence, I will expose the results obtained on single photon emitters (SPE).
Two SPE have been studied : NV center in diamond in continuity with the results
already obtained by L. Tizei and M. Kociak [2] and a new SPE discovered thanks to CL.
Indeed, due to the high spatial resolution of CL, it is easy to find localized emissions
and therefore potential single photon emitters. It was the case with an already known
defect of h-BN emitting at 4 eV [26]. Thanks to CL-STEM, Romain Bourrellier, a former
PhD in the group, found that the associated emission intensity spatial distribution was
spanning an area of less than 80 nm. We thus designed a second HBT experiment
working in the UV range and we were able to demonstrate the SPE character of this
defect for the first time. It shows that CL-STEM is therefore also suited to discover and
characterize new SPEs. At the end of this chapter, one could say that PL and CL have
never been so close.
Chapter 4: Photon Bunching in CL
However, in chapter 4, I will show that PL and CL are fundamentally different. In-
deed, I discovered that if we excite multiple SPE at the same time some differences
arises between PL and CL. At low incoming electron currents (I ≤ 100 pA), the second
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order auto-correlation function g(2)(τ) of the CL signal intensity I(t) displays a large
nanosecond-range peak at zero delay (g(2)(0) > 35) (bunching), which depends on the
incoming electron current. This behavior strongly departs from the PL g(2)(τ) function
which is flat when multiple independent SPE are excited [27]. I will describe two mod-
els built to explain this new effect, called hereafter the bunching effect, one based on
Monte Carlo simulations and a second one analytical. They show that decay through
bulk plasmons induces a synchronized emission of several emitters and can account for
this current intensity dependent bunching effect, revealing a true difference with PL and
emphasizing the forgotten role of bulk plasmon in CL mechanisms [21, 28].
Chapter 5: Lifetime Measurement
In this chapter, we expand the HBT-CL experiment to other systems than SPE. Indeed
even if it has been at first observed and theorized for SPEs, the bunching effect will also
be present for any emitter. Indeed, an emitter, like a quantum well, will be excited mul-
tiple times by a single electron and will emit a bunch of photons on a time window close
to its radiative lifetime. As it will be proved in chapter 4, by simply fitting the experi-
mental curve of the g(2)(τ) function by an exponential we can retrieve the lifetime of the
emitter. Thus we can combine this effect with the high spatial resolution of CL-STEM
to measure lifetimes at the nanometer scale without a pulsed electron gun. Reaching the
nanometer scale for lifetime measurement is particularly important for nanostructured
material. For example III-nitride heterostructures like AlN/GaN are of great interest
for their emission at room temperature and their application in optoelectronics [40, 41]
and more generally GaN structures are interesting for light emitting diode device [42].
We will compare our result to the lifetime obtained in time resolved µ-PL and show that
the quantities are similar. Therefore this new technique allowed to reach sub-wavelength
resolution for lifetime measurements, bringing CL to the level of a comprehensive tool
for nano-optics measurement. This sub-wavelength resolution correlated to structural
images (HADF) is essential to understand nanostructured materials, especially nitride
based devices. I will also apply this method to study localized defects in AlN matrix
and the Quantum Confined Stark Effect on thin quantum wells.
Chapter 6: Quantum non-linearities in EELS
In the last three chapters we have seen that thanks to a very efficient CL system coupled
to an HBT experiment, the first step towards quantum-optics in STEM has been taken.
As mentioned before, the fast electrons of an STEM are extremely efficient to probe
surface plasmons (SP) properties of nano-structures. Therefore the next logical step
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will be quantum plasmonic measurements in STEM. This chapter describes a theoretical
proposal developed in collaboration with Javier Garcia de Abajo to directly measure the
bosonic behavior of surface plasmons in an STEM, and especially the effect of damping
on their properties. Thanks to EELS, it is possible to detect if an electron creates a
plasmon in the system. We can therefore calculate the probability for an electron to
create a plasmon on a nano-particle if there are already n plasmons in the system. If
plasmons have a bosonic statistic then the probability will be (n + 1)P1, but if they are
completely classical, the probability will be P1, with P1 the probability that a plasmon is
created when there is no plasmon on the particle. In the manuscript, the calculation will




CL in an STEM: from
Nano-optics to Quantum-Optics
We have come a long way, we have a
long way to go. In between we are
somewhere
Kim Stanley Robinson
1.1 Quantum Optics at the Nanometer Scale
Matter and light have always been intimately connected. Matter, depending on its
properties, absorbs and reflects light at different energies. Therefore, using light to
understand and characterize matter is natural. For decades, different techniques have
been used to study light emission of solids, each having their advantages and drawbacks.
In this thesis I used a scanning transmission electron microscope (STEM) to study
the optical emission of matter when excited with fast electrons, through the use of
cathodoluminescence (CL) spectroscopy, allowing to reach sub-wavelength resolution.
More particularly my goal was to study the statistics of CL emission, the main objective
behind it being to study quantum optical properties at the relevant scale (≈ 1 nm). In
this chapter I will first introduce my motivations, then I will explain the advantages
and drawbacks of using fast electrons and finally I will expose the main results already
obtained before this thesis with CL in an STEM.
1
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1.1.1 Luminescence in Solids: from optics to nano-optics
Solid: band structure and optical properties
Solids, because of atoms strong proximity, have their outer orbitals overlapping and
interacting strongly. Due to this interaction, valence electrons are usually delocalized,
creating a continuum of energy instead of discrete levels found in atoms. We call valence
band the last band filled with electrons, and conduction band the first empty band in
semi-conductors. The smallest difference of energy separating these two bands is called
the gap energy Eg. In addition to broad bands, it is possible, due to impurities or defects
in the crystal periodicity, to find discrete levels in the gap of the material. If a level is
close to the conduction band it is called a donor level Ed, if it is close to the valence
band it is called an acceptor level Ea (see figure 1.1).
An excitation of energy h̵ω ≫ Eg will lead to the transition of electrons from the valence
band to an empty band leaving an empty state in the valence band. The pseudo-particle
composed of a hole in the valence band and of an excited electron in an empty band is
called an ”electron-hole” pair (eh pair). If the two entities are connected by coulombic
interaction, a bound eh, called an exciton, is formed. Once excited, there are different
possibilities for a solid to retrieve its equilibrium state through the recombination of the
eh pairs, two of them being by the emission of light (photons) or by the coupling with
the vibrational modes of the crystal (phonons). The optical properties will depend on
the energy absorbed from the incident beam, the transfer of that energy to the emission
center and the conversion efficiency of this energy into photons, compared to phonons
for example. The way the solid is excited may also influence the luminescence. Different
forms of excitation exist, for example: photoluminescence (PL) for light excitation [4],
cathodoluminescence (CL) [18] for electron excitation, and electroluminescence (EL) if
the excitation energy comes from the injection of electrons and holes from electrical
contacts [52]. PL and CL create in most cases free electron-hole pairs. In the case of
photoluminescence, we can tune the excitation wavelength to excite at the absorption
energy of the luminescence, it is called a resonant excitation. One of the main advan-
tages, in the case of emitters like two levels systems, is to increase the coherence of
the emitted photons [53]. However in most cases h̵ω ≫ Eg. In cathodoluminescence,
the energy transfer mechanism imposes non-resonant excitation. The differences and
similarities between CL and PL will be investigated in details in this thesis.
There are two kinds of transition in solids, intrinsic and extrinsic.
Intrinsic emission comes from the intrinsic properties of the material. For example, it
can be the transition at the gap energy, characterized by the excitonic gap state. This








Figure 1.1: Different radiative transitions for energy relaxation after a non-resonant
excitation. Ee represents the excitonic level, Ed the donor level and Ea the acceptor
level. The Lamb-Kick (LK) model, the Scho¨n-Klasen (SK) model and the Peer-Williams
(PW) model are represented.
state is due to the coulombic interaction of the eh pair that brings the two energy levels
closer together than the gap energy Eg. It is the exciton state of the material and it is
close to Eg. For example hexagonal Boron Nitride (h-BN) is well known for its intense
exciton luminescence at 5.8 eV [54, 55]. In quantum well, excitonic states also exist but
are not quite visible at nitrogen temperature. In the following we will therefore omit
exciton in quantum well and talk more generally of the density of state and its changes
due to confinement.
Extrinsic emission, on the other hand, comes from impurities in the material, such as
the Nitrogen Vacancy (NV) defects in diamond [56]. Different extrinsic transitions are
possible: the Lambe-Klick model which corresponds to a donor free-hole transition [57],
the Scho¨n-Klasen model which corresponds to the recombination of a free electron and
an acceptor level [58] and Peer-Williams model which corresponds to the donor-acceptor
transition [59]. Figure 1.1 summarizes the different transitions.
The relaxation of excitation via phonons is particularly important in the case of impuri-
ties excitation. Indeed, phonons are quasi-particles associated with the vibration of the
crystal lattice. These vibrations can be seen as a superposition of harmonic oscillators.
The transition from one vibrational level to the next correspond to an exact amount of
energy h̵ω linked to the emission or absorption of one phonon. The emission of a phonon
from a vibrational energy level of the conduction band (v′) to one of the valence band
(v) is ruled by the Franck-Condon principle [60], that evaluates the intensity of vibronic
transition (v′ → v). It states that the probability of transition from one vibrational level
to another increases if the two vibrational wave functions overlap significantly. The prin-
ciple is reproduced in figure 1.2. Therefore an impurity emission is likely to have several
secondary transitions in addition to the transition without phonon (v = 0 → v′ = 0), the
so called ”Zero-phonon line” (ZPL). This is the case, for example, for the NV center in
nanodiamond that will be explained in details in section 1.3.
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Figure 1.2: Franck-Condon principle energy diagram. Since electronic transitions are
very fast compared to nuclear motions, transition between vibrational levels are favored
when they correspond to a minimal change in the nuclear coordinates. The potential
wells are shown favoring transitions between v = 0 and v = 2. From [61]
Optical Properties of Nanostructures: Nano-Optics
Thanks to the improvement in nano-fabrication and growth technologies that allows
designing materials down to the atomic layer, we can drastically change the properties
of materials compared to their bulk form. It is possible to confine charge carriers (eh
pairs) into 1, 2 or 3 dimensions. In fact, quantum physics predicts a discretization of the
energy if the spatial dimension is less than the De Broglie wavelength λB = 2pih̵√2m∗ekBT ,
where m∗e is the effective mass of the electron, kB the Boltzmann constant and T the
temperature. If there is confinement in 0, 1, 2 or 3 dimensions of space the density of
states ρ(E) will not be the same, for example :
• If there is no confinement (bulk material) : ρ(E) = √E −Eg
• If there is confinement in 1 dimension (quantum well) : ρ(E) = ∑iH(E −Ei)
• If there is confinement in 3 dimensions (quantum dot) : ρ(E) = ∑i δ(E −Ei)
With H the Heaviside step function and δ the Dirac delta function. In this thesis
we study mainly quantum wells and quantum dots. Quantum wells have well defined
transition energies Ei, and therefore well defined peaks of emission, but with a continuous
density of states, which means that a large number of carriers can recombine at the
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same energy. Energies Ei are determined by the dimension of the quantum well and
the materials used. Thanks to nano-fabrication we can design nano-structured materials
with the right absorption and emission properties. We can cite for example light emitting
diodes (LED) [42] that use GaN nano-structured materials and revolutionized the world
of lighting. To study such confined structures it is essential to probe them at the
nanometer scale, to understand the correlation between structure and emission, and
therefore improve material design.
In the case of quantum dots, the density of states is a sum of discrete states, at well de-
fined energies. Their density of states is similar to the one of atoms. Thus quantum dots
might be considered in first approximation as a two level system. Other solid systems
acting like atoms are donor-acceptor impurities, for example the already mentioned NV
centers in diamond. As for atoms, it is impossible to have two electron-hole pairs on
the same level at the same time. Therefore, this kind of systems emits only one photon
at a time. For this reason, they are called single photon emitters (SPE). With SPE,
it becomes possible to study the quantum character of light in solid systems at room
temperature. This is the beginning of quantum optics in solids at room temperature.
But before going into quantum optics in solids and especially at the nanometer scale,
an introduction of the basics of quantum optics is needed.
1.1.2 Quantum-Optics
It is well known that physics is acting differently at the atomic and macroscopic lev-
els, which are ruled respectively by quantum and classical physics. Quantum physics is
very difficult to apprehend due to the scale at which it appears and its sensitivity to
perturbation. Founders of quantum physics have imagined about 100 years ago a series
of experiments [62–64] that would prove its existence and test its strangest properties
like particle entanglement and state superposition [65]. Photons, particles associated
with the electromagnetic field, interact weakly with their environment because of their
absence of charge and mass, and therefore they are ideal candidates to probe quantum
physics. Quantum optics encompasses all the optical phenomena that can only be ex-
plained with quantum physics. Quantum optics was mainly studied for a long time with
cold atom as single photon source. Indeed, S. Haroche was rewarded with the Nobel
prize in physics in 2012 ”for ground-breaking experimental methods that enable measur-
ing and manipulation of individual quantum systems”, where he used trapped photons
in cavities to study state superposition and entanglement [66, 67]. These experiments
were performed at the same time on ions by D. Wineland who was also rewarded with
the Nobel prize in physics [68]. Another example in the field of quantum optics, is the
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experimental demonstration of the violation of Bell’s inequality [64] that was demon-
strated by A. Aspect et al [69–71] proving that there are no hidden variables in quantum
physics, inspired by the EPR paradox [72].
Proving quantum physics rightness justifies all by itself these different experiments.
However, manipulating single particles and using quantum physics also open the way to
possible applications, for example in quantum computing [73, 74] and quantum cryp-
tography [75]. We can for example mention the Linear Optical Quantum Computation
(LOQC) approach that relies only on the use of single photon sources and linear optical
elements [76]. Single atoms, as SPE, are difficult to integrate in electronic devices in
perspective applications. It is thus imperative to find a way to master solid single photon
emitters like point defects in bulk materials or quantum dots presented before. However,
solid single photon sources are not trivial to use and not systematically obtained. For
example, it is mandatory to make sure that only one point defect is probed at a time
or that quantum dots are designed well enough to be single photon sources at the tem-
perature of the experiment. One of the basic experiments of quantum optics permitting
to characterize without a doubt the single photon source nature is the Hanbury Brown
and Twiss (HBT) experiment [5, 77].
It is an interferometry experiment that measures the intensity autocorrelation function
g(2)(τ) (g(2)(τ) = < I(t)I(t + τ) >/< I(t) >2), i.e the probability that one photon is de-
tected at time t0 and that a second one is measured at time t0 + τ . If there is only one
photon at a time emitted by the sample, the probability to measure two photons at the
same time is zero (g(2)(0) = 0). We will see in chapter 3 the different forms of g(2)(τ)
depending on the statistics of the emitted light and especially that g(2)(0) < 1 is only
possible for quantum states of light, therefore characterizing without any doubt the SPE
character of the emitter [36].
Another experiment worth mentioning, even if it will not be used in this thesis, is the
Hung Ou Mandel experiment that allowed to test the indistinguishability of photons
[8, 36]. Two photons are sent at the same time on a beam splitter. If the two photons
are indistinguishable they will always go on the same side of the beam splitter. Whereas
if there are not, they will have a 50% probability to each side.
With these two experiments we are able to fully characterize single photon sources. For
more than a decade now, quantum dots have been demonstrated to be single photon
emitters [6, 7, 9], as points defects like NV centers in diamond [78, 79]. Solid SPE are
even used to build quantum cryptographic devices for example with quantum dots [80]
or diamond [81]. However, even if it does not seems essential in order to design single
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photon sources, the fact that we are not able to optically investigate all these nano-
structures at the nanometer scale makes it harder to improve design and discover new
SPEs, for example new point defects in materials.
It was therefore imperative to bring nano-optics to quantum optics. In the next section
different possibilities to do nano-optics will be presented, as well as their potential to
perform quantum optics.
1.1.3 Different Techniques used in Nano-Optics
SNOM
A popular technique to probe samples at the nanometer scale is the scanning near field
optical microscopy (SNOM) [82, 83]. Mainly two kinds of SNOM exist. The first one
uses a small aperture of diameter d that is put very close to the sample. Therefore the
maximum resolution ∆x is not limited by the Rayleigh criterium (∆x > 0.61λ/nsinθ)
and therefore by λ, but by the aperture diameter d. However due to the low light
throughput and limitation of the size of d the resolution can hardly go below 50 nm,
which is already a huge step towards nano-optics. To go further, a second kind of
SNOM was developed, called the apertureless SNOM [84]. In this case, the sample is
excited by a laser and a sharp probe, usually metallic, enhances locally the near-field by
transforming non-propagating modes into propagating modes able to couple with the
far-field. One can retrieve the local signal by distinguishing between the enhanced signal
and the rest of the emitted light coming from the sample. This technique allowed to reach
resolutions of about 20 nm [85, 86]. However it takes a huge scattering effect to obtain
a good signal to background ratio, that depends mainly on the dielectric constant of the
sample, electromagnetic properties of the probe and the sample preparation that needs
to be perfectly flat to avoid distance effects [87]. The difficulties to understand the signal
recorded render very difficult the study of complex optically active heterostructures and
non flat samples like nanowires.
STED
In 2014, Stephen Hell received the nobel prize in chemistry ”for the development of super-
resolved fluorescence microscopy”, the stimulated emission depletion (STED) [13, 88]
that allows to reach with far field optical spectroscopy less than 10 nm resolution [89, 90].
The principle is in fact simple, the sample is excited with a laser beam synchronized with
a donut-shape laser beam [14], the second one depletes emitters fluorescence everywhere
but at the center of the donut. The emission comes only from this region. The resolution
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depends on the intensity and the quality of the donut-shape, but no physical effect
limits the resolution, making it a very promising techniques for imaging samples at the
nanometer scale. It is a non-destructive microscopy with very simple data analysis. It
is therefore very well suited for biological imaging and in vivo experiment [91].
However these two techniques have been rarely used for quantum measurements. One
can note the study of spin conservation of the NV center in diamond with STED [15]
and the conservation of SPE characteristic of diamond with SNOM [92]. We can add
that the emission mechanisms for these two microscopies are far from photoluminescence
mechanism because of stimulated depletion for STED and enhancement scattering for
SNOM.
Cathodoluminescence in that sense seems to be a very well suited technique to perform
nano-optics and even quantum nano-optics. In this thesis CL in an STEM is chosen
to do quantum optics at the nanometer scale. The two main advantages being the
proximity with PL and the acquisition at the same time of structural and morphological
information with an atomic resolution (see chapter 2). HADF images give for example
chemical and thickness contrasts with a nanometer resolution (see for example figures
1.5-a and 1.7). In the next section, I will explain in details the electron-matter interaction
and describe briefly the two main spectroscopies used in this thesis, electron energy loss
spectroscopy (EELS) and cathodoluminescence (CL).
1.2 Using Fast Electrons to Probe Matter
1.2.1 Electron-Matter Interaction
Interaction of fast electrons with matter is a broad and complex topic. This complexity
arises from the electron high energy and its large interaction cross section with various
scattering mechanisms, leading to energy transfer into different material excitations. In-
elastic collisions at high energy, compared to optical excitation, for example, give rise to
secondary electron (SE) essential for imaging in a scanning electron microscope (SEM).
Some of those interactions generate Auger electrons (AE) or X-ray radiation which can
be used to retrieve chemical information. In semiconductors, inelastic scattering mainly
gives rise to hot carriers like high energy electron-hole pairs (HE e-h) [16] and bulk
plasmons [19, 29]. HE e-h and plasmons are intimately connected, one being able to
transform into the other [20].
However, in a scanning transmission electron microscope (STEM), thanks to the high
energy of the incoming electrons and small sample thickness, the interaction with the















Figure 1.3: Different interactions between an electron and a sample. AE : Auger
electrons, BSE : Backscattered electrons
sample is reduced to its minimum. We can define the interaction pear as the volume
where incoming electrons are spread into the material due to collisions and diffusion. In
the case of a thick sample most of the electrons are not transmitted. In an STEM the
thinness of the samples (less than 200 nm) and incoming electron energy (typically more
than 60 keV) reduce drastically the interaction pear as well as the backscattered elec-
trons, leading to an improved spatial resolution. Nevertheless, the question of radiation
damage is still important. Three main effects have to be taken into account. The first
one, called knock-on, is due to the elastic interaction between the incoming electron and
the sample. At high incoming electron energy, the energy transmitted to the material
can lead to atomic displacements. This effect increases with incoming electron energy,
however below 100 keV the effect can be neglected in some cases [93]. The second one
is heating due to inelastic scattering, collisions between incoming electron and atoms
leading to a certain amount of energy transfer that will eventually transform into heat.
It can be evacuated pretty easily, even for bad conduction material and therefore can
be neglected if the sample is thin with incoming electron energy above 40 keV and an
excitation current less than 100 pA [93], which is the case in a typical STEM. This is
different from the SEM situation. The last effect is atomic displacement due to inelastic
scattering, called radiolysis, which can be reduced by cooling the sample [93]. Therefore
by using a cooled sample stage in an STEM with incoming electron energy between 40
and 100 keV we reduce significantly damages produced by electrons and the number of
interactions between the electron beam and the sample, allowing for the study of single
excitation processes.
I have used two kind of STEM spectroscopies: cathodoluminescence and electron energy
loss spectroscopy (EELS). I will present the principle of EELS and CL in the following.
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As it is the main spectroscopy used during this thesis, CL will be discussed with more
details in section 1.3.
1.2.2 Electron-Energy Loss Spectroscopy: EELS
In a transmission electron microscope, it might be worth analyzing the transmitted
electrons, as the energy losses of transmitted electrons provide numerous informations
about the sample. An EELS spectrum, like the one shown in figure 4.18, is traditionally
separated in two regions, the valence region (or low-loss) and the core loss region. The
limits between the two can be arbitrary put at 50 eV. The core loss region corresponds to
energy losses larger than 50 eV. In this case, losses are due to interaction of the electron
with the core electrons, giving insight in chemical composition, the crystallographic
environment and the valence of atoms. In this thesis, core-loss EELS spectroscopy
has been performed only a few times and will therefore not be explained in detail but
complementary information can be found in [94].
Figure 1.4: Typical EELS spectrum (carbon nanotube filled with manganese). The
signal of the low-loss region is much more intense than the core loss part, showing that
the major part of interactions between electron and matter are valence losses which
means surface and bulk plasmons. From [95]
The incoming electrons can create an electromagnetic field inside a metallic nanostruc-
ture that acts back on the electron, inducing losses below 50 eV. These electromagnetic
fields are mainly due to the bulk and the surface plasmon modes of the metallic nanos-
tructure. Bulk and surface plasmons are connected to the optical properties of the
material [29, 96]. Losses due to the bulk plasmons are directly connected to the dielec-
tric function  of the material [97]. One can show [29] that ΓNRbulk, the probability for
an electron to lose energy h̵ω through bulk plasmon in the non-retarded approxima-
tion, is given by equation 1.1 with L the sample thickness, qc a cutoff wave vector and
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respectively e and ν the charge and the speed of the incoming electron.
ΓNRbulk = 2e2Lpih̵ν2I [−1 ] ln(qcνω ) (1.1)
The surface plasmon modes appear at the interface between a dielectric medium (1)
R [1] > 0 and a metal (2) R [2] < 0. They are collective modes of conduction electrons
and can be seen as oscillations of the electromagnetic field at the surface of the metallic
nanostructure. They have been first observed in EELS by Watanabe in 1956 [98]. How-
ever, at that time, the energy resolution of EELS spectra did not allow to detect losses
of less than 3 eV [99, 100]. Data processing techniques like the deconvolution meth-
ods [101] allowed to reach smaller energy losses [30, 31] and now the new generation of
monochromated electron microscopes improves the nominal resolution from 100 meV to
10 meV allowing plasmon detection of energy less than 150 meV [102].
The surface plasmon modes are intimately connected to the shape and size of the metallic
nanostructure, and are characterized by charge distribution at defined energies. The
electromagnetic local density of state (EMLDOS) describes in terms of modes the spatial
and spectral variation of the electromagnetic field. In the following we will overview the
key theoretical points in the quasi-static (QS) approximation that connect an EELS
spectrum to the EMLDOS. A much thorough description can be found elsewhere [95,
103, 104].
Surface plasmons modes are solutions of the Maxwell equations. However in the QS
approximation we only need the Poisson equation (equation 1.2 ) and the boundary
conditions (equation 1.3) to describe them :
∇. (r⃗, ω)∇φ (r⃗, ω) = 0 (1.2)
D⃗1.n⃗ = D⃗2.n⃗ (1.3)
It can be shown [105] that equation 1.2 and 1.3 can be arranged as a self consistent
equation for the surface charges. The solution of this equation is a set {i} of charge
distribution eigenvectors σi(r⃗) associated with eigenvalues Λi defined in equation 4.5.
Thanks to this mode, we can also find the eigen-potential φi(r⃗) and eigen-electric fields
E⃗i(r⃗).
Λ (ωi) = 1 +  (ωi)1 −  (ωi) = Λi (1.4)
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We can define the vectorial EMLDOS along an arbitrary z⃗ direction as in equation 1.5.
ρz (r⃗, ω) = 12pi2ω∑i I (fi(ω)) ∣E⃗i(r⃗)∣2 (1.5)
fi(ω) = λi + 1
λi − λ(ω) (1.6)
One can show [106, 107] that the loss probability in EELS can be writen in terms of
modes as in equation 1.7, where φ˜i(R⃗⊥, ω/ν) is the Fourier transform along the path
direction z⃗ at point R⃗⊥, the point coordinate in the plane (x⃗,y⃗) perpendicular to z⃗, and
at point qz = ω/ν in the reciprocal space. It can be transformed in the QS approximation
to equation 1.8.
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One can see in equation 1.8 that EELS is close to the projection along the direction
of the incoming electron (z) of the EMLDOS (z-EMLDOS) (equation 1.5) in the QS
approximation, within a Fourier transform along the z axis and an ω factor. This Fourier
transform will lead to non-trivial differences between the two quantities. However, eigen-
values, eigen-modes and hot-spots positions will be similar. Even in the retarded regime
the relation between EELS and EMLDOS still holds, although a modal decomposition
cannot be easily found. We can therefore in first approximation say that EELS is
representative of the z-EMLDOS. This means that by acquiring, in each point of the
nanostructure, an EELS spectrum we can map the z-EMLDOS at certain energies. An
example is shown in figure 1.5 for silver lithographic nano triangles. The first mapping
of nano particles was done simultaneously by Nelayah et al [30] on nano-prisms and
Bosman et al [31] on rods and spheres. Moreover, relative to optical measurements,
Losquin et al [108] proved recently that EELS is linked to optical extinction. In chapter
6, I will present a theoretical idea, developed in collaboration with J. Garcia de Abajo,
using EELS spectroscopy to realize quantum plasmonics measurement.
1.2.3 Cathodoluminescence Spectroscopy
Cathodoluminescence signal of metallic materials and of semiconductors originate from
two different kinds of excitations. In metallic particles the CL signal is due to the
coupling of plasmons modes with the far-field (see section 1.3.1). In semiconductors,
decay mechanisms are far more complicated. Since one of the main contributions of
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Figure 1.5: Example of surface plasmon mapping in EELS for the two first modes
(dipolar and quadrupolar modes). The experiment and analysis were performed by
Naohiko Kawasaki at the LPS [109] on lithographic silver nano-triangles I designed and
fabricated (see chapter 2). a) HADF image, the nano triangle is 360 nm long, b) and
c) respectively the dipolar and quadrupolar modes (after deconvolution) of the EELS
spectrum. d) Spectra after deconvolution taken respectively at a corner (point 1 of the
insert) and on the side (point 2 of the insert).
this thesis will be to explain some differences between PL and CL (see chapter 4),
understanding decay mechanisms in semi-conductors is essential.
The existence of a CL signal in semi-conductors proves that primary excitations created
upon electron irradiation lead ultimately to the production of at least one e-h close
to the energy gap which recombines radiatively [110]. CL detects radiations due to
transitions between the conduction and valence bands and also levels lying in the gap
of the material. It implies a lot of different signals and, therefore, contrary to X-ray
radiation, no general emission rule can be applied to characterize the emission energy.
Due to the high energy of incoming electrons all the radiative transitions can be excited,
contrary to photoluminescence where tuning the energy of the laser helps to monitor the
emission spectrum. However, in both techniques, the excitation is driven by electron-hole
pair recombination at energy minima in the material, and therefore PL and CL spectra
are similar [22]. We can say that CL, at first glance, is a way to do photoluminescence
at the nanometer scale. However we will see that the way electron hole pairs are created
can change the emission statistics dramatically (see chapter 4).
A large set of theories have been elaborated to understand the chain of events leading
from the electron-matter interaction down to e-h creation. Shockley was the first to
propose a model [111] focusing on the role of phonon energy loss. This model was later
modified mostly by Klein, to include bulk plasmons as intermediate states [112, 113].
Another model used to understand the process leading from high energy e-h (HE eh) to
e-h was proposed by Rossbroeck [114–116]. Most of these works concerned thick samples,
in which multiple plasmons are created along with numerous HE e-h per incident elec-
tron. Therefore, their concern was not the effect of a single primary excitation, mainly
because at this time it was difficult to access it experimentally. However, isolating the
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effect of one primary excitation is necessary to understand the creation of electron hole
pairs.
Electron energy loss spectroscopy (EELS) shows that the creation of plasmon dominates
over other loss mechanisms, including HE e-h creation [19]. Moreover, HE e-h them-
selves can decay into plasmons. Therefore, typically 80% of e-h pairs originate from
plasmon decays [21]. Based on simple arguments about energy and momentum conser-
vation, Rothwarf theorized that these plasmons decay into 1 or powers of 3 e-h pairs
depending on the ratio between the bulk plasmon energy and material energy bandgap
[21]. However, despite being a long disputed issue [28, 117, 118], the decay of one bulk
plasmon into multiple e-h instead of one has not yet been observed experimentally be-
cause it is difficult to isolate the effect of a single bulk plasmon. Thanks to the radiative
recombination of e-h, luminescence techniques, such as CL, are well adapted to probe
surface and bulk plasmon dynamics. However, emission spectra are only sensitive to the
average effect of material excitation giving no information on emission dynamics. Thus,
to isolate the decay of a unique bulk plasmon, some experimental development has to be
done. We will show in chapter 4 the impact of decay mechanism on emission dynamics.
1.3 CL-STEM: From Nano-Optics to Quantum Optics
1.3.1 CL-STEM: Nano-Optics
As mentioned in section 1.1.3, CL in an STEM can be used to perform nano-optics. The
advantages and drawbacks of such technique on the different emitters we can encounter
in the nano-world - quantum wells, quantum dots, material impurities and plasmons -
will be explained in details in this section.
Confined Structures: Quantum Wells and Quantum Dots
In this thesis, only quantum wells grown by molecular beam epitaxy (MBE) [119, 120]
have been studied even if metalorganic chemical vapor deposition MOCVD is also a
common technique [121] for III-N semiconductors growth. MBE is simple in its principle:
on a substrate the atomic layers are built one by one by chemical flux in a high vacuum
chamber. By controlling these fluxes of elements, we can control the design at the
atomic layers. In this thesis only nanowires of AlN/GaN have been used. Common
parameters for the growth can be found here [122]. One of the main advantages of
nanowires compared to thin films is the reduction of defects in the AlN matrix, even if
we will characterize in chapter 5 AlN matrix defects emitting around 3 eV.
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As explained in section 1.1.1, quantum wells are optically active structures that confine
carriers in 2 dimensions. For example, bulk gallium nitride (GaN) has an energy gap
of 3.4 eV, whereas bulk aluminum nitride (AlN) has a gap of 6 eV. Thus, a few atomic
layers of GaN inside a matrix of AlN (see Figure 1.7-a) lead to confinement of carriers
in the GaN layers (In GaN λB ≈ 17 nm at room temperature see section 1.1.1). This
leads to a discretization of energy in the confined dimension. It can be schematically
represented as a potential well where carriers diffuse before decaying radiatively. Due to
the small size of such structures (a few atomic layers), and to the dependence of optical
properties with the structural and chemical composition of the QW, CL is the perfect
tool to investigate it. CL has been used for over a decade for III-V heterostructures
[1, 123, 124]. Using electrons instead of light increases the spatial resolution below the
hot carrier diffusion ld, allowing its observation.
AlN/GaN nanowires have been used especially for the lifetime measurement presented in
chapter 5. Nanowires have been grown at INAC in the team of B. Daudin by molecular
beam epitaxy. I will introduce the main characteristics of this nano-structured material
but more thorough descriptions can be found in [43, 125]. AlN and GaN are III-N
materials, which means that each metal atom is surrounded by 4 nitrogen (N) atoms.
In certain conditions, GaN has the ability to grow naturally in column without the
need of a patterned substrate. To design AlN/GaN heterostructures, the growth begins
always by a base of GaN to form the nanowire before growing AlN. Then a thin GaN
layer is grown to form the quantum well. Contrary to CL, we will see in chapter 5 that
the presence of a GaN base can be a problem in PL experiments if the emission of the
quantum well is close to the bulk emission because it will be difficult to distinguish one
from the other. Due to the growth conditions used here the crystal structure is always
wurtzite (WZ) (see figure 1.6), the growth direction being [0001] or [0001¯]. However, in
III-N materials, the unit cell is not perfect and the ratio a/c is different from the ideal
case (a/c = 1.633). This distortion is one of the reasons why AlN/GaN nanowires have a
piezoelectric polarization that leads to a strong internal electric field [126]. Due to the
absence of a center of symmetry in the WZ structure the direction [0001] and [0001¯]
are not equivalent. As shown in figure 1.6, [0001] is called the metal polar direction and[0001¯] the N-polar direction. In order to illustrate particularities of the STEM-CL and
to introduce III-N properties relevant for chapter 5, we will exemplify typical effects in
STEM-CL in the case of III-N structures which are dominated by a strong electric field
[43, 127].
Incoming electrons create high energy electron hole pairs that can diffuse towards the
quantum wells. In CL, it is easy to measure this diffusion because it corresponds to the
maximum length between the electron probe and the quantum well such that light emis-
sion from the quantum well is still observed. In figure 1.7-c, one can see that the emission
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Figure 1.6: a) Metal-polar and b) N-polar directions in the III-N wurtzite (WZ) cell.




Figure 1.7: a) Atomic resolved HADF of a quantum well, Gallium atoms are brighter
than Aluminum atoms. One can see that the GaN quantum well is only a few atomic
layers thick. c) Emission intensity for the different excitation probe localization, the
HADF image taken at the same time is represented in b). The quantum well is noted
in c) with a white dashed line. From [122],
intensity of the quantum well depends on the localization of the excitation probe along
the nanowire [122]. Indeed, in figure 1.7 the diffusion length and the emission intensity
are not the same on either side of the quantum well. It seems that the carrier diffusion
is much more effective on the right side of the quantum well. This can be explained
[122] by hole mobility. Indeed, the internal electric field in AlN/GaN structure is strong
in the growth direction, which means the direction perpendicular to the quantum well.
The direction of the electric field depends of the polarity of the material. It can be
shown by convergent beam electron diffraction (CBED) [128] that the polarization is
N. It means that holes will drift toward the quantum well on the right while they will
drift away from the quantum well on the left. Cathodoluminescence highlights carrier
diffusion mechanisms thanks to sub-wavelength resolution.
In III-N heterostructures, the internal electric field is very strong, and particularly in
AlN/GaN thin films [129, 130] or nanowires [1, 127, 131]. It is responsible for the
Quantum Confined Stark Effect (QCSE) [132, 133]. The internal electric field induces a
band distortion that modifies the transition energy and separates the envelope functions
of the hole and of the electron, implying a reduction of the emission rate [134] (see figure
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Fig. 1. (a) Shows the calculated properties of a 14 ML-wide GaN/AlN QW under weak excitation, i.e. with no electron-hole pairs present (n= 0).
(b) Shows the result of a self-consistent solution of Schrödinger and Poisson equations for n= 2× 1013 cm−2. The first two electron (E1 and E2)
and hole (H1 and H2) levels are displayed, with mention of the various relevant inter-subband energies. The envelope functions for the E1 and
H1 states are represented in the lower part of the figure, together with their product, shown by gray areas. The values of the e–h dipole moment pz
in these two extreme situations are displayed, too.
Fig. 1. (a) Modélisation de la structure électronique d’un puits GaN/AlN de 14 monocouches sous faible excitation, c.à.d. en l’absence de porteurs
(n= 0). (b) Résultat d’un calcul Poisson–Schrödinger auto-consistant pour n= 2× 1013 cm−2. Les deux premiers niveaux d’électrons (E1 et E2)
et de trous (H1 et H2) sont représentés, avec les énergies inter-sous-bandes correspondantes. Les fonctions enveloppes pour les états E1 et H1 sont
représentés en bas de la figure, avec leur recouvrement (en grisé). Les valeurs des moments dipolaires électron-trou pz correspondants dans ces
deux situations extrêmes sont également indiquées.
2.1. Collective emission spectra
Internal fields are so large that most transition lines are observed at energies well below the band gap of
strained GaN, because the QCSE widely dominates over confinement for QD heights larger than ∼2 nm, typically
[12,32,33,38–40]. Lateral confinement effects are negligible, in comparison, due to a large aspect ratio and large ef-
fective masses. Moreover, usual size-dispersion induced broadening results more from the statistical distribution of
on-axis confinement and QCSE than from lateral size fluctuation, as demonstrated recently by observation of fraction-
ized broadening [41], where the influences of on-axis and in-plane size fluctuations are clearly separated.
Due to the electric field, QD height variation of one atomic monolayer (0.26 nm in GaN), yields energy variation
over several hundred meV and therefore collective PL spectra of GaN/AlN QDs intrinsically show half-widths of
comparable amounts, much larger than those reported for other materials. It has been discovered, however, that for
multiple planes of polar QDs [39], the linewidth can be enhanced by another phenomenon, of primary importance
in these systems: the screening of internal field by accumulation of large densities of electron-hole (e–h) pairs in the
dots.
This screening is a well known property in QWs with internal fields [29], but it takes unusual magnitudes in
GaN/AlN QDs, because the redshift induced by QCSE can easily reach 1 eV or even more. The important corollary to
this redshift is the dramatic increase of radiative lifetimes, nearly exponential with QD height, resulting from the on-
axis e–h separation, shown in Fig. 1(a). The huge radiative lifetimes make it quite easy to accumulate huge densities
of pairs by using moderate optical excitation. Fig. 1(b) shows the calculated changes induced by accumulation of
2 × 1013 cm−2 e–h pairs. The fundamental transition is blue-shifted by 0.8 eV and the e–h wave-function overlap
is increased over orders of magnitude. The CNRS team in Montpellier (GES-University of Montpellier) performed
systematic, detailed studies of these issues, in collaboration with the CRHEA-CNRS in Valbonne. These studies
[35,38,39] revealed that it was practically impossible, in continuous-wave (cw) PL experiments, to avoid the blueshift
of optical transitions, with differential effects on the different dot sizes and on the different QD planes, in case of
stackings of them.
In practice, measuring values as simple as the “true” PL recombination energy and lifetime requires drastic ex-
perimental care, as exemplified in Fig. 2: the time-dependent PL spectrum of a stacking of polar QDs shifts by more
than 0.8 eV as time goes from a few ns to a few tens of µs, keeping a constant FWHM of ∼250 meV and decreasing
Figure 1.8: a) Calculated properties of a 14 monolayers-wide GaN/AlN QW under
weak excitation, i.e. with no electron-hole pairs present (n = 0). b) Result of a self-
consistent solution of Schro¨dinger and Poisson equations for n = 2.1013 cm−2 . The first
two electrons (E1 and E2) and holes (H1 and H2) levels are displayed, with mention
of the various relevant intersubband energies. The envelope functions for the E1 and
H1 states are represented in the lower part of the figure, together with their product,
shown by gray areas. The values of the e-h dipole moment pz in these two xtreme
situations are displayed, too. From [43]
1.8) and an increase in the lifetime [43]. The thicker the QW the stronger the effect,
however, the QCSE will diminish if the density of carriers (eh pair) in the quantum
well increases [135] because these carriers will screen the internal electric field. If one
performs PL, the charge carrier density will depend on the intensity of the laser beam.
Ind ed, it has been proven that increasing the beam current decreases the lifetime of the
emitter [127]. With electrons, such a screening effect can be seen, either by increasing
the intensity of the incoming electron current [110, 136] or by changing the distance
between the excitation point and the quantum well. Indeed, if incoming electrons are
far from the quantum well, only few carriers will reach it, in comparison to the situation
where the beam s close o the QW. This effect needs to be taken into account when
comparing PL and CL signal of AlN/GaN nanowires, and it is difficult to evaluate to
which laser beam intensity the used electronic excitation condition corresponds.
A second type of confined structure studied in CL-STEM is the quantum dot (QD). QDs
are nano-structured m terials where carriers are confined in the 3 directions, leading to
discrete energy levels. Due to this particular form they are sometimes called artificial
atoms. However the size (tens of nanometers) and the solid structure of the QD lead
to a strong dependence of the optical properties of the QD on the surrounding material
[137, 138]. One of the main drawbacks of quantum dots is competition between the
radiativ decay and non-radiative Auger recombinatio [139]. The cha lenge to study
this kind of structures at the nanometer scale is important and a study has been made, by
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Figure 1.9: a) Comparison between PL and CL spectra of individual CdSe/CdS
QDs. CL and PL spectra of the same QD. The integration time is 1 min for PL and
50 ms for CL. The energy shift can be explained by a temperature difference between
the measurements. (Inset, left) Scheme of the nano CL/PL experiment. (inset, right)
HADF image of the QD studied. From [22] b)-e) CL studied of a CdSe/CdS surrounded
by silica and gold. b) HADF image of the QD c-e) respectively filtered images of the
CL emission during b) the first exposure to the electron beam, d) just after 30s of
exposure) three scans later than d).
Z. Mahfoud a former PhD student at the LPS, where he proved that CL and PL signals
are similar [22] (see figure 1.9-a). However in studying their quantum statistics we didn’t
find, for now, quantum dots resisting long enough (more than 5 minutes of exposure) to
the electron beam. An example of luminescence decrease due to electron beam exposure
is presented in figure 1.9-b-e on colloidal CdSe/CdS quantum dot surrounded by gold
grown at the ESPCI (e´cole Supe´rieure de Physique et de Chimie Industrielles) in the
team of Dubertret [140].
Point Defects in Materials
A point defect in a material acts optically also as an atom, for example a vacancy in
the material matrix or atom substitution. Due to the sub-wavelength resolution of CL,
point defects are a relevant field of application. However, the displacement of atoms
and charges accumulation on such fragile structures are difficult to avoid. An example
of the effect of an electron on a fragile point defect emitting at 520 nm in the h-BN
is shown on figure 1.10. However, even if the photo-stability of this defect is not good
enough to perform quantum optics, one can notice the benefits of studying these point
defects with electrons. In this example, the diffusion length is of the order of 100 nm
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Figure 1.10: Electron beam damage on h-BN Impurities. 1-4) Four emission maps
of four consecutive scans with the electron beam of the same area. Two point defects
are identified (white dashed circles). We can see the apparition and disappearance of
the first one and the appearance of the second one. The appearance of the first defect
during the scan is magnified on the top left of the image.
and the proximity between point defects makes it difficult to isolate a single one with
PL. To perform quantum optics with electrons we need to find stable point defects. NVs
in diamond are one example. We will also present in chapter 3 another type of defect
that we found in h-BN.
One of the most famous point defects is the ”nitrogen-vacancy” NV complex defect in
diamond. It is made up of a vacancy near a nitrogen atom in the carbon matrix of
diamond (see Figure 1.11). It has been extensively used during this thesis as a test
emitter to understand the effect of electrons on the excitation of quantum emitters, as
presented in chapters 3 and 4. There are two forms of the NV defects, the charged
NV − with a zero phonon line (ZPL) at 1.9 eV and the neutral NV 0 with a ZPL at
2.16 eV [141]. As explained in section 1.1.1 and in figure 1.2, the zero phonon lines
is accompanied by a vibronic band at lower energy in emission. Figure 1.11-b shows
an emission spectrum of the NV 0, the zero phonon line at 2.16 eV and the three first
phonon replicas at respectively 2.11 eV, 2.07 eV and 2.01 eV. NV − is the most commonly
used in PL experiment, mainly because of its spin properties. Indeed, the extra electron
forms with the vacancy a spin S = 1 making a good candidate for spin manipulation
[142, 143]. However in CL it is almost impossible to observe NV − signature. Even for
nano-diamonds containing a high concentration of NVs, only NV 0 emission has been
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Figure 1.11: a) Crystallographic representation of the Nitrogen Vacancy (NV) center
in the diamond matrix. Dark atoms are carbons. The yellow one (N) is the nitrogen
atoms near the vacancy (V). Credit : Peter Allen from [147]. b) HADF image of a
nano-diamond with a high concentration of NV 0 defects. c) Spectrum of the NV 0
emission from on the nano-diamond presented in b).
observed during this thesis (see chapter 4). Apart from rare studies [144], it is worth
noting that this has been the case for almost all known studies on NV centers by CL
[145, 146].
Plasmons
We have seen in section 1.2.2, that surface plasmons can be excited by fast electrons.
Some of the surface plasmon modes can couple to the far field, which means that they
can decay by emitting light. These are called bright modes. They have been studied for
a decade now with CL in SEM [33, 148, 149] and they were first observed in a CL-TEM
by Yamomoto et al [123]. A more recent study in an STEM done by A. Losquin, a former
PhD student at LPS, [108], proved that while EELS is close to the optical extinction CL
is close to optical scattering. Some of the results of this study are reproduced on figure
1.12. The coupling between surface plasmons and far-field is weak, therefore performing
CL on plasmons demands high electron currents.
1.3.2 Quantum-Optics with Fast Electrons
In the previous section, we have shown the pertinence of CL to study confined structures,
impurities and plasmons, mainly because of sub-wavelength resolution and the similarity
between CL and PL (see figure 1.9). This last point is the main advantage of CL-STEM
compared to SNOM or STED spectroscopies and what makes it a perfect candidate to
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Figure 1.12: Top, combined HAADF imaging (left), EELS (middle), and CL (right)
spatially resolved data sets. It shows that EELS data exhibit both dipolar and higher
order modes (dipolar mode around 1.9 eV and higher mode around 2.4 eV), whereas the
CL data exhibit mainly the dipolar mode. At the bottom on the left, measured EELS
(blue) and CL (red) spectra taken at the tip of a 140 nm edge long gold prism lying
on a carbon foil. Inset: HAADF image of the nanotriangle. The white disk indicates
the electron beam position. On the right, calculated extinction (black dotted line) and
scattering spectra (gray dotted line) superimposed to calculated EELS (blue) and CL
(red) tip spectra for a single small nanoprism of 50 nm edge length, 50 nm thickness
surrounded by vacuum. In the case of the optical cross sections, the light propagation
direction is chosen perpendicular to the prism, and the polarization is parallel to one
of the edges. From [108].
perform quantum optics at the nanometer scale. However the question remains: how
using electrons instead of light will affect the light states?
The first experiment of quantum optics in an STEM was realized by Luiz Tizei and
Mathieu Kociak on the NV center of a nano-diamond [2]. They coupled an HBT inter-
ferometer to a CL system experiment (see section 1.1.2) and proved that, when excited
by fast electrons, the NV centers keep their quantum statistics (g(2)(0) < 1). The main
results are reproduced in figure 1.13. One can see that the dip at zero delay g(2)(0)
changes from one point of excitation to another separated only by 150 nm. What this
variation could mean for the nano-diamond studied will be discussed in chapter 3. How-
ever, it proves two things : first, that fast electrons do not change the statistics of a
single SPE; and second that STEM-CL allows probing quantum optics properties with
sub-wavelength resolutions.
This experiment marks the beginning of quantum optics in STEM and the possibility to
fully characterize SPE at the nanometer scale combining HADF images, cathodolumines-
cence signal and HBT experiment on the same nano-particle and the same experiment.
In this thesis, I used this new experiment to study further SPE characterization with
CL-STEM, with the discovery and characterization of a new SPEs in h-BN (see chapter
3).
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b)a)
Figure 1.13: b) g(2)(τ) function of the CL signal for two different excitation areas
noted by the red and blue squares on the HADF image in a). From [2]
Chapter 2
Experimental Tools
He had learned in recent days, though, that
rather than drown in uncertainty it was best
to surf right over the top of it
Terry Pratchett
2.1 Scanning Transmission Electron Microscope
Before going through the main results of this thesis, it is essential to understand the
main experimental tools I have used or developed. Especially, I will concentrate on the
advantages and drawbacks of using a scanning transmission electron microscope (STEM)
to perform cathodoluminescence and intensity interferometry experiments. In this first
section I will describe the basic principle of an STEM, the acquisition of electronic images
as well as the utility of spectrum imaging to perform spectroscopy in an STEM.
2.1.1 Optics and Images
In this thesis, experiments have been mainly realized on an STEM VG HB 501, with a
sample cooled with liquid nitrogen to a temperature of about 150 K. The cooling system
improves the vacuum in the microscope column by one order of magnitude and suppresses
contamination issues. It also improves the cathodoluminescence signal intensity of most
emitters and increases their resistivity to the electron beam as explained in chapter 1.
The operation system of an STEM can be divided in three main parts, the electron gun,
magnetic lenses that drive the electron beam onto the sample and the detection system
after the sample (see figure 2.1).
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The electron gun
The incoming electron beam is produced and accelerated in the electron gun. There
are three kinds of electron sources, thermionic sources, Schottky cathode and the cold
field electron gun (C-FEG). One of the main characteristic of the electrons source is its
brightness, defined as the minimum size of an electron beam for a given electron current
and beam convergence. The brightness of a thermionic source is much smaller (< 104
A sr−1cm−2) as is its spectral resolution (2 eV compare to ≈ 300 meV) compared to the
other two. The Schottky cathode and the C-FEG are sometimes called ”point sources
cathode”. In these two cases electrons are extracted from a very small point source that
ensures a higher brightness (5∗108 A sr−1cm−2 for the Schottky and 2∗109 A sr−1cm−2 for
the C-FEG). The principle is explained in the insert of figure 2.1. Electrons are extracted
from the cathode with an electric potential (V1) of a few kV and accelerated further with
an electric potential (V0) between 60 and 100 kV called the electron microscope high
tension (EHT). The STEM VG has a cold-field emission gun. The cathode is, in that
case, at room temperature. The extraction is achieved by tunneling effect due to electric
field induced by the first anode. The vacuum needed in the electron gun is therefore high
(<≈ 10−8 Pa). For the Schottky source, the cathode, a tungsten tip, is heated to 1800 K
before extracting electrons thanks to the electric field. There is therefore no need for a
tunneling effect to extract the electron from the cathode. The vacuum in the electron
gun can therefore be smaller (<≈ 10−6 Pa). However, as mentioned before, the Schottky
emission source have a smaller brightness (for more details see chapter 4 of [17]).
Magnetic Lenses
To focus and position the electron beam emitted from the electron gun onto the sample,
magnetic lenses are used as shown in figure 2.1. We can distinguish three kinds of
magnetic lenses: the condenser lenses, the scanning coils and the objective lens. The
condenser lenses collect the beam at the exit of the electron gun. In our microscope if
the two condenser lenses (C1 and C2) are turned on, the system collects most of the
electrons coming out of the gun and therefore the current of the beam is higher when
only one condenser lens is on (C2). A factor of 6 in the current value is expected between
the two configurations. In the first configuration (C1 and C2), the current is high but
the brightness is lower due to geometrical aberrations which means that the probe is
bigger, and therefore we will have a degradation of the spatial resolution. The objective
lens focuses the beam on the sample. Thanks to the scanning coils the focus point can
be moved on the sample, probing different parts of the sample. The smaller the probe,
the higher the spatial resolution achievable. In state of the art microscopes, a few other
optical elements to correct aberrations of higher orders are inserted into the column,
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Figure 2.1: Sketch of an STEM VG HB 501. The electron gun at the bottom produces
an electron beam at an energy between 40 and 100 keV. The sketch of the field emission
(inside the electron gun) is shown at the bottom on the right. Magnetic lenses along
the column are represented by horizontal arrows, C1 and C2 being the two condenser
lenses and OL the objective lens. The beam is focused thanks to these three lenses on
the sample in a probe of about 1 nm, the transmitted electrons are collected on the
High Angular Dark Field (HADF) and Bright Field (BF) detectors. Thanks to the
scanning coils (SC) the sample is scanned with the probe and a HADF and BF signals
are recorded at each point. HADF and BF images are obtained after reconstruction
of the image with the contrast in each points. Top right of the image, picture of the
STEM VG HB 501. The white cylinder is a Deware for liquid nitrogen to cool down
the microscope at 100 K.
allowing the formation of sub-angstrom probes [150]. But in our case, we can reach a
resolution of the order of 1 nm which is sufficient in most cathodoluminescence studies.
Detection System
In a transmission electron microscope, the electron beam is transmitted through the
sample. Each electron interacts elastically or inelastically with the sample. Two detec-
tors collect transmitted electrons, the high angular dark field detector (HADF) and the
bright field detector (BF). The HADF collects scattered electrons at high angle. As the
scattering cross section at high angle is proportional to the atomic number of the atoms
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and the thickness of the sample, heavier elements or thicker parts of the sample will
scatter a higher number of electrons on the HADF. The BF on the other hand is on the
optical axis, it collects small angle scattered electrons. Contrary to the HADF contrast,
the BF is sensitive to diffraction effects. To realize an image, the probe is scanned on the
sample thanks to the scanning coils. At each point of the scan, a number of electrons is
recorded by the HADF and BF detectors. The HADF and BF images are reconstructed
a posteriori by plotting respectively the number of electrons for each pixel of each detec-
tor. Since electrons interact weakly with the sample, the background will appear dark
on the HADF image and white on the BF image, hence the respective names of dark
and bright fields. Figure 2.2 shows the HADF and BF images of a GaN/AlN multiple
QWs nanowire. The gallium (Ga) having a higher atomic number than aluminum (Al),
GaN appears brighter on the HADF image and vice versa on the BF image.
Figure 2.2: HADF a) and BF b) images of a GaN/AlN nanowire. The gallium
appears brighter on the HADF image because it has a higher atomic number than the
aluminum.
2.1.2 Spectroscopies in STEM
As explained in chapter 1, two main STEM spectroscopies have been used. First, electron
energy loss spectroscopy (EELS) that retrieves information from the energy lost by
inelastically scattered electrons. Second, cathodoluminescence (CL), that analyzes light
emitted in the visible range by the sample. In order to maintain a high spatial and
spectral resolution we used the method of spectrum imaging. The electron beam scans
the sample, and for each pixel an EELS spectrum or an emission spectrum is recorded.
We obtain a data cube in 3 dimensions called a spectrum image (SPIM): to each pixel
(x,y) of the image, a spectrum is associated. It is represented in figure 2.3-a. At the
same time an HADF image is recorded allowing the association of each spectrum with
an HADF contrast 2.3-d.
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Figure 2.3: a) Schematic representation of a spectrum image (SPIM). In each pixel
of the scan (x,y) on the sample a spectrum of EELS or CL is acquired, the data set
is a cube in three dimensions (x,y,E). For example, in the case of a diamond (high
resolution HADF image in b)) we can extract c) an emission spectrum corresponding
to the excitation from a pixel at the center of the (x,y) area or d) a filtered imaging
where for a fixed value of E (here E = 2.1 eV) we plot the emission intensity at each
pixel. An HADF image e) is acquired at the same time as the SPIM. The black scale
bar in d) is 70 nm.
For EELS measurements, the inelastically scattered electrons have to be collected and
dispersed in energy. Due to aberration issues in the spectrometer, we collect only the
inelastically scattered electrons at small angles in regards to the optical axis. The beam
is dispersed in energy by a magnetic prism which is detected by a scintillator coupled to
a CCD as shown in figure 2.6.
For CL measurements, photons emitted by the sample are collected thanks to a parabolic
mirror with a high numerical aperture (NA = 0.6) incorporated inside the STEM. Fig-
ure 2.4 shows a picture of the CL system outside the microscope. Only the mirror is
in vacuum, three verniers allow controlling the position of the mirror optimizing the
collection of the CL signal. This is a critical point, because the focal point of the system
is small (≈ µ300m) and requires fine positioning.
The parabolic mirror gives a parallel beam which is focused into the optical fiber (OF) by
an optical lens. The OF brings the signal to an imaging spectrometer. The grating inside
the spectrometer can be changed as a function of the energy range of interest. After
the spectrometer the signal is collected by a Princeton EMCCD (electron multiplying
charge coupled device). The energy sampling is determined by the grating and the 1600
horizontal channels of the CCD. The collection efficiency is improved by the use of a
bundle of 19 fibers of 200 µm of diameter. On the mirror side, the fibers are arranged
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Figure 2.4: a) Picture of the entire CL system, the part inside the microscope is
indicated with a double arrow as well as moving axes (x,y) ( z direction is hidden). b)
Magnification of the parabolic mirror, the hole of 500 µm is indicated. This hole allows
the incoming electrons to go through.
in circle, while on the side close to the spectrometer, they are aligned vertically. In this
configuration, the area of collection is much higher than 200 µm but on the other side
the spectral resolution is the same as for a single 200 µm fiber. By simply summing
vertically the pixel of the EMCCD camera, we retrieve the signal from the 19 fibers.




Figure 2.5: Schematic representation of the bundle. The signal is collected by the
bundle end close to the mirror and travels to the bundle end close to the spectrometer.
The light coming from each fiber is then dispersed horizontally by the grating inside
the spectrometer and detected by the CCD. By summing vertically the pixels of the
CCD we retrieved for each energy the total signal collected by the fibers.
In cathodoluminescence experiments the spatial resolution is limited, in principle, by
the diffusion length ld of carriers. Indeed, different (x,y) pixels of a SPIM are the places
of excitation but emission can come from anywhere inside a circular area of radius ld
around the pixel. However, in this circular area, the probability of excitation of the
emitter will increase if we excite closer to the emitter. This means that if we come near
it, the intensity of emission will increase. From a SPIM we can extract an intensity
emission map at a given energy as represented in figure 2.2-c. By identifying on the map
the maximum of emission intensity, we can identify with a resolution larger than ld the
localization of the center of emission. If two emissions are energetically overlapping, in
order to identify more clearly the emission center of each of them, we can go further by
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fitting the emission spectrum at each (x,y) pixel. We then retrieve filtered and fitted
intensity emission maps as shown in figure 2.6.
Figure 2.6: Principle of an STEM and associated signals. A parabolic mirror (M)
with a high numerical aperture collects the CL signal efficiently, forming a collimated
beam which is then coupled to a multimode optical fiber (OF). The fiber output beam
is sent to an imaging spectrograph to record the emission spectrum. The non-scattered
electrons are sent to another imaging spectrograph to perform electron energy loss spec-
troscopy (EELS). The scattered electrons are collected with an High Angular Dark Field
detector (HADF). Thanks to the scanning coils (SC), the electron probe can be scanned,
and at each pixel an EELS or CL spectrum and an HADF signal can be recorded. We
can then correlate the different emission, structural and chemical information of the
same particle. We illustrate this principle by the study of a AlN/GaN nanowire (image
connected by dashed lines). The image on the left represents the localization of gallium
and aluminum on the nanowire determined by EELS spectroscopy. The two images on
the right are filtered and fitted images of the emission for two different energies repre-
sented in the spectrum on the left. The image on the top is the HADF image acquired
at the same time that EELS spectrum. The HADF image acquired at the same time
as the cathodoluminescence spectrum is not represented here.
2.2 Hanbury Brown and Twiss Experiment
2.2.1 HBT-PL
As explained in chapter 1, in this thesis we want to measure the intensity autocorrelation
function (g(2)(τ)) of the CL signal. The g(2)(τ) is the probability to observe the emission
of two photons separated by a given delay τ . If the emitted photons are not correlated
we have g(2)(τ) = 1, as it will be explained in details in chapter 3. However if we simply
record the arrival time of each photon on a single detector, photons separated by less
than the dead time TD of the detector will not be detected (TD ≈ 70 ns for silicon
avalanche photodiode (SPAD), used here for the visible range experiments). Therefore
the g(2)(τ) will have a time resolution ∆t = TD. In order to improve the time resolution,
the g(2)(τ) is recorded with an intensity interferometry experiment usually called HBT
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experiment after the names of the inventors Hanbury-Brown and Twiss. The principle is
simple and explained in figure 2.7. The emitted photons are sent onto a beam splitter.
Thus, each photon will go either on detector D1 or D2. When a photon arrives on
D1, it starts a clock that will stop when a second photon arrives on D2. The delay
between the two photons will be recorded and, as it involves two detectors, this delay
can be much smaller than TD. All the recorded delays are then arranged on a histogram
with a certain time sampling ∆t fixed by the Time-Correlated Single Photon Counting
(TCSPC) system. Depending on the time range of the correlation we want to measure,
∆t can be adjusted to improve the signal to noise ratio from 4 ps to 512 ps.
Figure 2.7: Light comes out of the optical fiber (OF) which is placed in the focal point
of L1. The parallel beam arrives on the beam splitter (BS) and is either transmitted to
D1 or reflected to D2. The two detectors are put respectively at the focal point of L3
and L2. In order to obtain a spot of 200 µm with a fiber of 200 µm the focal lengths
of L1,L2 and L3 have to be equal. A filter (F) can be add before the beam splitter to
select the right emission.
The delay between a photon arriving first on D2 and another arriving later on D1 can be
seen as the symmetric of the delay recorded if the first photon has hit D1 first. However,
in this configuration the TCSPC can record delays only from the second case. Moreover,
the main results are often around τ = 0. It is therefore useful, to avoid artifacts, to record
the two kinds of delays to make sure that we have a symmetrical g(2)(τ). A delay of
about 120 ns is thus introduced between D2 and the TCSPC system, which corresponds
to a cable of 23 m. In this configuration, if two photons arrive at the same time on a
different detector, the signal coming from D1 will arrive, at the TCSPC 120 ns before
the signal coming from D2. It will thus induce an artificial delay of 120 ns between
the two photons, an offset in time ∆off is therefore added to the histogram. We can
measure precisely this offset by sending the same signal in the two channels (the two
cables are for example plugged on the same detector). A histogram with only events at
τ = 0 +∆off will be recorded.
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2.2.2 HBT-STEM
In our case, to record the autocorrelation function, we inject the CL signal collected by
the optical fiber into an HBT experiment. This means that the optical fiber goes either
into the spectrometer or into the HBT experiment. Two HBT experiments have been
used, the first one in the visible range was built before I arrived. We developed a second
one in the UV range during my thesis. Pictures of the two experiments are shown in
figure 2.8.
Figure 2.8: a) Picture of the STEM with the HBT experiment in front. b-c) HBT in
the visible and UV range respectively, the light path is represented by a yellow dashed
line and the two detectors are noted on each experiment D1 and D2.
HBT in the Visible Range
This experiment used two silicon avalanche photodiode detectors τ -SPAD from Pico-
quant. The dead time is less than 70 ns and the quantum efficiency at 600 nm is around
60 %. Their detection efficiency are above 50 % for wavelengths between 550 and 850
nm as shown in figure 2.9. The sensor of the τ -SPAD is a square with 200 µm sides.
Therefore, if one wants to match numerical apertures and beam sizes, an optical fiber
with a diameter of 200 µm or less is needed to be used as well as lenses with identi-
cal focal lengths (L1, L2 and L3 of figure 2.7). Collecting the CL signal on a 200 µm
fiber instead of the bundle used for CL spectrum imaging makes the adjustment rather
difficult. In order to simplify the alignment, Jean-Denis Blazit, an engineer working
in the team, designed a new connection system to plug the optical fiber into the CL
system. It allows a more precise adjustment of the position of the optical fiber relative
to the mirror. To improve the collection efficiency, we also used a coated optical fiber to
increase the transmission in the range of 350-700 nm, limiting its use to this range. The
lenses we used also have a special coating to improve the transmission and thus cannot
be used for wavelength below 450 nm.
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a) b)
Figure 2.9: a) Detection efficiency of the picoquant τ -SPAD for wavelength between
400 and 1000 nm from the datasheet. b) Emission wavelength of photons produced by
the τ -SPAD during the avalanche process, from [151]
When a SPAD detects a photon, an avalanche reaction occurs. Therefore, for one incom-
ing photon, multiple electrons are created, producing the electrical pulse to be detected.
It is a very efficient way to amplify the signal, allowing sensitivity to single incoming
photons. However, one of the drawbacks is that these detectors emit an afterglow in
the near infra-red. Photons which go backwards to the other detector, and therefore
are detected as incoming photons, resulting in a crosstalk phenomenon [152]. This will
be visible in the g(2)(τ) function by two peaks g(2)(τ) > 1 at τ ≈ ± 10 ns, as shown in
figure 2.10. This delay corresponds to the time of photon emission in the τ -SPAD and
not the time for the photons to go from one detector to the other which is negligible.
The emission spectrum of the SPAD is shown in figure 2.9. To avoid this spurious signal
we added a low-pass filters (< 750 nm) in front of each detector. As they are single
photon detectors, they are very sensitive to light, a count rate larger than 109 counts/s
can damage the detector as well as an exposition bigger than 10 minutes for a count
rate above 106 counts/s.
Figure 2.10: Crosstalk phenomenon. g(2)(τ) measured with the HBT-visible exper-
iment on a nanodiamond. Without the two low pass filters, two peaks are visible at
τ = ± 7 ns.
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HBT in the UV Range
For the experiment in the UV range, we used Hamamatsu photomultiplier tube (PMT)
H10682-210 with a quantum efficiency larger than to 50 % between 320 and 470 nm
(figure 2.11-a). The definition of the electric pulse of the PMT is worse than that of the
τ -SPADS, adding noise to the g(2)(τ) function. However, the dark count is much lower,
by a factor of approximately 10. One of the main advantages is that the circular sensor
has a diameter of 6 mm, facilitating the alignment. We used an optical fiber of 600 µm
and UV lenses that work with a reflectance of less than 1 % between 250 and 400 nm.
Therefore, in this configuration, the experiment is working only between 320 and 400
nm. To avoid degradation of the detector, the beam is defocused to obtain on the sensor
a spot about the size of the sensitive area (6 mm). To preserve the particular low dark
counts rate of the PMTs, the sensitive area should not be exposed to ambient even when
off. A special blanker was designed to avoid any exposure to normal light intensity.
Turned on, as for the τ -SPAD, the rate of 109 counts/s should not be exceeded. Due to
the easy alignment in the case of PMT, we used a single lens placed before the beam
splitter instead of the two individual ones (L2 and L3) represented in figure 2.7, thus
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Figure 2.11: a) Detection efficiency as a function of the wavelength, with a maximum
efficiency of 60 % at 400 nm. b) Dark counts as a function of the temperature, at 20 oC
(temperature of the experimental room) the dark counts is of 30 counts/s (200 counts/s
for the SPAD).
The two HBT experiments are complementary. They allow for the study of CL signal
on two main spectral regions, 320-400 nm with the UV-HBT experiment and 550-700
nm with the visible-HBT experiment. We used a TCSPC system that requires a NIM
(Nuclear Instrumentation Module) signal. The τ -SPAD delivers it as well as a TTL
(Transistor-Transistor logic) signal but the PMT delivers only a TTL signal. In the
case of PMT we had to convert the TTL pulses to NIM pulses before the TCSPC. The
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NIM signal must also be between −400 mV and −700 mV to avoid detection problems
or deterioration of the correlator. We used an attenuator of 20 dB on each channel for
the visible-HBT experiment and an attenuator of 20 and 10 dB on the channel with and
without delay for the PMT experiment.
The signal of one of the two detectors is also sent to an electronic card that records the
number of counts in a given time window. We thus have a synchronization of the HADF
contrast taken at each pixel and the number of photons recorded on the detector during
the time of exposition of the pixel. It allows the acquisition of emission maps at the
same speed as the HADF images, simplifying the localization of regions of interest, as
in the example shown in figure 2.12.
Figure 2.12: a) Counts recorded by one of the two photon count detectors during the
excitation of the (x,y) pixels. This image is acquired at the same time that the HADF
image b). These 512 x 512 two images were acquired with a dwell time of 128 ps per
pixel, or a total acquisition time of about 30 s.
2.3 Lithography
2.3.1 Principle
Electron beam lithography is a very efficient way to design plasmonic structures at the
nanometer scale. During this thesis, I continued the work started by Zackaria Mahfoud,
a former PhD in the team, to design plasmonic patterns with electron beam lithography.
First of all, I will explain the principle and the specificities of electron beam lithography
on TEM grids. Then I will explain the realignment process in order to couple plasmonic
structures with emitters.
For STEM experiments, the substrate employed needs to be almost transparent to elec-
trons, and therefore really thin.Thus, we cannot rely on bulk lithography. For example,
in our case, the grids used are Si3N4 substrates with 9 windows of 100 µm x 100 µm
of 15 nm thickness produced by Ted Pella (see figure 2.13). Electron beam lithography
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implies multiple steps, therefore breaking one or two windows during the process is com-
mon. It is thus important to print, if it is possible, the same design on more than one
window to increase the chances of success. Figure 2.13 summarizes the different steps
to perform lithography on a TEM grid:





MIBK/IPA for 1 min
and IPA for 30 s















Figure 2.13: Lithography Principle. Dashed square on the left, schematic representa-
tion of a Si3N4 TEM grid, the 9 windows of 15 nm thick are represented in blue. 1/ to
6/ schematic representation of the different steps to perform electron beam lithography.
1. First a resin of PMMA is spin coated on the grid. I noticed that heating the
sample at 180 oC during 15 minutes before the deposition increases the uniformity
of the PMMA layer. To design structures with a thickness between 30 and 50 nm,
a layer of about 100 nm of PMMA is needed. A spin coating at 4000 rotations/min
during 30 s with a PMMA A3 type is optimum. The PMMA is characterized by
the length of the polymer molecules. The smaller the polymer, the better the
resolution of the design.
2. After the deposition, the PMMA is heated at 180 oC for 15 minutes and put in a
scanning electron microscope (SEM). Here we used a ZEISS SEM-FEG Supra55vp
at EHT = 30 kV. The design of the plasmonic structure is done thanks to Design-
cad and the control of the writing mastered by the software NPGS. The electron
beam writes the structure on the grid. The main parameter is the time of exposure
at each scanned point. In our case the exposure time must be significant because
of the very thin substrate that diminishes the interaction between the electron
beam and the sample. Therefore, it requires a relatively long time of integration.
However the thinness of the substrate also improves dramatically the resolution,
because very few secondary electrons are produced. This means that the interac-
tion volume is smaller and the area of interaction is limited to the diameter of the
probe (around 10 nm in this SEM).
3. Once the pattern is written, we remove the irradiated PMMA in a solution of
Methylisobutylcetone and Isopropanol (MIBK/IPA) (1 minutes of soaking)
4. A layer of the chosen metal is then deposited thanks to Joule evaporation deposi-
tion. If gold is deposited, a Titanium layer of 5 nm is added before gold to improve
the adherence of the metal on the substrate.
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5. The last step is to remove the remaining PMMA. To avoid breaking windows
during this step, we simply put the grid in acetone for 4 hours and the PMMA
will dissolve slowly.
An example of the final result is shown in figure 2.14. In this case the plasmonic pattern
was gold nano-triangles of sizes going from 50 to 600 nm as shown in figure 2.14-b.
A second pattern was designed all around the structures to avoid charging problems.
Indeed, on Si3N4, the electron beam induces, due to secondary electrons or Auger
electrons, charges on the substrate that have difficulties to disperse. They will thus
interact with the electron beam provoking a blurring of the image. This design resolved
the problem by evacuating the charges away from the area under study.
   
Figure 2.14: HADF images of a lithographic pattern. a) High magnification of the
pattern, the plasmonic structures of interest are gold triangles drawn inside the gold
circles as shown on b).
2.3.2 Realignment Process
In order to study the coupling between plasmons and emitters, I mastered a new man-
ufacturing process. First I lithographed on each window an alignment pattern shown
in figure 2.15-a. I then deposited emitters, for example nanodiamonds. I located their
position regarding the alignment pattern as shown in figure 2.15-b and c (up). I drew
the plasmonic structure after realignment thanks to the first pattern, with NPGS. The
result is shown in figure 2.15-b and c (bottom) where we designed plasmonic antennas
of 400 nm in front of nano-diamonds.
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Figure 2.15: Results of lithographic design in front of nano-diamonds. a) Optical
microscopic image of the nine windows after designing the alignment pattern. Bottom:
the central window is magnified (the number is different for each window). b) and
c) 2 examples of antenna drawn in front of nano-diamonds. SEM images after nano-
diamond deposition on the grid and at the bottom after drawing plasmonic antennas





Nothing travels faster than the speed of
light, with the possible exception of bad
news, which obeys its own special laws.
Douglas Adam
3.1 The Hanbury Brown and Twiss Experiment
To fully characterize an emission it is imperative to study also the temporal properties
of the light in addition to its spectral information. Temporal fluctuations of the light
intensity can be characterized by interferometry experiments, which measure the second
order intensity correlation function g(2)(τ), that is the interference of the beam with
itself. To do this, one uses the Hanbury Brown and Twiss experiment already presented
in chapter 2. In this first section we will introduce the g(2)(τ) function and what we
expected for the three main kinds of light we can encounter: Poissonian light, chaotic
light and Fock states of light. A more detailed description can be found elsewhere
[36, 153].
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3.1.1 Statistics of Emission
The Second Order Correlation Function : g(2)(τ)
A light beam with stationary statistical properties has a constant average intensity value
with fluctuations around it. We can therefore define a cycle average intensity. If we
want to study the temporal fluctuations, we can perform on the cycle average intensity
a two-time measurement at a fixed delay τ . We can define the auto-correlation intensity
function G(2)(τ) as in equation 3.1, but it is convenient to work with its normalized
form called the second-order correlation function g(2)(τ) reproduced in equation 3.2.
G(2)(τ) = ⟨I(t)I(t + τ)⟩ (3.1)
g(2)(τ) = ⟨I(t)I(t + τ)⟩⟨I(t)⟩2 (3.2)
As we consider a stationary statistical emission, the g(2)(τ) function is symmetrical
g(2)(τ) = g(2)(−τ). If we consider first the problem from a classical point of view, we
can deduce some general behavior. Thanks to Cauchy’s Inequality the measurements of
the intensity at two times t1 and t2 follows:
2I(t1)I(t2) ≤ I(t1)2 + I(t2)2 (3.3)
For a number N of measurements equation 3.3 becomes:
{I(t1) + I(t2) + ... + I(tN)
N
}2 ≤ I(t1)2 + I(t2)2 + ... + I(tN)2
N
(3.4)
In practice, N is large, we can write that in average : ⟨I(t)⟩2 ≤ ⟨I(t)2⟩, which means
that 1 ≤ g(2)(0). Therefore in the classical limit the g(2) at zero delay has a lower limit,
but no upper limit is defined. We can also deduce from equation 3.3 the inequality that
follows:
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{I(t1)I(t1 + τ) + ... + I(tN)I(tN + τ)}2 ≤{I(t1)2 + ... + I(tN)2}{I(t1 + τ)2 + ... + I(tN + τ)2} (3.5)
Same as equation 3.4, N going to ∞, equation 3.5 becomes ⟨I(t)I(t + τ)⟩ ≤ ⟨I(t)2⟩, which
implies that g(2)(τ) ≤ g(2)(0).
Therefore in the limit of classical physics, g2(τ) will respect two principles:
• 1 ≤ g(2)(0)
• g(2)(τ) ≤ g(2)(0)
The second point gives a lower limit for g(2)(0) but no upper limit. But in fact, it
is difficult to find a light with a g(2)(0) >> 2. One can define a coherence time τc of
the light beam, which defines the time-scale where intensity fluctuations are visible. It
means that the intensity fluctuation at time t and t + τ will be completely uncorrelated
with each other if τ ≫ τc. We can define the intensity at time t as I(t) = ⟨I⟩ + ∆I(t)
with ∆I(t) the fluctuation at t from the mean value. Therefore ⟨∆I(t)⟩ = 0 and we can
deduce that:
⟨I(t)I(t + τ)⟩τ≫τc = ⟨(⟨I⟩ +∆I(t)) (⟨I⟩ +∆I(t + τ))⟩= ⟨I⟩2 + ⟨I⟩ ⟨∆I(t)⟩ + ⟨I⟩ ⟨∆I(t + τ)⟩+ ⟨∆I(t)∆I(t + τ)⟩= ⟨I⟩2
g(2)(τ ≫ τc) = 1 (3.6)
One can notice that a perfect coherent light (τc = 0) will have ⟨∆I(t)⟩ = 0 ∀t and
will therefore have g(2)(τ) = 1 ∀τ . We can show that this corresponds to a source with
Poissonian statistics of photon emission. The most common example of Poissonian
light is the monochromatic laser beam. All less coherent light will have g(2)(0) > 1. This
behavior is called bunching. The two most common non-coherent sources are
the chaotic light and the thermal light. As an example, the g(2)(τ) of a chaotic
light will be presented in what follows.
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Chaotic Light
Chaotic light is for example the light of a single spectral line of a discharge lamp. It will
have intensity fluctuations on a time scale determined by τc. A discharge lamp works
thanks to the emission from atoms at a given energy, corresponding to an electronic
transition. Each atom of the discharge lamp will emit at the same energy h̵ω0, but
the phase of the electric field radiated by each atom will be different. The phase φi of
the electric field Ei associated with each atom i will stay constant until a collision with
another atom. Collisions are stochastic events and could be considered instantaneous,
allowing us to disregard changes during collisions. In a first approximation, the collision
will only induce a change in the phase of the electric field emitted by the two atoms but
no change of the emission energy h̵ω0. The lamp is constituted of a large number N of
atoms, the total electric field amplitude at a given time t will be
E(t) = E1(t) + ... +EN(t)= E0exp(−iω0t){exp(iφ1(t)) + ... + exp(iφN(t))} (3.7)




As collisions are stochastic events, the intensity average over time taken on a period



























0 (N + 2N(N − 1)) (3.10)⟨I¯(t)2⟩⟨I¯(t)⟩2 = (2 − 1N ) (3.11)
Equations 3.9 and 3.10 are the results respectively for ⟨I¯(t)⟩ and ⟨I¯(t)2⟩ after taking into
account that ⟨∣exp [i(φi(t) + φj(t))] ∣⟩ = 0 for i ≠ j. We can consider that in a discharge
lamp N → ∞ therefore equation 3.11 becomes g(2)(0) = 2. In fact one can show that
g(2)(0) = 1+exp (−2∣τ ∣/τc), where τc can be related to the time between two collisions. τc
is of the order of femtoseconds, which means that in experimental measurement where
temporal resolution ∆t is of the order of hundreds of picoseconds (∆t≫ τc), the g(2)(τ)
of a chaotic light will appear flat and equal to 1.
From a classical point of view the most coherent light is the Poissonian light and is
taken as a reference (g(2)(τ) = 1 ∀τ). All other classical light will have a g(2)(0) > 1,
like the chaotic light where g(2)(0) = 2. But in fact there is more coherent light than
Poissonian light. However, only a quantum treatment reveals this possibility. Such light
states are called quantum states of light. Among those, one can mention Fock states
(number states), produced by single photons emitters, and squeezed states [153]. In this
thesis, only Fock states have been used and therefore the next development concerns
only single photon emitter.
Quantum Theory of the g(2)(τ) Calculation
In quantum theory, the electromagnetic field is quantized. To treat the problem, we need
to take into account the probability that photons are detected by the first or the second
detector of the experiment. The HBT experiment is explained in detail in chapter 2,
but the principle is reminded in figure 3.1.
We defined the g(2)(τ) function by the average number of photons n1 and n2 detected
with a certain delay τ on detectors D1 and D2, respectively:
g(2)(τ) = ⟨n1(t)n2(t + τ)⟩⟨n1(t)⟩ ⟨n2(t)⟩ (3.12)
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Figure 3.1: Principle of the HBT measurement. Light is coming from the left on a
beam splitter (BS) and goes either to the detector D1 or D2. Detection of a photon
in D1 will start a clock that will be stop in D2. All the events recorded are plot on a
histogram giving after normalization the g(2)(τ) function.
We define a+i and ai as respectively the creation and annihilation operators associated
with the ith detector:
g(2)(τ) = ⟨a+1(t)a+2(t + τ)a2(t + τ)a1(t)⟩⟨a+1(t)a1(t)⟩ ⟨a+2(t + τ)a2(t + τ)⟩ (3.13)
We have seen that correlation appears at short delays. One can focus on the calculation
of the g(2)(0) only, simplifying the calculation and allowing one to see difference with
the classical calculation clearly. g(2)(0) can be written as:
g(2)(0) = ⟨a+1a+2a2a1⟩⟨a+1a1⟩ ⟨a+2a2⟩ (3.14)
g(2)(0) = (n − 1)
n
= 1 − 1
n
(3.15)
Where n is the average number of photon emitted in average at the same time. The path
from equation 3.14 to equation 3.15 can be found in chapter 8 of [36]. With equation
3.15, we see clearly that g(2)(0) < 1 which is in complete contradiction with classical
theory. This means that if emission is composed at any time by a well defined number of
photons, it cannot be described classically. Moreover, single photon emitters that emit
only one photon at a time will have an average number of photons n = 1 and therefore
g(2)(0) = 0. The coherence time τc of the system will be defined by the lifetime of the
emitter τe and for long delay (τ ≫ τe) g(2)(τ) = 1. Therefore g(2)(τ) will have a dip at
zero delay called the anti-bunching behavior and characteristic of single photon emitter.
One can note that if we have N SPE in the system the average number of photons
emitted by the sample will be n = N . Thus equation 3.15 for N single photon emitters
becomes equation 3.16. Figure 3.2 shows the g(2)(τ) function expected depending of the
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Figure 3.2: Theoretical g(2)(τ) function (see equation 3.15) for a number N of SPE
excited with a laser beam.
number N of SPE in the system.
g(2)(0) = 1 − 1
N
(3.16)
One can add that for a single photon emitter the probability to detect a photon at time
t = τ when one has already been detected at time t = 0 is ruled by the population of
the excited state. In the case of single photon emitters the radiative decay of an excited
state is most of the case driven by an exponential law. We will therefore have :
g(2)(0) = 1 − 1
N
exp(−(r + ∣τ ∣)/τe) (3.17)
With τe the total lifetime of the excited state and r the pumping rate, which goes to
zero for low laser power (below the saturation limit). It means that in the case of single
photon emitters, excited at low beam currents, one can retrieve the lifetime by simply
fitting the g(2)(τ) function with an exponential.
3.1.2 PL Experiment
As mentioned in chapter 1, measuring the g(2)(τ) function with a photoluminescence
experiment has been extensively performed particularly for single photon source charac-
terization [6, 77, 154]. In this section, I will introduce, in the case of PL measurement, the
problem of background subtraction, experimental normalization and coherence losses.
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Figure 3.3: HBT histogram of the signal coming from a laser. The insert at the
bottom is a magnification of the curve at small delay. The right axis is the value of
g(2)(τ) associated after normalization of the curve. The time sampling is 512 ps.
Normalization
The HBT experiment does not give directly the g(2)(τ) function. After correction of
the zero delay as explained in chapter 2, the HBT histogram of a laser beam looks like
the one in figure 3.3. Contrary to the discussion of the latter section, we can see that
the curve is not flat at very long delay due to an experimental artifact. Each time a
photon arrives on detector D1 (see figure 3.1), it starts a clock that will be stopped
when a photon arrives on detector D2. This means that, in order to record an event
on D2 at very long times, all photons, except the one hitting D2, have to hit D1. The
probability to go either on D1 or D2 for each photon being 50/50, the chances of such
an event are rare. This effect will become stronger as the number of counts per second
(c/s) becomes higher. Therefore the histogram at long delay has to be discarded and
the c/s kept sufficiently low (less than 5.105 c/s) to have a flat curve for small delay, but
larger than τc.
As explained in the latter section, the g(2)(τ) function is normalized to one for un-
correlated events. This means that for a Poissonian source g(2)(τ) = 1 for every τ .
In a Poissonian emission, photons are randomly distributed in time, therefore Ntot the
number of events recorded during a time T for delays between τ and τ + ∆t is equal
to TN1N2∆t. With N1 and N2 the number of counts per second recorded on the two
detectors. To obtain the g(2)(τ) function we divide the experimental curve by Ntot. For
example, in the case of figure 3.3, N1 = 1.5 ∗ 105 c/s, N2 = 9.2 ∗ 104 c/s, T = 50 s and
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∆t = 512 ps therefore Ntot = 400,38 and the g(2)(τ) function obtained after normaliza-
tion is presented in figure 3.3. One can see that we have g(2)(τ) = 1 for every τ , in the
limit of small delay (< 300 ns) as explained before.
However, even if this is the most rigorous method to perform normalization, it is not
always possible to have a constant c/s on each detector. An HBT measurement can
last more than 10 minutes. For example, in our case, the electron beam current often
decreases during the time of integration, or the emitter gets bleached under the incoming
electron beam. In all these cases, N1 and N2 are not easy to evaluate and we use an
imperfect but common method to normalize the signal by considering that for τ ≫ τc,
g(2)(τ) = 1. Therefore we divide the g(2) function by the average number of counts at
delay larger than τc (≈ 300-400 ns).
Background Subtraction
In an experiment there is always a background intensity coming from emitters in the
vicinity of the SPE. One way to take this intensity into account is to use the Poissonian
background subtraction. Let us consider a Poissonian background B and a signal S
coming from the SPE. The total signal is therefore S+B and we can consider that the
two signals are not correlated. Therefore the g(2)(τ) function is given by [155]:
g
(2)
tot (τ) = ⟨(S(t) +B(t)) (S(t + τ) +B(t + τ))⟩⟨S(t) +B(t)⟩2
= ⟨S(t)S(t + τ)⟩⟨S(t) +B(t)⟩2 + ⟨B(t)B(t + τ)⟩⟨S(t) +B(t)⟩2
= ⟨S(t)S(t + τ)⟩⟨S(t) +B(t)⟩2 + ⟨B(t)B(t + τ)⟩⟨B(t)⟩2 ⟨B(t)⟩2⟨S(t) +B(t⟩2 (3.18)
B being a Poissonian noise, g(2)B (τ) = 1. If we define the signal to background ratio as
ρ = ⟨S(t)⟩⟨S(t)+B(t)⟩ we can rewrite equation 3.18 as:
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g
(2)
tot (τ) = ⟨S(t)S(t + τ)⟩⟨S(t) +B(t)⟩2 + 1 − ρ2 (3.19)
= ⟨S(t)S(t + τ)⟩⟨S(t)⟩2 ⟨S(t)⟩2⟨S(t) +B(t)⟩2 + 1 − ρ2= g(2)S (τ)ρ2 + 1 − ρ2
⇒ g(2)S (τ) = g(2)tot (τ) − (1 − ρ2)ρ2 (3.20)
Equation 3.20 means that if we measure the signal to background ratio ρ you can retrieve
the g(2)S (τ) of a single emitter.
Correlation Loss
Losses due to the different elements of the optical system have to be considered. There
are three main sources of losses. First, losses in the collection system where only a
fraction of the light emitted by the sample is collected. Second, losses due to the different
optical components. And third, losses due to the non-perfect quantum efficiency of the
detection process. All these losses select random photons from the original flux. The
distribution obtained by random sampling of a chain of photons is more random than
the previous distribution (chapter 5 of [36]). This means that measurement degrades
the coherence of the flux of photons and at small integration time T the distribution
appears completely random.
Thus SPE anti-bunching measurements will be particularly sensitive to losses because
each loss phenomenon will bring the emission close to a Poissonian emission. Therefore
efficiency of the system is primordial but it shows also the importance of long integration
times to have a meaningful g(2)(τ). This time will increase if the number of counts per
second decreases.
3.2 HBT-CL on Diamond
In chapter 1 we introduced the NV center in diamond as a famous SPE. This point defect
has been extensively studied thanks to photoluminescence [56, 78] and was therefore used
as a test sample for anti-bunching measurement in an STEM.
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3.2.1 Nanodiamonds in CL-STEM
Nano-diamonds are particularly well adapted to CL-STEM measurements because of
their small thickness (less than 200 nm) and the ease of deposition on carbon grid.
However it is common to find other point defects than NV centers [124, 141]. In CL, the
presence of other defects can be a bigger problem than in PL experiment, because in CL,
we excite at high energy and therefore all the different kinds of point defects present can
be excited. For now, we cannot spectrally select the defect of interest by changing the
excitation energy as in PL. The most commonly encountered in our case is the H3 center
that emits around 530 nm while the NV 0 emits at 570 nm (see figure 3.4-a). Figure
3.4 shows a group of nano-diamonds where the two kinds of centers are present. In this
case, each emitting nano-diamond has either one or the other type of defect. We can see
the overlap of two signals. However thanks to the technique of spectral image (SPIM)
explained in detail in chapter 2 and the spatial resolution of STEM, we can distinguish
one nanodiamond from the others.
Figure 3.4: Example of two different kinds of color centers present in nanodiamonds.
a) Normalized spectrum of H3 emission and NV 0 emission. b) Superposition of H3
and NV filtered maps extracted from a SPIM respectively at 515 ± 25 nm and 610 ± 40
nm. Some of the contrast of emitted diamonds are reproduced on the HADF image
taken after the SPIM thanks to the HADF image acquired during the SPIM but not
represented here.
However it is also possible to have both kinds of centers on the same nano-diamond,
in figure 3.5 both centers are only separated by 50 nm. In figure 3.5-c) it is obvious
that even with a spectral selection using an optical filter for the NV 0 defect (570-720
nm) part of the signal is coming from the tail of the H3 emission. The SPIM without
special data treatment allowed us to distinguish the two centers, but H3 signal needs to
be subtracted for g(2)(τ) measurement as it will be explained in section 3.21.
The First HBT-CL Experiment
The first experiment of HBT-CL has been performed by L. Tizei and M. Kociak on an
NV 0 center [2]. Results are reminded in figure 3.6. The normalization has been done
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Figure 3.5: Spatial separation of NV 0 and H3. a) HADF image taken simultaneously
with the SPIM from which filtered images of b) and c) are extracted. The white scale
bar is 50 nm. b) Filtered image extracted from the SPIM at 610±40 nm it corresponds
to the NV 0 center and of the right dashed square in the spectrum. c) Filtered image
at 515 ± 25 nm it corresponds to the H3 center and of the left dashed square in the
spectrum d). Spectrum in d) is the sum of 70 pixels of the SPIM taken around the
two color centers. The insert is an HADF image of the nano-diamond taken after the
SPIM.
thanks to the value at large delay and a filter has been used to select the NV 0 emission
(570-720 nm). Two g(2)(τ) functions have been measured on the same nano-diamond
separated by less than 150 nm. This proved the existence of SP emission in STEM.
The fact that the g(2)(τ) function changes between the two points, means that we can
resolve g(2) with a resolution of at least 150 nm. The red area (see figure 3.6) has a
g(2)(0) < 0.5 proving that we excited close to an NV 0. Whereas in the excitation from
the blue area we detected an SPE behavior since g(2)(0) < 1 but the signal can come from
multiple centers or a center and another defect. Unfortunately, no SPIM or spectrum
was measured for this first experiment that would allow us to conclude on the second
hypothesis. But this first experiment proved the possibility to do quantum optics with
an STEM and showed the similarities between CL and PL experiment.
In addition, we have seen in the last section that for SPE the lifetime of the emitter
can be measured by fitting the g(2)(τ) curve with an exponential (equation 3.16). In
the case presented here, the lifetime retrieved is τe = 18 ± 4 ns, which is compatible
with lifetime measurements in PL [156]. This is in contrast with HBT experiments
performed in electroluminescence (EL) where they find a lifetime close to 100 ns [37]
unveiling that excitation mechanism is drastically different between EL and PL. Here it
seems that excitation in CL and PL are close enough to give the same lifetime and the
same emission spectrum.
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Figure 3.6: a) HADF image. b) Filtered images (570-720 nm) c) g(2)(τ) function of
the CL signal for two different excitations area noted by the red and blue squares on
the HADF image in a). From [2]
The last point that needs to be discussed on this first experiment is the effect of satu-
ration. Both NV− [79, 154] and NV0 [157] can be modeled as a three level system. The
dark state in NV− as been extensively studied and is responsible for a bunching behavior
at small delay when the saturation is reached, as shown in figure 3.7. In the case of NV0,
nothing as significant occurs, however one can observe an important reduction of the
lifetime when the saturation is reached. Indeed, the decay rate of the excited level is the
sum of the pumping rate and of the spontaneous emission rate. Therefore, if there is
pumping (i.e. saturation) the lifetime will be shorter. In our case, the lifetime measured
is closed to the one expected without saturation, which seems to proves that even if we
excite with fast electrons we are far from the saturation limit.
This first experiment shows that CL excitation is very similar to PL excitation in the
case of the emission from single SPE: the anti-bunching behavior is retrieved, the life-
time is close to PL measurement and the saturation limit is not reached at standard
excitation currents I = 100 pA (1.6 electron per ns). In order to go further on HBT-CL
measurement, we applied on the next section the background subtraction technique to
CL measurement, using the spatial resolution as a tool.
3.2.2 Background Subtraction in HBT-CL Experiment
We have seen above that the H3 emission tail acts as a background to the NV 0 signal in
the spectral window collected for the g(2)(τ) measurements (570-720 nm). Such back-
ground impacts the g(2)(τ) measurement. In particular, it limits the anti-bunching at
zero delay for single photon emitters. However, within certain limits, if the background
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NV- NV0
Figure 3.7: The left and right column are the autocorrelation function measurements
for respectively NV− and NV0 at different currents. All measurements are realized
under the same experimental conditions and at room temperature. From [158].
can be properly quantified, its effect can be subtracted from the g(2)(τ) curves as ex-
plained in section 3.1.2. Results from this section are published in [159]. We define the
signal to background ratio (SBR) as:
SBR = INV 0
INV 0 + IH3 (3.21)
where INV 0 and IH3 are the integrated intensities on the spectral window used for
g(2)(τ) measurement (dashed line in figure 3.8-a), of respectively the NV 0 and the H3
signals. The H3 emission background tail has been modeled by an exponential curve
(see figure 3.8). To ensure the reproducibility of the fit, we have measured it on seven
nano-particles containing only H3 emission. Although not supported by any theoretical
statement, figure 3.8-b demonstrates that the exponential fit is a good model for H3
emission background. Despite the fact that background removal techniques are not
widely applied in CL, they are widespread and mature in EELS where they are used
routinely to treat spectral images often relying on ad hoc background functions [20].
With this information we estimated the contribution of H3 emission to the total detected
intensity of the emission spectrum taken on the same area as the HBT measurement
(figure 3.8). Considering the fit parameters obtained from an interpolation of the H3
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Figure 3.8: a) H3 and NV 0 signals from the nanodiamond shown in figure 3.5 (inset
shows the NV 0 signal after background subtraction). The dotted lines indicate the
wavelength range, 570-720 nm, defined by filters and used for the HBT experiments.
The different colored curves show the fit to the background (red) and the range of
confidence of the fit (blue and green). The signal to background ratio (SBR) is 0.74
for this spectrum, with a one sigma confidence interval between 0.69 and 0.78. b) H3
signal from a different diamond nanoparticle used to validate the exponential model
used for the background subtraction
signal (with the decay between 520 and 550 nm and the flat region above 750 nm),
we have estimated the contribution of the H3 emission to be 26% of the total intensity
INV 0 + IH3, thus an SBR = 0.74. Considering the error on the fit coefficients of the
H3 emission tail, this contribution is between 21% (SBR = 0.79) and 31% (SBR =
0.69), validating this fitting procedure as a good tool to estimate the background for
this particular system.
The g(2)(τ) was measured in a single diamond nano-particle of size 370 nm x 180 nm (see
figure 3.9). During the acquisition, the electron beam was kept scanning a region 42 nm x
48 nm wide (rectangle in Fig. 4). The total acquisition time was 260 s. The background
subtracted experimental data is shown in gray in 3.9. To measure the depth of the anti-
bunching dip we have fit the curve with an exponential model (equation 3.17). A fit by
this function of the non processed data results in g(2)(0) = 0.9 (which is shown in black
in figure 3.9). For this curve τe = 34±4 ns, which is consistent with PL measurements in
nano-diamond [156]. However, the emission spectrum of figure 3.8-a shows that in the
wavelength integration window used for the intensity correlation measurement we have
a non-negligible contribution of H3 color centers emission. Using the exponential model
described previously we have estimated this H3 emission background to represent 26±5
% of the total intensity.
A flat g(2)(τ) is taken in the nano-diamond where only the H3 center emits. Therefore we
can subtract its contribution from the measurement as a Poissonian signal (see equation
3.20). This subtraction, along with the confidence limits, is shown in figure 3.9 (red,
green, and blue curves, respectively). The background subtracted data fit gives g(2)(0) =
0.81. The confidence interval of this fit to the treated data is represented by the blue and
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Figure 3.9: Second order correlation function g(2)(τ) measurement. The black curve
corresponds to the fit of the non-processed g(2)(τ) (data not shown) by the exponential
function (equation 3.17) leading to a zero delay anti-bunching dip g(2)(0) = 0.90. The
red curve is a fit to the background subtracted data inferred from the spectrum image
of figure 3.8, and shown as a dotted gray curve, having a zero delay dip g(2)(0) = 0.81.
The green and blue curves show the confidence interval.
green curves in figure 3.9, which results in g(2)(0) = 0.78 and g(2)(0) = 0.83, respectively
(calculated based on the uncertainty on the H3 background fit). If we refer to equation
3.16 we deduce the number of centers excited from the value of g(2)(0), however as it
will be explained in chapter 4, another effect needs to be taken into account when more
than one single emitter are present. This effect can change drastically the value of the
dip.
The H3 signal subtraction has been applied to other nano-diamonds, a second example
is presented in figure 3.10. In this case we are able to distinguish two NV centers only
separated by 150 nm. On the filtered image we can see that the two emissions are well
separated, the H3 signal being probably localized close to the first center (blue area on
the HADF image). However the signal was too weak to allow us to perform a spectrum
image of the nano-diamond limiting the localization of the different signals.
3.3 SPE in h-BN
3.3.1 Boron Nitride optical properties
Light in the UV range has the strong advantage to propagate through air without
significant attenuation. Moreover, UV devices have important technological interest
for example in microbial sterilization of surgery tools. UV sources have been therefore
investigated over the past decades. And in this particular case, CL has a real advantage
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Figure 3.10: Second order correlation function g(2)(τ) measurement on a single nano-
diamond. The blue and red squares on the HADF image a) represent the two areas
where HBT measurements have been performed, shown respectively in d) and f). The
value before and after H3 signal subtraction taking the SBR of the two emissions spectra
c) and e) is shown. The filtered images (570-720 nm) in b) give insight into the spectral
distributions of the two centers.
because it allows easy excitation in the UV range due to the high energy of incoming
electrons. III-N nano-structured materials, like those presented in chapter 1, focused
most of the attention for a long time. However, the low efficiency of AlN LEDs due
to multiple defects in the AlN matrix [160, 161] forced new research. Hexagonal boron
nitride (h-BN) is an attracting alternative to III-N materials. It is a layered material with
sp2 hybridation like graphene. h-BN is especially known for its strong luminescence peak
at 5.75 eV [54] due to a Frenkel type exciton [162, 163]. But, obtaining an h-BN crystal
with a single emission peak demands a high quality crystal without defects. For most
cases the emission spectrum is constituted of a series of sharp peaks localized between
5.3-5.9 eV close to the main exciton, as shown in figure 3.11. Romain Bourrellier, a
former PhD student of the team showed, thanks to the CL-STEM system, that those
sharp peaks were related to local changes in the layer stacking order [164].
In addition to these multiple sharp peaks close to the exciton signature, an emission
broad band (3.2-4.5 eV) can appear but its nature is for now unknown. h-BN is a
material that can accommodate several defects (triangular defects [165], grain boundaries
[166], stacking faults [167], reconstructed edges [168]). Among them, one defect, usually
attributed to the presence of oxygen [169] appears with a zero phonon line around 4.1 eV
[26, 170] and phonon replicas at 3.73 and 3.91 eV. These three peaks are superimposed
to the broad band signal as shown in figure 3.12. Romain Bourrellier has shown that
the localization of the intensity associated to each peak is the same, and localized over
80 nm. This is similar to the NV 0 center in diamond where the zero phonon line at 2.16
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Figure 3.11: Figure from [164]. a) Bright field and b) dark field images of an individual
BN flake. c) Overall emission spectrum of the flake and individual spectra taken at
specific probe positions indicated in panel b). d-h) Emission maps for each individual
emission peak. Intensity is normalized independently within each individual map.
eV is followed by multiple phonon replicas the first two being at 2.11 eV and 2.07 eV
[124, 141]. The localization of the signal is a clue to the nature of the emission, however
only an HBT experiment can prove the quantum nature of the emission.
Figure 3.12: From [171]. a) Spectrum of an h-BN flake where all kinds of signal
presented appear. b)-c) respectively the ADF and BF image of an h-BN flake. d)-f)
filtered images of the SPIM taken on the h-BN flake of b) at the three energy peaks.
3.3.2 HBT-CL on h-BN
In order to perform the HBT experiment we used the second HBT system described
in chapter 2 working in the near-UV range, with a band pass filter set at 300-340 nm.
The time sampling of the HBT experiment was ∆t = 0.512 ps. Figure 3.13 shows the
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anti-bunching behavior of the defect emission, proving its quantum character for the first
time. One can add that in this particular case, CL in an STEM was an asset. Indeed,
it allowed to chracterize the localization of the defect (≈ 80 nm) and to perform HBT
measurement on single point defect very easily. In this case, PL measurements would
not permit to select one single defect as shown in figure 3.12. In this first experiment the
defect emitting at 105 c/s, yields a g(2)(τ) with a high signal to noise ratio in only 40 s.
However, after about 20 seconds of recording, the dip at zero delay began to decrease
while the count rate on each detector increased. The spectrum shown in figure 3.13
has been recorded after the 40 s of beam exposure. One can see the strong presence
of the broad band added to the point defect signal. A second g(2)(τ) function was
acquired after the spectrum measurement at the same place and the dip at zero delay
was no longer visible. The lifetime retrieved from the first of the g(2)(τ) functions gives
τ = 2.5 ± 0.1 ns in perfect agreement with PL measurements [170].
a) b)
Figure 3.13: a) g(2)(τ) function of the first and second measurements. The first one
was recorded during 40 s and the second was taken after the spectrum shown in b).
To better understand this first experiment, a second one has been performed on another
of these point defects. This time, the g(2)(τ) was acquired in only 6 s. Then a first
spectrum was recorded. The defect was then exposed during 150 s to the electron beam.
After that, a second spectrum and a g(2)(τ) were acquired. The results are shown in
figure 3.14. One can see the increase of the broad band between the two measurements
(Figures 3.14 c) and e)), decreasing the signal to background ratio respectively SBR =
0.83 and SBR = 0.72. This increase of the broad band emission leads to a reduction
of the dip at zero delay, going from g(2)(0) = 0.43 to g(2)(0) = 0.58, respectively. By
applying the background subtraction technique presented on section 3.21 we retrieve
g(2)(0) = 0.2 in the two measurements. The value of 0.2 is not zero but considering
the time sampling of 0.512 ps and the lifetime of the emitter (2.5 ns), it is certainly
the best we could reach. This experiment seems to prove that the broad band signal
is increasing under exposure to the electron beam (see figure 3.14) and is responsible
for the reduction of the dip at zero delay in the first experiment, and that the defect
behavior stays unchanged. One can add that, as we can see in figure 3.14-b, the broad
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band signal is present everywhere around the point defect.Therefore, in a PL experiment,
the excitation of an area of more than 400 nm around the point defect would lead to a
low SBR rendering any HBT measurement difficult. Here the spatial resolution allowed
us to select only the area of interest.
Figure 3.14: a) ADF image of the h-BN flake under study. b) filtered image (300-
320 nm) of the emission synchronized with ADF in a). The localization of the point
defect is clearly visible (highlighted by the white square) as the presence of the broad
band everywhere in the flake. c) spectrum taken just after the recording of the g(2)(τ)
function of d). After about 150s of electron beam exposure (the probe was scanning
the white area in a) a second spectrum was taken e) then the second g(2)(τ) function
f).
However the question remains of why the electron beam has such an influence on the
broad band emission. Being unable to characterize its nature we couldn’t answer this
question. In the literature, as it was already mentioned, this defect is associated with
the presence of oxygen [26, 170]. This is indicated by the high concentration of defects
present in h-BN heated at two hundreds degrees in an oxygen environment whereas after
reduction of the same h-BN flake the defect emission is missing. Nevertheless, we were
not able to corroborate this statement by EELS measurements. Indeed the point defect
in CL is visible only on very thick h-BN flakes, certainly due to the small probability of
interaction of the electron beam with thin layers, whereas EELS measurements are only
possible on thin h-BN flakes. We couldn’t find, for now, the right sample that would
exhibit the two signals at the same time.
In conclusion, we exposed in this chapter the feasibility of HBT experiments in an STEM
for SPE. Thanks to the complete set of information at our disposal: HADF images,
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spectrum images and HBT measurements, we are able to perform a full characterization
of the emission, its localization and its quantum characteristics. In the case of h-BN,
we have seen that the CL-STEM is an appropriate tool for studies in the UV emission
range, the defect localization and spatial filtering in regards to the broad band signal
appearing at the same energy. However in this case the electron beam changes the
emission properties of the h-BN defect increasing the broad band signal. In the two
examples, NV and h-BN defects, the similarity between CL and PL is strong. However,
we will see in the next chapter that despite these similarities in the case of fast electrons
excitation of multiple SPE, the g(2)(τ) function takes an unexpected form.
Chapter 4
Intensity Interferometry
Experiment: Photon Bunching in
Cathodoluminescence
- Just believe everything I tell you, and it
will all be very, very simple.
- Ah, well, I’m not sure I believe that
Douglas Adam
4.1 Observation of the Bunching Effect
In the lastest chapter we have seen that if only one SPE is excited by the electron beam
we retrieve the anti-bunching behavior characterized by a dip at zero delay (τ = 0) of
the autocorrelation function (g(2)(0) < 1). As explained in details in chapter 3, this
proves that the electron beam doesn’t change the statistics of single photon emitters,
at least for point defects in materials. In this chapter we will see the consequences on
the autocorrelation function (g(2)(τ)) of the excitation of several SPE at a time with an
electron beam. As the autocorrelation function obtained in PL and CL experiment will
be different in this chapter, from now on we will distinguish between the two by noting
respectively g(2)PL (τ) and g(2)CL(τ). The differences with PL experiment will be explained
thanks to two models, one using the Monte Carlo method to simulate the g(2)CL(τ) of a
particle with a high number of centers (N > 10) and a second one, analytical, for thin
particles (L < 30 nm) with a few number of centers. The main results of this chapter
are published in [27].
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Figure 4.1: g(2)CL(τ) measurement for two different NDs. For intensities I ranging
from 1.2 to 200 pA. Discussion on the measurement of I is done in section 4.2.2. Each
measurement lasted between 5 and 20 mn. The characteristic time τe was retrieved
using an exponential fit to the bunching curves. τe measured for the cure at lower
current is indicated in each figure, the fit performed on each g(2)CL(τ) function gives
respectively for a) and b) 13 ± 1 and 26 ± 1 ns. Inset : PL g(2)PL (τ) measurements
performed at two different laser excitation powers on another ND from the same batch.
4.1.1 Observation on Nano-Diamond and h-BN
If we excite N SPEs in a PL experiment, as explained in chapter 3, g(2)PL (0) = 1 − 1/N .
This means that at high N value, g(2)PL (0) ≈ 1 and the experimental curve seems flat.
Moreover below the saturation limit, g(2)PL (τ) doesn’t depend on the current.
To investigate the differences between CL and PL statistics, we measured the g(2)CL(τ)
from several diamond nanocrystals [172] (nanodiamond (ND) with a mean size ≈ 100
nm) each containing a large number, N ≈ 900, of NV centers [173] using the same setup
as in chapter 3. The g(2)CL(τ) function is inferred from the normalization of the time-
delay histogram to 1 at long time delays, the justification for the normalization will
be explained below. Figure 4.1 displays a representative experimental data set for two
different NDs. One can note that a bunching g(2)CL(τ) > 1 peak is observed at all intensities
for the studied NDs and the g(2)CL(τ) value increases upon a decrease of the electron beam
current. In sharp contrast, a g(2)PL (τ) taken well below the saturation power in a confocal
geometry results in a flat g(2)PL (τ) ≈ 1 (inset of Figure 4.1), as expected. g(2)CL(τ) ≈ 1 is also
retrieved at high excitation current (typically 200 pA, see figure 4.1-a). The appearance
of a bunching peak will later be called the ”bunching effect”.
The characteristic time τe, extracted from an exponential fit g(2)CL(τ) = 1+geexp(−∣τ ∣/τe),
is similar for all the g(2)CL(τ) measured on the same nanodiamond and lie between 10
and 30 ns in all the nearly 100 investigated NDs (respectively 13 ± 1 and 26 ± 1 ns in
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Figure 4.2: Reversibility of the bunching effect. On the same nanodiamond the
current was first increased (black curves) until complete disappearance of the bunching
effect (g(2)CL(τ) ≈ 1) then decreased again until 1.2 pA (red dashed curves). τe deduced
from the second series (red curves) was larger than from the first series.
figure 4.1), which is compatible with the NV 0 center excitation lifetime in NDs [156].
As shown in figure 4.2, the bunching effect with similar peak intensity value can be
retrieved by diminishing the electron excitation current again, indicating that the latter
effect is reversible. However, in the case of figure 4.2, the current was first increased until
complete disappearance of the bunching effect (g(2)CL(τ) ≈ 1) then decreased again until
1.2 pA. One can note that the τe found for the second series of measurements (decrease
of the current down to 1.2 pA) is higher, τe = 13± 1 ns for the first series and τe = 18± 2
ns for the second series. This difference will be explained in section 4.2.3.
The same kind of experiment was performed on the h-BN defect shown to be an SPE
in chapter 3. The HBT set-up used for the measurement of defects in h-BN is different
from the one used for the nanodiamond (see chapter 2 for details); in particular we
used a band pass filter set at 300-340 nm. This proves that, whatever the set-up, the
bunching effect is present. The time resolution of the HBT experiment was 128 ps and
each measurement lasted between 10 and 60 s. Results are shown in figure 4.3. For
this point defect, τe measured for different defects lies between 1 and 3 ns, which is also
compatible with known lifetime values of the defect [26]. One can note that in the case
of h-BN g(2)(0) ≥ 50 at low current.
For all these experiments, the normalization was done by normalizing the time-delay
histogram to 1 at long time delays. As explained in chapter 3, this is not the most
rigorous way to proceed. However, due to the long lasting time of exposure, some of the
defect centers stop emitting and thus the count rate in each detector is not constant.
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Figure 4.3: g(2)CL(τ) measurement on h-BN. For intensities I ranging from 2.8 to 55
pA. Each measurement lasted between 10 and 60 seconds. The characteristic time τe
was retrieved using an exponential fit of the bunching curves with a value τe = 1.2± 0.1
ns. τe measured for the curve at lower current is indicated on the figure. Inset emission
spectrum measured at the location of the HBT-CL measurement.
Without a precise recording of the count rate on each detector during the experiment,
the normalization by the method explained in chapter 3 is not precise. However in order
to make sure that there is no hidden effect due to the normalization, we checked the
order of magnitude. The result is shown in figure 4.4, with the c/s of each detectors
N = 5000 c/s, the time sampling ∆ = 512 ps and the total integration time T = 2600 s.
After normalization we found at long delay g(2)CL(τ) = 0.93, which seems right given the
approximation. In what follows, we have therefore normalized using the long time delay
value.




• A huge bunching at zero delay g(2)CL(0) >> 1
• The lower the current, the higher the bunching peak amplitude
• A characteristic correlation time τe similar to the lifetime of the emitter.
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Figure 4.4: Normalization of a g(2)CL(τ) with bunching using the method exposed in
chapter 3. In this case the number of counts per second N of each detector was equal
to 5000c/s, the time resolution ∆ = 512 ps and the total integration time T = 2600
s. The left and right axes are respectively the values of the g(2)(τ) before and after
normalization.
4.1.2 Heuristic Model
Photon bunching is well known in PL. However, zero-delay bunching appears at the pico
or femtosecond time scales for thermal light [174], amplified spontaneous sources [175],
and semiconductor microcavities in the strong coupling regime [176]; it has been also
observed at the nanosecond time scale in specific cases (quantum dots in cavities [177]
or coupled to plasmons [178], superradiant emitters in cavities [179]). Bunching is also
observed in single-emitter fluorescence (organic dyes in particular) due to intersystem
crossing from the excited state to metastable states, and in fluorescence correlation
spectroscopy due to the fluctuations of the number of emitters in the excitation volume.
However, these photon bunchings take place at nonzero time delays [180]. Nanosecond
timescale bunching was also observed due to amplitude fluctuations of a semiconductor
nanolaser [181]. A transition of a system from an incoherent state to a coherent state
like a Bose-Einstein condensate or a lasing state can also produce bunching of light.
Nonetheless, the transition to a coherent state is accompanied by a drastic change on
the spectral emission [176, 182–184] which is not the case here as shown in figure 4.5.
Contrary to PL, as discussed in chapter 3, in our case g(2)(0) ≥ 2 at low excitation
current amplitudes. Therefore, the observed effect has to stem from another cause. In
summary, all previous reports of photon bunching depart from our observations, which
therefore require a different interpretation.
Synchronizing the emission from multiple emitters may lead to bunching.
Synchronized emission can happen when two or more centers are excited at the same
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Figure 4.5: NV 0 spectrum emission from current laying between 4 and 176 pA.
A vertical offset was added to increase the visibility. Despite the bunching behavior
observed at low current no spectrum variation is visible.
time. It is worth noting that even for current values corresponding to less than 1
incoming electron per excited-state lifetime (typically I < 24 pA for NVs), the bunching
effect is present. This clearly indicates that the photon correlations are not related to
incoming electron correlations, but are the result of a single electron excitation
mechanism.
In the case of a photon exciting a semiconductor, the excitation energy is only slightly
larger than that of the emission. A single e-h pair is created, exciting at most one
center. In contrast, an electron creates bulk plasmons of high energy (Ep ≈ 30 eV in
diamond) [20]. From this, there are two possibilities to explain the bunching. One is the
creation of multiple e-h pairs originating from the same plasmon decay, an event made
possible by the high energy of the plasmon compared to the gap energy (Eg ≈ 5 eV). The
second is the creation of multiple e-h pairs that may stem from two different plasmons.
Whatever the mechanism, all these e-h pairs may excite several centers at once. If at
least 2 centers are excited by the recombinations of e-h pairs coming from the same single
electron, there is a high probability that at least two photons will be emitted in a given
time window. Therefore, each electron produces a packet of photons. If the electrons
are sufficiently separated in time, the HBT interferometer will receive well-separated
packets of photons, leading to bunching. As the incoming electron current increases,
packets of photons produced by different electrons will arrive closer and closer in time
until they become indistinguishable. Thus, increasing I will blur the bunching effect. As
the electron arrival time statistics are Poissonian, at high I, we have g(2)CL(τ) ≈ g(2)PL (τ).
The time scale of a packet of photons produced by one electron is approximatively the
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Figure 4.6: Example of a possible chain of events from the excitation by an electron
beam (blue line) of a nano-diamond (dashed square) to the emission of photons. 1- The
electron e− interacts with the sample at time t0 and plasmons (red circle) are created.
2- They decay into e-h pairs (orange arrow) and each created e-h pair can excite an
NV center (yellow point). 3- Each excited NV center emits a photon (orange dashed
arrow) at times t1 and t2, respectively, before a second electron arrives.
lifetime of the emitters; thus, the width of the bunching peak is related to the emitter
lifetime. Figure 4.6 summarizes the bunching mechanism.
4.2 Monte Carlo Model
4.2.1 Description
Based on this analysis, we developed a Monte Carlo method to calculate the photon
emission probability as a function of time for emitters excited by electrons. We then
retrieved the g(2)CL(τ) function by calculating the delay between emitted photons. In this
method the number of centers available for the electron hole pairs is considered constant
which means that we didn’t consider saturation effects. This model is therefore valid
if there is a large number of centers available (N ≥ 10). Because the exact number of
e-h pair created per plasmon and the mechanism of e-h pairs production vary in the
literature [21, 28], we evaluated several models in which we changed the plasmon decay
mechanism, with either exactly meh e-h pairs produced per plasmon or a Poissonian
distribution of e-h pairs with mean value meh.
In all cases, as represented in figure 4.6, we define a chain of events made up of:
1. The creation of npl plasmons by an electron with probability Pel(npl)[20]
2. Decay of plasmons into either a constant number meh of eh pair or a number
defined by a Poissonian distribution with mean value meh.
3. The excitation of centers by the e-h pairs happening a few picoseconds later with
probability Pint
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4. The radiative relaxation, at time trad for a center (lifetime τe) excited at time t0,
with probability Prad
The first three steps take place simultaneously compared to the lifetime of the emitter.
In order to simulate g(2)(τ) we need to generate an ensemble of CL photon emission
times {trad} consecutive to the interaction of Ne electrons with the sample at times{t0,i}, with i = 1, . . . ,Ne.
At low electron current intensity, the time distribution of the incoming elec-
trons follows a Poissonian statistics, so that the probability of having an electron
interacting with the nanodiamond during the interval ∆t0,i ≡ t0,i+1 − t0,i is given by
∆ti/∆tm exp(−∆ti/∆tm), where ∆tm is the mean interval of time between two consec-
utive electrons in the beam, which is considered constant for a given value of I. Then{t0,i} are generated from random numbers {r(1)i ∈ [0,1]} according to t0,i+1 = t0,i +∆ti,
with ∆ti = − ln(1 − r(1)i ) ×∆tm, where we took ∆tm(ps) = 1600/I(pA).







where L/λe is the ratio of the thickness crossed by the electron (L) to its mean free path
(λe) for plasmon excitation. We calculate Pel(npl) for npl = 0 to npl = 150, and generate
Ne random numbers {r(2)i }. We then consider the probability for one electron to create
a maximal number of nmaxpl plasmons: P sel(nmaxpl ) = ∑npl=nmaxplnpl=0 Pel(npl). The upper bound
number nmaxpl,i of plasmons created by the ith electron is inferred from the inequalities
P sel(npl,i − 1) < r(2)i < P sel(npl,i), with the additional conditions that P sel(−1) = 0 and
P sel(151) = 1.
Now that the number of plasmons created by each electron is known, we need to deter-
mine how many electron hole pairs (e-h) (Neh,j) per plasmon (j) are created.
We consider two models: in the first one a constant number meh of e-h is created per
plasmon, whereas in the second one this number follows a Poisson distribution Peh(neh)




In the first model Neh,j = neh npl,j , where neh is constant, while in the second model, we
generate Npl,tot random numbers r(3)j between 0 and 1, with j = 1, . . . ,Npl,tot. Then we
assign for each plasmon a number of e-h created following the same approach as in the
second step (creation of plasmons).
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Then we consider the e-h interaction with centers. Each e-h can interact with one
center with the probability Pint(ρ, ld, σ) deduced from the Beer-Lambert law with ld the
diffusion length, ρ the defect density considering the material as homogeneous, and σ
the absorption cross section described by:
Pint = (1 − e−ldσρ) (4.3)
We then generate Neh,tot random numbers {r(4)k }, where Neh,tot is the total number of
e-h created. If r(4)k < Pint the kth electron-hole pair recombination put the center into
its excited state. All the e-h created by plasmons coming from the same electron i are
considered to interact (or not) almost instantaneously with the NV center. Therefore, in
the model, the centers are excited at the time of interaction t0,i of the incoming electron.
We also consider that centers have a unity quantum efficiency, so that they always decay
by emitting one photon.
The probability Prad(trad,i) for a center to decay by emitting one photon at time trad,i




For the ith electron, we generate N ie,tot random numbers {r(5)l }, where N ie,tot is the total
number of centers excited by this electron. The time tirad,l of emission of the photon
emitted by the lth center excited by the ith electron is given by: tirad,l = t0,i−ln(1−r(5)l )×τe.
Finally, to obtain the time-intensity correlation function g(2)(τ) function, we calculate
the delays between each photon and all the others. For a given time resolution δτ ,
g(2)(τ) corresponds to the histogram of the delays c(τ), normalized to the value corre-
sponding to a Poissonian source: g(2)(τ) = c(τ)/ [(Nph,tot)2 δτ Tmax], where Nph,tot is
the total number of emitted photons and Tmax is the duration of the coincidence counting
experiment, i.e. the time of detection of the last photon [24].
Whatever the parameters, the simulations exhibit a bunching profile converging to 1 at
large delays and with g(2)(0) decreasing when I is increasing, proving that multiple ex-
citations by a single electron are indeed responsible for the bunching effect. An example
corresponding to the realistic excitation of a nanodiamond is shown in figure 4.7 for an
excitation at 100 keV with L/λe = 1.8, ld = 50 nm [124], σ = 95 nm2 [185], ρ = 6.10−4
nm−3 [172] and τe = 10 ns, the current I lies between 1 pA and 200 pA. The number of
eh pairs per plasmon has been taken with a Poissonian distribution with a mean value
meh = 1.
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Figure 4.7: Monte Carlo simulation of the g(2)(τ) function for three values of the
current I : 1, 10 and 200 pA. The other parameters are L/λe = 1.8, ld = 50 nm, σ = 95
nm2, ρ = 6 ∗ 10−4 nm−3 and τe = 10 ns. The bunching behavior as a function of I is
retrieved.
In the next section, we are going to discuss the main results of the simulation and the
role of the different parameters. Then we will compare simulated and experimental
g(2)(τ).
4.2.2 Discussion
As shown in figure 4.7 the Monte Carlo simulation reproduces the bunching effect and
its dependence on current. For now, the number of parameters is huge: I, L/λe, ld, σ,
ρ and τe. But we will see that we can either ignore or measure all these parameters.
Simulations show the negligible influence of the value of Pint over several orders of
magnitude, on the value of g(2)CL(0) (see figure 4.8), and therefore that the precise values
of the parameters ρ, σ, and ld are not needed. This fact leads to two remarks. First,
we don’t need to know precisely the material parameters. And second, in the range of
large N , the fact that we excite a single photon emitter is not relevant. Therefore all
these results would be true also for super-Poissonian emission of quantum
wells or bulk materials excited by an electron, corresponding to N tending
to infinity. Of course for small values of N , the quantum character of SPE needs to
be taken into account as it will be the case for the analytical model explained in section
4.3.
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Figure 4.8: Effect of changing Pint over two orders of magnitude. For the simulation
all the other parameters were kept constant : L/λe = 1.2, I = 5 pA, τ = 15 ns. No
change of the g(2)(τ) curve is detectable.
Measurement of τe
We have reduced the number of parameters from 6 to 3: I, L/λe and τe. Simulations
show that the curves can be fitted with an exponential curve, the decay parameter
of which is precisely equal to τe. Figure 4.9-a shows Monte Carlo simulations with
every parameters fixed except the numbers of incoming electrons, which means different
signal to noise ratios (SNR). Figure 4.9-b shows the distribution of lifetimes retrieved
after an exponential fit for these four cases of SNR. Each time, 300 identical Monte
Carlo simulations have been done. The accuracy of the lifetime measurement will be
discussed in details in chapter 5. Nevertheless, we have a very simple way to measure
the free parameter τe by simply fitting with an exponential the experimental g(2)CL(τ).
By measuring the g(2)CL(τ) function we thus also have a way to measure the lifetime of
emitters with potentially very high spatial resolution. We will develop this application
on chapter 5 for different kinds of emitters.
Measurement of L/λe
The ratio L/λe is measurable thanks to energy electron loss spectroscopy (EELS). Using
EELS, we can measure the energy lost by the electron after passing through the sample
at the position where the bunching curves have been acquired. Comparing the fraction
of electrons crossing the sample with no loss to the fraction of electrons transferring their
energy to plasmons, it can be shown [20] that the ratio of the area under the zero-loss
peak Izl to the area of the total EELS spectrum Itot is given by:
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Figure 4.9: Influence of the signal to noise ratio (SNR) on lifetime measurement a)
Monte Carlo simulation for : from bottom to top 1000, 5000, 10000 and 50000 incoming
electrons. The high tension was 100 keV, Pint = 0.8, L/λe = 0.95, I = 5 pA. The lifetime
was fixed to τMCe = 10 ns and the histogram temporal resolution was 100 ps. b) Monte
Carlo simulations for the 4 possibilities presented in a) were iterated 300 times, we
represent the histogram distribution of lifetimes retrieved after a fit. The standard
deviation (Sdev) is indicated.
Izl
Itot
= e−L/λe , (4.5)
where λe is the mean free path of the electron in the material. Using the EELS toolbox
of DigitalMicrographTM (Gatan Inc., Pleasanton, CA, USA) software we can infer the
value of L/λe, which is needed for computing the correlation curves. For example, in the
case exemplified in figure 4.10 L/λe = 1.2. This measurement can be considered in most
cases (relatively small thickness, without diffraction effect) very effective. Nevertheless,
in the case of the nanodiamonds under study, possibly due to diffraction issues, the
L/λe measured at 60 keV is different from the value at 100 keV by more or less 20 %.
Therefore the measurement of the g(2)(τ) have to be done at 100 keV if a comparison
with Monte Carlo simulations is needed.
The g(2)(0) values depend greatly on this parameter as shown in figure 4.11. This could
be explained by the fact that if we increase the thickness we increase the probability of
interaction between the electron and the sample. It has therefore an effect similar to the
increase of the current I. The measurement of the thickness is therefore essential for a
good comparison with experiments. We can consider that the measurement by EELS
gives L/λe with an error of 10 % [20].
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Figure 4.10: Electron energy loss spectrum recorded at 100 keV, for the nanodiamond
shown in the main text. Insert: HAADF image with the red square indicating the
restricted area scanned during EELS and HBT measurements.
Figure 4.11: g(2)CL(0) As a function of L/λe. For these Monte Carlo simulations, I = 5
pA, τe = 26 ns, Pint = 0.7 and the number of eh pairs per plasmon follows a Poisson
distribution with 2 as the expectation value.
Measurement of I
Out of all parameters, the current I remains unknown. In our case, the current is mea-
sured during the experiment on the real objective aperture (IROA) and a ratio with the
real current is found later by comparing the current IROA in nA measured in a vacuum
and the current found on the EELS collector IV SM in pA. The principle is represented
in figure 4.12. The ratio IV SM/IROA is theoretically constant for fixed experimental
conditions. However the shape of the gun tip is not constant during experiments (see
chapter 2) and therefore the ratio may change from one measurement to the other. For






Figure 4.12: The electron beam (blue line) is focussed on the sample, the angle
of convergence is reduced thanks to the objective aperture (OA). The current IROA is
measured on the OA (horizontal red line) after the sample the electron beam is deviated
through the EELS detectors where the current IV SM can be measured.
example, in usual experimental conditions for HBT-CL experiment (EHT = 60 keV, C2
only, objective aperture = 100 µm, see chapter 2) the ratio can fluctuate between 2 and
3. Moreover the current IV SM is very small and the uncertainty for small value of the
current can be large. Therefore the measured values of the current will be I = IROA±∆/2
where ∆ = 3IROA − 2IROA (see figure 4.1 and 4.3).
4.2.3 Comparison with Experiments
The Case of NV 0 Centers in Nano-Diamond
We first compare Monte Carlo simulation with measurements in nanodiamonds. Getting
a sufficient signal to noise ratio on the g(2)CL(τ) measurement to allow for an accurate
comparison requires a long integration time (up to 20 minutes). This means, first, that
the nano-diamond needs to be able to resist the electron beam exposure for such an
exposure time and that the current needs to stay constant.
The first point is not crucial, since the number of centers in the nanodiamond is high.
Even if half of the centers stop emitting during the experiment, the counts per seconds
on each detector will be lower and therefore the time of integration to have meaningfull
SNR will increase. It will not change the amplitude of g(2)CL(τ) but what can change is
the average NV 0 lifetime measured, since the lifetime of NV 0 centers in nanodiamond
lies between 10 and 30 ns. It is most probably what happens on the nanodiamond shown
in figure 4.2, where the lifetime increases between the first series of measurements and
the second one. At the end of the first series the current was high (I ≈ 300 pA) and it
destroyed some of the centers, most probably the centers with the shorter lifetime that
have a more efficient radiative recombination, shifting the mean lifetime value by 2 ns.
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Figure 4.13: Bar plots represent the number of occurrences of the fitted lifetime
for the 300 iterations of Monte Carlo simulations for the three different configurations
of lifetime distributions. The lifetime distributions are plotted with solid lines and
normalized to one. The other parameters for the Monte Carlo simulation are kept fixed
: Pint = 0.8, L/λe = 0.97, I = 5 pA, and we take a Poissonian distribution for the eh
pairs created per plasmon with meh = 1. The histogram bin size was 100 ps.
In figure 4.13 we show the distribution of lifetimes retrieved after an exponential fit for
300 Monte Carlo simulations with the same parameters (Pint = 0.8, L/λe = 0.97, I = 5
pA). We used a Gaussian distribution for the emitter lifetimes centered around a average
lifetime τm for different full widths at half maximum w. We retrieve the mean value for
w = 2.3 ns and almost the mean value for w = 11.8 (19 ns instead of 20 ns).
The stability of the current is a critical point and because the microscope used in this
thesis is old, the current is often unstable on a timescale smaller than 5 minutes. There-
fore, despite the hundreds of nanodiamonds studied during this thesis, the condition
necessary to accurately compare the different models was only met once. But the other
measurements, even if less accurate, show that the Monte Carlo model reproduces qual-
itatively the experimental data.
In order to compare the accuracy of the different models (Poissonian or not) we pro-
ceeded as follows. First, τe was determined by fitting an exponential to an experimental
g
(2)
CL(τ) at a given I. τe was then kept fixed for the curves acquired for other values of
I. L/λe was directly measured from EELS data. The current was then determined as
the only free parameter (For Pint, we took ρ from [173], σ ≈ 95 nm2 [185], and ld ≈ 50
nm for NDs [124] in order to remain realistic) by comparing a series of simulations to
experimental curves. The accuracy of the different models can thus be inferred from
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Figure 4.14: g(2)CL(τ) measurement (continuous lines) for intensities I ranging from 1.2
to 11 pA for an individual, 60 nm thick ND. Each measurement lasted 5-20 min. The
data were fitted with the Monte Carlo simulations explained in the text (dashed lines).
The lifetime τe was retrieved using an exponential fit of the bunching curves, leading
to τe = 26 ns. All the parameters of the Monte Carlo simulation were kept fixed except
the current, which was changed until a good agreement between the experiment and
the simulation was found. The resulting fitted currents are written in parenthesis next
to the measured experimental values.
the comparison between the fitted and simulated results. In figure 4.14 the experiments
and associated simulations are shown. The presented model, that seems to work best, is
the one with a Poissonian distribution for the plasmon decay into eh pairs with a mean
value meh = 1. However, we compared the experiment with the different models.
Taking into account [21, 28] we present results with meh = 1 or meh = 3, but we obtained
similar conclusions for other meh values. As shown in figure 4.15, all the simulations
reproduce the bunching effect, again confirming that multiple excitations by a single
electron are responsible for the effect. Models in which the number of e-h pairs per plas-
mon is constant underestimate the bunching effect in nanodiamonds. Models assuming
a Poissonian distribution for the plasmon decay seem to work better, highlighting the
complexity of plasmon decay in the materials, but without giving any reason or insight
into it. This may be due to stochastic phonon-e-h interaction, or to the creation of
Auger and secondary electrons for example. Further studies, unfortunately outside the
scope of this thesis, would be needed to clarify the exact plasmon decay mechanisms.













 meh = 1 eh (Poissonian)
meh = 3 eh (Poissonian)
 
 meh eh (constant)
 meh = 3 eh (constant)
Figure 4.15: Comparison between the different Monte Carlo models for NV 0. g(2)CL(τ)
calculated from Monte Carlo simulations within the two different models for the decay
mechanism compared to experimental data points extracted from figure 4.14. For all the
simulations, all parameters are fixed except the current. Error bars in the simulations
are generated by introducing a ±1 ns error in the estimate of τe and a very conservative±10% error on L/λe. The bunching effect is qualitatively reproduced by both models.
The Case of Defects in h-BN
To make sure that the model is also valid for other kinds of defects we also compared
the simulations with experimental g(2)CL(τ) of the h-BN defect presented in chapter 3 and
discussed at the beginning of the chapter. The huge bunching effect (up to g(2)(0) ≫ 50
in figure 4.3, here up to 35) seen on the h-BN compared to the one on NV centers in
diamond (g(2)(0) ≫ 5) is mainly due to the lifetime of the emitter. Indeed, the bunches
will have the same quantity of photons but on a smaller time range and therefore g(2)(0)
is higher. Here we measured a lifetime of 1.2±0.1 ns. This huge bunching effect allowed
us to record g(2)CL(τ) functions with a high signal to noise ratio in less than a minute.This
avoids the problems described for the nanodiamond. However, another problem has
been encountered, the excitation of the point defects seems difficult on thin h-BN flakes,
as shown in figure 4.16-b where the signal is coming from the thicker part of the flake
(whiter part of the flake in the HADF image in figure 4.16-a). Therefore the challenge
was to find an area thick enough to have a CL signal but thin enough to allow for the
measurement of the L/λe with EELS. In figure 4.16, the thickness was measured to be
L ≈ 160 nm in the region of the g(2)(τ) measurement giving a L/λe = 2.1.
This time, the comparison of the different models presented in figure 4.17 shows that
models where the number of e-h pairs per plasmon is constant seem to work better than
the ones assuming a Poissonian distribution : the latter overestimates the bunching
Chapter 4. Bunching in CL 76
Figure 4.16: Comparison between Monte Carlo simulations and experiments on h-
BN. a). Image of a hBN flake; b). A CL map filtered on a range 300-340 nm. c)
g(2)(τ) measurements versus incoming electron current I, performed on the h-BN flake
represented in a). In parenthesis, current values of the Monte Carlo simulation with a
lifetime of τe = 1.2 ns.
effect in this material. This seems to highlight that the transformation of electron
hole pairs is more efficient in h-BN because the number of e-h pair created seems to
depend less on the non-radiative processes. Maybe because the lifetime is smaller, the
non-radiative processes like Auger electron occurs less frequently due to a very efficient
radiative recombination. But a study of the Auger electrons for these two materials have
to be carried out to corroborate this theory.
These two examples show that regardless of the Monte Carlo model used and regardless
of the material, the simulations exhibit a bunching profile converging to 1 at large
delays that qualitatively reproduce the experimental curves. This proves that multiple
excitations by a single electron are indeed responsible for the bunching effect.
4.3 Analytical Model
4.3.1 Description
Finally, we turn to the low N regime, in which anti-bunching [2] and bunching compete,
i.e. for a small number of centers N ≤ 5. We modeled phenomenologically the behavior
of the g(2)CL(τ) function in the case of weak interaction. It is the case in diamond for
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Figure 4.17: Comparison between the different models of Monte Carlo for h-BN.
g
(2)
CL(τ) calculated from Monte Carlo simulations within the two different models for
the decay mechanism compared to experimental data points extracted from figure 4.16.
For all the simulations, all parameters are fixed except the current. Error bars in the
simulations are generated by introducing a ± 0.1 ns error in the estimate of τe and a
very conservative ± 10% error on L/λe. The bunching effect is qualitatively reproduced
by both models.
a thickness L ≈ 30 nm, smaller than the electron mean free path λe = 50 nm. In that
case, we can consider that the electron creates zero or one plasmon. This is the main
approximation of this calculation. We also tried to do the calculation for 2 plasmons but
the number of possibilities increased drastically and, in the end, other approximations
have to be made rending the calculation less accurate. We also consider the simplified
situation where the plasmon decays in only 2 electron-hole pairs.
Figure 4.18: One of the possible chains of events from the interaction of incoming
electrons e1 and e2 with the sample, at respectively t0,1 = 0 and t0,2 = ∆t, to the
emission of photons, at respectively t1 and (t2, t3).
The second order correlation function g(2)(τ) can be inferred from the probability P (τ)
of detecting two photons separated by a delay τ . To calculate P (τ) we consider two
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electrons e1 and e2 interacting with the nanodiamond one after the other. Table 4.1
shows all events leading to the emission of at least 2 photons. Events #1 and #2, #4
and #5, #6 and #7 are symmetric in time, so that they all have similar probabilities






















1 Yes No 2 0 2
2 No Yes 0 2 2
3 Yes Yes 1 1 2
4 Yes Yes 2 1 3
5 Yes Yes 1 2 3
6 Yes Yes 2 0 2
7 Yes Yes 0 2 2
8 Yes Yes 2 2 4
Table 4.1: All possible events leading to the emission of at least 2 photons. The event
presented in Figure 4.18 is event #5
P (τ) results from the combination of (i) the probability of creating one plasmon per
electron given by the equation 4.1 of section 4.2.1, (ii) the probability of interaction
of the plasmons with centers (equation 4.3), and (iii) the radiative probability of two
photon emission at times separated by the delay τ (equation 4.4).
The plasmon creation probabilities for each relevant chain of events (# 1, #3, #4, #6
and #8) are summarized in Table 4.2.
To calculate the probability PI that the e-h pairs, created consecutively by the two
electrons, interact with centers, we consider an extended expression of the probability
Pint defined in equation 4.3 taking into account the number Nex of centers already in
the excited state:
Pint(Nex) = (1 − e−ldσN−NexVND ) ≈ (ldσN −Nex
VND
) = C(N −Nex) (4.6)
where VND is the nanodiamond interaction volume, and C is a constant for given values
of L,σ, ld and VND. In our case VND/(ldσ) ≈ 15 and C ≈ 0.06. The approximation in
equation (A.1) corresponds to the case N ≲ 5 leading to N−Nex ≪ VND/(ldσ). Of course,







1 P (1)el P 1el × (1 − P 1el)
3 P (3)el (P 1el)2
4 P (4)el (P 1el)2
6 P (6)el (P 1el)2
8 P (8)el (P 1el)2
Table 4.2: Probabilities of plasmon creations corresponding to the chains of events of
Table 4.1
the smaller C, the better the approximation. In the case of diamond, the large interaction
cross section σ limits the validity of the model to a small number of NV centers. For
events #3, #4 and #8 the number of SPE already in the excited state will depend on the
arrival time t0,2 = ∆t of the second electron. PI expressions are summarized in Table 4.3,
the different possibilities for events #3, #4 and #6 are noted with index Letters. PI
values are calculated in the case of a diamond of L ≈ 30 nm and N = 5. We considered
events for which the emission of more than 2 photons can be neglected, so that only the
chains of events #1, #3 and #6 are considered in the following. The complete model
taking into account events #4 and #8 has been calculated, the principle is the same as
for events #1, #3 and #6 but for the sake of simplicity these two events are described
in appendix A. The influence of these two events will be discussed in section 4.3.2.
Figure 4.19: Time line of emission for event #3. The first photon (Ph1) is either
coming from the center excited by e1 (Ph1-e1) or by the center excited by e2 (Ph1-e2).
The probability Prad that a photon is emitted at t1 if the color center was excited
at t0 is given by equation 4.4, Prad(t1, t0) = 1
τe
e−(t1−t0)/τe . In the chains of events #1, #3
and #6 the two photons are emitted at t1 and t1 + τ . The radiative probability P irad of
the chain of events #i, is the product of two exponentials, corresponding to the decay
of the two excited centers. Depending on whether the two centers are excited by the




3a Pint(0)(1 − Pint(1)) × Pint(1)(1 − Pint(2)) 0.039
3b Pint(0)(1 − Pint(1)) × Pint(0)(1 − Pint(1)) 0.044
4a Pint(0)Pint(1) × Pint(2)(1 − Pint(3)) 0.009
4b Pint(0)Pint(1) × Pint(1)(1 − Pint(2)) 0.011
4c Pint(0)Pint(1) × Pint(0)(1 − Pint(1)) 0.012
6 Pint(0)Pint(1)(1 − Pint(2))2 0.042
8a Pint(0)Pint(1) × Pint(2)Pint(3) 0.001
8b,c ... ≤ 0.005
Table 4.3: Probability PI that the e-h pairs interact with color centers. For example,
in the case of event #3, one of the two eh created by the first electron will interact with a
color center with the probability Pint(0). Then one of the two eh of the second electron
will interact with a color center with a probability Pint(1), if the color center excited
by the first electron is still in the excited state at that time, and with the probability
Pint(0) if it has retrieved its fundamental state. This leads to the probabilities 3a and
3b depending on the case.
same electron (events #1 and #6) or by two different electrons (# event 3), P irad will
be different:
• Chain of events #3. One photon is emitted following excitation by e1 and one
photon is emitted after e2 excitation. Two emission configurations are possible:
(Ph1,Ph2)-(e1,e2) in which the photon emitted first (Ph1) comes from e1 (see Fig-
ure 4.19-a), and (Ph1,Ph2)-(e2,e1) in which Ph1 comes from e2 (see Figure 4.19-b).
Due to color center saturation the two configurations sketched in Figure 4.19 give




rad = 1τe e− t1τe × 1τe e− t1+τ−∆tτe = 1τ2e e− 2t1+τ−∆tτe (4.7)
• Chains of events #1 and #6, in which two photons result from e1 excitation. Ph2
is emitted at the same time as Ph1, so that the radiative probability is:
P
(1),(6)
rad = 1τe e− t1τe × 1τe e− t1+ττe = 1τ2e e− 2t1+ττe (4.8)
In a Hanbury Brown and Twiss (HBT) setup using single photon counting modules with
detection deadtimes, the detection of two consecutive photons Ph1 and Ph2 separated by
a delay τ requires that Ph1 is detected by the detector A linked to the correlator START
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input, while Ph2 is detected by the detector B, located on the other port of the 50/50
beamsplitter, and connected to the correlator STOP input. This situation happens with
a probability of 1/4 for two emitted photons arriving on the HBT setup. We consider
the probabilities P (i)(∆t, t, τ) for each event #i. Each of these probabilities depends
on the arrival time ∆t of electron e2, on the time of emission t1 of the first photon Ph1
and on the delay τ between the two detected photons. P (τ) results from the sum of
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Table 4.4: Probabilities of detecting two photons separated by the delay τ , for the
three chains of events considered (#1, 3 and 6).
The total probability P tot(τ) results from a sum including P (1) and P (6) which are due
to the same electron and are therefore considered as correlated events, and P (3) for the
chain of events #3 due to two different electrons corresponding to uncorrelated events.
The probability of detecting two photons from a single electron excitation is independent
from the electron beam current (disregarding saturation effects). On the other hand,
the probability that the two photons come from different electrons (e.g. chain of events
#3) increases with the number of electrons interacting with the sample. We define I0
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the incoming electron current such as one electron arrives on the sample during a color
center lifetime τe.
The probability for e2 to be responsible for a photon emitted at t1, depends on the
number of electrons arriving between t1 − τe and t1. Therefore in the expression of
P tot(τ), we weight the chains of events where the two emitted photons come from
different electrons by the ratio I/I0. This dependence in current was inspired by the
experimental observation that g(2)(0) varies like 1/I.
P tot(τ) = 2 (P (1)(τ) + P (6)(τ)) + I
I0
P (3)(τ) (4.9)
The multiplication by 2 accounts for the chain of events where two color centers are
excited by e2 (P (2) and P (7)), which happens with the same probabilities as P (1),(6)
corresponding to excitation by e1.
Finally, we infer g(2)(τ) from the normalization of P tot(τ) by its value at infinite delay:
g(2)(τ) = P tot(τ)
P norm
(4.10)




(P 1elPint(0) ∗ (1 − Pint(1)))2.
If Pint ≪ 1 then we can consider that 1 − Pint ≈ 1, which is the case in nano-diamond
for N = 2 (Pint = 0.1), but becomes increasingly less valid as N increases. In the case of
weak interaction we can simplify P (i)(τ) for i = 1,6 and 3:
P (1)(τ) = 1
8
P 1el(1 − P 1el)Pint(0)Pint(1)e−τ/τe
P (6)(τ) = 1
8
(P 1el)2Pint(0)Pint(1)e−τ/τe
P (3)(τ) = (P 1el)2 (14Pint(0)Pint(1)eτ/τe + 14Pint(0)2 (1 − e−τ/τe)) .
In the case of N ≲ 5, we can consider the simplified equation (A.1) for Pint(Nex), so that
we finally get:




I ∗ P 1el (1 − 1N ) exp(− ττe) + (1 − 1N exp(− ττe)) (4.11)
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Figure 4.20: Simulation for a ND with L = 30 nm and τe = 20 ns. For N = 1 the
g
(2)
CL(τ) is independent of the probe current. For N > 1 (here N = 2) the expected
anti-bunching behavior is retrieved at high current but not at low current.
The first term in equation 4.11 represents correlations due to individual electron excita-
tions and is thus responsible for the bunching effect. The second term, identical to the
g
(2)
PL (τ) expression, represents the correlation due to the sample emission and is respon-
sible for the anti-bunching behavior for single photon emitters. We can clearly see that
when the current increases, the bunching part is blurred, leading to a g(2)CL(τ) function
similar to that for PL [45]. We also note that the expression formally diverges at zero
current. However, at such a value, the bunch of photons is emitted with an infinite
delay, preventing such a diverging limit from being reached experimentally. Also, equa-
tion 4.11 indicates the possibility of getting large g(2)CL(0) for short lifetimes, as clearly
demonstrated for defect centers in h-BN (figure 4.3).
4.3.2 Discussion
The g(2)CL(τ) for N = 1 and N = 2 are shown in figure 4.20 for different currents. An
individual NV center in a nanodiamond can only be excited by one e-h pair at a time,
leading to anti-bunching with g(2)CL(0) = 0 for all currents. If more than one center is
present, bunching effects will appear superimposed on the anti-bunching behavior. For
N = 2, a transition from bunching to anti-bunching is expected upon increasing I. This
shows that the law g(2)(0) = 1− 1/N is difficult to observe in CL-STEM. The transition
between the bunching and anti-bunching is also difficult to observe experimentally, as
the necessary integration time to obtain a meaningful g(2)(τ) (typically 5 min) is large
enough to induce radiation damages for a small number of defect centers.
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Figure 4.21: g(2)CL(τ) as a function of N for two different values (σ = 95 nm2 and
σ = 4.5 nm2) with the model taking into account events #4 et #8. This corresponds
respectively to C ≈ 0.06 and C ≈ 0.03 (equation A.1). Here, τe = 15 ns and L/λe = 0.6.
Contrary to the model based on Monte Carlo, this time the bunching effect is dependent
on the number N of centers as shown in figure 4.21. For this simulation we used the
model taking into account events #4 et #8. We can see that the value of g(2)(0) increases
with the number of centers. However in the weak interaction regime (interaction cross
section is low σ = 4.5 nm2, i.e C ≈ 0.01), for a given current I, the g(2)(0) value saturates
for high number of centers. Due to the saturation of centers the variation as a function
of the number of centers is expected. However, the model being complete, we would
expect no changes as a function of the cross section σ, as in the Monte Carlo simulation
(see figure 4.8). Likewise for the saturation of the g(2)(0) value at high N . The limit
of validity of the analytical model even in its complete form seems to be the weak
interaction C < 0.01 (equation A.1).
As no experimental check of this model could have been done, only comparison with
Monte Carlo simulations can be performed. In figure 4.22 we compare the Monte Carlo
model with the 2 analytical models: first the model taking into account all the events
((figure 4.22-a)) and second the model with only the events #1, #3 and #6 (figure
4.22-b). For high values of σ (C ≈ 0.06) the first model seems to work better but if
σ < 4.5 nm2 (C < 0.01) the two models seem equivalent. The difference with Monte
Carlo simulations can be explained by the fact that we consider that no more than one
plasmon is created even if in reality for L = 30 nm in the case of diamond at 100 keV
(λe = 50 nm) the probability to have two plasmons (Pe(2) = 0.09) is about 1/3 of the
probability to have one (Pe(1) = 0.3). Therefore in the analytical model the probability
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Figure 4.22: Comparison with Monte Carlo simulation. a) Comparison with Monte
Carlo simulation (dashed line) for the analytical model where all the events of table
4.3 are taken into account. Three values of σ (and therefore C) are represent for the
analytical model σ = 95 nm2 (C = 0.06), σ = 4.5 nm2 (C = 0.03) and σ = 1 nm2
(C = 0.01). b) Same as a) but the simplified analytical model where only events #1,#3
and #6 are taken into account.
of the electron interaction is reduced compared to Monte Carlo simulations. It has the
same effect as reducing the current and therefore it increases the g(2)(0) values.
This seems to prove that a small value of C increases the accuracy of the g(2)(0) values.
In any case, the order of magnitude is respected and this model allowed even in a
qualitative way to apprehend the tendency of the bunching effect for a few number of
centers N . In the last section, we will adapt this model to understand qualitatively how
background subtraction for g(2)(τ) is affected by the bunching effect.
4.3.3 Consequences on Background Subtraction
In chapter 3, we applied background subtraction on the HBT-CL experiment. However,
there is no reason why the background emission would not be affected by the bunching
effect that, could come for example, from H3 defects (see chapter 3 section 3.21). We
therefore adapted the analytical model to the case where two kinds of emitters can
be excited by the electron beam: SPEs (we consider N SPEs) and a super-Poissonian
emitter. We will refer to them respectively as S (for signal) and B (for background).
For the sake of simplicity only events where two photons are emitted have been taken
into account, which means events #1, #3 and #6 of table 4.1. But this time we have to
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consider for each event the possibility that the two photons are coming from S, or one
from S and one from B or two from B.
If we consider that the quantum efficiency of S and B is 100 % and knowing the signal
to background ratio r we can deduce the probability of interaction PBint of the eh pairs
with the background emitter:
r = PSint
PBint + PSint
PBint = 1 − rr PSint (4.12)
We also need to take into account the two different lifetimes τS and τB. In figure 4.23, I
have represented the influence of the bunching effect as a function of the SBR for a system
constituted by one SPE with a lifetime of τS = 26 ns and a background emitter with
τB = 18 ns. This is similar to the situation of an NV 0 with a H3 as background emitter
(lifetime of H3 has been taken from [186]). We can see that at low current (I = 5 pA) the
dip at zero delay is blurred for SBR < 0.7. At high current I = 20 pA the dip is blurred
for SBR < 0.5. Moreover, in the case of I = 20 pA, if we apply the Poissonian background
subtraction, we retrieve for SBR = 0.7 a g(2)(0) = 0.5. This clearly shows that the rule
g(2)(0) = 1 − 1/N cannot be applied in HBT −CL if a background is present. But due
to the bunching effect we know that we have, after background subtraction, g(2)(0) ≥
1 − 1/N . Moreover if we apply classical background subtraction as explained in chapter
3, the number of centers Nt retrieved later by applying the formula g(2)(0) = 1 − 1/N is
greater or equal to the number of centers actually in the particle Nr. Indeed, in figure
4.23-b, after background subtraction for a SBR = 0.7 (0.7-SBR) we have g(2)(0) = 0.5
instead of g(2)(0) = 0. Because the model cannot be considered quantitative, a fit to the
experimental data shown in chapter 3 will have no sense, but it shows clearly the impact
of the bunching effect on background subtraction and highlights the need to work at
high excitation current for HBT-CL measurement.
In the case of h-BN, the lifetime of the emitter was measured to be τS = 2.5 ns and
the broad band emission is known to have a lifetime of τB ≈ 20 ns [170] (see figure 3.14
chapter 3). The effect strongly influences the g(2)(0) values as shown in figure 4.24.
In our experiment, as g(2)(0) < 0.5, we know that the number of centers is N = 1, we
thus could try to compare experiment and theory. During the experiment, current was
close to 200 pA, the value found for a g(2)(0) at current I = 200 pA and SBR = 0.83 is
much higher (g(2)sim(0) = 0.83) than the one obtained during the experiment of chapter 3
(g(2)CL(0) = 0.58). This difference could be explained by the differences in thickness. In
the experiment the thickness was of the order of 150 nm, whereas in the simulation, to
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Figure 4.23: g(2)CL(τ) for one single emitter N = 1 with a lifetime of τS = 26 ns and a
background emitter with a lifetime of τB = 18 ns for a) I = 5 pA and b) I = 20 pA. In
b) the g(2)CL(τ) after a Poissonian background subtraction is represented for SBR = 0.7
and SBR = 0.9 (dashed line), one can see that we don’t retrieve the g(2)CL(0) expected
after subtraction.
Figure 4.24: g(2)CL(τ) for one single emitter N = 1 with a lifetime of τS = 2.5 ns and a
background emitter with a lifetime of τB = 20 ns for a) I = 5 pA and b) I = 20 pA.
stay in the regime of weak interaction we have a thickness of 30 nm and the bunching
effect, as shown in figure 4.11, is known to decrease when the thickness increases.
In conclusion, we have shown that g(2)CL(τ) of defect centers, in two examples of wide
band-gap semiconductors, exhibits a bunching behavior depending on the excitation
current and the lifetime of the emitter. This phenomenon has been shown to arise from
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the synchronization of multiple excitations via primary excitation decay into multiple
e-h pairs and should be observable in any luminescent system by CL. Moreover, the
autocorrelation shape with a single peak and a large g(2)CL(0) ≫ 2 might be recovered
with an optical excitation, if emitters are excited with intense short laser pulses which
are randomly separated in time. In the case where we can model the emitter’s
lifetime with a simple exponential, we are able to easily and quantitatively measure the
lifetime with a spatial resolution only limited by e-h pair diffusion lengths [23] and with
a high signal-to-noise ratio, we will develop this application in detail in the next chapter.
Finally, the high observed g(2)CL(0) value is independent from the emission wavelength
(tunable by material choice), meaning such photon sources could be of interest in two-





Time is an illusion.
Bunchtime doubly so.
D. Adam / M. Kociak
5.1 Lifetime Measurement at the Nanometer Scale
Charge carrier lifetime is a key parameter for understanding the physics of electronic
or optical excitations. For the excited state, it can unveil details of environmental
influence, specifically the role of non-radiative transitions. From a practical point of
view, lifetimes can largely determine the performances of devices, such as Light Emitting
Devices (LEDs) or photovoltaic cells. These usually rely on nanometer scale structures
for which small details, such as the presence of single point defects, have to be known with
atomic precision. Despite the success of super resolution optical microscopies, they fail as
general purpose tools for lifetime measurement at the nanometer scale. Taking advantage
of the nanometer probe size formed in a Transmission Electron Microscope and the
bunching behavior studied in chapter 4, we introduce a technique able to study lifetimes
at the nanometer scale by measuring the second order correlation function,(g(2)(τ)),
of light emitted from nanostructures excited by fast electrons, without the need for a
pulsed electron source. In this chapter, we prove the possibility to measure lifetimes
of Gallium Nitride quantum wells (QWs) separated by less than 15 nm, together with
their emission energy and atomic structure. Experiments on well separated individual
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quantum structures shows an excellent agreement with combined time-resolved micro-
photoluminescence. We also demonstrate the possibility to measure the lifetimes of
emitters of different kinds (defects, QWs, bulk) within a distance of a tenth of nanometers
even for spectrally overlapping emissions. This technique is readily applicable to large
ensembles of single photon sources and various emitters such as QWs, quantum dots,
point defects and extended defects, such as stacking faults (SF).
5.1.1 Measurement with CL of Multiple AlN/GaN Quantum Wells
We showed in chapter 4 that the g(2)(τ) function of an ensemble of identical single
photon emitters allows for the retrieval of the emitters lifetime with nanometer spatial
resolution. By using a nanometer wide electron probe we can access lifetimes at the
nanometer scale. The experiment presented here is basically the same as in the last
chapter: the g(2)(τ) is recorded during an integration time T , which depends on the
required signal to noise ratio, an issue to be discussed in section 5.1.3. In this chapter,
we will correlate these measurements with all the information available on an STEM:
high resolution HADF image, EELS measurement and CL spectrum. In our case the CL
system has been installed on an STEM without aberration corrector, which means that
HADF images are not atomically resolved, but sufficient to localize object of interest
with a 1 nanometer precision. Atomically-resolved images associated with the data
have been acquired later on an Ultra-STEM Nion operated at 100 or 200 keV. In the
future, this kind of study will be done on the same microscope without the need of
sample transfer between microscopes, allowing full characterization without changes in
the sample environment.
We illustrate such ensemble of readily correlated measurements in figure 5.1 on a sample,
the properties of which are unaccessible by optical techniques due to spatial resolution
constraints. This sample is composed of a set of eight GaN quantum wells (QWs, a
few angstro¨ms thick) separated by 15 nm AlN barriers in a nanowire. A color-coded
compression of the spectrum image (SPIM) of a NW is shown in Figure 5.1-b, where
each energy layer has been encoded with a different color. Despite their proximity, the
emission of each QW (in the 3.8 eV to 4.7 eV range) is clearly distinguishable. As the
position of the QWs can be identified from the HADF image (Figure 5.1-a), we can
deduce the exact emission energy of each QW. The emission energy distribution along
the NWs is not uniform among different NWs due to QW thickness variation and strain
effects. Each QW lifetime can be obtained from their respective g(2)(τ) (Figure 5.1-c),
and varies from 2.3 to 0.5 ns. From the two data sets, we can correlate the lifetime to
the emission energy and deduce that lifetimes are longer for lower emission energy. This
is expected as lower emission energy corresponds to lower confinement strength, and
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therefore lower electron hole overlap and increased lifetimes. This behavior have been
aready extensively studied [43, 187, 188].
Figure 5.1: Nanometer scale lifetime measurement. a) the HAADF image of an AlN
nanowire containing 8 GaN QWs. The scale bar is 20 nm b) Compression of a spectral
image acquired on the same NW. c) Series of g2(τ) measured at each QW position.
These have been shifted on the abscissa for clarity. The deduced lifetime is printed
close to each bunching peak. d) Emission intensity versus energy and of the position
along the growth direction. The lifetime measured for each quantum well (dashed white
rectangle) have been displayed on the graph for clarity.
These results show how spectral and lifetime information can be retrieved from individ-
ual quantum-confined objects in close proximity. These experiments can be performed
in a short period of time (less than one hour per NW) including CL spectrum imaging,
HADF imaging and lifetime measurements for all QWs. For example, in a one day ex-
periment we have measured 80 QWs in 10 different NWs. Such large throughput is ideal
for the acquisition of statistically relevant informations, considering the known varia-
tions between different nano-objects within the same sample. Out of the fifteen similar
nanowires studied, only the nanowire presented in figure 5.1, called hereafter NW0, has
a straightforward dependence between energy and lifetime. Three other examples are
shown in figure 5.2-a,b and c called respectively NW 1, 2 and 3. In these examples
the general tendency is respected, the QWs of NW2 have shorter lifetimes and higher
emission energies than those of NW1. In figure 5.2-d, the lifetime as a function of the
energy of emission of the different quantum wells is shown. Among the 120 quantum
wells measured (15 × 8) only the 38 ones where a main single emission energy can be
assigned to a quantum well have been used. One can see the large distribution of life-
times for a given energy, even if the tendency of shorter lifetime for higher energy is still
visible. On the other quantum wells, due to secondary emissions localized on fraction of
the quantum well, most probably assign to defect during the growth, any designation of
an emission energy is uncertain.
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Figure 5.2: a),b),c) HADF image (top), projection of a SPIM (see chapter 2) along
the growth direction (middle) and the correlation function g(2)(τ) taken on each QW
(bottom). a: NW1; b: NW2; c: NW3. The dashed rectangles represent the QW
location. Scale bar in the HADF is 20 nm. d) Lifetime as a function of the emission
energy for the quantum wells taken from the fifteen nanowires studied. Only quantum
wells with a clear single emission energy are reported.
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This large distribution of lifetimes at a given energy can be understood by looking at
the distribution inside the same nanowire. Indeed, for NW1 the quantum well with
the lowest emission energy (E ≈ 3.8 eV)(third from the right) has a shorter lifetime
(0.7 ns) than the fourth and fifth (1.1 ns) having a similar or higher emission energy
(respectively 3.8 eV and 4 eV). This could be due to structural reasons that, in principle,
a more advanced experiment coupling high resolution HADF and EELS measurements
could unveil. Indeed, we need to remember that only the overall lifetime is measured,
and not only the radiative one, for which the relation between energy and lifetime holds.
In the present set-up, however, no spectral filtering has been done yet and it is more
likely that the lifetime measured with a beam position located on each quantum well
is the lifetime of the emission of the quantum well convoluted with those of the two
quantum wells close to it. For example in the case of NW1, the third and the forth
quantum wells counting from the left have approximately the same emission energy.
But the second quantum well has a energy higher than the fifth. This means that,
considering the convolution effect, the lifetime measured on the third is actually smaller
than the lifetime of the fourth. In section 5.1.2 we are going to discuss the effect of
two emissions with different lifetimes on lifetime measurements thanks to Monte Carlo
simulations.
In order to show the benefit of spectral filtering to increase the measurement accuracy, we
did some preliminary tests by using filters to separate two spatially overlapped emissions.
For that purpose, we have used a GaN/AlN nanowire where the GaN confined structure
emit at two different energies. The results are presented in figure 5.3. Some EELS
measurements have been performed by L. Tizei on the Ultra-Stem Nion microsope on
the same sample but not the same nanowire (figure 5.3-a) and b)). In this analysis
we can see that the GaN structure has a complex pyramidal form allowing different
recombination centers inside the GaN confined structure (figure 5.3-c)).
As shown in figure 5.3-d, we have used two paths on the HBT experiment (Ch1 and
Ch2) one with a band pass filter (F) set at 3.6-4.1 eV and a second one where the first
lens (L3) plays the role of high-pass wavelength filter (< 3.5 eV). The third lens (L3) is
common to the two paths and is an uncoated UV lens that works for UV and visible
light. This spectral selection allowed a clear distinction of the two emissions and their
lifetimes could be retrieved separately. The lifetime for the top of the inclusion was 1
ns while it was equal to 8 and 9 ns for the two emissions coming from the base (figure
5.3-d)-e)). The smaller lifetime of the emission from the top is most probably due to a
higher confinement and also a leak of the carriers to the second center of recombination
at the bottom of the pyramid.
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Figure 5.3: Lifetime measurements with spectral filtering on a nanowire AlN/GaN.
a) HADF image taken in an atomic resolved microscope (Ultra-STEM) at the same
time as the EELS measurement presented in b). The scale bar is 20 nm. The gallium is
colored in orange and the aluminum in blue. The pyramidal shape is clear on the EELS
elements map. c) Compression of a spectral image acquired on the same nanowire as
e) and f). There are clearly three emissions visible, the two at the base of the GaN
pyramid respectively at each corner around 3.2 eV and the one at the top of the pyramid
around 3.8 eV. The scale bar is 50 nm. The HBT-STEM experiment was modified to
perform spectral filtering as shown in d) the mirror (M) is removable to allow the signal
to go on the direct path (ch1) where the lenses L1 and L2 are UV compatible and the
filter (F) is a band pass filter set at 3.6 − 4.1 eV. The second path (ch2) used a visible
lense L3 that is not UV compatible and therefore acts as a high-pass wavelenght filter< 3.5 eV.
Spectral filtering has thus a clear beneficial effect on lifetime measurement. In any
case, the best solution would be to install a spectrometer into the HBT experiment to
spectrally filter the emission in addition to the spatial selection, increasing the spatial
resolution of the experiment. The main problem of using a spectrometer is losses due
to the grating. Also a software that allows the acquisition of spectra with the HBT
detectors to select easily emission energy would be needed.
5.1.2 Monte Carlo Simulation with Two Lifetimes
In complex structures like GaN/AlN nanowires or nano-diamonds, it is often the case
that despite the nanometer size of the beam, we excite more than one emission center,
mostly because of the diffusion length of carriers in the material. In such a case, the
g(2)(τ) contains a mixture of signals coming from different emitters. To know if we can
accurately retrieve two emission lifetimes, we have performed Monte Carlo simulations
considering the excitation of two emitters. Here we made the assumption that the decay
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is exponential, however in some heterostructures as, for example, InGaN/GaN nanowire
[189] or thick GaN/AlGaN quantum wells under high excitation power [190], the carrier
recombination dynamic is not exponential. In this case, a more complex modeling of
the decay have to be replace into the Monte Carlo model. It has not been done for now,
and our study will be restricted to exponential decay. Knowing from chapter 4 that the
probability of interaction Pint of the electron-hole (eh) pairs with the emitter has no
influence on the result, we take Pint = 1. However, as the eh pairs can excite either the
first emitter E1 or the second emitter E2, we have defined the emission ratio re as the
probability that eh pairs interact with E1 instead of E2. The principle of the Monte
Carlo simulations is the same as in chapter 4, but this time for each incoming electron
the number neh of created eh pairs is distributed between E1 and E2 by generating neh
random numbers rand[0,1]. If the jth random number is such that rjand < re, the jth eh
pair interacts with E1; otherwise it interacts with E2. Depending on which emitter the
eh pair interacts with, it will decay with the radiative probability P 1rad or P 2rad associated
with the lifetime τ1 or τ2, respectively.
Results of simulations show that by fitting the g(2)(τ) function with the sum of two
exponentials (equation 5.1) we can retrieve the two lifetimes τ1 and τ2, independently.
g(2)(τ) = 1 + g1 ∗ exp(− τ
τ1
) + g2 ∗ exp(− τ
τ2
) (5.1)
However the accuracy of the fit depends, of course, on the signal to noise ratio, which will
be discussed in the next section, on the similarity of the two lifetimes and the emission
intensity ratio between the two emitters. In figures 5.4 and 5.5, results are shown for
τ1 = 1 ns and τ2 = 2 ns and τ2 = 5 ns, respectively. The other parameters are set to
I = 5 pA, Pint = 1 and L/λe = 1. For each case, 300 Monte Carlo simulations have
been performed and further fitted. The different lifetime distributions retrieved for both
emitters are shown as well as the typical g(2)(τ) functions for re = 0.3, 0.5 and 0.7. The
total number of incoming electrons is 50000, which corresponds to an integration time
of about 200 s for 104 counts/s on the HBT detectors, as it will be explained in section
5.1.3.
Figures 5.4 and 5.5 show that the accuracy increases with the difference between the
two lifetimes. Some simulations at higher currents have been performed showing that
the accuracy decreases if the current increases, as it is expected since g(2)(0) decreases
with I. However, even for I = 50 pA, the accuracy is still sufficient to retrieve the two
lifetimes with an error of about 20 %.
With this new approach, we return to the nanowires presented in figure 5.2. A fit with
equation 5.1 has been realized for each quantum well of the nanowires NW1 and NW2
of figure 5.2. For some of the quantum wells, the fit did not converge and the lifetime
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a) b)
Figure 5.4: Monte Carlo simulations for τ1 = 1 ns and τ2 = 2 ns. a) Monte Carlo
simulations for re = 0.3, 0.5 and 0.7, were iterated 300 times, we show the histogram
distribution of lifetimes τ1 and τ2 retrieved after a fit with equation 5.1. The time
resolution was set to 100 ps, I = 5 pA, Pint = 1 and L/λe = 1. b) Typical g(2)(τ)
functions for the three E1/E2 ratios presented in a) showing that measurements was
done for a high signal to noise ratio.
a) b)
Figure 5.5: Monte Carlo simulations for τ1 = 1 ns and τ2 = 5 ns. a) Monte Carlo
simulations for re = 0.3, 0.5 and 0.7, were iterated 300 times, we show the histogram
distribution of lifetimes τ1 and τ2 retrieved after a fit with equation 5.1. The time
resolution was set to 100 ps, I = 5 pA, Pint = 1 and L/λe = 1. b) Typical g(2)(τ)
function for the three E1/E2 ratios presented in a).showing that measurements was
done for a high signal to noise ratio.
value of the simple fit was kept. Results are shown in figure 5.6. Where two lifetimes are
retrieved, we can distinguish a shorter lifetime (between 0.4 and 1 ns) often associated
with emission above 4.4 eV and a much longer second lifetime associated with emission
below 4.4 eV. However, the uncertainty in the second lifetime value is high, often more
than 1 ns. This uncertainty is due to the signal to noise ratio but also because the
amplitude associated to the second lifetime (parameter g2 of equation 5.1) is much
smaller than the amplitude associated to the first lifetime. This is due to the fact that
the amplitude increases when the lifetime decreases. It is very likely that in fact the
second lifetime is an average lifetime of two secondary contributions (coming from the
quantum well of the right and the quantum well on the left) however a fit with a sum
of three exponentials does not converge in our case due to an increase in the number of
free parameters.
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Figure 5.6: Nanowires of figure 5.5-a and 5.5-b, the g(2)(τ) function of each quantum
well has been fitted with a sum of two exponentials (equation 5.1). Map of the emission
energy along the growth direction. Each quantum well is localized thanks to a dashed
white rectangle. The lifetimes τ1 and τ2 retrieved after the fit are indicated respectively
above and below each quantum well. If no values is indicated for τ2, it means that the
fit with two lifetimes didn’t work and the value of τ1 correspond to a fit with a simple
exponential.
Proposal for time-resolved imaging experiment
The fit with a sum of exponential shows that we can retrieve different lifetimes from a
g
(2)
CL(τ) curve as in time resolved µ-PL. Of course the accuracy of the fit will decrease
if the number of contributions increases. Moreover if more than one lifetime is found
associated with multiple emission peaks in the spectrum, the association of each lifetime
to the right emission center is a question of interpretation. However, in the case of
cathodoluminescence, one can extrapolate the method of spectrum images (SPIM) to
lifetime measurements. Indeed in the SPIM, we have an emission spectrum at each pixel.
By fitting each spectrum with multiple Gaussian functions, we are able to identify each
emission center. For example, in figure 2.6 of chapter 2 the maximum of intensity for
each fitted emission peak allows one to localize more precisely than the diffusion length
the emission center. In the case of lifetimes, if we have two emitters (E1 and E2) we
will have g(2)(0) = g1 + g2 (see equation 5.1). g1 or g2 will depend on the associated
emitter lifetime (respectively τ1 and τ2) but also on re the emission ratio associated to
E1. Figure 5.7 shows the coefficient g1 and g2 for the Monte Carlo simulations of figure
5.5 (τ1 = 1 ns and τ2 = 5 ns) . One can see that the higher the percentage coming from
the emitter, the higher the related coefficient.
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a) b)
Figure 5.7: Monte Carlo simulations for τ1 = 1 ns and τ2 = 5 ns. a) Monte Carlo
simulations for re = 0.3, 0.5 and 0.7, iterated 300 times. We show the histogram
distribution of coefficients g1 and g2, respectively in figures a) and b), retrieved after a
fit with equation 5.1 (g(2)(τ) = 1+ g1 ∗ exp (− ττ1 )+ g2 ∗ exp (− ττ2 )). The time resolution
was set to 100 ps, I = 5 pA, Pint = 1 and L/λe = 1
We can therefore imagine that if we acquire a g(2)(τ) at each pixel and fit each curve
with equation 5.1 we can retrieve for each lifetime the emission center location with a
resolution greater than the diffusion length. A sketch representing this idea is proposed
in figure 5.8. For the example of lifetime measurements in AlN/GaN nanowires, the
acquisition time of a g(2)(τ) is about 30 s. But this is the beginning and an improvement
of the collection and detection system can reduce this time easily to 10 s. Moreover if
multiple g(2)(τ) are acquired the signal to noise ratio can be smaller, reducing also the
time of acquisition. We can also use a drift corrector, already used in a lot of research
teams for SPIM acquisition, that realign the sample after each measurement using an
HADF image.
5.1.3 Discussion on the Accuracy
The accuracy of the fits depends, of course, on the signal to noise ratio (SNR) of the
g(2)(τ) functions. Moreover, the SNR depends also on the lifetime because it will change
the value of g(2)(0). We can evaluate the integration time needed to obtain a certain
precision on the lifetime value for different lifetimes and different counts rate on each
detector thanks to Monte Carlo simulations. To evaluate the integration time we proceed
as follows:
1. For a given number of electrons NMCe , we run N Monte Carlo simulations with
the same parameters: lifetime T theof , interaction probability Pint, L/λe and the
current I.
2. Every g(2)(τ) function resulting from simulations is fitted with an exponential.
The resulting lifetime Tf of each curve is recorded.
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Figure 5.8: Sketch of the HBT-Spim. At each pixel of the scan we take the g(2)(τ)
function of the CL signal. We imagine a situation where the sample under study has
two centers of emission, one with an emission energy E1 and a lifetime of τ1 = 1 ns
and a second with an emission energy E2 with a lifetime of τ2 = 5 ns. We fit each
g(2)(τ) function with the expression g(2)(τ) = 1 + g1exp(−∣τ ∣/τ1) + g2exp(−∣τ ∣/τ2). For
each pixel we retrieve a value for g1 and g2 as the three examples shown in a). We can
therefore plot the value of the two coefficients for each pixel as shown on the top figure
of b). By correlating this map with the CL intensity map one can associate the center
of emission with its lifetime.
3. We compare the average lifetime T avgf of the N simulations with the input param-
eter T theof . If T
avg
f = T theof ± x ∗ T theof and if the standard deviation is also smaller
than x, the number of electrons NMCe is recorded as well as the total number of
emitted photons NMCp . Otherwise the number of electrons is increased and the
whole procedure is done again. Therefore, x defines the wanted accuracy.
This procedure is done for each desired lifetime. Therefore we know, eventually, the
number of photons Np needed to have the required SNR for each lifetime. We now
want to convert NMCp to the integration time needed in our actual experiment. In the
simulation, to decrease the calculation time we calculate the delay between each photon
and its neighbors, contrary to the real HBT experiment where each delay is recorded
only for different photons pairs. In the simulation we can define the ratio r between
incoming electrons and emitted photons as NMCe /NMCp . The fit is done only for τ < 300
ns, thus in the simulation one photon gives a number of events N evp for the time windows
T = 300 ns equal to the number of emitted photons during this time window. If we define
Ne as the number of incoming electrons on a time window of 300 ns we can write that:




= r N evp
300 10−9 1.6 10−7
N evp = 3I1.6 r (5.2)
Thus, the true number of photons required to obtain the same signal to noise ratio as
in the HBT experiment is N expp = 4N evp NMCp the factor of 4 coming from the fifty-fifty
probability for the photons to go on the correct detector. In order to go from simulations
to experiments, we evaluate the experimental ratio rexp between incoming electrons and
detected photons, by comparing the current I (pA) and the number of counts per second
C on the HBT detectors:
rexp = 107I1.6 C (5.3)
Equation 5.3 implies that the number of electrons N expe needed experimentally to have
the SNR of the simulation is:
N expe = rexp N evp





From equation 5.4 we can deduce the experimental integration time needed T :
T = N expe
I
1.6 10−7
T = 12 I
1.6 C r
NMCp (5.5)
Figure 5.9 shows for C = 104 c/s and C = 105 c/s the integration time T needed to get a
2 % precision as a function of the lifetime of the emitter. Comparing with experiments,
the good order of magnitude seems to be retrieved. However the experiment tends to
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Figure 5.9: Integration time T as a function of the lifetime of the emitter for a
precision x = 2 %, a current I = 5 pA and a ratio r ≈ 0.8. We evaluated T for two
different numbers of counts per second C = 104 c/s and C = 105 c/s with an accuracy
x = 2 % of the lifetime.
show that the real integration time is two to four times larger. The integration times
we found are close to the ones expected in time-resolved photoluminescence experiments
for the same order of accuracy.
5.2 Comparison with Time-Resolved µ-Photoluminescence
In chapter 4 and in the first part of this one we have shown that we measure emitter
lifetimes. However, for now, there is no clear evidence that emitter lifetimes measured
in CL are in fact similar to the ones measured in PL. Indeed, the bunching effect shows
clearly that there are some differences between CL and PL excitation mechanisms. Even
if the lifetime retrieved for the diamond in chapter 4 tends to prove that the two life-
times are similar, the large distribution of nano-diamond lifetimes (between 10 and 30
ns) renders difficult any accurate comparison. Therefore, we have performed, in col-
laboration with Bruno Gayral at INAC, a statistical comparison between time resolved
micro-photoluminescence (TR-µPL) and HBT-CL measurements. We will first explain
the principle of TR-µPL and then compare the techniques.
5.2.1 Principle of Time-Resolved µ-PL
Time-Resolved µ-PL measures the deexcitation time of the sample submitted to an
excitation. The sample is excited with a pulsed laser beam. If the time between two
laser pulses is much longer than the emitter lifetime then the emitter is in its ground
state at each excitation pulse. The clock of a correlator, similar to the one used for HBT
experiments, is triggered by the pulse of the laser beam and stopped by the associated
Chapter 5. Lifetime Measurement 102
emitted photon. We therefore record the delay τ between the excitation and the emission.
A sketch of the experiment is shown in figure 5.10. In our case, the experiment was
performed in the laboratory INAC in Grenoble in collaboration with Bruno Gayral
and Thomas Auzelle. Their experiment is optimized to work in the UV range. We
used a titanium sapphire (Coherent Mira 900) pulsed laser emitting at 750 nm with a
repetition rate of 82 MHz. The output average power is about 100 mW. The wavelength
is then tripled with a non-linear crystal to obtain a wavelength of excitation at 250 nm,
which lowers the power to about 10 mW. An attenuator is then added to choose the
excitation power, in our case between (10 µW and 100 µW). All the optics used are UV
compatible. However the technology in the UV range is less efficient and the objective
lens used to focus the beam on the sample has a small numerical aperture (ON = 0.4)
with a magnification of only 20. The chromatic aberration is not easily corrected. The
poor quality of the objective and the use of a wavelength-tripled laser increases the
size of the spot on the sample, the spatial resolution was therefore of the order of ≈ 2
µm. The sample is cooled at liquid helium temperature (T = 4 K) thanks to a Oxford
cryostat. The emitted photons are transmitted to a spectrometer that can either send
the signal to a CCD camera giving an emission spectrum or select a given wavelength to
be sent to a PMT detector. The PMT is linked to the correlator that will start a clock,
stopped with the laser pulse, when it detects a photon at a given wavelength. In this
configuration the clock is start by the PMT because there is not always emission after,
therefore it is worst recording only if an event is detected.
The pulse excites the sample at time t0. The probability that the emitter will return to
its ground state due to radiative or non-radiative recombination is linked to the lifetime
of the emitter τe. The measurement of the delay between the laser pulse and the emitted
photons gives the probability for the sample to emit a photon after a certain time τ . This
probability is the radiative probability Prad, that is taken exponential in our case event






By simply fitting the obtained curves with an exponential, we can retrieve the lifetime of
the emitter. As in the HBT-CL experiment, we extract the total lifetime of the emitter
(radiative and non-radiative). The radiative lifetime can be known by studying, for
example, the lifetime dependence on temperature. But this quantity is difficult and long
to obtain, and this has not been done on the present study. We studied nanowires of
AlN/GaN with only one quantum well of GaN per nanowire. The emission wavelength
of the quantum wells were typically between 3.1 eV and 3.9 eV. As it will be explained in















Figure 5.10: Sketch of TR-µPL experiment. The pulsed laser beam tripled to λ = 250
nm (blue continuous line) is sent on a beam splitter (BS). It transmits 70 % of the laser
beam intensity to the sample and reflects 30 % to a fast photodetector (fast PD) that
stops the clock of the correlator. The laser beam is focused on the sample thanks to
an objective (Obj), that also collects the signal emitted by the sample (dashed orange
line). A dichroic mirror (DM), reflect 100 % of the laser beam and transmit 100 % of the
signal. It sends the signal to a spectrometer. The spectrometer can distribute the signal
to a CCD camera to obtain an emission spectrum (graph on the right). The emission
spectrum allows to note the wavelength of interest (for example the black arrow on the
graph : 3.5 eV). The signal can then be sent to the PMT detector, the spectrometer
grating and an entrance slit allow to select the wavelength of interest with a spectral
resolution of about 1 nm. The PMT starts the clock stopped by the laser beam when it
detects a photon. A delay is then recorded, the number of events recorded at a certain
delay τ gives the graph at the bottom allowing to extract the lifetime τe of the emitter.
section 5.3.2, some defects on the AlN matrix can also be observed between 3.5 and 5.0
eV. Due to the restricted spatial resolution of the experiment, more than one nanowire
was excited at the same time. Spectral selection before the PMT usually allows the
selection of only one emission. However, in most of the thirty measurements, the fit was
the sum of two lifetimes, a shorter lifetime between 60 and 600 ps and a longer lifetime
between 0.7 and 5 ns. The first contribution is associated to a secondary emission,
coming either from the overlap with the GaN bases of the nanowire or some defect in
the AlN matrices (see section 5.3.2). Even if the intensity of this secondary signal is
small, its short lifetime makes a visible contribution in the TR-µPL experiment. The
second lifetime is associated with the luminescence coming from the GaN quantum well.
Without any imaging at the nanometer scale it is difficult to be certain about the origin
of each signal and their different contributions. However, from CL measurements we
know that defects in AlN have a weaker intensity than the quantum wells. We would
therefore expect that the clear emission peaks of the spectrum are related to quantum
wells and not defects. We are thus confident to measure a signal coming from the GaN
insertion and not from the AlN matrix in the energy range between 3.5 and 4 eV.
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a) b)
Figure 5.11: TR-µPL measurement. a) Emission spectrum obtained with the CCD
camera. b) Correlation function of signal filtered around 3.6 eV (black arrow on a)),
with a resolution of 50 ps and an integration time of 400 s. The curve was fitted with
a sum of two exponentials and two lifetimes τ1 = 0.06 ns and τ2 = 2.6 ns was retrieved.
For the experiment, the sampling time of the histogram was 50 ps and the integration
time was 400 s. A typical spectrum and lifetime measurement are shown in figure
5.11. On the emission spectrum displayed in figure 5.11-a we can clearly see multiple
emission peaks at different energies, with a broad signal around 3.4 eV probably an
overlap between a thick quantum well emission and the GaN bulk emission. We select
successively two emission energies 3.6 eV and 3.85 eV. The lifetime measurement of
the peak at 3.6 eV is shown in figure 5.11-b. The curve was fitted with a sum of two
exponentials and we retrieve a short lifetime of τ1 = 0.06 ns probably associated to
the GaN bulk and a second lifetime at τ2 = 2.6 ns associated to the emission of the
GaN quantum well. The broad signal at 3.4 eV was always visible, thus identification
of emission coming from thick GaN quantum wells was difficult, limiting the study to
thinner quantum wells with emission energy above 3.4 eV.
5.2.2 Comparison between PL and CL
The same sample was studied in HBT-CL. Initially, the goal was to study the same
nanowire in TR-µPL and in HBT-CL, as it would have been a more accurate way to
compare the two techniques. We therefore deposited the nanowires on a TEM grid
lithographied with an alignment pattern similar to the one presented in figure 2.15-a
of chapter 2. However, even with the pattern, it was difficult to precisely locate the
nanowires due to the poor spatial resolution of the PL imaging system. Moreover, if
the intensity was too high (> 40µW) the thin membrane of Si3N4 didn’t resist to the
laser excitation most probably because the gold pattern heats up under laser excitation.
Most of the measurements were therefore realized outside of the membrane on the thick
part of the TEM grid, allowing us to increase the intensity of the laser beam (≈ 150µW)
and another part was done on a grid without pattern. Surprisingly, what really makes
difficult to find in CL the nanowire studied in PL was that the number of nanowires
emitting in CL was ten times higher than in PL. One explanation for this observation
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Figure 5.12: Lifetime versus emission energy. QWs lifetimes have been measured
using TR-PL and HBT-CL in NWs containing single QWs. NW have been sufficiently
dispersed so that only a few NW were hit at a time in the µ-PL experiment. Statistically,
the expected trend of smaller lifetime for higher energy is observed in both sets of
experiments.
could be that the cross section in CL is really high due also to the selectivity of the
excitation point, increasing the chance to truly excite a quantum well. We therefore
compare the lifetime measurements between the two experiments only statistically even
if the data were acquired for the most part on the same grid and approximately at the
same location. Of course, in the future, a comparison on the same nanowire would have
to be done, with a pattern best suited to the spatial resolution of the PL experiment and
with a higher dispersion of the nanowire into the grid. Figure 5.12 shows a statistical
comparison of individual QW lifetime measurements in PL and CL. As explained before,
time resolved µ-PL measurements for emission below 3.4 eV were difficult to perform
due to the overlap with GaN bulk signal coming from the bottom of the NW. Figure 5.12
shows that the statistical distributions of lifetimes for PL and CL are similar. Again, as
expected, the lifetime increases for decreasing emission energy [43]. The large amount
of studies on this behavior [187, 190, 191] tends to show that the large distribution of
energy at a given lifetime can be explained in part by the relatively high temperature
of the set-up (150 K) and also because of the structure differences from one nanowire to
another that could result into different strain conditions for the quantum wells.
Knowing that we can access lifetimes which are essentially identical to PL ones, we
can now exploit the high spatial resolution of the technique to probe situations more
complicated than the textbook example of section 5.1.1 of NWs containing individual
QWs. In the following section, we are going to exploit this system to study lifetimes in
NV 0, of which we acquire a large statistics in the past three years. The CL experiments
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also highlight the profusion of defects in the AlN matrix of AlN/GaN nanowire and the
defects at the interface GaN/AlN, CL coupled to HBT gives an incredible tool to study
those defects. Finally some preliminary results on the influence of the electron beam in
the Stark effect existing in thick GaN quantum wells and explained in chapter 1 will be
measured.
5.3 Lifetime Measurement on Other Systems
5.3.1 Statistical Measurements in NV 0
The lifetime of NV centers has been extensively studied over the past decades [56, 156].
However it is difficult to perform systematical measurements connecting size and lifetime.
Our set-up is optimized to fully characterize a large number of individual nano-diamonds
thanks to the synchronization of the measurement with HADF image. We performed a
study on nano-diamonds with a large number of NV 0 centers inside the particle. The
measurements have been done on 100 nano-diamonds at liquid nitrogen temperature
(150 K), distributed on different days of experiments and different substrates. The
statistical distribution of the lifetime is shown in figure 5.13. Each fit of the g(2)(τ)
functions were obtained with an accuracy better than 10 %. The distribution found is
broad, between 10 and 50 ns with most of the lifetimes between 20 and 30 ns. It is worth
noticing that measurement of NDs with lifetimes between 30 and 50 ns was difficult to
perform because the lifetime is too long to obtain a meaningful signal to noise ratio over
a reasonable time (less than 400s), even at small current, because g(2)(0) ≈ 1. Thus,
most probably the population of diamonds with an average lifetime between 30 and 40
ns is underestimated. No correlation between the substrate and the lifetime have been
established although it is known that lifetime of NV center in nano-diamond depends
of the environment [56, 192].
It is surprising that the distribution of the average lifetimes is so large for nano-diamonds
of similar sizes. It is often said that the large variation of NV centers lifetime in nano
diamond is due to the relationship between the surface of the particle and the NV
center position [192]. However in our case there are about 900 centers homogeneously
distributed into a particle of 100 nm size. Therefore the different key positions comparing
to the surface are always present. Thus, for similar sizes we would have expected similar
average lifetimes with a tendency to come closer to the bulk value (≈ 11 ns) when the
size of the particle increases. Thanks to our set-up, it is straightforward to link lifetime
and size of the particle thanks to the HADF. Of course, the HADF is a two dimensional
image, we therefore miss one of the three dimensions. Results of the lifetime as a function
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Figure 5.13: Distribution of the average lifetime measured on nano diamonds with
about 900 centers per nanodiamond. 100 nanodiamonds have been measured with a fit
accuracy better than 10 %.
of the size are depicted in figure 5.14 and show no correlation between the size of the
particle (or its aspect ratio) and the lifetime. It is worth noticing that we observed
some variation up to 5 ns on the same nano diamond after taking the sample out of the
microscope and putting it back. The environment seems thus to have a higher impact
on the lifetime of the nano-diamond and could explain the variations observed but too
many parameters could be responsible to draw a conclusion at the moment.
a) b)
Figure 5.14: HBT-CL lifetime measurements as a function of the size of the nan-
odiamond. a) Lifetime function of the smallest of the two dimension measure and b)
function of the aspect ratio of the particle. No correlation between lifetime and size of
nano-diamond is seen.
5.3.2 Defects in AlN
As it was already mentioned in this thesis, cathodoluminescence is an appropriate tool
to study emission in the UV range without loss of spatial resolution. And due to SPIM
methods, one can limit the loss of spectral resolution even if the relatively high cooling
temperature (150 K) of the set-up render difficult deep physical insight as one can have
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in photoluminescence experiment [190, 191, 193] or in time resolved CL experiment at
Helium temperature [194, 195]. Many of our experiments on different kinds of AlN/GaN
nanowires show that the luminescence of the GaN quantum wells was often accompanied
with localized emission(s) in the AlN matrices. We associated these localized emissions
with defects in AlN. But ”defects” is a generic term that hides the complexity of the
problem. Thanks to the high resolution of the CL system, the synchronization with the
HADF images and the lifetime measurement, we were able to better characterize these
emissions. We conducted a systematical study on a sample of AlN/GaN nanowires with
a high density of defects, but all the observed defects were also observed on the other
studied samples. It is the same sample as the one of figure 5.3. Three main kinds of
emission have been identified and studied.
The first kind of emission arises above 4 eV. We have investigated the parts of the
nanowires emitting at this energy in CL and conventional TEM but not in HBT-CL
due to the poor efficiency of PMTs in this region. In figure 5.15, a typical study of
defects above 4 eV is shown. The emission is characterized by multiple sharp peaks
at each excitation pixel (see figure 5.15-b), one pixel being 10 nm wide. The emission
energies are always different, as well as the distance between different associated peaks.
It seems that each emission peak is coming from a different location like different point
defects. They appear usually in clusters as shown in figure 5.15-d. Moreover, in the
conventional TEM contrast shown in figure 5.15-a, we can see no sign of these defects,
corroborating the theory of point defects being too small to be revealed by EELS or
electron microscopy images. In the literature, emission of AlN in this range is associated
with acceptor-donor transitions between recombination of electrons bound to nitrogen
vacancy with three positive charges (V 3+N ) and neutral magnesium acceptors [196, 197].
However, the signal observed in the literature is a broad band emission spectrum at
4.2 eV, quite different from the one we studied. The high resolution of the experiment
could explain that in CL we excite each defect individually compared to PL where a
broad band may appear. But the contamination of the MBE chamber is not important
enough to explain as many Mg-doped point defects. Moreover, some AlN nanowires
(without GaN quantum wells) were grown at the same period in the MBE chamber and
this luminescence was not retrieved in PL (not studied in CL). Another explanation
could be the incorporation of clusters of GaN into the AlN matrices during the growth
of the GaN quantum well. The different sizes of each GaN clusters, and the strain acting
differently on each ones [198], could explain the multiplicity of the emission energy. Of
all nanowires studies, none has these kind of defects above the GaN quantum well which
sustain the hypothesis of GaN clustering during the growth of the GaN inclusion. Indeed
the AlN growth after the quantum well is GaN cluster free because no gallium has been
incorporated after its growth. However no formal proof of the presence of gallium into
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the AlN lattice could be found in EELS most probably because the clusters are made up
of only few atoms. These kinds of defects have been seen also in AlxG1−xN nanowires
in cathodoluminescence [199, 200], a fact also explained as due to the inhomogeneity of
GaN concentration along the nanowire.
Figure 5.15: CL of defects in AlN matrices above 4 eV. a) High resolution TEM
images where no sign of defect is visible. b) typical emission spectrum extracted from
the SPIM, multiple sharp peaks are visible, the peak pattern and energies is different
from the three different locations. The three locations are marked with the square of
the corresponding color on the HADF image of the spim in c) and on the intensity map
taken at 5.3 ± 0.1 eV. The emission spots are small, about 50 nm, however in each pixel
(10 nm) multiple sharp emission peaks are recorded.
The second type of defects is associated with a localized emission between 3.5 and 4 eV.
The characteristics of this emission seem slightly different when compared to the first
type studied. The second emission is often constituted by two close (less than 100 meV)
broader peaks and the emission spots are localized in a 50 nm area often isolated from
other defects. An example taken on the same nanowire as in figure 5.15 is shown in
figure 5.16. In the literature, a broad band emission around 3.6 eV is associated with
complex of AlN vacancies and oxygen impurities [201–203]. Oxygen, as magnesium, is
also a possible contaminant during the growth even if it seems unlikely to have such a
large contamination. Moreover the lifetime expected for such donor-acceptor transition
in the AlN band gap is of the order of 1 µs or longer ([201, 204]), which is not the
case here. For the fifteen similar defects investigated the retrieved lifetime were between
0.7 and 2 ns. As for the other defects, it is more likely due to clusters of GaN in
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the AlN matrices but with sizes similar to the one expected for a quantum dots of 6-
7 monolayers [43] explaining the relative high energy of emission and the nanosecond
lifetime. Conventional TEM shows maybe the presence of gallium but EDX at high
resolution needs to be performed to validate this observation. However, if these GaN
clusters act as quantum dots we could expect an anti-bunching behavior (g(2)(0) < 1)
for isolated GaN clusters, but a bunching behavior (g(2)(0) > 1) was always found. The
reason could be, as it has been discussed at the end of chapter 4, that anti-bunching
behavior cannot be retrieved from quantum dot with HBT-CL experiments because of
the bunching effect.
Figure 5.16: CL of defects in AlN matrices between 3.5 and 4 eV. a) HADF image of
the AlN/GaN matrices and b) emission map recorded thanks to the PMT detector and
synchronized with the HADF contrast of a). c) Emission spectrum taken on the red
square in a) and the lifetime measurement taken with the HBT-CL experiment with a
retrieved lifetime of τ = 1.1 ns. e) and f) conventional TEM images taken at the dashed
black area of a). A contrast is visible at the location of the luminescence (red square).
As this kind of defects has a luminescence close to that of narrow quantum wells of GaN,
the signal can be interpreted the wrong way in photoluminescence. For example in the
case shown in figure 5.17 the luminescence of the quantum well is in fact at an energy
similar to that of the GaN at the bottom of the nanowire (3.4 eV) and the luminescence
at 4 eV is associated to a defect. Thanks to the spatial resolution we can separate the
lifetime of the GaN at the base (τ3 = 2 ns) and the lifetime of the insertion (τ1 = 8 ns).
As we can see in the HADF image (figure 5.17-d) the defect at 4 eV is localized close to
the interface with the GaN base, the presence of the interface changes the environment
of the defect, it can explain the high energy and the small lifetime (τ2 = 0.5 ns) compared
to the former example.
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Figure 5.17: a) Emission spectra extracted from a spim at three different locations,
on the insertion (1), in AlN close to the interface with the GaN base (2) and in the
GaN base (3). b) Compression of a spectral image acquired on the nanowire. We can
see the emission of the defect at 4 eV and the emission of the insertion around 3.4 eV.
c) Filtered emission imaging taken with the PMT detectors and synchronized with the
HADF image of d). The lifetime for each measurement is indicated, the white squares
show the area of excitation and correspond to the location of the three emission spectra
of a. The scale bar is 50 nm.
A third type of emission coming from AlN was found, it is a broad emission, less intense
than the first two. Figure 5.18 shows the study in CL and HBT-CL of one of these
defects. It appears that the emission pattern revealed in figure 5.18-b is associated
with white lines on the HADF image (Figure 5.18-a). This HADF contrast is often the
signature of stacking fault (SF). Luminescence from stacking faults has been extensively
studied in GaN [205] with PL [206], CL [207, 208] and by Corfdir et al in time resolved
CL [194]. In the wurzite III-V material, stacking fault is a local deviation from the
hexagonal wurtzite (WZ) to the cubic zinc-blende (ZB) crystal structure [205]. So, it
can be seen as a WZ/ZB/WZ quantum well [209, 210] leading to emission energy lower
than the band gap exciton. As for a quantum well, the emission energy depends on the
size of the SF, which means its crystallographic type, and the band structure will be
influenced by the quantum confined Stark effect (QCSE) due the strong internal electric
field (see chapter 1 and the following section). However, in our case, the energy found
(3 eV) is very far from the band gap exciton (≈ 6 eV) of the AlN. No experimental
measurement could be found in the literature; however, theoretically, we expect a value
close to the gap [211] as it is case in the GaN [205]. This energy has been observed
several times on different nanowires.
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Figure 5.18: CL and HBT-CL measurement of stacking faults in AlN. a) HADF
image synchronized with the filtered image of b) taken with PMT detector. c) Emission
spectrum of the area noted by black dashed square in a) and the filtered images of the
spim at E = 3±0.5 eV where we can see the same pattern of emission as in b). d) g(2)(τ)
taken on the same area taken with the HBT-CL experiment, we retrieve a lifetime of
2.1 ± 0.1 ns. The scale bars are 50 nm.
Despite the low energy of the luminescence, emission from the SF seems to be the right
explanation. To confirm this hypothesis, conventional TEM images were acquired by L.
Tizei on the same nanowire. Results are depicted in figure 5.19. In Figure 5.19, one can
see that each emission line of figure 5.19-a) corresponds to a stacking fault in figure 5.19-
b). One of the stacking fault (2) is magnified in figure 5.19-e) where we can see clearly
the disorder in the crystallographic plane. This is to the best of our knowledge the first
measurement of SF luminescence in AlN nanowire at the nanometer scale combined to
lifetime measurement.
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Figure 5.19: Conventional TEM contrast of the Stacking fault. a) Filtered images
(320-400 nm) of the emission. b) Conventional TEM bright field image, one can see a
group of stacking faults (GL) followed by three thinner lines marked as line 1, 2 and 3.
c) and d) are magnification respectively of the region with the GL and line 1 and of the
line 2. One can see that in fact line 1 and 2 are constituted of two lines. e) Atomically
resolved images of line 2, the colored circle highlights the two stacking faults. One can
see that each line is only a single inversion, therefore it is a type I1 [205].
5.3.3 Quantum Confined Stark Effect
To conclude this overview of the different examples of lifetime measurements thanks to
HBT-CL experiments, we used the HBT-CL experiment to measure the effect of the
electron beam on the internal electric field which is very strong in AlN/GaN nanowires
[1, 43, 127]. As explained in chapter 1 (section 1.3.1) the internal electric field induces
a band distortion resulting in the so-called quantum confined stark effect (QCSE), that
changes the transition energy and increases the lifetime. The electron beam effect will
be to screen the QSCE (less distortion of the band) by increasing the beam current or
by changing the distance between the electron beam and the quantum well. Indeed, in
both cases, it will increase the number of carriers in the quantum well that will screen
the internal fields [136, 190]. We used AlN/GaN nanowires with single GaN quantum
well. As we wanted to measure the lifetime, we took nanowires where the QCSE was
still small to keep a lifetime emission of the order of nanoseconds. Figure 5.20-a and b)
shows CL emission along the nanowire. In figure 5.20-a, we can see that the emission
energy, when the electron beam excites directly inside the quantum well is higher (E =
3.5 eV) than when it is excited from outside (E = 3.45 eV). We then studied, thanks to
HBT-CL, the lifetime variation of the emission for different values of the beam current at
a fixed position (about 10 nm from the quantum well). Only three points were recorded
and a more systematical study has to be performed to validate these preliminary results.
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However it seems, as expected, that the lifetime decreases when the current increases.
The acquisition time for the g(2)(τ) function was between 100 and 230 s and the time
sampling of the histogram was 512 ps.
Figure 5.20: HBT-CL study of the Stark effect. a) Emission energy map for the
different positions of the electron beam. Energies were found thanks to a fit to the
emission spectrum at each pixel. b) Emission spectrum at two positions of the electron
beam represented by square of the same color in a) (green inside the quantum well and
blue outside). c) HADF of the nanowire, the white square shows the HBT-CL excitation
area. d) g(2)(τ) function acquired at I ≈ 18 ± 2 nA (on the objective aperture). The
measurement of the current was done on the objective aperture (VOA) (see chapter 4).
e) Lifetime measurement function of the current, the schematic and amplified effect of
the current on the band distortion is drawn as a visual aid.
5.3.4 Comparison with other time resolved spectroscopies
In this chapter we demonstrate the possibility to use the bunching for time-resolved
measurement at the nanometer scale. As stated throughout this chapter this is not the
first technique to measure lifetime. The two main ones are time-resolved µ-PL and
time-resolved CL in a scanning electron microscope (SEM), each having benefits
and drawbacks.
Time-resolved µ-PL is a widely used technique which offers the benefits of a laser excita-
tion that allows a softer interaction with matter. The excitation to a specific wavelength
also permits a better selectivity of the excited emission. The studies are almost always
done at Helium temperature (4K) which enable to observe fine physical phenomenon
[187, 212] supported by a much better energy resolution [190, 193] than what we can
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achieve for now in HBT-CL. However, the laser excitation makes it impossible to reach
a spatial resolution better than hundreds of nanometer at best and even worst in the
UV range. Moreover the absence of images of the excited area limited the correlation
of the emission with the structure of the material. For all these reasons time-resolved
µ-PL is, for now, a much better tool than HBT-CL to obtain insight into the physics
of the sample but is limited as a tool to characterize material and therefore to improve
synthesis.
On the other hand, time-resolved CL in a SEM [213] relies on a pulsed electron gun
to excite the sample. Contrary to µ-PL due to the electron probe, one can obtain a
resolution of 50 nm which is less than the HBT-CL experiment but much better than
PL. It is important to note that the pulsed electron gun allows, in opposition to the
HBT-CL experiment, to retrieve the carrier dynamics [214]. Some experiments have
been done at 4K [194, 195] but it is still difficult to master. The synchronization of
the spectroscopy study with a secondary electron image gives insight into the relation
between the emission and the material morphology. However the use of a pulse electron
gun limited the brightness of the electron gun, and its current. Therefore the time of
integration for a single measure is relatively long compare to what is achievable thanks to
HBT-CL measurement. The latter reaches a resolution of 1 nm and allows the correlation
with atomic HADF images. For now only nitrogen temperature is available but there
is room for improvements. In conclusion, it seems that the HBT-CL experiment is a
very good tool to characterize material, combining cathodoluminescence, HADF images,
HBT-CL and EELS measurement on the same experiment. But the possibility to see
very fine physical phenomenon still have to be demonstrated, and there is no doubt that
helium temperature and spectral filtering are two necessary steps.
In this chapter, we have seen the application of the bunching effect to lifetime measure-
ments on several samples. Performing CL, HADF images and lifetime measurements on
the same region allowed more accurate and reliable measurements. It is now easy to
acquire statistical data where before it was difficult to obtain all this information for one
specimen. Obviously it opens more questions than it answers, as for example the reason
for the large distribution of lifetime in nano-diamonds which seems to be uncorrelated
to the size of the particle, or the nature of emission of point defect in AlN. However, all




It is at this point that normal language gives
up, and goes and has a drink
Terry Pratchett
6.1 Challenges in Quantum Plasmonic
6.1.1 A Quantization, what for?
Diffraction imposes a limit on the size of dielectric-based systems currently used for
optical communications at visible and near-infrared frequencies. The use of plasmons
to transport information is a way to break this limit and push light manipulation down
to the nanometer scale. The ability of plasmons to carry classical information is well
known, becoming the natural bridge between opto-electronics and nano-electronics [215].
Moreover, it has been recently demonstrated that plasmons can also carry and preserve
quantum information embodied in the light used to generate them [45, 216]. Addition-
ally, nanoparticles are able to sustain single plasmon modes that are themselves quantum
entities. For example, detection of single plasmon modes has been demonstrated [45] as
well as the wave-particle duality of these excitations [217]. Recently, plasmon entangle-
ment [218] and squeezing [219] have been observed on specific plasmonic structures like
gold strips. The quantum nature of plasmons is thus well established and the basic of
the field of quantum plasmonics.
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Quantum theoretic treatments of plasmons have been formulated in order to exploit
them, for example optimizing the coupling with single photon emitters [48]. In this
context, Archambault et al. quantized plasmons using a simple model of harmonic oscil-
lators [220, 221]. They were able to explain the spontaneous emission rate of two-level
systems interacting with surface plasmons and also evaluate the Einstein coefficients.
Manjavacas et al [222] use the Zubarev Green function formalism [223] to introduce
plasmon damping, showing that in the small damping regime an emitter placed between
two plasmonic nanoparticles exhibits an optical Fano resonance.
It is well known that the smaller the structure is, the more dissipative the plasmon
modes are [224]. Therefore the effect of damping cannot be overlooked for applications
in quantum plasmonics. As it has been explained in chapter 1, electron energy-loss
spectroscopy is an ideal tool to probe plasmons at the nanometer scale and therefore
on dissipative structures. In collaboration with Javier Garcia de Abajo at ICFO we
formulate a theoretical proposal to monitor the quantum behavior of plasmons in an
STEM.
6.1.2 Electron Energy-Loss Spectroscopy as a Probe
Some of the above mentioned experiments show that a plasmon acts as a boson. It is
well known that, the probability to add one boson to a system depends on the number
n of bosons already present. If P1 is the probability to create a plasmon when there is
none in the system, the probability P2 to create a plasmon if there are already n will be
P2 = (n + 1) ∗ P1. Therefore, in EELS, the energy lost by the electron after interaction
with the system will depend on the number of plasmons present in the system. For
example, let us consider two electrons passing near a metallic particle in its ground
state (n = 0) and assume that first electron creates one plasmon. If the plasmon is
still present when the second electron arrives, the probability that the second electron
creates a second plasmon is higher than when no plasmon remains.
We can imagine an experiment in which one records each electron detected in EELS,
which means each electron that interacts with the nanoparticle and has created a plas-
mon. As the electron beam is Poissonian, if plasmons are classical then the times the
electron-plasmon at which interactions takes place are stochastically distributed, and
therefore, the autocorrelation function of the EELS signal will be g(2)(0) = 1. If plas-
mons are bosons then, as P2 = (n+1)P1, the probability to create a plasmon will be higher
at short delay between the arrivals of the two electrons, which means that g(2)(0) > 1
(bunching). Short delay is linked here to the lifetime of the bosonic state τp : indeed the
longer the plasmons are staying in the nanoparticle, the longer the delay can be between
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the two noted electron arrivals. In contrast, if plasmons were fermions, an electron could
not create a plasmon if there is already one in the system, so we should have g(2)(0) < 1
(anti-bunching), with the correlation time also depending on τp. Figure 6.1 shows a
Monte Carlo simulation of the arrival times for the three situations discussed above
(classical, Bosonic and Fermionic) for different lifetimes τp. The horizontal axis is the
time at which an electron that has created a plasmon has been detected, normalized to
∆eff , which is the average interval between two incoming electrons interacting with the
sample. For a given τp (vertical axis), the black dots represent the time of detection of
an electron on the EELS detector. We can see for example for the Bosonic case that if τp
increases, the correlation time is longer, thus increasing the time duration of the bunch
producing almost a continuous line for τp > 7∆eff . These simulations are considering
the decay in the simplest way given for P2 :
• Classical : P2 = P1
• Bosonic : P2 = (n + 1) P1 e−t/τp
• Fermionic : P2 = (1 − n e−t/τp)P1.
This thought experiment can be a test to measure the quantum behavior of plasmons
when we aim at dissipative systems. One of our goals is to determine the effect of
dissipation on this type of experiment, the effect being more complex than the above
description. We therefore need to find a way to theoretically describe the experiment
taking into account dissipation. In order to do so, we use the formalism of the density
matrix ρ of a system consisting of a nanoparticle with a boson mode with population
number n and a beamed electron passing near the nanoparticle. The electron is described
as a plane wave of wave vector k0. At a given time t, the plasmon population is described
by the diagonal terms of its density matrix, so we need to calculate the terms ρ k′,n+1
k′,n+1 (t)
and ρ k′′,n−1
k′′,n−1 (t) assuming an initial state ρ(0) = ρ k0,nk0,n = 1. The next section describes in
detail the steps of the calculation.
6.2 Theoretical Developpement
In this section we are going to describe the interaction of a fast electron with a nanoparti-
cle that sustains Bosonic modes decaying with a rate Γ0 = 1τp . As this is a single electron
interaction, we need to have a full quantum description of the system. The electron is
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Figure 6.1: Simple Monte Carlo simulation of the quantum non-linearities in EELS
experiment. Top : Sketch of the experiment. At t = 0 a first electron e1 passing
near a plasmon-supporting particle (yellow sphere) leaves the plasmon state as ∣n⟩.
At a subsequent time t = t2 a second electron e2 interacts with the particle, whose
plasmon state goes from ∣n⟩ to ∣n + 1⟩. Bottom : For each panel the black dots represent
the detection times t of an electron in EELS as a function of the lifetime τp of the
plasmon. t and τp are normalized to the average time interval ∆eff between two
electron interactions with the nanoparticle, taking into account the current I and P1
the probability of interaction if there is no excited plasmon in the nanoparticle. Each
plot correspond to a different situation in which plasmons are considered to be, from
left to right, Poissonian, bosononic and fermionic.
therefore described as a plane wave of wave vector k and the nanoparticle as a quantum
field filled with n Bosons. The Hamiltonian can be written as follow:
H = H0 +Hel,
H0 = h̵ω0 (a+a) + h̵ b+b,
Hel−pl = ∑
k1,k2
b+k1bk2 gk1,k2 (a+ + a),
where a and a+ are the Boson annihilation and creation operators, while bk and b+k
are the electron annihilation and creation operators. Also, ω0 and  are the resonance
frequencies of the boson and the electron, respectively, and gk,k′ is the coupling constant
between the electron and the nanoparticle. In the density matrix formalism, the master
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[2aρa+ − a+aρ − ρa+a] ,
where the boson damping is taken into account by adding a Lindblad term [225, 226] and
Γ0 is the damping rate such that Γ0 = 1τp . As the interaction time between the electron
and the nanoparticle is very small, we can consider that first the electron interacts with
the nanoparticle, and then the boson evolves. This means that we can deal sequentially
with the two parts of the master equation for the density matrix,
Interaction ∶ ρ˙ = i
h̵
[ρ,H] (6.1)
Damping ∶ ρ˙ = Γ0
2
[2aρa+ − a+aρ − ρa+a] (6.2)
Figure 6.2 describes the different steps of the calculation. At t = 0, a first electron
interacts with the nanoparticle and is eventually detected and therefore, we know the
number n of Bosons present at t = 0. Then, the Bosons decay to a state l with a certain
probability. At t = t2, a second electron interacts with the nanoparticle leaving it in the
state l+1 or l−1 depending whether the electron loses energy or gains energy during the
interaction. Eventually, the second electron is detected, and once again, we know the
number of Bosons present at time t2. We iterate this process, so our time t2 becomes t0
and we restart the first step. Therefore, from the initial state ρ = ρ k0,n
k0,n
= ∣n, k0⟩ ⟨k0, n∣,
we need to calculate ∀ l ≤ n ρ l,k0
l,k0
(t2 − δt) the density matrix element after the decay,
but at an infinitesimally small time before the interaction. Then, we need to calculate
the evolution over time, giving ∀ l ≤ n ρ l+1,k′
l+1,k′ (t2) and ρ l−1,k′′l−1,k′′ (t2).
These two steps, interaction and decay, form a sequence repeated for each electron
interacting with the nanoparticle. We will first calculate the interaction part in section
6.2.1, that occurs at t0 and t2, then the decay part, in section 6.2.2, that takes place
between t0 and t2.
6.2.1 Interaction of the Electron with the Nanoparticle
Interaction from ρ k0,l
k0,l
(t2) to ρ k′,l+1
k′,l+1 (t2) and ρ k′′,l−1k′′,l−1 (t2)
Let us define k as the frequency of the electron and ω0 the frequency of the Boson.
The state consisting of the electron and the boson field is described by the ket ∣n, k⟩,
where n is the boson number and k is the electron wave vector (the electron being in a
plane wave state along the beam direction). We can write the density matrix ρ in the
Chapter 6. Quantum plasmonics 121
Figure 6.2: The electron e1 interacts with the sample at t = 0. We detect it in
EELS. Therefore we know the number n of plasmons in the system at t = 0 (black
waves). Before the second electron arrives at t, the system can decay into a number
l of plasmons less or equal to n (grey waves). Electron e2 arrives at t2 and creates or












−i((n−n′)ω0+(k−k′))t ∣k,n⟩ ⟨n′, k′∣ (6.3)
with ρIk,n
k′,n′ being the density matrix element in the interaction picture. In this represen-
tation, equation 6.1 becomes:
ρ˙I = i
h̵

















∣k,n⟩ ⟨n′, k′∣ b+k1bk2gk1,k2 (a+ + a)
− b+k1bk2gk1,k2 (a+ + a) ∣k,n⟩ ⟨n′, k′∣ . (6.5)
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We show in appendix B that equation 6.5 can be written as:
ρ˙Ik,n



















with the matrices G1, G2, G3, G4 given by
G1n,n′
n2,n′2










Equation 6.6 is easy to calculate numerically after integration over k2 and over time t.
To do so, we make the approximation that the coupling constant g depends only on k0.
This means that we consider that k0 ≫ ω0v (a generally valid approximation for low-loss
EELS), and therefore, we consider that gk,k2 = gk0 and gk,k2 = g∗k2,k. We discuss how to
obtain g in section 6.2.3.
Integration over Time of the Interaction Part (equation 6.6)
We can thus rewrite equation 6.6 as:
ρ˙Ik,n



















We know that ρ(t2−δt) = ρ k0,n
k0,n
(t2) ∣k0, n⟩ ⟨n, k0∣ before the interaction takes place. Equa-
tion 6.7 shows that the electron can gain energy (G1 and G3) or lose energy (G2 and
G4) when interacting with the Bosonic field. This corresponds to a loss or a gain of
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a Boson for the nanoparticle, respectively. As explained above, we are interested in
calculating the diagonal elements of the density matrix ρ(t2 + δt) after interaction with
the nanoparticle (at t2). Here, δt represents the interaction time that is considered to
be negligibly small (less than one femtosecond) compared to the arrival time interval
between two electrons (of the order of nanoseconds). In the formalism of the density
matrix, we can calculate the diagonal terms by going to second-order perturbation. If
the initial state is ∣k0, n⟩ ⟨n, k0∣:
∣k0, n⟩ ⟨n, k0∣→ ∣k0, n⟩ ⟨n − 1, k′1∣→ ∣k′1, n − 1⟩ ⟨n − 1, k′1∣ (1)→ ∣k0, n⟩ ⟨n + 1, k1∣→ ∣k1, n + 1⟩ ⟨n + 1, k1∣ (2)→ ∣k′1, n − 1⟩ ⟨n, k0∣→ ∣k′1, n − 1⟩ ⟨n − 1, k′1∣ (3)→ ∣k1, n + 1⟩ ⟨n, k0∣→ ∣k1, n + 1⟩ ⟨n + 1, k1∣ (4)
An arrow represents the application of the master equation. We will describe the calcu-
lation of ρ k1,n+1
k1,n+1 (paths (2) and (4)) but the calculation of ρ k2,n−1k2,n−1 proceeds in a similar
way so we do not show it as it can be easily deduced from the calculation of ρ k1,n+1
k1,n+1
Calculation of ρ k1,n+1
k1,n+1
We describe the calculation with the example of path (2). Therefore, the first process
that we analyze with the master equation will give ρ k0,n
k0,n
→ ρ k0,n
k1,n+1 . In this case, the
matrices G1, G2, G3, G4 become:
G1n,n+1
n2,n′2
= δn,n2δn+2,n′2√n + 2 G3n,n+1





As only state ρ k0,n
k0,n
≠ 0, only G2 gives nonzero elements
ρ˙Ik,n
k′,n′ = ih̵∑k2 ∑n2,n′2 G2n,n′n2,n′2 g∗k0ρIk,n2k2,n′2 e−i((k′−k2)+ω0)t
In order to perform the integration over k, we make the approximation that the plane
wave is in fact a Gaussian packet, peaked around k. This means that the width of
the Gaussian packet, 1/∆, needs to be very small compared to ω0/v, which is the
case in the non-recoil approximation. Therefore, the density matrix element before
interaction can be defined as (see Apendix C) ρ k0,n
k0,n
(t2 − δt) = Ck0C∗k0ρn,n(t2 − δt) =
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∆√
2pi3
e−2(k−k0)2∆2ρn,n(t2 − δt), with ρn,n(t2 − δt) being the bosonic state of the nanopar-
ticle before the interaction.
Integration over k
ρ˙ k0,n

















n + 1ρn,ne−ik0z1e−i((k1−k0)−ω0)te−( z1−vt2∆ )2 (6.8)
The complete derivation of equation 6.8 is presented in appendix B. z1 is the z coordinate
along the direction of the electron path where the interaction takes place. We now have
to integrate over the time.
Integration over t
ρ k0,n


















n + 1e−ik0z1e(a∆v )2e−( z12∆ )2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F1
Ck0ρn,n (6.9)
With ∶ a =( z1v
2∆2
− i ((k1 − k0) + ω0))
We do the same calculation for ρ k0,n
k1,n+1 → ρ k1,n+1k1,n+1 , this time the only term contributing
to the calculation is G4:
ρ˙ k1,n+1








n + 1gk0ρn,neik0z1ei(k1−k0+ω0)te−( z1−vt2∆ )2
ρ k1,n+1








Thanks to equations 6.9 and 6.10, and without forgetting to take into account the two
paths (2) and (4), we can write ρ k1,n+1
k1,n+1 as
ρ k1,n+1
k1,n+1 (t2) = (n + 1) ∣gk0 ∣2L2∆2h̵2pi3v4 e− ((k1−k0)+ω0)
2∆2
v2 ρn,n(t2) (6.11)
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One can see from equations 6.11 and 6.12 that ρ k1,n+1
k1,n+1 (t2) and ρ k′1,n−1k′1,n−1 (t2) depend on
ρn,n(t2). This term depends on the decay of the nanoparticle state during the interval
t0 → t2. Its calculation is the purpose of the next section.
6.2.2 Damping Process after Interaction
Between interactions with the electrons, the Bosons in the nanoparticle will decay. The
rate depends on the lifetime of Bosons, which in turn vary with the structure and the
type of Boson (photonic modes, plasmons...).
As shown at the beginning of this section, if we only consider dissipation, the master
equation for the density matrix becomes
ρ˙ = Γ0
2









[2√n + 1√n′ + 1ρIk,n+1
k′,n′+1 e
−i((n+1−n′−1)ω0+(k−k′))t
− (n + n′)ρIk,n
k′,n′ e
−i((n−n′)ω0+(k−k′))t] ∣k,n⟩ ⟨n′, k′∣
ρ˙Ik,n
k′,n′ = Γ02 (2√n + 1√n′ + 1ρIk,n+1k′,n′+1 − (n + n′)ρIk,nk′,n′ ) (6.13)
We define the matrix M though
(MρIk,k′)n,n′ = 2√n + 1√n′ + 1ρIk,n+1
k′,n′+1 − (n + n′)ρIk,nk′,n′
ρ˙Ik,n
k′,n′ = Γ02 (MρIk,k′)n,n′ (6.14)
We implement equation 6.14 numerically, by defining the base {n,n′} with the numerical
base J defined as ji = n∗(N +1)+n′, N being a maximum number of Bosons allowed in
the nanoparticle. This allows us to calculate the eigenvalues {λα} and the eigenvector
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{υα} of M such as Mυα = λαυα. In order to properly describe dissipation, we use the
base defined by the eigenvectors of M as Υ = {υα}. We then have
ρ k,n
k′,n′ ∣k,n⟩ ⟨k′, n′∣ =∑α αDn,n′ ρ k,nk′,n′ ∣k, υα⟩ ⟨υα, k′∣ ,
Where αDn,n′ are elements of the change-of-basis matrix to go from base {n,n′} to the




k′,n′ ∣υα⟩ ⟨υα∣ = Γ02 ∑α αDn,n′ ρ k,nk′,n′ M ∣υα⟩ ⟨υα∣= Γ0
2 ∑α αDn,n′ρ k,nk′,n′ λα ∣υα⟩ ⟨υα∣ (6.15)
The integration over time, if Bosons are created at t0 gives:
ρ k,n
k′,n′ (t) ∣υα⟩ ⟨υα∣ = ρ k,nk′,n′ (t0) eλα Γ02 (t−t0) ∣υα⟩ ⟨υα∣ (6.16)
Therefore, if we define αBn,n′ , elements of the change-of-basis matrix to go from base Υ





k′,n′ (t) ∣k, υα⟩ ⟨υα, k′∣=∑
α
αDn,n′ ρ k,n
k′,n′ (t0) eλα Γ02 t ∣k, υα⟩ ⟨υα, k′∣= ∑
α
n1,n′1
αDn,n′ αBn1,n′1 ρ k,nk′,n′ (t0) eλα Γ02 t ∣k,n1⟩ ⟨n′1, k′∣ (6.17)
This means that the initial state ∣k,n⟩ ⟨n′, k′∣ will decay into other states ∣k,n1⟩ ⟨n′1, k′∣.
In other words, the nanoparticle has a probability to lose Bosons due to damping. Due
to the form of the matrix M, a diagonal element of the matrix M will decay only to other
diagonal elements. This means that there is no coherence between the different states.
The final state will be a superposition of Boson states with n1 < n. We are therefore
looking for a law such as, if we defined l the final state and n the initial state
ρ k,l
k,l





Numerically, we found the following empirical rule:
ρ k,l
k,l
(t) = 0ρ k,n
k,n
(t0)∑nj=l jCl nCj (−1)i−le−jΓ0(t−t0) (6.18)
Chapter 6. Quantum plasmonics 127
with aCb = a−1Cb−1 + a−1Cb if b ≠ (0, a)
aCa = aC0 = 1
One can notice that c(j) = j, which is probably due to the simple form of the matrix M.
We will therefore have a damping that depends of the initial state n. One can see that
the form of the decay is much more complicated than the one used in section 6.1.2.
Figure 6.3 shows the probability to find the system at t in the state ∣nf ⟩ ⟨nf ∣ if the
system was ∣ni⟩ ⟨ni∣ at t = 0. One can see that the decay of the plasmon induces a
superposition of states for t > 0. We take for the coupling constant τp = 1/Γ0 = 400 fs,
which is relatively long for a plasmon [94]. This issue will be discussed in section 6.3.
Figure 6.3: At t=0 electron e1 interacts with the sample and leaves the system in the
state ∣ni >< ni∣. It represents ρnf,nf (t)ρni,ni(0) , for nf ≤ ni
We now have a full description of the system during the two different steps, the in-
teraction (equation 6.11 and equation 6.12) and the damping (equation 6.18). Before
applying this development to the experiment described in section 6.1.2, where the quan-
tum nature of plasmons is directly measured thanks to electron energy loss spectroscopy,
we will use a second formalism to describe the interaction in order to apprehend better
the coupling constant g introduced in section 6.2.1.
6.2.3 The coupling constant gk0
In order to have an expression for the coupling constant, we used the formalism of
Glauber and Lewenstein developed in [227, 228] and adapted to the problem of electron
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microscopy by Garcia de Abajo et al in [229].
In this formalism the interaction Hamiltonian is:







(f∗j (r)a+j + fj(r)aj)
with ∇∧∇∧ fj(r) − ω2j
c2
(r,ω)fj(r) = 0.
Here, a+ and a are the creation and annihilation operators of the Bosonic state, ωj =
ck, and Aˆ is the extension of the potential vector in terms of photon creation and
annihilation operators defined in equation 7.8 of [228], where fj(r) are solutions of the
Heelmoltz equation. The wave function of the system before interaction is constituted
by a Gaussian packet for the electrons (wave vector k0, speed v), moving into the z
direction, and a number ni of Bosons in the nanoparticle.
∣ψi(z, t)⟩ =ℵeik0ze−ik0 te−(z−vt)2/∆2e−iniω0t ∣ni⟩ (6.19)
∆ is the extension of the Gaussian packet. In first approximation, one can consider that
∆ ≫ v/ω0. This means that the Gaussian packet along z will keep its form during the
interaction and that the interaction can be considered instantaneous compared to the
lifetime of the Boson. Indeed the interaction time will be of the order of 0.1 femtosec-
ond compared to the lifetime that is of the order of femtoseconds or more. ℵ is the
normalization constant (see Appendice C):
ℵ =√ ∆√
2pi3
We can consider the variation only in the z direction, thus we can write Hint as:






(f∗jz(z)a+ ∂∂z + fjz(z)a ∂∂z)
We define the Green function for the motion along z as:
G (z − z′, t − t′) = − 1
2pih̵∑n ∫ dk ei(k−nω0v )(z−z′)e−ik(t−t′) ∣n⟩ ⟨n∣
The wave function of the system after interaction will be:
∣ψf(z, t)⟩ = ∣ψ0⟩ + ∫ dz′∫ dt′ G(z − z′, t − t′)Hint(z′) ∣ψi(z′, t′)⟩ (6.20)
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We make the assumption that the electron after interaction with the nanoparticle can
still be modeled by a Gaussian packet. We show in Appendix B that equation 6.20
becomes:







A∗√n + 1 ei(k0−ω0v )ze−i(k0−ω0)te−i(n+1)ω0t ∣n + 1⟩ (6.21)+A√n ei(k0+ω0v )ze−i(k0+ω0)te−i(n−1)ω0t ∣n − 1⟩
As expected, we retrieve the form of the wave function described in equation 6.19:







A∗√n + 1 eik1ze−ik1 te−i(n+1)ω0t ∣n + 1⟩ +A√n eik′1ze−ik′1 te−i(n−1)ω0t ∣n − 1⟩
With : k1 = k0 − ω0/v
k1 = k0 − ω0
k′1 = k0 + ω0/v
k′1 = k0 + ω0





From equation 6.21, we can deduce the equivalent of the coupling constant in this for-
malism:
∣g∣2 = (k0 e
m v
)2 ∣A∣2 (6.22)
Equation 6.22 seems to justify the approximation made in section 6.2.1 where we consider
that g depends only on k0. This is because one can consider that k1 ≈ k0. We will now
apply the theory developed in this section, and summarized by equation 6.11, 6.12 and
6.18, to the experiment described in section 6.1.2.
6.3 Discussion and Possible Systems
6.3.1 Theory Applied to the Hypothetic Experiment
The nanoparticle interacts successively with two electrons that will be detected using
EELS. Figure 6.2 schematically represents the designed experiment. An electron inter-
acts with the sample at t=0, we detect it using EELS. Therefore we know the number
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n of plasmons in the system at t= 0. Before that, a second electron arrives at t2, the
system will decay and the number l of plasmons will be less or equal to n. The sec-
ond electron arrives at t2 and creates or annihilates a plasmon leaving respectively the
system in the state l + 1 or l − 1.
Thanks to equations 6.11, 6.12 and 6.18 we can write the density matrix for the different
steps, the system being constituted by the number n of plasmons in the nanoparticle
and of the plane wave of the second electron defined by its wave vector k (∣k,n⟩ ⟨n, k∣):
At t=0: After the interaction with the first electron
ρ(0) = ∣n, k0⟩ ⟨k0, n∣ (6.23)
At t1 < t2: Decay of the initial state
ρ(t1) = l=n∑
l=0 ρ k0,lk0,l (t1) ∣k0, l⟩ ⟨l, k0∣ (6.24)
ρ k0,l
k0,l
(t1) = ρ k0,n
k0,n
(0) n∑
i=l iCl nCi (−1)i−le−iΓ0t1
At t2: Interaction with the second electron
ρn(t2) = ρ k1,1
k1,1
(t2) ∣k1,1⟩ + l=n∑
l=1 ρ k1,l+1k1,l+1 (t2) ∣k1, l + 1⟩ ⟨l + 1, k1∣ + ρ k′1,l−1k′1,l−1 (t2) ∣k′1, l − 1⟩ ⟨l − 1, k′1∣
ρ k1,l+1





i=l iCl nCi (−1)i−le−iΓ0t2 (6.25)
ρ k′1,l−1
k′1,l−1







i=l iCl nCi (−1)i−le−iΓ0t2 (6.26)
With ρi(t2) the density matrix element after interaction with the electron, if there were
i plasmons before interaction. Taking into account that ρ k0,n
k0,n
(0) = 1 and that we are at
resonance either with (k1 = k0 − ω0) or with (k′1 = k0 + ω0) equation 6.25 becomes:
ρ k1,l+1
k1,l+1 (t2) = (l + 1) ∣gk1 ∣2L2∆2h̵2pi3v4 n∑i=l iCl nCi (−1)i−le−iΓ0t2 (6.27)
ρ k′1,l−1
k′1,l−1
(t2) = l ∣gk1 ∣2L2∆2
h̵2pi3v4
n∑
i=l iCl nCi (−1)i−le−iΓ0t2 (6.28)
If plasmons are Bosons, we see that the probability to create a plasmon with an electron
increases if the number of plasmons already present in the system increases. We therefore
compare ρ0(t2) with ρn(t2). In the case of ρn(t2) we are in the situation of equation
6.27 where the first electron has created a plasmon at t = 0 leaving the system in the
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state ∣k0, n⟩ ⟨n, k0∣. We therefore have:
ρn(t2)




i=l iCl nCi (−1)i−le−iΓ0t2 ((l + 1) ∣k1, l + 1⟩ ⟨l + 1, k1∣ + l ∣k′1, l − 1⟩ ⟨l − 1, k′1∣)
(6.29)
We retrieve, as expected, the Bosonic behavior. One can see from equation 6.29 that
the probability to create a plasmon will increase if the number l of plasmons already in
the nanoparticle increases. However the probability that the electron gains a plasmon
also increases with the number of plasmons in the system, and the decay of the state
will also depend on l.
6.3.2 Discussion on Real Systems
We implemented the situation described in the last section thanks to a Monte Carlo
based model. The incoming electron beam is Poissonian (see section 4.2.1 of chapter 4).
For each electron we proceed as follow:
1. The system is in the state n (n = 0 at the beginning). The time of arrival te of the
electron is determined with the same routine as the one used in chapter 4.
2. We define t0 as the last time where an electron has interacted with the sample
(either by losing energy or gaining energy)
3. Damping before interaction: We generate a first random number r1 between
0 and 1 and we find PSl such as r1 ∈ [PSl−1, PSl ] with PSl = ∑li=0 Pi(te). Pi(te)
is calculated thanks to equation 6.18. The system is therefore at the time te in
the state l. This means that we project the system into a state l. This is an
approximation to simplify the simulation, that can be justified by the absence of
non diagonal terms in the density matrix after damping of the state ∣k,n⟩ ⟨n, k∣.
4. Interaction with the system: We generate a second random number r2, if
r2 < (l + 1) ∗P1 ∗Pl(te) then the electron has lost a quantum of energy, we record
te and n becomes l+ 1. If (l+ 1)∗P1 ∗Pl(te) < r2 < (2∗ l+ 1)∗P1 ∗Pl(te) then the
electron has gained a quantum of energy, we record te and n becomes l−1. Finally
if, (2∗ l+1)∗P1∗Pl(te) < r2 the electron has not interacted with the system. Here,
due to the detection, the field state after interaction is considered known.
5. We start the loop once again for the next electron
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Figure 6.4 represents the times te at which the electron interacted with the system
(te = t2). We trace t2 for different lifetimes τp with a Poissonian electron beam with
a current fixed at I = 200 pA. This means in average an electron every 0.8 ns. The
probability of interaction is deduced from equation 6.29. The probability of interaction
if there is no plasmon in the system is set at P1 = 0.04.
Figure 6.4: For a given plasmon lifetime τp, we represent the times t2 where electrons
have interacted with the sample and created a plasmon (loss of energy), using equation
6.29. Each line is the interaction time for a different lifetimes Γ0 = 1/τp with the
probability to create a plasmon P1 = 0.04. The current of the electron beam is I = 200
pA. The number of plasmons present in the system is color coded, the scale is depicted
at the right of the figure (maximum number of plasmons n = 35).
The main difference with the simulation of figure 6.1 is the damping factor that depends
on the state. In order to obtain some Bosonic correlations, the time between two elec-
trons must be smaller than the lifetime of the plasmon mode. However the beam is
Poissonian, so even at 200 pA there is a chance that two electrons arrive close from one
another. The same correlation will therefore be present even for a small lifetime as it will
be discussed later. Figure 6.4 shows that for τp > 40 ns (more than a hundred times too
high compared to the lifetime of plasmons) a high number of plasmons in the system is
directly correlated to a shorter time between two successive interactions, meaning that
the probability of interaction is higher. However, the best way to see the correlation is by
measuring the autocorrelation function of the EELS signal g(2)(τ). It is worth noticing
that the correlation at zero delay g(2)(0) doesn’t depend on the lifetime of the surface
plasmon. Indeed if t2 = t0 the damping has no influence (see equation 6.18). Contrary to
the full width at half maximum of the bunching peak that will depend on the damping.
This means that the limitation will be the time resolution of the EELS detector, which
is a technical limitation on which one can expect improvements in the future. Figure 6.5
shows the g(2)(τ) function for different lifetimes τp and three different currents I = 200
pA, I = 700 pA and I = 2 nA. Of course, by increasing the current we increase the
chance to have two electrons close from one another and therefore we improve the signal
Chapter 6. Quantum plasmonics 133
to noise ratio, leading to the possibility, for P1 = 0.04, to observe the bunching behavior
of plasmons at τp = 1 ps. The simulation was done for 4 106 incoming electrons which
corresponds to I = 2 nA to T ≈ 0.3 ms. However, as explained in chapter 5 section 5.1.3,
to link this simulated time to the real time we need to have the experimental ratio rexp
between the current and the real number of electrons detected by the EELS detectors.
Figure 6.5: Autocorrelation function g(2)(τ) of the EELS signal. For I = 200 pA
(left column), I = 700 pA (middle) and I = 2 nA (right column). For each current, the
g(2)(τ) is plotted for different plasmon lifetimes τp from τp = 10 ns (bottom) to τp = 1 ps
(top). On can see that increasing the current increases the signal to noise ratio allowing
us to probe more dissipative plasmonic structures. In all this case P1 = 0.04.
In any case, it appears that, by increasing the current, one can decrease the smallest
lifetime detectable, of course putting aside the time resolution of the detectors. More-
over, by increasing P1, we also increase the probability of interaction and therefore the
signal to noise ratio. For example in figure 6.6, we calculate the g(2)(τ) function of the
EELS signal for τp = 10 ps and I = 200 pA for a number of electrons which is half the
number of electrons of figure 6.5 but with P1 = 0.4.
Figure 6.6: g(2)(τ) of the EELS signal with P1 = 0.4 which means ten times larger
than for figure 6.5. The lifetime of the plasmon mode is set to τp = 10 ps and the current
at I = 200 pA. It correspond to the situation depicted on the top of the left column of
figure 6.5. Due to the increase of P1 the bunching behavior is clearly visible.
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This means that, with this method, there is no limitation apart from technical ones to
perform this measurement on damped system. In figure 6.5, another interesting result
has to be noted: the presence of anti-bunching at small delay superimposed to the
bunching peak. This can be explained by the probability of the electron to gain energy
rather than lose some. This probability also depends on the number of plasmons in the
system and therefore at small delay t2− t0 the probability for the electron to gain energy
is higher. The spectroscopy of energy gain by the electron is called electron energy gain
spectroscopy (EEGS) [230]. In figure 6.7, we plot the correlation function g(1)(tg − tl)
between electrons having lost energy and electrons having gained energy. One can see a
huge correlation at zero delay between the two. It is important to notice the asymmetry
of the peak with correlation only for tg > tl which is logical if the number of plasmons in
the system is around 1. In this case, the loss of one plasmon means almost directly the
return to the fundamental level (τp = 10 ns in figure 6.4). Correlation at negative delay
is visible for I = 2 nA and τp = 10 ns. This is due to the presence of a lot of plasmons
in the system (up to 10) that allows the system to stay in the excited state for more
than one cycle (τp = 70 ns in figure 6.4). This correlation is also a clear signature of
the quantum behavior of plasmons. If the signal to noise ratio was much better, this
measurement could be another way to probe the quantum nature of plasmon. However
the number of electrons detected in EEGS in our simulation is ten times less than in
EELS, which could render the experiment difficult.
Figure 6.7: Correlation between EELS and EEGS signal. For an electron beam
current I = 200 pA (left column), I = 700 pA (middle) and I = 2 nA (right column).
And for plasmon lifetime τp from bottom to top respectively from 10 ns to 1 ps. The
correlation for tg ≈ tl and tg > tl.
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We have seen here that it can be possible with a high current (I = 2 nA) to study systems
with 1 ps lifetime, which is far from the femtosecond lifetime of dissipative plasmonic
system. However, for now, detectors are not good enough to allow sub-picosecond reso-
lution. Therefore, for the first experiment, it will be best to start with optical systems
rather than plasmonic ones. For example, photonic cavities have nowadays really high
quality factor Q that can lead to lifetime of the excited state of the order of nanoseconds
or more [231]. To continue, surface plasmon-polariton as the ones present in plasmonic
cavities [232], can have lifetimes up to 5 ps and could be studied. But this experiment
has potential to probe much more dissipative systems, the only intrinsic limitation comes
from the width of the zero-loss peak that can hide plasmon modes of energy smaller than
1 eV. The use of a monochromated electron microscope will be, in this case, required.
To conclude, it is important not to forget that EELS gives the time of creation of
plasmons but also the number of plasmons present in the system at a given time. It
allows to fix the system into a Fock state. Therefore one can imagine quantum plasmonic
interferences experiment with EELS spectroscopy.
Conclusion and Perspectives
Conclusion
In this thesis, we used fast electrons to probe matter thanks to a scanning transmission
electron microscope. Especially, we used cathodoluminescence (CL) spectroscopy to
study light emission properties of entities like NV centers in diamond or III-N semicon-
ductor heterostructure such as GaN/AlN quantum wells. The CL set-up was coupled
to an intensity interferometry experiment (HBT-CL set-up) to measure the intensity
autocorelation function of the CL signal g(2)CL(τ).
Continuing the work started by L. Tizei and M. Kociak, we were able to confirm the
possibility of using electrons to characterize single photon emitters (SPE), allowing to
perform quantum optics at the nanometer scale. Indeed the anti-bunching behavior of
NV centers in diamond was retrieved. Moreover, the high spatial resolution of the set-
up and its ability to easily probe UV light allowed us to observe a new SPE in Boron
Nitride (BN) that was never characterized as single photon emitter. The use of the
HADF image, the emission spectrum and the HBT-CL experiment allow obtainning a
background subtraction method of the g(2)CL(τ) retrieving for the SPE in BN a dip at
zero delay of g(2)CL(0) = 0.2.
However, we showed that, beyond the obvious gain in spatial resolution, the specificities
of electronic excitation influence the statistics of emission. Indeed, at low excitation
current (I < 200 pA), materials with more than one SPE or having super-Poissonnian
emitters emit photons in bunches. This is characterized by a huge peak at zero delay in
the autocorrelation function g(2)CL(0) ≫ 1 (bunching) which depends on the current and
on the emitters lifetime. We proved, thanks to two theoretical models, that this phe-
nomenon is due to the features of the excitations relaxation mechanisms. The first model
based on Monte Carlo simulations, reproduced the experimental results emphasizing the
role of bulk plasmons into the excitation of matter by fast electrons. While the ana-
lytical model reveals in the case of SPE the transition from bunching to anti-bunching
when the current increases, allowing to evaluate the correct experimental conditions to
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study SPE. Moreover, the influence of the bunching effect on the background signal
was studied, showing that the bunching effect can amplify at low currents the effect of
background. Therefore, a Poissonian subtraction method, as the one used in chapter 3,
underestimates part of the background in the final function.
The two theoretical models also showed that a simple exponential fit of the g(2)CL(τ) func-
tion allowed to retrieve the lifetime of the emitter. We can therefore use this specificity
of the bunching effect to measure the lifetime of the excited state of different kinds
of emitters at the nanometer scale. With this new method, which is added to HADF
images and CL emission spectrum, we have access to a full characterization of every
optically active nano-system likely to be studied in an STEM. A statistical comparison
of the lifetime measured by time resolved photoluminescence and by HBT-CL, shows
that the quantities measured are similar. This means that we can compare the results
obtained with the two kinds of experiment, but also that despite the fact that electrons
change the statistics of emission, they don’t disturb the system more than a photon
would, as it was explained in the beginning of this thesis. In chapter 5 we used this
techniques to study GaN/AlN nanostructures and to retrieve the expected correlation
between lifetime and emission energy. But beyond this already well known result, the
high spatial resolution of the CL system allows us to fully characterize defects in the
AlN matrices of small GaN nano-clusters and stacking faults.
This thesis proves the feasibility of doing quantum optics and nano-optics with fast
electrons. Moreover electron energy loss spectroscopy (EELS) or CL are already widely
used to study surface plasmons. Thus, it seems that the next logical step is to perform
quantum plasmonics with fast electrons. We showed in chapter 6 how one can use EELS
to directly measure the quantum nature of plasmons, taking into account damping. We
showed that with this technique, time resolution of the detection system is the main
limitation. This means that there is no reason in the future for not being able to
measure the quantum nature of plasmons beyond surface plasmon-polariton. This last
chapter opens perspectives about quantum plasmonic in an STEM. We can now think
of experiments that will bring nano-optics and nano-plasmonic together.
Perspectives
The coupling between plasmons and single photon emitters is a hot issue of quantum
optics and quantum plasmonics [44, 45]. This is a topic where the high spatial resolution
of CL for emitters [46] and the relevance of EELS spectroscopy for surface plasmons
make these two techniques complementary tools to study at sub-wavelength resolution
the plasmons/quantum emitter coupling. Moreover it is very well known that coupling
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between emitters and plasmons reduces the lifetime of the emitter [47, 48]. One can
imagine to use the bunching effect to study the coupling between plasmons and emitters
at the nanometer scale thanks to lifetime measurements. In order to introduce this
field, some preliminary simulations and experiments have been done. We performed
simulations with the Matlab MNPBEM toolbox designed for EELS and CL simulation
[49, 50]. The theory and first results of simulation are shown in appendix D. In this
section we will focus on the first experiments.
We conducted two kinds of experiments with nano-diamonds containing a high density
of NV 0 centers. As explained in chapter 4, the lifetime measured will be the average
lifetime of the NV 0 excited by the electron. The first experiment was to measure the
lifetime of the same diamond before and after gold deposition (details of the experiment
can be found in appendix D). The result is shown in figure 6.8. We measured for each
diamond the difference in lifetime ∆τ = τ0 − τg between the first measurement without
gold τ0 and the second with gold τg. One can see in figure 6.8-d) that ∆τ is on average
higher for the nanodiamond with gold. However results are still preliminary because of
the bad signal to noise ratio of the g(2)(τ) curves leading to large error bars and a poor
statistics. Here the large distribution of lifetime in nano diamonds is a major drawback.
To improve this experiment, the use of an emitter with shorter lifetime for an increase
of the signal to noise ratio (see chapter 5) and a more significant statistics is required.
Figure 6.8: Lifetime measurement on nanodiamonds before gold deposition τ0 and
after gold deposition τg. Optical images of the TEM grid after gold deposition is
depicted in a),b),c). a) TEM grid with half of the grid recovered by gold. b) membrane
without gold, corresponding to the membrane with the white circle in a). c) image of a
membrane covered by gold, corresponding to the membrane with the black circle in a).
d) ∆τ = τ0 − τg for each diamond. The diamonds covered by gold are the ones depicted
in the orange dashed rectangle.
The second experiment consisted in performing lifetime measurements on the same di-
amond before and after the deposition of a nano-triangle close to it. This experiment
required a lot of steps and was therefore only successful for two diamonds (details of
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the lithographic process are given in appendix D). The best one is shown in figure 6.9.
It seems that we observed a change in the lifetime. However, no emission from the
nano-triangle is visible (see figure 6.9-b) which seems unlikely if there is coupling. The
change can be due to the different lithographic steps that induced variation in the nano-
diamond environment. Once again, to have more accurate results, a brighter emitter
with a smaller lifetime needs to be found.
Figure 6.9: Gold nano triangle drawn close to a nano diamond with a high density
of centers. a) HADF image and b) filtered emission map. c) g(2)CL(τ) function of the
nano diamond before (τ = 32 ± 1.9 ns) and after (τt = 19 ± 2.5 ns) gold nanotriangle
deposition. We have that τ ≫ τt.
These simulations and experiments are the first step toward quantum plasmonic and
emitter-plasmons coupling in an STEM. They open the way to a wide range of exper-
iments exploiting the high resolution of fast electrons and the complementarity of the
informations supplied by the HADF image, the CL emission spectrum and the HBT-
CL experiment. The easy set-up of this technique allows us to use it for the simple




Analytical Model of the Bunching
Effect: Development for Events
#4 and #8
A.1 Event #4 : Calculation of P (4)(τ)
In chapter 4, the analytical model was described in its simplest form i.e. only with the
most significant events. Only the chain of events where two photons were emitted have
been considered (see table 4.3). Our goal here is to calculate P 4(τ) the probability that
event #4 happens. The chain of events associated to #4 is the following :
• Electron e1 interacts at t = 0 and creates a plasmon p1
• p1 decays into two e-h pairs and each one of them excites an NV center
• Electron e2 interacts at t = ∆t and creates a plasmon p2
• p2 decays into two e-h pairs but only one of the two excites an NV center
• The three NV centers return to their fundamental level by emitting a photon at
times t1, t2 and t3
Therefore, three photons are emitted after this event. The probability P (4)(τ) results
from the combination of
i The probability of creating one plasmon per electron P (4)el = (Pel(1))2 (equation 4.1)
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ii The probability of interaction of the plasmons with the centers P (4)I
iii The radiative probability P (4)rad of emitting three photons at t1, t2 and t3.
Probability of interaction P (4)I
As in section 4.3.1 of chapter 4, we want to calculate the probability P (4)I that the e-h
pairs created consecutively by the two electrons, interact with centers. As in section
4.3.1, we consider the extended expression of the probability Pint defined in equation 4.3
taking into account the number Nex of centers already in the excited state:
Pint(Nex) = (1 − e−ldσN−NexVND ) ≈ (ldσN −Nex
VND
) = C(N −Nex) (A.1)
As Pint(Nex) depends on Nex, P (4)I , it will be different depending if the electron e2
arrives before or after the two centers excited by e1 retrieved their fundamental levels.
Therefore we retrieve the equation presented in table 4.3:
(a) If ∆t < t1: P (4a)I = Pint(0)Pint(1) × Pint(2)(1 − Pint(3)) (A.2)
(b) If t1 < ∆t < t2: P (4b)I = Pint(0)Pint(1) × Pint(1)(1 − Pint(2)) (A.3)
(c) If t2 < ∆t: P (4c)I = Pint(0)Pint(1) × Pint(0)(1 − Pint(1)) (A.4)
Radiative Probability P (4)rad
Three photons are emitted in this chain of events. The two due to the interaction with
e1 are referred to as Pe1 and the one due to the interaction with e2 is referred to as Pe2 .
P
(4)
rad = 1τ3 e(− (t1+t2+t3−∆t)τe ) (A.5)
P (4)(τ) : Sum over all the possible detection configurations
As in the case of event #3 developed in the main text, P (4)(τ) is a sum of the different
time line configurations and detections. Except that this time, as there are three photons
emitted by the sample and that only two are detected, depending on which photons are
detected the probability P (4)(τ) will not be the same. If we defined the time line of
emission as (t1, t2, t3), three configurations are possible (Pe1 , Pe1 , Pe2), (Pe1 , Pe2 , Pe1)
and (Pe2 , Pe1 , Pe1). And for each emission configuration i, three detection configurations
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j have to be considered : t2 = t1 + τ , t3 = t1 + τ , t3 = t2 + τ . We calculate the different
P
(4)
i,j (τ) in the same way as in table 4.4 of section 4.3.1 for events #3 and #6.
1/ (Pe1 , Pe1 , Pe2): ∆t < t3
i- t2 = t1 + τ : Correlated
P
(4)











ii- t3 = t1 + τ : Uncorrelated
P
(4)






















iii- t3 = t2 + τ : Uncorrelated
P
(4)






















2/ (Pe1 , Pe2 , Pe1): ∆t < t2
i- t2 = t1 + τ : Uncorrelated
P
(4)

















ii- t3 = t1 + τ : Correlated
P
(4)














iii- t3 = t2 + τ : Uncorrelated
P
(4)


















3/ (Pe2 , Pe1 , Pe1): ∆t < t1
i- t2 = t1 + τ : Uncorrelated
P
(4)
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ii- t3 = t1 + τ : Uncorrelated
P
(4)












iii- t3 = t2 + τ : Correlated
P
(4)












Three of these configurations are correlated events (photons originate from the same
electron), P (4)2,iii, P (4)1,i , P (4)3,iii. Therefore, only the integration of ∆t until t1 is considered.
Apart from these three events, all the others have to be weighted by the factor II0 as
explained in section 4.3.1 of chapter 4.
A.2 Calculation of P (8)(τ) and Normalization of g(2)
Event #8, corresponds to the emission of 4 photons, two due to e1 and two due to e2.
The principle of the calculation is exactly the same as for event #4. Therefore we follow
the same pattern :
P
(8)
el = P (4)el
P
(8a)
I = Pint(0)Pint(1) × Pint(2)Pint(3)
P
(8b)
I = Pint(0)Pint(1) × Pint(1)Pint(2)
P
(8c)
I = Pint(0)Pint(1) × Pint(0)Pint(1)
P
(8)
rad = 1τ4 e(− (t1+t2+t3+t4−∆t)τe )
We defined the time line of emission as (t1, t2, t3, t4). Six configurations appear, and for
each emission configuration i, five detection configurations j are possible. We calculate
the different P (8)i,j (τ) in the same way as P (4)i,j (τ) :
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1/ (Pe1 , Pe1 ,Pe2 , Pe2): ∆t < t3
i- t2 = t1 + τ : Correlated
P
(8)














ii- t3 = t1 + τ : Uncorrelated
P
(8)

























iii- t4 = t1 + τ : Uncorrelated
P
(8)


























iv- t3 = t2 + τ : Uncorrelated
P
(8)

























v- t4 = t2 + τ : Uncorrelated
P
(8)


























vi- t4 = t3 + τ : Correlated but divergent. We take P (8)1,vi ≈ P (8)1,i
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2/ (Pe1 , Pe2 ,Pe1 , Pe2): ∆t < t2
i- t2 = t1 + τ : Uncorrelated
P
(8)




















ii- t3 = t1 + τ : Correlated
P
(8)
















iii- t4 = t1 + τ : Uncorrelated
P
(8)





















iv- t3 = t2 + τ : Uncorrelated
P
(8)




















v- t4 = t2 + τ : Correlated
P
(8)





















vi- t4 = t3 + τ : Uncorrelated
P
(8)





















3/ (Pe1 , Pe2 , Pe2 , Pe1): ∆t < t2
i- t2 = t1 + τ : Uncorrelated
P
(8)
3,i = P (8)2,i
ii- t3 = t1 + τ : Uncorrelated
P
(8)
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iii- t4 = t1 + τ : Correlated
P
(8)

















iv- t3 = t2 + τ : Correlated
P
(8)
3,iv = P (8)2,iv
v- t4 = t2 + τ : Uncorrelated
P
(8)
3,v = P (8)2,v
vi- t4 = t3 + τ : Uncorrelated
P
(8)
3,vi = P (8)2,vi
4/ (Pe2 , Pe1 , Pe1 , Pe2): ∆t < t1
i- t2 = t1 + τ : Uncorrelated
P
(8)
















ii- t3 = t1 + τ : Uncorrelated
P
(8)
















iii- t4 = t1 + τ : Correlated
P
(8)

















iv- t3 = t2 + τ : Correlated
P
(8)
















v- t4 = t2 + τ : Uncorrelated
P
(8)
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vi- t4 = t3 + τ : Uncorrelated
P
(8)

















5/ (Pe2 , Pe1 ,Pe2 , Pe1): ∆t < t1
i- t2 = t1 + τ : Uncorrelated
P
(8)
5,i = P (8)4,i
ii- t3 = t1 + τ : Correlated
P
(8)
5,ii = P (8)4,ii
iii- t4 = t1 + τ : Uncorrelated
P
(8)
5,iii = P (8)4,iii
iv- t3 = t2 + τ : Uncorrelated
P
(8)
5,iv = P (8)4,iv
v- t4 = t2 + τ : Correlated
P
(8)
5,v = P (8)4,v
vi- t4 = t3 + τ : Uncorrelated
P
(8)
5,vi = P (8)4,vi
6/ (Pe2 , Pe2 ,Pe1 , Pe1): ∆t < t1
i- t2 = t1 + τ : Correlated
P
(8)
6,i = P (8)4,i
ii- t3 = t1 + τ : Uncorrelated
P
(8)
6,ii = P (8)4,ii
iii- t4 = t1 + τ : Uncorrelated
P
(8)
6,iii = P (8)4,iii
iv- t3 = t2 + τ : Uncorrelated
P
(8)
6,iv = P (8)4,iv
v- t4 = t2 + τ : Uncorrelated
P
(8)
6,v = P (8)4,v
vi- t4 = t3 + τ : Correlated
P
(8)
6,vi = P (8)4,vi
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Even if this exhaustive list seems redundant, in fact equal contributions are not asso-
ciated either to correlated or uncorrelated terms. For example, P (8)6,i is associated to
a correlated emission while P (8)4,i is associated to an uncorrelated emission. Therefore,
of the two, only P (8)4,i will be weighted by I/I0. However, the redundancy of the terms
simplified the calculation as well as the numerical implementation.
Normalization of the g(2)(τ)
We now have all the probabilities associated to relevant events #1, #3, #4, #6 and #8.
The complete sum becomes :
P (τ) = 2 (P (1)(τ) + P (6)(τ) + P 4C(τ)) + P (8)C (τ) + II0 (P (3)(τ) + 2 ∗ P (4)NC(τ) + P (8)NC(τ))
With P 4,8C (τ) and P 4,8NC(τ) respectively the sum of the correlated and uncorrelated terms
of the events #4 and #8. P norm the normalization of P (τ) needs to take into account
the fact that the electron can interact twice with the material.
P norm = I
I0
(P norm1 + P norm2 )2
With P norm1 = 12Pel(1)Pint(0)(1 − Pint(1))
P norm2 = 14Pel(1)Pint(0)Pint(1)
g(2)(τ) = P (τ)
P norm
Appendix B
Development of chapter 6
















∣k,n⟩ ⟨n′, k′∣ b+k1bk2gk1,k2 (a+ + a)










gk′,k2 ∣k,n⟩ ⟨n′, k2∣ (a+ + a)







k′,n′ ∑k2 gk′,k2e−i((n−n′)ω0+(k−k′))t ∣k,n⟩ ⟨n′ − 1, k2∣√n′
+ gk′,k2e−i((n−n′)ω0+(k−k′))t ∣k,n⟩ ⟨n′ + 1, k2∣√n′ + 1− gk2,ke−i((n−n′)ω0+(k−k′))t ∣k2, n − 1⟩ ⟨n′, k′∣√n− gk2,ke−i((n−n′)ω0+(k−k′))t ∣k2, n + 1⟩ ⟨n′, k′∣√n + 1 (B.2)
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In each sum of equation B.2 we do a variable transformation in order to obtain for each










−i((n−n′−1)ω0+(k−k2))t ∣k,n⟩ ⟨n′, k′∣√n′ + 1
+ gk2,k′ρI k,n
k2,n′−1 e
−i((n−n′+1)ω0+(k−k2))t ∣k,n⟩ ⟨n′, k′∣√n′
− gk,k2ρIk2,n+1
k′,n′ e
−i((n+1−n′)ω0+(k2−k′))t ∣k,n⟩ ⟨n′, k′∣√n + 1
− gk,k2ρIk2,n−1
k′,n′ e
−i((n−1−n′)ω0+(k2−k′))t ∣k,n⟩ ⟨n′, k′∣√n (B.3)
Therefore ρ˙Ik,n
k′,n′ is equal to :
ρ˙Ik,n









We defined the matrices G1, G2, G3, G4 such as :
G1n,n′
n2,n′2










Therefore equation B.4 becomes :
ρ˙Ik,n
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B.2 Development of equation 6.20
The total wave function of the system is :
∣ψf(z, t)⟩ = ∣ψ0⟩ + ∫ dz′∫ dt′ G(z − z′, t − t′)Hint(z′) ∣ψi(z′, t′)⟩






∫ dz′∫ dt′∫ dk ei(k−n′ω0v )(z−z′)e−ik(t−t′) ∣n′⟩ ⟨n′∣
(f∗jz(z’)√n + 1(ik0 − 2∆2 (z′ − vt′)) eik0z′e− (z′−vt′)2∆2 e−i(k0+nω0)t′ ∣n + 1⟩+ fjz(z’)√n(ik0 − 2∆2 (z′ − vt′)) eik0z′e− (z′−vt′)2∆2 e−i(k0+nω0)t′ ∣n − 1⟩)
We can consider that k0 >> 2∆2 (z′ − vt′), it means that the gaussian packet will not
change its shape during the interaction.








∫ dz′∫ dk e−ikt∫ dt′ e−i(k0+nω0−k)t′e− (z′−vt′)2∆2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
I(f∗jz(z’)√n + 1 ei(k−n+1ω0v )(z−z′)eik0z′ ∣n + 1⟩+ fjz(z’)√n ei(k−n−1ω0v )(z−z′)eik0z′ ∣n − 1⟩)
We used the Gauss Integral to calculate Part I of the previous equation :
=∫ dt′e−i(k0+nω0−k)t′e− z′2∆2 e 2z′vt′∆2 e− v2t′2∆2














e− z′2∆2 e( 2z′v∆2 −i(k0+nω0−k))2 ∆24v2
=√pi∆
v
e−i(k0+nω0−k) z′v e−(k0+nω0−k)2 ∆24v2
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So the ∣ψf(z, t)⟩ becomes :












∫ dz′∫ dk e−ikte−i(k0+nω0−k) z′v e−(k0+nω0−k)2 ∆24v2
(f∗jz(z’)√n + 1 ei(k−n+1ω0v )(z−z′)eik0z′ ∣n + 1⟩+ fjz(z’)√n ei(k−n−1ω0v )(z−z′)eik0z′ ∣n − 1⟩)
We defined K = k − k0 − nω0v and k − k0 − nω0 ≈Kv












∫ dz′∫ dK e−iKvte−i(k0+nω0)teiKz′e−K2 ∆24
(f∗jz(z’)√n + 1 ei(K+k0+nω0v −n+1ω0v )(z−z′)eik0z′ ∣n + 1⟩+ fjz(z’)√n ei(K+k0+nω0v −n−1ω0v )(z−z′)eik0z′ ∣n − 1⟩)












∫ dz′∫ dK e−iKvte−K2 ∆24 eiKz´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
II(f∗jz(z’)√n + 1 ei(k0−ω0v )(z−z′)eik0z′ ∣n + 1⟩+ fjz(z’)√n ei(k0+ω0v )(z−z′)eik0z′ ∣n − 1⟩)
Part II of previous equation is equal to :
=∫ dK eiK(z−vt)e−K2 ∆24























ei(k0−ω0v )z√n + 1∫ dz′(f∗jz(z’)e+i(ω0v )z′ ∣n + 1⟩+ ei(k0+ω0v )z√n∫ dz′fjz(z’)e−i(ω0v )z′ ∣n − 1⟩)
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−i (k0−ω0)´ udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸ udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k1
t
e−i(n+1)ω0t ∣n + 1⟩ (B.6)
+A√n e








e−i(n−1)ω0t ∣n − 1⟩
B.3 Integration over k and t of the interaction part
Integration over k
ρ˙ k0,n








n + 1ρn,ng∗k1 ∫ ∞−∞ dk C∗k0e−i((k1−k)−ω0)t´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
V II
(B.7)
Part VII of equation B.7 is equal to :
=∫ ∞−∞ dk e−(k−k0)2∆2e−ikz1e−i((k1−k)−ω0)t→ k − k0 =K and k − k0 ≈Kv=∫ ∞−∞ dK e−(K∆)2e−iKz1e−ik0z1e−i((k1−Kv−k0)−ω0)t=e−ik0z1e−i((k1−k0)−ω0)t∫ ∞−∞ dK e−i(z1−vt)Ke−(K∆)2
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Therefore equation B.7 becomes
ρ˙ k0,n






n + 1ρn,ne−ik0z1e−i((k1−k0)−ω0)te−( z1−vt2∆ )2 (B.8)
Integration over t
ρ k0,n






n + 1ρn,ne−ik0z1 ∫ ∞−∞ dt e−i((k1−k0)−ω0)te−( z1−vt2∆ )2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
V III
(B.9)
Part VIII of equation B.9 is equal to :
=∫ ∞−∞ dt e−i((k1−k0)−ω0)te−( z12∆ )2e−( vt2∆ )2e( z1vt2∆2 )
=e−( z12∆ )2 ∫ ∞−∞ dt e

























Normalization of the electron
wave function
C.1 Wave function of the incoming electron
Before interaction the component of the density matrix describing the incoming elec-
tron and the plasmonic particle are independent, one can write the part describing the
incoming electron as a gaussian packets :
ρk0,k0 =Ck0C∗k0 (C.1)= ∣φk0(z, t)⟩ ⟨φk0(z, t)∣
The wave function of the electron φk0(z, t) is thus equal to :
φk0(z, t) =∫ dkCk0ei(kz−kt) (C.2)
Ck0 =ℵe−(k−k0)2∆2
We defined K = k − k0 which means in the non recoils approximation Kv ≈ k − k0 :
φk0(z, t) =ℵeik0ze−ik0 t∫ dKe−(K∆)2ei(Kz−Kvt)
=ℵeik0ze−ik0 te− (z−vt)24∆2 ∫ dKe−(K−i (z−vt)22∆2 )2∆2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=√pi/∆
=ℵ√pi
∆
eik0ze−ik0 te− (z−vt)24∆2 (C.3)
Equation C.4 need to verify the normalization rule :
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Therefore we defined the coefficient of normalisation ℵ as :




First steps towards coupling of a
plasmonic nanoparticle and an
emitter
The coupling between plasmons and single photon emitters is a hot issue of quantum
optics in quantum plasmonics [44, 45]. This is a topic where the high spatial resolution
of CL for emitters [46] and the relevance of EELS spectroscopy for surface plasmons
make these two techniques complementary tools to study at sub-wavelength resolution
the plasmons/quantum emitter coupling. Moreover it is very well known that coupling
between emitters and plasmons reduces the lifetime of the emitter [47, 48]. One can
imagine using the bunching effect to study the coupling between plasmons and emitters
at the nanometer scale thanks to lifetime measurements. In order to introduce this
field, some preliminary simulations and experiments have been done. We performed
simulations with the Matlab MNPBEM toolbox designed for EELS and CL simulation
[49, 50]. The theory behind coupling simulation with BEM was explained to me by
Javier Garcia de Abajo. We then tried to implement it in MNPBEM. The BEM theory
is described in the following section. Then the result of the first simulations will be
shown along with the first experiments.
D.1 BEM simulation theory
We define the system as the metallic particle (yellow shape in figure D.1) and all the
dipoles around it. For each dipole we defined a polarisability αj and a position rj . The
dipole orientation is defined for each dipole.
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Figure D.1: Geometry of the problem. A nanoplasmonic structure is close to two
emitters j1 and j2 respectively at position r1 and r2. For j1 we represents Ee(r1) the
field created by the metallic particle with the electron at the dipole position, E1(r1) the
field created by dipole j1 and acting back on position r1 and E1(r2) the field created
by dipole j1 and acting on position r2.
The first step is to calculate independently with BEM calculations (MNPBEM toolbox)
the different field involved in the coupling:
1. The field created by the metallic particle with the electron, at each dipole position
Ee(rj) and at infinity (the far-field) fe(r).
2. The field created by each dipole (j), at each dipole position (j’) Ej(rj′) and at
infinity (the far-field) fj(r)
Then we have to calculate the polarity Pj of each dipole j. We write a self consistent
equation for each dipole:
Pj = αj ∗ [Ee(rj) + ∑
j≠j′ Ej(rj′) ∗Pj′ +Ej(rj) ∗Pj] (D.1)
We define the matrix :
Gjj′ = Ej′(rj) (D.2)=> Pj = αj ∗ [Ee − j +∑
j′ Gjj′ ∗Pj′] (D.3)
Which gives in a matrix formalism :
P = 11
α −G ∗Ee (D.4)
The total far-field will be :
f(r) = fe(r) +∑
j
fj(r) ∗Pj (D.5)
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In the case of a weak coupling between the dipole and the metallic particle, we can
reduce the calculation of the polarity to
P ≈ α ∗Ee (D.6)
In each case we calculate the far-field with the full equation for P (equation D.4) and
the weak coupling limit (eq D.6). If the two calculations are equal, we are in the weak
coupling regime.
D.2 Simulations and Experiments
For the simulations, we take a silver nano-triangle with an edge size of 150 nm size and
an height of 50 nm on a15 nm tick Si3N4 substrate. The cathodoluminescence spectrum
of such a nanoparticle by MNPBEM is shown on figure D.2.
e-
Figure D.2: BEM simulation of the cathodoluminescence spectrum of a silver nanotri-
angle of 150 nm side and 50 nm thick. On the insert a sketch of the simulated structure,
where the black dot represents the impact point of the electron. The substrate is an
Si3N4 membrane of 15 nm thick.
We set the energy of the emitter at 2.03 eV with a full width at half maximum of 20 meV.
The emitter is therefore at resonance with the dipolar mode of the nanotriangle. Results
of the obtained cathodoluminescence spectrum depending of the distance between the
particle and the emitter is shown on figure D.3. One can see that the coupling amplifies
the emitter emission, even if, in the strong coupling regime, there is quenching of the
emission for L < 20 nm.
We conducted two kinds of experiments with nano-diamonds containing a high density
of NV 0 centers. As explained in chapter 4, the lifetime measured will be the average life-
time of the NV 0 excited by the electron. The first experiment consisted to measure the
lifetime of the same diamond before and after gold deposition. We use Si3N4 membrane
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Figure D.3: a) weak coupling regime and b) strong coupling regime. The distance
between the triangle corner and the emitter is changed (legend on the right). Insert of
figure a) the simulated structure with the emitter in red and the silver nanotriangle.
The emitter is put on the figure at 10 nm from the triangle corner.
where we draw the alignment lithographic pattern described in chapter 2 and visible in
figure D.4-b. Then we dropped the nano-diamond on the TEM grid, and measured the
lifetime of about 20 nano-diamonds. Each diamond was spotted thanks to the alignment
pattern. After that we evaporated a film of 20 nm of gold on half of the grid as shown
on figure D.4-a. The lifetime of the same nano diamonds was measured once again. As
it has been explained in chapter 4, the lifetime of a single nano-diamond can change
drastically from one experiment to another. This is the reason why half of the grid was
kept without gold, in order to have witness diamonds to measure the possible variation
of the lifetime without gold. The result is shown in figure D.4-c. We measured for each
diamond the difference in lifetime ∆τ = τ0 − τg between the first measurement τ0 and
the second τg. One can see on figure D.4-c that ∆τ is on average higher for the nano
diamond with gold. However results are still preliminary because of the bad signal over
noise ratio of the g(2)(τ) curves leading to large error bars and a poor statistics. Here
the large distribution of the lifetime in nano diamond is a major drawback. To improve
this experiment, the use of an emitter with shorter lifetime for an increase of the signal
over noise ratio (see chapter 5) and a more significant statistic is required.
The second experiment consisted in performing lifetime measurements on the same di-
amond before and after the deposition of a nano-triangle close to it. This experiment
required a lot of steps and was therefore only successful for two diamonds. The best
one is shown in figure D.5. First an alignment pattern was drawn and after a ion-
ization of surface by a plasma cleaner during 3 minutes, diamonds were deposited on
it. The plasma cleaning of the surface allowed theoretically a better adherence of the
nano diamond to the surface, avoiding the diamonds to move during the second turn of
lithographic process. Lifetimes of several nano diamonds are then measured and each
nano-diamond was spotted in regards to the alignment pattern. The spotting have to
be done carefully to ensure the drawing of the plasmonics structure at the right spot.
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Figure D.4: Lifetime measurement on nano diamond before gold deposition τ0 and
after gold deposition τg. Optical images of the TEM grid after gold deposition is
depicted in a),b),c). a) TEM grid with half of the grid recover by gold. b) membrane
without gold, corresponding to the membrane with the white circle in a). c) image of a
membrane recover in gold, corresponding to the membrane with the black circle in a).
d) ∆τ = τ0 − τg for each diamond. The diamond recover in gold are the one depicted in
the orange dashed square.
For each nano-diamond a plasmonic structure is drawn close to it, using the realignment
process explained in chapter 2. Of course, during this step, the probability to break a
window is high and it is therefore important to measure nano diamonds on every mem-
brane. Then lifetimes were measured on diamonds which had survived. In our case,
between breaking windows, misfit of the plasmonic location and disappearance of nano
diamond, only two nano-diamonds were close to their plasmonic structure at the end.
This validates, however, the feasibility of the technic. Results for the best one is shown
on figure D.5. It seems that we observed a change in the lifetime. However no emission
from the nano-triangle is visible (see figure D.5-b) which seems unlikely if there is cou-
pling. The change can be due to the different lithographic steps that induced variation
in the nano-diamond environment. Once again, to have more accurate results, a brighter
emitter with a smaller lifetime needs to be found.
These simulations and experiments are the first step toward quantum plasmonic and
emitter-plasmons coupling in an STEM. It opens the way to a wide range of experi-
ments exploiting the high resolution of fast electrons and the complementarity of the
information supply by the HADF image, the CL emission spectrum and the HBT-CL
experiment. The easy set-up of this technic allows to use it for simple characterization
of any optically active material or for more complex structure like plasmons-emitter
system.
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Figure D.5: Gold nano triangle drawn close to a nano diamond with a high density
of center. a) HADF image and b) filtered emission map. c) g(2)CL(τ) function of the
nano diamond before (τ = 32 ± 1.9 ns) and after (τt = 19 ± 2.5 ns) gold nanotriangle
deposition. We have that τ ≫ τt.
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Titre : L'expérience de Hanbury Brown and Twiss dans un microscope électronique à transmission à 
balayage : la physique et les applications 
Mots clés : Microscopie électronique, cathodoluminescence, optique quantique, émetteur de photon 
unique, spectroscopie, nano-optique. 
Résumé : Etre capable de réaliser des 
expériences d'optique quantique à l'échelle du 
nanomètre est un des grands défit actuel de la 
recherche. En particulier pour la caractérisation 
des émetteurs de photon unique, c'est à dire des 
émetteurs qui n'émettent qu'un photon à la fois. 
Dans cette thèse nous montrerons comment la 
cathodoluminescence (CL) dans un microscope 
électronique à transmission à balayage (STEM) 
a permis de caractériser un nouvel émetteur de 
photon unique (SPE), d'utiliser le signal produit 
par l'expérience de CL-STEM pour l'expérience 
HBT. Cependant, en étudiant l'excitation de 
multiple SPE en CL, on a découvert un nouveau 
phénomène d'émission, caractérisé par un grand 
effet de regroupement (bunching) dans la 
fonction g(2)(τ) (g(2°(0)>35), en complète  
contradiction avec les mesures de 
Photoluminescence (PL) (g(2°(τ) ~ 1). Dans mon 
manuscrit de thèse, cet effet surprenant a été 
expérimentalement étudié, théoriquement 
expliqué et appliqué à la mesure de temps de vie 
à l'échelle du nanomètre. Et parce que l'optique 
quantique est souvent liée à la plasmonique 
quantique, je présenterai pour conclure une 
proposition théorique en collaboration avec 
Javier Garcia de Abajo pour étudier la 
plasmonique quantique dans un microscope 




Title : Intensity Interferometry Experiments in a Scanning Transmission Electron Microscope : 
Physics and Applications 
Keywords : Electronic microscope, cathodoluminescencen quantum optics, single photon emitter, 
spectroscopy, nano-optics. 
Résumé : Quantum optics performed at the 
nanometer scale is an important challenge, 
especially for the characterization of single 
photon emitter (SPE). SPE are emitter that emit 
only one photon at a time.  In this thesis we 
will see how cathodoluminescence (CL) in a 
STEM (scanning transmission electron 
microscope) allowed to characterize a new 
point defect in h-BN (boron nitride), showing 
the relevance of the Hanbury Brown and Twiss 
(HBT) experiments in a CL-STEM for 
discovering and characterizing new SPE. 
However, by studying the excitation of multiple 
SPE in CL, we discovered a new emission 
phenomenon, characterized by a huge bunching 
effect of the g(2)(τ) function (g(2)(0) > 35), in 
complete contradiction to PL measurements  
and expectations (g(2°(τ) ~ 1). In my thesis 
manuscript, this surprising effect will be 
experimentally investigated, theoretically 
explained and applied to lifetime measurement 
at the nanometer scale. Because quantum optics 
is often linked to quantum plasmonics, I will 
present, in conclusion, a theoretical proposal, in 
collaboration with J. Garcia de Abajo, about 
quantum plasmonics measurement in a STEM. 
 
