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1Concept of estimating source apportionment
The concept of source apportionment is identifying the sources of air pollution and
estimating the apportionments of the concentrations of the pollutants observed at the
sites in the environment. The results obtained can be used to help manage effectively
the quality of the environment.
2Receptor-0riented model
For estimating source apportionment, several receptor-0riented models of chemical
mass balance (CMB) and multivariate statistical methods (factor analysis, principal
component analysis and so on) have been widely used. See for example, Hopke(1985,
1991), Heinsohn and Kabe1(1998), Dey and Schnelle(1999), Park et a1.(2002). These
models are substantially based on the assumption of mass conservation and amass
balance analysis.
Suppose that there are $n$ observations $(x:1, \ldots, x_{\dot{\iota}p})$ , $i=1$ , $\ldots$ , $n$ , of $p$ elements in
material where $x_{\dot{\iota}j}$ is the concentration (pg $\mathrm{m}^{-3}$ ) of the $j$-th component in the i-th
sample. If there are $m(<p)$ possible sources, then the general receptor-Oriented model
can be expressed as
$x_{\dot{l}j}= \sum_{k=1}^{m}a_{jk}g_{k:}$ , $i=1$ , $\ldots$ , $n$ , $j=1$ , $\ldots,p$ , (1)
where $a_{jk}$ is the mass concentration $(\mu \mathrm{g}\mathrm{g}^{-1})$ of the $j$-th element in material from the
$k$-th source, and $g_{k:}$ is the volume concentration $(\mathrm{g}\mathrm{m}^{-3})$ of suspended particulate matter
(SPM) from the $k$-th source in the $i$-th receptor. In studies of air pollution, the number
$m$ of important sources that affect the air quality is usually small and profiles $a_{jk}$ of
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the potential sources are available. The following assumptions (i) to (iii) are required to
construct the model:
(i) Emission components do not convert chemically.
(ii) Emission components are not removed selectively.
(iii) Source emissions have aconstant composition.
3Necessity of constructing amodified model
Although the receptor models are potentially useful tools for demonstrating the de-
terminants of exposure to air pollutants, they have several disadvantages (Henry et
a1.(1984), Henry(1987), Sexton and Hayward(1987) $)$ . Few explicit ways of estimation
based on the classical model were offered for treating random fluctuations in observa-
tions (Wiens et a1.(2001)). Further, the validity of receptor modeling is mostly dependent
on the sufficiency of the source profiles used in the analysis. Therefore many efforts to
update and revise the database of source emission profiles have been made by some or-
ganizations. For example, the United States Environmental Protection Agency has been
developed “Receptor Model Source Composition Library” (Shareef and BravO(1988)).
In the real world, however, source profiles should depend on many varying factors such
as wind, temperature and distance from sources.
Indoor pollutant concentrations have alarge contribution to total human exposures
to airborne particles because urban residents spend agreat portion of their life indoors.
Thus, it is of interest to estimate the relative contributions of outdoor sources to in-
door air quality (Koutrakis et a1.(1992), Moffat(1997)). In analysis of indoor data, we
should pay careful attention to atreatment of tobacco effects. The profiles of tobacco
should have sharp fluctuations because they depend on various causes such as ventilation,
puffing, and kinds of cigarettes.
4Amodified model based on source profiles with
fluctuations
Taking into acount fluctuations in concentration and source profiles, Ohtaki et a1.(1997)
modified amodel and developed amethod which can estimate the apportionments.
Model (1) is extended as follows:
$x_{j}. \cdot=\sum_{k=1}^{m}(a_{jk}+r_{jk}^{(\dot{1})})(\lambda_{k}+\tau_{k}.\cdot)y_{\dot{1}}$, $i=1$ , $\ldots$ , $n$ , $j=1$ , $\ldots,p$ , (2)
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where $y_{i}$ denotes the mass concentration $(\mu \mathrm{g}\mathrm{m}^{-3})$ , $r_{jk}^{(i)}$ and $\tau_{ki}$ denote fluctuations of
the source profile and of the source apportionment at the $i$-th receptor, respectively.
We assume here that $r_{jk}^{(i)}$ is arandom variable with mean 0, which is independent of
$\tau_{i}=$ $(\tau_{1i}, \ldots, \tau_{mi})’$ , and that $\tau_{i}(i=1, \ldots, n)$ are mutually independent and identically
distributed random vectors with mean 0. The expression ’(prime) denotes the transp0-
sition of avector or amatrix in this text. Our aim is to estimate the mean vector of
source apportionment $\lambda=$ $(\lambda_{1}, \ldots, \lambda_{m})’$ under the natural two constraints such that
$C_{1}$ : $\sum_{k=1}^{m}\lambda_{k}=1$ and $C_{2}$ : $\lambda_{k}\geq 0$ , $k=1$ , $\ldots$ , $m$ .
5Estimation of source apportionment for the mod-
ified model
Model (2) can be rewritten to ausual regression model. Setting
$z_{\dot{|}j}=x_{\dot{\iota}j}/y:$ , $i=1$ , $\ldots$ , $n$ , $j=1$ , $\ldots,p$ ,
and $\mathrm{z}_{i}=$ $(z_{\dot{f}1}, \ldots, z_{ip})’$ , $i=1$ , $\ldots$ , $n$ , we can express Model (2) as
$\mathrm{z}:=(A+R.)(\lambda+\tau_{i})$ , $i=1$ , $\ldots$ , $n$ , (3)
where
$A=(a_{jk})$ , $j=1$ , $\ldots$ , $p$ , $k=1$ , $\ldots$ , $m$ ,
and
$R_{\dot{*}}=$
$(\mathrm{r}^{(\mathrm{i})}, \ldots, \mathrm{r}_{m}^{(\dot{l})})$, $\mathrm{r}_{k}^{(\dot{l})}=(r_{1k}^{(i)}, \ldots, r_{pk}^{(i)})’$, $i=1$ , $\ldots$ , $n$ , $k=1$ , $\ldots$ , $m$ .
Further, if we set $\overline{z}_{j}.=\sum_{\dot{\iota}=1}^{n}z_{\dot{l}j}/n$ , $j=1$ , $\ldots$ , $p$ ,
$V=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(v_{1}, \ldots, v_{p})$ , $v_{j}= \sum_{\dot{l}=1}^{n}(z_{\dot{\iota}j}-\overline{z}_{j}.)^{2}/(n-1)$ , $j=1$ , $\ldots$ , $p$ ,
and
$\mathrm{u}:=(A’V^{-1}A)^{-1}A’V^{-1}\mathrm{z}_{\dot{*}}$ , $i=1$ , $\ldots$ , $n$ ,
then, Formula (3) is transformed into
$\mathrm{u}_{i}=\lambda+\epsilon:$ , $i=1$ , $\ldots$ , $n$ , (4)
where
$\epsilon:=(A’V^{-1}A)^{-1}A’V^{-1}R_{\dot{*}}\lambda+[I+(A’V^{-1}A)^{-1}A’V^{-1}R.]_{T:}$ , $i=1$ , $\ldots$ , $n$ ,
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are mutually independent with $E\{\epsilon:\}=0$ , and $\mathrm{v}\mathrm{a}\mathrm{r}\{\epsilon:\}=\Omega$ , say, i $=1$ , \ldots , n. Letting
u $=$ $(\mathrm{u}_{1}’,$\ldots ,$\mathrm{u}_{n}’)’$ and $\epsilon$ $=(\epsilon_{1}’,$\ldots ,$\epsilon_{n}’)’$ , we obtain from (4) ausual regression model
u $=(1_{n}\otimes I_{m})\lambda+\epsilon$ ,
the $m$-order unit matrix and the symbol $\otimes \mathrm{r}\mathrm{e}\mathrm{p}\mathrm{r}\mathrm{e}-$
We consider an estimator of Aunder Constraints $C_{1}$ and $C_{2}$ . First, we assume that
$\Omega=(\omega_{k\ell})$ is known. Using the general theory of statistical estimation, we obtain the
generalized least squares estimator $\hat{\lambda}(\Omega)$ of Aunder Constraint $C_{1}$ as follows:
$\hat{\lambda}(\Omega)=\overline{\mathrm{u}}+$ $( \sum_{k=1}^{m}.\overline{u}_{k}-1)\omega^{-1}..(\omega_{1}., \ldots,\omega_{m}.)’$ , (5)
where $\overline{\mathrm{u}}=(\mathrm{u}_{1}+\cdots+un)/n=(\mathrm{u}\mathrm{k}\mathrm{i})\ldots$ , $\overline{u}_{m})’$ , $\omega..=\Sigma_{k,\ell=1}^{m}\omega u$ , and $\omega_{k}$ . $=\Sigma_{\ell=1}^{m}\omega_{k\ell}$ , $k=$
$1$ , $\ldots$ , $m$ . Since $\Omega$ is usually unknown in practice, we substitute the best linear unbiased
estimator
$\hat{\Omega}=\frac{1}{n-1}\sum_{\dot{|}=1}^{n}(\mathrm{u}. -\overline{\mathrm{u}})(4. -\overline{\mathrm{u}})’=(\hat{\omega}_{k\ell})$
for $\Omega$ in (5). Thus we have aprovisional estimator $\hat{\lambda}(\hat{\Omega})$ of Aas
$\hat{\lambda}(\hat{\Omega})=\overline{\mathrm{u}}+(\sum_{k=1}^{m}\overline{u}_{k}-1)\hat{\omega}^{-1}..(\hat{\omega}_{1}., \ldots,\hat{\omega}_{m}.)’$,
where $\mathrm{w}..=\Sigma_{k,\ell=1}^{m}\hat{\omega}_{k\ell}$ and (5) . $=\Sigma_{\ell=1}^{m}$ Wkt) $k=1$ , $\ldots$ , $m$ . If $\hat{\lambda}(\hat{\Omega})=(\hat{\lambda}_{1}(\hat{\Omega}), \ldots,\hat{\lambda}_{m}(\hat{\Omega}))’$
satisfies Constraint $C_{2}$ , that is, $\hat{\lambda}_{k}(\hat{\Omega})\geq 0$ for all $k’ \mathrm{s}$ , then we adopt it as aproper solution.
Otherwise, reduce the model by excluding the sources such that $\hat{\lambda}_{k}(\hat{\Omega})<0$ , and retry to
calculate $\hat{\lambda}(\hat{\Omega})$ with using the reduced model. Iterate this procedure if necessary.
As for property of the estimator, $\hat{\lambda}(\Omega)$ is an unbiased estimator. Its variance-covariance
matrix $\mathrm{v}\mathrm{a}\mathrm{r}\{\hat{\lambda}(\Omega)\}$ can be expressed as follows:
$\mathrm{v}\mathrm{a}\mathrm{r}\{\hat{\lambda}(\Omega)\}=(\Omega-\omega^{-1}..(\omega_{1}., \ldots,\omega_{m}.)’(\omega_{1}., \ldots,\omega_{m}.))/n$ .
Thus, we may evaluate the variation of the estimates.
Figure Ishows that aflow chart of the procedure for estimating source based on source
profiles with fluctuations.
6An example with aReal Data Set
An example with areal data set demonstrates this procedure owing to Ohtaki et
a1.(1997). Fine fraction samples were collected in living rooms of houses within 150 me-
ters of the roadside in the Metropolitan Tokyo, Japan. Each house was monitored for
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$\mathrm{g}$
Figure I. Flow chart of the procedure for estimating source
apportionments based on source profiles with fluctuation$\mathrm{s}$
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consecutive four weekdays during July. In this study, we used the data of the concentra-
tions of ten elements. The technical details of handling the original data are described
in Nitta et a1.(1994).
Table Irepresents the observed mass $y$ and element concentrations $x_{j}\dot{.}(i=1$ , $\ldots$ , 9, $j=$
$1$ , $\ldots$ , 10). Referring to the previous studies (see Nitta et a1.(1994)), we selected the seven
possible sources and the source profile matrix $A=(a_{jk})$ was compiled from several ref-
erences; See Ohtaki et a1.(1997) in detail. Table II represents the estimates $\hat{\lambda}$ of source
apportionments and standard errors.
Table I. Observed mass $y$:and elemental concentration $x_{\dot{|}j}[\mu \mathrm{g}\mathrm{m}^{-3}](p=10, n=9)$
element
ID mass Al Si $\mathrm{S}$ $\mathrm{K}$ Ca Mn Fe Cu Zn Br
$\frac{iy_{\dot{1}1}xx_{\dot{1}2}x_{\dot{1}3}x_{\dot{1}45}xx_{\dot{1}6}x_{\dot{1}7}x_{8}x_{\dot{1}9}x_{\dot{1}10}}{131.8700.010.4050.9910.3980.800.0290.2650.0260.2510.019}\mathrm{i}\mathrm{i}.\cdot$
2 18.870 0.143 0.388 2.040 0.288 0.253 0.044 0.484 0.025 0.130 0.000
311.740 0.095 0.236 0.779 0.396 0.159 0.000 0.170 0.026 0.124 0.000
492.980 0.000 0.152 1.329 0.508 0.120 0.020 0.310 0.036 0.291 0.137
519.340 0.232 0.286 2.032 0.647 0.144 0.015 0.359 0.013 0.139 0.000
663.140 0.156 0.352 0.829 0.588 0.206 0.009 0.319 0.017 0.242 0.023
753.530 0.182 0.544 2.770 0.365 0.302 0.023 0.657 0.000 0.265 0.026
826.590 0.000 0.247 1.870 0.339 0.187 0.051 0.522 0.035 0.487 0.128
919.100 0.137 0.362 1.280 0.389 0.294 0.021 0.394 0.023 0.210 0.032
$\mathrm{I}\mathrm{D}$ :The identification number of receptors.





tobacco smoke 0.317 0.124
soil 0.016 0.007
fuel combustion (heavy oil) 0.468 0.098
steel works 0.060 0.012
incinerators (waste) 0.056 0.011
gasoline-powered automobile 0.023 0.006
$\underline{\mathrm{d}\mathrm{i}\mathrm{e}\mathrm{s}\mathrm{e}\mathrm{l}}$-powered uto obile0.060 0.024
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