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Abbreviations
2D 2-dimensional
3D 3-dimensional
BCC body centered cubic
CCD charge coupled device
DDD discrete dislocation dynamics
EBSD electron backscatter diffraction
EBSP electron backscatter pattern
ECCI electron channeling contrast imaging
ESEM environmental SEM
FCC face centered cubic
FEG field emission gun
FT Fourier transform
FFT fast Fourier transform
FIB focused ion beam
GND geometrically necessary dislocation
HR-EBSD high-resolution EBSD
IFT inverse Fourier transform
IPF inverse pole figure
IQ image quality
KAM kernel average misorientation
ND normal direction
OIM orientation imaging microscopy
PC pattern center
RD rolling direction
ROI region of interest
SEM scanning electron microscopy
SSD statistically stored dislocation
STEM scanning TEM
TD transverse direction
TEM transmission electron microscopy
TKD transmission Kikuchi diffraction
XRD X-ray diffraction
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Nomenclature
a lattice parameter for cubic crystals
A displacement gradient tensor
b, |b| Burgers vector, the length of the Burgers vector
βij deformation gradient tensor elements
Chkl, Cg XRD contrast factor
Cij elastic constant tensor
Cσ stress contrast factor
d coherent scattering domain size
dhkl distance between the adjacent lattice planes
εij strain tensor elements
ϕ1,Φ, ϕ2 Euler angles
g diffraction vector
G shear modulus
hkl Miller indices
H(n,m) Hanning window function
I identity matrix
I(q) XRD intensity distribution
l dislocation line vector
λ wavelength of X-rays
Λ XRD parameter, Λ = 2|g2||b2|Cg/pi
n normal vector
ν Poisson ratio
ωij rotation matrix elements
q XRD parameter, q = 2[sinΘ− sinΘ0]/λ
Q EBSP shift on the detector screen
ρ dislocation density
σij stress tensor elements
τ shear stress
Θ,Θ0 half of the scattering angle, half of the Bragg angle
ΘB Bragg angle
vk(q) kth order restricted moment
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Introduction
In materials science a deeper understanding of the collective properties of the
linear lattice defects – the dislocations – is essential for the development of new
materials. The mechanical properties are mainly influenced by these lattice defects
and their dynamics in the crystal, since their movement is responsible for plastic
deformation. Understanding the collective motion of dislocations and the long-range
stress state generated by them is a central problem in materials physics, but because
of the complexity of the phenomena there are still many basic questions that remain
unanswered.
The main reason of the encountered difficulties is that the effect of a single
dislocation is localized to an extremely small volume, so most of the time one can
only investigate the cumulative influence of numerous defects. The combined use of
different analysis methods and the comparison of their results may help us in the
development of novel experimental procedures and lead us to a better understanding
of the collective behavior of dislocations.
In the last decade a remarkable result was found that plastic deformation of
crystals becomes dramatically different when the sample size is reduced to the micron
or submicron scale, compared to the behavior of bulk materials [1]. This behavior
significantly influences today’s industrial sectors with focus on miniaturization, as
the size reduction effect is no longer negligible.
The primary task of the PhD research was to gain more experimental knowledge
on the linear defects forming in metals as a result of external deformation. Although
the concept of dislocations was introduced 80 years ago by Orován, Taylor and
Polányi [2, 3, 4], the interest in this topic has not yet decreased ever since.
Our main aim was to be able to develop a new methodology for calculating the
density of dislocations in plastically deformed samples. The methods utilized in
this work are also capable of mapping the stress values in regions near the sample’s
surface, and with their help we can collect information about several statistical
7
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properties characteristic to the microstructure. These investigations can be useful
in the future to develop models designed to further explore material mechanisms.
Furthermore we intended to find out more about the formation and evolution of the
dislocation cell structure caused by the external deformation, and inspect the stress
state of bulk specimens, micron-sized pillars and TEM samples.
As a part of this PhD thesis the candidate has developed an evaluation program
called Strain_calc capable to calculate the distortions of the crystal lattice and the
internal stress values based on the electron backscattered diffraction technique. Al-
though the theory behind the evaluation has already been established by Wilkinson
et al. [5], the process of programming, the validation of the results and the various
application tests took years to complete, starting from zero experience in this topic,
and finally enabling us to open new perspectives to microstructure characterization.
The theory of plastic deformation is discussed in chapter 1. The experimental
techniques utilized in this work are introduced in chapter 2. In chapter 3 the meas-
urements leading to the determination of the dislocation density value of a newly
developed steel sample – a promising candidate for power plant applications – are
reported. The complex structure demands special surface preparation which is also
educed and displayed in this chapter.
The implementation of the Strain_calc evaluation program is presented in
chapter 4. This part provides insights to the program’s operating principles, guid-
ing us through all the technical considerations until the last step of the validation
procedure.
The applications of the evaluation program are shown in the following chapters:
chapter 5 specifies the details of dislocation density calculation, while chapter 6
and chapter 7 exemplifies the possibilities of Strain_calc utilization on very thin
pre-deformed samples and specimens where the structural changes are well-localized,
such as micron-sized pillars and TEM samples, where the thinning process can affect
the dislocation structure.
The thesis concludes with appendices on specific calculations and a short sum-
mary.
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Literature overview and applied
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Chapter 1
The theory behind plastic
deformation
In physics and materials science, the theory of plasticity has a central role in the
constant endeavor to understand the mechanical processes occuring during deforma-
tion. The modification of the structure of metals has served humanity for thousands
of years, and the pursuit for improving the mechanical properties of materials pres-
sured by the industry has led researchers to gather a vast amount of knowledge about
the crystal structure and its behavior when it is exposed to external stresses. In this
chapter we aim to summarize that part of our current knowledge about plastic de-
formation, which would help us understanding the driving forces and results of this
thesis.
1.1 Line defects
Materials are called crystalline if the constituent atoms form a regularly ordered
pattern that is repeating itself, and it extends in all three spatial dimensions. More
formally saying, the periodic atomic arrangement forms a lattice in 3D, (see in
Figure 1.1). Here the lattice is generated by the a, b and c noncoplanar unit
vectors, and we can specify any lattice point with the help of of r vector and m1,
m2 and m3 integers as
r = m1a +m2b +m3c. (1.1)
10
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According to the length of the unit vectors and the angles between them (α, β, γ) we
differentiate 14 Bravais lattices, from which we present the tree unit cells (primitive,
body centered cubic – BCC and face centered cubic – FCC) for the cubic lattice
type in Figure 1.1, where |a| = |b| = |c| and α = β = γ = 90◦. In this thesis we
only deal with materials of cubic type lattice.
Figure 1.1: Construction of a 3D crystal lattice (left), based on the a, b and c
noncoplanar unit vectors, where any lattice point can be given with the help of r
vector (see Equation 1.1). The three unit cells for cubic lattices are shown on the
right.
In terms of the crystal unit vectors a,b, c1 we define a set of reciprocal vectors
u,v,w:
u = 2pi b× ca · (b× c) , v = 2pi
c× a
a · (b× c) , w = 2pi
a × b
a · (b× c) . (1.2)
With u, v and w we can define ghkl reciprocal vectors as:
ghkl = hu + kv + lw. (1.3)
If hkl are relative primes they are called Miller indices. Then we can prove that the
dhkl distance between the planes perpendicular to ghkl is:
dhkl =
2pi
|ghkl| . (1.4)
Although the reciprocal lattice is a mathematical concept, in case of electron or
X-ray diffraction it is quite useful as it is the simple graphical representation of the
satisfaction of the Bragg’s law [6], introduced later in subsection 2.1.1.
1The expression V = a · (b× c) is the volume of the unit cell.
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Now that we have built up the crystal lattice, let us look at its imperfections,
which can be point, line, surface or volume defects. They all disturb the regular
arrangement of the atoms locally, and they can significantly modify the properties
of crystalline solids [7]. We will only focus on line defects called dislocations. A
dislocation is a line of termination of an extra half plane added to the perfect
crystal [8]. A dislocation can be characterized topologically with the Burgers vector,
which is the vector required to close the Burgers circuit – a closed loop around the
dislocation on the lattice points of the originally perfect crystal. The Burgers circuit
and the Burgers vector is depicted in Figure 1.2.
Figure 1.2: (a) Burgers circuit around an edge dislocation (blue), starting from
point M . (b) The same circuit on a perfect lattice would not close; the closure
failure is the Burgers vector (red).
We can group dislocations into two main categories corresponding to the Burgers
vector’s (b) relation to the line vector of the dislocation (l):
• edge dislocation: b× l = 0, the two vectors are parallel
• screw dislocation: b · l = 0, the two vectors are perpendicular to each other.
Mixed dislocations are in between the two main types as the angles between the b
and l are neither 0◦ nor 90◦. The stress and strain fields generated by dislocations
are proportional to 1/r with a relatively complicated angular dependence related to
the type of the dislocation.
1.2 The deformed state of the material
During plastic deformation various defects can be introduced to the crystal, but
in this work we concentrate on the effects related to the dislocations [9]. With
12
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dislocation accumulation the stored energy increases in the material, which is the
source of all property changes that can be characteristic to deformed metals. This is
the reason why it is so important to investigate the properties of dislocations forming
due to deformation. Deformation can occur at different levels of temperature, but
in this thesis we are only dealing with deformations at room temperature.
The single crystals can change their orientation during deformation, changing
their relative direction to the axes of applied stress. Furthermore the number of dis-
locations, their distribution and arrangement is also changing, therefore monitoring
these parameters can tell more about the microstructural evolution. In polycrys-
talline samples not only the internal network of lattice planes change but also the
shape of grains and the number of grain boundaries are also affected.
During plastic deformation, dislocations are formed and if the external stress is
large enough they start moving in the lattice. The two basic types of dislocation
movement is the glide (which is a motion with conserved number of atoms) and
the climb (a non-conservative motion). Glide occurs when the dislocation moves in
the plane containing both its Burgers and line vectors. If the dislocation moves out
of the glide plane, then the motion is called climb. If the external stress is high
enough the glide of many dislocations will result in a macroscopic slip that is the
most common manifestation of plastic deformation in crystalline solids [7].
Figure 1.3: Illustration of the slip geometry. In general the angles Φ and Ψ are not
perpendicular to each other.
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Slip planes in crystal lattices are usually the planes with the highest density of
atoms. The slip directions and planes define the slip systems. Slip steps can be
visible on the surface of the sample and slip systems have specific crystallographic
orientations.
To activate the slip system we have to reach a critical value in the shear stress
(τ). If the crystal is being deformed by tension with force F (Figure 1.3), then the
tensile stress parallel to F on the cross-sectional area A (marked with grey color)
will be σ = F/A. The τ shear stress resolved on the slip plane in the slip direction
is
τ = F
A
cos Φ cos Ψ (1.5)
with the angles2 Φ and Ψ measured between F and the slip plane normal and the
slip direction, respectively (see in Figure 1.3).
The dislocations which start to move due to the plastic strain are accommodating
the external plastic deformation. Immobile dislocations do not contribute to the
plastic strain, but they have a role in work hardening, that strengthens the metals
by plastic deformation (they are often referred as statistically stored dislocations or
SSDs and they can equally have positive or negative sign). When the crystal lattice
is bent, dislocations will try to accommodate the bending of the planes. These
excess, identically signed dislocations are called geometrically necessary dislocations
(or GNDs). They are the result of the internal plastic strain gradients. They reduce
the energy of the crystal by rearranging the edge dislocations into vertical walls to
create symmetrical tilt boundaries. A sketch of this situation is shown in Figure 1.4.
Figure 1.4: Edge dislocations form a symmetrical tilt boundary. These edge dislo-
cation arrangement forms from the randomly generated dislocation distribution to
accommodate the bending of the lattice. They are called geometrically necessary
dislocations (GNDs).
An important feature of GNDs is that they do not have long-range stress field,
2cosΦcosΨ expression is called the Schmid factor.
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the strain is only localized in the region around the GNDs. Another key parameter
is the dislocation density (ρ) that is the total length of dislocation line per unit
volume of the crystal [m−2].
Stages of deformation and the resulting microstruc-
tural hierarchy
In Figure 1.5 a sketch of the stress(σ)-strain(ε) curve of copper shows all the typ-
ical features and stages of deformation which will guide us through the mechanisms
and microstructural changes during compression and tensile testing.
Figure 1.5: Sketch of a real stress-strain curve showing the stages of deformation.
The very first part of a stress-strain curve is the elastic regime where the stress
varies linearly with the strain: σ = Eε, where E is the Young’s modulus. At the end
of this stage the yield strength (σy) indicates where plastic flow begins. Increasing
the applied force on the sample results plastic deformation, but the border between
the elastic and plastic regime is not sharp.
The subsequent regime is called Stage I. where the stress-strain relation is linear
but with a very small slope. If we decide to stop the external loading on the sample,
the unloading steepness on the σ − ε curve will equal to the steepness of the elastic
regime, and after starting the deformation process again the plastic flow will start
at values higher than the stress value when the process was interrupted. In this
part dislocations (predominantly edge type) are forming multipolar groups and they
rearrange to form polygonized low-angle walls (the beginning of GND boundary
forming).
15
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In the Stage II. phase other slip systems are activating and a higher stress is
needed for the dislocations to move through obstacles or through each other. This
is the stage where strain hardening is linear and it is relatively independent of
temperature and rate of deformation. GNDs form cells separated by small (∼ 1◦)
misorientations which have sizes about a couple of microns [9]. The cells are thought
to be in dynamic balance between dislocation annihilation and trapping, therefore
they can change their size, shape and misorientation during deformation. This
structure is extremely difficult to investigate because in the cell walls the high dislo-
cation density is hard to measure experimentally and the overall dislocation density
is inhomogeneous.
In Stage III. and IV. the previously formed and closed dislocation cells are getting
finer inner structure, and the walls are getting thick and fuzzy. At the end of
Stage IV. a clearly defined structure appears. Here the narrow walls have very high
dislocations density and the cell interiors are nearly empty, but long-range internal
stresses are present. At the end of Stage IV. if the sample is deformed by a tensile
machine, necking starts where the cross-section of the specimen gets smaller and all
subsequent deformation takes place in the neck. Eventually the sample will fracture
at the neck. If the deformation was obtained by compression then buckling occur
and the cross-section of the sample increases or the whole specimen bends.
As we can see from this chapter the mechanical processes during deformation are
so complex that their investigation keeps busy researchers for decades and we still
not able to correctly describe all the phenomena we can experimentally observe.
Nowadays with more advanced and precise instruments we can investigate these
processes in the nanometer scale, joining a bridge between the atomistic and mac-
roscopic behavior of crystalline materials. In the following chapters we introduce
these experimental techniques and apply them to explore how the dislocations and
their collective behavior affect the macroscopic properties of metals.
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Experimental techniques
In chapter 1 the theoretical background of plastic deformation was introduced.
In order to be able to examine the properties and behavior of crystalline materials,
we need to gather experimental data on the microstructure. Several methods have
already been developed and used for investigating plastic deformation. Each of them
has advantages and disadvantages which we need to recognize and understand, so
that their results could be interpreted correctly. Combining different experiments
can lead to a deeper and more complete comprehension of the physical processes
behind plastic deformation. Therefore comparing diverse measurements can help
validating and elaborating novel techniques.
In this chapter the experimental applied techniques are outlined. In section 2.1
the well-established X-ray diffraction and line profile analysis is introduced, which
is essential for checking the results of the dislocation density determination de-
scribed in chapter 4. In section 2.2 the electron backscatter diffraction method is
explained, focusing on the high angular resolution case in subsection 2.2.2, which is
the base technique of this thesis. The transmission electron microscopy and imaging
is described in section 2.3. Finally the serial sectioning with focused ion beam is
introduced (section 2.4).
2.1 X-ray diffraction and line profile analysis
It is already known for decades that perfectly ordered single crystals with infin-
ite volume would give X-ray diffraction Bragg peaks that are "infinitely sharp" delta
functions. Any kind of disorder in the crystal lattice, however, produce a broadening
of the diffraction lines. From the detailed analysis of the shape of the peak the prop-
17
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erties of the deformation field [10], [11] can be determined. If the material is pure
then the most significant broadening comes from the finite crystallite size, but effects
of dislocations and other types of lattice faults can also be distinguished on the line
profiles. To see its significance, X-ray experimental results helped developing basic
theories and models for crystal plasticity like the composite model for heterogeneous
dislocation structures [12]. In our case we concentrate only on the strain broadening
of the profiles created by dislocations, because the influence of other broadening
phenomena are negligible on the investigated single crystal samples.
2.1.1 Strain broadening
When a crystalline material is illuminated by an X-ray beam, the lattice scatters
the X-ray photons in specific directions. The Bragg-equation describes the interfer-
ence between the scattered photons as:
2dhkl sin θ = nλ, (2.1)
where dhkl is the distance between the adjacent lattice planes, θ is the angle between
the incident beam and the normal of the lattice plane, n is an integer, and λ is the
wavelength of the radiation. The wavelength of the X-ray photons are in the order
of the lattice distance of cristalline materials (10−10 m). In cubic crystals dhkl can
be given with the help of the hkl Miller-indices as
dhkl =
a√
h2 + k2 + l2
, (2.2)
where a is the lattice parameter, and h, k, l are integers specific to lattice directions
and planes. In chapter 1 we have already constructed a 3D crystal lattice where
any r vector can be represented with a, b and c lattice vectors, and introduced the
concept of the reciprocal lattice. These definitions are important in case of any kind
of diffraction, because the diffraction patterns mirror the lattice structure. If there
is a lattice defect in the crystal, such as a dislocation in Figure 2.1, the X-ray beam
will scatter in different directions from the area distorted by the defect.
The broadening of the intensity peak around the Bragg angle depends on the re-
lative orientations between three vectors, the b Burgers vector, the l dislocation line
vector and the g diffraction vector. This strain anisotropy caused by the presence
of the dislocations results that for planes which are parallel to b the broadening of
the (hkl) peak is smaller, because the lattice is relatively uniform in this direction.
18
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Figure 2.1: The lattice distortion caused by a dislocation. If we illuminate the
crystal with X-rays (green arrows), the diffraction peak of the (hkl) planes will
show smaller broadening (top purple curve) than the perpendicular planes (h′k′l′)
(bottom blue curve) due to the strain anisotropy.
Looking on the other side of the crystal, the lattice spacing between the (h′k′l′)
planes are much more affected, therefore the broadening of the (h′k′l′) peak is larger
(see in Figure 2.1). This difference is taken into account by the so called contrast
factor Chkl (or Cg). It can be calculated numerically by the ANIZC program1 [13].
If we have multiple slip systems and different type of dislocations, the average con-
trast factor Chkl has to be used for the evaluation. The dislocations will always be
detectable, their contrast will not disappear, not even in the case of ghklb = 0.
To describe the profile broadening caused by the internal strain of dislocations,
Warren and Averbach [14] [15] proposed the first theory at the beginning of the
1950’s. They stated that the spatial average of the square of the strain 〈ε2〉 is
connected to the strain induced broadening [16]. The problem is that if the source
of the strain are the dislocations, then 〈ε2〉 would diverge logarithmically with the
specimen size [17] due to the 1/r type decay in the strain field of dislocations. Later
Krivoglaz et al. [18] worked on an analytical expression for a completely random
dislocation distribution and concluded that the Fourier transform of the intensity
1http://metal.elte.hu/anizc/
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distribution is the following:
A(L) = exp
{
ρL2 ln
(
Rcryst
L
)}
, (2.3)
where ρ is the dislocation density, L is the Fourier parameter, and Rcryst is the
effective cut-off radius of dislocations (basically a parameter that is proportional to
the crystal dimension). In this form A(L) diverges with the crystal size, a feature
that was never seen experimentally. It is interesting to mention that this was an
indication that real dislocations cannot be distributed completely randomly.
Wilkens resolved the problem [17] by restricting the randomness of the dis-
location distribution. He introduced a characteristic length-scale for dislocation-
dislocation correlations, and eliminated the crystal size dependency of Krivoglaz’s
theory. The artificial restriction was more of a formal solution though, since then
we know that the behavior of the intensity distribution can be understood with the
help of some fundamental statistical parameters of the dislocation network, such as
the dislocation density and its fluctuation.
2.1.2 Dislocation density determination by XRD
According to the general asymptotic theory of X-ray line broadening elaborated
by Groma et al. [19], [20], [21] the asymptotic part of the intensity distribution I(q)
has the following leading terms:
I(q) = 1
pi2d
1
q2
+ Λ4pi2 〈ρ〉
1
q3
, (2.4)
where d is the coherent scattering domain size, q = 2[sinΘ − sinΘ0]/λ, 〈ρ〉 is the
average dislocation density and λ is the wavelength of the X-rays. Θ and Θ0 are the
half of the scattering angle and the Bragg angle, respectively. The Λ parameter can
be given as Λ = 2|g2||b2|Cg/pi, where g is the diffraction vector and b is the Burgers
vector. Cg is the diffraction contrast factor [22] that has already been mentioned in
the previous subsection. Here I(q) is normalized as
∞∫
−∞
I(q′)dq′ = 1. (2.5)
Due to the relatively large scatter of the measured intensity data, it is useful to
calculate the different restricted order moments [23] defined as:
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vk(q) =
∫ q
−q q
′kI(q′)dq′∫∞
−∞ I(q′)dq′
, (2.6)
where q′ is measured from the center of gravity of the intensity distribution. vk(q) is
called the kth order restricted moment, because without restriction in the integration
limit the kth order moments are defined as:
vk(∞) =
∫∞
−∞ q
′kI(q′)dq′∫∞
−∞ I(q′)dq′
, (2.7)
and this expression would be infinite due to the fact that the tail of I(q) follows
an inverse cubic decay. I is important to mention that the tail is independent from
the actual distribution of the dislocation arrangement that is a direct consequence
of the 1/r type strain (stress) field developing around a dislocation. This behavior
will be shown by the 2D discrete dislocation dynamics simulation in chapter 5.
The actual value of the dislocation density can be accurately evaluated from the
second order restricted moment defined as
M2(q) =
∫ q
−q q
′2I(q′)dq′∫∞
−∞ I(q′)dq′
. (2.8)
The analysis of the higher order restricted moments can also be useful, however,
for the present work the use of M2(q) is sufficient. If we substitute Equation 2.4
into Equation 2.8, for large enough q values, we get
M2(q) =
1
pi2d
q + Λ2pi2 < ρ > ln(
q
q0
), (2.9)
where q0 is a constant depending on the dislocation-dislocation correlation. This
means that if we can neglect the first term in Equation 2.9 (which is the case of
coherent domain sizes larger that about 1 µm) besides the second term caused
by dislocations, then the plot of M2 versus ln(q) becomes a straight line in the
asymptotic regime q →∞, and the slope is proportional to the dislocation density.
This method was used to determine the dislocation densities with an accuracy of a
few percent in chapter 5.
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2.2 Electron backscatter diffraction
Another type of diffraction technique is the scanning electron microscope based
electron backscatter diffraction (EBSD for short). In the vacuum chamber of the
microscope the electrons emitted from the cathode are accelerated with a relatively
high voltage (5 − 30 kV) and focused onto the sample surface with the help of an
electromagnetic lens system. The electrons then interact with the sample and create
many different signals specific to the material (such as secondary electrons, X-rays,
photons, etc.). The product that we are using for creating the diffraction patterns (or
so called electron backscattered patterns – EBSPs) is the current of backscattered
electrons. Although most of the incident electrons penetrate the material much
deeper, backscattered electrons only reach the detector from a depth of a couple
of tens of nanometers on the surface. The detector camera contains a screen with
phosphorescent coating which can visualize the diffraction patterns, and behind the
screen an optical system projects the signal onto a CCD sensor. The signal is then
processed by a software to acquire the structural data one is looking for.
EBSD nowadays is mainly used for crystal orientation determination [24], but it
can be utilized for crystal structure identification [25], plastic [26] and elastic [27]
strain measurements, and – through various considerations – dislocation density
determination (more details about this can be found in chapter 5).
The diffraction patterns (or Kikuchi patterns) contain lines which intensity differs
from the intensity of the background. Let us see how these lines reflect the structure
of the material. In Figure 2.2 a primary focused electron beam reaches the sample
surface at point A. The sample is tilted (usually around 20◦ relative to the incident
beam) because diffracted electrons will create higher intensity patterns this way.
The atomic layer that goes through point A (green line) can be traced back
to the screen (green dotted line). It lies in the middle of the two Kikuchi lines
that come from the same atomic layer. Line positions can be calculated by the
kinematic theory [28] of diffraction. To get the correct intensity distribution for the
area between the Kikuchi lines (whis is called a Kikuchi band) a more complicated
dynamic theoretical approach [29] has to be utilized. At the intersection of the
bands, zone axes are formed. The position of these zone axes are sensitive to the
crystal structure, therefore any kind of effect on the lattice will be detectable in the
position of the zone axes or in the Kikuchi band width.
In Figure 2.3 the formation of the diffraction image is shown in more detail.
When electrons reach the surface, sooner or later they will interact with the atoms
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Figure 2.2: The formation of diffraction patterns. The electron beam hits the
surface at point A where an atomic layer (green line) diffracts the beam to the
detector. Kikuchi lines are shown in red lines, the area between the two Kikuchi
lines from the same atomic layer is called the Kikuchi band. The trace of the atomic
layer is the green dotted line. Zone axes are found at the intersection of Kikuchi
bands.
of the material due to elastic and inelastic scattering. In Figure 2.3 the volume from
which the backscattered electrons eventually reach the screen is shown as a blurred
blue area. In this volume the electrons which are scattered inelastically then interact
with an atomic layer, generating a diffration pattern according to the Bragg’s law.
The scattered electrons form a double cone resulting two lines on the screen that
are called Kikuchi lines. In Figure 2.3 the intensity profile of a single band is also
plotted as a function of position perpendicular to the band [30].
The two applied coordinate systems are also introduced here. One is the sample
coordinate system S : ( ~X, ~Y , ~Z), and the other one is the coordinate system assigned
to the phosphor screen P : ( ~X ′, ~Y ′, ~Z ′). The third coordinate system is also equally
important to mention as it is linked to the crystal orientation of the sample E :
[100], [010], [001] (Figure 2.4), and we need to pay attention to this system when we
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Figure 2.3: The formation of diffraction patterns in more detail. The atomic planes
scatter the electrons with θB Bragg angle from the interaction volume shown with
blurred blue color near the sample surface. The scattered electrons form the Kikuchi
bands where the trace of the atomic planes can be found in the middle of the two
bands. The intensity profile is plotted as a function of position perpendicular to the
band, and the applied coordinate systems are also presented.
are calculating the stress values later in chapter 4.
It should be mentioned that the Kikuchi lines are actually two hyperbolae. As
Bragg’s law can be fulfilled around the plane normal n in any directions, electrons
will scatter in all directions, and create the so called Kossel cones as shown in
Figure 2.5. The intersection between the cones and the detector screen will form
the two hyperbolae [31]. The reason we see them as lines is because the detector
is too small compared to the radius of the cone, and under common conditions the
Bragg angle θB is also very small (accordingly to Bragg’s law: 2dhklsinθB = nλ,
where n = 1, λ = 8.6 pm for 20 kV accelerating voltage, the lattice parameter is
dhkl = 3.6× 10−10 m [32], then θB ≈ 0.7◦).
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Figure 2.4: The introduction of the crystal coordinate system [100], [010], [001] and
its’ relation to the specimen coordinate system XY Z (or rolling direction (RD),
transverse direction (TD) and normal direction (ND) for texture analysis). The
crystal system is determined for a cubic unit cell in the middle, and the rotation
angles α1, β1, γ1 measured from the [100] direction are also depicted.
Figure 2.5: The forming of the Kossel cones. The intersection of the cones and
the screen plane create the hyperbolae known as Kikuchi lines. n is the diffracting
plane’s normal.
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2.2.1 Orientation imaging
Knowing that the diffraction pattern is a projection of the crystalline material’s
atomic structure, we can relate the images to actual orientations in space. The
orientation calculation software needs to detect the bands and link the patterns to
specific directions. During an automated measurement an appropriate area with a
sampling grid and point spacing is chosen so that the step size is much finer than
the grain size. This way the representation of the orientation at each point can
be plotted, and the different aspects of the microstructure can be explored by the
crystallographic map [33].
To specify an orientation three variables have to be determined. Usually the
Euler-angles (ϕ1,Φ, ϕ2) are used, which give us the three rotation angles that trans-
form the sample coordinate system into the crystal system. In Figure 2.6 these
rotations are shown in the form of the Bunge notations [34].
Figure 2.6: The process to transform the sample coordinate system (blue) into the
crystal coordinate system (black). The three Euler angles ϕ1,Φ, ϕ2 can be used to
describe a crystallographic orientation.
The first rotation is around the Z direction with angle ϕ1, transforming X axis
into X ′, and Y into Y ′. Then X ′ direction is chosen to be fixed and the second
rotation with angle Φ puts Z axis into the [001] direction and Y ′ into Y ′′. The third
rotation is around the [001] axis with ϕ2 angle that takes X ′ into [100] and Y ′′ into
[010], aligning the two coordinate systems with each other. The Euler-angles are
determined by the EBSD software automatically during the pattern capturing, and
saved into the .ang or .ctf data file necessary for the stress calculation in the latter
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chapters. For the orientation determination the software uses a so called Hough-
transform [35] which transforms the bands into peaks in the Hough space, making
band detection easier for automatisation.
The precision of the orientation designation is influenced by many things such
as the acceleration voltage [36], the working distance, the type and state of the
measured material, the quality of the surface preparation method, the number of
pixels of the CCD sensor, the pattern size [37] etc. The generally accepted precision
for orientation determination is about 0.1− 1◦ [38].
2.2.2 High angular resolution electron backscatter diffrac-
tion (HR-EBSD) and strain calculation
The widely accepted methodology for strain calculation from EBSD pattern
shifts is developed by Wilkinson and his coworkers [39]. The technique is now
called high (angular) resolution EBSD (or HR-EBSD) to distinguish it from the
conventional electron backscatter diffraction procedure. The idea behind it is the
following. When a crystalline sample is deformed, new dislocations are accumulating
due to the external stress. The presence of dislocations modify locally the distance
between the lattice planes, therefore the electrons which are diffracted from these
planes will travel to the detector on a different path, thus modifying the Kikuchi
pattern. Figure 2.7 helps us understanding this process. In Figure 2.7 (a) an arbit-
rary r direction will be altered in a strained and rotated sample, creating an image
shift Q on the detector screen [40]. The difference between the two directions r and
r′ can be described with the vector q, which is the sum of the λr vector (lying in
the direction of r) and Q′, that is perpendicular to λr (λ is an unknown scalar). In
Figure 2.7 (b) the electron beam is diffracted from the 70◦ tilted sample onto the
phosphor screen. The sample-detector distance is marked with Z∗, and the reference
pattern zone axis direction r is shifted on the screen with Q to get the strained zone
axis direction r′ (Q′ ∼= Q). It is important to mention that the additional ∆r′ shift
cannot be measured experimentally by this technique as we have only 2D detectors.
Let us define the deformation gradient tensor β which describes the transform-
ation of r zone axis to r′ between the reference frame and the strained frame as
r′ = βr, (2.10)
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Figure 2.7: (a) A schematic sketch showing the effect of deformation on a zone axis
direction r, creating the EBSP shifting Q on the detector screen. (b) The shift ∆r′
cannot be measured by this technique as we have 2D detectors. |Z∗| corresponds to
the sample-detector distance.
where β is
β =

β11 β12 β13
β21 β22 β23
β31 β32 β33
 = A+ I =

∂u1
∂x1
∂u1
∂x2
∂u1
∂x3
∂u2
∂x1
∂u2
∂x2
∂u2
∂x3
∂u3
∂x1
∂u3
∂x2
∂u3
∂x3
+

1 0 0
0 1 0
0 0 1
 . (2.11)
A is called the distortion tensor (or displacement gradient tensor), ui are the com-
ponents of the displacements and xi are the positions along the ith axis, (i = 1, 2, 3).
I is the 3 × 3 sized identity matrix. With the help of Figure 2.7 (b) the following
geometrical relationship can be determined:
r′ = r + Q + ∆r′,

rx
′
ry
′
rz
′
 =

rx
ry
rz
+

Qx
Qy
0
+ ∆

rx
′
ry
′
rz
′
 , (2.12)
where ∆ is an unknown multiplier, and rz ≡ |z∗| in Figure 2.7. By rearranging the
equation we get 
rx
′
ry
′
rz
′
 = 11−∆


rx
ry
rz
+

Qx
Qy
0

 . (2.13)
Using Equation 2.10 and 2.11, Equation 2.13 can be written as
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1
1−∆


rx
ry
rz
+

Qx
Qy
0

 =

β11 β12 β13
β21 β22 β23
β31 β32 β33


rx
ry
rz
 , (2.14)
where ∆ and βij are unknown.
After separating the corresponding components we have the following three equa-
tions:
1
1−∆ =
1
rx +Qx
(
β11 β12 β13
)
rx
ry
rz
 (2.15a)
1
1−∆ =
1
ry +Qy
(
β21 β22 β23
)
rx
ry
rz
 (2.15b)
1
1−∆ =
1
rz
(
β31 β32 β33
)
rx
ry
rz
 . (2.15c)
One can eliminate 1/(1−∆) by putting Eq. 2.15c into Eq. 2.15a and Eq. 2.15b.
After rearranging the two remaining equations we arrive at
β33 =
1
rx +Qx
(rxβ11 + ryβ12 + rzβ13)− rx
rz
β31 − ry
rz
β32, (2.16a)
β33 =
1
ry +Qy
(rxβ21 + ryβ22 + rzβ23)− rx
rz
β31 − ry
rz
β32. (2.16b)
Due to the 2 dimensional setup and fixed position of the detector, at this point
we need to include a constraint in the calculation. Here the meaning of the stress
tensor elements should be understood as we are trying to calculate its components.
If a body is experiencing external forces (in other words, it is in a stress state)
we can visualize the forces acting upon the faces with the help of the stress tensor
components [41]. In Figure 2.8 a unit cube is presented with the forces2 acting on
its faces when the stress is homogeneous.
The unit cube’s edges are parallel to the axes x1, x2 and x3. σ11, σ22 and σ33 are
the normal components of stress and σ12, σ21 and σ23 etc. are the shear components,
as in the notation σij i corresponds to the direction of the force and j shows the
2The force per cubic area is called the stress.
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Figure 2.8: Unit cube with the forces acting on its faces if the stress is homogeneous.
normal of the side which is affected by it.
If we apply this convention to our case it means that the σ33 stress component
(along the Z axis, acting on the X −Y sample surface) cannot be measured using a
single 2D phosphor plane, therefore we must apply a traction-free boundary condi-
tion (σ33 = 0). With the help of this definition and using the linear decomposition
ij = 12(βij + βji)− I and the Hooke’s law, we can get a 3rd equation for β33:
β33 = K1[K2(β11−1)+K3(β22−1)+K4(β12+β21)+K5(β23+β32)+K6(β13+β31)]+1,
(2.17)
where K1, ..., K6 are constants. For their explicit expressions, see Appendix A. This
equation only contains the βij components which we are trying to determine, and
beside them the K1, ..., K6 coefficients contain parameters that are known or can be
measured (the ϑ sample tilt angle and Cij elastic modulus tensor constants). The
detailed definition of equation 2.17 can be found in Appendix A.
Finally we can put Equation 2.17 into Equation 2.16a and Equation 2.16b, res-
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ulting:
K1(K2 +K3)− 1 =
(
K1K2 − rx
Qx + rx
)
β11 +K1K3β22 +K1K5β23
+
(
K1K5 +
ry
rz
)
β32 +
(
K1K4 − ry
Qx + rx
)
β12 +K1K4β21
+
(
K1K6 − rz
Qx + rx
)
β13 +
(
K1K6 +
rx
rz
)
β31
(2.18a)
K1(K2 +K3)− 1 = K1K2β11 +
(
K1K3 − ry
Qy + ry
)
β22 +
(
K1K5 − rz
Qy + ry
)
β23
+
(
K1K5 +
ry
rz
)
β32 +K1K4β12 +
(
K1K4 − rx
Qy + ry
)
β21
+K1K6β13 +
(
K1K6 +
rx
rz
)
β31
(2.18b)
We have 8 unknown parameters, therefore we need to create 4 system of equation
for the same EBSP to be able to retrieve βij. This is achieved by chosing 4 regions of
interest (or shortly ROI) where we measure rx and ry (rz is fixed for all patterns as
it is the sample-detector distance which change is negligible for maps of ∼ 100×100
µm2 compared to the other two coordinates) and Qx and Qy is calculated for all
ROI. Then we fill up a vector with βij unknown components, a matrix3 with their
coefficients Nm,hl , and the third vector with the values k = K1(K2 + K3) − 1, then
solve the matrix equation

N1,a1 N
1,a
2 . . . N
1,a
8
N1,b1 N
1,b
2 · · · N1,b8
... ... . . . ...
N4,b1 N
4,b
2 · · · N4,b8


β11
β12
...
β32
 =

k
k
...
k
 (2.19)
where in Nm,hl the m index corresponds to the chosen ROI (m = 1. . . 4), h index
denotes the equation system line in Eq. 2.18a and 2.18b (h = a or b) and l is the
number of the coefficient.
When we get βij values we can calculate the strain tensor components εij with
the help of Equation A.7, and from that we get the stress tensor elements σij by
using Hooke’s law given in Equation A.3. This will be applied in chapter 4 for
3In the minimal case of 4 ROI the size of this matrix will be 8× 8
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the evaluation program utilizing cross-correlation. Cross-correlation is an image
processing technique which measures the similarity of two series as a function of the
displacement of one function relative to the other. The method is discussed in more
detail in chapter 4 and Appendix B.
So now that we have introduced the calculation method for the various tensor
components, let us try to see the whole picture of how HR-EBSD actually works.
In Figure 2.9 the steps are adumbrated, and the blue arrows show the flow of the
course of βij determination.
Figure 2.9: Sketch of the βij determination. The blue arrows show the flow of
the process. First we collect the diffraction pattern from the sample, then cross-
correlate it with the reference pattern. The cross-correlation peak gives the image
shift between the two compared patterns, from where we can determine the βij
values and get statistical information about the sample.
We imagine that the electron beam scans the surface of the sample (which is
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shown by the secondary electron image (SEI) or image quality (IQ) image in the
i− j coordinate system), and in each point we collect the actual diffraction pattern,
which is compared to a reference pattern by cross-correlation (the details of this
calculation will be explained in chapter 4). The result of the cross-correlation gives
us the 2D cross-correlation function (x−y coordinate system), giving the image shift
between the reference and the actual pattern’s ROI. If we are able to calculate the
peak position ∆x,∆y (which actually equals to the Qx, Qy parameters), then we can
use the equations 2.18a, 2.18b, 2.19 to determine βij, ij, ωij and σij values. Plotting
these values as the function of i − j coordinates creates the distortion-, strain-,
rotation- and stress maps, respectively. If we have large enough number of points in
the EBSD maps we can then have statistical information about the microstructure.
This last step is used in chapter 5 for the dislocation density determination.
At this point we have to discuss the role of the reference pattern. We can already
see that the selection of the reference is a crucial point in the evaluation method.
Ideally, in order to get absolute results, the reference pattern should be a stress-free
diffraction pattern measured on the same sample with the same orientation. Most
of the times these conditions cannot be fulfilled, as for example we do not have a
stress-free point in the sample, which is mostly the case for external loading.
We can select a reference image from the mapped area automatically (usually
the highest IQ value indicates the most stress-free image) or manually, bearing in
mind that the stresses that we can calculate this way will be relative values. There
is another way to try to get absolute results, but that involves simulating Kikuchi
patterns [42, 43] for the orientation, camera settings and crystal properties for all
the experiments. This has some disadvantages, namely if we have a polycrystalline
material it can be cumbersome to create all the necessary simulated patterns. There
has been some applications using HR-EBSD with simulated patterns [44, 45], but it
is not applied widely due to the difficulties and accuracy issues [46, 47].
2.3 Transmission electron microscopy and ima-
ging
Another analytical technique that is capable of visualizing the dislocations is the
transmission electron microscopy (TEM for short). There are some basic differences
that distinguish TEM from scanning electron microscopy. The most important one
is the sample size. For SEM measurements we usually use bulk samples (there are
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some exceptions like the STEM – scanning transmission electron imaging which
can be both TEM and SEM based, or the TKD – transmission Kikuchi diffraction
similar to the EBSD technique, see more in subsection 2.3.1) and the electron-matter
interactions create signals that only come from the surface region of the sample. On
the contrary, TEM only uses very thin (max. 100 nm thick [48]) samples where the
electrons can travel through the whole cross-section of the material and reach the
detector screen placed behind the sample.
Another difference is for example the applied voltages that accelerate electrons
inside the vacuum chamber. TEM uses voltages typically in the range of 60 − 300
kV while SEM instruments usually operate in the range of 5−30 kV. This difference
results in better vacuum in TEM, therefore usually the sample has to be entered
through a valve system in a special sample holder that also limits the size of the
sample (commonly 3 mm in diameter). Moreover, SEM chambers can operate in high
vacuum (10−3Pa) and in low vacuum (10−130 Pa) modes and even in environmental
mode (ESEM, ∼ 4000 Pa) which allows us to fill the chamber with water vapor for
example to examine biological samples.
Because of the small cross-section of the specimens in TEM, a delicate and
sometimes very difficult preparation process have to be done to create good quality
samples, and dislocations can disapper from the specimen due to the thinning pro-
cess. But the huge advantage of this technique is that it allows us to directly see the
dislocations in the sample, and this way we can correlate our results delivered by
the HR-EBSD method, enabling us to understand the sub-micron processes during
and after plastic deformation.
2.3.1 Dislocation contrast
The electron scattering mechanism is similar to what has already been discussed
in section 2.1 and section 2.2 when X-ray and electron diffraction was introduced.
This technique is also capable of visualizing the reciprocal lattice points when we
change into diffraction mode. If the sample is thin enough only the Bragg reflection
points corresponding to the reciprocal lattice will be visible, but as soon as the
specimen is thick enough, the inelastic scattering will form the Kikuchi lines [49].
Any kind of fault in the crystal will create a strain field which is detectable in the
behavior of scattered electrons. The contrast extinction condition for dislocations is
gb = 0, (2.20)
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similar to the case of XRD, where g is the diffraction vector and b is the Burgers
vector, and it stands for both screw and line dislocations. This condition helps
microscopists in the determination of the dislocations’ Burgers vectors. An aspect of
this relation is that because of the above condition not all dislocations in a plastically
deformed sample may be pictured at the same time. When tilting the specimen
some dislocations disappear while others become visible, therefore if something is
not visible on a TEM image it does not necessary mean there is nothing there. TEM
is applied in chapter 6 for the comparison of HR-EBSD stress maps and dislocation
cell structure.
A relatable technique called the transmission Kikuchi diffraction (TKD, or T-
EBSD) is also worth mentioning here. TKD was developed not so long ago by
Keller and Geiss [50] [51] while they were trying to improve the spatial resolution
of EBSD measurements. The samples had TEM-compatible sizes, their thinness
allowed electrons to pass through the material and form EBSD patterns in a scanning
electron microscope. Since then the spatial resolution has been estimated (around 5
nm) and the methodology was improved [52], and various applications have already
been published [53] [54] [55]. It was this novel technique that played a part as
inspiration when we started to look into investigating the capabilities of HR-EBSD
on TEM samples discussed in chapter 6, although we did not follow the same road
as they did (we kept the conventional EBSD setup (70◦ sample tilt) for the TEM
samples, while for TKD usually a −5◦ to −10◦ sample tilt is required).
2.4 Serial sectioning with focused ion beam
As EBSD information comes from the surface of any bulk cristalline sample, it
is considered as a 2D technique. Sometimes, however, we want to look into the
3D aspects of the microstructure, then we have two choices: 1/ use a technique
that goes through the sample such as TEM or XRD, or 2/ create layers of 2D
measurements and combine them to form a 3D map. The latter can be performed
with the help of focused ion beam (FIB), which is a very powerful SEM tool for
microscopic modifications, and the method is called serial sectioning (or "slice and
view"). In Figure 2.10 the geometrical setup is shown inside the SEM.
The principle behind microscopical modifications is the interaction between elec-
trons, gallium ions and other precursor gas molecules4. Ion milling happens when
4Precursor gas system is used for FIB-induced material deposition (such as platinum).
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a focused beam of Ga+ ions hits the specimen surface and sputter a small amount
of material, which either leaves the surface or builds up amorphously around the
milling zone [56]. Ga+ ions can be utilized for imaging at low beam currents. If
the SEM is equipped with a gas injector system (such as the FEI Quanta 3D) then
material deposition can be performed as well. This way we can not only destroy the
sample but we can also build protective platinum layers on the top or mark areas
with gold or carbon, depending on what type of material is installed in the injector
system. The deposited atoms form amorphous layers on the surface. With the help
of a nanomanipulator, small objects cut by FIB can be moved in the chamber (this
is how TEM lamellae can be prepared).
Figure 2.10: Schematics for the dual-beam setup. At the cross-over of the electron
beam (EB) and the focused ion beam (FIB) the sample can be modified microscop-
ically. Slicing, milling and material deposition is also possible with a dual-beam
SEM.
For 3D reconstruction, a sample is usually cut on one side, then rotated into
viewing or EBSD position, and when the mapping is finished the sample is brought
back into the slicing position and the process is repeated as many times it is neces-
sary. While the FIB slicing is done the sample is being sputtered away, therefore
this technique is destructive and non-repeatable, but on the other hand more layers
of the material can be mapped, and the map slices later can be merged into a 3D
model of the measured volume.
Not only Ga+ ions can be used for sputtering. Ar ions are utilized in newly
developed devices to remove amorphous surface layers (created by mechanical pol-
ishing) from the specimens, using high energies (up to 10 keV) with near-parallel
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inert gas ion beams. The Ar ion milling apparatus has a broader beam, therefore it
can efficiently treat bigger areas of the samples (around 1 mm2). This technique is
applied in chapter 3 to create EBSD-ready surfaces on heavily deformed metals.
FIB milling was used in this research to mark various areas in chapter 6. With
its help micropillars were fabricated in chapter 7 and then serial sectioning of a
compressed micropillar was performed. For the micropillar fabrication platinum
deposition was also applied.
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Chapter 3
Microstructure evolution
characterization by dislocation
density determination [R1,R2,R3]
Investigating the microstructural features experimentally is not only useful for
fundamental research to understand the basic processes in our specimens, but also
extremely important for industrial applications, so that novel materials can be de-
signed for specific utilization. Not only the initial properties have to be explored,
but the time variation of the different parameters depending on the material’s op-
erating conditions have to be known as well, especially if these new type of metals
have to meet certain safety criteria, such as in the case of their applications in power
plants.
In this chapter we present the preparation and measurement conditions of novel
martensitic steel samples in section 3.1. We will show that these kind of dedic-
ated materials can also be characterized by the dislocation density value calculated
from EBSD measurements in section 3.2. We propose to use three characterization
techniques (TEM, XRD and EBSD) to calculate dislocation density in martens-
itic/ferritic steels.
3.1 Experiments and methods
For power plant applications, high microstructural stability is a fundamental cri-
terion for used alloys. During the operation of a power plant the components operate
under ultra super critical (USC) steam conditions [57], that improves power gener-
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ating efficiency, but it requires materials with special high creep rupture strength.
Creep is the tendency of a solid material to deform slowly under applied mechan-
ical stresses. Creep can occur even below the yield strength of the material, due
to long-term exposure to stress. It is also well-known that sustained long-period of
heat increases creep.
The specimens that were used for our investigations went through a heat treat-
ment as well. It consisted a solution treatment at 1150◦C for 1 hour, with air
cooling; then an intermediate tempering followed for 6 hours at 650◦C. The final
tempering was at 740◦C for 6 more hours. The creep specimens were machined from
the block with an aspect ratio (length/diameter) of five and creep loaded at 650◦C
with two different initial tensile stresses of 130 and 80 MPa. Interrupted (for 80
MPa) and continuous stress measurements (for 130 MPa) techniques were employed
to measure the elongation. The interrupted creep tests were carried out by taking
the specimens out of the furnace at regular intervals. All creep tests were carried
out under tension in uniaxial creep testing machines.
The steels used for such nuclear applications generally consist of tempered lath
martensitic matrix. This structure has overwhelming industrial significance because
its heat resistance and stability [58, 59]. The lath martensite morphology exhibits a
characteristic multilevel microstructure. A parent austenite grain consists of several
packets (the group of laths with the same habit plane). Each packet is divided into
parallel blocks and a block is further subdivided into laths. The size of an individual
martensite lath is very small, therefore it cannot be seen by optical microscopes.
There are high angle boundaries between the blocks and packets, while low angle
(about 1◦ − 5◦) boundaries are located between the single laths [60, 61]. Because
of this complex microstructure the application of mechanical surface preparation
methods hardly satisfy the severe requirements of EBSD quality. Therefore we had
to start our work with the development of a surface preparation method that includes
Ar ion polishing.
The initial surfaces of the samples were roughly grinded and polished with grind-
ing paper 600-, 1200-, 2500- and 4000-grit; then an alumina paste with 1 µm average
particle size was applied for the finishing step. After the mechanical polishing steps
the amorphous layer on the surface had to be removed to get high quality Kikuchi
patterns. For the EBSD measurements the FEI Quanta 3D SEM with the EDAX
system was used. The surface quality of the samples was characterized by the image
quality (IQ) parameter of the EBSD measurements. Since the whole pattern quality
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is related to the number of lattice defects in the samlped volume, the IQ value yields
information about the state of deformation and internal stresses [33]. Therefore the
IQ parameter can be defined as the sum of the detected peaks in the Hough trans-
formation. The IQ values were averaged over the scanned area, so each surface can
be characterized by one single number. Ar ion polishing recipes developed for sev-
eral materials provided us the experience to prepare a surface appropriate for high
quality EBSD mapping.
The Ar ion milling system1 has four relevant adjustable parameters: accelerating
voltage, time of ion bombardment, angle of beam incidence and sample movement.
Since ion polishing leaves marks on the sample showing the direction of incidence
the samples were rotated around the axis perpendicular to the surface. We have
investigated the effect of different polishing parameters for aluminum, copper, nickel,
iron [R1] and for martensitic steel [R2] samples. The resulting angle and polishing
time dependency of the average IQ value is shown in Figure 3.1 created by 10 keV
Ar ions for the martensitic steel sample.
Figure 3.1: Effect of incidence angle of the ion beam (left) and the sputtering time
(right) on the average IQ. The fitted curve is only illustrating the change in average
IQ values. The decreasing of IQ values at higher angles can be explained with the
channeling effect, inhomogeneous sputtering and surface roughness.
Although the alloying contents of the steel sample used for the Ar ion polishing
recipe development was slightly different2, it can be successfully applied for other
martensitic structured metals, therefore we have chosen 10 keV Ar ion beam for the
preparation of the 12% Cr steel with 7◦ incidence angle and 25 min of milling time.
1SC-1000 SEMPrep, Technoorg Linda Co. Ltd.
20.15% C, 0.35% Si, 1.1% Mn, 5.0% Ni, and Fe matrix
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The 12% Cr steel that we used for dislocation density evaluation had numerous
alloying elements3 and it has been machined from an as-received block as well as
from the gauge area (outside of the necking region) of the crept samples (80 MPa
and 130 MPa, both at 650◦C).
The surface preparation was the same for the EBSD measurements as discussed
above for the previous martensitic sample. The mapped area was 60× 60 µm2 big
with a step size of 150 nm on a square grid [R3] . Orientation maps and histograms
were generated after a clean-up procedure removed all uncertain pixels from the raw
data. Subgrains were distinguished with the help of the misorientation angle where
the boundary misorientation was lower than 4◦.
Thin foils for TEM observations were prepared from ∼ 0.01 mm thick slices with
jet-electropolishing, using an electrolyte HNO3 : CH3OH = 3 : 7 at 0◦C and 15
V. The measurements were conducted with a JEOL 200CX TEM at 200 kV and
with a Philips CM 300 TEM at 300 kV. Double beam condition was applied for the
dislocation images, and six random regions were selected for the evaluation.
For the XRD measurements a PANalytical Empyrean diffractometer was used,
equipped with a PIXcel3D one-dimensional solid state detector. Both the TEM and
the XRD investigations were performed by the researchers at Graz University of
Technology and at the Institute of Materials Science of Slovenská Techniká Univerz-
ita V Bratislave (MTF STU).
3.2 Dislocation density measurement
As the TEM and XRD measurements were done by the research group in Austria
and in Slovakia, for those methodologies I will only mention and use the values of
the dislocation densities. The evaluation processes can be explored in [R3] in more
detail. What is important to mention here is what kind of dislocation densities were
measured with TEM, XRD and EBSD.
Previous models [62, 63] assumed that the arrangement of dislocations contains
mobile and dipole dislocations in the interior of subgrains and boundary dislocations
at subgrain boundaries. Therefore the total dislocation density ρtot can be calculated
as the sum of mobile (ρm), boundary (ρb) and dipole (ρd) dislocation densities,
30.06% C, 0.31% Si, 0.21% Mn, 2.47% W, 3.5% Co, 1.95% Cu, 12.1% Cr, 0.01% Mo, 0.19% Ni,
0.002% Al, 0.36% Ta, 0.006% B, 0.06% N, and Fe matrix
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ρtot = ρm + ρb + ρd. (3.1)
All the three applied techniques have the limitation that only some of the disloca-
tions can be characterized at a time, and they have various uncertainties. With TEM
the ρint internal dislocation density can be determined inside the subgrains, which
is the sum of the mobile and dipole dislocation densities (ρint = ρm + ρd). The
uncertainties emerge from narrow areas of investigation, non-visible dislocations,
modification of the substructure during sample preparation etc. With the help of
XRD measurements only the ρm mobile dislocation density values were calculated
based on lattice microstrain and Rietveld refinement [64].
The conventional EBSD technique gives us an estimation for the ρb boundary
dislocation density value, and it is based on the assumption that subgrains have a
spherical shape, and the misorientation angles that define subgrains are between 1◦
and 4◦. The low angle grain boundaries are the direct manifestation of boundary
dislocations and they are responsible for the misorientation between two neighboring
subgrains. Thus, the dislocations stored in a particular boundary i can be estimated
from the expression [9]:
ρb,i =
Θifi
2|b| rAV , (3.2)
where Θi is the misorientation of the boundary, fi is the fraction of the boundary i,
|b| is the Burgers vector and rAV is the ratio of subgrain surface area to subgrain
volume. The total boundary dislocation density can therefore be calculated from
the EBSD data as ρb =
∑
i ρb,i. The necessary parameters for Equation 3.2 were
determined by the OIM Analysis software, such as the subgrain sizes (Dsubg), as their
evolution can also be monitored. The results have been summarized in Table 3.1.
Table 3.1: Calculated dislocation densities and average subgrain sizes.
Sample TEM ρint[×1014m−2]
XRD ρm
[×1014m−2]
EBSD ρb
[×1014m−2]
EBSD Dsubg
[µm]
As received 2.33 1.0 5.2 0.52
130 MPa 0.62 0.3 2.3 0.9
80 MPa 0.2 - 1.5 1.5
The values show that the recovery of the microstructure through the annihilation
of dislocations and subgrain growth start after creep conditions, although these
43
MICROSTRUCTURE EVOLUTION CHARACHERIZATION BY
DISLOCATION DENSITY DETERMINATION
values have ∼ 30% error. The EBSD maps and the highlighted grain boundaries
are shown in Figure 3.2. For orientation visualization inverse pole figures (IPF) are
used. An inverse pole figure shows the position of a sample direction relative to the
crystal reference frame. In an inverse pole figure, a point corresponds to a crystal
direction, and on an IPF map each point is colored according to an automatically
color coded unit triangle of the inverse pole figure.
3.3 Discussion and summary
We saw in the previous section that applying various measurement techniques
can bring us closer to determine different type of dislocation densities. The accuracy
and reliability are always important factors though. The value of the dislocation
density determined by EBSD for example can depend on the scanned area size,
the step size, the surface quality and other factors. Materials with lath martensitic
structure are hard to characterize because of these uncertainties and limitations.
There has already been some reports [65, 66] on similar, 12 wt.% Cr martensitic
steel samples (called X20), where TEM measurements were used and yielded similar
dislocation density values as we have determined. For X20 the as-received sample’s
boundary dislocation density was reported to be 4.1× 1014 m−2, while we obtained
5.2 × 1014 m−2). After loading with 120 MPa/650◦C, ρb decreased to 2 × 1014
m−2 compared to 2.3 × 1014 m−2 in the present case with 130 MPa/650◦C. These
differences in the dislocation densities can be explained by the different chemical
composition, different heat treatment and loading conditions, but still the order
of magnitude of the dislocation density values are in quite good agreement. The
quantitative microstructural information obtained on these complex materials can
turn out to be useful inputs for computational models in the future, and they can
redound to the development and validation of microstructural and creep models.
Our goal to investigate the behavior and substructure evolution of a newly de-
veloped 12% Cr steel has been successfully accomplished. The dislocation densities
were characterized by three different techniques. With the help of EBSD evaluation
we managed to get similar boundary dislocation density values than it was earlier
measured on similar materials by others. The average subgrain size increased after
creep loading at 650◦C from 0.52 µm to 1.5 µm. For the future longer creep tests
are planned to evaluate the long run performance of this material. As for the dis-
location density determination, we either combine various techniques to get better
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Figure 3.2: Orientation maps (left column) and grain boundary maps (right column)
of the as-received (a,b) specimen, the specimen crept at 650◦C under 130 MPa (c,d)
and the specimen crept at 650◦C under 80 MPa (e,f). For the orientation maps
the IPF tringle is shown in the left bottom corner was used to indicate the grain
directions.
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approximation on the total dislocation density values, or we start looking for new
ways to be able to reduce the error of ρ. In the next chapter we introduce a stress
calculation method based on the HR-EBSD technique, and then in chapter 5 we use
this method to open new perspectives on the determination of the total dislocation
density value.
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Chapter 4
Implementation of the HR-EBSD
evaluation program
In the previous chapter we used conventional EBSD to determine the disloca-
tion density in steel samples with very complex microstructure. The issue with that
method is the lack of information about the local variation of stress induced by dis-
locations and their total number in the examined material. Therefore the aim of the
PhD research was to develop a method capable of determining the total dislocation
density value in deformed single crystalline samples. To reach our goal an evaluation
software had to be developed based on the theoretical considerations demonstrated
in subsection 2.2.2. The coding was fully implemented by the candidate in C++
language, and many efforts were made to validate the results which were produced
by the program. The work on this evaluation program took years to complete and
its existence gave us the opportunity to investigate the properties of materials as
never been done before.
In this chapter the structure of the program is explored in detail. In section 4.1
the technical parts of the coding are explained and the digital image processing steps
are discussed. This stage is followed by the validation and the precision estimation
of the calculation is shown in section 4.2.
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4.1 Structure of the cross-correlation based eval-
uation program (Strain_calc)
4.1.1 Technical considerations
When dealing with electron backscatter difraction, the first important technical
detail is the EBSD detector’s capability to record the diffraction patterns. During
the research, two acquisition systems were used to index and store the Kikuchi
patterns. The first is the EDAX OIM Data Acquisition system (versions 5.0-7.3)
with a Hikari camera detector which has a CCD sensor with a resolution of 640×480
pixels. The system is based in the Eötvös Loránd University (ELTE) in Budapest,
Hungary, and it is attached to a FEI Quanta 3D dual-beam FEG scanning electron
microscope. The second system is installed at École des Mines de Saint-Étienne
in France, and it uses Oxford Instruments’ AZtecHKL software package with a
NordlysNano detector, which has a CCD sensor with the resolution of 1344× 1024
pixels. It is installed in a Carl Zeiss Supra 55VP FESEM. The reason why two
diverse instruments and systems were used is the following: for reaching the highest
precision, the pattern quality and the image resolution are the two crucial details
that we have to take into account. At ELTE the installed system was available and
ready to use, but we had the opportunity to access the most precise EBSD system
available on market at the time 1, therefore many measurements were carried out
with the high resolution detector which helped us to test the strain calculation
program and its sensitivity to detector details. Due to the difference of the two
systems many parameters of the program had to be set to support both systems such
as the geometries, the file naming, the diverse definitions of pattern characterization
etc.
All of the EBSD measurements were carried out at 20 kV accelerating voltage.
A parameter called Pattern Center plays a major role in the precision of the
HR-EBSD measurements [67]. The Pattern Center (PC) is the point on the de-
tector where the distance between the screen and the point where the electron beam
touches the sample is minimal. We can describe the position with the coordinates
PCX , PCY , PCZ in the P screen coordinate system (plotted with red in Figure 4.1).
PCZ ≡ |Z∗| has already been shown in Figure 2.7. When an EBSD camera is in-
1Since then a new generation of CMOS based EBSD detectors are also available, which combine
the high speed image acquisition and the high resolution.
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stalled the Pattern Center positions are calibrated and stored [68] for various working
distances (WD is the distance between the sample and the exit point of the electrons
from the pole piece). The precision of orientation determination very much depends
on the PCX , PCY , PCZ values. This is why we need to calibrate these parameters
before proceeding to the measurement.
Figure 4.1: Position of the Pattern Center (PCX , PCY ) in the screen coordinate
system on the detector sensor. The image size is DX ×DY measured in pixels. The
position of the ROI centers are measured from the PC position.
The accuracy of the PC position is important for the HR-EBSD evaluation as
well. To be able to solve the system of equation described with Equation 2.19 we
need at least 4 ROIs. The rx and ry values in Equation 2.18a and Equation 2.18b
are the coordinates of the given ROI center measured relative to the PC point.
A typical ROI positioning is shown in Figure 4.1. It is not recommended to place
ROI2 and ROI4 further away from PC than it is for ROI1 and ROI3 (if the distance
between ROI1 and ROI3 has been maximized) because the bands on the sides will
have more distortion and suffer from blurring due to the nature of the image forming
(the spherical diffraction information is projected onto a flat screen).
Obviously if we want to have higher precision we will have to solve the equation
system in Equation 2.19 for more than 4 ROI (up to 20), but it will also increase
the calculation time and involve more computational hardware. Others already
investigated the best ROI positioning and found that the best way to put the ROIs
around the PC is in a circular way [30], therefore I applied a similar configuration
49
IMPLEMENTATION OF THE HR-EBSD EVALUATION PROGRAM
during the evaluation. The size of the ROI is also critical. For the fast Fourier
transformation that we apply for the image processing the size of the ROI should
meet the 2n × 2n criteria2. For the patterns of 1344 × 1024 pixels I chose ROIs
with 256 × 256 pixels, and for the smaller, 640 × 480 pixel images I selected areas
of 128× 128 pixels to have approximately the same image details inside the ROI in
both cases.
The last issue is to choose the pixel binning of the EBSD image as it is affecting
the precision of the image shift measurements [69]. Binning is an averaging technique
which allows us to measure at higher speed rates by reducing the size of the incoming
diffraction patterns. For the best results I have never used binning during HR-EBSD
measurements, although with the high resolution detector the application of 2 × 2
binning3 would have been also acceptable without compromising the precision too
much [70].
4.1.2 Digital image processing
As it was mentioned before in subsection 2.2.2 the evaluation method is based on
the measurement of the pattern shifts. The aim is to match the ROI of the reference
pattern to the shifted pattern’s ROI by cross-correlation [71]. The signal shift on the
detector corresponds to a two-dimensional intensity shift on the chosen ROI with
respect to the reference ROI as seen in Figure 4.2. For the estimation of the image
shift the cross-correlation calculation approach is introduced in Appendix B.
To determine each component of the stress tensor we have to choose at least 4
ROIs from the reference EBSP, usually areas around zone axes with high intensities
and clear pattern features. The same areas will be chosen at each diffraction pattern
during the evaluation. Then the orientation data file has to be loaded. This datafile
(.ang for OIM and .ctf for AZtecHKL) contains all the information that has been
gathered during the orientation mapping, such as Euler angles, IQ4 values, x and
y coordinates on the map, etc. We need the Euler angles for the rotation matrix
necessary to calculate the σij values, and by using the IQ parameters we can select
or deselect points for evaluation. In particular a threshold has to be set in order to
determine an interval where we want the evaluation process to run, this way we can
ignore bad quality points on the map.
2n is a positive integer.
32× 2 binning means averaging 4 neighboring pixels to get 1 "super" pixel.
4in the AZtecHKL system the IQ parameter is equivalent to the band contrast (BC).
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Figure 4.2: The image shift between the reference ROI and the shifted ROI (left
side) can be calculated with the cross-correlation method. The result of the autocor-
relation (when the image is compared to itself) gives the correlation peak position at
the origin, and when the reference and the shifted image is compared, the position
of the peak will tell us the relative shift. On the right side the same normalized
correlation functions are shown in 3D. The ROIs were 128× 128 pixels in size.
Before performing the Fourier transform (FT) we need to utilize some image
filtering for noise reduction. The procedure starts with bringing the average of the
image pixel values to zero in order to avoid intensity peaks called "parasites" in the
FT result [30]. This is done by
Iavg =
∑
N×N
Ii
N ×N , Ii
′ = Ii − Iavg, i = 1, ..., (N ×N). (4.1)
Here we have to extract the average intensity value Iavg from each Ii pixels to get
the new values I ′i. N × N denotes the size of the square-shaped ROIs in pixels.
After the averaging, the ROI intensities are multiplied with a window function. In
the code developed by Wilkinson et al. [5] a 2D function f(x, y) = cos
(
pix
N
)
cos
(
piy
N
)
is used where N is again the ROI’s width and height in pixels and the origin is
placed at the center of the ROI. For the reasons explained below I instead chose the
Hanning window function [71],[30]:
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H(m,n) = H(m)×H(n), with (4.2)
H(i) =

1 if 2s−3 6 i 6 2s − 2s−3
1
2
(
1− cos
( 8pii
2s − 1
))
if i < 2s−3 or i > 2s − 2s−3 (4.3)
where m,n, i ∈ {0, ..., N − 1} and N = 2s. If the ROI size is 256× 256 then s = 8,
as 2s = 28 = 256, therefore the transition zone from 1 to zero is s5 = 32 pixels wide.
The 2D Hanning window is shown of Figure 4.3.
Figure 4.3: The effect of applied filters on a 256 × 256 pixel sized ROI. The first
image on the left shows the raw image with a zone axis in the middle. Second to
the left: the Hanning function filter is plotted, where only the edges of the area are
affected by the modification. The tird to the left image shows a possible bandpass
filter with the following parameters: HCO = 53 pixel high-pass cutoff position,
HCW = 14 pixel high-pass cutoff width, LCO = 2 pixel low-pass cutoff position,
LCW = 0.5 pixel low-pass cutoff width. The bandpass filter is applied after the
first Fourier transform. The effects of the two filters are shown on the right picture
after inverse FT.
This window function does not affect all of the ROI pixel intensities like the 2D
cosine function proposed by Wilkinson, just the edges will differ from the original
image. The purpose of this filter is to minimize the error due to the edge effects
called aliasing, which can result in distortions and artifacts when the image is Fourier
transformed.
After applying the Hanning filter, the Fourier transform5 and the complex con-
5The discrete Fourier transform is computed by the FFTW C subroutine library.
http://www.fftw.org
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jugation (see in Appendix B) can be performed. This calculation is performed
because in Fourier space the complex conjugation operation equals to a (−1) mul-
tiplication with the imaginary part of the image array, and this makes the whole
cross-correlation method much easier to perform. After this step a bandpass filter
can be used to get rid of high and low frequency noises. An example of the bandpass
filter is shown in Figure 4.3.
The high-pass filter (HPF ) removes the noise on the high frequency sharp in-
tensity changes, while the low-pass filter (LPF ) which acts towards the center of the
FT figure reduces the low frequency components like background contrast changes
[72] that can cause blurring in the EBSP. The parameters that control the filter
are the HCO high cut-off position and HCW width of the high cut-off, where the
function linearly changes between 0 and 1. Two other parameters are introduced
for the low pass filter (LCO for the low cut-off position and LCW width of the low
cut-off ). It is advised to set the HCO value after the last visible intensity spike
on the FT image (approximately 1/3rd of the image width) and adjust the HCW
parameter to at least 1/4th of the HCO value to avoid artefacts like "ringing" after
the inverse FT (IFT). The LCO and LCW parameter setting is similar to the HPF
settings, our aim is to get an overall flattened pattern.
Finishing with the noise filtering we can multiply the two image arrays in the
Fourier space and then apply inverse FT on the resulting array to receive the 2D
cross-correlation (2D XCF) function seen in Figure 4.2. If we want to see the good-
ness of the correlation the peak height can be examined. The higher the peak the
better the correlation. The peaks are normalized for this evaluation, therefore we
can compare the XCF peaks with the peak height of the autocorrelation function
which equals to 1.
At the end of this process we save the 2D correlation function to a data file to
proceed to the next step of the evaluation: the peak position determination.
4.1.3 Subpixel precision
To be able to get the image shift between the reference and the deformed ROI
we need to measure precisely the peak position. Of course because the images have
finite pixel sizes if we just plot the 2D correlation function and search for the highest
intensity we will find it with one pixel precision. To reach subpixel precision a 2D
function can be fitted to the peak and the parameters tell us with higher accuracy
how much the two images are shifted related to each other.
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For the calculation a Gnuplot [73] script was implemented. The advantage of
using this program is that a large amount of peak fitting can be automatized through
a simple script if the file names are similar6 and that the fitting algorithms have
already been prepared. The fitting parameters then can be saved to a text file, which
means that if for some reason the calculation is interrupted at some point, we can
look up the records and re-start the evaluation at the exact point it was terminated.
There are other ways to reach sub-pixel precision (by interpolating the gray
levels)[74], but even if we choose to use the 2D function fitting, the applied for-
mula can affect the precision. The two main functions in question are the parabolic
(p(x, y)) and the Gaussian function (G(x, y)):
p(x, y) = A(x− x0)2 +B(y − y0)2 + C,
G(x, y) = D exp
(
−
(
(x− x0)2
2σ2x
+ (y − y0)
2
2σy2
))
,
(4.4)
where {A,B,C,D, σ1, σ2} ∈ R are fitting parameters, x0 and y0 are the fitted posi-
tion of the peak. The accuracy check was done on an ACF peak shown in Figure 4.4.
Figure 4.4: Accuracy check for the subpixel determination. An autocorrelation
function peak is plotted with color and with a 3D surface near the peak maximum
(x, y ∈ [120, 136] pixel), and a parabolic function p(x, y) is fitted on the maximum
at the center, plotted with a net.
We know that the ACF peak maximum is in the center, so the exact values
6in our case: filename_x_y.dat for OIM analysis and filename_number.dat when AZtecHKL
is used.
54
IMPLEMENTATION OF THE HR-EBSD EVALUATION PROGRAM
are x0 = 128 pixel and y0 = 128 pixel. We can fit p(x, y) and G(x, y) to see the
error of the fitting, which turns out to be smaller (δxp(x,y)0 = −0.0002 and δyp(x,y)0 =
−0.0002) for the parabolic function fit than for the Gaussian fit (δxG(x,y)0 = 0.001
and δyG(x,y)0 = −0.011). The precision check was performed on different ACF data
sets and on manually shifted images as well. In most cases the parabolic fitting gave
more precise results, therefore I used 2D parabolic function fit to more precisely
determine the peak positions.
The points which were chosen not to be evaluated (by the IQ threshold setting
explained in the previous section) are skipped at this step as well, making the
runtime shorter. The fitted parameters are written and saved into a data file, and
that file then becomes the input for the third phase of the evaluation: the strain
calculation.
4.1.4 Strain calculation, the final step
To calculate the distortion tensor elements, the material-specific Cij elastic con-
stant tensor elements have to be given. For cubic crystals such as copper or silicon,
Cij has the following form [75]:
Cij
cubic =

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

, (4.5)
where, for example, CCu11 = C1111 = 168.4 MPa, CCu12 = C1122 = 121.4 MPa, and
CCu44 = C2323 = 75.4 MPa for copper. Appendix A contains more information about
the Cij notation.
We fill up the matrices with these values, then we find the Euler angles from the
initial .ang or .ctf data file along with the ROI and PC positions and the calculated
image shifts. Care has to be taken when we want to get the values in the crystal
coordinate system and we go through numerous rotations from the detector and
sample coordinate systems [76] (see in subsection 2.2.2).
After calculating the βij, εij, ωij and σij components the program writes the
values into a file and the evaluation process is done. A flowchart of the Strain_calc
program summarizes the process in Figure 4.5.
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Figure 4.5: Step-by-step flow chart of the evaluation program.
4.2 Validation of the results given by Strain_calc
After finishing the numerical implementation, the aim was to verify the calcu-
lated values. I received Kikuchi patterns simulated by the dynamic method [30] with
the crystal parameters of copper (cubic lattice with cell paramaters of dCu = 3.6144
Å) in different orientations (for ϕ1 = 0◦, 5◦, 10◦, . . . , 45◦ orientations). Two patterns
with sizes of 1344× 1024 pixels were generated for each orientation: one unstressed
and one where a plane stress state was set as the following:
σsimulated =

M 0 0
0 −M 0
0 0 0
 (4.6)
with M = 200 MPa. The pattern center parameters were PCx = 672 pixel, PCy =
717 pixel, PCz = 672 pixel measured from the lower left corner. The microscope
conditions7 were set to the following: accelerating voltage: 20 kV, specimen tilt:
70◦, detector tilt: 0◦. An example of a reference and a deformed pattern can be seen
in Figure 4.6 for the ϕ1 = 0◦ orientation.
Then the patterns were evaluated by an already existing HR-EBSD evaluation
program called StrainCorrelator [77], and the results were compared to our calcu-
lated values. The Strain_calc program was used as the following. Four sets of
ROIs were chosen for the evaluation which laid on a circle around the image center
7These settings correspond to the Zeiss SEM in Saint-Étienne.
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Figure 4.6: An example of the simulated patterns (reference and deformed) in case
of ϕ1 = 0◦ orientation.
(IC) to be consistent with an earlier statement about ROI positioning (subsec-
tion 4.1.1), namely that choosing more ROI in a circular arrangement will reduce
the error of the calculation. The 4 sets of ROIs, the IC and PC positions are shown
in Figure 4.7 in the simulated pattern coordinate system.
In case of the first run, only the first set of ROIs were used to calculate the σij
values. The second run was designed to use all four sets of ROIs and average the
received values to evaluate the error-reduction of the σij determination. No sign of
systematic errors were detected in the results that are summarized in Figure 4.8.
It is evident that the evaluation has the highest error if only one set of ROIs
is used for the calculation, although this error (about 20%) is acceptable if we are
thinking in a large dataset and statistical properties are being investigated (for
example in chapter 5 where the tail of the σij distribution is in the focus of the
research, and the work tries to give a proof-of-concept that the total dislocation
density can be obtained by the described way). The advantage of using one set is
that the evaluation time is the minimal in this case, while more sets will multiply
the calculation time. This can be an important factor when we have maps with
hundreds of thousands – even millions – of points. If we look at the case of four
ROI sets the averaged Strain_calc values are generally closer to the original value
than the one set run values, but of course the calculation time is four times longer.
StrainCorrelator uses 20 ROIs and a minimization procedure to reduce the error.
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Figure 4.7: Coordinates on the simulated patterns show the 4 sets of ROIs used
for the validation and averaging of the program. The Image Center (IC) and the
Pattern Center (PC) are also shown. The simulated patterns have the size of 1344×
1024 pixels.
4.3 Conclusions
Our aim was to develop an evaluation program that enables us to calculate the
σij stress tensor elements. In the validation section we used simulated patterns and
compared the results with the original simulation parameters. We also wanted to
determine an approximate value of the error of the evaluation.
The task was successfully completed with the Strain_calc program which was
adapted to various EBSD systems (EDAX and Oxford Instruments), image types
(.bmp, .tiff, .jpg) and sizes, and different materials (copper, silicon and magnesium
phases have already been included). The program contains various noise reduction
procedures (averaging, Hanning-window, bandpass filtering) which increase the pre-
cision of the results. We can run the program multiple times and further reduce the
error of the calculated values. The program is written in C++ and English, so the
future development is not restricted to Hungarian users. This program will be made
open-access for the scientific community to use it for far-reaching research. Though
the code is computationally complex, it can be easily adjusted to the needs of other
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Figure 4.8: The verification results of Stain_calc compared to the original simu-
lation values (orange dotted line) and the already existing StrainCorrelator values
(blue rectangular sign). For the first run (red circular sign) only one set of ROIs
were used, for the second evaluation (black triangular sign) four sets of ROIs were
calculated and averaged.
users.
Compared to the already existing programs, Strain_calc has a bit higher error
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in the final values of σij (errors could reach 20% if we only run it once), but the
difference can be minimized using multiple runs and averaging. The biggest advant-
age of this program is that it is free and accessible, while StrainCorrelator is not
accessible, and the software called CrossCourt8 has to be purchased before using it.
Strain_calc could be advantageous for scientists who are interested in trying out
the capabilities of HR-EBSD on their own samples before investing a lot of money in
buying a more sophisticated software. CrossCourt is somewhat more advanced and
optimized in many aspects, but its’ development is in progress for a decade now, and
a bigger group of people worked on it to make the software a market leader strain
calculator. On the other side the Strain_calc program was built up from zero by
the candidate alone. We managed to create a working tool making reproducible
results with reasonable and acceptable precision.
Strain_calc was prepared to be able to demonstrate the HR-EBSD technique’s
novel utilization, namely that the total dislocation density can be determined from
the tail of the σij distribution. In the next chapters we use this program to invest-
igate the properties of the dislocation systems formed after plastic deformation.
8CrossCourt’s development was started by Wilkinson’s group at Oxford University.
www.hrebsd.com.
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Chapter 5
Dislocation density determination
by HR-EBSD [R4]
The basic idea behind this PhD work was to prove that investigating the stat-
istical properties of the stress distribution can lead us to the determination of the
total dislocation density value. A recent publication [78] already demonstrated that
stress values given by the HR-EBSD method can have large scatter in the order of
±1 GPa, and the stress probability distribution P (σ) has a long tail just like in case
of the intensity distribution I(q) of an X-ray line profile.
In section 5.1 we explore the total dislocation density determination from the
tail of P (σ). The methodology is supported by X-ray line profile measurements. To
help us understanding the properties of such an evaluation, 2 dimensional discrete
dislocation dynamics (2D DDD) simulations were carried out (in section 5.4). The
results and their discussion is presented in section 5.5.
5.1 Methodology
There has been many endeavor to widen the application limits of conventional
EBSD and HR-EBSD in the past years. In the focus of these research many tried to
calculate the dislocation density values, as it is an important parameter that can de-
scribe the microscopic changes in the material. For decades now XRD was the main
technique for this task, and it was successfully used for various materials [79]. The
technique has a big disadvantage though, namely that the information that we can
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detect comes from a larger volume (in the range of µm)1, therefore delicate details
such as the dislocation arrangement and structure cannot be distinguished. Only
an averaged value is available from the irradiated area. This can be troublesome if
our task is to investigate the smaller (even maybe atomistic) processes.
Conventional EBSD was also applied to determine the strain state [81, 82, 83] and
dislocation arrangement in strained materials using kernel average misorientation
maps (KAM)2 [84, 85] or calculate the ρ dislocation density from the Euler-angles
[86] and from electron channeling contrast imaging (ECCI) [87].
TEM measurements can also be used for approximating the total ρ value and
all three techniques can be compared (as we did in chapter 3), but that has its own
drawback as well (one-by-one counting of the dislocations is time-consuming: if we
have inhomogeneous sample we need to prepare multiple specimens characteristic
to the microstructure, etc.)
The advantage of HR-EBSD compared to the other techniques is that it does
not require difficult sample preparation, the measurement is automated, the area
of interest can be chosen easily, and the information comes from a small volume,
so it can be representative even for nanostructured materials. The cross-correlation
methodology is much more sensitive to the Kikuchi line shifts than the conventional
EBSD measurement as the pictures are directly compared to each other.
It is therefore obvious that a huge effort has been made to develop newer, easier
and more reliable dislocation density evaluation techniques, and our research adds
new perspective to these attempts by introducing the total dislocation density de-
termination from HR-EBSD.
Our main assumption was that if we are able to calculate the probability dis-
tribution of the internal stress (P (σ)) generated by the dislocations in a deformed
sample, then the tail of P (σ) would follow the same inverse cubic decay as we have
seen in the case of XRD line profiles, as this behavior is the consequence of the 1/r
type long-range stress field of the dislocations present in the lattice. According to
the analytical calculations of Groma et al. [88, 89] the tail decays as
P (σ)→ G2|b|2Cσ 〈ρ〉 1
σ3
, (5.1)
1If we have access to a synchrotron we are able to go down until 200 nm × 200 nm resolution
with a higher energy X-ray beam [80], which is still far away from the EBSD’s 10 nm × 10 nm
resolution.
2KAM is the misorientation between the center of a given kernel – which is a defined area of
some pixels – and all the surrounding points in the kernel.
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where G is the shear modulus, Cσ is defined (in analogy with XRD) as the stress
contrast factor since its value depends on the type of dislocation, its line direction
and the considered σij stress component. Here it is also true that the actual dislo-
cation arrangement does not affect the tail of P (σ), but only the average number of
dislocations crossing the unit surface.
5.2 HR-EBSD measurement details
To check the proposed method multiple copper single crystals in different ori-
entations were prepared. The ones that were analysed with both HR-EBSD and
XRD were cut into a cuboid shape by electrical discharge machining to have a ro-
tated Goss orientation (001)[011¯]. Before applying external strain, the samples were
electropolished with Struers D2 formula3 at 15 V, (1.4 − 1.6) A, n × 20 s, n ≈ 10
occasions until the surface was clean and smooth. After this the samples were heat-
treated in a vacuum furnace as the following: after the vacuum reached 10−6 Pa the
temperature was raised from room temperature to 200◦C for 2 hours, then it was
kept at 400◦C for 48 hours to eliminate any excess dislocations that accumulated
during the cutting. After the heat treatment the surface of the samples were elec-
tropolished again to remove any contamination that might have deposited on it in
the furnace.
The prepared samples were then put in a channel-die compression machine, as
it can be seen in Figure 5.1(a). The initial dimensions of the specimen were 10 mm
× 8 mm × 7 mm and the channel-die slit was ∼7 mm thick. The specimen was
loaded from its [110] directional side, and the walls kept the [100] directional side in
place. The flow direction was the sample’s [11¯0] side. Before loading the specimen
was embedded into PTFE (Teflon)4 tape which acted as a lubricant between the
tool and the sample. As four major surfaces were in contact with the walls, any
additional friction can lead to modified textures or unusual flow curves, therefore
the friction reduction is necessary [90].
The samples were then compressed to 6% and 10% deformation, while one sample
remained undeformed for reference. The rotated Goss orientation deforms homo-
geneously in channel die compression, which was important for us as we are trying
to develop a novel methodology, therefore reducing any unnecessary perturbation
3500 ml distilled water, 250 ml phosphoric acid, 250 ml ethanol, 50 ml propanol and 5 g urea.
4Teflon has very low friction coefficients.
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Figure 5.1: (a) Schematics of the channel-die compression setup. The sample is
compressed by the punch head from the loading direction, and its movement in the
constraint direction is fixed by the die wall, only the flow direction has room for
elongation. (b) The sample dimensions and the original rotated Goss orientation is
shown. The loading direction was parallel with the sample’s [110] direction, and the
walls kept the sample at place in the [100] direction.
(for example grain boundaries or impurities) cuts back the parameters we need to
deal with.
The 3 sides of the samples were then mechanically polished to remove 2− 3 mm
thick layer of material to unfold the middle part and avoid any surface phenomena
that might have occurred during the compression. Grinding papers5 of grit P80,
P320, P1200, P2500 and P4000 with silicon carbide particles were used, then 1
µm aluminum oxide suspension was applied for the final mechanical polishing step.
Then the specimen went through the last electropolishing phase before the EBSD
and XRD measurements.
For the HR-EBSD measurements the Zeiss Supra 5VP SEM was used with the
NordlysNano camera. All three samples (0%, 6% and 10%) were mapped with a
step size of 100 nm on a square grid, the working distance was about (17.5− 18.5)
mm. Areas of ∼ 40 µm × 40 µm were scanned and the patterns were stored on
an external hard drive. The maps contained large (∼ 160.000) number of points
5The grading is according to the Federation of European Producers of Abrasives.
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which was essential for the statistical approach of the evaluation method. The PCx,
PCy and PCz values were determined by the refinement of the band fitting by the
AZtecHKL software with the mean angular deviation values6 ofMAD / 0.1◦, which
is considered to be the correct solution for indexing the patterns. One measurement
with no pattern binning (1 × 1) took around 15 hours to finish, and it produced
∼ 100 GB of raw data.
The reference pattern was chosen from the middle of the scan therefore the
evaluation belongs to the relative stress determination category. The time needed
for the Strain_calc program to calculate the tensor components is approximately
2 days with 1 set of ROIs of 256 pixel × 256 pixel size, for a map as large as 100.000
points7. The calculated maps for the 6% deformed sample can be seen in Figure 5.2
for the [100] side, and in Figure 5.3 we show the results for the [11¯0] side. The band
contrast maps have also been plotted. Band contrast (BC) is an EBSP quality factor
which is derived from the Hough transform, that describes the average intensity of
the Kikuchi bands with respect to the overall intensity within the EBSP [40]. The
values were scaled into the range of [0, 255]. Plotting the BC values created a map
that revealed the microstructure (like grain boundaries) and surface quality (like
scratches). The higher the BC value the better the EBSP quality.
A striking feature of the obtained maps is the distribution of the dislocation cells.
It is obvious that a well-defined dislocation cell structure has developed already at
6% with an average cell size of about 2 − 3 µm. For comparison we show the
σ11 component map of the 0% and 10% deformed sample from the [100] side in
Figure 5.4. The other maps of the σij values for the 0% deformed sample look
similar to the one plotted in Figure 5.4 (note the range difference in σij value for the
various specimens). Maps obtained on the sample deformed to 10% show similar
behavior, only the average cell size is somewhat smaller, around 1 − 2 µm and the
σij values are generally higher.
It is also evident that the 0% deformed sample has higher stress values than what
we can expect from a heat treated specimen, but the standard deviation8 s = 33.2
6MAD: The misfit between the measured and the calculated angles between the bands.
7If we measure with the EDAX detector with the lower resolution and choose ROIs of 128×128
pixels, the evaluation of such an amount of data needs only half a day.
8s =
√√√√ N∑
i=1
(xi−x¯)2
N−1 , where x1, x2, . . . , xN are the calculated values of σ11, x¯ is the mean value of
xi, and N is the number of points included in the map.
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Figure 5.2: The results of the HR-EBSD evaluation are shown in colored plots,
measured on the [100] side of the copper sample deformed to 6%. The σij compon-
ents show the dislocation cell structure evolved due to external deformation. The
different components can reveal different characteristics. On the grayscale image
the band contrast map is shown, which also represents the microstructure.
MPa from the mean value x¯ = 4.2 MPa is typical for copper single crystals, therefore
the higher stress values probably come from the uncertainties of the evaluation
program.
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Figure 5.3: The results of the HR-EBSD evaluation are shown in colored plots,
measured on the [11¯0] side of the copper sample deformed to 6%. The σij compon-
ents show the dislocation cell structure evolved due to external deformation. The
maps reveal much more diversity in the different components as we saw on the [100]
side. On the grayscale image the band contrast map corresponding to the same area
is plotted.
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Figure 5.4: The HR-EBSD results of the samples deformed to 0% (top) and 10%
(bottom), measured on the [100] side. Only the σ11 component is plotted for com-
parison with the 6% case, as the other σij maps add no more information than what
we have already obtained.
5.3 Comparison of the dislocation density obtained
by HR-EBSD and X-ray profile analysis
Conventional XRD measurement setup was used to determine the dislocation
density values (ρXRD) and later have a comparison with the value calculated by
HR-EBSD (ρEBSD). The samples were characterized with XRD by measuring the
(200) line profile on the [100] surface9. The measurements were done with Cu
Kα radiation in a Panalytical MRD diffractometer equipped with Bartels primary
monochromator [91] and a double bounce analyser, both made of Ge.
The (200) peaks and their variances M2(q) versus ln(q) are shown in Figure 5.5.
The dislocation density was directly obtained from the slope of the lines fitted to the
9Additional measurements were also conducted on the other two faces of the samples.
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asymptotic regime. The diffraction contrast factor was calculated according to how
it is described in subsection 2.1.2 and the value Cg = 0.387 was used, corresponding
to an equal dislocation population in all slip systems.
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Figure 5.5: (a) (200) X-ray Bragg peaks corresponding to 0%, 6% and 10% strain.
The intensity distribution shows that the higher the deformation the broader the
peaks become. (b) The variance M2(q) vs. ln(q) of the peaks measured on the
deformed samples. The straight dotted lines are fits to the asymptotic regime.
The ρ∗ fitted dislocation density values can be obtained from both M2 and M4
variances (M4 values are usually used for checking the goodness of the M2 fit), and
the XRD measurements were repeated twice (A and B run) to reduce the error of
the dislocation density. This ρ∗ is only the formal value of the dislocation density
[92], the true dislocation density ρXRD can be obtained by the formula
ρXRD =
2
pi
1
Cg
1
|g|2|b|2ρ
∗, (5.2)
where g and b are the diffraction and the Burgers vector, respectively. In FCC
crystals
|b| = a2[110] =
a
2
√
12 + 12 + 02 = 2.5× 10−10m, (5.3)
where a = 3.61× 10−10 m is the lattice constant of the unit cell of copper, and
|g| =
√
h2 + k2 + l2
a
, (5.4)
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therefore 10
|g|2|b|2 = h
2 + k2 + l2
2 =
22 + 02 + 02
2 = 2. (5.5)
Table 5.1 contains the fitted values, the parameters for copper and the calculated
ρXRD true dislocation density values.
Table 5.1: Parameters of the total dislocation density calculation, obtained by X-ray
diffraction.
Sample ρ
∗
[×1014m−2]
〈ρ∗〉
[×1014m−2] h, k, l
(|g|2|b|2)−1
[m−2] C¯g
ρXRD
[×1014m−2]
6% MA2 = 9.0 8.9 (2,0,0) 0.5 0.387 7.3
MB2 = 9.9
MA4 = 8.3
MB4 = 8.5
10% MA2 = 14 14.5 (2,0,0) 0.5 0.387 12
MB2 = 15
MA4 = 14
MB4 = 15
In order to be able to get the ρEBSD total dislocation density values from HR-
EBSD measurements we need to take into considerations that the scanned area
should be much larger than the characteristic size of the microstructure, so the prob-
ability distribution of internal stresses can be considered as a macroscopic quant-
ity characterizing the structure. The probability distributions were prepared on all
components of the σij tensor from all of the samples. The σ13 stress component char-
acterizing the undeformed and deformed samples are plotted in Figure 5.6. Only
the σ13 component has been shown here, but the other P (σij) distributions have
similar features as this one.
P (σ13) is very narrow for the undeformed sample, and it broadens with increasing
deformation. It is remarkable though that the tails of P (σ13) extend outside values
as large as ±1 GPa. We have already mentioned a report on a similar behavior
in the introduction of this chapter, although Wilkinson et al. used polycrystalline
copper and ferritic steel samples [78]. If we look at the P (σ13) plot there is a
difference between the distribution collected by XRD and by HR-EBSD, namely the
distribution is much more noisier and rugged compared to the X-ray line profiles.
10It is interesting that for determining ρ we do not actually need the value of a as it disappears
from the |g|2|b|2 expression for FCC metals.
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a) b)
Figure 5.6: The probability distribution of the σ13 component plotted at strain
levels of 0%, 6% and 10%. (b) The corresponding variances M2 vs. ln(σ13) for the
deformed samples, where the straight dotted lines are fits to the asymptotic regime.
This feature is attributable to the fact that the microstructure inhomogenities can
still be seen at this scale. To make the distribution smoother we should get a
larger map with more points. Even though the distribution is rough, it is not a
problem to clearly identify the linear regime on the M2 versus ln(σ13) plots. It is
a clear evidence that the broadening of the P (σ13) distribution can only be caused
by the presence of dislocations, as it is already stated in the earlier chapters. This
reasoning is also supported by the rather narrow P (σ13) distribution corresponding
to the undeformed sample.
According to Equation 5.1, the slope of the line fitted in the asymptotic re-
gime is proportional to the total dislocation density. Its determination requires the
knowledge of the stress contrast factor Cσ in Equation 5.1, which can be calculated
according to Refs. [88, 89]. For the stress component σij considered in the analysis,
one has to evaluate the following integral:
Cσij =
1
G2|b|2
∫ 2pi
0
[
rσindij (r, ϕ)
]2
dϕ, (5.6)
where σindij is the stress generated by a dislocation with a given line direction l and
Burgers vector b in the x − y plane of the coordinate system, in which the stress
tensor is calculated during the evaluation of the Kikuchi patterns. In Equation 5.6,
(r, ϕ) denotes the polar coordinates in the x − y plane. Due to the 1/r type of
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decay of the stress field generated by a dislocation, the integral is independent from
r. Since in anisotropic materials the stress field of a straight dislocation cannot be
always given in a closed analytical form [93], Cσ can only be calculated numerically.
Moreover, since in most cases dislocations of different types and line directions can
exist in the same structure, one has to calculate the appropriate weighted average
of Cσ corresponding to given |b| and |l|. This issue can be investigated in the
future, but it is out of scope of the present work. For simplicity, we used the
value corresponding to edge dislocations with the line direction perpendicular to the
sample surface. In this case
Cσ =
1
8pi(1− ν)2 , (5.7)
where ν is the Poisson number11. Therefore a simple formula can be applied for the
determination of ρEBSD [78]:
ρEBSD
σij = m2
σij
(G|b|)2(8pi(1− ν))2 , (5.8)
where G is the shear modulus12, and mσij2 is the slope of the fitted line in the M2(σ)
vs. ln(σ) plot. The dislocation densities of the deformed samples are summarized
in Table 5.2.
Table 5.2: Parameters of the total dislocation density calculation, obtained by
HR-ESBD.
Sample m
σij
2
[×104MPa2]
(G|b|)2
[MPa2m2] 8pi(1− ν)
2 ρ
σij
[×1014m−2]
ρEBSD
[×1014m−2]
6% mσ112 = 6.74 1.25× 10−10 10.95 0.49 2.3
mσ122 = 2.33 0.17
mσ132 = 17.4 1.27
mσ222 = 26.3 1.93
mσ232 = 51.1 3.74
10% mσ112 = 24.8 1.25× 10−10 10.95 1.82 13
mσ122 = 54.2 3.97
mσ132 = 132 9.68
mσ222 = 249 18.2
mσ232 = 146 10.7
11ν = 0.34 for copper.
12G = 44.7 GPa for copper.
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The ρEBSD values given in the final column of Table 5.2 correspond to the average
values obtained from the stress components σ13, σ22 and σ23. Due to the deformation
geometry applied, the other two stress components σ11 and σ12 are much smaller
with much larger error, so they were not taken into account.
For comparison, the geometrically necessary dislocation (GND) density can also
be determined from the components of the Nye’s dislocation density tensor αi3, that
can be accessed by EBSD [94, 95]. The αij local dislocation density tensor was
introduced by Nye [96] written as
αij =
∑
t
|bti ||ltj |ρt, (5.9)
where dislocations are characterized by their line direction lt, the Burgers vector
bt, and the sum is over all the dislocation types present in the material. ρt denotes
the dislocation density of type t. Only the third column of αij components can be
determined with the help of βij, as derivatives along the third direction necessary
for the calculation are experimentally unavailable:
α13 = ∂1β12 − ∂2β11
α23 = ∂1β22 − ∂2β21
α33 = ∂1β32 − ∂2β31
(5.10)
and then we can get the GND density:
ρGND =
1
|b|N
∑
N
√
α213 + α223 + α233, (5.11)
where N is the total number of points in the EBSD map. The results are:
ρ6%GND = 1.4× 1014m−2
ρ10%GND = 2.5× 1014m−2.
(5.12)
Of course, there is a huge debate on the accuracy of GND density obtained
by HR-EBSD among the researchers, as the accuracy of the calculation strongly
depends on the precision of the orientation determination and the step size of the
map. The latter behavior will be investigated in the next chapter in section 6.2.
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5.4 Properties of the tail of the probability dis-
tribution P (σ)
There is a surprising feature on the M2 versus ln(σ13) curve that is the deviation
from the linear dependence of the second order restricted moments for stress values
larger than 2 GPa, and this phenomena is appearing in all cases of the P (σij)
distributions. To look into this behavior we need to recall the fact that the tail of
P (σ) can only be affected by the average dislocations crossing the unit surface (i.e.
ρ) but not by the actual arrangement of those dislocations, and that the information
volume for electron backscatter diffraction differs from the information volume of
the XRD measurements.
To demonstrate this, a 2D discrete dislocation dynamics (2D DDD) simulation
was prepared [97]. We took a set of 512 parallel edge dislocations with the Bur-
gers vectors parallel to the horizontal axis. Initially, the dislocations were placed
randomly in a square region, and then the system was relaxed with an overdamped
dynamics, which means that the velocity of a dislocation is proportional to the stress
at the dislocation, and we used periodic grain boundary conditions. For the initial
and the relaxed configurations (shown in Figure 5.7 (a) and (b)), the probability dis-
tribution of the shear stress was numerically determined by taking the stress values
generated by the dislocation system at 106 randomly selected points.
As shown in Figure 5.7 (c), the tail of the distribution is not affected by the
relaxation (in agreement with the theoretical predictions), while the central region
of P (σ) becomes narrower in the relaxed state (plotted in the inset of Figure 5.7 (c)).
It is important to note that for a completely random dislocation distribution, the
half width of P (σ) tends to infinity with the logarithm of the system size, while for
the relaxed configuration this divergence is canceled by the dislocation-dislocation
correlations [88]. So due to stress screening caused by the spatial correlations, the
distribution P (σ) becomes independent from the size of the system. Similarly to
Bragg peak broadening, here the tail of P (σ) is inverse cubic in the asymptotic
regime in a similar way as we have observed on HR-EBSD probability distributions.
Hence the second order moment becomes linear in ln(σ) with a slope proportional
to the average dislocation density.
Due to the finite volume illuminated by the electrons in the SEM, a physically
correct interpretation of experimental stress distribution requires averaging the the-
oretical distributions over the volume illuminated. This introduces a cut-off in the
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Figure 5.7: (a) Random and (b) relaxed dislocation configuration. (c) Internal
stress distribution obtained for the random (black curve) and the relaxed (red curve)
configurations. In the inset, the central part of the distributions is enlarged. (d)
The M2(σ) vs. ln(σ) plot for 4 different averaging box-sizes, and without averaging
(dotted line), corresponding to the relaxed configuration.
inverse cubic decay of P (σ). This is why the plot of M2 versus ln(σ) deviates from
the expected linear behavior, as demonstrated in Figure 5.7 (d), showing the second
order restricted moments corresponding to four "spatially averaged distributions"
calculated of circles with diameters equal to 0.1rdl, 0.3rdl, rdl and 3rdl, where rdl
is the average dislocation-dislocation distance. The curve without averaging is also
shown with a dotted line. As expected, the stress level at the cut-off is decreasing
with an increasing diameter or dislocation density. Therefore, during the evaluation
of real data, the cut-off introduced by the finite beam size should be considered
in the analysis. Since the characteristic linear size of the illuminated volume (of
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about 10×10×50 nm3 as already mentioned in chapter 2) can be of the same order
of magnitude as the average dislocation-dislocation spacing in a heavily deformed
metal (of ≈ 30 nm for ρ ≈ 1015 m−2), the finite beam size could become a limiting
factor for the application of the method.
There lies another application possibility in the HR-EBSD technique, and we
can demonstrate the wide range of its utilization by calculating the autocorrelation
function (ACF) of the σij components. In Figure 5.8 the results of the ACF calcu-
lation for the σ13 stress tensor component have been plotted for the two deformed
samples.
Figure 5.8: (a) Line plots along the x axis of the 2D autocorrelation functions of
the σij stress component map measured on the deformed samples. (b) The cent-
ral part of the 2D autocorrelation function of σ13 measured at 6% strain. (c) The
semilogarithmic plots indicating the logarithmic asymptotic decay of the stress auto-
correlation.
As it can be seen in Figure 5.8 (b) the stress ACFs have an elliptical symmetry
and they decay as ∼ ln(r/r0(φ)) (as shown in Figure 5.8 (c)), where the r0 length
scale parameter depends on the φ polar angle. This means that the dislocation-
dislocation correlation function decays faster than a power law [98], but the correl-
ation length corresponding to r0 is rather large (several µm) and in contrast to the
cell size it is increasing with deformation. This finding seems to contradict with the
principle of similitude, but since the "long-range" stress autocorrelation is generated
by the GND walls, the evolution of their spatial arrangement can lead to increasing
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autocorrelation length scale. As it is found, the ratio of the GND and stored dis-
location densities are not constant, so there are two "separate" length scales in the
system. This feature of HR-EBSD and the conclusion is rather interesting, more
detailed analyses can be planned in the future.
5.5 Conclusions
The different maps obtained by HR-EBSD show great potential for the investiga-
tion of the microstructure developing in the deformed crystal lattice. The technique
can not only give a good estimation for the total dislocation density value, but it
also provides maps of stress, GND and orientation. We can determine microstruc-
tural parameters characterizing the spatial distribution of the dislocations that are
crucial for physically based plasticity modelling.
The dislocation density values in this chapter were calculated with XRD and HR-
EBSD measurements. GND density values have also been estimated. As expected,
the GND density is always smaller than the statistically stored one. The values
for the latter obtained by XRD and HR-EBSD are in acceptable agreement. At
10% strain, the difference is within a few % of relative error, while at 6% strain the
HR-EBSD gave smaller ρ than the XRD by about a factor of 3. The last difference
can be attributed first of all to the influence of the larger dislocation cell size at
6% strain, resulting that the volume scanned during the EBSD measurement may
not be large enough to give a representative mean value for the dislocation density.
Another reason for the difference can be a change in the main dislocation character
and the population of different slip systems with increasing strain. It seems that
the Cσ used is not really relevant for the 6% strain case. The issue requires further
detailed investigations, however it is remarkable that the assumption considering
only edge dislocations gave good agreement with the XRD results at 10% strain.
This emphasizes the strong physical basis of the proposed evaluation method. The
behavior of the autocorrelation function has also been investigated and proposed as
an indicator to the system length scale examination.
In sum, the HR-EBSD was traditionally used to determine only the GND density
value [99]. With the analysis of the tail of the stress probability distribution func-
tion obtained from HR-EBSD, the stored, total dislocation density present in the
sample can also be determined. Furthermore, analyzing the statistical properties of
the different quantities, like stress and GND maps, opens further perspectives for
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the application of HR-EBSD in determining mesoscale parameters of heterogeneous
samples. These parameters are crucial for validating the continuum theory of dis-
locations proposed during the past decade [100, 101, 102]. In the next chapter we
are going to use these new features on TEM samples, where we can directly see
the dislocations with transmission electron microscope, and investigate their effect
through HR-EBSD.
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Chapter 6
Investigation of dislocation
structures of deformed copper
TEM samples
Dislocations are associated with crystal lattice rotations and long-range elastic
stresses and strains. Their accumulation during deformation in pure metals is
due the result of the entrapment by interactions with other dislocations or micro-
structural features like grain boundaries [103], that increases the lattice’s resistance
against further deformation (which is called work hardening). TEM investigations of
the dislocations formed by external deformation raised the question if TEM samples
with such small thickness can be representative of the deformed structure at all,
or the thinning process may cause dislocation relaxation, that affects the micro-
structure too much and it rearranges the dislocations in the specimen. Neutron
irradiation was applied to pin dislocations to prevent them from moving, but these
measurements cannot clear up all the raised questions with complete certainty.
In this chapter we propose a method to visualize and directly compare our results
of HR-EBSD measurements with TEM investigations. This process not only shows
that the HR-EBSD maps can be directly linked to the dislocation cell structure
formed by external deformation, but also opens new perspectives to explore how the
thinning process can affect the dislocation walls. In section 6.1 we introduce the
aims and details of the measurements, while in section 6.2 we show how the step
size of the EBSD measurement have an influence on the calculated GND values. In
section 6.3 we summarize our findings.
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6.1 Details of the measurement
To visualize the dislocation structure created by external deformation, the same
copper single crystal sample was used as in the previous chapter (rotated Goss
orientation, strained up to 6%). An approximately 0.2 mm thin section was cut
from the middle of the material on the [11¯0] side and mechanically polished with
grinding papers up to P4000 grade. Then the specimen was electropolished with
Struers Tenupol-5 jet polisher until a hole appeared on the sample. This meant that
around the electropolishing hole the material was thin enough for the electrons to
pass through the foil which is the basic condition for TEM imaging.
To be able to safely move the fragile sample between the TEM and SEM and
conduct EBSD measurements on it a special sample holder was designed (shown in
Figure 6.1 (a)). To make sure that the identification of the mapped areas are correct
the copper foil was first marked by focused ion beam with distinguishable shapes.
These artificial holes can be seen in Figure 6.1 (b).
Figure 6.1: (a) The sample holder designed to safely measure the fragile TEM
sample inside the SEM chamber. It allows both conventional and transmission
Kikuchi diffraction positioning, and it is stable enough to hold the copper sample
firmly during long EBSD measurements without applying further strain on it. (b)
Secondary electron image of the area around the jet polishing hole, showing the
focused ion beam milled markers. Some areas show blackening due to the high
voltage electron beam in the TEM, where small amount of carbon contaminated the
surface.
The difficulty of measuring the same sample with TEM and EBSD comes from
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not just the fact that the sample is extremely fragile and small cracks can propagate
from the electropolishing hole while just transporting it between the two instruments
(and the thin layer of the specimen can be displaced or even rolled up making it unfit
for EBSD measurements), but also from the thin layer of carbon that can deposit on
the surface. As it is already mentioned, EBSD is a highly surface-sensitive technique,
and even a small amount of disturbance can hide the Kikuchi lines in the diffraction
pattern. Inside electron microscopes the vacuum systems contain small amount of
hydrocarbons that can originate from the oil of the vacuum pumps or the vacuum
grease applied at the gaskets [104], sometimes from cleaning products (acetone), and
even from careless sample handling (touching the holders without protective gloves,
leaving fingerprints on them). These hydrocarbons get cracked up by the electron
beam, and an amorphous carbon layer can stuck on the surface, spoiling the image
quality of the EBSD mapping. To reduce this disturbing factor we minimized the
beam irradiation time as much as we could. The darkening effect can be observed
in Figure 6.1 (b).
For the manipulation and the EBSD measurement the FEI Quanta 3D dual-beam
SEM system was used. After the markers were carefully placed (low current milling),
the TEM measurements were carried out with a Philips CM-20 transmission electron
microscope at 200 kV. In Figure 6.2 (a) one of the resulting TEM picture is shown.
It is clearly visible that a dislocation cell structure is present, with an average
cell size around 2 − 3 µm, just as we have already seen in the previous chapter.
Although the image contains well defined high and low dislocation density regions
it is important to bear in mind that not all dislocations are visible, only those which
fulfill the necessary contrast conditions (see in subsection 2.3.1) at the given tilt
angle at which the photo was taken.
After the TEM measurements the sample was transported back into the SEM
chamber for EBSD mapping. The scans were completed in the conventional 70◦
tilt position on the sample area where the TEM micrographs were previously made,
with a step size of 100 nm on a square grid. The backscattered Kikuchi patterns
were collected with the EDAX Hikari EBSD camera with the highest resolution
(640 × 480 pixels). The pattern center calibration and the data acquisition was
monitored with the OIM Data Collection software and the diffraction patterns were
stored on a hard-drive for high-resolution evaluation with Strain_calc program.
In Figure 6.2 (c) the αsq value has been plotted as a function of the x and y
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Figure 6.2: (a) TEM image of the dislocation cell structure in a copper single crystal
deformed to 6%. (b) The TEM and HR-EBSD images projected onto each other.
(c) αsq map showing GND boundaries calculated from HR-EBSD measurements on
the same area where Figure 6.2 (a) was taken. The marker in the top left corner
was milled with focused ion beam (FIB).
coordinates. This αsq can be calculated with the help of αi3 components1 already
1Pantleon [95] has already showed it is possible to calculate two more (α12 and α21) components
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introduced in section 5.3 and it is the following:
αsq =
√
α132 + α232 + α332. (6.1)
Plotting this value can enhance the dislocation cell boundaries. When we plot αi3
components, some microstructural changes might only be detectable in one of the
components, therefore combining all three components give us a more complete
picture of the long-range stress distributions. The σij and αi3 components have also
been shown in Figure 6.3 and Figure 6.4, respectively.
Figure 6.3: The σij components plotted for the 6% deformed TEM sample. The
highlighting square marks the area which has been investigated by TEM as well.
along with the difference (α11 − α22), but we do not use his method here.
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Figure 6.4: The αi3 components (α13 top, α23 middle, α33 bottom) plotted for the
6% deformed TEM sample. The black highlighting square marks the area which has
been investigated by TEM.
6.2 Dependency of GND density value on EBSD
step size
It has been recently investigated [105] that the calculated geometrically disloca-
tion density value can depend on the EBSD measurement length scale. The GND
density was found to be inversely proportional to the step size of the EBSD scan,
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but the measured lattice distortion gradients are highly sensitive to various noises
and real lattice fluctuations. GNDs create long-range distortion gradients in the
crystal lattice. In contrast, SSDs have no such long range geometric effect as their
distortion fields are cancelled by other dislocations. There is no physical difference
between SSDs and GNDs, only the chosen Burgers circuit (the bigger the circuit
the more dislocations will match with opposite sign, therefore there will be more
dislocation dipoles: SSDs) distinguish them, but their sum should always give back
the total dislocation density: ρtot = ρGND + ρSSD. In case of EBSD measurements
the Burgers vector is related to the step size, hence the dependence of the GND
density on the step size.
The original step size of the measurement was 100 nm and the average GND
density was calculated to be 8.15 × 1013 m−2 on the copper TEM sample for this
minimal step size. We calculated the GND density values for various step sizes (up
to 1 µm) to observe the variation of the ρGND parameter. The earlier investigations
focused on bulk specimens, but in our case, the TEM thinning process can be a
factor in the distribution of the GND and SSD content, and it can modify the GND
density vs. step size curves. We have utilized a selection method to increase the
distance between the grid points by removing the alternate rows and columns of
the distortion tensor elements, thus creating artificial measurements with different
step sizes. In Figure 6.5 we show how the step size was increased artificially on the
lattice distortion map, and in Figure 6.6 we plot these maps for various step sizes.
The determined GND density values are plotted as a function of the step size in
Figure 6.7 (a) on a linear scale, and on a logarithmic scale in Figure 6.7 (b).
Figure 6.5: Schematic drawing of the artificial step size modification used on the
distortion maps to calculate the variation of the GND density as a function of the
EBSD step size.
If we look at the higher averaging interval the logarithmic scale shows a power
law dependence of the ρGND with the step size. To determine behavior of the power
law dependence, a function f(x) = mxn was fitted to the data points at the end of
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Figure 6.6: α13 maps are plotted for increasing step sizes (from the left: 200 nm,
400 nm, 600 nm and 1 µm on the right).
Figure 6.7: Plot of the GND density values as a function of the step size on a (a)
linear and (b) logarithmic scale. The blue fitted line indicates a power law between
the ρGND and the step size.
the range to receive the n ≈ −0.5 value. This means that ρGND is proportional to
the inverse square root of the step size L for big L values:
ρGND ∼ 1√
L
. (6.2)
In the range of smaller step sizes the data points do not follow this expression
but rather indicate a saturation for the ρGND value. This is in good agreement with
the theory that constricting the Burgers circuit will decrease the amount of SSDs
detected by EBSD, and at the limit of the contraction all dislocations would be
perfectly resolved and give back the exact dislocation density value.
Others [105] have found a 1/L dependence of the calculated GND density value
with the step size measured on bulk samples. This difference can emerge from the
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fact that the TEM thinning process modifies the dislocation structure, and reduce
the amount of geometrically necessary dislocations in the system.
Another aspect to look at is the specimen heating caused by the electron irradi-
ation, which can also modify the initial dislocation arrangement – as we are using
higher acceleration voltages than in scanning electron microscopes –, but according
to the theoretical calculations [106] in case of copper it would not exceed 0.3◦C for
uniform illumination, therefore the rise of temperature due to electron irradiation
can be kept small, mainly because of the sample’s good thermal conductivity.
Further investigations of these findings are required to understand all the factors
that can modify a HR-EBSD measurement evaluation in case of TEM samples, but
the result are quite promising and show high potential of acquiring more information
about the structure modification by the thinning processes.
6.3 Conclusions
In this chapter we have successfully designed a measurement setup to be able to
directly see the dislocation structure on thinned copper TEM samples and conduct
HR-EBSD measurements to visualize the stress fields generated by the dislocation
walls. We have marked various areas with FIB and examined them with both TEM
and SEM. With the help of the markers we were able to match the numerous features
on the TEM pictures and the calculated HR-EBSD maps to find good correlation
between the results. Therefore we can conclude without doubt that the HR-EBSD
enables us to visualize and investigate the generally necessary dislocations. We
have also looked at the GND density value dependence of the EBSD measurement
step size. We applied an artificial way to increase the step size of the maps and
investigate the power law behavior of the ρGND in the range of higher step sizes.
We have also observed that this power law behavior is not valid for lower step sizes
which indicates a maximum value for the ρGND. This statement is supported by the
theory which states that if we would be able to distinguish all dislocations in the
system there would be a finite value for the ρGND and ρSSD and their sum would
give back the total dislocation density.
There are many aspects of this research that will be studied in more detail in
the future. More samples will be prepared and compared by the two techniques
to highlight the microstructural changes that can happen due the TEM thinning
process. The dislocation wall types can be identified and at the same time their
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stress fields can be visualized, giving us a powerful tool to understand long-range
internal stresses in crystalline materials and shed light on their interaction.
In the next chapter we are applying another experimental method to gather
knowledge about what kind of processes occur if we limit the size of the sample, but
not only in thickness like we did with the TEM samples, the total volume of the
specimen is decreased.
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Chapter 7
Examination of strain evolution
during microdeformation
Microstructure formed by plastic deformation can not only be influenced by the
mode of deformation (for example deformation by compression, drawing, or torsion
has its own texture typical of the process) but by the size of the volume of the sample.
During micromechanical testing such as micro- or nanoindentation experiments –
mainly used for determining the hardness of the sample – the volume influenced
by the deformation is in the range of microns to tens of microns, depending on the
penetration depth of the indentation head. Another novel technique to investigate
the size effects of the materials is micropillar compression, where a micron sized
pillar is formed usually by focused ion beam milling (or grown on a substrate).
When these pillars are compressed the dislocation nucleation, motion and their
interaction is restricted by the small size of the pillar. Because of this we aim to
examine the phenomena occurring in such small volumes. The problem is in the
focus of the industry while trying to produce smaller and faster devices. We have
to pay attention to the different behavior of the materials in small – micron – scale.
In this chapter we introduce a 3D reconstruction method based on EBSD and HR-
EBSD method to be able to examine the microstructural changes in a plasically
deformed micropillar.
In section 7.1 and section 7.2 we introduce the pillar fabrication and compres-
sion process, then discuss the aims and technical difficulties of such experimental
investigations of the strain induced and the external deformation. We propose a
new way to visualize the highly stressed regions inside micropillars. In section 7.3
we visualize the results in 3D. The conclusions are summarized in section 7.4.
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7.1 Pillar fabrication and deformation
For the experiment a previously heat treated copper single crystal sample was
electropolished. The compression of the pillars were parallel with the side which had
the [110] normal direction. The sample was then mounted on a 45◦ holder enabling
us to make FIB slicing and EBSD mapping one after another just by rotating the
sample between the two positions.
The secondary electron images made at different stages of the pillar milling
is shown in Figure 7.1. Firstly the side of the bulk sample was milled to create
perpendicular smooth surfaces (a), and small caps of platinum were deposited on
the top surface to mark the position of the pillars and to protect the material from
the ion beam1. Then the fabrication from different angles and with different ion
beam currents was performed to finally create pillars of 6 µm× 6 µm× 18 µm with
30 µm spacing (b-e). When the milling finished we mounted the sample on the in
situ nanoindenter called Nanotest (developed earlier at the department) which let
us observe and perform the compression of the pillars inside the vacuum chamber
of the SEM (f).
The pillars were compressed to 2%, 6% and 10% with a speed of v = 9× 10−3m
s
measuring the load, displacement and time parameters. During the deformation
slip planes activated, where dislocations were forming and moving, and the virtual
restoration of this srtucture was the purpose of 3D reconstruction.
7.2 Aims and technical difficulties of the 3D re-
construction
The previous results obtained by different research groups [1, 107] emphasize that
to be able to characterize the processes at micrometer scale, we need to investigate
both the external geometry and the internal structure of the material. We can
get information about the dislocation motion by acoustic emission2 measurements
during compression [108, 109], but to see the inner structure of the dislocation
induced strain we need to look inside the pillar.
1The platinum cap can also help with the implementation of the compression as it provides a
hard amorphous layer on the contact area which helps the detection of the tip touching the surface.
2When the material undergoes irreversible changes in its internal structure, acoustic waves are
emitted, caused by the rapid release of localized stress energy. Source: Wikipedia.
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Figure 7.1: Different stages of the micropillar experiment. (a) The side of the bulk
sample was milled and platinum caps were deposited on the top surface. (b-e) The
finished micropillars pictured from different views. (f) The deformed pillars with
the nanoindenter head on the bottom.
There has been some previous attempts to understand the strain evolution
during the compression of micropillars [110, 111, 112] or bending of cantilevers
[113, 114, 115] by EBSD orientation imaging, but never a 3D reconstruction has
been performed using HR-EBSD results for a systematic study of deformed mi-
cropillars. Therefore our aim was to develop the methodology to produce identical
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micropillars ready to be mapped by EBSD and use the HR-EBSD evaluation to
investigate the properties of deformed micropillars.
We created 3 identical micropillars in the same orientation for this purpose. In
this chapter we present the creation, the FIB slicing and the 3D reconstruction of
the micropillar compressed to 2%.
The biggest technical difficulty that we have encountered is to record good quality
diffraction patterns on the EDAX Hikari camera. The problem was twofold: the
pillars had to be in a position from which the diffracted electrons can reach the
detector screen, and the amorphisation of the surface has to be minimized when
we are slicing the cross-section of the sample to create a new surface. The first
problem was handled quite well when we placed the micropillars and the indentation
marks on the corner of the bulk specimen. Some excess material had to be removed
by FIB below the area of interest due to the high tilt angle necessary for EBSD
measurements. In Figure 7.2 we can see an example of a typical Kikuchi pattern
recorded on the middle 23rdslice.
Figure 7.2: A typical Kikuchi pattern collected on the micropillar’s surface on the
23rd slice.
The second difficulty was an optimization problem between the milling time and
the quality of the diffraction patterns. We have experimented with different milling
currents while the pattern qualities were monitored, taking into account the time
that is needed to create one slice. We then concluded that for the micropillar slicing
0.5 nA was fast enough (∼ 3 mins) to remove 150 nm thick volume of the material
and still result in good quality patterns.
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7.3 3D reconstruction visualization
In Figure 7.3 the first and the last step of the slicing procedure can be seen. The
slices were 150 nm thin and 23 slices were produced and measured with EBSD.
Figure 7.3: Secondary electron image (SEI - left column) and ion image (right
column) of the first (a-b) and last (c-d) slice of the pillar compressed to 2%. SEI
shows the side and ION image shows the top of the pillar.
In Figure 7.4 a schematic drawing shows the orientation of a pillar relative to
the unit cube. For easier understanding, the slicing direction is also indicated. This
image is important because we can see the slip plane orientation – marked with
yellow in (b) – relative to the micropillar faces. It is known that in FFC crystals
(such as copper) the unit cell has 12 slip systems consisting of the {111} planes and
the 〈110〉 directions. From this sketch we can expect to have slip planes parallel
with the shorter side of the EBSD maps (see on the side view form [100] direction).
These slip planes could be seen at 35◦ angle from the [11¯0] side. For the calculation
of this value we can use the following expression:
cos ξ = h1h2 + k1k2 + l1l2√
h21 + k21 + l21
√
h22 + k22 + l22
, (7.1)
where ξ is the angle between any two directions (i and j), with i = h1a + k1b + l1c
and j = h2a + k2b + l2c. We are interested in the angle between [110] and [111],
which gives us the ξ = 35◦. This means if we manage to merge the slices together
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and create a 3D model of the pillar, then we look from the side, this structure should
be apparent.
Figure 7.4: (a) The schematics of the specimen shown with the crystal orienta-
tions. The blue markers indicate the top of the pillars. (The sketch is not scale-
proportional.) (b) Schematic drawing of the pillar (colored cuboid) relative to the
cubic unit cell (cube with black edges). The yellow plane indicates the [111] slip
plane that is activated in the FCC system. (c) The side view from the [100] direction
shows the face of the pillar the way EBSD mapping was performed.
EBSD maps were collected on each slice with 100 nm step size on a square grid.
Kernel average misorientation maps were calculated, which can highlight the slip
band structure. As we have already introduced the concept of slip in chapter 1, we
only point out the fact that the discrete block of crystal between the slip planes
remain undistorted. If we plot the KAM values it helps us locating the slip planes
and stress maps can confirm the stress localization on the slip planes. The first
6 maps were 6 µm ×14 µm sized, the latter were produced in 6.4 µm ×15 µm
sizes to help the merging process by recording the side of the pillar in more detail.
This difference was compensated before loading the maps in the 3D reconstruction
software. In Figure 7.5 the KAM maps can be seen for various slices.
It is evident just by looking at these images that the vertical slip planes are
already appearing at 2%, and if we look closely at slice #23 a second slip system
activated at the base of the pillar can be seen.
These maps can be merged together in a 3D visualization program called Amira.
The model was made with a volume rendering calculation. The resulting recon-
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Figure 7.5: Kernel average misorientation (KAM) maps of slices 2, 9, 16, and 23.
The map size of slice #2 is were 6 µm ×14 µm while the others are 6.4 µm ×15
µm. The color scale is set to show misorientation values between 0◦ and 0.5◦.
structed volume of the pillar is shown in Figure 7.6 with a threshold set to show the
highest misorientation values. On one side of the pillar a white marker shows the
front of the pillar (as the first 6 slices were 1 µm shorter than the rest, there were no
data in that volume) to help imagining the orientation of the pillar on each picture.
If we measure the angle between the side and any of the appearing slip bands we get
an angle ∼ 37◦, that is quite close to the theoretical 35◦ angle. The ∼ 2◦ difference
comes from the fact that the sides of the pillar is not perfectly aligned with the
previously mentioned orientations; if we check the Euler angles an approximately 2◦
difference can be detected from the exact [100] direction. In Figure 7.7 (d) a green
marker shows the position of the second activated, conjugate slip system, which
part is enlarged and analysed in Figure 7.7. If we look from the bottom of the pillar
we can measure the angle of this slip plane that should be close to the theoretical
value of 35◦. The angle of the slip plane measured on this side (∼ 33◦) corresponds
well with the observation that the pillar (probably due to the mounting of the bulk
sample) was fabricated a bit misaligned. We can also observe equal spacing in the
second system’s planes, that was measured to be ∼ 0.45 µm.
We can use the Strain_calc program to calculate the distortion and stress tensor
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Figure 7.6: (a-c) The reconstructed pillar model shown from three different views.
The white marker indicates the front bottom of the pillar. (d) The green marker
highlights the area where the second activated slip system is visible. This volume is
enlarged in Figure 7.7.
Figure 7.7: Enlarged volume of the KAM micropillar model showing the structure
of the second activated slip system. (a) The slip planes have equal spacing (∼ 0.45
µm). (b) The model is also shown without the measurement markers on. (c) If we
look from the bottom of the pillar we can measure the angle of this slip plane.
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elements on each slice. In Figure 7.8 the β33 component shows inhomogenities in
the pillar structure, and these features are very strong near the contact area of the
indentation head and the pillar. We suspect these disturbances were caused by the
misalignment between the micropillar’s surface and the indenter head. On the other
map in Figure 7.8, σ13 distribution clearly shows the formed slip bands and the less
stressed crystal blocks among them, which is in good agreement with the theory of
slip planes.
Figure 7.8: HR-EBSD results measured on slice #23. On the left the β33 component
enhanced the inhomogenities in the lattice, on the right the σ13 map highlights the
shear bands.
7.4 Conclusions
In this chapter we introduced the successful creation, deformation and FIB slicing
of a micropillar. The slices were measured by EBSD and kernel average misorient-
ation maps were created to highlight the regions which can be correlated to the
slip plane positions. The slices were then merged together in a commercial software
called Amira to visualize the slip systems activated after a compressive deformation
of 2%. The 3D model revealed a second conjugate system activated at the base of the
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pillar. The slip plane angles on the 3D model correspond well with the theoretical
values, and the slip plane distances could be determined for the second slip system.
The HR-EBSD evaluation showed disturbance in the lattice distortion near the top
of the pillar that was associated with the indenter tip being non-parallel with the
pillar surface. The shown stress map confirmed that between the slip planes the
lattice is less affected by the deformation. The slip planes can be located by the
elevated levels of stress values.
Our future plan is to start producing micropillars in larger numbers (15 − 20
pieces) and conduct cross sectioning by FIB and EBSD mapping on differently ori-
ented micropillars to see the effect of deformation rate, magnitude and initial crystal
orientation. We also plan the same detailed investigation on nanoindentation marks,
and then after the HR-EBSD evaluation we aim to construct the 3D models of the
cross-sectioned volumes to investigate the strain localization.
One of the advances of such a measurement is that the reference pattern necessary
for HR-EBSD evaluations can be collected on an unstressed pillar (as they are milled
to be identical) or on the same pillar before the compression (which is a bit worse
case as the sample is mounted and unmounted a couple of times after the fabrication
and before the EBSD measurements, therefore their orientation might change a bit).
This enables us to get stress and strain maps with scales close to the absolute values.
It is obvious that quite a lot of things happened while the pillar was deformed to
2% strain, which can indicate that more pillar compression tests have to be done at
lower deformation rates. We can fabricate pillars on well-defined grain boundaries
and look at the effect that these boundaries have on the creation and accumulation
of dislocations on different slip systems. We can also look into how the deformation
rate can modify the internal structure.
The work completed in this chapter showed us the possibilities lying in the HR-
EBSD technique, and with the application of 3D reconstruction we managed to see
the internal structure of a micropillar deformed to 2%. It was also clear that at the
top and the base of the pillar inhomogeneous lattice distortions and conjugate slip
systems can be detected, which has to be investigated in more details in the future.
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The concept of the thesis
Plastic deformation is mainly realized by the forming of dislocations and their
collective movement in crystalline materials. The investigation of structural changes
due to external deformation is not only driven by general curiosity. Many industrial
developments – such as the application of specially designed machine parts – can
benefit from the understanding of micromechanical processes. Nowadays not only
the miniaturization can demand more knowledge about how specimens behave if
their volume is deceased, but also it is desirable to be able to create new materials
that are required to work properly under extreme conditions.
In materials science various paths can be taken to investigate microstructural
changes. Experimental techniques provide exact and reproducible results about the
processes and consequences of external deformation. Computational simulations
shed light to atomistic phenomena. The difficulty lies in the fact that often our
comprehension is limited to either microscopic or atomistic mechanisms. The effect
of dislocations, for example, is localized to an extremely small volume, but their
cumulative influence can result in long-range internal stresses that affect the material
macroscopically.
In the last decade many improvements were done to examine the materials’
response to external loading. The development resulted in novel techniques which
can characterize the microstructure on a smaller scale and provide information about
the internal stress distribution created by dislocations. These methods need to be
verified and applied to numerous tasks to bring us closer to the understanding of
the behavior of materials.
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The aims of the thesis
A newly developed 12% Cr steel sample was in the focus of the first part of the
research. The samples had a very complex microstructure that made the surface
preparation methods insufficient for EBSD measurements. The challenge was to
create a surface preparation method that allowed us to measure the samples with
EBSD and to be able to investigate the microstructure evolution after creeping
conditions were applied on the specimen. Dislocation density evaluation was chosen
to characterize the microstructure. This type of material can be used in power plants,
therefore the examination can provide useful information for industrial applications.
The PhD research also focused on understanding the effect of dislocations form-
ing in the crystalline material due to external deformation. It was well known from
XRD analysis that the detailed analysis of the probability distribution of the line
profiles allows us to determine major microstructural parameters. We aim to present
that the stress distribution calculated by HR-EBSD is equally capable of providing
the same information, with additional spatially resolved stress maps. It is the aim of
the present PhD work to explore the relevance and potential of the electron backs-
catter diffraction (EBSD) method based on the statistical properties of the local
stress distribution determined by high-resolution EBSD measured on copper single
crystals. For this purpose an evaluation software had to be developed based on the
theoretical considerations A.J. Wilkinson and his coworkers put down earlier.
The HR-EBSD evaluation software was utilized on various research subjects to
demonstrate the possibilities of such experiments. The method was used on TEM
samples aiming to point out a direct correlation between the dislocation walls and the
local stress distribution mapped with HR-EBSD. It is also known that the thinning
process for TEM sample preparation can result in dislocation rearrangement or
dislocation density reduction. We aimed to show that HR-EBSD results can indicate
such microstructural behavior.
Deformed micropillars were used to conduct 3 dimensional investigation of stress
localization. Our aim was to have a better understanding of what processes can
have an impact on the whole stress state of the pillar, causing size effects during a
compression test where the sample volume is reduced.
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New scientific results
1. I studied the creep behavior and microstructure evolution of a newly developed
12% Cr steel. The deformation mechanism was identified as dislocation creep.
The dislocations were characterized by three different techniques: TEM, XRD
and EBSD. I developed a special surface preparation method for the EBSD
measurements [R1,R2]. I determined the different type of dislocation densities.
Mobile and internal dislocation densities were measured using XRD and TEM,
respectively. The boundary dislocation density was evaluated from the EBSD
data. The subgrain size evolution was also monitored. The received dislocation
density values were compared to other reports on similar materials and found
to be in good agreement with them. All three techniques are needed for a
realistic estimation of the dislocation density evolution, but these conventional
techniques have uncertainties and limitations that result in higher calculation
errors [R3].
2. I developed a HR-EBSD based novel evaluation program to calculate the stress
and strain tensor components of deformed copper single crystals. The de-
velopment included various digital image processing methods to reduce the
signal-to-noise ratio. I carried out a validation process on simulated Kikuchi
patterns to estimate the error of our evaluation. I found that the difference
between the simulated and the calculated stress values can be minimized using
multiple runs and averaging. The program will be made open-access for the
scientific community, as it can be easily adjusted to the needs of other users,
and it is already adopted to various EBSD systems.
3. I investigated the spatial distribution of dislocation cells with HR-EBSD in
compressed copper samples with rotated Goss orientation. I calculated and
mapped the σij stress tensor components for different levels of strain (0%, 6%
and 10%). I examined the probability distributions of the stress tensor com-
ponents and I confirmed that the tail of P (σ) follows an inverse cubic decay
with a prefactor proportional to the total dislocation density 〈ρ〉. The 〈ρ〉
values were determined and compared to values given by X-ray line profile
analysis, granting credibility to the HR-EBSD approach. A 2D discrete dis-
location dynamics simulation was prepared by Péter D. Ispánovity to present
that the unexpected cutoff appearing in the EBSD second order restricted mo-
ments is a result of the finite volume illuminated by the electrons in the SEM.
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The simulations were used to show that the tail of the probability distribution
is not affected by the actual dislocation arrangement but only by the average
dislocation density. I calculated the autocorrelation functions to characterize
the spatial distribution of the dislocations and I found it has an elliptical sym-
metry. I also determined the GND density values and I compared them with
the HR-EBSD and XRD results [R4].
4. I designed a measurement setup to measure TEM samples with the EBSD
method. The dislocation structure was directly observed by TEM measure-
ments on deformed copper samples. HR-EBSD evaluation showed the cell
structure formed by dislocations, and the features of both TEM images and
geometrically necessary dislocation (GND) maps were successfully matched.
The good correlation between the two results confirm our prediction that HR-
EBSD facilitates the investigation of the spatial stress distribution caused by
dislocations. I calculated the GND density values for various EBSD measure-
ment step sizes. I found a power law behavior when GND density values were
plotted as a function of the step size. In the regime of smaller step sizes the
GND density value saturates at a finite value that is supported by theoretical
considerations.
5. I used focused ion beam (FIB) to create micron-sized pillars capable to be
measured by EBSD. One micropillar was deformed with 2% strain. I success-
fully cut the sample by FIB into 23 slices, and on each slice I did an EBSD
mapping. I calculated the EBSD results for each slice and I used a 3D recon-
struction software to merge them together. The 3D model showed features
that correspond well to the predicted microstructure. I visualized the slip
systems, then I successfully measured slip plane distances and slip angles. I
found a second activated slip system at the base of the micropillar. HR-EBSD
evaluation showed disturbance in the lattice distortion near the top of the
pillar that was associated with the indenter tip being non-parallel with the
pillar surface. The plotted stress tensor map confirmed the theoretical pre-
dictions about stress localization on the slip planes. The developed method
opens further perspectives for the application of HR-EBSD evaluation.
102
Appendix A
Supplementary calculation for
chapter 2 strain tensor
determination
In chapter 2 section 2.2 we got two equations for β33 component:
β33 =
1
rx +Qx
(rxβ11 + ryβ12 + rzβ13)− rx
rz
β31 − ry
rz
β32, (A.1a)
β33 =
1
ry +Qy
(rxβ21 + ryβ22 + rzβ23)− rx
rz
β31 − ry
rz
β32, (A.1b)
where βij are the deformation gradient tensor elements1, Qx and Qy are the pattern
shift coordinates on the phosphor screen2, and rx, ry, rz are the components of the
zone axis direction r, which is transformed to r′ due to the external strain.
Our aim is to be able to determine the components of the deformation gradient
tensor βij. With the help of Hooke’s law we can finally calculate the stress tensor
components. According to Hooke’s law [75] the stress tensor σij is determined by
the strain tensor εkl through the elastic modulus tensor Cijkl, (i, j, k, l = 1, 2, 3)
σij = Cijklεkl, (A.2)
1i, j = 1, 2, 3
2Qx and Qy values can be determined with the cross-correlation peak measurement described
in chapter 4
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or with 6 dimensional notation3
σ1
σ2
σ3
σ4
σ5
σ6

=

C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
C61 C62 C63 C64 C65 C66

·

ε1
ε2
ε3
2ε4
2ε5
2ε6

(A.3)
Here the σi and εi notation stands for:
σ− = ( σ1 σ2 σ3 σ4 σ5 σ6 ) = ( σ11 σ22 σ33 σ23 σ13 σ12 )
ε = ( ε1 ε2 ε3 ε4 ε5 ε6 ) = ( ε11 ε22 ε33 ε23 ε13 ε12 ).
(A.4)
Let us concentrate on the third row of equation A.3. For σ33 we assume traction
free boundary condition, in example we take σ33 = 0. This simplification is justified
by the small information volume from which we get the diffraction patterns [5]. The
depth of the surface from where the electrons scatter and reach the EBSD detector
is in the order of 20 − 50 nm [117] [118], therefore the stress tensor components
directed out of the surface plane must equal to zero. This way the third row of
equation A.3 has the form
0 = σ33 = ε11C31 + ε22C32 + ε33C33 + 2ε23C34 + 2ε13C35 + 2ε12C36. (A.5)
The symmetric and asymmetric part of Aij given by Equation 2.11 can be introduced
as
Aij = εij + ωij, (A.6)
where
εij =
1
2(βij + βji)− I and ωij =
1
2(βij − βji). (A.7)
At this point we have to determine the coordinate system which is utilized for
the calculation of the σij values. In chapter 2 section 2.2 the sample and the phos-
3The second notation is the so called Einstein summation convention or contracted matrix
notation [116] to simplify the 3× 3× 3× 3 tensor Cijkl into a 6× 6 matrix form.
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phor screen coordinate systems have already been introduced. In order to calculate
correctly the tensor elements we need a transformation from one coordinate system
to another, which can be described with a Oˆ rotation matrix along the x axis
Oˆ =

1 0 0
0 cosϑ − sinϑ
0 sinϑ cosϑ
 and Oˆ−1 =

1 0 0
0 cosϑ sinϑ
0 − sinϑ cosϑ
 , (A.8)
where ϑ is the tilt angle between the phosphor screen and the sample surface. We
are measuring the Qx and Qy image shifts in the phosphor plane, therefore we want
to get εDij values in the detector system. Because of this we apply the rotation on
εS33 to get into the detector system:
ε̂D = Oˆε̂SOˆ−1 (A.9)
and calculate ε33 component (from here we use only the detector coordinate system,
thus leave all the S index but we keep it in mind that the εij values are represented
in the sample’s system):
ε33 = ε22sin2ϑ+ ε23 sin(2ϑ) + ε33cos2ϑ. (A.10)
If we express ε33 from Eq. A.5 and insert it to Eq. A.10 and get
− 1
C33
{ε11C13 + (ε22cos2ϑ− 2 sinϑ cosϑε23 + sin2ϑε33)C23
+2[cosϑ sinϑ(ε22 − ε33) + cos(2ϑ)ε23]C34 + 2(cosϑε13 + sinϑε12)C35
+2(cosϑε12 − sinϑε13)C36} = ε22sin2ϑ+ ε23 sin(2ϑ) + ε33cos2ϑ.
(A.11)
By expressing ε33 from the above equation we arrive at
ε33 = K1(K2ε11 +K3ε22 + 2K5ε23 + 2K4ε12 + 2K6ε13), (A.12)
where
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K1 = − 1cos2ϑ+ 1
C33
[C23sin2ϑ− C34 sin(2ϑ)]
K2 =
C13
C33
K3 = sin2ϑ+
C23
C33
cos2ϑ+ C34
C33
sin(2ϑ)
K4 =
C35
C33
sinϑ+ C36
C33
cosϑ
K5 =
(
1− C23
C33
)
sinϑ cosϑ+ C34
C33
cos(2ϑ)
K6 =
C35
C33
cosϑ− C36
C33
sinϑ.
(A.13)
From Eq. A.7 one can get that
β33 = K1[K2(β11−1)+K3(β22−1)+K4(β12+β21)+K5(β23+β32)+K6(β13+β31)]+1.
(A.14)
This is the equation in chapter 2 (Equation 2.17) that is used to calculate the εij
and σij components.
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Cross-correlation calculation
In chapter 4 subsection 4.1.2 we discussed how to estimate the image shift
between the reference and the deformed diffraction patterns. Here we give the de-
tails of the calculation. In general, the degree of similarity can be quantified by the
correlation operation between two datasets, which are in our case, two digital im-
ages. Let us introduce f(x, y) and g(x, y) two-dimensional continuous functions, and
we define the 2D Fourier (FT) and inverse Fourier transform (IFT) as the following:
FT : F (u, v) =
∞∫
−∞
∞∫
−∞
f(x, y)e−2pii(ux+vy)dxdy
IFT : f(x, y) =
∞∫
−∞
∞∫
−∞
F (u, v)e2pii(ux+vy)dudv
(B.1)
and similarly for g(x, y) to get G(u, v). Here x and y correspond to the spatial co-
ordinates, whereas u and v denote the spatial frequencies [119]. The cross-correlation
of f(x, y) and g(x, y) can be calculated as
h(x, y) = [f ⊗ g](x, y) = [F ·G∗](u, v), (B.2)
where G∗(x, y) is the complex conjugate of G(x, y). For discrete fD(x, y) and
gD(x, y) functions (like in case of digital images where both the image size and the
pixel intensities are discretized), where both functions are N-periodic, the forward
and inverse FTs are
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DFT : FD(u, v) = 1
MN
M−1∑
x=0
N−1∑
y=0
fD(x, y)e−2pii(
xu
M
+ yv
N ), u, v ∈ {0, 1, ...,M − 1},
DIFT : fD(x, y) = 1
MN
M−1∑
u=0
N−1∑
v=0
FD(u, v)e2pii(
xu
M
+ yv
N ), x, y ∈ {0, 1, ...,M − 1},
(B.3)
and the correlation function can be calculated as
[fD ⊗ gD](x, y) =
N−1∑
u=0
N−1∑
v=0
FD(u, v) ·GD∗(x+ u, y + v), x, y, u, v ∈ {0, ..., N − 1},
(B.4)
if we assume that our image is N × N sized. The cross-correlation calculation is
easier to perform in the Fourier space – as it shown on a block diagram in Fig-
ure B.1 –, where the two functions are Fourier transformed first, then a complex
conjugation is applied only on one of the two transformed functions, and after a
simple multiplication the product inversely Fourier transformed back to get the 2D
cross-correlation function h(x, y).
Figure B.1: Block diagram of the correlation calculation steps. The two functions
f(x, y) and g(x, y) first has to be Fourier transformed, then a complex conjugation
is applied only on one of the two transformed functions, then they are multiplied
by each other and an inverse FT is applied to get the 2D cross-correlation function
h(x, y).
If the input signal f(x, y) is correlated with itself, we get the autocorrelation
function (ACF). It can be proven that the ACF always peaks at the center of the
image, therefore we can measure image shifts from the center point.
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Short summary
The effect of dislocations is localized to an extremely small volume, but the
cumulative influence of many dislocations can result in long-range internal stresses,
that affect the material macroscopically. The primary task of the PhD research was
to gain more experimental knowledge on the linear defects forming in metals as a
result of external deformation.
In the first part of the dissertation after a short iliterature review we studied
the creep behavior and microstructure evolution of a newly developed 12% Cr steel.
The dislocations were characterized by three different techniques: TEM, XRD and
EBSD. We developed a special surface preparation method for the EBSD meas-
urements. To characterize the microstructure we calculated the dislocation density
values.
Next we developed a HR-EBSD based novel evaluation program to calculate the
stress and strain tensor components of deformed copper single crystals. A validation
process on simulated Kikuchi patterns was carried out to estimate the error of our
evaluation.
In the third part of the thesis we investigated the spatial distribution of disloca-
tion cells with HR-EBSD in compressed copper samples. We calculated and mapped
the different stress tensor components for different levels of strain, and we determ-
ined the probability distributions of the stress tensor components. We confirmed
that the tail of P (σ) follows an inverse cubic decay with a prefactor proportional
to the total dislocation density. The 〈ρ〉 values calculated by HR-EBSD were com-
pared to values given by XRD. A 2D discrete dislocation dynamics simulation was
prepared to describe the properties of the second order restricted moments based
on HR-EBSD measurements.
After these studies we measured TEM samples with the HR-EBSD method.
The HR-EBSD evaluation showed the cell structure formed by dislocations, that
was successfully matched with the cell structure observed in TEM images. We
calculated the GND density values for various EBSD measurement step sizes, and
we studied their behavior.
In the last part of the dissertation we used focused ion beam (FIB) to cre-
ate micron-sized pillars capable to be measured by EBSD. We successfully cut the
sample by FIB into 23 slices, and on each slice we conducted EBSD mapping. The
measurements were merged together with a 3D reconstruction software. After the
visualization of the slip planes, their properties were investigated.
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Magyar nyelvű összefoglaló
Az egyes diszlokációk által kiváltott hatások extrém kicsi térfogatra koncentrá-
lódnak, viszont több diszlokáció kumulatív hatása már hosszú távú feszültségeket
eredményez, amely az anyagot makroszkopikus skálán is befolyásolhatja. A dok-
tori dolgozat fő célja, hogy a külső deformáció hatására kialakuló vonalszerű hibák
hatásairól minél több kísérleti tapasztalatot szerezzünk.
A dolgozat első részében az irodalmi áttekintést követően egy újonnan kifejlesz-
tett 12% Cr tartalmú acél tartós kúszás hatására történő mikroszerkezeti változását
tanulmányoztuk. A diszlokációkat három eljárással jellemeztük: TEM, XRD és
EBSD. Az EBSD mérésekhez speciális felület-előkészítési eljárást dolgoztunk ki. A
mikrostruktúra jellemzése céljából a diszlokáció sűrűség értékeket kiszámoltuk és a
kapott eredményeket összevetettük más forrásból származó adatokkal.
Ezt követően egy HR-EBSD alapú kiértékelő programot fejlesztettünk ki de-
formált réz egykristályok feszültség és deformáció tenzor komponenseinek kiszámítá-
sára. Szimulált Kikuchi ábrákon ellenőriztük a programot és megbecsültük a számolt
feszültség értékek hibáját.
A harmadik részben összenyomással deformált tömbi réz egykristály mintákat
vizsgáltunk HR-EBSD segítségével. A különféle feszültség tenzor komponensek
eloszlását vizsgálva megerősítettük, hogy a P (σ) valószínűség-eloszlás görbe farka in-
verz köbös eloszlást követ, melynek prefaktora arányos a teljes diszlokáció sűrűséggel.
A HR-EBSD segítségével számolt 〈ρ〉 értékek összevetése XRD mérések alapján szá-
molt teljes diszlokáció sűrűség értékekkel jó egyezést mutatott. 2D DDD szimulá-
ciókkal igazoltuk észrevételeinket a HR-EBSD mérések alapján számolt másodrendű
korlátozott momentumok tulajdonságaival kapcsolatban.
Ezután TEM minták HR-EBSD vizsgálatát végeztük el. A HR-EBSD értékelés
kimutatta a diszlokációk által létrehozott cellaszerkezetet, amely sikeresen össze-
egyeztethető volt a TEM képen megfigyelt diszlokáció cellaszerkezettel. A GND
sűrűség értékeket különféle EBSD mérési lépésközökre kiszámoltuk, viselkedését
megvizsgáltuk.
A dolgozat utolsó fejezetében fókuszált ionnyalábbal (FIB) szeleteltünk mikron
nagyságrendű oszlopot, amely 2%-ig lett összenyomással deformálva. A sikeresen
elkészített 23 szeleten EBSD méréseket késztettünk, a méréseket 3D rekonstrukciós
program segítségével összeillesztettük. A csúszási sávok vizualizációját követően a
csúszási síkok tulajdonságait vizsgáltuk.
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