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THE DIRICHLET PROBLEM FOR A CLASS OF HESSIAN TYPE
EQUATIONS
HEMING JIAO AND TINGTING WANG
Abstract. We are concerned with the Dirichlet problem for a class of Hessian
type equations. Applying some new methods we are able to establish the C2
estimates for an approximating problem under essentially optimal structure
conditions. Based on these estimates, the existence of classical solutions is
proved.
Keywords: Hessian equations, interior second order estimates, classical so-
lutions.
1. Introduction
Let Ω be a bounded domain in Rn (n ≥ 2) with smooth boundary ∂Ω. In this
paper, we are concerned with the regularity for solutions of the Dirichlet problem
(1.1)
{
f
(
λ[D2u+ γ△uI]) = ψ in Ω,
u = ϕ on ∂Ω,
where γ ≥ 0 is a constant, I is the unit matrix and λ[D2u + γ△uI] = (λ1, ..., λn)
denote the eigenvalues of the matrix {D2u+ γ△uI}.
Following [1], f ∈ C2(Γ) ∩ C(Γ¯) is assumed to be defined in an open convex
symmetric cone Γ, with vertex at the origin and
Γ ⊇ Γn ≡
{
λ ∈ Rn : each component λi > 0
}
,
and to satisfy the following structure conditions:
(1.2) fi ≡ ∂f
∂λi
> 0 in Γ, 1 ≤ i ≤ n,
(1.3) f is concave in Γ,
and
(1.4) f > 0 in Γ, f = 0 on ∂Γ.
A function u ∈ C2(Ω) is called admissible if λ[D2u + γ∆uI] ∈ Γ¯. According to
[1], condition (1.2) ensures that equation (1.1) is degenerate elliptic for admissible
solutions. While (1.3) implies that the function F defined by F [A] = f(λ[A]) to be
concave for A ∈ Sn×n with λ[A] ∈ Γ, where Sn×n is the set of n by n symmetric
matrices.
We assume that ψ ≥ 0 in Ω, so the equation (1.1) is degenerate when γ = 0.
In this paper, there are no geometric restrictions to ∂Ω being made. Instead, we
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assume that there exists a subsolution u ∈ C2(Ω¯) satisfying λ(D2u + γ△uI) ∈ Γ
on Ω¯ and
(1.5)
{
f(λ(D2u+ γ△uI)) ≥ ψ in Ω,
u = ϕ on ∂Ω.
Theorem 1.1. Let γ > 0, ψ ∈ C∞(Ω¯) and ϕ ∈ C∞(∂Ω). Under (1.2)-(1.5), there
exists a unique admissible solution u ∈ C∞(Ω¯) of (1.1).
We first introduce our procedure to prove Theorem 1.1. By (1.4), there exists a
positive constant ε0 such that
(1.6) f(λ(D2u+ γ△uI)) ≥ ε0 on Ω¯
since λ(D2u+γ△uI) ∈ Γ. We shall establish the a priori C2 estimates independent
of ε for admissible solutions of the approximating problem
(1.7)
{
f(λ(D2uε + γ∆uεI)) = ψ + εη(ψ) in Ω,
uε = ϕ on ∂Ω,
where η ∈ C∞[0,∞) satisfies
η(t) =
 1 if t ∈ [0,
ε0
4
],
0 if t ∈ [ε0
2
,∞),
0 ≤ η ≤ 1, |η′| ≤ Cε−10 and |η′′| ≤ Cε−20 . It follows that, by (1.6),
f(λ(D2u+ γ△uI)) ≥ ψ + εη(ψ)
provided ε ≤ ε02 and obviously, ψ + εη(ψ) ≥ min{ε, ε0/4} > 0.
We shall use the techniques of Guan [7] (see [8] and [9] also) to establish such
estimates. As usual, the main difficulty is from the boundary estimates of pure
normal second order derivative for which we use the strategy of Ivochkina, Trudinger
and Wang [11] whose idea is originally from Krylov [13, 14, 15, 16] where the
Bellman equations are studied. A key step is the construction of barrier functions
in which the existence of u plays an important role (see Theorem 5.1).
The presence of γ > 0 is crucial to the interior estimates for second derivatives.
An interesting question is to establish the weak interior estimates (see [11]) when
γ = 0.
For the case that ψ ≥ ψ0 > 0, the existence of smooth solutions to the Dirichlet
problem (1.1) with γ = 0 was established by Caffarelli, Nirenberg and Spruck [1]
under additional assumptions on f in a domain Ω satisfying that there exists a
sufficiently large number R > 0 such that, at every point x ∈ ∂Ω,
(1.8) (κ1, . . . , κn−1, R) ∈ Γ,
where κ1, . . . , κn−1 are the principal curvatures of ∂Ω with respect to the interior
normal. Their work was further developed and simplified by Trudinger [17].
Guan considered the Hessian equations of the form
(1.9) f(λ[∇2u+ γ△ug + sdu⊗ du− t
2
|∇u|2g +A]) = ψ(x, u,∇u)
on a Riemannian manifold with metric g with ψ > 0, which is arising from conformal
geometry (see [4] and [5]). In these papers Guan also assumed that f is homogenous
of degree one which implies that the equation (1.9) is strictly elliptic. It would be
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interesting to prove Theorem 1.1 for the general form (1.9) on manifolds when
ψ ≥ 0 without any additional conditions on f . The case that γ = 0 seems more
complicated. In a recent work [7], Guan proved Theorem 1.1 under (1.2)-(1.5) when
γ = 0 and ψ ≥ ψ0 > 0. Another interesting question would be whether we can get
a viscosity solution in C1,1(Ω¯) for γ = 0 when ψ ≥ 0.
It was shown in [1] that using (1.8) and the condition that for every C > 0 and
every compact set K in Γ there is a number R = R(C,K) such that
(1.10) f(Rλ) ≥ C for all λ ∈ K
one can construct admissible strict subsolutions of equation (1.1) with γ = 0.
Obviously Γ ⊂ {λ ∈ Rn : ∑λi > 0} and we have △u ≥ 0 for any admissible
function u. So we can construct an admissible strict subsolution of (1.1) when
γ ≥ 0 satisfying (1.5) under (1.8) and (1.10) by the same way.
Typical examples are given by f = σ
1/k
k and f = (σk/σl)
1/(k−l), 1 ≤ l < k ≤ n,
defined in the G˚arding cone
Γk = {λ ∈ Rn : σj(λ) > 0, j = 1, . . . , k},
where σk are the elementary symmetric functions
σk(λ) =
∑
i1<...<ik
λi1 . . . λik , k = 1, . . . , n.
The case when f = σ
1/n
n (the Monge-Ampe`re equation) and γ = 0 was studied by
Guan, Trudinger and Wang [10] and they obtained the C1,1 regularity as ψ1/(n−1) ∈
C1,1(Ω¯). It would be an interesting problem to show whether the result can be
improved for the f = σ
1/k
k (see [11]).
The rest of this paper is organized as follows. In Section 2, we prove Theorem
1.1 provided the C2 estimates for (1.7) is established. C1 estimate is treated in
Section 3. The interior second order estimate is proved in Section 4. In section 5,
the estimates for second derivatives are established.
2. Beginning of proof
In this Section we explain how to prove Theorem 1.1 when the second order
estimates for (1.7) are established. Let uε ∈ C4(Ω¯) be the admissible solution
of (1.7). For simplicity we shall use the notations Uε = D2uε + γ△uεI and U =
D2u+γ△uI. Following the literature, unless otherwise noted, we denote throughout
this paper
F ij [Uε] =
∂F
∂Uεij
[Uε], F ij,kl[Uε] =
∂2F
∂Uεij∂U
ε
kl
[Uε].
The matrix {F ij} has eigenvalues f1, . . . , fn and is positive definite by assumption
(1.2), while (1.3) implies that F is a concave function of Uεij (see [1]). Moreover,
when Uε is diagonal so is {F ij}, and the following identities hold
F ijUεij =
∑
fiλi, F
ijUεikU
ε
kj =
∑
fiλ
2
i , λ[U
ε] = (λ1, . . . , λn).
Suppose γ > 0 and we have proved that there exists a constant independent of
ε such that
(2.1) |uε|C2(Ω¯) ≤ C.
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Therefore, by the concavity of F ,
F ij [Uε](Aδij − Uεij) ≥ F [AI]− F [Uε] ≥ c0 > 0
by fixing A sufficiently large. On the other hand, −F ijUεij ≤ C
∑
F ii by (2.1).
Then we get ∑
F ii ≥ c0
A+ C
> 0.
Note that
{ ∂F
∂uεij
[Uε]} = {F ij [Uε]}+ γ
∑
F iiI ≥ γc0
A+ C
I.
Thus, there exists uniform constants 0 < λ0 ≤ Λ0 <∞ such that
λ0I ≤ { ∂F
∂uεij
[Uε]} ≤ Λ0I.
Hence Evans-Krylov theory (see [2] and [12]) assures a bound M independent of ε
such that
|uε|C2,α(Ω¯) ≤M,
for some constant α ∈ (0, 1). The higher regularity can be derived by the Schauder
theory (see [3] for example). Using standard method of continuity, we can obtain the
existence of smooth solution to (1.7). By sending ε to zero (taking a subsequence
if necessary), we can prove Theorem 1.1.
In the following sections, we may drop the subscript ε when there is no possible
confusion.
3. The gradient estimates
In this section, we consider the gradient estimates for the admissible solution to
(1.7). We first observe that λ[U ] ∈ Γ ⊂ {∑λi > 0} and therefore,
(3.1) tr[U ] = (1 + nγ)∆u > 0.
Thus we have by the maximum principle that
u ≤ u ≤ h in Ω¯
where h is the harmonic function in Ω with h = ϕ on ∂Ω. Then we obtain
(3.2) sup
Ω¯
|u|+ sup
∂Ω
|Du| ≤ C,
for some positive constant C independent of ε.
To establish the global gradient estimates, we assume that |Du|eφ achieves a
maximum at an interior point x0 ∈ Ω, where φ is a function to be determined.
We may assume D2u and {F ij} are diagonal at x0 by rotating the coordinates if
necessary. Then at x0 where the function log |Du| + φ attains its maximum, we
have
(3.3)
ukuki
|Du|2 + φi = 0
and
(3.4)
ukukii + ukiuki
|Du|2 − 2
(ukuki)
2
|Du|4 + φii ≤ 0
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for each i = 1, · · · , n. Differentiating the equation (1.7), we get, at x0,
(3.5) F iiukii + γ△uk
∑
F ii = ψk + εη
′ψk.
It follows that
(3.6) F iiukukii + γuk△uk
∑
F ii ≥ −C|Du|.
Note that
(3.7)
U2ii = (uii + γ△u)2 ≤ 2u2ii + 2γ2(△u)2 ≤ 2u2ii + 2nγ2
∑
j
u2jj
≤ 2nmax{γ, 1}(u2ii + γ
∑
j
u2jj).
Therefore, by (3.3), (3.4), (3.6) and (3.7), we have
(3.8)
c0F
iiU2ii + |Du|2
(
F iiφii + γ△φ
∑
F ii
)
≤C|Du|+ 2|Du|2
(
F iiφ2i + γ|Dφ|2
∑
F ii
)
,
where c0 = (2nmax{γ, 1})−1.
Let v = u − u + infΩ¯(u − u) + 1 and φ = δv
2
2 , where δ is a positive constant to
be determined. Choosing δ sufficiently small, we can guarantee that
δ − 2δ2v2 > 0 on Ω¯.
Let c1 = minx∈Ω¯
(
δ − 2δ2v2(x)
)
> 0. It follows from (3.8) that
(3.9)
c0F
iiU2ii + |Du|2L(u − u)
≤C|Du| − (δ − 2δ2v2)|Du|2
(
F iiv2i + γ|Dv|2
∑
F ii
)
≤C|Du| − c1|Du|2
(
F iiv2i + γ|Dv|2
∑
F ii
)
.
Write µ(x) = λ(D2u(x) + γ△u(x)I) and note that {µ(x) : x ∈ Ω¯} is a compact
subset of Γ. There exists uniform constant β ∈ (0, 1
2
√
n
) such that
(3.10) νµ(x) − 2β1 ∈ Γn, ∀x ∈ Ω¯
where 1 = (1, . . . , 1) ∈ Rn and νλ := Df(λ)/|Df(λ)| is the unit normal vector to
the level hypersurface ∂Γf(λ) for λ ∈ Γ. We need the following lemma proved by
Guan in [7].
Lemma 3.1. For any fixed x ∈ M¯ , denote µ˜ = µ(x) and λ˜ = λ(U(x)). Suppose
that |νµ˜ − νλ˜| ≥ β. Then there exists a uniform constant θ > 0 such that
(3.11)
∑
fi(λ˜)(µ˜i − λ˜i) ≥ θ
(
1 +
∑
fi(λ˜)
)
.
Now let µ = λ(D2u(x0) + γ△u(x0)), λ = λ(D2u(x0) + γ△u(x0)) and β as in
(3.10). Suppose first that |νµ − νλ| ≥ β. Define the linear operator L by
Lv := F ijvij + γ△v
∑
F ii
for v ∈ C2(Ω). By Lemma 3.1,
(3.12) L(u− u) ≥ θ
(∑
F ii + 1
)
for some θ > 0. Thus, we can obtain a bound |Du(x0)| ≤ C/θ from (3.9).
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We now consider the case |νµ−νλ| < β which implies νλ−β1 ∈ Γn and therefore
(3.13) F ii ≥ β√
n
∑
F kk, ∀ 1 ≤ i ≤ n.
By the concavity of F we know that
(3.14) L(u − u) ≥ 0.
By the concavity of f again, when |λ| ≥ R for R sufficiently large, we derive as in
[7]
(3.15)
|λ|
∑
F ii ≥ f(|λ|1)− f(λ) +
∑
F iiλi
≥ f(|λ|1)− f(µ)− |λ|
∑
F ii
≥ 2b0 − |λ|
∑
F ii.
for some uniform positive constant b0. Therefore, by (3.13) and (3.15), we find
(3.16)
c0F
iiU2ii + c1|Du|2F iiv2i ≥
β√
n
(
c0|λ|2
∑
F ii +
c1
2
|Du|4
∑
F ii
)
≥
√
2c0c1β√
n
|Du|2|λ|
∑
F ii
≥ c2|Du|2
provided |Du| is sufficiently large, where c2 =
√
2c0c1βb0√
n
. Thus, from (3.9) and
(3.16) we can get a bound |Du| ≤ C/c2.
Suppose |λ| ≤ R. By the concavity of F , we have (see [9])
2R
∑
F ii ≥ F iiUii + F (2RI)− F (U) ≥ −R
∑
F ii + b1,
where b1 = F (2RI)− F (RI) > 0. It follows that
(3.17)
∑
F ii ≥ δ0 ≡ b1
3R
and
c1|Du|2F iiv2i ≥
c1β
2
√
n
|Du|4
∑
F ii ≥ c1βδ0
2
√
n
|Du|4
provided |Du| is sufficiently large. We then obtain from (3.9) that |Du(x0)| ≤
(2
√
nC/c1βδ0)
1/3.
Hence we have proved that
(3.18) |u|C1(Ω¯) ≤ C
for some positive constant C independent of ε.
4. Interior and global estimates for second derivatives
In this section, we prove the interior second order estimate.
Theorem 4.1. Let γ > 0 and u ∈ C4(Ω) be an admissible solution of (1.7). Then
for any Ω′ ⊂⊂ Ω, there exists a constant C depending on γ−1, d′ ≡ dist(Ω′, ∂Ω),
|u|C1(Ω¯) and other known data such that
(4.1) sup
Ω¯′
|D2u| ≤ C.
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Proof. Let
W = max
x∈Ω¯,|ξ|=1
ζ(x)eφ(x)Dξξu(x)
where ζ and φ are functions to be determined with ζ satisfying
(4.2) 0 ≤ ζ ≤ 1, |Dζ| ≤ a0, |D2ζ| ≤ a0 on Ω¯.
Assume that W is achieved at x0 ∈ Ω and ξ0 = e1 = (1, 0, . . . , 0). We may also
assume that D2u is diagonal at x0. We have, at x0 where the function log u11 +
log ζ + φ attains its maximum,
(4.3)
u11i
u11
+
ζi
ζ
+ φi = 0 for each i = 1, . . . , n,
(4.4) F ii
{u11ii
u11
−
(u11i
u11
)2
−
(ζi
ζ
)2
+
ζii
ζ
+ φii
}
≤ 0.
and
(4.5)
△u11
u11
−
∑
i
(u11i
u11
)2
−
∑
i
(ζi
ζ
)2
+
△ζ
ζ
+△φ ≤ 0.
Differentiating equation (1.7) twice, by the concavity of F , we obtain at x0,
(4.6) F iiuii11 + γ(∆u)11
∑
F ii = ψ11 + ε(η
′ψ11 + η′′ψ21) ≥ −C.
Let
φ =
δ|Du|2
2
,
where δ > 0 is a undetermined constant. By straightforward calculation, we have
φi = δuiuii
and
φii = δu
2
ii + δujujii.
Note that
(4.7) F iiujujii + γuj∆uj
∑
F ii = uj(ψj + εη
′ψj) ≥ −C
and
(4.8) φ2i ≤ Cδ2u2ii.
We have
(4.9) Lφ ≥ δF iiu2ii + γδ
∑
u2jj
∑
F ii − Cδ.
Combining (4.3)-(4.9), we get
(4.10)
0 ≥ − C
u11
− Cδ + (δ − Cδ2)F iiu2ii
+ γ(δ − Cδ2)
∑
u2jj
∑
F ii − C
ζ2
∑
F ii.
Choose δ sufficiently small such that δ−Cδ2 > 0. Let λ = λ(D2u(x0)+ γ△u(x0)).
By (3.7), we find that
|λ|2 =
∑
U2ii ≤ 2n2
(
max{γ, 1}
)2∑
u2jj .
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Thus, it follows from (4.10) that
(4.11) 0 ≥ − C
u11
− Cδ + 2c3|λ|2
∑
F ii − C
ζ2
∑
F ii,
where
c3 =
1
4
(δ − Cδ2)γn−2
(
max{γ, 1}
)−2
> 0.
By (3.15) and (4.11), we have
(4.12) 0 ≥
(
b0c3|λ| − C
u11
− Cδ
)
+
(
c3|λ|2 − Cb2 − C
ζ2
)∑
F ii
provided |λ| is sufficiently large. It follows that |λ|ζ(x0) ≤ C.
The function ζ may now be chosen as a cutoff function satisfying ζ ≡ 1 on
Ω′ ⊂⊂ Ω and |Dζ| ≤ C/d′, |D2ζ| ≤ C/d′2. Then
|D2u|ζ ≤ C on Ω¯
and (4.1) holds. 
Remark 4.2. We remark that in the proof of Theorem 4.1 we do not need the
existence of u.
In the proof of Theorem 4.1, setting ζ ≡ 1, we can prove the following maximal
principle.
Theorem 4.3. Let u ∈ C4(Ω¯) be an admissible solution of (1.7). Then
(4.13) sup
Ω¯
|D2u| ≤ C(1 + sup
∂Ω
|D2u|),
where C depends on γ−1, |u|C1(Ω¯) and other known data.
We are interested in the case that γ = 0. Now we prove (4.13) under the existence
of u satisfying (1.5) and we will see that the constant C would not depend on γ−1
when γ is small.
Theorem 4.4. Suppose (1.2)-(1.5) hold. Let u ∈ C4(Ω¯) be an admissible solution
of (1.7). Then we have
(4.14) sup
Ω¯
|D2u| ≤ Cmax{γ, 1}(1 + sup
∂Ω
|D2u|),
for some constant C depending on |u|C1(Ω¯), |u|C2(Ω¯) and other known data. In
particular, if 0 ≤ γ ≤ 1, (4.13) holds for the constant C depending on |u|C1(Ω¯),
|u|C2(Ω¯) and other known data.
Proof. In the proof of Theorem 4.1, let ζ ≡ 1 and φ = δ2 |Du|2 + b(u − u), where δ
and b are positive constants to be chosen. Note that
φi = δuiuii + b(u− u)i
and
φii = δu
2
ii + δujujii + b(u− u)ii.
We have
(4.15) φ2i ≤ Cδ2u2ii + Cb2.
Therefore, by (4.7),
(4.16) Lφ ≥ δF iiu2ii + γδ
∑
u2jj
∑
F ii − Cδ + bL(u − u).
DEGENERATE HESSIAN EQUATIONS 9
We can derive from (4.3)-(4.6) and (4.15) that
(4.17) Lφ ≤ C
u11
+ Cδ2(F iiu2ii + γ
∑
u2jj
∑
F ii) + Cb2
∑
F ii.
Combining (4.16) and (4.17), we obtain
(4.18) (δ−Cδ2)(F iiu2ii+ γ
∑
u2jj
∑
F ii) + bL(u− u) ≤ Cδ+ C
u11
+Cb2
∑
F ii.
We may assume that δ is sufficiently small such that (δ − Cδ2) > δ/2. let µ =
λ(D2u(x0) + γ△u(x0)), λ = λ(D2u(x0) + γ△u(x0)). As in the gradient estimates,
we consider two cases: (i) |νµ − νλ| < β and (ii) |νµ − νλ| ≥ β, where β is as in
(3.10).
In case (i), we see that (3.13) holds. Thus, by (3.7), (4.18), (3.13) and (3.14),
we have
(4.19) (2nmax{γ, 1})−1 δβ
2
√
n
|λ|2
∑
F ii ≤ Cδ + C
u11
+ Cb2
∑
F ii.
We may assume |λ| ≥ R for R sufficiently large such that (3.15) holds. Therefore,
by (3.15) and (4.19), we have
(4.20) (2nmax{γ, 1})−1
( δβ
4
√
n
|λ|2
∑
F ii +
δβb0
4
√
n
|λ|
)
≤ Cδ + C
u11
+ Cb2
∑
F ii.
It follows that
|λ| ≤ 8n
√
nmax{γ, 1}
δβ
max
{
Cb,
Cδ
b0
+
C
Rb0
}
.
Note that we do not determine δ and b right now.
In case (ii), we can choose b sufficiently small such that θb > Cb2, where θ is
as in (3.11). We can choose such b and a smaller δ such that θb > Cδ. Applying
Lemma 3.1, we can derive from (4.18) that
u11 ≤ C
θb − Cδ
and (4.14) holds. 
5. Boundary estimates for second derivatives
In this section we consider the estimates for the second order derivatives on the
boundary ∂Ω. As usual, the construction of barrier functions plays a key role. For
any fixed x0 ∈ Ω, we may assume that x0 is the origin of Rn with the positive xn
axis in the interior normal direction to ∂Ω at the origin. Let d(x) be the distances
from x ∈ Ω¯ to ∂Ω, and set
Ωδ = {x ∈ Ω : |x| < δ}.
Suppose near the origin, the boundary ∂Ω is represented by
(5.1) xn = ρ(x
′) =
1
2
∑
α,β<n
Bαβxαxβ +O(|x′|3)
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for some C∞ smooth function ρ, where x′ = (x1, ..., xn−1). For x ∈ ∂Ω near the
origin, let
Tα = Tα(x) = ∂α +
∑
β<n
Bαβ(xβ∂n − xn∂β), for α < n
and Tn = ∂n. We have (see [1])
LTαu = Tα(ψ + εη(ψ)).
It follows that
(5.2) |LTα(u− ϕ)| ≤ C
(
1 +
∑
F ii
)
and
(5.3) |Tα(u− ϕ)| ≤ C|x|2 on ∂Ω ∩ Ω¯δ for α < n
when δ is sufficiently small since u = ϕ on ∂Ω.
To proceed we choose smooth unit orthonormal vector fields e1, . . . , en in Ωδ such
that when restricted to ∂Ω, e1, . . . , en−1 are tangential and en is normal to ∂Ω. Let
ei(x) = (ξ
i
1(x), . . . , ξ
i
n(x)), ∇iu = ξikDku, ∇iju = ξil ξjkDklu and ∇2u = {∇iju} in
Ωδ. We may assume ξ
i
j(0) = δij . In particular, λ(D
2u) = λ(∇2u) and
f(λ(∇2u+ γ△uI)) = f(λ(D2u+ γ△uI)).
By straightforward calculations, we have
(5.4) |L∇k(u− ϕ)| ≤ C
(
1 +
∑
F ii +
∑
fi|λ̂i|+ γ|λ̂|
∑
F ii
)
,
where λ̂ = λ(D2u) = λ(∇2u). Let F̂ ij = ξilξjkF kl. We see that {F̂ ij} is positive
definite with eigenvalues f1, . . . , fn and when ∇2u is diagonal so is {F̂ ij}.
We shall use the following barrier function
(5.5) Ψ =
1
δ2
(
A1(u− u)+ td− N
2
d2 +A3|x|2
)
−A2(u− u)−A4
∑
l<n
|∇l(u−ϕ)|2,
where A1, A2, A3, A4, t and N are positive constants satisfying A1 > 2A2.
Theorem 5.1. Suppose that (1.2)-(1.5) hold. Let h ∈ C(Ω¯δ) satisfy h ≤ C|x|2 on
Ω¯δ ∩ ∂Ω and h ≤ C on Ω¯δ. Then for any positive constant K there exist uniform
positive constants t, δ sufficiently small, and A1, A2, A3, N sufficiently large such
that Ψ ≥ h on ∂Ωδ and
(5.6) LΨ ≤ −K
(
1 +
∑
F ii
)
in Ωδ.
Proof. Let v = td− Nd22 . Firstly, we note that
(5.7)
Lv =(t−Nd)F ij(dij + γ△dδij)−NF ij(didj + γ|Dd|2δij)
≤C0(t+Nd)
∑
F ii −NF ijdidj − γN
∑
F ii
since |Dd| ≡ 1. Similar to Proposition 2.19 in [6], we have
(5.8) F̂ ij∇ilu∇jlu ≥ 1
2
∑
i6=r
fiλ̂
2
i
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and
(5.9)
∑
l<n
n∑
k=1
(∇lku)2 ≥ 1
2
∑
i6=r
λ̂2i
for some index r. It follows from (5.4), (5.8) and (5.9) that
(5.10)
∑
l<n
L|∇l(u− ϕ)|2 =2
∑
l<n
F ij
(
(∇l(u− ϕ))i(∇l(u− ϕ))j
+
∑
l<n
γ|D∇l(u− ϕ)|2δij
)
+ 2∇l(u− ϕ)L∇l(u − ϕ)
≥ − C
(
1 +
∑
F ii +
∑
fi|λ̂i|+ γ|λ̂|
∑
F ii
)
+
∑
l<n
F̂ ij∇ilu∇jlu+ γ
2
∑
l<n
n∑
k=1
(∇lku)2
∑
F ii
≥ 1
2
∑
i6=r
fiλ̂
2
i +
γ
4
∑
i6=r
λ̂2i
∑
fi
− C
(
1 +
∑
F ii +
∑
fi|λ̂i|+ γ|λ̂|
∑
F ii
)
.
For any x ∈ Ωδ, let µ = λ(D2u(x) + γ△u(x)I), λ = λ(D2u(x) + γ△u(x)I) and
β be as in (3.10). We consider two cases: (i) |νµ − νλ| < β and (ii) |νµ − νλ| ≥ β.
In case (i), we see that (3.13) holds. It follows that
(5.11)
∑
i6=r
fiλ̂
2
i ≥
β√
n
∑
i6=r
λ̂2i
∑
fi
and
(5.12) Lv ≤ − Nβ
2
√
n
∑
fi
provided t and δ are sufficiently small since Dd ≡ 1.
We first assume |λ| ≥ R for R sufficiently large. If λ̂r ≤ 0, we have
∑
i6=r λ̂i >
−λ̂r since △u > 0. It follows that∑
i6=r
λ̂2i ≥ c0λ̂2r
for some unform constant c0 > 0. Therefore, by (3.7), there exists unform positive
constants c1 and c2 such that
(5.13)
∑
i6=r
λ̂2i ≥ c1
∑
λ̂2i ≥ c2|λ|2.
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Combining (3.13), (3.14), (3.15), (5.10), (5.12) and (5.13),
(5.14)
LΨ ≤ − Nβ
2
√
nδ2
∑
fi +
CA3
δ2
∑
fi − βc2
2
√
n
A4|λ|2
∑
fi
+ CA4
(
1 +
∑
fi + |λ̂|
∑
fi
)
≤ − Nβ
2
√
nδ2
∑
fi − βc2b0
4
√
n
A4|λ|+ CA3
δ2
∑
fi + CA4
(
1 +
∑
fi
)
≤
(
− Nβ
2
√
nδ2
+
CA3
δ2
+ CA4
)∑
fi −A4
provided |λ| > R and R is sufficiently large.
If λ̂r > 0, we have
(5.15)
Lu =F ijuij + γ△u
∑
F ii =
∑
fiλ̂i + γ
∑
λ̂i
∑
F ii
≥ −
∑
i6=r
fi|λ̂i| − γ
∑
i6=r
|λ̂i|
∑
F ii + frλ̂r + γλ̂r
∑
F ii.
Note that for each σ > 0 and each 1 ≤ i ≤ n,
(5.16) λ̂2i ≥ 2σ|λ̂i| − σ2.
It follows that
(5.17)
A4
2
∑
i6=r
fiλ̂
2
i ≥ 2A2
∑
i6=r
fi|λ̂i| − 2A
2
2
A4
∑
i6=r
fi
by letting σ = 2A2/A4 and that
(5.18)
A4
4
∑
i6=r
λ̂2i ≥ 2A2
∑
i6=r
|λ̂i| − 4A
2
2
A4
by letting σ = 4A2/A4. Therefore, by (5.10), (5.15), (5.17) and (5.18), we find
(5.19)
L
(
A2(u− u) + A4
∑
l<n
|∇l(u − ϕ)|2
)
≥A4
(1
2
∑
i6=r
fiλ̂
2
i +
γ
4
∑
i6=r
λ̂2i
∑
fi
)
− CA2
∑
fi
+A2(frλ̂r + γλ̂r
∑
fi)−A2
(∑
i6=r
fi|λ̂i|+ γ
∑
i6=r
|λ̂i|
∑
fi
)
− CA4
(
1 +
∑
F ii +
∑
fi|λ̂i|+ γ|λ̂|
∑
fi
)
≥ (A2 − CA4)
(∑
fi|λ̂i|+ γ|λ̂|
∑
fi
)
− CA4
(
1 +
∑
fi
)
−
(
CA2 +
2A22
A4
+
4A22
A4
γ
)∑
fi.
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Therefore, by (3.13) and (3.15), we have
(5.20)
LΨ ≤ − Nβ
2
√
nδ2
∑
fi − (A2 − CA4)
(∑
fi|λ̂i|+ γ|λ̂|
∑
fi
)
+ C
(
A2 +
A22
A4
+
A3
δ2
)∑
fi + CA4
(
1 +
∑
fi
)
≤ − Nβ
2
√
nδ2
∑
fi − β(A2 − CA4)√
n
|λ|
∑
fi
+ C
(
A2 +
A22
A4
+
A3
δ2
)∑
fi + CA4
(
1 +
∑
fi
)
≤ − Nβ
2
√
nδ2
∑
fi − β(A2 − CA4)b0√
n
+ C
(
A2 +
A22
A4
+
A3
δ2
)∑
fi + CA4
(
1 +
∑
fi
)
.
Now we assume |λ| ≤ R. We see that (3.17) holds. Thus, by (5.12) and (5.10),
we have
(5.21)
LΨ ≤ − Nβ
2
√
nδ2
∑
fi + C
(
A2 +
A3
δ2
+A4
)(
1 +
∑
fi
)
≤ − Nβ
4
√
nδ2
∑
fi − Nβδ0
4
√
nδ2
+ C
(
A2 +
A3
δ2
+A4
)(
1 +
∑
fi
)
.
Now we fix A3 > A4 > K such that
(5.22) A3 > A4 sup
Ω¯
∑
l<n
|∇l(u− ϕ)|2 + C.
In case (ii), we see from Lemma 3.1 that (3.12) holds. We deal with two cases
as before: λ̂r > 0 and λ̂r ≤ 0.
If λ̂r > 0, similar to (5.20), we obtain
(5.23)
LΨ ≤ − θA1
δ2
(
1 +
∑
fi
)
+ C0(t+Nd)
∑
fi
+
CA3
δ2
∑
fi + CA4
(
1 +
∑
fi
)
+ C
(
A2 +
A22
A4
)∑
fi
− (A2 − CA4)
(∑
fi|λ̂i|+ γ|λ̂|
∑
fi
)
.
If λ̂r ≤ 0, similar to (5.15),
(5.24) − Lu ≥ −
∑
i6=r
fi|λ̂i| − γ
∑
i6=r
|λ̂i|
∑
F ii − frλ̂r − γλ̂r
∑
F ii.
Similar to (5.19), we have, for any B > 0,
(5.25)
L
(
−B(u− u) +A4
∑
l<n
|∇l(u − ϕ)|2
)
≥ (B − CA4)
(∑
fi|λ̂i|+ γ|λ̂|
∑
fi
)
− CA4
(
1 +
∑
fi
)
−
(
CB +
2B2
A4
+
4B2
A4
γ
)∑
fi.
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Thus, choosing B = A2, we can see from (3.12), (5.7) and (5.25) that
(5.26)
LΨ ≤ − θ
(A1
δ2
− 2A2
)(
1 +
∑
fi
)
+ C0(t+Nd)
∑
fi
+
CA3
δ2
∑
fi + CA4
(
1 +
∑
fi
)
+ C
(
A2 +
A22
A4
)∑
fi
− (A2 − CA4)
(∑
fi|λ̂i|+ γ|λ̂|
∑
fi
)
.
Now we choose A2 ≫ A4 such that
(5.27)
β(A2 − CA4)b0√
n
− CA4 > K
in (5.20) and A2 − CA4 > 0 in (5.23) and (5.26). Next, we fix N sufficiently large
such that
(5.28)
Nβ
2
√
nδ2
− CA3
δ2
− CA4 > K
in (5.14),
(5.29)
Nβ
2
√
nδ2
− C
(
A2 +
A22
A4
+
A3
δ2
)
− CA4 > K
in (5.20) and
(5.30)
Nβ
4
√
nδ2
min{1, δ0} − C
(
A2 +
A3
δ2
+A4
)
> K
in (5.21).
We may assume that t and δ is sufficiently small such that θA1/δ
2 > 2C0(t+Nd).
Therefore, in case (ii), by (5.23) and (5.26), we have
(5.31) LΨ ≤
(
− A1θ
2δ2
+
CA3
δ2
+ CA2 + C
A22
A4
+ CA4
)(
1 +
∑
fi
)
.
Finally, we may choose A1 large enough to obtain (5.6). Furthermore, v ≥ 0 in Ωδ
when δ ≤ 2t/N . Therefore, we can ensure Ψ ≥ h on ∂Ωδ. 
Now we are ready to establish the boundary estimates for second order deriva-
tives. Firstly, it is easy to obtain a bound independent of ε for pure tangential
second order derivatives on the boundary
(5.32) |uξη|C0(∂Ω) ≤ C
from the boundary condition in (1.1), where ξ and η are unit tangential vector fields
on ∂Ω.
For the estimates of mixed second order derivatives, we see from (5.2), (5.3) and
(5.6) that
L(Ψ± Tα(u− ϕ)) ≤ 0 in Ωδ
and
Ψ± Tα(u− ϕ) ≥ 0 on ∂Ωδ
for α < n. It follows that
(5.33) |uξν |C0(∂Ω) ≤ C,
where ξ is any unit tangential vector on ∂Ω and ν is the unit inner normal of ∂Ω.
It suffices to establish an upper bound for the double normal derivative on the
boundary ∂Ω since (1 + nγ)△u ≥ 0.
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As in [11], let T = {T ji } be a skew-symmetric matrix, such that eT is orthogonal,
where T ji is the entry of i
th row and jth column of T . Let τ = (τ1, . . . , τn) be a
vector field in Ω given by
τi = T
j
i xj + ai, i = 1, . . . , n,
where ai is a constant. Denote uττ = τiτjuij and u(τ)(τ) = (uτ )τ = τiτjuij +
(τi)jτjui. Similar to Lemma 2.1 of [11] we can prove the following lemma.
Lemma 5.2. We have
L(u(τ)(τ)) ≥ (F [U ])(τ)(τ).
Proof. Similar to Lemma 2.1 of [11], by the skew-symmetry of T , we have
(5.34) F ij(T ki ukjτ + T
k
j ukiτ ) = −F ij,st(T ki ukj + T kj uki)Ustτ
and
(5.35)
F ij(2T ki T
l
jukl + T
k
i T
l
kulj + T
k
j T
l
kuli)
=− F ij,st(T ki ukj + T kj uki)(T ks ukt + T kt uks).
Note that
(u(τ)(τ))ij = uij(τ)(τ) − 2T ki ukjτ − 2T kj ukiτ + 2T si T tjust + T tjT st usi + T ti T st usj .
We find
(5.36)
L (u(τ)(τ)) = F ijuij(τ)(τ) + γ
∑
F ii(∆u)(τ)(τ)
+ F ij
(
2T si T
t
just + T
t
jT
s
t usi + T
t
i T
s
t usj − 2T ki ukjτ − 2T kj ukiτ
)
+ γ
∑
F ii
(
2T sl T
t
l ust + 2T
t
l T
s
t usl − 4T kl uklτ
)
.
Next, since T is skew-symmetric,
2T sl T
t
l ust + 2T
t
l T
s
t usl − 4T kl uklτ = 0.
It follows from (5.34), (5.35) and (5.36) that
L(u(τ)(τ)) =F ijuij(τ)(τ) + γ
∑
F ii(∆u)(τ)(τ)
− F ij,st(T ki ukj + T kj uki)(T ks ukt + T kt uks)
+ F ij,st
(
(T ki ukj + T
k
j uki)Ustτ + (T
k
s ukt + T
k
t uks)Uijτ
)
.
Note that
(uτ )ij = uijτ − T ki ukj − T kj uki.
We obtain
L(u(τ)(τ)) = (F [U ])(τ)(τ) − F ij,st(γδij(∆u)τ + (uτ )ij)(γδst(∆u)τ + (uτ )st)
≥ (F [U ])(τ)(τ).

Now we establish the double normal derivative estimates. We may assume the
origin is a boundary point such that en = (0, . . . , 0, 1) is the unit inner normal there
and denote
M = sup
x∈∂Ω
Dννu(x).
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where ν is the unit inner normal of ∂Ω at x ∈ ∂Ω. Without loss of generality, we
assume
M = sup
∂Ω
|D2u|,
and
(5.37) sup
Ω¯
|D2u| ≤ CM,
for some uniform constant C ≥ 1. By Lemma 5.2, we have
(5.38) L(T 2αu) ≥ T 2α(F [U ]) = T 2α(ψ + εη(ψ)) ≥ −C.
According to [11], we see
(5.39) w(x) ≡ T 2αu(x)− T 2αu(0) ≤ C0(|x′|2 +M |x′|4) ≡ h(x′)
for x ∈ ∂Ω with |x′| ≤ r0.
Let
Ψ =
1
δ4
(
A1(u − u) + td− N
2
d2 +A3|x|4
)
−A2(u− u)−
∑
l<n
|∇l(u− ϕ)|2.
Using the same arguments to Theorem 5.1, by (5.38), (5.37) and (5.39), we can
show that there exists positive constants A1, A2, A3, N sufficiently large and t, δ
sufficiently small such that
L
(
w − h(x′)−MΨ
)
≥ 0 in Ωδ
and
w − h(x′)−MΨ ≤ 0 on ∂Ωδ.
It follows from the maximum principle that
(5.40) w − h(x′)−MΨ ≤ 0 on Ω¯δ.
It follows that
(5.41) w ≤ CM(u − u+ d) + CM |x|4 + C on Ω¯δ.
Therefore, for each small σ > 0, we can find a positive constant δ41 = Cσ < δ
4 such
that
(5.42) w ≤ CM(u− u+ d) + σ
2
M + C on Ω¯δ1
and
(5.43) Lh ≤ (√σM + C)
∑
F ii on Ω¯δ1 .
Next, there exists a positive constant δ2 < δ1 such that
C(u− u+ d) ≤ σ
2
on Ω− Ω̂δ2 ,
where Ω̂δ2 ≡ {x ∈ Ω : dist(x, ∂Ω) > δ2}, since |D(u − u)| ≤ C independent of ε.
Hence we can derive from (5.42) that
(5.44) w ≤ σM + C on Ω¯δ1 ∩ (Ω− Ω̂δ2).
On the other hand, by (4.1), there exists a positive constant C depending on γ−1,
δ2 and |u|C1(Ω¯) such that
(5.45) |w| ≤ C in Ω̂δ2 .
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Thus, there exists a positive constant Cσ depending on σ and other known data
such that
|w| ≤ σM + Cσ on Ω¯δ1 .
Similar to Theorem 5.1, we can find positive constants A1, A2, A3, t and N such
that
L(w − (σM + Cσ)Ψ′) ≥ 0 in Ωδ1
and
w − (σM + Cσ)Ψ′ ≤ 0 on ∂Ωδ1 ∩Ω,
where
Ψ′ =
1
δ21
(
A1(u − u) + td− N
2
d2 +A3|x|2
)
−A2(u− u)−
∑
l<n
|Tl(u − ϕ)|2.
Note that that main terms to control
∑
F ii in Theorem 5.1 are u − u and N2 d2.
We may assume that σ is sufficiently small. Reviewing the proof of Theorem 5.1,
we can find constants t′ sufficiently small and N ′ sufficiently large such that
(5.46) L(u − u+ t′d− N
′
2
d2) ≤ −ε1
∑
F ii in Ωδ1
for some positive constant ε1 and
(5.47) u− u+ t′d− N
′
2
d2 ≥ 0 on Ω¯δ1 .
By (5.43), (5.46) and (5.47), we can choose a constant A sufficiently large such that
L(w − (σM + Cσ)Ψ′ −A(
√
σM + C)w − h) ≥ 0 in Ωδ1 ,
and
w − (σM + Cσ)Ψ′ −A(
√
σM + C)w − h ≤ 0 on ∂Ωδ1 ,
where w = u− u+ t′d− N ′2 d2. Thus, by the maximum principle again, we have
w ≤ (C√σM + Cσ)
(
u− u+ d+ |x|2)+ h(x′) on Ω¯δ1 .
Therefore we obtain
(5.48) (T 2αu)n(0) ≤ C
√
σM + Cσ for each α < n.
It follows that
un(ξ)(ξ) ≤ C
√
σM + Cσ on ∂Ω
for any tangential unit vector field ξ on ∂Ω.
Now choose a new coordinate system and suppose the maximum M is attained
at the origin 0 ∈ ∂Ω, and near the origin ∂Ω is given by (5.1). By the Taylor
expansion, we have
un(x) ≤ un(0) +
∑
α<n
unα(0)xα + (C
√
σM + Cσ)|x′|2
for x ∈ ∂Ω near the origin, where unα(0) is bounded by (5.33). Denote
g ≡ un(x) − un(0)−
∑
α<n
unα(0)xα − (C
√
σM + Cσ)|x′|2.
In (5.5), we may choose another group of positive constants A1, A2, A3, t, N and
δ such that
L
(
g − (√σM + Cσ)Ψ
)
≥ 0 in Ωδ
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and
g − (√σM + Cσ)Ψ ≤ 0 on ∂Ωδ.
Applying the maximum principle again we obtain
M = unn(0) ≤ C
√
σM + Cσ.
Choosing
√
σ < 1/2C, we get a bound M ≤ C and (2.1) is proved.
Remark 5.3. We remark that in this paper, the condition that γ > 0 is only used
to establish the interior estimate (4.1).
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