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Abstract
We present a description of the second data release for the photometric redshift (photo-z) of
the Subaru Strategic Program for the Hyper-Suprime Cam survey. Our photo-z products for the
entire area in the Data Release 2 are publicly available, and both our point estimate catalog
products and full PDFs can be retrieved from the data release site, https://hsc-release.
mtk.nao.ac.jp/.
Key words: surveys, galaxies: distances and redshifts, galaxies: general, cosmology: observations
1 Introduction
We present, in this paper, the descriptions of the second public
data release of photometric redshift (photo-z) of the HSC sur-
vey. The secound data release of the HSC photo-z has been pub-
lished in January 31st, 2020 which is based on the photometric
data collected from 2014 February to August 2018. To date, the
HSC photoz has been widely utilized in various sciences; clus-
ter of galaxies (Lin et al. 2017; Miyaoka et al. 2018; Miyazaki
et al. 2018; Jian et al. 2018; Toshikawa et al. 2018; Medezinski
et al. 2018; Yamashita et al. 2018; Miyatake et al. 2019; Kondo
et al. 2019; Pintos-Castro et al. 2019; Okabe et al. 2019b; Chiu
et al. 2019; Umetsu et al. 2019; Murata et al. 2019; Okabe et al.
2019a; Hayashi et al. 2019; Osato et al. 2020), cosmoc weak
and strong lensing analysis (Oguri et al. 2018; Shirasaki et al.
2018; Wong et al. 2018; Sonnenfeld et al. 2018; Sonnenfeld
et al. 2019; Hikage et al. 2019; Hamana et al. 2019; Sakakibara
et al. 2019; Namikawa et al. 2019; Li et al. 2019; Speagle
et al. 2019), and galaxy and quasar studies (Onoue et al.
2018; Koyama et al. 2018; He et al. 2018; Yamashita et al.
2018; Sonnenfeld et al. 2019; Noboriguchi et al. 2019; Pintos-
Castro et al. 2019; Wong et al. 2019; Toba et al. 2019; Kaviraj
et al. 2019; Izumi et al. 2019; Huang et al. 2020; Martin et al.
2020; Ocran et al. 2020; Lupi et al. 2020).
In the secound DR of the HSC photo-z, we include more
than twice objects compared to the first DR in wider area in
HSC Wide fields and deeper photometry in Deep/UltraDeep
fields. This paper is only include a minor update from the HSC
photo-z DR1 (Tanaka et al. 2018) (refered as PDR1 paper), so
that readers should refer to the first DR paper as well when us-
ing the HSC photo-z data. The paper is organized as follows.
In section 2, we describe the construction of spectroscopic red-
shift sample which is used to calibrate our photo-z. In section
3, we revisit the method to measure the photo-z for each code.
In section 4, we describe our metrics to assess the quality of our
photo-z, both for point estimates and PDFs. Section 5 gives our
data products.
c© 2014. Astronomical Society of Japan.
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2 Training, Validation, and Test Samples
2.1 Construction of the training sample
We first collect spectroscopic redshifts from the literature:
zCOSMOS DR3 (Lilly et al. 2009), UDSz (Bradshaw
et al. 2013; McLure et al. 2013), 3D-HST (Skelton et al.
2014; Momcheva et al. 2016), FMOS-COSMOS (Silverman
et al. 2015), VVDS (Le Fe`vre et al. 2013), VIPERS PDR1
(Garilli et al. 2014), SDSS DR14 (Alam et al. 2015), GAMA
DR2 (Liske et al. 2015), WiggleZ DR1 (Drinkwater et al. 2010),
DEEP2/3 DR4 (Davis et al. 2003; Cooper et al. 2011; Cooper
et al. 2012; Newman et al. 2013), PRIMUS DR1 (Coil et al.
2011; Cool et al. 2013) and VANDELS DR2 (Pentericci et al.
2018). Those catalogs provide a quality control parameter to
evaluate the quality of spec-z. As in the PDR1, we construct
the homogenized bit flag and it is summarized below for the
catalogs which are newly available in this data release. The
following criteria should be satisfied before we match the
catalog to the HSC photometric catalog.
Public spec-z data:
1. 0.01< z < 9 (no stars, quasars, or failures)
2. σz < 0.005(1 + z) (error cut)
3. SDSS/BOSS DR14: zWarning = 0 (no apparent issues)
4. DEEP2/3 DR4: qFlag= 4 (> 99.5% confidence)
5. VANDELS DR2: zflg> 2 (> 95% confident)
6. For other spec-z catalogs, we apply
flag homogeneous==True taken from PDR1 spec-
zcatalog.
Private spec-z data:
In addition to the public spec-zcatalogs, we combine private
catalogs of COSMOS spec-z’s (Mara Salvato, private commu-
nication) and C3R2 spec-z’s (Dan Masters, private communica-
tion, Masters et al. 2017; Masters et al. 2019) exclusively used
for our photo-z calibration (these catalogs are not included in
the PDR2).
Multiband photo-z data:
In order to cover the deep photometric data of HSC, we also
combine COSMOS2015 multiband photo-z(Laigle et al. 2016).
Those spec-z catalogs are matched to the HSC
UltraDeep/Deep photometric catalog and subsequently to
the HSC Wide catalog which meet the following criteria,
1. isprimary is True (no duplicates)
2. [grizy] cmodel flux > 0
3. [grizy] cmodel fluxsigma > 0
The matching radius is taken to 1 arcsec.
The following quantities are then selected and/or computed:
1. Identifiers: ID, (ra,dec), and (tract,patch) coordinates,
but these are confidential during the calibration.
Fig. 1. Redshift distributions for the training sample.
2. Fluxes: PSF fluxes, cmodel fluxes, cmodel exp fluxes,
cmodel dev fluxes, and PSF-matched aperture fluxes with
target 1.3 arcsec PSF and 1.5 arcsec apertures, together with
the Galactic attenuation estimates (a [grizy]).
3. Shapes: sdss shape parameters.
4. Redshift: redshift, 1σ error when available, parent survey
(SDSS, etc.).
5. Depth: flag for UltraDeep/Deep, and Wide photometry.
6. Emulated errors: emulated wide-depth photometric errors
for the objects which do not match to the Wide layer data.
For each UltraDeep/Deep objects, we assign the mean of
the photometric errors over wide layer objects located in the
nearest neighbors in the magnitude and color hyperspace.
7. Weights: We compute the specific weights such that the
magnitude and magnitude error distribution of the training
sample after applying the weights matches to the one for
the entire wide layer photometric target sample (Lima et al.
2008). The weights are thus used to optimize the photo-z
to maximize the performance of the target photometric sam-
ple, and then used to predict the expected performance of the
photo-z for the target sample.
8. cross-validation ID: We divide the training sample into 5
subset to conduct a cross validation.
Since we compile spectroscopic, grizm/prism redshifts and high
precision photometric redshift as a calibration sample, we refer
to those sample as reference redshift zref hereafter. Figure 1
shows the redshift distributions for the reference redshift sample
matched to the HSC photometric sample. In the bottom panel,
we also show the weighted distribution projected to the entire
HSC Wide target sample.
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2.2 Training, validation and test procedures
We first divide the calibration sample into k = 5-fold stratified
cross validation set. The sample is equally divided so that the
redshift distribution coincide with each other. The 5th sample is
reserved for the test sample and is never used for calibration or
optimization process. The rest of the 4 sub-samples are used for
training and validation. Mizuki uses the 1-hold out validation,
i.e. k=1−3 are used for training and k=4 is for the validation,
while DEmP uses k = 1−4 for both training and leave-one-out
validation. After completing the training, we apply the photo-z
code to the test sample. Unlike the PDR1 photo-z, we directly
evaluate the photo-z accuraccy using the k = 5 validation set,
which has not been used for optimizing the code. Also, we
do not apply the weight to project the accuracy to the entire
photometric target sample.
3 Methods
In the PDR2, photo-z catalogs based on one template fitting
code Mizuki and one empirical-method-based code DEmP are
available. Here, we briefly revisit the each photo-z measure-
ment method.
3.1 DEmP
The Direct Empirical Photometric code (DEmP) is an empirical
quadratic polynomial photometric redshift fitting code. Details
are described in Hsieh & Yee (2014) and Tanaka et al. (2018).
In PDR2, the photo-z, stellar mass, and SFR are provided, and
they are computed from afterburner photometry independently.
The photo-z, as well as stellar mass and SFR, for each object is
calculated using the 40 nearest neighbors in a nine-dimensional
parameter space (5 magnitude axes and 4 color axes) with a lin-
ear function. There is no number of filters cut, i.e., the output
products are provided for objects with even one-band-only pho-
tometry. The PDF of photo-z for each galaxy is generated using
Monte Carlo technique and the bootstraping method. We use
Monte Carlo technique to generate 500 data sets based on the
photometry and uncertainties of the input galaxies to account
for the effects due to photometric uncertainties. We then boot-
strap the training set for each input galaxy 500 times for each
of the Monte Carlo generated data set, to estimate the sampling
effect in the training set.
3.2 Mizuki
We use a template fitting-code MIZUKI. Details are described
in Tanaka (2015) and Tanaka et al. (2018), but a brief outline
is given here. The code uses a set of templates generated with
the Bruzual & Charlot (2003) stellar population synthesis code
assuming a Chabrier (2003) IMF and Calzetti et al. (2000) dust
attenuation curve. Emission lines are added to the templates as-
suming solar metallicity (Inoue 2011). Template error functions
are incorporated in order to account for systematic offsets and
uncertainties in the templates. We apply a set of Bayesian priors
on the physical properties and let the priors depend on redshift
to keep the template parameters within realistic ranges to reduce
the degeneracy in the multi-color space and also to let templates
evolve with redshift in an observationally motivated way.
An update since PDR1 is that the PDF recalibration is ap-
plied following Bordoloi et al. (2010), which delivers a small
improvement in the overall performance. We use the CModel
photometry, but as described in Aihara et al. (2019), the pho-
tometry is occasionally over-estimated due to severe object
blending (a side effect of well-preserved wings of bright ob-
jects). Photo-z’s from mizuki suffer from the photometry prob-
lem.
4 Performance Evaluation
4.1 Metrics to characterize photo-z
In order for clarity, we explicitly define the quantities to evalu-
ate the performance of the point estimate of the photo-z, which
in literature, is often defined in the different manner. We note
that unlike in the PDR1, we do not apply a successive three
sigma clipping to calculate the following statistics.
• Bias b:
Since the photo-z is not a perfect measure of the redshift of
galaxy and often systematically deviates from the spectro-
scopic redshift. To quantify the difference between photo-
z and spec-z, we first define the difference between them
as ∆z = (zphoto − zspec)/(1 + zspec). The bias can be de-
fined as the shift averaged over entire sample or some sub-
set of the objects. We define here the conventional bais as
bconv ≡ M(∆z), where M stands for the median. Although
the median is even stable against the outliers, the better mea-
sure of bias can be given by bi-weighted mean (Beers et al.
1990),
bbw ≡M +
∑
|ui|<1
(∆zi−M)(1− u
2
i )
2
∑
|ui|<1
(1− u2i )
2
(1)
ui =
(∆zi−M)
cMAD
, (2)
where MAD is a median absolute deviation, MAD ≡
M(|∆zi−M |), and parameter c is tuning parameter and we
set it as c=6.0. The above formula can be iteratively applyed
by replacing M with bbw. Convergence of this iteration is
quite fast and we iterate till the incremental difference in bbw
reaches 0.1%.
• Scatter σ:
Not only the systematic bias, how much the photo-z is
scattered around the true spec-z value is also important to
explore. It is often in the literature, defined as σconv =
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MAD/0.6745. Here we also introduce a biweight deviation
defined as
σbw =
√
N
∑
|ui|<1
(∆zi−M)2(1−u2i )
4
∣∣∣∑|ui|<1(1− u2i )(1− 5u2i )
∣∣∣ . (3)
Again, we iterate the measurement simultaneously with bbw
by replacingM with bbw. Here we set c= 9.0.
• outlier rate η:
The outlier is conventionally defined as, |∆zi| > 0.15 and
thus the outlier rate can be
ηconv =
N(|∆zi|> 0.15)
Ntot
. (4)
Here we introduce a biweight based definition of the outlier
rate such that
η =
N(|∆zi− bbw|> 2σbw)
Ntot
. (5)
• Loss L:
Although above statistics are useful to quantify the accuracy
of the photo-z, it is more convenient to introduce loss func-
tion as it has been introduced in Tanaka et al. (2018),
L(∆z) = 1−
1
1+ (∆z/γ)2
(6)
This loss function can incorporate bias, scatter and outlier
rate at the same time and can evaluate the photo-z accuracy
with single quantity.
4.2 Code-code comparisons for Point Estimate
In this section, we present the photo-z performance for Mizuki
and DEmP based on the point statistics by using the k=5 valida-
tion set. We show both Wide and Deep/UltraDeep performances
and for the sample matched only to the HSC Deep/UltlaDeep,
the photo-z is derived according to the wide-emulated photo-
metric errors.
Figure 2 shows the scatter plot of PDR2 photo-z for two dif-
ferent codes for two different depths. We note that for the wide
depth, we use not only the objects detected in the wide layer but
also objects detected in Deep/UltraDeep layers as well replac-
ing the photometric error with the wide-emulated errors when
observed wide photometric error is not available. If we compare
the Wide and Deep/UltraDeep depths, we can see little differ-
ence between them. This implies that the accuracy of photo-z
is already converged at the Wide depth of the HSC and going
deeper observation would little help to improve the accuracy.
The statistics defined in section 4.1 are shown in Figures 3 and
4. Top and 3rd panels of Fig. 3 show the statistics for Mizuki
for Wide and Deep/UltraDeep catalogs. Outlier rate for all mag-
nitude ranges and the bias at faint magnitudes i∼ 25 are slightly
improved with deeper photometry. Therefore, the deeper pho-
tometry is still useful for the photo-z at faint objects, i > 24.
The second and bottom panels show the statistics for DEmP. No
significant improvements are observed in bias and scatter, but
the outlier rate is slightly improved at all magnitude ranges.
Figure 4 shows the statistics as a function of photoz best. For
both codes, the deeper image help to improve at redshift range
2< zp < 3.5.
4.3 N(z) distribution
In various scientific uses, we often consider not only the redshift
for single galaxy but also the global properties averaged over a
number of objects. In this section, we show redshift distribu-
tions of photometric sample and compare them between two
different photo-z codes.
Figure 5 shows the N(z) distribution for the entire PDR2
catalog in the wide layer. First we compare the distributions by
stacking the P (z) for all galaxies and the histogram of zMC a
random draw from the P (z). As clarified in the PDR1 paper,
these two different measurements fairly well agree with each
other. Also shown with red curves is the one obtained by refer-
ence redshift catalog with reweighting to match the magnitude
and multi-color distribution to the one for the entire photometric
sample in the wide layer. For DEmP, the weighted distribution
agrees well with the stacked P (z), while the significant dis-
agreement can be seen for the Mizuki catalog. This is mainly
due to the fact that the Mizuki only have photo-z for objects
observed with three bands or more (see Table 4). Therefore,
the weights to apply to the reference redshift catalog do not
reproduce the entire photometric sample of Mizuki. We note
that this disagreement does not mean that Mizuki worse mea-
sure the photo-z but simply means that the mismatch between
the target weight and the actual Mizuki’s sample. The bot-
tom panel compares the difference in weighted P (z) between
Mizuki and DEmP. Because of the stringent sample selection of
Mizuki, the distribution is slightly shallower compared to the
one from DEmP; mean redshifts are 1.44 and 1.68 and medians
1.1 and 1.37 for Mizuki and DEmP respectively.
4.4 Tests on PDF
The full information of photo-z is encoded in the probability
distribution function (PDF), or in other words, the posterior dis-
tribution of the measurement for individual galaxy. In this sec-
tion, we assess the quality of the PDF by exploring with two
quantities as in the PDR1 paper. The statistics we focus on
are probability integral transform (PIT) and continuous ranked
probability score (CRPS) (Polsterer et al. 2016).
The PIT analysis evaluates if the PDF correctly reflects the
error of the photo-z. The PIT is defined as
PIT(zref) =
∫ zref
0
P (z)dz, (7)
and we take the histograrm of PIT over the test sample. When
the PDF is properly calibrated, the histogram will become flat
distribution. The left panels of Fig. 6 represent the PIT distribu-
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Fig. 2. Scatter plot of HSC photo-z versus reference redshift. Four different panels show different photo-z codes and different depths. For reference, red
lines indicate the boundaries of the conventional outlier.
Table 1. Photo-z statistics for all the codes as a function of magnitude.
wide deep/u-deep
Code mag. bias σbw fbw < L(∆z))> bias σbw fbw < L(∆z))>
18.50− 18.75 −0.008 0.038 0.134 0.098 −0.005 0.038 0.129 0.087
18.75− 19.00 −0.009 0.037 0.163 0.116 −0.011 0.039 0.177 0.107
19.00− 19.25 −0.011 0.032 0.189 0.127 −0.004 0.039 0.169 0.115
19.25− 19.50 −0.012 0.027 0.197 0.121 −0.004 0.039 0.153 0.110
19.50− 19.75 −0.011 0.025 0.198 0.114 −0.001 0.038 0.165 0.125
19.75− 20.00 −0.009 0.029 0.197 0.131 +0.003 0.042 0.149 0.124
20.00− 20.25 −0.004 0.035 0.235 0.185 +0.003 0.044 0.181 0.141
20.25− 20.50 −0.001 0.042 0.254 0.213 +0.005 0.043 0.197 0.149
20.50− 20.75 −0.001 0.043 0.232 0.202 +0.004 0.043 0.159 0.129
20.75− 21.00 −0.001 0.043 0.246 0.213 +0.002 0.039 0.179 0.138
21.00− 21.25 −0.004 0.044 0.216 0.187 −0.001 0.042 0.157 0.127
21.25− 21.50 −0.004 0.043 0.201 0.174 −0.001 0.042 0.155 0.130
Mizuki 21.50− 21.75 −0.005 0.043 0.192 0.163 −0.003 0.041 0.153 0.125
21.75− 22.00 −0.003 0.043 0.182 0.157 −0.002 0.043 0.144 0.122
22.00− 22.25 −0.005 0.042 0.167 0.141 −0.004 0.042 0.147 0.126
22.25− 22.50 −0.003 0.043 0.163 0.136 −0.002 0.043 0.147 0.126
22.50− 22.75 −0.002 0.046 0.171 0.150 −0.003 0.046 0.162 0.144
22.75− 23.00 +0.001 0.050 0.184 0.168 −0.001 0.047 0.184 0.164
23.00− 23.25 +0.002 0.052 0.176 0.170 −0.001 0.049 0.181 0.168
23.25− 23.50 +0.005 0.056 0.188 0.186 +0.000 0.050 0.193 0.181
23.50− 23.75 +0.007 0.065 0.190 0.206 +0.002 0.057 0.189 0.191
23.75− 24.00 +0.009 0.069 0.184 0.213 +0.001 0.058 0.190 0.196
24.00− 24.25 +0.012 0.080 0.192 0.236 +0.003 0.062 0.188 0.203
24.25− 24.50 +0.016 0.091 0.184 0.255 +0.005 0.071 0.186 0.218
24.50− 24.75 +0.013 0.095 0.197 0.272 +0.002 0.075 0.196 0.231
24.75− 25.00 +0.018 0.109 0.206 0.301 +0.004 0.079 0.188 0.231
18.50− 18.75 +0.004 0.024 0.143 0.068 +0.002 0.027 0.170 0.088
18.75− 19.00 +0.005 0.023 0.161 0.073 +0.005 0.026 0.146 0.067
19.00− 19.25 +0.004 0.023 0.186 0.100 +0.003 0.030 0.141 0.087
19.25− 19.50 +0.003 0.019 0.171 0.084 +0.002 0.030 0.171 0.088
19.50− 19.75 +0.003 0.020 0.168 0.082 +0.003 0.030 0.198 0.121
19.75− 20.00 +0.001 0.022 0.169 0.091 +0.002 0.029 0.156 0.096
20.00− 20.25 +0.002 0.026 0.207 0.134 +0.001 0.030 0.162 0.093
20.25− 20.50 +0.001 0.030 0.225 0.159 +0.003 0.031 0.170 0.101
20.50− 20.75 +0.002 0.031 0.227 0.160 +0.001 0.028 0.163 0.096
20.75− 21.00 +0.001 0.029 0.219 0.151 +0.002 0.028 0.159 0.093
21.00− 21.25 +0.001 0.030 0.201 0.136 +0.000 0.029 0.157 0.091
21.25− 21.50 +0.002 0.027 0.186 0.120 +0.001 0.028 0.153 0.091
DEmP 21.50− 21.75 +0.001 0.027 0.178 0.107 +0.001 0.029 0.151 0.088
21.75− 22.00 +0.002 0.027 0.167 0.098 +0.001 0.029 0.153 0.085
22.00− 22.25 +0.000 0.029 0.153 0.094 −0.000 0.030 0.155 0.090
22.25− 22.50 +0.001 0.028 0.159 0.093 +0.001 0.029 0.150 0.086
22.50− 22.75 −0.001 0.032 0.163 0.101 −0.001 0.032 0.158 0.097
22.75− 23.00 −0.000 0.035 0.174 0.116 +0.001 0.034 0.170 0.112
23.00− 23.25 +0.001 0.035 0.173 0.123 +0.001 0.035 0.173 0.121
23.25− 23.50 +0.000 0.036 0.168 0.125 −0.000 0.036 0.172 0.126
23.50− 23.75 +0.001 0.040 0.180 0.141 +0.001 0.039 0.176 0.134
23.75− 24.00 −0.000 0.042 0.182 0.148 +0.001 0.041 0.181 0.141
24.00− 24.25 −0.000 0.050 0.180 0.165 +0.002 0.049 0.174 0.159
24.25− 24.50 +0.002 0.057 0.180 0.179 +0.003 0.056 0.175 0.173
24.50− 24.75 −0.002 0.065 0.177 0.195 −0.000 0.065 0.171 0.190
24.75− 25.00 −0.000 0.072 0.171 0.205 +0.002 0.071 0.169 0.203
tions normalized to unity for Mizuki (upper) and DEmP (lower).
Two significant peaks at PIT∼ 0 and 1 can be observed which
indicate that the PDF is too narrow. Note that the Mizuki shows
more flatter shape than DEmP because the PDF of Mizuki is re-
calibrated with the PIT of the training sample (Bordoloi et al.
2010). In principle this recalibration works fairly well; however
in practical case where an extreme situation such that the PDF
only has non-zero value at z =0, the recalibration does not per-
fectly make the distribution of PIT flat, and peaks still remain.
The recalibration has not been applied for DEmP and this makes
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Fig. 3. Bias, scatter and outlier rate plotted against i-band magnitude. The different panels are for different codes as indicated by the label on the top-left
corner of each panel. The gray shades show ±0.01 range, which will be useful for bias. The symbols are explained in the panels. Note that these plots are
based on the COSMOS Wide-depth median stack and include objects in COSMOS only.
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Fig. 4. Same as Fig. 3 but as a function of photoz best.
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Table 2. Photo-z statistics for all the codes as a function of photoz best. All those numbers are for the sample down to i= 25 mag.
wide deep/u-deep
Code zphot bias σbw fbw < L(∆z))> bias σbw fbw < L(∆z))>
0.00− 0.20 −0.012 0.039 0.131 0.112 +0.002 0.061 0.198 0.219
0.20− 0.40 −0.006 0.042 0.144 0.110 +0.014 0.046 0.163 0.139
0.40− 0.60 −0.008 0.034 0.159 0.104 +0.004 0.047 0.180 0.154
0.60− 0.80 −0.006 0.037 0.115 0.089 −0.006 0.035 0.108 0.081
0.80− 1.00 −0.001 0.044 0.148 0.131 −0.002 0.042 0.127 0.111
1.00− 1.20 −0.008 0.083 0.201 0.235 −0.015 0.059 0.158 0.168
1.20− 1.40 +0.002 0.080 0.182 0.222 −0.004 0.054 0.132 0.138
1.40− 1.60 +0.005 0.107 0.224 0.281 −0.003 0.076 0.248 0.250
1.60− 1.80 +0.048 0.162 0.156 0.355 +0.048 0.176 0.138 0.364
Mizuki 1.80− 2.00 +0.041 0.159 0.192 0.344 +0.077 0.197 0.108 0.407
2.00− 2.20 +0.040 0.121 0.161 0.317 +0.041 0.152 0.165 0.371
2.20− 2.40 +0.040 0.116 0.172 0.306 +0.056 0.176 0.213 0.406
2.40− 2.60 +0.038 0.115 0.188 0.305 +0.041 0.112 0.248 0.355
2.60− 2.80 +0.044 0.127 0.242 0.362 +0.028 0.086 0.221 0.295
2.80− 3.00 +0.048 0.161 0.376 0.472 +0.024 0.076 0.302 0.357
3.00− 3.20 +0.029 0.102 0.442 0.486 +0.012 0.053 0.353 0.383
3.20− 3.40 +0.016 0.069 0.466 0.493 +0.006 0.060 0.315 0.336
3.40− 3.60 +0.007 0.054 0.297 0.321 +0.003 0.046 0.219 0.213
3.60− 3.80 +0.010 0.048 0.263 0.269 +0.012 0.050 0.183 0.205
3.80− 4.00 +0.026 0.062 0.254 0.304 +0.028 0.055 0.218 0.246
0.00− 0.20 +0.009 0.024 0.174 0.094 +0.028 0.067 0.245 0.249
0.20− 0.40 +0.003 0.027 0.158 0.082 +0.006 0.036 0.177 0.127
0.40− 0.60 +0.003 0.023 0.139 0.062 +0.001 0.036 0.141 0.104
0.60− 0.80 +0.001 0.024 0.148 0.072 +0.004 0.028 0.156 0.079
0.80− 1.00 −0.001 0.028 0.148 0.088 +0.000 0.028 0.131 0.070
1.00− 1.20 +0.001 0.041 0.164 0.130 +0.003 0.040 0.143 0.108
1.20− 1.40 −0.007 0.037 0.161 0.128 −0.005 0.034 0.104 0.073
1.40− 1.60 −0.008 0.051 0.193 0.173 −0.008 0.044 0.155 0.122
1.60− 1.80 −0.030 0.120 0.142 0.268 −0.043 0.120 0.122 0.271
DEmP 1.80− 2.00 −0.076 0.155 0.108 0.349 −0.085 0.152 0.089 0.354
2.00− 2.20 −0.039 0.129 0.174 0.297 −0.048 0.136 0.136 0.303
2.20− 2.40 −0.026 0.094 0.189 0.256 −0.050 0.124 0.130 0.296
2.40− 2.60 −0.015 0.077 0.235 0.256 −0.033 0.117 0.151 0.286
2.60− 2.80 −0.048 0.130 0.234 0.338 −0.032 0.103 0.218 0.293
2.80− 3.00 −0.060 0.209 0.223 0.389 −0.021 0.075 0.246 0.289
3.00− 3.20 −0.092 0.337 0.084 0.442 −0.015 0.067 0.303 0.321
3.20− 3.40 −0.164 0.408 0.000 0.480 −0.021 0.065 0.309 0.338
3.40− 3.60 −0.001 0.046 0.240 0.236 −0.002 0.044 0.182 0.183
3.60− 3.80 −0.009 0.033 0.185 0.162 −0.010 0.035 0.122 0.117
3.80− 4.00 −0.023 0.044 0.226 0.230 −0.020 0.049 0.206 0.221
Fig. 5. Redshift distributions for entire PDR2 wide sample computed from
zMC (blue) and stacked P (z) (gray shaded). Also shown with red histogram
is reweighted distribution of the reference redshift sample. Bottom panel
show the comparison of the reweighted distribution for Mizuki and DEmP.
PIT distribution more convex shape.
The CRPS measures the distance between zref and the PDF,
which is defined as
CRPS =
∫ ∞
0
[PIT(z)−H(z− zref)]
2dz, (8)
where H(z) is the Heaviside step function. The right panels
of Fig. 6 show the distribution of CRPS for entire test sample
and means of CRPS. In terms of the CRPS, brighter objects
(i < 22.5) have better statistics for both Mizuki and DEmP, and
DEmP is slightly better than Mizuki. One can see the strinking
peak at log10(CRPS)=−2 for Mizuki, which is dominated by
the objects at z = 0 and PDF only has a single non-zero value
at z=0.
4.5 Comparison to PDR1
In this section, we compare the accuracy of the photo-z between
PDR1 and PDR2. A major difference between PDR1 and PDR2
is in a background subtraction, but we briefly revisit the differ-
ence in the photometric data between two releases.
• The sky coverage of wide layer full-depth-full-color (FDFC)
region increase from 100 to 300 square degrees and we in-
clude not only FDFC region, but also the area where the some
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Fig. 6. PIT (left) and CRPS (right) for Mizuki (upper) and DEmP (lower). The dotted horizontal line in the left panel is just to guide the eye, and dotted lines in
the right panels show the mean of CRPS.
fraction of color or depth are missing.
• We do not discriminate Deep and UltraDeep layers and they
are jointly processed.
• The broadband filters r and i are replaced with more uniform
transmission ones, r2 and i2.
• A new sky subtraction is implemented which may affect the
tail of the large objects, and possibly the photometory for
objects located in the vicinity of the large object.
• Object detection algorithm is improved and much fainter ob-
jects are detected.
• Photometric calibration using Pan-STARRS has been up-
dated, and we remove the late-type stars from calibration to
avoid the metalicity variations.
There are more updates from PDR1 for the photometric data
but refer to the second data release paper (Aihara et al. 2019)
for more complete statement.
Figure 7 shows the difference of photo-z accuracy between
PDR1 and PDR2. Upper panels show the scatter plots for the
PDR1 test sample, and the middle panels for the PDR2. It
is clearly seen that the PDR2 wide sample is extended to the
higher redshifts due to the increase of the reference redshift
sample. There are no remarkable improvement for the Deep
and UltraDeep objects.
Next, we match the objects in PDR2 to those in PDR1 by
coordinate. 4k objects out of 26k objects in the test sample
are matched within 1 arcsec for wide, and 9k objects out of
49k objects for Deep/UltraDeep. This low probability of ob-
ject matching is simply because we generate the test sample for
PDR2 randomly and independently from PDR1: roughly speak-
ing, 1/5 objects should be matched. The bottom panels of Fig.
7 show the photo-z accuracy of matched PDR2 sample for ob-
jects having better accuracy at PDR1 (∆z < 0.03) and worse
accuracy (∆z > 0.03) respectively. The orange open histogram
show tails extended to ∆z > 0.03 which means some fraction
of objects for better photo-z at PDR1 gets worse at PDR2. On
the other hand, objects having worse accuracy at PDR1 (shown
in filled blue histogram) has a peak at ∆z = 0, which reflects
that the large fraction of objects are getting better accuracy in
PDR2. For Mizuki, 45% (42%) objects are improved and 15%
(7%) objects remain same accuracy for Wide (Deep/UltraDeep)
sample. For DEmP, 36% (40%) objects are improved and 21%
(11%) objects remain same accuracy, respectively. This implies
that the PDR2 does not significantly improve the accuracy of
the photo-z and the accuracy is fluctuating depending on the
measurement of the photometry and the way of calibration.
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Fig. 7. Comparison of photoz accuracy between PDR1 and PDR2. Upper panels are for PDR1 and middle panels for PDR2. A significant extension to the
higher redshifts for PDR2 can be observed for the wide layer. The bottom panels show the one to one comparison. Orange open histogram show the accuracy
of PDR2 objects that have accuracy better than ∆z < 0.03 for PDR1. Blue filled histogram shows the one for objects having worse than 0.03 for PDR1.
5 Data Products
This section summarizes our target selection criteria, ’common’
outputs that are available for all the codes, as well as code-
specific outputs.
HSC-SSP Public Data Release 2 (PDR2) includes our photo-
z’s for the Wide and Deep/UltraDeep layers, covering over 1100
and 30 square degrees respectively. As in the PDR1, we apply
different cuts to select objects for computing photo-z produc-
tion, depending on the specification of the code. Table 4 sum-
marizes the target selection by each code. The table also indi-
cates whether there are additional outputs from the code, which
we will elaborate below. Both codes have common selection of
detect is primary to select primary objects. DEmP computes
photo-z’s for all the primary objects, but Mizuki for primary
objects with good CModel photometry in at least 3 bands.
Both codes first generate a PDF for each object and then
we run a common script to compute, as a post process, various
point estimates, confidence intervals and other statistics. The
common outputs are summarized in Table 3. In addition to these
common outputs, there are code-specific outputs as follows.
Mizuki
• reduced chisq, χ2ν : Reduced chi-squares of the best-fit
model. It is recommended to remove objects having χ2ν > 5
for scientific use.
• stellar mass: Median stellar mass derived from P (M∗),
which is stellar mass PDF marginalized over all the other pa-
rameters. The 68% confidence intervals are also available.
All the uncertainties on physical parameters include uncer-
tainties from photo-z’s.
• sfr: Median star formation rate with 68% intervals.
• tauv, τV : Median dust attenuation in the V-band with 68%
intervals. Note that AV = 1.09τV .
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• prob x: x is either gal, qso or star, which denote the
relative probability that an object is galaxy, QSO and star.
• rest-frame magnitudes: Rest-frame magnitudes in the
GALEX, SDSS, HSC, and WFCAM filters. Only the mag-
nitudes from the best-fit template at the median redshifts are
computed and no uncertainties are currently available.
DEmP
• stellar mass: Mode stellar mass derived from P (M∗), in
the unit of solar mass in log scale.
• stellar mass err95 min: 2.5 % percentile in the P (M∗)
• stellar mass err68 min: 16 % percentile in the P (M∗)
• stellar mass err68 max: 84 % percentile in the P (M∗)
• stellar mass err95 max: 97.5 % percentile in the P (M∗)
• SFR: Mode star formation rate derived from P (SFR), in the
unit of solar mass per year in log scale.
• SFR err95 min: 2.5 % percentile in the P (SFR)
• SFR err68 min: 16 % percentile in the P (SFR)
• SFR err68 max: 84 % percentile in the P (SFR)
• SFR err95 max: 97.5 % percentile in the P (SFR)
All of the catalog products such as photo-z point estimates
are available in the database. The full PDFs are stored in the
fits format and are available from the photo-z page of the PDR2
site; https://hsc-release.mtk.nao.ac.jp/.
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