Abstract-When considering realistic mobility patterns, nodes in mobile ad hoc networks move in such a way that the networks most often get divided in a set of disjoint partitions. This presence of partitions is an obstacle to communication within these networks. Ad hoc networks are generally based on technologies allowing nodes in a geographical neighborhood to communicate for free, in a P2P manner. These technologies include IEEE802.11 (Wi-Fi), Bluetooth, etc. In most cases a communication infrastructure is available. It can be a set of access point as well as GMS/UMTS network. The use of such an infrastructure is billed, but it permits distant nodes to get in communication, through what we call "bypass links". The objective of our work is to improve the network connectivity by defining a set of long distance connections. To do this we consider the number of bypass links, as well as the two properties that build on the "small-world" graph theory: the clustering coefficient, and the characteristic path length. A fitness function, used for genetic optimization, is processed out of these three metrics. In this paper we investigate the use of two Coevolutionary Genetic Algorithms (LCGA and CCGA) and compare their performance to a generational and a steadystate genetic algorithm (genGA and ssGA) for optimizing one instance of this topology control problem and present evidence of their capacity to solve it.
I. INTRODUCTION
Ad hoc networks are wireless networks composed of devices (called "nodes" hereinafter) able to spontaneously interconnect in a peer-to-peer manner. No infrastructure is required. In these networks, nodes communicate using the radio medium. The most popular wireless networking technologies available nowadays for building such networks are IEEE802.11b (Wi-Fi) [1] and, to a lesser extent, Bluetooth [2] . Consequently nodes can communicate only if the distance between them is lower than a few dozen meters. When using Bluetooth, 10-12m appears to be a practical upper limit. Generally ad hoc networks are considered mobile [3] . This brings a number of issues. In particular, depending on the mobility pattern that is considered, the nodes move in such a way that the resulting network topology exhibits a number of partitions. Partitions severely penalize the global effectiveness of the network. Fortunately, it can be generally assumed that a network infrastructure is available, such as a GSM/UMTS network or a WirelessLAN. A solution to this partitioning problem is to create a set of long-distance network links that directly interconnect nodes in distinct partitions. In the following, such links are referred to as Grégoire Danoy, Pascal Bouvry and Luc Hogie are with the Faculty of Sciences, Technology and Communications, University of Luxembourg, 6, rue R. Coudenhove-Kalergi, L-1359 Luxembourg, (email: {gregoire.danoy, pascal.bouvry, luc.hogie}@uni.lu).
"bypass" links. Such a problem is known as a topology control problem [4] .
In this paper we consider the topology control problem which consists in defining the appropriate set of bypass links that will improve the global network topology at best. In order to do this we use the properties that build on the "small-world" graph theory [5] , that are the clustering coefficient and the characteristic path length. Small-world networks feature a high clustering coefficient (γ) while still retaining a low value for the characteristic path length (L). One the one hand, obtaining a low path length means that crossing the network can be achieved in a few hops, which is of importance for effective routing [6] mechanisms as well as for the overall communication performance of the entire network. On the other hand, the clustering coefficient represents the connectivity in the neighborhood of each node and thus reflects the degree of information dissemination each single node can achieve. Finally, because resorting to bypass links involves a cost, it is consequently important that the number of bypass links used is kept low.
In order to optimize those parameters (maximizing γ, minimizing L) and to minimize the number of required bypass links in the network, we relied on Evolutionary Algorithms (EAs) [7] and more specifically on two Coevolutionary Genetic Algorithms (cGAs). The latter are a Cooperative Coevolutionary GA (CCGA) [8] and a Loosely Coupled GA (LCGA) [9] . CCGA and LCGA have already proved their ability for solving complex real-world problems respectively in [10] and [11] . We start by investigating the kind of evolution step more amenable to our problem by comparing the performance of CCGA and LCGA on a basic instance of a partitioned ad hoc network.
The remainder of this paper is organized as follows. In the next section we give a detailed view on the injection network problem; we address as well several small-world properties. Section III provides details on the two coevolutionary genetic algorithms we use. Then, in Section IV, we present Dafo, the framework for evolutionary computation we use. Section V presents the experiments and discusses the obtained results. The last section contains our conclusions and perspectives.
II. THE PROBLEM
Pure mobile multi-hop ad hoc networks (network only made of P2P links) inherently exhibit a number of issues. Routing [6] is commonly cited to as one of the most fundamental ones. In most cases, where ad hoc networks will be deployed, some network infrastructure will be available. It is then very likely that both worlds will merge into what is referred to as hybrid networks. A major benefit of using some infrastructure is that network partitioning becomes then avoidable [12] , [13] [14] . Unfortunately accessing the network infrastructure generally has a significant cost.
There have been a few attempts to improve the connectivity in ad hoc networks in a various ways. Let us lighten the following ones. Helmy [15] focuses on long-distance links for which the objective is to reduce the number of queries during the search for a given target node. Another approach introduces base stations to increase connectivity in ad hoc networks [16] , thus realizing global reachability. Watts [5] introduces a spatially defined link, called global edge, with length-scaling properties to include spatial models in his investigations. Some approaches extend standard ad hoc network models, by considering two different transmission ranges [17] , [18] , e.g. small distance Bluetooth links along with higher distance Wi-Fi links.
Our initial motivation for the current investigation is based on the assumption that technologies like Bluetooth and IEEE802.11b are used to perform communications at no cost. Additional cellular network links such as GSM/UMTS/HSDPA might be employed by appropriately equipped devices to establish supplementary communication links (the bypass links) between two arbitrary devices. These links, however, will induce additional costs. Let us introduce the notion of bypass links. Please note that elements of Γ tr (v) do not necessarily have to be connected to v in real settings.
The "injection communication" paradigm is based on establishing bypass links between carefully selected devices. Herrmann et al. [19] In order to study the small-world properties of such hybrid networks, we had to rely on some ad hoc network simulator. We used Madhoc [20] , an application-level network simulator dedicated to the simulation of mobile ad hoc networks. The main motivation for using Madhoc is its ability to simulate heterogeneous networks, i.e. networks involving several radio communication technologies. We extended Madhoc in order to make it support bypass links and measure smallworld properties.
III. COEVOLUTIONARY ALGORITHMS
Just like the genetic algorithm are inspired from nature, the concept of coevolution (used as the foundation for coevolutionary algorithms) comes from biological observations [21] . Indeed, nature is composed of several species that coevolve,i.e. an individual's evolution is directed by the evolution of other species. Instead of considering a population of similar individuals representing a global solution (like classical genetic algorithms do), coevolutionary algorithms consider the coevolution of subpopulations of individuals representing specific parts of the global solution.
In the following subsections, we introduce two different versions of coevolutionary genetic algorithms: 1) a competitive one, Loosely Coupled Genetic Algorithm (LCGA) [9] ; 2) a cooperative one, Cooperative Coevolutionary Genetic Algorithms (CCGA) [8] .
These algorithms were already applied in (cf. [9] ) for parallel and distributed optimization of a number of test functions known in the area of evolutionary computation. It was demonstrated that these two coevolutionary algorithms outperform a sequential GA on these hard problems. While both LCGA and CCGA algorithms offer high quality solutions, they may compete to outperform each other in some specific test optimization problems. In the present article, we consider optimizing the injection networks problem by applying those two coevolutionary algorithms.
A. CCGA
Cooperative (also called symbiotic) coevolutionary genetic algorithms (CCGA) involve a number of independently evolving species which together form complex structures, well-suited to solve a problem. The fitness of an individual depends on its ability to collaborate with individuals from other species. In this way, the evolutionary pressure stemming from the difficulty of the problem favors the development of cooperative strategies and individuals. Potter and DeJong [8] developed a model in which a number of populations explore different decompositions of the problem. In Potter's system, each specy represents a subcomponent of a potential solution. Complete solutions are obtained by assembling representative members of each of the species (populations). The fitness of each individual depends on the quality of (some of) the complete solutions it participated in, thus measuring how well it cooperates to solve the problem. The evolution of each species is controlled by a separate, independent evolutionary algorithm. In the initial generation (t=0) individuals from a given subpopulation are matched with randomly chosen individuals from all other subpopulations. A fitness for each individual is evaluated, and the best individual in each subpopulation is found. The process of cooperative coevolution starts form the next generation (t=1). For this purpose, in each generation a cycle of operations is repeated in a round-robin fashion. Only one current subpopulation is active in a cycle, while the other subpopulations are frozen. All individuals from the active subpopulation are matched with the best values of frozen subpopulations. When the evolutionary process is completed a composition of the best individuals from each subpopulation represents a solution of a problem. Potter's methods have also been used or extended by other researchers, for instance Eriksson and Olsson [10] have used a cooperative coevolutionary algorithm for inventory control parameter optimization.
Algorithm 1:
CCGA gen = 0 foreach species s do P op s (gen) = randomly initialized population evaluate fitness of each individual in P op s (gen) end while termination condition = false do gen = gen + 1 foreach species s do select P op s (gen) from P op s (gen − 1) based on fitness apply genetic operators to P op s (gen) evaluate fitness of each individual in P op s (gen) end end
B. LCGA
The Loosely Coupled Genetic Algorithm (LCGA) [9] is a medium-level parallel and distributed coevolutionary algorithm exploring a paradigm of competitive coevolution motivated by non-cooperative models of game theory. For an optimization problem described by some function (a global criterion) of N variables, local chromosome structures are defined for each variable and local subpopulations are created for each of them. A problem to be solved is first analyzed in terms of possible decomposition and relations between subcomponents that are expressed by a communication graph G com , as known as graph of interaction. The objectives of this function decomposition and of the definition of the interaction graph are to minimize communications while still ensuring that the fact of reaching local optima for all different players (being a Nash equilibrium point) still leads to a global optimum of the initial function. LCGA can be specified in the following way:
Step 1: for each agent-player create a subpopulation of his actions:
• create for each player an initial subpopulation of size sub pop size of player actions with values from the set S k of his actions.
Step 2: play a single:
• in a discrete moment of time each player randomly selects one action from the set of actions predefined in his subpopulation and presents it to his neighbors in the game ; • calculate the output of each game: each player evaluates his local payoff u k in the game.
Step 3: repeat step 2 until sub pop size games are played.
Step 4: for each player create a new subpopulation of his actions:
• after playing sub pop size games each player knows the value of his payoff received for a given action from his subpopulation ; • the payoffs are considered as values of a local fitness function defined during a given generation of a GA; standard GA operators of selection, crossover and mutation are applied locally to the subpopulations of actions; these actions will be used by players in the games played in the next game horizon.
Step 5: return to step 2 until the termination condition is satisfied.
A final performance of the LCGA operated in a distributed environment is evaluated by some global criterion, usually as a sum of local function values in an equilibrium point. This global criterion is typically unknown for subpopulations (except the case when G com is a fully connected graph), which evolve with their local criteria.
In the context of this Injection Networks optimization problem, we used a fully connected graph for LCGA, i.e. each subpopulation optimizes the global function. However some differences remain with CCGA. Indeed in CCGA a cycle of operations is repeated in a round-robin fashion in each generation, thus more synchronization is required compared to LCGA in which each subpopulation can run in parallel, but the quality of the exchanged individuals might be different and influence the global result. For this reason, we will study the influence of these differences between CCGA and LCGA both in terms of solutions quality and execution time.
C. Solution Encoding
Solution encoding is a major issue in this kind of algorithms since it will determine the choice of the genetic operators applied for exploring the search space. We have used a binary encoding of the solution in which each gene encodes an integer on 15 bits, that corresponds to one possible bypass link in the half-matrix of all possible links. For instance, if the maximum number of bypass links fixed a priori for the network that is optimized is 10, then for the genGA and the ssGA a chromosome will have 10 genes of 15 bits. Concerning CCGA and LCGA, the number of genes in each subpopulations will depend on the number of subpopulations used, if for instance the CGAs are used with 5 subpopulations then one chromosome will have 10 5 = 2 genes of 15 bits. Figure 2 shows the example of a chromosome composed of 2 genes (thus the maximum number of created bypass links is 2) on a network of 5 stations. The 5×5 matrix represents all the possible links in the network including the already existing local links in the network (thus of the existing IEEE802.11b connections) and the impossible links (a link having the same node at both ends is considered impossible) that are represented as shaded cells in the matrix (cells number 1, 7, 13, 19 and 25). In the example showed in Figure 2 , the first gene (circled) with the integer value 3 stands for the connection between station 1 and station 3 in the corresponding matrix (also circled). 
D. Fitness Function
In order to assign a fitness value to the candidate solutions (i.e. sets of possible bypass links) of our algorithms, we use a unique cost function F which combines the two small world measures (L and γ) and the number of created bypass links. The calculation of the characteristic path length L imposes that there exists a path between any given nodes a and b. Consequently, the computation of the fitness function requires that we first test if the network is partitioned. If the optimized network is still partitioned (the bypass links defined do not achieve to connect all the partitions), the fitness value is assumed to be a weighted term of the number of partitions in the network. On the contrary, if the optimized network is no longer partitioned, the fitness value is assumed to be a linear combination of the clustering coefficient, of the characteristic path length, and of the difference between the number of bypass links defined and the maximum number allowed.
The aim of the optimization process is to maximize the clustering coefficient, and to minimize both the characteristic path length and the number of bypass links. By using this fitness function we now face the maximization problem defined in Algorithm 3.
Algorithm 3: Fitness Function
With weights experimentally defined:
bl is the number of bypass links created in the simulated network by one solution, bl max (defined a priori) is the maximum number of bypass links that can be created in the network, P is the number of remaining partitions in the whole network after the addition of bypass links and N is the number of stations in the global network.
IV. DAFO: AN AGENT-BASED FRAMEWORK FOR EVOLUTIONARY COMPUTATION
Since its introduction in the 70's, the agent technology has become synonymous with advanced computer software. The nature of real world problems has lead to the evolution of multi-agent systems in Distributed Artificial Intelligence (DAI). Nowadays most of coevolutionary computing consists of systems in which agents roles are predetermined as being either competitive or cooperative or a mixture of the two, i.e. agents are assigned particular tasks within the global system. Distributed problem solving by a multi-agent system represents a promising approach for solving complex computational problems. An agent-oriented problem-solving environment increases efficiency, capability and genericity by employing a set of agents communicating and co-operating to achieve their goals, i.e. that is to find local solutions that satisfy both their hard and soft constraints.
In order to apply those GAs on the injection network optimization problem, we used the Dafo framework. Dafo is an agent framework dedicated to evolutionary optimization and more precisely to GAs, including cGAs like CCGA and LCGA (a detailed description of Dafo is proposed in [22] ).
It models the different GAs as multi-agent systems that make explicit the decomposition and resolution strategy (i.e. the algorithms interaction graphs) by using organizational models explicitly representing the roles and the interactions that are allowed for each software agent. Dafo is built on top of the Madkit multi-agent platform and thus leverages the user of writing low-level agent interaction behaviours. It also inherits from Madkit's ability to execute distributed code and its facilities to deploy distributed applications.
A. Framework Architecture
By providing a minimum of Java code concerning his optimization problem and a simple xml-based configuration file, the designer is capable of optimizing its function using various GAs (SGA, CCGA and LCGA). The XML file is used as an input file by the Organizer Agent for specifying information about the algorithm's strucutre (i.e. number of Evolutionary Agents, interaction graph, exchanged information) and parameters for the genetic algorithm (population size, genetic operators, etc.). The Organizer Agent will translate this information as an organization of Evolutionary Agents each of them running a Simple GA using the parameters given by the designer. The third and last type of agent involved is the Observer Agent which is in charge of receiving, after each generation, the best individuals coming each evolutionary agents, so as to provide as output the global solution found in the form of a log file and/or of a graph.
Using Dafo makes juggling with the different versions of cGAs easy. 
V. EXPERIMENTATIONS
This section presents the results obtained on the injection network optimization problem using the the two CGAs (LCGA and CCGA) with different numbers of subpopulations (2, 5 and 10 subpopulations). We also include the results obtained with a generational GA (genGA) and a steady state GA (ssGA) that we use as basis of comparison. We first describe the parameters used for the three genetic algorithms. Next, the configuration of the network simulator is introduced and, finally the results obtained using the CCGA, genGA and ssGA are analyzed and compared.
The algorithms have been implemented in Java and tested on a server with a 3.7 GHz Xeon processor, 16 GB of RAM, running Debian Linux (with kernel 2.6.9-22) and Java version 1.6.0. In table I, we show the parameters used for LCGA, CCGA, genGA and ssGA.
A. GA Parameterization
Both LCGA and CCGA were tested with 2, 5 and 10 subpopulations. For all algorithms we used a randomly generated population composed of 100 individuals for genGA and ssGA and of 50 individuals for LCGA and CCGA. The selection operator is a binary tournament selection (two individuals are selected and the fittest is copied into the intermediate population). The crossover operator is uniform. It is used with a probability p c =0.8. The mutation operator is bit flip mutation in which each allele of the chromosome is flipped with probability p m = 1/chromosome length. Elitism has been added for genGA, LCGA and CCGA: the best individual found in one generation is thus kept for the next generation. 
B. Madhoc Configuration
As stated before, the Madhoc simulator was used for managing the complex scenario posed by this injection network problem. We have defined a squared simulation area of 0.2 km 2 and tested with a density of 210 devices per square kilometer. Each node is equipped with both IEEE802.11b and UMTS technologies. The coverage radius of all mobile devices is set to a random value between 20 and 40 meters.
The studied network, as presented in Figure 4 , here represents a snapshot of a mobile network at the moment in which a single set of users moved away from each other creating the clusters of terminals, that were obtained using the graphical mode of Madhoc. This network is consists in 42 stations located in three partitions: the first partition consists of 38 nodes, the second one 3, and the third one is made of one single node. The number of possible connections in this 3-clusters network is 
C. Results
The results presented hereafter are average out of 30 independent runs. In order to establish the statistical significance of the means, we first have checked that the data is normally distributed using the Kolmogorov-Smirnov test. If so, we then perform an ANOVA test so as to compare the means otherwise we use a Kruskal-Wallis test [23] . In Table III we show the averaged results for all 30 runs for each algorithm. As it can be seen in Table III , using coevolutionary genetic algorithms provides better results than both genGA and ssGA, genGA being the least performing one (with statistical confidence). This can be graphically observed in Figure 5 , as well as the better convergence speed both coevolutionary genetic algorithms compared to the other two GAs.
When comparing CCGA and LCGA, it appears that CCGA provides better results than LCGA, both in terms of best solution found and convergence speed. This difference increases as the number of subpopulations increases too (see Figure  5 ), the overall best result being obtained by the CCGA with 10 subpopulations.
However, regarding the average execution time required per run of the algorithms (see Figure 6 ), we clearly see that CCGA takes more time than LCGA and this difference increases with the number of subpopulations. This is due to the fact that CCGA requires more synchronization than LCGA, indeed in CCGA only one subpopulation is active at one time, which is not the case with LCGA.
VI. CONCLUSION AND FUTURE WORKS
The results presented in this paper were obtained in the context of an ongoing research on the injection network optimization problem using coevolutionary genetic algorithms. Dafo, our distributed agent framework for evolutionary optimization, including coevolutionary genetic optimization was presented. The concept of injection network was introduced as well as the utilization of small-world properties for evaluating the global network connectivity. Experiments have been conducted through a simulator, considering an ad hoc network composed of 42 stations. Two different cGAs, LCGA and CCGA, have been used, each one was tested using uniform crossover. The best result experimentally found on this problem, both in terms of best result found and convergence speed, was using the CCGA with 10 subpopulations, however it was also the slower one in terms of execution time. Evidence of the capacity of both LCGA and CCGA for solving this problem was also provided in this article.
As a future work, we plan to use a distributed version of these cGAs. We will also consider the dynamic variant of this problem: the optimization of the connectivity of a network while the nodes move, which involve that the creations/destructions of injection points must be processed on the fly.
