USA, using previously collected field data. The selected regional model includes a mid and low 8 canopy height metric, a canopy cover, and height distribution term. It explains 72% of the variability 9 in field estimates of AGB, and the RMSE of the two independent validation data sets are 23.25 and 10 32.82 Mg/ha. The regional model developed is structured in accordance with previously described 11 models fit to local data, and performs equivalently to models designed for smaller scale application.
. Location of study regions. 
Data

177
Five field data collection efforts were completed in multiple stages within the 4FRI: the first effort Table 3 (excluded metrics are located in Table 8 in Supplemental Section).
224
1 also called canopy point density [42] , laser intercept index [78] Phenology was represented by the amplitude of the seasonal difference in the normalized difference vegetation index (NDVI). We measured amplitude using a harmonic regression time series analysis on Landsat images recorded between 2012 to 2015. Multiple linear regression is performed on NDVI observations, assuming that there is a sine curve (a harmonic, or Fourier transform) with a frequency of one cycle per year that describes the annual variation in NDVI, Equation 1 [83] . The β's are the coefficients, f is the frequency, and t is time. Finally, to more easily interpret the cosine and sine coefficients (β cos and β sin ) we convert these to amplitude, (β A ), and phase, (β φ ), (Equations 2 and 3) [83] . These calculations and sampling were performed in the Google Earth Engine platform [82] .
NDV I = β 1 + β t t + β cos * cos( f t) + β sin * sin( f t) + e (1)
β φ = atan(β cos , β sin )
the probability of larger models to zero. For the coefficients, the majority are likely to be zero, but 278 some are expected to be highly significant. Zellner's g is often used to specify the prior for model 279 coefficients, as it flexibly allows for a varying degree of belief about the coefficients to be included: a 280 large g suggests little knowledge (and causes the coefficients to closely approximate their ordinary least 281 squares counterparts), and a small g suggests strong skepticism that the coefficient will be non-zero
282
[89]. We used a hyper-g, a Beta prior on the shrinkage factor of the form in Equation 4, where a is 283 a parameter in the range 2 < a < 4 [90] . The benefit of a hyper-g is that we specify a moderately 284 informative prior, splitting the difference between g approaching infinity and 0; but limit the risk of 285 unintended consequences on the posterior results by allowing Bayesian updating of g to be used to 286 adjust outcomes [91] . We set a to 3. We used BMA to fit a population of multiple regression linear and log-linear models using 290 ordinary least squares to the data. These were specified with and without quadratic height terms,
291
with and without volume interactions, and with and without a log transform of the response (AGB).
292
The performance and goodness of fit of the highest probability (the single model with the highest 293 probability of occurrence) and median models from the linear and log-linear BMA run was assessed.
294
The median model includes the set of lidar and biophysical variables that occurred in the population 295 of models more than 50% of the time (posterior probability was greater than or equal to 0.5).
296
The median and highest probability models were fit using ordinary least squares regression.
297
To evaluate the performance of each model we report the coefficient of determination estimates (R 2 298 and adjusted R 2 ).The root mean square error (RMSE), percent root mean square error, bias, and 299 mean bias are reported for the median probability and highest probability linear models. Issues with 300 multicolinearity and reliability of predictor estimates were assessed using percent relative standard 
Results
338
Summary Statistics of Field Data Estimates
339
The average aboveground biomass of the sample of data used for model construction was 122.3 340 (+ 1.8) tons per hectare, and 114.6 (+ 2.9) in the subset of plots used to validate the model development
341
(25% of the data). The composition of the plots from the data used for model construction was 72.8%
342
Ponderosa pine forest, 25.5% mixed conifer, 0.5% spruce-fir forest, 0.5% pinyon-juniper Woodland, 343 0.4% herbaceousgrassland, and 0.3% deciduous (narrowleaf cottonwood and shrub, alder, and willow).
344
The two additional data sets used to assess model transferability had average aboveground biomass of forests. The projects were selected to represent the range of conditions present in the forests, but the 354 sample frame does not cover the full spatial extent of these forests. 
AGB Estimation and Model Validation
356
We analyzed six models, the median probability and highest probability models from the BMA 357 object and the BMA for two versions of the data (log-transformed and not) ( Table 5 ). The error metrics of 358 the estimates derived from the BMA ensemble were nearly identical to those of the median probability 359 model. For each BMA model population, the median probability and the highest probability model 360 were the same. The raw biomass model performed better than the model fit using log-transformed
361
AGB. It explained 72% of the variation in the field based AGB estimates, had lower validation error 362 values, and negligible bias. It is also the more parsimonious model. Table 5 . Model summary statistics of the estimates from the median probability model (MPM), the highest probability model (HPM), and from the Bayesian model average (BMA) object. RMSE, percent RMSE, bias and percent bias were all calculated on the data used to construct the statistical models. trimmed model (Table 6 ).
363
Model
382 Table 6 . Final prediction model for AGB and the correlation coefficient between AGB and the selected covariate. The significance of the relationship between each predictor and the response is indicated as follows: * is less than .05, ** is less than 0.01, and *** less than 0.001; others are less than 1. not be significantly different (Fig. 3) . The 95% confidence interval on the trendline for the Southwest
Full Model
399
Jemez Mountain project does, however, not fully enclose the 1:1 line (Fig. 3, f) . the plots were 0.04 ha in size; 3.4% were larger; and 54% were smaller.
410
In stands with high tree density in the Coconino and Tonto NF the contractor was allowed to 411 select a plot size such that at least 8 trees (DBH greater than 12.7 cm) were present per plot, on average 412 through out the stand. 64% of the plots in these two data collection efforts met these dense stand The smallest and largest plot sizes tend to have low AGB values (Fig 4, a and Fig 5, a and f) .
422
The smallest plots (0.008 ha) were typically composed of tightly packed small trees. Conversely, the 423 large plots included trees of varied size that were dispersed through out the plot. These plots suggest 424 the model may under and over predict the AGB in low biomass forests at the edges of the range of 425 high density with small trees and low density with mature trees. However, our moderate plot sizes 426 presumably contain similar stand characteristics, so further work would need to be done to accurately 427 assess the influence of plot size and performance of the model in stands with these characteristics.
428
The lidar-estimated AGB values for the smallest and largest plot sizes are not equal to zero (paired 429 t-test p-value = 0.04 and <1e-5) ( fig. 4, b) . The stands with a high density of small DBH trees in the Finally, the majority of plots with field based AGB estimates above 400 Mg/ha are in plots that 434 are smaller than 0.04 ha, most are 0.01 and 0.02 hectare plots (Fig. 5, b and c) . The high AGB plots in these plots with high AGB (Fig. 6 ). This may be the result of edge effects, plot mis-registration, and (Table 6 ). Plots include data from: (a) all model development data used during model construction, (b) all validation data used during model construction. Red dashed line is linear fit from the major axis regression of field measured aboveground biomass versus predicted values on the independent validation data subset. Grey lines are 95% confidence intervals from 1,000 permutations. Black line is 1:1.
Discussion
442
As expected, the BMA performed well for estimation of AGB, with marginally lower error values 443 for predictions. However, broadly adopting the BMA approach for prediction may not be appropriate,
444
given the added complexity and computational cost, particularly when scaling the estimation up to typical step-wise regression approaches [65] .
453
We have demonstrated the BMA median and highest probability models are robust and perform 454 well in this application. The highest and median probability models identified by the BMA process not include volume metrics on multiple height quartiles nor did they asses quadratic height quartiles.
499
We found these to be valuable; the 30 th percentile metric appeared in our model as a volume metric 
544
We have identified biases in our model that have implications for determining when estimates 545 will be accurate enough for different management applications. The model under predicts AGB in 546 areas with high field biomass estimates (> 400 Mg/ha). This has real consequences to management in 547 terms of carbon accounting and perhaps in the identification of fuel loads. For example, the model 548 will likely yield a lower, conservative estimate of total carbon at the landscape scale. However, as 549 areas with very high AGB make up a small proportion of these forested landscapes, we consider these 550 estimates to still be relevant and the model useful for application at broad scales. We also have some 551 reason to question the sensitivity of the model to discern differences in structure of low biomass plots 552 with a high density of small trees vs. a low density of mature trees. This warrants further investigation 553 to determine the suitability of the model in prioritizing where to apply some restoration treatments, 554 such as stand thinning. To refine the model, we suggest an intensified collection of data in areas with 555 biomass in excess of 400 Mg/ha, and across a range of low biomass conditions. Finally, data collection 556 efforts that cover the full extent of Ponderosa pine and mixed conifer forests are required to get more case for a combination of these methods. Model selection with BMA allows these issues to largely 580 be circumvented through the full exploration of the model space, and assesses probability of both 581 the inclusion of individual parameters in any model, and the probability of any given model [65, 66] . Thus, we attempt to blend these two approaches using Bayesian model averaging, verifying our final The lidar data used in this analysis was collected using a Leica ALS series lidar sensor with identical 
609
The model presented here is trained on data from Ponderosa pine and mixed conifer forests in the 610 southwest US and lidar with similar data acquisition specifications (see specs in Table 2 ). It should only be applied when the domain of a new lidar acquisition with similar specifications covers these 612 forest types.
613
We present a cost effective approach to use previous data collection efforts to assist in updating The focus of this research was on aboveground biomass, but we expect this approach can be 623 duplicated to develop regional lidar-based models to monitor other forest structure attributes that BM processed field and lidar data; KT and MP analyzed the data and wrote the paper.
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