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Abstract
The sparsity of orthogonal matrices which have a column of nonzeros is studied. It is shown
that the minimum number of nonzero entries in such an m m orthogonal matrix is
(blgmc+ 3)m− 2blg mc+1;
where lg denotes the dyadic logarithm. Matrices achieving this level of sparsity are characterized,
and related to orthogonal matrices arising from the Haar wavelet. The analogous sparsity problem
for m n row-orthogonal matrices which have a column of nonzeros is studied, and it is shown
that the minimum number of nonzero entries in such a matrix with n0 nonzero columns is
(blgmc+ 3)m− 2blg mc+1 + (n0 − m):
? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
At the 1990 SIAM Linear Algebra meeting, M. Fiedler asked:
How sparse can an n n orthogonal matrix (whose rows and columns cannot be
permuted to give a matrix which is a direct sum of matrices) be?
The assumption excluding direct sums is necessary, since otherwise the answer is
trivially n. Fiedler's question is answered in [1] (see also [2,4]), where it is shown
that each n  n orthogonal matrix which is not direct summable has at least 4n − 4
nonzero entries, and that for n>2, there exist such orthogonal matrices with exactly
4n− 4 nonzero entries.
 Corresponding author.
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In this paper we answer the following question:
How sparse can an n n orthogonal matrix with a full column be?,
where a vector is full if each of its entries is nonzero.
Let A be an m n matrix. We denote the number of nonzero entries in A by #(A).
Also, we let h(m) equal the minimum value of #(A) over all mm orthogonal matrices,
A, which have a full column.
It is clear that having a full column has some eect on the sparsity of an orthogonal
matrix. In particular, if A is an orthogonal matrix with a full column, then for each pair
of rows, there exist at least two columns in which both of these rows have nonzero
entries. As a matrix which is a direct sum does not have a full column, the result of
[1] implies that h(m)>4m− 4.
At initial glance it is dicult to conjecture the behavior of h(m). On the one hand, it
seems unlikely that the local property of having a full column could signicantly aect
the global sparsity. Indeed, there exist m (m− 1) matrices with pairwise orthogonal
columns and 4m− 8 nonzero entries (see [2]), which are not direct summable. Hence,
it might be possible to extend one to an mm orthogonal matrix with 5m−8 nonzero
entries and a full column. Using this reasoning one might at least conjecture that h(m)
is O(m). On the other hand, using ad hoc arguments the authors have shown that
h(m) =
8>>>><
>>>>:
3m− 2 if m 2 f2g;
4m− 4 if m 2 f3; 4g;
5m− 8 if m 2 f5; 6; 7g;
6m− 16 if m 2 f8; : : : ; 15g:
From this data, one might conjecture that h(m) grows super-linearly.
Throughout, we let lg denote the base-2 logarithm. In Section 2, we show that h(m)
is O(m lgm). More specically, we show that
h(m) = (blgmc+ 3)m− 2blg mc+1:
In Section 3, we characterize the sparsest m  m orthogonal matrices which have
a full column. Both of these main results are corollaries of a more general result
concerning the sparsity of m  n matrices with a full column and whose rows are
pairwise orthogonal.
We conclude this section by dening a family, Hm, of m  m orthogonal matrices
each having a full column and (blgmc + 3)m − 2blg mc+1 nonzero entries. We rst
describe a way of constructing an (m + 1)  (m + 1) orthogonal matrix with a full
column, from such an m  m matrix. The jth column of the matrix A is denoted by
A; j, and the ith row by Ai;.
Let A be an m m orthogonal matrix with a full column, and let
a b
c d

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be a 2 2 orthogonal matrix with no entry equal to 0. Then the matrix
A^ =
2
66666666666664
a bAi;
0 A1;
...
...
0 Ai−1;
c dAi;
0 Ai+1;
...
...
0 Am;
3
77777777777775
is an (m+ 1) (m+ 1) orthogonal matrix with a full column.
The family H1 consists of [1] and [ − 1]. Assuming that the family Hm is de-
ned, then the family, Hm+1, consists of all matrices which after row and column
permutation can be obtained by choosing a matrix A in Hm, choosing an i so that
#(Ai;)=minj=1;:::;m#(Aj;), and applying the above construction. We dene H to be the
union of the Hi (i>1).
Note that if m = 2k then, up to permutation of rows and columns, each matrix in
Hm has the zero pattern
I Z2k−1
I Z2k−1

;
where Z2k−1 is the \unique" zero pattern of matrices in H2k−1 . The uniqueness of the
zero pattern does not necessarily hold if m is not a power of 2. For example, the
matrices2
66666664
1 0 1 1 1 0
0 1 1 1 1 0
0 0 1 1 0 1
0 0 1 1 0 1
0 1 1 1 1 0
1 0 1 1 1 0
3
77777775
and
2
66666664
1 0 1 1 1 0
0 1 1 1 0 1
0 0 1 1 0 1
0 1 1 1 0 1
0 0 1 1 1 0
1 0 1 1 1 0
3
77777775
are both zero patterns of a matrix in H6, and it is easy to see that the rows and
columns of the rst matrix cannot be permuted to give the second matrix.
A certain collection of matrices in H are intimately related to the Haar wavelet. Let
 (x) =
8<
:
1 if 06x< 1=2;
−1 if 1=26x< 1;
0 otherwise
and for integers m and n let  m;n be dened by  m;n(x)=2−m=2 (2−mx− n). The Haar
basis adapted to the interval [0; 1) (see [3]) consists of the functions
f m;n: m60; and 06n62jmj − 1g;
restricted to [0; 1), and the function (x)  1 on [0; 1). It is known that these functions
form an orthonormal basis for L2([0; 1)).
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Let k be a nonnegative integer. The set
f m;n: − (k − 1)6m60; and 06n62jmj − 1g \ fg
is a set of 2k orthonormal functions that are piecewise constant on the intervals
[i=(2k); (i+ 1)=(2k)) for i= 0; 1; : : : ; 2k − 1. This set of functions determines a 2k  2k
orthogonal matrix as follows. To each of the functions  m;n let wm;n be the 2k  1
column vector whose ith entry is the value of  m;n on the interval [(i−1)=(2k); i=(2k)).
Similarly, dene w for the function . Let Wk be the 2k  2k matrix whose rst
column is (1=(2k=2))w and whose remaining columns are the (1=(2k=2))wm;n (ordered
lexicographically with respect to (m; n)). For example,
W1 =
"
1=
p
2 1=
p
2
1=
p
2 −1=
p
2
#
;
and
W2 =
2
6664
1=2 1=2 1=(
p
2) 0
1=2 1=2 −1=(
p
2) 0
1=2 −1=2 0 1=(
p
2)
1=2 −1=2 0 −1=(
p
2)
3
7775:
The orthogonormality of the Haar basis implies that Wk is an orthogonal matrix. Also,
it is easy to verify that Wk 2H2k . Thus, as a consequence of the main results in this
paper, one can say that the Haar wavelet produces the sparsest orthogonal matrices
which have a full column.
2. Determination of h(m)
In this section we derive a lower bound on h(m). As it is dicult to produce an
(m−1)(m−1) orthogonal matrix from an mm orthogonal matrix without destroying
sparseness, the class of orthogonal matrices with a full column is not conducive to
arguments by induction. In order to prove the lower bound, we study a larger class of
matrices that are more induction-friendly. An mn matrix is row-orthogonal provided
each of its rows is nonzero, and its rows are pairwise orthogonal. Let h(m; n) denote
the minimum number of nonzero entries among the m  n row-orthogonal matrices
which have a full column. Thus, h(m) = h(m;m).
The weight of vector is the number of nonzero entries in the vector. For convenience,
we dene the following function on the positive integers:
f(m) = (blgmc+ 3)m− 2blg mc+1:
Note that
f(m) = k(2k − m) + (k + 1)(2m− 2k)
and that
f(m) =

f(m− 1) + (k + 1) if m= 2k−1;
f(m− 1) + (k + 2) if m 6= 2k−1;
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where k = blgmc+ 1. Thus, in particular,
f(m)
m
>k with equality if and only if m= 2k−1: (1)
We now determine a lower bound on h(m; n).
Theorem 2.1. Let A be an m n row-orthogonal matrix with a full column and no
column of weight 0. Then
#(A)>f(m) + (n− m): (2)
Proof. The proof is by induction on m + n. Clearly (2) holds when m = 1. Assume
that m = 2. Since A is row-orthogonal and has a full column, A has at least two full
columns. Since A has no column of weight 0 (2) holds.
Assume that m>3 and proceed by induction. Note that if A has a column of weight 1,
then applying the inductive hypothesis to the matrix obtained by deleting such a col-
umn, implies that (2) holds. Hence, we may assume that each column of A has weight
at least 2. Let k = blgmc+ 1.
First suppose that m = 2k−1. Then f(m) = f(m − 1) + (k + 1). Without loss of
generality, assume that the last row of A is one of the rows of A with largest weight.
Let B be the (m− 1) n matrix obtained from A by deleting its last row. Then B is
an (m− 1) n row-orthogonal matrix with a full column and no columns of weight 0.
Since m>3, the inductive hypothesis applied to B, and (1) imply that the weight of
the last row of A is at least k. Let k + t be the weight of the last row of A. Again,
applying the inductive hypothesis to B we obtain
#(A) = #(B) + (k + t)
>f(m− 1) + (n− (m− 1)) + (k + t)
= f(m) + (n− m) + t
>f(m) + (n− m): (3)
Hence (2) holds.
Next suppose that m 6= 2k−1. Then f(m) =f(m− 1) + (k + 2). Dene B as before.
Then B is an (m − 1)  n row-orthogonal matrix with a full column and no columns
of weight 0. The inductive hypothesis applied to B, and (1) imply that the weight of
the last row of A is at least k. Let k + t be the weight of the last row of A. Applying
the inductive hypothesis again, we obtain
#(A) = #(B) + (k + t)
>f(m− 1) + (n− (m− 1)) + (k + t)
= f(m) + (n− m) + t − 1
>f(m) + (n− m)− 1: (4)
Equality in (4), requires that the largest weight of a row in A (and hence in B), is
k. By (1), this implies that m− 1= 2k−1, and that B is square. We are now led to the
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contradiction that A is a row-orthogonal matrix with more rows than columns. Hence
equality does not hold throughout (4), and we conclude that (2) holds.
Corollary 2.2. Let m and n be positive integers with m6n. Then
h(m; n) = f(m) + (n− m):
Proof. For xed m, h(m; n) is an increasing function of n. Hence, Theorem 2.1 implies
that h(m; n)>f(m) + (n − m). To complete the proof it suces to exhibit an m  n
row-orthogonal matrix, A, with #(A) =f(m) + (n−m). If m= n, then we may take A
to be any matrix in Hm. Otherwise, we make take A to be any matrix of the form
[H X ];
where H 2 Hm and X is an m  (n − m) matrix with exactly one nonzero entry in
each column.
3. Classication of the sparsest row-orthogonal matrices
In this section we characterize the m  n row-orthogonal matrices which have a
full column and h(m; n) nonzero entries. For m xed, h(m; n) is an increasing function
of n, and hence no such matrix has a column of weight 0. The matrices constructed
in Corollary 2.2 either are square or have a column of weight 1. We now construct
m n row-orthogonal matrices with a full column, no columns of weight 0 or 1, and
exactly h(m; n) nonzero entries. We will need the following denitions and notation.
The support of an m1 vector v=(v1; : : : ; vm)T is dened to be the set fj : vj 6= 0g. The
m1 vectors v and w have overlapping support if their supports intersect nontrivially.
Note that if H 2 Hm and m>3, then H does not contain two columns of weight 2
with overlapping support.
Let m and n be positive integers such that
m>2;
n− m>0;
2m− n− 2k−1>0;
2k−2 − n+ m>0;
2k − n>0;
(5)
where k = blgmc+ 1.
Let H be a matrix in H2k−1 . Then each row of H has weight k, and H has 2k−2
columns of weight 2 with pairwise disjoint supports. Since 2k−2− n+m>0, H has at
least n− m columns of weight 2. Hence, by scaling the rows of H and permuting its
rows and columns, we can produce a 2k−1  2k−1 row-orthogonal matrix of the form
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2
664
X1 O
X2 O
Y D1
Y −D−11
3
775;
where X1 has 2m− n− 2k−1 rows, X2 has 2k − n rows, Y has n−m rows, D1 is either
vacuous if n=m, or an invertible diagonal matrix otherwise. Note that each row of X1
and X2 has weight k, and each row of Y has weight k − 1.
Now let D2 and D3 be invertible (n − m)  (n − m) matrices, and let D0 be an
invertible (2m− n− 2k−1) (2m− n− 2k−1) diagonal matrix. 2 Let H^ be the matrix2
66666664
D0 X1 O O O
−D−10 X1 O O O
O X2 O O O
O Y D1 D2 O
O Y −D−11 O D3
O Y O −D−12 −D−13
3
77777775
: (6)
It is easy to verify that H^ is an m  n row-orthogonal matrix with a full column,
and that H^ has no columns of weight 0 or 1. Since each row of H has weight k, it
can be seen that #(H^) = h(m; n).
In the remainder of this section, we show that the set of all H^ constructed in the
above manner are, up to row and column permutation and scaling of rows, the set of
all row-orthogonal m n matrices which have a full column, no columns of weight 0
or 1 and exactly h(m; n) nonzero entries.
Note that each row of the matrix H^ has weight k or k + 1. We begin by showing
that each m n row-orthogonal matrix with a full column and h(m; n) nonzero entries
either has a column of weight 1 or the weights of its rows are nearly equal.
Lemma 3.1. Let A be an mn row-orthogonal matrix with the properties that #(A)=
h(m; n); A has a full column; and A has no columns of weight 0 or 1. Then each row
of A has weight k or k+1; where k= blgmc+1. Moreover; in the case that m=2k−1
each row of A has weight k.
Proof. The proof is by induction on m. The hypotheses on A imply that m>2. If
m=2, then A is a 2 2 matrix with no zero entries, and k=2. Hence the claim holds
for m= 2.
Assume that m>3 and proceed by induction. First suppose that m = 2k−1. Then
equality holds throughout (3), and hence each row of A has weight at most k. However,
#(A)>h(m) = km, and hence each row of A has weight k.
Next suppose that m 6= 2k−1. Since #(A)= h(m; n)>f(m), (1) implies that the largest
weight of a row in A is k + t for some positive integer t. Arguing as in (4) we
have that
2 Here, if n− m = 0 then D1; D2; D3 are vacuous, and if 2m− n− 2k−1 = 0, then D0 is vacuous.
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f(m) + n− m = #(A)
> #(B) + k + t
>f(m− 1) + n− (m− 1) + k + t
= f(m) + n− m+ t − 1
>f(m) + n− m:
We conclude that t = 1, the largest weight of a row of A is k + 1, and that #(B) =
h(m − 1; n). By applying the induction hypothesis to the matrix obtained from B by
deleting its columns of weight 1, we see that each row of B has weight at least k.
Hence each row of A has weight k or k + 1.
We will need the following technical lemma.
Lemma 3.2. Let
N =
2
6664
y 0 d2 d3
y d1 0 − 1d3
y − 1d1 − 1d2 0
u e f g
3
7775
be a row-orthogonal matrix where u and y are 1 by p vectors; and d1; d2; and d3
are nonzero real numbers. Then the weight of (e; f; g) is either 0 or 3.
Proof. Since the last row of N is orthogonal to the dierence of any two of its rst
3 rows, the vector (e; f; g) is in the nullspace of the matrix
M =
"
d1 + 1d1
1
d2
− 1d3
1
d1
d2 + 1d2 d3
#
:
The 2 2 minors of M are
1
d2d3
(d23 + d
2
2 + 1);
1
d1d3
(d21d
2
3 + d
2
3 + 1); and
1
d1d2
(d21d
2
2 + d
2
1 + d
2
2):
Since d1; d2; d3 are nonzero, it follows that M has rank 2, and its nullspace is spanned
by a full vector. The result now follows.
We now describe a special form for an m  n matrix with m>2. We say that the
m n matrix is in Haar form provided it has the form in (6) where
(1) the matrix2
664
X1 O
X2 O
Y D1
Y D−11
3
775;
up to normalization of rows, is in H2blg mc ,
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(2) D1; D2 and D3 are 00 if n=m, and D1, D2 and D3 are invertible, (n−m)(n−m)
diagonal matrices if n 6= m,
(3) D0 is either 0 0, or is an invertible, diagonal matrix.
Let k = blgmc+ 1. Since each matrix in H2k−1 has 2k−2 columns of weight 2 with
pairwise overlapping supports, n−m6 2k−2. The matrix D0 has n− (2(n−m)+2k−1)
columns, and hence 2m− n− 2k−1>0. It now follows that X2 has m− (3(n−m) + 2
(2m− n− 2k−1)) = 2k − n rows. Hence, the inequalities in (5) hold.
The discussion at the beginning of this section implies that an m n matrix in Haar
form is a row-orthogonal matrix with a full column, no column of weight 0 or 1, and
h(m; n) nonzero entries.
If A is an m  n matrix, f1; 2; : : : ; mg, f1; 2; : : : ; ng, then A[; ] denotes the
submatrix of A whose rows are indexed by , and whose columns are indexed by .
The complementary submatrix of A is denoted by A(; ).
We call the m (3m− 2n) submatrix A[f1; 2; : : : ; mg; f1; 2; : : : ; 3m− 2ng], the Haar
part of A. Suppose that the m  n matrix, A, is in Haar form, and let G be its Haar
part. It is possible that there exist an invertible diagonal matrix D and permutation
matrices P and Q such that DPAQ is also in Haar form. We now show that such Q
must permute the columns of G amongst themselves. This is clear if m = n. Assume
that m 6= n, and suppose to the contrary that Q permutes the (3m− 2n+ 1)th column
of A to a column intersecting the Haar part of DPAQ. Since G does not contain two
columns of weight two whose supports intersect in 1 row, the (3m−2n+1+(n−m))th
and the (3m−2n+1+2(n−m))th column of A do not intersect the Haar part of DPAQ.
The form of the non-Haar part of DPAQ implies that G contains a column with the
same zero pattern as the (3m − 2n + 1)th column of A. However, this is impossible
because each column of2
4 YY
Y
3
5
has weight 0 or 3. Therefore, we are justied in talking about the Haar part of A.
Theorem 3.3. Let A = [ai; j] be an m  n row-orthogonal matrix with the properties
that #(A) = h(m; n); A has a full column; and A has no columns of weight 0 or 1.
Then there exist permutation matrices P and Q; and an invertible; diagonal matrix
D such that DPAQ is in Haar form.
Proof. The proof is by induction on m. The hypotheses require that m>2. If m = 2,
then A is a 2  2 orthogonal matrix with no zero entries. Hence the claim holds for
m= 2.
Assume m>3, and proceed by induction. First consider the case that m= 2k−1. By
Lemma 3.1, A is square, each row has weight k, and deleting any row of A results in
an (m− 1) n matrix with h(m− 1; n) + 1 nonzero entries.
We claim that A has a column of weight 2. Suppose to the contrary, and let B be
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the matrix obtained from A by deleting its last row. Then by induction we may take
B to be in Haar form. More specically,
B=
2
66666664
D0 X1 O O O
−D−10 X1 O O O
O X2 O O O
O Y d1 d2 0
O Y − 1d1 0 d3
O Y 0 − 1d2 − 1d3
3
77777775
:
Since A is square and row-orthogonal, there is an invertible diagonal matrix E such
that A^= EA is an orthogonal matrix. The columns of
A^[fm− 3; m− 2; m− 1; mg; fm− 2; m− 1; mg]
are linearly independent and orthogonal to each of the columns of
A^[fm− 3; m− 2; m− 1; mg; f1; 2; : : : ; m− 3g]:
Hence,
A^[fm− 3; m− 2; m− 1; mg; f1; 2; : : : ; m− 3g]
has rank 1. It now follows that row m of A either has weight 3 or has weight one
more than the weight of row m − 1 of A. The former leads to the contradiction that
A does not have a full column, and the latter contradicts that fact that each row of A
has weight k.
Therefore, A has a column of weight 2. Without loss of generality, we may assume
that column m of A has weight 2, am;m 6= 0, and am−1;m 6= 0. By the inductive hypoth-
esis, B = A(fmg; fmg) is in Hm−1. The vector A[fmg; f1; 2; : : : ; m− 1g] is orthogonal
to all but row m − 1 of B, and hence is a nonzero multiple of the (m − 1)th row of
B. It is now easy to verify by scaling rows m− 1 and m of A, and permuting certain
rows and columns, one can obtain a matrix in H2k−1 , and hence in Haar form.
Next consider the case that m 6= 2k−1. By Corollary 2.2 and Lemma 3.1, A has a
row of weight k + 1. Among all rows of A of weight k + 1 choose one, say row m,
such that its deletion leaves a matrix with the least number of columns of weight 1.
Let B be the (m− 1) n matrix obtained from A by deleting row m. Without loss of
generality, we may assume that B has the form
[B1 B2];
where no column of B1 has weight 0 or 1, and each column of B2 has weight 1. For
convenience, let ` be the number of columns of B2, n0 the number of columns of B1,
and m0 = m − 1. The matrix B1 satises the inductive hypothesis, and hence we may
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assume that B1 is in Haar form:
B1 =
2
66666664
D0 X1 O O O
−D−10 X1 O O O
O X2 O O O
O Y D1 D2 O
O Y −D−11 O D3
O Y O −D−12 −D−13
3
77777775
: (7)
Let G denote the Haar part of B1. Since m 6= 2k−1, the submatrix2
664
X1 O
X2 O
Y D1
Y −D−11
3
775
of G is, up to normalization of its rows, in H2k−1 , and hence each of its rows has
weight k. Lemma 3.1 implies that B2, when partitioned according to the partition of
B1 in (7), can be taken to have the form2
6666666666664
O
O
E
O
O
O
O
3
7777777777775
;
where E is an `  ` invertible, diagonal matrix. Thus, A has the form2
666666666666666664
D0 X1 O O O O
−D−10 X1 O O O O
E
O X2 O O O
O
O Y D1 D2 O O
O Y −D−11 O D3 O
O Y O −D−12 −D−13 O
a0 a1 a2 a3 a4 a5
3
777777777777777775
; (8)
where (a0; a1; a2; a3; a4; a5) is the suitably partitioned mth row of A.
We claim that (a2; a3; a4) is vacuous or has weight 0. Suppose on the contrary that
(a2; a3; a4) has at least one nonzero entry. Without loss of generality, we may assume
that the rst entry of a2 is nonzero. By Lemma 3.2, applied to the submatrix of whose
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rows are indexed by
f4m0 − 3n0 + 1; 4m0 − 3n+ 1 + (n0 − m0); 4m0 − 3n+ 1 + 2(n0 − m0); mg
and whose columns are indexed by
f2m0 − n0 − 2k−1 + 1; : : : ; 3m0 − 2n0; 3m0 − 2n0 + 1;
3m0 − 2n0 + 1 + (n0 − m0); 3m0 − 2n0 + 1 + 2(n0 − m0)g;
we have that each of the rst entries of a2, a3 and a4 are nonzero. Let C be the
matrix obtained from A by deleting row 3m0 − 2n0 + 1 + 2(n0 − m0). Since m>3,
C has no columns of weight 0 or 1. Because the deleted row has weight k + 1,
#(C) = h(m− 1; n). Hence by the induction hypothesis C can be put into Haar form.
The (3m0 − 2n0 + 1)st column of C has weight 3, and hence is in the Haar part of C.
Since the (3m0−2n0+1+(n0−m0))th and the (3m0−2n0+1+2(n0−m0))th columns of
C have weight 2 and have distinct, overlapping supports, at least one of these columns,
say the rst, is not in the Haar part of C. It now follows that C contains a column,
other than column (3m0−2n0+1+(n0−m0)), of weight 2, whose (3m0−2n0+1) entry
is nonzero. Such a column must intersect the Haar part of A. Hence, some column of2
4 X1X2
Y
3
5
has weight 1. Thus, Y has just 1 column, X1 and X2 have no rows. This now leads
to the contradiction that m is a power of 2, namely m = 4. Therefore, (a2; a3; a4) has
weight 0.
We now consider the possibilities for values of `. Let
L=
2
664
D0 X1
−D−10 X1
O X2
O Y
3
775:
Then L is a square, row-orthogonal matrix.
First suppose that `=0. Then (a0; a1) is orthogonal to each row of the Haar part of
B. Since L is a submatrix of the Haar part of B, (a0; a1) has weight 0. Thus A has a
row of weight 0, contrary to the denition of a row-orthogonal matrix.
Next suppose that `=1. Let i1 be the index of the row of A that intersects the rst
row of E. Then the (a0; a1) is orthogonal to each row of L, except the ith row. Since
L is a square, row-orthogonal matrix, (a0; a1) is a nonzero multiple of the ith row of
L. It now readily follows that up to scaling the rows, and permutation of rows and
columns, A has Haar form, where the X1 part has an additional row, and the X2 part
has one less row.
Now suppose that `>3. Then X2 has at least 3 rows. Let C be the matrix obtained
from A by deleting the row i1. The choice of the mth row of A implies that C has
at least ` columns of weight 1. Hence, C has at least two columns of weight 1 that
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intersect X2. This, along with the fact that X2 has at least 3 rows, leads to the contra-
diction that G contains two distinct columns of weight 2 with overlapping supports.
Thus, `= 2. This implies that X2 has at least 2 rows, k>2, and each column of G
has weight at least 2. Let i1 and i2 be the indices of the rows of A that intersect the rst
and second rows of E, respectively. The form of A implies that (a0; a1) is orthogonal
to all but possibly the i1th and i2th rows of L. Since L is a square, row-orthogonal
matrix, we conclude that (a0; a1) is a linear combination of the i1th and i2th rows of
L. As before, let C be the matrix obtained from A by deleting the row i1. The choice
of the mth row of A implies that C has at least 2 columns of weight 1. Hence there
exist a j1 such that the j1th column of A has weight 2, intersects X2, and ai1 ; j1 6= 0,
and am;j1 = 0. Similarly, there exists a j2 such that the j2th column of A has weight 2,
intersects X2, and ai2 ; j2 6= 0, and am;j2 = 0.
We claim that j1=j2. Suppose to the contrary that j1 6= j2. Since ai1 ; j1 6= 0, ai2 ; jj 6= 0,
am;j1 =0=am;j2 , and (a0; a1) is a linear combination of rows i1 and i2 of L, we conclude
that (a0; a1) has weight 0. But now the support of the mth and i1th row of A overlap
in a set of cardinality 1, which contradicts the row-orthogonality of A. Hence j1 = j2.
Without loss of generality, we may assume that j1 is the index of the column that
intersects the rst column of X2. We conclude that rows i1 and i2 of L have the form
O a z
O b −ba z

;
where a and b are real numbers, and z is a 1 by (2k−1 − (n0 −m0)− 1) vector. Since
(a0; a1) is a linear combination of rows r1 and r2 of L, a0 = 0. In addition, since the
rst column of a1 is zero, we conclude that a1 =0 or is a nonzero multiple of z. In the
former case, we contradict the row-orthogonality of A. Hence the latter case holds, and
it is easy to verify that by scaling the mth row of A and permuting rows and columns,
A can be put in Haar form, where the X1 part has one less column, the X2 part has
two less rows and one less column, and the Y part has one more row and one less
column.
Note that the 1 n row-orthogonal matrices with a full column and h(1; n) nonzero
entries, are precisely the 1  n matrices with no zero entries. This observation and
following Corollary, characterize the mn row-orthogonal matrices with a full column
and h(m; n) nonzero entries.
Corollary 3.4. Let A be an mn row-orthogonal matrix with m>2; and a full column.
Then #(A)= h(m; n) if and only if there exist permutation matrices P and Q; and an
invertible diagonal matrix D such that DPAQ has the form
[A^ X ];
where each column of X has weight 1 and A^ is in Haar form.
Proof. This follows immediately from Theorem 3.3 and the observation that the matrix
obtained from A by deleting its columns of weight 1 is the sparsest row-orthogonal
matrix of its size which has full column if and only if A is.
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The nal result follows immediately from Theorem 3.3, and characterizes the sparsest
orthogonal matrices which have a full column.
Corollary 3.5. If A an mm orthogonal matrix having a full column and satisfying
#(A) = h(m); then A is in Hm.
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