Abstract: We establish exponential localization for a two-particle Anderson model in a Euclidean space R d , d ≥ 1, in presence of a non-trivial short-range interaction and a random external potential of the alloy type. Specifically, we prove that all eigenfunctions with eigenvalues near the lower edge of the spectrum decay exponentially in L 2 -norm.
1. Introduction. The two-particle Hamiltonian in the continuum 1A. The model. This paper is concerned with a two-particle Anderson model in R d with interaction. The Hamiltonian H (= H(ω)) is a random Schrödinger operator of the form
. This means that we consider a pair of quantum particles, each living in it is, as usually, the operator of multiplication by a function U (x), the interparticle potential (which can also incorporate a deterministic external potential). Finally, the term V(ω; x) represents the operator of multiplication by a function
x → V (x 1 ; ω) + V (x 2 , ω), x = (x 1 , x 2 ), (1.2) where x ∈ R d → V (x; ω), x ∈ R d , is the random external field potential. Our goal here is two-fold.
• First, we show, in a fairly general context, that the continuous version of the Multi-Scale Analysis (MSA) can be reduced, in a certain way, to its discrete counterpart, for an auxiliary lattice problem. The MSA is known to be a powerful and versatile method successfully applied to a number of spectral problems in random media. It was originally developed for lattice models (cf. [FS83, FMSS85] , [DK89] ), and later adapted to spectral problems in Euclidean space. While the first mathematically rigorous treatment of localization in the continuum, [GMP77], deals with a different kind of models and even predates the discrete MSA story, for the continuum MSA we mention [BCH97,CH94, DS01,HM84,KSS98A,KSS98B, K95, St01] , where the latter monograph contains a more detailed discussion of the literature up to the year 2000. Later developments are [GK01], [BK05] (solving the notorious problem of localization for the Bernoulli-Anderson model), and [AGKW08] , where the MSA was extended to a large class of singular distributions. It is known, however, that the latter adaptation is technically more involved than the original lattice version, thus amounting to greater complexity of the analysis of localization phenomena in continuous random environments. The reduction to an auxiliary lattice problem described in this paper "encapsulates" the so-called Geometric Resolvent Inequality (GRI) in a fairly general statement and allows a direct application of lattice techniques and some results, technically much less involved, in a readymade form. In addition, we further simplify an important ingredient of the lattice MSA, following the strategy of a recent manuscript [C08] . The final result is a relatively simple and short way to a proof of Anderson localization for both discrete and continuous models.
• Second, we combine the above mentioned techniques with those of a recent paper [CS09A] , where a two-particle Anderson localization was proved for a lattice Anderson model, with Wegner-type bounds obtained in our work [BCSS08] for alloy-type potentials, and thus obtain a proof of Anderson localization for a two-particle model in a Euclidean space R d of an arbitrary dimension d ≥ 1. In a forthcoming paper we plan to treat a more general case of an N -particle system in R d , with N > 1 and d ≥ 1, with a short-range interaction and subject to a random potential either of alloy-type or generated by a random field with a continuous argument. In particular, we can treat a large class of Gaussian potentials, as described in our manuscript [BCS08] .
The plan of this paper is as follows.
⊲ In this section, we describe our assumptions on the potential of the twoparticle model, including the interaction potential and the external random potential field.
⊲ In Section 2, we discuss resolvent identities -the main technical tool of the MSA. This is, in a sens, the central part of the present paper, where we describe in detail a reduction 1 of the continuous two-particle MSA to an auxiliary lattice problem solved with the help of techniques introduced earlier in [CS09A] . Indeed, a reader familiar with the latter work can easily see that the subsequent Sections 3 -7 follow very closely (sometimes even verbatim) respective parts of the above mentioned paper.
⊲ In Section 3, we recall the notion of "partial decoupling", or "partial separation" of two-particle cubes, introduced earlier in [CS08] in the lattice case. We also recall a useful notion of "tunneling" in single-and two-particle boxes, which allows to conduct in a relatively simple way the inductive step of the two-particle MSA for "partially separated" boxes with no interaction. ⊲ In sections 5, 6 and 7, the inductive step of the two-particle MSA is made separately for three types of pairs of two-particle boxes, as described at the end of Section 4. The end of the proof of inductive estimates in Section 7 also marks the end of the proof of our main Theorem 1.1.
⊲ In Section 8, we prove an important auxiliary statement, which we call NITRoNS principle. This proof differs slightly from that given in [CS09A] , but is fairly close to the proof of a similar statement given in [CS09B] , in the context of N -particle systems with an arbitrary N ≥ 2.
The extension of our techniques and results to the N -particle models in R d , in alloy-type and more general random potentials, requires an additional argument: an induction on the number of particles, quite similar to that used in [CS09B]. We prove Anderson localization for N -particle models in a forthcoming manuscript, in order to keep the size of this paper within reasonable limits.
Further, a reader familiar with the usual proofs of dynamical localization (cf., e.g., [St01] and references therein) can see that our probabilistic estimates on finite-volume resolvents provide a sufficient input for a derivation of dynamical localization from the Multi-Scale Analysis of 2-particle (resp., N -particle) interacting systems in an alloy-type random potential. This extension is also planned to be presented in a separate manuscript.
1B. Basic notations. Throughout this paper, we will work with cubes in the Euclidean spaces R d , R 2d . For our purposes, it will suffice to consider only cubes centered at lattice points v ∈ Z d and, resp., v ∈ Z 2d . With few exceptions, boldface notations correspond to "two-particle" objects, relative to R 2d or Z
2d
(among these exceptions is the boldface notation for indicator functions). It is technically convenient to use the max-norm for vectors in R d and in R 2d :
. Following a tradition, we denote by Λ L (u) (resp., Λ L (u)) a cube with center u (resp., u) and of sidelength 2L. In terms of the max-norm (used everywhere below), such cubes are balls of radius L, with respect to the max-norm in the respective space. Further, we will also need to work with "lattice cubes" (or balls, in the max-norm) of the form
(with "B" as in "box). Finally, we we consider "unit cells", or simply "cells", centered at lattice points:
(with "C" as in "cell"). Notice that the union of all cells C(u), u ∈ Z d (resp., C(u), u ∈ Z 2d ) covers the entire Euclidean space R d (resp., R 2d ). This covering is "redundant", so that many constants are not optimal. However, in this paper we privilege the clarity of presentation to the optimality of estimates.
1C. Interaction and external field potentials. In this paper, the interaction potential is assumed to satisfy the following property:
(D) Boundedness and non-negativity of U :
Remark. Non-negativity of the interaction potential is used to simplify the proof of Lemma 5.1 (see Appendix).
Further, the random external potential V (x; ω), x ∈ R d , ω ∈ Ω, is assumed to be of alloy-type, over a cubic lattice:
(1.4)
, is a family of real random variables V s on some probability space (Ω, B, P) and 
and ∃ R ∈ (0, ∞) with ϕ s (y) = 0 whenever ||y|| max > R.
(1.6b)
We will also need (E3) Covering condition for ϕ s 2 :
We stress that we do not use independence of the random variables V s for different sites s ∈ Z d . What we need is a regularity property for the induced conditional marginal distribution; see below.
Given a site s ∈ Z d , consider the conditional distribution function
relative to the sigma-algebra B c s generated by the random variables V t , t ∈ Z d \ {s}. The following condition is general enough so as to cover a large class of external potentials, e.g., the absolute value of a regular Gaussian random field as well as some Gibbsian random fields. Notice, however, that it can be relaxed further. In this paper, we do not seek maximal generality, preferring simplicity of presentation.
(E4) Uniform marginal control of F y B (1.9).
Remark. The main results of this paper remain valid under a much weaker assumption of log-Hölder continuity of the conditional distribution function: ν(ǫ) ≤ Const ln −A ǫ −1 , with sufficiently large A > 0. Note also that in [CS09A] a mush stronger assumption was made: existence and boundedness of the marginal density p V of the external potential V , supposed to have independent identically distributed lattice in the framework of the lattice (tight binding) Anderson model considered in [CS09A] . The only reason why the absolute continuity of the random variables V (x; ω) was supposed is that allowed to apply directly earlier results from the single-particle theory proved by Aizenman et al. and which required the existence and boundedness of the density p V . Specifically, these results were used in the proof of an analog of our Lemma 5.1, which we call here the "NITRoNS principle". Later, the proof and even the formulation of the NITRoNS principle was simplified and generalized in [CS09B], without using results from single-particle theory. This simplification allows also to substantially relax the assumptions upon the regularity properties of the distribution of the values of the random potential V .
1D. Main result. The main result of this paper is the following 
] is pure point with P-probability one. Moreover, there exists a (non-random) constant m > 0 such that for each eigenfunction Ψ j (x; ω) with eigenvalue
where
is a random constant varying with j.
Remark. The spectrum of operator H(ω) may have empty intersection with
, in which case the assertion is satisfied automatically; to exclude this case one could assume that 0 belongs to the support of the law of every V s or, more precisely, that the conditional distribution function of each V s is strictly monotone in some interval [0, δ], δ > 0. Finally, observe that the essential spectrum of operator H = − 1 2 ∆ + U(x) with a short-range interaction U starts at 0. Indeed, there exist arbitrarily large cubes
= 0. Recall also that, by virtue of an earlier result proved by Klopp and Zenk, (cf. [KZ03, KZ09] ) the integrated density of states, or the limiting eigenvalue distribution function, is the same for the (nonrandom) operator H and for the ensemble of random operators H(ω) (under certain conditions).
The proof of Theorem 1.1 is based on the analysis of the operators H Λ , the finite-volume versions of H. More precisely, let Λ = Λ L (u) and consider the operator H Λ in L 2 (Λ) defined as in (1.1):
where ∆ Λ stands for the kinetic energy operator in L 2 (Λ) with Dirichlet's boundary conditions on ∂Λ. Under assumptions (D) and (E1)-(E4), there exists a unique self-adjoint extension of H Λ from the set of C 2 -functions vanishing in a neighbourhood of the boundary ∂Λ; we again denote it by H Λ . Then H Λ is a random positive-definite operator with pure point spectrum which will be denoted by Σ (H Λ ). Furthermore, the resolvent (
The MSA is an asymptotical study of Green's functions G Λ (x, y; z), i.e. the kernels of operators (
Resolvent inequalities
As is well-known by now, the MSA consists of a certain number of probabilistic estimates, proved inductively (decay estimates of Green functions) or for all scales at once (Wegner-type bounds), combined with "deterministic", functionalanalytic inequalities for resolvents in finite cubes. In this section, we discuss such resolvent inequalities and show that they can be essentially reduced to those for some auxiliary functions defined on a lattice. This does not mean that we reduce the spectral problem in question, formulated for a differential Schrödinger operator, to that for a finite-difference operator. However, the deterministic component of the MSA scheme proposed in this paper deals with lattice functions. First of all, we have to define standard notions of "non-resonant" and "nonsingular" cubes; these definitions clearly go back to the well-known paper by von Dreifus and Klein [DK89] . Note, however, that these definitions do not depend upon a particular structure of the potential of the Schrödinger operator. So, they apply, formally, both to single-and to multi-particle Hamiltonians. Definition 2.2 is slightly modified, as compared to many well-known papers on applications of the MSA, for the reason explained below. In Definition 2.1, we introduce a requirement somewhat stronger than usual, but the reader familiar with the MSA knows that it is this, stronger requirement is usually made, in order to avoid "too singular" singular finite boxes. The form of our Definition 2.1 gives rise to shorter arguments.
For the sake of brevity, we introduce below the notions of "resonant" and "singular" cubes only in dimension 2d, i.e., in the "two-particle" context. These notions are defined in dimension d (in the context of single-particle problems) in the same way, by replacing 2d with d.
2d , the following bound holds true:
Otherwise, it is called E-resonant (E-R).
Now consider a cube Λ L (u) and set
Remark for readers familiar with the traditional MSA. The reason why we describe the decay of the Green function
instead of the more traditional e −mL is that it allows to avoid "mass rescaling" when passing from a scale L k to L k+1 . Indeed, it is straightforward that if the positive numbers m k and m k+1 are related by
. This means precisely that we can use the decay exponent γ(m, L k+1 ) without rescaling the value of the parameter m (the function γ(m, L) automatically takes care of it).
For our purposes, it suffices to consider A and B of cubic form. Then the well-known resolvent identity for Schrödinger operators in R 2d combined with commutator estimates implies the geometric resolvent inequality of the following form (cf. [St01] ):
In the above inequality and below, we always use the L 2 (R 2d )-norms, omitting the subscript L 2 (R 2d ) for notational brevity. In what follows, we will always use the GRI in the context where the subsets A, B appearing in the (2.5) are finite unions of unit cells C(u) introduced in Subsection 1A; recall that centers of the unit cells are points of the lattice Z 2d ⊂ R 2d . This will allow an effective "discretization" of most important functions, including Green functions, defined in the continuous space, and reduce most of our estimates to those for functions defined on a lattice. In turn, this leads to a unified approach to Anderson localization in discrete and continuous models.
Remark. Our methods admit a natural extension to other
d-dimensional lat- tices Z ⊂ R d , i.e. additive subgroups Z of the group R d generated by d linearly independent vectors e 1 , . . . , e d ∈ R d .
Discretized integrated Green functions. Given a point
As above, introduce annular areas in the Euclidean space
and in the lattice Z 2d ,
Then it is clear that
so that for the indicator functions we obtain
Therefore, (GRI) implies that for any w ∈ Λ out ∩ Z 2d , we have the following inequality:
Given any pair of lattice points u, v ∈ Z 2d and B = Λ ∩ Z 2d , denote
. With this notation, the above equation takes the following form (which we will call "Lattice Geometric Resolvent Inequality" (LGRI, for short), in order to distinguish it from the GRI in Euclidean space:
Now the analogy with the lattice version of the GRI (see, e.g., [DK89] ) is straightforward; the only difference is a geometrical constant in the RHS. However, with the first factor in the terms of the sum small enough, this constant will not require a substantial modification of the lattice MSA technique. A reader familiar with the MSA can easily see now that the central problem of the Multi-Scale Analysis for our model in the Euclidean space R 2d is essentially reduced to the analysis of the decay properties of the functions R BL(v) (v, w; E) defined on Z 2d × Z 2d . On the other hand, the spectral problem for the operator H(ω) is not formally reduced to that for a tight-binding Hamiltonian in ℓ 2 (Z 2d ).
It is worth mentioning that our reduction of the MSA in Euclidean space to an auxiliary lattice problem is not contingent upon a particular structure of the random external potential. The fact that the centers of the scatterers of the alloy-type potential considered in this paper form the same cubic lattice Z d as the centers of unit cells C(v) is a mere coincidence. Moreover, the above mentioned discretization can be used, with no modification, in the case where the random potential V (x; ω) is a random field with continuous argument (e.g., a regular Gaussian field with continuous argument, as in our recent manuscript [BCS08]).
Working with lattice cubes (and, more generally, lattice sets) Λ, we will use traditional notations for the inner boundary ∂ − Λ, exterior boundary ∂ + Λ, and "full" boundary ∂Λ, defined as follows:
2.2.
LGRI for NS-boxes. Fix a box (i.e., a lattice cube) cube B L (u) and a lattice point y ∈ ∂ − B L (u). Assume that B L (u) does not contain any (E, m)-singular box B ℓ (v). Then the LGRI (2.6') implies for such a box that for any
(2.7)
where C ′ is another geometrical constant.
2.3.
LGRI for non-resonant singular cubes. Now consider a situation where a box
Applying the LGRI to all neighboring boxes B ℓ (w), we come to the following bound:
Indeed, it is plain that all above mentioned boxes B ℓ (w) are contained in a "layer" of width 2ℓ − 1 around the box B ℓ (v),
More generally, given a positive number A < ∞, suppose that a box
Then the analog of (2.9) reads as follows:
R BL(u) (w, y; E) (2.10)
). Observe that q ≤ q, so that the above Eqn (2.7) implies a slightly weaker inequality R ΛL(u) (u, y; E)| ≤ q max
with the same value of q as in (2.9), (2.10). We see that the difference between cases (2.7) and (2.10) resides in the form (and size) of the "reference set" of points w used in these recurrent relations.
Clustering of disjoint singular boxes.
Fix a box lattice box B L (u) and suppose that it contains some singular boxes of size ℓ. In order to be able to apply to a given singular box B ℓ (v (1) ) inequality (2.9), it is necessary to have all its neighboring boxes of sidelength ℓ non-singular. However, it may happen that one of the neighbors, B ℓ (v (2) ), is itself singular. In such a case, we can consider a bigger box B 2ℓ−1 (v (1) ) ⊃ B ℓ (v (1) ) as "insufficiently good" and try its neighbors,
; again, one of these boxes can be singular, in which case we obtain a finite sequence of singular boxes which we will call a singular chain: Observe that, by construction, any two boxes in the above singular chain are disjoint. Further, in some situations (e.g., in the multi-particle MSA scheme) one may need to have elements of a singular chain at a certain distance, e.g.,
Starting with one singular box, we can construct a maximal singular chain. It is clear that if B L (u) contains no singular chain with > n elements, n ≥ 1, then for any point x ∈ B L−2nℓ (u) (i.e., for any point not too close to the boundary of the box B L (u)) admits the following inequality holds true:
We will call a maximal singular chain a singular cluster. It is worth mentioning that a box B L (u) may contain, in principle, several singular clusters, i.e., several maximal singular chains, and these clusters may contain different number of elements (disjoint singular boxes). For our purposes, it is not necessary to have singular clusters non-overlapping, although it is always possible, by making properly unions of singular boxes and surrounding such unions in larger boxes ("boxed singular clusters"), to construct a finite number of non-overlapping boxes such that (i) no box of sidelength ℓ outside these boxed singular clusters is singular; (ii) any box of sidelength ℓ adjacent to the boundary of boxed singular clusters is non-singular; (iii) if B L (u) does not contain any family of ≥ n non-overlapping singular boxes, then the sum of diameters of all boxed singular clusters is bounded by C(d)nℓ, where C(d) is a geometric constant.
Below we assume that singular clusters are constructed as described above, although such a construction is not unique. The most important property is (iii), which says that all singular boxes can be covered by a relatively small number of lattice cubes of size of order O(nℓ), where n is the maximal number of possible families of disjoint singular boxes of size ℓ.
Subharmonicity of Green functions. Given a box
Suppose that B L (u)contains one or more singular clusters and define a set S as the union of all singular clusters. Then, by virtue of (2.10), for any lattice point x ∈ S we have
while for points x ∈ S we have, respectively,
14)
with the same value of q. Obviously, if S = ∅, then Eqn (2.13) can be used for all ℓ-boxes inside B L (u), which only makes our estimates simpler. In order to formalize such a property of a function f , we give the following
15)
and for every point x ∈ S there exists an integer ρ(x) ∈ [ℓ, Aℓ] and
Remark. It is clear that, formally, we introduce the notion of (ℓ, q, S, A)-subharmonicity. The parameter A is dropped for notational simplicity only, and this should not lead to any ambiguity. We see that under the above assumptions upon the box B L (u), the function
is (q, ℓ, S)-subharmonic with S defined as a union of all singular clusters and
Moreover, it is not difficult to see that if any family of disjoint singular boxes
contains at most n elements, i.e. j ≤ n, then the above function f is (q, ℓ, S)-subharmonic with some set S (which is not defined in a unique way, in general) contained in a union of annular areas
We will call W (S) the (total) width of the singular area A(S). If the annular covering A(S) is chosen in a minimal way, then W (S) is uniquely defined.
In the next subsection, we will establish a general bound for subharmonic functions, making abstraction of exact values of parameter q.
Radial descent and decay of subharmonic functions. The following elementary statement is an adaptation of Lemma 4.3 from [C08]
Lemma 2.
[Radial Descent Lemma] Let f be the function defined in (2.12) which is (q, ℓ, S)-subharmonic in a box B L (u), covered by a union of annual areas A(S), defined in (2.17), of total width W (S). Then we have
The proof can be found in [C08] ; it is fairly straightforward. 
N.B.: It is clear from our above analysis that all arguments, as well as the statement of Lemma 2.2, remain valid for two-particle cubes in R d (resp., two-particle boxes in Z 2d . Indeed, apart from the difference in the value of the dimension and the additive structure of the potential V(x 1 , x 2 ) = V (x 1 ) + V (x 2 ), the twoparticle Hamiltonians similar form. Neither of these differences is crucial to our analysis, for the dimension can be arbitrary, and a particular structure of the potential is not used at all.
Note also that our analysis of (ℓ, q, S)-subharmonic functions is purely "deterministic" and does not rely upon any probabilistic assumption relative to the random external potential V (x; ω). [CS09A] may notice that subsequent sections are straightforward adaptations of corresponding parts of [CS09A] ; they do not contain truly novel ideas or techniques, compared to [CS09A] .
This concludes our reduction of the deterministic part of the continuous MSA to the lattice version thereof. The rest of the proof of exponential decay of Green functions is conducted in terms of the auxiliary lattice model. The exponential decay of eigenfunctions is then deduced from that of Green functions in a standard way. A reader familiar with

Partial decoupling and tunneling in two-particle boxes
Unlike the single-particle MSA, its two-particle counterpart proposed in [CS09A] has to address the following difficulty of multi-particle models: the probabilistic dependence between the values of the potential V(x; ω) = V (x 1 ; ω) + V (x 2 ; ω) and V(y; ω) = V (y 1 ; ω) + V (y 2 ; ω) does not decay with the distance x − y . However, a weaker form of "decoupling" in the potential U(x) + V(x; ω) takes place for sufficiently distant points in the multi-particle configuration space. Such a decoupling, sufficient for the purposes of the two-particle MSA, makes use of the following elementary geometric statement (cf. [CS09A] ):
The proof is straightforward and can be found in [CS09A] .
Furthermore, in order to estimate the probability of simultaneous (E, m)-singularity of two 8L-distant cubes, we will making use of well-known results of the single-particle MSA, by introducing introduce the following Definition 3.1. Given a bounded interval I ⊂ R and m > 0, a single-particle box
it is called m-non-tunneling (m-NT, for short).
It is worth mentioning that, while the notion of m-tunneling is, formally, defined for an arbitrary two-particle box, it is actually useful only in the case of a non-interactive box, where the spectral problem admits separation of variables, and so is reduced to two single-particle spectral problems.
The following statement is a reformulation of well-known results of the singleparticle MSA (cf. [St01] and bibliography therein), so its proof is omitted. 
Lemma 3.2. Under the assumptions (E1-E4) upon the external (single-particle) external random potential
Then with probability one, the spectrum of operator
] is pure point, and for any EF Ψ j (x; ω) with E j (ω) ∈ [E * 0 , E * 1 ], we have, for any v ∈ Z 2d :
For the reader's convenience, we give the proof of the above theorem in Section 9. All its ingredients can be found in [CS09A] (as far as the two-particle structure of the Hamiltonian is concerned)) and in [St01] .
Therefore, Anderson localization will be established, once we prove the main probabilistic bound of the MSA given by Eqn (4.1).
As usual in the MSA, the probabilistic bound (4.1) is first established for k = 0 initial length scale estimates), and then proved inductively for all k ≥ 1.
The proof of the initial length scale estimate is completely analogous to that in the conventional, single-particle localization theory, and is omitted for this reason. Indeed, the reader may check that the arguments used, e.g., in [St01] (cf. Ch. 3.3, pp. 90-98) do not use any assumption on the structure of the external potential which is not satisfied in the two-particle (actually, even N -particle, with N ≥ 1) model. The basis for these initial scale estimates is the well-known Combes-Thomas bound (cf. [CT73]), combined with the fact that we consider energies E ∈ [E * 0 , E * 1 ] sufficiently close to the lower edge E * 0 of the spectrum. So, in the rest of the paper, we focus on the inductive proof of the bound (4.1). To this end, we consider two kinds of boxes:
where the interaction potential vanishes: U| ΛL(u) ≡ 0;
where the interaction potential is not identically zero on Λ L (u).
This gives rise to three categories of pairs of (sufficiently distant) boxes:
(I) Two non-interactive boxes.
(II) Two interactive boxes.
(III) A mixed pair of one interactive and one non-interactive box.
These three cases will be treated separately in sections 5, 6 and 7, respectively.
By virtue of Theorem 4.1, Anderson localization (cf. Theorem 1.1) will be proven for the two-particle system in R d with an alloy-type external random potential, verifying conditions (D), (E1)-(E4) given in Section 1, once the bound (4.1) is established in all cases (I)-(III).
Remark. For the sake of notational simplicity, below we will call a box
2d is E-resonant (resp., E-non-resonant).
Pairs of non-interactive boxes
We begin with an auxiliary result about non-interactive boxes, which was earlier used in [CS09A] , [CS09B] . For the reader's convenience, we give its proof (which is straightforward) in the Appendix.
Lemma 5.1. Suppose that a two-particle box B L k+1 (u) is E-non-resonant and satisfies the following property: for any pair of sub-boxes
Proof of (4.1) for a pair of non-interactive boxes. Consider a pair of two-particle non-interactive boxes
, and introduce the events
Then we can write
Owing to Lemma 3.2, we have
k , where q ′ > 0 can be chosen arbitrarily large, provided that E * 1 −E * 0 is sufficiently small. So, we can pick q ′ ≥ q with q > 0 given in the Wegner-type bound (W2). Further, by two-volume Wegner-type estimate (W2), we have
By virtue of the NITRoNS (Lemma 5.1), S ∩ T c ⊂ R, Now, using (W2), we obtain
k , owing to our choice of parameter q(> 3p + 9), for all sufficiently large L k . Thus, the bound (4.1) is proven for distant pairs of non-interactive boxes.
Pairs of interactive boxes
Consider again the following events:
Using the Wegner-type bound (W2) and our condition q > 3p + 9 , we see that
Within the event R c , either B ′ or B ′′ is E-non-resonant. Without loss of generality, assume that B
′ is E-non-resonant.
By virtue of the Radial Descent Lemma, if B ′ is (E, m)-singular, but E-nonresonant, then it must contain a singular cluster of 2M + 1 ≥ 5 (with M = 2) distant sub-boxes B L k (u j ), j = 1, . . . , 2M + 1.
Consider the following events: Further, suppose that B ′ contains at least 2M (E, m)-singular distant interactive boxes B L k (u j ), j = 1, . . . , 2m. Owing to Lemma 3.1, the external potential samples in boxes B L k (u j ) are independent. The situation here is completely analogous to that in the single-particle theory, and we can write that
as long as p > 3d 2 + 1, with M = 2, and L 0 (hence, every L k , k ≥ 1) is sufficiently large. Taking into account Eqn (6.1), we see that
yielding the bound (4.1) for pairs of (distant) interactive boxes.
Mixed pairs of boxes
It remains to derive the bound (4.1) in case (III), i.e., for mixed pairs of twoparticle boxes: an interactive box B L k+1 (x) and a non-interactive box B L k+1 (y). Here we use several properties which have been established earlier in this paper for all scale lengths, namely, (W1), (W2), NITRoNS, and the bound (4.1) for pairs of (distant) non-interactive boxes, in Section 5. Consider the following events:
As before, we have
Further,
and for the last term in the RHS we have
is E-non-resonant. It must be the interactive box B L k+1 (x). Indeed, by NITRoNS, had box B L k+1 (y) been both E-non-resonant and m-non-tunneling, it would have been (E, m)-nonsingular, which is not allowed within the event S. So, the box B L k+1 (x) must be E-non-resonant, but (E, m)-singular:
is (E, m)-S and E-NR}.
However, applying the Radial Descent Lemma, we see that
Therefore,
k+1 .
Finally, we get, with q ′′ := q/α = 2q/3 > 2p + 6,
This completes the proof of bound (4.1).
Therefore, Theorem 1.1 is also proven and the Anderson localization established for a two-particle model satisfying hypotheses (D) and (E1) -(E4).
Appendix. Proof of NITRoNS principle
Here we give the proof of Lemma 5.1. Recall that we consider operator
be normalized eigenfunctions and the respective eigenvalues of H
. Similarly, let {ψ b , µ b } be normalized eigenfunctions and the respective eigenvalues of H
Consider the Green functions G(v, y;
Observe that, since the external potential is non-negative, so are the eigenvalues {λ a } and {µ b }. Therefore, if E ≤ E * 1 , then we also have E −λ a ≤ E * 1 , E − µ b ≤ E * 1 , for all λ a and µ b . By the hypothesis of the lemma, Λ L k (u) is E-non-resonant. Therefore, for all λ a , the 1-particle box
is (E−λ a )-non-singular, yielding the required upper bound.
Let us now prove the second assertion of the lemma. If u = (u ′ , u ′′ ) and
In the former case we can write
(8.1)
As mentioned above, E − λ a ≤ E * 1 . In fact, by Weyl's law, E − λ a → −∞ as a → ∞. More precisely, for all a ≥ a * = C * |Λ L k (u ′ )| (with constant C * given by the Weyl's law), we have E − λ a ≤ −m * , where m * > 0 can be chosen arbitrarily large, and, therefore, E − λ a < 0 is far away from the (positive) spectrum:
By virtue of the Combes-Thomas estimate, if E − λ a ≤ −m * and m * > 0 is large enough, then
On the other hand, given any non-negative number m * , one can consider from the beginning the energy interval [−m
Considering negative energies is fictitious, yet the standard, single-particle MSA would imply, formally, all required probabilistic MSA estimates for such a larger interval [−m * , E * 1 ]. The same is true, of course, for the two-particle MSA.
Therefore, an infinite sum over a in (8.1) can be divided into two sums:
where the (infinite) sum a>a * (·) can be made smaller than, for example, e −2mL k , by choosing a * large enough, thus making m * > 0 large enough. On the other hand, the first sum, a≤a * (·), contains a finite number of terms:
Since ϕ a = 1 for all a, we see that 2) . Suppose that the bounds (4.1) are satisfied for all k ≥ 0.
Then there exists a positive number m and a subset Ω 0 ⊂ Ω with P { Ω 0 } = 1 such that for every E ∈ I and ω ∈ Ω 0 and for every polynomially bounded function f ∈ L 2 loc (R 2d ) satisfying
and, more precisely,
Proof. Let R : R 2d → R + be the function given by R(u) = u − S(u) , where
Observe that for any u ∈ R 2d we have
Next, introduce annular subsets of the lattice
centered at points x 0 ∈ Z 2d ⊂ R 2d . Next, consider events S k (u) = {∃ E ∈ I, x ∈ A k+1 (x 0 ) : Λ L k (u) and Λ L k (x) are (E, m) − S}.
Observe that, owing to the definition of M k (u), if x ∈ A k+1 (u), then
and, by the hypothesis of the lemma,
Since p > α, and by virtue of (9.4), k≥0 P { S k (u) } < ∞, and the event S ∞ (u) = { S k (u) occurs infinitely many times } has probability zero, by virtue of the Borel-Cantelli lemma. As a consequence, the event S ∞ = u∈Z 2d S ∞ (u) also has probability zero, so that its complement
has probability 1. The rest of the proof is purely "deterministic". Let E ∈ I, ω ∈ Ω 0 and f ∈ L 2 loc (R 2d ) a polynomially bounded function satisfying Eqn. (9.1). If f = 0, then there exists a lattice point x 0 such that 1 C(x0) f > 0; we pick such a point x 0 and fix it for the rest of the proof. The box Λ L k (x 0 ) cannot be (E, m)-nonsingular for infinitely many values of k, since it would imply that
hence, 1 C(x0) f = 0, in contradiction with our hypothesis. Thus, there exists some k 0 such that ∀ k ≥ k 0 the cube Λ L k (x 0 ) cannot be (E, m)-singular. In turn, this means, by construction of the event A k+1 , that for any point x ∈ A k+1 (x 0 ) the cube Λ L k (x 0 ) is (E, m)-nonsingular. Further, set
It is readily seen that for any x ∈ B k+1 , we have dist[x, B k+1 (x 0 )] ≥ ρ x − x 0 . Furthermore, if x − u ≥ L 0 /(1 − ρ), then ∃ k ≥ 0 such that x ∈ B k+1 (u). Now we see that for sufficiently big k ≥ 0, the box Λ L k (u) is (E, m)-nonsingular, so that E ∈ spec (H ΛL k (u) ). Therefore, we can apply the GRI and obtain
Pick a value ρ ∈ (0, 1) and write it as a product of the form ρ = ρρ ′ with some ρ, ρ ′ ∈ (0, 1). Pick also a number b > 8 + 1 + ρ/(1 − ρ). The above inequality (9.8) can iterated at least n k := ((L k + 1) −1 ρ x − u times, producing the following bound: This completes the proof of Lemma 9.1. ⊓ ⊔
In the following statement, we treat individual realizations of the random Hamiltonian H(ω). This possible owing to our assumption of boundedness of the random amplitude of "impurities", V (x; ω), x ∈ Z d . In a more general case, a similar statement can be proved with probability one with respect to the ensemble of potentials V (x; ω). In fact, Lemma Lem332 follows from a much more general statement from [St01] , so we omit here its proof. Now we are prepared to prove Theorem 4.1. Indeed, by Lemma 9.2, there is a set E 0 ⊂ I = [0, E * 0 ] with the following properties: -∀ E ∈ E 0 there is a polynomially bounded eigenfunction Ψ of H(ω) corresponding to E; -I \ E 0 is a set of measure zero for the spectral resolution of operator H(ω).
Further, by Lemma 9.1, every polynomially bounded generalized eigenfunction Ψ corresponding to E ∈ I is exponentially decaying, in the L 2 -sense, and in particular, Ψ ∈ L 2 (R 2d ). This means that E is actually an eigenvalue. Moreover, since the Hilbert space L 2 (R 2d ) is separable, this implies that the spectrum of H(ω) is pure point and, as was just mentioned, all corresponding eigenfunctions decay exponentially in the L 2 -sense, as stated in the Theorem 4.1. This concludes the proof. ⊓ ⊔
