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‡Laboratoire de Mécanique des Solides, Ecole Polytechnique, CNRS, Université Paris-Saclay
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Abstract
We consider a general nonlinear poromechanical model, formulated based on fundamen-
tal thermodynamics principle, suitable for representing the coupling of rapid internal fluid
flows with large deformations of the solid, and compatible with a wide class of constitutive
behavior. The objective of the present work is to propose for this model a time discretiza-
tion scheme of the partitioned type, to allow the use of existing time schemes – and possibly
separate solvers – for each component of the model, i.e. for the fluid and the solid. To
that purpose, we adapt and extend an earlier proposed approach devised for fluid-structure
interaction in an Arbitrary Lagrangian-Eulerian framework. We then establish an energy
estimate for the resulting time scheme, in a form that is consistent with the underlying en-
ergy principle in the poromechanical formulation, up to some numerical dissipation effects
and some perturbations that we have carefully identified and assessed. In addition, we pro-
vide some numerical illustrations of our numerical strategy with test problems that present
typical features of large strains and rapid fluid flows, and also a case of singular transition
related to total drainage. An example of challenging application envisioned for this model
and associated numerical coupling scheme concerns the perfusion of the heart.
1 Introduction
Recently, novel challenging applications such as cardiac modeling have required the in-
troduction of general formulations coupling porous flows and hyperelastic formulations, and
compatible with large displacements, finite strains and strong inertial effects both in the solid
and in the fluid. In this context, a general poromechanics formulation was proposed in [10]
based on fundamental thermodynamics principles, see also [41] where the same type of model
was subsequently considered. As inertia effects and large displacements are considered, the
final formulation is very similar to the coupling of hyperelastic dynamics for the skeleton – i.e.,
the solid constituent – with a conservative form of the so-called Arbitrary Lagrangian–Eulerian
(ALE) formulation of the compressible Navier–Stokes equations [15, 33] set on the same domain,
hence, with a domain velocity given by the skeleton physical velocity. The compressible anal-
ogy comes from the product of the fluid volume fraction with the fluid density that, together,
play the role of a varying fluid density. Finally, when compared with standard fluid-structure
interaction (FSI) problems, we have the additional distributed coupling term representing the
interaction between the two phases [6, 13, 14]. From this analogy, [10] introduced a time scheme
with an energy balance at the time-discrete level inspired from the work [32] initially devoted to
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classical fluid-structure interaction problems. The proposed time scheme combined in a mono-
lithic formulation a mid-point energy-conserving extension of the mid-point Newmark scheme
and a second-order Crank–Nicolson scheme for the fluid– with an additional specific treatment
of the Darcy term discretization in order to respect the energy balance in the fluid–skeleton
interaction. This scheme was proved in [10] to be second-order accurate and unconditionally
stable, similarly to its initial fluid-structure counterpart in [32].
However, this scheme has some drawbacks when considering its practical use in simulation
software – in industrial codes in particular – as it implies the use of a Newton-Raphson solution
procedure on a monolithic fluid+solid formulation. Therefore, we propose in the present article
an alternative time discretization inspired from state-of-the-art partitioned FSI time-schemes
[18, 19, 27]. Partitioned solvers aim at solving the interaction problem by coupling independent
solvers for the fluid and the solid [2, 3, 21, 28, 29, 35]. Therefore, they are much more modular
than monolithic approaches and allow the use of existing legacy software [30]. However, the
computational efficiency of partitioned approaches compared with a monolithic approach must
be assessed [4, 8, 27, 28]. Hence, the question of monolithic versus partitioned approaches has
already been raised in other specific poromechanics formulations, typically with Darcy flows
[34].
As we aim at relying on a classical Newmark scheme for the solid with an energy-conserving
extension for general hyperelastic laws [22, 25], we set out in this article to propose our time-
scheme based on the recent partitioned FSI scheme of [1]. This scheme combines a Newmark
scheme for the solid [22] with an effective Chorin-Temam projection scheme in the fluid [11,
23, 39]. The fluid viscous sub-step, taking into account the convective–viscous effects and the
geometrical non-linearities, is treated explicitly. Moreover, at each time step the projection
sub-step is implicitly coupled with the structure with Robin coupling conditions derived from
Nitsche’s interface method [7, 36]. The specificity of this coupling strategy is twofold. First,
it allows to prove stability independently of the added-mass effect typically present in blood
flow simulations, which in particular is known to compromise the stability of explicit coupling
– time-marching – schemes, see [8]. Note that this added-mass effect has also been evidenced
in poroelastic models with an impact that directly correlates with fluid fraction [5]. Secondly,
the coupling strategy of [1] is, to our best knowledge, the only time scheme that allows for
non-linear conservative time-stepping within a 3D general solid, as opposed to the more direct
Dirichlet-Neumann semi-implicit coupling [19]. From this starting point, we propose in the
present article a partitioned scheme adapted to the poromechanics formulation of [10], with
an adequate treatment of the additional fluid fraction variable, and a specific treatment of the
distributed coupling conditions. The resulting scheme is proved to satisfy a discrete energy
estimate, hence, to be unconditionally stable. Compared with [1] from which we draw the
inspiration of our time scheme, our major contributions lie in
• extending this time scheme to our more complex case of a two-phase poromechanical
problem;
• establishing the discrete energy estimate with the total free energy of the mixture, in a
general nonlinear framework.
Furthermore, as our proposed method has the same algorithmic complexity as that of [1], we
can similarly expect very significant gains in computational efficiency compared to a monolithic
approach, as already assessed numerically in [19], in particular.
The paper is organized as follows. In Section 2, we recall the formulation of the general
poromechanical model of [10] that we consider, with the associated energy balance. Next, in
Section 3 we introduce our proposed partitioned time discretization scheme, and we provide a
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detailed stability analysis of this time scheme by establishing a discrete energy estimate. One
ingredient of this analysis is an adapted form of the so-called “geometric conservation law”
[16, 17, 38, 40], which in our case is shown to be satisfied by construction, up to perturbations
induced by spatial discretization that we analyse in details. In Section 4, we provide some im-
plementation considerations, and several numerical illustrations for representative test problems
proposed in the recent literature [9]. In addition, we present a test case in which we precisely
monitor the energy balance and quantitatively assess the various sources of perturbations in-
duced by spatial discretization. Finally, we give some concluding remarks in Section 5.
2 Poromechanical formulation
2.1 Basic definitions
We consider the general poromechanical model proposed in [10]. This is a two-phase mixture
type model, in which a fluid phase and a solid phase are assumed to coexist and interact at
each point, φ denoting the volume fraction of the fluid phase – also called the porosity.
The solid phase is primarily described by the displacement field y
s
(ξ, t) defined at every
point ξ in the (fixed) reference domain Ω0, and at any time t in the time window considered.
We will use the corresponding velocity field
vs =
dy
s
dt
= ∂tys(ξ, t).
The displacement field maps the reference domain Ω0 to the deformed domain Ωt, viz.
ξ ∈ Ω0 7→ x = ξ + y
s
(ξ, t),
and the associated deformation gradient tensor is
F = 1 +∇
ξ
y
s
,
with determinant J = detF . We point out that J represents the local change of volume of
the global mixture, whereas the change of volume of the solid phase itself is given by J(1 −
φ)/(1 − φ0), with φ0 the fluid volume fraction in the undeformed configuration, and we define
Js = J(1 − φ). We recall the definitions of the right Cauchy-Green deformation tensor and of
the Green-Lagrange strain tensor, i.e., respectively,
C = F T · F , e = 12(C − 1).
The mass per unit volume of the solid phase in the reference configuration is denoted by ρs0.
The internal fluid flow is represented by the velocity vf and pressure p, both fields being
naturally defined in the deformed domain Ωt. The fluid is assumed to be incompressible, hence,
the fluid mass per unit volume ρf is constant. The quantity m is defined as the added fluid
mass per unit volume of the reference configuration, i.e.
m = ρf(Jφ− φ0).
The fluid is assumed to be Newtonian, with the usual decomposition of the fluid Cauchy stress
tensor into viscous and hydrostatic contributions, i.e.
σ
f
= σ
vis
(vf)− p1.
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Recalling the classical transformation rule from the Cauchy stress tensor to the second
Piola-Kirchhoff stress tensor
Σ = JF−1 · σ · F−T ,
here written for the global stress tensors of the mixture, we will denote by Σ
s
the contribution
of the solid in the second Piola-Kirchhoff stress tensor Σ, i.e.
Σ
s
= Σ− φJF−1 · σ
f
· F−T = Σ− φΣ
vis
+ φpJC−1, (1)
with Σ
vis
= JF−1 · σ
vis
· F−T , see Section 2.4 below for more detailed specifications of the
constitutive laws.
2.2 Strong formulation
The strong form of the poromechanical model reads [10]
ρs0(1− φ0)
dvs
dt
−∇ ξ · (F · Σs) + pJF
−T · ∇ ξφ
−Jφ2k−1
f
· (vf − vs) = ρs0(1− φ0)f, in Ω0, (2a)
1
J
d
dt
(ρfJφ vf) +∇ x ·
(
ρfφ vf ⊗ ρf(vf − vs)
)
− θvf
+φ2k−1
f
· (vf − vs)−∇ x · (φσvis) + φ∇ xp = ρfφ f, in Ωt, (2b)
1
J
d
dt
(Jρfφ) +∇ x ·
(
ρfφ(vf − vs)
)
= θ, in Ωt (2c)
where k
f
denotes the so-called permeability tensor that governs the friction forces between the
solid and fluid phases (we will also use its inverse D
f
), f the applied distributed force per unit
mass, and θ the fluid mass input per unit volume in the deformed configuration that may be
used in some problems to model some specific inflow (θ > 0) or outflow (θ < 0) conditions.
This is a coupled system, albeit in essence the first equation governs the solid deformation, the
second the fluid flow, and the third the fluid mass conservation. Note in passing the slight abuse
of notation – that we will repeatedly use throughout the paper – by which we employ the same
notation for fields defined over the domains Ω0 and Ωt – e.g., for the velocity fields – which
means that composition by the deformation mapping or its inverse is implicitly used.
Remark 1 (Comparison with fluid-structure interaction)
From a formal standpoint the above system bears some interesting resemblance with a fluid-
structure interaction problem written in the Arbitrary Lagrangian-Eulerian (ALE) formalism,
see e.g. [1]. The main differences here are that the fluid and the solid interact everywhere
– and not only on boundaries – via the distributed friction term Jφ2k−1
f
· (vf − vs) and the
porosity gradient term pJF−T · ∇ ξφ, the ALE domain velocity is substituted with the physical
solid velocity, and the fluid mass conservation is made more complex due to the combination
of fluid and solid at every point (with fluid volume fraction φ). Nevertheless, the similarities
will allow us to draw some inspiration from a previously-proposed time scheme to design our
discrete problem, i.e. [1].
Of course, the above equations must be complemented with adequate boundary conditions.
Denoting by t the total traction on the boundary of the domain Ωt, and by t0 = J‖F−T · n0‖t
the transported counterpart on the boundary of the reference domain Ω0, as in [10] we will
consider:
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• Dirichlet boundary conditions for both phases, i.e. prescribed skeleton displacements and
fluid velocities
y
s
= ypr
s
, vf = v
pr
f ,
on the subpart of the boundary that we denote by Γ0D in the reference configuration and
ΓtD in the current configuration;
• Neumann boundary conditions – namely, prescribed forces – for both phases together,
with proportional repartition1 of boundary traction
σ · n = t ⇔ F · Σ · n0 = t0, σf · n = t,
on Γ0N (or Γ
t
N );
• Neumann boundary condition for the global mixture, but vanishing fluid flux and propor-
tional repartition of tangential boundary traction
σ · n = t ⇔ F · Σ · n0 = t0, πτ (σf · n) = πτ (t), (vf − vs) · n = 0,
on Γ0Nnof (or Γ
t
Nnof), where πτ = 1 − n ⊗ n denotes the projection onto the tangential
plane;
• Neumann boundary condition for the global mixture with fluid velocity coinciding with
the solid velocity (no sliding)
σ · n = t ⇔ F · Σ · n0 = t0, vf = vs,
on Γ0Nnos (or Γ
t
Nnos).
2.3 Weak formulation
We consider test functions (v∗s , v
∗
f , q
∗) associated with the main unknowns (y
s
, vf ,m) and
satisfying similar Dirichlet boundary conditions, albeit in a homogeneous form, i.e.
v∗s |Γ0D = v
∗
f |Γ0D = 0,
(
(v∗f − v∗s ) · n
)
|Γ0Nnof = 0, (v
∗
f − v∗s )|Γ0Nnos = 0.
Multiplying System (2) by these test functions and integrating space-wise yields [10]
∫
Ω0
ρs0(1− φ0)
dvs
dt
· v∗s dΩ +
∫
Ω0
Σ
s
: dye · v∗s dΩ−
∫
Ωt
(vf − vs) · φ2k−1f · v
∗
s dΩ
+
∫
Ωt
p∇ xφ · v∗s dΩ =
∫
Ω0
ρs0(1− φ0)f · v∗s dΩ +
∫
Γ0N
(1− φ)t0 · v∗s dS
+
∫
Γ0Nnof
⋃
Γ0Nnos
t0 · v∗s dS −
∫
ΓtNnof
φ(πτ t) · v∗s dS −Rcf (v∗s ) (3a)
P fi (v∗f ) +
∫
Ωt
(vf − vs) · φ2k−1f · v
∗
f dΩ +
∫
Ωt
(
− p
ρf
∇ x · (ρfφv∗f ) + φσvis : ε(v
∗
f )
)
dΩ
=
∫
Ωt
ρfφ f · v∗f dΩ +
∫
ΓtN
⋃
ΓtNnof
φ t · v∗f dS (3b)
∫
Ω0
dm
dt
q∗ dΩ +
∫
Ωt
∇ x · (ρfφ (vf − vs)) q∗ dΩ =
∫
Ωt
θq∗ dΩ (3c)
1proportionality is meant here according to the respective volume fractions of the two phases
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with
P fi (v∗) =
∫
Ω0
d
dt
(
Jρfφ vf
)
· v∗ dΩ +
∫
Ωt
∇ x · (ρfφvf ⊗ (vf − vs)) · v∗ dΩ−
∫
Ωt
θvf · v∗ dΩ,
and the residual representing the fluid reaction forces
Rcf (v∗s ) = P fi (v∗s ) +
∫
Ωt
(vf − vs) · φ2k−1f · v
∗
s dΩ +
∫
Ωt
(
− p
ρf
∇ x · (ρfφv∗s ) + φσvis : ε(v
∗
s )
)
dΩ
−
∫
Ωt
ρfφ f · v∗s dΩ−
∫
ΓtN
φ t · v∗s dS −
∫
ΓtNnof
φ(πτ t) · v∗s dS.
This weak formulation characterizes the main unknowns (y
s
, vf ,m), from which all other quan-
tities can be computed. In particular, we have φ = m/ρf+φ0J(y
s
) , and the pressure p will be given by
a constitutive equation, see next section. Note that – as is usual in computational mechanics,
especially in a nonlinear framework – we do not dwell on the mathematical definition of the
functional spaces, typically considered to be Sobolev spaces of the form W 1,s with s sufficiently
large for all integrals in (3) to be well-defined, see e.g. [12, 31] and references therein for more
details.
In order to transform (3a) into a more compact form, we define the following pseudo-residual
based on the above-introduced residual
R̄cf (v∗s ) = Rcf (v∗s )−
∫
Ωt
(vf − vs) · φ2k−1f · v
∗
s dΩ +
∫
Ωt
p∇ xφ · v∗s dΩ
= P fi (v∗s ) +
∫
Ωt
(
−pφ∇ x · v∗s + φσvis : ε(v
∗
s )
)
dΩ−
∫
Ωt
ρfφ f · v∗s dΩ
−
∫
ΓtN
φ t · v∗s dS −
∫
ΓtNnof
φ(πτ t) · v∗s dS,
where we have used the identity ∇ x · (φv∗s ) = φ∇ x · v∗s + ∇ xφ · v∗s . We infer the following
alternative form for (3a)∫
Ω0
ρs0(1− φ0)
dvs
dt
· v∗s dΩ +
∫
Ω0
Σ
s
: dye · v∗s dΩ =
∫
Ω0
ρs0(1− φ0)f · v∗s dΩ
+
∫
Γ0N
(1− φ)t0 · v∗s dS +
∫
Γ0Nnof
⋃
Γ0Nnos
t0 · v∗s dS −
∫
ΓtNnof
φ(πτ t) · v∗s dS − R̄cf (v∗s ).
2.4 Constitutive laws and energy balance
We consider a total stress tensor given by [10]
Σ = φΣ
vis
+
∂Ψ(e,m)
∂e
∣∣∣
m
+
∂Ψdamp(e, ė)
∂ė
∣∣∣
e
,
with Ψ(e,m) the Helmholtz free energy of the mixture, and Ψdamp(e, ė) a viscous pseudo-
potential. Due to fluid incompressibility, Ψ(e,m) = Ψs(e, Js) with Ψs the solid free energy
– meaning that the fluid cannot store any energy – hence, we have
Σ = φΣ
vis
+
∂Ψs(e, Js)
∂e
∣∣∣
Js
+
∂Ψdamp(e, ė)
∂ė
∣∣∣
e
− pJC−1,
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see [10]. Recalling (1), this gives for the solid contribution
Σ
s
=
∂Ψ(e,m)
∂e
∣∣∣
m
+
∂Ψdamp(e, ė)
∂ė
∣∣∣
e
+ φpJC−1 (4)
=
∂Ψs(e, Js)
∂e
∣∣∣
Js
+
∂Ψdamp(e, ė)
∂ė
∣∣∣
e
− (1− φ)pJC−1.
In addition, we have
p = ρf
∂Ψ(e,m)
∂m
∣∣∣
e
= −
∂Ψs(e, Js)
∂Js
∣∣∣
e
.
Defining the total kinetic energy of the system
K = 1
2
∫
Ω0
ρs0(1− φ0)v2s dΩ +
1
2
∫
Ωt
ρfφ v
2
f dΩ,
and the total Helmholtz free energy
W =
∫
Ω0
Ψ(e,m) dΩ,
we can now recall the following energy balance result, see [10, Theorem 7]
dK
dt
+
dW
dt
= −
∫
Ω0
∂Ψdamp
∂ė
: ė dΩ−
∫
Ωt
φσ
vis
: ε(vf) dΩ−
∫
Ωt
(vf − vs) · φ2k−1f · (vf − vs) dΩ
+ Ptotalext + JKb + JKθ + JWb + JGθ, (5)
the operator ε denoting the usual symmetrized gradient, and with
Ptotalext =
∫
Ω0
ρs0(1− φ0)f · vs dΩ +
∫
Ωt
ρfφ f · vf dΩ +
∫
∂Ωt
t ·
(
(1− φ)vs + φvf
)
dS
the total power of external forces,
JKb = −
1
2
∫
∂Ωt
ρfφv
2
f (vf − vs) · ndS, JKθ =
1
2
∫
Ωt
v2f θ dΩ,
the incoming rates of fluid kinetic energy due to the boundary flow and source term, respectively,
and
JWb = −
∫
∂Ωt
ρfφψm(vf − vs) · ndS, JGθ =
∫
Ωt
gmθ dΩ,
similar incoming rates of Helmholtz and Gibbs free energies. The physical interpretation of (5)
is that total energy variations correspond to dissipation losses – in the fluid and solid phases
separately, and in their interaction – and external source terms.
3 Effective and energy-preserving time discretization
In the sequel we use the standard mid-point notation
gn+
1
2 =
gn + gn+1
2
,
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except when otherwise specified for some specific quantities that we then denote by gn+
1
2
], to
then emphasize that a discretization rule other than simple mid-point is being considered.
For any field w0D in V
0 = H1(Ω0)3, we define
V 0(w0D) = {v∗ ∈ V 0
∣∣∣ v∗|Γ0D = w0D}.
Assuming a sufficiently regular mapping between the reference domain Ω0 and the deformed
configuration of time step n denoted by Ωnf , we define
Qn = L2(Ωnf ),
and for any (wD, w) in (V
n)2 = (H1(Ωnf )
3)2,
V n(wD) = {v∗ ∈ V n
∣∣∣ v∗|ΓnD = wD},
V n(wD, w) = {v∗ ∈ V n
∣∣∣ v∗|ΓnD = wD, v∗|ΓnNnos = w|ΓnNnos , (v∗ − w) · n = 0 on ΓnNnof}.
As in the continuous framework, we will use the same notation for functions defined in Ω0 and
Ωnf .
All the solution spaces considered here are implicitly assumed from now on to be discrete in
space, typically using a finite element type strategy, but we do not dwell on space discretization
in this paper. Nevertheless, we will denote by h the typical maximum diameter of all the finite
elements in the mesh.
3.1 Time-discrete partitioned coupling method
We now define our proposed partitioned method, drawing some inspiration from the method
previously proposed in [1] for fluid-structure interaction, see above Remark 1.
Given the solutions (yn
s
, vns ) and (v
n
f ,m
n) up to time step n, perform the following steps:
• Step 0. Mesh and porosity updates: Ωn+1f = (IΩ0 + y
n
s
)Ω0 and φn = m
n/ρf+φ0
J(yn
s
) .
• Step 1. Explicit step: find ṽn+1f ∈ V
n+1(vprf (t
n+1)) such that ∀ṽ∗f ∈ V n+1(0)∫
Ωn+1f
ρf
∆t
φnṽn+1f · ṽ
∗
f dΩ−
∫
Ωnf
ρf
∆t
φn−1vnf · ṽ∗f dΩ
+
∫
Ωnf
∇ x ·
(
ρfφ
n−1ṽn+1f ⊗ (v
n
f − v
n− 1
2
s )
)
· ṽ∗f dΩ + 2µ
∫
Ωn+1f
φnε(ṽn+1f ) : ε(ṽ
∗
f ) dΩ
+
γµ
h
∫
Γn+1Nnos
φn(ṽn+1f − v
n− 1
2
s ) · ṽ∗f dS +
γµ
h
∫
Γn+1Nnof
φn
[
(ṽn+1f − v
n− 1
2
s ) · n
]
ṽ∗f · ndS
= 2µ
∫
Γn+1Nnos∪Γ
n+1
Nnof
φnε(ṽn+1f ) · n · ṽ
∗
f dS +
∫
Ωn+1f
θnṽn+1f · ṽ
∗
f dΩ, (6)
where γ denotes a stabilization parameter, see Remark 2 below.
• Step 2. Implicit step (implicit coupling of two sub-steps, fluid and solid)
– Step 2a. Fluid projection sub-step (where pn+1=̂ρf
∂Ψ
∂m
∣∣∣n+ 12 ], see below)
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Find (vn+1f ,m
n+1) ∈ V n+1(vprf (t
n+1), v
n+ 1
2
s )×Qn+1 such that ∀(v∗f , q∗) ∈ V n+1(0, 0)×
Qn+1
∫
Ω0
mn+1 −mn
∆t
q∗ dΩ +
∫
Ωn+1f
∇ x · (ρfφn (vn+1f − v
n+ 1
2
s ))q
∗ dΩ =
∫
Ωn+1f
q∗θn dΩ (7a)∫
Ωn+1f
ρf
∆t
φn (vn+1f − ṽ
n+1
f ) · v
∗
f dΩ−
∫
Ωn+1f
pn+1(∇ xφn) · v∗f dΩ
−
∫
Ωn+1f
φnpn+1∇ x · v∗f dΩ +
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · v
∗
f dΩ
=
∫
Ωn+1f
ρfφ
nfn+1 · v∗f dΩ +
∫
Γn+1N ∪Γ
n+1
Nnof
φntn+1 · v∗f dS
(7b)
– Step 2b. Solid step (Newmark mid-point scheme)
Find (yn+1
s
, vn+1s ) ∈ V 0(yprs (t
n+1))× V 0(ẏpr
s
(tn+1)) such that ∀v∗s ∈ V 0(0)
yn+1
s
− yn
s
∆t
=
vn+1s + v
n
s
2
(8a)∫
Ω0
ρs0
∆t
(1− φ0)(vn+1s − vns ) · v∗s dΩ
+
∫
Ω0
(
∂Ψ
∂e
∣∣∣n+ 12 ] + ∂Ψdamp
∂ė
∣∣∣n+ 12 ]) : dyen+ 12 ] · v∗s dΩ
+
∫
Ωn+1f
φnpn+1∇ x · v∗s dΩ +
γµ
h
∫
Γn+1Nnos
φn(v
n+ 1
2
s − v
n− 1
2
s ) · v∗s dS
+
γµ
h
∫
Γn+1Nnof
φn
[
(v
n+ 1
2
s − v
n− 1
2
s ) · n
]
v∗s · ndS
=
∫
Ω0
ρs0(1− φ0)fn+1 · v∗s dΩ +
∫
Γ0N
(1− φn)tn+10 · v
∗
s dS
+
∫
Γ0Nnos∪Γ
0
Nnof
tn+10 · v
∗
s dS −
∫
Γn+1Nnof
φ(πτ t
n+1) · v∗s dS − R̄df (v∗s )
(8b)
Here, R̄df denotes the discrete version of R̄cf , such that for any v∗ in V n+1
R̄df (v∗) =
∫
Ωn+1f
ρf
∆t
φn vn+1f · v
∗ dΩ−
∫
Ωnf
ρf
∆t
φn−1vnf · v∗ dΩ
+
∫
Ωnf
∇ x ·
(
ρfφ
n−1ṽn+1f ⊗ (v
n
f − v
n− 1
2
s )
)
· v∗ dΩ−
∫
Ωn+1f
θnṽn+1f · v
∗ dΩ
−
∫
Ωn+1f
φnpn+1∇ x · v∗ dΩ + 2µ
∫
Ωn+1f
φnε(ṽn+1f ) : ε(v
∗) dΩ
−
∫
Ωn+1f
ρfφ
nfn+1 · v∗ dΩ−
∫
Γn+1N
φntn+1 · v∗ dS −
∫
Γn+1Nnof
φn(πτ t
n+1) · v∗ dS,
the strain-related quantities are discretized as follows
en+
1
2
] = e(yn+
1
2
s
), ėn+
1
2
] =
en+1 − en
∆t
,
dye
n+ 1
2
] · v∗ = 1
2
(
F (yn+
1
2
s
)T · ∇ ξv∗ +∇ Tξ v∗ · F (yn+
1
2
s
)
)
,
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and the discrete solid stress tensor contribution is obtained using (4), with the following dis-
cretization choices for
∂Ψ
∂e
∣∣∣n+ 12 ] (see [22]) and pn+1
∂Ψ
∂e
∣∣∣n+ 12 ]=̂∂Ψ
∂e
(en+
1
2
],mn+1)
+
(
Ψ(en+1,mn+1)−Ψ(en,mn+1)
∆t
− ∂Ψ
∂e
(en+
1
2
],mn+1) : ėn+
1
2
)
ėn+
1
2
ėn+
1
2 : ėn+
1
2
(9a)
pn+1
ρf
=̂
∂Ψ
∂m
∣∣∣n+ 12 ]=̂Ψ(en,mn+1)−Ψ(en,mn)
mn+1 −mn
. (9b)
In the sequel, we will choose Ψdamp = ηd2 tr(ė)
2, with the discretization∫
Ω0
∂Ψdamp
∂ė
∣∣∣n+ 12 ] : dyen+ 12 ] · v∗s dΩ = ∫
Ω0
ηd dye
n+ 1
2
] · vn+
1
2
s : dye
n+ 1
2
] · v∗s dΩ.
Remark 2 (Splitting and Robin boundary conditions rationale)
In essence, Step 1 takes care of the advection-diffusion part of the fluid problem, with an
explicit treatment of the advection term (linear problem), and no coupling with the solid part
other than via the Robin-type boundary conditions on the “fluid-proof” boundaries, namely,
Γ0Nnof
⋃
Γ0Nnos. Then, Step 2 corrects the velocity computed in Step 1 by taking into account
the coupling of the solid component with the pressure part of the fluid problem, including for
the distributed friction term. Eventually, the fluid inertia term
∫
Ω0
d
dt
(
Jρfφ vf
)
· v∗ dΩ of the
continuous problem is decomposed in the discrete problem into two contributions that appear
in Steps 1 and 2a, i.e., respectively,∫
Ωn+1f
ρf
∆t
φnṽn+1f · v
∗ dΩ−
∫
Ωnf
ρf
∆t
φn−1vnf · v∗ dΩ and
∫
Ωn+1f
ρfφ
n v
n+1
f − ṽ
n+1
f
∆t
· v∗ dΩ.
As for Robin boundary conditions, they are introduced in Steps 1 and 2b – with the associated
stabilization parameter γ – to take care of Dirichlet boundary conditions that relate the fluid and
solid velocities, while ensuring stability in the coupling, as will be demonstrated in the below
stability analysis. This combination of splitting strategy with Robin boundary conditions is
similar to that proposed in [1] for fluid-structure interaction, albeit here extended to a more
complex problem.
3.2 Stability analysis
Our objective in this section is to establish the stability of our proposed scheme, namely,
a discrete energy balance similar to (5) up to some numerical dissipation terms. We will then
naturally assume that there exists a solution (yn
s
, vns , v
n
f ,m
n) to the discrete equations (6)–(8)
up to time step n, and that this solution is admissible, which we characterize by
J(yn
s
) > 0, 0 < φn =
mn/ρf + φ0
J(yn
s
)
< 1,
everywhere, with obvious physical interpretations for these conditions. In fact, in the stability
analysis, for technical reasons we will make a stronger assumption on the jacobian J(yn
s
), i.e.
maxξ∈Ω0 J(y
n
s
)
minξ∈Ω0 J(y
n
s
)
< M, (10)
with M independent of n. This is in order to be able to invoke the following inverse inequality.
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Lemma 1
Assuming that (10) holds, there exists a constant Cie such that
‖
√
φn ε(v∗) · n‖2
L2(Γn+1Nnos)
≤ Cie
h
‖
√
φn ε(v∗)‖2
L2(Ωn+1f )
, ∀v∗ ∈ H1(Ωnf )3. (11)
This inverse inequality is obtained by a standard scaling argument when noting that
‖
√
φn ε(v∗) · n‖2
L2(Γn+1Nnos)
= ‖φn(ε(v∗) · n)2‖L1(Γn+1Nnos) =
∥∥mn/ρf + φ0
J(yn
s
)
(ε(v∗) · n)2
∥∥
L1(Γn+1Nnos)
,
where (mn/ρf + φ0)ε(v
∗)2 is a polynomial – hence, in a finite dimensional space – due to the
spatial discretization of mn and v∗. By contrast, 1/J(yn
s
) is not a polynomial in general, which
leads to Condition (10).
Remark 3 (Inverse inequality and condition (10))
First of all, it should be noted that the inverse inequality (11) is rather “conservative” in itself,
due to the fact that only the mesh elements adjacent to the boundary Γn+1Nnos are concerned in
the left-hand side, hence, in the starting point of the scaling argument. Moreover, in the course
of the scaling argument, Condition (10) could clearly be relaxed in the form
maxξ∈K J(y
n
s
)
minξ∈K J(yns )
< M,
for every finite element K in the mesh. A particular case arises when considering linear finite
elements for the solid displacements, in which case the Jacobian is constant within each element.
For the sake of simplicity in the stability analysis, we will assume that t = 0 on ΓNnos,
ΓNnof = ∅, f = 0, θ = 0 , yprs = 0 and v
pr
f = 0. We then have the following result.
Proposition 2
Assuming that (10) holds and that γ > Cie, the time scheme (6)–(8) satisfies
En+1 − En
∆t
+
γµ
2h
‖vn+
1
2
s ‖2φn,Γn+1Nnos −
γµ
2h
‖vn−
1
2
s ‖2φn,Γn+1Nnos
≤
(
tn+1, vn+1f
)
φn,Γn+1N
+
(
tn+10 , v
n+ 1
2
s
)
1−φn,Γ0N
−
∫
Ω0
∂Ψdamp
∂ė
∣∣∣n+ 12 ] : dyen+ 12 ] · vn+ 12s dΩ
−
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · (v
n+1
f − v
n+ 1
2
s ) dΩ− T1
− ρf
2∆t
∥∥ṽn+1f − vnf ∥∥2φn−1,Ωnf − ρf2∆t ∥∥vn+1f − ṽn+1f ∥∥2φn,Ωn+1f
− Cµ
∥∥ε(ṽn+1f )∥∥2φn,Ωn+1f − C µL‖ṽn+1f − vn+ 12s ‖2φn,Γn+1Nnos , (12)
with C a positive dimensionless constant, L homogeneous to a length, En the total discrete
energy at step n, i.e.
En = Knf +Kns +Wn =
ρf
2
‖vnf ‖2φn−1,Ωnf +
ρs0
2
‖vns ‖21−φ0,Ω0 +
∫
Ω0
Ψ(en,mn) dΩ,
and T1 the discrete flux of outgoing fluid kinetic energy that crosses the domain borders
T1 =
1
2
∫
∂Ωnf \Γ
n
Nnos
ρfφ
n−1|ṽn+1f |
2(vnf − v
n− 1
2
s ) · ndS.
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Proof. Respectively evaluating the equations (6), (7b) and (8) with the test functions
ṽ∗f = ṽ
n+1
f , v
∗
f = v
n+1
f − v
n+ 1
2
s , and v
∗
s = v
n+ 1
2
s ,
we get, defining
Rp(v∗) =
∫
Ωn+1f
ρfφ
n v
n+1
f − ṽ
n+1
f
∆t
· v∗ dΩ−
∫
Ωn+1f
φnpn+1∇ x · v∗ dΩ−
∫
Γn+1N
φntn+1 · v∗ dS
and using the weighted L2-scalar product notation (g, h)ψ,Ω =
∫
Ω ψ gh dΩ,
ρf
∆t
(
ṽn+1f , ṽ
n+1
f
)
φn,Ωn+1f
− ρf
∆t
(
vnf , ṽ
n+1
f
)
φn−1,Ωnf
+
∫
Ωnf
∇ x ·
(
ρfφ
n−1ṽn+1f ⊗ (v
n
f − v
n− 1
2
s )
)
· ṽn+1f dΩ + 2µ‖ε(ṽ
n+1
f )‖φn,Ωn+1f
+
γµ
h
(
ṽn+1f − v
n− 1
2
s , ṽ
n+1
f
)
φn,Γn+1Nnos
= 2µ
(
ε(ṽn+1f ) · n, ṽ
n+1
f
)
φn,Γn+1Nnos
, (13a)
ρf
∆t
(
vn+1f − ṽ
n+1
f , v
n+1
f
)
φn,Ωn+1f
−
∫
Ωn+1f
pn+1(∇ xφn) · (vn+1f − v
n+ 1
2
s ) dΩ
−
∫
Ωn+1f
φnpn+1∇ x · vn+1f dΩ +
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · (v
n+1
f − v
n+ 1
2
s ) dΩ
=
(
tn+1, vn+1f
)
φn,Γn+1N
+Rp(v
n+ 1
2
s ), (13b)
ρs0
2∆t
‖vn+1s ‖21−φ0,Ω0 −
ρs0
2∆t
‖vns ‖21−φ0,Ω0
+
∫
Ω0
(
∂Ψ
∂e
∣∣∣n+ 12 ] + ∂Ψdamp
∂ė
∣∣∣n+ 12 ]) : dyen+ 12 ] · vn+ 12s dΩ + ∫
Ωn+1f
φnpn+1∇ x · v
n+ 1
2
s dΩ
+
γµ
h
(
v
n+ 1
2
s − v
n− 1
2
s , v
n+ 1
2
s
)
φn,Γn+1Nnos
=
(
tn+10 · v
n+ 1
2
s
)
1−φn,Γ0N
− R̄df (v
n+ 1
2
s ). (13c)
For the first two terms of (13a), we use 2(a, b) = a2 + b2 − (a− b)2 to obtain
ρf
∆t
(
ṽn+1f , ṽ
n+1
f
)
φn,Ωn+1f
− ρf
∆t
(
vnf , ṽ
n+1
f
)
φn−1,Ωnf
=
ρf
∆t
(
‖ṽn+1f ‖
2
φn,Ωn+1f
− 1
2
‖ṽn+1f ‖
2
φn−1,Ωnf
− 1
2
‖vnf ‖2φn−1,Ωnf +
1
2
‖ṽn+1f − v
n
f ‖2φn−1,Ωnf
)
. (14)
Then, the next term in (13a) can be rewritten as in the proof of [10, Theorem 7]∫
Ωnf
∇ x · (ρfφn−1ṽn+1f ⊗ (v
n
f − v
n− 1
2
s )) · ṽn+1f dΩ
=
∫
Ωnf
1
2
|ṽn+1f |
2∇ x · (ρfφn−1(vnf − v
n− 1
2
s )) dΩ + T1. (15)
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Now, recalling φn = m
n/ρf+φ0
J(yn
s
) we evaluate (7a) at time step n− 1 with q
∗ = |ṽn+1f |
2 – assuming
this is allowed by the spatial discretization, see Section 3.3. This gives
1
2
∫
Ωnf
|ṽn+1f |
2∇ x · (ρfφn−1 (vnf − v
n− 1
2
s )) dΩ = −
1
2
∫
Ω0
mn −mn−1
∆t
|ṽn+1f |
2 dΩ
= −1
2
∫
Ω0
φnρfJ(y
n
s
)− φn−1ρfJ(yn−1s )
∆t
|ṽn+1f |
2 dΩ
= − ρf
2∆t
(
‖ṽn+1f ‖
2
φn,Ωn+1f
− ‖ṽn+1f ‖
2
φn−1,Ωnf
)
. (16)
Gathering (14), (15) and (16), we get
ρf
∆t
(
ṽn+1f , ṽ
n+1
f
)
φn,Ωn+1f
− ρf
∆t
(
vnf · ṽn+1f
)
φn−1,Ωnf
+
∫
Ωnf
∇ x·
(
ρfφ
n−1ṽn+1f ⊗(v
n
f −v
n− 1
2
s )
)
· ṽn+1f dΩ
=
ρf
2∆t
(
‖ṽn+1f ‖
2
φn,Ωn+1f
− ‖vnf ‖2φn−1,Ωnf + ‖ṽ
n+1
f − v
n
f ‖2φn−1,Ωnf
)
+ T1. (17)
Then, substituting this result in (13a) and summing with (13b) and (13c) while applying
the identity (a − b, a) = 12a
2 − 12b
2 + 12(a − b)
2 to (vn+1f − ṽ
n+1
f , v
n+1
f )φn,Ωn+1 , we get (using
∆t v
n+ 1
2
s = yn+1s − y
n
s
)
Kn+1f −K
n
f
∆t
+
Kn+1s −Kns
∆t
+
∫
Ω0
(
∂Ψ
∂e
∣∣∣n+ 12 ] + ∂Ψdamp
∂ė
∣∣∣n+ 12 ]) : dyen+ 12 ] · vn+ 12s dΩ
−
∫
Ωn+1f
φnpn+1∇ x ·
(
vn+1f − v
n+ 1
2
s
)
dΩ−
∫
Ωn+1f
pn+1(∇ xφn) · (vn+1f − v
n+ 1
2
s ) dΩ
+
ρf
2∆t
[∥∥ṽn+1f − vnf ∥∥2φn−1,Ωnf + ∥∥vn+1f − ṽn+1f ∥∥2φn,Ωn+1f ]−2µ
(
ε(ṽn+1f ) · n, (ṽ
n+1
f − v
n+ 1
2
s )
)
φn,Γn+1Nnos︸ ︷︷ ︸
T2
+
γµ
h
[(
v
n+ 1
2
s − ṽn+1f , v
n+ 1
2
s
)
φn,Γn+1Nnos
+
(
ṽn+1f − v
n− 1
2
s , ṽ
n+1
f
)
φn,Γn+1Nnos
]
︸ ︷︷ ︸
T3
=
(
tn+1, vn+1f
)
φn,Γn+1N
+
(
tn+10 , v
n+ 1
2
s
)
1−φn,Γ0N
− T1
− 2µ
∥∥ε(ṽn+1f )∥∥2φn,Ωn+1f −
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · (v
n+1
f − v
n+ 1
2
s ) dΩ. (18)
We used here the following identity that comes from (6) evaluated with ṽ∗f = v
n+ 1
2
s
R̄df (v
n+ 1
2
s )−Rp(v
n+ 1
2
s )
= 2µ
(
ε(ṽn+1f ) · n, v
n+ 1
2
s
)
φn,Γn+1Nnos
− γµ
h
(
ṽn+1f − v
n− 1
2
s , v
n+ 1
2
s
)
φn,Γn+1Nnos
.
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Considering now
T3 =
γµ
h
[
(v
n+ 1
2
s − ṽn+1f , v
n+ 1
2
s )φn,Γn+1Nnos
+ (ṽn+1f − v
n− 1
2
s , ṽ
n+1
f )φn,Γn+1Nnos
]
=
γµ
h
[
(v
n+ 1
2
s − ṽn+1f , v
n+ 1
2
s − ṽn+1f )φn,Γn+1Nnos + (v
n+ 1
2
s − ṽn+1f , ṽ
n+1
f )φn,Γn+1Nnos
+ (ṽn+1f − v
n− 1
2
s , ṽ
n+1
f )φn,Γn+1Nnos
]
=
γµ
h
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos +
γµ
h
(v
n+ 1
2
s − v
n− 1
2
s , ṽ
n+1
f )φn,Γn+1Nnos
,
we have that
(v
n+ 1
2
s −v
n− 1
2
s , ṽ
n+1
f )φn,Γn+1Nnos
= (v
n+ 1
2
s −v
n− 1
2
s , ṽ
n+1
f −v
n+ 1
2
s )φn,Γn+1Nnos
+(v
n+ 1
2
s −v
n− 1
2
s , v
n+ 1
2
s )φn,Γn+1Nnos
.
Using 2(a, b) ≤ ‖a‖2 + ‖b‖2 with the first term, and 2(a − b, a) = ‖a‖2 − ‖b‖2 + ‖a − b‖2 with
the second one, we obtain
(v
n+ 1
2
s − v
n− 1
2
s , ṽ
n+1
f )φn,Γn+1Nnos
≥ −1
2
‖vn+
1
2
s − v
n− 1
2
s ‖2φn,Γn+1Nnos −
1
2
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos
+
1
2
‖vn+
1
2
s − v
n− 1
2
s ‖2φn,Γn+1Nnos +
1
2
‖vn+
1
2
s ‖2φn,Γn+1Nnos −
1
2
‖vn−
1
2
s ‖2φn,Γn+1Nnos ,
hence,
T3 ≥
γµ
2h
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos +
γµ
2h
‖vn+
1
2
s ‖2φn,Γn+1Nnos −
γµ
2h
‖vn−
1
2
s ‖2φn,Γn+1Nnos . (19)
For the term T2, we use Young’s inequality (a, b) ≤ 12L‖a‖
2 + L2 ‖b‖
2, with L homogeneous to a
length here, to get
−T2 ≤ µ
[
L‖ε(ṽn+1f ) · n‖
2
φn,Γn+1Nnos
+
1
L
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos
]
,
and the inverse inequality (11) then gives
T2 ≥ −µ
CieL
h
‖ε(ṽn+1f )‖
2
φn,Ωn+1f
− µ
L
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos . (20)
Using the bounds (19) and (20) in (18), we obtain
Kn+1f −K
n
f
∆t
+
Kn+1s −Kns
∆t
+
∫
Ω0
(
∂Ψ
∂e
∣∣∣n+ 12 ] + ∂Ψdamp
∂ė
∣∣∣n+ 12 ]) : dyen+ 12 ] · vn+ 12s dΩ
−
∫
Ωn+1f
pn+1(∇ xφn) · (vn+1f − v
n+ 1
2
s ) dΩ−
∫
Ωn+1f
pn+1φn∇ x · (vn+1f − v
n+ 1
2
s ) dΩ︸ ︷︷ ︸
T4
+
ρf
2∆t
∥∥ṽn+1f − vnf ∥∥2φn−1,Ωnf + ρf2∆t ∥∥vn+1f − ṽn+1f ∥∥2φn,Ωn+1f + γµ2h ‖vn+ 12s ‖2φn,Γn+1Nnos− γµ2h ‖vn− 12s ‖2φn,Γn+1Nnos
+ µ
(
2− CieL
h
)∥∥ε(ṽn+1f )∥∥2φn,Ωn+1f + µ
(
γ
2h
− 1
L
)
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos
≤ (tn+1, vn+1f )φn,Γn+1N + (t
n+1
0 , v
n+ 1
2
s )1−φn,Γ0N
− T1
−
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · (v
n+1
f − v
n+ 1
2
s ) dΩ.
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Now, using ∇ · (φvf) = ∇φ · vf + φ∇ · vf , and (7a) evaluated with
pn+1
ρf
– again, assuming this
is allowed by the spatial discretization, see Section 3.3 – we have
T4 = −
∫
Ωn+1f
pn+1(∇ xφn) · (vn+1f − v
n+ 1
2
s ) dΩ−
∫
Ωn+1f
pn+1φn∇ x · (vn+1f − v
n+ 1
2
s ) dΩ
= −
∫
Ωn+1f
pn+1∇ x · (φn(vn+1f − v
n+ 1
2
s )) dΩ
=
∫
Ω0
pn+1
ρf
mn+1 −mn
∆t
dΩ
=
∫
Ω0
∂Ψ
∂m
∣∣∣n+ 12 ]mn+1 −mn
∆t
dΩ. (21)
Furthermore, thanks to (9) we have
∂Ψ
∂e
∣∣∣n+ 12 ] : dyen+ 12 ] · vn+ 12s + ∂Ψ
∂m
∣∣∣n+ 12 ]mn+1 −mn
∆t
=
∂Ψ
∂e
∣∣∣n+ 12 ] : en+1 − en
∆t
+
∂Ψ
∂m
∣∣∣n+ 12 ]mn+1 −mn
∆t
=
Ψn+1 −Ψn
∆t
.
Finally, we are led to
En+1 − En
∆t
+
γµ
2h
‖vn+
1
2
s ‖2φn,Γn+1Nnos −
γµ
2h
‖vn−
1
2
s ‖2φn,Γn+1Nnos
≤
(
tn+1, vn+1f
)
φn,Γn+1N
+
(
tn+10 , v
n+ 1
2
s
)
1−φn,Γ0N
−
∫
Ω0
∂Ψdamp
∂ė
∣∣∣n+ 12 ] : dyen+ 12 ] · vn+ 12s dΩ
−
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · (v
n+1
f − v
n+ 1
2
s ) dΩ− T1
− ρf
2∆t
∥∥ṽn+1f − vnf ∥∥2φn−1,Ωnf − ρf2∆t ∥∥vn+1f − ṽn+1f ∥∥2φn,Ωn+1f
− µ
(
2− CieL
h
)∥∥ε(ṽn+1f )∥∥2φn,Ωn+1f − µ
(
γ
2h
− 1
L
)
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos . (22)
Therefore, we can have (12) provided we can find L such that 2− CieL
h
≥ 0 and γ
2h
− 1
L
> 0,
i.e. when γ > Cie. 
Remark 4
Proposition 2 ensures the energy stability of our scheme provided γµ∆t = O(h). This CFL-like
condition and the interface term γµ2h‖v
n+ 1
2
s ‖2φn,ΓNnos , that could be incorporated to the numeri-
cal energy if ΓNnos was fixed, already appeared in the Robin based fluid-structure interaction
splitting scheme of [1].
Remark 5
All the physical dissipation terms already seen in the continuous energy balance (5) are present in
this discrete balance. In addition, as in [1], the terms
∥∥ṽn+1f − vnf ∥∥2φn−1,Ωnf , ∥∥vn+1f − ṽn+1f ∥∥2φn,Ωn+1f
and ‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos
bring numerical dissipation.
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Remark 6
In line with Remark 1, let us mention that this stability analysis can easily be reduced to a fluid-
structure interaction problem in the ALE formalism. Nevertheless, one noticeable difference is
that (16) – a crucial ingredient of the stability analysis that rests here on (7a) and the definition
of φ – would then require a “geometric conservation law” (GCL), see e.g. Proposition 4.7.1 in
[37], or (9.53) in [20]. Indeed, this type of condition is classically used to ensure stability at the
discrete level with moving domains [16, 17, 20, 24, 38, 40].
3.3 Consistency considerations pertaining to spatial discretization
In this section, we provide some insight on consistency perturbations that may arise in the
above energy estimate due to spatial discretization. First of all, since the porosity is computed
explicitly at Step 0 of our algorithm, it is natural to compute it exactly as φn = m
n/ρf+φ0
J(yn
s
) at
the quadrature points, and store these values for use in the next steps. Then, in order for (21)
to hold, we recall that the discrete spaces for the pressure and the mass need to coincide, a
reasonable choice that we will make. However, in this case we need to adapt the pressure law
at Step 2a into
pn+1=̂πm
(
ρf
∂Ψ
∂m
∣∣∣n+ 12 ]), (23)
where πm denotes a projection operator onto the discrete space chosen for the fluid mass.
In our case we will consider L2-projection. Then, in our above stability analysis, the only
modification induced pertains to (16), for which we now have by testing (7a) at time step n− 1
with q∗h = πm(|ṽ
n+1
f |
2)
1
2
∫
Ωnf
|ṽn+1f |
2∇ x·(ρfφn−1 (vnf − v
n− 1
2
s )) dΩ
=
1
2
∫
Ωnf
πm(|ṽn+1f |
2)∇ x · (ρfφn−1 (vnf − v
n− 1
2
s )) dΩ + S1
= −1
2
∫
Ω0
mn −mn−1
∆t
πm(|ṽn+1f |
2) dΩ + S1
= −1
2
∫
Ω0
φnρfJ(y
n
s
)− φn−1ρfJ(yn−1s )
∆t
πm(|ṽn+1f |
2) dΩ + S1
= − ρf
2∆t
(
‖(πm(|ṽn+1f |
2))
1
2 ‖2
φn,Ωn+1f
− ‖(πm(|ṽn+1f |
2))
1
2 ‖2φn−1,Ωnf
)
+ S1
= − ρf
2∆t
(
‖ṽn+1f ‖
2
φn,Ωn+1f
− ‖ṽn+1f ‖
2
φn−1,Ωnf
)
+ S1 + S2,
with the following consistency perturbations induced in (16), i.e. our specific version of the
GCL,
S1 =
1
2
∫
Ωnf
(
|ṽn+1f |
2 − πm(|ṽn+1f |
2)
)
∇ x · (ρfφn−1 (vnf − v
n− 1
2
s )) dΩ
S2 =
ρf
2∆t
(
‖ṽn+1f ‖
2
φn,Ωn+1f
− ‖ṽn+1f ‖
2
φn−1,Ωnf
− ‖(πm(|ṽn+1f |
2))
1
2 ‖2
φn,Ωn+1f
+ ‖(πm(|ṽn+1f |
2))
1
2 ‖2φn−1,Ωnf
)
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Therefore, the final energy balance (22) is modified into
En+1 − En
∆t
+
γµ
2h
‖vn+
1
2
s ‖2φn,Γn+1Nnos −
γµ
2h
‖vn−
1
2
s ‖2φn,Γn+1Nnos
≤
(
tn+1, vn+1f
)
φn,Γn+1N
+
(
tn+10 , v
n+ 1
2
s
)
1−φn,Γ0N
−
∫
Ω0
∂Ψdamp
∂ė
∣∣∣n+ 12 ] : dyen+ 12 ] · vn+ 12s dΩ
−
∫
Ωn+1f
(vn+1f − v
n+ 1
2
s ) · |φn|2Df · (v
n+1
f − v
n+ 1
2
s ) dΩ− T1 − S1 − S2
+
ρf
2∆t
∥∥ṽn+1f − vnf ∥∥2φn−1,Ωnf + ρf2∆t ∥∥vn+1f − ṽn+1f ∥∥2φn,Ωn+1f
− µ
(
2− CieL
h
)∥∥ε(ṽn+1f )∥∥2φn,Ωn+1f − µ
(
γ
2h
− 1
L
)
‖ṽn+1f − v
n+ 1
2
s ‖2φn,Γn+1Nnos . (24)
Remark 7 (Pressure discretization)
When the free energy Ψ is quadratic in m – a rather common assumption – the pressure and fluid
mass are linearly related by the pressure law, and therefore assuming that the corresponding
discrete spaces are identical we can drop the projection in (23). In addition, it should be pointed
out that specific numerical issues – namely, numerical locking and pressure instabilities – are
likely to arise when the solid constituent is considered as nearly incompressible – i.e. with a
large bulk modulus associated with Js in Ψs(e, Js) – due to the similarity of (7) with a Stokes
problem, but this topic lies beyond the scope of the present article.
4 Numerical illustrations
In this section, we present various numerical results to illustrate the behavior of the poroe-
lastic model under large deformations, simulated with our proposed method, namely, two test
problems inspired from [9] – see also [41] – and the detailed numerical monitoring of the energy
balance considered in the above stability analysis. The free energy considered in these examples
is given by
Ψ = Ψskel + Ψbulk + Ψpor,
where Ψskel is potential of Ciarlet-Geymonat type, i.e.
Ψskel = κ1(I1I
− 1
3
3 − 3) + κ2(I2I
− 2
3
3 − 3) + κ(
√
I3 − 1− ln(
√
I3)),
with the classical invariants
I1 = tr(C), I2 =
1
2
(
(trC)2 − tr(C2)
)
, I3 = det(C).
The term
Ψbulk(Js) = κs
(
Js
1− φ0
− 1− ln( Js
1− φ0
)
)
governs the compressibility of the solid constituent, and the last term
Ψpor = −ηpor ln
(m
ρf
+ φ0
)
aims at preventing the porosity φ from taking negative values, see [10]. The parameter values
common to the three test problems are κ = κ1 = 2 10
3, κ2 = 33, ρs = ρf = 10
3, µ = 0.035,
φ0 = 0.1 and γ = 20 (all SI), while Table 1 gives the parameter values that differ. The same 2D
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Parameter |Ω0| ∆t κs ηd ηpor Df
Swelling 10−4 10−3 2 103 0 0 107I
Drainage 10−6 2 10−6 2 105 68 1.5 4 105I
Energy 10−4 10−4 2 103 0 0 107I
Table 1: Parameters with different values among test problems (SI units).
square geometry is considered in all test problems, albeit with different dimensions as specified
in the table. The mesh is obtained by a regular splitting of the domain into 72 triangular
elements, as shown in Fig. 1. As discretization spaces we use continuous-P1 elements for the
solid displacement and for the fluid mass, as well as for the pressure. For the fluid velocities, due
to the Stokes-like nature of Step 2a we use continuous-P1 with an additional internal “bubble”
degree of freedom.
Remark 8 (Calibration of stabilization constant)
Regarding the choice of the stabilization constant γ, the mathematical analysis of Proposition
2 has shown that it should be conditioned by the lower bound given by Cie, the constant in the
inverse inequality (11). For the latter constant, a rough estimate obtained by assuming linear
shape functions and constant fluid fraction would be 2 in 2D (3 in 3D). In practice, we have
chosen γ = 20 to be conservative – see also Remark 3 – and after numerically checking that in
this case the impact of the penalization term in the overall energy balance remains small.
4.1 Implementation considerations
We implemented our proposed method in FreeFem++ [26], for the two-dimensional version
of the poromechanical model.
Three Newton algorithms are implemented in the code, namely,
1. for the solution of the fluid-pressure problem (7);
2. for the solution of the solid problem (8);
3. for coupling these two sub-steps within the implicit step.
We used the same convergence criteria for these three iteration loops, i.e. tolerance parameters
for the absolute and relative – with respect to initialization step – values of the residuals, set
to 10−7 and 10−13, respectively.
The FreeFem++ environment is very powerful, in particular for prototyping purposes, but
does not allow as much control as an in-house finite element software on the numerical operators
to be implemented. For this reason, we resorted to several simplifications in this numerical study,
namely:
• for ∂Ψ
∂e
∣∣∣n+ 12 ] we used the simpler rule
∂Ψ
∂e
∣∣∣n+ 12 ]=̂∂Ψ
∂e
(en+
1
2
],mn+1),
as already considered and assessed in [25], instead of the approach of [22] considered in
(9b);
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• in addition, the convective term in (6) – namely, the third term – was computed on the
domain Ωn+1 instead of Ωn, which leads us to changing S1 into
S ′1 =
1
2
∫
Ωn+1f
|ṽn+1f |
2∇ x · (ρfφn−1 (vnf − v
n− 1
2
s )) dΩ
− 1
2
∫
Ωnf
πm(|ṽn+1f |
2)∇ x · (ρfφn−1 (vnf − v
n− 1
2
s )) dΩ;
• finally, the computation of φ at Step 0. is performed weakly by L2 projection in the finite
element space, instead of exactly at quadrature points as specified. This introduces an
extra consistency perturbation to be added to S1 and S2, viz.
S3 =
1
2
∫
Ω0
(
φnρfJ(y
n
s
)− φn−1ρfJ(yn−1s )
∆t
− m
n −mn−1
∆t
)
πm(|ṽn+1f |
2) dΩ.
Nevertheless, we provide below a numerical assessment of the energy balance in order to check
that these simplifications do not significantly affect this balance. In what follows, we introduce
the following notation
S4 =
γµ
2h
‖vn+
1
2
s ‖2φn,Γn+1Nnos −
γµ
2h
‖vn−
1
2
s ‖2φn,Γn+1Nnos .
4.2 Swelling test under porous flow
In the swelling test, no external force is applied to the system, and a gradual pressure
increase is prescribed on the inlet side, see Fig. 1, in the form pext = 10
3(1 − exp−t2/0.25)
as a Neumann boundary condition applied on the fluid only, while maintaining pext = 0 on
the outlet side (on the right of the sample). The top and bottom sides are assumed to be of
no-sliding type (vf = vs), and normal displacements are prevented for the solid on the left and
bottom sides. We have no volume-distributed fluid source nor sink. As expected, the system
is gradually filled with fluid until a stationary state is reached, in which the fluid pressure is in
equilibrium with elastic forces. The simulations results presented in Fig. 1 are consistent with
those given in [9].
4.3 Drainage test
In the drainage test, geometry and solid essential boundary conditions are the same as in
the swelling test. An external pressure pext = 10
4(1 − exp−t2/0.04) is applied on all the sides
of the square. All sides are of no-sliding type, and a volume-distributed sink linearly related
to the pressure (θ = −ρfβ(p − psink), with psink = 0 and β = 0.01) allows the fluid to escape
the material. As shown in Fig. 2, in a first phase, the fluid is drained out of the system nearly
completely, until m/ρf approaches −0.1 (i.e. φ ≈ 0). Then, only the solid phase remains,
and the material behaves like a standard solid, that compresses according to its bulk modulus
κs. Solutions are here homogeneous in space, and we can verify that the solutions satisfy the
following identity that comes from (7a)
mn+1 −mn
ρf∆t
= −Jnβpn.
This illustrates how the penalization term Ψpor used in the energy is effective to prevent φ from
reaching negative values.
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Figure 1: Swelling under porous flow. Top row: geometry and boundary conditions – Bot-
tom row: (left) fluid pressure and mass at three points shown on top-right; (right) fluid velocity
and pressure at steady state on deformed configuration, with initial configuration contour in
white
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Figure 2: Drainage test. Pressure, fluid mass and jacobian of deformation in time
Remark 9
In the end of this simulation, m is stable and the denominator of (9b) vanishes. In an in-house
finite element software, a test could be performed at quadrature points in order to replace, when
it is not well defined, the finite difference definition of p (9b) by its asymptotic expression. As
FreeFem++ does not allow this, we used in this simulation for the pressure law the mid-point
rule
pn+1
ρf
=
1
2
πm
[
∂Ψ
∂m
(Jn,mn+1) +
∂Ψ
∂m
(Jn,mn)
]
.
4.4 Energy balance monitoring
We consider here a test case that satisfies the assumptions of the stability analysis, with
no external loading, and no energy sources, but only an initial deformation prescribed on the
skeleton (of about 20%). Geometry and boundary conditions are the same as in the drainage
test, but the fluid remains in the skeleton as there is no volume-distributed fluid source nor sink.
The monitoring of the energy increment gives an illustration of Proposition 2 and of the various
perturbations induced in the energy balance by spatial discretization, see Fig. 3. We observe
that the departures from exact energy stability – namely, when the energy rate is positive – are
very limited, and appear to be primarily explained by the perturbation S3 induced in the GCL
due to computing φ by projection instead of exact expression at quadrature points. Of course,
this perturbation could be easily removed in an in-house finite element software.
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Figure 3: Energy balance monitoring in a homogeneous test case. Top: bound of the
energy increment by the consistency term −S ′1 − S2 − S3 − S4 in time, according to (24), and
−S3 alone – Bottom: plot of the separate contributions −S ′1, −S2, −S3 and −S4; note that S3,
and then S4, are an order of magnitude larger than S1 and S2
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5 Concluding remarks
We have proposed an effective partitioned time scheme adapted to the poromechanics for-
mulation of [10], and established a discrete energy estimate for this time scheme. This energy
estimate is consistent with the continuous energy balance, up to some numerical dissipation
effects, and some perturbations that have been carefully identified and numerically assessed.
Among these perturbations, our assessment reveals that the major effect – albeit quite limited
quantitatively – lies in a departure from a GCL type property that can be easily treated by
evaluating the fluid fraction quantity at the Gauss quadrature points, when this is possible in
the finite element software.
In addition, we have provided some numerical illustrations of our numerical strategy by
reproducing some test cases proposed in [9], with typical features of large strains and rapid
flows as enabled by our general poromechanical formulation, and also a singular transition
related to total drainage in the second example.
Further work will focus on spatial discretization issues, and in particular on the treatment
of numerical locking – and associated pressure instabilities – phenomena that arise when the
solid behavior approaches incompressibility.
Acknowledgement: The authors are grateful to Miguel Angel Fernández (Inria) for some
insightful discussions on partitioned methods with Robin coupling conditions.
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