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On the Synthesis of Output Feedback Controllers for Increasing the
Domain of Attraction of Piecewise Polynomial Systems
Chuen Kit Luk and Graziano Chesi
Abstract—This paper addresses the computation of static
nonlinear output feedback controllers for increasing the domain
of attraction of an equilibrium point of piecewise nonlinear
polynomial systems. Speciﬁcally, we consider continuous-time
dynamical systems where the state space is partitioned into pos-
sibly overlapping regions, and where the vector ﬁeld is deﬁned
independently among the regions by polynomial functions. We
address the computation of static nonlinear output feedback
controllers that increase the estimate of the domain of attraction
provided by a polynomial Lyapunov function. The controller
can be common or vary among the regions that partition
the state space. A strategy based on sum-of-squares (SOS)
programming is proposed, which provides guaranteed estimates
of the increased domain of attraction and the controllers
required to achieve them. Moreover, this strategy can be readily
exploited with variable Lyapunov functions through the use of
iterative algorithms. Two examples are given to illustrate the
proposed strategy.
I. INTRODUCTION
The domain of attraction of equilibrium points plays a
primary role in control engineering. Being a set of initial
conditions that converges to the equilibrium point, it is
important to guarantee stability within a workspace of a
system and to avoid system failures. Classical electrical and
mechanical applications include pendulum systems, tunnel
diode circuits and negative-resistance oscillators, see [8] and
references therein.
Determination of the domain of attraction of an equilib-
rium point of a nonlinear dynamical system is a challenging
problem. It is known that the real domain of attraction is a
very complicated set which cannot be represented in a simple
way in most cases, see e.g. [4]. Therefore, an estimation
of the domain of attraction has become a key problem.
In the past decades, most of the methodologies make use
of Lyapunov functions and provide an inner estimate of
the domain of attraction where its temporal derivative is
guaranteed to be negative.
In nonlinear polynomial systems, some classical methods
include Zubov method, La Salle method and the trajec-
tory reversing method [6]. Some contributions make use
of convex optimization problems with LMIs for a chosen
Lyapunov function, and their conservatism can be decreased
by increasing the degree of relaxation, see e.g. [1], [2], [5],
[7], [9], [12].
This paper addresses the computation of static nonlinear
output feedback controllers for increasing the domain of
attraction of an equilibrium point of piecewise nonlinear
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polynomial systems. Speciﬁcally, we consider continuous-
time dynamical systems where the state space is partitioned
into possibly overlapping regions, and where the vector ﬁeld
is deﬁned independently among the regions by polynomial
functions. We address the computation of static nonlinear
output feedback controllers that increase the estimate of the
domain of attraction provided by a polynomial Lyapunov
function. The controller can be common or vary among
the regions that partition the state space. A strategy based
on sum-of-squares (SOS) programming is proposed, which
provides guaranteed estimates of the increased domain of
attraction and the controllers required to achieve them.
Moreover, this strategy can be readily exploited with variable
Lyapunov functions through the use of iterative algorithms.
Two examples are given to illustrate the proposed strategy.
This paper is organized as follows. Section II introduces
the problem formulation and some preliminaries about SOS
polynomials. Section III describes the proposed theorem.
Section IV presents two examples to illustrate the proposed
approach. Section V reports some concluding remarks.
II. PRELIMINARIES
A. Problem Formulation
Notation:
- R: Space of real numbers;
- R0: R \ {0};
- 0n: n× 1 null vector;
- A′: Transpose of A;
- A > 0 (A ≥ 0): positive deﬁnite (semideﬁnite) matrix;
- s.t.: subject to.
Let us consider a continuous-time piecewise nonlinear
systems in the form
⎧⎨
⎩
x˙(t) = f(x(t)) + g(x(t))u
y(t) = h(x(t))
x(0) = xinit
(1)
where t ∈ R is the time, x ∈ Rn is the state, u ∈ Rp is the
control input, and y ∈ Rq is the measurable output. f(x),
g(x) and h(x) are allowed to satisfy
(f(x), g(x), h(x)) ∈ {(fi(x), gi(x), hi(x)) : i ∈ J(x)} (2)
where J(x) is deﬁned by
J(x) = {i = 1, . . . , N : x ∈ Xi}, (3)
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and fi(x), gi(x), hi(x), i = 1, . . . , N are polynomials.
Xi ⊆ R
n is the region of Rn given by
Xi = {x ∈ R
n : zij(x) ≥ 0, j = 1, . . . , ni} (4)
where zij(x), i = 1, . . . , N , j = 1, . . . , ni, are polynomials
such that
N⋃
i=1
Xi = R
n. (5)
Remark: Let us observe that the regions Xi partition the
state space Rn. The system (1) is allowed to have different
polynomial dynamics on each partition Xi. Let us also
observe that the regions Xi are allowed to overlap: if this is
the case, more than one dynamics can be considered in the
intersection of these regions.
The controller is deﬁned in different regions Xi as
u = si(y), (6)
where i is selected as in (3) and si(y) are polynomials to
determine. We assume that
fi(0n) + gi(0n)si(hi(0n)) = 0n ∀i : 0p ∈ Xi, (7)
the origin is the equilibrium point of interest, not necessarily
stable for u = 0p.
Remark: If the controller is common in all the regions
Xi, then si(y) = sj(y) for all i = j.
The domain of attraction of the origin of (1) is the set
of initial conditions for which the system converges to the
origin, i.e.
D =
{
xinit ∈ R
n : lim
t→+∞
x(t) = 0n
}
(8)
where xinit is the initial condition of (1).
Let v : Rn → R be a radially unbounded and positive
deﬁnite function. We say that v(x) is a Lyapunov function
for (1) if
∃δ > 0 : v˙(x) < 0 ∀x : 0 < ‖x‖ < δ (9)
where
v˙(x) = ∇v(x)′(f(x) + g(x)s(h(x))) (10)
The sublevel set V(c) of v(x) is deﬁned as
V(c) = {x ∈ Rn : v(x) ≤ c} . (11)
We have that V(c) is an estimate of D if
v˙(x) < 0 ∀x ∈ V(c) \ {0n}. (12)
The largest estimate of D provided by v(x) and si(y) is the
set V(c∗) where c∗ is deﬁned by
c∗ = sup
c,si(y)
c
s.t. (12) holds.
(13)
We ﬁrstly address the problem of computing c∗ and
the corresponding controller si(y) for a given Lyapunov
function in Section III. Then, we present two illustrative
examples in Section IV.
Remark: In this paper, we focus on continuous Lyapunov
functions v(x). Observe that, although v˙(x) can be
discontinuous due to (2), (12) still ensures that V(c) ⊆ D.
B. SOS Polynomials
Before proceeding, let us brieﬂy introduce some
preliminaries about SOS polynomials. Let p(x), x ∈ Rn, be
a polynomial. Then, p(x) is SOS if there exist polynomials
p1(x), p2(x), . . . such that
p(x) =
∑
i=1
pi(x)
2. (14)
Let m be the smallest integer such that the degree of p(x)
is not greater than 2m. Then, p(x) can be expressed as
p(x) = x{m}
′
(P + L(α))x{m}, (15)
where x{m}
′
is a vector containing all the monomials of
degree less than or equal to m in x, and the length is given
by
σ(n,m) =
(n+m)!
n!m!
. (16)
V is a symmetric matrix satisfying
v(x) = x{m}
′
V x{m}, (17)
and L(α) is a linear parametrization of the linear subspace
L =
{
L˜ = L˜′ : x{m}
′
L˜x{m} = 0
}
(18)
where α is a free vector with size equal to the dimension
of L, and the length is given by
μ(n,m) =
1
2
σ(n,m)[σ(n,m) + 1]− σ(n, 2m). (19)
This representation is called Gram matrix method and square
matrix representation (SMR). It allows one to establish
whether a polynomial is SOS. Indeed, v(x) is SOS if and
only if there exists α satisfying the LMI
V + L(α) ≥ 0. (20)
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See e.g. [3] and references therein for details about SOS
polynomials.
III. CONTROLLER SYNTHESIS
Before proceeding to the main result, let us observe from
(4) that the regions Xi are allowed to overlap, i.e., one can
have Xi
⋂
Xj = ∅ for some i, j. On the overlapping area,
the system is allowed to have undeﬁned behaviors. This is
clariﬁed by the following example.
Example: Let us consider (1) with x ∈ R2, N = 2 and
f1(x) =
(
−x1
x21 − x2
)
, f2(x) =
(
−x1
−x1 − px2
)
,
z11(x) = x1, z21(x) = −x1.
where p is a real number. One has
X1 =
{
x ∈ R2 : x1 ≥ 0
}
,
X2 =
{
x ∈ R2 : − x1 ≥ 0
}
,
hence, in the overlapping region
X1
⋂
X2 = {x ∈ R
2 : x1 = 0}
we have
f1(x) =
(
0
−x2
)
, f2(x) =
(
0
−px2
)
.
Therefore, if p = 1 and x1 = 0, the behavior of the system
is undeﬁned.
Now let us proceed to the main theorem.
Theorem 1: Let v : Rn → R be a radially unbounded and
positive deﬁnite polynomial, and let c ≥ 0. Deﬁne
v˙i(x) = ∇v(x)
′(fi(x) + gi(x)si(hi(x))). (21)
Suppose that there exist polynomials qi, tij : Rn → R and
si : R
q → R such that
v˙i(x) + qi(x)(c− v(x)) +
ni∑
j=1
tij(x)zij(x) < 0
qi(x) > 0
tij(x) ≥ 0
⎫⎪⎬
⎪⎪⎭
∀x ∈ Rn0
(22)
for all i = 1, . . . , N . Then, the controller
u = si(y) (23)
ensures that the origin of the closed-loop system is locally
asymptotically stable and V(c) ⊆ D.
Proof: Let i, 1 ≤ i ≤ N , be an integer. Deﬁne
Vi(c) = V(c)
⋂
Xi. (24)
Suppose that Vi(c)\{0n} is nonempty, and let us consider
any x in such a set. Since x ∈ Vi(c), and from (22), we have
qi(x) > 0 and c− v(x) ≥ 0, (25)
it follows that
qi(x)(c − v(x)) ≥ 0. (26)
Since x ∈ Xi, and from (22), we have
tij(x) ≥ 0 and zij(x) ≥ 0, (27)
it follows that
tij(x)zij(x) ≥ 0. (28)
From (26) and (28), we obtain that v˙i(x) < 0. Now, we
suppose that for all i = 1, . . . , N , the condition (22) holds
and by (5), we have
N⋃
i=1
Vi(c) = V(c). (29)
Therefore, (12) holds and hence V(c) ⊆ D. Moreover, since
c is positive and v(x) is positive deﬁnite, this implies that
∃δ > 0 : {x ∈ Rn : ‖x‖ < δ} ⊂ V(c) (30)
i.e. v(x) is a Lyapunov function for the origin. 
By satisfying the inequalities in (22), it provides a con-
dition for establishing whether V(c) is included in D.
Whenever v(x), qi(x), tij(x) and si(y) are polynomial
functions, this condition exploits Stengle’s Positivstellensatz
[10]. Indeed, the condition in (22) can be written as the
polynomials
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−v˙i(x) − qi(x)(c− v(x))
−
ni∑
j=1
tij(x)zij(x) − ε‖x‖
2
qi(x) + ε‖x‖
2
tij(x)
are SOS, (31)
where ε > 0. This can be checked through LMIs by using
SOS polynomials as described in Section II-B.
In fact, the deﬁnition of c∗ can be written as
c∗ = sup
c,si(y)
c
s.t. v˙(x) < 0 holds ∀x ∈ Vi(c) \ {0n}
∀i = 1, . . . , N.
(32)
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By using Theorem 1, one can obtain a lower bound of c∗ as
cˆ = sup
c,si(y)
c
s.t. (31) holds ∀i = 1, . . . , N .
(33)
Such a lower bound is computed through a bisection
algorithm on the scalar c where, for each ﬁxed value of c,
the condition of Theorem 1 is investigated by using LMIs
for ﬁxed degrees of the variable polynomials qi(x), tij(x)
and si(y).
Remark: In the previous sections we have addressed the
computation of estimates of the domain of attraction by
using ﬁxed Lyapunov functions. In general, if we consider
variable Lyapunov functions, i.e. v(x) not given a priori, a
less conservative estimates of the domain of attraction would
be obtained. The search for the optimal Lyapunov function
can be done by the use of iterative algorithms. See [4], [5]
for more details.
IV. EXAMPLES
Here we present two illustrative examples of the proposed
approach. The computations are done in Matlab using the
toolbox SeDuMi [11].
A. Example 1
Consider a hybrid nonlinear system with the state space
R
2 partitioned into
X1 =
{
x ∈ R2 : x1 ≥ 0
}
,
X2 =
{
x ∈ R2 : − x1 ≥ 0
}
.
The dynamics on X1 and X2 are deﬁned as
if x ∈ X1 :
⎧⎨
⎩
x˙ =
(
−x1 + 2x
3
1x2
−x2 − x1x
2
2 + x1u
)
y = x21
if x ∈ X2 :
⎧⎨
⎩
x˙ =
(
−x1 + x1x
2
2
−x2 + x1x2 + x
3
1 + u
)
y = x2.
This system can be rewritten in the form of (1) - (5) with
f1(x) =
(
−x1 + 2x
3
1x2
−x2 − x1x
2
2
)
,
f2(x) =
(
−x1 + x1x
2
2
−x2 + x1x2 + x
3
1
)
,
g1(x) =
(
0
x1
)
,
g2(x) =
(
0
1
)
,
h1(x) = x
2
1,
h2(x) = x2,
z11(x) = x1,
z21(x) = −x1.
We consider the design of a common controller of degree
two and parameterized as
s1(y) = s2(y) = a1y + a2y
2
where
a1, a2 ∈ [−1, 1].
Consider v(x) = x21 + x22, by using Theorem 1, computa-
tional results show that
cˆ = 3.0141
with
a1 = −1, a2 = −0.3649.
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Fig. 1. Example 1: X1 (white area), curve v˙1(x) = 0 (dashed lines) and
the curve V (cˆ) (solid line) with controller implemented.
Hence, an inner estimate of D, V (cˆ) = 3.0141, is
guaranteed (remark that if no controller is implemented,
V (cˆ) = 1.55). Fig. 1 and Fig. 2 show the regions Xi, the
curve v˙i = 0 and the boundary of guaranteed estimate V (cˆ)
for i = 1, 2 with controller implemented respectively.
B. Example 2
Consider a hybrid nonlinear system with the state space
R
2 partitioned into
X1 =
{
x ∈ R2 : − x21 − x
2
2 − 2x1 − 2x2 − 1 ≥ 0
}
,
X2 =
{
x ∈ R2 : − x21 − x
2
2 + 2x1 + 2x2 − 1 ≥ 0
}
,
X3 = {x ∈ R
2 : x21 + x
2
2 − 2x1 − 2x2 + 1 ≥ 0 and
x21 + x
2
2 + 2x1 + 2x2 + 1 ≥ 0}.
The dynamics on X1, X2 and X3 are deﬁned as
if x ∈ X1 :
⎧⎨
⎩
x˙ =
(
−x1 + x2u
−x1 − x2 + x1x2 + x
2
1u
)
y = x1
if x ∈ X2 :
⎧⎨
⎩
x˙ =
(
−x1 + x2 − x
2
2 + u
−x2 + x
3
1x
2
2 + u
)
y = x2
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Fig. 2. Example 1: X2 (white area), curve v˙2(x) = 0 (dashed lines) and
the curve V (cˆ) (solid line) with controller implemented.
if x ∈ X3 :
⎧⎨
⎩
x˙ =
(
−x1 − x2 + u
−x2 + 2x1x
2
2 + x1u
)
y = x22.
We consider the design of a region dependent controller of
degree two and parameterized as
s1 = a11y
s2 = a21y + a22y
2
s3 = a31y
2
where
a11, a21, a22, a31 ∈ [−1, 1].
Consider v(x) = x21+ x22+ x41+ x42, by using Theorem 1,
computational results show that
cˆ = 17.353
with
a11 = 0, a21 = −1, a22 = −1, a31 = −0.31529.
Hence, an inner estimate of D, V (cˆ) = 17.353, is
guaranteed (remark that if no controller is implemented,
V (cˆ) = 7.24). Observe that a1 = 0, it means no controller
is required to be implemented. Fig. 3 shows X1 and curve
v˙1(x) = 0. We can see that the curve v˙1(x) = 0 does not
enter the region X1. Fig. 4 and Fig. 5 show the regions Xi,
the curve v˙i = 0 and the boundary of guaranteed estimate
V (cˆ) for i = 2, 3 with controller implemented respectively.
V. CONCLUSIONS
We have considered the computation of static nonlinear
output feedback controllers for increasing the domain of
attraction of an equilibrium point of piecewise nonlinear
polynomial systems. In particular, we have addressed the
computation of static nonlinear output feedback controller
that maximize the estimate of the domain of attraction
provided by a polynomial Lyapunov function in both cases
of common and region-dependent controllers. Guaranteed
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Fig. 3. Example 2: X1 (white area), curve v˙1(x) = 0 (dashed lines).
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Fig. 4. Example 2: X2 (white area), curve v˙2(x) = 0 (solid lines) and
the curve V (cˆ) (dashed line) with controller implemented.
estimates of the enlarged domain of attraction and the corre-
sponding controllers are determined through SOS program-
ming, which belongs to the class of convex optimization.
The proposed strategy can be readily exploited with variable
Lyapunov functions through the use of iterative algorithms.
Future work will investigate the extension of the proposed
strategy to the design of dynamic nonlinear output feedback
controllers for increasing the domain of attraction. Another
possible direction for future work is the derivation of bounds
on the degrees of the Lyapunov function and controller in
order to achieve desired estimates.
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Fig. 5. Example 2: X3 (white area), curve v˙3(x) = 0 (solid lines) and
the curve V (cˆ) (dashed line) with controller implemented.
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