This paper is concerned with the fractional dimensions of some sets of points with their partial quotients obeying some restrictions in their continued fraction expansions. The Hausdorff dimension of the following set, which shares a dichotomy law according to Borel-Bernstein's theorem, is completely determined
Introduction
It is known that every irrational number x ∈ [0, 1) can admit an infinite continued fraction induced by Gauss transformation T : [0, 1) → [0, 1) given by
We write precisely x = [a 1 (x), a 2 (x), . . .] for the continued fraction expansion of x, where a 1 (x) = [ 1 x ] and a n (x) = a 1 (T n−1 (x)) for n 2 are called the partial quotients of x. The metrical theory of continued fractions, which concerns the properties of the partial quotients for almost all x ∈ [0, 1), is one of the major subjects in the study of continued fractions. It has close connections with dynamical system, ergodic theory, probability theory, Diophantine approximation and many others, see [22, 23, 21, 2, 27, 13, 29, 30, 17, 5] and the references therein. Among them, the following Borel-Bernstein theorem plays an important role in the metrical theory of continued fractions, which is a kind of Borel-Cantelli '0-1' law with respect to Lebesgue measure. The original proof (see Borel [3] ) was not complete, as discussed in Bernstein [1] , further details were provided in a later paper of Borel [4] . For other proofs, see Khintchine [21, Theorem 30] , or Hardy and Wright [13, Theorem 197] . Theorem 1.1 (Borel-Bernstein) . Let φ be an arbitrary positive function defined on natural numbers N and E(φ) = x ∈ [0, 1): a n (x) φ(n) i.o. n . In the light of Borel-Bernstein's theorem above, many sets of points obeying some simple restrictions on their partial quotients are of null Lebesgue measure. However fractional dimensional theory provides an indication of the size and complexity of a set and is attained much attention in studying the exceptional sets arising in the metrical theory of continued fractions. It seems that the first published work in this region is a paper by Jarnik [18] , in which the investigation is inspired by a problem of Diophantine approximation. He was concerned with the set E whose partial quotients are bounded, i.e. the set of badly approximable points from the point of view of Diophantine approximation, moreover E α , the set of points whose partial quotients do not exceed α. Later on, Good [12] gave a quite overall investigation of sets with some restrictions on their partial quotients, including the set {x ∈ [0, 1) : a n (x) → ∞} and the set E 2 . Also he attempted to consider the general set {x ∈ [0, 1): a n (x) φ(n) i.o. n} in [12] , where he gave the bound estimation on its Hausdorff dimension only but not the exact value. Over the last twenty years, with the flourish of dynamical system, many sets can be viewed as the attractor of some iterated function system and then can be investigated by other means, such as E 2 which is generated by the following iterated function system given by
Then L(E(φ)) is null or full according as the series
These include the work of Bumby [6, 7] , Hensley [14, 15] , Pollicott and Weiss [28] , Jenkinson and Pollicott [20] , Jenkinson [19] , Mauldin and Urbański [25] , etc. For more results among this area, one can refer to the work of Hirst [16] , Moorthy [26] , Lúczak [24] and Feng, Wu, Liang and Tseng [11] . Particularly, in [24] and [11] , they studied the following set
and showed that the Hausdorff dimension of E(a, b) is 1 b+1 .
Recall that
In this paper, we continue Good's work to consider the Hausdorff dimension of E(φ) for any φ : N → R + and determine it completely. Such a result significantly strengthens the results of Good [12] and Lúczak [24] .
The paper is organized as follows. In Section 2, we collect and establish some elementary properties of continued fractions which will be used later. Section 3 is denoted to determining the Hausdorff dimension of the set {x ∈ [0, 1): a n (x) B n i.o. n} (B > 1) which constitutes the main substance of this paper and we extend it into a general form in Section 4.
Throughout this paper, we write I = [0, 1), and use | · | to denote the diameter of a subset of I , [·] the integer part of a real number, H t the t-dimensional Hausdorff measure, dim H the Hausdorff dimension and 'cl' the closure of a subset of I , respectively.
Preliminaries
In this section, we collect and establish some elementary properties shared by continued fractions. For a wealth of classical results about continued fractions, we recommend the books of Khintchine [21] , Hardy and Wright [13] , Schmidt [29] and Bugeaud [5] . The books of Billingsley [2] , Cornfeld, Fomin and Sinai [8] and Schweiger [30] contain an excellent introduction to the dynamics of the Gauss transformations and its connections with Diophantine approximation.
For any n 1 and (a 1 , a 2 , . . . , a n ) ∈ N n , we call
, if n is odd, a cylinder of order n, where p k , q k , 0 k n, are defined recursively by the following relations
In fact, I (a 1 , a 2 , . . . , a n ) just represents the set of numbers in [0, 1) which have a continued fraction expansion beginning by a 1 , a 2 , . . . , a n , i.e.
. . , a n (x) = a n .
It is well known, see [21] , that
For any irrational number x ∈ I and n 1, let p n (x) = p n , q n (x) = q n be defined recursively by (1) and (2),
q n (x) is called the nth convergent of x and
. , a n (x) .
For any n 1 and (a 1 , a 2 , . . . , a n ) ∈ N n , let q n (a 1 , a 2 , . . . , a n ) = q n be defined by (2) . The following lemma is from [31] . Proof. For any fixed n 1, using (2) and induction on k, we can get the result easily. 2
Let A ⊆ N be a finite or infinite subset and B > 1 be a fixed number. For any n 1 and ρ 0, define
It is easy to see that f n (·) is decreasing. By (3), we have f n (ρ) < 1 when ρ is large enough. Define 2 and in general,
Remark 2.3 and (5) imply that for each n 1 and r 1, Then we have
This implies
However, by the assumption that s r 0 ,B (A) =s − , we have
This makes a contradiction. 
This implies s rp,B (A) − s p,B (A) − s rp,B (A).

As a consequence, s p,B (A) − s rp,B (A) .
Taking r → ∞, we have for any p p 0 , Proof. It should be noticed that for any n 1 and (a 1 , a 2 , . . . , a n ) ∈ N n , from (2), we have
We shall give the proof of the above three assertions one by one.
, it is enough to show that for all 1 < B < B 0 , s n (B) > 1 − 2 . This is implied by, for any n 2,
Firstly, it should be noticed that s n (B) 1 2 for any n 1 and B > 1. Since by (9)
Secondly, for any > 0, take B 0 = (
2 + , we will show that for any B > B 0 , s n (B) < 1 2 + . This is implied by, for any n 1,
This is sufficient to show that s n,B is uniformly continuous with respect to B.
Fix n 1. It is clear that s n,B is monotonic decreasing with respect to B. For any > 0, when 1 < B < B < B + , 
..,a n 1 q n (a 1 , . . . , a n ) 2s 1 n then, we can see that s B is just the solution of the equation λ(s) = B s . As a consequence, the properties of s B can also be induced from the properties that λ is log-convex, strictly decreasing function mapping (1/2, ∞) onto (0, ∞), and λ(1) = 1, see [25] . But here, we will not go into the details.
3. Hausdorff dimension of {x ∈ I : a n (x) B n i.o. n}
In this section, we shall determine the Hausdorff dimension of the set
which constitutes the main part of the result in this paper. 
5). Thus in the following, we will construct a subset F α (B) ⊂ F (B) and use the Hausdorff dimension of F α (B) to approximate that of F (B).
Fix α ∈ N and a sequence Λ = n 1 , n 2 , . . . satisfying n k ∈ N n 1 = 1 and n 1 + · · · + n k 1 k + 1 n k+1 (10) for all k 1. Let
n k for all k 1, and 1 a j (x) α, for all j = n k .
Structure of F α (B)
We will make use of a kind of symbolic space defined as follows to illustrate the structure of F α (B). For any n 1, define
For any n 1 and (σ 1 , . . . , σ n ) ∈ D n , we call I (σ 1 , . . . , σ n ) a basic interval of order n and
a fundamental interval of order n, where the union in (11) is taken over all σ n+1 such that
if n = n k − 1 for some k 1, we have
It is clear that
Gaps in F α (B)
In this subsection, we estimate the gaps between the adjoint fundamental intervals (defined in (11)) of the same order. Without loss of generality, we assume n is even, we can proceed in the same way when n is odd. Given a fundamental interval J (a 1 , . . . , a n ) where (a 1 , . . . , a n ) ∈ D n , denote g r (a 1 , . . . , a n ) being the distance between J (a 1 , . . . , a n ) and the fundamental interval of order n which lies on the right of J (a 1 , . . . , a n ) and is closest to it, g (a 1 , . . . , a n ) being the distance between J (a 1 , . . . , a n ) and the fundamental interval of order n which lies on the left of  J (a 1 , . . . , a n ) and is closest to it. LetG(a 1 , . . . , a n ) = min{g r (a 1 , . . . , a n ), g (a 1 , . . . , a n )}.
Case I. n = n k − 1 for any k 1. (a 1 , . . . , a n ) lies on the right of all basic intervals of order n contained in I (a 1 , . . . , a n−1 ). In this case, a n = 2[B n ] if n = n k for some k 1 and a n = α if n = n k for any k 1. So g r (a 1 , . . . , a n ) is larger than the distance between the right endpoint of I (a 1 , . . . , a n−1 ) and the right endpoint of I (a 1 , . . . , a n ). Thus
g (a 1 . . . , a n ) is just the distance between the right endpoint of J (a 1 , . . . , a n−1 , a n − 1) and the left endpoint of J (a 1 , . . . , a n ). Hence
(ii) I (a 1 , . . . , a n ) lies on the left of all basic intervals of order n contained in I (a 1 , . . . , a n−1 ). In this case, a n = [B n ] + 1 if n = n k for some k 1 and a n = 1 if n = n k for any k 1. g r (a 1 , . . . , a n ) is just the distance between the right endpoint of J (a 1 , . . . , a n−1 , a n ) and the left endpoint of J (a 1 , . . . , a n + 1). Hence
. g (a 1 . . . , a n ) is larger than the distance between the left endpoint of I (a 1 , . . . , a n ) and the left endpoint of J (a 1 , . . . , a n ), thus
(iii) There exists a basic interval of order n contained in I (a 1 , . . . , a n−1 ) which lies on the left of I (a 1 , . . . , a n ), also there exists a basic interval of order n contained in I (a 1 , . . . , a n−1 ) which lies on the right of I (a 1 , . . . , a n ). In this case, (a 1 , . . . , a n − 1) ∈ D n , (a 1 , . . . , a n + 1) ∈ D n , g (a 1 , . . . , a n ) is just the distance between the right endpoint of J (a 1 , . . . , a n − 1) and the left endpoint of J (a 1 , . . . , a n ) and g r (a 1 , . . . , a n ) is just the distance between the right endpoint of J (a 1 , . . . , a n ) and the left endpoint of J (a 1 , . . . , a n + 1). Thus
.
HenceG
(a 1 , . . . , a n ) = 1 ((α + 1)(q n + q n−1 ) + q n−1 )(q n + q n−1 ) .
Case II. n = n k − 1 for some k 1.
In this case, g (a 1 , . . . , a n ) is larger than the distance between the left endpoint of I (a 1 , . . . , a n ) and the left endpoint of J (a 1 , . . . , a n ) and g r (a 1 , . . . , a n ) is larger than the distance between the right endpoint of I (a 1 , . . . , a n ) and the right endpoint of J (a 1 , . . . , a n ). Thus
From (12), (15)- (17), we have in Case I,
From (13), (18), we have in Case II,
A measure supported on F α (B)
In this subsection, we define a probability measure supported on F α (B) . Let m 1 = n 1 − 1 = 0 and m k = n k − n k−1 − 1 for any k 2. Now we define a set function μ : {J (σ ), σ ∈ D\D 0 } → R + given as follows.
. (α) and let
For any 1 < n < n 2 − 1 and
For any n k−1 < n < n k − 1 and
and let (α) .
Until now, the set function μ : {J (σ ), σ ∈ D\D 0 } → R + is well defined. By Remark 2.3, it is easy to check that for any n 1 and (σ 1 , . . . , σ n ) ∈ D n , we have
where the summation is taken over all σ n+1 such that (σ 1 , . . . , σ n , σ n+1 ) ∈ D n+1 . Notice that
by Kolmogorov extension theorem, the set function μ can be extended into a probability measure supported on F α (B), which is still denoted by μ. From the definition of μ, we have for any k 1 and
Estimation of μ(J (σ 1 , . . . , σ n ))
In this subsection, we give the estimation of μ(
· . Choose N 0 and k 0 sufficiently large such that
Take
For any n > n k 0 and (σ 1 , . . . , σ n ) ∈ D n , we estimate μ (J (σ 1 , . . . , σ n )).
by (22), (24), (25) 
by (12), (23) . (26) Case II. n = n k − 1 for some k > k 0 .
Similar to the proof of (26), we have
by Lemma 2.2 and (24)
Case III. n k−1 < n < n k − 1 for some k > k 0 .
By the definition of μ and Lemma 2.2, similar to the proof of (26), we have 
thus from (12) and (23) μ
(ii) If > N 0 . In this case, by (22), we have
So from (12) and (23), we have
Estimation of μ(B(x, r))
For any n 1 and
if n = n k − 1 for some k 1, define
which, in fact, gives a lower bound for the length of the gaps on both sides of the fundamental interval J (σ 1 , . . . , σ n ) by (15)- (18) .
. Fix x ∈ F α (B) and 0 < r < r 0 . There exists a unique sequence σ 1 , σ 2 , . . . such that x ∈ J (σ 1 , σ 2 , . . . , σ k ) for all k 1 and for some n n k 0 , G(σ 1 , . . . , σ n , σ n+1 ) r < G(σ 1 , . . . , σ n ) . G(σ 1 , . . . , σ n ) , we know that the ball B(x, r) can intersect only one fundamental interval of order n, which is J (σ 1 , . . . , σ n ) . |I (σ 1 , . . . , σ n k )|. In this case, the ball B(x, r) can intersect at most four basic intervals of order n k , which are I (σ 1 , . . . , σ n k − 1), I (σ 1 , . . . , σ n k ), I (σ 1 , . . . , σ n k + 1) and I (σ 1 , . . . , σ n k + 2) (if exist). From (21), we have
From the definition of
By (26) and (30),
(ii) r > |I (σ 1 , . . . , σ n k )|. In this case, since
we have the number of fundamental intervals of order n k contained in J (σ 1 , . . . , σ n k −1 ) that the ball B(x, r) intersects is at most 24rq 2
By (13) and (27), we have
Case II. n = n k − 2 for some k 1.
By (21) , the definition of μ on (σ 1 , . . . , σ n k −1 ) and Lemma 2.1, we have for any 1 τ = η α
From (27) and (31), we have
Case III. n = n k − 1 and n = n k − 2 for any k 1.
From the definition of μ and Lemma 2.1, we still have for any 1 τ = η α
By (28), (29) and (31) , proceeding in the similar way as in Case II, we can get
From (32) N a 1 ,. ..,a n J (a 1 , . . . , a n ). By the definition of s n,B and q n 2 n/2−1 for any n 1, we have 
Proof. This follows just by choosing the integer sequence {n k } k 1 satisfying (10) and n k ∈ L for all k 2 in the proof of Theorem 3.1. 2 Remark 3.4. From Good [12] that dim H {x ∈ I : a n (x) → ∞ as n → ∞} = 1 2 and from Lúczak [24] , Feng, Wu, Liang and Tseng [11] that dim H {x ∈ I : a n (x) a b n , ∀n 1} = 1 b+1 , it is a consequence that the Hausdorff dimension of the set x ∈ I : a n (x) B n , ∀n 1 is 1 2 for any B > 1.
4.
Hausdorff dimension of {x ∈ I : a n (x) φ(n) i.o. n}
In this section, we generalize Theorem 3.1 to the general case in order to give a complete characterization on the Hausdorff dimension of the set {x ∈ I : a n (x) φ(n) i.o. n}. The following result is borrowed from Lúczak [24] and Feng, Wu, Liang and Tseng [11] . (2) 1 < B < ∞. In this case, for any > 0, log φ(n) n log(B + ), i.e. φ(n) (B + ) n holds for n infinitely many times. Also there exists N ∈ N such that for all n N , we have (B − ) n φ(n). Let L = n: φ(n) (B + ) n .
Then
x ∈ I : a n (x) (B + ) n i.o. n ∈ L ⊂ E(φ) ⊂ x ∈ I : a n (x) (B − ) n i.o. n . 
