The ILM web server provides a web interface to two algorithms, iterated loop matching and maximum weighted matching, for efficiently predicting RNA secondary structures with pseudoknots. The algorithms can utilize either thermodynamic or comparative information or both, and thus can work on both aligned and individual sequences. Predicted secondary structures are presented in several formats compatible with a variety of existing visualization tools. The service can be accessed at http://cic.cs.wustl. edu/RNA/.
INTRODUCTION
RNA molecules play many important regulatory, catalytic and structural roles in the cell. A complete understanding of the functions of RNA molecules requires knowledge of their three-dimensional (3D) structures. Since it is often difficult to obtain X-ray diffraction or nuclear magnetic resonance (NMR) data for large RNA molecules to inspect their structures, reliable prediction of RNA structures from their primary sequences is highly desirable.
Many computational methods have been developed for predicting RNA secondary structures. Thermodynamic approaches (1,2) compute for a single RNA sequence an optimal secondary structure with globally minimal free energy, and have been successful for relatively short RNAs. When a number of aligned homologous sequences are available, comparative approaches (3) (4) (5) (6) are more reliable than thermodynamic approaches and have been used to establish the structures of most known RNA families. In addition, several methods (7) (8) (9) (10) (11) have combined the advantages of thermodynamic and comparative methods. By taking both thermodynamic stability and sequence covariance into consideration, these methods are able to achieve much higher prediction accuracies.
On the other hand, relatively little work has been done on predicting pseudoknotted RNA secondary structures. Pseudoknots are important RNA structures and often have important functional roles (12) . However, optimally predicting pseudoknots in RNA secondary structures is difficult and computationally expensive (13) (14) (15) (16) . A graph algorithm, maximum weighted matching (MWM), has been used as a practical solution for pseudoknot prediction (17) (18) (19) . Although efficient, the prediction accuracy of MWM is low when the number of homologous sequences is small.
We recently developed an algorithm, iterated loop matching (ILM), to predict pseudoknotted RNA secondary structures (20) . This method can utilize either thermodynamic or comparative information or both, and thus can be applied to both aligned and individual sequences. Our experiments have shown that the method is accurate and efficient. However, the software can only be executed with Unix commands and requires users to set up various parameters, making it difficult for biologists to use.
To meet the high demand of a service for predicting RNA secondary structures with pseudoknots, we have developed an easy-to-use web interface to provide most features of ILM online. We have also provided an option for the user to choose the MWM algorithm and compare their results.
Several web servers for RNA secondary structure prediction were introduced in last year's web server special issue, including MFold (21), Pfold (22) , the Vienna RNA package (23) and GPRM (24) . ILM differs from the first three in that it supports pseudoknots. GPRM is designed to find common secondary structure elements in a set of homologous RNA sequences and cannot be applied to a single RNA sequence or a small dataset, e.g. a family of fewer than 10 sequences.
OVERVIEW OF THE SERVICE
The technical details of the MWM and ILM algorithms can be found in their original publications (19, 20) . Here, we highlight only the basic steps of the web service ( Figure 1 ) and the parameters that need user intervention. The first step after reading in the RNA sequences is to generate a scoring matrix, which describes the likelihood of every base pairing. The methods to generate scoring matrices include mutual information, helix plot, extended helix plot and their combinations (20) . In the second step, the ILM or MWM algorithm is applied to predict a secondary structure with pseudoknots allowed. Finally, the output of predicted structures can be viewed with certain external visualization tools.
INPUT
The service can be accessed through a web interface (http:// cic.cs.wustl.edu/RNA/). The web interface takes a single RNA sequence or a set of aligned RNA sequences as input in FASTA format. The user may choose to upload a sequence file or 'cut and paste' sequences into the web interface directly. Currently, the maximum length of each individual sequence is 2000 bases and the maximum size of a sequence file is 10 kb.
The web server provides optimized default values for all parameters, which may also be adjusted for different needs. The user may choose to calculate a scoring matrix with only mutual information or (extended) helix plot, or choose a combined scoring matrix and vary the relative weights of these two scoring methods. When the number of sequences is small (<10), mutual information scores are usually not reliable and should receive a lower weight. If only one sequence is provided, mutual information scores cannot be calculated; therefore the provided weights are ignored, and only helix plot or extended helix plot can be used. In other cases, a default 
OUTPUT
For small tasks, i.e. sequences up to 300 bases, the results will be presented immediately, while for large tasks, the user will be notified by email on how to access to the results when the tasks are completed.
The output is self-documented ( Figure 2 ). The page headings include user information, a dataset name and parameters specified by the user. As shown in the middle of Figure 2 , the predicted secondary structure is given in a modified dotbracket notation, where a base pair is represented by a pair of opening and closing brackets. When pseudoknots are present, we break a secondary structure into several levels. Base pairs on the same level do not cross each other, while base pairs from different levels can cross each other, forming pseudoknots. This notation is able to represent pseudoknots of any complexity. In Figure 2 , for example, helix 3 (helix indices are shown on top of the primary sequence) intersects with helix 1 and helix 5, while helix 1 also intersects with helix 5.
In addition, the output provides links to several files in different formats compatible with existing visualization tools. An automatic drawing of RNA secondary structures with pseudoknots is notoriously difficult and many existing visualization tools handle this in a user-interactive way. We thus do not attempt to provide a graphic presentation of the secondary structures on our web site. Instead, we generate the Figure 3 . A dot plot. In the upper triangle, the area of a dot in row i and column j represents the relative score for a base pair between the i-th and j-th bases. A dot in the lower triangle means that the corresponding base pair is predicted by the algorithm.
output in several formats that can be directly imported into a variety of existing visualization tools for RNA secondary structures. Currently supported formats include ct, xrna and rnaml files. The format of ct files is supported by several programs, including the RNAviz program (25), which we recommend for drawing pseudoknotted RNA secondary structures. An xrna file contains a primary sequence and helix descriptions that can be separately copy-pasted into the XRNA program (http:// rna.ucsc.edu/rnacenter/xrna/xrna.html). The rnaml format has been proposed as a standard for exchanging RNA sequence and structure information between programs (26). Our rnaml syntax is compatible with the DTD (Document Type Definition) version 1.1 (http://www-lbit.iro.umontreal. ca/rnaml/current/rnaml.dtd).
Finally, together with structure results, a dot plot (Figure 3 ) is provided in postscript format, which allows the user to view the scoring matrix and predicted structure at the same time. The actual scores are embedded in the postscript file and can be parsed using computer programs.
IMPLEMENTATION
The web service is implemented in static HTML pages and dynamic CGI scripts in PERL. The ILM and MWM programs are implemented in ANSI C. The server is currently running on a machine with dual AMD Athlon 1.6 GHz CPUs and 2 GB of RAM, running Redhat Linux version 2.4.18 and Apache web server. In the future, we plan to use a batch queuing system to distribute large tasks to other machines.
