Research and Improvement on String Similarity Search and Join based on Appgram by 邓天智
学校编码：10384                                分类号      密级        
学号：24320131152445                                       UDC       
 
 
 
 硕  士  学  位  论  文                                           
基于 Appgram的字符串近似搜索与连接的
研究与改进 
Research and Improvement on String Similarity Search and 
Join based on Appgram 
邓天智 
 
指  导  教  师： 董 槐 林 教 授 
专  业  名  称： 软 件 工 程 
论文提交日期： 2 0 1 6 年 4 月 
论文答辩日期： 2 0 1 6 年 5 月 
学位授予日期： 2 0 1 6 年 6 月 
  
 
指  导  教  师：             
答辩委员会主席：             
 
2016 年 4 月 
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文原创性声明 
 
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。
本人在论文写作中参考其他个人或集体已经发表的研究成果，均在文
中以适当方式明确标明，并符合法律规范和《厦门大学研究生学术活
动规范（试行）》。 
另外，该学位论文为（                            ）课题（组）
的研究成果，获得（               ）课题（组）经费或实验室的
资助，在（               ）实验室完成。（请在以上括号内填写课
题或课题组负责人或实验室名称，未有此项声明内容的，可以不作特
别声明。） 
 
声明人（签名）： 
          年   月   日 
 
 
 
 
 
 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文著作权使用声明 
 
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》
等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位
论文（包括纸质版和电子版），允许学位论文进入厦门大学图书馆及
其数据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、
硕士学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇
编出版，采用影印、缩印或者其它方式合理复制学位论文。 
本学位论文属于： 
（      ）1.经厦门大学保密委员会审查核定的保密学位论文，
于   年  月  日解密，解密后适用上述授权。 
（   √  ）2.不保密，适用上述授权。 
（请在以上相应括号内打“√”或填上相应内容。保密学位论文应
是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密委
员会审定的学位论文均为公开学位论文。此声明栏不填写的，默认为
公开学位论文，均适用上述授权。） 
 
 
                             声明人（签名）： 
年   月   日 
厦
门
大
学
博
硕
士
论
文
摘
要
库
摘要 
I 
摘要 
在传统数据库中进行查询时，选择与连接被视为最重要的几个操作之一，而
在实际情况中，由于可能的错误或由不同数据格式导致数据呈现不一致，如果使
用精确的选择与连接操作，由于数据字段无法完全匹配，数据查询可能无法返回
结果。针对上述情形，通过采用一定容错机制，近似选择与连接被引入查询处理
中。然而字符串近似搜索与连接不仅仅可以用于数据库中，同时在许多领域都有
着广泛的应用，例如 DNA序列分析、时间序列处理、重复 Web页面检测、拼写
检查、数据清洗、数据集成以及搜索引擎中查询建议等等。 
针对现有算法处理字符串近似搜索与连接问题时间开销过大的情况，本文基
于 Appgram 算法框架，以提高算法性能为主要目标，简要阐述字符串近似搜索
与连接问题定义、涉及的相关概念、算法常用框架以及性能评估等之后，对算法
处理时性能瓶颈及各解决方案可行性进行了深入研究并加以改进。 
（1）通过将字符串结构信息引入，设计了新的倒排索引结构，实现对字符
串计数过滤的改进，进而可以有效避免某些情况下对出现频次的重复计数，减少
了识别阶段需处理的候选串集合大小，降低了算法执行时间，有效提高性能。 
（2）通过在算法第二轮过滤中将原有过滤扩展为多层近似过滤，充分利用
原有边界条件，给候选串集合制定一个更加严格的准入约束，减少了最终需要识
别的候选串数目，降低了算法执行时间，有效提高性能。 
（3）对前两步骤中提出的算法进行扩展，使原先用于字符串近似搜索问题
的算法可以应用到字符串集合近似自连接问题中，与此同时，为了解决最终结果
集中出现大量重复字符串对的问题，将字符串比较机制加入过滤步骤，达到了提
高算法性能及获得较高准确性的目的。 
本文针对提出的三个改进算法分别在三个真实数据集上进行了多组对比实
验，实验结果表明，两个针对字符串近似搜索问题及第三个针对字符串集合自连
接问题的算法改进都能有效提高性能，降低算法执行花费时间，同时达到较高的
准确率。 
 
关键词：字符串相似；字符串搜索；字符串连接 
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Abstract 
When we do the querying in a traditional database, the selection operation and 
the join operation may be regarded as one of the most important operations. But in 
real application, since the potential error or the different data representation by 
different format, if we use the exact selection or join operations, the querying may not 
return answer due to the mismatch in data field. In order to solve the problem of the 
above situation, by adopting a fault tolerance mechanism, the approximate selection 
and join are introduced into the query processing. However, the string similarity 
search and join not only can be used for the database, but also in many other areas 
such as the DNA sequence analysis, time series processing, duplicated Web page 
detection, spell checking, data cleaning, data integration, search suggestions in search 
engine and so on. 
According to the large time expense of the previous algorithms for string 
similarity search and join, in this thesis, we will focus on improving the algorithm 
performance and work on the framework of the Appgram. After briefly describing the 
problem definition of the string similarity search and join, related concepts around 
these problems, the widely-adopted algorithm framework and the performance 
measurement, the thesis has an in-depth study on the performance bottleneck of the 
algorithm, proposes some feasible solutions and conducts several experiments. 
(1) By making use of the string structure information, we design a new inverted 
index and improve the strings’ count filtering, so we can avoid counting the same 
frequency for several times in some cases, reduce the candidate size in the verify 
stage and improve the algorithm performance effectively with a less time expense. 
(2) We extend the original filter to a multi-level approximate filter in the second 
filtering stage with the full use of the original boundary conditions, thus, we develop a 
more strict selection constraint to the candidate set, reduce the size of the candidate 
which need to be verified and improve the algorithm performance effectively. 
(3) We modify and extend the two string similarity algorithm proposed above to 
support the solution of string similarity self-join. At the same time, in order to avoid 
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III 
the large duplicate in the final results, we add a string comparison mechanism before 
the second filtering stage. Finally, we obtain two effective algorithms which have a 
good accuracy. 
In this thesis, several groups of experiments are conducted on three real data sets 
for the three proposed algorithms respectively and the experimental results show that 
the three algorithms (two for string similarity and one for string similarity self-join) 
have a much more effective performance on the time expense with a high accuracy. 
 
Key Words: String Similarity; String Similarity Search; String Similarity Join 
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第一章 绪论 
1.1 研究背景与意义 
字符串，作为最常用的数据类型之一，广泛应用于计算机系统及各类应用程
序中，可以用来表示地址、文本文档以及生物学序列等。自计算机科学创立至今，
虽然针对字符串本身及它的各种特性已经有了大量的研究，但直到近些年，才开
始有团队针对字符串查询处理中出现的一些问题来设计一些较为高效的索引结
构。 
在传统的数据库中进行查询时，选择与连接被视为最重要的几个操作之一。
在实际情况中，由于可能的错误或由不同数据格式导致的数据呈现不一致，底层
数据在进行数据清洗之前，可能很脏，因而无法直接使用，这时，如果使用精确
的选择与连接操作，由于数据之间并没有能够完全匹配，数据查询可能没有办法
返回结果。针对上述情形，通过采用一定的容错机制，近似选择与连接被应用于
查询处理中。 
长期以来，许多应用都将在较大数据集上的字符串近似搜索及连接作为其基
本问题。例如，字符串近似搜索可用于识别自然语言文本中的实体[1]，用于识别
具有特定 DNA 序列的基因组[2]以及在可表示为符号序列的时间序列数据中进行
模式识别[3]等；与此同时，字符串近似连接可用于检测重复的Web页面[4]，协同
过滤[5]以及实体一致性处理[6]等。总而言之，无论是用于拼写检查[7]、数据清洗[8], 
[9]、数据集成[10]，还是搜索引擎中的查询建议[11]、大规模数据库中相似 DNA查
询[12]等，字符串近似搜索及连接都有着重要的作用和研究意义，接下来本文将
对其一些应用领域进行简单介绍。 
（1）拼写检查[7]：在文本编辑特别是英文的写作中，如果输入一个似是而非
的单词，这时候编辑器可能会通过下滑红线来进行提醒，在进一步做拼写检查时，
根据那个似是而非的单词，编辑器可能会提供一组由正确词汇组成的候选集合以
供选择，而字符串近似搜索即为一个查询字符串找到数据集中最相似的那些作为
候选。现实生活中，为了增强可用性，很多应用都已内置拼写检查，例如大多数
文本编辑器、邮箱以及搜索引擎等。 
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（2）搜索引擎中查询建议[11]：随着网络的普及，越来越多的材料被上传至
因特网，当用户想要就某个问题搜集一些资料时，可能就会使用一些较为常用的
搜索引擎，输入一些关键字，搜索引擎往往能够在输入框的下拉列表中提供一些
最可能的搜索建议，而这个过程，就可以通过字符串近似搜索对候选的搜索建议
进行甄别。 
（3）抄袭检测[13]：近些年，对论文的查重把控越来越严格，从前的复制粘
贴渐渐转变为以一些较小编辑操作来代替直接的抄袭，而这些编辑操作往往通过
小范围插入、删除或替换完成，在字符串近似搜索问题中，最常用的恰恰是通过
编辑距离这一概念来衡量字符串之间的相似性，即通过至少多少次插入、删除或
替换操作可以完成由一个字符串到另一字符串的转变。因此，可以通过将待比较
的文本与数据库中已有文本进行近似搜索来判定文本中内容的重复程度。 
（4）数据集成[10]：即为将不同来源、不同格式以及特点各异的数据在逻辑
上或物理上进行有机地集中，从而支持共享。而来自不同数据源的数据之间往往
存在不一致性，或是采集时存在拼写错误，或是数据的呈现各异。例如，ping-pong，
pingpong以及 ping-pong ball 都可以用来表示乒乓球，而因其来自不同的数据源
所以有着各自的呈现方式。为了容纳这些不一致，可以使用字符串近似连接去集
成来自不同数据源的数据。 
1.2 国内外研究现状 
字符串近似搜索与连接[14]主要包含两类问题：字符串近似搜索问题[15]与字
符串集合连接问题[16], [17]。在研究过程中，字符串近似搜索问题又可以分为字符
串 Top-k 搜索与字符串阈值搜索，而字符串集合连接问题也演变出了字符串 R-S
集合连接问题与字符串集合自连接问题。 
处理字符串近似搜索问题与连接问题时通常会建立倒排索引来支持对字符
串的查询，通过获取字符串的特征并以此在倒排索引中提取相应倒排列表，最终
在精确评估查询串与候选串相似性之前采用一些过滤策略来对候选串进行过滤。
至今，已有许多高效的过滤策略陆续被提出，其中 Sarawagi 等人[18]在求解两字
符串集合交集时提出了一种计数过滤策略 MergeOpt，而通过吸纳MergeOpt 的思
想，Li 等人 [19]在研究字符串近似搜索问题时提出了三个高效的计数算法
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ScanCount、MergeSkip 以及 DivideSkip，除此之外，Yang[20]等人在研究字符串
Top-k搜索时也提出了两种轻量级的过滤策略 Count Filtering和 Length Filtering。
在字符串之间相似性评估方面，根据不同的应用场景，也出现了多种不同的计算
方法，而其中较为常用的有编辑距离[21], [22]、Jaccard 相似度[18]、COS 相似度[5]
以及 Dice[5]相似度。 
在字符串近似搜索方面，Li 等人[23], [24]提出一使用多种长度 n-gram 建立索引
的算法 VGRAM，通过对多种长度 n-gram 在数据集中出现频次进行分析，选取
其中较高质量的不同长度 n-gram 组成索引支持字符串搜索。Zhang 等人[25]通过
从字符串空间映射到整型空间，建立基于 B+-tree索引结构，从而提出了 Bed-tree
算法。Yang 等人[26], [27]在对倒排索引中 n-gram 大小取值进行分析发现，如果
n-gram 中 n 值较大时，倒排列表相应较短，而 n 值较小时，倒排列表往往有一
个较大的长度，针对这种情况，他们提出了一种基于自适应 n-gram 索引的字符
串 Top-k 搜索 AQ，执行过程中，针对 Top-k 结果当前最大编辑距离，在每次迭
代中选取具有更优 n值的 n-gram 索引来减少需要扫描的倒排列表大小。而Wang
等人[28]在对前人单层索引结构深入研究的基础上，提出一种使用双层倒排索引
结构的字符串 Top-k 搜索算法 Appgram，根据在索引上使用近似 n-gram 搜索的
思路，提出新的边界条件计算公式，设计了一种基于双层倒排索引结构的管道搜
索算法框架，通过在其中有机地结合 CA 策略、f-queue、Length Filtering 以及
Count Filtering等大大提高了字符串搜索性能及准确性。与 Zhang类似，王津等
人[29]同样在索引结构上进行创新，提出一种基于树形结构HS-tree的算法HS-topk，
通过递归地对二叉树上的每一层节点中字符串进行分段建立层次片段树形索引
HS-tree，之后根据查询串的特征首先访问有最大可能成为结果的字符串获取相
应阈值，根据不断更新的阈值对候选串进行过滤，最终得出 Top-k结果。邓栋等
人[30]-[32]则是在编辑距离计算上进行改进，提出了一种 Top-k 搜索算法 Range，
其主要贡献为对编辑距离计算算法的改进，原始的编辑距离计算是采用动态规划
的方法需要对二维矩阵中各元素一一计算，而在改进算法中，通过利用已有信息，
围绕矩阵中已计算元素展开，直至得到结果，从而避免一些无用计算。 
在字符串集合近似连接方面，Arasu 等人[33]针对其在数据清洗领域的应用，
提出了 PartEnum 算法，通过将基于划分的方法与基于枚举的方法相结合，该算
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法有结果准确性高以及能有效保证性能两个特性。Xiao等人[34], [35]在对前缀过滤
原则深入研究后，提出了 PPJoin，如果不使用前缀过滤，算法在得到查询串的子
串集后需要在索引中对其一一搜索获取倒排列表，而使用前缀过滤的情况下，只
需要对字符串子串中位置靠前的指定数目子串搜索即可，相应的，原有边界值也
根据使用的子串数目减少，如此，可以大大减少过滤阶段花费的时间，而 Xiao
等人对前缀过滤进行扩展，通过结合字符串中顺序信息，进一步收缩原有边界条
件，减少最终候选者的数量，值得注意的是，PPJoin 算法中支持的相似度度量为
Jaccard、COS 和 Dice。之后，Xiao等人[36]又对原有 PPJoin 算法进行扩展改进提
出了算法 ED-Join，相比于 PPJoin，ED-Join 还另外对字符串中不相似子串进行
考虑并形成了新的基于内容的过滤方法，除此之外，它只支持使用编辑距离作为
相似度度量。Qin 等人[37], [38]通过同时使用多种字符串特征，提出一种新的字符
串集合连接算法 QChunk，相较于其他算法，QChunk 同时提取字符串的 n-gram
子串集与 n-chunk子串集，并通过同时使用这些特征设计了新的边界条件计算方
法。类似于 Xiao 等人，王健楠等人[39]基于前缀过滤，提出一种可以自适应调整
前缀长度的算法 AdaptJoin，对于前缀过滤，不同的前缀长度代表着不同的过滤
性能，AdaptJoin 算法提出了一个代价评估模型，通过计算，可以为每一个对象
选取其最佳长度从而提高前缀过滤的性能。前文提到，Zhang等人[25]提出了针对
字符串近似搜索的 Bed-tree算法，依据同样的思想，Zhang扩展了 Bed-tree算法使
之能够支持字符串集合自连接问题。除此之外，在字符串集合连接方面，还有李
国良等人[40], [41]提出的基于字典树的 Trie-Join 算法，Xiao等人[42]提出的支持字符
串集合 Top-k 连接的 topk-join 算法，Afrati 等人[43]提出的基于 MapReduce 的
Ball-hashing算法以及 Vernica等人[44]提出的基于 MapReduce框架的三阶段 BTO
系列算法。 
1.3 主要研究内容 
目前用于处理字符串近似搜索问题及连接问题的算法大多采用的是“过滤-
识别”框架，此框架下，就一次字符串近似搜索而言，所耗费的时间主要在于过
滤阶段时间开销及识别阶段时间开销，算法在对庞大的数据集进行过滤之后会产
生一个候选串集合，而识别阶段就是对这些候选串进行一一甄别，选出其中最符
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