Abstract-For a multi-user multi-cell network, which suffers both intra-cell and inter-cell interference, this letter considers improper Gaussian signaling (IGS) as a means to improve the achievable rate. The problem of interest is designing of improper Gaussian signals' augmented covariance matrices to maximize the users' minimum rate subject to transmit power constraints. This problem is seen as a nonconvex matrix optimization problem, which cannot be solved by conventional techniques, such as weighted minimum mean square error minimization or alternating optimization. A path-following algorithm, which iterates a sequence of improved feasible points, is proposed for its computation. The provided simulation results for three cells serving 18 users show that IGS offers a much better max-min rate compared with that achieved by conventional proper Gaussian signaling. Another problem of maximizing the energy efficiency in IGS is also considered.
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I. INTRODUCTION
T HE massive data demand in today's wireless networks necessitates the sharing of wireless spectrum among users, which in turn results in intra-cell and inter-cell interference. Recently, improper Gaussian signaling (IGS) has been shown to improve achievable rate in interference-limited scenarios [1] , [2] . In contrast to conventional proper Gaussian signaling (PGS), under which the transmit signals are fully characterized by their covariance matrix, IGS relaxes the Gaussian properness to augment the degrees of freedom. which are composed of both covariance and pseudo-covariance matrices [3] . The superiority of IGS over PGS in terms of achievable rates in single-input single-output (SISO) interference channels (ICs) has been analyzed in [4] - [7] . Considering multiple-input multiple-output (MIMO) ICs, the dominance of IGS over PGS has been studied in terms of degrees of freedom [1] , [2] , [8] , in terms of quality-of service (QoS) feasibility [9] , or in terms of achievable rates [10] . However, degrees of freedom is an appropriate metric only under very high signal-to-noise ratios. In [10] , the authors addressed the design problem of widely linear precoding to maximize the weighted sum-rate.
This letter considers IGS for multi-user multi-cell MIMO interference networks, where the base stations (BSs) broadcast signals to their users. Different from the existing works, we are interested in designing of signals' augmented covariance matrices to maximize the users' minimum rate subject to transmit power constraints. Such a task poses a computationally challenging nonconvex optimization problem. We propose a pathfollowing algorithm, which improves feasible points after each iteration and converges at least to a locally optimal solution, to address this problem. In addition, we extend our algorithm to solve an interesting problem of maximizing the energy efficiency (EE) of the network. We compare the performance of the proposed algorithm with that of those solving similar problems using PGS. Our simulation results show that IGS offers much better max-min rate and EE compared to that achieved by the conventional PGS.
The rest of the letter is organized as follows. Section II is devoted to the problem statement and its analysis. A path-following algorithm for computational solution is proposed in Section III, which is supported by simulations conducted in Section IV. The conclusions are given in Section IV.
Notation: I n is the identity matrix of size n × n. X H , X T , and X * are the Hermitian transpose, normal transpose, and conjugate of the matrix X, respectively. The inner product X, Y of the matrices X and Y is defined as trace(X H Y ). Denote by A the trace of the matrix A, and by |A| its determinant. · stands for a matrix's Frobenius norm or vector's Euclidean norm. C is the set of all complex numbers. E{·} denotes expectation. Only design variables are in boldface. X 0 means that the matrix X is positive definite.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider the downlink of a multiuser multi-cell wireless communication system that consists of N cells, where the base station (BS) of each cell is equipped with N t antennas to serve K users (also called user equipments, or UEs) within its cell. Each UE is equipped with N r ≥ 1 antennas. Define 1070-9908 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
I := {1, 2, . . . , N} and J := {1, 2, . . . , K}. The jth UE in the ith cell is referred to as UE (i, j). Let H m,i,j ∈ C N r ×N t be the MIMO channel matrix from the BS m to UE (i, j). Accordingly, H i,i,j and H m,i,j for m = i are the direct and interfering channels with respect to UE (i, j). The complex baseband signal y i,j ∈ C N r received by the UE (i, j) is given by
where
r n i,j ∈ C N r is the background noise and its entries represent i.i.d. Gaussian noise samples with zero means and variances σ 2 . We are interested in IGS, under which each x m,k is complex Gaussian (not necessarily symmetric) with zero mean and thus is characterized by the so called augmented covariance
In the expression (2) 
We express the augmented signal of interest
to derive the augmented covariance of H i,i,j x i,j as the following congruent transformation of C A i,j :
which is a linear mapping of C A i,j . Analogously, we express the augmented interfering signal
to derive the augmented covariance matrix of z i,j as
which is obviously a linear mapping of C A (C A i,j ) (i,j)∈I×J . By [12] the rate (in nats/sec/Hz) at UE (i, j) is
Accordingly, the design of IGS to maximize the users' minimum rate is formulated as the following max-min rate optimization problem:
where P i is the maximum power budget at BS i. The objective function in (7) is not only non-concave but also non-smooth, making (7) computationally difficult. The work [10] particularly showed that the popular WMMSE approach [13] , [14] for PGS can be extended to address (7) for C m,k and C m,k in the special form
As the objective function in (7) 
one can address (7) using d.c. iterations [16] . However, these iterations cannot be computationally efficient as they invoke optimization of logarithm determinant functions at each iteration with no known solver of polynomial time complexity.
III. PROPOSED ALGORITHM
In this section, we propose an iterative path following algorithm to solve the max-min rate optimization problem (7). First, let us recall the following result [17] .
Proposition 1:
The function defined by (8) is concave in (X, Y) because its second term is a concave function [18] , while its third term is obviously a linear function. Solve the convex optimization problem (10) to obtain the optimal solution C A,(κ+1) .
3:
Set κ := κ + 1. 4: until Convergence of the objective in (7).
) (i,j)∈I×J be a feasible point for (7) that is found at the (κ − 1)th iteration, where
With regard to the function r i,j (C A ) in (7a), applying the inequality (8) 
) yields the following lower bounding concave function approximation:
with
. Thus, at the κ-th iteration, we solve the following convex optimization problem to generate the next iterative feasible point C A,(κ+1) for (7):
The computational complexity of this problem is O((2K NN 2 t ) 3 (KN + N )) [19] . Algorithm 1 outlines the steps to solve the max-min rate problem (7) . Note that
is the optimal solution of (10) while C A,(κ) is its feasible point. Therefore,
, where the last equality holds be-
) by the definition (9). Algorithm 1 thus generates a sequence {C A,(κ) } of improved feasible points for (7) . Using arguments similar to those in [20] , it can be easily shown that Algorithm 1 converges at least to a locally optimal solution of (7), which satisfies the Karush-Kuh-Tucker (KKT) optimality condition. It is noteworthy to point out that the simulation results in [20] show that this type of solution is often globally optimal. Remark: The problem of EE maximization under QoS constraints, i.e.,
can be addressed similarly. In (11), r
is the threshold rate to express the required QoS for UE (i, j) and ϕ(C A ) (i,j)∈I×J C i,j + P non is the power consumed by all the BSs, P non = NN t P u is the non-transmission power and P u is the per antenna circuit power at the BSs. We can first find an initial feasible point C A,(0) using Algorithm 1. Next, at every κ-th iteration, we propose to solve the following convex problem, to generate the next feasible point C A,(κ+1) :
where (12), which further implies that
} is a sequence of improved feasible points for (11) , which converges at least to a locally optimal solution.
IV. SIMULATIONS
As shown in Fig. 1 , users are randomly placed in a three-cell network, N = 3. Each cell radius is 500 meters. The channel H m,i,j from BS m ∈ I to UE (i, j) at a distance of d meters is generated as H m,i,j = √ 10 −σ PL /10H m,i,j , whereH m,i,j ∈ C N r ×N t is a normalized Rayleigh fading MIMO channel matrix and σ PL = 38.46 + 10β log 10 (d) is the path-loss in dB. In the definition of σ PL , the loss factor 38.46 is the free space path loss at a reference distance of 1 meter and at carrier frequency of 2 GHz, and β = 3.1 is the path-loss exponent [21] . For simplicity, we set the same power budget for each cell, i.e., P i ≡ P , ∀ i ∈ I. We set the noise power density We compare the performance of the proposed IGS based Algorithm 1 with the conventional PGS based algorithm, which solves the problem similar to (7) with zero pseudo-covariance matrix, i.e.,
N t ×N r , which achieves a similar performance to that obtained by the conventional PGS based algorithm in our simulations. Fig. 2 plots the achievable max-min rate versus the transmit power budget, P , which clearly demonstrates the advantage of using IGS over conventional PGS. As expected the max-min rate increases with an increase in the available power budget increases. The performance gap between IGS and PGS widens as the available transmit power budget increases because of potential better pseudocovariance design for IGS with an increased power budget. Fig. 3 plots the achievable max-min rate versus the number of transmit antennas, N t , at the BS, where the performance gain of IGS over conventional PGS is also seen.
Due to the additional pseudo-covariance matrices, the computational complexity of the proposed IGS Algorithm 1 is O (2KN N Table I .
To simulate the EE problem (11), we set r min i,j ≡ 0.5 bps/Hz and set the per antenna circuit power at the BSs as P u = 189 mW [22] . Fig. 4 plots the achievable energy efficiency versus the number of transmit antennas, N t , at the BS. Again, we can see the sizable performance gain of IGS over conventional PGS. The energy efficiency though increases with an increase in the number of transmit antennas but the increase is not linear. There is a marginal increase in the EE as N t increases from 5 to 6 due to an increase in the non-transmission power, P non , which is a constant factor in the denominator of the EE (defined in (11a)).
V. CONCLUSIONS
The letter has considered the advantages of IGS for a multiuser multi-cell MIMO network. Accordingly, a path-following algorithm of low computational complexity has been proposed for computation. The numerical examples have supported its practical efficiency, where IGS has been clearly shown to outperform PGS in terms of the max-min rate and energy efficiency. Extensions to the case of secure IGS or comparing IGS and PGS in a time-sharing context [23] can be considered in future research.
