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Re´sume´ – Le choix du noyau pour une application spe´cifique est une e´tape importante dans les me´thodes a` noyaux repro-
duisants (SVM ou SVR, processus gaussiens, RBF, ou splines). Nous souhaitons montrer que la the´orie du krigeage, issue de
la ge´ostatistique, forme un cadre utile pour aider l’utilisateur dans ce choix. Graˆce a` ce point de vue, nous montrons comment
e´tendre les SVR au cas multivariable lorsque les sorties sont corre´le´es.
Abstract – The choice of a kernel for a specific application is an important step in reproducing kernel methods (such as SVM
or SVR, Gaussian processes, RBF, or splines). We would like to show that the theory of Kriging, developped in Geostatistics, is
useful to assist the user in this choice. This viewpoint makes it easy to extend SVR to multi-output regression with correlated
outputs.
1 Introduction
L’inte´reˆt des me´thodes a` vecteurs de support (SVM et
SVR, pour support vector machines et support vector re-
gression) est souvent justifie´ par le fait qu’elles s’appuient
sur la the´orie des espaces de Hilbert a` noyaux reprodui-
sants ; or le choix d’un noyau pour une application spe´ci-
fique est tre`s rarement argumente´. La plupart du temps,
les noyaux sont choisis a priori, de type radial gaussien
par exemple, inde´pendamment de la nature des donne´es
observe´es, et le seul proble`me habituellement conside´re´
consiste a` adapter la (( largeur )) de la gaussienne. Dans
le cadre de la the´orie de la pre´diction line´aire des proces-
sus ale´atoires, le noyau est interpre´te´ comme une fonction
de covariance. Nous nous inspirons de la ge´ostatistique et
des statistiques spatiales, ou` la pre´diction line´aire, appe-
le´e krigeage (Kriging en anglais), est pre´ce´de´e d’une phase
dite d’analyse structurelle, qui consiste a` choisir une fonc-
tion de covariance (le noyau reproduisant) adapte´e aux
donne´es observe´es. Les ge´ostatistitiens ont une longue ex-
pe´rience du traitement de donne´es expe´rimentales et ont
largement explore´ ce domaine [1]. Notons pour l’anecdote
que le krigeage, de´veloppe´ par le mathe´maticien franc¸ais
Georges Matheron dans les anne´es 60 a` partir des travaux
de Krige, a e´te´ re´introduit dans les anne´es 90 sous le nom
de the´orie des processus gaussiens (voir [8] par exemple).
Nous verrons aussi qu’a` partir de ce point de vue il est tre`s
facile d’e´tendre les me´thodes a` vecteurs de support au cas
de la pre´diction de processus a` plusieurs sorties corre´le´es.
2 La covariance comme noyau re-
produisant
La mode´lisation de type boˆıte noire cherche a` pre´dire un
phe´nome`ne ou la sortie d’un syste`me a` partir d’un nombre
fini d’observations du vecteur de ses entre´es, ou facteurs,
xi ∈ R
d, i = 1, · · · , n et de ses sorties f(xi) ∈ R
q . D’un
point de vue mathe´matique, il s’agit d’un proble`me d’ap-
proximation ou d’interpolation. Pour le moment, fixons
q = 1, ce qui correspond a` une sortie scalaire. Soit F (x),
un processus ale´atoire gaussien de moyenne nulle, fonction
du vecteur de facteurs x ∈ Rd. F (x) prend ses valeurs
dans un espace de variables ale´atoires sur un espace pro-
babilise´, muni du produit scalaire (X,Y ) = E[XY ]. Dans
ce cas simple, le krigeage cherche la meilleure pre´diction





minimisant l’erreur quadratique moyenne ||Fˆ (x)−F (x)||,
ou` la norme est de´duite du produit scalaire. Dans ce con-
texte, on utilise la fonction k(x,y), covariance de F (x) et
F (y), qui de´crit comment deux valeurs de la sortie du pro-
cessus a` mode´liser sont corre´le´es, en fonction des valeurs x
et y prises par le vecteur des facteurs. La quantite´ k(x,y)
peut eˆtre vue comme un produit scalaire dans l’espace de
Hilbert ge´ne´re´ par F (x).
Le lien entre covariance et noyau reproduisant est bien
connu aujourd’hui notamment dans le cadre de la the´orie
des splines [6, 7], mais cela concerne toutes les me´thodes
fonde´es sur les noyaux reproduisants comme les re´seaux
de fonctions de base radiales (RBF) et les SVM. Il existe
en effet une isome´trie bijective entre un espace de Hilbert
a` noyau reproduisant et l’espace de Hilbert engendre´ par
F (x), les deux espaces e´tant munis du produit scalaire
de´duit de k(x,y).
3 Ce qu’apporte le krigeage
3.1 Adaptation du noyau aux donne´es
La covariance permet de choisir une distance naturelle
sur l’espace des observations. Dans le cas d’une fonction
de covariance radiale k(x,y) = r(||x − y||), deux valeurs
observe´es de la sortie, f(xi) et f(xj), mode´lise´es par les
variables ale´atoires F (xi) et F (xj), seront proches si la
distance dans l’espace des facteurs ||xi − xj || est petite.
Dans certaines applications ou` le processus est un phe´no-
me`ne physique, il est possible d’acce´der a` sa covariance
the´orique. L’analyse spectrale peut aussi apporter beau-
coup de renseignements (rappelons que pour un proces-
sus stationnaire, la densite´ spectrale est la transforme´e de
Fourier de la covariance). Dans les nombreux cas ou` la
covariance n’est pas connue, il reste la possibilite´ de l’esti-
mer a` partir des donne´es, en inte´grant e´ventuellement les
informations partielles dont on dispose. C’est l’objet de
l’analyse structurelle, qui consiste a` choisir une covariance
adapte´e aux donne´es. Les ouvrages de re´fe´rence de ge´o-
statistique comme [1] accordent beaucoup d’importance a`
cette e´tape de mode´lisation.
L’hypothe`se la plus courante est de conside´rer le phe´no-
me`ne e´tudie´ comme stationnaire. Sa covariance est alors
invariante par translation. De plus, si la structure de cor-
re´lation ne de´pend que de la distance euclidienne dans l’es-
pace des facteurs, le phe´nome`ne sera isotrope. Lorsque ce
n’est pas le cas, l’espace des facteurs peut eˆtre modifie´ par
une transformation line´aire pour tenter de se rapprocher
du cas isotrope. Bien suˆr, ces choix ne sont pas arbitraires
et nous insistons sur le fait que l’analyse des donne´es com-
bine´e a` l’exploitation de l’information a priori sur le pro-
cessus doit permettre un choix rationnel des hypothe`ses
sur le noyau.
Un choix important en pratique est celui de la re´gula-
rite´. La re´gularite´ de la covariance a` l’origine (par exemple,
sa continuite´, sa de´rivabilite´, etc) fixe la re´gularite´ du
processus ale´atoire F (x). Ainsi, si la covariance admet
des de´rive´es jusqu’a` l’ordre deux, le processus ale´atoire
sera diffe´rentiable (en moyenne quadratique). L’utilisa-
tion d’un noyau gaussien entraˆıne que le processus ale´a-
toire est inde´finiment de´rivable et doit donc eˆtre re´ser-
ve´e aux phe´nome`nes physiques admettant des de´rive´es a`
tout ordre. Cette analyse est formalise´e dans [5], ou` Stein
montre dans un cadre asymptotique qu’il est important
d’estimer avec pre´cision la re´gularite´ de la covariance. Il














qui est un mode`le isotrope admissible (pour la condition
de positivite´ de la covariance) pour toute dimension d de
l’espace des facteurs. Kν(.) de´signe la fonction de Bessel
modifie´e de seconde espe`ce. Ce mode`le comporte trois pa-
rame`tres re´els positifs, σ2, ρ et ν, servant respectivement
a` ajuster la variance du processus, sa distance caracte´ris-
tique de corre´lation (correspondant a` la largeur du noyau)
et sa re´gularite´ de fac¸on inde´pendante. La figure 1 repre´-
sente cette fonction pour quelques valeurs des parame`tres.











Fig. 1 – Covariance de Mate´rn avec σ2 = 1, ρ = 0.5 et
trois re´gularite´s diffe´rentes : ν = 3 en trait plein, ν = 1 en
trait discontinu, et ν = 0.5 en pointille´s.
Enfin mentionnons le variogramme expe´rimental, qui est
l’outil privile´gie´ des ge´ostatistitiens pour effectuer l’ana-
lyse structurelle. Le variogramme expe´rimental est l’esti-
me´e de la fonction
γ(h) = γ(x− y) =
1
2
var(F (x) − F (y)) . (3)
Le variogramme est en ge´ne´ral une fonction croissante
avec ||h|| et s’annule a` l’origine. Si le processus est sta-
tionnaire, notons que cette fonction filtre la moyenne de
F (x) et que γ(h) = k(0,0) − k(0,h). L’utilisation du
variogramme permet de mieux mode´liser les donne´es ob-
serve´es. Par exemple, une discontinuite´ du variogramme
a` l’origine traduit la pre´sence d’un bruit blanc qui peut
provenir d’une erreur de mesure sur la sortie. Estimer le
variogramme dans diffe´rentes directions permet de de´ce-
ler des anisotropies et de choisir la structure du noyau
en conse´quence. Toutefois, ceci n’est possible que si l’on
dispose d’un nombre de donne´es suffisant.
3.2 Me´thode probabiliste de choix des
parame`tres du noyau
Le choix d’un noyau comprend certes le choix d’une
structure, mais aussi l’estimation des parame`tres θi, i =
1, · · · , p de cette structure a` partir des donne´es observe´es.
Le variogramme peut eˆtre utilise´ a` cette fin puisqu’il per-
met aussi d’estimer la covariance. D’autres alternatives
existent, et dans un cadre probabiliste l’approche du maxi-
mum de vraisemblance est naturelle. La log-vraisemblance














ou` θ = [θ1, · · · , θp]
T est le vecteur des parame`tres du
noyau, fobs = [f(x1), · · · , f(xn)]
T le vecteur des donne´es
expe´rimentales et K(θ) la matrice de covariance du vec-
teur [F (x1), · · · , F (xn)]
T.
Parmi les avantages du maximum de vraisemblance, on
peut noter que cette me´thode fournit un cadre pour e´va-
luer la pre´cision de l’estimation des parame`tres graˆce aux
bornes de Crame´r-Rao et a` la notion d’information de Fi-
scher.
3.3 Des noyaux ge´ne´ralise´s
Au lieu de conside´rer la covariance d’un processus ale´a-
toire F (x), on peut s’inte´resser aux accroissements de ce
processus. Par exemple, le variogramme de´fini par (3) peut
eˆtre utilise´ comme covariance ge´ne´ralise´e (la covariance ge´-
ne´ralise´e d’un processus F (x) est seulement conditionnel-
lement positive). Ceci conduit a` une extension du krigeage
dite krigeage intrinse`que [2]. Notons dans ce cas que la
moyenne de F (x) est filtre´e par les diffe´rences, ce qui per-
met tre`s facilement de mode´liser un processus de moyenne
inconnue.
Parmi les covariances ge´ne´ralise´es, les covariances dites
polynomiales permettent de retrouver le cas des splines de
type (( plaques minces )) [3].
4 Un cas particulier : SVR a` plu-
sieurs sorties corre´le´es
En conside´rant un noyau comme une covariance, il s’ave`-
re tre`s facile d’e´tendre une SVR au cas multivariable (q >
1) ou` les composantes du vecteur de sortie sont corre´le´es.
(En l’absence de corre´lation, on peut se contenter d’appli-
quer a` chaque composante une SVR se´pare´e ce qui per-
met de se ramener au cas q = 1.) Dans le cadre du kri-
geage, chaque composante du vecteur des sorties du phe´-
nome`ne e´tudie´ est mode´lise´e par un processus ale´atoire
Fα(x), α ∈ Π = {1, · · · , l}. Pour effectuer la pre´diction, il
est alors ne´cessaire d’utiliser les covariances kα,α(x,y) et
inter-covariances kα,β(x,y) de chaque processus. L’utili-
sation de plusieurs noyaux ne pose cependant pas de diffi-
culte´. Un simple changement de notations permet en effet
de se ramener au cas mono-variable. Si l’on note F (α,x)
le processus ale´atoire, et k [(α,x), (β,y)] la covariance de
F (α,x) et F (β,y), cela revient a` conside´rer un facteur
supple´mentaire, dont la valeur permet d’indicer la sortie
conside´re´e. Il n’y a donc qu’un seul noyau, de´pendant d’un
parame`tre supple´mentaire.
Transpose´ aux SVR, ceci revient a` construire une fonc-
tion
fsv : Π× R
d → R











ou` f(α,xi) repre´sente les donne´es observe´es sur les diffe´-
rentes sorties α. Les notations sont celles qui apparaissent
de manie`re classique dans la litte´rature consacre´e aux SVM
(voir [4] par exemple). Le parame`tre b ∈ R peut parfois
eˆtre retire´. Le couˆt comporte deux termes, dont le poids
relatif est spe´cifie´ par la constante C ∈ R+ a` choisir, le
premier e´tant un terme de re´gularisation, le second un
terme d’attache aux donne´es. Ainsi [.]ε de´signe la fonction




0 si |x| ≤ ε ,
|x− ε| sinon .
(7)
Les fonctions ψ(α,x) ∈ F et w ∈ F , ou` F est l’espace des
caracte´ristiques selon la terminologie SVM, s’e´crivent en
fonction du noyau reproduisant, c’est-a`-dire





wβ,ik[(β,xi), (., .)] . (9)
Le produit scalaire dans F , note´ (., .)F ci-dessus, se de´duit




wβ,ik[(β,xi), (α,x)] . (10)
Notons que les algorithmes d’optimisation dans le cas mul-
tivariable sont les meˆmes que dans le cas monovariable,
puisque les me´thodes sont formellement identiques. Cette
extension au cas multivariable est donc tre`s simple en pra-
tique et permet facilement d’ame´liorer la pre´diction en
profitant de la corre´lation entre les sorties.
Les mode`les d’inter-covariances entre les sorties de´pendent
naturellement du proble`me. Un mode`le simple est par
exemple celui ou` deux processus F1(x) et F2(x) admettent
la meˆme covariance radiale k(x,y) = r(||x − y||) = r(h)
et ou` il existe une constante γ telle que −1 < γ < 1
et que les inter-covariances s’e´crivent cov(F1(x), F2(y)) =
cov(F2(x), F1(y)) = γr(h). Ce type de mode`le s’appelle
mode`le proportionnel [1]. Comme pre´ce´demment nous in-
sistons sur le fait que c’est l’analyse du syste`me qui doit
guider l’utilisateur vers un mode`le donne´ et que la phy-
sique du processus permet souvent d’acce´der aux proprie´-
te´s des covariances et inter-covariances.
Un cas particulier qui peut servir d’illustration de la
me´thode est celui ou` l’on de´sire imposer des conditions
sur le gradient (ou la de´rive´e) de la fonction fsv. Ce type
de contrainte peut sembler difficile a` prendre en compte
mais se traite en fait tre`s naturellement. Pour simplifier la
pre´sentation, conside´rons le cas ou` x ∈ R. La de´rive´e de
F (x) est de´finie par
F ′(x) = lim
h→0
F (x+ h)− F (x)
h
. (11)
(La limite est de´finie en moyenne quadratique.) Si F (x)
admet une covariance radiale r(h), h ∈ R+, deux fois dif-






r(|x1 − x2 − h|)− r(|x1 − x2|)
h
=− sgn(x1 − x2) r
′(|x1 − x2|) , (12)
cov[F ′(x1),F (x2)] = sgn(x1 − x2) r
′(|x1 − x2|) , (13)
cov[F ′(x1),F
′(x2)] = −r
′′(|x1 − x2|) . (14)
La structure de covariance ci-dessus permet donc d’utili-
ser des donne´es sur la de´rive´e du processus a` pre´dire, pour
imposer des conditions aux limites par exemple. Cette ap-
plication est illustre´e sur la figure 2. Notons que cette ap-
plication ne´cessite d’imposer la valeur de la de´rive´e. Ceci
implique que (6) doit faire intervenir des constantes C et
ε diffe´rentes pour chaque sortie α et que dans le cas de
la sortie correspondant a` la de´rive´e, C doit eˆtre grand et
ε petit. Tenir compte de cette exigence ne pose pas de
proble`me en pratique dans les algorithmes d’optimisation.
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Fig. 2 – SVR avec donne´es sur la de´rive´e. On impose une
tangente horizontale en x = −1, mate´rialise´e par la fle`che.
5 Conclusions et perspectives
La me´thodologie de l’analyse structurelle permet de choi-
sir un noyau adapte´ aux donne´es observe´es et a` la phy-
sique du phe´nome`ne e´tudie´ et ainsi d’obtenir par une de´-
marche rationnelle des mode`les boˆıte noire satisfaisants
pour l’utilisateur. Nous espe´rons avoir contribue´ a` montrer
que la ge´ostatistique peut eˆtre applique´e dans le domaine
de la mode´lisation en inge´nierie avec des re´sultats inte´res-
sants. La pre´sentation du krigeage et de la ge´ostatistique
faite dans cet article reste cependant tre`s partielle. Par
exemple, nous n’avons pas parle´ du krigeage non-line´aire
(ou krigeage d’indicatrices), qui nous semble tre`s inte´res-
sant a` e´tudier dans le cadre de la classification puisque
dans ce cas, les donne´es, souvent binaires, ne sont pas cor-
rectement mode´lisables par des processus gaussiens. Nous
n’avons pas non plus parle´ des re´sultats sur les e´quations
diffe´rentielles stochastiques pour la mode´lisation des sys-
te`mes dynamiques. Il reste e´galement des questions ou-
vertes, comme par exemple celle du choix de mode`les de
covariances ou de noyaux dans des espaces de facteurs de
dimension e´leve´e.
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