The unprecedented power of cloud computing (CC) that enables free sharing of confidential data records for further analysis and mining has prompted various security threats. Thus, supreme cyberspace security and mitigation against adversaries attack during data mining became inevitable. So, privacy preserving data mining is emerged as a precise and efficient solution, where various algorithms are developed to anonymize the data to be mined. Despite the wide use of generalized K-anonymizing approach its protection and truthfulness potency remains limited to tiny output space with unacceptable utility loss. By combining L-diversity and (α,k)-anonymity, we proposed a hybrid K-anonymity data relocation algorithm to surmount such limitation. The data relocation being a tradeoff between trustfulness and utility acted as a control input parameter. The performance of each K-anonymity's iteration is measured for data relocation. Data rows are changed into small groups of indistinguishable tuples to create anonymizations of finer granularity with assured privacy standard. Experimental results demonstrated considerable utility enhancement for relatively small number of group relocations.
Introduction
In a global client foundation, the cloud service providers (CSP) offer efficient data storage and computing facilities [1] . Certainly, this is a creative blending of innovative internet services and notions that are useful for the future economic solutions [2] , [3] . Stakeholders engaged in computing business chain can save their financial investment substantially in terms of hardware, data storage utilization, and computational power by availing the benefits of this novel electronic-trade model [4] . Lately, customers from every field are gaining the advantages of CC [5] . This widespread popularity of CC prompted majority of the well-known organizations to develop their IT systems on cloud. Moreover, the easy access of CC posed new privacy and security challenges. Users' data are often exposed to several threats, malicious attacks, and security breaches upon full access to cloud services [6] .
The privacy protection of the sensitive financial and health records against fraud hands and phishing incursion remains challenging issue [7] . For instance, the medical data containing the sensitive information are highly useful to research community for disease analyses, drug development, and subsequent cure. Thus, anonymization mediated privacy preserving data mining emerged as a new solution because it not only assures the privacy requirements but also protects the data utility. Furthermore, it is mandatory to remove the link between the sensitive data and individual prior to publishing. Research revealed that a direct re-identification of dataset information is possible using partial identification and available information (quasi-identifiers) such as individual age, gender, zip-code, and data records [8] . Earlier, privacy metrics including adversary models are developed to prevent such identification [9] , [10] , [11] .
Over the years, many algorithms are introduced to achieve the fundamental privacy standards by generalized manipulation, where the data values are replaced through general values. These general values characterize the original one by suggesting other atomic values such as rose changed flower, which is common in numerous proposed algorithms. Unlike perturbation technique, this generalization applies the noise data cells individually before publishing and thus preserves the data truthfulness. Moreover, the occurrence of information loss and over-generalization limits their privacy requirements. To overcome such shortcoming, various heuristics approaches are designed. Issues such as over-generalization of outliers in private datasets and increase of the number of groups are the other concerns [12] . This paper proposes new hybrid K-anonymity data relocation algorithm by combining the generalization technique with data relocation approach. The overall utility is enhanced at the cost of truthfulness. Through data relocation the number of groups is reduced and their tuples are populated that belonged to a small equality groups. This target is achieved by bounding the number of relocations and controlling the tradeoff between utility and truthfulness.
RELATED WORK
The phrase value of utility preservation in dataset is significant in anonymization-based privacy protection. The novel heuristic algorithms comprising of nearby tuples can produce the equality groups to attain efficient utilized generalizations. All conceivable one dimensional mappings over the subset operation with binary search over the lattice is used to find an optimal K-anonymous generalization for minimizing a utility cost metric [8] . Two algorithms regarding the top-K high utility pattern mining are analyzed [13] , where several experiments are performed for the algorithms on real data sets. This approach is extended [14] using bottom-up pruning method, which searched for all optimal K-anonymous generalizations. A more flexible approach is proposed [15] by relaxing the constraint, where every value in the generalization domain is considered identical. Numerous methods including t-closeness, L-diversity, and δ-presence are introduced [16] , [17] , [11] to achieve the privacy.
Clustering techniques for heterogeneous generalizations are developed to provide K-anonymity [18] , [19] , [20] . Multidimensional space is partitioned to form L-diverse and K-anonymous groups of tuples [21] , [22] , [23] , where the usage of space filling curves with decreased dimensionality of the database is proposed. A new approach for optimal sub-tree anonymization over big data is introduced. It combined the Bottom Up Generalization (BUG) with Top Down Specialization (TDS) [24] to develop a Map Reduce algorithm for achieving the scalability. Hybrid approach has improved the efficiency and scalability of sub-tree anonymization over the conventional methods. Another hybrid generalization is presented based on data relocation mechanism [25] , [12] . A simple anonymization technique using sub-clustering is also introduced [26] to achieve maximum privacy with minimum execution time. An intelligent approach based on association mining [27] called Adaptive Utility-based Anonymization (AUA) is proposed. For performance evaluation, AUA model is tested on National Family Health Survey (NFHS-3) dataset. It is established that the data anonymization can be performed without compromising the quality of data mining results.
Most of the existing approaches are based on pure and orthogonal generalizations. Conversely, our proposed relocation approach depends on the most generalizations irrespective of the underlying algorithm. Being independent of standalone anonymization algorithms the present approach can be made efficient amid equality groups based on truthfulness cost. In addition, it can improve the utility by releasing more information from the equality groups.
THE PROPOSED ALGORITHM
The presence of relatively small output space and strict privacy requirements of the conventional techniques are responsible for huge data loss. Thus, utility preservation using generalization-based technique remains challenging. Factors including the over-generalization of outliers in private datasets and the presence of large number of groups continued to be the primary concerns. In this view, a hybrid K-anonymity data relocation technique is introduced to solve the negative impacts of outliers and overgeneralization. This section highlights the problem analysis, describes the datasets, and explains the benefits of hybrid K-anonymity data relocation technique in terms of performance.
PROBLEM ANALYSIS
The most common feature of all anonymization algorithms is the data handling through generalizations. The resultant dataset is comprised of original and other atomic values, in which 'Rose' is replaced by 'Flower'. Besides, more tuples can present analogous meanings. Typically, the generalizations protect the data truthfulness using the noise and collect the data cells autonomously before publishing. However, generalizations often lead to the information loss unless inhibited. Thus, over-generalization must be avoided upon fulfilling the privacy requirements. The outliers in private datasets originate from over-generalization. Efficient and accurate techniques are thus needed to prevent the destruction of overall datasets. The negative impacts of outliers and over-generalization is resolved by introducing the hybrid K-anonymity data relocation. Being sequential, the hybrid K-anonymity can easily overcome the limitations of generalization and data relocation method. Furthermore, it can improve the generalization method without being stuck in local optimal solution and permits the relocation of groups to enhance the overall utility at the cost of truthfulness. The main idea behind data relocation is to merge the complementary groups with lower K values. This reduces the number of groups to further populate small equality groups of tuples. It is customary to provide the following definitions to clarify hybrid K-anonymity. 
Equality group: The equality group of tuple t in dataset
T * is the set of its all tuples with identical quasi-identifiers to t [29] .
DATASETS DESCRIPTION
Preset study considers direct marketing (bank) dataset collected from the UCI (University of California at Irvine) Machine Learning Repository [30] [31] . It is associated with different marketing campaigns through phone calls of a Portuguese banking institution. Regularly, more than one contact is required with one client to complete and analyze the product (e.g. term deposit). This dataset is categorized into two types including Bank-full.csv and Bank.csv. The first dataset used all examples and date-wise (May 2008 to November 2010) arranged. Conversely, the second dataset used only 10% from examples with random selection from bank-full.csv. The bank direct marketing dataset includes three hundred samples with seventeen attributes without any missing values [32] . The numeral attribute includes age, day, balance, duration, campaigning, present, and previous days. The categorical type encloses job, marital, education, contact, month, and outcome. The binary type comprises of yes or no and their classes such as loan, housing, default and output.
HYBRID K-ANONYMITY DATA RELOCATION TECHNIQUE
The hybrid K-anonymity data relocation technique measures the performance of each K-anonymity's iteration and decides whether data relocation has to be conducted or not. This technique is accomplished in three stages including initialization, generalization, and preservation as follows.
Initialization: After inputting the dataset (row table) , the quasi-identifier groups are selected. Then, these groups are checked to get the list lower than K.
Generalization and Data Relocation: A K-anonymity operation is executed and the reduction percentage of BelowKList is logged. BelowKList means the groups of quasi-identifier are selected to get the list lower than K. This percentage being a good indicator determined the capacity of one step generalization or suppression to performing K-anonymity. If the reduction is less than 80% in BelowKList then the data relocation is required. Figure 1 depicts the performance flowchart when the data relocation is called. First, a list of groups is created by complementing each other with respect K. The data relocation is performed for uniting each pair of that group under one K group. Next, the remaining groups are united by data relocation according to their RowCount. In short, the groups with lowest row count are united with the groups with the highest one. This operation is executed iteratively until the BelowKList is empty.
Stage of Preserving of Sensitive Attributes:
The BelowKList is checked and the groups with lowest row count are united with the highest one if the BelowKList is non-empty. Otherwise, a data processing step is performed to maintain L-diversity, where the sensitive attribute is checked with respect to their frequency values in one group. If this frequency is more than 50% then the new K-anonymity iteration is conducted with (K+1) values until the sensitive value above this frequency is exhausted.
The data relocation (not shown) is performed after checking the percentage (more than 10%) of data modification (Table  1 ). This choice of 10% is to avoid the over-relocation that harms truthfulness. This also limits the number of relocations that the algorithm can apply, thus dominates the trade-off between truthfulness and utility. A roll back called new K-anonymity iteration is performed. (Figure 1 ) Flowchart of hybrid K-anonymity data relocation Table 1 summarizes the BelowKList groups. The algorithm is obtained by creating a list of groups that complement each other respecting K value. The complement groups are labeled with A, B, and C as enlisted in Table 2 . The data relocation is performed to combine each pair of that group under one k group as enlisted in Tables 3 and 4 . Next, the remaining groups are united by data relocation according to their RowCount as summarized in Tables 5 to 7 . The groups with lowest row count are re-integrated with that of the highest one. This operation is executed iteratively until the BelowKList is empty. Figure 2 displays the K value dependent relocation percentage, which is a measure of the truthfulness of the proposed hybrid K-anonymity. The percentage of data relocation is found to saturate to maximum of 6% regardless of the values of K, indicating the data truthfulness of over 94%. The average number of groups that share the same values of quasi-identifier is calculated as a measure of utility ( Figure  3) . The average group size is found to decrease significantly with the implementation of hybrid K-anonymity. This is equivalent to an increase of the utility of the resulted anonymized data. 
RESULTS

TRUTHFULNESS AND UTILITY EVALUATION
CONCLUSION
This paper emphasized the significance of anonymization based privacy protection approaches for ensuring the non-linkage of published data back to an individual. The K-anonymity method is demonstrated to be most appropriate for applying generalizations in private data to maintain the privacy standard. The limitations associated to existing generalization-based approaches such as improper utility loss for stringent privacy requirements for relatively small output space is overcome. A hybrid K-anonymity data relocation algorithm is developed and the performance of each K-anonymity's iteration is determined to decide the conductivity of data relocation. The approach of data relocation is discerned to modify certain data rows into small groups of indistinguishable tuples. Furthermore, the proposed approach allowed the anonymizations with fine granularity and thereby validated the privacy standards. This data relocation scheme has established a trade-off between truthfulness and utility. An input parameter to control this tradeoff together with privacy metrics such as L-diversity, and (α-k)-anonymity is provided. Experimental results revealed that the developed approach achieved relatively small number of relocations of groups' with enhanced utility.
