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ABSTRACT
RESILIENCY IN ROBOT FORMATIONS WITH NON-COOPERATIVE ROBOTS
Luis Guerrero Bonilla
Vijay Kumar
Consensus algorithms are fundamental for distributed decision-making in robotics. However,
these algorithms usually assume the ability to communicate the correct information without
considering the possibility of a malicious or malfunctioning robot that may communicate
false or incorrect information. The literature proposes methods that mitigate the effect
of these non-cooperative robots and ensure convergence of the consensus, but require the
graph of the communication network to satisfy a property known as r-robustness. Verifying
the r-robustness of a given graph has been shown to be a coNP-complete problem, and the
methods to construct graphs satisfying a desired r-robustness are limited. Furthermore,
achieving formations of robots satisfying this graph-theoretic property has not been addressed
thoroughly in the literature. The only existing solution is based on increasing the algebraic
connectivity to a minimum value, which in turn tends to cluster the robots, reducing the
applicability of such method to general formations. In this thesis, we address the problem
of developing methods to systematically build graphs that, by design, satisfy the desired
r-robustness. Then, we propose methods to arrange robots in formations whose associated
communication graph satisfies the desired r-robustness. By using an underlying lattice
structure for the formation, we can calculate a sufficient communication range to ensure
resilience. Finally, we propose control laws that drive robots to self-organize into formations
with the desired r-robust communication graphs. The results presented in this thesis allow
us to obtain formations of robots that are resilient in the use of consensus algorithms to
effects of non-cooperative robots, and can be adapted to the number of available robots,
their communication capabilities, and obstacles or other environmental challenges.

iii

Contents
ABSTRACT

iii

LIST OF TABLES

vi

LIST OF ILLUSTRATIONS

viii

1 Introduction

1

1.1

Motivation

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1.2

Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

1.3

Problem statement and contributions . . . . . . . . . . . . . . . . . . . . . .

3

1.4

Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

2 Related Work

1

5

2.1

Consensus and its applications . . . . . . . . . . . . . . . . . . . . . . . . .

5

2.2

Resilient consensus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

2.3

Resilient consensus and network robustness . . . . . . . . . . . . . . . . . .

6

2.4

Formations of robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

3 Mathematical preliminaries

10

3.1

Graph Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10

3.2

Discrete consensus dynamics

16

3.3

The Weighted Mean-Subsequence-Reduced algorithm

3.4

. . . . . . . . . . . . . . . . . . . . . . . . . .

and r-robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

19

Obtaining r-robust graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . .

23

iv

4 A Systematic Methodology to Construct r-Robust Graphs

25

4.1

The relation between F , r and n . . . . . . . . . . . . . . . . . . . . . . . .

25

4.2

F -elemental graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

4.3

Composition of resilient graphs . . . . . . . . . . . . . . . . . . . . . . . . .

32

4.4

Increasing or decreasing the resiliency of the graph . . . . . . . . . . . . . .

37

4.5

Conclusion

39

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5 Sparse Formations of Robots on Lattices

41

5.1

r-robust formations on lattices

. . . . . . . . . . . . . . . . . . . . . . . . .

44

5.2

Formations around obstacles, and heterogeneous communication capabilities

53

5.3

Simulations and results

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

57

5.4

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

60

6 Dense Resilient Formations of Robots on Lattices

64

6.1

General results for robot formations with r-robust communication networks

65

6.2

Densely packed r-robust formations on lattices . . . . . . . . . . . . . . . .

68

6.3

Simulations and results

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

77

6.4

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

80

7 Control Strategies for r-Robust Formations of Robots

83

7.1

Fundamentals of control barrier functions . . . . . . . . . . . . . . . . . . .

84

7.2

Enforcing r-robustness in robot formations with control barrier functions .

86

7.3

Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

95

7.4

Conclusion

97

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8 Conclusion

99

BIBLIOGRAPHY

100

v

List of Tables
4.1

F , r, and n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.2

Algebraic connectivity of F -elemental graphs compared to the isoperimetric
bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vi

26

32

List of Figures
3.1

Examples of a complete and a star graph. . . . . . . . . . . . . . . . . . . . . 11

3.2

Example of a directed graph. . . . . . . . . . . . . . . . . . . . . . . . . . .

14

3.3

Example of consensus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

19

3.4

Effects of misbehaving agents on the consensus. . . . . . . . . . . . . . . . .

20

3.5

Pairs of subsets in a graph. . . . . . . . . . . . . . . . . . . . . . . . . . . .

23

4.1

Example of Algorithm 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

29

4.2

Adjacency matrices of r-robust graphs. . . . . . . . . . . . . . . . . . . . . .

29

4.3

Bounds on the algebraic connectivity of F -elemental graphs. . . . . . . . . . . 31

4.4

Algebraic connectivity of F -elemental graphs. . . . . . . . . . . . . . . . . . . 31

4.5

Example of Algorithm 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

35

4.6

Adding nodes and extending adjacency matrices. . . . . . . . . . . . . . . .

36

4.7

Example of Algorithm 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

39

4.8

Summary of Chapter 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

40

5.1

CAPT for r-robust formations. . . . . . . . . . . . . . . . . . . . . . . . . .

43

5.2

Formations on lattices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

44

5.3

Construction of a triangular formation. . . . . . . . . . . . . . . . . . . . . .

50

5.4

Construction of a square formation.

. . . . . . . . . . . . . . . . . . . . . .

53

5.5

A formation on a triangular lattice around obstalces. . . . . . . . . . . . . .

54

5.6

A formation on a triangular lattice through a narrow passage. . . . . . . . .

54

5.7

Using robots with different communication range. . . . . . . . . . . . . . . .

55

5.8

Heterogeneity in the communication range. . . . . . . . . . . . . . . . . . .

57

vii

5.9

Consensus in a connected. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

58

5.10 Benchmark formation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

59

5.11 Power comparison on the benchmark formation. . . . . . . . . . . . . . . . .

60

5.12 Consensus in the benchmark formation. . . . . . . . . . . . . . . . . . . . . . 61
5.13 Algebraic connectivities of connected line formations. . . . . . . . . . . . . .

62

5.14 Algebraic connectivities of a connected formation that is not a line. . . . . .

63

6.1

A p-cubic formation in the space. . . . . . . . . . . . . . . . . . . . . . . . .

65

6.2

Example of the general results. . . . . . . . . . . . . . . . . . . . . . . . . .

68

6.3

Dense formations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

70

6.4

pmin (2F + 1) and pmin (4F + 1) vs. F. . . . . . . . . . . . . . . . . . . . . . . 71

6.5

p-small square formations. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

73

6.6

Extension of p-formations. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

6.7

Extended p-large square formation. . . . . . . . . . . . . . . . . . . . . . . .

75

6.8

p-hexagonal formation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

77

6.9

Extended p-cubic formation. . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

6.10 Consensus in an extended p-large square formation. . . . . . . . . . . . . . .

79

6.11 Power comparison in a p-large square formation. . . . . . . . . . . . . . . .

79

6.12 Consensus in a p-hexagonal formation. . . . . . . . . . . . . . . . . . . . . .

80

6.13 Power comparison in a p-hexagonal formation.

. . . . . . . . . . . . . . . . . 81

6.14 Consensus in a p-cubic formation. . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.15 Algebraic connectivities of p-hexagonal formations. . . . . . . . . . . . . . .

82

7.1

Three permutations of an adjacency matrix. . . . . . . . . . . . . . . . . . .

87

7.2

Different control strategies to drive robots into resilient formations. . . . . .

95

7.3

Graph of the function Sij . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

96

7.4

Graph of hS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

97

7.5

Graph of Si . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

98

viii

Chapter 1

Introduction

1.1

Motivation

Any kind of cooperative, collaborative or coordinated task involving multiple robots requires
the sharing of information among them. Based on the different information that each one
provides to the group, the robots can decide together a best course of action, where to move,
or how to do so.
In particular, algorithms that use this shared information so that all the robots converge to
a common value, called consensus or agreement algorithms, have been studied thoroughly
in the last decades. There is an abundance of examples of such algorithms for multi-robot
systems in the literature applied to particular objectives such as achieving a desired formation
[23,35,68], deciding on a particular location to go to [44,66], deciding on a common velocity to
move (known as flocking [67]) [41,54,86,86], and coordinated decision making [6]. Consensus
algorithms can also be used for distributed estimation in sensor networks [55], leading to
applications that can be used in be used in applications such as environmental mapping,
exploration and search and rescue operations.
The success of the consensus algorithm depends on each of the robot following correctly
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the algorithm. If a robot has a hardware failure, such a a broken sensor or communication
device, then the information it sends to other robots might be incorrect, making it unreliable.
It is also possible that a robot is taken over by an enemy agent, and then information that is
designed to manipulate the consensus is sent to the other agents. As described in Dr. Heath
J. LeBlanc’s Thesis, Resilient cooperative control of networked multi-agent systems [36], “...
it is necessary for the cooperative control algorithms to be designed in such a way that they
can withstand the compromise of a subset of the nodes and still guarantee some notion of
correct behavior at a minimum level of performance”. LeBlanc refers to such multi-agent
networks as beign resilient to adversaries.

1.2

Challenges

Although there are algorithms in the literature that affect positively the resilience of the
consensus algorithm to misbehaving agents, they require knowledge of the entire communication network of the robots, defeating the purpose of having a distributed system where
the robots can reach consensus with only local information available.
The main focus of this thesis is on an algorithm called the Weighted Mean-SubsequenceReduced (W-MSR) algorithm, which ensures that a networked system achieves consensus in
a satisfactory way in spite of misbehaving agents. This algorithm does not require global
knowledge of the network as others, as it only acts on the values of the neighbors of each
agent. However, it does require the network to satisfy a combinatorial property on its
communication links among robots, called r-robustness. Currently, no systematic methods
to build such networks exists, and the algorithm to verify whether a given graph satisfies
such property has been shown to be of high complexity, making it intractable for networks
with a large number of robots.
Furthermore, the methods to deploy robots in formations that satisfy the desired robustness
are limited, requiring the robots to cluster in order to increase the connectivity of the
network. This prevents the deployment of resilient networks in a sparse fashion, and might
2

not be suitable if the environment presents challenges such as obstacles and unsuitable
regions.

1.3

Problem statement and contributions

This thesis addresses three main problems. The first one, is the creation of a systematic
procedure to construct graphs that satisfy a desired r-robustness, which in turn provide
the desired resiliency against misbehaving agents. Secondly, it addresses the problem of
achieving formations of robots that satisfy the desired r-robustness. Finally, it addresses the
problem computing automatic control laws that allow a group of robots to self-organize into
a formation that satisfies the desired r-robustness properties.
The contributions of this thesis are as follows:
1. A framework to systematically construct r-robust robot networks. Specifically, we
provide algorithms to construct the graphs with the smallest number of nodes necessary
to achieve resiliency against a number F of malicious robots, which we call F -elemental
graphs. We then proceed to provide a set of rules to construct resilient graphs through
simple subgraphs and by using simple operations allowing additional robots to join
the group. A third algorithm allows to modify the resiliency of a graph by changing
its edge set.
2. Strategies to arrange robots on the the plane and space, and calculate an appropriate
communication range to satisfy a desired r-robustness. We propose an underlying lattice
structure to arrange the robots, which allows to calculate sufficient communication
ranges. We study the case of sparse formations, which make it possible to choose
an appropriate arrangement that can go around obstacles or other environmental
challenges. We also study dense formations, which sacrifice sparsity and flexibility
in exchange to structure and quantity of robots available, thus requiring smaller
communication ranges. These results provide a methodology to locate robots according
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to the resources available, such as number of robots and life-time of each robot, and
the required area coverage and formation shape.
3. Control laws that allow groups of robots to self-organize into formations satisfying a
desired r-robustness. The control laws we present make the robots converge to the
formation with the desired properties in finite time. The robots can be commanded
into a formation that satisfies a desired adjacency matrix, which is obtained from a
graph satisfying the desired r-robustness. However, as such strategy imposes pairwise
constraints that are not necessary for the resiliency, we propose control laws that
do not need a reference adjacency matrix, but only the number of neighbors in the
network that the robots should have.

1.4

Organization of the thesis

This thesis has eight chapters. After this first introductory chapter, Chapter 2 summarizes
the related work relevant to the thesis. Chapter 3 provides the reader with the mathematical
preliminaries regarding consensus, non-cooperative agents, the W-MSR algorithm and
r-robustness, which are the fundamental concepts behind the ideas in the following chapters.
Chapters 4 to 7 contain the contributions of the thesis. Chapter 4 describes in detail the
framework to systematically construct r-robust robot networks. Based on the results from
Chapter 4, Chapter 5 describes how to arrange robots into sparse formations in triangular
and square lattices on the plane and calculate a sufficient communication range to ensure
r-robustness. Chapter 6 extends these results on lattices to dense formations with higher
structure, as well as formations in a cubic three dimensional lattice. Chapter 7 presents
control laws that allow for the self-organization of robots into formations with r-robust
communication networks. The conclusion of the thesis is presented in Chapter 8.
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Chapter 2

Related Work

2.1

Consensus and its applications

In the area of distributed and networked systems, it is useful for sets of agents to share
information with each other and process it. In particular, algorithms that converge to a
common value based on the shared information, called consensus or agreement algorithms,
have been studied thoroughly in the last decades [11, 14, 27, 33, 46, 56, 57, 63, 65]. Such
algorithms have found application in multi-robot systems, where they have been used for
vehicle formations, attitude alignment, rendezvous, coordinated decision making, robot
position synchronization, and flocking, among other applications. The reader is referred
to the work in [64] and the references therein for a a thorough review on applications of
consensus algorithms. An interesting application to the area of estimation using a distributed
Kalman filter can be found in [53, 55, 58, 80]. Consensus has also been used in the context
of neural networks [101] and, more recently, deep learning [28]. The general strategy in
these consensus problems is for each agent or robot in the system to update its value as a
weighted linear combination of the values of its neighbors and its own, where the selection
of the weights as well as the topology of the network can affect the speed of the convergence
[51, 96].
5

2.2

Resilient consensus

As the consensus algorithm fundamentally depends on the sharing of values among agents in
the network, there has been interest in studying the effects of having agents that behave in
erroneous or unexpected ways [19, 27, 30, 34, 83], sharing information that does not follow the
nominal update rule either on purpose to manipulate the consensus, or perhaps due to some
hardware failure in the sensing that causes it to update the value incorrectly. Detection and
identification of such faulty or misbehaving agents in a network has been an active area
of study, as well as the effect on the connectivity properties of a network on its resiliency
against malicious agents [18, 37, 59–62, 84, 85, 100]. Robust consensus algorithms designed to
withstand outliers have been studied in [43, 49, 50], however, this approach does not consider
any threat model for the misbehaving agents.
The work in [59, 60], proposes the Approximate Distributed Robust Convergence algorithm,
which ensures the convergence of the consensus on a d-dimensional variable to a Tverberg
point in Rd , which is analogous the concept of median for a point set in R. This is achieved
by calculating Tverberg partitions, which is an NP-hard problem, but requiring only repeated
reachability on the communication graph of the normal nodes, which is less restrictive than
strong connectivity. However, an approximate algorithm to calculate the Tverberg partitions
in quasi-polynomial time in the dimension of the variable is available, making the application
feasible for the rendezvous problem in the plane. The reader is referred to [59] for the details.

2.3

Resilient consensus and network robustness

The work in [38, 98, 99] introduces an algorithm to ensure that a networked system achieves
asymptotic convergence to a value within the values of the non misbehaving nodes, mitigating
the effect of the misbehaving agents, naming it the Weighted Mean-Subsequence-Reduced
(W-MSR) algorithm. The name comes from the family of Mean-Subsequence-Reduced
algorithms with similar characteristics [30]. The algorithm consists on each robot discarding

6

the F higher and F lower received values relative to its own, and computing the consensus
update with the remaining values. The algorithm does not require global knowledge of the
communication network, and does not require detection or identification of the misbehaving
agents.
While the implementation of the W-MSR algorithm is simple and computationally inexpensive, it requires the communication graph of the network to satisfy a property on its
edge set to be effective. This property, called r-robustness, provides necessary and sufficient
conditions for a network using the W-MSR algorithm to achieve asymptotic consensus
in the presence of at most F misbehaving agents in the vicinity of each normal node. A
generalization of this property, (r, s)-robustness, provides necessary and sufficient conditions
for the network using the W-MSR algorithm to achieve asymptotic consensus in the presence
of at most F misbehaving agents in total throughout the whole network. It is shown in [36],
that (r + s − 1)-robustness implies (r, s)-robustness, allowing to translate results developed
for r-robustness into results for (r, s)-robustness. Diverse modifications to the W-MSR
algorithm have been proposed to deal with specific cases such as time-varying networks [73],
bipartite consensus with antagonistic interactions [45], asynchronous updates, delays, and
second order consensus dynamics [15–17], and asynchronous event-based communication
[94]. The work in [1, 2, 48] studies the effect on the connectivity and the resilience of the
network when some of the nodes are immune to attacks and insusceptible to failure. An
application of resilient consensus to distributed optimization can be found in [82].
The work in [98] provides an analysis of the complexity of determining the r-robustness of
a network, concluding that it is intractable to asses the r-robustness of general networks,
as the problem is shown to be coNP-complete. However, the work in [38, 99] presents a
method to increase the number of nodes in a r-robust graph by continually adding nodes
with incoming edges from at least r nodes in the existing graph. This method still relies on
having an r-robust graph to start the process, for which the literature provides no method of
construction. The work in [72] studies the (2, 2)-robustness properties of triangular graphs.
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The work in [88] analyzes the robustness in circular graphs, and the work in [89] casts the
problem of verifying the r-robustness of a graph into a mixed integer linear program.
The W-MSR algorithm ensures convergence of the consensus on a scalar variable to a
value within the range of those of the normal agents. This is achieved by implementing a
simple modification on the nominal update rule, but requiring the r-robustness property
on the communication graph, whose verification is a coNP-complete problem. In contrast,
the Approximate Distributed Robust Convergence, mentioned before, algorithm ensures
convergence of the consensus on a d-dimensional variable by using an NP-hard algorithm
on relatively mild graph connectivity requirements. In this thesis, we focus on solving the
problem of achieving r-robustness in the communication graph of the robot formations,
as this enables the application of the efficient W-MSR algorithm on every component of
a multidimensional vector variable, solving the problem without the need to implement a
complex algorithm at every time-step.

2.4

Formations of robots

The study of resilient consensus and r-robustness has mainly focused on the resilient
properties of the W-MSR and the graph properties of the communication network. In
most of the work in the literature, it is assumed that the communication graph somehow
is able to satisfy the r-robustness property. In the case of robots with a distance-based
communication model, the communication network depends on the position of the robots,
linking the robustness and resiliency of the communication network to the formation.
The work in [52] shows that not all graphs are realizable on the plane under euclidean
distance constraints, and therefore a well designed robust communication graph might not
correspond to a feasible physical arrangement in the plane for a group of robots. The work in
[76] shows the connection between the isoperimetric constant of a graph and the parameter
r of r-robustness. This result, together with the bounds on the algebraic connectivity of a
graph as a function of the isoperimetric constant [8], allows to manipulate the r-robustness
8

of the communication graph associated to a formation of robots through the manipulation
of its algebraic connectivity, using control laws as studied in [13, 31, 81]. An application of
this algebraic connectivity bound to flocking can be found in [74]. Nevertheless, as shown
in [76], this approach may lead to algebraic connectivity values that have higher algebraic
connectivity than the sufficient to satisfy the desired r-robustness, and hence it might force
the formation to cluster or be more tightly packed than required.
Chapters 5 and 6 in this thesis describe formations on lattices that satisfy r-robustness. The
lattice approach is inspired by the body of literature on planning and control to achieve
formations with a lattice structure [39, 40, 47, 54, 77–79]. In a motivating example in Chapter
5, we use the CAPT algorithm [87], which is a planning algorithm for groups of robots that
generates assignments and optimal trajectories to goal locations with collision avoidance
guarantees. This algorithm seeks an assignment of unlabeled robots to desired goal locations
while minimizing the sum of the squared distances traveled by solving a linear assignment
problem, for which efficient algorithms exist [29, 32].
Finally, in Chapter 7 control laws are used for the self-configuration of robots into r-robust
formations. The main concept behind the controllers are Control Barrier Functions [4, 97].
This approach allows for the design of control laws with a nominal control objective, as
well as an additive control action to ensure the satisfaction of desired constraints. An
advantage of the control barrier function, as opposed to other approaches, is that it allows
the nominal control law to drive the system until a corrective action is required to satisfy the
constraints, minimally invading the execution of the main control objective. This approach
has been applied extensively in collision avoidance of multi-robot systems [92, 93]. The
work in[42] introduces a finite-time convergence control law that allows a group of robots to
autonomously move in order to satisfy a reference adjacency matrix. We use this control
law and build on it to achieve new control laws to obtain r-robust formations without the
need of a reference adjacency matrix.
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Chapter 3

Mathematical preliminaries
In the following, we introduce the fundamental concepts that underpin our work. We briefly
review topics of graph theory and discrete consensus dynamics. The reader is referred to
[5, 8, 27, 33, 47, 56, 95] for an in-depth review. Then, we present the W-MSR algorithm and
the graph property of r-robustness, based on the work in [38, 98, 99].

3.1
3.1.1

Graph Theory
Undirected graphs

Let an undirected graph G be described by the pair (V, E), where V is a set whose elements
are called nodes or vertices, and E is a set of 2-element subsets of V , called the edge set of
the graph. An edge, denoted by (vi , vj ) or simply vi vj , indicates that nodes vi and vj are
connected or adjacent. The set of neighbors of node vi is defined as Vi = {vj ∈ V : vi vj ∈ E},
and the degree of a node vi is denoted by di = |Vi |.
A path of length m in the graph G is given by a sequence of distinct nodes (vi,0 , vi,1 , . . . , vi,m )
such that vi,k and vi,k+1 are adjacent for k = 0, 1, . . . , m − 1. A path where the nodes are
distinct except for the initial and final, is called a cycle. A graph G is called connected if, for
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Figure 3.1: a) A complete graph with four nodes, K4 . b) A star graph with four nodes,
S4 . In both cases, the set of nodes is given by V = {v1 , v2 , v3 , v4 }. The edges are e1 = v1 v4 ,
e2 = v1 v3 , e3 = v1 v2 , e4 = v2 v4 , e5 = v4 v3 , e6 = v2 v3 .
every pair of nodes in V , there is a path that has them as end nodes; a graph that is not
connected is disconnected. Figure 3.1 shows examples of graphs that have special names.
Figure 3.1a) is an example of a complete graph with n vertices, denoted by Kn , where very
vertex is connected to every other node. Figure 3.1 b) is an example of a star graph denoted
by Sn = ({v1 , . . . , vn }, ES ) where vi vj ∈ ES if and only if i = 1 or j = 1.
Given a graph G = (V, E), let a subset of nodes S ⊂ V . A subgraph of the host graph G is
given by GS = (S, ES ), where ES = {vi vj ∈ E : vi , vj ∈ S}. Referring to Figure 3.1, the star
graph in b) is an example of a subgraph of the complete graph shown in a).
Graphs can be represented with matrices, which enables the use of tools from linear algebra
for their study. The adjacency matrix A (G) of an undirected graph G is the n × n matrix
whose entries aij are given by

aij =




1



0

if vi vj ∈ E

(3.1)

otherwise.

Values wij > 0 different than 1 can be assigned to the edges of a graph leading to a weighted
graph, whose adjacency matrix is given by

aij =




w


0

ij

if vi vj ∈ E
otherwise.
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(3.2)

The degree matrix ∆ (G) of an undirected graph G is the diagonal matrix with the node
degrees in the diagonal, such that the entries δij are given by

δij =

In the case of weighted graphs, di =

P




d

i



0

j∈Vi

if i = j
(3.3)
otherwise.

wij .

The graph Laplacian L of a graph is calculated as the difference between the degree matrix
and the adjacency matrix,
L (G) = D (G) − A (G) .

(3.4)

Since A (G) is a symmetric and D (G) is diagonal, L (G) is symmetric. By the Spectral
Theorem, the n × n symmetric matrix L (G) has n real eigenvalues and there exists an
orthonormal basis with n eigenvectors for Rn , making L (G) diagonalizable. The eigenvalues
of the Laplacian can then be ordered as follows

λ1 ≤ λ2 ≤ · · · ≤ λn

(3.5)

The quadratic form using L (G) can be expanded to get

η T L (G) η =

XX
i

j∈Vi


wij ηi2 − ηi ηj = wij (ηi − ηj ) ≥ 0,

(3.6)

showing that L (G) is positive semidefinite. By construction, the vector of ones 1 is an
eigenvector of the Laplacian matrix with eigenvalue equal to 0, making λ1 = 0. If the graph
G is connected, it can be shown that 1 is the only eigenvector in the null-space of L (G) (see
[5, 47]), and therefore the algebraic multiplicity of λ1 = 0 is one, concluding that the graph
G is connected if and only if λ2 > 0. This second eigenvalue λ2 (G) is known as the algebraic
connectivity of the graph.
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The algebraic connectivity is related to other connectivity properties of the graph. A vertex
cut-set for G = (V, E) is a subset of V whose removal results in a disconnected graph. The
vertex connectivity of the graph, denoted by κ0 (G), is the minimum number of vertices in
any of its vertex cut-sets. Similarly, an edge cut-set in G is the set of edges whose deletion
increases the number of connected components of G. The edge connectivity of the graph
G, denoted by κ1 (G), is the minimum number of edges in any of its edge cut-sets. The
algebraic connectivity, vertex connectivity, edge connectivity and minimum degree among
all vertices in the graph dmin (G) can be related through the following

λ2 (G) ≤ κ0 (G) ≤ κ1 (G) ≤ dmin (G) .

(3.7)

Suppose now the node set V is separated into two disjoint sets, S and S c = V \ S. Let the
set  (S, S c ) be the set of edges that need to be cut in order to separate S from S c , such that
 (S, S c ) = |{vi vj ∈ E : (vi ∈ S, vj ∈ S c ) or (vi ∈ S c , vj ∈ S)|.

(3.8)

The modified Cheeger’s constant or isoperimetric number φ (G) of the graph G is given by
φ (G) = min
S

 (S, S c )
.
min{|S|, |S c |}

(3.9)

The isoperimetric number is related to the algebraic connectivity through the following
inequality
φ (G)2
≤ λ2 (G) ≤ 2φ (G) ,
2dmax
where dmax is the maximum degree of a node in G.
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(3.10)

Figure 3.2: Example of a directed graph. The edges are e1 = v1 v2 , e2 = v3 v2 , e3 = v4 v3 ,
e 4 = v5 v3 .

3.1.2

Directed graphs

For an undirected graph G, the pairs of nodes in the edge set are unordered, so that the
edge vi vj is the same as vj vi . If ordered pairs are considered, then the resulting graph is
called a directed graph or digraph, denoted by D = (V, E), where if vi vj ∈ E then vi is said
to be the tail of the edge, while vj is the head. The edges can be represented graphically
with an arrow, originating in the tail and terminating in the head, as shown in Figure 3.2.
The weighted adjacency matrix A (D) of a directed graph is the n × n matrix whose entries
aij are given by
aij =




w

if vj vi ∈ E

ij



0

.

(3.11)

otherwise.

The degree matrix ∆ (G) of a digraph is the diagonal matrix whose non-zero entries are the
P
weighted in-degree of a node, di,in = j|vj vi ∈E wij , given by
dij =




d

i,in



0

if i = j
(3.12)
otherwise.

Note that both A (D) and ∆ (D) are given with respect to the incoming edges to each node.
This captures how a node is influenced by other nodes. Similar definitions can be made
using the outgoing edges, capturing the effect of each node on the others. For the purposes
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of the dynamics of our interest, we will use the incoming edges.
The Laplacian matrix L (D) for a digraph D is calculated as
L (D) = D (D) − A (D) ,

(3.13)

just as in the case for the undirected graphs. By construction, the vector of ones 1 is an
eigenvector corresponding to the eigenvalue 0. However, adjacency matrices and Laplacians
of directed graphs need not be symmetric, hence the Spectral Theorem cannot be invoked
to study the connectivity properties related to the eigenvalues of digraphs. Let us define a
rooted out-branching as a digraph that does not contain a directed cycle and has a vertex vr ,
called the root, such that for every other vertex vi in D there is a directed path from vr to
vi . It can be shown that a digraph D on n vertices contains a rooted out-branching as a
subgraph if and only if the rank of L (D) = n − 1, and that in such a case, the null-space of
L (D) is spanned by the vector 1 and the algebraic multiplicity of the zero eigenvalue is 1,
making its geometric multiplicity also 1 [33, 47].
Using the Gersgorin disk theorem [22], which states that for an n × n real matrix M all the
eigenvalues are located in the region

{z ∈ C : |z − mii | ≤

X

j=1,...,n;j6=i

|mij |},

(3.14)

it can be concluded that the spectrum of L (D) lies in the region

{z ∈ C : |z − max (di,in )| ≤ max (di,in )},
i

i

(3.15)

so that the eigenvalues have non-negative real part [47]. Furthermore, the real part of the
eigenvalues λi is bounded by 0 ≤ Re (λi ) ≤ |λi | ≤ 2 maxi (di,in ). For a connected undirected
graph, |λi | = λi ≤ 2 maxi (di ).
Similarly to the undirected graphs, a Cheeger inequality and an isoperimetric number can
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be defined for directed graphs. The reader can find the details in [7].

3.2

Discrete consensus dynamics

Consider a network of agents where the objective is for them to converge asymptotically to
a one-dimensional agreement space, characterized by the equation

η1 = η2 = · · · = ηn .

(3.16)

We refer to such an objective as reaching a consensus. Consensus is reached through the
local sharing of information of the nodes with their neighbors. The network and the neighbor
relations among the agents can be represented by a graph G or D, undirected or directed,
with node set V and edge set E, as studied previously.
A discrete iterative algorithm to achieve consensus for agent i is given by the dynamics

ηi (t + 1) = ηi (t) − c


where c ∈ 0,

1
maxi (di )





X

j∈Vi

. Let η = η1 . . . ηn

T

wij (ηi (t) − ηj (t))

(3.17)

be the vector that contains the values of

the variable ηi of every agent. The equations for all n agents in the graph can be written in
matrix notation as follows
η (t + 1) = (I − cL) η (t)

(3.18)

where L is the corresponding Laplacian matrix. To achieve consensus, the dynamical system
described in (3.18) must satisfy
lim η (t) = α1

t→∞

(3.19)

where α is the agreement value to which all agents converge. Indeed, equation (3.19)
implies limt→∞ xi (t) = α ∀i. The (3.19) is satisfied by the dynamics (3.18) if the Laplacian
corresponds to a connected undirected graph, or a directed graph with a rooted out-branching.
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To verify this, note that the solution to (3.18) is given by
η (t) = (I − cL)t η (0) .

(3.20)

For an eigenvector vi of L, we have

(I − cL) vi = vi − cLvi = vi − cλi vi = (1 − cλi ) vi ,

(3.21)

so that the I − cL has the same eigenvectors vi as L with the corresponding eigenvalues
µi = 1 − cλi . The transformation µ = 1 − cλ with µ ∈ C maps the circle |λ − maxi (di,in ) =
maxi (di,in ) with λ ∈ C into the circle |µ − (1 − c maxi (di,in ))| = c maxi (di,in ) < 1. As
(1 − c maxi (di,in )) + c maxi (di,in ) = 1, this new circle lies inside a circle of radius 1 around
the origin, only intersecting at the point µ = 1. Hence if the graph is connected or has a
rooted out-branching, there is one eigenvalue λ1 = 0 of L, corresponding to the eigenvalue
µ1 = 1 of (I − cL), while the other eigenvalues satisfy |µi | < 1, i = {2, . . . , n}.
Expanding (I − cL) into its Jordan form leads to

1 0 0


0 J1 0


I − cL = P 
0 0 J2
. .
..
. .
. .
.

0 0 0
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...
...
...
..
.
...

0





0

 −1
0
P


0

Jm

(3.22)

Taking the limit of the powers of this matrix leads to

1 0 0


0 J1t 0


t
t
lim (I − cL) = lim P 
0 0 J2
t→∞
t→∞
. .
..
. .
. .
.

0 0 0

...
...
...
..
.
...

0





0

 −1
0
P


0

t
Jm


1


0


=P
0
.
.
.

0

0 0 ... 0





0

 −1
T
0
 P = p1 q 1


0

0
(3.23)

0 0 ...
0 0 ...
.. .. . .
.
. .
0 0 ...

−1 respectively. Since
where p1 and qT
1 are the first column of P and first row of P

(I − cL) P = P J and P −1 (I − cL) = JP −1 , p1 and qT
1 are the right and left eigenvectors
−1 P = I.
corresponding to the eigenvector µ1 = 1, with p1 ∈ span{1} and qT
1 p1 = 1 due to P

The solution (3.20) satisfies


T
lim η (t) = lim (I − cL)t η (0) = p1 qT
η
(0)
=
q
η
(0)
p1 .
1
1

t→∞

t→∞

(3.24)


T
Choosing p1 = 1, then qT
1 η (0) p1 = α1 with q1 η (0) = α, satisfying (3.19). In particular,
note that if the graph is undirected and connected, or directed, has a rooted out-branching
T
and is balanced such that di,in = di,out for all i, then qT
1 ∈ span{1 }, and

lim η (t) =

t→∞

which is called average consensus, since α =



1T η (0)
n

1T η(0)
n



1,

(3.25)

is the average of the initial values η (0).

Alternative forms of the discrete consensus algorithm can be reviewed in [56] and the
references therein. In general, these have the form

ηi (t + 1) = wii (t) ηi (t) +

X

wij (t) ηj (t) ,

(3.26)

j∈Vi

with wij (t) = 0 whenever j ∈
/ Vi , wij (t) > α for some α ∈ (0, 1), and

P

j

wij (t) = 1, for all

i ∈ V and t ∈ Z≥0 . Under these conditions, consensus is achieved if the graph presents a
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Figure 3.3: a) A connected undirected graph with five nodes. b) Given the initial values 0,
25, 50, 75 and 100 for each node in the graph, the consensus algorithm drives each value to
the average of the initial values.
rooted out-branching [63, 65]. Equation (3.17) is a particular case of this general form. A
thorough review of the continuous version of the consensus algorithm can be found in [47],
as well as extensions to nonlinear consensus algorithms. Figure 3.3 presents an example of
an undirected graph with a set of initial values for each of its nodes, as well as the result of
the discrete consensus algorithm (3.17).

3.3

The Weighted Mean-Subsequence-Reduced algorithm
and r-robustness

The success of the consensus algorithm (3.18) depends on all the robots following the
S
predefined nominal update dynamics ηi (t + 1) = f (ηj (t)), j ∈ Vi i, of the form 3.26.
Figure 3.4 shows examples of the consensus of a group of robots with the same communication

graph as in Figure 3.3, where one of them uses an update rule equal to the sine function or
a constant value. These examples show that one single agent is capable of hindering the
ability of the whole group to achieve consensus, and is even capable of manipulating the
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Figure 3.4: a) Consensus among robots where one of them uses a sine function as an update
rule. b) Consensus where one always sends a constant as its updated value to other robots,
in this example, 80.
consensus, driving it to a specific value.
The following definitions, based on the work in [38, 98, 99], describe the nodes that do not
follow the nominal update rule.
Definition 1 (Normal and Malicious nodes). A node vi ∈ V is said to normal if it
sends f (ηj (t)) to all of its neighbors at every time-step, and it is called malicious otherwise.
Note that the definition of a malicious agent can include intentionally non-cooperative and
manipulative robots, as well as defective and unintentionally non-cooperative robots.
Definition 2 (F-local set). A set S ⊂ V is F -local if it contains at most F nodes in
T
the neighborhood of the other nodes for all t, i.e., |Vi (t) S| ≤ F ,∀i ∈ V \ S, ∀t ∈ Z≥0 ,
F ∈ Z≥0 .

Definition 3 (F-local malicious model). A set M of malicious nodes is F-locally bounded
if it is an F-local set.
Definition 4 (F-total set). A set S ⊂ V is F -total if it contains at most F nodes in the
network, i.e., |S| ≤ F , F ∈ Z≥0 .
Definition 5 (F-total malicious model). A set M of malicious nodes is F-totally bounded
if it is an F-total set.
In order to limit the influence of the malicious nodes on the consensus algorithm, an
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algorithm called the Weighted-Mean-Subsequence-Reduced (W-MSR) algorithm [38, 98, 99]
can be implemented, which consists on each node disregarding the most extreme values
from its neighborhood at each time step, and using the remaining values in its linear update.
Formally, the algorithm is described as follows:
1. At each time-step t, each normal node i receives values ηj from all of its neighbors,
and sorts them from largest to smallest.
2. If there are F or more values larger than ηi (t), normal node i removes the F largest
values. If there are fewer than F values larger than ηi (t), normal node i removes all
of these larger values. The same procedure is applied to the smallest values in normal
node i’s neighborhood. Let Ri (t) denote the set of nodes whose values were removed
by normal node i at time step t.
3. Each normal node i updates its value as

ηi (t + 1) = wii (t) ηi (t) +

X

wij (t) ηj (t) ,

(3.27)

j∈Vi (t)\Ri (t)

The W-MSR algorithm does not require any normal node to have knowledge of the network
topology or the identities of the malicious agents. However, it requires the nodes to have
enough local redundancy in the communicatio graph, as it works with local communication
rules. The robustness property that captures this requirement is described next in terms of
reachable sets and graph robustness.
Definition 6 (r-reachable subset). The subset S ⊂ V is said to be r-reachable if ∃i ∈ S
such that |Vi \ S| ≥ r, where r ∈ Z≥0 , that is, if it contains a node that has at least r
neighbors outside that set.
Definition 7 (r-Robust graph). A graph G is said to be r-robust if for every pair of
nonempty disjoint subsets of V , at least one of the subsets is r-reachable.
Definition 8 ((r, s)-reachable subset). The subset S ⊂ V is said to be (r, s)-reachable if
there are at least s nodes in S, each of which has at least r neighbors outside of S, where
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r, s ∈ Z≥0 ; i.e., given XSr = {i ∈ S : |Vi \ S| ≥ r}, then |XSr | ≥ s.
Definition 9 ((r, s)-Robust graph). A graph G on n ≥ 2 nodes is said to be (r, s)-robust,
for nonnegative integers r ∈ Z≥0 , 1 ≤ s ≤ n, if for every pair of nonempty disjoint subsets
S1 and S2 of V , at least one of the following holds (recall XSrk = {i ∈ Sk : |Vi \ Sk | ≥ r} for
k ∈ {1, 2}):
i |XSr1 | = |S1 |
ii |XSr2 | = |S2 |
iii |XSr1 | + |XSr2 | ≥ s
In [36], the following property is proven:
Property 1 ([36],Property 5.21). If G is (r + s − 1)-robust with r ∈ Z≥0 , s ∈ N, and
1 ≤ r + s − 1 ≤ d n2 e, then G is (r, s)-robust.
These definitions apply to undirected and directed graphs. Since we can ensure (r, s)robustness through the appropriate value of r-robustness according to Property 1, we
will only focus on r-robustness. Theorem 1 relates asymptotic consensus convergence to
r-robustness:
Theorem 1 ([38]). Consider a time-invariant network modeled by a digraph D = (V, E)
where each normal node updates its value according to the W-MSR algorithm with parameter
F . Under the F -local malicious model, resilient asymptotic consensus is achieved if the
topology of the network is (2F + 1)-robust. Furthermore, a necessary condition is for the
topology of the network to be (F + 1)-robust.
The result can be extended to time-varying networks:
Theorem 2 ([38]). Consider a time-varying network modeled by a digraph D (k) = (V, E (k))
where each normal node updates its value according to the W-MSR algorithm with parameter
F . Let {kl } denote the set of time-steps in which D (k) is (2F + 1)-robust. Then, under
the F -local malicious model, resilient asymptotic consensus is achieved if |{kl }| = ∞ and
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Figure 3.5: The figure shows some of the pairs of subsets that have to be verified to satisfy
the sufficient conditions for the graph to be r-robust.
|kl+1 − kl | ≤ c, where c ∈ Z≥0 .
When consensus is achieved using the W-MSR algorithm, the values of the normal nodes are
always in the range [m (k) , M (k)], where [m (k)] and [M (k)] are the smallest and largest
initial values of the normal nodes, respectively. The proofs to all these claims can be found
in [38, 99]. Note that the W-MSR algorithm does not detect or identify the malicious agents,
but only mitigates their effect.

3.4

Obtaining r-robust graphs

The cited results provide the means to ensure that asymptotic consensus can be achieved
in spite of malicious agents in the network. This is done trough the implementation of the
W-MSR algorithm, which ensures the desired convergence if the graph is r-robust. Following
definition 7, verifying the r-robustness of a graph requires checking every pair of nonempty
disjoint subsets of V . Figure 3.5 shows some of the subsets to be verified in a graph with
five nodes.
As the number of nodes increase, the number of pairs of subsets to be checked increase. The
work in [98] provides an analysis of the complexity of determining the extent of r-robustness
of any given network, concluding that it is coNP-complete. Hence, while checking for graphs
that satisfy a desired r-robustness could be accomplished for graphs with a few nodes, it
is in general intractable. However, if an graph with the desired r-robustness is found, the
number of nodes can be increased following the procedure described in [99], summarized in
the following theorem:
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Theorem 3 ([99]). Let G = (V, E) be an r-robust graph. Then, the graph
G0 = ({V, vnew }, {E, Enew }), where vnew is a new vertex added to G and Enew is the edge
set related to vnew , is r-robust if dvnew ≥ r.
This result, however, requires the knowledge of an r-robust graph to start with. The work in
[76] proved that, for a graph G with isoperimetric constant i (G), if r − 1 < i (G), then the
graph is at least r-robust. This result, together with the bounds on the algebraic connectivity
λ2 of a graph G as a function of the isoperimetric constant

i(G)2
2dmax

≤ λ2 ≤ 2i (G) where

dmax is the maximum degree of a node in graph G, leads to a lower bound on the algebraic
connectivity to ensure r-robustness:

2 (r − 1) < λ2

(3.28)

This result helps narrowing the search space for a graph with the desired r-robustness. In
applications to formations of mobile robots, it enables the use of controllers that regulate
the algebraic connectivity of teams of robots to ensure r-robustness [13, 31, 81]. Nevertheless,
this value of algebraic connectivity is sufficient but not necessary for r-robustness [76], and
while the value of the algebraic connectivity is ensured, neither a final set of edges nor final
positions of the robots in space are guaranteed.
Methods in the literature to obtain r-robust graphs and formations of robots with r-robust
communication networks are limited or non-existent. This is the principal focus of this
thesis. In the following chapters, we describe methods to alleviate this shortcoming.
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Chapter 4

A Systematic Methodology to
Construct r-Robust Graphs
In this chapter, we address the systematical construction, enlarging, and modification of
resilient graphs.

4.1

The relation between F , r and n

Following Theorem 1, the value of the robustness parameter r can be expressed as a function
of the number of malicious agents F as follows:

r = 2F + 1

(4.1)

The relation between n and r is shown next. Let two disjoint nonempty subsets of V be
denoted by S1 and S2 . We consider the worst case scenario, which is when the pair of disjoint
subsets allows for the least number of potential neighbors outside one set. This is the case
when S1 ∩ S2 = ∅, S1 ∪ S2 = V and max (|S1 | , |S2 |) = d n2 e, where dxe is the smallest integer
equal or larger than x. Since every different pair of disjoint subsets will allow for more
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potential neighbors, it is this case that limits the value of the parameter r that the graph
can satisfy. Therefore, d n2 e is the maximum value of r for an r-robust graph of n nodes.
The minimum number of nodes necessary to achieve an r-robust graph is then

n = 2r − 1 = 4F + 1

(4.2)

Table 4.1 shows the minimum values of n and r that are sufficient for resilient asymptotic
consensus for the first five nonzero values of F . While increasing the number of nodes
might not increase the number of malicious nodes that can be dealt with, it does impose
the burden of ensuring enough connectivity among the nodes to satisfy the requirements
for r-robustness: having n between 5 and 8 only allows for F = 1 and r = 3. On the other
hand, having n = 13 allows for the value of F to be 1, 2 or 3, while r can take the values of
3, 5 or 7, depending on the chosen set of edges E. This characteristic will be exploited in
section 4.4.
Table 4.1: Minimum r and n necessary to reject F malicious nodes.
F
rmin
nmin
1
2
3
4
5

3
5
7
9
11

5
9
13
17
21

Having defined the minimum value of n to construct r-robust graphs for every value of F
in equation (4.2), it is possible now to construct graphs of n nodes that, by design, satisfy
r-robustness for the corresponding F , thus enabling resilient consensus. In order to do this,
we will consider pairs of disjoint non-empty subsets of V , S1 and S2 , such that |S1 | < |S2 |.
The graphs will be designed so that the burden of satisfying r-reachability rests upon the
subset with the smallest number of nodes, S1 .
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4.2

F -elemental graphs

Based on equations (4.1) and (4.2), we define an F-elemental graph as follows:
Definition 10. F -elemental graph. An F -elemental graph is a graph with n = 4F + 1 nodes
that is r-robust with r = 2F + 1 for some positive integer value of F .
Note that for these values of r and n we have

n − r = 4F + 1 − 2F − 1 = 2F = r − 1

(4.3)

As a consequence, the subset S1 will always have r − 1 or less nodes, since it the smallest
between S1 and S2 .
We now describe a method to construct F -elemental graphs through the following theorem.
Theorem 4. A graph G = {V, E} with |V| = 4F + 1 is r-robust with r = 2F + 1 if:
1. There is a set V 0 ⊂ V of r − 1 = 2F nodes that are connected to all nodes in the graph.
2. The remaining nodes in the set V\V 0 form a connected subgraph.
Proof. Let the subset of the r − 1 = 2F nodes each connected to every other node be denoted
by Sr−1 , and the subset of the remaining r = 2F + 1 nodes be denoted by Sr . Let S1 and
S2 be disjoint non-empty subsets of V such that |S1 | < |S2 |. Let node vi ∈ S1 .
Suppose S1 ∩ Sr−1 6= ∅, and let vi ∈ S1 ∩ Sr−1 . Then, |Vi \ S1 | = n − 1 − (|S1 | − 1) = n − |S1 |.
Since 1 ≤ |S1 | ≤ r − 1, then n − 1 ≥ n − |S1 | ≥ n − (r − 1) = r, so that r ≤ |Vi \ S1 | ≤ n − 1,
which makes the subset S1 r-reachable.
Suppose now that S1 ∩ Sr−1 = ∅, so that S1 ⊂ Sr . By construction, each node in S1 is
connected to the r − 1 nodes in Sr−1 . Since the nodes in Sr form a connected subgraph and
1 ≤ |S1 | ≤ r − 1, then 1 ≤ |Sr \ S1 | ≤ r − 1, so that there is at least one node vj ∈ Sr \ S1
connected to a node in S1 , and let this node in S1 be vi . Therefore, |Vi \ S1 | ≥ r − 1 + 1 = r,
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which makes the set S1 r-reachable.
Since S1 either contains at least one node in Sr−1 or contains none, the subset S1 is always
r-reachable, which makes the corresponding graph G r-robust with r = 2F + 1.

If the subset of nodes with full connectivity has at least 2F + 1 elements, then the robustness
can be immediately ensured, as shown in the following corollary.
Corollary 1. A graph G = {V, E} with |V| = 4F + 1 is (2F + 1)-robust if there is a subset
V 0 ⊂ V of at least 2F + 1 nodes that are connected to all nodes in the graph.
Proof. Since V 0 has at least 2F + 1 nodes connected to every other node in V, there is a
subset V 00 ⊂ V 0 of 2F nodes connected to every other node, and at least one more node
ensuring that the rest of the nodes in V \ V 00 form a connected subgraph. By Theorem 4,
the graph is (2F + 1)-robust.

The algorithm corresponding to the construction of F -elemental graphs is shown in Algorithm
1. The function add(vi , vj , E) adds the edge (vi , vj ) to the edge set E. Similarly, the function
remove(vi , vj , E) removes the edge (vi , vj ) from the edge set E.
Algorithm 1 Create the edges of an F -elemental graph.
Input: Node set V , |V | = 4F + 1.
Output: Graph G = (V, E) r-robust.
1: Initialisation : E = ∅
2: for i = 1 ≤ 2F do
3:
for j = i + 1 ≤ 4F + 1 do
4:
add(vi , vj , E)
5:
end for
6: end for
7: Es = connected({v2F +1 , . . . , v4F +1 })
8: add Es to E
9: return G = (V, E)

The function connected(Vs ) takes as input a set of 2F + 1 nodes Vs and returns a set of
edges Es such that the graph Gs = (Vs , Es ) is connected. Examples of Gs to choose from
are a star, a path or a complete graph. An example of how to construct a 1-elemental
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Figure 4.1: Application of Algorithm 1 with a path subgraph to the construction of the
1-elemental graph. a) At the beginning, there are 5 nodes in set V . b) Node 1 is connected
to every other node. c) Node 2 is connected to every other node. d) Node 3 is connected to
nodes 4 and 5, creating a path subgraph.
graph using Algorithm 1 is shown in Figure 4.1. Adjacency matrices of 2-elemental graphs
constructed using different connected subgraphs are shown in Figure 4.2.
When using the minimum number of edges for the subgraph, as with a star or a path,
Algorithm 1 creates 6F 2 + 3F edges. Following the definition of graph density used in
[9], and because the maximum number of edges that the algorithm can create is the one
+3
corresponding to the complete graph, the graph density is in the range ρ (G) = [ 6F
8F +2 , 1].

The complexity of Algorithm 1 is O(F 2 ). As a consequence, by directly synthesizing robust

Figure 4.2: Adjacency matrices of 2-elemental graphs constructed using Algorithm 1. The
entries corresponding to the particular connected subgraphs used are marked in color. a)
Star subgraph. b) Path subgraph.
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graphs, we circumvent the necessity of validating robustness, which is coNP-complete [98].
It is possible to bound the algebraic connectivity of a graph as a function of its minimum
degree and number of nodes. From the work in [12,21], the algebraic connectivity is bounded
by
2dmin − n + 2 ≤ λ2 ≤

n
dmin
n−1

(4.4)

The smallest possible minimum degree of a node among all graphs constructed by Algorithm
1 is dmin = r, as in the case of the function connected creating a star or path subgraph.
The largest possible minimum degree of a node among all graphs constructed by Algorithm 1
is dmin = n − 1, which corresponds to the complete graph with n nodes. For an F -elemental
graph with r = 2F + 1, n = 2r − 1 = 4F + 1, equation (4.4) results in
3 ≤ λ2 ≤ 4F + 1

(4.5)

The bounds in (4.5) show that F -elemental graphs product of Algorithm 1 may have lower
algebraic connectivity than graphs of the same number of nodes obtained by enforcing
the previously known bound on the algebraic connectivity (3.28). Figure 4.3 shows a plot
comparing the bounds on the algebraic connectivity of graphs from Algorithm 1 to the bound
(3.28) related to the isoperimetric constant to ensure the corresponding resiliency. Table 4.2
shows the values of the algebraic connectivities of F -elemental graphs with star and path
subgraphs for the first five values of F , as well as the value of the bound (3.28). Figure 4.4
shows the values of the algebraic connectivity of the first fifty F -elemental graphs using the
same two different subgraphs in their construction. The F -elemental graphs created using
Algorithm 1 have lower algebraic connectivity than that required by the lower bound 3.28.
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Figure 4.3: The figure shows the regions for values of λ2 of F -elemental graphs. The red zone
shows the values by enforcing λ2 > 2 (r − 1) = 4F . The blue and purple zones are the regions
corresponding to the F -elemental graphs from Algorithm 1, which have 3 ≤ λ2 ≤ 4F + 1.
The purple region is the overlap region between the two bounds.
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Figure 4.4: The plot of the values of algebraic connectivity for the first fifty F -elemental
graphs built using Algorithm 1 with both a star subgraph and a path subgraph are shown,
as well as the lower bound on the algebraic connectivity (3.28) to ensure the corresponding
resiliency against F malicious agents.
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Table 4.2: Algebraic connectivity of F -elemental graphs compared to the isoperimetric
bound.
F 2 (r − 1) = 4F Star Subgraph Path Subgraph
1
4
3
3
2
8
5
4.3820
3
12
7
6.1981
4
16
9
8.1206
5
20
11
10.0810

4.3

Composition of resilient graphs

Algorithm 1 shown in the previous section is a simple way of constructing graphs that satisfy
r-robustness with the minimum number of nodes. However, by definition, they are limited
in the number of nodes. From the results in [99] and [38], a new node can be added to an
r-robust graph while maintaining r-robustness if the number of edges between the new node
and the nodes already in the graph is at least r. This method can be used sequentially to
add any number of nodes.
We present now a new method that allows for the systematic appending of a subset of an
F -elemental r0 -robust graph to an r-robust graph. This method ensures that the resulting
graph is min (r0 , r)-robust. Since the nodes to append are a subset of an F -elemental graph,
the edges that will append them to the initial graph can be readily obtained from their
current F -elemental graph topology. As a consequence, we circumvent the necessity of
designing the edge set by hand (one-by-one). This is possible due to the following property
of F -elemental graphs. From the proofs of Theorem 4 we have:
Corollary 2. The elements of the power set of a subset of r − 1 nodes corresponding to an
F -elemental r-robust graph G, are r-reachable.
Consider a ra -robust graph Ga = (Va , Ea ). It is desired to add n new nodes to the graph.
To do this, we create an auxiliary Fb -elemental graph Gb = (Vb , Eb ). It is from this graph
Gb that the n nodes together with their corresponding edges are selected. Let the subset
of n nodes be Vn ⊂ Vb , where |Vn | = n, subject to the condition n ≤ rb − 1. Substituting
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rb = 2Fb + 1, we obtain a lower bound for the feasible values of Fb ,

n
2

≤ Fb . Let the subset of

edges among the nodes in Vn be denoted by En . Let the subset of nodes in Vb \ Vn that share
an edge with the nodes in Vn be denoted by Vo , and let the subset of edges that connect
nodes in Vn to nodes in Vo be denoted by Eno .
Nodes in set Vn will be appended to nodes in Va conserving En , and using the elements of
Eno but with nodes in Va substituting those in Vo . The number of nodes in Vo is bounded
by rb ≤ |Vo | ≤ nb − 1, which is equal to 2Fb + 1 ≤ |Vo | ≤ 4Fb . We must also ensure that
there are enough nodes to connect to in Va , so |Vo | ≤ |Va |. We can then set an upper bound
on the feasible values of Fb by enforcing |Vo | ≤ 4Fb ≤ |Va |, leading to Fb ≤

|Va |
4 .

Together

with the lower bound, the feasible values of Fb can be bounded by
|Va |
n
≤ Fb ≤
2
4

(4.6)

The upper bound is conservative, since it considers that at least one of the selected nodes to
append in Vn has the maximum possible number of neighbors, n − 1 = 4Fb . Suppose we use
Fb -elemental matrices from Algorithm 1 and we only use nodes that have r edges associated
with them. Then, since |Vo | = r = 2Fb + 1, we must ensure that 2Fb + 1 ≤ |Va |, leading to
Fb ≤

|Va |−1
2 ,

and the bounds for Fb would be
|Va | − 1
n
≤ Fb ≤
2
2

(4.7)

Once Fb is chosen, select a subset of nodes Vc ⊂ Va such that |Vc | = |Vo |. Define a bijection
f : Vo → Vc , and then use a function g : Vn ∪ Vo → Vn ∪ Vc such that

g (vi ) =




f (vi )


vi
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if vi ∈ Vo
if vi ∈ Vn

(4.8)

The new graph is given by G = (V, E), where V = Va ∪ Vn and E is given by
E = Ea ∪ En ∪ {(ui , uj ) | (ui , uj ) = (f (vi ) , f (vj )) ∀ (vi , vj ) ∈ Eno }.

(4.9)

This algorithm is described in Algorithm 2.
Algorithm 2 Increase the number of nodes in an ra -robust graph using an Fb -elemental
rb -robust graph.
Input: ra -robust graph Ga = (Va , Ea ), number n of new nodes to attach, rb -robust graph
Gb = (Vb , Eb ) satisfying n2 ≤ Fb ≤ |V4a | , subset Vn ⊂ Vb , |Vn | = n
Output: Node set V and edge set E.
1: Initialisation : V = ∅, E = ∅
2: for every vi ∈ Vn do
3:
for every (vi , vj ) ∈ Eb |vj ∈ Vn do
4:
add(vi , vj , En )
5:
end for
6:
for every (vi , vj ) ∈ Eb |vj ∈ Vb \ Vn do
7:
add vj to Vo
8:
add(vi , vj , Eno )
9:
end for
10: end for
11: Select Vc ⊂ Va , |Vc | = |Vo |
12: Define a bijection f : Vo → Vc and define a function g as in (4.8)
13: add elements of Va to V
14: add elements of Vn to V
15: add elements of Ea to E
16: add elements of En to E
17: for every (vi , vj ) ∈ Eno do
18:
add(g (vi ) , g (vj ) , E)
19: end for
20: return V , E
Claim 1. The resulting graph G = (V, E) from Algorithm 2 is min (ra , rb )-robust.
Proof. Let SA and SB be two disjoint non empty subsets of V .
Suppose that SA ∩ Va = ∅ or SB ∩ Va = ∅. Then, either SA ⊆ Vn or SB ⊆ Vn . By corollary
2, either SA or SB is rb -reachable.
Suppose now that SA ∩ Va 6= ∅ and SB ∩ Va 6= ∅. Since Va is an ra -robust graph, at least
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Figure 4.5: a) Graph Ga and two nodes to be appended. b) Graph Gb . c) New graph G.
one set of the pair (SA ∩ Va , SB ∩ Va ) is ra -reachable, and therefore, either SA or SB is
ra -reachable.
Then, there is either an ra or rb reachable set for every pair of disjoint non empty subsets of
V. Therefore, the graph G = (V, E) is min (ra , rb )-robust.
The complexity of Algorithm 2 is O(F 3 ). As an example, consider the process of adding
n = 2 nodes to the 1-elemental graph, which will be Ga . Then, using (4.6) Fb is constrained
to 1 ≤ Fb ≤ 45 , which only allows for the integer value Fb = 1. Then, Gb is the 1-elemental
graph, which can be constructed using Algorithm 1 as shown in Figure 4.1. Figure 4.5
shows the graphs Ga and Gb . Let us select the subset of nodes Vc = {v6 , v7 } from Gb . Then,
En = {(v6 , v7 )}, Vo = {v8 , v9 , v10 }, and Eno = {(v6 , v8 ) , (v6 , v9 ) , (v6 , v10 ) , (v7 , v8 ) , (v7 , v9 )}.
Let us select Vc = {v3 , v4 , v5 }, and define f (8) = 4, f (9) = 5, f (10) = 3. The resulting
graph has the nodes V = Va ∪ {v6 , v7 } and the edges E given by
E = Ea ∪ En ∪ {(v6 , v4 ) , (v6 , v5 ) , (v6 , v3 ) , (v7 , v4 ) , (v7 , v5 )},

(4.10)

which corresponds to Figure 4.6 c). Note how the sets of edges were either directly copied
or mapped from Gb , instead of having to define one by one. The relevance of this feature
becomes evident as the number of nodes and edges increase.
Note that the strategy mentioned in [99] and [38] of continually adding nodes with incoming
edges from at least r nodes is a particular example of application of Algorithm 2, with n = 1
and an Fb -elemental graph obtained using Algorithm 1 with an appropriate subgraph to
get the desired value of r ≤ |Vo | ≤ n − 1. Figure 4.6 shows a depiction of graphs and the
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Figure 4.6: a) 1-elemental graph with its nodes colored in blue. b) Addition of one red node
to the graph in a). c) Addition of two red nodes to the elemental graph in a), or one red
node to the graph in b). d) Addition of one purple node to the graph in c). e) Addition of
two purple nodes to the graph in c). The coloring of the entries in the matrices corresponds
to the node colors. The groups of nodes and their corresponding entries can be added using
Algorithm 2, choosing the 1-elemental graph as Gb each time.
corresponding adjacency matrices obtained by adding new nodes to the 1-elemental graph
such that each new node is connected to 3 nodes every time, thus conserving the 3-robustness.
Algorithm 2 allows for an easy way to create adjacency matrices for r-robust graph of the
desired F , r and n values, using the appropriate input graphs. These graphs could be useful
in diverse cyberphysical systems, where communication links can be established based on
the need for r-robustness. Since the adjacency matrices can be constructed directly, it is
easy to decide what communication links should be created and which ones are redundant.
The matrices satisfy the graphs up to isomorphism, and therefore, permutations can be
found so that the optimal matrix can be selected based on some cost optimization related to
a particular problem.
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4.4

Increasing or decreasing the resiliency of the graph

The algorithms described in the previous sections can be used to construct r-robust graphs
of any number of nodes starting from F -elemental graphs. Assume we have a graph with
9 nodes that is 3-robust. As seen in Figure 4.6, such a graph could be the result of using
Algorithm 2 in succession. Yet, according to Table 4.1, 9 is the minimum number of nodes to
create a 5-robust graph, that is, the 2-elemental graph. In other words, based on the number
of nodes present, the graph is capable of a higher robustness. In this section, we deal with
the problem of increasing or decreasing the robustness of a graph when the number of nodes
allows for it. This modification can be achieved by changing the edge set of the graph to
satisfy the requirements of the desired r-robustness. Using Algorithms 1 and 2 to create
r-robust graphs of the desired n to use as a template, graph matching can be used to obtain
the sufficient edge set. Based on [3], we briefly state the version of graph matching that best
suits the objective as follows.
Let P = {π : V → V } the space of node permutations, and let P ∈ P be a permutation
matrix such that {P ∈ {0, 1}{n×n} |P 1 = P T 1 = 1}. A permutation π is a bijection that
maps a node vi in graph GA to a node πvi in a graph GA0 . The corresponding adjacency
matrices are related by A0 = P T AP , where P is the matrix representing π.
Let A and B be the associated adjacency matrices corresponding to graphs GA and GB ,
both with n nodes. The version of the graph matching problem that will be used in this
chapter is to find the solution P ∗ to the following optimization problem:
P ∗ = argmin kA − P BP T kF

(4.11)

P ∈P

where k · kF is the Frobenius norm on matrices. For a comprehensive review on graph
matching, the reader is referred to [10]. Recent work on how to solve the optimization
problem can be found in [3], [75]. The algorithm used in this chapter is based on [90].
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The graph matching problem (4.11) can be directly applied to the problem of modifying
the r value of an r-robust graph, when feasible. Let us further characterize GA by letting
it be rA -robust. Suppose that n ≥ 2rB − 1, that is, n is large enough for GA to be rB
robust. Let GB be an rB -robust template graph of n nodes. GB can be computed by any
method, including the ones studied in previous sections. Substituting the corresponding
adjacency matrices A and B in (4.11) and solving for P ∗ , allows for the computation of the
permutation of P ∗ of B that is closest to A in the sense of the Frobenius norm. Then, the
elements Mij of the matrix M = P ∗ BP ∗T − A indicate the changes needed in the set of
edges EA according to the following:




1
→ (vi , vj ) required




Mij = 0
→ no change required






−1 → (vi , vj ) not required

(4.12)

While Mij = 1 indicates that an edge must be included in the edge set, Mij = −1 indicates
that an edge is not necessary, nevertheless, leaving it does not affect negatively the desired
result. The algorithm is presented in Algorithm 3.
Claim 2. The resulting graph G = (V, E) from Algorithm 3 is r-robust.

Proof. Let the adjacency matrix associated with the graph G be AG . This adjacency matrix
is equal to
AG = A + M = P ∗ BP ∗T

(4.13)

Then, AG is a permutation of B, making G and GB isomorphic. Therefore, since graph GB
satisfies r-robustness, graph G also satisfies r-robustness.

The main idea behind Algorithm 3 is that the edge set of an r-robust graph is imposed onto
a set of nodes. Figure 4.7 shows the adjacency matrices involved in applying Algorithm 3 to
the graph shown in Figure 4.6 e), which is 3-robust and has 9 nodes, to make it 5-robust.
The template of a 5-robust graph used is the 2-elemental graph obtained by using Algorithm
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Algorithm 3 Modify the r-robustness of a graph.
Input: Adjacency matrix A of a graph GA = (VA , EA ) of n nodes, adjacency matrix B of
an r-robust graph GB = (VB , EB ) of n nodes satisfying n ≥ 2r − 1.
Output: Node set V , edge set E, adjacency matrix AG .
1: Initialisation : EC = ∅
2: V = VA
3: E = EA
4: P ∗ = argminP ∈P kA − P BP T kF
5: AG = P ∗ BP ∗T
6: M = P ∗ BP ∗T − A
7: for every entry Mij of M do
8:
if Mij = 1 then
9:
add(vi , vj , E)
10:
else
11:
if Mij = −1 then
12:
remove(vi , vj , E)
13:
end if
14:
end if
15: end for
16: return V , E, AG

Figure 4.7: Adjacency matrices A, B and AG from an application of Algorithm 3. AG is a
permutation of B that best matches A, in the sense of the Frobenius norm.
1. The final result is a graph whose adjacency matrix corresponds to a permutation of the
adjacency matrix associated with the 2-elemental graph.

4.5

Conclusion

In this chapter, algorithms to create r-robust graphs with the minimum necessary number
of nodes, which we call F -elemental graphs, are presented. Larger r-robust graphs can be
built appending these elemental graphs sequentially to other r-robust graphs. An algorithm
to change the parameter r of a graph is also presented. A summary of the algorithms is
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Figure 4.8: Summary of the presented algorithms.
presented in Figure 4.8. These algorithms can be used to construct r-robust adjacency
matrices of any desired size, which can be used to connect the necessary nodes to achieve
r-robustness in a network. Finally, we use the idea of increasing the number of nodes in an
r-robust graph while maintaining r-robustness to construct networks of robots in the plane.
These results directly address the lack of algorithms to construct r-robust graphs with the
desired robustness. Excerpts from this chapter can be found in our published work [26].
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Chapter 5

Sparse Formations of Robots on
Lattices
The results in Chapter 4 allow for the systematic construction of graphs that satisfy a
desired r-robustness. It is possible to relate nodes in a graph to robots in a network using
an appropriate model to relate edges between nodes to connections between robots. For
simplicity, a distance-dependent communication model will be used in this thesis. Let A
with elements aij be the adjacency matrix associated with the robot group. aij will take the
value of 1 if the robots i and j are within a distance R, or 0 if they are farther away. Let pi
and pj be the position of robots i and j respectively. Then,

aij =




1



0

if kpi − pj k ≤ R

(5.1)

if kpi − pj k > R

With this communication model, it is now possible to associate an adjacency matrix to
relative positions between robots in space. Because of the communication constraints,
edges can no longer be arbitrarily created among any nodes as in the previous sections,
so that a resilient group of robots cannot be created or enlarged as freely. The spatial
41

arrangement of the robots must now satisfy an adjacency matrix which depends on the
communication constraints. Furthermore, to increase the number of robots in an r-robust
spatial arrangement, it might be required that new robots establish communication links
with the robots closer to the boundary of the group, since robots in the interior will be
out of range as the group gets larger. Furthermore, as shown in [52], not all graphs are
realizable on the plane under euclidean distance constraints, and therefore a well designed
robust communication graph might not correspond to a feasible physical arrangement in the
plane for a group of robots.
In spite of the limitations imposed by the communication model, it is possible to design
formations that are r-robust and scalable in the number of robots. Figure 5.1 shows a
sequence of images where robots move towards a set of precalculated suitable locations on
the plane, which form a square lattice. First, the robots create a fully connected 1-elemental
graph of five nodes. Then, new robots can be allocated in suitable positions that allow the
formation to grow, preserving the 3-robustness. Planning-based algorithms such as [87]
and [69] can be used to command each robot the trajectory to follow to get into one of the
suitable locations, taking into consideration the robot’s physical size and avoiding collisions
among robots, while the algorithms described in Chapter 4 can be used to properly calculate
the distances between allowed locations and the communication radius sufficient to satisfy a
desired robustness.
In this chapter, we address the problem of designing the communication network of a group
of robots distributed in the plane on triangular and square lattices, in order to ensure
r-robustness. We look for spare formations that allow to have guarantees on robustness, but
do not demand a highly structured pattern as in [71], allowing flexibility to arrange robots
in the plane and deal with obstacles or limited number of robots. In Figure 5.2, we illustrate
some of the configurations that can be analyzed using the methodology developed in this
chapter. In contrast to the methods in the literature, we can have complex environments or
small number of robots to generate robust networks.
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Figure 5.1: The figures show robots (black dots) distributed on the plane, and the locations
available for them to go (white dots),
which come from the selected geometry: in this case,
√
2
a tessellating square of side length 2 d. In order for the arrangement of robots to maintain
3-robustness, robots must only go to the suitable available locations (green dots) so that
they are within a distance of 3 other robots in the configuration. a) At the beginning, five
locations are selected to form the initial 1-elemental graph. b) The CAPT algorithm is used
to make robots go to the initial 5 selected locations. c) This figure shows the communication
area of radius R of the upper left settled robot (settled robots shown in blue), d = 0.9R.
Once the initial 1-elemental graph is constructed, four new locations become suitable for
robots to go to and maintain the robustness of the graph. d) CAPT is again used to drive
robots to the suitable locations. e) Twelve new locations become suitable for robots. f)
CAPT drives robots to the suitable locations. g) Fifteen new locations become suitable for
robots. h) CAPT drives robots to the suitable locations. The process continues until all
robots have been assigned.
The main contribution of this chapter is a systematic method to determine the sufficient
communication range to ensure resilient consensus in a robot formation. We propose a
sufficient conditions to design complex formations that can be deployed in environments with
obstacles, or narrow regions. Additionally, we propose a method to use of heterogeneous
robots in their communication range, allowing for some optimization in energy usage.
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Figure 5.2: Examples of robot formations: a) connected formation, b) triangular formation,
c) square formation, d) formation with heterogeneous communication radii. The robots with
large and small communication range are depicted in black and light blue, respectively.

5.1

r-robust formations on lattices

In this section, we explore the design of the communication network of a formation of robots
with an underlying lattice structure. A lattice is a set of linear combinations with integer
coefficients of the elements of a basis of R2 . The elements of the set are lattice points. Let
v1 and v2 , be such basis, and let kv1 k = kv2 k = `, where we call ` the lattice length. A
lattice in the plane is given by

L = {ai v1 + bi v2 : span{v1 , v2 } = R2 ; ai , bi ∈ Z}.

(5.2)

The work in this chapter is mainly focused on two types of lattices. The first one is the
triangular lattice L4 with basis
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B4

 
 
n
o
` 1 
1
= v14 = √  , v24 = `   .
2
3
0

(5.3)

The second one is the square lattice L , with basis
 
 
n
o
1
0
B = v1 = `   , v2 = `   .
0
1

(5.4)

A robot is part of the lattice L if its position is equal to a lattice point, such that xi ∈ L. A
lattice point that is not occupied by a robot is referred to as a available. Given a lattice
length `, we now define a graph capturing the proximity of the robots in a set.
Definition 11 (Proximity graph). Given a set of robots V and a distance `, the graph
G` (V, E` ) with node set V and edge set defined by
E` = {(i, j) |kxi − xj k ≤ `}.

(5.5)

is called the proximity graph of the set V.
While the lattice provides some underlying structure to the robot formation by predefining
the allowed positions of the robots, it allows for different formations to be realized. The
particular structure of each formation can be exploited to ensure the desired robustness. We
build our mathematical framework based on the sufficient communication ranges to satisfy
the requirements for the creation of F -elemental graphs in the communication network of
a robot formation, as well as to preserve the robustness by appending new robots to the
formation. We describe the communication range by a function R∗ : Z≥1 → R that maps the
number of robots m to a distance where m robots are ensured to be reached. In particular,
we study three main communication ranges R− , R4 , R , corresponding to formations of
robots satisfying the constraints of a connected formation, triangular formation and square
formation respectively. Examples of these formations are shown in Figure 5.2.
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5.1.1

Connected formations

We begin our study by only imposing the connectivity constraint in the associated proximity
graph of a formation of robots, with no additional constraints regarding the placement of
the robots in the plane.
Definition 12 (Connected formation). A formation of n robots is said to be connected
if its associated proximity graph G` is connected.
A connected formation on a lattice allows to easily calculate the minimum number of robots
within a given distance around a single robot in the formation.
Lemma 1. In a connected formation of n robots, every robot has at least 1 ≤ m ≤ n − 1
robots within a distance
R− (m) = m`.

(5.6)

Proof. Consider robot 0 at position x0 . Since the formation is connected, there is at least
one more robot within a distance `. Let us denote the distance between robots i and j by
di,j = kxj − xi k, and consider the sparsest case where there is only one robot, denoted by 1,
at the maximum distance such that d0,1 = `.
Considering again the sparsest case, the next robot in the connected formation, identified as
2, will be located at the maximum distance from x0 . Then, d0,2 can be expressed using the
cosine law d20,2 = d20,1 + d21,2 − 2d0,1 d1,2 cos θ = 2`2 (1 − cos θ), where θ is the angle between
the line segments x0 x1 and x1 x2 . The angle θ = π maximizes d0,2 , arranging the robots in
a collinear fashion. Assuming the sparsest case, the maximum distance from robot 0 to the
mth robot can be expressed as

d20,m = d20,m−1 + d2m−1,m − 2d0,m−1 dm−1,m cos θ
= d20,m−1 + `2 − 2d0,m−1 ` cos θ,
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(5.7)

which is maximized at θ = π, where all robots are arranged in a collinear formation. This
simplifies the equation to
d0,m = d0,m−1 + `.

(5.8)

Therefore, the maximum distance from robot 0 to the mth robot can be expressed as a
recursive function R− (m) = R− (m − 1) + ` with initial condition R− (0) = 0. Its solution
P
is given by R− (m) = (1)n R− (0) + m
k=0 ` = m`.
Considering the sparsest arrangement of robots in a connected formation, we now compute a
minimum communication range for the robots to guarantee resilience in the communication
network.
Lemma 2. Given a set V of 4F + 1 robots in a connected formation, if the communication
range of every robot is R ≥ R− (3F ), the associated communication graph of the formation
is (2F + 1)-robust.

Proof. Let C0 ⊂ V be a connected subset with 3F + 1 robots. Since each robot has a
communication radius of at least R = R− (3F ), each of them has at least 3F neighbors (by
Lemma 1). Thus the associated communication graph of C0 is complete. Let us define the
set N0 = C0 , which contains the robots that are communicated with every other robot in C0 .
Consider the subsets Ci = Ci−1 ∪ {i}, where i ∈ {1, . . . , F } represents one of the remaining
robots in V/Ci−1 such that the associated proximity graph of Ci is connected. This ensures
that i can communicate with at least 3F robots in Ci . Let the set of robots that can
communicate with every robot in Ci be denoted by Ni .
Suppose that i is adjacent to a robot in N0 . Then, at most one robot ki may not be
communicated with i. On the other hand, suppose i is adjacent to a robot j ∈ V\C0 . Then,
i can communicate with at least 3F − 1 robots in Nj , so that at most one robot ki may not
T
communicate with i. In either case, suppose the one robot ki belongs to the set i−1
j=0 Nj .
Ti−1
Then, Ni = j=0 Nj \{ki }, removing at most one robot from the set that can communicate
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with every other robot.
Once robot i = F is considered, the set NF contains the robots that can communicate with
every robot in CF = V. At most F robots are removed from N0 , so that |NF | = |N0 | − F =
2F + 1. Thus, the conditions to create an F -elemental graph are satisfied: i) there is a
subset of 2F robots in NF that are connect to every robot in V, and ii) the additional robot
that is connected to every robot in V generates a star-subgraph connecting the rest of the
robots. Therefore, the communication network of V is (2F + 1)-robust by Theorem 4.
We can guarantee r-robustness of a connected formation by selecting the proper communication radius for the robots as stated in the following theorem.
Theorem 5. If a group of n ≥ 4F + 1 robots in a connected formation has a communication
range R ≥ 3F `, then the communication graph of the formation is ensured to be (2F + 1)robust.

Proof. The communication graph of a set of 4F + 1 robots in a connected formation with
R ≥ R− (3F ) is (2F + 1)-robust by Theorem 2. From Lemma 1, we know that we can
connect a new robot to the connected formation and it will be within the communication
range of at least 3F robots. Since 3F ≥ 2F + 1, the communication graph of the initial
4F + 1 robots and the new robot preserves the (2F + 1)-robustness by Theorem 3. We can
add the rest of the robots one by one, using a communication rage of R ≥ R− (3F ) for each
robot, satisfying the minimum number of neighbors to preserve the robustness by Lemma
1. Following this procedure, it is possible to construct any connected formation with the
desired number of robots.

5.1.2

Triangular formations

The connectivity constraint on the proximity graph of the formations is simple and allows a
great flexibility to distribute the robots on the plane, but it does not take advantage of the
particular structure of the lattice. We now define a formation that exploits the triangular
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lattice, and calculate the corresponding required communication range to have m reachable
robots.
Definition 13 (Triangular formation). A connected formation of n ≥ 3 robots with
positions xi ∈ L4 is said to be triangular if:
(i) Every robot in the formation is the vertex of an equilateral triangle with edge length
equal to `.
(ii) Adjacent triangles share two vertexes and an edge.
An example of a triangular formation is shown in Figure 5.2 c). These constraint is stronger
than just maintaining connectivity, and straight line formations are no longer allowed. Every
time a new robot is added to the formation, a new triangle must be created.
Lemma 3. If a group of n ≥ 3 robots are in a triangular formation, every robot has at least
1 ≤ m ≤ n − 1 robots within a distance
v
u
1 u
R4 (m) = `tm2 + 3
2

!
1 + (−1)m+1
.
2

(5.9)

Proof. Similarly to Lemma 1, the proof consists on constructing the triangular formation
in which each subsequent robot is as far away as possible from the initial one, so that
the maximum distance to the mth robots is considered. Satisfying the constraints of the
triangular formation, let robots 0, 1 and 2 be located at x0 , x1 = x0 +v14 , x2 = x0 +v24 , all
of them lattice points in L4 (refer to Figure 5.3). Keeping up with the triangular formation
constraints, the position x3 of robot 3 can be chosen among three lattice points, given by
x0 + v14 − v24 , x0 − v14 + v24 , and x0 + v14 + v24 . We can directly verify that the third
option maximizes kx3 − x0 k. Robot 4 can be located on four lattice points, but two of them
have already been verified to be closer to x0 than x3 , so only two points need to be evaluated,
namely x0 + 2v14 and x0 + 2v24 . Since both are at the same distance from robot 0, without
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Figure 5.3: The figure shows the construction of a triangular formation that maximizes the
distance from the first allocated robot. Every subsequent robot in the formation is selected
as to maximize the distance from robot 0 to the next robot. The blue lines denote the lattice
points where the next robot can be placed.
loss of generality, let robot 4 be at x4 = x0 + 2v24 . This pattern repeats, having to check two
new lattice positions for the one that maximizes the distance to robot 0. For the mth robot in
m−1
the formation, these two positions are given by {x0 +v14 + m−1
2 v24 , x0 −v14 + 2 v24 } for
m−4
m ≥ 3 odd, and {x0 + m
2 v24 , x0 + 2v14 + 2 v24 } for m ≥ 4 even. Evaluating kxm − x0 k,

it is straight forward to verify that the position for the mth robot that maximizes the
distance from x0 is given by

xm =




x0 + v14 +


x0 +

m−1
2 v24

m
2 v24

if m is odd
(5.10)
otherwise.

Then, we can compute the maximum distance between the initial robot 0 and the mth robot
as

kxm − x0 k =


√


 1 ` m2 + 3
2



 1 m`
2

and can be rewritten as in (5.9).

if m is odd
(5.11)
otherwise,

Lemma 4. Given a set V of 4F + 1 robots in a triangular formation, if the communication
range of every robot is R ≥ R4 (3F ), the associated communication graph of the formation
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is (2F + 1)-robust.

Proof. The proof follows the same steps of Lemma 2 using R = R4 (m).
Theorem 6. A group of n ≥ 4F + 1 robots in a triangular formation is ensured to be
(2F + 1)-robust, if the communication radius of each robot satisfies R ≥ R4 (3F ).
Proof. The proof follows the steps of Theorem 5 using R = R4 (m).

5.1.3

r-robust formations on a square lattice

The work in [70] suggests that studying formations on square lattices is highly relevant for
practical applications. Consider the square lattice with basis given by (5.4). We define a
squared formation and describe our framework for robust networks as follows.
Definition 14 (Square formation). A connected formation of n ≥ 4 robots with positions
xi ∈ L is said to be square, if every robot in the formation is the vertex of square of edge
length equal to the lattice length `, or adjacent to a robot which is a vertex of a square of
edge length `.
An example of a square formation is shown in Figure 5.2.d).
Lemma 5. In a square formation of n ≥ 5 robots, every robot has at least 1 ≤ m ≤ n − 1
robots within a distance R (m) given by

R (m) =




2`

if m = 3

q


` b m c2 + 1
2

(5.12)
otherwise.

Proof. Satisfying the constraints of the square formation, let robot 0 be located at x0 ∈ L ,
and the robots 1 to 4 be located according to

xm =




x0 +


x0 +

m+1
2
m
2





v1 + v2

v1
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m≥1

odd,

m≥2

even,

(5.13)

for 1 ≤ m ≤ 4 (refer to Figure 5.4). There are seven lattice positions suitable for robots 5
and 6. By direct evaluation, it is straight forward to verify that the next two points, the
farthest from x0 , are the ones adjacent to the opposite edge of the square, x0 + 3v1 + v2
and x0 + 3v1 . Let robots five and six be placed in those points. The next two robots
can be located in any of the ten available points, but six have already been verified to
be closer to x0 than the robots 5 and 6, therefore only four points need to be evaluated
(refer to Figure 5.4 for an illustration of the pattern). In general, the position of the mth
odd robot that maximizes the distance to x0 is then one of the four positions given by
x0 + (m − 1) /2v1 + 2v2 , x0 + (m − 1) /2v1 − v2 , and the two positions given by (5.13).
Evaluating these expressions, we can verify that the positions given by (5.13) maximize
kxm − x0 k. Thus, a robot has at least m robots around it within a distance given by

kxm − x0 k =

 q


`
q


`


m+1 2
2

m 2
2

+1

+1

if m is odd,
(5.14)
otherwise,

for m ≥ 5. Adjusting for m = 0 to 4, the result can be stated as in (5.12).
Figure 5.4 shows the construction of a square formation that maximizes the distance from
the first allocated robot.
Lemma 6. Given a set V of 4F + 1 robots in a square formation, if the communication
range of every robot is R ≥ R (3F ), the associated communication graph of the formation
is (2F + 1)-robust.

Proof. The proof follows the proof of Lemma 2 using R = R (m).
Theorem 7. A group of n ≥ 4F + 1 robots in a square formation is ensured to be (2F + 1)robust, if the communication range of each robot satisfies R ≥ R (3F )
Proof. The proof follows the proof of Theorem 5 using R = R (m).
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Figure 5.4: The image shows the sequential addition of robots in a square lattice. Each
subsequent robot in the formation is placed maximizing the distance from robot 0. The
pattern repeats for all the successive robots.

5.2

Formations around obstacles, and heterogeneous communication capabilities

In the previous section, we showed sufficient conditions to build robot formations that ensure
r-robust communication networks (Theorems 6 and 7). Such formations can be designed
to cover an area around obstacles as shown in Figure 5.5. Adjusting both the radius R
and the lattice length `, the formation can be tailored to the desired coverage as long as
there are enough robots to satisfy the r-robustness conditions. Figure 5.6 shows a scenario
where two sets of robots can be connected through a narrow passage while maintaining the
robustness. Depending on the number of robots and the obstacle-free space available, a
connected formation or a triangular formation can be implemented. The latter uses more
robots, but requires a smaller communication range.
The scenarios above show the use of the same communication radius for each robot in the
formation, however, a heterogeneous set of communication radii can also be used. Using the
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Figure 5.5: Robots on a triangular lattice surrounding obstacles. The robots and the
obstacles are depicted in black and blue respectively.

Figure 5.6: Two sets of robots are connected through a narrow passage between obstacles.
a) A connected formation with R = R− (3F ) is used. b) A triangular formation with
R = R4 (3F + 1) is used, requiring more robots, but smaller communication range.
results of the previous section, it is possible to combine robots of different communication
range to optimize energy usage as in the following application example. Consider the scenario
of Figure 5.6.a, where two sets of robots are connected through a narrow passage using the
same communication range, e.g. we can use R− (3) to ensure 3-robustness.
An alternative solution can be obtained by setting an initial formation to the left of the
passage made of robots with a range of R4 (3), as shown at the top of Figure 5.7. Then,
it is possible to increase the range of the robots 1, 2 and 3 to R− (3) and maintain the
robustness, since we are only adding more edges to the graph. However, thanks to the
increased communication range of those three robots, more robots can be deployed through
the narrow passage with the same range R− (3), so that each new node has at least three
incoming edges from other three nodes with enlarged communication range. Finally, once
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the passage has been cleared, a triangular configuration can be continued with robots with
the smaller communication range of R4 (3). Using Lemmas 1 and 3, it can be verified that
there is a way to construct the formation ensuring three incoming edges for every new node,
thus ensuring the desired r-robustness is maintained. It is worth mentioning that there
can be multiple solutions. For example, changing three robots initially is necessary if the
obstacles block the communication. However, if the robots can communicate through the
obstacles, then fewer robots would need to be changed initially, since some blue robots can
contribute to the required incoming edges for new robots. The development of a rigorous
algorithm for particular cases is left for future research.

1

2

3

Figure 5.7: Robots of different communication range can be used to deal with obstacles
in the environment and optimize energy usage in the communications. The dots in red
represent robots with a communication radius R− (3), while the ones in blue have R4 (3).
The formation is 3-robust.
We end this section by showing how a bounded region in a triangular or square lattice can
be filled with robots of smaller communication range compared to the ones at the boundary.
Theorem 8. Suppose there is a region in a triangular lattice, bounded by a connected
formation of n ≥ 4F + 1 robots satisfying (2F + 1)-robustness, and every robot has a
communication range R ≥ F `. If the lattice points inside the region are occupied by robots
of communication range
R4int = F `,

F ≥ 1,

then the communication graph of the extended formation is (2F + 1)-robust.
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(5.15)

Proof. Consider the set B0 of robots at the boundary of the empty region as the vertices of
a polygon. Every polygon has at least 3 inner corners with an interior angle between 0 and
π radians. Consider the robot at an inner corner of the polygon, as well as the two robots
adjacent to it. Adjacent to these two robots, there is an unoccupied lattice point. A robot
placed on such an unoccupied lattice point will have three robots at a distance of `, and at
least two more robots at every distance increase of ` from it. Therefore, a robot placed in a
lattice point by an inner corner inside the empty region will have 3 + 2 (m − 1) = 2m + 1
neighbors within a distance of m`. For such a robot to have a degree of at least 2F + 1 to
preserve the robustness according to Theorem 3, the other robots must have a communication
range R satisfying 2R/` + 1 ≥ 2F + 1, leading to R4int ≥ F `. Assigning R4int to the
robots inside the empty region, occupy the lattice points by the inner corners of the polygon
corresponding to the set B0 . Once there are no more inner corners of B0 , consider the new
set of robots bounding the remaining empty space, B1 , and allocate robots in the corners of
the corresponding polygon. This process can be repeated until there are no more unoccupied
internal lattice points. Hence, using Theorem 3, we can construct a formation that combines
the boundary robots with communication range R ≥ F `, and the internal robots with
R = F `, so that the resulting formation has an associated (2F + 1)-robust communication
graph.

Figure 5.8 shows an example of the sequential filling of an empty region to illustrate the
proof of the theorem above. This example allows to use either R− (3F ) or R4 (3F ) to satisfy
the robustness conditions of the boundary, since the minimum of both radii is greater than
F ` for all values of F . This logic procedure can also applied to squared lattices.
Corollary 3. Suppose there is a region in a square lattice, bounded by a connected formation
of n ≥ 4F + 1 robots satisfying (2F + 1)-robustness, and every robot has a communication
√
range R ≥ max{ 2`, F `}. If the lattice points inside the region are occupied by robots of
√
communication range Rint = max{ 2`, F `}, then the communication graph of the extended
formation is (2F + 1)-robust.
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Proof. The proof follows the steps of the proof of Theorem 8, but requires adjusting the
√
distance to the first three robots at the corners, since one of them is at a distance 2`.
√
Hence, every robot is required to have a range R ≥ 2`.

a)

c)

b)

d)

Figure 5.8: A 3-robust formation of robots, depicted as black circles, surrounds an empty
region on a triangular lattice. New robots can be added while preserving the robustness at
the points with blue circles. The sequence of images from a) to d) show how the region can
filled.

5.3

Simulations and results

In order to support our theoretical analyses, we simulate two critical scenarios for robot
formations and resilient consensus. The first scenario is presented in Figure 5.2.a). It
shows a formation that only satisfies the conditions of connected formation. Figure 5.9
shows the consensus convergence in the presence of four malicious agents, located in disjoint
neighborhoods, using a R− (3) for all robots, leading to a 3-robust formation resilient against
1 malicious agent in the vicinity of every robot.
In our second scenario, we have a formation of 398 robots in a complicated configuration
due to a bottleneck, illustrated in Figure 5.10. This scenario can satisfy the conditions of
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Figure 5.9: Achieving consensus in a homogeneous network of 89 robots and the 4 malicious
robots, at most 1 in the vicinity of every robot, for the formation in Figure 5.2 a). The
malicious robots share random values, with mean 100, inside and outside of the convex hull
of the initial values of all robots.
Theorems 5, 6 or 8. So, we can ensure r-robustness using different communication ranges.
Considering the formation as just connected, taking advantage of its triangular formation
properties, or using different communication ranges for different robots. Figure 5.11 shows
the sum of squares of the communication range of each robot using the different strategies as
a function of F , in order to provide a measure of the power required to ensure the robustness
of the network. Since R− > R4 , the power required using R− is higher than with R4 . Using
a heterogeneous strategy by having the outer robots be triangular formation boundary with
R4 (3F ) and assigning the inner robots a range of R4int helps decrease the required power
while guaranteeing the same robustness. Figure 5.12 shows the consensus convergence in the
presence of malicious agents with the heterogeneous communication range, which is the case
that requires less power.
The strategies to obtain r-robust formations of robots described in this chapter allow for
formations that would not be possible using algebraic connectivity control laws and the bound
4.5. The formations shown in Figure 5.2 a) and Figure 5.10, when ensuring the 3-robustness
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Figure 5.10: A robot formation in a triangular lattice. This special configuration can take
advantage of the boundary properties to reduce the required communication radii. The
robustness of the formation shown can be guaranteed by using the appropriate communication
range of: a connected formation, a triangular formation, or a heterogeneous communication
radii. The lattice length is ` = 1.
to make them resilient against F = 1 malicious agents using a communication range of
R = R− (3), have an algebraic connectivity of λ2 = 0.1378 and λ2 = 0.1233 respectively, both
below the corresponding bound 4.5 of λ2 > 4. This means that an algebraic connectivity
control law will disrupt these formations, in spite of them satisfying the desired robustness.
However, it is important to recognize that as the communication range is increased to satisfy
higher values of F , the communication graph of these two formations will become complete
with the maximum algebraic connectivity of λ2 = n, where n is the number of robots in the
j
k
formation, and the maximum resilience F = n−1
. This is because the calculation of the
4

communication ranges is done considering the worst case scenario, where every robot in the
sequence is farther away than the previous one from the initial robot. This is not the case
for the formations in Figure 5.2 a) and Figure 5.10.
Figure 5.13 shows the algebraic connectivities of connected formations in a straight line,

which are the type of formations considered in the worst case scenario, and the bound 4.5
obtained from the isoperimetric constant. The algebraic connectivities of connected line
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Figure 5.11: The sum of the squares of the communication ranges of the robots in a formation
is presented as a measure proportional to the power required to satisfy the desired robustness.
For the scenario of Figure 5.10, the shown graphs correspond to the strategies with all the
robots having a communication range of R− (3F ), R4 (3F ), and the heterogeneous strategy.
For the last one, out of the 398 robots, the 150 robots making the triangular boundary are
assigned a range of R4 (3F ), while the 248 robots inside the boundary are assigned a range
of F .
formations with n = 4F + 1 resilient to the corresponding number F of malicious robots
are plotted, as well as the algebraic connectivity of a line connected formation of n = 201
robots satisfying the different values of F . In both cases, the corresponding communication
ranges calculated in this chapter lead to smaller algebraic connectivities than those required
by the bound 4.5. For these type of sparse formations, the results in this chapter provide
a strategy to deploy robots into formations that would not be possible with the algebraic
connectivity control laws.

5.4

Conclusions

We present sufficient conditions on the robot communication range to ensure r-robust
communication networks in formations over triangular and square lattices. The main idea
throughout the results of this chapter is the exploitation of the underlying structure in the
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Figure 5.12: Achieving consensus in a heterogeneous network of 398 robots and 4 malicious
robots for the formation in Figure 5.10. The malicious robots share random values with
mean 100, both inside and outside of the convex hull of the initial values.
formation that is provided by the lattices. Compared to the results in the literature, our
analysis allows to select formations with great flexibility, enabling the adjustment of the
formation and its communication network based on challenging environmental obstacles,
number of robots and energy constraints. Furthermore, formations that would not be
possible to achieve with other methods can be realized.
It is important to emphasize that the results in this chapter are only sufficient and are
conservative. They are based on the sparsest-case scenarios in the formations, where the
maximum distance between a robot and its mth neighbor is considered. Making such a
conservative assumption provides the guarantees of robustness for any formation satisfying
the constraints, in exchange of an increase in the communication range of each robot. An
example of the consequences of this conservativeness is that the use of the communication
range calculated for connected formations on a formation that is not a line, will lead to a
complete graph in the communication network with the maximum algebraic connectivity
λ2 = n as the range is increased for consecutive values of F . Figure 5.14 shows the graph of

61

200

Isoperimetric bound
Conn. line formation, n = 4F + 1
Conn. line formation, n = 201

λ2

150
100
50
0
0

10

20

30

40

50

F
Figure 5.13: The values of the bound 4.5 for different values of F are shown in black. The
values of the algebraic connectivity of connected line formations with n = 4F + 1 robots
for different values of F are shown in blue. The algebraic connectivities of a connected line
formation with n = 201 robots for different values of F are shown in red. The algebraic
connectivities of the connected formations are smaller than the bound 4.5.
the algebraic connectivities of the formation in Figure 5.2 a) using the connected formation
range R = 3F ` with ` = 1 for values from F = 1 to F = 22, as well as the bound 4.5.
For values of F ≥ 3, the algebraic connectivity is greater than the isoperimetric bound,
and a complete communication graph is obtained for F ≥ 8. However, by exploiting the
lattice constraints and using different communication ranges in the formation, we are able
to balance the increased cost in the communication range with the great flexibility to select
the formation as needed or desired. Studying the optimization of the communication range
assignment to the robots in a particular formation is an area left for future research. Excerpts
from this chapter can be found in our published work [25].
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Figure 5.14: The figure shows the algebraic connectivities of the formation shown in Figure 5.2
a) using the communication range R = 3F ` with ` = 1 calculated for connected formations.
For F ≥ 3, the algebraic connectivity is greater than the isoperimetric bound 4.5. For F ≥ 8,
the communication graph is complete.
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Chapter 6

Dense Resilient Formations of
Robots on Lattices
In this chapter, we extend the methods to create dense formations on lattices, sacrificing
the sparsity and flexibility of the formation studied in [25] in exchange for structure, which
allows the use of smaller communication ranges and thus reduces the energy consumption in
the communication system of large groups of robots. We use the word dense as an antonym
of sparse to emphasize the difference between the formations studied in this chapter and the
sparse formations studied previously. We present methods to design formations and calculate
a sufficient lower bound on the communication range to satisfy the desired robustness in
triangular and square lattices in the plane, and cubic lattices in the three-dimensional space,
as shown in Figure 6.1. Our results allow to extend the proposed formations across the
plane and the three-dimensional space. For this purpose, let {v1 , v2 , v3 be a basis for R3 ,
and let kv1 k = kv2 k = kv3 k = `. A lattice in the three-dimensional space is given by
L3 = {ai v1 + bi v2 + ci v3 : span{v1 , v2 , v3 } = R3 ; ai , bi , ci ∈ Z}.
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(6.1)

Figure 6.1: A cubic formation composed of 125 robots that is 27-robust, using a communication range ρC (3) as described in equation (6.8). The 27 robots in its interior communicate
with every other robot in the formation.
We will consider formations on a cubic lattice, which has a basis given by

n
B3 = v13

6.1
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= `
0 , v23 = ` 1 , v33 = ` 0 .
 
 
 
0
0
1

(6.2)

General results for robot formations with r-robust communication networks

Given a set of robots V distributed in a finite region, we look into selecting a sufficient
communication range to ensure r-robustness. Let ρ ∈ R≥0 and xc ∈ Rm be the radius and
center of a ball in the corresponding space, with m = 2 for robots on a plane, or m = 3 for
three-dimensional space. The set of robots within such a ball is given by

B = {i ∈ V : kxi − xc k ≤ ρ}.
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(6.3)

The next lemma allows us to communicate between robots in concentric balls.
Lemma 7. Let B1 be the set of robots within a ball of radius ρ1 , and B2 ⊆ B1 be the subset
of robots in a concentric ball of radius ρ2 ≤ ρ1 . If the communication range of every robot in
B1 satisfies
R ≥ ρ1 + ρ2 ,

(6.4)

then every robot in B2 is communicated with every robot in B1 .
Proof. Let xc denote the center of the ball. Let x1 and x2 be the positions of robots in B1
and B2 respectively, so that they satisfy 0 ≤ kx1 − xc k ≤ ρ1 and 0 ≤ kx2 − xc k ≤ ρ2 . Then,
kx1 − x2 k = k (x1 − xc ) − (x2 − xc ) k
≤ kx1 − xc k + kx2 − xc k ≤ ρ1 + ρ2 . (6.5)
Since ρ1 + ρ2 ≥ kx1 − x2 k, a communication range R ≥ ρ1 + ρ2 ensures that each robot in
B2 is within the communication range of each robot in B1 .
With enough robots in the sets B1 and B2 , the r-robustness of the robot communication
network can be ensured, as follows.
Lemma 8. Let B1 be the set of robots within a ball of radius ρ1 with |B1 | ≥ 4F + 1, and
B2 ⊆ B1 be the subset of robots within a concentric circle of radius ρ2 ≤ ρ1 with |B2 | ≥ 2F +1.
If the communication range of every robot is

R ≥ ρ1 + ρ2 ,

(6.6)

then the communication graph of the robots in B1 is (2F + 1)-robust.
Proof. By Lemma 7, each robot in B1 is within the communication range of each robot
in B2 . Let V be a subset of 4F + 1 robots such that B2 ⊂ V ⊆ B1 . If V = B1 , then by
Corollary 1 the communication graph of B1 is (2F + 1)-robust. Otherwise, if V ⊂ B1 , then by
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Corollary 1, the communication graph corresponding to the robots in V is (2F + 1)-robust.
However, each robot in B1 \ V has at least 2F + 1 neighbors in V, and by Theorem 3, each
of these robots can be added to the (2F + 1)-robust network of 4F + 1 robots preserving
the robustness, and therefore, the communication graph of B1 is (2F + 1)-robust. Then, for
|B1 | ≥ 4F + 1, the communication graph of B1 is (2F + 1)-robust.
We can extend a formation and preserve the r-robustness by placing new robots in the
vicinity of a group of robots that already belong to an r-robust formation, as shown in the
following theorem.
Lemma 9. Consider a set of robots V with an r-robust communication graph, each robot
with a communication range R. Let xc and ρ be the center and radius of a ball such that the
subset of robots B = {i ∈ V : kxi − xc k ≤ ρ} ⊆ V satisfies |B| ≥ r. If R ≥ 2ρ, then a robot
that does not belong to V located within the ball of center x0 and radius R − ρ can be added
to the robot network, preserving the r-robustness.

Proof. By the lemma’s premise, R ≥ 2ρ, and therefore R − ρ ≥ ρ. Let B1 be the set of robots
within a ball of radius ρ1 = R − ρ, and B2 = B ⊆ B1 the subset of robots in a concentric
ball of radius ρ2 = ρ ≤ R − ρ = ρ1 . Since ρ1 + ρ2 = R − ρ + ρ = R, then by Lemma 7,
every robot in B is communicated with every robot in B1 . Since B contains at least r robots
belonging to V, then each of the robots in B1 will have at least r neighbors in V. Applying
Theorem 3 to each of the robots in B1 \ V, we conclude that the addition of these robots to
the network, which do not belong to V and are within a distance R − ρ from x0 , preserves
the robustness.

Lemmas 8 and 9 are general for arbitrary locations on the two-dimensional and threedimensional space, and can be applied to a wide range of robot formations. Figure 6.2 shows
an example. In the next section, we study a specific type of formations on lattices, and use
their properties to specialize the previous results.
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Figure 6.2: a) The subset of robots {1, 2, 3, 4, 5}, all of which have a communication range
equal to R = ρ1 + ρ2 denoted with a thick black line, form a 2F + 1-robust communication
graph with F = 1, according to Lemma 8. b) Robot 6 can be added to the formation using
Lemma 9 preserving the 3-robustness, since it is within the communication range of the
Robots 3,4, and 5.

6.2

Densely packed r-robust formations on lattices

In this chapter, we focus on formations that are densely packed and highly structured.
Although these formations constrain the sparsity and flexibility of the distribution of robots,
we show that, compared to previous results in the literature [25], they require a significantly
smaller communication range to satisfy the robustness properties.

6.2.1

p-formations

We now describe the construction of the formations studied in this chapter. Given a lattice L
and a distance d, the formations are built in layers LL,d
k of lattice points, starting from layer
LL,d
0 = {x0 }, which contains the lattice point at the center of the formation with position
x0 . The layer LL,d
for k ≥ 1 is constructed with the lattice points at a distance d of the
k
lattice points in the layer LL,d
k−1 , such that

LL,d
k

= {xj ∈ L \

k−1
[
l=0

LL,d
: kxj − xi k ≤ d ∀ xi ∈ LL,d
l
k−1 }.
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(6.7)

Using either d = ` or d =

√

2`, we can define the following formations.

Definition 15 (p-hexagonal formation). A p-hexagonal formation on a triangular lattice
is the set of robots Hp located on the set of lattice points with center at x0 given by FH,p =
Sp
L4 ,`
.
k=0 Lk
Definition 16 (p-small square formation). A p-small square formation on a square

lattice is the set of robots sp located on the set of lattice points with center at x0 given by
S
L ,`
Fs,p = pk=0 Lk  .

Definition 17 (p-large square formation). A p-large square formation on a square

lattice is the set of robots Sp located on the set of lattice points with center at x0 given by
√
S
L , 2`
.
FS,p = pk=0 Lk 

Definition 18 (p-cubic formation). A p-cubic formation on a cubic lattice is the set of
√
Sp
L3 , 2`
robots Cp located in the set of lattice points with center at x0 given by FC,p = k=0 Lk
.
Figure 6.1 shows an example of a formation in the three-dimensional space, and Figure 6.3
shows examples of the p-formations on the plane. Based on the description by layers, it is
possible to define other formations with different geometric shapes and additional robots for
each layer. However, in this thesis we focus on the aforementioned four formations.
We refer to the sets FH,p , Fs,p , FS,p and FC,p in Definitions 15-18 as the footprint of the
formation, and each LL,d
k for 0 ≤ k ≤ p is a layer of the formation footprint. We refer to
these four formations as p-formations. These formations satisfy the following condition.
Lemma 10. If a set of robots V is organized in a p-formation, then all the robots in V are
within a ball of radius ρβ (p), where

ρβ (p) =





ρH (p) = p`







ρs (p) = p`

√



ρS (p) = p 2`





√


ρC (p) = p 3`
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for p-hexagonal,
for p-small square,
(6.8)
for p-large square,
for p-cubic.

Figure 6.3: a) A p-hexagonal formation. b) A p-small square formation. c) A p-large square
formation. In all cases, p = 3. The corresponding circle in purple and the hexagonal and
square footprints in yellow are shown for reference.
Proof. The robots in each layer can be at most at a distance ` from some robot in the previous
√
layer in the hexagonal and small square formations, 2` in the large square formation, and
√
3` in the cubic formations. Since layer 0 is only one robot at some position xc , then all
√
√
the robots from layers 0 to layer p are within a radial distance p`, p 2 or 3` from xc .
Note that ρβ (p) is a linear function of p, such that ρβ (c1 p1 + c2 p2 ) = c1 ρβ (p1 ) + c2 ρβ (p2 ).
Let nβ (p) the number of lattice points as a function of the number of layers p. It is
straight-forward to show that nβ (p) can be calculated through the closed-form equations

nβ (p) =





nH (p) = 3p2 + 3p + 1







n (p) = 2p2 + 2p + 1
s




nS (p) = 4p2 + 4p + 1







nC (p) = (2p + 1)3

for p-hexagonal,
for p-small square,
(6.9)
for p-large square,
for p-cubic.

The smallest integer size pmin of a p-formation to have at least nd robots is given by
n
o
pmin (nd ) = min p ∈ Z>0 : nβ (p) − nd ≥ 0 .

(6.10)

Choosing nd = 4F + 1 gives the smallest number of layers with enough robots for an
F -elemental graph. Closed form solutions to pmin (nd ) can be obtained by solving the
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Figure 6.4: Values of pmin (2F + 1) and pmin (4F + 1) for the first hundred values of F in a
p-hexagonal formation.
quadratic or cubic polynomial corresponding to the p-formations discussed in this chapter.
We can also compute the maximum resiliency of a p-formation as a function of the number
of layers p. The maximum number F is given by
n
o j n (p) − 1 k
β
,
Fmax (p) = max F ∈ Z>1 : nβ (p) − (4F + 1) ≥ 0 =
4

(6.11)

where b·c is the floor function.

6.2.2

p-formations and r-robustness

We use Lemmas 8 and 9 to calculate a sufficient communication range that ensures rrobustness in p-formations.
Theorem 9. If a p-formation satisfies that p = pmin (4F + 1) and every robot has a communication range
R ≥ ρβ (pmin (4F + 1) + pmin (2F + 1)) ,
then the communication graph of the p-formation is at least (2F + 1)-robust.
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(6.12)

Proof. Given that p = pmin (4F + 1), there are at least 4F + 1 robots within circle of
radius ρβ (pmin (4F + 1)). Since the function pmin is non decreasing, there is a concentric
p-formation with p = pmin (2F + 1) with at least 2F + 1 robots. Since ρβ (p) is proportional
to p, ρβ (pmin (2F + 1)) ≤ ρβ (pmin (4F + 1)). By Lemma 8, if
R ≥ ρβ (pmin (4F + 1)) + ρβ (pmin (2F + 1)) = ρβ (pmin (4F + 1) + pmin (2F + 1)) , (6.13)
where the linearity of ρβ (p) was used, then the communication graph of the p-formation is
at least (2F + 1)-robust.

Theorem 9 allows for the construction of at least (2F + 1)-robust communication graphs in
p-formations. However, the resulting formation may have a higher robustness. Figure 6.4
shows the values of pmin for 2F + 1 and 4F + 1 robots corresponding to the p-hexagonal
formation. The other p-formations present a similar behavior. As shown in the graph, the
same pair of values for pmin (2F + 1) and pmin (4F + 1) satisfy different values of F , as the
number of robots in each layer increases quadratically while the demand of robots to satisfy
a desired resiliency F increases linearly. Given a p-formation, equation (6.11) allows us to
calculate the maximum resiliency Fmax (p) feasible with nβ (p) robots in the formation. We
now reformulate our result to satisfy the maximum resiliency Fmax (p), given p.
Corollary 4. If the communication range of every robot in a p-formation is given by

R ≥ ρβ (p + pmin (2Fmax (p) + 1)) ,

(6.14)

then the associated communication graph is (2Fmax (p) + 1)-robust.
Proof. Since Fmax (p) satisfies (6.11), then nβ (ρ) ≥ 4Fmax (p)+1, and by (6.10), we conclude

72

Figure 6.5: Panel a) shows a 5-small square formation where all the robots have a communication range R = ρs (8), allowing all the robots in the concentric 3-small square formation
to communicate with every other robot. The formation is resilient against F = 12 malicious
robots following Theorem 9. Panel b) also shows a 5-small square formation, but the
communication range of all the robots is R = ρs (9), allowing all the robots in the concentric
4-small square formation to communicate with every other robot. The formation is resilient
against Fmax (5) = 15 malicious robots, following Corollary 4. The footprints of the various
p-formations are delineated by blue lines, and the size of the communication ranges are
denoted in red.
that p ≥ pmin (4Fmax (p) + 1). Therefore,
R ≥ ρβ (p + pmin (2Fmax (p) + 1))

(6.15)

≥ ρβ (pmin (4Fmax (p) + 1) + pmin (2Fmax (p) + 1)) ,
and, by Theorem 9, the communication graph of the p-formation is at least (2Fmax (p) + 1)robust.

Figure 6.5 shows examples of p-small square formations with p = 5 but different communication ranges, exemplifying the application of Theorem 9 and Corollary 4.

6.2.3

Extending p-formations

If p = pmin (4F + 1) is strictly greater than pmin (2F + 1), then there are enough robots in
the internal layers of the p-formation to communicate with every other robot, ensuring the
(2F + 1)-robustness, following Theorem 9. Moreover, relying exclusively on robots within
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Figure 6.6: Extension of a 9-robust 2-large square formation resilient to F = 4 malicious
robots, following Theorem 10. The pmin (2 (4) + 1) = 1-formation footprint is delineated by
a solid red line, while the footprint of the pmin (4 (4) + 1) = 2-formation is delinated by a
dotted line. The formation is extended while preserving the r-robustness by placing new
robots at any of the lattice points within the 2-large square footprint around any available
1-large square footprint.
the inner layers to communicate with every other robot allows to increase the size and extend
the shape of the formations while preserving the robustness, shown as follows.
Theorem 10. Let V be a set of robots arranged in a p-formation with p = pmin (4F + 1),
such that it has (2F + 1)-robust communication network, pmin (4F + 1) > pmin (2F + 1),
and every robot has a communication range R = ρβ (pmin (4F + 1) + pmin (2F + 1)). Let
the footprint of such formation be F. If there is a pmin (2F + 1)-formation, with footprint
denoted by F0 , which is of the same type as the footprint F and has it center at some
lattice point located at x0 such that F0 ⊂ F, then any robot located in the footprint of a
pmin (4F + 1)-formation with center at x0 can be added to the communication network of
the set of robots V, preserving the robustness.
Proof. Let C be the set of robots in the pmin (2F + 1)-formation with footprint F0 , which
implies that |C| ≥ 2F + 1. By the definition of the p-formation, this subset of robots is
within a ball of radius ρβ (pmin (2F + 1)) centered at x0 . By the theorem’s premise, F0 ⊂ F
therefore C ⊂ V, and p > pmin (2F + 1), leading to
R = ρβ (p + pmin (2F + 1)) > 2ρβ (pmin (2F + 1)) ,

(6.16)

where we used the linearity of ρβ (p). Then, by Lemma 9, any robot located within
the ball centered at x0 of radius ρβ (p + pmin (2F + 1)) − ρβ (pmin (2F + 1)) = ρβ (p) =
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Figure 6.7: A formation obtained by extending a 9-robust 2-large square formation, resilient
against F = 4 malicious agents using the local model. Every robot has a communication
range of ρS (3). The eight robots shown in red do not follow the nominal update rule.
ρβ (pmin (4F + 1)), which circumscribes the footprint of a pmin (4F + 1)-formation centered
at x0 , can be added to the communication network of the set of robots V, preserving the
robustness.

Figure 6.6 shows an example of the succesive application of Theorem 10 to obtain an
extended p-formation from a 2-large square formation. Figure 6.7 shows a formation in the
plane that can be achieved using this strategy.
Theorem 9 and Corollary 4 can be extended to ensure the robustness of a p-formation for
any value 1 ≤ F ≤ Fmax (p). This extension allows to change the communication range to
achieve the desired robustness.
Theorem 11. Consider a p-formation. Let F be a value such that 1 ≤ F ≤ Fmax (p). If
pmin (4F + 1) > pmin (2F + 1) and the communication range of every robot in the formation
is given by
R ≥ ρβ (pmin (4F + 1) + pmin (2F + 1)) ,

(6.17)

then the communication graph associated to the p-formation is at least (2F + 1)-robust.
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Proof. Let the p-formation have its central layer LL,d
at x0 , and let V be the set of all
0
the robots on the formation. Since F ≤ Fmax (p), and pmin is a non decreasing function,
then p ≥ pmin (4Fmax (p) + 1) ≥ pmin (4F + 1) > pmin (2F + 1). For an F such that
p4 = pmin (4F + 1) > p2 = pmin (2F + 1), select a subset of robots V1 ⊂ V such that they
form a p4 -formation also centered at x0 . By Theorem 9, given the communication range of
R = ρβ (p4 + p2 ), then the communication graph of only the robots in V1 in a p4 -formation
is at least (2F + 1)-robust. We now show that the rest of the robots in V \ V1 can be added
to the formation, preserving the robustness.
Starting at m = 0, consider a robot i on the (p4 + m)th layer of the p-formation. Select
a subset Ci of robots within a p2 -formation footprint centered at some lattice point on
the (p4 + m − p2 )th layer of the p-formation, so that robot i is on the outermost layer.
By Theorem 10, the robots within the concentric p4 -formation footprint can be added to
the r-robust formation, preserving the robustness. Based on the construction by layers
of the p-formations, this p4 -formation footprint includes the neighbors of robot i in the
(p4 + m + 1)th layer. Repeating the process with every robot on the (p4 + m)th layer allows
every robot on the (p4 + m + 1)th layer to join the network. Repeating the process for
m = 0 to m = p − p4 − 1 allows every robot in the p-formation to joint the network and
preserve the robustness. Therefore, the communication graph associated to the p-formation
is at least (2F + 1)-robust.

Figure 6.8 shows an example of a 10-hexagonal formation constructed by extending a
3-hexagonal formation using Theorem 11.
The constraint of pmin (4F + 1) > pmin (2F + 1) ensures that the communication range
R = ρβ (pmin (4F + 1) + pmin (2F + 1)) satisfies R ≥ ρβ (2pmin (2F + 1) + 1), so that a
robot in the layer LL,d
pmin (2F +1)+1 is within the range of all the (2F + 1) robots in the
pmin (2F + 1)-formation footprint. This allows for the extension the formations as discussed in the previous results on this section. If pmin (4F + 1) = pmin (2F + 1), the formation cannot be extended. The issue can be solved by using a communication range
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Figure 6.8: A 10-hexagonal formation that is 19-robust, where each robot has a communication range of ρH (5), giving it the maximum robustness of a 3-hexagonal formation.
The footprints of the 3-hexagonal and 2-hexagonal formation are delineated in yellow. The
formation has 12 malicious robots, shown in red.
of R = ρβ (pmin (4F + 1) + pmin (2F + 1) + 1), such that R ≥ ρβ (2pmin (2F + 1) + 1) for
every robot. The ability to extend the formations is gained, at the cost of increasing the
communication range. Figure 6.9 shows an example of an extended p-cubic formation using
the augmented communication range.

6.3

Simulations and results

Our previous work in [25] presents the sufficient communication ranges for sparse formations
on lattices to satisfy the desired r-robustness. The ranges for connected formations R− ,
triangular formations R4 , and square formations R are presented, as well as a strategy
assigning different communication ranges for different robots. The sum of the square of the
communication ranges was used as a metric of the efficiency to achieve a robustness with
a given communication range. We use this metric because the sum is proportional to the
required power for the communication. For further details, we refer the reader to [25]. This
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Figure 6.9: A 13-robust formation of robots obtained by extending a 1-cubic formation,
resilient against F = 6 malicious robots under the local model. Since pmin (4F + 1) =
pmin (2F + 1) = 1, the extension was enabled by augmenting the communication range of
the robots to R = ρC (3). The malicious robots are depicted in red.
section presents the comparison between the use of the communication ranges in [25] and
the communication ranges developed for the p-formations. The simulations show that, for a
given formation, the results of presented in this chapter require a smaller communication
range than previous results.
Figure 6.10 shows the convergence of the consensus algorithm in the presence of malicious
robots for the formation in Figure 6.7, using the communication range of ρS (3) for every
robot. Figure 6.11 shows the comparison between the sum of squares of the communication
ranges to achieve the same resiliency using the results from [25], and the communication
range ρS . The comparison shows that using the communication range for p-formations
requires less power than the other strategies.

Figure 6.12 shows the convergence of the

consensus algorithm in the presence of malicious agents for the formation in Figure 6.8,
using the communication range of ρH (5) for every robot. Figure 6.13 shows the comparison
between the sum of squares of the communication ranges to achieve the same resiliency
using the results from [25] for the first 82 feasible values of F . The strategy using different
communication ranges allows for resiliency values of F up to F = 28. The comparison shows
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Figure 6.10: Asymptotic consensus of the 9-robust formation with communication range
ρS (3) shown in Figure 6.7. The consensus is achieved in spite of the eight malicious robots
following the local model who do not update using the nominal rule. The updates as a
function of the time-step t are shown for all robots.
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Figure 6.11: Sum of the square of the ranges for all the robots in the formation in Figure
6.7 using different communication ranges. The p-formation range computed in this chapter
requires the lowest power.
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Figure 6.12: Asymptotic consensus of the 19-robust formation with communication range
ρH (5) shown in Figure 6.8. The consensus is achieved in spite of the twelve malicious robots
following the local model who do not update following the nominal rule. The updates, as a
function of the time-step t, are shown for all robots.
that using the communication range for p-formations requires less power than the other
strategies. Figure 6.14 shows the consensus of the formation in Figure 6.9.
Figure 6.15 shows the algebraic connectivities of p-hexagonal formations and the bound
4.5 obtained from the isoperimetric constant. The algebraic connectivities of pmin (4F + 1)hexagonal resilient to their corresponding values of F are plotted, as well as the algebraic
connectivity of a 10-hexagonal formation satisfying the different values of F . In both cases,
the corresponding communication ranges calculated in this chapter lead to smaller algebraic
connectivities than those required by the bound 4.5. For these type of sparse formations,
the results in this chapter provide a strategy to deploy robots into formations that would
not be possible with the algebraic connectivity control laws.

6.4

Conclusions

In this chapter, we present strategies to deploy robots in the plane and in three dimensions,
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Figure 6.13: Sums of the square of the communication ranges for all the robots in the
formation in Figure 6.8. The p-formation range computed in this chapter requires the lowest
power.
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Figure 6.14: Consensus of the robots in the formation shown in Figure 6.9, in spite of the
malicious agents.
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Figure 6.15:
deriving a sufficient communication range to satisfy a desired r-robustness, which allows
the formation of robots to achieve consensus in the presence of malicious agents. We
focus on densely packed robot formations on triangular, square, and cubic lattices. Our
formations allow to use smaller communication ranges than those used in the previous
literature, optimizing the energy usage in the communication network.
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Chapter 7

Control Strategies for r-Robust
Formations of Robots
The previous two chapters of this thesis discussed methods to place robots in fixed positions
and assign appropriate communication ranges to satisfy a desired r-robustness. In this
chapter, we present automatic control laws that drive robots, in finite time, into formations
with r-robust communication graphs. We build upon our previous results, and the results in
[42] on Finite-time Convergence Control Barrier Functions (FCBF).
The work in [42] uses FCBF to compute control laws that drive robots into formations
that satisfy a reference adjacency matrix. We include a brief explanation on how we can
adapt these control laws to drive robots into formations with desired r-robust properties,
optimizing the robot labeling. However, the constraints imposed by the reference adjacency
matrix, which associates specific pairs of robots according to a given labeling, are unnecessary
for r-robustness. For this reason, in this chapter we present results relating the number
of connected vertices in a graph to its relevant connectivity properties, and we use these
graph-theoretic results to develop a set of control laws to drive the robots into formations
satisfying r-robustness without using a reference adjacency matrix, but only specifying the
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desired number of neighbors in the communication graph.
We begin the chapter with a brief introduction to Control Barrier Functions.

7.1

Fundamentals of control barrier functions

Consider a control system of the form

ẋ = f (x) + g (x) u

(7.1)

where x ∈ D ⊂ Rn , u ∈ U ⊂ Rm , and f and g are Lipschitz continuous. Let the desired set
C for the state of the system be defined by the the continuously differentiable function h (x)
as
C = {x ∈ Rn : h (x) ≥ 0}.

(7.2)

Definition 19 ([42]). Given a dynamical system (7.1) and the set C defined by (7.2) with
a continuously differentiable function h : Rn → R, if there exist real parameters ρ ∈ [0,1),
γ > 0, and a set C ⊆ D ⊂ Rn such that, for all x ∈ D,
sup [Lf h (x) + Lg h (x) u + γsign (h (x)) |h (x) |ρ ] ≥ 0,

(7.3)

u∈U

then the function h is called a Finite-time Convergence Control Barrier Function (FCBF)
defined on the set D.
Given a FCBF h, the set of feasible control inputs is
K (x) = {u ∈ U : Lf h (x) + Lg h (x) u + γsign (h (x)) |h (x) |ρ ≥ 0}

(7.4)

Proposition 1 ([42]). Given a set C ⊂ Rn associated with a FCBF h (x) defined on D with
C ⊆ D ⊂ Rn , and parameters ρ ∈ [0,1), γ > 0, any continuous controller u : D → U such
that u ∈ K (x) for the system (7.1) renders the set C forward invariant. Moreover, given
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the initial state x0 ∈ D \ C, any continuous controller u : D → U such that u ∈ K (x) for
the system (7.1) drives the state x to C within finite time T =

1
1−ρ .
γ(1−ρ) |h (x0 ) |

Given a communication graph Gk that a robot formation with N robots has to satisfy by time
τk , the edge requirement (i, j) ∈ Ek can be encoded in the set Cij = {x ∈ R2N : hij (x) ≥ 0},
where x ∈ R2N is a vector containing the position coordinates of the N robots, and
hij (x) = R2 − kxi − xj k2 . The constraints corresponding to all the pairs in the edge set can
T
be encoded in a single set Ck = (i,j)∈Ek Cij

Theorem 12 ([42]). Given a required communication graph structure Gk = (V, Ek ) and a
robotic team with initial state x0 , any controller
u (x) ∈ {u ∈ R2N : ḣij (x) + γsign (hij (x)) |hij (x) |ρ ≥ 0, ∀ (i, j) ∈ Ek }

(7.5)

can assemble the required graph Gk within finite time duration
Tk =

max

{(i,j)∈Ek :xo ∈C
/ ij }

n

o
1
|hij (x0 ) |1−ρ .
γ (1 − ρ)

(7.6)

As shown in [42], given a nominal control input ûi for robot i, the control input ui closest
to ûi that satisfies the constraints can be calculated with a quadratic program as follows:
u∗ = argmin
u

s.t

N
X
i=1

kui − ûi k2

(7.7)

ḣij (x) + γsign (hij (x)) |hij (x) |ρ ≥ 0, ∀ (i, j) ∈ Ek

Obstacle avoidance using control barrier functions has been thoroughly studied in [91], and
the developed barrier functions can be used together with ours. For this reason, in this
thesis we focus only on our contributions to robot formations.
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7.2

Enforcing r-robustness in robot formations with control
barrier functions

In this section, we compute control laws for groups of robots to achieve a formation satisfying
the desired robustness. First, we use a control law based on a reference adjacency matrix.
Then, we propose new control laws that drive the robots into such formations without the
need of specifying an adjacency matrix, but only the number of robots with which each
robot is required to communicate.

7.2.1

Obtaining r-robustness through a permutation of the desired adjacency matrix

The desired communication graph edge set Ed obtained using the methods in [26] can be
represented through the graph’s desired adjacency matrix Ad , whose elements adij are given
by adij = 1 if (i, j) ∈ Ed , and adij = 0 otherwise. Once the desired adjacency matrix
is computed, a controller to achieve a formation satisfying it can be calculated following
Theorem 12, developed in [42].
However, the r-robustness property does not require any pairwise constraints among the
robots. As long as for every pair of non-empty disjoint subsets of nodes there is one subset
that has at least one node with r neighbors outside that set, any labeling of the robots can be
used. Consider the three graphs and its corresponding adjacency matrices shown in Figure
7.1. Each graph is a different permutation of the other two. Although the labeling and
therefore the adjacency matrices are different, the three graphs satisfy 3-robustness as they
are all 1-elemental graphs, according to Theorem 4. Suppose that the initial positions of a
group of five robots satisfy the graph in Figure 7.1 b). If the adjacency matrix of Figure 7.1
a) is used as the desired reference adjacency matrix, then robots 1 and 2 will be driven closer
together until they are within the range of each other, obtaining a fully connected graph. In
this case, even though the initial configuration already satisfied the desired r-robustness,

86

Figure 7.1: The three graphs shown have adjacency matrices which are permutations of each
other.
using an adjacency matrix that does not match the initial configuration as a reference for the
controller described in Theorem 12 leads to the unnecessary reconfiguration of the robots
and the creation of additional edges.
The r-robustness property is satisfied as long as the required edge set is satisfied for some
appropriate labeling of the robots. Hence, any permutation of the labeling of the nodes,
represented by graphs isomorphic to Ad of the form A0d = P Ad P T where P is an element of
the space of permutation matrices P, will ensure the same robustness as Ad . In particular,
finding a permutation close to the adjacency matrix A0 associated with communication
graph G0 = (V, E0 ) of the initial positions of the robots, may decrease the number of new
edges required, and therefore the adjustments in position of the robots to satisfy the desired
robustness. We use graph matching [10] to find the matrix P ∗ ∈ P that solves to the
following optimization problem:
P ∗ = argmin kA0 − P Ad P T kF

(7.8)

P ∈P

where k · kF is the Frobenius norm on matrices. Solving for P ∗ allows for the computation
of the permutation A0d = P ∗ Ad P ∗T that is closest to A0 in the sense of the Frobenius norm.
As the graphs associated with the adjacency matrices A0d and Ad are isomorphic, satisfying
the adjacency relations in A0d ensures the desired r-robustness. The desired edge set can be
computed from A0d , and the corresponding control law can be calculated following Theorem
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12, developed in [42]. In the example described above, the graph matching algorithm finds
the adjacency matrix in Figure 7.1 b) to be the closest permutation of the adjacency matrix
Figure 7.1 a) to the adjacency matrix of the initial position of the robots from Figure 7.1 b),
and the controller using such permutation does not modify the position of the robots.

7.2.2

Obtaining r-robustness without specifying an adjacency matrix

Since the labeling imposed by an adjacency matrix is unnecessary, we now develop control
laws to achieve formations of robots with the desired r-robust properties without imposing
particular adjacency constraints through an adjacency matrix. We begin by showing the
following results, which can be applied to either a communication or a proximity graph
depending on the value of D.
Proposition 2. Let V be a set of N ≥ 1 robots, and let GD = (V, ED ) be the graph associated
with the formation of robots such that ED = {(i, j) |kxi − xj k ≤ D}. Suppose each robot is
within a distance D of 0 ≤ n ≤ N − 1 robots.
a) If n = N − 1, then GD is complete.
b) If n ≥ (N − 1) /2, then GD is connected.
Proof. For case a), consider robot i ∈ V. Since |V \ {i}| = N − 1 = n, robot i must be within
a distance D of every other robot in the formation. As this is the case with every robot, the
associated graph is complete.
S
In case b), consider a robot i and its set of n neighbors Vi . Trivially, the set Vi i is
S
connected. For N > 1, consider a robot j ∈ V \ (Vi {i}). Since j has n neighbors, and
S
S
|V \ (Vi {i, j}) | = N − (n + 2) ≤ 2n + 1 − n − 2 = n − 1, then every robot j ∈ V \ (Vi {i})
S
must be within a distance D of at least one robot in Vi {i}, hence the graph is connected.
The results in Proposition 2 show that it is possible to ensure some connectivity properties
by enforcing the robots to be within a distance from a given number of robots. Next, we
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develop barrier functions that enforce such constraints. We use the notation x ∈ R2N for
the vector of stacked position coordinates of the robots and initial condition x0 , and we
denote the difference between the positions of two robots as xij = xi − xj and its magnitude
as δij = kxij k. We also assume that the maximum distance between any two robots at any
time is bounded by the constant δmax .
We begin by defining the function Sij : R → R given by δij 7→ Sij (δij ) that provides a
measure of the distance between robots. For N = 2, the only edge in the graph with two
nodes depends on the distance between the corresponding two robots. To command them
to create the edge, the function S12 (δ12 ) = − (δ12 − D) can be used, so that S12 (δ12 ) ≥ 0
ensures the two robots are within the distance D. Hence, using h12 (δ12 ) = S12 (δ12 ) and
using Theorem 12 for the graph of two nodes, we can guarantee the edge in finite time. For
a number of robots greater than two, there are more combinations of robots to create edges
and thus a different function is required. For N > 2, let the function Sij satisfy the following
properties:
(a) Sij belongs to the class C 1 of continuously differentiable functions.
(b) Sij (δmax ) < 0. Sij (D) = 0. For 0 ≤ δij ≤ µD with 0 < µ < 1, Sij (δij ) =
− (N − 2) Sij (δmax ).
(c) Sij is strictly decreasing for µD < δij ≤ δmax .
(d)

dSij
dδij

< 0 at δij = δmax .

An example of such a function is presented in Section 7.3. To simplify the notation, let m
and M be defined as
m = −Sij (δmax )

(7.9)

M = − (N − 2) Sij (δmax )

(7.10)

In the following, the dependency of the functions on the position of the robots is omitted.
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Let Si be defined as
Si =

X

Sij

(7.11)

j∈V\{i}

The following result shows how the functions Sij and Si can be used to obtain a lower bound
on the number of robots that have robot i within a given distance.
Proposition 3. Let V be a set of N > 2 robots, and the functions Sij satisfy properties
(a)-(d) and Si as defined in (7.11). For 1 ≤ nd ≤ N − 1, if Si ≥ (nd − 1) M , then robot i is
within a distance D of at least nd robots in V \ {i}.
Proof. Suppose robot i is within a distance D of the set of robots Vi with 0 ≤ |Vi | ≤ N − 1.
Then,
Si =

X

j∈V\{i}

Sij =

X

Sij +

j∈Vi

X

j∈V\(Vi

S

Sij

(7.12)

{i})

From its properties, Sij takes values in the interval [0,M ] for j ∈ Vi and in the interval
S
[−m,0) for j ∈ V \ (Vi {i}). Then, for 0 ≤ |Vi | ≤ N − 2, the value of Si is upper bounded
by

Si < |Vi |M,

(7.13)

If Si ≥ (nd − 1) M for 1 ≤ nd ≤ N − 1, then the inequality
(nd − 1) M ≤ Si < |Vi |M,

(7.14)

can only be satisfied with nd − 1 < |Vi |. As nd and |Vi | only take discrete values, this
implies that |Vi | ≥ nd , so that robot i must be within a distance D of at least nd robots in
V \ {i}.
Let us now define the function f : R → R given by Si 7→ f (Si ), satisfying the following
properties:
(i) f belongs to the class C 1 of continuously differentiable functions.
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(ii) f (− (N − 1) m) < 0. f ((nd − 1) M ) = 0. For (nd − 1 + α) M ≤ Si ≤ (N − 1) M with
0 < α < 1, f (Si ) = − (N − 1) f (− (N − 1) m).
(iii) f is strictly increasing for the values − (N − 1) m ≤ Si < (nd − 1 + α) M .
(iv)

df
dSi

> 0 at Si = − (N − 1) m.

To simplify the notation, let a and A be defined as

a = −f (− (N − 1) m)

(7.15)

A = − (N − 1) f (− (N − 1) m)

(7.16)

Let the function S be defined as
S=

X

f (Si )

(7.17)

i∈V

The function S can be used to obtain a lower bound on the number of robots that are within
a distance D of at least nd robots, as shown in the following result.
Proposition 4. Let V be a set of N > 2 robots, the function Sij satisfy properties (a)-(d),
the function f satisfy properties (i)-(iv), and the functions Si and S as defined in (7.11) and
(7.17). For 1 ≤ nd ≤ N − 1 and 1 ≤ kd ≤ N , if S ≥ (kd − 1) A, then there are at least kd
robots within a distance D of at least nd other robots.
Proof. Let A be the set of robots such that Si ≥ (nd − 1) M for i ∈ A. By Proposition 3,
these |A| robots are each within a distance D of at least nd robots in the respective sets
V \ {i}.
From its properties and since Sij takes values in the interval [0,M ] for j ∈ Vi and in
S
the interval [−m,0) for j ∈ V \ (Vi {i}), Si for i ∈ A takes values in the interval

[(nd − 1) M , (N − 1) M ], and Si (x) for i ∈ V \ A takes values in the interval
[− (N − 1) m, (nd − 1) M ). The function f maps these intervals to [0,A] and [−a,0) re-
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spectively. Hence, for 0 ≤ |A| ≤ N − 1, the value of
S=

X
i∈V

f (Si ) =

X

f (Si ) +

i∈A

X

f (Si )

(7.18)

i∈V\A

is upper bounded by
S < |A|A

(7.19)

If S ≥ (kd − 1) A for 1 ≤ kd ≤ N , then the inequality
(kd − 1) A ≤ S < |A|A

(7.20)

can only be satisfied with kd − 1 < |A|. As kd and |A| only take discrete values, this implies
that |A| ≥ kd , so that there must be at least kd robots that are within a distance D of at
least nd robots.
We now proceed to build Finite-time Convergence Control Barrier Functions using functions
Si and S, and propose control laws to arrange groups of robots into formations with r-robust
graphs.
Formations with associated F-elemental graphs
Using the function S defined in (7.17) we construct the FCBF hS (x) given by

hS (x) = S − (kd − 1) A

(7.21)

n
o
CS = x ∈ Rn : S ≥ (kd − 1) A .

(7.22)

with desired set CS given by

which is the set where there are at least kd robots that are within a distance D of at
least nd robots. From Definition 10 and Theorem 4, if enough robots in the formation
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are connected to every other robot, then it is possible to ensure the r-robustness of the
associated communication graph. This idea is the foundation of the following result.
Theorem 13. Let V be a set of N = 4F + 1, F ∈ Z≥1 robots each with a communication
range R. Any controller u (x) such that
u (x) ∈ {u ∈ R2N : ḣS (x) + γsign (hS (x)) |hS (x) |ρ ≥ 0}

(7.23)

where hS (x) is given by (7.21) with parameters ρ ∈ (0,1), γ > 0, nd = 4F , kd = 2F + 1
and D = R, will drive the robots into a formation with an associated (2F + 1)-robust
communication graph within finite time T =

1
1−ρ .
γ(1−ρ) |h (x0 ) |

Proof. By Proposition 1, the convergence in finite time to and forward invariance of the set
(7.22) is guaranteed. By Proposition 4, the set corresponds to formations where there are
at least kd = 2F + 1 robots within the communication range of nd = 4F = N − 1 robots,
the resulting formation has an associated communication graph with a set of at least 2F
nodes that are connected all other nodes and an additional node connected to all other
nodes, ensuring the existence of a connected star subgraph. Therefore, by Theorem 4, the
communication graph associated to the formation is (2F + 1)-robust.

Robust formations with connected proximity graphs
We use the functions Si defined in (7.11), we construct the FCFBs hSi (x) given by
hSi (x) = Si − (nd − 1) M

(7.24)

n
o
CSi = x ∈ R2N : Si ≥ (nd − 1) M .

(7.25)

with desired set CSi given by
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which is the set where robot i is within the range of nd other robots. The constraints for
T
all the robots can be encoded in the set C = i∈V CSi . Following Proposition 1, the set
can be made forward invariant and robots can converge to it in finite time by choosing the

appropriate control action. According to Proposition 2, the connectivity of the proximity
graph of a formation can be ensured if each robot is within the range of an appropriate
number of robots. Definition 12, Lemma 1 and Theorem 5 can be combined into the following
corollary:
Corollary 5. A group of N ≥ 4F + 1 robots with an associated connected proximity graph
is ensured to have a (2F + 1)-robust associated communication graph if the communication
range R of each robot satisfies R ≥ 3F `.
We use Proposition 2 together with Corollary 5 to ensure robustness as follows:
Theorem 14. Let V be a set of N ≥ 4F + 1 robots each with communication range R = 3F `,
where F ∈ Z≥1 and ` is a chosen distance. Any controller u (x) such that
n
u (x) ∈ u ∈ R2N : ḣSi (x) + γsign (hS (x)) |hS (x) |ρ ≥ 0

∀i ∈ V

o

(7.26)

where hSi (x) is given by (7.24) with parameters ρ ∈ (0,1), γ > 0, D = ` and nd such that
nd ≥ (N − 1) /2, will drive the robots into a formation with an associated (2F + 1)-robust
n
o
1
1−ρ .
communication graph within finite time T = max{i∈V:xi (0)∈C
|h
(x
)
|
0
/ i } γ(1−ρ) ij
Proof. The proof of convergence in finite time and forward invariance of the set C =

T

i∈V

CSi

follows closely the proof of Theorem 12 in [42]. Since the controller satisfies the constraint
defining the set CSi (7.25), Proposition 1 ensures that the robots will be driven towards
CSi within the time

1
γ(1−ρ) |hij

(x0 ) |1−ρ and will remain there afterwards. This is the case

for every set CSi , and so the final formation of the robots will be in C within the time
n
o
1
1−ρ .
T = max{i∈V:xi (0)∈C
|h
(x
)
|
0
/ i } γ(1−ρ) ij
By Proposition 3, the set C corresponds to the positions where each robot is within the
range of at least n robots. Since nd ≥ (N − 1) /2 and D = `, by Proposition 2 the proximity
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Figure 7.2: a) Initial position of five robots in the plane. The robots are depicted with solid
circles while the range of each robot is denoted with a larger concentric circumference of the
same color. b) Final position of the robots using the control strategy from [42]. c) Final
positions using our optimization. d) Final positions ensuring three robots communicated
with every other robot. e) Final positions ensuring a connected proximity graph.
graph G` associated to the final formation is connected. By Theorem 5, the associated
communication graph of the final formation is ensured to be (2F + 1)-robust.

7.3

Simulations

We simulate the control laws to drive N = 5 robots in the plane into a 3-robust formation.
The initial position of the robots within the space of 10.6 × 10.6 units with δmax = 15 is
shown in Figure 7.2 a). The distance D around each robot is denoted by a circle of the same
color as the solid circles representing the robot. For Figure 7.2 b), c) and d), the depicted
distance is the communication range R = 2, while e) shows the proximity distance ` = 2.
The control strategy using a desired adjacency matrix was simulated with the desired matrix
given by:


0


1


Ad = 
1


1

1


1 1 1 1


0 1 1 1


1 0 1 1



1 1 0 0

1 1 0 0

(7.27)

Note that this adjacency matrix requires three robots connected to every other robot, while
the other two robots need not communicate with each other. Using the FCBF strategy
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2

Sij (δij )

P0

P1

1

0 P2
P3
-1

0

P4
5

10

15

δij
Figure 7.3: Graph of the function Sij satisfying properties a) to f) used in our simulations.
The two Bézier curves used to construct it are given by the control points P 0 = [ 43 , 32 ],
1
1
P 1 = [ 32 , 23 ], P 2 = [2, 0], and P 2 = [2, 0], P 3 = [ 25
12 , − 4 ], P 4 = [15, − 2 ]. The function
f satisfying properties (i) to (iv) is constructed with the control points P 0 = [−2, − 38 ],
3
9
9
3
21 3
P 1 = [ 287
64 , − 64 ], P 2 = [ 2 , 0], and P 2 = [ 2 , 0], P 3 = [5, 2 ], P 4 = [ 4 , 2 ].
as in [42] drives the robots into a formation with a fully connected communication graph
as shown in Figure 7.2 b). Using graph matching to optimize the labeling as proposed in
section 7.2.1 drives the robots into the formation shown in Figure 7.2 c), where robots 2
and 3 do not communicate. The optimization was implemented based on the work in [90].
To implement the control laws that do not use a reference adjacency matrix, we use functions
Sij and f satisfying the properties (a)-(d) and (i)-(iv) constructed using Bézier curves [20].
The description of these curves is given in Figure 7.3. Figure 7.2 d) shows the final positions
after using the strategy discussed in 7.2.2, with kd = 3 robots connected to every other robot,
nd = 4. Figure 7.4 shows how the value of the FCBF hS (7.21) grows until it reaches a
non-negative value within a finite time. Figure 7.2 e) shows the result of using the strategy
discussed in 7.2.2, where the robots are driven so that their proximity graph is connected.
Figure 7.5 shows the values of Sij (x) for each of the five robots, all of them converging to a
value satisfying the constraint associated to the FCBF (7.24) to be connected to at least
nd = 2 robots. In all cases, a QP with the corresponding constraints similar to (7.7) was
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0
-1
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T = 4.218

-3
-4
0

5
time

10

Figure 7.4: hS reaches a non negative value within the predicted final time T , ensuring that
at least kd = 3 robots communicate each one with at least nd = 4 other robots.
used to calculate a suitable control action, with ρ = 0.5 and γ = 1.

7.4

Conclusion

In this chapter, control laws that drive robots into formations satisfying an r-robust communication graph in finite time are presented. We present two sets of control laws. First, we
make use of a reference adjacency matrix. Second, we discard the adjacency matrix in favor
of a sufficient number of neighboring robots, circumventing the need for a robot labeling
and allowing the robots to pair with any other to satisfy the control objective. While the
computation of the control laws can be done individually, it requires information about the
position of all robots. Future research will look into versions of the presented results that
only require local information. Excerpts from this chapter can be found in our published
work [24].
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nd=4

4
3

nd=3

2
nd=2

1
0
T = 3.301

-1
0

5
time

nd=1
10

Figure 7.5: The value of Si for each of the five robots in the formation reach a value equal
or higher than (nd − 1)M for nd = 2, ensuring that hSi ≥ 0 for every robot so that they are
within the range of at least nd = 2 other robots as desired. Furthermore, one of the robots
achieves a value Si ≥ (nd − 1)M for nd = 3, which by Proposition 3 ensures that such robot
is within the range of at least three other robots.
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Chapter 8

Conclusion
The work developed in this thesis focuses on algorithms to create r-robust graphs and robot
formations with r-robust communication networks. The r-robustness property is a necessary
and sufficient condition for resilient consensus using the W-MSR algorithm in the presence
of non-cooperative agents.
Chapter 4 discusses methods to create graphs that by design satisfy a desired r-robustness.
This provides a practical alternative to the coNP-hard procedure of verifying the r-robustness
of a given graph. The discussed methods are not iterative, hence a graph with the desired
properties can be computed in a quick and direct manner. While such graphs are the
foundation on which the results of the thesis on formations of robots rest, they can also
be directly implemented on computer networks or other interconnected systems that share
information.
Chapters 5 and 6 describe methods to arrange robots in fixed configurations on the plane and
the three-dimensional space, as well as to select an appropriate communication range that
ensures the r-robustness of the formation’s communication network. The results allow to
plan such arrangement given the number of robots available, the communication capabilities
of the robots, and the environmental challenges of the terrain in which the robots will be
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deployed.
Chapter 7 provides control laws that drive mobile robots into formations satisfying the
desired r-robustness properties. This chapter addresses the problem of autonomous resilient
robot formations for mobile robots, making use of some of the previously developed results
for fixed formations. This chapter finishes the contributions of the thesis, complementing
the planning resources from previous chapters with reactive control laws for mobile robots.
Future work will seek to extend the results presented in this thesis. The desired r-robustness
can be calculated as function of the desired resiliency of the graph, given by a number F of
misbehaving agents. By using a probabilistic model of communication, the probability of
subsets of communication links failing can be calculated, and thus an F and an r can be
selected to give probabilistic guarantees on the resiliency based on the probability of failure
in the transmission of information. Another future research direction is to analyze the effect
of the malicious agents regarding the deviation of the final consensus with respect to the
exact value from the information of the normal robots. With respect to robot formations,
the results presented in Chapter 7 can be improved and extended by considering only
local information regarding the positions of the robots in the group, instead of the current
requirement on the positions of all the robots.
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