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Jeffries–Matusita distanceAbstract Hyperspectral image classiﬁcation has been an active ﬁeld of research in recent years.
The high dimensionality of spectral bands and the small number of training pixels cause the Hugh
phenomenon and reduce signiﬁcantly the classiﬁcation results quality. In this paper, we introduce a
new framework for hyperspectral images classiﬁcation. The proposed approach is composed of
three steps. First, the problem of band selection is considered. We propose to merge the adjacent
bands that are highly correlated and to select the bands that maximize the class separability using
the Jeffries–Matusita distance. The second step consists to use the bagger algorithm, SVM and
KNN to classify the pixels. Finally, a post-classiﬁcation algorithm of misclassiﬁed pixels namely
Classiﬁcation Errors Correction (CEC) is developed. The algorithm consists to correct the label
assigned by the classiﬁer system for each pixel by exploiting the labels of neighbors and the spectral
information around the pixel according to certain transitions. Experimental results show that the
proposed approach improves considerably the classiﬁcation quality. The band selection approach
and the CEC algorithm enable us to achieve a high classiﬁcation accuracy rate even when the num-
ber of training pixels is very small.
 2016NationalAuthority forRemote Sensing and Space Sciences. Production and hosting byElsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-
nd/4.0/).1. Introduction
Recently, hyperspectral image classiﬁcation has been a very
active ﬁeld of research (El-Hattab, 2016; Sinhaa et al., 2015;
Kantakumara and Neelamsettib, 2015; Prasad et al., 2013;
Meng et al., 2014; Wei et al., 2014). The process of hyperspec-
tral image classiﬁcation consists of assigning a label for each
pixel. The hyperspectral image contains hundreds of spectral
bands that correspond to the spectrum of reﬂected light
164 S.A. Medjahed et al.(Yang et al., 2014; Hossain et al., 2014). However, the high
number of spectral bands involves the Hughes phenomenon
in classiﬁcation which refers to that, if the number of training
pixels is limited and the number of bands is very high, the clas-
siﬁcation accuracy rate decreases signiﬁcantly. Also, it has
been demonstrated that the original spectral bands contain
irrelevant information and the adjacent bands are highly cor-
related (redundant information) (Richards and Jia, 2006).
Another well-know difﬁculty resides in the fact that some
bands do not provide the possibility to separate and distin-
guish the objects from others.
Several studies have been done in the context of hyper-
spectral image classiﬁcation and band selection. In (Gato
et al., 2015), the authors proposed a subspace-based
approach to reduce the dimensionality of the hyperspectral
data sets and to improve the classiﬁcation accuracy rate;
the experiments have been tested on the Indian Pines
scene. Li et al. (2015) proposed a new framework for multiple
feature (linear and non linear) learning without any regular-
ization parameters applied in hyperspectral images classiﬁca-
tion. Sun et al. (2015) have proposed an active learning with
Gaussian process classiﬁer for hyperspectral image classiﬁca-
tion applied to Indian Pines data set. In Prasad and Bruce
(2008), the authors developed a novel spectral similarity mea-
sure approach named spectral frequency spectrum difference
(SFSD) for hyperspectral image classiﬁcation which is based
on the frequency spectrum of spectral signature using the
Fourier transform.
In the literature, band selection in hyperspectral images has
been widely used to improve the classiﬁcation accuracy rate.
The most popular feature selection approaches are based on:
Principal component analysis (Hossain et al., 2014), indepen-
dent component analysis (Villa et al., 2011), linear discrimi-
nant analysis (Li et al., 2011), mutual information (Guo
et al., 2006), etc.
In this paper, the proposed classiﬁcation strategy comprises
three main steps: (1) We propose a band selection approach
based on the fusion of highly correlated bands and the selec-
tion of bands that maximize the class separability. (2) We
use the bagger classiﬁer, SVM and KNN to generate the clas-
siﬁcation map using the subset of selected bands. (3) A post-
classiﬁcation of misclassiﬁed pixels approach is proposed.
The CEC algorithm is utilized to improve the quality of classi-
ﬁcation map provided by the classiﬁer algorithm. The CEC
algorithm exploits the spectral information around each pixel
and assigns a label to the concerned pixel according to some
transitions. This algorithm is used as post classiﬁcation step
to correct label assigned to the wrong pixel. The performance
evaluations of the proposed approach were conducted under
ﬁve real hyperspectral images. The experiments have demon-
strated that the proposed approach produced a high classiﬁca-
tion accuracy rate when the number of training pixels is very
small. The second results of this study demonstrate that the
proposed band selection approach has provided a similar clas-
siﬁcation results compared to the approach that used all the
bands.
The remainder of this paper is organized as follows: In the
next section, we present the proposed approach. Section 3
discusses and analyses the results obtained by our approach.
In Section 4, we conclude this paper and give some
perspectives.2. The proposed hyperspectral image classification
The proposed framework for hyperspectral classiﬁcation
approach consists of three essential steps.2.1. The band selection step (BS)
The hyperspectral image contains hundreds of bands taken
under different wavelengths. We note that not all the bands
contain relevant information. Some bands are nosily and
others contain redundant information. Our proposed
approach is composed of two processes.2.1.1. First process
The ﬁrst process consists to reduce the number of correlated
bands. The basic idea is tantamount to merge the adjacent
highly correlated bands instead of removing them. The fusion
of correlated bands is a very important technique to improve
the spatial quality of images, to conserve the information pro-
vided by the correlated bands and to reduce the dimension of
the hyperspectral data set.
In this study, we use the discrete wavelet transform (DWT)
to merge the correlated bands. The DWT decomposes the
input image into four images having the same size: Low–High
(LH), High–Low (HL), High–High (HH) and the Low–Low
(LL). The LH image represents the horizontal detail coefﬁ-
cients and the HL image contains the vertical detail coefﬁ-
cients. The HH image contains the diagonal detail
coefﬁcients and the LL image contains the approximation
coefﬁcients. These are the ﬁrst order of DWT decomposition.
Note that the DWT can be used for multiple levels and the
next level of decomposition is performed using only the LL
image (Cetin and Musaoglu, 2009; Chaudhuri and Kotwal,
2013).
For band fusion, we calculate the discrete wavelet trans-
form of both bands and we use the pixels averaging to provide
the new band (see Fig. 1).
The decision rule to conﬁrm if the two bands are
highly correlated or not is taken by calculating the correlation
coefﬁcient measure between two adjacent bands. If this
correlation is higher than a certain threshold, the two bands
are considered redundant and must be merged. For two
bands bi and bj, the coefﬁcient of correlation is given by the
Eq. (1):
qðbi; bjÞ ¼
Rbi ;bjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rðbiÞrðbjÞ
p ; ð1Þ
where
q is the correlation coefﬁcient between bi and bj
Rbi ;bj is the covariance between bi and bj
r is the variance.
The correlation coefﬁcient varies between 1 and +1. If
the coefﬁcient is close to +1 or 1 this indicates the existence
of a strong linear dependency between the two bands and they
must be merged (using the Section 2.1.2), whereas a 0 indicates
no linear dependency.
Band i
Band j
Decompose
Image Fusion Using 
Pixels Averaging
(HHi + HHj)/2 = HHn
(HLi + HLj)/2 = HLn
(LHi + LHj)/2 = LHn
(LLi + LLj)/2 = LLn
Inverse 
Discrete 
Wavelet 
Transformation
Figure 1 The First process of band selection approach (the fusion of highly correlated bands).
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Figure 2 The transitions of the CEC algorithm.
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The merging of highly correlated bands produces a new
hyperspectral image with no correlated bands. The second
process consists to select the bands that better separate the
pixels of different classes. We propose to use the
Jeffries–Matusita (JM) distance to measure the class separabil-
ity which is widely used for feature selection (Bruzzone et al.,
1995).
Consider two classes i and j, the JM distance between the
class i and the class j is given by the following Eq. (2):Jij ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 eBij Þ
p
; ð2Þ
where Bij is the Bhattacharyya distance deﬁned by Eq. (3):Bij ¼ 1
8
ðmi mjÞT Ri þ Rj
2
 
ðmi mjÞ þ 1
2
ln
jðRi þ RjÞ=2j
jRij
1
2jRjj
1
2
" #
;
ð3Þ
with mi, mj the classes mean vectors and Ri, Rj are the class
covariance.
The Jij distance is applied for the feature selection in a bin-
ary classiﬁcation problem. To proceed to a feature selection in
a multi classiﬁcation problem, we must to ﬁnd the features that
give the largest average JM distance (Prasad and Bruce, 2008).
The average distance is given by Eq. (4):Db ¼
XC
i¼1
XC
j¼1
pðxiÞpðxkÞJij; ð4Þ
166 S.A. Medjahed et al.where pðxiÞ and pðxjÞ are the class prior probabilities. C is the
total number of classes.
The band selection algorithm
Input
HI_IN= Initial hyperspectral image
TCC =Correlation coeﬃcient threshold
TJM = JM distance threshold
NB=Number of bands
HI_OUT=Empty hyperspectral image
Treatment
For i from 2 to NB(HI_IN) do
qðbi1; biÞ ¼ Rbi1 ;biﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rðbi1ÞrðbiÞ
p
If qðbi1; biÞ > TCC then
b ¼ DWT FUSIONðbi1; biÞ, {using discrete wavelet transform}
HI OUT ¼ HI OUT [ b, {add the band b to HI_OUT}
Else
HI OUT ¼ HI OUT [ bi1, {add the band bi1 to HI_OUT}
End if
End for
For i from 1 to NB(HI_OUT) do
Calculate Dbi
If Dbi 6 TJM then
HI OUT ¼ HI OUT bi, {remove the band bi1 to HI_OUT}
End if
End for
Output
HI_OUT: Output hyperspectral image after bands merging2.2. Classification step
The second step of the proposed approach is to compute the
classiﬁcation map. We propose to use three classiﬁer systems
to calculate the classiﬁcation map and the classiﬁcation accu-
racy rate: the bagger classiﬁer system, Support Vector Machine
and K-nearest neighbor (Medjahed et al., 2015, 2016).
2.3. Classification Errors Correction (CEC)
The last step in our approach consists to correct the classiﬁca-
tion error provided by the classiﬁer system using the CEC
algorithm (Classiﬁcation Errors Correction). The idea is to
exploit the neighbor of each pixel in the classiﬁcation map
and apply certain transitions.
The proposed transitions are shown in Fig. 2.
The CEC algorithm takes the 8-connected pixels which are
the 8 neighbors of each pixel of the classiﬁcation map. The
pixel in the red rectangle is the concerned pixel Pij.
We suppose the blue pixels have the class c1 and the white
pixels to class c2.
The transition (a) is applied if one or more pixels among the
neighbors are training pixels and have the same class as Pij.
The transition (b) is applied:- If only one or more pixels among the neighbors are training
pixels and do not have the same class as Pij. In this case, the
CEC algorithm calculates the Spectral Angle Mapper
(SAM) between the pixel Pij and the neighbors. The pixel
Pij will be assigned to the class most common among its
nearest neighbors.
- If more than one pixel among the neighbors are training
pixels and have different classes. In this case, the CEC algo-
rithm calculates the Spectral Angle Mapper (SAM) between
the pixel Pij and the neighbors that belongs to the training
set. The pixel Pij will be assigned to the class most common
among its nearest neighbors that belong to the training set.
The transitions (c) and (d) are considered when no neigh-
bors belong to the training set. In this case, the CEC algorithm
assigns to the concerned pixel the class most common among
its neighbors (majority vote of its neighbors) as illustrated in
Fig. 2 (transition (c)). Else if the vote is equal, the CEC algo-
rithm calculates the SAM distance between the pixel Pij and its
neighbors. The pixel Pij will be assigned to the class most com-
mon among its nearest neighbors transition (d).
Input
Classification_map
HI_OUT
Treatment
For i from 1 to H do
For j from 1 to W do
If 9 neighbors(p(i,j)) 2 Training_pixels then
If number(neighbors(p(i,j)) 2 Training_pixels)= 1 then
If class(p(i,j)) – class(neighbor (p(i,j)) 2 Training_pixels) then
Class(p(i,j)) = the class most common among its nearest
neighbors using SAM distance
End if
Else
Class(p(i,j)) = the class most common among its nearest
neighbors that belong to the training set using SAM distance
End if
Else
If (number of neighbors that have the same class is equal) then
Class(p(i,j)) = The pixel Pij will be assigned to the class most
common among its nearest neighbors using SAM distance
Else
Class(p(i,j)) = assigned to the class most common among their
neighbors
End if
End if
End for
End for
Output
Correct_Classification_Map2.4. The general schema of the proposed approach
HI_OUT= BS(HI_IN, TCC, TJM)
Classification_Map= Bagger(HI_OUT)
Correct_Classification_Map=CEC(Classification_Map,
HI_OUT)
The Fig. 3 describes the proposed approach.
Table 1 Information about the hyperspectral images used in
this study.
Hyperspectral
images
Information
Size of
images
Number of
bands
Number of
classes
Pavia University 610  340 103 9
Indian Pines 145  145 220 16
Salinas 512  217 224 16
Kennedy Space
Center
512  614 176 14
Botswana 1476  256 145 13
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3.1. Datasets
In this section, we present an experimental evaluation of the
proposed approach using ﬁve real hyperspectral data sets
widely used in the literature. Table 1 describes the ﬁve data sets
used in our experiments.
The Pavia university scene was acquired by ROSIS (Reﬂec-
tive Optics System Imaging Spectrometer) and capturing the
University of Pavia, Italy. This scene is 610  340 pixels and
a spectral ranging from 0.43 to 0.86 lm. It contains 103 bands
(see Fig. 4).
The Indian Pines scene capturing the agricultural Indian
Pine of Northwestern Indiana was recorded by AVIRIS (Air-
borne Visible Infrared Imaging Spectrometer). This image con-
tains 220 bands of size 145  145 pixels and spectral ranging
from 0.4 to 2.5 lm.Input : Hyperspectral Image
Step 01 : Band Selection
Fusion of the correlated bands
……………
……………
Select the K bands that maximize the Jeffries-Matusita Distance
…..…… …..……
Step 02 : Supervised Classification
Classification Map
Step 03 : Classification Error Correction
Classification Map Correct Classification Map
Output : Correct Classification Map
Figure 3 The proposed approach for the hyperspectral image
classiﬁcation.Salinas data set was captured at Salinas Valley, California.
This scene was recorded by AVIRIS and it contains 224 bands
of size 512  217 pixels.
Kennedy Space Center (KSC) was recorded by the AVIRIS
instrument and capturing the Kennedy Space Center, Florida.
This image contains 224 bands of size 512  614 pixels with
center wavelengths from 400 nm to 2500 nm.
Botswana was acquired by the NASA EO-1 satellite over
the Okavango Delta, Botswana. This image contains 145
bands of size 1476  256 pixels with wavelengths covering
400 nm to 2500 nm.
3.2. Evaluation measures
In this experiment, we propose to use three evaluation metrics
to demonstrate the performance and the effectiveness of the
proposed approach:
Overall Accuracy (OA) which represents the percentage of
pixels correctly labeled pixels in the classiﬁcation.
Average Accuracy (AA) which refers to the mean of the
percentage of correctly labeled pixels for each class.
Individual Class Accuracies (ICA) which are the percentage
of correctly labeled pixels for each class.
3.3. Parameters settings
The hyperspectral data sets are randomly divided into a train-
ing set which contains 10% of pixels, 50% of pixels are used
for the test phase and the remaining 40% of pixels are consid-
ered for the validation. We use the same sets for all the
experiments.
The correlation coefﬁcient which determines if two bands
are highly correlated or not is set to 0,98 (TCC = 0,98).
The threshold used to select the bands that separate per-
fectly the classes is the mean of the JM distances obtained
for each band.
For the bagging classiﬁer system, the number of bagged
decision trees is set to 100. For SVM, we use the Gaussian ker-
nel with C= 2 and r= 0,01. For KNN, we use the Euclidean
distance with k= 10.
3.4. Results and discussions
Table 2 shows the number of selected bands after two pro-
cesses of band selection.
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Figure 4 The left ﬁgure represents the AA (%) and the right is the OA (%).
168 S.A. Medjahed et al.The proposed band selection approach is composed of two
processes: the ﬁrst one consists of the fusion of the highly cor-
related bands and the second one is to select the bands that
better separate the classes.
Table 2 describes the results obtained after band selection
process. The ﬁrst column is the name of hyperspectral images.
The second column represents the initial number of bands. The
third column of the Table 2 shows the number of selected
bands after the merger process. The forth column shows the
number of bands after the second process which consists to
select the bands that maximize the JM distance.
We clearly observe from Table 2 that the proposed band
selection approach reduces the dimensionality by the fusion
of the highly correlated bands and by selecting the bands
which perfectly separate the classes. The band selection subset
is less than half of the initial set of bands. After band selection
process, Pavia university hyperspectral image contains 32Table 2 The number of bands after each band selection process.
Hyperspectral image Initial number of bands B
N
o
Pavia University 103 5
Indian Pines 220 1
Salinas 224 1
Kennedy Space Center 176 1
Botswana 145 7
Table 3 OA (%), AA (%) and ICA (%) obtained by the proposed
Image.
# Class Classiﬁcation without
BS and without CEC
1 Asphalt 93,02
2 Meadows 97,59
3 Gravel 69,75
4 Trees 89,98
5 Painted metal sheets 98,36
6 Bare soil 74,47
7 Bitumen 78,12
8 Self-blocking Bricks 85,33
9 Shadows 97,89
AA 87,17
OA 90,62bands less than half of initial number 103. The same observa-
tion can be seen for the other images.
The Tables 3–7 show the classiﬁcation results obtained by
the proposed approach with the bagger classiﬁer.
The Tables 3–7 show the classiﬁcation results obtained by
the proposed approach for the ﬁve hyperspectral data sets.
The evaluation is conducted in term of: overall, average and
individual class accuracies. The ﬁrst two columns of the Tables
3–7 represent the classes of the hyperspectral images. The last
three columns contain three different experiments:
Classiﬁcation without BS and without CEC: In this exper-
iment, we use the classiﬁer system over all the bands and with-
out using the CEC algorithm.
Classiﬁcation with BS and without CEC: We attempt to
classify the data set using the subset of selected bands provided
by our band selection approach and without using the Classi-
ﬁcation Errors Correction step.and selection process 1 Band selection process 2
umber of bands after fusion
f the highly correlated bands
Number of bands after the
calculating of JM distance
1 32
33 75
18 96
43 83
2 38
approach when Applied to the Pavia University Hyperspectral
Classiﬁcation with BS
and without CEC
Classiﬁcation with
BS and with CEC
92,49 99,91
96,87 99,85
69,41 96,33
88,81 94,81
98,44 100,00
74,81 97,14
75,86 96,24
85,55 96,44
99,05 99,37
86,81 97,79
90,14 98,60
Table 4 OA (%), AA (%) and ICA (%) obtained by the proposed approach when Applied to the Indian Pines Hyperspectral Image.
# Class Classiﬁcation without BS
and without CEC
Classiﬁcation with BS
and without CEC
Classiﬁcation with BS
and with CEC
1 Alfalfa 76,09 73,91 100
2 Corn-on till 79,06 80,60 98,25
3 Corn-min till 60,12 63,61 90,12
4 Corn 40,51 41,35 93,67
5 Grass/pasture 80,75 81,78 96,07
6 Grass/tree 90,96 91,51 97,81
7 Grass/pasture-Mowed 10,71 7,14 82,14
8 Hay-windrowed 95,19 93,72 98,12
9 Oats 10,00 10,00 30,00
10 Soybeans-no till 61,01 64,40 87,24
11 Soybeans-min till 85,42 83,30 95,64
12 Soybeans-clean till 53,79 59,53 93,42
13 Wheat 78,54 77,56 100,00
14 Woods 93,99 95,65 100,00
15 Bldg-grass-tree-drives 57,25 55,70 91,19
16 Stone-steel towers 83,87 90,32 100
AA 66,08 66,88 90,85
OA 77,38 78,23 95,23
Table 5 OA (%), AA (%) and ICA (%) obtained by the proposed approach when Applied to the Salinas Hyperspectral Image.
# Class Classiﬁcation without BS and
without CEC
Classiﬁcation with BS and
without CEC
Classiﬁcation with BS and
with CEC
1 Brocoli_Green_Weeds_1 99,45 99,35 99,95
2 Brocoli_Green_Weeds_2 98,85 99,19 100,00
3 Fallow 97,93 97,72 100,00
4 Fallow_Rough_Plow 97,85 97,78 99,93
5 Fallow_Smooth 98,28 98,32 99,89
6 Stubble 99,65 99,60 100,00
7 Celery 99,36 99,33 100,00
8 Grapes_Untrained 88,54 88,78 98,62
9 Soil_Vinyard_Develop 99,00 99,00 100,00
10 Corn_Senesced_Green_Weeds 93,62 93,96 99,54
11 Lettuce_Romaine_4wk 95,69 95,69 99,91
12 Lettuce_Romaine_5wk 98,50 98,44 100,00
13 Lettuce_Romaine_6wk 98,58 98,58 100,00
14 Lettuce_Romaine_7wk 93,27 93,08 100,00
15 Vinyard_Untrained 77,60 77,56 98,02
16 Vinyard_Vertical_Trellis 97,07 97,07 98,84
AA 95,83 95,84 99,67
OA 93,33 93,39 99,37
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we classify the data set using the selected bands provided by
our band selection approach and we use the Classiﬁcation
Errors Correction phase.
We note that these classiﬁcation results have been achieved
using only 10% of pixels for the training which is a very limited
number of labeled pixels and all the experiments share the
same training set (10% of pixels), test set (50% of pixels)
and validation set (40% of pixels). By increasing the training
set, automatically, the classiﬁcation accuracy rate will be
improved. The aims of this study are to achieve a high classi-
ﬁcation accuracy rate using a very small number of training
pixels. The analysis of the results obtained in this study shows
two observations: First, the overall accuracy, average accuracy
and individual class accuracies obtained using all bands (Clas-siﬁcation without BS and without CEC) are pretty much the
same as the results obtained using our band selection approach
(Classiﬁcation with BS and without CEC). This allows us to
say that the subset of selected bands contains the most impor-
tant information and can represent the initial band set. Sec-
ond, adding a correction step has signiﬁcantly improved the
results (Classiﬁcation with BS and with CEC). It should be
mentioned that the proposed band selection and CEC
approaches are highly efﬁcient and have provided very good
results for the ﬁve hyperspectral images.
In the Table 3, we observe that using the both BS and the
CEC, the AA and OA have been improved with an increase
of 8% and 11% respectively. The same remarks can be made
in the Table 4, the AA has achieved 90,85% and 95,23% for
the OA.
Table 6 OA (%), AA (%) and ICA (%) obtained by the proposed approach when Applied to the Botswana Hyperspectral Image.
# Class Classiﬁcation without
BS and without CEC
Classiﬁcation with
BS and without CEC
Classiﬁcation with
BS and with CEC
1 Water 98,15 98,15 100,00
2 Hippo grass 93,07 93,07 100,00
3 Floodplain grasses1 90,84 90,84 100,00
4 Floodplain grasses2 93,95 93,95 100,00
5 Reeds1 78,07 74,35 85,50
6 Riparian 69,89 71,00 94,42
7 Firescar2 90,35 90,35 99,61
8 Island interior 96,06 96,55 100,00
9 Acacia woodlands 79,62 79,62 92,36
10 Acacia shrublands 86,29 86,69 100,00
11 Acacia grasslands 94,10 93,11 99,34
12 Short mopane 92,27 93,92 100,00
13 Mixed mopane 86,19 86,57 100,00
14 Exposed soils 96,84 96,84 97,89
AA 88,98 88,93 97,80
OA 87,96 87,84 97,44
Table 7 OA (%), AA (%) and ICA (%) obtained by the proposed approach when Applied to the Kennedy Space Center
Hyperspectral Image.
# Class Classiﬁcation without
BS and without CEC
Classiﬁcation with BS
and without CEC
Classiﬁcation with BS
and with CEC
1 Scrub 89,36 89,62 98,03
2 Willow 82,30 81,48 97,12
3 CP hammock 88,28 85,94 95,70
4 CP/oak 57,94 60,71 82,94
5 Slash pine 69,57 65,22 100,00
6 Oak/broadleaf 47,16 45,41 94,32
7 Hardwood swamp 89,52 84,76 97,14
8 Graminoid marsh 75,41 75,17 92,58
9 Spartina marsh 96,15 95,38 100,00
10 Cattail marsh 80,94 81,68 96,78
11 Salt marsh 97,61 97,37 100,00
12 Mud ﬂats 87,28 86,28 95,03
13 Water 98,81 98,81 100,00
AA 81,56 80,60 96,13
OA 86,01 85,57 96,89
170 S.A. Medjahed et al.In the Table 5, the classiﬁcation accuracy rate has reached
the 100% for the classes: Brocoli_Green_Weeds_2, Fallow,
Stubble, Celery, Soil_Vinyard_Develop, Lettuce_Romaine_
5wk, Lettuce_Romaine_6wk and Lettuce_Romaine_7wk.
We summarize the numerical results in the following
ﬁgures.
The Fig. 5 illustrates the visual results obtained for each
hyperspectral images with the overall accuracy.
The Fig. 5 shows the classiﬁcation maps obtained by the
three experiments. The ﬁrst row in the ﬁgure represents the
classiﬁcation maps obtained for the Pavia University scene.
The second row includes the classiﬁcation maps of Indian
Pines scene, the third row is the Salinas classiﬁcation maps,
the fourth row is the Botswana classiﬁcation maps and the last
row is the Kennedy Space Center classiﬁcation maps.
The ﬁrst column represents the ground truth of each scene
and the second column is the classiﬁcation map obtained by
the Classiﬁcation without BS and without CEC. The third col-
umn is the classiﬁcation map obtained by Classiﬁcation with
BS and without CEC and the last column is the classiﬁcationmap obtained by Classiﬁcation with BS and with CEC. As
showed in Fig. 5, the classiﬁcation maps obtained using the
BS and the CEC are much better than the classiﬁcation map
obtained without CEC and visually, they represent a very good
delineation of complex areas. The regions of the classiﬁcation
map obtained using BS and CEC are homogeneous and clearly
separable.
In order to validate the results obtained by the proposed
approach, we compare them to related strategies proposed in
the literature (Table 8).
Table 8 describes the results obtained by the proposed
approach and compared to other methods deﬁned in the liter-
ature. The ﬁrst column of Table 8 represents the name of
hyperspectral image. The rest of columns are the results of
the approaches.
The proposed approach is used with three different classi-
ﬁers: Bagging, SVM (Support Vector Machine) and KNN
(K nearest neighbor). We compared the proposed approach
with BCS-BS (Binary Cuckoo Search for Band Selection
(Medjahed et al., 2015), Relief, GA (Genetic Algorithm
Ground truth of pavia University (a.1) OA = 90,62% (b.1) OA = 90,14% (c.1) OA = 98,60%
Ground truth of Indian Pines (a.2) OA = 77,38% (b.2) OA = 78,23% (c.2) OA = 95,23%
Ground truth of Salinas (a.3) OA = 93,33% (b.3) OA = 93,39% (c.3) OA = 99,37%
Figure 5 Classiﬁcation maps with OA (%) obtained by the proposed approach for the Pavia University, Indian Pines, Salinas, Botswana
and Kennedy Space Center.
A new post-classiﬁcation and band selection frameworks for hyperspectral image classiﬁcation 171Medjahed et al., 2015) and KNN, SVM: two classiﬁers without
bands selection approach (using all the bands) (Medjahed
et al., 2015, 2016).The comparison is conducted in terms of: Average Accu-
racy (AA) and Overall Average (OA). The analysis of the
results demonstrates that the proposed approach provides very
Ground truth of Botswana (a.4) OA = 87,96% (b.4) OA = 87,84% (c.4) OA = 97,44%
Ground truth of Kennedy Space 
Center (a.5) OA = 86,01% (b.5) OA = 85,57% (c.5) OA = 96,89%
Fig. 5 (continued)
Table 8 OA (%) and AA (%) obtained by the proposed approach and compared to other approaches (Medjahed et al., 2015, 2016).
Hyperspectral image The proposed approach
The classiﬁer
BCS-BS Relief GA KNN SVM
Bagger SVM KNN Without bands selection
Pavia University AA 97,79 97,52 95,22 90,17 76,31 79,89 85,40 88,25
OA 98,60 97,31 95,50 92,60 81,81 84,54 87,95 81,01
Indian Pines AA 90,85 92,60 88,80 73,81 41,68 51,54 62,49 70,10
OA 95,23 94,98 89,23 85,26 57,67 64,86 71,01 56,42
Salinas AA 99,67 99,10 95,89 95,28 84,48 93,64 94,65 92,80
OA 99,37 99,56 91,57 91,04 79,28 88,57 90,35 93,00
172 S.A. Medjahed et al.satisfactory results compared to the other approaches and we
observe an advantage when we use the proposed approach
with SVM classiﬁer.
4. Conclusion
In this paper, a new framework for hyperspectral image classi-
ﬁcation is introduced. The proposed approach contains two
essentials phases: First, the pretreatment which consists toselect the relevant subset of bands. This phase contains two
processes (Process 1: The fusion of highly correlated bands.
Process 2: Selection of the bands that maximize the class sep-
arability). The second phase is the Classiﬁcation Errors Cor-
rection which consists to correct the label of pixels by
exploiting the information around each pixel according to cer-
tain transitions.
Experiments are performed on ﬁve widely used real hyper-
spectral images. The results obtained by the proposed
A new post-classiﬁcation and band selection frameworks for hyperspectral image classiﬁcation 173approach are very satisfactory. The proposed approach
increases the OA, AA and ICA and reaches a high classiﬁca-
tion accuracy rate. In summary, the ﬁve experiments suggest
that the proposed approach is robust to get good performance
and is more beneﬁcial. As for our future work, we are inter-
ested to design an objective function which combines the cor-
relation and class separability terms.
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