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Abstract
The complexity of biological regulatory networks often defies the intuition of the biologist and calls for the development of
proper mathematical methods to model their structures and to delineate their dynamical properties. One qualitative approach con-
sists in modelling regulatory networks in terms of logical equations (using either Boolean or multi-level discretisations). The
Petri Net (PN) formalism offers a complementary framework to analyse the dynamical behaviour of large systems, either from a
qualitative or from a quantitative point of view.
Our proposal consists in articulating the logical approach with the PN formalism. In a previous work, we have already defined
a systematic re-writing of Boolean regulatory models into a standard PN formalism. In this paper, we propose a rigorous and sys-
tematic mapping of multi-level logical regulatory models into specific standard Petri nets, called Multi-level Regulatory Petri Nets
(MRPNs). We further propose some reduction strategies. Consequently, the resulting models become amenable to the algebraic
and computational analyses used by the PN community.
To illustrate our approach, we apply it to a multi-level logical model of the genetic switch controlling the lysis-lysogeny decision
in the lambda bacteriophage.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Regulatory networks are involved in the control of all biological functions, from biochemical pathways, to cell
differentiation and cell communication processes. Their complexity often defies the intuition of the biologist and
calls for the development of proper mathematical methods to model their structures and to analyse their dynamical
behaviours. A large variety of formal approaches have already been applied to biological regulatory networks (for a
review, see [6]). The lack of precise, quantitative information about the shape of regulatory functions or about the
values of involved parameters pleads for the development of qualitative approaches.
One qualitative approach consists in modelling regulatory networks in terms of logical equations (using either
Boolean or multi-level discretisation, [3,7,25]). The development of logical models for various biological networks
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166 C. Chaouiya et al. / Journal of Discrete Algorithms 6 (2008) 165–177has already generated interesting insight in the relation between network structures and corresponding dynamical
properties (e.g. the crucial roles of regulatory feedback circuits [27]).
Petri Nets offer another complementary framework to analyse the dynamical properties of concurrent systems,
from either a qualitative or a quantitative point of view (see [17] for an introduction to PNs). Indeed, PNs have already
been applied to various types of biological networks (see e.g. [8,10,11,15,19,22] and [9] for a review).
In this context, our proposal consists in articulating the logical approach with the PN formalism, in order to combine
the delineation of the dynamical roles of specific feedback structures with the analysis means provided by PNs. In this
paper, we propose a rigorous and systematic mapping of multi-level logical regulatory models into specific, standard
PNs. This is an extension of our previous proposal for the Boolean case [4].
In the following section, the definition of logical regulatory graphs is briefly recalled. Next, after a short intro-
duction to Petri nets, we define the re-writing rules allowing the translation of a multi-level regulatory graph into a
standard PN model. To illustrate our approach, we apply it to a multi-level logical model of the genetic network con-
trolling the lysis-lysogeny decision in the lambda bacteriophage. The paper ends with a brief comparative discussion,
provisional conclusions and prospects.
2. Logical regulatory graphs
In this section, we recall the definition of logical regulatory graphs (see [3] for more detail).
A logical regulatory graph is a labelled directed graph where nodes represent genes (or, more generally, regulatory
components) and arcs (directed edges) represent interactions between genes. Let G = {g1, . . . , gn} be the set of genes
(or nodes of the regulatory graph). For each gi ∈ G we define its maximum expression level Mi (Mi ∈ N), and xi
denotes its current expression level (xi ∈ {0,1, . . . ,Mi}). Each interaction is defined by its source and its target and is
labelled by an integer (a threshold). When the level of the source gene is at least equal to this threshold, the interaction
is said to be operating. The label must lie between 1 and the maximum expression level of the source.
For each gene gi , we define the set I(i), called input of gi , defined by I(i) = {(gj , s), gj ∈ G, s ∈ {1, . . . ,Mj }}
where gj is a source gene of an interaction towards gi and s its corresponding threshold. Each couple (gj , s) ∈ I(i)
corresponds to an interaction towards gi in the regulatory graph.
When the expression levels of the genes are given, the global effects of the operating interactions are represented
by logical parameters defined as follows. For each gene gi , the application Ki , called logical function, associates a
parameter Ki(X) to each subset X of I(i). The value of Ki(X) defines the level towards which gi tends when X is
the set of operating incoming interactions. This function takes its values in {0, . . . , Mi}.
Thus, for each gene, the corresponding logical function defines the qualitative specification of the effects of any
combination of incoming interactions.
In summary, a logical regulatory graph is defined by three components (G,I,K):
• a set of nodes G = {g1, . . . , gn} with the maximum level Mi ∈N of each gi ;
• a set of labelled arcs defined by the union of the sets of arcs targeting the genes gi of G:⋃i=1,...,n I(i);• a set of parameters K= {Ki(X), i = 1, . . . , n,X ⊆ I(i)}.
Note that the biologists commonly consider two types of interactions: activation (respectively repression, or inhibi-
tion) has a positive (resp. negative) effect on the targeted gene, i.e. induces an increase (resp. a decrease) of its level of
expression. However, the effective activatory or inhibitory effects generally depend on the levels of cofactors. Indeed,
one gene can be the target of several interactions. In the sequel, we do not explicitly consider the sign of an interaction
as, given a state of the system, it can be derived from the value of the logical parameters.
The (discrete) dynamics of the system is represented by state transition graphs, where nodes represent states of
the system (i.e. n-tuples giving the expression levels of the n genes), and arcs represent transitions between states.
For each regulatory component gi , a state determines the set X ⊆ I(i) of interactions operating on gi and the cor-
responding value of the logical function Ki indicates whether the value of gi should increase (gi current value less
than Ki(X)), decrease (gi current value greater than Ki(X)) or remain unchanged (gi current value equals Ki(X)).
Only elementary transitions (increase or decrease of variable values by 1) are considered. For a given initial state, the
corresponding state transition graph defines all the possible trajectories of the system from the selected initial con-
ditions. One can also consider the whole state graph consisting of all the
∏n
i=1(1 + Mi ) states. In these state graphs,
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dynamics is trapped (e.g. cyclical behaviours or stable states). Therefore, it is interesting to determine such structures,
as well as, for each attractor, its basin of attraction (i.e. the set of states S such that all paths containing S reach the
attractor).
3. Multi-level regulatory Petri nets
In this section, we define the Petri net corresponding to a logical regulatory graph, whose dynamics coincides with
that of the logical model. In other words, the marking graph of the Petri net is equivalent to the (asynchronous) state
transition graph of the corresponding logical regulatory graph, provided a correct choice of the initial marking(s). This
property has been formally stated for the Boolean case in [4].
First, we briefly review the main definitions which form the basis of PN modelling (see [17] for further details).
3.1. Petri nets: Basic definitions
Petri nets define a graphical and mathematical formalism suitable for the modelling and the analysis of discrete
event dynamic systems with concurrency. A Petri net is a graph with two types of nodes (places and transitions), and
with directed weighted edges connecting nodes of different types. The arcs connected to a transition define its input
places and output places. Places may be marked by an integer number of tokens. More formally,
Definition 3.1. A Petri net is a 5-tuple (N,M0) = 〈P,T ,Pre,Post,M0〉, where:
• P is a finite set of places,
• T is a finite set of transitions, with P ∩ T = ∅ and P ∪ T 
= ∅,
• Pre :P × T →N defines weighted arcs between places and transitions,
• Post :T × P →N defines weighted arcs between transitions and places,
• M0 :P →N is the initial marking (an integer number of tokens associated to each place).
If Pre(p, t) 
= 0 (respectively Post(t,p) 
= 0), it is represented by a weighted arc from p to t (resp. from t to p)
and its weight is the value of Pre(p, t) (resp. Post(t,p)). The weight is omitted when it is 1.
In the PN of Fig. 1, we have P = {p1,p2,p3}, T = {t1, t2, t3, t4, t5}. The applications Pre, Post and the marking
M0 are defined by:
Pre =
[2 0 1 0 0
0 1 0 0 0
0 0 0 1 1
]
Post =
⎡⎢⎢⎢⎣
0 1 0
2 0 0
0 0 1
1 0 0
0 0 1
⎤⎥⎥⎥⎦ M0 =
[2
0
0
]
.
The dynamical behaviour of a Petri net is described in terms of markings and their changes. The transition firing
rules define the way a marking is modified.
Fig. 1. Example of a Petri net. The circles represent places and the rectangles represent transitions. The black dots (tokens) represent the initial
marking of p1 (M0(p1) = 2 and M0(p2) = M0(p3) = 0). Within this marking, transitions t1 and t3 are enabled.
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∀p ∈ P, Pre(p, t)M(p).
An enabled transition t may fire, modifying the marking of its input and output places: Pre(p, t) tokens are removed
from each input place p of t , and Post(t,p′) tokens are added to each output place p′.
From the transition firing rules, we can derive the following state equation which defines the new marking M ′
obtained from the marking M after the firing of the transition ti (ti enabled by M):
(1)M ′ = M + C.ui,
where C = PostT − Pre is the incidence matrix and ui is the firing vector of |T | components, all being zero but the
ith position being equal to one, indicating that ti fires (|T | denotes the cardinality of the set T ).
For example, in the Fig. 1, M0 enables transitions t1 and t3; the firing of t1 leads to the new marking M1 = [0,1,0]T ,
with
M1 =
[0
1
0
]
=
[2
0
0
]
+
[−2 2 −1 1 0
1 −1 0 0 0
0 0 1 −1 0
]⎡⎢⎢⎢⎣
1
0
0
0
0
⎤⎥⎥⎥⎦ .
Note that a side-condition can be modelled by a loop, as shown in Fig. 1 where the firing of transition t5 removes
the token in place p3 and restores it afterwards. Such loops can be replaced by test arcs. In the absence of loop, the
Petri net is said pure and its incidence matrix CT fully describes its topology. This property is lost in the presence of
loops.
The main qualitative properties (e.g. reachability, reversibility, liveness, mutual exclusion) can be checked using
algebraic methods (analysis of the state equation, delineation of invariant sets of places or transitions), or analysing
the state space or the graph structure. The liveness property is particularly relevant in the context of regulatory graphs.
A Petri net is non-live if there exists at least one sequence of firings which leads to a dead marking (i.e. a marking for
which no transition is enabled). This situation denotes the existence of stable states.
Extensions of the standard PN formalism have been proposed to include (stochastic) time delays or priorities on the
transitions, or to allow quantitative analyses [14]. Hybrid Petri Nets (HPNs) constitute another extension of PNs with
two kinds of places and transitions, discrete and continuous [1]. HPNs can be useful for the modelling of biological
networks as shown in [15].
Petri nets have been successfully applied to the modelling and the analysis of metabolic networks [10,11,19]. As
emphasised in [29], one can draw extensive relationships between the traditional biochemical modelling and Petri net
theory. In particular, the stoichiometry matrix of a metabolic network corresponds to the Petri net incidence matrix.
In the case of genetic regulatory networks, the correspondence is subtler, because the semantics associated with the
interactions between components varies, and regulators are usually not consumed during the regulatory processes. As
far as we know, previous applications of Petri nets to genetic networks were written for particular systems (see e.g.
[8,15,16]), but systematic modelling procedures are lacking. In the following section, we propose a general approach
to rewrite multi-level logical models into Petri nets.
3.2. Multi-level Regulatory Petri Nets
The following proposal defines Multi-level Regulatory Petri Nets (MRPNs) as an extension of our previous defini-
tion of Boolean Regulatory Petri Nets (BRPNs) [4]. These can thus be considered as a special case of MRPNs.
In the multi-level case, we define two places for each gene, and two transitions for each parameter, corresponding to
an increase or a decrease of the expression level. Indeed, for a given gene, only three situations are possible, depending
on whether the current expression level is greater, smaller, or equal to that of the relevant logical parameter. In the two
first cases, we allow an increase or a decrease of the gene level of one unit at a time. The last case is omitted in the
Petri net representation as it implies no change in the gene expression (see Figs. 2 and 3 for illustrations of the two
relevant transitions).
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(top) and t−
i,X
(bottom).
Fig. 3. Transitions t+
i,X
and t−
i,X
are defined for each parameter Ki(X) and are exclusive: if xi  Ki(X) − 1, then t+i,X is enabled, whereas if
xi Ki(X) + 1, then t−i,X is enabled.
Consider a regulatory graph where each gene gi has Mi + 1 significant levels of expression and a current level
xi ∈ {0, . . .Mi}. Recall that I(i) is the set of all possible incoming interactions towards gi .
• For all gene gi ∈ G, two (complementary) places are defined, denoted gi and g˜i . The sum of their markings must
equal Mi . More precisely, the marking of place gi represents the current expression level of the corresponding
gene, and then gi has xi tokens, while g˜i has Mi − xi tokens.
• For all parameter Ki(X), 1 i  n and X ⊆ I(i), two transitions are defined, denoted t+i,X and t−i,X . One condition
for their enabling includes that interactions in X are operating and those in I(i) \ X are not. Therefore, |I(i)|
places are connected to t+i,X and t
−
i,X by test arcs (double arcs which test the presence of a given number of tokens):
– for all (gj , s) ∈ X, the condition xj  s must hold (to ensure that the interaction is operating): place gj is an
input place with a test arc labelled s (recall that s is the threshold attached to the interaction);
– for all (gj , s) ∈ I(i) \ X, the condition xj  s − 1 must hold (to ensure that the interaction is not operating):
place g˜j is an input place with a test arc labelled Mj − s + 1.
And for places gi and g˜i ,
– if xi Ki(X) + 1 (i.e. gi has at least Ki(X) + 1 tokens), transition t−i,X is enabled and decreases the level of
gene gi , i.e. removes one token in gi (input place) and adds one in g˜i (the unique output place),
– if xi Ki(X) − 1 (i.e. g˜i has at least Mi − Ki(X) + 1 tokens), transition t+i,X is enabled and increases the level
of gene gi , i.e. removes one token in g˜i and adds one in gi .
Remark 3.3. In the case of a self-regulator ((gi, s) ∈ I(i)), we have the additional conditions: xi  s if (gi, s) ∈ X,
or xi  s − 1 if (gi, s) /∈ X.
Note that, depending on its levels of expression, a regulator gj could have distinct regulatory effects on its target
gi . This situation is represented in the regulatory graph by multiple arcs joining gj to gi . In this paper, we do not
consider such multiple arcs. This case has been properly addressed in [5].
3.3. Definitions and properties
The following definition provides the re-writing rules which define the MRPN corresponding to a regulatory graph.
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Regulatory Petri Net N (R) = (P,T ,Pre,Post) as follows:
• P = G ∪ G˜ = {g1, g˜1, . . . , gn, g˜n} is the set of places,
• TK = {t+i,X, t−i,X, i = 1, . . . , n, X ⊆ I(i)} is the set of transitions,• Pre :P × T → {0, . . . ,max} (with max = max{Mi , i = 1, . . . , n}) is the mapping defining labelled arcs from
places to transitions,
• Post :T × P → {0, . . . ,max} is the mapping defining labelled arcs from transitions to places.
For all gi ∈ G, Pre and Post are defined as follows:
(1) Case (gi, s) /∈ I(i) (gi is not a self-regulator). For all X ⊆ I(i), consider the transitions t+i,X and t−i,X; only the
following terms have to be defined (all the other terms being equal to zero):
(2)∀(gj , s) ∈ X, Pre(gj , t
α
i,X) = Post(tαi,X, gj ) = s
∀(gj , s) ∈ I(i) \ X, Pre(g˜j , tαi,X) = Post(tαi,X, g˜j ) = Mj − s + 1
}
α ∈ {+,−}
Pre(gi, t−i,X) = Ki(X) + 1 Pre(g˜i , t+i,X) = Mi − Ki(X) + 1
(3)Post(t−i,X, gi) = Ki(X) Post(t+i,X, g˜i) = Mi − Ki(X)
Post(t−i,X, g˜i) = 1 Post(t+i,X, gi) = 1.
(2) Case (gi, s) ∈ I(i) (gi is a self-regulator). For all X ⊆ I(i), consider the transitions t+i,X and t−i,X ; only the
following terms have to be defined (all the other terms being equal to zero):
• if (gi, s) ∈ X, then define μi = max{s,Ki(X) + 1},
(4)∀(gj , s) ∈ X, j 
= i, Pre(gj , t
α
i,X) = Post(tαi,X, gj ) = s
∀(gj , s) ∈ I(i) \ X, Pre(g˜j , tαi,X) = Post(tαi,X, g˜j ) = Mj − s + 1
}
α ∈ {+,−}
(5)
Pre(gi, t−i,X) = μi Pre(gi, t+i,X) = s
Post(t−i,X, gi) = μi − 1 Pre(g˜i , t+i,X) = Mi − Ki(X) + 1
Post(t−i,X, g˜i) = 1 Post(t+i,X, g˜i) = Mi − Ki(X)
Post(t+i,X, gi) = s + 1.
• if (gi, s) /∈ X, then define νi = min{s,Ki(X)},
(6)∀(gj , s) ∈ X, Pre(gj , t
α
i,X) = Post(tαi,X, gj ) = s
∀(gj , s) ∈ I(i) \ X,j 
= i, Pre(g˜j , tαi,X) = Post(tαi,X, g˜j ) = Mj − s + 1
}
α ∈ {+,−}
(7)
Pre(gi, t−i,X) = Ki(X) + 1 Pre(g˜i , t+i,X) = Mi − νi + 1
Pre(g˜i , t−i,X) = Mi − s + 1 Post(t+i,X, g˜i) = Mi − νi
Post(t−i,X, g˜i) = Mi − s + 2 Post(t+i,X, gi) = 1
Post(t−i,X, gi) = Ki(X).
In the absence of auto-regulation, Eq. (2) define the test arcs, which check if the number of tokens in place gj
is greater than s for all (gj , s) ∈ X, and if it is smaller than s − 1 for all (gj , s) ∈ I(i) \ X. Eq. (3) (left), state that
if gi contains at least Ki(X) + 1 tokens, then t−i,X is enabled and one token is removed from gi to be added to g˜i .
Symmetrically, Eq. (3) (right) state that if the number of tokens in gi is smaller than Ki(X) − 1, then t+i,X is enabled
(removing one token from gi and adding one to g˜i ).
In the case of a self-regulator, if (gi, s) ∈ X (at least s tokens in gi ), Eq. (5) (left) state that if the marking of gi is
greater than s, and also greater than Ki(X)+1, then t−i,X is enabled. Whereas if the marking of gi is greater than s and
smaller than Ki(X) − 1, then t+ is enabled (Eq. (5) (right)). The case where (gi, s) /∈ X is symmetrical (cf. Eq. (7)).i,X
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R= (G,K) and verifies (Mi denoting the maximum level of gi ):
(8)∀gi ∈ G, M(gi) = Mi −M(g˜i).
Property 3.6. Given a MRPN N (R) and a valid initial marking, any reachable marking is still valid. Therefore, the
MRPN is bounded: places gi and g˜i are Mi -bounded (for all gi in G).
The proof of Property 3.6 is straightforward. It is worth noting that the token conservation between places corre-
sponding to the active and inactive levels of regulatory products corresponds to a place invariant. In a MRPN, there
are as may place invariants as regulatory products.
The marking graph of the MRPN is equivalent to the state transition graph of the corresponding regulatory graph,
provided a correct choice of the initial marking(s). This property has been formally stated for the Boolean case in
[4]. In our context, it can be worthwhile to check the whole marking graph, considering all valid initial markings.
Then, the analysis of the marking graph aims at detecting the attractors (dead markings or livelocks), among other
properties.
The MRPN associated to a logical regulatory graph R= (G,I,K) has 2|G| places and 2∑gi∈G 2|I(i)| transitions.
In most of the cases, this last number can be significantly reduced applying the rules presented in the following
remarks.
Remark 3.7. The first type of reduction consists in eliminating all transitions which are never enabled by construction
(their enabling markings are not valid). We describe in the sequel all such situations.
Let consider a parameter Ki(X) and let denote {infi , . . . , supi} the set of possible values of the expression level xi
of gi . Then,
• if gi is not a self-regulator, infi = 0 and supi = Mi ,
• if gi is a self-regulator, two cases are to be considered:
– if (gi, s) ∈ X then infi = s and supi = Mi (the auto-regulation must be operating),
– if (gi, s) /∈ X then infi = 0 and supi = s − 1 (the auto-regulation must not be operating).
If Ki(X) ∈ {infi +1, . . . , supi −1}, then both transitions t+i,X and t−i,X may be enabled (see Fig. 3). But,
• if Ki(X) infi , no valid marking enables transition t+i,X , which thus can be omitted. Indeed, if, for example, the
auto-regulation of gi is operating ((gi, s) ∈ X and infi = s), then Eq. (5) imply that t+i,X is enabled for all markings
verifying:M(gi) s andM(g˜i)Mi −Ki(X)+1. As a result,M(gi)+M(g˜i)Mi +s−Ki(X)+1Mi +1;
such a marking is not valid. The same applies for the other cases.
• if Ki(X) + 1 supi , no valid marking enables transition t−i,X , which thus can be omitted.
Moreover, if gi is a self-regulator, both t+i,X and t
−
i,X can be omitted in the two following cases:
• if (gi, s) ∈ X and Ki(X) = s = Mi ,
• if (gi, s) /∈ X and Ki(X) = s − 1 = 0.
Remark 3.8. A second kind of reduction can be performed on the MRPN.
All set X ⊆ I(gi), i = 1, . . . , n defines a logical formula which is a conjunction of literals [xj  sj ] for all gj ∈ I(i)
and not[xj  sj ] for all gj /∈ I(i). Now, for a given gene g, consider all the logical parameters having the same value
x. They define a disjunction of conditions (the corresponding sets X ∈ I(g)) under which g should tend to its level x.
This formula is a Disjunctive Normal Form (DNF, i.e. a disjunction of conjunctions of literals). Such DNF can often
be simplified, resulting in a reduction of the number of transitions to consider in the corresponding Petri net. Indeed,
it is possible to show that the number of transitions is at most twice the number of terms in the reduced DNF. An
illustration of this type of reduction is provided in Section 4.
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Observe that the number of transitions is related to the maximum levels of the genes and to the connectivity of the
regulatory graph which are often kept reasonably low.
A coloured version of MRPNs has been defined, which encompasses, for each regulatory product, a unique place,
with a token denoting the expression level and a unique transition accounting for the logical dynamical rules [5].
The MRPN representation of regulatory graphs opens the way to the use of well established PN analysis methods,
still it is justified to first define a logical regulatory graph. Indeed, the logical approach is probably more intuitive
for the biologist because it reflects the structure of the network and because it provides an easy tuning of the logical
parameters without changing the topology of the network.
4. Multi-level Regulatory Petri net modelling of the genetic regulatory network controlling the lysis-lysogeny
decision in the lambda bacteriophage
Various bacterial and viral genes take part in the decision between lysis and lysogeny in temperate bacteriophages.
In the case of the lambda bacteriophage, at least 5 viral regulatory products (CI, Cro, CII, N and CIII) and several
bacterial genes are involved in this decision (see [18] for an excellent overview). Several attempts have been made
to model this well-studied but yet relatively complex regulatory network, using discrete, differential or stochastic
formalisms (see e.g. [2,20,28], and references therein).
In order to illustrate the flexibility of our proposal to translate multi-level logical networks into the standard Petri
net formalism (MRPN), we focus here on the logical modelling developed in [28]. As in this paper, for the sake of
explanation clarity, we proceed in two steps. We first present the model of the core of the lambda regulatory network,
constituted by the cross-regulation between the regulatory genes CI (encoding the repressor) and Cro. In a second
step, we briefly summarise the results obtained for the PN modelling of a four element network, encompassing the
roles of the regulatory genes CII and N in addition of CI and Cro. At this stage, our aim is to illustrate the approach
with a realistic application rather than derive new results about the lambda bacteriophage regulation and behaviour.
4.1. A two-variable model of the core lambda switch
Fig. 4 gives the regulatory graph of the central switch of the regulatory network controlling the lysis-lysogeny
decision in the lambda bacteriophage. It also gives the definition of the parameters for CI and Cro. For a justification
of this graph and of the choice of logical parameter values, we refer to [28].
The mapping of this logical model into the Petri net formalism (MRPN) is shown in Fig. 5. The resulting PN
has four places CI, C˜I,Cro, C˜ro and six transitions: parameters have only one corresponding transition as they all
take a minimal or maximal value, while parameters KCI(Cro,1) and KCI(CI,1) have no corresponding transition
(cf. Remark 3.7, case where (gi, s) /∈ X and Ki = s − 1 = 0). Indeed, CI auto-activates itself and the corresponding
logical parameter states that, when the product of CI is below the auto-regulation threshold and when the product
of Cro is present, the transcription of gene CI should be OFF and no significant CI protein synthesis. Therefore,
Fig. 4. Regulatory graph of the central switch controlling the lysis-lysogeny decision in the phage lambda (left) and the eight logical parameters
(right).
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Places Cro and C˜ro correspond to Cro; their markings sum up to 2 (MCro). For the sake of legibility, tests are depicted as dotted lines.
Fig. 6. The whole marking graph (considering all initial markings) for the MRPN model of the two-variable model of the core lambda switch shown
in Fig. 5. Vertices represent markings M(CI,Cro), giving the current levels of CI and of Cro (we omit the complementary place markings) and
arcs are labelled with the related transitions. The graph encompasses one dead marking M(CI,Cro) = (10) and one terminal strongly connected
component {(01), (02)}.
there is no need to include a transition to represent this situation. Similarly, there is no need to define a transition for
KCI(CI,1) = 1.
Fig. 6 shows the whole marking graph corresponding to the MRPN model of Fig. 5. It illustrates all the possible
trajectories of the system (considering all initial valid markings). The system asymptotically tends towards one of the
two following attractors (in bold face in Fig. 6):
• Either the regulatory product CI wins the race and the system gets stuck in a state where CI is highly expressed
(a token in the place CI), whereas Cro is kept silent (double marking of place C˜ro). This situation corresponds to
the lysogenic state, where the phage integrates in the bacterial genome, all other viral genes being repressed by
the repressor (CI product).
• Or Cro wins the race. In this case, because of the Cro negative auto-regulation, we obtain a cycle where one token
continuously circulates between Cro and C˜ro.
The coexistence of two attractors is due to the presence of the positive circuit made of the cross-inhibitions between
CI and Cro. One can verify that any change in the transitions associated with the functionality of this circuit leads to
the loss of this multistationarity property. For example, if we replace transition t−Cro,{(CI,1)} by a transition t
+
Cro,{(CI,1)},
then we loose the first attractor (lysogenic state).
Several states (00, 11 and 12, in Fig. 6) can lead to both attractors. In particular, state 00 corresponds to the
biological situation just after bacterium infection. It is known that, at a population level, a proportion of infected
bacteria will become lysogenic, depending on the bacteria physiological state [2]. This can be modelled using a
stochastic PN extension, associating stochastic delays with the MRPN transitions, hence attributing weights to arcs
in the marking graph. For example, exponential delays associated with MRPN transitions lead to a Markov process
wandering over the marking graph [14].
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Applying Remark 3.8, we can further reduce the MRPN of Fig. 5. Indeed, KCro((CI,1)) = KCro((Cro,2)) =
KCro((CI,1), (Cro,2)) = 0, means: if [(CI,1) AND NOT(Cro,2)] OR [NOT(CI,1) AND (Cro,2)] OR [(CI,1) AND (Cro,2)]
then Cro is called to decrease its level to 0.
This disjunction can be reduced to the sole condition [(CI,1)] OR [(Cro,2)]. Thus the three transitions {t−Cro,{(CI,1)},
t−Cro,{(Cro,2)}, t
−
Cro,{(CI,1),(Cro,2)}} can be replaced by the two transitions {t, t ′} shown in Fig. 7.
4.2. A four-variable model
A full presentation and analysis of the complete lambda network goes beyond the scope of this paper. However, let
us summarise the main characteristics of the MRPN corresponding to the 4-variable logical model described in [28].
In this case, we will show that the reduction rules can drastically reduce the size of the MRPN.
In this logical model, the variables associated with CI and Cro become ternary and quaternary, respectively, whereas
the variables associated with CII and N are Boolean (cf. Fig. 8).
Consequently, the corresponding MRPN encompasses:
• 4 pairs of complementary places: (CI, C˜I) with a total number of tokens equal to MCI = 2, (Cro, C˜ro) with
MCro = 3, (CII, C˜II) with MCII = 1 and (N, N˜) with MN = 1,
• 22 transitions for the 24 parameters. For the two parameters KCI((CI,2)) = KCI((CI,2), (CII,1)) = 2, the corre-
sponding transitions are omitted, while for the rest of the parameters only one transition is needed. This reduction
follows from Remark 3.7, and decreases the number of transitions from 48 to 22. The application of the reduction
rules described in Remark 3.8 further lowers the number of transitions down to 12 (further details are provided in
Appendix A).
The asymptotic dynamical properties of this more sophisticated MRPN are close to those of the simplified version.
Two similar attractors are recovered: the marking [2000] (xCI = 2, xCro = xCII = xN = 0) is dead (lysogenic state) and
the markings [0200] and [0300] together define a terminal cycle (lysis). However, the full marking graph (not shown)
Fig. 8. The regulatory graph of the phage considering the four-variable model. The non-zero parameters are: for CI, KCI(∅) = KCI(CI,2) =
KCI(CII,1) = KCI((CI,2), (CII,1)) = 2, for Cro, KCro(∅) = 3,KCro(Cro,3) = 2, for CII, KCII(N,1) = 1 and for N , KN(∅) = 1.
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and CII which have a crucial role in the choice between lysis and lysogeny. It is well established, for example, that a
high activity of CII promotes the lysogenic state. However, to stress such properties, we should enrich the MRPN by
associating adequate priorities or probabilities with the corresponding transitions of the MRPN.
It is worth noting that the extension of the model with two nodes leads to a more complex MRPN but for which
the reduction rules lead to a signification reduction of the number of transitions. This is because the new variables are
Boolean and because the additional levels do not result systematically in an increase of the different parameters values
for CI and Cro.
5. Discussion, conclusions and prospects
Our combined modelling approach encompasses two main steps. First, the model specification is done in terms
of a generic regulatory graph, followed by its parameterisation, taking advantage of the flexibility of the definition
of the logical parameters. Next, the MRPN corresponding to the resulting parameterised regulatory graph can be
systematically generated, allowing the application of existing methods to evaluate dynamical properties.
Our approach has been illustrated through the PN translation of logical regulatory graphs involved in the control
of the lysis-lysogeny decision in lambda bacteriophage. We have shown that the derived MRPN models allow to fully
recover the salient dynamical properties found in the original logical model analyses. The main conclusions of this
study have been confirmed in the case of a four-variable model taking into account additional regulators (CII and N)
of the phage lysis/lysogeny decision. The resulting MRPN involves 8 places and 12 transitions. We have further used
the MRPN mapping of logical models encompassing almost a hundred components. We have then used INA to check
the reachability of stable states from initial conditions. In particular, we took advantage of the stubborn reduction,
which amounts to reduce the marking graph still preserving the reachability property [24].
The combination of a logical approach with the standard Petri net framework offers a powerful set of analytical
tools enabling the delineation of specific relationships between the feedback structures and the dynamical properties
of complex regulatory systems. In the Boolean case, we have shown in [21] that circuit functionality can be checked
within the PN approach. In the context of MRPNs, a similar algorithm should enable the identification of the functional
circuits in the regulatory graph (work in progress).
Mutants simulations are generally easy to define into the logical formalism: to specify loss-of-function or ectopic
expression of a gene, it suffices to define a constant value for all its parameters. In the MRPN context, the definition
of such mutations can be implemented by freezing all relevant transitions (avoiding their enabling). A cleaner way
would lead to redefine the MRPN structure.
The Petri net mapping of logical regulatory networks has been implemented within the GINsim software (Gene
Interaction Network simulation). GINsim is devoted to the modelling and simulation of genetic regulatory networks,
based on the logical approach [13]. This tool allows the user to define a logical regulatory graph through a dedicated
interface. A specific module, which automatically exports such a logical model into a MRPN is now implemented and
will be soon available. This export allows the use of existing tools for PN analysis (in particular, INA [24]).
Recently, we have defined a novel representation of the logical functions Ks by means of decision diagrams. This
representation has proved useful to enhance GINsim performances but also to develop new algorithms for logical
model analyses (these results will be published elsewhere). In particular, the decision diagram representation allows
a simplification of the logical functions. In the Boolean case, Steggles et al. present a related method based on a logic
minimisation to obtain compact Petri net models [26].
We further work on the analysis of more complex regulatory networks, eventually combining genetic and metabolic
interactions. In [23], we have shown the feasibility of this approach with the modelling of the regulated biosynthesis
of tryptophan in E.Coli. We also aim at characterising the structure of regulatory Petri nets in order to derive spe-
cific theorems on induced dynamical properties. This approach should facilitate the analysis of large and complex
regulatory systems which are difficult to explore through systematic simulations.
Finally, the resulting marking graphs cover various (and often incompatible) temporal behaviours. The distinction
between alternative pathways can be forced through assumptions on transition delays or on priorities. In [12], the
usefulness of priority classes has been demonstrated for a generic logical model for the control of the mammalian cell
cycle. Such priorities can be easily added in MRPNs.
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t0 t
−
CI,{(Cro,1)}, t
−
CI,{(CI,2),(Cro,1)}, t
−
CI,{(Cro,1),(CII,1)}, t
−
CI,{(CI,2),(Cro,1),(CII,1)}
t1 t
+
CI , t
+
CI,{(CI,2)}, t
+
CI,{(CII,1)}, t
+
CI,{(CI,2),(CII,1)}
t2 t
−
Cro,{(CI,2)}, t
−
Cro,{(CI,2),(Cro,3)}
t3, t4 t
−
N,{(CI,1),(Cro,2)}, t
−
N,{(Cro,2)}, t
−
N,{(CI,1)}
t6 t
−
CII,{(CI,2),(Cro,3)}, t
−
CII,{(Cro,3)}, t
−
CII,{(CI,2)}, t
−
CII
t5, t7 t
−
CII,{(CI,2),(N,1)}, t
−
CII,{(Cro,3),(N,1)}, t
−
CII,{(CI,2),(Cro,3),(N,1)}
Fig. A.1. The modules composing the MRPN model of the four-variable regulatory graph of the phage: a) CI module; b) Cro module; c) N module;
d) CII module.
Appendix A. MRPN for the 4-variable logical regulatory graph
The reduction rules of Remarks 3.7 and 3.8 have been applied. Table A.1 shows the transitions replacing groups of
initially defined transitions.
For the sake of legibility, we show separately the four modules which constitute the whole MRPN obtained for the
regulatory graph of Fig. 8. Each module refers to the set of the incoming interactions of one regulatory component
(see Fig. A.1).
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