ABSTRACT. Let K be a field, f = ( f 1 , . . . , f m ) and g = (g 1 , . . . , g m ) be two sets of m 1 non-linear polynomials over K[x 1 , . . . , x n ]. We consider the computational problem of finding -if any -an invertible transformation on the variables mapping f to g. The corresponding equivalence problem is known as Isomorphism of Polynomials with one Secret (IP1S) and is a fundamental problem in multivariate cryptography; the problem is also called PolyProj when m = 1. Agrawal and Saxena show that Graph Isomorphism (GI) reduces to equivalence of cubic polynomials with respect to an invertible linear change of variables. This strongly suggests that solving equivalence problems efficiently, i.e. in polynomial-time, is a very challenging algorithmic task. Then, following Kayal at SODA'11, we search for large families of polynomials equivalence which can be solved efficiently. The main result is a randomized polynomial-time algorithm for solving IP1S for quadratic instances, a particular case of importance in cryptography and somewhat justifying a posteriori the fact that GI reduces to only cubic instances of IP1S. To this end, we show that IP1S for quadratic polynomials can be reduced to a variant of the classical module isomorphism problem in representation theory, which involves to test the orthogonal simultaneous conjugacy of symmetric matrices. We show that we can essentially linearize the problem by reducing quadratic-IP1S to test the orthogonal simultaneous similarity of symmetric matrices; this latter problem was shown by Chistov, Ivanyos and Karpinski to be equivalent of finding an invertible matrix in the linear space K n×n of n× n matrices over K and to compute the square root in a matrix algebra. While computing square roots of matrices can be be done efficiently using numerical methods, it seems difficult to control the bit complexity of such methods. However, we present exact and polynomial-time algorithms for computing the square root in K n×n for various fields (including finite fields). We then consider #IP1S, the counting version of IP1S for quadratic instances. In particular, we provide a (complete) characterization of the automorphism group of homogeneous quadratic polynomials. Finally, we also consider the more general Isomorphism of Polynomials (IP) problem where we allow an invertible linear transformation on the variables and on the set of polynomials. A randomized polynomial-time algorithm for solving IP when f = (
INTRODUCTION
A fundamental question in computer science is to provide algorithms allowing to test if two given objects are equivalent with respect to some transformation. In this paper, we consider equivalence of non-linear polynomials in several variables. Equivalence of polynomials has profound connections with a rich varieties of fundamental problem in computer science, ranging -among others topicsfrom cryptography (e.g. [Pat96a, Pat96b, TX12, TX13, YTY11] ), arithmetic complexity (via Geometric
g(x) = f(A · x).
IP1S is then the problem of finding -if any -A ∈ GL n (K) that makes g equivalent to f (i.e. A ∈ GL n (K) such that g(x) = f(A · x) .
We present a randomized polynomial-time algorithm for solving IP1S with quadratic polynomials. To do so, we show that such a problem can be reduced to the variant of a classical problem of representation theory over finite dimensional algebras. When m = 1, the IP1S problem can be easily solved by computing a reduced form of the input quadratic forms. In our more general setting we need to also to provide a canonical form of the problem. Canonical Form of IP1S. Let f = ( f 1 , . . . , f m ), g = (g 1 , . . . , g m ) ∈ K[x 1 , . . . , x n ] m × K[x 1 , . . . , x n ] m be homogeneous quadratic polynomials. Let H 1 , . . . , H m be the Hessian matrices associated of f 1 , . . . , f m (resp. H ′ 1 , . . . , H ′ m be the Hessian matrices of g 1 , . . . , g m ).
Recall that the Hessian matrix associated to a f i is defined as
∈ K n×n . Consequently, IP1S for quadratic forms is equivalent to finding A ∈ GL n (K) such that:
Note that the success probability of the algorithms presented here will depend of the size of the field. To amplify the success probability over a small field, we will use the fact that matrices are conjugate over K if, and only if, they are conjugate over an algebraic extension L [dSP10]. Thus, we will then search linear change of variables with coefficients in some algebraic extension L ⊇ K (but of limited degree). Tacking as variables the entries of A, we can see that (1) naturally yields to a non-linear system of equations. However, we show that one can essentially linearize equations (1). To this end, we show in Section 2 that any quadratic homogeneous instance IP1S can be reduced, under a randomized process, to a canonical form on which -in particular -all the quadratic form are non-degenerate. Conjugacy problem. When IP1S is given in canonical form, equations (1) can be rewritten as A T A = Id and H ′ i = A T · H i · A = A −1 · H i · A forall i, such that 2 ≤ i ≤ m. Our task is now to solve the following problem:
Definition 2 (Orthogonal Simultaneous Matrix Conjugacy (OSMC)). Let K n×n be the set of n × n matrices with entries in K. Let {H 1 , . . . , H m } and {H ′ 1 , . . . , H ′ m } be two families of matrices in K n×n . The OSMC problem is the task to recover -if any -an orthogonal matrix X ∈ L n×n , with L being an algebraic extension of K, such that:
In [CIK97] , Chistov, Ivanyos and Karpinski show that OSMC is equivalent to: (i) Solving the Simultaneous Matrix Conjugacy problem (SMC) between {H i } 1≤i≤m and {H ′ i } 1≤i≤m , that is to say finding an invertible matrix Y ∈ GL n (K) such that:
(ii) Computing the square-root W of the matrix Z = Y ·Y T . Then, the solution of the OSMC problem is given by X = Y W −1 . In our context, the H i 's (resp. H ′ i 's) are symmetric (Hessian matrices). Thus, condition (2) yields a system of linear equations and one polynomial inequation: 
Let V ⊂ K n×n be the linear subspace of matrices defined by these linear equations. The SMC problem is then equivalent to recovering a non-singular matrix in V ; in other words we have to solve a particular instance of the Edmonds' problem [Edm67] . Note that, if the representation of the group generated by {H i } 1≤i≤m is irreducible, we know that V has dimension at most 1 (Schur's lemma, see [Lan02,  Chap. XVII, Proposition 1.1] and [New67, Lemma 2] for a matrix version of this lemma). After putting the equations in triangular form, randomly sampling over the free variables an element in V yields, thanks to Schwartz-Zippel-DeMillo-Lipton [DL78, Zip79] lemma, a solution to OSMC with overwhelming probability as soon as the chosen extension field L of K is big enough. As already explained, if the cardinality of L is too small we can amplify the probability of success by considering a bigger algebraic extension [dSP10] . Whilst a rather "easy" randomized polynomial-time algorithm solves SMC, the task of finding a deterministic algorithm is more delicate. In this particular case, Chistov, Ivanyos and Karpinski [CIK97] presented a deterministic poly-time algorithm for solving (2). Matrix square root computation. It is well known that computing square roots of matrices can be done efficiently using numerical methods (for instance, see [Gan59] ). On the other hand, it seems difficult to control the bit complexity of numerical methods. In [CIK97, Section 3], the authors consider the problem of computing, in an exact way, the square root of matrices over algebraic number fields. As presented, it is not completely clear that the method proposed is polynomial-time. The issue is that the algorithm presented in [CIK97, Section 3] will have to deal with algebraic extensions of potentially non-polynomial size (since we have to work in the splitting field of some characteristic polynomial). So, the quest for an efficient algorithm for solving quadratic-IP1S required to design exact and polynomialtime algorithms for computing the square root in K n×n for various fields. In any case, for the sack of completeness, we propose two polynomial-time algorithms for this task. First, a general method which fixes the issue encountered in [CIK97, Section 3] is presented in Section 3.1. To do so, we adapt the technique of [Cai94] and compute the square root as the product of two matrices in an algebraic extension which can both be computed in polynomial time. In Section 4, we consider the counting problem #IP1S associated to IP1S for quadratic (homogeneous) polynomials in its canonical form of Theorem 2. Remark that such counting problem is also related to cryptographic concerns. It corresponds to evaluating the number of equivalent secret-keys in MPKC [FLPW12, WP05, WP11] . Given homogeneous quadratic polynomials
we want to count the number of invertible matrices A ∈ GL n (K) such that g(x) = f(A · x). To do so, we define:
we shall call automorphism group of f the set:
If f ∼ g, the automorphism groups of f and g are similar. Thus, the size of the automorphism group of f allows to count the number of invertible matrices mapping f to g. For quadratic homogeneous polynomials, the automorphism group coincides with the subset of regular matrices in the centralizer C (H ) of the Hessian matrices H associated to f. We prove the following structural results for C (H ): 
NORMALIZATION -CANONICAL FORM OF IP1S
In this section, we prove Theorem 2. In other words, we explain how to reduce any quadratic ho-
an instance of IP1S where all the Hessian matrices are invertible and the first two Hessian equal the identity. We emphasize that the reduction presented is randomized and requires to consider an algebraic extension of limited degree. 2.i. Homogenization. We show here that the equivalence problem over non homogeneous polynomials with affine transformation on the variables reduces to the equivalence problem over homogeneous polynomials with linear transformation on the variables. To do so, we simply homogenize the polynomials. Let x 0 be a new variable. For any polynomial p ∈ K[x] of degree 2, we denote by
Proposition 5. IP1S with quadratic polynomials and affine transformation on the variables many-one reduces to IP1S with homogeneous quadratic polynomials and linear transformation on the variables.
m be non homogeneous polynomials of degree 2. We consider the transformation which maps (f, g) to
. This clearly transforms polynomials of degree 2 to homogeneous quadratic polynomials. We can write
is an affine transformation solution on the non homogeneous instance then A ′ = A b 0 1 is a solution for the homogenized instance. Conversely, a solution A ′ ∈ GL n+1 (K) of the homogeneous problem must stabilize the homogenization variable x 0 in order to be a solution of the non homogeneous problem. This is forced by adding f m+1 = x 2 0 and g m+1 = x 2 0 and setting For a quadratic form, s is simply the rank of the associated Hessian matrix. The linear forms ℓ 1 , . . . , ℓ s can be easily computed thanks to Proposition 6 when the characteristic of K is zero or greater than the degrees of f 1 , . . . , f m . In characteristic 2, when K is perfect (which is always true if K is finite for instance) the linear forms can also be recovered in polynomial time (see [BHM10, Gir72, Hir70] for instance). Below, we show that we can restrict our attention to only essential variables. Namely, solving IP1S on (f, g) reduces to solve IP1S on instances having only essential variables. 
Therefore, f and g are equivalent.
Conversely, we assume now that f ∼ g, i.e. there exists
We then defineÃ = (MAN −1 i, j ) 1≤i, j≤s , so thatf (Ãx) =g(x). As g has s essential variables, then rank(Ã) cannot be smaller than s, henceÃ ∈ GL s (K). We then getÃ TH iÃ
According to Proposition 7, we can the consider w.l.o.g. that the number of essential variables of both f and g are n. There is an efficient reduction mapping an instance (f, g) of IP1S to an instance (f,g) of IP1S having only essential variables. From now on, we will then always assume that we consider instances of IP1S with n essential variables. 2.iii. Canonical Form. We now assume that char K > 2. In this part, we want to show that it is always possible to assume that at least one Hessian matrix associated to a quadratic homogeneous instance is non-singular. More precisely: 
is non-degenerate with success probability at least 1 − n/|K|. Proof. We shall prove this by induction on (m, n) ∈ N * × N * .
First, the affirmation holds clearly whenever m = 1 and n = 0 is any. Then let us prove it by induction on n > 0 whenever m = 2. The affirmation clearly holds whenever n = 1. Let us assume it holds for all 1 ≤ q ≤ n and let us prove that it still holds for n + 1. Let f = ( f 1 , f 2 ) be such that its essential number of variables is n + 1. Assuming the minimal number of variables of f 1 is q, w.l.o.g., one can assume that these variables are x 1 , . . . , x q , hence its Hessian matrix is
with H 11 diagonal and regular. As f is regular, a set of essential variables of f 2 contains at least
, where ℓ q+1 , . . . , ℓ n+1 are linear forms. Applying a partial Gauß reduction algorithm on f 2 from x n+1 to x q+1 , one can assume that the Hessian matrix of f 2 is
with H 24 diagonal and regular. As a consequence, if H 2 is invertible, then f 2 suits. Otherwise,
Hence this determinant is non zero if, and only if, −λ is not an eigenvalue of H
−1
11 H 21 . There are at most q ≤ n + 1 such λ 's. Now assume that the affirmation holds for all 2 ≤ p ≤ m and 1 ≤ q ≤ n. Let us prove that the affirmation still holds for (m + 1, n). Let f = ( f 1 , . . . , f m+1 ) be such that its essential number of variables is n. Assuming the minimal number of variables off = ( f 1 , . . . , f m ) is q, w.l.o.g., one can assume that these variables are x 1 , . . . , x q , then by assumption there exists ϕ ∈ Span K (f) that is regular in x 1 , . . . , x q . As f is regular, a set of essential variables of f m+1 contains at least x q+1 + ℓ q+1 (x 1 , . . . , x q ), . . . , x n + ℓ n (x 1 , . . . , x q ), where ℓ q+1 , . . . , ℓ n are linear forms. Thus (ϕ, f m ) is regular in x 1 , . . . , x n . By assumption, there exists a linear combination of both which is non-degenerate. Now, let H 1 , . . . , H m be the Hessian matrices associated to the quadratic forms of f. We consider now the task to find λ 1 , .
Once again, we have to solve a particular instance of Edmonds' problem (also known as maximum matrix completion problem in the literature, e.g. [HKM05, HKY06] ). In [Lov79] , Lovász shows that a solution maximizing the rank can be found by simply randomly assigning values to the variables. We know that there exists an invertible matrix in the linear space of the Hessian matrices. Then, Schwartz-Zippel-DeMillo-Lipton Lemma [DL78, Zip79] guarantees that a random assignment of the variables will provide an invertible matrix with success probability at least 1 − n/|K|.
We are now in position to reduce quadratic homogeneous instances of IP1S to a first simplified form.
be quadratic homogeneous polynomials. There is a randomized polynomial-time algorithm which returns "NOSOLUTION" only if
where L is an algebraic extension of K of degree 2, such that f ∼ g ⇐⇒f ∼ḡ. In the latter case, the output of this algorithm is correct with probability at least 1 − n/|K|. If f ∼ g, invertible matrices P, Q and
Proof. According to Proposition 8, we can can compute in randomized polynomial time λ 1 , .
Should one reorder the equations, we can assume w.lo.g. that λ 1 = 0. We have then:
Now, applying Gauß reduction algorithm to f , there exist k ∈ {1, . . . , n} and a
, which is the quadratic extension of K, one can write
. Clearly, f ∼f and g ∼g. Hence,f ∼g.
After that, we can apply once again Gauß reduction tog. If the reduced polynomial is different from ∑ n i=1 x 2 i , then f ∼ g and we return "NOSOLUTION". Otherwise, the reduction is given by a matrix
,g 2 (Qx), . . . ,g m (Qx)) and g ∼g ∼ḡ. Thus,f ∼ḡ if, and only, if f ∼ g. Now, assume that
2.iv. Invertible Hessian Matrices. We are now in position to reduce any homogeneous quadratic instances (f, g) of IP1S to a new form of the instances where all the polynomials are regular. From Proposition 9, this is already the case -under randomized reduction -for f 1 and thus g 1 . For the others polynomials, we proceed as follows. For i, 2 ≤ i ≤ m, if the Hessian matrix H i of f i is invertible, then we do nothing. Otherwise, we change H i into H i + λ Id = H i + λ H 1 , for λ in a suitable extension. Indeed, we must have a λ which is not the opposite of an eigenvalue of H i . To this end, we consider the smallest L extension of K with at least n + 1 elements. There exists such a λ in L. This gives the following result: 
with O n (L) denoting the set of n × n orthogonal matrices over L.
Proof. Combining Proposition 9 and paragraph 2.iv any quadratic homogeneous instance of IP1S can be reduced in randomized polynomial time to "NOSOLUTION" only if the two systems are not equivalent or
where all the polynomials are non degenerate homogeneous quadratic polynomials in
The proof of this result implies Theorem 2.
2.v. Field Extensions and Jordan Normal Form.
To amplify the success probability of our results, it will be convenient to embed K in some finite extension L of K. This is motivated by the fact that matrices in K n×n are similar if, and only if, they are similar in L n×n , see [dSP10] . In this paper, we will need to compute the Jordan normal form J of some matrix H in several situations. The computation of the Jordan normal form is done in two steps. First, we factor the characteristic polynomial, using for instance Berlekamp's algorithm [vzGG99, Theorem 14.14] over K = F q in O(nM(n) log(qn)) operations in K. Then, we use Storjohann's algorithm [Sto98] to compute the generalized eigenvectors in O(n ω ) operations in K, with 2 < ω ≤ 3.
QUADRATIC IP1S
In this section, we present efficient algorithms for solving quadratic-IP1S. According to Proposition 5, we can w.l.o.g. restrict our attention on linear change of variables and homogeneous quadratic instances. Let L be an algebraic extension of K of degree O(log(n)). Let H = {Id, H 2 , . . . , H m } and H ′ = {Id, H ′ 2 , . . . , H ′ m } be two families of invertible symmetric matrices in L n×n . As explained in Theorem 10, our task reduces -under a randomized process -to finding an orthogonal matrix A ′ ∈ O n (L) such that: 
In our case, the matrices are symmetric. So, the added conditions -with the transpose -are automatically fulfilled. The authors of [CIK97] suggest then to use the polar decomposition of Y = AW , with W symmetric and A orthogonal. Then, A is an orthogonal solution of (4). Remark that whenever we just want to test if f ∼ g, it is enough to find such a regular Y .
The main idea to compute A is to compute W as the square root of Z = Y T Y as stated in [CIK97, Section 3]. However, in general W and A are not defined over L but over L(ζ 1 , . . . , ζ r ), where ζ 1 , . . . , ζ r are the eigenvalues of Z. Assuming ζ 1 is the root of an irreducible polynomial P of degree d, then ζ 2 , . . . , ζ d are also roots of the same polynomial. However, there is no reason for them to be in L[x]/(P) = L(ζ 1 ). But they will be the roots of a polynomial of degree d − 1, in general, over the field L(ζ 1 ). Then, doing another extension might only add one eigenvalue in the field. Repeating this process yields a field of degree d! over L. As a consequence, in the worst case, we can have to work over an extension field of degree n!. Therefore, computing W could be the bottleneck of the method.
In To be more precise, we prove the following proposition. 
Let us denote by T , the change of basis matrix such that J = T −1 Z T is the Jordan normal form of Z. According to Cai [Cai94] , T , T −1 and J can be computed in polynomial time. Because of the issue of mixing all the eigenvalues of Z, we cannot compute efficiently A in one piece. We will then compute AT and T −1 separately. Indeed, 8 A T (resp. T −1 ) is such that each of its columns (resp. each of its rows) is defined over an extension field L(ζ i ), where ζ 1 , . . . , ζ r are the eigenvalues of Z.
We shall say that a matrix is block-wise (resp. columnblock-wise, rowblock-wise) defined over L(ζ ) if for all 1 ≤ i ≤ r, its ith block (resp. block of columns, block of rows) is defined over L(ζ i ). The size of the ith block being the size of the ith Jordan block of J.
As J = T −1 Z T is a Jordan normal form, it is block-wise defined over L(ζ ). Using the closed formula of Appendix A.1, one can compute in polynomial time a square root G of J. This matrix is a block diagonal matrix, block-wise defined over L( ζ ), hence can be inverted in polynomial time. If one would want W , one would have to compute W = T G T −1 . Let us recall that matrices T and T −1 are respectively columnblock-wise and rowblock-wise defined over L(ζ ), see [Cai94, Section 4]. Since Y is defined over L, then Y T is blockcolumn-wise defined over L(ζ ). Thus AT = YW −1 T = Y T G −1 is a blockcolumn-wise defined over L( ζ ). We recall that product AT · T −1 mangles the eigenvalues and make each coefficients defined over L ζ 1 , . . . , ζ r and thus must be avoided. Now, to verify that A T H A = H ′ , for any H ∈ H and the corresponding H ′ ∈ H ′ , we compute separately T T A T H A T and T T H ′ T . For the former, AT (resp. (AT ) T ) is columnblock-wise (resp. rowblockwise) defined over L( ζ ) and H is defined over L. Therefore, the product matrix has its coefficients which are on both the ith block of rows and the jth block of columns defined over L ζ i , ζ j and so can be computed in polynomial time. For the latter, the same behaviour occurs on the resulting matrix as T is blockcolumn-wise defined over L(ζ ).
Let us assume that the characteristic polynomial of Z has degree n and can be factored as P 
Compute the vector subspace 
Theorem 12. Algorithm 1 is correct with probability at least 1 − n/|L| and runs in polynomial-time.
Proof. The correctness and the polynomial-time complexity of the algorithm come from Section 3.1. After computing Y and putting the equations defining its matrices in triangular form, one has to pick at random one matrix Y ∈ Y . By sampling the whole field L on these free variables, the probability that detY = 0 is upper bounded by n/|L| thanks to Schwartz-Zippel-DeMillo-Lipton Lemma [DL78, Zip79] .
Remark 13. Let us recall that the conjugacy problem does not depend on the ground field [dSP10], i.e. if there exists
This allows us to extend L to a finite extension in order to decrease the probability of getting a singular matrix Y . Thus the success probability of the Algorithm 1 can be amplified to 1 − n/|L ′ | for any extension L ′ ⊇ L. The probability can be then made overwhelming by considering extension of degree O(n). In this case, the algorithm returns the description of a solution on L ′ . Notice also that this algorithm can be turned into a deterministic algorithm using Chistov et al.'s [CIK97, Theorems 2]. That's is, there is a poly-time algorithm allowing to compute a regular element in Y . Furthermore, if one of the original Hessian matrices is already invertible, the computations of the essential variables of paragraph 2.ii and the search of regular equation of paragraph 2.iii can be done in a deterministic way. Whence, the whole algorithm is deterministic.
The main Theorem 3 summarizes this remark together with Theorem 12.
3.3. Rational Case. In this section, we consider the case char K = 0. The field K can be thought as Q, a number field Q(α 1 , . . . , α e ) or even R. In such fields, some of the normalizations proposed in Section 2 cannot be done. We adapt here the normalization process for such fields and then rewrite Proposition 9 according to this situation. Reduction to canonical representations.
i be the Gauß reduction of the first polynomial of the instance considered. Unlike paragraph 2.iii, one may not expect to embed
Indeed, if K = Q and if λ i is the ith prime integer, this extension has degree 2 n . Therefore, we only apply Gauß reduction to have H 1 non degenerate and diagonal. On the other hand, the process of transforming the Hessian matrices in regular Hessian matrices (paragraph 2.iv) is easier since K infinite. Indeed, if an Hessian matrix H i is not invertible, then picking up at random λ ∈ K will yield an invertible matrix H i + λ H 1 with probability 1. All in all, we to find a solution of the OSMC problem preserving the quadratic form induced by H 1 , i.e. a matrix A which verifies the matricial equation A T H 1 A = H 1 . Such a matrix A will be called H 1 -orthogonal following [Hig03] . The set of H 1 -orthogonal matrices is a group denoted by O n (K, H 1 ). Proposition 9 and Theorem 10 are rephrased as follows: Proof. Polynomial f 1 being regular, its Gauß reduction must be ∑ n i=1 λ i ℓ 2 i and we apply the same change of variables on f 2 , . . . , f m , g 1 , . . . , g m . Then, eitherg 1 has the same reduction as f 1 and we apply this change of variables ong 1 , . . . ,g m and obtainḡ = (ḡ 1 =f 1 , . . . ,ḡ m ) such that f ∼ g ⇐⇒f ∼ḡ. Otherwise, g 1 ∼f 1 , hencef ∼g and f ∼ g.
be quadratic homogeneous polynomials. We can compute in randomized polynomial time
Iff ∼g, then 
and
As one can remark, the equations that one needs to add in Proposition 15 are in fact automatically verified in our case with S = H 1 , 
Reduction to canonical representations. As in paragraph 2.ii, w.l.o.g. we can assume that f and g are regular, that is, x 1 , . . . , x n are the essential variables of both systems. Let us assume there exists a polynomial, let's say f 1 , in Span K (f) which is non-degenerate. As a consequence, we can find linear forms ℓ 1 , . . . , ℓ n in x such that (see [LN97, Theorem 6 .30]):
But this yields to H 1 non invertible.
We propose a classical change of basis in order to have H 1 invertible as in paragraph 2.iii. Let us recall that if i, i + 1 = n, then x i x i+1 + x 2 n = x 2 i + x i x i+1 + x 2 n + (x i + x i+1 + x n ) 2 , thus by induction, if n is odd, then there exist ℓ 1 , . . . , ℓ n−1 , ℓ ′ n such that f 1 (x) = ℓ 2 1 + ℓ 1 ℓ 2 + ℓ 2 2 + · · ·+ ℓ 2 n−2 + ℓ n−2 ℓ n−1 + ℓ 2 n−1 + ℓ 2 n and H 1 is invertible. Likewise, for 1
and H 1 is invertible; (ii) whenever n/2 is odd, f 1 (x) = ℓ 2 1 + ℓ 1 ℓ 2 + ℓ 2 2 + · · · + ℓ 2 n−3 + ℓ n−3 ℓ n−2 + ℓ 2 n−2 + ℓ n−1 ℓ n and H 1 is not invertible or f 1 (x) = ℓ 2 1 + ℓ 1 ℓ 2 + ℓ 2 2 + · · · + ℓ 2 n−3 + ℓ n−3 ℓ n−2 + ℓ 2 n−2 + ℓ 2 n−1 + a ℓ 2 n and H 1 is invertible. We restrict ourselves to the case when H 1 is invertible. Following paragraph 2.iv, if H i , 2 ≤ i ≤ m is singular, we replace it by H i + ζ H 1 . As det(H i + ζ H 1 ) is a nonzero polynomial of degree n in ζ , should we embed K into its extension L of degree log q (n + 1) , we can also restrict ourselves to the case wherein H 1 , . . . , H m and H ′ 1 , . . . , H ′ m are invertible. Under this conditions, Proposition 9 and Theorem 10 become: Proof. As for the rational case, Proposition 14 in Section 3.3, if the reductionf of f 1 is not also the reduction of g 1 , then f ∼ g. Assuming it is, iff ∼ḡ by a matrix A, then 
COUNTING THE SOLUTIONS: #IP1S
In this part, we present a method for enumerating all the solutions to quadratic-IP1S. According to Proposition 5, this is equivalent to enumerating all the invertible linear transformations on the variables between two sets of quadratic homogeneous polynomials. This allows to provide an upper bound on the number of solutions. We consider in this part quadratic homogeneous instances
whose number of essential variables is n. If this number is s < n, then one can expand the solution matrix with any matrix in GL n−s (K) (see the proof of Proposition 7).
Let H = {H 1 , . . . , H m } and H ′ = {H ′ 1 , . . . , H ′ m } be Hessian matrices in K n×n of f and g respectively. Our counting problem is equivalent to enumerating the orthogonal matrices X verifying:
Let us notice that if M and N are both orthogonal solutions of (5), then MN −1 commutes with H (resp. MN −1 commutes with H ′ ). Therefore, computing the cardinal of the set of solutions is equivalent to computing the number of regular elements in the centralizer C (H ) of H . Let α be an algebraic element of degree m over K and let K ′ = K(α). We consider the matrix
It is clear that a matrix X ∈ K n×n is such that X −1 H i X = H i for all i, 1 ≤ i ≤ m if, and only if, X −1 HX = H. Hence, the problem again reduces itself to the computation of the centralizer C (H) of H intersected with GL n (K). To ease the analysis, we consider the subspace V = C (H)∩ K n×n of matrices in K n×n commuting with H. This provides an upper bound on the number of solutions. The dimension of V as a K-vector space is upper bounded by the dimension of
Since we only want the cardinal of the centralizer of H, we can restrict our attention to the centralizer of the normal Jordan form D of H defined over a field L. This means that D is a block diagonal matrix wherein each block is a Jordan matrix J λ ,s (i.e. an upper triangular matrix of size s × s whose diagonal elements are λ and the elements just above the diagonal are 1).
We recall that a matrix X which commutes with a Jordan matrix J of size s is an upper triangular Toeplitz matrix of size s × s. Indeed, X J − JX is as such
This is used in the following theorem to compute the centralizer of a Jordan normal form. Proof. We assume that r = 2. If X D − DX =
= 0, then X 1,1 commutes with D 1 = J λ 1 ,s 1 and X 2,2 with D 2 = J λ 2 ,s 2 . Thus they are upper triangular Toeplitz matrices.
From X 2,1 D 2 − D 1 X 2,2 , one deduces that (λ 1 − λ 2 )x s 1 +s 2 ,1 = 0, hence either λ 1 = λ 2 or x s 1 +s 2 ,1 = 0. If λ 1 = λ 2 , then step by step, one has X 1,2 = 0. Assuming λ 1 = λ 2 , then step by step, one has x s 1 +i,1 = 0 for i > 1 and since x s 1 +i+1, j+1 − x s 1 +i, j = 0 for all i, j, one has in fact that X 1,2 is a upper triangular Toeplitz matrix with potential nonzero coefficients on the last min(s 1 , s 2 ) diagonals starting from the top-right corner. The same argument applies to X 2,1 .
The case r > 2 is an easy generalization of this result.
Since the centralizer of a matrix is a vector subspace, this characterization of the centralizer allows us to determine an upper bound for its dimension.
Proposition 18 (Proposition 4). Let H ∈ K ′n×n be a matrix and let D be its normal Jordan form. Assuming the blocks of D are J λ 1 ,s 1,1 , . . . , J λ 1 ,s 1,d 1 , . . . , J λ r ,s r,1 , . . . , J λ r ,s r,dr , then the centralizer of H is a K ′ -vector subspace of K ′n×n of dimension no more than
Proof. Let L be the smallest field over which D is defined. It is clear that the centralizer of H over L, 
free parameters for the off-diagonal blocks of X . This concludes the proof.
As a consequence, if q is an odd prime power, then the number of solutions of quadratic-IP1S in F n×n q is bounded from above by:
q (∑1≤i≤r ∑ 1≤ j≤d i (2d i −2 j+1)s i, j ) − 1. As mentioned in the introduction, the counting problem considered here is related to cryptographic concerns. It corresponds to evaluating the number of equivalent secret-keys in MPKC [FLPW12, WP05, WP11] . In particular, [FLPW12] proposes an "ad-hoc" method for solving a particular instance of #IP1S. An interesting open question would be to revisit the results from [FLPW12] with our approach.
SPECIAL CASE OF THE GENERAL IP PROBLEM
In this part, we present a randomized polynomial-time algorithm for solving the following task:
In [Kay11] , Kayal proposed a randomized polynomial-time algorithm for solving the problem below when B is the identity matrix and m = 1. We generalize this result to m = n with an additional transformation on the polynomials. As in [Kay11, Per05] , we use partial derivatives to extract the matrices A and B. The idea is to factorize the Jacobian (whereas [Kay11] uses the Hessian matrix) matrix of g at x which is defined as follows:
According to the following lemma, the Jacobian matrix is especially useful in our context:
The Jacobian matrix of f = POW n,d (x) is a diagonal matrix whose diagonal elements are
This gives:
13 where this Taylor expansion is in fact a polynomial in J. As such, G is the upper triangular matrix such that for all 1 ≤ i ≤ n, i ≤ j ≤ n, the element at row i and column j is 1/2 j−i ω 1−2( j−i) . Let us remark that if J is a Jordan block of size at least 2 for eigenvalue ζ = 0, then J has no square roots.
Let Z be any regular matrix whose Jordan normal form J is made of blocks J 1 . . . , J r for eigenvalues ζ 1 , . . . , ζ r . Let G be a block diagonal matrix with blocks G 1 , . . . , G r being square roots of J 1 , . . . , J r with eigenvalues ω 1 , . . . , ω r such that ζ i = ζ j ⇒ ω i = ω j . Obviously G is a square root of J and it remains to prove that G is a polynomial P(J). Assuming J 1 has size d 1 + 1, . . . , J r has size d r + 1, then finding P comes down to interpolate P knowing that P(ζ 1 ) = ω 1 , . . . ,
ω 1−2d r and such a P can always be found. For instance, if ζ 1 is an eigenvalue with algebraic multiplicity 2 but geometric multiplicity 1 and if ζ 2 has multiplicity 1, then one would have to interpolate a polynomial P(z)
and this system has a unique solution since ζ 1 = ζ 2 . Remark that if ω 1 = ω 2 , then there is also a unique P of degree 1 verifying the equation above. Finally, once one has P such that P(J) = G, then it is clear that P(Z) = W with W 2 = Z.
A.2. Matrices with square roots in characteristic 2. In this section, we consider the trickier case of computing the square root of a matrix over a field K with char K = 2. Unfortunately, unlike other characteristics, a regular matrix has not necessarily a square root overK. In fact, any Jordan block of size at least 2 does not have any square root. This is mainly coming from the fact that generalized binomial coefficients Before, proving this result, we give some example of matrices with or without square root. Following matrices J and J ′ have square roots K and K ′ , while J ′′ and J ′′′ do not have any: By this result, if Z is a square, then one must be able to pair up its Jordan blocks with same eigenvalue ζ so that the sizes differ by at most 1. The blocks that need not being paired being the blocks of size 1.
Conversely, assuming one can pair up the Jordan blocks of Z with same eigenvalue ζ so that the sizes differ by at most 1 and the remaining blocks have sizes 1. Then, each pair of blocks is the Jordan normal form of the square of a Jordan block of size the sum of the sizes and eigenvalue ζ . Furthermore, each alone block of size 1 associated with ζ is the square of the block of size 1 associated with ζ .
Finally, let us prove that if W 2 = Z and Z is not diagonalizable, then W is not a polynomial in Z. Let J be the normal Jordan form of Z blocks J 1 , . . . , J r , a polynomial P(J) is also block diagonal with blocks P(J 1 ), . . . , P(J r ). Thus, if P(J) 2 = J, then P(J i ) 2 = J i for all 1 ≤ i ≤ r, which is false, unless J i has size 1.
A.3. Computation in characteristic p ≥ 2. In this part, we present an alternative method to the one presented in Section 3.1. We aim at diminishing the number of variables needed in the expression of the square root. However, this method does not work in characteristic 0. For the time being, we consider char K > 2. However, we shall see below how to adapt this method to the characteristic 2.
The idea is still to perform a change of basis T over K so that C = T −1 ZT has an easily computable square root. This matrix C is the generalized Jordan normal form, also known as the primary rational canonical form of Z. As the classical Jordan normal form, if Z is diagonalizable overK, then C is block diagonal, otherwise it is a block lower triangular matrix. Its diagonal blocks are companion matrices C(P 1 ), . . . ,C(P r ) of irreducible polynomials P 1 , . . . , P r . Subdiagonal blocks are zero matrices with eventually a 1 on the top-right corner, if the geometric multiplicity associated to roots of one the P i is not large enough. In other words, it gathers d conjugated eigenvalues in one block of size d which is the companion matrix of their shared minimal polynomial. Let us remark that computing such a normal form can be done in polynomial time [Mat02, Sto98] and that the change of basis matrix T is defined over K. Thus, after computing a square root of C ′ of C, one can retrieve W and M in O(n ω ) operations in the field of coefficients of C ′ . Furthermore, computing a square root of C is equivalent to computing the square root of each companion matrix. Finally, using the same argument as for the more classical Jordan normal form in Appendix A.1, C ′ is a polynomial in C. In the following, we only show how to determine the square root of a companion matrix C(P), for an irreducible P. As a consequence, the characteristic polynomial of C(Q) 2 is det(λ Id −C(Q) 2 ) = det( √ λ −C(Q)) det( √ λ +C(Q)) = (−1) d Q( √ λ )Q(− √ λ ) = P(λ ).
But since P is irreducible over K, by the invariant factors theory, then C(Q) 2 must be similar to the companion matrix C(P). As P is irreducible over K = F q , up to reindexing the roots of P, the conjugates α 1 , . . . , However, let us recall that C is block diagonal if, and only if, the Jordan normal form is block diagonal. As such, a square root of C is a polynomial in C if, and only if, C is block diagonal, see Appendix A.2.
