which ranges from 0 to 1, and is also often expressed as a percent similarity:
. Another commonly-used measure, calculated on presence-absence data and directly interpretable as the proportion of unshared species, is the Jaccard measure: 

Next, suppose the observations belong a priori to  = 1, ..., g groups, with sample sizes n 1 , n 2 , ..., n g and    g n N 1   . Let X be an N × (g -1) matrix of full rank containing orthogonal contrasts among the g groups. We can construct an N × N projection matrix for this group structure according to the classical linear least-squares solutions to the Gauss-Markov normal equations (e.g., Plackett 1949) as:
As outlined in McArdle and Anderson (2001) , this can be used to obtain a partitioning of the multivariate variability inherent in matrix D, by relying on the following transformation, due to Gower (1966) and highlighted for this purpose originally by McArdle (1991) . Let matrix A consist of elements
, which, after centering on its rows and columns, gives a matrix directly interpretable as sums of squares and cross products (SSCP). Namely, matrix G of elements: For the one-way case, a p value is calculated for PERMANOVA by a random reordering (permutation or randomization) of the N observation rows of Y relative to the fixed ordered list of n 1 + n 2 + ...,  n labels for the groups (Edgington 1995 , Manly 2006 . This is equivalent to a random simultaneous re-ordering of the rows and columns of matrix D, which maintains the inter-point structure in the multivariate space, but changes the group label with which each point is associated (Anderson 2001b) . If the design is balanced, then all observations have an equal chance of falling into any particular group. If the design is unbalanced, then this is not true; however, the structure of the existing imbalance in the number of replicates per group is maintained under randomization and all re-orderings of the N observations relative to this structure are equally likely. The test-statistic is re-calculated for each randomization (
and a distribution of ) ( F is thereby generated under a null hypothesis of 'no differences among the groups', conditional on the observed data. A random subset of all possible re-orderings can be used for accurate inference (Hope 1968) . A p value is calculated as the proportion of ) ( F obtained under randomization that are greater than or equal to the observed value of pseudo-F.
Note also that (A.8) can be calculated directly from sums of squared distances (or dissimilarities) in matrix D as described in Anderson (2001a) ; namely,
where SS T is the sum of squared inter-point dissimilarities divided by the number of points: .10) and SS W is the sum of squared inter-point dissimilarities within each group divided by the number of observations within that group, and then summed across all groups:
Here and in what follows, ij  is an indicator such that ij  = 1 if sample units i and j are in the same group, or else ij  = 0. Note also that Legendre and Anderson (1999, see Theorem 1 in Appendix B therein) have shown the equivalence of (A.11) with the sum-ofsquared distances to group centroids in the case of Euclidean distances. A geometric F statistic constructed using sums of squared Euclidean distances to centroids within and between groups was described as a possible multivariate randomization test by Edgington (1995, pp. 188-191) . Pillar and Orlóci (1996) had also suggested the use of a related test-statistic, ) (
which, in the specific case of a one-way ANOVA model only, is monotonic on the pseudo-F statistic given in (A.9) under permutation, as the degrees of freedom (v 1 and v 2 ), and also SS T will all remain constant for any random re-ordering of the data, so identical p values will be obtained.
It may be noted here that the PERMANOVA test-statistic has the advantage of being constructed as a pivotal test-statistic (i.e., pseudo F calculated from a Euclidean distance matrix for 1 variable is equivalent to the classical univariate F statistic), so should not be affected adversely by the presence of nuisance parameters and can be easily extended to multi-way designs. It is also
clearly not restricted to the use of the Euclidean distance. Note also, however, that the construction of the test effectively relies holistically on sums of squared distances within (and between) groups, without any regard whatsoever for the particular direction of those distances within the multivariate space, which distinguishes it from the classical MANOVA test statistics.
Next, the ANOSIM statistic of Clarke (1993) A p value is obtained for the one-way case in the same way for ANOSIM as for PERMANOVA, using random re-orderings of the observations relative to the group structure and calculating a distribution of ) ( R against which the value of R for the original ordering is then compared to provide a p value for the test.
The Mantel test was first described as a test of association between two resemblance matrices (Mantel 1967, Mantel and Valand 1970) . For a given set of N observations, suppose there are two resemblance matrices; for example, the first might be dissimilarities based on species data while the second might be geographic distances. For one-way designs, other arbitrary contrast coefficients can be used in the indicator model matrix to distinguish the within-group versus the between-group dissimilarities, yet would yield the same result. For example, consider the use of (-1,+1) rather than (0,1) to give:
As the sum of all the dissimilarities in the sub-diagonal matrix of D is a constant, (A.16) will yield a cross-product that is monotonic with (A.15) under permutation, so will result in equivalent p values for the Mantel test. Furthermore, Legendre and Legendre (1998, p. 562) demonstrated the clear relationship between the Mantel test and ANOSIM. Specifically, in the model matrix, let the code for within-group resemblances be: .17) and the code for the between-group resemblances be:
then the Mantel cross-product statistic z yields a test statistic with an equivalent structure to the R-statistic of ANOSIM, but it is calculated on the averages of the between-group and withingroup dissimilarity values themselves, rather than on the averages of their ranks, namely:
The use of (A.19) will yield an equivalent p-value for the one-way model as the use of either (A.15) or (A.16). It will not, however, yield the same results as the ANOSIM R statistic in (A.12), which is based on ranks. The form of the Mantel test-statistic given in (A.19) was the one we used in our simulations.
To draw further parallels, the Mantel test also has a clear and close kinship with the resemblance-based permutation test statistic described by Good (1982) and Smith et al. (1990) , . Then, let the weights be )
and the relationship between the PERMANOVA statistic of (A.9) and the MRPP statistic of
As the values of SS T , v 1 and v 2 are all constant under permutation,  based on squared dissimilarities with this choice of weights will yield a p value for MRPP that is equivalent to PERMANOVA. This relationship holds for either balanced or unbalanced one-way designs.
In this study, the resemblance-based permutation tests (PERMANOVA, ANOSIM and Mantel) were compared with one another and with the classical MANOVA test statistic described by Pillai (1955) . Given that the SSCP matrix for the within-group variation is which highlights how it differs from Pillai's trace. Pseudo-F is a ratio of two traces, each of these being a pure sum of individual sums of squares, thus ignoring all off-diagonal cross-products and hence correlation structure. For Pillai's trace, in contrast, the off-diagonal cross-product terms will play a role through the calculation of an inverse followed by the matrix multiplication, both of which occur prior to taking the trace.
