ABSTRACT The implementation of safety applications in vehicular ad hoc networks (VANETs) depends on the dissemination of safety-related messages. A self-sorting MAC protocol is proposed for high-density scenarios. The protocol allows vehicles to sort with others in a collision-tolerance manner before data transmission. The vehicles establish a logic queue by the self-sorting process, and the queue is able to access the channel once the length reaches the set threshold. Vehicles in the queue will access the channel by time-division multiple access when the queue occupies the channel. A queue will compete for accessing the channel on behalf of all the nodes in the queue, which greatly alleviates the contention for access from all nodes. In contrast with completely random access, the slot a queue selects to access the channel depends on the completion time of the self-sorting process. In this case, the queue accomplishing the self-sorting process first can avoid collisions with other queues, since they are still in the self-sorting process. The performance of the proposed protocol is evaluated compared with other typical MAC protocols in VANET. The analysis and simulation results in highway and city scenarios show that the proposed protocol can significantly reduce packets loss and delay especially in dense scenarios.
I. INTRODUCTION
Vehicular ad hoc network is a self-organizing network aiming to improve the transportation safety and efficiency via various safety applications over vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. The safety application is the primary motivation for deploying vehicular communications, which depends on the dissemination of status messages containing velocity, position, etc. Vehicles broadcast their status messages every 100 ms for cooperative collision avoidance (CCA). The broadcast messages for safety applications are used for locating the vehicles in a collision threat or in blind spot and sending warnings when a collision or a sudden brake is detected. The U.S. Federal Communications Commission allocated 75MHz of licensed spectrum in the 5.9 GHz band for Dedicated Short-Range Communications (DSRC) [1] , under IEEE 802.11p and IEEE 1609 standards.
The main challenge in VANET is the channel congestion in MAC layer in high density scenarios. There are large amounts of devices sending their status messages in the transmission range, which will lead to serious packet collisions and increase the time delay. A suitable maximum delay requirement for the time-critical safety applications is 100 ms, as suggested in [2] , [3] , and [4] . It has been specified that the packet delivery ratio (PDR) should be not less than 90% in [5] . Numerous theoretical and simulationbased analysis show the impact of high density on latency and PDR [6] , [7] .
The congestion control issues have been investigated extensively and various MAC protocols have been proposed to improve the performance of VANET. Since the safety related messages are mainly transmitted by broadcast, there is no acknowledgement message for a successful reception. Thus, the sender is unable to adjust the contention window since it is unaware of any packet collisions. Rawat et al. [8] present a scheme for dynamic adaptation of transmission power and contention window based on the estimated local vehicle density and collision rates. Nguyen et al. [9] analyze the performance of carrier sense multiple access (CSMA)-based broadcast networks in VANET by using tools from stochastic geometry. A theoretical analysis model is presented in [10] to infer the performance of the distributed coordination function (DCF) MAC protocol in IEEE 802.11p [11] , which is based on CSMA, and a retransmission algorithm is proposed to improve the reliability of the system. However, the extended analysis shows that the retransmission algorithm only works well under low density circumstances, but not suitable for high density cases since the extra packets of retransmission triggered by a failure transmission will aggravate the channel congestion.
A considerable number of cluster-based protocols have been proposed to improve the performance of VANET. A cluster-based scheme is presented in [12] using the contention free MAC within a cluster and the contention-based IEEE 802.11 MAC among cluster-head vehicles. Each vehicle is equipped with two transceivers operating on different channels. Hafeez et al. [13] present a distributed multichannel and mobility-aware cluster-based MAC (DMMAC) protocol, which allows vehicles to send updated status messages to the cluster head every 100 ms. The transmission range is decreased to make a compromise to guarantee the communication of all cluster members, which will hinder the performance of safety applications [14] . Cooper et al. [15] provide a taxonomy and comparative performance review for the existing cluster-based protocols in VANET, and the main aspects of the clustering problem are discussed. The majority of cluster-based algorithms attempt to maintain the cluster topology through complicated control processes in a long time span, where the performance can be affected by the mobility of vehicles.
Various slotted MAC protocols have been proposed to improve the performance of VANET. A Reliable R-ALOHA protocol (RR-ALOHA) is proposed in [16] , which is capable of supporting the single-hop broadcast on a slotted structure. Some improved protocols are proposed based on the RR-ALOHA [17] , [18] . In the RR-ALOHA, each node views the status of each slot in a frame and continuously propagates the frame allocation it perceived in the Frame Information (FI) field. The FI provides acknowledgment for any transmission and slot status information whether the slot is reserved. An emerging area of research in the field of slotted approach is the TDMA-based MAC protocol. The time is divided into frames which consist of a fixed number of time slots, and a vehicle can access one time slot in each frame. Hadded et al. [19] provide an overview of TDMA-based MAC protocols and present a topologybased classification. In [20] , a TDMA-based MAC protocol VeMAC is proposed, in which each node must acquire exactly one slot in a frame to transmit data and slot allocation information of neighbors for implicit acknowledgement. Jiang and Du [21] proposed a prediction-based TDMA MAC (PTMAC) to eliminate encounter collisions by prediction before the collisions happen, and the two-way traffic and four-way intersections are considered in the protocol. A centralized TDMA-based scheduling protocol is proposed in [22] , which takes advantage of roadside units (RSU) to collect channel and vehicles information, and the RSUs make scheduling decisions based on the collected information. However, the protocol is only applicable for the scenario where the RSUs are widely deployed.
Most of the existing slotted MAC protocols such as RR-ALOHA and TDMA require time synchronization and periodic exchange of allocation information to maintain the schedule table, which will bring serious overhead. These protocols require fixed frame structure whether operating on fully distributed manners or cluster-based topologies. The frame is divided in to fixed number of slots which can lead to inefficient channel utilization and performance degradation in high density scenarios. Once a time slot is acquired, the node will remain in the same slot in subsequent frames whether it has data message to send. The frequent change of topology caused by the mobility of vehicles results in collisions in subsequent frames when the node remains in the same slot. The empty packet for keeping in the same slot when the node has no data to transmit leads to a waste of bandwidth.
On account of the mobility and high density of VANET and the characteristics of safety services, most existing MAC protocols have defects in different aspects. Protocols based on CSMA have a flexible mechanism, but the complete random access is unable to cope with the high density situations. In most slotted protocols (e.g., TDMA, RR-ALOHA), the processes for slot scheduling and access are complex, and the inflexible design will produce serious overhead when supporting safety application in VANET, where packets are transmitted frequently.
In this paper, a novel self-sorting MAC protocol is proposed. Vehicles form a transmission queue with others around them just like a ''count off'' process before sending data packets. Once the queue's length reaches a set threshold, it has the right to control the channel and the members of the queue will send the data messages in the sequence recorded by the self-sorting process. Different from the random access of all nodes, only the head of the queue which has completed the self-sorting process will compete to access the channel on behalf of all the nodes in the queue, which greatly alleviates the contention among the nodes competing for accessing the channel disorderly. The control messages in the protocol are collision-tolerable, which are separated from data messages. We decribe the self-sorting process using a Markov chain, and an M /G/1/∞ queuing model is applied to derive the mean packet delay and the PDR. The contributions and the novelty of the proposed protocol are summarized as follows:
• The self-sorting process changes the massive unordered random access into an ordered way. Compared with the CSMA-based protocols, nodes in the same queue will compete to access the channel as a whole, which reduces the collisions caused by enormous random access.
• Compared with existing slotted protocols, there is no tight and universal synchronization, neither fixed frame structure in the proposed MAC protocol. Nodes forming a queue successfully in the self-sorting process have the right to control the channel and transmit data messages in TDMA locally.
• In contrast with the slotted protocols aforementioned, the awareness of the slot allocation is unnecessary in each frame. Thus, periodic exchange of slot allocation information to maintain the schedule table is not required in the self-sorting MAC protocol, which means the overhead is much less in the protocol proposed. The control messages for self-sorting are separated from data messages, and the time granularity is fine-grained, since the packet size of the control messages is much smaller than that of the data massages.
• The access procedure of the proposed protocol is more flexible. Nodes are not required to keep in the same slot in subsequence frames which may result in collisions caused by vehicle mobility. In the proposed protocol, the queue is no longer existing after the date transmission, and a new self-sorting process is triggered when the node has data messages to send. The process is independent from its former transmission which shows robustness against mobility. The rest of the paper is organized as follows. Section II describes the mechanism of the self-sorting algorithm. The proposed protocol is analyzed in Section III. Section IV presents the simulation results in comparison with several typical MAC protocols. Section V concludes the research and suggests some future works.
II. SELF-SORTING PROTOCOL
The self-sorting protocol consists of three steps for vehicles with packets to send: self-sorting, channel reservation and data transmission, as shown in Fig.1 . There is no tight and universal synchronization, neither fixed structure of three phases in the proposed protocol. The transition of the phases is all trigged by particular situation, e.g., once the length of a queue reaches the set threshold in the self-sorting process, the queue will start the channel reservation immediately, and if the queue occupies the channel successfully, members in the queue will transmit their data messages in the order of joining the queue. There is no need to maintain the structure, since the queue will be automatically dismissed after the last member finishes its data transmission.
A. SELF-SORTING
Vehicles with a nonempty buffer aim to join in a self-sorting process or start a self-sorting process. When detecting the existence of a queue in the self-sorting process, the vehicle will compete to join the queue. Otherwise, the vehicle will start a self-sorting process by itself and become a temporary head of queue (QH) with the probability of P 1 . The temporary QH will send a short QH declaration message in a random slot from [0, W -1], where W is the window size which is a constant. The message contains its ID and the sequence number 1 indicating that it is the only member in the queue. Different from the transmission range in data transmission for safety applications, a smaller range R l is applied. The temporary QH will broadcast the short QH declaration messages in the range of 2R l to reduce the overlap of adjacent queues as shown in Fig.2 . In addition, a multiple transmission scheme is used, where the short QH declaration message is transmitted in random slots from [0, W -1] for several times. Three times transmission is used in the protocol, which is sufficient in reducing the overlap of adjacent queues. The temporary QH is able to detect the existence of another QH when receiving its messages, and the temporary QH will turn into an ordinary node; otherwise it will become a main QH (vehicle D) after completing the transmission of three short QH declaration messages (D1, D2 and D3) as shown in Fig.1 . As illustrated in Fig.2 , the QH1 could be located within the range of 2R l of the QH2, it is because that they could miss the three short messages for declarations of each other's. And the vehicles in the overlap area can receive the messages from both QH1 and QH2 in the self-sorting process. The node works as a QH in only one process for one time, and a new self-sorting process and QH selection will be started after the data transmission.
After receiving the third short QH declaration message (D3) from the vehicle D, which has just become a main QH after the transmission of D3, ordinary nodes (vehicle B, E, etc.) with a nonempty buffer will send short sorting messages (B2, E2 , A2, etc.) to compete for the 2nd sequence in the queue. The messages containing their ID, the QH ID and the sequence number 2 are transmitted in a random slot from [0, W − 1]. The QH is able to identify whether the received short message is for joining the queue it belongs to through the QH ID in the message. At least one successful recep-tion of the short sorting message will continue the process. As illustrated in Fig.1 , vehicle B, E, etc., all compete to join in the queue that the QH vehicle D belongs to, and send short sorting messages containing their ID, the QH ID and the sequence number 2. The QH fails to receive the message B2 and E2 because of collisions. The first received message is A2, and the QH will send a short ACK message in the next slot immediately. In other words, the self-sorting process will continue, unless the QH misses all the messages for joining the queue it belongs to, which means that collisions are tolerable in the process. The ACK messages implicitly inform the nodes in the transmission range that the 2nd position in the queue has been occupied by the vehicle A, and vehicles receiving the ACK message will start to compete for the 3rd position by sending short sorting messages (B3, E3). Only if all the nodes in the range of the QH miss the ACK message, none of the nodes will compete for latter positions and the self-sorting process of the queue will fail. If vehicle A receives the ACK indicating its occupation of a position in the queue, it will keep silent in the following process. Vehicles will continue competing for the remaining positions in the queue until the length of the queue reaches the set threshold t.
B. CHANNEL RESERVATION
Queues will start the channel reservation process immediately when the length of the queue reaches the threshold t. The channel reservation mechanism is proposed to reduce the collisions caused by hidden terminals on such conditions: If queues located within the range of each others for data transmission finish the self-sorting process at the same time slot and start data transmission immediately, the data packets from different queues will conflict in the overlap area as shown in Fig.3 . In the channel reservation process, an outof-band tone is applied to represent a 1-bit occupation signal, which is used in [10] . Similar to the three times transmission used in the QH declaration, the QH will send the reservation declaration tone for three times (R1, R2 and R3) in random slots chosen from [0, W − 1] as shown in Fig. 1 . QHs sensing the reservation declaration tone of surrounding queues will abandon the reservation, and ordinary nodes receiving the tone will keep silent for reception. The channel reservation mechanism is similar to the declaration for QH in the self-sorting process. As shown in Fig.3 , the transmission range of the three reservation tones is twice the range for data transmissions. This is to avoid the overlap of queues' transmission range as much as possible. The packet collisions caused by the hidden terminals could still occur with a very small probability on such condition: As illustrated in Fig.3 , QH1 and QH3 are located within the range of 2R of each others, and they finish the self-sorting process at the same slot. In addition, QH1 and QH3 choose the same slots to send their three reservation tones, which means that they are unaware of the existence of each other. Thus, nodes located in the collision area are unable to receive the packets from the QH1's and QH3's queues, which are transmitted simultaneously.
C. DATA TRANSMISSION
The QH completing the channel reservation after sending the third reservation declaration tone will start the data transmission. First, the QH will send the data packet which consists of safety information and the sequence of the nodes in the queue. It is used to inform the nodes in the queue which miss the ACK message in the self-sorting process. The nodes in the queue will broadcast their data packets following the sequence from the head to the tail in TDMA. Then the channel is released, and nodes with packet to send will start a new selfsorting procedure and repeat the process above. Compared with existing slotted MAC protocols, only the data messages for safety applications are transmitted in the data transmission phase, and there is no extra control messages included in the packets, e.g., the allocation information of each slot in ALOHA and TDMA-based protocols aforementioned.
In the proposed protocol, a timer is started at the beginning of the first phase, and the node will reset it for a new procedure when the timer expires. The timer is used to restart a new process when a node cannot join a queue or the queue the node joined fails to reach the length of the set threshold. A counter is used to limit the maximum number of attempts of a packet. For a node not in a queue, the counter is incremented when a declaration of channel reservation is sensed or the timer expires. When the counter reaches the maximum attempt number, the packet will be dropped, resulting in the packet loss. The packet loss can also be caused by hidden terminals on such condition: queues within the transmission range of each others could choose three identical random slots for declaration of channel reservation, thus neglecting the existence of each others.
III. ANALYTICAL MODEL A. SYSTEM MODEL
We analyze the performance of the MAC protocol proposed in terms of the mean delay and the PDR, and the superiority in overhead is compared with the typical slotted protocols. In the analytical model, we make assumptions as follows:
• Packets are generated according to a Poisson process with arrival rate λ (in packets per second).
• Vehicles satisfy the Poisson point process with density β (in terms of vehicles per meter)
• We only consider the packet loss caused by the packet collisions and the packet drop when exceeding the max-VOLUME 5, 2017
imum attempt, and the collisions lead to the loss of all collided packets. An M /G/1/∞ queuing model is applied for each node to obtain the mean delay and the PDR in the analytical model. According to the Assumption 1, the queue utilization ρ expressing the probability of a nonempty buffer is given as
where E [S] is the average service time. It is noteworthy that the M /G/1/∞ queuing model applied in the analytical model is to calculate the buffer's average service time of each node, which should be distinguished from the queuing process in the self-sorting procedure. Assumption 2 is widely adopted as a sufficiently accurate assumption for modeling the vehicle arrival process [23] . The probability of i vehicles being within 2R, i.e. the transmission range of messages for safety applications, is given as
While necessary assumptions are made to simplify the analytical model, the simulation results still verify the accuracy and the reliability of the model.
B. PROBABILITY OF SUCCESSFUL QUEUING
In this subsection, we construct a Markov chain to derive the probability of forming a queue successfully. In the selfsorting process, a smaller transmission range R l is applied, and the transmission range of the declaration message is 2R l to avoid overlap of adjacent queues as illustrated in Fig.2 . If a node has packet to send, it will become a temporary QH with the probability of P 1 by sending three short QH declaration messages in the range [−2R l , 2R l ]. From (2), the probability of n nodes with a nonempty buffer attempting to declare itself as a temporary QH is described as
where β TQH = βP 1 ρ. The declaration messages from temporary QHs are transmitted in random slots from [0, W -1]. Thus, based on the assumptions, the collision probability of a declaration message with the existence of n temporary QHs sending their QH declaration messages is described as
If a temporary QH chooses the same slots for QH declaration messages with other QHs in the range [−2R l , 2R l ], the three messages will all collide. In other words, the temporary QH is unaware of the existence of other QHs in the range with the probability of P c1 (n) · 1 W 2 . Otherwise, the temporary QH will turn into an ordinary node when receiving QH declaration messages from other temporary QHs in the range without collisions. Thus the probability that a temporary QH becomes a main QH is given as
Except for the short QH declaration messages, short sorting messages are transmitted using the range R l in the self-sorting process. After the temporary QH turns into a main QH, ordinary nodes in the range [−R l , R l ] will compete to join the queue. The probability of n ordinary nodes with a nonempty buffer being in the transmission range of a QH in the selfsorting process is given as
where β ON = βρ.
Ordinary nodes with packets to send will compete for joining in the queue at the i-th position and send a short sorting message in a random slot from [0, W -1]. When the QH receives the short sorting message, it will broadcast an ACK i message to indicate the status is ready to compete for the next position (i + 1). The packet collisions when transmitting the ACK i message are mainly caused by the short sorting messages for the i-th position. Therefore, only the collisions caused by the short sorting messages for the i-th position are considered when calculating the probability of receiving the ACK i message, and it is approximately assumed that the nodes around the QH have the same channel environment as the QH. Thus, the probability of receiving the ACK from the QH when existing n ordinary nodes is given as
For an ordinary node with a non-empty buffer, the short sorting message for joining a queue is transmitted in an arbitrary slot with the probability of 1 W . Thus, the probability that the QH can receive at least one short sorting message successfully for the current position in the queue is described as
We construct a Markov chain to derive the probability of forming a queue successfully. The Markov state is the number of nodes competing for joining the queue in the QH's range, and a failure state F is introduced to represent the state that the sorting process terminates before the length of the queue reaches the set threshold. If a node occupies the i-th position and receives the ACK i successfully when existing k nodes, there will be k − 1 nodes competing for the i + 1 position in the queue; otherwise, there are still k nodes in the following process. The Markov chain for the self-sorting process is illustrated in Fig.4 , and the one-step transition probability matrix is given as
where P n
) is (0, 1, 0, · · · , 0, 0) when there existing n nodes initially. The state distribution at t − 1 is (0, 1, 0, · · · , 0, 0)P t−1 . x t−1 i is the probability that there are i nodes remaining after t − 1 competitions from the 2nd sequence to the t-th sequence, and x t−1 F is the probability that the queuing process in the self-sorting stops before the length of the queue reaches t. Thus, the probability of forming a queue successfully with the existence of n nodes is P Sn = 1 − x t−1 F . Based on the analysis, the probability that a queue reaches the length of t after the self-sorting process above is
C. SERVICE OPPORTUNITY
In this subsection, we calculate the average service opportunity that a node can acquire for transmission after the selfsorting and the channel reservation process. If the node is in a queue which has successfully formed a queue with length of t, it has the opportunity to transmit its data packets in the transmission process. Otherwise, it just has to compete for the service opportunity in following processes. The total time of the self-sorting process T 1 is 3wσ + (t − 1)wσ + (t − 2)σ , where w is a variable uniformly distributed from [0, W − 1]. According to the central limit theorem, the total time of the self-sorting process T 1 , which is the sum of independent random variables w is approximately normally distributed. In other words,
12 (t + 2))σ . Thus, the probability distribution of T 1 P(T 1 = lσ ) can be described approximately.
To obtain the probability that different queues accomplishing the self-sorting process at the same slot, we considered the collision among two queues, since the probability of collisions among multiple queues accomplishing the selfsorting process at the same time is extremely small. Thus, the collision probability when there are n queues is described as
where T 1Min = 2tσ, T 1Max = [t − 2 + (t + 2)W ]σ , and T 1Max is set as the initial value of the timer in the self-sorting process. The transmission range of the channel reservation declaration is 2R to avoid hidden terminals as illustrated in Fig.3 . The probability of n queues accomplishing the selfsorting process in the range [−2R, 2R] is given as
where β SQ = βρP 1 P QH P t . In the process of channel reservation, the mean number of queues successfully occupying the channel in the reception range [−2R, 2R] of an arbitrary node is given as
The mean value of queues which will lead to collisions caused by hidden terminals in the reception range [−2R, 2R] of an arbitrary node is
For a node with packets to send, it will compete for the service opportunity for transmission with other nodes. The average number of queues occupying the channel for transmission in the range [−2R, 2R] is E[N SO ], and the number of nodes with a non-empty buffer in the range of the target node is 4Rβρ. Therefore, the average service opportunity that the node can acquire competing with other nodes in the range is
The probability that the node acquire an opportunity which will lead to a collision is described as
(16) VOLUME 5, 2017
D. EXPRESSION FOR THE DELAY AND THE PDR
In this subsection, we present the expressions for the delay and the PDR based on the analysis above. The total time of three process T sum is T 1 +T 2 +T tran , where T 2 is (1+2w)σ and T tran is the data transmission time for t nodes. If there is no queue accomplishing the sorting in the range [−2R, 2R] of a node, in other words, no channel reservation tone is received, the timer will expire when it reaches the maximum time for the first process T 1Max . The probability of the situation is P W = (1 − P t ) (4RβρP 1 P QH ) . As we specified in the protocol, it is considered as an attempt if the node competes to join a queue or the timer of the node expires. Based on the analysis, the mean time for an attempt is T = P W T 1Max +(1−P W )T sum , and the average service time is derived as
where m is the maximum attempt number. By using the wellknown result for the M /G/1/∞ queue, the queuing delay for a packet can be obtained as
The mean total delay is
Considering the packet drop when the maximum attempt number is reached and the packet collisions including the hidden terminals situations, the PDR is
E. IMPLEMENTATION OVERHEAD
We analyze the implementation overhead of the selfsorting protocol proposed in this paper, and it is compared with the typical slotted MAC protocols: TDMA-based and ALOHA-based protocols [20] , [16] , since they are the most relevant to this paper. For the fairness and the objectivity of the analysis, principles are established as follows:
• The packet sizes except for the implementation overhead introduced by different protocols are the same.
• The number of bits to represent a common field which is used in the protocols is the same, such as the node ID.
• We define a parameter, the implementation efficiency (IE), to compare the overhead performance of different protocols. The IE is equal to the size of the payload of a packet divided by the total bits to transmit the packet.
1) IMPLEMENTATION OVERHEAD OF THE TDMA-BASED PROTOCOLS
The TDMA-based protocols need to maintain the schedule table by continuously propagating the slot allocation in a frame. The allocation information is added in the packet in each transmission. In VeMAC [20] , the allocation information consists of the nodes in two-hop set (THS) and the time slot used by each node in THS. The size of each field in a packet is estimated as follows: The number of nodes in a THS is N , and the number of slots in a frame is K . Thus, log 2 K bits are sufficient to identify a slot in a frame, where · denotes the ceiling function. Therefore, the total packet size (in bits) is
where b ID is the number of bits to represent a node ID, which is 8 bits, and b pa is the number of bits for the payload. b ID and b pa are same in the analysis of different protocols. As suggested in [20] , it should be ensured that the number of slots in a frame is much larger than the number of nodes in a THS. Thus, we consider the situation that the number of slots in a frame is twice the average number of nodes in a THS (K = 4Rρ), which is the same in the analysis of the ALOHA-based protocols. Therefore, the implementation efficiency of VeMAC is
2) IMPLEMENTATION OVERHEAD OF THE ALOHA-BASED PROTOCOLS
In RR-ALOHA proposed in [16] , The Frame Information (FI) is transmitted with the payload. The FI reports the status of each slot in a frame, indicating whether the slot is busy or not and to which node it is allocated. The FI for each slot is made up by following fields: the BUSY state (1 bit), the source ID (8 bits), a Priority field (2 bits) and the PTP service flag (1 bit). The number of slots in a frame is required to be large enough to accommodate the nodes in a THS, thus, we set the number of slots in a frame K = 4Rρ as mentioned in previous situation. Therefore, the total packet size (in bits) is
where b FI is total size of a FI for each slot, which is 12 bits. The implementation efficiency of RR-ALOHA is
3) IMPLEMENTATION OVERHEAD OF THE SELF-SORTING PROTOCOL
In the proposed self-sorting protocol, there is no fixed frame/slot structure, and the control messages are separated from the data messages. Therefore, we calculate the average number of bits of control messages for transmitting a data message. The overhead introduced in the protocol is the short message in the first stage self-sorting and the reservation declaration tone in the second stage. The short sorting message includes three fields: the source ID, the QH's ID, and the sequence number in the queue. The packet size of the short sorting message is
The size of the reservation declaration tone b res is 1 bit. In a success attempt, a node joins a queue and the queue occupies the channel successfully. To calculate the number of bits in a success attempt, we make the simplification that nodes receive the ACK message from the QH will continue sending short sorting message, and these messages are only used in the calculation of the overhead. In this case, the analysis will present a worse situation of the implementation overhead. Therefore, for an arbitrary node, the average number of bits for the self-sorting stage and the channel reservation stage in a success attempt is given as
where n ack = t − 1 is the number of ACK messages from the QH, n dec = 3 is the number of declaration messages, and n res = 3 is the number of reservation tones. If a node fails to join a queue of length t or the queue fails to occupy the channel after the self-sorting stage, it will lead to a failing attempt. In the first case, if the queue terminates at the i-th position in the queue, each node in the queue sends i−1 short sorting messages totally. Based on (6) and (10), the average number of bits for a failing attempt when the node fails to join a queue of length t is
where x i F is the probability that the queuing process stops before the length reaches i, which has been elabrated in the subsection probability of successful queuing in Section III.
In the case that the queue fails to occupy the channel after the self-sorting stage, for an arbitrary node, the average number of bits for an failing attempt is described as
From (27) and (28), the average number of bits of control messages for a failing attempt is given as
Based on (15) , (26) and (29), the average number of bits of control messages for transmitting a data message is given as
Therefore, the implementation efficiency of the proposed self-sorting protocol is 
IV. PERFORMANCE EVALUATION
To evaluate the proposed protocol in terms of delay and PDR, we conduct a series of analysis and simulations and present the results in this section. The simulations are based on highway and city scenarios. The protocol is compared with Hassan's model in [10] , the DMMAC in [13] and the VeMAC in [20] . The performance of the proposed protocol is evaluated with different parameters configurations (e.g., the maximum attempt number, the probability to declare as a QH P 1 ). The analysis results of the implementation overhead are shown in this section. The highway scenario is based on a one-direction highway segment, with the velocity of vehicles ranges from 80-120 km/h, which is typical for highways. The city scenario consist of a horizontal street, a vertical street, and four square city blocks as shown in Fig.5 . The intersection of two streets is referred to as a junction area. Vehicles move into the junction area will choose possible direction with equal possibility. Vehicles located at the junction area can communicate with vehicles within transmission range on both streets. For a vehicle not at the junction area, it can only communicate with vehicles within transmission range on the same street due to the existence of city blocks.
In both scenarios, when a vehicle reaches one end of the highway segment or the city street, it reenters from the other end [20] . Therefore, vehicles located at a distance of d < R (R is the communication range) from one end of a street can communicated with vehicles located within a distance R − d from the other end.
The simulation parameters related to the mobility model and service model of safety-related applications are widely adopted to evaluate the performance of VANET [10] , [13] , [20] . TABLE I lists the main parameters used unless a change is mentioned explicitly. Fig.6 and Fig.7 show the mean delay and PDR versus vehicles density respectively in highway scenario. It can be observed that the analysis is verified by the results obtained from the simulation. The self-sorting MAC has a little larger delay than DCF in Hassan's model, but is still well below the maximum delay constraint of 100 ms for safety applications, and it is much less than the delay of DMMAC and VeMAC. The self-sorting MAC has a higher PDR in high density scenario. The abrupt change of DMMAC at 0.3 vehicles/m is due to the change of the communication range from 300m to 180m. The transmission range is decreased to make a compromise to guarantee the communication of all cluster members, which will hinder the performance of safety applications. The performance of the TDMA-based VeMAC decreases when the number of nodes in the transmission range exceeds the number of slots per frame. Increasing the number of slots per frame (300 slots/frame) mitigates the packets loss, but it brings higher latency as shown in Fig.6 .
As shown in Fig.6 and Fig.7 , the performance of the modes/protocols for comparison degrades with density, while the performance of the proposed protocol improves with density within certain range of vehicle density. It is because that the self-sorting protocol takes advantage of the feature of high density to forming a logic queue. In low density situations, there is no enough nodes in the transmission range of a queue head to form a queue with length of t , which means it will take many times to form a queue. As the vehicle density increases, there are more nodes competing to join a queue, which increases the possibility of forming a queue successfully and improves the performance of the protocol. Fig.8-Fig.11 evaluate the performance of the self-sorting protocol with different parameters configurations based on highway scenario. The performance in terms of delay and PDR when different maximum attempt number m is specified is shown in Fig.8 and Fig.9 . It can be observed that the delay decreases when applying a smaller maximum attempt number m, but the PDR decreases at the same time. This is because the packet applying a smaller maximum attempt number will take less time to compete for the service opportunity for transmission. In this case, the packet will be dropped more easily, which leads to the degradation of PDR. Fig.10 and Fig.11 show the performance of the protocol for different probability P 1 to declare as a QH. We can find that the performance is similar when applying different P 1 . It is because that the declaration messages are transmitted for three times, which can avoid the situation that multiple QHs locating in the range of others as less as possible. Fig.12 and Fig.13 show the performance of the selfsorting protocol in ultra dense scenarios compared with DCF in Hassan's model and VeMAC (200 slots/frame and 300 frame/slots). Based on the analysis and simulation results, the protocol takes advantage of the feature of the high density scenarios to improve the probability of forming a queue by self-sorting process. Thus, it shows better performance in high density scenarios compared with other protocols, and it can be observed that the performance improves by increasing the vehicle density with the density ranging from 0.1 vehicles/m to 0.4 vehicles/m. However, in ultra dense scenarios, the performance of the protocol proposed will degrade. It is because that the collisions become serious in the self-sorting process in ultra dense scenarios. And after a queue successfully occupies the channel, the number of nodes in the queue which have the opportunity to transmit their data messages is constant whether in low density or high density situations, which means that the nodes will take more times to get a position in a queue. Therefore, the performance of the proposed protocol improves with the density first and then degrades. In spite of the degradation of performance in extremely dense scenarios, the self-sorting protocol shows the superiority compared with other MAC protocols in VANET. be observed that the performance of the proposed protocol in highway scenario is better compared with the performance in city scenario at same vehicles density. The reason is that, in city scenario, vehicles not located at the junction area cannot receive the channel occupation messages from the other streets due to the obstruction of city blocks. If two queues located at two streets and they are both in the communication range of a vehicle in the junction area, packets from these two queues will collide if they transmit their packets at same time. The collisions lead to the performance degradation in city scenario. Nonetheless, the proposed protocol still shows performance advantages in both scenarios. Fig.16 shows the implementation efficiency of the selfsorting protocol, compared with the typical slotted MAC protocols [20] , [16] . It can be observed that the self-sorting protocol has better performance than the VeMAC protocol and the RR-ALOHA protocol. In these slotted MAC protocols with fixed frame/slot structure, the number of slots in a frame increases with higher vehicle density, which takes more bits to propagate the allocation information of each slot. The implementation efficiency of the self-sorting protocol is higher in high density scenarios. It is because that there is no need to transmit allocation information of each slot, and the protocol has better performance in high density scenarios, thus, it takes less attempts to transmit a packet. 
V. CONCLUSION
In this paper, a novel self-sorting MAC protocol is proposed taking advantage of the characteristic of high-density scenarios to improve the performance of high-density VANET, since the main challenge of VANET is to meet the communication requirements in dense situations. Vehicles form a queue by self-sorting like a ''count off'' process, and the queue reaching the specified length has the right to access the channel. The control messages for self-sorting are designed to be collision-tolerable to reduce the collisions of data messages. The protocol changes the unordered random access into an ordered way. The variance of completion time of the self-sorting process introduces the time sequence naturally when queues compete for channel access. The analysis and simulation results evaluate the performance of the protocol in terms of delay and PDR. In addition, the overhead is less than the typical existing slotted MAC protocols, which have fixed structure and require continuous transmission of allocation information. Our future work will focus on adapting the protocol in various scenarios including more dynamic configurations optimization and support for heterogeneous requirements on delay and PDR. 
