Recent experimental evidence about DNA damage response using the p53-Mdm2 system has raised some fundamental questions about the control mechanism employed. In response to DNA damage, an ensemble of cells shows a damped oscillation in p53 expression whose amplitude increases with increased DNA damage-consistent with 'analogue' control. Recent experimental results, however, show that the single cell response is a series of discrete pulses in p53; and with increase in DNA damage, neither the height nor the duration of the pulses change, but the mean number of pulses increase-consistent with 'digital' control. Here we present a system engineering model that uses published data to elucidate this mechanism and resolve the dilemma of how digital behaviour at the single cell level can manifest as analogue ensemble behaviour. First, we develop a dynamic model of the p53-Mdm2 system that produces non-oscillatory responses to a stress signal. Second, we develop a probability model of the distribution of pulses in a cell population, and combine the two with the simplest digital control algorithm to show how oscillatory responses whose amplitudes grow with DNA damage can arise from single cell behaviour in which each single pulse response is independent of the extent of DNA damage. A stochastic simulation of the hypothesized control mechanism reproduces experimental observations remarkably well.
INTRODUCTION
The p53-Mdm2 system, which plays a crucial role in DNA damage repair, is one of the best-studied of the 'negative feedback motifs' known to be present in human cells (Piette et al. 1997; Vogelstein et al. 2000; Michael & Oren 2003) . Studies of these systems typically involve perturbing cell populations with appropriate stimuli and monitoring total population response with immunoblots. Often such measurements of ensemble (i.e. population) behaviour are sufficient for understanding the molecular mechanisms underlying the phenomenon in question. In the case of the p53-Mdm2 system response to DNA damage however, Lahav et al. (2004) , recently published experimental evidence that the dynamic behaviour of the ensemble is fundamentally different from that of individual cells, creating a dilemma about the underlying control system mechanism.
Specifically, in response to DNA damage, the observed ensemble response is a damped oscillation in p53 levels whose amplitude increases with increased DNA damage. This behaviour is consistent with analogue control and a few theoretical models are available that predict it reasonably well (e.g. Bar-Or et al. 2000; Mihalas et al. 2000) . However, the data in Lahav et al. (2004) , show that at the single cell level, the response to DNA damage is rather a series of discrete pulses in p53; furthermore, with increased DNA damage, neither the mean height nor the duration of the pulses changed, but the mean number of pulses increased. In addition, genetically identical cells in a population exposed to the same stimulus each showed a different number of pulses of p53. Taken together, the observed single cell behaviour is consistent with digital control, raising the obvious question: how can digital behaviour at the single cell level appear analogue at the ensemble level (Lahav et al. 2004) ? The more fundamental issue concerning the underlying DNA damage response mechanism is captured by the following challenge (Lahav et al. 2004): What is the mechanism for digital oscillations in this system? Digital undamped oscillatory behaviour is a challenge to modelers because the simplest theoretical models of this negative feedback loop show damped analogue oscillations.
We present here a comprehensive, systems engineering model that uses the Lahav data to elucidate this mechanism and resolve the dilemma.
The systems engineering paradigm we employ considers the entire DNA damage response apparatus as consisting of the following components:
(i) the DNA damage 'process' itself, by which, in response to a damage inducing 'input' signal, DNA is damaged to an extent dependent on the strength (magnitude) of the signal; (ii) a sensor for detecting the presence of DNA damage; (iii) a controller that is activated by the presence of DNA damage, responding by generating a digital command signal c(t) that is implemented by (iv) an effector system (the p53-Mdm2 system) which converts the controller signal c(t) to the amount of p53 expressed in the cell.
A block diagram for the overall system (with the details to be discussed fully later) is shown in figure 1 .
The results presented have been obtained by first developing appropriate models for the two central components of this system: (i) a dynamic model for the p53-Mdm2 effector system that reproduces the experimentally observed single non-oscillatory response to a stress signal; and (ii) a probabilistic model of the DNA damage response derived from a careful analysis of the Lahav data on the distribution of pulses observed in a cell population. Each model is analysed for insight before combining them with the simplest possible digital control algorithm into a complete control system. The overall control system is then shown, via simulation, to reproduce experimental observed behaviour quite well.
RESULTS AND ANALYSES

The p53-Mdm2 effector system model
The model derived here is an adaptation of the one presented in Bar-Or et al. (2000) , modified as follows for simplicity and transparency.
(i) p53 dynamics: we explicitly separate out the 'stress response' signal to allow it to be determined by an explicit controller, not implicitly by the generic first order differential equation used to represent p53 activation upon exposure to DNA damage (eqn 5 of Bar-Or et al. 2000) . This aspect is crucial for explaining the Lahav et al. observation (Lahav et al. 2004 Lahav et al. (2004) , the composite time delay is w100 min. (iii) Damage-induced activation: eqs 6 and 7 in Bar-Or et al. (2000) introduced as a means of 'hard-coding' the stress response are eliminated. In our scheme, such activation is produced by the controller mechanism.
On the basis of the foregoing, in the initial basal, unstressed state prior to sensing damage, the p53-Mdm2 system dynamics are represented by .2) represents the p53-dependent transcription and translation of Mdm2; t is the delay in the p53-dependent induction of Mdm2. (We opt for this simpler expression on the basis of the fact that by the very design of the p53-Mdmd2 system, p53 is not likely ever to be induced to the point where it will saturate the Mdm2 promoter.)
After stress, there is a dramatic disruption of the ability of Mdm2 to target p53 for degradation (effectively a reduction in k 0 c ) resulting in a net decrease in the activity of Mdm2 in terms of its interaction with p53 (Lakin & Jackson 1999) . Under these conditions, the model becomes By defining deviation variables Here the forcing function f(t), defined by
represents the net effect of the control mechanism's command signal activated by DNA damage.
We may now use this model to investigate the system response to short pulses of stress signals that perturb the system away from its initial operating point. We stress that the Taylor linearizing approximation used here is not necessary if one simply wants to obtain specific simulations of system responses. But the approximation provides invaluable insight into the general dynamic characteristics of the system of equations, albeit at the modest cost of some approximation error. This error is quite minimal, however, because first, we are investigating perturbations around the basal steady state caused by stress pulses. Furthermore, all higher order univariate partial derivatives in the truncation error associated with linear approximations to bilinear terms are identically zero, leaving only the sole surviving bivariate second order derivative, which in this case is a constant.
2.1.1. Theoretical analysis and general response characteristics. By defining (for notational simplicity)
ð2:11Þ upon taking Laplace transforms, we obtain, from equations (2.8) and (2.9), the following transfer function models (Ogunnaike & Ray 1994 ; ch. 4)
Kts f ðsÞ; ð2:12Þ
for how p53 (x 1 ) ultimately responds to the control stimulus f ; and
Kts ðs C k 4 Þ x 1 ðsÞ; ð2:13Þ for how Mdm2 (x 2 ) responds to changes in p53 (x 1 ).
(i) Steady state step response: in the (unlikely) event that the forcing function f (t) is a step function of magnitude A (corresponding to a sustained activation of p53) the model indicates that the final value attained by the p53 level (as a deviation from the basal level) is given by
ð2:14Þ
Observe that if k 4 is small while k 1 is large, (possibly with k 2 and/or k 3 also relatively large), x Ã 1 will always be small even in the face of sustained activation, and the effect of such a drastic disturbance will be mitigated. This, of course, underscores the essence of the role of Mdmd2 in tightly regulating p53 levels (Momand et al. 2000) . Thus the 'design' criteria for effective regulation of p53 (protecting the cell from unintended step changes in p53 level) are as follows: (a) keep k 4 low (stable, longer half-life for Mdm2); (b) keep k 1 large (short half-life for p53, in conjunction with a high basal level of Mdm2, and high initial rate of Mdm2 binding to p53); (c) keep k 3 and/or k 2 relatively large (high rate of p53-dependent transcription and translation of Mdm2; and/or high rate of ubiquitinmediated degradation of p53). These conditions are all perfectly in keeping with what is known of this system (Lakin & Jackson 1999) .
(ii) Conditions for overdamped (non-oscillatory) response: in the undelayed case, it is easy to show (Ogunnaike & Ray 1994 ) that the second order transfer function model will exhibit a non-oscillatory response when
With the delay, the transcendental function e Kts contributes an infinite number of poles (Ogunnaike & Ray 1994, pp. 495-496 ) that can only be computed explicitly for specific transfer function parameters (without the benefit of a closed-form expression). The condition for obtaining (underdamped) oscillatory response follows so that, for the undelayed case,
2.1.2. Single cell response. Figure 2 shows the predicted single cell response to a forcing function f (t) realized as a rectangular pulse of unit height, duration 250 min (Lahav et al. 2004) , passed through a first order filter (time constant 40 min) to smooth out the sharp transitions of the rectangular pulse and yield a more physiologically realistic stress signal (Lakin & Jackson 1999) . The parameters are k 1 Z0.1, k 2 Z0.004, k 3 Z0.065, k 4 Z0.05 (satisfying the conditions required for non-oscillatory response; the same combination of parameters but with higher values for k 1 give similar responses). The delay is chosen as tZ100 min, in accordance with the experimental results in Lahav et al. (2004) .
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(If the value chosen for k 2 were increased by an order of magnitude to 0.04-satisfying the conditions required for oscillations-oscillatory responses (not shown) are indeed obtained. The model is therefore sufficiently general to obtain various types of responses and has not been artificially constrained to produce only non-oscillatory responses.)
As discussed more fully later, consider a control strategy in which each time it is activated by DNA damage, the controller in figure 1 responds according to the single p53 pulse response obtained above, which we will represent as h(t) (with a pulse width, w). If, after a period T, the single p53 pulse is sufficient to accomplish complete damage repair, the controller remains inactive thereafter; if DNA damage persists, the controller responds with yet another 'identical' pulse, h(t), which now appears T time units after the previous one. Thus, with extensive damage, the controller response will be a sequence of several such pulses, each one appearing T time units after the previous one, with the total number dependent on the extent of damage.
Observe therefore that, mathematically, we may use h(t) as the 'basis function' to derive a compact expression for the controller response in terms of a sequence of j such pulses (represented as h j (t)) as follows: where the indicated delayed functions are defined in the usual manner for a delay a,
hðtKaÞ; tR a:
Observe that for the pulses to be separate and distinct it is necessary that T Rw. In fact, in Lahav et al. (2004) , the average experimentally observed pulse width, w, is 350 min (G160); the average period, T is 440 min (G100). The pulse width of the response shown in figure 2 is z400 min.
DNA damage response model
Let Y represent the (unobserved) measure of the 'extent of DNA damage' resulting from exposing an ensemble of cells to gamma-irradiation of dose g Gy; and let Z be the corresponding number of p53 pulses observed as a consequence. From the experimental results in Lahav et al. (2004) , Z is clearly dependent on Y; also genetically identical cells exposed to the same stimulus show different numbers of pulses. Thus, both Z and Y are random variables, so that the specific values z and y pertaining to each cell in the ensemble will differ from cell to cell. It is customary to describe the ensemble by probability distribution functions f z (z) and f y (y), which, respectively, quantify the probability that ZZz and YZy (i.e. f z (z)ZProb(ZZz); f y (y)ZProb(YZy)). Table 1 contains data (extracted from Lahav et al. 2004) on the fraction of cells showing zZ0, 1, 2 or more pulses, for various irradiation doses. This is, in fact, an empirical probability distribution of the number of p53 pulses observed in the ensemble of cells used in their experimental system.
The question of interest to us here may now be stated as follows:
Given experimental values for the distribution of Z, the number of p53 pulses resulting from exposing an ensemble of cells to various irradiation doses, g, what is the distribution of Y, the unobserved extent of DNA damage, and how is it related to g?
We are able to show that a Poisson distributed Y with the probability distribution function f y ðyÞ Z l y e Ky y! ð2:22Þ
that is related to the random variable Z as follows, figure 3 along with the resulting regression equation (and some goodness-of-fit metrics), establishing the power law relationship in equation (2.24).
The implications of these results are as follows.
(i) Following irradiation of dose g Gy, the extent of DNA damage experienced by a cell is characterized by a random variable Y possessing a Poisson distribution with parameter l, the ensemble mean extent of DNA damage. (ii) l depends on radiation dose according to the power-law relationship in equation (2.24); in the specific case of the experimental system studied in Lahav et al. (2004) (0), (1,2), (3,4), ., etc., then each pulse of p53 reduces y to the next lower bin. Thus, for example, if y was initally in the (3,4) bin, the first p53 pulse will reduce it to (1,2), and the next one will reduce it to (0), eliminating the damage.
We are now in a position to combine the single cell model with the probability model for DNA damage response to obtain the ensemble response.
Ensemble response model
We are concerned here with deriving an expression for U(t), the ensemble p53 response of a population of N T cells, each individually showing iZ0, 1, 2, 3, . pulses of p53 represented by h i (t) in each case. Now, let us represent as f i , the fraction of the total number of cells in the population showing i pulses. (Note that from a classical frequency interpretation of probability, f i also represents the empirical probability that a particular cell in the ensemble shows exactly i pulses.) For a total number of N T cells in the population, therefore, the ensemble response will be given by
(essentially the mathematical expectation of the p53 response function), which expands out to give Table 1 . Empirical distribution of the number of p53 pulses for various irradiation doses (Lahav et al. 2004) . where, since P N iZ0 f i Z 1 (the probabilities of all possible outcomes sum to 1), the indicated F i coefficients are defined as follows,
. Z .
so that, in general
is the fraction of cells with j or more pulses, satisfying the recursion
with the initial condition F 0 Z 1. It is now most important to observe that F i is a monotonically decreasing sequence, with the following implications.
(i) From (2.29) the resulting ensemble p53 response will be a sequence of pulses h(t) repeated at a period T, but with decreasing amplitude F i dictated by the extent of damage-giving the appearance of a damped oscillation.
(ii) With low damage, the distribution of f i is skewed heavily to the low end (mostly f 0 ), with most cells showing few, if any, pulses; as damage increases, the distribution shifts to the right with more cells experiencing more damage and hence showing more pulses (see Lahav et al. 2004, fig. 3a ). (iii) Furthermore, the coefficients, ð2:33Þ U 10 ðtÞ Z 0:95hðtÞ C 0:6hðtKTÞ C 0:2hðtK2TÞ C 0:04hðtK3TÞ C 0:005hðtK4TÞ; ð2:34Þ and using the single response in figure 2 as the basis function h(t) (wZ400 in this case), the resulting responses are shown in figures 4, 5 and 6 for a choice of T Z500. Note how, with increasing irradiation dose, the amplitude of each response increases (from 0.75 to 0.88 to 0.99 for the first pulse, and from 0.15 to 0.35 to 0.6 for the second, etc.), as does the number of apparent 'oscillations'. As noted earlier, because T Ow, the pulse train appears as a sequence of distinct pulses, even as the amplitudes diminish monotonically.
THE COMPLETE DIGITAL CONTROL SYSTEM
The foregoing results and analyses and other evidence in the literature lead us to postulate the following hypothesis for the single cell DNA damage repair control mechanism shown in figure 1.
(i) Upon exposure to irradiation (dose g Gy), the cell experiences DNA damage, the extent of which is quantified by y. (ii) A sensor system (specifically, the protein complexes MRE11-RAD50-NBS1 (D'Armours & Jackson (2000)) and RAD9-RAD1-HUS1 (Zhou & Bartek 2004) ) detects the presence or absence of DNA damage (not the extent), akin to converting y to a binary number mZ0, 1; this is communicated to the controller. control signal is translated in the cell to the forcing function f (t) shown in equation (2.10) as an input to the p53-Mdm2 effector system. (iv) The net result of the controller action is manifested as h(t), a single pulse of p53 such as shown in figure 2 (and also of its regulatory foil, Mdm2). (v) An internal feedback mechanism monitors the p53 level: while higher than basal level, any further control action is suspended; only if the p53 level is low, and damage is still present (mZ1), will the next pulse c(t) be initiated. The period T (min) between the initiation of each pulse is thus determined by how long it takes for the amount of p53 expressed in the cell to return to basal level while damage persists. (vi) This sequence is repeated until the damage is repaired. If damage persists after a (possibly physiologically predetermined?) number of pulses, the apoptotic program is initiated and the cell dies. Note that for low-level damage, this mechanism will produce only a few identical pulses of p53; the number of pulses will grow with more extensive damage, precisely as observed in Lahav et al. (2004) .
Stochastic ensemble simulation: process and control system
The entire preceding discussion and the generation of the ensemble responses shown thus far have been based on an ensemble of perfectly synchronized cells. All the p53 pulses are activated at precisely the same time, and last for precisely the same duration, the only variability considered being the Poisson-distributed extent of induced damage. In reality, of course, there will be variability not only in the extent of damage experienced by each cell, but in the activation time of the p53 pulse and in its duration. To capture this behaviour requires a stochastic simulation, and one with the following characteristics was carried out. where N ð0; 50Þ indicates a Gaussian random number with mean value 0, and standard deviation 50 (in min). (iv) Each p53 pulse is taken to be as prescribed by the function h(t) computed from the p53-Mdmd2 system model, but with a modest zero mean, standard deviation 0.1, Gaussian random noise component added. (v) For each cell, the extent of damage variable y is binned as (0), (1,2), (3,4), (5,6), etc. Each pulse of p53 reduces the damage in 'bins' so that, for example, if y started out as 5 or 6, at the end of the first period after the application of the first pulse, y is reduced to 3 or 4, and after the next round to 1 or 2-thus requiring 3 pulses to eliminate the damage completely.
(vi) In accordance with the control scheme shown above, no new pulse is initiated until the level of p53 is back to a tolerance level of 0.2 (two standard deviations) and there is still residual damage. This introduces further variability in the periodicity of each pulse.
The resulting simulation of the population average p53 responses are shown in figures 7-9; they are realistic and reminiscent of the experimental responses described in Bar-Or et al. (2000) and Lahav et al. (2004, see fig. 3g ).
DISCUSSION
By employing dynamic modelling synergistically with engineering systems analysis and statistics, we have been able to resolve the multi-scale dilemma in which single cell non-oscillatory pulses in p53 appear as damped oscillations in the ensemble. We showed that explicit individual component models, a dynamic transfer function model-guided choice of model parameters, and explicitly accounting for cell-to-cell variability in the ensemble were all crucial to the final results.
Specifically, we found that a relatively simple twostate dynamic model (with four kinetic parameters and a time delay) was sufficient to capture the essential dynamic behaviour of the p53-Mdm2 effector system; a Poisson model for a yet unknown 'extent-of-damage' variable, y, whose mean value (the Poisson variable, l) varied with irradiation dose via a power law relationship (two parameters), was consistent with experimental data (Lahav et al. 2004) in describing the DNA damage response process. We have also proposed a plausible digital control mechanism, a stochastic simulation of which gave realistic results.
Several issues remain unresolved, however. First, it will be important to investigate the physiological meaning of the variable y. This variable is the unobserved stimulus for the control action observed in the cell as pulses of p53 in response to DNA damage. If, as we have suggested here, y is a primary DNA Or does the fact that y is an integer suggest that it is more likely to be the output of a sensor (such as the MRE11-RAD50-NBS1 protein complex)? It will also be interesting to analyse the postulated control system, investigate the implications of the structure for robustness, and stability, and obtain some insight into the design principles it represents. For example, a control system in which the primary sensor is only required to indicate the presence or absence of a particular signal (mZ0, 1) will be more robust than one in which the sensor is required to provide a precise measure of the signal in question.
It is also possible that a better understanding of this control system will enable the elucidation of the cell-fate decision mechanism by which the choice is made between repair, cell-cycle arrest, or apoptosis. For example, is there an additional component that monitors the total number of p53 pulses? What determines the threshold value above which the cell is irreversibly committed to the apoptotic program? This will require complementary experimental and computational programs for developing of a fuller picture of the control system that incorporates additional components involved in the cell-fate decision process.
METHODS
Computational platforms
All dynamic simulations were carried out using the MATLAB/SIMULINK computational platform as described in the main body of the manuscript. The statistical analyses were all carried out using the software package MINITAB.
Data source
The illustrative data set (in table 1) was obtained from Lahav et al. (2004) ; figure 3a.
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