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INTRODUCTION
This paper outlines a new hypothesis about the function of associative synaptic plasticity in the hippocampal formation, namely that it is essential for what is referred to here as the 'automatic recording of attended experience'. This constitutes one component of a larger episodic memory system involving a number of brain regions (Tulving 1983; Tulving & Schacter 1994 ) and likely to be implemented by several neurophysiological mechanisms of plasticity. The idea is that this part of the episodic memory system of the brain is automatic in the sense that it cannot be switched off in a voluntary manner, although it can be subject to selective disruption by certain kinds of brain damage. Being automatic, it can potentially record everything to which attention is directed, including context, but this the dentate gyrus of anaesthetized rabbits, now referred to as long-term potentiation (LTP), have been replicated in other mammalian species, in vitro as well as in vivo, and in several pathways of the hippocampal formation. Contemporary studies have revealed that potentiation of synaptic efficacy in different pathways can have different physiological properties, reflecting distinct underlying mechanisms. The best studied of these has been referred to as 'associative' or 'NMDA receptor-dependent LTP', to distinguish it from other forms of lasting synaptic change such as E-S potentiation, mossy-fibre potentiation, long-term depression, neurotrophin-induced potentiation, etc. Although these latter forms of neuronal plasticity are unquestionably important, this paper discusses only the associative NMDA receptor-dependent form, which is referred to, for simplicity, as ' With respect to its physiological properties, LTP is defined as a rapidly induced, persistent enhancement in synaptic efficacy lasting at least one hour. Its induction is 'associative', in that weak patterns of stimulation insufficient to induce LTP on their own can none the less result in a persistent synaptic enhancement if they occur in association with depolarization of the target neurone(s) onto which the stimulated pathway is afferent. The resulting LTP is also 'input-specific' in that meeting the conditions for induction results in enhanced synaptic efficacy specific to the synaptic terminals of the activated pathway (or, at least, to closely neighbouring synapses). As noted many times, these properties of persistence, associativity and input-specificity are desirable properties of a physiological mechanism for storing information at synapses. Later (?6 below), a further property of hippocampal LTP is described, whereby the persistence of an induced change in synaptic efficacy can be extended by other heterosynaptic patterns of neural activity. A recent replication of the basic observation is shown in figure 1 (Bannerman et al. 1995, Experiment 1). Rats were trained to find the hidden escape platform over eight trials, at one trial per day, with transfer tests (platform absent) conducted before the first trial, halfway through training, and at the end. Before training, the animals were implanted with an osmotic minipump containing either artificial cerebrospinal fluid (aCSF) or D-AP5 (30 mM in aCSF). Connected via a catheter to a cannula implanted into the lateral ventricle, this pumped continuously into the brain of the rat at 0.5 l h-1 (i.e. 15nmolh-').
With respect to its underlying neural mechanisms, there is a consensus that activation
The results were that aCSF animals showed a gradual decline in escape latency across training, reflecting learning of the platform's location, but the D-AP5-treated group did not (figure la). Similarly, in the transfer tests, the aCSF group gradually came to concentrate its search in the correct quadrant as training progressed (transfer tests TT2 and TT3), whereas the D-AP5 group did not (figure lb). These behavioural effects occurred at measured intracerebral concentrations of the drug sufficient to block dentate LTP under urethane anaesthesia.
Pharmacological studies such as this have been complemented by work using targeted molecular engineering. Deletion of the R2A subunit of the NMDA receptor causes both a blockade of NMDA receptor-dependent LTP and impairments of spatial learning in mice (Sakimura et al. 1995) . Elegant experiments by Tonegawa and his colleagues have recently established that site-specific deletion of the NMDA-R1 subunit from CA1 pyramidal cells results in a blockade of LTP at the Schaffer collateral input to CA1, an impairment of spatial learning, and changes in the size and specificity of CA1 place-fields (Tsien et al. 1996a,b; McHugh et al. 1996) . Collectively, these studies would appear to offer strong support for the notion that NMDA receptor-dependent synaptic plasticity is involved in spatial learning.
DISSOCIATION BETWEEN NMDA RECEPTOR-DEPENDENT AND NMDA RECEPTOR-INDEPENDENT COMPONENTS OF SPATIAL LEARNING
Some recent studies have, none the less, called into question the notion that NMDA receptor-dependent mechanisms are always necessary for spatial learning. In the authors' own work, for example, Bannerman et al. (1995, experiment 2) found that rats that had previously been trained a spatial task in one watermaze were relatively unaffected by AP5 when trained in a second watermaze in a different room. The thinking behind this study was twofold.
First, although learning in a watermaze is conveniently categorized as a'spatial', it is misleading to think that spatial learning is the only type of learning that occurs in the apparatus. Multiple types of learning can occur simultaneously, coupled with the formation of distinct memories. Animals that are experimentally naive have to learn to swim away from the side walls to find the platform at all (i.e. overcome thigmotaxis) and to learn that climbing on the platform when they find it is the appropriate thing to do (i.e. incentive learning). These and other behavioural processes engaged by the watermaze task may also be AP5-sensitive. It follows that it cannot be unambiguously concluded that the failure of experimentally naive, AP5-treated animals to learn a spatial task (as in figure la,b) is necessarily because AP5 interacts directly with spatial learning mechanisms per se. Second, although animals may be 'experimentally naive', they will nevertheless have had previous experiences that could influence their subsequent learning. To explore this in a controlled way, the possibility was considered that spatial training of animals probably enables them to learn more than just the particular layout of cues in the training room. They may also learn behavioural or even abstract 'strategies' that could influence their performance in other spatial tasks in the future. For example, they may learn that there is a single place to escape and that, once it is found, one should always approach that place. Such a strategy might generalize from one spatial environment to another. Learning a strategy, as distinct from learning a specific set of spatial cues, may also be sensitive to AP5. To address both issues, additional experiments were conducted in which rats were first trained in one watermaze before drug treatment and then, under AP5 or aCSF, taken to a second laboratory room housing a different watermaze and trained in the same spatial task as the one described in figure 1. Bannerman et al. In another study (Bannerman et al. 1995, experiment 4), the rats were first trained on a random search task. For this, curtains were drawn around the pool to occlude extramaze cues, and the hidden platform was moved to a different location in the pool between trials. There is little other than incentive learning in such a task; the rats search around randomly and learn to use the platform as a refuge when it is found. After the same number of trials as in the spatial pretraining used in experiment 2 above, the rats were given minipumps and trained in the second spatial task. A drug-induced deficit was now obtained (see also Morris 1989 
BLOCKING IN THE SPATIAL DOMAIN
The notion that allocentric spatial learning is divisible into a number of dissociable components is also suggested by a recent strictly behavioural study of landmark learning. The idea was to explore whether the incorporation of information into a spatial map of the environment obeyed a correlational rule or There are, however, at least two reasons to be suspicious of this idea. First, the experiments with AP5 described in ?3 above suggest that NMDA receptordependent mechanisms are not critical for learning about the spatial layout of an environment even if they do play some unidentified role in spatial 'strategy' learning. Second, most forms of associative learning are sensitive to an animal's expectations about the availibility of reward. Learning tends to take place only to the extent that an animal needs to learn. The well-studied phenomenon reflecting this selectivity is called 'blocking'.
Blocking refers to the ability of a previously trained stimulus (A) that predicts reinforcement R to prevent or 'block' conditioning to a second or added stimulus (B) when B is arranged to predict R as well (Kamin 1969 ). Learning about the B-R association fails to occur despite B being correlated with R and repeatedly presented before it at an appropriate interstimulus interval. This phenomenon has had an important influence on the formulation of modern associative learning theory (Rescorla & Wagner 1972; Dickinson 1980; Mackintosh 1983 ) according to which learning can be adequately described by the accumulation of associative connections between events, according to goaldriven error-correcting learning rules. It is widely accepted as a parsimonious account of animals' associative learning abilities.
To investigate whether blocking would occur in the spatial domain, Biegler & Morris (1997) trained two groups of rats to find food hidden at a particular location in a large arena (as in Biegler & Morris (1993 ). The arena had several centimetres of sawdust on the floor and the food (hidden inside a small computer-activated feeder that could rise to the surface of the sawdust) was placed at a set distance from an array of landmarks. These were distinctive objects (such as white cylinders, a pyramid-shaped object, and a stack of golf balls glued together); they were placed in an array that was systematically changed across training and test phases.
At the start of training (phase 0, days 1-5), the location of the food (F+) was cued by two identical landmarks that, on their own, could not unambiguously specify the location of food (figure 2a). In the later phase 1 (days 6-28) and phase 2 (days 28-37) of a conventional blocking design, other landmarks were added to provide disambiguating directional information. The experimental group had one additional landmark added at the start of phase 2 (as shown); the control group was trained with a visually different landmark in a different geometric location during phase 1, but then given the same two landmarks as the experimental group at the start of phase 2 (not shown). Thus, the key difference between the groups in phase 2 was that, for the experimental group, the location of the hidden food was already cued by the landmark trained in phase 1, whereas for the control group, both landmarks added in phase 2 were novel. There were four training trials per day, of which one was nonrewarded and without landmarks. This schedule ensured that the landmarks served as conditional cues, signalling the availability of reward. The transition from phase 1 to phase 2 was one focus of attention: whether the experimental group would react to and explore the novel added landmark. The second focus of attention was whether this group would incorporate the added landmark into its spatial map of the landmark array. To measure this, a series of post-training probe tests were conducted at the rate of one test per two days, interleaved with additional training at asymptote. The key test among these examined how well the animals could search appropriately for the food with only the single landmark added in phase 2 (as well as the two identical landmarks present throughout training).
Two main findings were obtained. First, during the transition from phase 1, both groups explored the added landmarks. Exploration was measured by recording the amount of time spent searching in a 20 cm radius around each of the landmarks during the first trial of phase 2. For the control group, both landmarks were novel and both were explored. For the experimental group, only one landmark was novel and only it was explored (figure 2b). In keeping with O'Keefe & Nadel's (1978) theory, exploration is triggered and guided by a mismatch between the animal's stored and perceived representations of space. The animals of the experimental group were not so intent on finding the food that they ignored the added landmark.
However, the second finding was that this exploration (which habituated rapidly over the course of the There are several implications of these results for the study of spatial learning. The key point in the present context is that the incorporation of information into an animal's representation of space cannot be explained fully in terms of a simple Hebbian type of correlational rule. The learning rule must be more complex and probably involves at least two processes: (i) perception of mismatch followed by exploration and the shortterm retention of information that could prove of value, followed by (ii) some decision-making process governing the incorporation of the temporarily stored information into the animal's long-term representation of the environment. The former process can be thought as a kind of novelty-detection, guided by the animal's existing and activated knowledge base (its spatial map in this case). The latter can be thought of a selective process, and perhaps as an aspect of memory consolidation in which errors are corrected as a function of need. A goal-driven error-correcting learning rule is engaged if the animal is required to alter its representation of the environment to find the goal. This study did not address the issue of whether hippocampal synaptic plasticity is engaged in either of these processes. However, to anticipate the argument, it is surmised that the 'automatic recording' process is likely to be involved in only the first of these two processes.
THE ROLE OF NMDA RECEPTORS IN DELAYED MATCHING TO PLACE: A FORM OF EVENT MEMORY?
Two distinctive features of 'event memory' are that it refers to memory for something that may happen once only (rather than repeatedly) and that singular events happen in specific spatial contexts. A memory system capable of keeping track of events must therefore have the ability to encode information very rapidly. Moreover, because it may be helpful to distinguish between similar events occurring in different spatial contexts, an event-memory system will disambiguate more effectively if it encodes where an event happened in addition to information about its nature. As Gaffan (1994, To determine this, rats were first trained as normal rats (i.e.before drug administration) over nine days with four trials per day. The hidden platform was located in a different position each day (nine locations) and the animals were allowed 30 s on the platform after escaping from the water. This gave them an opportunity to encode the location where they escaped. During this pretraining, three different intertrial intervals (ITIs) were used between trials 1 and 2. On three days (randomly intermixed), the ITI was 15 s; on three days it was 20 min; on the remaining three days it was 2 h (these are averaged in figure 3a) . The ITI between trials 2 and 3, and between 3 and 4, was always 15 s. The animals were then divided into two groups given AP5 or aCSF via minipumps as before. Both groups were then retrained on the task over nine days with nine new platform locations. As in pretraining, the ITI between trials 1 and 2 was varied between the three intervals.
The AP5-treated animals showed a striking delaydependent pattern (figure 3b). When the interval between trials 1 and 2 was 15 s, they performed well and indistinguishably from the aCSF-treated animals. Both groups took approximately 1 min to find the platform on trial 1 but only 20 s on trial 2. This 'saving' in escape latency reflects their ability to remember, on trial 2, the location that the platform had occupied on trial 1. However, when the ITI between trials 1 and 2 was lengthened to 20min and 2h, the AP5-treated animals were impaired. Whereas the aCSF group continued to be able to remember back to trial 1 without difficulty, the drug-treated group showed much longer escape latencies on trial 2 and thus much less saving. The change in performance showed up in the analysis of both trial 2 latencies and T1-T2 savings scores as a highly significant statistical interaction between groups and delay interval, i.e. there was a true delay-dependent effect. What are the implications of these findings? In ? 3 above, it was shown that prior spatial training on a reference-memory task resulted in subsequent spatial training in a new environment being insensitive to AP5. From this and other results (Saucier & Cain 1995) , it might be supposed that NMDA receptor activation is not critical for spatial learning. However, it was also seen that changing the pretraining from a spatial task to a random search task (with extramaze cues obscured) had the effect of restoring, at least Stimulation and recording were conducted in the stratum radiatum of area CA1 in vitro by using extracellular techniques. Figure 4a shows that when a strong tetanus was applied to a pathway (S2) in the presence of anisomycin, a decaying early LTP was induced but not late LTP. The cartoon insert shows that protein synthesis cannot be induced during the application of anisomycin. In figure 4b, S1 is strongly tetanized before anisomycin application. S2 is also strongly tetanized, but only after protein synthesis has been inhibited by the drug. Late LTP none the less develops on S2 because PPs synthesized in response to tetanization of S1 are captured by the tag set on S2. The same phenomenon can be displayed by using weaker patterns of stimulation that cannot, on their own, trigger protein synthesis. Figure 4c shows that weak tetanization of S2 only induces early LTP. In figure 4d, weak tetanization of S2 is preceded by strong tetanization of Sl. Late LTP develops on pathway S2 because the tag set by weak stimulation of S2 sequesters proteins synthesized in response to the stimulation of S1. Further experiments of this series indicated that the putative 'synaptic tag' lasts less than 3 h (see Frey & Morris 1997).
There are three immediate implications of these findings. First, they support the synaptic-tag hypothesis. Second, the input-specificity and temporal persistence of LTP must be determined somewhat separately. Whereas input-specificity is determined by the local synaptic activation of NMDA receptors, temporal persistence appears to be determined, at least in part, by the history of activation of the neurone. Third, weak afferent events that usually only give rise to transient changes in synaptic efficacy can be made to cause lasting changes in neurones in which the synthesis of PPs has previously been upregulated. These findings are relevant to the general hypothesis of this paper, as discussed below. 
GENERAL DISCUSSION
The aim of this paper has been to present a series of experiments that collectively point to a new way of thinking about the functional role of NMDAdependent hippocampal synaptic plasticity. Specifically, in contrast to the current emphasis upon its serving a role in associative and/or spatial learning, this paper has summarized findings more consistent with its playing a role in one aspect of event memory.
(a) Summary of experimental findings
The evidence here summarized against a Hebbian correlational rule being sufficient to account for spatial learning is at two levels. First, varying the character of pretraining given before animals are later trained on a spatial reference memory task can change this second task from one that is sensitive to an NMDA antagonist (if no pretraining is given) to one that is insensitive (after spatial pretraining in a different environment). This differential sensitivity suggests, at a minimum, that spatial learning in a watermaze is more complex than previously recognized and that NMDA-receptor activation is not critical for learning the spatial relationships between extramaze cues (the usual way of thinking about this type of learning). Second, at a purely behavioural level, the observation that 'blocking' occurs in the spatial domain also indicates that the determinants of spatial learning must be quite complex. The results here presented show that rats are sensitive to differences between their perception and stored representation of a landmark array, and that their reaction to mismatch is expressed in the form of exploratory behaviour. Exploration of a novel landmark is, however, no guarantee that its location will be incorporated into the animal's spatial map. Incorporation only occurs to the extent that information is needed to locate a goal. That exploration of the novel landmark declines over trials indicates that some information about it is rapidly encoded; the possibility that this includes information about its location cannot be excluded. However, if this does happen, it is not in a form that can later be used to guide search behaviour. Our view is that the hippocampally based automatic recording system has access to the animal's currently activated spatial map and that it triggers exploratory behaviour ( 
(d) Conclusion
Assuming these biochemical mechanisms can be identified, how might the synaptic tagging mechanism help the automatic recording system to achieve selectivity? We end with two speculations: the first concerned with a distinction between short-and longterm consolidation, the second with how episodes could be constructed from a succession of events.
First, variable persistence is important because it allows the duration of synaptic changes triggered by events to be influenced by other temporally adjacent events. We have argued that early LTP implements the on-line recording of information in an 'associative' manner, linking information presented to the hippocampal network about events (such as briefly presented stimuli, or an animal's own actions) to more stable information about the context in which they occur. The synthesis of PPs is likely to be increased if other events happening around the same time also trigger LTP in a common pool of neurons. This synthesis will, synergistically, increase the chance that temporally related events are sustained for longer in the hippocampal network (short-term consolidation). Long-term consolidation (stabilization of intracortical connections) also requires time; it is more likely to be successful if the automatic but temporary record is more persistent. Short-term consolidation extends the opportunity for the creation of lasting episodic memories or the incorporation of newly acquired information into an animal's or person's long-term semantic memory, a process that probably involves interaction with other brain areas (e.g. the frontal lobe).
Second, whereas synaptic tagging provides a mechanism for realizing variable persistence, it could also be useful in a number of distinct circumstances for enhancing the memorability of stimuli that might otherwise be poorly remembered. With respect to the circumstances surrounding emotionally significant events, it is not uncommon to remember numerous apparently trivial details. This phenomenon is sometimes referred to as 'flashbulb memory' (Brown & Kulik 1977) . If emotionally charged events activate reinforcing inputs to the hippocampal formation (such as the dopaminergic system), incidental stimuli associated with these events could trigger changes in synaptic plasticity in the hippocampus and set synaptic tags against the background of this greater availability of PPs. Memory of these incidental stimuli would then be longer-lasting. A different way in which trivial events might be rendered more memorable would be if the neural representation of two (or more) events in the hippocampus shared a common pool of neurones. This would be most likely if two events occurred in a common spatial location. For example, if events were represented as sparsely coded but orthogonal patterns of activation on glutamatergic input pathways to the hippocampus, the construction and binding together of 'episodes' might occur when these patterns activated a common pool of place cells. Under these circumstances, a weak event might innervate a substantially similar population of cells as a stronger event and so benefit from the latter triggering the synthesis of PPs. Place-event associations may thereby provide a way of constructing coherent episodes. As O'Keefe & Nadel (1978) and Gaffan (1994) before us have argued, spatial memory provides the evolutionary foundation upon which the elaborate scaffold of human episodic memory is built.
