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We shall use a result of Rellich on the convergence of spectral projections 
to analyze mean and almost everywhere convergence of eigenfunction 
expansions. The basic result is a transplantation theorem, which reduces 
these questions on manifolds to questions on the boundedness of Fourier 
multiplier operators on the cotangent space. 
Results such as these were long known in the context of Fourier series, 
where they were introduced by Stein and Weiss (121. Various authors gave 
generalizations, but the most far-reaching was obtained by Mitjagin [8], who 
applied his results to elliptic problems. 
In this paper we shall give several extensions of Mitjagin’s results. In the 
main part of the paper we shall employ these extensions and the results of 
Kenig and Tomas [S, 61 to analyze certain nonelliptic problems. 
This paper is divided into four sections. In the first, we shall give 
Mitjagin’s original proof that one may transplant problems on the 
convergence of eigenfunction expansions in Lp mean to Fourier multiplier 
problems on I?“. We shall also extend this to convergence of other 
summability methods, and also to joint eigenexpansions of commuting self- 
adjoint operators. 
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In Sections 2 we extend Mitjagin’s result to apply to almost everywhere 
convergence. In Section 3 we sketch an alternate proof based upon Garding’s 
estimates for spectral projections, which, however, applies only in the case of 
elliptic operators. 
The final section of the paper is devoted to applications. We first show 
there are no “reasonable” summability methods for Fourier series on 
oncompact semisimple Lie groups. We also analyze several singular integral 
operators; in particular we show that projection onto the discrete series of 
X(2, R) is not an Lp bounded operator if p # 2. This was motivated by the 
work of Kunze and Stein [7], who showed that multipliers of the principal 
series must be analytic. 
1. TRANSPLANTATION 
We first establish common notation for the next two sections. Let R be a 
smooth paracompact manifold of dimension II, with a smooth positive 
measure dp. 0 has a triangularization (see [9]), from which we may obtain 
disjoint open sets Gj E R ‘, diffeomorphisms oj : Gj + fij = (p(Gj), and smooth 
functions uj on Gj, all enjoying the following properties: the s)j are disjoint 
and ,u(JJ-UQ~)=O and n=Ufij; O<cJ<aj(x)<Cj for XEGj; 
in, gdp = Icj g 0 vjaj dx. 
If we let G = U Gj, then L*(O) = @L(G,) and we may define an isometry 
of L*(.C?) with L’(G) by Uf(x) =f 0 (pj(x) ai if x E Gj, and U!(x)‘= 0 if 
X~ Gj. 
We shall consider a differential operator P of order m on L*(Q), initially 
with domain C;(0). We shall assume P is symmetric and that P has a self- 
adjoint extension E Let p be the principal symbol of P; since P is symmetric 
p(x, 0 is real valued. Finally, we let (dE,(F)} be a spectral resolution of E 
The operator P may be transferred to a symmetric differential operator D on 
G by Dh = UPU-‘(h). D also has a self-adjoint extension o= U&-‘, and 
we may compute the symbol of 0: if x is in Gj, then Pdx, <) =p((Oi(X), 
o*(r)). Finally, if a point x0 in R is fixed, we may define a constant coef- 
ficient symmetric operator D, on R” through its symbol d(r); we let d(c) = 
p,(rp,: ‘(x0), <). We let fi, be a self-adjoint extension of D,. 
In the remainder of the section, we shall be dealing with the self-adjoint 
extensions p, 0, and fi,,, and the symmetric operators P, D, and D, no 
longer play a role. Henceforth, by P, D and D, we shall mean the self-adjoint 
extensions. E,(.) will denote their spectral projection. 
Let K be a subset of R with positive measure, and define projection 
operators QK on L*(a) by Q&x) =x,Jx)f(x). The major result of this 
section is due to Mitjagin [8]: 
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THEOREM 1. Assume there is a p, 1 <p < CO, a real number 13, and a set 
of positive measure K, in l2 such that the operators QKoERA(P)QKo are 
uniformly bounded on Lp(12) f or a sequence of positive real R tending to 
infinity. Let x0 be any point of density of K,. Then ~~-~,~,(p(x,,, <)) is a 
Fourier multiplier of Lp(IR”). 
Remark. This result is due to Mitjagin [8]. We shall give a detailed 
exposition, as the original is not readily accessible, and since we shall need 
several generalizations which follow the same form. 
Proof of Theorem 1. It is given that 
I Q,,,& Qtc,ftT & G C Ilf Ilp II gllp, D 
To change variables, we fix x,, a point of density in K,, and we may then 
assume x,, E K, c Qj, p,: ‘(x,,) = 0. If F and G are in CF(G,) then 
UQ,,E,,Q,,u-‘<F> @%W < C’ llFllp IIGllpj. 
Since aj is bounded above and below, it may be eliminated. Let K = 
q,:‘(K,) and note that UQ,,U-’ = QK and UE,,(P)U-’ = E,,(D); there- 
fore UQK,ERAQKo u-’ = Q,JRAD>QK and .I” QKER.dD) Q,(F)cdx < 
C IlFllp II Gllp, . 
The key to the proof is to contract he operator D to a constant coefficient 
operator D,; the spectral projection is then given by the Fourier transform. 
To accomplish this we define isometries S, from L*(G) to L*(RG) by 
S,J(x) = R -“‘*f (R -lx). We shall show that S, QKEA&D)QK S,’ converges 
strongly to E*(D,) on L*(lR”). The remainder of the theorem then follows 
simply: 
J X(-m,A,(P(Xo~ r>>@ 
=j [E,(D,)F]* z=i En(D,) Fc 
= lim 
R-CC i S, Q,J%,&')Q,S,'(F)~ 
= lim 
RdCC i Q~E,Rm(D)Q~(SR1F3SR1G 
- 
< llm CIlSi’Fll, IISi’GII,~=CIIFlI, IIGllpJ. 
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To prove the convergence result, note that 
S,Q,E,,&)Q,G' = Q,d,bn(Wi'Q,, 
= Q,wE,,(R -"W=,')Q,,. 
To obtain the convergence of the QRK is simple, as x, is a point of density 
of K,, and 0 = PI:’ is therefore a point of density of K. This implies the 
Q converge to the identity operator in the strong operator topology. To 
prRd(ve the convergence of the spectral expansions, we shall employ a result of 
Rellich [ 111. 
THEOREM. Let A,, be selfaa’joint operators which converge to A in the 
strong operator topology. Let E,I, E, denote their spectral resolutions. Then 
E,, converges to E, for every II not in the point spectrum of A. 
To apply the theorem of Rellich, we define self-adjoint operators D, by 
D, f = R -mS, DS;‘f We need also to make the D, and D, defined on the 
same Hilbert space, L’(lR”). To this end, define d, = D, on L’(RG), DR = 0 
0,” L’(lR” -RG). The 8, are self-adjoint on I,*@“) and iffis in CT@?“), 
D, f converges in L* to DOf: The spectrum of D, is continuous, and we 
obtain that E,(D,) converges strongly to E,(D,). To compute the latter, 
W%) = E,(D,) Q,w = E,(R -“WK’) Q,ui = KmSS,DS,‘) Qw = 
S,E1,,(D)S;‘Q,,. Since QRGQRK = QRK, we obtain finally that 
S, QKEJR,,,(D)QKSi’ converges strongly to EA(D,,). This completes the 
proof of the theorem. 
We now prove an analogue of Theorem 1 for multipliers. Let m be a 
bounded Bore1 function, and define m,(P) = I m(1/R) dE,. Retaining the 
notation of the previous theorem, we have 
THEOREM 2. Assume 1 <p < 00 and that there is a set of positive 
measure K, for which the operators QK,m,(P)Q,O are untformly bounded on 
Lp(J2) for all R. If x,, in K, is any point of density, then m(p(x,, c)) is a 
Fourier multiplier of Lp(IR”). 
Proof: The idea of the proof is to use an integration by parts to reduce 
the problem to the previous result. This requires approximations to make m 
smooth, which are treated in two technical lemmata. 
LEMMA 1. Let m be a bounded Bore1 function continuous away from the 
origin, and let A,, and A be self-adjoint operators on a Hilbert space H. 
Assume the spectrum of A is purely continuous. If E,(A,) converges trongly 
to E,(A) for each 1, then m(A,) converges trongly to m(A). 
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Proof: We may assume m is real valued; m(A) is then symmetric and 
It WJf- mWfll’ = W(A,M f) + (m2(A>f, f> - (m(4.L ~WJf> - 
(m(4.L mWf>. S ince m* satisfies the same hypotheses as m, it suffices to 
show that (m(A,)f, f) converges to (m(A)f, f) for all f in H. 
Define a,(n) = (E*(A,)f, f) and a(J) = (E,(A)f, f). There are only coun- 
tably many L which fail to be points of continuity of the an and a jointly, so 
that in the computations which follow we shall avoid these by a judicious 
choice of intervals. With this understanding, s”, da,, = a,(b) - a,(a), and 
similarly for a. 
We shall first show that if a ( 0 and b > 0, lim, (i mda, = ji mda. Given 
this, the remainder of the proof is simple. II mda, - j mdal < 
I(: md(a, - a)[ + Ilrnlla, [lR-,a,61 ld(an - a)/]. The first term tends to zero by 
hypothesis; to estimate the second term, note first that j? da, (,” da 
converge to zero as b and a tend to f co, by monotone convergence. Then 
J da,, = [m da, - .’ da,, R-[a31 co I a 
= fm W,(A,,lf, f) - la,(b) - a,(a)1 00 
= df; f) - la,(b) - 441 
= ! .O” da - [a,(b) -a,,(u)]. -cc 
In the limit as n tends to infinity, this is 
iI”, da - [a(b) - 441 =J,-,. bl da. 
This has been shown small when a and b tend to infinity. 
To prove convergence on bounded intervals, let I, = [a, --E], I, = [e, b], 
I, = [-E, E], Aj = s,, md(a, - a). Then 
J 
.b b 
mda, - 
a I 
mda=A, +A,+A,. 
a 
We first show that hm(]A, 1 + IA, I) = 0. For example, if q > 0 choose M in 
CF with sup,, Im -M] < q/3 ]]fl]‘. Then I,, md(a, -a) = s,, Md(a, - a) + 
I,, (m -M) da, + I,, (m -M) da. The last two terms are dominated by 
1/3 Ilfll’ <J?, da, + .I% da) = r1/3 IISll’KLf) + WY) = WI. The first 
term is j,, Mda, - I,, Mda = M(-e) a,(--&) -M(a) a,(a) + M(a) a(a) - 
M(--E) a(--&) - j”,, M’a,dL + s,, M’adk The first terms converge to zero, as 
a,@) -+ a(L) for all L. Then j” M’(a - a,) dL converges dominatedly to zero, 
since la - a,] < 2 IIf\]‘. A similar argument applies to A,. 
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To estimate A,, note 
jY, da=a(s)-a(- ) d E an a is continuous since A has pure continuous 
spectrum. If E is small, this term is small as well. Since a,, converges to a, 
j7, da, = a,(e) - a,,(--&) may also be made small. 
LEMMA 2. Assume m is bounded and Bore1 measurable. Let Pt(x) be a 
family of nonnegative C” functions supported on [j, j], satisfying l P, = 1 
and P,converging to 6,) distributionally. Let m(t, A) = J‘F m@x) Pi(x) dx. 
Then the m(t, A) are uniformly bounded, continuous away from the origin, 
and m(t, p(xO, r)) converges distributionally to m( p(xO, <)). 
Proof It is clear that m(t, A) are uniformly bounded. To prove 
continuity, we change variables. To obtain convergence in P”, 
(4, P(q,, 01, ~(8) = J j m(v(xo9 0) P,(s) dwC3 dt 
= Pt(s) m(p(xO, <))s-I”“~(SK”“r) d< ds 
I i 
= 
I 
P,(s) (m, s - l’m(p(s - ““0) ds. 
As t tends to zero, this converges to (m, rp). 
Proof of Theorem 2. We shall show that 
Ij 
m(t,QJf’G ~CII~II,IIGllp~ 
for all F, G in Cr(lR”). Lemma 2 then implies that IJm(p(x,,, <))I% < 
C llJ’llp IIGII,,, which proves the theorem. 
To analyze m(t, D,), 
(QK,n& p)QK& g) = hh P> Q,J QK,g> 
= I Pt(S)(mSIR(P) Q,J Q,, g> ds 
= (QK,mSIR 5 (P> Q,J d Pt(s) ds, 
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Since the QK,m,,,(P)QKo are uniformly bounded and J” P, = 1, it follows that 
(Q,,m,W) Q,,,L s> G C IISII, II gllp,. 
Changing variables as in the proof of Theorem 1, 
But 
and 
S, mpn(t, D>s,‘Q,, = m,m(t, S,DS,‘>Q,, 
= m(t, R -“‘S, DS; ‘)QRG 
= m(t, D,>Q,, = m(t, fi,). 
Since fiR converges to D, and E,@,) to E,(D) on all L’(IR”), m(t,6,) 
converges to m(t, D,) by Lemma 1. As in the proof of Theorem 1, QRK 
converges strongly to the identity operator, and we obtain 
1s m(t, D,)FGI < C [IF& 11 GI(,, as desired. 
The next two theorems extend these basic results to functions of 
commuting self-adjoint operators. To be precise, we let {Pj};_, be a finite 
family of symmetric differential operators on 0, with self-adjoint extensions 
which we shall again denote by Pj. We assume that the spectral projections 
commute: E,(Pj) E,(P,) = E,(P,) E,(Pj). Let mj be the degree of Pj, and 
pj(X, 0 its principal symbol. 
In the following we shall assume m is a bounded Bore1 function on IRk 
which is in addition locally Riemann integrable. For convenience we shall 
write m(fj> to denote m(x,, x2,...,xk) and mR(fj) to denote 
m(R -“‘lx, ,..., R-“k~,). We define m(Fj) as m(P, ,..., PJ = jiRk m(;l, ,..., ,I,) 
dE,(P,) ... dE,(P,). 
THEOREM 3. Assume 1 < p < 00 and that there exists a K, of positive 
measure such that the operators Q,,m,(Pj)Q,, are uniformly bounded on 
Lp(f2) for all positive R. Then for every point of density x0 in K,, 
mCpj(x,,, <)) is a Fourier multiplier of Lp(iR”). 
Proof: The proof of the theorem is much the same as that of the first 
two, but requires two technical lemmata. 
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LEMMA 3. Let {DJ};= , be a sequence of k-tuples of selfadjoint operators 
whose spectral resolutions commute. Let (Dj)~=l be commuting self-adjoint 
operators each of which has purely continuous spectrum. If E,(DJ) converges 
strongly to EA(Dj) for each j, then m(@) converges strongly to m(Dj) for 
any bounded continuous m. 
Proof. Since m is just an iterate of one-dimensional integrals, the proof is 
an iterate of that for Lemma 1. 
IfX=(,, , ,..., Ak) let Ex(oi) = El,(D,) . *. E,,(D,). 
COROLLARY 1. Assume that a(x) = (Ex(Dj)f, f) is absolutely continuous 
with respect to surface measure on IR k. Let B be a Bore1 set in IRk whose 
boundary has measure zero. Then xt,(Dy) converges strongly to X,(Dj)* 
Proof. It suftices, as before, to show that (~&$)f, f) converges to 
&(fij)f, f) for all f: We first show that for all closed sets C, 
Wx,(oj">f,f>< Olc(DiMf). 
It then follows that for all open sets G, 
lim(XG(D~)f, f) > OrCCDj(f, f )* 
since aB has measure zero. 
To prove the inequality for closed sets, define m,(5) = [ 1 + dist(xj, C)] -k 
if k 2 1. Since the mk form a bounded sequence of continuous functions 
decreasing to xc, we have 
(xdDj)fi f> = lim(mk(Dj)A f) 
= lim lim(m,(Dj”)f, f) > lim&.(Dj”)f, f ). 
This completes the proof. 
COROLLARY 2. Let m be bounded and locally Riemann integrable on IRk. 
Then m(@) converges strongly to m(Dj). 
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Proof. Since m is Riemann integrable and bounded, it can be expressed 
as a uniform limit of uniformly bounded finite linear combinations of charac- 
teristic functions of rectangles. This justifies interchanging integrals in the 
proof of Corollary 1. 
2. ALMOST EVERYWHERE RESULTS 
In this section we shall establish analogues of the transplantation results of 
the previous section, assuming not convergence in Lp, but convergence 
almost everywhere. We retain the notation of the first section. 
THEOREM 4. If p is a number 1 <p<2 and if Tf= 
sup, lQK,ERA(~)QKOf 1 is finite almost everywhere for all f in LP(R), then 
there exists a set of positive measure B, so that if x0 is in B,, 
v-= s;P I[x~-m.R,(P(%~ r))jir)l-I 
is weak type (p, p) on R n. 
Proof. From the work of NikiSin [lo], there exists a set B, cK, with 
,u(B) > 0 such that T is bounded from Lp(12) to Lp@(B,). Assume {Jj} is 
any sequence of numbers; define T as an operator from Lp(12) to 
Lp*“O(B,, Y’(Z)) by {Tf )/ = QKoEljQKJ Then T* maps Lp'*'(B,,, 1’) boun- 
dedly into LP'(R), so that 
where the constant is equal to the operator norm of Ton Lp(12) to Lpqffl(BO), 
and hence is independent of the sequence {Aj}. We may assume K, c Rj and 
choose x0 any point in B,. Let B = 9,: ‘(B,). 
If {Fk} is in L p’v’(lR”, f’(Z)) we have 
as in the proof of Theorem 1. This is bounded by 
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This proves that f* is bounded fromLP’*‘(IR”, f’(Z)) to LP’(IR”). Dualizing, 
F is bounded from Lp(lF?“) to L P*oo(lR”, P’(Z)), The bounds for F are 
independent of the sequences chosen whence F is bounded from Lp(lR”) to 
~5~~~(lR”). For a fuller discussion, see Kenig and Tomas [5]. 
THEOREM 5. Let m be a bounded Bore1 function, and assume 1 ( p < 2. 
Assume TJ = SUP~>~ lQ,m(F)Q,f ( ’ f ‘t IS ml e a most 1 everywhere for all f in 
Lp@2). Then there exists a {e,’ of positive measure B so that if x0 is in B, 
F,,,f= s”PR>O i[mR(p(xOy t>>fl 1 is weak (Py P> on R”. 
THEOREM 6. Assume m satisfies the hypotheses of Corollary 2. If 
1 < p < 2, and T,,, f = supR ) QK mR (pj)QK f 1 is finite almost everywhere, for 
all f in Lp(0), then there exists a set of positive measure B so that if x0 is in 
B, 
is weak type (p, p) on R “. 
Proofs. As the proof of this result is very similar to that of Theorem 4, it 
has been omitted. 
3. AN ALTERNATE PROOF 
The results above, based on Theorem 1, all use Rellich’s lemma to obtain 
the convergence of the spectral projections. This in turn requires that all the 
operators be defined in the same Hilbert space, which was accomplished by 
triangularizing the manifold and viewing it as a subset of IR”. Besides its 
dependence on topological results, the essentially local nature of the result is 
obscured. In this section we shall sketch a proof which avoids these pitfalls, 
but is valid for a much more limited class of differential operators. Rellich’s 
lemma is then replaced by an estimate of Garding on spectral measures. 
Let P be an elliptic differential operator on 0 with smooth coefficients. 
We assume dp is a smooth positive density on J2 with respect o which P is 
formally positive. Let e(x, y, A) be the spectral function of a self-adjoint 
extension of P, and let p(x, <) be the principal symbol of P. Let B = 
(r E TX*, 1 p(xo, r) < 1 }. Let P have order m. Finally, fix a co-ordinate patch 
(0,~) and assume ~(0) = x0. We assume Lebesgue measure on o is 
consistent with d,u on (p(w). Our replacement for Rellich’s lemma is (see 
Garding [ 21) 
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THEOREM 7. e(p(x), P(Y), A) = (2x)-” ~p(m(y,,t,<A ei(x-y9') & + 
O(lnlm), and the estimate is uniform for X, Y in a compact subset of o as 
x-+ Y. 
THEOREM 8. Let S&x) = I, e(x, y, A> f(y) dp(y) dy. If the S, m-e 
uniformly bounded on Lp(12) then xs is a Fourier multiplier of Lp(IR”). 
ProoJ: Define S on Lp(lR”) by SF(<) =x,(r) P(r). It suffices to show for 
F, G in C~(lR”) that 
i WX) G(X) dx < C llFllp II GII,,. 
To this end, define f, and g, on CT(Q) by f, 0 q(R -‘X) = F(X); when R is 
large, this is well defined. Then 
J SwnfAx)Gz(x) Q(x) < C Ilf, II g, Ilp- 0 
After a change of variables, 
R 2n e(q(R-‘X), v)(R-‘Y), R”‘) F(Y) G(X)dYdX 
< CR -‘lp llFllp R -*lp’ II Gllp,. 
To complete the proof, it suffices to show 
j;% R -n/J e(p(R-IX), ~I(R-‘Y), R’“) F(Y) G(X) dY dX 
ZZ 1 SF(X) c(X) dX = ,j/ J(X - Y) F(Y) G(X) dY dX, 
where 
J(X - y) = I e2ni(X-Y. 1) d<. 
Since F and G are smooth and compactly supported, it suffices to show that 
,lil R-“e(v(R-‘X),(o(R-‘Y), R”) =J(X- Y). 
This follows immediately from a change of variables in the formula of 
Theorem 7, and from the computation that lim, -co p(R - ‘X) = q(O) = X,. 
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Remark. As in the proof of Theorem 2, an integration by parts 
establishes imilar results for arbitrary m( p(x,, , <)). 
COROLLARY. Riesz means (I -A/R); are not uniformly bounded on 
Lp(Q) if p is outside the range (2n/(n + 1 + 2a), 2n/(n - 1 - 2cr)). If 
p < 2n/(n + 1 + 2a), there is an f in L”(R) for which Riesz means do not 
converge almost everywhere. 
4. APPLICATIONS 
We will now apply results from the previous sections to an analysis of 
summability methods for Fourier series on a noncompact semisimple Lie 
group. The techniques of this paper also apply to the analysis of singular 
integral operators; we illustrate the process with several examples for 
SL(2, IR). 
For compact Lie groups the existence of summability methods has long 
been known, and quite refined results can now be obtained (see Clerc [ 11). 
We shall show that for noncompact groups the situation is radically 
different: there are essentially no reasonably summability methods which 
converge in Lp for p # 2. Similarly, almost everywhere convergence must fail 
for some f in Lp, if p < 2. 
Let G be a noncompact connected semisimple Lie group with finite center, 
of dimension n and rank 1. The broadest class of summability methods would 
be defined using the Plancherel theorem of Harish-Chandra [4]. In 
nontechnical terms, we begin with the set G of equivalence classes of 
irreducible unitary representations of G, and consider a subset, G,, the 
reduced dual, which are sufficient for the analysis of L’(G). For 7c in G,, we 
may define a global character O,, which distributionally is trace n. There is 
then a measure dp on G,, such that for sufficiently nicef, 
f (x> = It, 0, *f (xl 44~). 
Moreover, 6, may be parametrized by considering a finite number of l- 
dimensional Euclidean spaces, in each of which one has the product of a 
cone and a lattice. Summability methods might then be defined using the 
dilation structure of the Euclidean spaces, for example, if m is a bounded 
function on these spaces, 
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Theorems 1 through 6, however, may only be applied to a more restricted 
class of summability methods, those arising from eigenfunction expansions. 
We shall consider this latter set of summability methods, and then note the 
connection with methods arising from the Plancherel theorem. 
Let Y be the Lie algebra of G and ~4’ denote the center of the universal 
enveloping algebra of Yc. For any rr in 6, there is a homomorphism x,: 
P + C for which 20, =,~,(z)~, Z E Z. 
In the Appendix, it is shown that generators Z, ,..., Z, for 2 may be 
chosen such that x,(Z,) is real. It is shown that the Z,j have self-adjoint 
extensions, and that their spectra1 projections are given by the Plancherel 
formula; 
It follows that the spectral projections commute, and the results of Sections 1 
and 2 may be applied to the Zj. 
Let m be a function of one real variable, and define a summability method 
through m, by 
where Z E {Z, ,..., Z,} and k = degree Z. 
Note that this summability method has a constant value on the variety of 
representations II with a common eigenvalue, and since degree Zj > 2, it is 
impossible to obtain polyhedral summability methods in this way. 
Nonetheless it is possible to obtain a finer decomposition of G, through the 
other generators of 3. 
Let m(l, ,..., A,) be a function of 1 real variables, and define 
S;f(x) = j m(R -k’~,&),...9 R -“‘X,(zde, *f(X) h(n). 
In the following, S, denotes either Si or Si, as appropriate from context. 
THEOREM 9. Let m be a bounded Bore1 function on R ’ or R ‘. Assume m 
is not identically zero, and assume that m(x) = 0(1x1 -‘) for some E > 0. For 
each p # 2, there is an f in LP(G) f or which S,f does not converge in L”. If 
1 < p < 2, there is an f in Lp for which supR (S,fj = a) almost everywhere. 
Proof: Assume first that S, converges in Lp for all f in Lp. The uniform 
boundedness theorem assures us that the operators S, are uniformly 
bounded on Lp. But S,f (x) = m(Z, ,..., Z,) f (x). in the notation of 
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Sections 1 and 2. Therefore Theorems 2 and 3 apply (the latter if m is 
Riemann-integrable) and m(p,(x,,..., pl(x,, {)) is a Fourier multiplier of 
Lp(iR”). To obtain a contradiction, we shall use the results of Kenig and 
Tomas 161, in which it is shown that there are no Fourier multipliers on 
Lp(iR”) p # 2, n > 3, which are invariant under the action of Ad G. This is 
precisely our situation, since the principal symbols pj(xO, r) of Zj are left and 
right G-invariant, as Zj is in the center of the universal enveloping algebra. It 
follows that m(p,(xO,&..., p,(x,, <)) is not bounded on Lp(IR”), and 
therefore that S, does not converge in Lp, p # 2. 
Similarly, if we assume that S,f is finite on a set of positive measure for 
all f in LP(G), Theorem 5 applies and F is a weak-type operator on Lp(R”). 
It follows that T,f = [m(p, ,..., p,)jJ is weak (p, p). Since m is bounded, T, 
is bounded on L*, and therefore by the Marcinkiewicz interpolation theorem, 
T, is Ls bounded for p < s < 2. As before, this contradicts the results of [6]. 
Although we have applied Theorems 1 through 6 to summability methods, 
they may also be applied to analyze the Lp boundedness of singular integrals 
or other operators whose norm must be invariant under dilations. We shall 
give three such applications on SL(2, I?). 
For the remainder of the Ijaper, G = SL(2, iR). The work of Kunze and 
Stein [7] shows that multipliers of the principal series must have analytic 
extensions, which in particular precludes compactly supported summability 
methods. Because of this, it is natural to inquire whether the principal series 
components of a function may be isolated from the function. Stein posed this 
in the following form: Is projection onto the discrete series a bounded 
operator on LP(G) for some p # 2? We now show that the answer is no. 
PROPOSITION 1. Projection onto the discrete series of SL(2, I?) is Lp 
bounded if and only ifp = 2. 
Proof: Assume not. Let o denote the Casimir; B = C[w]. The reduced 
spectrum is composed of principal series and discrete series. The principal 
series is indexed by real numbers s and representations 7c,, for which 
x,,(o) = f + s*, The discrete series is indexed by integers n with Jn ( > 1; 
x,,(o) = n(1 - n). Note that if P is projection. onto the discrete series then P 
is a scalar operator and 
But xt-c0.o) is dilation invariant, and Theorem 1 applies to show that x~-~,~, 
(p(xo, <)) is a Fourier multiplier of Lp(iR3). In an appropriate basis, 
p(xo, <) = !$ - <: - c: and it follows that the characteristic function of the 
light cone is a Fourier multiplier of Lp(m3). This contradicts the work of C. 
Fefferman (see [6]). 
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For a second application, note that projection onto the discrete series acts 
similarly to an Hilbert transform. In fact the analogy is stronger. In [3], a 
three-dimensional complex manifold is constructed whose Shilov boundary is 
SL(2, R). There is an H*-theory for which the conjugate operator is 
projection onto holomorphic discrete series. For ,X(2, R), Lp boundedness 
of projection onto holomorphic discrete series is equivalent to projection 
onto anti-holomorphic discrete series, since the characters differ only by a 
conjugation. The boundedness of this conjugate operator therefore implies 
the boundedness of projection onto the discrete series, from which it follows 
that one cannot in this way develop an HP theoy, p # 2. 
Our final application is fractional integration of complex index. Let w be 
the Casimir of G, and define rid for t # 0 by 
Since m(x) = Ix]” is homogeneous of degree it, if m is Lp bounded, all its 
dilates are uniformly bounded. Theorem 2 therefore applies, and Ip(x,, 01” is 
Lp(R3) bounded. But p(xo, <) = rf - ri - <:. The Lp(lR3) boundedness of 
such an operator contradicts a result of [6]. 
APPENDIX 
The purpose of this appendix is to collect facts which are used in the 
results of Section 4. We shall provide proofs for results which we were 
unable to find in the literature. 
Let .9’ be a real semisimple Lie algebra with complexilication ,Yc. We 
regard .Y as a subalgebra of cYN and let CJ be a conjugation of Yc relative to 
.Y. Let W(.%c) be the universal enveloping algebra of Yc and let 3 denote its 
center. Define a conjugate-linear anti-automorphism * on P(Yc) by taking 
the unique extension of Z + Z* = -a(Z). Since Z!(Yc) z g’(Y) 0 C, it 
follows that * is the conjugate-linear extension of the principal anti- 
automorphism of P(Y). Let R be a fundamental Cartan subalgebra of .Y, 
with complexilication Rc. The Harish-Chandra map y: + s,(&) is an 
algebra isomorphism onoto the Weyl group invariants in the symmetric 
algebra of Ac, and we may use the Killing form to identify s,(&) with Weyl 
group invariant polynomials on A,. It is first necessary to compute the 
action of * on polynomials. 
LEMMA. Let p be in SW(&) and in & Then [p(H)] * =p(H*). 
ProoJ: Let A be the set of roots of (Pc, A,). Since A is fundamental, A
has no real roots, and there is an ordering with A+ satisfying a E A+ if and 
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only if Cr E A_. Fix such an order, and let A’, be a nonzero root vector for 
aEd+. Then Y, = 0(X,) is nonzero is ,v--,. 
Since y is an algebra isomorphism to prove the theorem it suffices to show 
that for all Z in P, y(Z*)(L) = y(Z)(k*). Fix a basis Hi,..., H, for and a 
linear order a, < a2 < ... < a, of A + . { Yz; . . . Y,“:H:l ... Hf/Xt: . . . X2r} is 
then a basis for W(.yc). Let Z be in %!(.!?c). If Z = C Cmkn YtHkXz, then Z* 
is C Cmkn(Xz,)“r a.. (Xgl)nl(HT)kf a.. (H,*)kl(Yzr)“+ 1.. (YX,)““. But H,* = 
-Hi, xi, = -ux,, = -Y. I’ whence z*=c (-l)“‘k’“C,,,Y~~... 
Y”I H :I . . . ff;‘XW.: X”’ . Now J; = span(X,}, , I1 = span{ Y,) are 
suadalgebras, he:ce maddulo P(.S:) W(.rt,) + %(,X5,) ;I/(./r ;). Z* is 
c c,,,(- l)kH;l ... Hff. 
We now take p to be half the sum of the positive roots, and H, the 
corresponding element in c. Then for H E C, 
y(Z*)(H) = 1 c,,,(- l)k(HI, H - H,)kl .e. (H,, H - Hp)k, 
= 1 c,,,(- l)k(H,, a(H - H,))k’ . . . (H,, a(H - H,))k/ 
= \’ COk,,(H,, H* - H,*)kl . . . (H,, H* - H;)k,. 
For the chosen ordering, p is imaginary, whence H,* = -a(H,) = - (-HO) = 
H, Then y(Z*)(H) is C coko(H,, H” - HJkl ... (H,, H” - HJk/= 
y(Z)(H*), as was to have been shown. 
PROPOSITION. There is a subset { 1, Z, ,..., Z,} of 2, which freely generate 
and satisfies Zj* = Zj. 
ProoJ: It suffices to construct generators pi ,..., p, in S,(Ac) for which 
pJy =pj. The .yc invariants in the algebra of polynomial functions are 
isomorphic to .S,(&), using the restriction map. There exist generators 
41 ,**-, q, of the invariants which are homogeneous and real-valued on 25 (see 
[ 13, p. 4101). F or even degree qj, define pj as the restriction of qj to A,; for 
odd degree q/, the restriction is multiplied by i. The pj are then 
homogeneous; together with 1 they generate S,(&), and in the (H, ,..., H,} 
basis, they have real coefticients. It is then easily checked that pT =P,~. 
COROLLARY. If the {Z,} are as in the above proposition, then 
(1) Each Zi is a symmetric differential operator. 
(2) Each Zi is essentially self-adjoint. 
(3) For each TC in 6, x,(Z,) is real-valued. 
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Proof: (1) We shall let Zi act on C;(G). Then Zi = Z,+. But (Z,f, g) = 
JZJg=JfZi*g=(f, zig)* 
(2) Let H = L2(G) and let H, be the differentiable vectors. From 
Nelson-Stinespring [141, it follows that on H,, closure U,(Z,F) = U,(Zi)*, 
and U,,,(Zi) is therefore essentially self-adjoint. 
(3) Let (71, H) b e in 6, and let H, be the differentiable vectors of 7~. 
As above, 7cm(Zi) is essentially self-adjoint. But n,(Zi) is a scalar, x,(Z,)I; 
hence x,(Z,) is real-valued. 
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