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Abstract: The convergence of sequences of integration rules applied to an improperly integrable function with an 
interior singularity is investigated. The rules studied include the Gauss-Jacobi rules and the interpolatory 
integration rules based on the zeros of (1 - x’)~P~~~(x), m = 0,l for certain values of cr and /I. The results are 
then applied to the study of the convergence of Hunter’s method for Cauchy principal value integrals. 
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1. Introduction 
This paper is another in an ongoing series of investigations by the author and others on the 
subject of numerical integration in the presence of a singularity [3,11,12,13,14,15,16,19,24]. In 
this paper we shall be dealing with Gauss-Jacobi rules and with interpolatory integration rules 
based on the zeros of (1 - x2)P~:~~(x), m = 0,l for certain values of (Y and /3 where the 
Zi;&)=&P, (Q) x are the Jacobi polynomials which are orthogonal with respect to the weight ( ) 
W(X) = &*P’(x) = (1 - q( 1+ x)P ) a, p > - 1 (1) 
with the standard normalization 
The rules considered will include the usual Gauss or Gauss-Legendre rules, the Lobatto rules, 
the Clenshaw-Curtis rules and other well-known rules. 
Since sf f(x) dx = s,” f(x) dx + J-i f(x) d X, one’may ask why do we not convert a problem 
with an interior singularity into one with an endpoint singularity inasmuch as both the 
theoretical and practical aspects of endpoint singularities are much more satisfactory. One 
answer is that it is not always convenient to find the exact location of the singularity. A second 
reason is that in certain situations we are essentially integrating a function with an interior 
singularity without realizing it. This occurs when we evaluate a Cauchy principal value (CPV) 
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integral using Hunter’s method [5,8]. If the Gauss-Jacobi 
I 
1 
-1 w(x>f(x> dx = $1 ainf(zin) + Ef 
integrals 
integration rule is given by 
(3) 
where the zin are the zeros of Z’,(x), then Hunter’s formula for CPV integrals is 
I(f;n)-fl~W(X)~d~=Q,(~;h)+E,f, -l<h<l 
where 
(4) 
Q,( f; A) = i: a, s + ‘~$;’ f(A) 
i=l 111 n 
(5) 
provided that Afz,,, i= 1,. . . , n. We note that if f E Pzn_r, the set of all polynomials of 
degree <2n - 1, then Ef=O while if fE PZn, E,f=O. 
Now, on the one hand, we can rewrite the CPV integral in the form 
Z( f; A) = j-I1 w(x)& A) dx + Z(Z’,; A)f( A) (6) 
where 
1 
(f(x)-f(A))+-A), x+A, 
g(x; A) = f’( A) , x = A and f’(A) exists , 
0 otherwise 
and, on the other hand, we can rewrite Hunter’s approximation as 
Qn<f; A) = z$l aindzin; A)+ ‘(f’o; A)f(A) . (7) 
To do this, we must show that 
W’,; A) 
P,(A) 
= -i + + Z(P,,; A). 
i=l ‘in 
This holds since 
Z(P,; A) - P,( A)Z(P,,; A) = {;1 w(x) pn(x; I;(‘) dx 
= i a, P&,,) - P”(A) = 
‘n 
i=l zin - A 
Thus we see that the application of Hunter’s method is equivalent to the numerical integration 
of the function g(x; A) which is singular at x = A if f’(A) does not exist. 
Finally, the study of interior singularities is of theoretical interest since it brings to bear on 
this problem tools from an apparently unrelated field, namely Diophantine Approximation. 
In Section 2, we shall recall some of the previously derived results on numerical integration 
of functions with interior singularities. In Section 3, we shall discuss the case of Gauss-Jacobi 
integration rules for the following values of (Y and /?: 
-z.(Y, a$, 1< P -1<(;Y=p. (8) 
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The for these on (Y p is for these we have estimates 
for zeros of P,(x) which are valid in the closed interval [-1 + 8, 1 - S] for any fixed S > 0. 
Thus, for --$a(~,Ps$, Gatteschi and Pittaluga [7] have shown that 
4i+2a-1 
Zin = cos 2(2n + Ly + p + 1) 
7F + O(C) 
while for -1 < (Y = p = A - 4, Gatteschi [6] has given the estimate 
2i+A-1 
Zin = cos 
2n + 2h 
IT + O(n_“) . 
(9) 
In Section 4, we shall apply these same expressions to the case of interpolatory integration 
rules based on the zeros of (1 - x~)“P,_~,(x), m = 0,l for the following values of cx and /3: 
-z k&p<;, m=O; -1<a=p<g+2m. (11) 
Here there is an upper bound on (Y = p in contrast to (8) because for (Y = p > : + 2m, the 
sequence of interpolatory integration rules does not even converge for all continuous functions 
as shown by Szego [21, Theorem 15.41 for m = 0 and by Kiitz [lo] for m = 1. 
Finally, in Section 5, we shall apply some of these results to Hunter’s method, thus 
disproving the claims by Tsamasphyros and Theocaris [22,23] about the convergence of this 
method. 
2. Summary of previous results 
We shall be considering sequences of numerical integration rules { Q,f} of the form 
Q,f= 2 Winf(Xin) 7 -_1<x,,<x,,<-*<x,/a (12) 
approximating the integral 
Qf) = y1 @>f(x> dx (13) 
where u(x) is a nonnegative weight function which is positive over a subinterval of U = [ - 1, l] 
and such that ]!, v(x) dx < ~0. If u(x) = 1, we shall write ZJ The integrands we shall be 
considering will have a singularity at the point y E (-1,1) and we shall assume that V(X) does 
not vanish in N(y), a neighborhood of y. As in [ll], we shall denote by xrCnj and x+), the 
points xi, closest to y from the left and right respectively, provided y is not equal to any point 
xin. If y = xkn, then x,(,) = x+) = y. The closest of these two points to y is denoted by x+). 
The corresponding weights are w/(~), wrCnj and w+). 
We shall denote by Q,“f the rule derived from Q,f by deleting the point x,(,), 
Q,"f= Qnf- wcc,,f(x,,,,). 
Similarly 
Q,"f= Q, f- w,~,~f(x,~,~) and Q,""f= Q,"f- wr(n,fk(n,). 
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The terms corresponding Q, f, (2: f, etc. are given by 
E&f= +f) - Q, f 7 E,Cf = @f) - Q,"f , 
etc. Of course, these modified rules depend on the location of the point y. 
We now consider Gaussian rules. In these rules, the points x, are related to the weight 
function u(x), being the zeros of the orthogonal polynomial determined by u(x). For the study 
of such rules, we need the following definitions. A function f is said to be absolutely monotone 
in an interval T, f E AM(T), if f E C”(T) and f (j’(x) 2 0 for all x E T and j = 0, 1, . . . ; f is 
said to be completely monotone in T, f E CM(T), if f E C”(T) and (-l)if(j)(x) 3 0 for all 
xETandj=O,l,.... 
The first result on Gaussian rules is by Lubinsky and Sidi [12]. 
Theorem 1. Assume that y satisfies 
I 
f 1 
lim 
t+y- -1 u(x)] &)I dx < ca 7 
lim I t--*y+t WI &)I dx < aJ 
and that there exists a function G such that 
G E AM(-m, Y) n CM( Y, 9 , I(uG) < ~0, 
;ru;$” SUPx+y Id4 /G( x < ~0, then the sequence of integration rules { Q,““g} converges to ; >I 
When we have more information about u(x), we get much sharper results. This is so if u(x) 
is bounded in N(y), i.e. if there exist two positive constants m, and m, such that 
I 
x2 
m&z - Xl) d u(x) dx s m,(x, - x1) x1 
whenever x,, x, E N(y). For such weight functions, which include the Jacobi weight function 
w(x), we have the following results by Lubinsky and Rabinowitz [ll]. 
Theorem 2. Assume that g E AM(- 1, y) n CM( y , 1) and that g( y - u) - g( y + u) for u E 
N(y) and define p,, = J-Y_l,n u(x)g(x) dx. Then 
E,LRg- P, > E,Cg = Oh) 
and E, g = O( PJ - ~,~,,&,~,,) with w,(,) - 2 
Here the notation a(n) - b(n) means that 0 < c1 < a(n) lb(n) < c2 for n sufficiently large. 
For the particular case h(x) = Ix - y I-*, 0 < 6 < 1, which satisfies the hypotheses of 
Theorem 2, we have that 
E,LRh - n-I+’ , Ezh = O(n-‘+“) and 
E,h = -w~(~)Ix~(~) - yip8 + O(npl+“) = O(n-lIx,(,j - yl-“) . 
Now, as we shall see below in Example 1, there exist points y E U such that E,h does not 
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tend to zero for any 6, 0 < 6 < 1. However, the set of such points is of measure zero as follows 
from our next result. 
Theorem 3 [ll]. For any E > 0, there exists a set E, C U of measure zero such that if y fl E, 
then 
E,h = O(n-1+28(log n)‘(log log n)(l+E)s) 
so thatif S<$, E,h * 0 for almost all y E U. 
This is essentially the best we can do since for the integral in (3) with (Y, p = f $, we have 
[ll] that there exists a set E C U of measure zero such that if y $&E, - E,h 3 
cn -1+26(log #(log log n)” f or some positive constant c and infinitely many yt. Hence, for this 
case, if 6 B 1, E,,h $0 for almost all y E U. We cannot extend this result to all y E U since we 
have the further result that if y = cos 7~s where s is a rational number, then E,h = O(n-‘+“) so 
that E,h+ 0 for all S E (0,l). 
Lubmsky and Rabinowitz have also given results for h(x) = log]x - y( and for h(x) = 
Ix-y(-y(x) and h(x)=log]x -ylf(x) where f( ) x sa 1s t’ fies certain Lipschitz conditions in U 
and in N(y). In Section 3, we shall extend the results above for (Y, p = + 4, somewhat 
weakened, to the set of cy, /? satisfying (8). 
We now give the example due to Lubinsky and Sidi [12]. 
Example 1. Consider 
and the sequence of Gaussian integration rules (12) where win > 0, i = 1, . . . , n. Let T be a 
closed interval in the interior of U such that u(x) > 0 for x E f. Then the set {xi, I i = 1,. . . , n; 
n = 1,2, . . .} n T is dense in T. We now generate a sequence of pairs {( jk, n,):l s jk d nk, 
nk<nk+l, k=l,2,. . .} and a sequence of points xk = xjk,nk as follows: Choose ( jl, n,) and 
( j2, n,,) so that xi, x2 E T, x2 > x1. Next, having chosen xk, k = 1, . . . , m - 1, choose x, E T 
such that 
o<x, -X,-l < min{ $(xm_l - x,_~), exp(-n,_,lw,_,)} 
where w,,_~ is the weight in (12) corresponding to the point x,_, . 
Define y^ = x1 + Ci=, (x~+~ - xk) E T. Then 
O-q-x,= c (xk+l - x/J -wL+1 -x,)<2exp(-n,lw,). 
k=m 
Hence, for II = IZ,, m = 1, 2, . . . , if g(x) = ]log]x - 9 (1, then 
Q,J@ > wnbhn - Y/l ’ hn 7 
i.e. Q,J@W A(.0 
We now turn to the more general situation in which we shall approximate Zf by a sequence 
of arbitrary integration rules Q, f with the property that Q, f converges to Zf for f E PC(U), 
the set of all piecewise continuous functions on U. We shall also replace the requirements of 
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absolute and monotonicity by less restrictive To this we introduce 
following definitions to Miller 
M(y)={f: f=O on [ -1, y], f nonnegative, monotone nonincreasing and continuous on 
(Y, 11, f E L,(U)}. 
M,(y) = {f: fE C(y, 11, 3FE M(y) such that If/d F on U}. 
For such functions and rules we have the following results by Rabinowitz and Sloan [19]: 
Theorem 4. Zff E Md( y) and Q,g + Zg for all g E PC(U), then Q, f + Zf if and only if, given 
E > 0, 7 f ( y , 11, there exists /3 E ( y , 7) such that for all large n 
c knf(Xin) < E . 
x,nE(Y,P) 
Corollary 1. Zf there exist N, A E ( y, l] and c > 0 such that 
I I cIx,n ~i,n-l for < s (14) 
all N if + for gEPC(U), then f Md(y). 
Qnf+Zf and only if wr(,+f(xr(,+)+O. 
These results have been applied to the investigation of composite rules [15,16,19]. In the 
present work, we shall use them to study the convergence of interpolatory rules where the 
weights w, are given by 
I 
1 
Win =
44 
-1 (x - X&i-‘(Xi,) dx, 44 = zij (x - 4 . 
The points xin will be chosen as the roots of (1 - x’)“P,_~,(x), m = 0,l for (Y, p given by 
(11). This will be the subject of Section 4. 
3. Gauss-Jacobi integration rules 
In our discussion of convergence of Gauss-Jacobi rules we shall rely mainly on Theorem 2 
together with (9) and (10). We shall derive results for the function h(x) = (x - y I-‘, 0 < 6 < 1. 
From these results we can proceed as in [ll] to derive results for Ix - y I-y(x) where f(x) 
satisfies certain Lipschitz conditions in U and N(y) or we can content ourselves with the 
observation that if E,h + 0 for some value of 6 and I g 1 d ch in N(y), then E,g+ 0 while if 
E,h 74 0 for some value of 6 and 1 gl 2 ch in N(y), then E,,g+ 0. This follows from Theorem 
4. 
We now recall that E,h = -w,(,)(x,(,) - y(-” + O(n-I+‘) where wc+) - 11-l. Using this 
result, we can formulate the following theorem. 
Theorem 5. Consider the sequence of Gauss-Jacobi rules (3) where (Y and p satisfy (8). Then 
if h(x) = Ix - y I-“, 0 < 6 < 1, and y = cos rs, we have 
(1) Zf s is rational, then E,h = O(n-‘+‘). 
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(2) Zf s is irrational, then E,h = O(~z~~+~‘(log n)‘(log log r~)*(*+~)) for almost all s and any 
E > 0. Hence, if 6 < i, E,,h+O for almost all s. 
(3) Zf s is irrational and S 2 $, then E,h $0. 
(4) For any 6 E (0, l), there exist values $ E U such that E,h$O. 
Proof. We give the proof for the case (Y = p = A - 4. The proof for (Y # p is similar. 
(1) For all sufficiently large n, 
x c(n) - Y = cos 
2j+h-1 
2n ;- 2* 7r - cos : 7r + O(L2) 
for some j, 2 d j s n - 1. From this it follows that 
so that E,h = O(n-Ifs). 
(2) Follows from Theorem 3. 
(3) Since 
Ix . c(n) - Y I = c “:,‘:,’ -s +O(n-“) for some j, 2<j<n-1, 
and s is irrational, it suffices to show that there exists a sequence of pairs {( jk, nk)} such that 
2j, + A - 1 
s- 2n,+2h =X2. (15) 
For then 1 EYkhl 2 c2ni1+26 +O(n, -I+‘) so that E,h1(0. To show (1.5), we use some theorems 
in Diophantme Approximation where we must distinguish between two cases, A rational and A 
irrational 
If A is rational, A = r/t, then 
(2j, + A - 1)/(2n, + 2A) = (2tj, + r - t)l(2tn, + 2r) . 
By a theorem of Koksma [9] quoted by Eggan [4, p. 1151, there exist infinitely many pairs 
( jk, ik) satisfying the conditions 
Is -jkliik] <4tIii2 ) (16) 
jk = r - t (mod 2t), ti, = 2r (mod 2t), i.e. there exist infinitely many pairs ( jk, nk) such that 
(16) holds where jk = 2tjk + r - t, ti, = 2tn, + 2r. From this it follows that (15) holds for A 
rational. 
If A is irrational, we can apply a theorem of Minkowski on inhomogeneous approximation 
quoted in Cassels [l, p. 481 that if s is irrational and y is not of the form y = ms + n for 
integers m, n, then there are infinitely many pairs of integers ( jk, nk) such that Inks - y - 
A< PbJ1. To apply this theorem in our case, we take y = &(y - 1) + As. Then, provided 
that A # (2n + 1 + ms)/(2s + 1) for some integers m, n, y is not of the form ms + n and the 
sequence ( jk, nk) satisfies 
12(n, + A)s - (A - 1) - 2j,] < (2n,)-’ 
which implies (15). 
(17) 
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Finally, if A = (2n + 1 + ms) /(2s + l), then we are back to the rational situation since 
nkS - Y - jk = (nk - m)s - (n + j,) 
and we apply the theorem of Koksma. 
(4) Since Ix - yl-” > 1 loglx - yll f or every 6 E (0, l), this follows from Example 1. 
This completes the proof of Theorem 5. 0 
4. Interpolatory integration rules 
In this section we study the convergence of sequences of interpolatory integration rules 
based on the zeros of (1 - x*)“P~_~,(x), m = 0,l where (Y and p are given by (11). For (Y # p, 
the limits are dictated by our knowledge or lack of knowledge of an accurate asymptotic 
estimate of the zeros of P,(x). For a = p = A - $, the limits arise because of the convergence 
properties of Q, f for piecewise continuous functions. Thus, for (Y = p in the range given in 
(1% Q,f-+If f or all Riemann-integrable functions f while for (Y > 2 + 2m, there exist 
continuous functions f for which Q, f+ Zf. (See, e.g., Kiitz [lo, p. 81 for references for the 
case m = 0 and Theorem 3.1 in [lo, p. 131 supplemented by [18] for m = 1.) 
To prove our results, we shall rely on Corollary 1. To this end, we must show that the 
weights w, satisfy (14). Then, the convergence of Q, f will depend only on the behavior of 
wr+z,f(xr(n,)* S ince, as we shall show, w,(,) - n-l, it will follow that the convergence or 
divergence behavior of Q,h, where h is as in Theorem 5, is the same as that given there, the 
proofs being almost identical. The only difference being that we require one-sided inequalities 
of the form 
o<s- 
2jk + A - 1 
2nk + 2A d c&’ 
instead of (15). 
We now investigate the behavior of the weights wi, in N(y). Since, in such a neighborhood 
of y, Xi” - Xi_*,n - It-l by (9) or (lo), it suffices to show that win - n-i to show that the win 
satisfy (14). For m = 0 and (Y, p < 2, Smith and Sloan [20] have shown that for any point x in 
a closed interval X containing x in its interior, if we define xkn such that xkn < x < x~+~,~, then 
lim n--*m nWkn zz IQ - gy and the convergence is uniform in any closed interval interior to X. 
This implies that for sufficiently large IZ, the weights wi, corresponding to the points xin in 
N( y) satisfy win - ~1~ ‘. 
For the case m = 1, we prove a result similar to that of Smith and Sloan, namely, that for 
m = 1 and (Y = p < $, lim,,, nwkn = 7~(1- x2)1/2. To do this we use the following formula for 
the weights win given by Kiitz [lo]: 
‘i+l n-2 
win = 1 -12 K&J 
,n 
where ai+1 ,,-* is the Gauss-Jacobi weight and K,,(x) is the partial sum of the Jacobi series for 
the function (1 - x2) /w(x). Explicitly 
K,(x) = nk? 1’ (1 - t2)Pj(t) dt Pj(x),j-:l w(t)[Pi(t)12 dt . 
j=O -l 
(18) 
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Now, by an equiconvergence theorem of Szego [21, Theorem 9.1.21, K,(X) converges 
provided 
I 
1 
_1 (1 - X2)(1 - ~~)-(~~+l)‘~ dx <co, 
and this holds if (Y < $. Then, as in [20], it follows that lim,,, K,(X) = (1 - x2) /w(x). Since 
Ytain -+ 7F( 1 - X2)1’2 w(x), it follows that 
nai+l,n-2 
nwin = 1 _ x;n K,‘(x,)-t lT( 1 - X2)1’2 . (1% 
Tying all this together, we get the following theorem: 
Theorem 6. Let {Q, f } be the sequence of interpolatory integration rules based on the zeros of 
(1 - x~)~P~_~~(x), m = 0,l where CX, /? satisfy (11). Define 
h(4={O 
(x-y)-s, x>y, O<S<l, 
X<Y, 
for y E (-1.1) so that h E M,,(y). Then 
i:; 
(3) 
(4) 
Zf y = cbs ns, s rationai,‘&d 1 f(x)1 d ch(x) in U, then Q, f * Zf. 
Zf y = cos IFS, s irrational, and 1 f(x)] s ch( x in U with 0~6 < 4, then Q,f-+Zf for ) 
almost all y. 
Zf y = cos TS, s irrational, and I f(x)1 3 ch(x) in U, with i 6 6 < 1, then Q, ffi Zf. 
There exist points y^ E (-1, 1) so that Q,h+Zh for all 6 E (0,l). 
Proof. (l), (2) and (3) follow from Corollary 1 and the proof of Theorem 5. Since the rules 
Q, f satisfy the hypothesis of Corollary 1, we need only determine whether or not 
w,(,,h(x,(,,) + 0 Y (20) 
i.e., whether or not 
n-‘[x,(,) - yl-‘+O. 
For (l), this is clearly so. For (2), we use the result in Cassels [l, p. 1201 that for any E > 0, 
the inequality Is - j/n1 < cne2-’ has only finitely many solutions for almost all s. From this it 
follows that IX+) - y I -’ < n2* +” for sufficiently large n and we need only choose E so that 
28 + 8~ < 1 for (20) to hold. For (3), we have to show that the one-sided counterparts of 
inequalities (16) and (17) hold. For (17) this is shown in [2] and for (16) it follows by 
combining the results of Koksma [9] and Cassels [2]. Finally, for (4), the points can be 
constructed as in Example 1. 0 
5. Hunter’s method for Cauchy principal value integrals 
As indicated in the Introduction, Hunter’s rule Q,( f; A) given by (5) converges or diverges 
as the Gauss-Jacobi rule (3) does when applied to the integral 
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I 
1 
w(x) f(x) - f( 4 dx -l<h<l. -1 X-A ’ (21) 
We can therefore state the following theorem given in [17]. 
Theorem 7. Let HP be the set of Holder-continuous functions on U of index p, 0 < t_~ d 1, so 
that iff E Hu, Z(f; A) exists for -1 < A < 1 and let A = cos rs. Then 
cli 
(2) 
(3) 
(4) 
(5) 
Zf f E’H,, Q,(f; A) converges to Z( f; A) for all A E (- 1,l). 
Zf s is rational, Q,( f; A) converges to Z( f; A) for all f E HP, 0 < ,U < 1, and all 
A E (-1,l). 
Zf s is irrational, Q,( f; A) converges to Z( f; A) for all f E HP, i < p < 1, and almost all 
AE (-1,l). 
Zf s is irrational, Q,( f; A) diverges for f(x) = Ix - AlF E HP for 0 < Al. d 4. 
There exist points A E (-1,1) such that Q,( f; A) diverges for f(x) = (x - A) loglx - Al 
which is in H, for all u E (0,l). 
Proof. (1) If f E H,, the integrand in (21) is bounded and Riemann-integrable. Since 
Gauss-Jacobi rules converge for all Riemann-integrable functions, it follows that Q,( f; A) 
converges. 
(2)-(3) If f E HP, then the magnitude of the integrand in (21) is ~Alx - AIP”-’ for some 
positive constant A. By Theorem 5, it follows that Q,( f; A) converges. 
(4) Follows from Theorem 5. 
(5) Is the case given by Example 1. Cl 
Remarks. (1) The only convergence result known previously was that of Elliott and Paget [5] 
that Q,(f; A) converges for all A E (- 1,1) if f E C’(U). Part 1 of Theorem 7 strengthens this 
result. In fact, this result is true for all Gaussian integration rules for which the weight 
function u(x) is Holder-continuous in the interior of U, which ensures that Z( f; A) exists for 
f EH& 
(2) Tsamasphyros 
forallfEHp,O<p 
Note added in proof 
and Theocaris [22,23] have claimed that Q,( f; A) converges to Z( f; A) 
< 1, and all A E (- 1, 1). Theorem 7 indicates that this claim is incorrect. 
Using the results in [24], one can extend Theorem 5 in an obvious way Radau-Jacobi and 
Lobatto-Jacobi rules for the appropriate values of (Y and p. 
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