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Abstract 
 
This thesis investigates a prestack seismic inversion scheme implemented in the ray 
parameter domain. Conventionally, most prestack seismic inversion methods are 
performed in the incidence angle domain. However, inversion using the concept of 
ray impedance, as it honours ray path variation following the elastic parameter 
variation according to Snell’s law, shows the capacity to discriminate different 
lithologies if compared to conventional elastic impedance inversion. 
 
The procedure starts with data transformation into the ray-parameter domain and then 
implements the ray impedance inversion along constant ray-parameter profiles. With 
different constant-ray-parameter profiles, mixed-phase wavelets are initially estimated 
based on the high-order statistics of the data and further refined after a proper well-to-
seismic tie. With the estimated wavelets ready, a Cauchy inversion method is used to 
invert for seismic reflectivity sequences, aiming at recovering seismic reflectivity 
sequences for blocky impedance inversion. The impedance inversion from reflectivity 
sequences adopts a standard generalised linear inversion scheme, whose results are 
utilised to identify rock properties and facilitate quantitative interpretation. It has also 
been demonstrated that we can further invert elastic parameters from ray impedance 
values, without eliminating an extra density term or introducing a Gardner’s relation 
to absorb this term.  
 
Ray impedance inversion is extended to P-S converted waves by introducing the 
definition of converted-wave ray impedance. This quantity shows some advantages in 
connecting prestack converted wave data with well logs, if compared with the shear-
wave elastic impedance derived from the Aki and Richards approximation to the 
Zoeppritz equations. An analysis of P-P and P-S wave data under the framework of 
ray impedance is conducted through a real multicomponent dataset, which can reduce 
the uncertainty in lithology identification. 
 
 6
Inversion is the key method in generating those examples throughout the entire thesis 
as we believe it can render robust solutions to geophysical problems. Apart from the 
reflectivity sequence, ray impedance and elastic parameter inversion mentioned above, 
inversion methods are also adopted in transforming the prestack data from the offset 
domain to the ray-parameter domain, mixed-phase wavelet estimation, as well as the 
registration of P-P and P-S waves for the joint analysis. 
 
The ray impedance inversion methods are successfully applied to different types of 
datasets. In each individual step to achieving the ray impedance inversion, advantages, 
disadvantages as well as limitations of the algorithms adopted are detailed. As a 
conclusion, the ray impedance related analyses demonstrated in this thesis are highly 
competent compared with the classical elastic impedance methods and the author 
would like to recommend it for a wider application. 
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Chapter 1  
Introduction 
 
With the development of modern geophysics, geoscientists and engineers are not 
satisfied merely with geological structure interpretation after seismic data processing 
and imaging. What they need is the quantitative information about rock properties and 
fluid parameters, which can be interpreted and utilised by a team of geologists, 
geophysicists and reservoir engineers. Seismic impedance inversion is such a 
technique that can be used in reservoir characterization. This technique is best 
performed by combining data of all types, not only seismic but also well log, 
petrophysics and geological prior information.  
 
Acoustic impedance and elastic impedance are important physical properties as well 
as powerful tools in seismic inversion. Their presence in the oil and gas exploration 
has facilitated us in making enormous successful discoveries. Elastic impedance is 
derived from a linear approximation of the Zoeppritz equations. Strictly speaking, 
acoustic impedance is a particular case of elastic impedance when the seismic 
incidence angle is zero. In this thesis, I will use the concept of seismic ray impedance, 
proposed by Wang (2003a) and derived from a different approximation of the 
Zoeppritz equations. The ray impedance can be classified as a sort of generalised 
elastic impedance. Here “generalised” indicates that the elastic impedance is a 
combination of P-wave velocity, S-wave velocity and density, similar to the 
conventional elastic impedance which is defined by Connolly (1999). 
 
1.1 From acoustic impedance to elastic impedance 
Acoustic impedance (AI), which was usually computed from post-stack seismic data, 
is a simple but powerful tool in seismic interpretation and many other seismic 
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applications. Considering a discrete earth model, the P-wave reflection coefficient, R , 
for normal incidence, at an interface between the layer number k  and 1k  is given 
by  
kk
kk
k AIAI
AIAIR 



1
1 ,                                                (1.1) 
where kAI  and 1kAI  are the acoustic impedances above and below the interface,  
iiiAI  ,                                                     (1.2) 
and i  and i  denote the density and P-wave velocity at the incident side ( ki  ) and 
at the opposite side ( 1 ki ) of the reflecting interface. Re-arranging equation (1.1), 
one may compute the acoustic impedance using the following recursive formula as 
k
k
kk R
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 1
1
1 .                                              (1.3) 
By successive applications of equation (1.3), one obtains a nonlinear expression as 
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,                                            (1.4) 
which relates the acoustic impedance 1kAI  to the reflection coefficients. In equation 
(1.4) we assume that the acoustic impedance 1AI  in the first layer is known. AI 
calculated using equation (1.4) is usually called the pseudo-logging method. 
 
In expression (1.3), if we take the following approximations 
k
R Re k  1 , kR Re k  1 ,                                       (1.5) 
we may derive another recursive formula as  
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Comparison of the two different recursive formulae for the computation of the 
acoustic impedance is made by expanding both of them in Taylor series. From 
equation (1.3), we have 
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and for equation (1.6) one has 
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We can see that the two expressions are equivalent up to the second order 
approximation of kR . 
 
 
Figure 1.1 Graphical differences between equation (1.7) and equation (1.8). 
 
Figure 1.1 shows a graphical comparison of the two recursive formulae. The 
difference between the two expressions is less than 5 percent for 4.0kR . However, 
for reflection coefficients with large positive values, the exponential formula is less 
sensitive to noise. Although the theoretical value of reflection coefficient is usually 
less than 0.3, the reflection coefficient series derived from a real seismic trace may 
sometime contain large coefficient values, due to the effects such as data noise and 
data processing errors or artefacts. In this case, computation using the exponential 
formula will be more stable.  
 
In the case of non-normal incidence in acoustic media, where the shear wave velocity 
is assumed to be zero, the corresponding reflection coefficient can be written in a 
similar form 
kkkk
kkkk
k AIAI
AIAI
R 

secsec
secsec
11
11



 ,                                    (1.9) 
where k  is the incidence angle and 1k  is the transmission angle. Equation (1.9) 
makes the acoustic impedance applicable to prestack seismic data. By comparison 
with hydrocarbon detection methods, such as amplitude-versus-offset (AVO) or 
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amplitude-versus-angle (AVA) analysis, conventional acoustic impedance seems 
uncompetitive since another important medium parameter, S-wave velocity, is 
neglected, as well as many equivalent combinations of P-wave velocity, S-wave 
velocity and density, such as shear modulus, bulk modulus, Poisson’s ratio, which are 
very important indicators for a hydrocarbon reservoir. In order to incorporate these 
factors in oil and gas detection, many efforts have been made. Among them the 
derivation of elastic impedance is a brilliant and successful attempt. 
 
Elastic impedance (EI), defined on variable incidence angles, is a generalisation of 
acoustic impedance (Connolly, 1999). The EI provides a consistent and absolute 
framework to calibrate and invert nonzero-offset seismic data just as AI does for zero-
offset data. EI is derived from a linearisation of the Zoeppritz equations as follows, 
   222 tansinsin CBAR  ,                          (1.10) 
with 
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
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1C  
where   and   are the difference and average of the P-wave velocities at either 
side of the interface  
  21 kk    ,  
kk   1  
(similarly,   and  of the S-wave velocity, and   and   of the density) and 
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EI is defined such that the reflection coefficient variation with angle can be derived 
from the formula analogous to the acoustic reflectivity 
        

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This involves the use of the approximate log derivation for reflection coefficient at a 
certain interface which is accurate to the second order 
       
 EI
EI
EIR ln
2
1
2
1  .                                  (1.12) 
By combining equation (1.10) and equation (1.12), substituting K  for 22  , and 
rearranging the equation we get 
      


  


 222 sin41sin8tan1
2
1ln
2
1 KKEI .  (1.13) 
Using the differential equivalent of logarithm function again, equation (1.13) is 
reformed as 
        lnsin41lnsin8lntan1ln 222  KKEI .   (1.14) 
Assuming K  is a constant, integrating equation (1.13) and setting the integration 
constant to zero, we have 
       222 sin41sin8tan1 KKEI  .                            (1.15) 
 
An undesirable feature of the EI function (1.15) has been that its dimensionality varies 
with incidence angles. Whitcombe (2002) overcame these problems by normalising 
the EI function with constants 0 , 0  and 0  (equation 1.16). These modifications 
do not change the accuracy of the reflectivity expression that can be derived from the 
EI function.  
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EI is a function of P-wave velocity, S-wave velocity, density and incidence angle. To 
relate EI to seismic data, there must be some form of angle stacks rather than stacks 
with different offsets. Furthermore EI inversion is closely related to AVO/AVA 
analysis, which has been proved to be a powerful tool in up-to-date petroleum 
exploration. 
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1.2 Seismic ray impedance 
EI is a successful attempt to relate elastic medium parameters to prestack seismic data 
by utilising the linear approximation (1.10) of the Zoeppritz equations. From EI, the 
inversion of S-wave velocity is possible, which is very important for detecting 
hydrocarbons. But from the derivation of EI, there are two major assumptions which 
make it inaccurate. First, the incidence and the transmitted angle are assumed to be 
identical, which is not correct by violating Snell’s law, and secondly the parameter 
22 K  remains a constant when we integrate equation (1.14) to obtain (1.15), 
which is not true in most real cases. 
 
There is another sort of simplification of the Zoeppritz equations which leaves the ray 
parameter value unchanged across an interface, following Snell’s law strictly. The 
simple approximation to the P-wave reflection coefficient proposed by Mallick (1993) 
is such an attempt and Wang (1999) not only provided a different way of deriving this 
reflection coefficient for a P-P wave but also extended the derivation to the P-P 
transmission coefficient and the coefficients of converted wave reflection and 
transmission.  
 
Wang (2003a) further mathematically proposed the concept of ray impedance (RI) for 
P-P waves which honours Snell’s law. Consider a horizontal interface separating two 
elastic media, in which the P-wave velocities are 1  and 2 , the S-wave velocities 
are 1  and 2  and the densities are 1  and 2 . Seismic ray impedance is derived 
from the truncated quadratic approximation of the P-P wave reflection coefficient 
(Wang, 1999) as  
22)()( pρ
ΔμpRpR fpp  ,                                   (1.17) 
where p  is the ray parameter, 211
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in which 
1q  and 2q  are the vertical slownesses.  
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Similar to the derivation of EI from the linear approximation (1.10) of the Zoeppritz 
equations, we require the RI function to have analogous properties to EI, such that 
reflectivity can be derived from the following formula for a ray parameter value p : 
        
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 ,                     (1.19) 
which leads to the definition of RI expressed as (Wang, 2003a) 
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The detail derivation is summarized in Appendix 1.A. In equation (1.20),   is defined 
by 
     , 
which is the ratio between the relevant changes of density and S-wave velocity. 
Notice that even the second expression in (1.20) is adopted, Snell’s law is still 
honoured as the angle value is changing according to  

sinp  
at different sides of the interface. 
 
Unlike EI, RI naturally has the dimensionality of impedance, which is velocity 
multiplied by density. Thus we do not need normalisation in using RI. We can also 
observe from (1.20) that, when ray parameter 0p , RI will degenerate into AI, just 
as EI does when the angle   equals zero. 
 
1.3 Evaluation of   value in RI 
The value of   should be calculated according to the local petrophysical environment. 
A very straightforward thought is to utilise those values directly calculated from well 
log data at each depth point in the well. However there are two considerations 
preventing us from using   calculated in such a manner: first, when dealing with 
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geophysical problems to a seismic scale, we care more about the macro effects 
regarding geological formations rather than the very high frequency variations 
changing at every several centimetres as they are beyond the discriminability of 
seismic data; secondly, the denominator of  ,   will be zero when the S-wave 
velocities are the same at adjacent logging points, which makes the calculation of   
unstable. 
 
A practical solution in obtaining   value is through discovering the relationship 
between density and S-wave velocity first and then calculating   value from the 
relationship. From the experimental research of Potter et al. (1998), we assume that a 
similar Gardner’s relationship (Gardner et al., 1974) exists between S-wave velocity 
and density as 
bc  .                                                    (1.21) 
The parameters c  and b can be determined through a linear regression of well data if 
we write equation (1.21) into 
 logloglog bc  .                                          (1.22) 
The linear regression of (1.22) is commonly used in petrophysical and geophysical 
analysis. 
 
The relation expressed in equation (1.21) is observed from a real producing well in 
the North Sea, which is attached to a seismic dataset that will be used and introduced 
later in this thesis. Figure 1.2 shows five well logs available for our analysis from an 
oil-producing well in the Glitne field in the North Sea. These well logs are used to 
demonstrate several case studies in Quantitative Seismic Interpretation (Avseth et al., 
2005). There are six formations identified from the well logs which are labelled on the 
right in Figure 1.2. They are, from top to bottom, shale, silty shale, clean sand, silty 
sand group 1, silty sand group 2 and cemented sand. The oil reservoir is located in the 
formations of clean sand and silty sand 1. 
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Figure 1.2 Five well logs from a producing gas well in the North Sea. 
 
The linear regressions between log  and log  in different formations are plotted in 
Figure 1.3, (a) - (f) are corresponding to the six identified formations from top to 
bottom in Figure 1.2. The units for velocity and density are skm / and 3/ cmg , 
respectively. From the results of the linear regressions, we can identify the values of 
c  and b , and thus the   values for the six formations are calculated according to: 
  1bcb , 



  b , 
    b  , 
which are listed as follows: 
0.098, 0.010, 0.049, 0.012, –0.008, 0.048. 
It will be shown later in 1.4 that for such small   values compared to 2 (see the 
exponential term in 1.20), the difference is neglectable and will not lead to lithology 
identification failure if we only use a single   value (0.07 in this case) calculated for 
all the six formations. 
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(a)                                                      (b) 
 
(c)                                                      (d) 
 
(e)                                                      (f) 
Figure 1.3 Linear regressions of log  (vertical axis) and log  (horizontal axis) in 
different formations to identify the Gardner’s type of relationship between density and 
S-wave velocity. (a) - (f) are corresponding to the six formations in the well shown in 
Figure 1.2, from top to bottom respectively. 
 
1.4 Comparison between RI and EI in identifying lithology 
The quadratic expression denoted by Mallick (1993) and Wang (1999) is much more 
accurate than any linear approximation of the Zoeppritz equations (Mallick, 1993 and 
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Wang, 1999). However, as (1.17) is a truncated version of the quadratic 
approximation, it is necessary to compare the accuracy of (1.17) with (1.10) first. This 
comparison is shown in Figure 1.4, using the exact reflection coefficient values 
calculated from the Zoeppritz equations for reference. The same five examples 
demonstrated in Mallick (1993) are employed here to generate these figures. In all 
these examples below, 1 , 1  and 1  denote the P-wave velocity, S-wave velocity 
and density respectively, for the medium above a reflecting interface, whereas 2 , 2  
and 2  stand for the same quantities for the medium below the reflecting interface. 
The comparison is restricted to non-evanescent P-waves only as both equation (1.17) 
and (1.10) are valid only in the non-evanescent regime. 
 
The first example is for a model with  
sm /23071  , sm /9421  , 31 /15.2 cmg , 
sm /19512  , sm /13012   and 32 /95.1 cmg , 
which is corresponding to an interface between shale and Class-3 type gas sand 
(Rutherford and Williams, 1989). Example two is for a model with  
sm /23071  , sm /15381  , 31 /15.2 cmg , 
sm /25002  , sm /10212   and 32 /2.2 cmg , 
representing an interface between gas sand and shale. Example three is for  
sm /24001  , sm /9801  , 31 /2.2 cmg , 
sm /25502  , sm /17552   and 32 /0.2 cmg , 
which is representative of shale and Class-2 type gas sand reflection (Rutherford and 
Williams, 1989). Example four is also a representative interface between shale and 
Class-2 type gas sand defined by Rutherford and Williams (1989), with  
sm /24001  , sm /9801  , 31 /2.2 cmg , 
sm /27002  , sm /18582   and 32 /2 cmg . 
The last example denotes shale and Class-1 type gas sand reflection (Rutherford and 
Williams, 1989), with  
sm /23501  , sm /9591  , 31 /2.2 cmg , 
sm /27302  , sm /18792   and 32 /15.2 cmg . 
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The five comparisons with the above examples are plotted in Figure 1.4 (a) – (e). The 
angle value in (1.10) is converted to ray parameter using the average velocity of both 
layers. From these comparisons we can find that generally the truncated quadratic 
equation (1.17) is slightly more accurate than the linear approximation (1.10). Now 
the question is whether this improvement in accuracy can be carried into inversion.  
 
Figure 1.5a compares the synthetic traces generated from the Zoeppritz equations 
(index 1) and from RI values (index 2) using (1.19) at ray parameter 0.21s/km, by 
convolving a Ricker wavelet (dominant frequency 20Hz) with both sets of reflectivity 
series obtained from the well partly shown in Figure 1.2 (the original length is about 
400m). This record is about 0.5s in duration representing the whole available well 
logs which are partially shown in Figure 1.2. Figure 1.5b is a similar comparison 
between the synthetic traces generated from the Zoeppritz equations (index 1) and EI 
values at 30  (index 2), which is equivalent to a ray parameter value of 0.21s/km 
calculated from /30sin p , where   is the average P-wave velocity of this area, 
2.4 km/s. As the Zoeppritz equations are originally defined on ray parameter values, 
the angle value 30  is converted to the corresponding ray parameter value at each 
layer in Figure 1.5b, in order to have an accurate comparison between the two 
synthetic traces. The correlation coefficient between the two traces in Figure 1.5a is 
0.97 and 0.92 for Figure 1.5b, indicating that RI can correlate prestack seismic data 
more accurately with subsurface elastic parameters. 
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(a)                                                     (b) 
 
(c)                                                  (d) 
 
(e) 
Figure 1.4 P-wave reflection coefficient comparisons between the quadratic 
expression (1.17) and the linear expression (1.10), using the exact values for reference. 
(a)-(e) are corresponding to the five examples described in the context. 
 36
 
(a)                                                               (b) 
Figure 1.5 Comparison between the accuracy of the synthetic traces generated from 
RI and EI. (a) Synthetic traces generated from the Zoeppritz equations (index 1) and 
from RI values (index 2) at ray parameter 0.21s/km. (b) Synthetic traces generated 
from the Zoeppritz equations (index 1) and from EI values (index 2) at 30 . 
 
For the capability of RI in classifying and identifying different lithological properties, 
the crossplots of EI and RI versus AI are compared in Figure 1.6: (a) is the crossplot 
between the normalised EI at 30 degrees and the AI for the six formations displayed 
in Figure 1.2, while (b) crossplots the RI at kmsp /21.0  and the AI. The   value 
used in calculating the RI in Figure 1.6b, 0.07 (i.e.   14.422  , the exponent in 
1.20), is determined by a linear regression between the logarithms of all the S-wave 
velocity and density values from 2100m and 2300m along the well shown in Figure 
1.2. The normalised elastic impedance values are calculated when we set the angle 
value to be 30  (for the same reason in Figure 1.5). The black lines denote the main 
axis that projection will be made later. 
 
For comparison, we also crossplot in Figure 1.6c the RI versus the AI using the six 
different   values calculated in section 1.3. It is nearly identical to the crossplot in 
Figure 1.6b. In this case, where the value of   is much smaller than 2 and hence the 
exponential term in expression (1.20) is mainly determined by the constant part rather 
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than the  . This phenomenon can also be generally explained as the density 
variations are normally much smaller than the variations of velocity. As a 
consequence, it is reasonable to choose a unique   value when we do modelling or 
inversion regarding RI in similar geological formations.  
 
 
   (a)                                                              (b) 
 
(c) 
Figure 1.6 Crossplots of (a) normalised EI(30), (b) RI( 21.0p ) with a unique   
value for different lithologies and (c) RI( 21.0p ) using different   values for 
different lithologies, versus AI. The black lines denote the main axis. 
 
From the crossplot between EI(30) and AI, we can observe that the relationship 
between EI and AI distributions of different lithologies are nearly linear with the same 
slope and intercept. This means that using the crossplot in Figure 1.6a is similarly 
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difficult to separate different lithologies which we can not achieve by using AI only. 
Meanwhile, as the RI values here are not correlated to the AI values by a similar 
relationship for all formations, the crossplot of Figure 1.6b or 1.6c between RI and AI 
values makes it easier for us to discern different lithologies.  
 
Figure 1.7 displays the distributions of the cross-plotted data in Figure 1.6a and 1.6b 
in projection along the main axis (black lines in Figure 1.6). The distribution for each 
facies is fitted by a smoothed Gaussian curve which is normalised to 1. The 
parameters for these Gaussian curves are listed in Table 1.1, where M and   denotes 
the mean and the standard deviation of a Gaussian distribution respectively. From this 
table we can find that the RI-AI crossplots for five facies (except the Shale) are 
stretched when projecting along the main axis. However, using silty shale (cap rock) 
for reference, the means of 4 out of the other 5 facies departs the mean of silty shale 
more rapidly than their standard deviations stretch, especially for the two oil-bearing 
formations (clean sand and silty sand 1). This means that using RI-AI crossplots will 
facilitate us more in discriminating oil-bearing formations from capping rocks. 
 
 clnSand cemSand sltSand1 sltSand2 Shale sltShale
 (EI) 0.457 0.264 0.084 0.119 0.036 0.097 
M(EI) -0.054 -0.242 -0.010 0.074 0.167 0.156 
 (RI) 0.494 0.439 0.214 0.374 0.036 0.129 
M(RI) -0.361 -0.608 -0.609 -0.111 -0.010 -0.010 
 (RI)- (EI) 0.037 0.175 0.130 0.255 0.000 0.032 
|M(RI,sltShale)-M(RI)| 
- |M(EI,sltShale)-(M(EI)| 0.141 0.200 0.433 0.019 0.011 0.000 
 
Table 1.1 Gaussian parameters when projecting the crossplots in Figure 1.6 along the 
main axis. 
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(a) 
 
(b) 
Figure 1.7 Smoothed Gaussian distributions for different facies when projecting their 
crossplots in Figure 1.6 along the main axis for (a) normalised EI(30), (b) 
RI( 21.0p ). 
 
1.5 Construction of constant ray-parameter profiles 
Traditional AVO analysis is carried out on the offset domain CMP gathers and can 
only qualitatively identify the amplitude variation along the offset axis. Afterwards 
geophysicists managed to transform CMP gathers from the offset domain to the angle 
domain which leads to the development of AVA methods for quantitative modelling 
and inversion analysis. Compared with inverting multi-offset data through fitting 
elastic wavefield, e.g. Mora (1987, 1988), which is very computing intensive, 
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traditional AVA analysis or inversion is much faster with acceptable accuracy since 
they are based on convolutional trace assumption. This evolution also makes the EI 
inversion possible as EI is defined on angle values. 
 
When Connolly (1999) proposed the concept of EI, two methods of constructing 
angle stacks were mentioned to relate prestack seismic data to EI. Similar to this 
procedure, as RI is defined on ray parameters, methods of generating constant ray-
parameter profiles need to be pointed out for the future inversion study. In the 
following section, I clarify different methods to transform CMP gathers from the 
offset domain to the ray-parameter domain. Then the constant ray-parameter profile, 
whose amplitudes are related to a specific ray-parameter value, can be extracted from 
the transformed CMP gathers in the ray-parameter domain.  
 
1.5.1 Tau-p transform on CMP gathers 
Probably the most straightforward method is the tau-p transform which can transfer 
the seismic traveltime data from the time-space domain to the instantaneous-slope and 
intercept-time domain. It has been widely employed in seismic processing, e.g. 
multiple attenuation and the removal of coherent noise. The instantaneous-slope 
contains the ray parameter information needed for RI inversion.  
 
For common source/receiver geometry, the instantaneous slope of the traveltime data 
represents the true horizontal ray parameter p , and the intercept time is the sum of 
the thickness multiplied by the vertical slowness along a seismic ray, referenced to the 
fixed surface station. However we intend to carry out the tau-p transform on CMP 
gathers for the sake of convenience, since all the reflections along the same hyperbola 
come from the same reflecting point when the subsurface structure is flat, whereas 
this is not true for a common source/receiver gather. This practice is also consistent to 
those in classical AVO modelling and inversion, as well as in EI inversion. It is 
shown that the instantaneous slope in CMP gathers is the average slowness of 
upgoing and downgoing rays at the surface, and the intercept time is the sum of 
thickness and vertical slowness products, but referenced to the common mid point 
(Diebold and Stoffa, 1981). A simple verification of the statement, that for reflections 
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from a flat reflector the instantaneous slope in CMP gathers is equal to the horizontal 
slowness of the seismic ray, is detailed in Appendix 1.B. 
 
For CMP gathers from dipping structures, the average horizontal slowness is no 
longer equal to the ray parameter value related to the incidence angle. See Figure 1.8 
for example, 1  and 2  are the two angles that are related to the horizontal 
slownesses,   is the incidence/reflection angle that is related to the ray parameter 
value denoted by RI and   is the dip angle. Under this circumstance, the calculated 
instantaneous slope from CMP gathers, which is the average of the two horizontal 
slownesses related to 1  and 2 , is only an approximation to the ray parameter value 
related to the angle  . This ray parameter value is indeed the parameter indicated by 
the Zoeppritz equations and the one that our inversion should deal with.  
 
 
Figure 1.8 A dipping geometry for a CMP gather 
 
From simple trigonometry we find that  
 212
1    and  122
1   .                             (1.23) 
Please note that here 1  and 2  have opposite signs in the geometry shown in Figure 
1.8. The average horizontal slowness 
    sincos
1sinsin
2
1
12 p                            (1.24) 
is different from the incidence ray parameter value ( 
sin ) by a factor of cos . 
Figure 1.9 compares the average horizontal slownesses and the incidence ray 
parameter values for different dip angles, assuming the medium velocity 
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sm /2000 . This approximation is acceptable for the dip angle up to 30  when the 
incidence angle is smaller than 45 . 
 
(a) 
 
(b) 
Figure 1.9 Comparison of (a) average horizontal slownesses and (b) striking ray 
parameter values as functions of dip angles and incidence angles. 
 
RI inversion, similar to AVO and EI inversion, is highly dependent on the relative 
amplitude variations of seismic data, so that a full 3D processing is preferable. 
However when the data acquisition is restricted to 2D surveys, it is necessary to 
compensate the seismic data amplitude by simulating a 3D processing when we carry 
out the processing for inversion purposes. For the tau-p transform, Wapenaar et al. 
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(1992) integrated the amplitude compensation into the tau-p transform via a Fourier-
Hankel transform (Treitel et al., 1982), followed by an inverse Fourier transform. This 
process is also known as a cylindrical slant stack, or the tau-p transform from point-
sources to line-sources. The significant assumption in this technique is the cylindrical 
symmetry around the source point which limits the application to simple media only. 
Although this method is first developed for the tau-p transform of shot gathers, it is 
also valid when applied to CMP gathers, by assuming that the cylindrical symmetry is 
referenced to the mid point. Figure 1.10a shows a synthetic CMP gather composed of 
hyperbolas and (b) is the result after the above point-source tau-p transform.  
 
 
Figure 1.10 (a) A synthetic CMP gather composed of hyperbolas. (b) The 
corresponding point-source tau-p transform result. 
 
Although we have the horizontal slowness information after the tau-p transform, the 
intercept time needs to be transferred to zero-offset traveltime to ensure the ray-
parameter dependent amplitudes coming from the same reflector will line up at the 
same time position. This is not difficult to achieve when the velocity information is 
available, since the transformed tau-p domain data are stacks of constant velocity only 
and the semi-axial lengths of each ellipse are both related to interval velocity. 
However seismic data after tau-p transform are not suitable for further amplitude 
related analysis directly as the relative amplitude is altered during the slant stack 
processing. This can be observed from Figure 1.10: The strongest reflection appears 
on the bottom event of the transformed data (Figure 1.10b), which is fairly weak on 
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the original CMP gather (Figure 1.10a). This is attributed to the different numbers of 
wavelets involved in the slant stack for different slopes. Before we put the tau-p 
transformed data into inversion usage, a calibration should be carried out using 
synthetic traces from well logs. 
 
1.5.2 CMP gathers mapped using local slope 
The slant stack method is demonstrated to be unsuitable for direct amplitude related 
analysis. However it is a heuristic for us because it tells us that the horizontal 
slowness is related to the local slope of traveltime hyperbolas. If we can find a way of 
mapping, rather than stacking, to transfer the data from the offset domain to the ray 
parameter domain, then the relative amplitude information will be preserved. The 
plane-wave destruction filters introduced by Claerbout (1992) and improved by Fomel 
(2002) can help us to achieve this objective. 
 
The so-called plane-wave destruction filters introduced by Claerbout (1992) can be 
employed to calculate the local slope via a local-coherence analysis. In a small 
window, the data variations along the time and the spatial axis are approximated 
through a finite-difference scheme. The slope value is then computed by 
dd
dd
tx
tt

p  
where dt  and dx  are vectors formed by time derivatives and spatial derivatives of the 
windowed data. Since only one slope value can be calculated within each window, we 
need to repeat this process at each discrete sample point to produce a slope field first 
and then map the data from the time-space domain to the time-ray parameter domain. 
Using this scheme, we will be in a dilemma that, on the one hand the coherence 
analysis requires more data within the window to generate an accurate slope value, 
while on the other hand a large window will not lead to a local solution. 
 
Fomel (2002) introduced another approach toward the finite difference scheme for 
increasing the accuracy and dip bandwidth of Claerbout’s method (1992). The plane-
wave destruction filters are designed using the z-transform technique and local 
windows are no longer necessary because the slope is estimated as a continuous 
function of the data coordinates. This slope function is smoothly variable by adding a 
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regularisation to avoid oscillatory local slope estimates in regions with unknown or 
constant data since the local slope is not constrained in these regions. Once the slope 
values are estimated, the prestack seismic data can be mapped from the time-space 
domain into the time-ray parameter domain in a CMP gather.  
 
1.5.3 Ray-parameter domain common image point gathers 
For CMP gathers generated from flat geological structures, all the reflections come 
from the same horizontal location. Under this circumstance, a constant ray-parameter 
profile extracted from the ray-parameter domain CMP gathers reveals the reflection 
amplitudes at a certain ray-parameter value with the same horizontal locations. It 
might be taken as granted that migration is not necessary in areas where the 
sedimentary structures are flat, but actually it should be applied whenever it is 
possible as the diffractions at the target area will be collapsed to be smaller than the 
Fresnel zone and as a consequence to improve the lateral resolution (Avseth, et al., 
2005). Whereas for seismic data coming from complex subsurface structures, the 
constant ray-parameter profiles built from the unmigrated CMP gathers will no longer 
tell us the true reflection positions and hence the migration processing is even more 
necessary.  
 
For AVA analysis and elastic impedance inversion, angle domain common-image-
point (CIP) gathers are needed. De Bruin et al. (1990) first described a method for 
calculating angle-dependent reflectivity within a wave-equation migration process. In 
their algorithm, angle gathers are evaluated using slant stacks of the downward-
continued wavefield prior to imaging, and are functions of horizontal slowness instead 
of the ray parameter related to the true reflection angle. Rickett and Sava (2002) and 
Sava and Fomel (2003) presented improved approaches for extracting true angle-
domain CIP gathers during wavefield continuation migration. This kind of angle 
domain CIP gathers can also be produced by Kirchhoff migration (Xu et al., 2001). 
 
Generally speaking, prestack time migration is preferred to prestack depth migration 
as the former tends to perform better in preserving amplitudes (Avseth, 2005). 
However, in areas with complicated geology, prestack depth migration remains the 
most accurate tool and an amplitude-preserving prestack depth migration algorithm 
should be applied (Zhang, 2007).  
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Generally CIP gathers generated by the wavefield continuation migration algorithm 
are images in the depth domain. However most AVO analysis and elastic inversion 
are carried out in the time domain since an obvious disadvantage in the depth domain 
is that even stationary wavelets in the time domain will be stretched or compressed in 
the depth domain.  
 
1.5.4 Ray tracing in offset domain CIP gathers 
Nowadays Kirchhoff prestack time migration is still a prevalent imaging technique 
and its product is usually the offset domain CIP gathers, which form the majority of 
the data available to us. In order to apply the offset domain CIP gathers to ray 
impedance inversion, we have to transform these CIP gathers from the offset domain 
to the ray-parameter domain. Here we adopt a ray tracing algorithm to implement this 
transform. The principle is: each reflection event at a certain time with a certain offset 
in the offset domain CIP gather, is mapped in the ray-parameter domain CIP gather at 
the same time but with a corresponding ray parameter.  
 
There are many ray tracing methods and considering both efficiency and accuracy I 
adopt here the one commonly used in seismic tomography which is called the bending 
ray tracing method (see for instance, Wang, 2003a p.17-19). According to Fermat’s 
principle, the actual ray path is the one (denoted by S ) which minimises the travel 
time T , given by 
   S dsST min ，                                            (1.25) 
where s  stands for the ray arc-length so that ds  is the length of the ray segment. 
Within each CIP gather after migration, the velocity field is assumed to only change 
along the depth direction and the ray-path under consideration can be discretized into 
a polygonal path with unique small depth interval (Figure 1.11), 
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Figure 1.11 Schematic illustration of the bending ray method ( 3k ). 
 
 kk xxxxS 210 ,,,  ，                                     (1.26) 
where each x  stands for the horizontal coordinate of each reflector at each CIP 
position. The traveltime can then be expressed explicitly as 
 

 
k
i
iii dsuuT
2
1
12
1 ，                                      (1.27) 
where iiu 1  is the P-wave slowness and iki uu  2 . For ray tracing, we may 
consider kx  as the reflection point, and the endpoints, 0x  and kx2 , of the ray path are 
fixed. Fermat’s principle can then be expressed as 
  0 SS                                                    (1.28) 
which states that seismic energy travels along a path for which the first-order 
variation with all neighbouring paths is zero. 
 
Under the assumption of locally flat reflectors within migrated CIP gathers, equation 
(1.28) can be differentiated to give 
       

 
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



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1
1
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1
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1
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ii
i
xx
ds
uu
xx
ds
uu
x
T ，for 12,,1  ki  .   (1.29) 
Using a second order accurate representation of the derivatives, equation (1.28) gives 
a tri-diagonal linear equation system  
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with unknowns  ix , which can be solved iteratively. As we assumed that the CIP 
gathers after migration are locally flat which means at each common image point the 
medium becomes 1D, the slowness variables are symmetric following iki uu  2 , for 
ki 2,,0  . 
 
Figure 1.12 shows a synthetic test illustrating the bending ray-tracing procedure. 
There is a three layer 1D medium with P-wave velocities equal to 1500m/s, 3000m/s 
and 5000m/s, from top to bottom respectively. This model depicts a simple 
background velocity field employed in the bending ray-tracing scheme at a CIP 
position under the assumption of local flatness. Imagine there is a reflection event 
coming from the bottom of this model recorded by the receiver whose offset equals 
975m. In order to map this reflection event to its corresponding position in a ray-
parameter domain CIP gather, we have to calculate its ray path first and then its ray 
parameter value. The green dotted line is the initial ray path in the bending ray tracing 
scheme which usually consists of two straight lines from the shot to the reflection 
point and from the reflection point to the receiver. The solid black line is the true ray 
path for the specified reflection event and the yellow dashed line indicates the 
resultant ray path after 5 iterations. The stopping criterion in this iterative process is 
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set such that the summation of the absolute changes for all the ray segments is less 
than a threshold which is set to be 410  of the maximum offset in my test. 
 
Figure 1.12 Synthetic example of bending ray tracing method for a P-P wave. 
 
This velocity field used in this ray tracing scheme can be constructed from local well 
logs or seismic tomography inversion, either travel time or waveform inversion. 
Because of the limited resolution of tomography and the sparse availability of well 
logs, a smooth velocity model is normally used for this ray tracing. This has a certain 
theoretical background in that ray tracing is based upon a short wave-length (high 
frequency) approximation. Also from a practical perspective, rapid variations in the 
velocity field can cause seismic rays to be refracted at or beyond the critical angle, 
which make the ray tracing algorithm unstable. In this thesis, the velocity fields for 
ray tracing are constructed from well logs by extrapolating the low-pass filtered 
velocity information along picked geological horizons. 
 
1.6 The dataset for demonstration in the thesis 
Throughout this thesis, there are two datasets involved. The first North Sea one is 
adopted from Chapter 2 to Chapter 5 and the inclusive well data have already been 
used in section 1.3 and 1.4. In this section, I will introduce this North Sea dataset 
solely and the other one, which consists both P-P and P-S waves, will only be used 
and depicted in Chapter 6. 
 
The North Sea dataset comes from the book Quantitative Seismic Interpretation 
(Avseth et al., 2005), where it is employed to demonstrate several case studies. 
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Prestack seismic data from a 2D line are available from the Glitne Field, a turbidite 
reservoir of Tertiary age, located in the South Viking graben in the North Sea. A 
stacked section from CDP 2000 to 2400 is displayed in Figure 1.13 and a producing 
well was drilled at CDP 2232 which has already been displayed in Figure 1.2.  
 
This dataset was processed by the processing team in Norsk Hydro back in 1994, for 
true amplitude recovery aiming at the ensuing AVO analysis. The work flow includes 
the following main steps: spherical divergence correction, prestack FK time migration, 
Radon-transform multiple removal, and surface consistent offset balancing. 
According to the information in Avseth et al. (2005), I have interpreted three horizons 
around the producing area, which are the top of the Balder formation, the top of the 
Heimdal formation and the top of the Chalk formation, respectively from top to 
bottom in Figure 1.13, where the black curves denotes the well position. These 
horizons will be used to confine the window in the inversion and also as reference 
positions in identifying geological formations. Oil has been encountered just below 
the top of the Heimdal horizon in a reservoir of about 30 meters in thickness. 
  
Figure 1.13 The stack section of a turbidite reservoir of Tertiary age in the North Sea 
with geological horizons and well log. 
 
1.7 Overview of this thesis 
The main purpose of this thesis is to demonstrate the practical application of ray 
impedance inversion and elastic parameter inversion through ray impedance. The 
flowchart for the whole process of P-P waves is shown in Figure 1.14. A similar flow 
for the ray impedance inversion of P-S waves is followed in Chapter 6, which also 
includes a joint analysis of the inversion results from both waves. 
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In the preparation stage, prestack seismic data available to us for ray impedance 
inversion are normally processed by the third party and all in the form of offset-
domain CIP gathers. Considering this nature of the data and the available techniques, 
these CIP gathers are transformed from the offset domain into the ray-parameter 
domain through the bending ray-tracing algorithm, as summarised in section 1.5.4. 
Then constant ray-parameter profiles are constructed by partially stacking the CIP 
gathers and form the input of mixed-phase wavelet estimation and seismic reflectivity 
inversion. 
 
In Chapter 2, I will deal with the wavelet issue which is essential in most inversion 
procedures as well as seismic processing. I advocate a practical workflow starting 
from the mixed-phase wavelet estimation based on the high-order statistics (HOS), 
which can preserve the phase information of signals. The estimated wavelets through 
HOS are used in the well-to-seismic tie and can be further refined after the well is 
correlated to the seismic. Furthermore, the conditions of using HOS are documented 
and also discussed in this chapter. 
 
A quantitative Cauchy-constraint reflectivity inversion is presented in Chapter 3, after 
the wavelets are extracted. This technique can reduce the ambiguity in choosing the 
parameter controlling the sparseness of the reflectivity inversion result, as the quality 
of seismic reflectivity sequences will directly affect the blocky impedance inversion 
results. The Cauchy-constraint reflectivity inversion results are further improved in 
bandwidth by a data merging technique in the frequency domain with the least-
squares reflectivity deconvolution results. 
 52
Input seismic data and prepare for inversion  
Extract Constant Ray-parameter (CRP) Profiles 
from ray-parameter domain CIP gathers
Cauchy constraint seismic reflectivity inversion
Mixed phase w avelet estimation
Ray impedance inversion
Process data to generate ray-parameter 
domain Common Image Point (CIP) gathers
Elastic parameter inversion
 
Figure 1.14 Flowchart of the inversion procedure in this thesis. 
 
After prestack seismic data are inverted into sparse seismic reflectivity sequences 
regarding different ray parameters, the generalised linear inversion (Cooke and 
Schneider, 1983), which is originally deployed to invert AI from post stack data, is 
applied to each reflectivity profile with a specific ray parameter value. The inversion 
results are utilised to identify rock properties and facilitate quantitative interpretation. 
This technique is also adopted in the EI inversion, and the results from RI and EI 
inversion are compared in terms of the ability to separate oil-bearing sand and cap 
rock in an example from the North Sea. 
 
It has also been demonstrated in Chapter 5 that we can further invert elastic 
parameters from ray impedance values. A stable inversion for P- and S-wave 
impedance directly from ray impedance is accomplished together with resolution 
analysis. Compared with those conventional schemes, which normally utilise the 
linear approximation of the Zoeppritz equations, our scheme does not eliminate the 
density term nor introduce a Gardner’s relation to absorb this term, which makes it 
theoretically more accurate than the conventional schemes, provided the inverted ray 
impedance profiles are accurate. 
 
In Chapter 6, a joint analysis of the inversion results from P-P and P-S wave data is 
carried out in the common ray-parameter domain after the ray impedance inversion is 
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implemented for both waves. This incurs another novel definition of converted-wave 
ray impedance. It will be demonstrated that the converted-wave ray impedance is a 
good link connecting prestack converted-wave data with well logs. To register 
corresponding events of P-P and P-S waves, I make a practical approach through a 
least-squares inversion scheme which integrates the horizon interpretation results to 
form an initial match. This joint analysis is carried out on a multicomponent dataset 
from southwestern China, representing a tight gas sand reservoir. 
 
The final conclusion and future work are summarised in Chapter 7. 
 
Appendix 1.A Derivation of acoustic and elastic ray impedance 
Based on the quadratic expression (1.17), the fluid-fluid term fR  (1.18) can be 
expressed in the recursive form: 
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Note equation (1.A.1) is also the reflection coefficient expression for oblique-
incidence in acoustic medium. 
 
Since  
  22  and 
sinp  
where   is the angle to relate shear wave velocity with a specified seismic ray, the 
second term 22 pρ
Δμ  in (1.17) can be expanded as 
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Δμ           (1.A.2) 
where we assume that the P-SV wave reflection angle   is small and let  
     . 
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Following the derivation of equation (6) in Wang (1999), we further have the 
approximation 

 tan  
derived from Snell’s law. Then we obtain the expressions 
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Combining (1.A.1) and (1.A.3), the reflectivity in (1.17) is expressed as 
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which satisfies the recursive requirement in (1.19). Comparing (1.A.4) and (1.19) we 
have the ray impedance expression (1.20). 
 
Appendix 1.B A simple verification regarding the tau-p transform in CMP 
gathers 
 
Figure 1.15 A simple ray-path geometry for a reflection in a CMP gather. 
 
For a reflection from a horizontal event, the geometry is shown in Figure 1.15, where 
H  is the offset between the source and the receiver and   is the incidence/reflection 
angle, we have the following expression from trigonometry: 
2
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
 THT  ,                                     (1.B.1) 
where   is the medium velocity, T  and 0T  are the two-way traveltime for the 
oblique reflection and the normal reflection respectively.  
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From equation (1.B.1), we have the instantaneous slope 
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It means that for reflections coming from a flat event, the instantaneous slope in CMP 
gathers is equal to the horizontal slowness of a specific seismic ray. 
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Chapter 2 
Mixed-phase wavelet estimation 
 
2.1 Introduction 
Seismic wavelet estimation is an important issue in seismic data processing and 
inversion since it is not always possible for us to measure the seismic wavelet directly. 
Moreover during the process of wave propagation, the wavelet excited by a seismic 
source that has a fixed amplitude and phase spectrum will alter both in amplitude and 
phase, and the resultant wavelet is usually mixed phase which may be fairly different 
to the source wavelet. The reason for alteration could be earth absorption, near surface 
effects, inter-bed multiples, NMO stretch or processing artefacts. With the 
development of modern seismic techniques, nowadays geophysics practitioners are no 
longer satisfied with extracting zero-phase or minimum-phase wavelets only, although 
they are still quite useful. In seismic inversion, only after the extraction of the mixed-
phase wavelet can we have a reliable estimation of the reflectivity series. 
 
There are two major categories of wavelet extraction methods: purely statistical and 
those using well logs. The former means estimating the wavelet from the seismic data 
alone and the latter utilises well-log information in addition to the seismic data. There 
are good practices for both techniques and the shortcomings for them are typical as 
well. Statistical methods tend to have difficulty in estimating the phase spectrum 
stably since real seismic data can hardly meet the strict prerequisites of using 
statistical information, while the well-related methods depend critically on a good tie 
between the seismic data and the well logs. In absence of check-shot and VSP surveys, 
a very common mistie occurs when we carry out the depth-to-time conversion which 
converts the logs sampled in depth to two-way traveltime.  
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In order to make use of the advantages of both methods, I advocate a practical wavelet 
estimation workflow integrated with a well-tie practice: 
1. Calculate the amplitude spectrum from the autocorrelation of the seismic data. 
2. Estimate a constant phase spectrum and then the mixed-phase wavelet using the 
statistical information of the seismic data. 
3. Correlate the well-logs to the seismic traces. 
4. Refine the wavelet by using the correlated well-logs. 
5. Repeat step 3 and 4 if necessary. 
This workflow is a practical solution for general exercises when the well-to-seismic 
correlation, which usually requires a check-shot survey, is not available.  
 
In real seismic data, wavelets differ from trace to trace and vary with traveltime as 
well. This suggests that we should extract a large set of wavelets for each seismic 
section. However attempting to estimate variable wavelets will introduce more 
uncertainty than the data are able to resolve, and as a consequence, we only extract a 
single “average” wavelet for an entire seismic section as a common practice, i.e., the 
wavelet will not vary from CMP to CMP but does for different offsets. 
 
2.2 High-order statistics of seismic data 
Moments and cumulants are higher order covariance functions which are very useful 
in describing both deterministic and stochastic signals. For the sake of completeness, 
this section summarises the basics of high-order statistics (HOS) and their 
applicability for seismic signal analysis, together with the prerequisites of using the 
statistical wavelet estimation method. 
 
The k th-order moment function of a real stationary discrete-time signal,  tx , is 
defined as (Mendel, 1991) 
        11121 ,,,   kkxk txtxtxEm   ,                 (2.1) 
where E  denotes statistical expectation. Equation (2.1) defines the population 
moment, i.e. the moment from the infinite ensemble of sequences  tx . It is a 
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hypothetical quantity and any sample values of the moment, xkmˆ , which is normally 
measured from finite data, are distinguished from population values by a superscript 
circumflex (and the same hereinafter).  
 
Cumulants may be expressed through moments. The k th-order cumulant function of 
a real stationary process is given by (Velis and Ulrych, 1996) 
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where  tg  is an equivalent Gaussian process that has the same second-order statistics 
as  tx . Cumulants not only display the amount of higher order correlation, but also 
provide a measure of the distance of the random process from Gaussian nature. For 
the third or higher odd order, if  tx  is Gaussian,   0,,, 121 kxkc   . The second-, 
third- and fourth-order cumulants of a zero mean  tx  is given explicitly as (Mendel, 
1991) 
      ,2   txtxEc x                                                  (2.3) 
        ,, 21213   txtxtxEc x                                    (2.4) 
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We shall observe that the second-order cumulant  xc2  is just the autocorrelation of 
 tx  (zero-mean). This autocorrelation contains no phase information so that a non-
minimum phase or non-zero phase wavelet can not be recovered from second-order 
statistics. The third-order cumulant is a two-dimensional function whose value at the 
origin is called skewness. It preserves phase information but for a symmetrically 
distributed (e.g. Laplace, Uniform, Gaussian), zero-mean random process, the third-
order cumulant is zero. Hence, for generally zero-mean seismic data, we would not be 
able to use the third-order statistics to recover the phase information. The fourth-order 
cumulant is a three-dimensional function whose value at the origin is named kurtosis. 
Kurtosis is usually nonzero for most seismic data and the fourth-order cumulant has 
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been employed to estimate mixed-phase wavelet (e.g., Lazear, 1993, Velis and Ulrych, 
1996). 
 
Considering a convolutional seismic model  
       ,tntrtwtx                                            (2.6) 
where  tw  is a seismic wavelet,  tr  is a reflectivity function,   is a convolutional 
operator and  tn  is a term for noise, the Bartlett-Brillinger-Rosenblatt equation 
(Mendel, 1991) denotes a relationship among the high-order statistics for the 
convolutional model is,  
       11111111 ,,,,,,,,   knkkwkkrkkxk cmcc   ,        (2.7) 
where  11 ,, kxkc   ,  11 ,, krkc    and  11 ,, knkc    are the k th-order cumulant 
of the seismic data, the reflectivity sequence and the noise respectively, and 
 11 ,, kwkm    is the k th-order moment of the wavelet. For  tr  is independent, 
identically distributed (IID) and non-Gaussian, the cumulant of  tr  becomes 
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where  0,,0 rkrk c  is the origin value of the reflectivity cumulant. Meanwhile, if 
the additive noise  tn  is assumed to be Gaussian (but need not be white), which 
means its third and higher order cumulants vanish, Equation (2.7) will be simplified to 
   1111 ,,,,   kwkrkkxk mc   , 2k .                          (2.9) 
This equation states that the k th-order cumulants of the seismic data differ from the 
k th-order moments of the seismic wavelet only by a scalar. Therefore it has been the 
starting point for most of the mixed-phase wavelet estimation methods based on high-
order statistics (Lazear, 1993; Velis and Ulrych, 1996; and references therein).  
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2.3 The validity of the prerequisites in using HOS 
Here I will first introduce the synthetic models employed in the following test. Figure 
2.1a is a zero-mean mixed-phase wavelet whose amplitude spectrum and phase 
spectrum are displayed in Figure 2.1b and 2.1c respectively. This wavelet has a 
dominant frequency of 25Hz and the passband at -3dB is about 30Hz. The amplitude 
spectrum is plotted as dB and the same hereinafter. The linear component of the phase 
spectrum has been removed for display purposes, which is corresponding to a time-
shifted wavelet. 
 
(a) 
 
(b) 
 
(c) 
Figure 2.1 (a) A synthetic zero-mean mixed-phase wavelet and its amplitude 
spectrum is plotted in (b) and the time-shifted phase spectrum in (c). 
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Reflectivity characteristic 
The amplitude distributions of seismic reflectivity sequences are usually leptokurtic 
(or less formally, spiky) (White, 1988), that is, they are more heavy-tailed than a 
Gaussian distribution. This property forms the basis of HOS method as the cumulants 
of a Gaussian series tend to be zero. Lazear (1993) proved that, the farther a 
reflectivity-sequence amplitude distribution is away from Gaussian, the closer to zero 
its non-zero lag cumulants are.  
 
Walden and Hosken (1985) discussed the actual statistical properties of seismic 
reflectivity sequences through real well-log analysis, from which we know that 
seismic reflectivities are not white (normally spectrally blue) and hence not 
independent. Their spectra fall off towards zero at lower frequency instead of 
remaining approximately flat (white) as that of a random sequence would. Although 
the whiteness assumption for seismic reflectivities is very popular in current seismic 
processing (Yilmaz, 2001), White (1988) suggested a more hygienic solution than a 
faulty assumption of white reflectivities. If there is a well available, the colouring of 
seismic reflectivities can be estimated and one can apply a prefiltering to remove it. In 
this way the assumption of white innovations are satisfied and the colouring can also 
be recovered afterwards if necessary. It is also recommended by Velis and Ulrych 
(1996) to whiten the data before carrying out wavelet estimation to increase the 
effective bandwidth, which can be done by applying a zero-phase deconvolution. 
Figure 2.2a displays a seismic reflectivity sequence converted from real well log data, 
which are originally recorded at a depth interval of 0.125m, corresponding to a two-
way travel-time interval of 0.2ms by using a typical velocity 2500 sm  of this area. Its 
amplitude spectrum Figure 2.2b indicates that this sequence is not strictly white but 
blue at the low frequency end (e.g. 0-500Hz), which conforms to Walden and Hosken 
(1985). After convolving with a zero-phase whitening filter (Figure 2.2c), this 
sequence (Figure 2.2d) is whiter which can be seen from the amplitude spectrum in 
Figure 2.2e. This convolution is reversible and the colour can be recovered at any 
time. 
 63
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 2.2 (a) A seismic reflectivity sequence. (b) The amplitude spectrum of the 
sequence in (a). (c) The equivalent white sequence corresponding to (a). (d) The 
amplitude spectrum of the sequence in (c). (e) The whitening filter convolved with (a) 
to obtain (c). 
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Seismic reflectivities are less likely to be totally independent even when their spectra 
are white. Whiteness (lack of correlation) only confirms independence in the case of 
Gaussian sequences (White, 1988). However real applications based on HOS (Lazear, 
1993; Velis and Ulrych, 1996) indicate that the restriction of independence can be 
alleviated if the problem is solved by a least-squares matching scheme. 
 
Data bandwidth 
The sensitivity of kurtosis to wavelet phase has been studied by various authors (Levy 
and Oldenburg, 1987, White, 1988) when they estimated a residual phase shift present 
in the seismic data after standard deconvolution and stacking. Essentially, they 
recognised that if the effective bandwidth B  of seismic data is smaller than the 
central frequency 0f , the kurtosis is then insensitive to phase changes. This also 
suggests that there is a threshold bandwidth below which wavelet phase can not be 
determined in the applications of HOS-based methods. 
 
Data amount 
Equation (2.8) and in turn equation (2.9) are strictly valid in the limitation of an 
infinite amount of data and in reality the additive noise term in equation (2.7) is 
likewise not strictly zero even the noise is Gaussian. In practice neither the cumulant 
of the noise is zero nor is the cumulant of the reflectivity sequence a multidimensional 
spike at zero lag. For the wavelet shown in Figure 2.1a and the white reflectivity 
sequence displayed in Figure 2.2d, a synthetic trace is generated with 4ms sample 
interval, shown in Figure 2.3. Figures 2.4a and 2.4b compare the fourth-order moment 
(FOM) slice (at 03  ) of the wavelet and the fourth-order cumulant (FOC) slice (at 
03  ) of the synthetic trace, and they differ very much not and only by a scalar. 
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Figure 2.3 A synthetic trace by convolving the mixed-phase wavelet (Figure 2.1a) 
and the white reflectivity sequence (Figure 2.2c). 
 
To approximate the wavelet moment by using the seismic trace cumulant, one could 
apply a 3D smoothing-tapering window to the seismic trace cumulant (Velis and 
Ulrych 1996). Equation (2.9) may be rewritten as 
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where ),,( 321 a  is a 3D window function that can be written as 
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for which Velis and Ulrych (1996) recommended a Parzen window  d  defined by 
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where L  defines the region involved in computation. Figure 2.4c shows a slice of the 
3D Parzen window. Figure 2.4d shows the FOC slice ( 03  ) of the synthetic trace 
after applying the 3D Parzen window, which is now very similar to Figure 2.4a, the 
FOM slice ( 03  ) of the zero-mean wavelet. For comparison purposes, Figure 2.4e 
displays the FOC slice (at 03   ) of a long seismic trace (2500 samples) without 
tapering, which offers an direct impression that more data can lead to accurate 
estimation. 
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(a)                                                          (b) 
 
(c)                                                               (d) 
 
(e) 
Figure 2.4 (a) A fourth-order moment (FOM) slice of the wavelet in Figure 2.1a. (b) 
A fourth-order cumulant (FOC) slice of the synthetic trace shown in Figure 2.1b. (c) 
A slice of Parzen window. (d) Approximate FOM slice of wavelet by windowing 
FOC of the seismic trace. (e) FOC slice of a very long seismic trace. 
 
The long seismic trace leading to the FOC slice in Figure 2.4e is generated by 
convolving a random reflectivity sequence with the mixed-phase wavelet displayed in 
Figure 2.1a. The synthetic reflectivity sequence, shown in Figure 2.5a with 50000 
samples and 0.2ms intervals, is converted from a Gaussian random sequence by 
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raising each value to its power of 2 with its individual sign preserved. The probability 
density function (PDF) of this non-Gaussian sequence is displayed in Figure 2.5b. 
Whereas the synthetic seismic trace is shown in Figure 2.5c, which has been 
resampled to 4ms and will be employed in further experiments.  
 
In the practice of residual phase correction, it also requires a considerable amount of 
data (Levy and Oldenburg, 1987; Longbottom et al., 1988; White, 1988). Particularly 
White (1988) pointed out that the amount of data needed to estimate the phase to 
reach certain accuracy is related to the extent to which the bandwidth exceeds the 
threshold. He advocated testing the time gate and number of traces needed to compute 
a reliable phase correction. Probably a practical criterion to judge whether the amount 
of data is enough, as suggested by Longbottom et al. (1988), is like this: check the 
results generated from different subsets of the original data to see whether the results 
are consistent. If an inadequate amount of data is employed to measure the phase, then 
the estimation results would vary wildly when the number of samples involved in the 
computation decreases. 
 
Noise 
Wavelet estimation is usually carried out after processing has made the data fairly 
stationary, which is a reasonable assumption throughout daily geophysical practice. 
Given sufficient effort, modern techniques of acquisition and processing are generally 
capable of suppressing coherent noise in the seismic data largely and hence to neglect 
this kind of noise here is a reasonable practice. In obtaining equation (2.9), the noise 
term in (2.6) is assumed to be Gaussian and random. These assumptions are normal 
and popular in some seismic processing procedures. 
 
Lazear (1993) discussed the sensitivity to Gaussian white noise in using HOS to 
estimate a wavelet. There is an increasing degradation of the wavelet when the noise-
to-signal ratio becomes larger. This is due to the finite length of the Gaussian white 
noise in reality that prevents its cumulant from being zero. Hence the data cumulants 
are distorted by perturbations of noise cumulants from zero.  
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(a) 
 
(b) 
 
(c) 
Figure 2.5 (a) A random non-Gaussian sequence denoting reflectivity coefficients. (b) 
The probability density function of (a). (c) The long synthetic seismic trace. 
 
2.4 Constant phase estimation 
Recognising that seismic reflectivity sequences have leptokurtic amplitude 
distributions, White (1988) and Longbottom et al. (1988) introduced a constant phase 
correction method that renders the seismic data maximally non-Gaussian. The 
rationale behind their algorithm is that convolving any white reflectivity series with 
an arbitrary wavelet renders the outcome data less white but more Gaussian (van der 
Baan, 2008). Maximising the kurtosis means recovering the original reflectivity series 
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since kurtosis is a measurement of the deviation from Gaussianity. This basic thought 
comes from the minimum entropy deconvolution (Wiggins 1978) which tried to 
design a thorough deconvolution operator. However Wiggins’ method suffers severe 
problems in practice, such as the operators are not stable and they often severely 
band-pass filter seismic data. Whereas White (1988) and Longbottom et al. (1988) 
searched for a constant-phase rotation (independent of frequency) that maximises the 
non-Gaussianity of seismic data, requiring only a single degree of freedom and thus 
stabilises the performance of their algorithm.  
 
The phase correction is normally applied after standard deconvolution and stacking to 
account for the residual phase existing in the data. Although the authors stated that the 
relation between phase correction and the phase of the seismic wavelet can only be 
settled by case studies (White, 1988), the principle has been much written about in 
constant-phase wavelet estimation (e.g. van der Baan, 2008). The optimum phase is 
estimated by applying a series of constant-phase rotations to the data, as denoted by 
        sincos txHtxtc  ,                                  (2.13) 
where the composite trace  tc  is made up of the original trace  tx  and its Hilbert 
transform   txH  and   denotes the phase rotation angle. If the trace  tc  is 
normalised to unit power, the measured kurtosis of the composite trace is  
    Ntck 4ˆ  ,                                          (2.14) 
where N  is the total number of samples of  tc  and again the superscript circumflex 
indicates the calculated kurtosis is a sample value. The most likely wavelet phase is 
corresponding to the angle that maximises kurtosis value. For the synthetic seismic 
trace shown in Figure 2.5c, its kurtosis variation with rotation angle is plotted in 
Figure 2.6a, with the maximum kurtosis occurs at 28 degrees. The corresponding 
constant-phase wavelet, which possesses the same amplitude spectrum as the 
synthetic wavelet, is plotted in Figure 2.6b. The correlation coefficient between the 
constant phase wavelet and the synthetic wavelet (Figure 2.1a) is 0.90. 
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(a) 
 
(b) 
Figure 2.6 (a) Kurtosis variation with rotation angle for the seismic trace in Figure 
2.5c. (b) Constant-phase wavelet corresponding to the maximum kurtosis. 
 
2.5 Mixed-phase wavelet estimation by iterative linear inversion 
In this section, the constant-phase wavelet is updated using an iterative linear 
inversion method to solve a fourth-order moment matching problem depicted by 
equation (2.9). This technique has been prevalent in the signal processing area 
(Giannakis, 1987; Mendel, 1991) and was introduced into seismic exploration by 
Lazear (1993). Afterwards various authors have modified its application to be more 
practical and robust (Velis and Ulrych, 1996; Liang et al., 2002; Lu and Wang, 2007 
etc). 
 
The wavelet can be estimated by an inversion method that minimises the error in a 
least-squares sense between the calculated fourth-order moment of the wavelet to be 
estimated and the windowed fourth-order cumulant of the seismic trace,  
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where q  is the assumed effective length of the wavelet to be estimated, and 
 3214 ,,~ wm  is the windowed fourth-order cumulant of the seismic trace (equation 
2.10). The objective function )(wJ  is a nonlinear multi-dimensional cost function 
since it involves high-order covariance computation.  
 
Velis and Ulrych (1996) used a simulated annealing technique to solve the 
optimization problem in equation (2.15). However, the simulated annealing algorithm 
involves a trade-off between convergence to a global minimum and the speed of the 
algorithm. As a constant-phase wavelet, which is fairly close to the mixed-phase 
wavelet, is available from previous step, therefore, an iterative linear inversion 
method is adopted here to speed up the computation. Denoting the three time lags by a 
vector, this non-linear minimisation problem (2.15) is formulated in a matrix-vector 
form as 
ewF  ,                                                   (2.16) 
where F  is a matrix of the Fréchet derivatives of the moment function at lag j  with 
respect to the current wavelet sample )(iw : 
     iwjmijF w  4ˆ, ,                                       (2.17) 
which is calculated numerically here, w is the wavelet updating vector, and e  is the 
residual vector formed by 
     jmjmje ww 44 ˆ~  .                                       (2.28) 
Then the model updating vector is solved by 
  eFIFFΔw 1 TT   ,                                    (2.29) 
where   is the so-called stabilising factor. It is set proportional to the maximum of 
the diagonal value of FFT . Finally, the wavelet is updated by  
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Δwww  )()1( nn ,                                       (2.30) 
where n  is the iteration number. The whole process will stop when the residual 
energy is less than a threshold percentage of the whole initial wavelet energy, e.g. 
0.0001 used here. 
 
Using the constant phase wavelet in Figure 2.6b as an initial model to the iterative 
mixed-phase wavelet inversion, the resultant wavelet is shown in Figure 2.7, which is 
very similar to the true wavelet by having a correlation coefficient of 0.94. 
 
Figure 2.7 Estimated mixed-phase wavelet using iterative inversion scheme. 
 
2.6 Mixed-phase wavelet estimation in practice 
In this section, I will apply the above mixed-phase estimation strategy to a real 
seismic example. Unlike the previous synthetic test where the true amplitude 
spectrum is available, we have to estimate the wavelet amplitude spectrum first, 
which is quite common and robust to achieve by using the autocorrelation (second-
order statistics) of the seismic data. Here I just summarise this process as the 
following several steps: 
 
a. Define the analysis window. 
b. Taper both ends of the window. 
c. Calculate the autocorrelation of the data window. 
d. Calculate the amplitude spectrum of the autocorrelation. 
e. Approximate the amplitude spectrum of the wavelet by taking the square root of 
the autocorrelation spectrum. 
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The assumptions behind this application are white reflectivity sequences and Gaussian 
random noise. However the autocorrelation in step c is usually windowed in order to 
attenuate sampling errors. 
 
 
Figure 2.8 The real seismic profile used for estimating wavelet. 
 
Figure 2.8 shows a real seismic profile from the Glitne Field in the North Sea (Avseth 
et al., 2005) which is introduced in section 1.6. There is a well drilled at CDP 2232 
that has been demonstrated in Figure 2.2. The top of the Balder formation (orange) 
and the top of the Chalk formation (yellow) are highlighted. For a reasonably accurate 
estimation, a large amount of data is required. Longbottom et al. (1988) pointed out 
that for simulations with a 40 Hz signal bandwidth and a Laplace IID sequence 
( 6k ), at least 5000 data samples are needed to keep the standard error in phase 
estimation down to about 10 . However signals from nearby traces are far from 
independent and the effective number of samples is at least an order less than the  real 
one (Longbottom et al., 1988). In our estimation here, the analysis window is taken 
from 1.25s to 3.25s with 101 traces around CDP2232 (50 each side plus the central 
trace), which contains a reasonable amount of samples according to the published 
literatures (e.g. White, 1988; Longbottom et al., 1988 and van der Baan, 2008). 
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         (a)                                                                (b) 
       
         (c)                                                                (d) 
       
         (e)                                                                (f) 
Figure 2.9 (a) Estimated wavelet spectrum from the data. (b) The kurtosis variation 
with rotation angle. (c) The estimated constant-phase wavelet from the 3-second 
window. (d) The estimated mixed-phase wavelet from the 3-second window. (e) The 
estimated constant-phase wavelet from the 1.5-second window. (f) The estimated 
mixed-phase wavelet from the 1.5-second window. 
 
The estimated wavelet amplitude spectrum using the method described above is 
plotted in Figure 2.9a. Generally this spectrum is wide enough for statistical wavelet 
estimation, with a passband of -6dB from 8Hz to 42Hz and a dominant frequency of 
21Hz. The kurtosis variation with rotation angle regarding these data is plotted in 
Figure 2.9b, suggesting a favourite constant-phase wavelet with a rotation angle of 
48  degrees (Figure 2.9c). The mixed-phase wavelet using the constant-phase as an 
initial model through the iterative inversion is shown in Figure 2.9d. A useful QC 
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method as suggested by Longbottom et al. (1988), is to halve the window size to 1s 
(1.75s to 2.75s here) and then re-estimate the wavelets, which are shown in Figure 
2.9e and 2.9f. In this case the constant phase is 50  and both the two wavelets are 
similar to those estimated from the 3-second window. 
 
After the statistical mixed-phase wavelet estimation, it is desired to generate a 
synthetic trace from the well logs and tie the well to the seismic data. In doing this, to 
stretch or squeeze the synthetic trace in the well-tie practice should be largely avoided 
but only to shift it. For this North Sea data, our best well-tie performance without 
stretching is shown in Figure 2.10a, indicating a correlation coefficient of 0.5631 
between the seismic trace and the synthetic trace using the statistically estimated 
wavelet. As the well now is tied to the seismic data, another category of reliable 
wavelet estimation method using the well-log data can be applied. Figure 2.10b 
displays the correlation between the seismic data and a new synthetic trace with an 
improved correlation coefficient of 0.6131. The new wavelet, shown in Figure 2.11, is 
generated from the Walden and White (1998) method by Hampson-Russell software, 
with an effective length of 100ms, a Papoulis lag window length of 200ms, a relative 
variance ratio of 1 and a white noise factor of 1%. It is very similar to the one 
estimated from HOS, indicating the statistical method can be used as an alternative 
when no well log is available.  
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(a) 
 
(b) 
Figure 2.10 Correlation between the seismic data and the synthetic trace generated 
from the wavelets of (a) HOS method and (b) Walden and White (1998) method. The 
five blue traces are repeated reflectivity series convolved with the corresponding 
wavelet and the five red traces are the same as the single red one, which represents the 
real seismic trace in the well-tie position.  
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Figure 2.11 Wavelet estimated using Walden and White (1998) method when the best 
well-tie is achieved. 
 
2.7 Discussion 
HOS can preserve the phase information of a system within 180  phase rotations so 
that before using HOS to estimate wavelets, the polarity needs to be determined first. 
For marine seismic data, it is easy to be identified at the water bottom and generally 
any known geological interface with strong and distinct reflection can help us to make 
the decision.  
 
Both the synthetic test and the real application suggest that wavelet estimation based 
on HOS is a practical solution whenever well-log data are available or not, given the 
data bandwidth exceeds a certain threshold. The variance of the estimate is dependent 
on the kurtosis of the data, in addition to the inverse dependence on the bandwidth-
duration product (White, 1988).  
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Chapter 3  
Seismic reflectivity inversion 
 
After the construction of constant-ray-parameter profiles, the inversion procedure 
from seismic data to ray impedance regarding different ray-parameter values is the 
same as that of elastic impedance inversion regarding different angles. Both ray 
impedance inversion and elastic impedance inversion can make use of the poststack 
impedance inversion scheme, which can be applied on ray-parameter stacks for ray 
impedance inversion or angle stacks for elastic impedance inversion. Well 
information can be integrated into inversion by using the explicit expression of ray 
impedance, as we did in elastic impedance.  
 
In our impedance inversion scheme, the wavelet is assumed to be determined before 
the impedance inversion and will not change during the course of inversion. The 
whole procedure can be subdivided into two steps: the first is a reflectivity inversion 
from constant-ray-parameter profiles and the second is an impedance inversion from 
the inverted reflectivity profiles. These two inversions can be combined into a one-
step inversion process from seismic data to impedance values directly, as most 
commercial software does. However we prefer this two-step inversion scheme since 
we can easily impose a sparseness constraint upon the reflectivity inversion and 
quantitatively control the reflectivity inversion results. 
 
3.1 Introduction 
The inversion of seismic reflectivity sequences is closely related to least-squares 
deconvolution (Robinson and Treitel, 1980) which tries to remove the effect of 
wavelets, with an ideal result to be the seismic reflectivity sequences. In practice, a 
pre-whitening technique is necessary to maintain the numerical stability, by adding a 
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small value on each diagonal element of the autocorrelation matrix. This is a standard 
procedure in classical seismic deconvolution processing (Robinson and Treitel, 1980), 
which regards both the reflectivity sequence and the noise distribution to be Gaussian 
from a statistical point of view. The results from this traditional deconvolution are 
densely spiky, i.e. not sparse, and can hardly serve as the reflectivity sequences for 
blocky impedance inversion. Indeed, the amplitude distributions of seismic 
reflectivity sequences are usually leptokurtic (Walden and Hosken, 1986), that is, they 
are more heavy-tailed than a Gaussian distribution. Based on this observation, 
different methods have been developed for reflectivity inversion, aiming to recover 
the non-Gaussianity of the reflectivity sequences as well as to provide a significant 
increase in effective bandwidth from the band-limited seismic observations. 
Oldenburg et al. (1983) proposed a linear programming scheme via the Fourier 
transform to solve seismic reflectivity. Debeye and van Riel (1990) adopted an Lp 
norm instead of the L2 least-squares norm in reflectivity inversion. Amundsen (1991) 
introduced a long-tailed probability density distribution Cauchy norm in carrying out 
reflectivity inversion, to supersede the Gaussian norm which will lead to the least-
squares solution. This Cauchy constraint inversion principle is then applied to many 
inversion problems (Sacchi and Ulrych, 1995, 1996) to obtain sparse solutions. In this 
chapter, I review and improve the reweighting strategy advocated by Sacchi (1997) by 
casting a Cauchy constraint on the seismic reflectivity distribution, which turns the 
deconvolution processing into an iterative inversion. The seismic reflectivity 
inversion results will be sparser and more suited to be seismic reflectivity sequences 
for a blocky impedance inversion. Furthermore I also try to quantitatively estimate the 
Cauchy parameter, improving the strategy proposed by Jensås et al. (2008) who 
applied it in blocky AVO inversion. 
 
From a statistical point of view, an inverse problem solution is not limited to a single 
set of predicted model parameters but can be represented by a probability density 
function (PDF) describing the model space. A Bayesian setting is a reasonable choice 
adopted by many geophysical inverse problems, which makes it possible to combine 
available prior knowledge with the information contained in the measured 
geophysical data (Tarantola and Valette, 1982; Tarantola, 1987; Scales and Tenorio, 
2001; Ulrych et al., 2001). The Bayesian concept is widely recognised and accepted 
both in statistics and in geophysics, although the specific model definition and the 
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corresponding solution of an actual problem may be complicated. The solution to a 
Bayesian inversion problem is represented by the posterior distribution. However in 
this chapter I try to make use of the Bayesian setting to derive and optimise an 
inversion process, leaving the discussion of this method to the references mentioned 
above. 
 
3.2 Regularisation using a Cauchy priori model 
3.2.1 Seismic reflectivity inversion by time-domain deconvolution 
A seismic trace }{ kd  can be described using the convolution model as 
k
j
jkjk nRwd    ,                                             (3.1) 
where }{ jw  is the seismic wavelet, }{ jR  is the seismic reflectivity series, and }{ kn  is 
noise. The goal here is to recover the reflectivity series }{ jR  from the recorded 
seismic trace }{ kd . 
 
Suppose we can find a set of reflectivity series }{ jR  such that the residuals are 
minimised in the least-squares sense. The objective function is defined as  
2
  


  
k j
jkjk RwdJ .                                        (3.2) 
The minimisation of J  is accomplished by solving 0/  jRJ , which leads to the 
following matrix-vector system 
dCrCC Tww
T
w  ,                                                  (3.3) 
where wC  is the convolution matrix containing the wavelet }{ jw  properly padded 
with zeros in order to express discrete convolution. However, to ensure numerical 
stability, solution to equation (3.3) is stabilised by adding a small damping factor to 
the diagonal of the matrix w
T
wCC . In signal processing, this damping step is called 
pre-whitening (e.g. Robinson and Treitel, 1980), and the solution is given by 
  dCICCr TwwTw 1  ,                                          (3.4) 
where   is the pre-whitening parameter.  
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Figure 3.1 Deconvolution illustrations. (a) An original seismic section. (b) 
Deconvolved seismic reflectivity. (c) Synthetic seismic section by convolving (b) 
with the wavelet. (d) Difference between the original and synthetic seismic sections 
caused by pre-whitening in the matrix inversion. 
(a) 
(b) 
(c) 
(d) 
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Figure 3.1a is the stack section from the same North Sea dataset introduced in section 
1.6, and Figure 3.1b is the seismic reflectivity section obtained from equation (3.4) 
with   equal to 1% of the maximum diagonal value in wTwCC . In Figure 3.1b, the 
deconvolution result does not show the seismic reflectivity is spiky as we wanted. 
Nevertheless if we convolve the result with the wavelet to generate a synthetic 
seismogram (Figure 3.1c), the synthetic profile is close to the original input. Figure 
3.1d is the residual errors, caused by the pre-whitening technique. Although the pre-
whitening causes slight accuracy loss, it is necessary in most linear inversion 
processes to maintain the numerical stability. To be more quantitative, the energy loss 
is 13.18%, 6.64% and 6.09% for   to be 1, 0.1 and 0.01 respectively of the maximum 
diagonal value, and for 001.0  numerical instability starts to emerge. The result 
shown in Figure 3.1b is also the starting point for the following iterative inversion 
with Cauchy constraint.  
 
The least-squares reflectivity inversion is actually assuming a Gaussian constraint 
applied on the model term. It can be derived by using a similar Bayesian procedure as 
described in the next section 3.2.2. 
 
3.2.2 The Cauchy priori model 
Deconvolution with pre-whitening is equivalent to applying a Gaussian prior 
distribution on reflectivity sequences. In the previous section, the example has 
demonstrated that the traditional deconvolution results are not sparse and spiky 
enough to generate blocky impedance profiles. Another constraint or algorithm is 
necessary in calculating this kind of reflectivity sequence. In this section, I intend 
firstly to obtain a sparse and spiky solution to the deconvolution problem by imposing 
a regularisation strategy based on a Cauchy criterion (Amundsen, 1991; Sacchi, 1997).  
 
The probability density function (PDF) for a general Cauchy distribution can be 
written as 
   202
1
xx
xp  

                                            (3.5) 
where 0x  is the parameter specifying the location of the peak of the distribution, and 
  is the scale parameter which specifies the half-width at half-maximum of the 
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probability density. Figure 3.2 is a schematic comparison regarding the PDFs between 
the Cauchy distribution and the Gaussian distribution, both of which have the same 
central probability density. We find that the Cauchy distribution has a longer tail, 
which is closer to the real seismic reflectivity distribution (Walden and Hosken, 1986). 
A Cauchy distribution has an explicit expression for its cumulative distribution 
function (CDF) 
 
2
1tan1 01 

   
xxxP .                                         (3.6) 
 
 
Figure 3.2 Schematic comparison of PDF between a Gaussian distribution and a 
Cauchy distribution. 
 
For a N -dimensional reflectivity sequence  110 ,,,  NRRR r , whose components 
are independent of each other, the joint probability of r  is, 
        

 
1
0
22110
1N
i i
N R
RpRpRpp 

r .                           (3.7) 
In this expression, iR  is referred as x  in equation (3.5) and (3.6) and its mean value is 
zero. 
 
If we consider that the seismic data are contaminated with noise which has a zero 
mean and a Gaussian distribution, the conditional distribution of the data is given by 
       

   rCdCrCdCr|d wdd 1212 2
1exp2 Tw
Np  ,           (3.8) 
where  r|dp  means the probability of d  given r , dC  is the noise (data misfit) 
covariance matrix, and dC  is the determinantal value of matrix dC .  
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For simplicity dC  can be expressed as a diagonal matrix I
2  where 2  is the 
variance of the noise. However, it is difficult to estimate the noise variance reliably in 
practice and various authors have developed different approaches to this problem. 
There is a category of methods using the correlation coefficients of traces to derive 
2  in dealing with the weighted stacking problem (Robinson, 1970; White, 1977, 
1984; Rietsch, 1980; Tyapkin and Ursin, 2005; Liu et al., 2009). In our approach, as 
the deconvolution process shown in Figure 3.1 achieves a fairly reasonable result, the 
noise variance is estimated from the residuals in Figure 3.1d. 
 
According to Bayes’s theorem which relates the posterior distribution  d|rp  of a 
model r  (i.e. the solution of the inversion) to any knowledge about the model 
available before the inversion (the a priori model  rp ) and our ability to describe the 
probability  r|dp  of the data given the model, the a posteriori probability of the 
model under the current data is 
      d
rr|dd|r
p
ppp  ,                                             (3.9) 
where the probability of the observed data  dp  is usually a constant and serves as a 
scalar factor only. The prior assigns the degree of plausibility that a model is correct. 
Once the prior probability is assigned, the problem remaining is how to compute a 
model. A natural rule is to compute the so called maximum a posteriori (MAP) 
estimator which maximises  d|rp  by setting 0/)(  rd|rp . Combining a Cauchy 
prior of the reflectivity distribution with the Gaussian distribution of the data misfits, 
the probability )( d|rp  for given data d  is expressed as 
  







 


 1
0
22
1 1ln)()(
2
1exp|
N
i i
T
R
p 

rCdCrCddr wdw .         (3.10) 
The MAP estimator leads to minimising the objective function 


 


 
1
0
2
2
1 1ln)ln()()(
2
1 N
i
iT RNJ rCdCrCd wdw .          (3.11) 
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The objective function should be minimised iteratively because the Cauchy term is 
nonlinear in terms of the unknown variable vector r  and hence its derivative also 
consists of the unknown variables. Setting 0/  rJ , we obtain the solution  
dCCPCCCr 1d
T
w
1
w
1
d
T
w


 

  22 ,                                 (3.12) 
where P  is a diagonal matrix defined as (Wang, 2003b) 

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 

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

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2
2
1
1
2
2
1
1
2
2
0 1,,1,1diag 
NRRR P .                    (3.13) 
Solution (3.12) is given iteratively and the Cauchy distribution parameter   controls 
the sparseness of the model vector r . We need an initial estimate of the reflectivity 
series which can come from the least-squares inversion result.  
 
3.3 Estimation of the Cauchy parameter and application 
The quality of the Cauchy constraint inversion result is sensitive to the Cauchy 
parameter  . Traditionally the value of   is selected according to empirical 
experience which may lead to a wrong result. Here I introduce an automatic algorithm 
to estimate   adaptively, following Jensås et al. (2008) in blocky AVO inversion. 
 
As shown in the objective function (3.11), the term sensitive to   is given as 
  
 




 
1
0
2
2
1lnln
N
i
iRNQ  ,                                (3.14) 
which is the negative log-likelihood (Freedman et al., 1978) of the Cauchy 
distribution. Setting   0/|  drp  leads to 0/  Q and the maximum 
likelihood estimation is then used to find the most reasonable parameter, which 
minimises the negative log likelihood function (3.14). Proceeding as usual, we find an 
optimum value for   by solving 
012
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0
1
2
2
2
3 


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
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RRNQ  .                            (3.15) 
That is, we find a particular   that fulfils 
2
1
0
22
2 N
R
RN
i i
i 

  .                                          (3.16) 
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From (3.16)   can be solved numerically by a Newton algorithm. 
 
 
     (a) 
 
    (b) 
Figure 3.3 (a) Histogram of the reflectivity amplitudes (red marks) with its best-fit 
Gaussian (solid line) and Cauchy (dashed line) curves. (b) The Q function plotted 
versus the Cauchy parameter  . The estimated ˆ  value corresponding to the 
minimum Q value is 0.0042. Estimation is based on the well shown in Figure 1.2. 
 
Solving (3.16) for   needs information about the reflectivity coefficients. As there is 
a well (Figure 1.2) drilled in this area, it is very straightforward to employ the 
reflectivity series calculated from the well logs to estimate  . Figure 3.3a displays the 
histogram of the reflectivity amplitudes (red marks) and the best-fit Gaussian (solid 
line) and Cauchy (dashed line) curves under a least-squares sense. It can be seen that 
the reflectivity sequence is better described with a Cauchy distribution, whose 
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parameter is 0.0049. However Figure 3.3b certifies that for this example dataset, the 
estimated parameter ˆ  from (3.16) is 0042.0  by plotting the Q  values in (3.14) 
against  .  
 
 
 
 
Figure 3.4 (a) Sparse seismic reflectivity sequences under the Cauchy constraint 
using the optimum parameter. (b) Synthetic seismic section by convolving (a) with 
the wavelet. (c) Difference between the original and synthetic seismic sections caused 
by the Cauchy constraint inversion. 
(b) 
(c) 
(a) 
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Figure 3.4a shows the Cauchy constraint reflectivity inversion result using the 
parameter ˆ  optimized from equation (3.16). Again the synthetic (Figure 3.4b) and 
the residual (Figure 3.4c) profiles are generated. For the Cauchy constraint inversion 
results with different iterations, we calculate the differences between the synthetic 
seismograms and the original seismic profile. The solid curve in Figure 3.5 indicates 
the residual energy variations with different iterations in contrast to the original input 
data energy (%). The first iteration produces a least-squares solution with the 
minimum energy residual, and the second iteration shows a big jump in the amount of 
residual energy. This is because the application of the Cauchy constraint suppresses 
small seismic reflectivity values, and hence the synthetic will have more residuals 
than the least-squares solution (iteration 1). However, further iterations that make the 
result spikier (shown later in Figure 3.6) and sparser (shown later in Figure 3.7) will 
not increase the residual very much, and the iterative inversion finally converges in 
terms of residual energy.  
 
Figure 3.6 displays the amplitude spectra of the resultant seismic reflectivity 
sequences for different iterations, together with the grey one denoting the spectrum of 
the original stack section. The black curve is the spectrum of the deconvolution result 
without Cauchy constraint (Figure 3.1b) and all the others are Cauchy constraint 
solutions after different iterations (colour curves from bottom to top denoting 
iterations from 2 to 8), which gradually flatten the amplitude spectrum in the high-
frequency components of the reflectivity sequences. This picture clearly shows the 
whitening progress of the reflectivity sequences during the iterative Cauchy constraint 
inversion in minimising equation (3.11), which makes the inverted reflectivity series 
spikier. 
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Figure 3.5 Convergence rate of the iterative inversion with Cauchy constraint.  
 
 
 
Figure 3.6 The amplitude spectra of the original seismic profile (grey), the least-
squares inversion result (black) and the seismic reflectivity sequences after different 
numbers of iterations in Cauchy constraint inversion (colour).  
 
3.4 Statistical information of reflectivity series with different constraints 
Figure 3.7 displays the histograms of the reflectivity sequences after each iteration. 
We can observe that the seismic reflectivity distribution from the conventional least-
squares deconvolution is Gaussian and we expect all the others are more likely to be 
Cauchy. However, curve fitting to those distributions will reveal that the Cauchy 
constraint reflectivity inversion results gradually change toward a Gaussian 
distribution. Figure 3.8 compares the best Cauchy (dashed line) and Gaussian (solid 
line) fittings to the results of iteration 2 and iteration 8. Here “best fit” is achieved 
under a least-squares sense. The second iteration is the first time using the Cauchy 
 90
constraint in the inversion, and as expected the reflectivity distribution is close to 
Cauchy. This trend is best fitted in Figure 3.8a by a dashed curve (covered by original 
distribution red dots) with a Cauchy parameter 002830.0 . However, after 8 
iterations, as shown in Figure 3.8b, the seismic reflectivity distribution can be fitted 
either by a Gaussian function (the solid line) with the standard deviation 
001092.0 or Cauchy distribution with 000824.0 , which are close to each 
other and difficult to be judged as a better fit. Nevertheless both distributions can 
indicate that the reflectivity series after 8 iterations are sparser (with more zeroes) 
than the least-squares inversion result denoted by Figure 3.7a. 
 
 
                    (a)                            (b)                            (c)                            (d)                  
 
                    (e)                            (f)                            (g)                            (h)         
Figure 3.7 The histograms of seismic reflectivity after a different number of iterations. 
(a)-(h) indicate the probability density function of seismic reflectivity after 1 to 8 
iterations respectively. 
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   (a)                                                     (b) 
Figure 3.8 (a) A Cauchy fitting (dashed line, merged with the original distribution 
dots) of the reflectivity distribution after the first Cauchy constraint distribution 
compared with the best-fit Gaussian distribution (solid line). (b) After the 8th iteration, 
the reflectivity distribution changes towards Gaussian (solid line) rather than Cauchy 
(dashed line). 
 
Finally, detailed comparisons have been made at the well location at CDP 2232 and 
plotted in Figure 3.9, where (a) is the acoustic impedance well log, (b) is the original 
stack section, (c) is the Gaussian constraint least-squares inversion result, (d) is the 
Cauchy constraint inversion result after 2 iterations, (e) is the Cauchy constraint 
inversion result after 8 iterations and (f) is the QC panel denoting the synthetic traces 
generated from (c) – (e) through convolution with the same wavelet, all of which are 
close to the original seismic trace (b). The three main horizons are labelled for clarity. 
The Gaussian constraint result (b) preserves all the reflections but each of them is not 
spiky at all to render a blocky impedance inversion result. The Cauchy constraint 
result after 2 iterations (c) has preserved major reflectors which are spikier. After 8 
iterations, the Cauchy constraint inversion result (d) is spikier even more than (c), but 
a number of minor reflectors are eliminated, e.g., the Top Heimdal horizon at 2.07s. 
These minor reflectors may be crucial for identifying a reservoir and should be 
preserved. In this case we will use the inversion result after the 2nd iteration (the 1st 
Cauchy constraint inversion) for future impedance inversion. 
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                     (a)              (b)            (c)            (d)            (e)            (f) 
Figure 3.9 (a) The computed acoustic impedance well log at CDP 2232. (b) The 
original stack section. (c) The Gaussian constraint least-squares inversion result. (d) 
The Cauchy constraint inversion result after 2 iterations. (e) The Cauchy constraint 
inversion result after 8 iterations. (f) The QC panel of synthetic traces generated from 
different reflectivity sequences. 
 
3.5 Conclusions of sparseness constraint reflectivity inversion 
The recovery of reflectivity from seismic is a non-unique inversion problem and many 
norms have been applied to obtain a stable result but at the cost of resolution loss. 
Conventional reflectivity inversion produces a least-squares solution with a Gaussian 
distribution. Cauchy constraint reflectivity inversion can make the reflectivity series 
spikier and sparser, and hence its results are more suitable for blocky impedance 
inversion. The essential Cauchy parameter plays a key role in controlling the 
spikiness and sparseness of the seismic reflectivity inversion result, which can be 
estimated quantitatively, based on available well logs. Generally the Cauchy 
constraint inversion after several iterations will achieve very spiky and sparse 
reflectivity sequences. As a consequence some minor geological structures are 
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eliminated, which is not desirable in doing seismic inversion or geological 
interpretation. Therefore we need to investigate in detail that which part of the seismic 
reflection profile is suppressed by the reflectivity inversion process and choose the 
most reasonable and beneficial parameters in this procedure.  
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Chapter 4  
Ray impedance inversion and application 
 
Ray impedance inversion, similar to elastic impedance inversion, can make use of the 
traditional acoustic impedance inversion algorithm after the seismic reflectivity traces 
are sorted according to different ray-parameter values. In this chapter, I adopt the 
generalised linear inversion (GLI) algorithm (Cooke and Schneider, 1983) to 
transform the reflectivity profiles obtained in Chapter 3 to impedance profiles. The 
GLI algorithm solves all the impedance values related to the reflection coefficients 
simultaneously by calculating the inverse of a matrix, which is more stable than the 
recursive inversion scheme (Cooke and Schneider, 1983). This GLI algorithm with a 
least-squares norm minimises the squared differences between the reflectivity 
sequences of the inferred model and those obtained through the reflectivity inversion 
method introduced in Chapter 3.  
 
4.1 Preparation for ray impedance inversion 
In section 1.6.1 I have introduced the basic information of the seismic data which will 
be used in the following ray impedance inversion. This dataset has already been 
processed into the offset domain CIP gathers by the processing team of Norsk Hydro. 
For the prestack CIP gathers, there are 30 offsets ranging for 175m to 2350m with 
75m intervals. Figure 4.1a displays the CIP gather at CDP 2232 where the only 
available well for this 2D line was drilled. As amplitude preserving time migration 
has already been applied on this data, a ray-tracing method (described in section 1.5.4) 
is used to transform the CIP gathers from the offset domain to the ray-parameter 
domain. The transformed gather corresponding to the one in Figure 4.1a is shown in 
Figure 4.1b, whose ray-parameter range starts from 0 to 0.3 s/km with 101 traces. The 
increase in the number of traces after the transform does not introduce extra 
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information related to waveform variations with offset into the ray impedance 
inversion but only makes sure that we do not lose it. 
 
Figure 4.1 CIP gathers at CDP 2232 in (a) the offset domain and (b) the ray-
parameter domain 
 
Velocity model building has been paid much attention for a long time as it is very 
important to many geophysical issues. There are many methods to achieve this from 
the basic velocity analysis to ray-based tomography (e.g. Jones, 2010). For our 
bending ray-tracing method, a smooth interval velocity field is needed to calculate the 
ray-parameter values (see section 1.5.4). This kind of velocity field is usually 
obtained by converting an RMS velocity using the Dix equation. As for this dataset 
here shown in Figure 4.1, no RMS velocity is available and we will build a velocity 
field from the P-wave velocity well log, which has already been tied to the seismic. 
Figure 4.2 shows the velocity field used to transform the CIP gathers from the offset 
domain (Figure 4.1a) to the ray-parameter domain (Figure 4.1b). 
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Figure 4.2 Interval velocity field in the ray-tracing to transform the CIP gathers from 
the offset domain to the ray-parameter domain. 
 
Based on the ray-parameter range after the above transform, several partial stacks at 
different ray-parameter values are generated, among which two are displayed in 
Figure 4.3a and 4.3b, representing the near stack ( kmsp /05.0 ) and the far stack 
( kmsp /2.0 ). For comparison, the full stack is displayed in Figure 4.3c, which was 
utilised to invert acoustic impedance for many years. However, from Hendrickson 
(1999), it is no longer the case and the inverted impedance values should be calibrated 
to a different angle or ray-parameter value. The partial stack construction procedure is 
similar to the practice in elastic impedance inversion when building the angle stacks. 
In the future, I will refer the partial stacks defined on different ray-parameter values 
as constant-ray-parameter profiles. From those constant-ray-parameter profiles, 
seismic wavelets are estimated using the method described in Chapter 2 and then the 
Cauchy constraint reflectivity inversion depicted in Chapter 3 is carried out. The 
obtained reflectivity sections form the input to the ray-impedance inversion carried 
out in this chapter. 
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(a) 
 
(b) 
 
(c) 
Figure 4.3 The constant ray-parameter profiles at (a) 0.05 s/km and (b) 0.2 s/km. (c) 
The full stack. 
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4.2 Ray impedance inversion 
After we defined the concept of ray impedance in Chapter 1, the reflection 
coefficients regarding the same ray parameter value can be written as 
        pRIpRI
pRIpRI
pR
ii
ii
pp 



1
1                                         (4.1) 
Equation (4.1) is expressed in a similar form in poststack acoustic impedance 
inversion without the independent variable p . Hence the ray-impedance inversion 
can make use of the existing poststack impedance inversion scheme if it is carried out 
on the ray-parameter domain stacks. Here the reflectivity profiles inverted from the 
constant-ray-parameter sections using the Cauchy constraint reflectivity inversion 
described in Chapter 3 are already available to use. 
 
Written in matrix-vector form, (4.1) is expanded using a Taylor series as  
     00pppp RIRIGRIRRIR                                   (4.2) 
where RI  is the impedance profile to be solved for, 0RI  is the initial model for the 
impedance profile and G  is the partial derivative matrix of the reflectivity 
coefficients with respect to ray impedance values. Here G  is calculated explicitly and 
the truncated Taylor expansion (4.2) can be solved for the updating vector 
0RIRIRI   and thus the impedance values will be obtained iteratively. 
 
Examining equation (4.2), we will find that the number of unknowns (impedance 
values) is one more than the number of the sample points in a seismic reflectivity 
trace, supposing both sample intervals are identical. This character determines one 
source of the non-uniqueness of the solution to this inversion problem. In order to 
have a good solution, we need a reasonable impedance profile to be the initial model 
and it can serve as the hard constraint as well if necessary. Indeed the main function 
of the initial model is to compensate the low-frequency loss in seismic data. In my 
approach, a least-squares conjugate gradient scheme is adopted to solve this 
impedance inversion problem described by equation (4.2). 
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4.2.1 Initial model building 
The initial impedance models are built for constant-ray-parameter profiles at different 
ray-parameter values. They are constructed explicitly through the definition of ray 
impedance from the P- and S-wave velocity plus density models, which will also be 
used in the future simultaneous elastic inversion in Chapter 5. The three elastic 
models are constructed from available well logs after 1) a number of controlling 
geological horizons have been picked and 2) a good well-tie is achieved. First a low-
pass filter is applied on each well log to keep the low-frequency components only, 
with a 4-6Hz high cut. This frequency range is chosen because those components 
under 5Hz are almost missing in the seismic data, which will be applied a 4-6Hz low 
cut as well. The three elastic parameter models are constructed initially at the well 
location, and then extrapolated to the other locations following the picked horizons. 
Outside the well location, the model values are obtained through linear interpolation 
within each controlling horizon pair, according to those low-pass-filtered values 
between the corresponding horizons at the well location. In this ray-impedance 
inversion on the North Sea dataset, there are three controlling horizons which are the 
tops of Balder, Heimdal and Chalk formations. Figure 4.4 displays the three initial 
impedance models, corresponding to those profiles shown in Figure 4.3. 
 
4.2.2 Reflectivity scalar 
In order to tune the relative amplitudes in the seismic data to their genuine scale, we 
need to derive a scalar for a whole constant-ray-parameter profile at a certain ray-
parameter value. It can be calculated by dividing the RMS value of the average 
seismic trace around the well by the RMS value of the synthetic trace obtained from 
the well logs convolved with the estimated wavelet. This is usually carried out in a 
window around the target depth. Alternatively one can derive the scalar by a direct 
amplitude comparison at a known geological interface between the seismic trace and 
the synthetic trace. The latter method is normally adopted when an interface generates 
very strong reflections. However for the ray-impedance inversion in this thesis, I 
adopt the former strategy with averaging the five consecutive traces adjacent to the 
well, since this method is more stable. 
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(a) 
 
(b) 
 
(c) 
Figure 4.4 Initial ray-impedance models with different ray-parameter values at (a) 
0.05 s/km, (b) 0.2 s/km and (c) the acoustic impedance model. 
 
4.2.3 Ray impedance inversion result 
Figure 4.5 displays the ray impedance inversion results at different ray-parameter 
values, where the values outside the inversion window are intentionally set to be zero 
for a better view. The approximately inverted acoustic impedance from the near stack 
can be regarded as the ray impedance at ray-parameter 0s/km. These results are 
compared with the well-log synthetic ray impedance values at the well location (CDP 
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2232), which are displayed as the black curves in Figure 4.6. The red curves there are 
the inverted ray impedance and extracted from the results shown in Figure 4.5. The 
blue curves denote the initial ray impedance model traces extracted from the models 
in Figure 4.4.  
 
(a) 
 
(b) 
 
(c) 
Figure 4.5 Ray impedance inversion results with different ray-parameter values at (a) 
0.05 s/km and (b) 0.2 s/km. (c) The inverted acoustic impedance. 
 
 
From these ray impedance results, we can not expect to see details that are not present 
on the original seismic profiles. After the reflectivity inversion depicted in Chapter 3, 
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the bandwidth of seismic profiles is expanded because of the compression in wavelet 
shapes, no new seismic events can be created, i.e., all the finer scale details presented 
in the inversion results here originate from the seismic profiles.  
 
According to the previous research in this area (e.g. Avseth 2000), the oil reservoir in 
this well emerges from the Top Heimdal (TWT ~2.07s), with the cap-rock being silty 
shale. The pay zone consists of two facies which are fairly different in lithology and 
hence there is a strong reflection interface between them (TWT ~2.08s). In this well, 
the upper part of the reservoir is mainly clean sand characterised by relatively lower 
ray impedance values and the lower part is silty sand which has higher ray impedance 
values compared with the cap-rock and the top clean sand. The combined thickness of 
the whole reservoir is about 35 meters in depth, which is beyond the theoretical 
seismic resolution criterion of one-fourth wavelength (The nominal velocity in this 
area is 2500m/s and the principal frequency is 25Hz). From the inverted ray 
impedance profiles (Figure 4.5), the reservoir as a whole is mainly distinguished as a 
low ray-impedance zone located between CDP 2150 and CDP 2350, just below the 
Top Heimdal which is denoted by the green curve in each image.  
 
  
                                  (a)                               (b)                              (c) 
Figure 4.6 Ray impedance inversion results (red curves) compared with the initial 
models (blue curves) and the synthetic values from the well-logs (black curves). (a) – 
(c) are corresponding to (a) – (c) in previous Figures 4.4 - 4.5. 
 
p=0.05 p=0.2 p=0 
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From the comparisons displayed in Figure 4.6, generally all the inversion results fit 
the low frequency variations of the well log synthetics but the discriminability of the 
inversion results is limited by seismic resolution. In Figure 4.6a, the whole reservoir 
(TWT ~2.07s - ~2.10s) can be distinguished as two different parts from the inversion 
result however in Figure 4.6b and 4.6c it is characterised by low impedance values as 
a whole. This is because the two parts of the reservoir are very different in elastic 
properties and neither of them is thick enough to be beyond the seismic resolution. 
They can only be discriminated as a whole or through combinations with adjacent 
rocks. Considering the consistency of the inversion results, I will take the inverted ray 
impedance profile with ray parameter 0.2 s/km (Figure 4.5b and 4.6b) and the 
acoustic impedance profile (Figure 4.5c and 4.6c) in the following analysis.  
 
4.3 Lithology discrimination from the ray impedance inversion result 
Ray impedance is an elastic parameter which can indicate the lithological property of 
a rock. It has been demonstrated in Chapter 1 that the crossplot of RI and AI is 
preferable to discriminate different facies rather than the crossplot between EI and AI 
from a modelling perspective of view. However it will be even more useful if we can 
discriminate different rock properties from the ray impedance inversion results. 
 
First I generate the bivariate probability density functions (PDFs) of acoustic 
impedance (AI) versus ray impedance at 0.2s/km (RI_200) in Figure 4.7 for the six 
different facies identified in the well. These bivariate PDFs are overlain with the 
corresponding bivariate scatter plot of each facies. The centre of each contour plot 
stands for the most likely set of AI and RI_200 values for each facies. Each bivariate 
PDF suggests the probabilities of certain pairs of AI and RI_200 values indicating 
certain rock types. From these bivariate PDFs, we can also observe that the variations 
of AI and RI_200 combinations within a given facies, and for different facies the 
combinations can have overlaps in bivariate PDFs. However, the most likely set of AI 
and RI_200 values for a given facies has a unique character in this well. For example, 
cemented sand (Figure 4.7b) will likely have relatively large values of both AI and 
RI_200, whereas oil-bearing sands (Figure 4.7a and 4.7c) and oil-free shales (Figure 
4.7e and 4.7f) will more likely have smaller values of AI but different RI_200 values.  
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(a)                                                             (b) 
 
(c)                                                             (d) 
 
(e)                                                             (f) 
Figure 4.7 Bivariate probability density functions for different facies. (a) Clean sand. 
(b) Cemented sand. (c) Silty sand (type 1, oil-bearing). (d) Silty sand (type 2, oil-free). 
(e) Shale. (f) Silty shale. 
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In order to better assess the discriminability for oil-bearing sand and oil-free shale, I 
lump all oil-bearing sand together into one group and all oil-free shale into another 
group, and plot them together in the same crossplot (Figure 4.8). These samples come 
from the well logs. In spite of some overlaps, the separation between oil-bearing sand 
and oil-free shale is fairly good, since the former tends to have relatively lower 
RI_200 and larger AI values than the latter. But neither of the two properties is able to 
distinguish lithologies solely and hence both AI and RI_200 values are needed to 
discriminate facies and possibly pore fluids in this case. A linear discriminant from 
the bivariate PDF values of shale and oil-bearing sand is set up for later lithology 
identification (solid line in Figure 4.8) 
 
 
Figure 4.8 Joint crossplot of oil-bearing sand and oil-free sand (generated from well 
logs). The solid line denotes where the discriminant values equal zero to separate 
these two facies. 
 
From the inversion result shown in Figure 4.5(b) and 4.5(c), I extract the sample ray-
impedance values above and below the Top Heimdal horizon (the middle green curve) 
which indicates the top of the oil reservoir. The sample value at each CDP position 
(either below or above Top Heimdal) is the averaged one within a thickness of TWT 
28ms. This thickness is about the real thickness of the reservoir (35m in depth with an 
average velocity ~2500m/s in this area). I use the average values based on the 
consideration that each of them is a robust representative in its position that a seismic 
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dataset can resolve for. The crossplot is shown in Figure 4.9a where the cap-rock 
(blue) and the reservoir sand (green) can be distinguished by the discriminant 
indicated by the black line in Figure 4.8. Although the separation between these two 
rock types is not as obvious as in the log-based result (Figure 4.8) since the values are 
averaged in a window, it is still very useful for us to interpret the inversion results. If 
we project these points along their major axis (the black line in Figure 4.8 and 4.9a), 
the distributions are shown in Figure 4.9b. The mean and standard deviation are 
0.1405 and 0.1018 for the lithology above the horizon (blue) and 0.0203 and 0.0989 
for the lithology below the horizon (green). So the difference of the two means over 
the average standard deviation is 1.1978, denoting a quantity for the lithology 
separation.  
 
 
   (a) 
 
    (b) 
Figure 4.9 (a) Crossplot of the inverted ray impedance values versus acoustic 
impedance values for the cap-rock (blue) and the reservoir sand (green). (b) 
Distributions after projecting the crossplot along the main axis (black line in a). 
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Figure 4.10 shows the extracted AI (top panels) and RI_200 (middle panels) values 
and the predicted lithofacies (bottom panels) being present (a) above and (b) below 
the Top Heimdal horizon. The lithofacies is determined for each pair of AI and 
RI_200 values at every CDP position (either above or below the Top Heimdal 
horizon), by following the linear discriminant set up before (solid line in Figure 4.8 
and 4.9a). As expected, the cap-rock is mainly identified as oil-free shale and the 
reservoir mostly consists of oil-bearing sand. This result is very similar to the 
previous research of this area (e.g. Avseth, 2000). 
 
 
(a)                                                           (b) 
Figure 4.10 Impedance inversion results and seismic lithofacies prediction (a) above 
and (b) below the Top Heimdal horizon. 
 
4.4 Comparison with elastic impedance inversion result 
The workflow for elastic impedance (EI) inversion is very similar to ray impedance 
(RI) inversion. The major difference lies in transferring the CIP gather from the offset 
domain either to the ray-parameter domain (for RI inversion) or to the angle domain 
(for EI inversion). For EI inversion, again, I adopt the ray tracing scheme in the 
offset-domain CIP gathers to transform the data into angle domain and then sort them 
into common angle stacks. After that the EI inversion workflow is exactly the same as 
for RI inversion: mixed-phase wavelet estimation, Cauchy constraint reflectivity 
inversion and GLI impedance inversion. 
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For comparison with the RI inversion result at ray parameter kmsp /2.0 , the angle 
stack for EI inversion is chosen to be at 29 degrees, according to the average P-wave 
velocity of this area, 2.4 km/s (slightly different from 2.5 km/s in the reservoir area). 
This angle stack profile is displayed in Figure 4.11a, which looks similar to the 
constant-ray-parameter profile at kmsp /2.0  in Figure 4.2b. This similarity is 
because the angle range in generating this partial stack corresponds to the ray-
parameter range of the constant-ray-parameter profile in Figure 4.2b, related by the P-
wave velocity 2.4 km/s. Whereas the difference between these two profiles comes 
from the interval velocity variations in vertical direction, resulting in the same angle 
value at each depth in the common angle stack (Figure 4.11a) is not always 
corresponding to the same ray-parameter value in the constant-ray-parameter profile 
(Figure 4.2b).  
 
Figure 4.11b and 4.10c display the initial model and the final result for EI inversion. 
Again the initial model is built explicitly from the three elastic models. The 
parameters in EI inversion are selected exactly the same as those in RI inversion 
whenever it is possible. Following this way, the difference in the final results between 
Figure 4.5b and 4.10c only originates from the two input profiles for either inversion: 
the seismic data (Figure 4.2b or Figure 4.11a) and the initial impedance model (Figure 
4.3b or Figure 4.11b).  
 
Now we can examine the lithology discriminability of the EI inversion result. From 
the data shown in Figure 4.11c, I extract the sample EI values above and below the 
Top Heimdal horizon at each CDP position by averaging within a thickness of the 
reservoir, in the same way as I did in generating Figure 4.9. These averaged values for 
all CDP locations are cross-plotted with the average AI values in the two layers 
(above or below Top Heimdal), which are shown in Figure 4.12a. Compared with the 
crossplot in Figure 4.9, we can observe that the inverted EI values for both facies are 
correlated with the inverted AI values in the same manner, making the discrimination 
of the cap-rock (blue) and the reservoir sand (green) difficult. If we project these 
points along their major axis (the black line in Figure 4.12a), the distributions are 
shown in Figure 4.12b. The mean and standard deviation are 0.1782 and 0.1080 for 
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the lithology above the horizon (blue) and 0.0922 and 0.0916 for the lithology below 
the horizon (green). So the difference of the two means over the average standard 
deviation is 0.8617, which is worse compared with the distribution shown in Figure 
4.9b.  
 
   
(a) 
 
(b) 
 
(c) 
Figure 4.11 (a) Common angle stack, (b) initial EI model and (c) inverted impedance 
profile for EI inversion at 29 degrees. 
 111
 
   (a) 
 
   (b) 
Figure 4.12 (a) Crossplot of the inverted elastic impedance values versus acoustic 
impedance values for the cap-rock (blue) and the reservoir sand (green). (b) 
Distributions after projecting the crossplot along the main axis (black line in a). 
 
Although the variations in EI inversion result (Figure 4.11c) are visibly similar to the 
variations in RI inversion result (Figure 4.5b), suggesting EI could be able to identify 
lithologies in this case study, however in the crossplot between the inverted EI and AI 
values, the two groups overlap more. In Figure 4.13, the AI (red), RI_200 (green) and 
EI_29 (blue) logs are plotted together, from which we can observe that for those sand 
facies which are well separated between AI and EI values (silt sand group1 and 
cemented sand), the separation between RI and AI is even better. This comparison 
further confirms what we have concluded from the modelling study in section 1.4 that 
the crossplot between RI and AI can discriminate lithologies better than the crossplot 
between EI and AI, as well explains that we can achieve a better discrimination of 
lithologies using the RI inversion results. 
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Figure 4.13 AI, RI and EI logs plotted together to show a better discrimination ability 
of RI than EI. 
 
4.5 Discussion and conclusions 
The uncertainty of our lithology prediction comes mainly from two aspects: the 
nonuniqueness of impedance inversion from seismic data and the overlap among 
bivariate PDFs of different facies.  
 
For impedance inversion, and many other geophysical inversion problems as well, the 
nonuniqueness is a classical theme to be discussed. Seismic reflectivities are actually 
not sparse. The number of reflections within a seismic trace segment, whose duration 
is T  and bandwidth is B , significantly exceeds the number of degrees of freedom 
BT2 . Due to the restriction of seismic observation, the inversion is so non-unique 
that we have to impose a certain kind of constraint, sacrificing resolution in order to 
obtain stable results. No matter which constraint is imposed, the obtained layered 
models invariably have their layer properties averaged, and so is the further lithology 
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prediction. As a consequence, calibrating the inverted impedance by well log 
synthetics is necessary to have a reasonable inversion result. 
 
Apart from the limitation of seismic resolution, the inversion nonuniqueness in GLI 
scheme also comes from the fact that the number of unknowns (impedance values) is 
one more than that of the knowns (reflectivities), supposing the sample intervals for 
both are identical. Hence the initial models need to be as close as possible to the real 
ones, reducing the nonuniqueness coming from the weak under-determined character 
of this inversion problem. If these models also serve as constraints, the inversion 
result will be more stable with further reduction of nonuniqueness, at the cost of 
further sacrificing resolution. Alternatively the impedance value of at least one 
position needs to be determined before inversion and fixed during inversion, making 
the number of unknowns no larger than the number of degrees of freedom in this 
inversion problem. 
 
The uncertainty of lithology prediction also comes from the overlaps among bivariate 
PDFs of different facies. Hence the lithology identification at a single location can 
hardly mean anything to us. However the statistical response of a formation after the 
lithology identification can distinguish itself with others as Figure 4.9 and 4.10 show. 
This prediction, together with other analyses and interpretation results, should 
facilitate us in making decisions in hydrocarbon exploration and reservoir 
development. 
 
Among the others, the picking of seismic horizons also represents a source of 
uncertainty. If the horizon is incorrectly picked, the initial impedance models will not 
be close to the real ones and hence will lead to biased impedance inversion results. 
Apart from the inaccuracy in the inversion results induced by horizon-picking 
mistakes, the predicted lithology may also not be the representative of the desired 
formation, as the horizon is wrongly positioned.  
 
In the modelling research, the crossplot between ray impedance and acoustic 
impedance suggests that ray impedance can act as a good lithology indicator, as is 
described in section 1.4. However such crossplots are only available at those locations 
where well logs are available. Through inversion we can expand this discriminability 
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to a larger seismic scale which is more meaningful for us as we can predict lithologies 
wherever we have seismic data. In this way, the advantage of ray impedance over 
elastic impedance in discriminating different lithologies can be maintained and fully 
exploited.  
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Chapter 5 
Simultaneous elastic parameter inversion from ray 
impedance 
 
Elastic parameter inversion tried to exploit the amplitude variations of reflectivity in 
the prestack domain to infer those elastic attributes which may indicate pore fluids 
and lithological properties. Ostrander (1984) extracted Poisson’s ratio to detect gas 
sands. Smith and Gidlow (1987) computed the relative change of P-wave and S-wave 
velocity by least-squares fitting of an approximation of the Zoeppritz equations. Fatti 
et al. (1994) used P-wave and S-wave impedance contrasts to detect gas in sandstone 
reservoirs. Goodway et al. (1997) suggested that Lamé’s elastic parameters and their 
products with density could be useful tools in AVO analysis. Russell et al. (2003) 
introduced the attribute 22 sp cII   with c  being a function of local  2 . The 
equations used in all the above elastic attribute inversions are obtained from Aki and 
Richards’ (1980) linear simplification of the Zoeppritz equations and the reflectivity 
is a variable changing with angle values. 
 
From Tarantola (1986) of elastic waveform inversion, we need three parameters to 
describe an elastic isotropic earth. However, in the long wavelength approximation of 
the model, P-wave and S-wave velocities are adequate parameters while in the short 
wavelength approximation, P-wave impedance, S-wave impedance and density are 
adequate. The inversion procedure is to optimise for P-wave related quantities first, 
then S-wave related quantities and finally for density. On the other side of elastic 
parameter inversion based on convolutional earth model, e.g. AVO or EI related 
elastic inversion, those parameters are normally inverted simultaneously for efficiency 
(e.g. Smith and Gidlow, 1987). Density in this case is not stable to be inverted and 
special cares are needed, e.g. absorbed into the velocity term in Smith and Gidlow 
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(1987).  
 
From the ray impedance values obtained in Chapter 4, we can also further invert 
elastic parameters. As the definition of ray impedance explicitly contains P-wave 
velocity, S-wave velocity and density, we try to simultaneously invert these three 
elastic parameters first as all the other elastic parameters mentioned above are actually 
different combinations of the three basic elastic parameters.  
 
5.1 Elastic parameter inversion from ray impedance 
The ray impedance definition (1.22) is rewritten here for reference as  
     2222
22
1
1
;,, 

 
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p
pRI .                        (5.1) 
The objective function of elastic parameter inversion from ray impedance is 
       222 0m0d mmWRImRIWm  J ,                     (5.2) 
where  α,β,ρm  is the composite elastic parameter vector to be solved for, 
 000 ,ρ,βα0m  is the initial guess of the elastic parameter vector and 0RI  stands for 
the observed ray impedance values, i.e. the data. 1ddd CWW
T  and 1mmm CWW T  
are the inverses of the covariance matrix of noise (data misfits) and model 
respectively and   serves as the balancing factor for different terms. The application 
of the Gauss-Newton method leads to an iteratively updating scheme 
kkk δmmm 1  to solve the regularised normal equations 
         kTT δmWWFWFW mmdd   
         0mmWWmRIRIWFW mm0dd  kTkT  ,   (5.3) 
where the Jacobian matrix F  contains the partial derivatives of the model response 
with respect to the model parameters. The solution to (5.3) is 
  kTTk δdAAAδm -1                                             (5.4) 
where A  is the augmented matrix 




m
d
W
FW
A  , 
and 
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5.2 Numerical test of elastic parameter inversion from ray impedance 
5.2.1 Noise-free synthetic test 
In order to verify that the iterative solution can converge to the true model in noise-
free environment, I design a numerical test to demonstrate it. In Figure 5.1, the red 
curves denote the true elastic models in the following test, which are low-pass filtered 
well logs, overlain with the original ones (black curves). The filter is designed in the 
frequency domain with a cosine tapering function starting from 40Hz and ending at 
50Hz to make the bandwidth of the elastic models close to the real seismic data. 
Using these elastic models, a ray impedance profile (Figure 5.2) is synthesised, 
indicating the ray impedance values varying with the ray parameters, as denoted by 
equation (5.1). Inverting elastic parameters from the noisy-free ray impedance traces, 
we should set the   in equation (5.4) to be zero, which means the second 
regularisation term in (5.2) is unnecessary and the inversion results should fully 
favour the data. This is equivalent to iteratively solving 
    kTkT mRIRIFδmFF 0                                          (5.5) 
and then updating the model iteratively using kkk δmmm 1 . 
 
To recover the elastic models from the noise-free synthetic ray impedance traces, we 
need some initial guesses of the elastic models. Here I employ the linear regressions 
of the true models which are denoted by dashed lines in Figure 5.3. Again the red 
curves denote the true elastic models as in Figure 5.1. The inversion window starts 
from 2.05s and ends at 2.37 s. Three ray impedance traces at 0.05, 0.1 and 0.15 s/km 
are involved in this inversion. The inverted elastic parameter curves are denoted by 
black solid lines in Figure 5.3, which are not visible since fully overlain with the true 
models (red solid lines). We can see that for noise-free circumstance, it is possible to 
fully recover the elastic models from ray impedance traces starting with very simple 
initial guesses by minimising the objective function (5.2). 
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     (a)                               (b)                              (c) 
Figure 5.1 Three well logs (black) overlain with the elastic models (red) which are 
low-pass filtered version of real well logs for (a) P-wave velocity, (b) S-wave velocity 
and (c) density. 
 
 
Figure 5.2 Synthetic noise-free ray impedance traces indicating ray impedance values 
varying with ray parameters. 
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     (a)                               (b)                              (c) 
Figure 5.3 Elastic inversion results for (a) P-wave velocity, (b) S-wave velocity and 
(c) density from the noise free ray impedance traces in Figure 5.2.  
 
As the elastic parameter inversion is a multi-parameter inversion, I carry out an 
eigenvalue analysis by SVD (singular value decomposition) of the matrix AAT  to 
check the stability of this inversion (de Nicolao et al., 1993). Assuming in the last 
iteration the inverted models are already close to the true models, the three series of 
eigenvalues for matrix AAT  are calculated through SVD at each time sample point 
and formed together and plotted against time as three curves. These curves are 
displayed in Figure 5.4a. The curve of condition numbers, which denote the ratios 
between the largest and smallest eigenvalues for all time sample points, is plotted in 
Figure 5.4b. All the curves in Figure 5.4 are measured in dB (i.e. in logarithmic scale: 
20 dB corresponding to a ratio of 10 in signal amplitude and 100 in energy). The large 
condition numbers indicate that the inversion using (5.5) is highly ill-posed and 
unstable so that even a small amount of noise will result in large parameter deviations 
and hence cause numerical instability. This problem becomes even worse if the range 
of ray parameters involved in the inversion is smaller, similar to the situation when 
the angle range is small in AVO inversion (see for example Wijngarrden and 
Berkhout, 1996). These kinds of inversions are normally addressed by regularisation 
by introducing the second constraint term in (5.2). 
 
 120
 
(a)                                (b) 
Figure 5.4 Eigenvalue analysis for elastic parameter inversion from noise-free ray 
impedance traces. (a) The eigenvalue curves corresponding to the three elastic 
parameters. (b) The condition number curve. 
 
5.2.2 Noisy synthetic test and the calculation of the weighting matrices 
To be more practical, five percent Gaussian random noise is added to the ray 
impedance traces shown in Figure 5.2 and the noisy traces are shown in Figure 5.5. 
Again I try to invert the three elastic parameters from the noisy traces with the same 
starting models as in the noise-free inversion. 
 
 
Figure 5.5 Synthetic noisy ray impedance profile with two percent random noise 
added. 
 
As the eigenvalue analysis in section 5.2.1 suggests, the multi-parameter inversion 
without regularisation is ill-posed and for noisy data, the balancing factor   should no 
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longer be zero. The weighting matrix mW  in equation (5.4) and (5.5), which is the 
“square root” of the inverse covariance matrix, will play a key role in stabilising the 
multi-parameter inversion. The most straightforward way to generate the covariance 
matrix is to estimate the statistics from nearby well logs. In doing this, it is necessary 
to transform the appropriate well logs from the depth domain to the time domain, 
upscale to the seismic sampling level after being anti-aliasing filtered and then 
calculate the covariance from the P-wave, S-wave and density values over a proper 
time interval similar to the inversion window. Assuming there are N  time samples in 
the calculation window, the N3  replicate matrix  









N
N
N






1
1
1
mX  
contains the three-parameter  vectors where the subscript represents the time index. 
The covariance matrix is estimated using  
  
N
T
mmmm
m
XXXXC                                            (5.6) 
where mX  is formed with the expectation values of all the three parameters. To be 
more accurate, mX  should be time-variant. In the practice here, the initial models 
(dashed lines in Figure 5.3) are adopted as the time-variant expectations for each 
parameter. 
 
If there is no appropriate well-log information available in the area that we carry out 
inversion, the covariance matrix still can be established through experimental or 
empirical petrophysics relationships. For instance, P-wave velocity can be related 
with S-wave velocity by the mud-rock relationship (Castagna et al. 1985), Gardner’s 
law (Gardner et al., 1974) defines a relationship between P-wave velocity and density, 
and there is also a similar relationship observed from experiments between S-wave 
velocity and density (Potter et al., 1998). As the covariance matrix mC  is estimated 
from the deviations from the trend, at least two samples need to be calculated using 
the empirical relationships to form a deviation vector numerically. 
 
For the three-parameter inversion depicted in this chapter, the covariance matrix is 
calculated from the real well logs shown in Figure 5.1 in a window between TWT 
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1.982 – 2.380s,  












0012.0008.00005.0
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mC . 
The units for velocity and density are sm  and 3mgk  respectively in the covariance 
matrix calculation.  
 
In this multi-parameter inversion procedure, the data covariance matrix dC  is a 
diagonal matrix  
 2idiag dC , Mi ,,1   
where 2i  denotes the data misfit related to the i th ray-impedance dataset and M  is 
the number of the ray-impedance datasets. In the k th iteration of this inversion 
procedure, the replicate matrix for data misfits is  



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

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

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
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dX  
where ij  is the data misfit at the i th time sample for the j th ray-impedance dataset. 
I assume the misfits are zero-mean and only the diagonal elements of the covariance 
matrix calculated by 
N
T
dd
d
XXC   
are retained, which means the misfits related to different ray-impedance datasets are 
uncorrelated. As the wavelet averaging effect has been largely removed in the 
reflectivity inversion, within each ray-impedance dataset, only a single 2i  denotes 
the data misfit is also reasonable. The data covariance matrix is updated after each 
iteration in the inversion procedure. 
 
The elastic parameter inversion results are displayed in Figure 5.6. We can observe 
that the recovery of P-wave velocity and S-wave velocity is satisfactory with high 
accuracy while density can only be approximately recovered. From the eigenvalue 
and condition number analyses for matrix AAT , which are shown in Figure 5.7(a) 
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and (b), we can find that the stability of this inversion has been improved significantly 
by enabling the second constraint term in equation (5.4). The poor performance of 
density inversion result, especially between 2.27s - 2.38s where the convergence 
direction is opposite to what it should be, is due to the covariance between density and 
P-wave velocity or S-wave velocity is positive for the whole window, although it is 
not true for this specific portion. Nevertheless the convergence curve denoting the 
residuals of   20RImRI   after each iteration is plotted in Figure 5.8, indicating the 
convergence rate is fast for the Gauss-Newton method. 
 
 
     (a)                               (b)                              (c) 
Figure 5.6 Elastic parameter inversion results from noisy ray impedance traces for (a) 
P-wave velocity, (b) S-wave velocity and (c) density. Red: true model. Black solid: 
Inverted. Black dashed: initial model. 
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 (a)                                (b) 
Figure 5.7 Eigenvalue analysis for elastic parameter inversion from noisy ray 
impedance profiles. (a) The eigenvalue curves corresponding to the three elastic 
parameters. (b) The condition number curve. 
 
 
Figure 5.8 Convergence curve of the three-parameter inversion from noisy data. 
 
5.2.3 Uncertainty and resolution analysis 
The uncertainty of the parameter updating estimate δm  in (5.4) can be depicted by 
the matrix  -1AAT , which is the covariance matrix of the estimated δm . The 
diagonal element of  -1AAT  represents the variance of each parameter-updating 
estimate in δm . The off-diagonal element stands for the degree of correlation 
between these errors (Menke, 1984). For the final iteration, the relative standard 
deviations of the three parameter-updating estimates are plotted versus time in Figure 
5.9. The references for these curves are the updated models. 
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It is also desirable for us to know to what extent the constraint (the second term in 5.2) 
influences the solution. Adopting the method of Wijngaarden and Berkhout (1996), 
for each parameter, the uncertainty of the constrained solution is compared to the 
uncertainty of the estimate when constraints are excluded ( 0  in 5.2). The ratio 
between these two uncertainty estimates, 
 
  1
1


ii
T
ii
T
FF
AA
 
is defined as resolution, giving a quantitative sense of how much the solution is being 
determined by the data and how much by prior knowledge. The resolution value 
should be between 0 and 1. A resolution value approaching zero means that the 
inversion result depends hugely on the prior information and a resolution value of 
nearly 1 means that the inversion result is mainly determined by the data. For a 
reasonable inversion scheme, the estimate should greatly come from the data rather 
than the constraint, which makes the resolution approximately being 1. 
 
 
     (a)                               (b)                              (c) 
Figure 5.9 The relative standard deviation curves for the three updating estimates in 
the last iteration of (a) P-wave velocity, (b) S-wave velocity and (c) density. 
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     (a)                               (b)                              (c) 
Figure 5.10 The resolution analysis for this linearised inversion in the last iteration. 
The three resolution curves are for (a) P-wave velocity, (b) S-wave velocity and (c) 
density. 
 
The uncertainty analysis shown in Figure 5.9 indicates that the inversion results are 
acceptable in terms of estimation error. However the resolution analysis shown in 
Figure 5.10 tells us that the inversion results mainly come from the constraints. This is 
because, for this ill-conditioned inversion problem, a large   value is adopted in 
order to have a stable solution. It is also clear now why the density inversion result in 
Figure 5.6 is very much correlated with the other two parameters.  
 
Using offset limited data, which actually has a limitation on the range of angle or ray-
parameter, e.g. for angle values up to 35-40 degrees, the three-parameter inversion 
can not unambiguously resolve all the elastic values (Stolt and Weglein, 1985; Debski 
and Tarantola, 1995). Many theoretical and numerical studies (Ursin and Tjaland, 
1992; De Nicolao et al., 1993) have demonstrated that only two parameters can be 
effectively determined from this kind of data. Our experiments have confirmed this 
point through the three-elastic-parameter inversion from ray impedance. For a robust 
inversion in practice, one usually pursues a scheme to invert two parameters which 
have the most influence on offset/angle/ray-parameter dependent data, while the third 
one can be neglected or absorbed within the range of recorded offsets. The two 
parameters that are probably most frequently inverted are P-impedance and S-
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impedance (Fatti et al., 1994) or intercept and gradient (Shuey, 1985). From the 
definition of ray impedance, it is straightforward to invert P-impedance and S-
impedance simultaneously. 
 
5.3 Two-parameter elastic inversion from ray impedance 
For simultaneous inversion of P-impedance and S-impedance from ray impedance 
(other elastic parameter combinations may apply), equation (5.1) needs to be 
reformed as 
     
 
 22
2
2
2
22
2
2
2
2222
22
sin1
cos
sin1
cos
1
1
)(;,,






 



 




θ
I
I
θ
I
θα
β
θ
ρα
pβ
pα
ραθpRI
p
sp
                            (5.7) 
where   uses the same value as derived in Chapter 1.3 for the same dataset. Please 
note that θ  here is the exact P-wave incident angle rather than the average across the 
interface. Although the reflectivity appears to be a function of angle, it is different 
from the elastic impedance as the angle here is varying with P-wave velocity to 
maintain the ray parameter a constant for each constant-ray-parameter profile. Using a 
similar inversion scheme as equations (5.2) – (5.5), the P-impedance and S-impedance 
will be simultaneously inverted.  
 
This algorithm is first tested on the same noisy synthetic dataset shown in Figure 5.5 
and the inversion results are displayed in Figure 5.11. As expected, both of the two 
parameters can be recovered with high accuracy. This two-parameter inversion is 
fairly stable as the eigenvalue analysis shown in Figure 5.12 indicates the condition 
number is only about 3 (10dB). The convergence speed (Figure 5.13) is faster than the 
three-parameter inversion (Figure 5.8). The variances of both parameter-updating 
estimates are reasonably low (Figure 5.14) and most importantly, the resolution 
analysis shown in Figure 5.15 indicates that the solution mainly comes from the data 
rather than the constraint, making the results convincing.  
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(a)                                 (b) 
Figure 5.11 Elastic inversion results for (a) P-impedance and (b) S-impedance from 
noisy ray impedance traces. Red: true model. Black solid: Inverted. Black dashed: 
initial model. 
 
 
(a)                                 (b) 
Figure 5.12 Eigenvalue analysis for two-parameter elastic inversion from noisy ray 
impedance traces. (a) The eigenvalue curves corresponding to the two elastic 
parameters. (b) The condition number curve. 
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Figure 5.13 Convergence curve of the two-parameter inversion from noisy data. 
 
 
(a)                                 (b) 
Figure 5.14 The relative standard deviations for the two updating estimates in the last 
iteration of (a) P-impedance and (b) S-impedance. 
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(a)                                 (b) 
Figure 5.15 The resolution analysis for the two-parameter inversion in the last 
iteration. The two resolution curves are for (a) P-impedance and (b) S-impedance. 
 
5.4 Two parameter elastic inversion from ray impedance -- real data application 
The synthetic test of two-parameter elastic inversion from ray impedance has 
successfully recovered the P-impedance and S-impedance with high accuracy, low 
uncertainty and high resolution. Now this inversion is carried out on the real data. In 
this iterative inversion, the initial models for P-impedance and S-impedance are 
calculated from the P-velocity, S-velocity and density models, which are already 
obtained in section 4.2.1. Figure 5.16 displays the five inverted ray impedance 
profiles at different ray parameter values, which are obtained using the ray impedance 
inversion method depicted in Chapter 4. From these five profiles, I obtain the elastic 
inversion results for P-impedance and S-impedance which are shown in Figure 5.17. 
The whole inversion procedure is implemented within four iterations and after the 
third iteration the collective residual remains nearly unchanged (Figure 5.18). This 
reservoir (between CDP 2150 and CDP 2350, below Top Heimdal, the middle green 
curve) is characterised by low P-impedance and S-impedance. At the well location 
(CDP 2232), the inverted attributes (red) have a good correlation with the well logs 
(black) shown in Figure 5.19 especially at the reservoir position (TWT ~2.07s - 
~2.10s). In the last iteration, the eigenvalue and condition number analyses (Figure 
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5.20) on the trace near the well indicate this inversion is fairly stable. The uncertainty 
and resolution analyses are shown in Figure 5.21 as important QC methods, which 
ensure the inversion results are trustworthy.  
 
 
(a)                                                          (b) 
 
(c)                                                        (d) 
 
(e) 
Figure 5.16 Ray impedance inversion results at different ray parameter values: (a) 0, 
(b) 0.05, (c) 0.1, (d) 0.15 and (e) 0.2 s/km. 
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(a) 
 
(b) 
Figure 5.17 Elastic inversion results for (a) P-impedance and (b) S-impedance. 
 
Figure 5.18 The normalised convergence curve for the real data inversion. 
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(a)                                 (b) 
Figure 5.19 Comparison between the inverted attributes at CDP 2232 and the well 
logs for (a) P-impedance and (b) S-impedance. 
 
 
(a)                                 (b) 
Figure 5.20 (a) Eigenvalue and (b) condition number analyses at CDP 2232 for the 
two-parameter elastic parameter inversion. 
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        (a)                             (b)                             (c)                              (d) 
Figure 5.21 The uncertainty analyses for (a) P-impedance and (b) S-impedance and 
the resolution analyses for (c) P-impedance and (d) S-impedance at CDP 2232.  
 
From the inversion results shown in Figure 5.17, I extract the sample P-impedance 
and S-impedance values above and below the Top Heimdal horizon (the middle green 
curve) and generate a crossplot (Figure 5.22a) following the same way as in Chapter 
4.3. The separation between these two formations is best described by the major axis 
denoted by the black line in Figure 5.22(a). Along this axis, the projections are 
generated in Figure 5.22(b) which can facilitate us in interpreting the inversion results. 
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    (a) 
 
    (b) 
Figure 5.22 (a) Crossplot of the inverted S-impedance versus P-impedance values for 
the cap-rock (blue) and the reservoir sand (green). (b) Distributions after projecting 
the crossplot along the main axis (black line in a). 
 
5.5 Discussion and Conclusions 
Ray impedance itself is able to indicate lithology and through it we can also invert 
other elastic parameters, which may be more familiar for interpretation. For 
simultaneous inversion of P-wave velocity, S-wave velocity and density, I have 
demonstrated that, like other inversion schemes, they can not be simultaneously 
determined with normal acquisition design. However if the parameters to be inverted 
are reduced to two, we can have reliable results for lithological interpretation. 
 
In traditional two-parameter inversion schemes, many authors (e.g. Shuey 1985, 
Smith and Gidlow 1987, and Fatti et al 1994) tried different approaches to rearrange 
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the Aki and Richards (1980) linearised approximation to the Zoeppritz equations to 
solve for different elastic attributes. In applying these schemes, hard constraints are 
usually imposed either explicitly or implicitly to have a stable solution for the 
inversion problem. Smith and Gidlow (1987) utilised the Gardner equation (Gardner 
et al., 1974) to remove the density reflectivity in order to improve the stability of the 
inversion. Both the Shuey (1985) and Fatti et al. (1994) equations are generally 
adopted by using only the first two terms while implicitly constraining the 3rd term’s 
reflectivity to be zero. In all means the density term is either absorbed through 
empirical relationship (Smith and Gidlow, 1987) or truncated under the assumption of 
small incident angles (Shuey, 1985; Fatti et al., 1994). However in our two-parameter 
inversion from ray impedance, the density term is naturally absorbed into the P-
impedance and S-impedance terms by introducing the true P-wave incident angle  , 
which is related to the ray parameter through P-wave velocity. This P-wave velocity 
field can be the one I used in ray tracing (section 1.5.4) or the initial P-wave model 
obtained in section 4.2.1 for previous inversions. The validity of this scheme has been 
verified by a similar synthetic test as the one depicted in section 5.2.1, in which the P-
impedance and S-impedance can be fully recovered in the noise-free circumstance. 
 
In this linearised iterative inversion scheme, the matrix A  contains the initial model 
information which can not be obtained from the band-limited seismic data but 
contributes the numerically major part of the final estimate. In this sense a fairer 
analysis should be restricted to estimates within the seismic bandwidth, i.e. the 
relative change of elastic parameters rather than the absolute parameter values. 
However from the intrinsic character of this inversion problem (see equation 5.1), the 
relative change of elastic parameters are not decoupled naturally as in those methods 
(e.g. Smith and Gidlow, 1987) using the Aki-Richards expression (Aki and Richards, 
1980) for reflection coefficients. In addition, the resolution analysis does show the 
discriminability of good or bad inversion schemes, which is still useful in assessing an 
inversion algorithm. 
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Chapter 6  
Converted-wave ray impedance inversion and joint 
analysis with P-P wave ray impedance 
 
 
Nowadays P-wave reflection seismic surveying remains the primary method in 
hydrocarbon exploration. However multi-component seismic acquisition captures the 
seismic wavefield more completely than conventional single-component techniques 
and hence can help with fracture detection, imaging through gas clouds, lithology 
definition and fluid identification. As a consequence, multi-component surveying has 
developed rapidly, allowing converted P-S wave inversion and joint interpretation and 
analysis of P-P and P-S waves.  
 
The so-called shear-wave elastic impedance (SEI), corresponding to elastic 
impedance (Connolly, 1999), has been derived as a quantity to link well logs with 
converted waves seismic data (Landrø et al., 1999). Duffant et al. (2000) extracted 
SEI from a North Sea dataset and showed how instantaneous   can be obtained by 
combining SEI and EI. Converted P-S waves have also been used in identifying 
elastic rock properties (Jin et al., 2000; González, 2000; Wu, 2000; Zhu et al., 2000; 
Ramos and Castagna, 2001; etc). In this chapter, the concept of converted ray 
impedance (CRI) derived from the pseudo quadratic approximation of Zoeppritz 
equations for the P-S converted waves (Wang, 1999) is proposed. The relationship 
between CRI and RI is comparable to that between SEI and EI. In the second part of 
this chapter, a joint analysis of CRI and RI is demonstrated on identifying a tight gas 
reservoir of southwestern China. 
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6.1 The dataset for this study 
The dataset involved in this chapter comes from the west Sichuan basin, between the 
Longmen Mountains and Longquan Mountains, southwestern China. The major 
interest for us is the deep-trapped and very tight sand (gas) reservoir buried in the 
Xujiahe Group in the upper Triassic 43XT  and 23XT  (from shallow to deep) 
formations. Here 3T  denotes the upper Triassic, X  stands for the Xujiahe Group and 
the superscript indicates the index of a group member. The whole 43XT  and 23XT  
are about 600 and 500 m in thickness respectively with small strata dip angle ( 5 ) 
and very low porosity (~4%), consisting of predominantly continental clastic 
sediments (Gan et al., 2009). As the reservoir is very deeply buried and there exists a 
very thick near-surface low-velocity zone, which strongly attenuates and absorbs high 
frequency components, the bandwidths of the seismic reflections from target 
reservoirs are fairly narrow with low dominant frequencies (less than 20 Hz), 
resulting in a low resolution (1/4 wavelength, ~60 m with a typical velocity of this 
area 4800m/s). However, as the purpose of this research is to carry out the joint P-P 
and P-S analysis using the novel ray impedance concept, the resolution issue is not 
my major concern. 
 
The whole survey is recorded as 3D/3C. The main processing flow that has been 
applied on the dataset includes: noise attenuation (random noise, ground roll and 
guided waves), statics, surface consistent scaling, surface consistent deconvolution, 
phase-only Q compensation, time-variant filtering and prestack time migration. The 
stack section of a 2D line (P-P waves) across the well CX560 (located at CDP 1486) 
is displayed in Figure 6.1a. Four key horizons have been interpreted in this area: top 
of 43XT  (green), bottom of 43XT  (blue), top of 23XT  (yellow) and bottom of 
23XT  (red), from top to bottom. The corresponding P-S wave section is displayed in 
Figure 6.1b in P-S travel time. 
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     (a) 
 
     (b) 
Figure 6.1 (a) The P-P-wave stack section for the tight gas sand reservoir across the 
well CX560. (b) The corresponding P-S-wave stack section. 
 
For the well CX560, several logs have been supplied including P-wave velocity, S-
wave velocity, density, Gamma ray and resistivity (Figure 6.2). In this well, 43XT  is 
located between 3415 and 3968 m whereas 23XT , which has not been fully 
penetrated, starts from 4740 m down to the end of the logs (5238 m). As we can see, 
the S-wave velocity log is only partially available, so that an empirical relationship 
(Castagna et al. 1985) between P-wave velocity ( sm ) and S-wave velocity ( sm ) 
sm0.2226325.0    
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is derived through a linear regression using the available data. This equation will be 
used in calculating S-wave velocity from P-wave velocity log where the former is not 
recorded. The well logs are then correlated to the P-P seismic data (Figure 6.3a) using 
the P-P time to depth curve supplied by the data provider. 
 
The well-tie is also performed for the P-S stack section (Figure 6.3b) in a similar way 
as we do for P-P data. The correlation coefficients after the well-tie are 0.8213 and 
0.7532 for P-P and P-S data respectively. The polarity of the converted wave data has 
been flipped so as to have a consistent convention as the P-P data. In the resultant P-S 
wave stacks an increase in both S-wave velocity and density will result in a peak, 
which is the same as P-P wave data. Now at the well location, we can confidently 
identify the correspondence between the P-P and P-S events and this relationship will 
later be established at other locations away from the well. 
 
 
Figure 6.2 Well log portions within the target reservoir area from the well CX560. 
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(a) 
 
(b) 
Figure 6.3 (a) Correlation between the well logs (Figure 6.2) and the P-P seismic 
stack section shown in Figure 6.1a. (b) Well-tie applied to the P-S stack section of 
Figure 6.1b. The correlation coefficients are 0.8213 and 0.7532. 
 
6.2 Derivation of converted ray impedance 
The converted wave reflectivity expression in Wang (1999) is truncated as 
  


  31 p
q
pqpRps

 




                                      (6.1) 
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where q  and q  are the average vertical slownesses for P wave and S wave 
respectively. In Figure 6.4, the accuracy of (6.1) is compared with the linearised 
approximation of the Zoeppritz equations (Aki and Richards, 1980), which has been 
widely used by various authors (e.g., Jin et al., 2000; Stewart et al., 2003; González, 
2006). This comparison cites the same five examples described in section 1.4 and 
from these figures we can observe that generally expression (6.1) is more accurate 
than the Aki and Richards (1980) linearised approximation except the case shown in 
Figure 6.4b. However, in the only example where the pseudo quadratic approximation 
performs worse, the linearised one is no longer accurate as well before the pseudo 
quadratic behaves worse. Based on these analyses, I will adopt equation (6.1) in the 
derivation of converted ray impedance and relevant P-S-wave issues. 
 
Substitute 
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into equation (6.1) we will have 
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  2pRps ,                                      (6.2) 
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 . I deliberately move the negative sign to the 
left hand side of (6.2) in order to have the same polarity on P-P and P-S field data 
when  ,   and   all change in the same direction. Similar to the derivation of EI 
and RI, CRI should be related to P-S reflectivity in the same way that AI relates to 
zero-offset P-P reflectivity, satisfying 
        pCRIpCRI
pCRIpCRIpR
ii
ii
ps 



1
1 .                                        (6.3) 
Hence 
   lnln2ln
2
1  pRCRI ps ,                            (6.4) 
and then 
    224 pCRI .                                       (6.5) 
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(a)                                                     (b) 
 
(c)                                                  (d) 
 
(e) 
Figure 6.4 P-S reflection coefficient comparisons between the pseudo quadratic 
expression (6.1) and the Aki and Richards linearised approximation with the exact 
values from Zoeppritz equations. (a)-(e) correspond to the five examples described in 
section 1.2. 
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Making the integral of equation (6.4) on both sides to be (6.5), the coefficients need to 
be constant for each ray parameter value. From the analysis on the real well log 
(Figure 6.2), it turns out that the variation of   is about 25% (Figure 6.5) but it has to 
be treated as a constant in integrating equation (6.4), in the same way as in SEI 
derivation (Landrø et al., 1999; Duffant et al., 2000; González, 2006). Actually   can 
be transformed into   tansincossin   where   is the converted S-wave 
angle. For a certain   value plus the assumption of fixed   ratio, which makes   
unchanged as well,   will be a constant for each angle stack. This kind of assumption 
is commonly adopted in elastic impedance derivation for both P-P waves (Connolly, 
1999) and P-S waves (Landrø et al., 1999; Duffant et al., 2000; González, 2006). For 
the convenience of the reader, I copy the expression of SEI from González (2006) 
here as 
  dcSEI   , 
where 
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The SEI derivation from Landrø et al. (1999) and Duffant et al. (2000) is slightly 
different as they use another linear approximation to the P-S wave Zoeppritz 
coefficient. As the latter linear approximation is seldom adopted by other authors, I 
will only compare the converted-wave ray impedance with the SEI derived from the 
Aki and Richards approximation. 
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Figure 6.5 Variation of   over a portion of the well logs shown in Figure 6.2. 
 
To further confirm that the converted ray impedance (6.5) is a good link connecting 
prestack seismic data with well logs, a synthetic modelling test from the real well logs 
(Figure 6.2) is implemented. For this experiment, the log data situated between the top 
of 
43XT  and the bottom of the well have been converted to two-way traveltime, 
approximately spanning from 1.72s to 2.6s. In Figure 6.6 the left trace is generated by 
convolving a Ricker wavelet (dominant frequency 20Hz) with the reflectivity series 
obtained from the Zoeppritz equations. The reflectivity series of the middle trace is 
synthesised from (6.3) and (6.5) and that for the right trace is calculated from the SEI 
(González, 2006) and a similar expression of (6.3). Here both CRI and SEI are 
regarded as intrinsic rock properties which are used in the same way as AI, EI and RI. 
All the traces in Figure 6.6 have the same ray parameter value kmsp 100  and the 
  value in using (6.5) is a constant averaged over the whole window. However the 
angle value of SEI varies according to different velocities in different layers in order 
to retain a constant ray-parameter value and the ratio of S-wave velocity over P-wave 
velocity in SEI is an averaged constant for the whole window. 
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Figure 6.6 Synthetic traces using (from left to right) Zoeppritz equations, converted 
ray impedances and shear elastic impedances. 
 
The correlation coefficients for the 2nd and 3rd traces with the first trace are both 0.93. 
However the amplitude of the synthetic trace using SEI (3rd) is visibly stronger than 
the other two with a RMS value of 1.62 after normalisation using the RMS amplitude 
of the 1st trace synthesised from Zoeppritz equations. Whereas the normalised RMS 
amplitude of the middle trace is 0.84, slightly weaker than the real one. This 
comparison takes into account the errors that are originated from the assumption of 
constant exponentials in both CRI and SEI, together with the accuracy loss of the 
pseudo-quadratic and the linear approximations to the Zoeppritz equations (Figure 
6.4), which makes it more convincing to adopt the CRI in P-S wave inversion. 
 
Both CRI and SEI do not have the dimensionality of impedance and we can adopt a 
similar normalisation strategy as in elastic impedance (Whitcombe, 2002). This 
practice will not affect the accuracy in the above modelling comparison. 
 
6.3 Event matching between P-P and P-S waves 
In joint P-P and P-S analysis, the importance of robust correlation between P-P and P-
S waves can not be overemphasised. Miscorrelation of key stratal surfaces will lead to 
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erroneous seismic attributes when doing inversion or making inaccurate interpretation 
and hence a robust P-P and P-S matching scheme plays an important role in the 
success of joint inversion or interpretation.  
 
In a thin layer, the ratio between the travel time of a P-P wave and P-S wave is related 
to the ratio of P-wave to S-wave velocities by 
1
2 
T
Tps

 .                                              (6.7) 
where T  and psT  are the P-P and P-S travel time. As a consequence, the registration 
of P-P and P-S waves usually coincides with the estimation of   (Li et al., 2000). 
Gaiser (1996) quantitatively estimated the ratio of P-wave velocity to S-wave velocity 
through correlation techniques. Rickett and Lumley (2001) and Zhang and Wang 
(2009) correlated corresponding events by identifying maximum cross-correlation in 
local windows. From an interpreter’s perspective, DeAngelo et al. (2003) matched P-
P and P-S events through time slice correlation on 3D datasets. Fomel and Backus. 
(2003) and Nickel and Sonneland (2004) both presented automatic event registration 
methods originated from image processing techniques (e.g. Fischer and Modersitzki, 
2003).  
 
Here I simplified the image registration method presented by Fomel and Backus 
(2003) by minimising the objective function 
         22 TTdTaTd PSPP                             (6.8) 
where  Ta  represents the amplitude tuning function and  t  is the warping function 
denoting the correspondence of reflection events in the two images. The least-squares 
minimisation of the first term in (6.8) is underdetermined as we normally squeeze the 
P-S time into P-P time. Hence the second smoothness constraint term is necessary to 
make the inversion problem well-defined. As the amplitude tuning function  Ta  
appears linearly in the equation, this inversion problem is referred as separable 
nonlinear least-squares and can be solved by a variable projection technique (Golub 
and Pereyra, 2003). The least-squares objective function (6.8) is minimised with the 
Gauss-Newton method and in order to avoid being trapped in a local minimum, we 
need a good initial  T  function to start with. In my approach, I establish the 
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correspondence by correlating several interpreted horizons on both P-P and P-S stacks 
and linearly interpolate the warping functions at intermediate parts. As  Ta  does not 
change rapidly by having a good initial guess of  t , it can be calculated by 
matching the instantaneous amplitude of the P-P waves and P-S waves and during 
each iteration  Ta  is updated. 
 
Figure 6.7a and 6.7b compare the P-P and P-S stack sections after the initial matching 
of those correlated horizons that have been interpreted. The final P-S image obtained 
by minimising (6.8) is an improved registration result (Figure 6.7c). The correlation 
coefficients at each CDP position are compared between the initial matching (red) and 
the final matching (blue) in Figure 6.8(a). In correlation calculation, the window starts 
from the top of 43XT  (green) and ends at the bottom of 23XT  (red). The amplitude 
spectra of the P-P data (grey), the P-S data before (red) and after (blue) the final 
registration are plotted in Figure 6.8(b) for reference. On the left part of Figure 6.8(a), 
the low correlation values indicate poor matching in this area. This is due to the lack 
of coherent events as a consequence of poor imaging on the P-S section. Figure 6.9 
displays the warping P-S time functions (coloured values) regarding the P-P time 
(vertical axis) for all CDP locations. These values will be used to match correlating 
events in joint P-P and P-S analysis. As an important product of this registration, the 
  ratios after the initial and the final match are compared in Figure 6.10. 
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(a) 
 
(b) 
 
(c) 
Figure 6.7 (a) The reference P-P stack section. (b) The registered P-S stack by 
matching interpreted horizons. (c) The final P-S stack matched to P-P time through 
iterative inversion. 
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(a) 
 
(b) 
Figure 6.8 (a) Correlation coefficient comparison performed at each CDP location 
between the initial matching result (red) and the final matching result (blue). (b) The 
amplitude spectra of the P-P data (grey), the P-S data before (red) and after (blue) the 
final registration. 
 
 151
 
Figure 6.9 Warping P-S time functions corresponding to P-P time leading to the final 
registered P-S image in Figure 6.6c. 
 
When applying this image matching algorithm, the reflection events are assumed to 
be positioned laterally correctly after the migration so that the registration is only 
performed by vertical transformations. In doing this kind of matching, I try to remove 
the time differences between correlating P-P and P-S events, however there are three 
other discrepancies between P-P and P-S profiles which may affect the accuracy of 
this matching: different amplitude responses for the same geological interface, 
different wavelet frequency contents and phase uncertainties between P-P and P-S 
profiles. This inversion algorithm can automatically address the first problem through 
the use of an amplitude tuning function  Ta . After registration the P-S wave 
spectrum is usually stretched resulted from squeezing in the time domain. This effect 
can be removed to recover the original P-S wave frequency responses by using a 
similar spectrum correction scheme in the Gabor transform domain inverse Q filtering 
algorithm (Wang, 2006, 2008; Zhang and Wang, 2009). As for the phase uncertainties, 
we can perform a residual constant phase check using the method of White (1988) (as 
described in Chapter 2) on both sorts of profiles and match their phases before 
registration. Alternatively, the phase difference can be derived from cross-correlating 
P-P and P-S data after they are registered. 
 
Considering the intrinsic problems in events matching, e.g. correlating P-P and P-S 
events are not always found in both seismic data, and the extrinsic problems, such as 
the noise left in either dataset, it is extremely difficult to have a perfect matching, i.e., 
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the correlation coefficients all reach one. From a practical perspective, only the major 
correlated P-P and P-S events around target horizons need to be matched and the 
uncertainty is left between them by reasonable interpolation. Our algorithm follows 
this principle but tries to reduce the uncertainty to a minimum level before carrying 
out joint analysis or joint inversion. The algorithm stability also benefits from a local 
smoothing strategy by calculating the central velocity ratio within a window across a 
group of traces.  
 
(a) 
 
(b) 
Figure 6.10 Estimated P to S velocity ratio from (a) the initial match using interpreted 
horizons and (b) the updated match after the iterative inversion. 
 
6.4 Inversion result analysis 
For P-P seismic data, ray impedance inversion (depicted in Chapter 4) is firstly 
carried out on constant ray-parameter profiles. From the obtained ray impedance 
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profiles, a further elastic parameter inversion is implemented to obtain both P-
impedance and S-impedance. Figure 6.11 shows the inversion results at the well 
location (CDP 1486) compared with well-log-calculated values for QC purpose. 
Those synthetic curves can offer us a direct impression of impedance values 
corresponding to different sand groups. The plots, from (a) to (c), are corresponding 
to ray impedance at kmsp 1.0 , P-impedance and S-impedance.  
 
 
(a)                                   (b)                                 (c) 
Figure 6.11 Inversion results (red) compared with well log synthetics (black). (a) Ray 
impedance at kmsp 1.0 , (b) P-impedance and (c) S-impedance. 
 
The inversion results show good correlations with the theoretical values. The two 
potential gas-bearing formations situated within 43XT  and 23XT  are distinguished 
as high impedance values at about TWT ~1.97s and ~2.37s. However the major gas-
producing reservoir in this well is 43XT , which is characterised by higher ray 
impedance values than 23XT . The P-impedance in these two formations, as well as 
S-impedance values, are somewhat close with slightly higher values in 43XT . The 
whole inverted impedance profiles for this 2D line are displayed in Figure 6.12, (a) – 
(c) are corresponding to those in Figure 6.11. The black vertical lines indicate the well 
position. 
 154
 
(a) 
 
(b) 
 
(c) 
Figure 6.12 Inversion results for the whole line (a) Ray impedance at kmsp 1.0 , 
(b) P-impedance and (c) S-impedance. 
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Converted-wave ray-impedance inversion consists of a similar work flow to the P-P 
wave ray-impedance inversion: (1) transforming common-image-point gathers from 
the offset domain to the ray-parameter domain for prestack time-migrated multi-
component seismic data; (2) forming constant ray-parameter profiles; (3) estimating 
mixed-phase wavelets for different constant-ray-parameters; (4) sparseness-
constrained reflectivity inversion; (5) converted-wave ray impedance inversion and (6) 
change the P-S time into P-P time for the convenience of interpretation.  
 
Figure 6.13 shows the inverted CRI profile ( kmsp 1.0 ) after being converted from 
P-S time to P-P time by applying the warping functions in Figure 6.9, and the 
calibration with the well log synthetic is plotted in Figure 6.14. To assess these 
inversion results, I extract some sample impedance values within the two producing 
formations 43XT  and 23XT . At each CDP position, the sample value in either 
formation for a specific impedance type is averaged within a window of TWT 40ms. 
This window size is about the real thickness of either producing reservoir. Figure 6.15 
compares the crossplots between RI versus AI (in a) and CRI versus AI (in b). Both 
the RI and CRI are inverted at the same ray parameter kmsp 1.0 . In both 
crossplots, the major producing formation 43XT  is clustering as a unique group 
whereas the behaviours of 23XT  are different. The area denoted by the red circle in 
either crossplot corresponds to the low impedance zone (CDP 1052-1122), which can 
be identified on both crossplots. However for CDP positions 1122-1266, the abnormal 
low impedance is only observed on the crossplot Figure 6.15(b) (denoted by the black 
circle), which is attributed to the low CRI values inverted. The distribution of the 
producing formation 23XT  encountered in well CX560 is not as wide as the major 
producing formation 43XT . This point is clear from either crossplot. However the 
crossplot between CRI and AI further tells us that there is another low impedance 
zone which can not be identified from the RI inversion result and may need different 
treatment. The CRI inversion result can further help us in identifying the major gas 
reservoir in this 2D line area. 
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Figure 6.13 Converted ray impedance inversion result. 
 
 
Figure 6.14 Converted ray impedance at kmsp 1.0  compared with well log 
derived synthetics. 
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  (a)                                                                 (b) 
Figure 6.15 (a) Crossplot between RI ( kmsp 1.0 ) and AI. (b) Crossplot between 
CRI ( kmsp 1.0 ) and AI. 
 
6.5 Conclusions 
In this chapter, I present a novel converted ray-impedance inversion method for P-S 
converted waves and analyse it together with the ray-impedance and elastic-parameter 
inversion results obtained in the prestack domain from P-P waves. In analysing P-S 
data, the pseudo quadratic approximation to the Zoeppritz equations for P-S 
reflectivity is more accurate than the Aki and Richards linear approximation in most 
cases. This superiority directly results in a more appropriate physical quantity in 
calibrating well logs to P-S reflection data. For a joint analysis of P-P and P-S 
reflection data in the ray-parameter domain, the inversion results with the same ray-
parameter values actually come from the same group of seismic rays, for both P-P and 
P-S waves. This makes it intuitive and straightforward for us to make direct 
comparisons between different types of seismic reflection data. 
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Chapter 7  
Conclusions and future work 
 
7.1 General conclusions 
Zoeppritz equations describing the reflection coefficients exactly at an interface 
consist of seven independent variables: P-wave velocity, S-wave velocity and density 
at both sides of the interface plus ray parameter. Simplified expressions, such as the 
Aki and Richards (1980) linear approximation, make the formula more succinct by 
superseding the ray parameter with the incident angle at the interface. This practice 
significantly reduces the complexity and follows human intuition in using the 
reflectivity coefficients at a single interface. However in a multi-layer medium, the 
angle value may be misleading as it varies with the layer velocity for the same seismic 
ray. The derivation of the conventional elastic impedance has to sacrifice the accuracy 
by assuming weak contrasts between layers and the angle values at both sides of an 
interface to be equal to their average. This practice obviously violates Snell’s law and 
researchers have tried to address this interior problem of elastic impedance since its 
birth by defining new type of “elastic” impedance on the ray parameter (VerWest, 
2000; Wang, 2003a; Santos and Tygel, 2004). In this way, Snell’s law is naturally 
favoured and interfaces are no longer limited to the weak contrast assumption.  
 
Alternative impedances have been theoretically proposed by the above authors, 
however their applications were not demonstrated, the detailed techniques were not 
dealt with and the potential of using this type of impedances were not shown. These 
problems are all discussed in this dissertation which starts from the ray impedance 
definition of Wang (2003a). In Chapter 1, the ray impedance concept is compared 
with the elastic impedance by showing the superiority of the former in discriminating 
lithologies.  
 160
 
Chapter 2 deals with the important issue of wavelet in both seismic processing and 
inversion. The wavelet extracted from the well log and seismic data combination is 
theoretically the most accurate, however it requires an appropriate time-depth 
relationship to generate a proper well-tie between them. A cumulant matching 
between the wavelet and seismic data is implemented via a linearised inversion 
technique to statistically extract the wavelet, which can be used directly in processing 
and inversion when well information is not available, or to correlate well logs to 
seismic data for further wavelet processing. The restrictions in statistical wavelet 
estimation are acknowledged and well discussed. With the development of modern 
acquisition instruments and techniques, statistical wavelet estimation maintains its 
important role in seismic exploration, especially when no well is drilled. 
 
Chapter 3 describes the inversion of sparse seismic reflectivity sequences under a 
quantitative Cauchy norm. This norm has its advantage over the Gaussian norm as the 
latter will result in a smoothed least-squares solution and is not preferable for a blocky 
impedance inversion, plus we know that the natural character of reflectivities is rarely 
Gaussian but leptokurtic. Hence the Cauchy norm is a more reasonable selection in 
reflectivity inversion. However we found that the final inverted reflectivity sequences 
tend to be Gaussian gradually after iterations although this Gaussian distribution is 
very different from the previous one. This is because the Cauchy norm is only applied 
on the model term, and the data misfit term is still considered to be with Gaussian 
distribution. It is also observed that both the Cauchy and Gaussian norms applied on 
model term can partially recover the original reflectivity bandwidth but within 
different frequency components. As a consequence I try to integrate their resolution-
enhancing abilities in one result through a frequency domain data merging technique, 
whose results are more suitable for blocky impedance inversion. 
 
Ray impedance profiles are generated through the generalised linear inversion scheme 
and the results are utilised to identify rock properties and lithologies in Chapter 4. The 
interpretation from our results is consistent with that from the previous AVO analysis 
on the same dataset. It has also been demonstrated that we can invert P- and S-wave 
impedance directly from the ray impedance, with the density term naturally absorbed 
into the P-impedance and S-impedance terms. I also examine the ability of ray 
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impedance to recover three elastic parameters (     ) simultaneously but it comes 
out that a stable solution is largely attributed to the constraints rather than the data. 
This means that ray impedance does not alter the ill-condition character of density 
inversion. These results are all well documented in Chapter 5. 
 
Chapter 6 discloses a new way in jointly analysing P-P and P-S wave data through the 
proposal of converted-wave ray impedance. The novel concept of converted-wave ray 
impedance shows some advantages over the shear-wave elastic impedance in relating 
well logs to P-S reflection data and consequently in P-S wave elastic inversion. The 
joint analysis of P-P and P-S waves in the ray-parameter domain has a definite 
physical meaning since they come from the same group of seismic rays if the 
inversion results are obtained with the same ray-parameter value. Integrating the P-S 
wave inversion result into the analysis will boost our confidence in lithology 
interpretation. Up to this point, the prestack seismic inversion under the framework of 
ray impedance for both P-P and P-S waves has been established.  
 
7.2 Future work 
There are several ways summarised in Chapter 1 to reconstruct CIP gathers from the 
offset domain to ray-parameter domain. But none of them is accurate enough when 
the subsurface structure is geologically complex. The local slope mapping method is 
accurate when subsurface structures are all flat and also applicable when slight dip 
angles exist with reflectors. The ray-tracing method in CIP gathers has significantly 
removed the geological structure effect through migration, but errors emerge when 
transforming CIP gathers from the offset domain to the ray-parameter domain by the 
bending ray-tracing scheme. To be accurate, the dipping effect needs to be considered 
during migration, which should always be carried out before inversion when it is 
possible (Bacon et al, 2003; Avseth et al., 2005), to image the CIP gathers in the ray-
parameter domain directly. Some preliminary researches have tried to migrate seismic 
data into prestack angle domain directly (De Bruin et al., 1990; Prucha et al., 1999; 
Xu et al., 2001; Xie and Wu, 2002; Rickett and Sava, 2002; Sava and Fomel, 2003; 
Biondi and Symes, 2004) for elastic inversion and AVA analysis/inversion, and a 
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similar algorithm could be developed for accurate ray-parameter domain CIP gathers 
as well. For more accurate imaging, anisotropy should also be accounted.  
 
Modern evolution of seismic acquisition and processing techniques makes the quality 
of the dataset supplied to seismic prestack inversion improved dramatically. The 
enhanced effective bandwidth and signal-to-noise ratio make the prestack inversion 
method more robust. Apart from advances in the traditional seismic processing, there 
is another category of cosmetic techniques designed for AVO analysis or prestack 
inversion, e.g. align correlating events for different offset, deservers our attention.  
 
Stemming from ray impedance definition, the density term needs further investigation 
in elastic parameter inversion. As ray impedance is valid only in a regime of relatively 
small angle values (corresponding to o3530   limitation in elastic impedance), so is 
the two-term elastic inversion algorithm in which the density term is naturally 
absorbed into the P- and S-impedance terms. Using the modern long-offset seismic 
data in inversion, the density term must stand out as an individual part contributing to 
the reflection coefficient. As the quadratic reflection expression is much more 
accurate than the Aki and Richards linear equation (Mallick, 1993; Wang, 1999), 
investigation regarding density inversion should rely on the former. 
 
Throughout this thesis, I use the deterministic inversion scheme to solve those non-
linear least-squares problems, which involves a Gauss-Newton method to update the 
model(s) iteratively. Deterministic approaches are generally faster and economical in 
terms of computation cost, however the solution may be trapped in a local minimum 
in non-linear inversion problems or sometimes the vertical resolution is restricted by 
the seismic bandwidth. Stochastic inversion has long been used in reservoir 
characterisations, particularly in the development stage of an oil field, for the high 
resolution it can achieve (Haas and Dubrule, 1994; Torres-Verdin et al, 1999; 
Rowbotham et al., 2003; etc.). In exploration seismic, stochastic approaches are also 
popular to address certain inversion problems, e.g., Helgesen et al., (2000), Velis and 
Ulrych (1996) and Velis (2008). These algorithms, together with some recent 
developments in evolutionary algorithm, such as the Ant Colony Optimization 
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algorithm (Chen et al., 2005 and Hajizadeh et al., 2009), can also be tried for the 
various inversions described in this thesis. 
 
7.3 Software developed 
In doing the research of ray impedance inversion, I wrote a whole software package 
for ray impedance inversion starting with the offset domain prestack data after 
migration. Most images displayed in the thesis are generated by the package I 
developed, apart from Figure 2.9 and Figure 6.3 for interactive well-tie practice and 
the wavelet extracted in Figure 2.10 for comparison purpose. Most of the algorithms 
involve a large amount of computation are coded in C under the environment of 
Seismic Unix (CWP, Colorado School of Mines) and those related to lithology 
modelling and analysis are written in Matlab. 
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