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Let w C R’” be a bounded open set and f a continuous function defined on 
the boundary 3,. The classical Dirichlet problem asks for a function u 
harmonic in w, continuous in &s, with u = f on aw. In other words, one tries 
to extend f to w as a harmonic function. One may formulate an analogous 
abstract Dirichlet problem for a continuous function defined on the extreme 
points of a compact convex set. Does the function extend continuously to an 
affine function on the entire set ? Within recent years, it has been discovered 
that the second problem gives considerable insight into the first. 
As an example of the abstract Dirichlet problem, let the convex set be an 
ordinary polygon in R”. In general one cannot assign arbitrary numbers to the 
vertices and then find an affine extension for the entire polygon. In fact, this 
can only be done for the triangle. As Alfsen has phrased it, only a three- 
legged table must be stable. Thus, investigations of the abstract Dirichlet 
problem have been primarily restricted to simplexes-or rather to Choquet’s 
infinite dimensional analogs. The latter have a surprisingly rich structure 
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theory (see [21-24, 53,541) and some interesting results are now available 
(e.g., see Theorem 2.3). 
There are two natural questions concerning the classical Dirichlet problem 
that lead one to the theory of simplexes, the first is classically stated, the 
second abstractly. Classically, one observes that one cannot solve the 
Dirichlet problem for w _C R” unless the boundary is reasonably well- 
behaved. The standard attempt (see Section 3) is to find a harmonic function 
u that is a candidate for the solution with boundary values f. Those boundary 
points p where lim U(X) = f (p), f  or x -+p, x E w, for any continuous f, are 
called regular. This leads one to a weaker Dirichlet problem: given a 
continuous function f on a compact subset K of the regular boundary points 
of w, is there a function u, continuous in cii harmonic in w, with u = f on K ? 
(The region w _C R3 with a spine of Lebesgue is an example that shows that 
specifying f on all of the regular points is too stringent a formulation of a 
“weaker” Dirichlet problem.) If  one can solve this weaker Dirichlet problem 
for w, then w is called sinzp&i~l. 
The reason for this name emerges by considering the abstract case. One 
converts the classical problem for a region u into the abstract problem by 
constructing an appropriate “convex span” or “state space” for w (see 
Sections 2, 3, and Appendix). The solutions of the classical problem extend 
uniquely to the continuous affine functions on the state space. Now one asks 
if the region is simplicial, that is, is its state space a simplex ? It is known that 
these usages of the word “simplicial” are equivalent (see Section 2 for a 
proof). Boboc and Cornea [6,7] have shown that for a large class of elliptic 
equations-such as the Laplacian -all bounded open sets are simplicial. The 
corresponding question for degenerate elliptic equations, such as parabolic 
equations including the heat equation 
-jeL+...+g=g 
'1 n 
for regions w C R”+l, is still open. 
We have the following objectives: 
(1) For elliptic equations such as the Laplace equation, we show (Section 3) 
that the simplexes that arise for connected regions are either “trivial” or they 
are “prime”. As a consequence, the continuous functions on the Shilov 
boundary (= closure of the regular points) for which the Dirichlet problem 
can be solved either consist of all continuous functions, or else they form an 
antilattice of functions (Theorem 3.9). In particular, if w _C R3 is a region 
with a spine of Lebesgue and if one can solve the Dirichlet problem with 
boundary values f and g, then one can solve the Dirichlet problem with 
boundary values h = max( f, g) if and only if f < g or g < f. 
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(2) For the heat and related parabolic equations in a region w c REZcl, we 
prove that w is simplicial for a large variety of regions, inciuding all those with 
smooth boundaries in the plane (Sections 6-7). For these equations-in 
contrast to the elliptic case-we show that very simple “nice” regions give 
rise to nontrivial simplexes, such as the GC-simplexes studied in [23]. These 
are not prime. 
(3) In our study of the heat equation for regions with smooth boundaries, 
we give geometric conditions for a boundary point to be regular (Section 7). 
All boundary points where the outer normal is not in the +t direction are 
regular. In the plane case, the remaining boundary points are regular if and 
only if the curvature of the boundary there is positive, while in higher dimen- 
sions, these boundary points are regular if all of the principal curvatures 
there are positive, and irregular if all of the principal curvatures are not 
positive. We also give an example (Theorem 8.1) of a boundary point that is 
regular for z+ = 4zc,, but irregular for ut = u,, . This is in sharp contrast to 
the elliptic case, where a boundary point is regular for a general elliptic 
equation if and only if it is regular for the Laplacian [41]. 
(4) In attempting to realize the solutions of a digerential equation as -the 
affine functions on a simplex, one is restricted to equations for which con- 
stants are solutions (see Sections 2, 3). Boboc and Cornea solved this problem 
by generalizing Choquet’s theory of simplexes to wedges of functions. In the 
Appendix, we show that for the appropriate equations, one can instead 
realize the solutions as the affine functions (on a simplexj which vanish at a 
fixed vertex, i.e., as a “simplex space ” in the terminology of [21]. Thus? one 
can avoid the less geometrical theory of wedges. In addition, we have been 
able to give a smoother treatment (Sections 2, 3) of the Boboc-Cornea simplex 
result for elliptic equations by regarding balayage as a dilation. We have felt 
compelled to give both the constant and the nonconstant theories, since the 
latter-which includes the former-is more technical (using Choquet’s 
conical measures) and is primarily of interest to specialists. 
(5) In Section 4 vve briefly consider the Dirichlet problem for compact 
sets, originally studied by Keldych [34]. For both elliptic and parabolic 
equations this gives rise to simplexes (see [19, 7]). These results are sub- 
sequently used in Section 7 to shaw that smoothly bounded open sets are 
simplicial for the heat equation in one space variable. 
Since the Dirichlet problem for the heat equation in a bounded open set 
w C R”+r has received little attention, we have provided background material 
in Section 3 and Section 6. 
Throughout the paper we shall use the following definitions. If  V is a 
vector space, a subset IV of V is a wedge if W + W $ W, and for all u > 0, 
olW C W. W is a cone if, in addition, W is “proper”, i.e., W n (-W) = (0). 
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If X is a compact metrizable space, we let C(X) denote the real continuous 
functions on X. C(X) is a Banach lattice with the uniform norm and the 
usual lattice operations V and A (i.e., max and min). We say that a wedge 
WC C(X) is ~&-stable if f, g E W imply f A g E K If W is a min-stable 
wedge, then Tt7 - E’ is a linear sublattice of C(X) (see [48, pp. 59-601). If 
F is a subset of C(X), we say that F separates points if given x, y E X with 
x f y, there is a function f in F with f (x) f f (y). F strongly separates points 
if given x, y E X there exist functionsf and g in F with f (“v) g(y) f f (y) g(x), 
i.e., the pairs (f(4, g(4) and (f(y),g(y)) are linearly independent. If 1 E F 
and F separates points, then it strongly separates points. If IV C C(X) is a 
strongly separating min-stable wedge, then, from the Stone-Weierstrass 
Theorem (see [42; Section 4C]), W - W must be uniformly dense in C(X). 
By a measure p on X we shall mean a nonnegative countably additive set 
function on the Bore1 subsets of X. We say that TV is a probability measure if 
,u(X) = 1, and we let P(X) be the set of all such measures. If x E X, we 
denote the unit mass at x by 6, . 
Let S be a convex subset of a vector space; we say that a subset ,Q of S is a 
face if Q is convex and if x, y E S and 0 < 01 < 1 are such that 
wlc + (1 - N.) y E Q, then x, y E Q. In particular, the one point faces are just 
the extreme points of S and we denote the latter by E(S). 
2. THE ABSTRACT DIRICHLET PROBLEM 
We begin by recalling the theory of function systems, Choquet boun- 
daries, and simplexes. A more complete discussion may be found in [48] and 
[21, Section 21. 
Throughout this section we assume that X is a compact met&able space. 
A functiofz system (with identity) 011 X [32] is a linear subspace B of C(X) 
which separates points in X and contains the constant functions. We let A be 
the closure of A in C(X), and give A and 2 the relative orderings and norms. 
A boundary for A is a subset Y of X on which each element of B assumes 
its maximum modulus, i.e., the restriction map of A into C(Y) is an isometry. 
We denote the restrictions by A 1 Y. Adding suitable constants it follows 
that each function in A must assume its maximum and minimum values on 
Y. The intersection of all closed boundaries is again a boundary, and is called 
the Shilov boundary a,(X). 
Let S(A) be the states on A, i.e., the positive linear functions p on A for 
which p(1) = 1. S(iz) is a weak* compact metrizable convex subset of the 
dual Banach space A*. The map 6 of X into S(A) defined by S(x)(u) = a(x) 
is a homeomorphism, and S(X) contains the extreme states ES(A). The 
Choquet bozuzdary a,(X) is the inverse image of ES(Iq). a,(X) is a G8 subset of 
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X and its closure is a,(X). Thus 6 is a homeomorphism of 8,(X) onto the 
closure of ES(A). We will identify X with its image in S(A). Since S(A) and 
S(A) may also be identified, A and 2 determine the same Choquet and 
Shilov boundaries. 
Let S be a compact metrizable convex set in a Hausdorff locally conves 
space V. Let A = A(S) be the afine functions in C(S), i.e., those functions a 
which satisfy 
4JP + (1 - 4 4) = dP> + (1 - 4 4d 
when p, 4 E S and 0 < ti < 1. Each probability measure .U on S has a 
resultant (or “barycenter”) r(y) in S characterized by a(+)) = ~(a) for all 
a E i4. Let Fv(S) C C(S) be the wedge of functions of the form 
with ai E A. b’(S) determines a partial ordering on P(S) by p < v  
if ~(20) > v(w) for zu E Ff7(S). I f  p < v, then since A = TV(S) n (-W(S)), 
r(p) = r(v). Each ,U f  P(S) is majorized in this ordering by a maximal 
P E P(S). 1) E P(S) is maximal if and only if it is concentrated in E(S), hence 
we call such measures extremal. S is said to be a simplex if maximal measures 
with the same resultant must coincide. A = A(S) is a closed function 
system on S, and S and S(A) may be identified. 
If  A C C(X) is a function system and S = S(S), each element of a 
defines an element in A(S). This gives one an order isometry of 2 onto A(S). 
We may regard P(X) as the elements of P(S) which are concentrated in X. 
Letting l7(X) C C(X) be the wedge of functions of the form 
1%‘(k) consists of the restrictions of functions in Ur(S), and if ,u, 11 E P(X), p < v  
if and only if p(w) > r(w) for w E w(X). The maximal measures on S are just 
those concentrated in 8,X, hence S is a simplex if and only if elements of A 
distinguish such measures. We say that A is simpliciat if S = S(A) is a 
simplex. A has the weak Riesx propty if given ai , bj E A; i, j = 1,2 with 
a, < bj (i.e., ai < bj(x) f  or all x E X), there exists c E A with ai < c < bj . 
I f  the inequalities are replaced by <, we have the stpmlg Riesz propwty. In 
particular, if A is lattice ordered, it has the latter property since one may let 
c be the least upper bound of a, and us . 
THEOREM 2.1. 1f A C C(X) . zs a uric ion system, tke folkwing are epi- f  t 
vale& : 
(1) A is simplicial 
(2) A has the weak Riesz property 
(3) 2 has the strong Riesz property. 
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Proof. This follows from [20, Prop. 91. 
The Dirichbt problem for a function system -4 C C(X) is to determine 
which continuous functions on 3,X entend to elements of d If  A is simplicial, 
certain sufficient conditions are known (see [22, Section 21). The following 
important result is due to Edwards (for (1) + (2)) [19] and Choquct (for 
(2) * UN P41* 
THEOREM 2.3. If A _C C(X) is a function system, the following are equiv- 
alent : 
(1) A is simplicial. 
(2) Each continuous function defined on a compact subset of a,(X) may be 
extended to an element of A with the same norm. 
(3) Each continuous functionf defined on a compact subset R of a,(X) may 
be uniformly approximated by the restrictions of functions a in A with 
II a II G llf II + 1. 
Proof. (1) 3 (2). This follows from [19, p. 221. 
(2) 3 (3) is trivial. 
(3) 3 (1). Suppose that p and Y are probability measures on a,X, g is a 
continuous function on X, and E > 0. Since X is a compact metric space, 
each Bore1 measure is regular (see [30, Ch. lo]), i.e., there exists a compact 
subset K of 3,X with ,u(X - K) < E and v(X - K) < E. Choose a E A with 
II@ -d XKII < G II a II < II g II + 1. Then 
lb - 4k)I < lb - “)k?XKOl + 2 l/g II E 
< lb - d(axfdI + 2~ + 2 II 6 II E 
G lb - ~)@>I + 4(ll g II + 1) 6. 
I f  r(l.~) = r(v), p(a) = Y(a), and we conclude p = V. 
Perhaps the most important technique in the theory of harmonic spaces is 
balayage. The corresponding notion for a function system A C C(X) is 
dilation. A map D of X into P(X) is a dilation if for each x E X, 6, < D(x), 
and for fg C(X), the function (Of)(x) = D(x)(f) is of first Baire class, i.e., 
the point-wise limit of a sequence of continuous functions. We say that 
x E X is D-regular if D(x) = 6, , and denote these points by arD(X). It is 
clear that a,(X) C &n(X). 
PROPOSITION 2.4. Suppose that D is a dilation for a function system 
A C C(X). Then the D-regular points fosm a G, set. 
Proof. Let A, be a countable subset of A that strongly separates points in 
X and is closed under addition and multiplication by rationals. Let W, be the 
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functions zvO = a, A s-0 h a, , ai E A, . IV0 is countable and closed under 
addition and multiplication by nonnegative rationals c1 since 
a1 A *a- A a, + b, A -0. A b,n = ,/j (ai +- bJ, 
i,j 
4 A *-a A a,) = maI A -=a A aan. 
It follows that the closure IV1 = ITO is a min-stable wedge of functions 
strongly separating points in X, hence Wr - IV1 is dense in C(X) (see 
Section 1). I f  B(x)(wJ = wO(x) for all wO E JV, , then D(x)(f) = f(x) for all 
f  E IV1 - I#, , and D(x) = 6, . Thus x is regular if and only if D(xj ZQ = .wO(x) 
for wO E IIT0 . The set 
Jqw,) = (x : D(x)(w,) = w,(x)] = (x : (Dw,)(x) = w&c)) 
is G, since Dza, is of first Baire class (see [4Q, Section 27, VIII]), hence 
LlrDX = CYasti E(zqJ is G, . 
We say that a dilation D is afine if for each w E W(X), the function Dw is 
the limit of an increasing net of functions in 2. D is weakly a@ne if there is a 
min-stable wedge IV1 C W(X) which strongly separates points in X, such 
that for each wr E IV1 , Dm, is the limit of an increasing net of functions in 3. 
Much of the following proof is the same as that given for [6, Th. 51. We are 
indebted to A. Goullet de Rugy for pointing out to us that RI. Rogalski has 
considered affine and weakly affine dilations in [56; 571. 
THEOREM 2.5. If a fmction system A L C(X) is simplicial then it has an 
a@ze dilation D. Comersely if D is a weakly a$ne dilation for A, then A is 
simpLicial, and D mm-t coincide with the a&‘&e dilation sending each x E X into 
the maique measure on a,X with resultant x. In particzllar, arDX = a,x. 
Proof. We recall (see [48, Prop. 3.11) that if S is a compact convex set, 
w E IV(S), and p E S, then we may define 
w(p) = in%(w) : p E P(S), r(p) = p] 
= sup(@) : a E A(S), a < zu>. 
If  A is simplicial, then r(p) = p implies p < pa, hence if w E W(S), 
~(4 3 Y,(W)- F rom the first equality in (2.1), 
P&4 = W(P)* (2.2) 
Since S is a simplex, A w A(S) satisfies the strong Riesz property. It follows 
that the collection in the second equality is directed upwards: if 
w = b, h ... A b, and a,, a2 < w, then there is an element a3 with 
a, , a, < a3 < w. Thus 
pD(w) = lim(a(p) : a E A(S), a < w}. 
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Restricting w to X and letting p = x E X, 
pz(zv) = lim(a(x) : a E 2, a < w}, 
hence x + p&w) is affine. 
Suppose that D is a weakly affine dilation, and W, 2 W(X) is the correspond- 
ing min-stable wedge (see above). I f  p and v  are measures on X with the 
same resultant and wr E IV1 , then the monotone limit theorem (see [4g, p. 631) 
implies that ~(Dw,) = v(Dzu,). I f  p is extremal, then ,~(zur) = p(Dq) since 
WI = Dw, on a,D(x) and thus on a,(X). I f  p and Y are extremal with the 
same resultant, then we conclude I = I. Since W, - WI is dense in 
C(X) (see Section 1) we have p = v, and A is simplicial. I f  wr E FIT1 , let wr 
be the restriction to X of wa E W(S). Then if p$ is the extremal measure with 
resultant x, we have from (2.2) and (2.1) 
P&h) = P.(Wz) 
= wg(x) 
= inf{p(wa) : p E: P(S), r(p) = x> 
< (Dx)(wz) = (W(q). 
On the other hand, if a, E A and q(x) < (DwJx) for x E X, then a, < q on 
X. Letting w1 be the restriction of wa E W(S), zu, - a, must assume its 
minimum on a,x (see [5, p. 7]), i.e., a, < wa on S(A). Thus from (2.2) and 
(2.1), 
P&~d = P&4 
= &u,(x) 
= sup{a(x) : a E 2, a < wa on S} 
2 u,(x). 
Since Dw, is the limit on X of such functions a, , 
PFL,(w~ = WdW = WXwJ 
and pz = D(x). 
I f  ,S is a simplex, we say it is a C-simplex (or tri~iuZ) if E(S) is closed. 
Bauer proved [4, Section 41 that these are just the simplexes for which the 
Dirichlet problem is always solvable. 
THEOREM 2.6. IfA C C(X) is a function system, the following are equivu- 
lent: 
(1) S(A) is a C-simplex, 
(2) d is lattice ordered, 
(3) 61 a& = qagq. 
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Proof. (1) * (3) f  11 o ows from Theorem 2.3. (3) 3 (2) is trivial. (2) * (1) 
is true since ,iI satisfies the strong Riesz property, and ES(d) coincides with 
the p E S(A4) for which 
Pb * 4 = PC4 * P(b) 
(see [37, Section 24.21). 
It is important to note that when S(A) is a C-simplex, it need not follow 
that A is a sublattice of C(X) (e.g., consider the continuous functions on the 
closed disk which are harmonic in the interior). For an arbitrary function 
system rZ c C(X), and a, b E 2, let a As b denote the minimum function for 
the restrictions a 1 3,X and b ( a,X. If  aA, b E 2 / 8,X, we may regard a A, b 
as an element of 2. We say that 2 is an antilattice if a Ad b E 2 implies either 
n < b or b ,< a. We note that this definition would have been unaffected if 
we had used the Choquet boundary. 
9 simplex S is prime if given closed faces Q1 and Qa (see Section 1) with 
convex hull S, then either Q, = S or Q, = S. The following is related to 
[26, Section 8.11, and was obtained in discussions with F. Perdrizet. 
THEOREM 2.7. Suppose that S(A) is a simplex. Then the following are 
equidenl : 
(1) S(a) is prime. 
(2) A is an antilattice. 
Proof. (1) * (2). I f  a E 2, a 3 0, it is readily verified that 
Q)a = (P E S(A) : 4~) = O> 
must be a closed face in S(a). Suppose that a, , aa E 2 are such that 
a, As a, E a. Then for all x E 3,X, either 
a, A n,(x) = al(r) 
or 
a, A a&) = a,(x). 
Since a,(X) C a,(X), it follows that for all p E ES(A), either 
P@l As 4 = PkG> 
Or 
PC% As 4 = P(G). 
Lettingb=a,--a,A,a,,c=a,--a,A,a,, 
-W-d) C Q, u Qc . 
From the Krein-Milman Theorem, the convex hull of Qti and Q, is S(a). I f  
S(rZ) is prime, say that Qb = S(A). Then p(a, - n, A, n,) = 0 for all 
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p E ES(A) implies a, = a, A, a, , 
Similarly if Qc = S(A), uE < a, . 
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I.e., a, < a, on a,(X), hence a, < a,. 
(2) 3 (1). Suppose that Q, and Qa are proper closed faces in S(A) for 
which the convex hull is S(A). We have 
hence we may choose p, E E(Q,) - Q, and p, E E(QJ - Q, . Define a func- 
tion 0, on ipl> u Qz by 4~~) = 1 and a, ] Qs = 0. Then since {pi} u Q, is 
extreme in the sense of [19, p. 171, a, extends to an element of 2. Similarly we 
obtain a function as E A!i with a,(pJ = 1, aa ] Q, = 0. Then the minimum of 
a, and a, on 3,X is zero on 3,X and, since it is continuous, it is zero on 3,X. 
Since neither function dominates the other, d is not an antilattice. 
If S is a simplex and p E S, we let Q, be the smallest closed face containing 
p. The extreme points of S are just the p with Q, = (p}. 
THEOREM 2.8. Suppose that S is a simplex. If there exists an element p in 
the closure of E(S) with Q, = S, then S is prime. 
Proof. Suppose that Q, and Qa are closed faces with convex span S. Then 
p lies in 
E(S)- = E(Q,)- u E(Q,)- C Q1 u QB . 
If p is in Qi , then Q9 _C Qi , and Qi = S. 
If S is a simplex and p E S, let pP be the unique extremal measure with 
resultant p, and u;the support of pFLs. Then from [2, p. 1001, a3 must be a 
subset of Q, . We conclude that: 
COROLLARY 2.9. Suppose that S is a simplex. If there is a point p in the 
closaue of E(S) with (TV > E(S), thert S is prime. 
A further discussion of prime simplexes will appear in [24]. 
3. THE CLASSICAL DIRICHLET PROBLEM 
In this section we consider the Dirichlet problem for the Laplace equation 
~+...+~=o “n 
in a bounded open set w C R*, and for the heat equation 
2$+...+?&i?g 
1 *n 
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in a bounded open set w C R ‘l+l. The Dirichlet problem for the Laplace 
equation is classical, while that for the heat equation, in the case of a set w 
with curved boundary, was first studied by Gevrey [29], and later discussed 
by Sternberg [51] and Petrovsky [46]. Both of these equations are most 
easily treated using the method of balayage, which crucially depends upon 
the maximum principle (see the beginning of Section 6 for some physical 
discussion of the heat equation). 
The solutions of both equations may be studied by using Bauer’s axio- 
matic theory of harmonic spaces [5]. Throughout this section 52 will denote 
a connected harmonic space for which 1 is harmonic, the positive harmonic 
functions separate points, and points are polar. The solutions of the Laplace 
and heat equations in a bounded open set D satisfy these axioms (see [5, 
pp~ 19-21, 56-57, 791; note that for the Laplace equation in a disc of radius Y, 
the function f(z) = log(r/] z 1) is a potential.) We shall therefore refer to 
solutions of both the Laplace and heat equations as harmonic-but note that 
some people use “parabolic function” for solutions of the heat equation. The 
key to the abstraction is the maximum principle and balayage. Let us briefly 
recall the standard terminology. 
If  w c .Q is an open set with compact closure W, let d = r’ljw) c C(G) be 
the functions continuous on w and harmonic in W. We have 2 = _iz and 
1 E A. By the maximum principle, the topological boundary i% is a boundary 
for 4 in the sense of Section 2, hence a,ccr C &I. I f f  is a continuous function 
on a(~;, we recall that the generalized solution Hf = H,w on w is defined to be 
the inf of all up$er functions u forf, i.e., those functions on w which are super- 
harmonic in w and satisfy 
This coincides with the sup of the lower functions (defined in the obvious 
way), and the harmonic measure p ~ = ;tca-” on & (and thus on &) is defined by 
df) = H,(x). 
A point x E &J is regular if for f E C(&) 
or letting P(&J) have the weak* topology 
The map x -+ pp may be extended to G by letting p, be the balayged 
measure (S,)Q-w (see [5, Section 3.41). We write B(r) = ps. The following 
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lemma is due to Kijhn and Sieveking [39, Satz 51. We have included a sim- 
plified proof. 
LEMMA 3.1. I f  x E &JJ, there is a sequence x, E w converging to z for which 
the measure pLc converge weakly* to pz . 
Proof. Let JI’r C IV(W) be the cone of restrictions of functions of the 
form a, A e-0 A a, , with a, positive harmonic functions on Q (by assumption, 
these strongly separate points in Sz). If zur E II’r , the function 
is superharmonic, and thus continuous in the fine topology. Iv1 - IV, is a 
dense sublattice of C(G) (see Section l), hence ;ff~ C(G), x -+ ,uz( f) is a 
uniform limit on ~;r of finely continuous functions, and thus is itself finely 
continuous on W. 
If z E &A is regular, the assertion of the Lemma is trivial. If x E ati is not 
regular, Q - w is thin at z (see [5, Satz 4.3.11). Thus Q - w - {z} is thin 
at z, i.e., x is not in the fine closure of D - w - {z}. Since a point cannot be 
isolated in the fine topology (see [5, p. 88]), there is a net X, E w converging 
finely to x. Thus p. converges to pz in the weak* topology. Since G and P(G) 
are metrizable, we Dmay extract a sequence X, from the net xE with x, con- 
verging to z in the usual topology, and pLs, converging to pL?: in the weak* 
topology. 
THEOREM 3.2. Balayage is a dilatio?z for the function system A(w), and the 
regular points of & are just the B-regular points. 
Proof. Define tv, _C W(UJ) as above. If w, E I$‘r , 
x + /&(wJ = q,-“(x) 
is lower semicontinuous, and thus of first Baire class. If f  E C(G), x -+ p,J f) 
is a uniform limit of differences of first Baire class functions, and is itself 
first Baire class (see [40, Section 27, VIII]). 
If w E W(G), w ] w is an upper function for w 1 &J, hence if x E W, 
i.e., 
Pz(W> = Kd.4 d 44 = &&u), (4.1) 
B(x) = ox > 8. . 
If x E &, one has from (4.1) and Lemma 3.1, 
P&4 d 44 = w4 
hence B is a dilation. 
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From [5, Satz 4.3.11, x E &J is regular if and only if (Tiz)o-w = 6,) i.e., 
B(z) = sz , hence we have the second assertion. 
An open set w in Q is regular if w is compact, and all points in & are 
regular. Q has a basis of regular sets. 52 is said to be e&tic if it has a basis W of 
regular open sets w such that for each x in w, the corresponding harmonic 
measure ,LL~ has as support all of &J. This is the case for the Laplace equation 
(let g consist of the spheres-the harmonic measures are explicitly given by 
the Poisson formula), but is false for the heat equation (the temperature at a 
point inside w is not affected by points in the future on &J, see [.S, pp. 31-32]). 
The support G(S) of a superharmonic function s on Q is the complement of 
the largest open set on which s is harmonic. Q is said to satisfy axiom D if for 
all locally bounded superharmonic functions s, the continuity of the restric- 
tion s 1 G(S) ilmplies the continuity of s everywhere. This is again the case for 
the Laplace equation (see [lo, p. 49; 31, Thm. 36.21) but not the heat 
equation. To see the latter, note that the discontinuous function 
s(t, x) = I 
0 t<o 
1 t>O 
is superharmonic (see [5, p. lOS]), u(s) = [0, l] x R”, but s j Q(S) is con- 
tinuous. K&n and Sieveking [39, Satz 91 have recently shown that axiom D 
implies that Q is elliptic. Essentially following Boboc and Cornea [7, p. 5211 
we have 
THEOREM 3.3. Suppose that Q satisjies axiom D, and that w is an open set 
with compact closure. Thelz balayage is an afine dilationfor A(u). 
Proof. Again let Wi C W(G) be the cone of restrictions of functions of the 
form a, A -a- h a, , where ai are positive harmonic functions on Q. It will 
suffice to show that B is weakly affine with respect to IV’i (see Theorem 2.5). 
For x E W, we have that 
and for x E Sz the function 
s(x) = A$$@) 
is superharmonic in D and harmonic in w. If  u and w are positive super- 
harmonic functions, then u is said to be spec$ically smaller than w if 
w = 1~ + ZI, where v  is also positive and superharmonic. v  is then uniquely 
determined (see [5, p. 1521). From Zorn’s Lemma, there exists a maximal 
108 EFFROS AND KAZDAN 
family of continuous positive superharmonic functions s, , 01 E I, such that for 
each finite subset H of I, 
is specifically smaller than s. Ordering the finite sets H by inclusion, B -+ s, 
is a specifically increasing net. From L.55, Lemma 1.91 or [5, Lemma 5.1.31 it 
follows that Cs, = sup sH is a specific least upper bound for the family {sH}. 
Let t 3 0 be superharmonic with 
s = t + c s, . 
It suffices to prove that t = 0, since then the fact that s 1 w is harmonic will 
imply the same for s, 1 w, i.e., sH / w E A(w). 
Due to the maximality of {sa}, t cannot specifically majorize a continuous 
superharmonic function. For each open set 6 C Q, there is a specifically 
largest superharmonic function t, which is harmonic in 0 and specifically 
smaller than t (see [5, Satz 5.1.41). Letting 
and fixing x E Sz, the map 
t = to + % , 
0 --t I@) = a+(x) 
extends to a Bore1 measure on Q (see [31, Th. 15.31). Given E > 0, we may 
use Lusin’s Theorem to find an open 8 with ~(0) < E and t 1 B - 0 continuous. 
But then t, 1 Q - 0 will be continuous (see the proof of [5, Kor. 5.1.5]), and 
since a(&) C D - 0, we will have from axiom D that t, is continuous. Thus 
to = 0, and 
t(x) = UQ(X) < E. 
It follows that t(x) = 0 and, since x was arbitrary, t = 0. 
COROLLARY 4.3 (see [6; 191). Suppose that D satisfies axiom D, and that 
w _C Q is an open set with compact closure. Then the regular and Choquet points 
coincide, and A(w) is simplicial. I f  f is a contimcous function on a compact set of 
regular points, then it may be extended to an element of A(w). 
We note that with Theorem 3.3 and a peaking result for simplexes one can 
also prove a classical result due to Keldych (see [ll]). I f  z E & is regular, 
there is an a E A(w) which assumes a unique maximum at z (see [19, p. 221). 
We understand from the referee that the following lemmas are known. 
Proofs for the case of the Laplace equation, n = 2, may be found in [27]. 
LEMMA 3.5. Let w be an open subset of Sz with compact closure. If z is an 
irregular point in &J, then there is an open set 0 C w fey which 8 n aw = (z} 
and x is irregular fey 19. 
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Proof. Let wi = w u (21. From [5, Satz 3.3.3 and 4.3.11, .Q - wZ is thin 
at x. It follows from [1.5, Cor. 1 .l ; 5, Satz 3.3.11 that there exists a continuous 
positive superharmonic function s with 
Ryyz) = &fyx> < s(x). 
Thus there exists an open set W containing B - w, with 
Rsyz) < s(x) 
[5, p. 961. Then W is thin at 2, i.e., x is not in the fine closure of W. Since z 
cannot be an isolated point in the fine topology on lrz (see [5, p. X8]), x must 
be the fine limit of a net yor in Q - TV with ya f  Z. Fix a metric d on G, and 
for each y  f  z in .Q - IV, let cy = dist(y, .Q - w). Let 0, be the sphere of 
radius ~,/2 about y, and 0 = u OY . Then since yJ1 converges to z in the usual 
topology, z E 30. On the other hand if x1 E 0 n &J, let ZU,,~ E Bun converge to 
x1 . Then, since 
we have Ed, -+ 0 and yn --f z1 . Since Q - El7 is closed, 
z, E (Q - W) n (Q - W) = (z), 
hence 0 n am = (z}. W e h ave that WV {x} is thin at x [5, Satz 3.3.31 and 
s? - 0 C W U (x}, hence Q - 0 is thin at x, and x is irregular for 0. 
LEMMA 3.6. Suppose that Q is elliptic. If w is a comzected open set with ~3 
compact, then for all x, y  in CO, the harmonic nzeasures ~~~~ and ,ulJw are mutually 
absolutely continuous. The support of eaclz such measure contains a+. 
Proof. I f  B is a Bore1 set in Q, the function 
is harmonic in w [5, p. 151. S’ mce .Q is elliptic, we may apply Harnack’s 
inequality [5, Cor. 1.5.51: there is a constant 01 such that for all B, 
In particular, if pUW(B) = 0, then pLSW(B) = 0. By symmetry we have the 
first assertion. Suppose that z E aw is regular and let x,, E w converge to x. I f  
x does not lie in the support of pZeW, let f be a continuous positive function 
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with f(z) f  0 and ,uzU(f) = 0. Th en pz (f) n = 0 for all E, and since z is 
regular, 
f(z) = lim&Y(f) = 0, 
a contradiction. 
LEMMA 3.7. Suppose that .Q satisfies axiom D, and that 0 and w are open 
subsets with B C W, and CG compact. If z E 0, then 
Pz w = P,” dd(y). s 
Proof. By this we mean that for all f E C(W), y --+ ,u,“(f ) is Bore1 and 
~z”(f) = 1 ~v”(f> ddb)- 
By the usual density argument, it suffices to prove these assertions for f  a 
positive continuous superharmonic function on -Q. 
An equivalent form of axiom D states that if s is positive, superharmonic, 
and locally bounded, and v  is a superharmonic function with v  3 s on the 
support U(S), then v  3 s everywhere, i.e., 
RS 
o^M = s 
(see [31, Section 251). I f  s = &em, then 
+) c 52 - w c Q - 8, 
hence, 
and for all 2: E Q, 
We have that y  + s f dpgW = &?“(y) is semicontinuous, hence Borel, and 
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LEMMA 3.8. Suppose that Q satisjies axiom D. Let w be a connected open 
set with Cr, compact. If z is an irregular point in aw, then the support of the 
balayugedpoint B(x) = pzw corztains all of a,(w). 
Proof. Let 0 be an open set with the properties described in Lemma 3.5. 
From Lemma 3.7, we have 
“E l-h s Px/w 4&~). 
Since I is irregular for 6, pzs = (8,)*-a # 6, , and since pze is a probability 
measure, it is not concentrated in (.z>. On the other hand, pze is concentrated 
in 30 G w u {x>. It follows from Lemma 3.6 that the psU with x E w are 
absolutely continuous with respect to pzm and the latter must have support 
containing all of a,.~. 
THEOREM 3.9. Suppose that 52 satisfies axiom D. Let w be a connected open 
set with w compact. Then the following are equivalent: 
(a) A(w) is lattice ordered, 
(b) SA(w) is a C-simplex, 
(c) a,.w = a,w is closed. 
On the other hand, the following are equivalent: 
(a) S(W) is an antilattice, 
(p) SA(w) is a prime simplex, 
(y) a,.~ = a,~ is not closed. 
Proof. From Theorem 3.3, S/l(w) is a simplex. The implications 
(4 0 (b) 0 (4 and (4 + (is) * (Y) f  o 11 ow from Theorems 2.6 and 2.7. If  
8,,.w is not closed, let x E aw be a limit point. From Theorems 3.3 and 2.5, 
pFL;” must be the unique maximal measure with resultant x. From Lemma 3.8 
and Corollary 2.9 we conclude 5X(w) is prime. 
4. THE DIRICHLET PROBLEM FOR COMPACT SETS 
In this section, 52 will satisfy the hypotheses given in the second paragraph 
of Section 3. If  E C Q is compact, let d(E) C C(E) be the restrictions of 
functions which are harmonic in an open set containing E. Then d(E) is a 
function system. From the maximum principle, 8E is a boundary for &(&J), 
hence a& C aE. The Dirichlet problem for the function system d(E) has 
been considered in [34; 9; 27; 19; 18; 71. F or details of the following see 
[9; IS]. 
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If f  is a continuous function on aE, the genmalized solution KfE is the inf 
on E of all upper functions u for f, i.e., those functions which are superharmonic 
in a neighborhood of E and satisfy 
J@ U(Y) 2fW YE&?-E, xEaE. 
w= 
This coincides with the sup of the corresponding lower functions, and a 
measure Ye on aE (and thus on E) is defined by 
v,(f) = KE,(r). 
The measure vjc coincides with the balayage (8ic)o-E (see [IS, p. 386]), hence 
we shall call it the Keldych bnklyage K(x). The points x E E with K(x) = 6,) 
i.e., the K-regular points, are called stabk (see Theorem 4.3, part (3), where 
we characterize stable points more intuitively as boundary points that are 
B-regular for a larger region). 
THEOREM 4.1. KeldJxh balayage is an a#ine dilation for d(E). 
Proof. I f  w E W(E), let zu = a, A a-- A a, , ai E d(E). Let ai, E d(E) 
converge uniformly to ai , and let zui = ai, A *** A ai, . Then zui is an upper 
function for itself and if x E K, 
K(x)(wJ = K:J,(x) < W&V). 
Since wi converges uniformly to zu, 
i.e., 6, < K(s). Let wlc be open sets with compact closure such that 
E = n,< mk . The cone JJJi of functions of the form wi = a, A **. A a, , with 
ai positive and harmonic on 9, strongly separates points in E, and if x E E, 
K(x)(w,) = K&(x) = 1$-l H;:(x), 
(see [9, p. 591). Since the functions H,,,, ‘Ok lie in d(E) and are increasing, D is 
weakly afline for d(E). Applying Theorem 2.5, we are done. 
COROLLARY 4.2 (see [9; 19; 71). d(E) is simnplicial, Keldych balayage 
measures are concentrated in the stable points, and if f  is a continuous function 
on a compact set of stable points, it extends to an element of -d-(E). 
We note that Edwards’ proof in [19] that d(E) is simplicial is quite elegant. 
He showed directly that d(E) has the weak Riesz property. 
The equivalence (1) e (2) in the following theorem is due to Brelot [9]. 
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We understand from the referee that (I) o (3) is known. A proof for the 
Laplace equation, 12 = 2, may be found in [27]. 
THEOREM 4.3. The followirzg are equivalent. 
(1) s is a stable point for E. 
(2) x is in the fine closure of Q - E. 
(3) There is an open set w with compact closure for which E C w U (:Y> 
and s E aw is a regular point for w. 
Proof. For (1) o (2) see [9, p. 601. 
(3) 3 (2). Since x E & is regular, -Q - w is not thin at x, hence (see [5, 
Satz 3.3.31) there is a net s, E-Q - w - (x} converging finely to x. Since 
A+, yi w u {x}, x, E Q - E, and we have (2). 
(1) + (3). Choose a sequence of open sets We with compact closure and 
n wk = E. Then (see [5, Satz 3.4.41) 
6, = (S,JQFK = li$SJsE-w* = lip ~2 . 
Let 8, be a basis of open sets at x, with e nfl C Bn . For sufficiently high k we 
have 
/&e,> > 1 -;. 
Changing notation we may assume 
p>(&) > 1 - $. 
Let D, = awk n 0, . Since ~2 is concentrated in awJZ , 
/.L$yDk) 3 1-i. 
We claim that the open set 
w=wx- 
PJ ) 
D, u (x> 
k 
has x as a regular point. It suffices to show that x is in the fine closure of 
ur D, , i.e., 
inf R~“Dk’nV(x) = 1, 
V 
for all neighborhoods V of x. Letting V = w,-~ and C, = ukan D, , 
.505/8/r-8 
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hence it suffices to show that for all B, 
I+(x) = 1. 
If  ZI is superharmonic on 5;! and z’ 3 1 on C& , then for k > n 
4~) b@(4 3s,. 
h 
v  d/Q > &?(D,:) > 1 - ; . 
Suppose that w is an open set in 8 with compact closure. Even though Q 
need not satisfy axiom D, one can often use Corollary 4.2 to prove that A(w) 
is simplicial by showing that A(w) = d(6). For this purpose the following 
result is useful. 
THEOREM 4.4. A(w) = J(G) if afzd o~zly ;f  the Choquet boundaries of d(w) 
afzd d-(W) coincide. 172 particular, if the regular poifzts of w and the stable points 
of (r, m-e the same, then A(W) = 2(G). 
Proof. This is an immediate consequence of the Edwards, Vincent-Smith 
generalization of the Stone-Weierstrass Theorem ([20, Th. 2 and Th. 41). 
Following a suggestion of the referee, we give a self-contained proof. 
I f  the linear spaces are the same, it is obvious that the boundaries coincide. 
If  they are distinct, we may select a nonzero function f in the dual of A(w) 
annihilating .&(G). Regarding A(w) as a subspace of C(&), f may be extended 
to the latter, i.e., to a signed measure on aw. Writing this as a difference of 
positive measures, and then restricting them to A(W), we conclude that 
f = p - q, where p and q are nonzero positive functions with 
0 =fU> = P(l) - 4(l) = IIP II - II Q/I * 
From Chowet theory, P/II P II and q/II 4 II are the restrictions of probability 
measures p and Y on the common Choquet boundary of A(W) and J(G). 
Since the restrictions of p and v  to the latter space are equal, we have from 
Corollary 4.2 that p = Y, hence f = 0, a contradiction. 
The remainder of the proof follows since the regular points contain the 
Choquet points of A(w), and the stable points coincide with the Choquet 
points of d(W). 
5. THE LAPLACE EQUATION 
Let w _C R” be a bounded open set, A(w) the set of all functions harmonic 
in w and continuous in W, and &(G) the restrictions to B of all functions 
harmonic in a neighborhood of ~3. The following collects results found in 
earlier sections. 
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(1) w and G are both simplicial, i.e., A(w) and d(G) are both simplicial. 
(2) The set of regular and Choquet points on &J coincide, and their 
closure is precisely the Shilov boundary. Moreover the stable points are 
contained in the regular points. 
(3) For connected W, the simplex SA( w is a C-simplex if the set of regular ) 
points 3,~ is closed. Otherwise it is prime. 
As an esample, we mention that if w C Ra has a smooth boundary escept 
for a spine of Lebesgue (28, p. 331-3321, then every point on 8~ is regular 
except for the tip of the spine. Thus, +I is not closed so that the simplex 
S-~(W) is prime, that is, if one can solve the Dirichlet problem (with solutions 
continuous in G) for continuous boundary values f  and g on &J, then one 
cannot solve it for boundary values /z = max( f,  g) unless f  < g (or g < f). 
This supplies a vivid indication of the effect of irregular points on the Dirichlet 
pi-oblem for Laplace’s equation. 
It is somewhat more difficult to give a prime simplicial region in the piane. 
Let w be the open unit disc and c, the circular arc of ,I E w with x = r,,eia, 
C9 < B < en , where Y,~ < 1 and 8, are decreasing sequences defined below. 
Let 
A = w - ( (j Cn) u (0). 
1 
We will show that the origin is the only irregular point for A. Assuming that 
I’, -+ 0, then the origin will be a limit of regular points, and S/J&4) will be 
prime. 
It is known that if B c R2 is a bounded open set for which no connected 
component of afz is a single point, then every point in %J is regular (see 
[I, p. 1411). Consequently each point in c,~ is regular for w - c, , and thus 
for A. Since points in I%J are regular for w, they are regular for the smaller 
set A. We may apply Wiener’s criterion for irregularity at 0 (see [52, p. l&l]). 
This states that if 
A, = (5 4 A : 2-n-1 < j 1; 1 < 2-9, 12 = 1, 2,..., 
and Y.~ is the capacity of A, , then 0 is irregular if and only if 
c- log l/m < m* 
I f  we let r, = 2*-l + 2--a-2, then A, = C, . But 152, p. 841 y,n = v-~ sin e,/4, 
and since rn < 1, 
-log ylz > -log sin e,/4.3 -10g e,/4. 
NOW we let 0, = 4 exp(-n”), so -log yn > 9, and the series converges. 
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A third example in a different direction is supplied by the unit disc d C Ra 
with the origin deleted. In this case the origin is an irregular point, but the 
regular points (= unit circle) is a closed set. Thus, the simplex 52(A) is a 
C-simplex. In fact, A(d) may be identified with the set of continuous func- 
tions on the unit circle. 
Of course, ail bounded regions w C RR with smooth boundaries have 
trivial simplexes since every boundary point for such regions is a regular 
boundary point. The next section will give examples showing this is not the 
case for the heat equation. In this next section, we will also find a much wider 
variety of simplexes for the heat equation. This is in strong contrast to pro- 
perty 3 above which sh ows that only two extreme types of simplexes can 
occur for the Laplace equation. 
6. THE HEAT EQUATION: EXAMPLES 
Since the Dirichlet problem for the heat equation in a general region w is a 
relatively unexplored problem, we shall begin with some intuitive examples 
that illustrate new phenomena not found in the Laplace equation. Here we 
are considering 
au 8% --+...+g 
t - aq L rn 
in a region w C R n+l The time axis will always be represented as vertical, . 
while the space axes will be horizontal. Also, we write x = (x1 ,..., x,), 
p = (N, t), and 1 II /s = xl2 + *.. + x,~. 
The classical example is when w is the rectangle 0 < x < 1, 0 < t < T in 
R2. U(X, t) then represents the temperature in a rod of length 1 up to time T. 
One prescribes the initial temperature U(X, 0), 0 < x < 1, and the tempera- 
ture at the ends of the rod ~(0, t), ~(1, t), 0 < t < T. This is the Dirichlet 
problem where the physics of the situation tells us not to prescribe the 
temperature on the top boundary (t = T) of W, that is, the entire top bound- 
ary 0 < x < 1, will consist of irregular points. Moreover, again by physical 
reasoning, we find that the largest and smallest values of the temperature, U, 
can only occur on the three sides of co where the temperature is prescribed. 
This is the maximum principle (see [47] for a proof). 
For more general regions, one must pay special attention to the points 
where the boundary is horizontal-analogous to the side t = T in the above 
example. These horizontal hyperplanes are, of course, expected since they are 
precisely the characteristic surfaces for the heat equation. In any case, for a 
bounded open w C R n+l, the balayage procedure of Section 3 leads one to a 
candidate for a solution. This candidate does satisfy the differential equation 
in w, so only the boundary values need investigation [51]. A discussion of 
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regular points is carried out in the next section. For the remainder of this 
section we proceed intuitively. The gaps are entirely filled in by theorems of 
the next section. 
Consider the examples in Fig. 1 (i-viii). On physical grounds, the irregular 
points are those where the temperature is already determined by the past, so 
that one can not arbitrarily prescribe the temperature there. Thus, at the 
points P = (so, o t ) E aw in these figures, one anticipates that by gradually 
“cooking” (letting t 7 to) the temperature, u(P), is dictated by the past, so 
these points are irregular. 
Similarly, if w is a rectangle (like Fig. l(vii) without the interior segment), 
then all of the points on the top line except for the end points vvdll be irregular, 
while for Fig. I(vii), one must also add the interior line segment to the list 
of irregular points. On the other hand, the whole interior segment in Fig. 
l(iii) consists of regular points since on this set one is free to use any con- 
tinuous boundary values (begin at the bottom line and solve the Dirichlet 
problem separately on each side by “cooking” until the height of S is reached), 
while in Fig. l(ii), all of the points except P on the interior line segment are 
regular (cook each side separately above the height of P). It is not at all clear 
if the points labelled Q and R in these figures are regular or irregular. As m-e 
shall see in the next section, those in Fig. l(i), (“) 11 , and (iii) are regular, while 
the matter is rather delicate in the remaining cases. Below, we shall show that 
for one space variable, points like R in Fig. l(iv) are regular if and only if the 
curvature at R is positive. 
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For these same examples, one asks which of the regular points are stable. 
The point Q in Fig. l(i) (and others like it) are stable, as one can see by 
placing a slightly larger triangle with apex at Q, for then Q is evidently a 
regular point of a larger region. However, the regular points on the interior 
segments of Fig. l(ii-iii) are not stable. (See observations 1 and 2 in Section 7.) 
In contrast to Laplace’s equation, it is not known if all bounded regions are 
simplicial. The argument used for spaces satisfying axiom D breaks down 
since the balayage z -+ pz = (S,)o-w need not be affine. In fact, Kiihn and 
Sieveking [39, Section 51 have given an example of a region for which the 
regular and Choquet points do not coincide (nonetheless, their region is 
simplicial). 
Figure l(vii) provides a simpler example for which balayage is not affine. 
If  balayage were affine, by Theorem 2.5 we could conclude that the balayage 
pLz of a point x = (x0 , t,) lying above the interior segment would be concen- 
trated in the Choquet boundary. Since the Choquet points must be regular, 
ps would assign zero measure to the segment. To prove that this is not the 
case, let f  be a nonnegative continuous function on aw which is not zero at a 
point P in the segment, but is zero on the exterior boundary. It suffices to 
show that 
Extend the line segment to the opposite side and let wr be the upper open 
rectangle. Define fr as 
m = I$$), 
qEaWln ih 
y E aw, - aw .
Then we have (see [5, Lemma 4.241) 
Hence, it suffices to prove that H;“ll(z) f  0. This follows since the support of 
~2 consists of the boundary points 4 = (x, t) with t < to . 
One can show that for Fig. I(vii) two balayages will result in an affine 
dilation. Since the regular points are stationary under balayage, repeated 
balayage cannot give an afline dilation for the region described in (39, 
Section 51. 
It is instructive to use the “cooking” procedure to prove directly that the 
regions in our examples are simplicial, i.e., that SA(w) is a simplex, parti- 
cularly since this argument includes many cases not covered in examples 
given later for domains with smooth boundaries. We remark that by Corollary 
4.2, S&‘(W) is a simplex for any bounded set w, so that case need not be 
treated. 
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Two different arguments will be given, one for Fig. I(i) and (ii), and 
another for Fig. l(iv) (iii) and (vii) are trivial, while (v), (vi), and (viii) follow 
by combining these two proofs]. For convenience, we use the language of the 
plane (tz = l), but the results are true for any number, 11, of space dimen- 
sions. 
PROPOSITIOh‘ 6.1. The doom&s w of Fg. l(i-viii) are sinzplicial, and fey 
these tize Choquet and regular points coincide. 
Proof. We will show that if K is a compact subset of the regular points 
(the latter contain the Choquet points) and if f is a continuous function on K, 
then there is a function u satisfying the heat equation in w, continuous in C;,, 
and equal to f on R. It will follow from Theorem 2.3 that w is simplicial. 
First we treat Fig. l(i-ii). By Tietze’s extension theorem, we can extend f  
as a continuous function to the portion of aw below P = (-‘co , t& Solving the 
Dirichlet problem for the portion of i3w below P, we are led to the appro- 
priate value for f  at the irregular point P. Now extend f to the remainder of 
aw using the given value for f (I’), and solve the Dirichlet problem separately 
for the portions of w above t = t, , using the solution just found for the 
boundary values on the line t = t, . Call the resulting solution U(X, t). It 
remains to check that u is differentiable across the line t = to . To see this, 
drop a straight line from P to the base. Both of the resulting parts of W, call 
them wleft and wright, are regular regions so we can solve the Dirichlet 
problem and find a solution, say cleft , which equals u on the boundary of 
wleft . By the uniqueness for the Dirichlet problem (maximum principle) we 
conclude that u = alert in cleft . ljince cleft is dierentiable, so is ZI. 
Next we treat Fig. l(iv). To avoid trivialities, assume that R is an irregular 
point. L,et K _C &J be a compact set of regular points and f a continuous 
function defined on K. Since R is irregular, there is a neighborhood of R not 
in K. Place a small isosceles triangle T with vertical axis in this neighborhood 
so that R is in the interior of T. Then the larger region W+ = w u T is a 
regular region. Thus, after extending f from K to &I+, we can solve the 
Dirichlet problem. The restriction of this solution to w is the desired 
function. 
It remains to show that the Choquet and regular points coincide. Say them 
is some x E 8,~ - a,w and let ,G be the probability measure on iY,w with 
resultant z. Let E _C 8,~ be a compact set for which pz(E) > & (this is 
possible since all of the mass is concentrated in the Choquet boundary). 
Define a function f on E u (a} by letting f(q) = 1 for q E E and f(z) = 0. 
Then K = E u fz> is a compact subset of a,w and f  is continuous on K. By 
the earlier parts of this proposition, there is a solution u of the heat equation, 
continuous in c;j with u = f on K and 0 < u < 1 (since f may be extended 
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to &u satisfying 0 < f  < 1). Then, writing xE as the characteristic function 
we have 
a contradiction. 
Let us catalogue the simplexes found for our examples. In contrast to the 
Laplace equation, where only C and prime simplexes arise, the heat equation 
gives rise to a wide range of types. 
The regular points in (iii) and (vii) are closed. Hence the simplexes are 
C-simplexes. Assuming that the curve is rather flat at R in (iv), then the 
resulting measure on the Choquet points has the entire boundary as its 
support; therefore the corresponding simplex is prime. 
For the region w in Fig. i, let P = (x0 , to) and / be the horizontal line 
through P. By the maximum principle we may identify A(w) with a subspace 
of C(&). Letting S be the points (x, t) E au with t < to, and 
J = {fE c(aw) :fl s = 01, we have J C A(w). One can see this by cooking: 
iffrz J, extendf to be zero on the trapezoid T below /, and solve the Dirichlet 
problem on each of the triangles above /, with initial data 0. As we have seen 
above, the resulting function will be in A(w). On the other hand, if 
S, = S - {P}, each g E C(S,) extends to an element of A(int T), and thence 
to an element of A(w) by cooking. Moreover, any two such extensions differ 
by an element of J. Thus the quotient space A(W)/] may be identified with 
C(S,). A(w) is an extension of the C-simplex space J by C(S,,), and is thus a 
GC-space in the terminology of [23]. 
An analysis of Fig. (ii) is similar to that for (i): again one obtains a GC- 
space. The structure for (v) and (vi) ( assuming the curvature at Q in (v) and 
(vi), and R in (vi) is zero) is more complicated since the analoge of d(w)/J 
contains one (or two) prime ideal (s). 
7. THE HEAT EQUATION: REGULARITY OF BOUNDARY POINTS 
Here we give some criteria for determining if a boundary point is stable, 
regular, or irregular. This is applied to prove that if a bounded set w C R2 
has a smooth boundary, then w is simplicial for the heat equation in one space 
variable. 
The following observations are useful in any discussion of regular or stable 
points. 
Observation 1. If  a point is regular (resp. stable) for a region, then it is 
regular (resp. stable) for any smaller subregion. That is, if w1 C w and 
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p E a,, n &J is a regular (stable) point of a~, then it is a regular (stable) 
point of &J, . 
For regular points, this is proved by the characterization of regular points 
in terms of barriers [5, p. 136ff]. For stable points, this follows from state- 
ment 3 of Theorem 4.3. In a similar way, one proves 
Observation 2. Regularity and stability are local properties, that is the 
regularity (or stability) of a boundary point p depends only on the nature of 
the boundary near p. 
One particular consequence is that if p E &I is the midpoint of the top of 
some box contained in w, then p is irregular-for it is irregular for the smaller 
box. This immediately proves that all the points labeled P and P’ in the 
previous figures are irregular points. 
These observations are not of help unless one has workable criteria for 
regularity. The following is mentioned without proof in [43, p. 3361. 
PROPOSITION 7.1. Let w C W+l be a bounded open set and p E am. If there 
is an upward pointing cone in Rn+l - w with vertex at p, then p is a regular 
(and stable) point of 8 w zc ward pointing means that the axis and geaerators of ( p 
the cone are not horizontal, and we only use the part of the (double) cone below 
the vertex). 
Proof (sketch). For the regularity, one follows the proof of a similar 
assertion for the Laplace equation [47, pp. 137-1881, using a function con- 
structed in [5, p. 791 in place of the fundamental solution of the Laplacian. 
In the special case w C R2, there is also a different easy proof using “cooking.” 
To prove the stability, let w* denote the intersection of a small ball about p 
with the exterior of the cone, so p E au* and w* is larger than w in some 
neighborhood of p. By Observations 1 and 2, p is a stable point of w. 
An immediate consequence is the next result. 
COROLLARY 7.2. Let w C R1+l be a bounded open set such that (3 is a 
smooth (Cl is enough) n + 1 manifold with boundary. If  the outer normal at 
p E & is not in the +t directiorz, then p is a regular azd stable point. 
We now- investigate the case where the outward pointing normal at p E aw 
is vertical upward. The most refined result on this is due Petrovsky [46]. 
A special case is sufficient for our purposes (see also Kamke [33]). 
PROPOSITION 7.3. (a) Let w C R n+l denote the intersection of the ball 
j x I2 + t2 < 1 with the “almost parabolic” cylinder 
xl2 < 4X j t / log 1 log 1 t / , t < 0, 
where X > 0 is a constant. If X < 1 then the cwigin is a regular boundary point. 
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(b) Let w C R”+l denote the intmsection of the ball / x 12 + t2 < 1 with the 
“almost paraboloid” 
1 x 12 < 4 1 t / log j log I t / , t < 0, 
where h > 0 is a constant. If h > 1 then the origi?z is an irregular boundaqjpoint. 
Note that the ball j x Jy + t2 < 1 has been used only to insure that w is 
bounded. We remark that the above equations are a bit more intelligible 
upon recognizing the familiar fundamental solution exp( -2j4t) in them. 
The geometric situation is clarified in the following sequence of consequences 
which seem to thave escaped attention in the literature. 
COROLLARY 7.4. (a) Let w C Rn+l deuote the ilztersection of the ball 
1 x I2 + t2 < 1 with the region below thepaFabolic cylinder 
1 x1 je= = -ct, t < 0, 
where c > 0 and 01 > 0 are constants. Then the origin is a regular-and stable- 
boundary point if a < 1. 
(b) Let w _C Rn+l denote the intersection of the ball 1 x I2 + t2 < 1 with the 
region below the paraboloid 
j x j2= = -ct, t < 0, 
where c > 0 and a > 0 are constants. Then the origin is an irregular boundary 
point if a > 1. 
Proof. (a) Write the equation of the upper boundary of the region as 
1 x1 I2 = [ ct I1/~. If  0 < 01 < 1, we have 
4 j t 1 log I log I t / 1 > j ct jl’a 
for all 1 t j sufficiently small. Therefore, the origin is a regular point for the 
larger region of Proposition 7.3a, and hence is both regular and stable for the 
smaller region w. 
(b) If  a! > 1, then 
8 I t j log 1 log I t j / < I ct jl’m 
for all t sufficiently small. Therefore the origin is irregular for the smaller 
region of Proposition 7.3b, and hence irregular for the larger region w. 
By utilizing this criterion and Taylor’s Theorem, it is now possible to 
prove a very satisfactory result for regions in R” with smooth boundaries. 
THEOREM 7.5. Let w C R” be a region with C3 boundary andp E &J a point 
where the outer normal is in the +t directiofz. Then p is a regular (and stable) 
point if and only if the curvature of &J at p is positive. 
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Remark. As the proof will show, it is actually sufficient for the boundary 
at p to be Cz+v, 0 < y  < 1, that is, for the second derivative to satisfy a 
Holder condition with exponent y  for any 0 < y  < 1. 
PYQOJ We shall let p = (0,O) be the origin and write the equation of the 
boundary curve near p as 
t = -c&) = -+#qo> x2 + O(l 31: 13)1, 
where we have observed that $(O) = $‘(O) = 0, and that 4”(O) is the curvature 
there. If  4”(O) > 0, then near x = 0 the boundary lies below some parabola 
t = --a?, a > 0. By Corollary 7.4 the origin is a regular point of every such 
parabola. Since &I lies below this parabola, by Observation 1 the origin is 
a regular point for &J. The stability is clear since the origin is regular for a 
larger region. 
On the other hand, if $“(O) = 0, then near x = 0 the boundary lies above 
some curve t = ---a~~~, a > 0, a > 1 and hence is an irregular point. 
For several space variables, w C FPfr, n > 2, our results are less complete. 
The statement is similar to one of Rohn-Nirenberg [3g, pp. 8148151 in 
their discussion of smoothness of solutions to the heat equation at a point on 
the boundary where the outer normal is in the --t direction. 
THEOREM 7.6. Let w C R”+l be a region witlz C3 boumlmy and p E SW a 
point wolzere the outer normal is in the +t direction. Then 
(a) p is regular (and stable) if 8 w near p lies below some parabolic cylipzder; iti 
particular this is true if all of tlze principal cumatures of 3, at p are positive; 
(b) p is irregular if all of the principal curvatures at p are nzonpositive. 
Proof. Let -t = 6(x) be the equation of a, near p? which we take to be 
the origin. For part (a), the assumption that near p lies below some parabolic 
cylinder means that, if (x, t) E aw there, then for some c > 0, 
where at least one 01. i 3 +- 0. By a rotation of the space variables (valid since 
the equation is invariant under such transformations) we can assume a, 
near p lies below the parabolic cylinder t < --curs. Thus, Corollary 7.4 is 
applicable and gives the desired result. I f  all of the principal curvatures of 
&J at p are positive, then the hessian matrix (62$/ax2 ax?) is positive definite in 
a neighborhood of x = 0. Thus by Taylor’s Theorem, for all x in that 
neighborhood, 
where c > 0 is a constant. Consequently aw near p lies below some para- 
boloid and a fortiori below some parabolic cylinder. 
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For part (b), Taylor’s Theorem again gives us 
--t = 4(x) d O(l x 13), 1 x 1 +o. 
Thus, for all x in some neighborhood of x = 0 
that is, aw near p lies above the “almost parabolic” cylinder -t = j x Is/a. 
Therefore, by Corollary 7.4b, p is an irregular boundary point. 
As in the previous theorem, one can relax the boundary requirement for 
part (b) to C2+y, 0 < y  < 1, while for part (a) we only used that the boundary 
was C2. The gap between the conditions in parts (a) and (b) occurs when the 
hessian 4” = (a%$/&, axj) is indefinite, as well as for some semidefinite cases. 
In particular, we are unable to discuss the regularity of the origin for the 
regions below the surfaces 
or 
-t= --X2+y2 
-t = (x cos(x2 + y’) - y  sin@+ + y2))“. 
The first surface is a hyperboloid, so 4” is indefinite. The second surface 
satisfies t < 0, but t = 0 for all points X, y  on a spiral in the X, y  plane passing 
through the origin; thus there is no way to fit this surface below any parabolic 
cylinder. 
It is now easy to show that smoothly bounded regions in R” are simplicial 
for the heat equation. 
THEOREM 7.7. Let w C R2 be a bounded open set such that (3 is a smooth 
(C? is enough) l-manifold .with boundary. Then w is simplicial. 
Proof. By Corollary 7.2 and Theorem 7.5, every regular boundary point 
is stable. Applying the remark immediately preceding Theorem 4.4, we con- 
clude that w is simplicial. 
Remark. Examination of the proofs shows that it is actually sufficient to 
assume that the boundary is only C B+~ for some y  E (0, I] at the points where 
the outer normal is vertical upward, while Cl is sufficient for all other bound- 
ary points. One would need a strengthened version of Theorem 7.6 in order 
to extend Theorem 7.7 to regions w c Rn+l. 
Added in proof. We have recently extended Theorems 7.5 and 7.7 to 
similar results for w C R”+l a bounded smooth n + 1 manifold with bound- 
ary [581. 
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8. OTHER ELLIPTIC AND PAR~OLIC EQUATIONS 
Here we consider the extension of the above results to more general second 
order elliptic and parabolic equations. 
Let 
where the aij , bi , c are, say, Cr functions and L is uniformly elliptic, that is, 
where y  > 0 is a constant. The equation Lu = 0 corresponds to the Laplace 
equation, while the parabolic equation Lu = au/at corresponds to the heat 
equation (of course, for parabolic equations, the coefficients may also depend 
on t). The hypothesis c > 0 is made to insure that a maximum principle 
holds. It can be relaxed for the parabolic case. 
EZZ@ic CUJ-e. All the axioms of the axiomatic theory are fulfilled [5, 
Section 9; 31 Th. 36.21. Thus, if c = 0, all the results of Sections 2-5 remain 
true without change. However, if c + 0, then L( 1) f  0, so the set of solutions 
of Lu = 0 in some bounded open set w Z Rn, continuous in ~3, does not 
contain the constants. Thus we do not have a function system in the sense of 
Section 2. Since all of the results of these sections still makes sense, we are led 
to define a more general concept of function system. This is carried out in the 
Appendix, where we prove that all of our previous results hold for elliptic 
operators, requiring only that c 3 0. As opposed to the parabolic case below, 
me mention that for an elliptic operator with Cl coefficients, a boundary point 
is regular if and only if it is regular for the Laplace operator (see [4] and 
other references there). 
Parabolic case. Again, all of the axioms of the axiomatic theory are ful- 
filled [5, Section 91. Thus, if c = 0, all of the results of Sections 2-4 (in so 
far as they apply to the heat equation) remain true without change for the 
general case. The extension to c > 0 is carried out in the Appendix. 
But most of these results say little about the Dirichlet problem for an open 
set w C Wfl. In the special case of the heat equation, this was carried out in 
Sections 6-7. Many of the results in these last two sections extend to general 
parabolic equations; however, the question of the regularity of boundary 
points is much more delicate than in the elliptic case-where, as mentioned 
above, it is sufficient to examine the regularity for the Laplacian. The follow- 
ing counterexample shows that the corresponding assertion is false for 
parabolic equations. 
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THEOREM 8.1. If CK > 1, there are boundary points which are regular fw 
vt = CA,, which are not regular for ut = u,, . 
Proof. Consider the curve 
PM = 4 I t I 1% I 1% I t I I 9 t < 0. 
Let x = CX~ in the equation for v. Then vt = vEb . Consider the region under 
the curve la = p(t), t < 0 but above the line t = --1. By Proposition 7.3, 
the origin is a regular boundary point, that is, the origin as a boundary point 
of the region under x: 2 = dp(t) is a regular point for vt = OL%~. . But since 
01 > 1, the origin for this same region is not a regular boundary point for 
Ut = u,, . 
Nonetheless, this subtlety is not an obstacle in discussing the Dirichlet 
problem for smootlz boundaries for the parabolic equation 
where the coefficients are constant and the matrix A = (aii) is positive 
definite. To see this we use a standard device. Let b = (b, ,..., b,) and define 
a new dependent variable v(x, t) by 
v(x, t) = u(x, t) ey*=-lt, 
where y  = A-lb/2 and h = c - (6 . AFb)/4. Then v  satisfies 
It is clear that one can solve the Dirichlet problem for v  in w with this last 
equation if and only if one can solve the problem for u in w with the earlier 
equation. We further reduce this by introducing new independent variables. 
Write A = P’, where P is also positive definite and let x = Pt. The equation 
now reads 
Since Theorems 7.5, 7.6, and 7.7 are valid for this last equation (of course, 
n = 1 for 7.5 and 7.7), and since their hypotheses are invariant under the 
change of variable x = Ps, we conclude that these theorems are also true for 
the general constant coefficient equation. In contrast to Theorem 8.1, this 
implies that a boundary point of a smooth w C Ra is regular for ut = u,, if and 
only ifit is regzclar for ut = aQuzz , where a f  0 is a constant. 
It is interesting to note that in case c f  0, although these equations are not 
satisfied by constants, the procedure allows us to avoid the complications of 
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the Appendii. Most of these questions are still unresolved for equations 
with variable coefficients. 
APPENDIX: EQUATIONS WITHOUT CONSTANT SOLUTIONS 
We have seen above that various spaces of harmonic functions may be 
represented as the affine functions on a simplex. This has required the assump- 
tion that 1 be harmonic. In this section we will show that if we assume that 1 
is only superharmonic (which is the case for the equations considered in 
[5, p. 86(a), (b), p. 841) then the corresponding spaces may be realized as 
simplex spaces (see [21, Section 2]), i.e., the afline functions on a simplex 
which vanish at a distinguished extreme point. Since one has analogs of 
Theorems 2.3, 2.6, and 2.7 for simplex spaces, these results are available for 
equations without constant solutions. 
As in Section 2, X will denote a compact metric space. A function space A 
on X is a closed linear subspace of C(X) which strongly separates points in X 
(see Section 1) and contains a strictly positive function. We give il the relative 
ordering and norm, and let 4+ be the cone of positive elements. If  a E -4 is 
strictly positive, there is an E > 0 with a > E, hence any element of 4 is 
dominated by a multiple of a, and A = 8” - A+. 
We let P(-4) be the cone of positive linear functions on ,4. Since A+ is 
closed, ;4 is complete, and A = A + - rl+, we have from [44, Th. 5.41 that 
positive linear functions are bounded, i.e., P(B) is contained in the Banach 
dual A*. We let 2 = ,‘(a) = P,(A) be the states on A, i.e., the p E P(4) 
with I/p I/ < 1. Z(-4) is a weak* compact metrizable convex set. Letting A,(Z) 
be the continuous affine (see Section 2) functions on Z vanishing at 0, each 
a E 4 defines an element of L40(Z) by a(p) = p(a). Since a < h < c and 
11 a !/ , !I E // < 1 imply [I b // < 1, we have, from [3: Th. 21, 
LEMMA A.1. The above cowespondence dejkes a3z isomett.ic order iso- 
morphis of A 03zto A4,(.Z). 
We define a homeomorphism 6 of X into Z(4) by 6(x)(aj = u(xj. The 
Choqzlet boz&ayy a,X is the preimage of E?(A) (this might be empty). We 
say that a function space A is a function systenz if for each a, b E A with 
jj a /I, 11 b I/ < I, there is an element c E A with a, b < c and/j c jj < 1. We note 
that if 1 E ,4, -4 is a function system since we may let c = max(li a /I , j/ b I/) 1. 
From [3], we have 
TKEOREM A2. 1f 4 is a fu33ction system, then 
S(i3,X) u (0) = EqA), 
128 EFFROS AND KAZDAN 
and the closure of a,X is the minimal closed boundary, i.e., the s/&v 
boundary 8,X. 
We let Q(X) C C(X)* be the positive measures p on X with /I ,U 1) < 1. Q(X) 
is convex, and compact in the weak* topology. Let W(X) _C C(X) be the 
wedge of functions of the form w = a, A **. A a, with ai E A. We order 
Q(X) by P i v if p(w) 2 v(w) f or all w E l+‘(X). Since A strongly separates 
points in X, IV(X) - bV(X) is a dense subspace of C(X) (see Section 1). 
Thus W(X) distinguishes measures in Q(X), and if p < v and v < p, then 
p =v.IfE*>&&, then p(a) = a(x) for a E A, and we say that p has resultant x. 
THEOREM A3. Suppose that A is a function system. Then a measure 
p E Q(X) is maximal in the ordering < zjc atld only a7 it is concentrated in 3,X. 
Each measure p EQ(X) is majoked by a maximal measure v  EQ(X). Further- 
more, the follozuing are equivalent: 
(1) A distinguishes measures on a,(X), 
(2) Z(A) is a simplex, 
(3) A satisfies the strong Riesz property. 
Proof. Since A is a function system, A = A+ - A+, and P(A) is a 
proper cone. In addition each positive linear function on A is bounded (see 
above), hence P(A) is weakly complete. Finally from [3, Th. 11, Z = Z(A) 
is a universal cap for P(A). Thus Choquet’s theory of conical measures is 
available to us (see [14; 13; 8; 171). 
Identifying X with its image 6(X), each measure p EQ(X) determines a 
probability measure p,, on Z(A) by 
However, one cannot expect p < v to imply p. < v. with respect to the 
wedge LV(Z) defined in Section 2 for any compact convex Z, since W(E) 
involves affine functions which are not zero at 0. This problem is avoided by 
using conical measures. Let %J< be the wedge of functions of the form 
w=a,A *a* A a, with ai E A, and go be the lattice of functions w. - w. . 
A conical measure is a positive linear function y  on go .l If y  is carried by P(A), 
i.e., if f E go and f ) P(A) > 0 imply y(f) > 0, then y  has a resultant 
p = Y(Y) E P(A) satisfying a(p) = r(a) for all a E A. We let r(Z) be the 
conical measures with resultant in .Z. If p EQ(X), the conical measure y(p) 
defined by Y(p)(f > = p(f), f E go has th e same resultant as the probability 
measure p. , and thus lies in r(Z). Since W(X) is just the restrictions of 
r;Yo to X, ,U < v if and only if y(p) < y(v), and in particular, y is one-to-one. 
Given p E Q(X), let y1 be a maximal conical measure with Y(,u) < y1 . 
Since Z is a cap, there is a maximal probability measure v on Z with v 1 V, = 1/1 
1 If y1 and ys are conical measures, we write y1 > yB if n(w) > y,(w) for all w E W, - 
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(see [S, Prop. 61). B u I+ = v  - ~((0)) S, is concentrated in E(C) - (0) = a&r’, t 
and in particular must lie in Q(X). We have 
l+l) = Yl > Y(P), 
and vr must be maximal in Q(X). I f  p is already maximal, FL = ~1~ and 
,(X - a,x) = 0. 
Conversely suppose that p E Q(X) is concentrated in a,X = E(Z) - (0). 
Since ,?I is a cap, E(Z) is contained in the extremal rays of the cone P(il) 
(see [4X, Prop. 11.11) and y(p) must be an extreme conical measure. 
Since .Z is 2 universal cap for P(A), 2 will be a simplex if and only if P(A) 
is lattice ordered (see [48, Prop. 11.31). On the other hand from [17, Th. 3.11, 
the latter will occur if and only if points in Z’(a) are the resultants of unique 
maximal conical measures. From the above results we have (2) o (I). Also 
from [17, Th. 3.11, P(A) will be a lattice cone if and only if ,4 has the strong 
Riesz property, hence we have (2) o (3). 
I f  il is a function system with Z(A) a simplex, we say that A is simplicial. 
Slightly modifying the proof of Theorem 2.3, we have 
THEOREM A4 IfA C C(X) is a function system, the Jfollozuing are equizvz- 
lent: 
(1) A is simplicial 
(2) Each continuous function defined on a compact subset of P,X may be 
extended to an element of il with the same norm. 
We define a map D of X into Q(X) to be a dilation in the same manner as in 
Section 2, and we similarly define the D-regular points a,rD(X). As in Proposi- 
tion 2.4, a,.o(X) is a Ga-set. We say that a dilation D ispat if Dl is the limit 
of an increasing net of positive functions in A. 
THEOREM A5 If a function space A c C(X) has a jlat dilation, then A is a 
function system, 
Proof+ If a, li E Aq and /I a 11 , (16 [I < 1, then a, b f  1. We have that a < I 
implies that D(x)(a) < D(x)(l). Since a E W r\ (- W), 
a(x) = S,(a) = (Dx)(a) < (Dx)( 1) = (Dl)(x). 
Similarly 6 < Dl. Let c, E A+ be an increasing net converging to Dl. Given 
E > 0, choose an element c E A with 0 < c < E (by assumption, A contains 
a strictly positive function). By Dini’s Theorem (see [42, Section 16A]) c, A a 
converges uniformly to a, and there exists an index 01 with n < c, + c. I f  0: 
is sufficiently large we may also assume 6 < c, + c. Since D(x) EQ(X), we 
have D(l)(x) = D(x)(l) < 1, hence c, < 1. 
505/8/x-9 
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Thus 
II ccl + 62 II d 1 + E 
and A is a function system. 
Defining ajine and weakly afine as in Section 2, 
THEOREM A6. Let A _C C(X) be a function system. If A is simplicial, then 
it has a flat ajine dilation D. Conversely, if D is a weakly afine dilation for A, 
then A is simplicial, and D must coincide .with the flat a@ne dilatiola sending each 
x E X into the unique TV E Q(X) concentrated in a,X with resultant x. IYZ parti- 
cular, aTDX = 3,X. 
Proof. Using the notation introduced in the proof of Theorem A.3, we 
have the following analog of (2.1). If w E YKO and p E 2, then we may define 
w(p) = inf{y(w) : y E r(Z), r(y) = PI 
= sup{a(p) : a E A, a < 4 P-1) 
(see [13, Prop. 611). 
Suppose that A is simplicial. For each p E C, let yz, be the unique extreme 
conical measure with resultant p. As we saw above, there is a corresponding 
maximal measure p2, in Q(X). Letting D(x) = p+ for x E X, the argument 
used for Theorem 2.5 shows that D is an affine dilation. Define a function 
Non ,ZbyN(p) = //p]]. We have 
N(P) = supMa) : a E A+, II a II < 11 
since if b E -4, /I b /I < 1, there is an element a E A with 0, b < a, 11 a I/ < 1. 
Let a, be dense in {a E A+ : 11 a [I < l}, and define 6, inductively, letting 
b, = a, and choosing bnfl with b, , a,,, 6 b,+l, 11 b,+I I] < 1. Then 
N(p) = lim b,(p). 
Since N(x) = 1 for x E a,X and pa is concentrated in a,X, 
~~(1) = am = lim pp(un) = lim a,(p). 
Restricting to x E X, 
(Dl)(x) = (Dx)(l) = lim a,(x), 
hence D is a flat dilation, 
The remainder of the proof is identical to that given for Theorem 2.5. 
Turning to Theorem 2.6, 
THEOREM A7. If A 2 C(X) is a function system. the follosuing are equiva- 
lent: 
(1) Z(4) is a C-simplex. 
(2) A 1 8,X = C(a,X). 
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Using a result of Rogalski, (see [49; 221) one has that the following weaker 
properties are equivalent: 
(3) .Z(-4) is a simplex for which the extremal rays form a closed set. 
(4) A is lattice ordered. 
Suppose that A C C(X) is a simplicial function system. We say that Z(A) 
is O-~&E if given closed faces Q1 and Q, containing 0 with convex hull E(a) 
we must either have Qr = Z(A) or Qz = 2(‘(A). Defining antilattice as in 
Section 2, 
THEOREM Ag. suppose that A is a function system with Z’(A) a simplex. 
Tlzen tlze following are equivalent: 
(1) J&4) is O-prime 
(2) A is an antilattice. 
If  Z(ll) is a simplex and p E Z(J, let R, be the smallest closed face 
containing p and 0. 
THEOREM A9. Suppose that A is a function system with Z(d) a simplex. 
If there is apoilrt x E 3,X with R, = Z(A), then A is ma antilattice. 
Suppose that A is a function system with J&4) a simplex If x’ E X, let y, 
be the maximal measure with resultant x, and S, be the support of p2 . 
COROLLARY -410. If there is a point x E 8,X wit11 S, 2 a,X, then d is an 
antilattice. 
Turning to a harmonic space Sz, we may replace the assumption that 1 is 
harmonic with 1 is superharmonic. With obvious modifications, all of Section 
3 and Section 4 remain true. For example, if w is an open set with compact 
closure, we have for x E G, B(x) E Q(G) since 1 is superharmonic and 
B(x)(l) = afw(&) < 1. 
The argument given for Theorem 3.2 shows that B is a dilation. If  Sz satisfies 
axiom D, then from the proof of Theorem 3.3, B is weakly affine, and since 
s(x) = Rpyx) 
is the limit of an increasing sequence of functions in a(,), B is fiat. Thus 
A(w) is simplicial. I f  one excludes the possibility that pLzs is concentrated in 
(x} in Lemma 3.8, Lemmas 3.5-3.8 remain unchanged, and deleting (a), one 
obtains the analog of Theorem 3.9. Finally one can show that if K C 5? is 
compact, then Keldych balayage is a flat afiine dilation for d(K), hence the 
latter is simplicial (this does not depend on axiom D). 
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