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This paper is concerned with perturbation formulae of the form
jjf ðaÞ  f ðbÞjjLp ðM;tÞ4K jja bjjLp ðM;tÞ
with K > 0 being a constant depending on p and f only, where f is a real-valued
Lipschitz function and a; b are self-adjoint t-measurable operators afﬁliated with a
semiﬁnite von Neumann algebra ðM; tÞ, such that the difference a b belongs to
LpðM; tÞ; 15p51. In order to treat the situation where the von Neumann algebra
M is not necessarily hyperﬁnite, we ﬁrst develop an integration theory with respect to
ﬁnitely additive spectral measures in a Banach space. Applied to product measures
this integration theory may be considered as an abstract version of the double
operator integrals due to Birman and Solomyak. To describe the class of integrable
functions we employ our recent study of multiplier theory in UMD-spaces. Our
perturbation formulae extend those of Davies and Birman–Solomyak for the case
when M is a hyperﬁnite I1-factor (i.e., for the Schatten p-classes). We also discuss
analogous perturbation results in the setting of symmetric operator spaces associated
with ðM; tÞ. # 2002 Elsevier Science (USA)1. INTRODUCTION
The notion of a double operator integral emerged from the papers of
Daletskii and Krein [10, 11]. Such an integral is formally written as
QðT Þ ¼
ZZ
jðl; mÞ dFmT dEl; ð1:1Þartially supported by the A.R.C.
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DOUBLE OPERATOR INTEGRALS 53where El; Fm are spectral families in the separable Hilbert space H; T is
some bounded linear operator on H, and jðl;mÞ is a bounded complex
valued function, where the integral is considered in the sense of iterated
Riemann–Stieltjes integration. Further development of this construction
was given in a series of papers by Birman and Solomyak (see [4–6, 8, 33]),
where, in particular, interesting and important perturbation results for
operators in Schatten ideals Cp; 14p51, are given. The question as to
whether the operator QðT Þ could be deﬁned by integration with respect to an
appropriate product measure was explored in [4, 5]. The starting point of
Birman–Solomyak’s theory is the simple observation that QðT Þ can be
deﬁned as a Lebesgue integral with respect to the C2-valued spectral
measure El  Fm (here C2 is the Hilbert–Schmidt ideal). In this special case,
the mapping T ! QðT Þ is a continuous linear operator (transformator) on
C2. To deﬁne the transformator Q on the Schatten ideals Cp and to further
study its properties, it is crucial to observe ﬁrst that the trace ideal C1 is
contained in the Hilbert–Schmidt ideal C2 (consequently, QðT Þ is deﬁned
whenever T is of trace class). Further, there exists an integral representation
for QðT Þ with kernel jðl; mÞ, whenever T is a one-dimensional operator (and
so methods based on the estimates of singular numbers of integral operators
are available). These observations are based on the fact that the von
Neumann algebra LðHÞ of all bounded operators on H is a hyperﬁnite
factor of type I. This partially explains the major technical obstacles to the
main objective of present paper: to study double operator integrals in the
setting of non-commutative Lp-spaces associated with an arbitrary (not
necessarily hyperﬁnite) semiﬁnite von Neumann algebra M on H. More-
over, we will treat double operator integrals in more general non-
commutative spaces, which are not assumed to satisfy any separability
condition (i.e., which are not necessarily regular in the sense of [8]).
Our present approach is based in part on a well-known observation, that
double operator integrals given by (1.1) can be considered as continuous
generalizations of the classical Schur multipliers. In fact, Schur multiplier
operators on (inﬁnite) matrix spaces are of the form
Tm : x ¼
X
i;j
aijeij !
X
i;j
mijaijeij; ð1:2Þ
where m ¼ ðmijÞ is an (inﬁnite) matrix and feijg is the usual system of matrix
units corresponding to some orthonormal basis feig inH. If we denote the
orthogonal projection inH corresponding to ei by pi, then (1.2) can also be
written as
Tm ¼
X
i;j
mijPi  Pj; ð1:3Þ
DE PAGTER, WITVLIET, AND SUKOCHEV54where the operators Pi  Pj are deﬁned by ðPi  PjÞx ¼ pixpj for all
(inﬁnite) matrices x. Double operator integrals, deﬁned on the spaces
LpðMÞ ð¼ non-commutative Lp-spaces associated with M) are then
operators on LpðMÞ of the form
Tj ¼
Z
R2
j dðP  QÞ: ð1:4Þ
Here j is some Borel function on R2 and P  Q is a ﬁnitely additive spectral
measure in LpðMÞ which is given by
ðP  QÞðA BÞx ¼ pðAÞxqðBÞ ð1:5Þ
for all x 2 LpðMÞ and all Borel rectangles A B in R
2, where p and q are
spectral measures associated with two (generally unbounded) self-adjoint
operators in H afﬁliated with M. As in the case M ¼LðHÞ, the main
obstacle in deﬁning operators of the form (1.4) is that in general the ﬁnitely
additive measure P  Q given by (1.5) is not necessarily countably additive
and of bounded variation (with respect to the strong operator topology) on
the algebra generated by all Borel rectangles in R2. The main technical
ingredient of our present approach to this problem consists of exploiting
special geometric properties of non-commutative Lp-spaces, which allows an
application of the multiplier theory from [9]. The connection of this theory
with Schur multipliers has been given recently in [13], where it was also
shown how results from [9] on discrete multiplier problems can be adjusted
to suit the continuous case as well. One of the important technical tools is
the systematic use of unconditional Schauder decompositions in combina-
tion with the UMD-property of the reﬂexive non-commutative Lp-spaces.
An important feature of the theory developed is its applicability to general
Banach UMD-spaces.
We now give a description of the results of the paper. In Section 2 we
deﬁne an integral for ﬁnitely additive spectral measures in general Banach
spaces which seems the most appropriate for the integrals appearing in (1.4).
Of course, deﬁnitions of integrals with respect to ﬁnitely additive measures
have been considered before, in particular by Kluvanek [24,25]. However,
these integrals are too restrictive for our present purposes (see Remark
3.14). Although in the present paper the integration theory that we develop
will be used to deﬁne double operator integrals, our general framework is
ﬂexible enough to be used in other settings as well (see Example 2.13). The
crucial property of the class of integrable functions (with respect to our
deﬁnition) is that it is an algebra and that the integration mapping is an
algebra homomorphism, which is shown in Proposition 2.8 (see also
Proposition 2.11). This section also contains some technical results from
interpolation theory which will be used in Section 4. Double operator
DOUBLE OPERATOR INTEGRALS 55integrals in general Banach spaces are deﬁned and discussed in Section 3.
We present several sufﬁcient conditions on a function j to ensure existence
of the integral Tj in (1.4) (see Theorems 3.13 and 3.15). The main result of
this section is given in Theorem 3.15. An application of the latter will be
found in Section 4 (see Propositions 4.6, 4.10 and Corollary 4.9) which
contains applications of the general theory to non-commutative Lp-spaces
and, as well, to symmetric spaces of measurable operators associated with a
semiﬁnite von Neumann algebra. In Section 5 we collect a number of results
concerning various notions of convergence in symmetric spaces of
measurable operators. Section 6 contains a crucial estimate (Proposition
6.6) which plays an important role in the proof of perturbation formulae
which are given in the next section. This estimate goes back to Birman and
Solomyak [6] in the case of symmetrically normed ideals of compact
operators. Our proof makes use of some of their ideas. However, the main
technical ingredients of our proof (which is designed to suit also to type II
von Neumann algebras) are quite different. In Section 7 the results of
Sections 4–6 are applied to obtain perturbation formulae in general
symmetric operator spaces associated with semiﬁnite von Neumann algebra
M equipped with a faithful normal semiﬁnite trace t. The main results (see
Theorem 7.4 and Corollary 7.5) show, in particular, that if f :R! R is a
Borel function such that f 0 is of bounded variation, and if a and b are
t-measurable operators such that a b 2 LpðM; tÞ, with 15p51, then
f ðaÞ  f ðbÞ 2 LpðM; tÞ and there exists a constant K > 0, only depending on
the function f and on p such that
jjf ðaÞ  f ðbÞjjLpðM;tÞ4K jja bjjLpðM;tÞ: ð1:6Þ
Specializing (1.6) to type I setting we recover the results of [8, 12]. Finally,
Section 8 contains some additional discussion of the classes of functions for
which (1.6) holds. In particular, it is shown that (1.6) holds for a wider class
of functions than those for which f 0 is of bounded variation.
2. INTEGRATION WITH RESPECT TO FINITELY ADDITIVE
SPECTRAL MEASURES
Let X be a complex Banach space. As usual, for x 2 X and x* 2 X * the
linear functional x x * on LðX Þ is deﬁned by hT ; x x *i ¼ hTx; x *i for
all T 2LðX Þ. By LðX Þ0s we denote the dual space of LðX Þ with respect to
the strong operator topology. As is well known, every g 2LðX Þ0s can be
written as g ¼
Pn
i¼1 xi  x
*
i with xi 2 X ; x
*
i 2 X * (see [20, Theorem VI.1.4]),
and so LðX Þ0s can be identiﬁed with the algebraic tensor product X  X * .
DE PAGTER, WITVLIET, AND SUKOCHEV56We recall that the nuclear norm n1 on X  X * is deﬁned by
n1ðgÞ :¼ inf
Xn
i¼1
jjxijj jjx*i jj : g ¼
Xn
i¼1
xi  x*i
( )
: ð2:1Þ
Furthermore, for S LðX Þ0s we write
?S ¼ fT 2LðX Þ : hT ; gi ¼ 0; 8g 2 Sg:
Remark 2.1. (a) If X is reﬂexive then the dual space of ðX  X * ; n1Þ can
be identiﬁed with LðX Þ, i.e., for every F 2 ðX  X * ; n1Þ* there exists a
unique T 2LðX Þ such that hg;Fi ¼ hT ; gi for all g 2 X  X * (see [14,
Corollary VIII.2.2]).
(b) If X is reﬂexive and S is a linear subspace of LðX Þ0s, then it is a
consequence of (a) and the Hahn–Banach theorem that ?S ¼ f0g if and
only if S is n1-dense in X  X * . In particular, if S LðX Þ
0
s satisﬁes
?S ¼
f0g and if F :S ! C is a n1- continuous linear functional, then there exists a
unique TF 2LðX Þ such that
hTF; gi ¼ hg;Fi ð2:2Þ
for all g 2 S.
LetA be an algebra of subsets of the non-empty set O and let B be the s-
algebra generated by A. We will denote by BðO;BÞ the collection of all
bounded B-measurable functions on O. If O ¼ R or O ¼ R2, and B is the
Borel s-algebra, then we write BðRÞ and BðR2Þ rather than BðR;BÞ and
BðR2;BÞ.
We recall that the ﬁnitely additive measure F :A!LðX Þ is called a
ﬁnitely additive spectral measure if F ðA\ BÞ ¼ F ðAÞF ðBÞ for all A;B 2A (in
particular F ðAÞ ¼ F ðAÞ2 for all A 2A) and F ðOÞ ¼ I . If A ¼ B and F is s-
additive with respect to the strong operator topology, then F will be called a
spectral measure. By simðAÞ we denote the space of all complex-valued A-
simple functions on O. For s ¼
Pn
i¼1 ai1Ai 2 simðAÞ the integral of s with
respect to the ﬁnitely additive spectral measure F is deﬁned byZ
O
s dF ¼
Xn
i¼1
aiF ðAiÞ: ð2:3Þ
It is easy to see that the mapping s!
R
O s dF is an algebra homomorphism
from simðAÞ into LðX Þ.
In this section, we will be interested, in particular, in deﬁning integrals
with respect to ﬁnitely additive spectral measures F which do not extend to a
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F will not even be bounded on the algebra A.
For any algebraF of subsets of O we denote by bcaðFÞ the collection of
all bounded s-additive complex-valued measures on F.
Definition 2.2. Let F :A!LðX Þ be a ﬁnitely additive spectral
measure. For g 2LðX Þ0s the ﬁnitely additive complex valued measure hF ; gi
on A is deﬁned by hF ; giðAÞ :¼ hF ðAÞ; gi for all A 2A. Furthermore, we
deﬁne
SF :¼ fg 2LðX Þ
0
s : hF ; gi 2 bcaðAÞg: ð2:4Þ
If g 2 SF , then hF ; gi has a unique extension to a bounded and s-
additive measure on B (see [20, III.5.9]), which we will denote by hF ; gi
as well.
Remark 2.3. In this remark we discuss the situation in which the ﬁnitely
additive spectral measure F is deﬁned on a s-algebra B of O.
(a) If F :B!LðX Þ satisﬁes ?SF ¼ f0g and X is reﬂexive, then F is s-
additive with respect to the strong operator topology and hence bounded.
Indeed, if g 2LðX Þ0s, then by Remark 2.1(b) there exists gn 2 SF such that
gn ! g with respect to n1. Hence,
hF ðAÞ; gni ! hF ðAÞ; gi
for all A 2 B. Since hF ; gni 2 bcaðBÞ, it follows from the Vitali–Hahn–
Saks–Nikod!ym theorem (see e.g. [14, Theorem I.4.8]) that hF ; gi 2 bcaðBÞ.
This shows that F is weakly s-additive, hence by the Orlicz–Pettis theorem
(see Corollary I.4.4 in [14]) s-additive for the strong operator topology.
Hence, it follows from [14, Corollary I.1.19], in combination with the
Banach–Steinhaus theorem that F is bounded.
(b) There exists a ﬁnitely additive bounded spectral measure F , deﬁned
on the Borel s-algebra BðRÞ of R; F :BðRÞ !LðX Þ, which is not s-
additive, where X is reﬂexive (X can even be taken to be a Hilbert space). See
[29, Examples 1 and 2]. Hence, for such measures F the condition ?SF ¼
f0g is not satisﬁed.
(c) If the ﬁnitely additive spectral measure F is deﬁned on the s-
algebra B and ?SF ¼ f0g, then without any additional assumptions on the
Banach space X , the range of F is bounded. We indicate the proof. Let
M ¼ fF ðBÞ : B 2 Bg. Then M is a Boolean algebra of projections in X and
F :B! M is a surjective Boolean homomorphism. Let B0 be the null ideal
of F , i.e., B0 ¼ fB 2 B : F ðBÞ ¼ 0g. We claim that B0 is a s-ideal. Indeed,
suppose that Bn 2 B0 ðn ¼ 1; 2; . . .Þ are mutually disjoint and put
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S1
n¼1 Bn. For g 2 SF we have
hF ðBÞ; gi ¼ hF ; giðBÞ ¼
X1
n¼1
hF ; giðBnÞ ¼
X1
n¼1
hF ðBnÞ; gi ¼ 0:
Since we assume that ?SF ¼ f0g, this implies that F ðBÞ ¼ 0, i.e., B 2 B0.
Consequently, M is a s-complete Boolean algebra (see e.g. [32, 21.1]). It now
follows from [22, Lemma XVII.3.3] that M is bounded.
For T 2LðX Þ and g 2LðX Þ0s we deﬁne T g; gT 2LðX Þ
0
s by
hS; T gi ¼ hST ; gi; 8S 2LðX Þ;
hS; gTi ¼ hTS; gi; 8S 2LðX Þ:
ð2:5Þ
Note that T ðx x* Þ ¼ Tx x* and ðx x* ÞT ¼ x T * x* for all x 2 X and
x * 2 X * . If S LðX Þ0s we denote TS ¼ fT g : g 2 Sg and ST is deﬁned
similarly.
Lemma 2.4. If A 2A and g 2 SF , then hF ; gF ðAÞi 2 bcaðAÞ and the
corresponding measure on B is the restriction of hF ; gi to A, i.e.,
hF ; gF ðAÞiðBÞ ¼ hF ; giðA\ BÞ ð2:6Þ
for all B 2 B. Similarly, hF ; F ðAÞgiðBÞ ¼ hF ; giðA\ BÞ for all B 2 B. In
particular, gF ðAÞ; F ðAÞg 2 SF .
Proof. For A;B 2A and g 2 SF we have
hF ; gF ðAÞiðBÞ ¼ hF ðBÞ; gF ðAÞi ¼ hF ðAÞF ðBÞ; gi
¼hF ðA\ BÞ; gi ¼ hF ; giðA\ BÞ:
This implies that hF ; gF ðAÞi 2 bcaðAÞ. Now (2.6) for arbitrary B 2 B
follows from the uniqueness of the extension. The proof of the second
assertion is similar, and therefore omitted. ]
Next, we will discuss two notions of integration with respect to a ﬁnitely
additive spectral measure F . The ﬁrst deﬁnition is with respect to SF under
the assumption that ?SF ¼ f0g. The second deﬁnition is given with respect
to certain linear subspaces S  SF . The two deﬁnitions coincide if S ¼ SF
and ?SF ¼ f0g (see Remark 2.10). Moreover, both deﬁnitions agree with
(2.3) on the simple functions.
Definition 2.5. Let F :A!LðX Þ be a ﬁnitely additive spectral
measure. Assuming that ?SF ¼ f0g, a function j 2 BðO;BÞ is called
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hTj; gi ¼
Z
O
j dhF ; gi; 8g 2 SF : ð2:7Þ
The collection of all such functions j is denoted by IðF Þ and we will
write
Tj ¼
Z
O
j dF ð2:8Þ
for j 2 IðF Þ.
Observe that the operator Tj is uniquely determined by j, since we
assume that ?SF ¼ f0g. For the same reason, if j 2 simðAÞ the above
deﬁnition agrees with (2.3), hence simðAÞ  IðF Þ.
If the ﬁnitely additive spectral measure F is deﬁned on the s-algebra
B, then it follows from ?SF ¼ f0g that F is bounded (see Remark 2.3(c)).
Hence, the spectral integral of j with respect to F is deﬁned for
every j 2 BðO;BÞ via uniform approximation of j by simple functions
(see [21, X.1]). As is easily seen, this spectral integral coincides with
the integral deﬁned in the above deﬁnition. In particular IðF Þ ¼ BðO;BÞ in
this case.
The next lemma gives a criterion for the F -integrability of a given
function. Note, in particular, that the lemma can be applied to sequences
fjng  simðAÞ.
Lemma 2.6. Let X be a Banach space and assume that ?SF ¼ f0g. Let
j 2 BðO;BÞ; fjng
1
n¼1  IðF Þ and M1 2 R be such that jn ! j pointwise and
jj njj14M1.
(i) Suppose that X is reflexive. If jjTjn jj4M2 for all n 2 N and some
constant M2 > 0, then j 2 IðF Þ and jjTjjj4M2.
(ii) Suppose X is reflexive and that S  SF is a linear subspace with
?S ¼ f0g. If jhTjn ; gij4M2n1ðgÞ for all n 2 N and all g 2 S, for some constant
M2 > 0, then j 2 IðF Þ.
(iii) If there exists T 2LðX Þ such that hTjn ; gi ! hT ; gi for all g 2 SF ,
then j 2 IðF Þ and Tj ¼ T .
Proof. We ﬁrst prove (i). It follows from the dominated convergence
theorem that Z
O
jn dhF ; gi !
Z
O
j dhF ; gi 8g 2 SF :
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O
jn dhF ; gi

 ¼ jhTjn ; gij4jjTjn jjn1ðgÞ4M2n1ðgÞ
for all n 2 N and all g 2 SF , it follows thatZ
O
j dhF ; gi

4M2n1ðgÞ
for all g 2 SF . Hence
R
O j dhF ; *i deﬁnes a n1-bounded linear functional on
SF . It now follows from Remark 2.1(b) that there exists a unique operator
Tj satisfying hTj; gi ¼
R
O j dhF ; gi for all g 2 SF , hence j 2 IðF Þ.
Now (ii) is a direct consequence of (i), since it follows from Remark 2.1(b)
that S is n1-dense in LðX Þ
0
s which implies that jjTjn jj4M2 for all n. The
proof of (iii) is left to the reader. ]
Lemma 2.7. If j 2 IðF Þ and g 2 SF , then gTj; Tjg 2 SF and hF ; gTji ¼
hF ; Tjgi ¼ jhF ; gi (i.e., the measures hF ; gTji and hF ; Tjgi both have
Radon–Nikodym derivative j with respect to hF ; gi).
Proof. To prove that hF ; gTji ¼ jhF ; gi it is enough to show that
hF ; gTjiðAÞ ¼ jhF ; giðAÞ for all A 2A. Using Lemma 2.4, deﬁnition (2.5)
and the deﬁnition of Tj, we get for an arbitrary g 2 SF that
hF ; gTjiðAÞ ¼hF ðAÞ; gTji ¼ hTjF ðAÞ; gi
¼hTj; F ðAÞgi ¼
Z
O
j dhF ; F ðAÞgi
¼
Z
A
j dhF ; gi;
which shows that hF ; gTjiðAÞ ¼ jhF ; giðAÞ.
The proof of the second equality is similar and therefore omitted. ]
Proposition 2.8. IðF Þ is an algebra (with respect to the pointwise
operations) and the mapping j/ Tj from IðF Þ into LðX Þ is an algebra
homomorphism.
Proof. The linearity is obvious. Let j;c 2 IðF Þ. Using the deﬁnition of
Tc and the previous lemma, we get for all g 2 SF
hTjTc; gi ¼hTc; gTji
¼
Z
O
c dhF ; gTji ¼
Z
O
jc dhF ; gi;
DOUBLE OPERATOR INTEGRALS 61which shows that jc 2 IðF Þ and Tjc ¼ TjTc. So the mapping j/ Tj is
also multiplicative. ]
Let S LðX Þ0s be a linear subspace. We deﬁne
LSðX Þ ¼ fT 2LðX Þ : TS  S and ST  Sg:
It is clear thatLSðX Þ is a subalgebra ofLðX Þ. We will now consider ﬁnitely
additive spectral measures F taking their values in LSðX Þ, i.e.,
F :A!LSðX Þ, and we will assume that S  SF . The assumption that
?SF ¼ f0g will be replaced by the weaker assumption that
?S\LSðX Þ ¼ f0g. Note that this weaker assumption guarantees that
the operator Tj in the deﬁnition below is uniquely determined by j.
Definition 2.9. Let S be a linear subspace of LðX Þ0s such that
?S\
LSðX Þ ¼ f0g and let F :A!LSðX Þ be a ﬁnitely additive spectral measure
such that S  SF . A function j 2 BðO;BÞ is called F -integrable with
respect to S if there exists Tj 2LSðX Þ such that
hTj; gi ¼
Z
O
j dhF ; gi 8g 2 S: ð2:9Þ
The collection of all such functions j is denoted by IðF ;SÞ and we will write
Tj ¼ S
R
O j dF for j 2 IðF ;SÞ.
Remark 2.10. (a) Note that since F takes values in LSðX Þ it follows
that
R
O s dF , as deﬁned by (2.3), belongs to LSðX Þ for simple functions s.
Now, it is clear that simðAÞ  IðF ;SÞ and that the above deﬁnition agrees
with (2.3). Moreover, if ?SF ¼ f0g and we take S ¼ SF in Deﬁnition 2.9,
then IðF Þ ¼ IðF ;SF Þ and the two deﬁnitions of the integral coincide.
Indeed, it sufﬁces to observe that Tj 2LSF ðX Þ for all j 2 IðF Þ by
Lemma 2.7.
(b) If the ﬁnitely additive spectral measure F happens to be deﬁned on
the s-algebra B, and if S  SF is such that F ðAÞ 2LSðX Þ for all A 2 B and
?S\LSðX Þ ¼ f0g, then the argument used in Remark 2.3(c) shows that F
is bounded. Hence, the spectral integral
R
O j dF is deﬁned for all j 2
BðO;BÞ via uniform approximation of j by simple functions (see [21, X.1]).
Then
IðF ;SÞ ¼ j 2 BðO;BÞ:
Z
O
j dF 2LSðX Þ
	 

and
R
O j dF ¼ S
R
O j dF for all j 2 IðF ;SÞ. Indeed, it sufﬁces to observe
that for every j 2 BðO;BÞ and every g 2 S (and actually for every g 2
LðX Þ0sÞ we have h
R
O j dF ; gi ¼
R
O j dhF ; gi.
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proof of Proposition 2.8.
Proposition 2.11. IðF ;SÞ is an algebra (with respect to pointwise
operations) and the mapping j/ Tj is an algebra homomorphism from
IðF ;SÞ into LSðX Þ.
The following proposition illustrates Deﬁnition 2.9 in a situation that will
frequently occur in the sequel.
Proposition 2.12. Let X be a Banach space and suppose that V  X
and W  X * are linear subspaces satisfying ?W ¼ f0g and V ? \ W ¼ f0g.
Putting S ¼ V  W , the following statements hold.
(i) LSðX Þ ¼ fT 2LðX Þ: T ðV Þ  V ; T * ðW Þ  W g.
(ii) ?S\LSðX Þ ¼ f0g.
Assume in addition that F :A!LðX Þ is a finitely additive spectral measure
such that F ðAÞV  V ; F ðAÞ*W  W for all A 2A and hF ; v wi 2 bcaðAÞ
for all v 2 V and w 2 W .
(iii) F ðAÞ 2LSðX Þ for all A 2A.
(iv) If j 2 BðO;BÞ, then j 2 IðF ;SÞ if and only if there exists an
operator Tj 2LSðX Þ such that hTjv;wi ¼
R
O j dhF ; v wi for all v 2
V ; w 2 W (and in this case Tj ¼ S
R
O j dF ).
(v) For every j 2 IðF ;SÞ the operator Tj ¼ S
R
O j dF is sðX ;W Þ-
continuous.
Proof. (i) First suppose that T 2LðX Þ is such that T ðV Þ  V and
T * ðW Þ  W . Take g 2 S and write g ¼
Pn
i¼1 vi  wi with vi 2 V and
wi 2 W ði ¼ 1; . . . ; nÞ. Then
T g ¼
Xn
i¼1
Tvi  wi 2 V  W ¼ S
and similarly gT 2 S. This shows that T 2LSðX Þ. To prove the converse
inclusion we ﬁrst make the following observation. If x 2 X and x* 2 X * such
that x x*=0 and if x x * ¼
Pn
i¼1 xi  x
*
i for some xi 2 X and x
*
i 2 X * ,
then it is easy to see that x 2 spanfx1; . . . ; xng and x* 2 spanfx*1 ; . . . ; x
*
n g.
Now suppose that T 2LSðX Þ and take v 2 V . Take any 0=w 2 W . Then
ðTvÞ  w ¼ T ðv wÞ 2 S, so we can write ðTvÞ  w ¼
Pn
i¼1 vi  wi with vi 2
V and wi 2 W . Now it follows from the above observation that Tv 2 V , which
shows that T ðV Þ  V . Similarly we see that T * ðW Þ  W , by which the
proof of (i) is complete.
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W and hTv;wi ¼ 0 for all v 2 V and w 2 W . If w 2 W then hv; T *wi ¼
hTv;wi ¼ 0 for all v 2 V , so T *w 2 V ? \ W . By hypothesis V ? \ W ¼ f0g,
hence T *w ¼ 0 for all w 2 W . Consequently, if x 2 X then hTx;wi ¼
hx; T *wi ¼ 0 for all w 2 W , i.e., Tx 2 ?W ¼ f0g, which shows that T ¼ 0.
Now (iii) and (iv) follow immediately from (i), (ii) and Deﬁnition 2.9.
Finally, if j 2 IðF ;SÞ, then we know by (i) and (iv) that T *j W  W , which
is equivalent to the sðX ;W Þ-continuity of the operator Tj. ]
In the next sections, we will make extensive use of the integrals introduced
above to deﬁne the so-called double operator integrals. The next example is
of a somewhat different nature, which may be of independent interest.
Example 2.13. Let X ¼ LpðRÞ; 15p51, with respect to the Lebesgue
measure. As usual, a bounded Borel function j 2 BðRÞ is called an
Lp-Fourier multiplier if there exists a bounded linear operator Mj on
LpðRÞ such that ðMjf Þ
^ ¼ jf^ for all f 2 Lp \ L2ðRÞ, where f^ denotes
the Fourier transform of f . As is well known, any characteristic function
1ða;b is a Fourier multiplier for LpðRÞ. Denoting the corresponding operator
on LpðRÞ by F ðða; bÞ, it is readily seen that this deﬁnes a ﬁnitely additive
spectral measure F :A!LðLpðRÞÞ, where A denotes the algebra
generated by all cells ða; b. Now take V ¼ LpðRÞ \ L2ðRÞ and
W ¼ Lp0 ðRÞ \ L2ðRÞ, where p1 þ p01 ¼ 1, and let S ¼ V  W . Using
Parseval’s identity, it is now easy to verify that IðF ;SÞ is precisely the space
of all Lp-Fourier multipliers and that Mj ¼ S
R
R
j dF is the correspond-
ing multiplier operator for all j 2 IðF ;SÞ.
We will ﬁnish this section with some results on interpolation spaces. We
recall some general results concerning Banach couples. For details we refer
the reader to [26, Section I.3]. Let ððX ; jj  jjX Þ; ðY ; jj  jjY ÞÞ be a Banach couple.
We recall that X \ Y is a Banach space with respect to the norm jj * jjX\Y ,
given by
jjzjjX\Y ¼ maxfjjzjjX ; jjzjjY g
and that X þ Y is a Banach space with respect to the norm jj * jjXþY , given by
jjzjjXþY ¼ inffjjxjjX þ jjyjjY : x 2 X ; y 2 Y ; z ¼ xþ yg:
Under the additional assumption that X \ Y is dense in both X and Y we
will discuss some representations of X * \ Y * .
Since X \ Y is densely embedded in X , it follows that the restriction
mapping j/jjX\Y is an embedding of X * into ðX \ Y Þ * . Similarly we can
embed Y * into ðX \ Y Þ * , so we can deﬁne X * \ Y * as the intersection of
the ranges of these two embeddings in ðX \ Y Þ* .
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if and only if there exist unique jX 2 X * and jY 2 Y * such that jX jX\Y ¼ j
and jY jX\Y ¼ j. This then allows us to deﬁne an isometry from X * \ Y * 
ðX \ Y Þ* onto ðX þ Y Þ* . Indeed, for j 2 X * \ Y * deﬁne #j 2 ðX þ Y Þ* by
#jðxþ yÞ ¼ jX ðxÞ þ jY ðyÞ for all x 2 X and y 2 Y . The mapping j/ #j is a
linear isometry from X * \ Y * onto ðX þ Y Þ* .
Finally, let Z be an intermediate space between X and Y , so we have
X \ Y  Z  X þ Y with continuous inclusions. The mapping j/jjZ ,
from ðX þ Y Þ* into Z * , deﬁnes an embedding of ðX þ Y Þ* into Z * .
Consequently, our original X * \ Y * can be represented in Z * as the linear
subspace of all restrictions of j 2 ðX þ Y Þ * to Z, i.e.,
ðX * \ Y * ÞZ ¼ fjjZ : j 2 ðX þ Y Þ* g: ð2:10Þ
Note, in particular, that
?ðX * \ Y * ÞZ ¼ f0g: ð2:11Þ
Similarly if W1  X * and W2  Y * are linear subspaces, then ðW1 \ W2ÞZ
denotes the corresponding subspace of Z * .
A linear operator T : X þ Y ! X þ Y is called admissible for the Banach
couple ðX ; Y Þ if T jX 2LðX Þ and T jY 2LðY Þ. In this case the pair ðT jX ; T jY Þ is
also called admissible. If Z is an interpolation space for ðX ; Y Þ, then by
deﬁnition TZ 2LðZÞ for every admissible operator T for the Banach couple
ðX ; Y Þ, where TZ denotes the restriction of T to Z.
Lemma 2.14. Let Z be an interpolation space for the couple ðX ; Y Þ and let
T : X þ Y ! X þ Y be an admissible operator. Assume furthermore that W1 
X * and W2  Y * are linear subspaces such that T *X ðW1Þ  W1 and
T *Y ðW2Þ  W2. Then T
*
Z ðW1 \ W2ÞZ  ðW1 \ W2ÞZ . In particular, TZ is
continuous for the sðZ; ðX * \ Y * ÞZÞ topology.
Proof. First, note that j 2 ðW1 \ W2ÞZ if and only if there exists c 2
ðX þ Y Þ* such that cjZ ¼ j; cjX ¼ w1 2 W1 and cjY ¼ w2 2 W2.
Now take j 2 ðW1 \ W2ÞZ with corresponding c; w1 and w2 as above.
Then it is easily veriﬁed that ðT *cÞjZ ¼ T *Z j; ðT *cÞjX ¼ T
*
X w1 2 W1 and
ðT *cÞjY ¼ T *Y w2 2 W2. Hence T
*
Z j 2 ðW1 \ W2ÞZ .
In particular, taking W1 ¼ X * and W2 ¼ Y * , this shows that
T *Z ðX * \ Y * ÞZ  ðX * \ Y * ÞZ , which implies that TZ is sðZ; ðX * \ Y * ÞZÞ-
continuous. ]
Definition 2.15. Let ðX ; Y Þ be a Banach couple. A ﬁnitely additive
spectral measure F :A!LðX þ Y Þ will be called admissible if F ðAÞ is
DOUBLE OPERATOR INTEGRALS 65admissible for all A 2A. If Z is an interpolation space for ðX ; Y Þ then we
denote FZðAÞ ¼ F ðAÞjZ for all A 2A.
For later reference it will be convenient to include the following rather
technical result.
Proposition 2.16. Let ðX ; Y Þ be a Banach couple such that X \ Y is
dense in X and Y . Let F :A!LðX þ Y Þ be a finitely additive admissible
spectral measure for ðX ; Y Þ. We assume that
(i) V1  X and W1  X * are linear subspaces such that S1 ¼
V1  W1  SFX .
(ii) V2  Y and W2  Y * are linear subspaces such that S2 ¼
V2  W2  SFY .
(iii) V1 \ V2 is dense in X \ Y and ?ðW1 \ W2Þ ¼ f0g in X þ Y .
(iv) FX ðAÞ 2LS1ðX Þ and FY ðAÞ 2LS2 ðX Þ for all A 2A.
Let Z be an interpolation space for ðX ; Y Þ and put S ¼
ðV1 \ V2Þ  ðW1 \ W2ÞZ . If j 2 IðFX ;S1Þ \ IðFY ;S2Þ, then the pair ðS1 R
O j dFX ; S2 
R
O j dFY Þ is admissible and the corresponding operator on Z is
equal to S
R
O j dFZ . In particular,
IðFX ;S1Þ \ IðFY ;S2Þ  IðFZ ;SÞ: ð2:12Þ
Proof. Using (iii) and Proposition 2.12 it is easily veriﬁed that
?S\LSðZÞ ¼ f0g. Furthermore, using Lemma 2.14 we see that
FZðAÞ 2LSðZÞ for all A 2A. Take j 2 IðFX ;S1Þ \ IðFY ;S2Þ and denote
the corresponding operators in LS1ðX Þ and LS2ðY Þ by T
X
j and T
Y
j . Take
v w 2 S. Then
hT Xj v;wi ¼
Z
O
j dhF ; v wi ¼ hT Yj v;wi;
hence it follows from (iii) that T Xj jX\Y ¼ T
Y
j jX\Y , i.e., ðT
X
j ; T
Y
j Þ is an
admissible couple. Denoting the corresponding admissible operator by Tj,
and its restriction to Z by T Zj , it follows from the deﬁnition of S that
hT Zj ; gi ¼
Z
O
j dhF ; gi 8g 2 S:
Finally, since T Xj ðV1Þ  V1; ðT
X
j Þ* ðW1Þ  W1 and similarly for T
Y
j , it is clear
that T Zj ðV1 \ V2Þ  V1 \ V2 and by Lemma 2.14 it follows that
ðT Zj Þ * ðW1 \ W2ÞZ  ðW1 \ W2ÞZ . Hence by Proposition 2.12(i) we have T
Z
j 2
LSðZÞ and T Zj ¼ S
R
O j dFZ . ]
In the applications in later sections of this paper we frequently encounter
the following situation.
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X \ Y is dense in both X and Y. Let F :A!LðX þ Y Þ be a finitely additive
admissible spectral measure. We assume that FY extends to a (countably
additive) spectral measure FY :B!LðY Þ and for j 2 BðO;BÞ we denote
T Yj ¼
R
O j dFY . Furthermore, we define S LðX Þ
0
s by
S ¼ ðX \ Y Þ  ðX * \ Y * ÞX :
Then the following statements hold:
(i) S  SFX and
?S ¼ f0g; FX ðAÞ 2LSðX Þ for all A 2A.
(ii) IðFX Þ  IðFX ;SÞ.
(iii) If j 2 BðO;BÞ then j 2 IðFX ;SÞ if and only if T Yj ðX \ Y Þ  X \ Y
and T Yj jX\Y is continuous with respect to jj  jjX . Moreover, if j 2 IðFX ;SÞ then
T Xj ¼ S
R
O j dFX coincides with the bounded extension of T
Y
j jX\Y to X .
Proof. (i) If x 2 X \ Y and x* 2 ðX * \ Y * ÞX , then
hFX ; x x *i ¼ hFY ; x x*i 2 bcaðAÞ: ð2:13Þ
(Note that in hFY ; x x*i we should actually write hFY ; x y *i, where
y * 2 Y * is the unique element satisfying y * jX\Y ¼ x * jX\Y .) Hence
S  SFX . Since X \ Y is dense in X and by (2.11) we have
?ðX * \ Y * ÞX ¼ f0g, it follows that
?S ¼ f0g. Furthermore, since F is
admissible it is clear that FX ðAÞS  S and from Lemma 2.14 above it
follows that SFX ðAÞ  S for all A 2A.
(ii) Take j 2 IðFX Þ and put T Xj ¼
R
O j dFX . It follows from (2.13)
that
hT Xj x; x*i ¼
Z
O
j dhFX ; x x *i ¼
Z
O
j dhFY ; x x*i ¼ hT Yj x; x*i ð2:14Þ
for all x 2 X \ Y and x* 2 ðX * \ Y * ÞX . Hence, T
X
j x ¼ T
Y
j x for all x 2 X \ Y ,
which shows that ðT Xj ; T
Y
j Þ is an admissible couple. So T
X
j ðX \ Y Þ  X \ Y
and ðT Xj Þ* ðX * \ Y * ÞX  ðX * \ Y * ÞX by Lemma 2.14. Via Proposition 2.12
this implies that T Xj 2LSðX Þ and hence j 2 IðFX ;SÞ.
(iii) First, assume that j 2 IðFX ;SÞ and let T Xj ¼ S
R
O j dFX . Then
(2.14) holds, which implies that T Yj jX\Y ¼ T
X
j jX\Y . Now it is clear that
T Yj ðX \ Y Þ  X \ Y , that T
Y
j jX\Y is continuous with respect to jj * jjX and
that T Xj is the bounded extension of T
Y
j jX\Y to X .
Now assume that j 2 BðO;BÞ is such that T Yj ðX \ Y Þ  X \ Y and that
T Yj jX\Y is continuous with respect to jj * jjX . Let S 2LðX Þ be the bounded
extension of T Xj jX\Y to X . Clearly ðS; T
Y
j Þ is an admissible couple. Hence, it
follows from Lemma 2.14 that S * ðX * \ Y * ÞX  ðX * \ Y * ÞX , which implies
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ðX * \ Y * ÞX we have
hSx; x*i ¼ hT Yj x; x*i ¼
Z
O
j dhFY ; x x *i ¼
Z
O
j dhFX ; x x*i
and so we may conclude that j 2 IðFX ;SÞ and S ¼ S
R
O j dFX . ]
3. DOUBLE OPERATOR INTEGRALS IN BANACH SPACES
We are now in the position that we can apply the integration theory
developed in the previous section to the so-called double operator integrals.
By BðRÞ we denote the Borel s-algebra of R. We assume that P and Q are
two ﬁnitely additive spectral measures P ;Q :BðRÞ !LðX Þ which commute,
i.e., P ðAÞQðBÞ ¼ QðBÞP ðAÞ for all A;B 2 BðRÞ. If the range of P is bounded,
then we deﬁne
CP ¼ supfjjP ðBÞjjLðX Þ: B 2 BðRÞg
and similarly CQ. By R we denote the collection of all measurable rectangles
in R2:
R ¼ fA B : A;B 2 BðRÞg; ð3:1Þ
and by A we denote the algebra generated by R. So the s-algebra B
generated by A is BðR2Þ, the s-algebra of all Borel subsets of R2.
For A B 2 R we set F ðA BÞ ¼ P ðAÞQðBÞ. Then F extends uniquely
to a ﬁnitely additive spectral measure on A, which we will also
denote by F ¼ P  Q. Recall that SF ¼ SPQ is deﬁned by (2.4). Since
hP ; giðAÞ ¼ hP  Q; giðA RÞ for all g 2LðX Þ0s and A 2 BðRÞ, it follows
that SPQ  SP . Similarly, SPQ  SQ. In particular, the condition
?SPQ ¼ f0g implies that ?SP ¼?SQ ¼ f0g, so the observations made in
Remark 2.3 are relevant for both P and Q in this case. Furthermore, if S is a
linear subspace of LðX Þ0s then P  Q :A!LSðX Þ if and only if
P ;Q :BðRÞ !LSðX Þ.
The main objective in this section is to discuss the existence of
integrals
Tj ¼
Z
R2
j dðP  QÞ ð3:2Þ
as deﬁned in Deﬁnition 2.5. Such integrals will be called (generalized) double
operator integrals (see Remark 4.4).
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measures, the ﬁnitely additive spectral measure P  Q is not bounded on the
algebra A, and hence cannot be extended to a s-additive spectral measure
on all Borel sets BðR2Þ.
However, if X ¼H is a Hilbert space and P ;Q :BðRÞ !LðHÞ are
commuting spectral measures taking their values in the orthogonal
projections, then it is well known that P  Q extends to a spectral measure
P  Q :BðR2Þ !LðHÞ with values in the orthogonal projections (see e.g.
[7, Theorem V.2.6]). In the case that P ;Q :BðRÞ !LðHÞ are arbitrary
commuting spectral measures it follows from Lemma XV.6.2 in [22] that
there exists an invertible self-adjoint operator S 2LðHÞ such that the
spectral measures SP ðÞS1 and SQðÞS1 take their values in the orthogonal
projections. An inspection of the proof given in [22] shows that S can be
taken such that jjSjj jjS1jj4KðCP ;CQÞ, where KðCP ;CQÞ is a constant only
depending on the bounds CP and CQ.
It follows from the above that in this case P  Q can be extended to a
spectral measure P  Q :BðR2Þ !LðHÞ satisfying jjP  QðBÞjjLðHÞ4
KðCP ;CQÞ for all B 2 BðR
2Þ. Consequently, the spectral integralR
R2
j dðP  QÞ exists for all j 2 BðR2Þ and satisﬁes
Z
R2
j dðP  QÞ




LðHÞ
4KðCP ;CQÞjj jj1:
The following observations will be useful.
Lemma 3.2. For f 2 BðRÞ we define f 1; f 2 2 BðR2Þ by f 1ðl;mÞ ¼ f ðlÞ
and f 2ðl;mÞ ¼ f ðmÞ for all ðl;mÞ 2 R2. Let S be a linear subspace of LðX Þ0s
such that ?S\LSðX Þ ¼ f0g and suppose that P ;Q :BðRÞ !LðX Þ are
commuting finitely additive spectral measures.
ðiÞ Assume that P ;Q :BðRÞ !LSðX Þ and S  SPQ. If f 2 IðP ;SÞ
then f 1 2 IðP  Q;SÞ and S
R
R2
f 1 dðP  QÞ ¼ S
R
R
f dP . Similarly, if
f 2 IðQ;SÞ then f 2 2 IðP  Q;SÞ and S
R
R2
f 2 dðP  QÞ ¼S
R
R
f dQ.
ðiiÞ Assume that ?SPQ ¼ f0g. Then f 2 BðRÞ implies that f 1; f 2 2
IðP  QÞ andZ
R2
f 1 dðP  QÞ ¼
Z
R
f dP and
Z
R2
f 2 dðP  QÞ ¼
Z
R
f dQ
(here, by the remark following Definition 2.5
R
R
f dP and
R
R
f dQ coincide
with the usual spectral integrals of f ).
Proof. (i) If g 2 SPQ then, as observed above, g 2 SP and hP ; giðAÞ ¼
hP  Q; giðA RÞ for all A 2 BðRÞ. Consequently,
R
R
f dhP ; gi ¼
DOUBLE OPERATOR INTEGRALS 69R
R2
f 1 dhP  Q; gi for all f 2 BðRÞ. Now assume that f 2 IðP ;SÞ and put
Tf ¼ S
R
R
f dP . Then
hTf ; gi ¼
Z
R
f dhP ; gi ¼
Z
R2
f 1 dhP  Q; gi
for all g 2 S, which shows that Tf ¼ S
R
R2
f 1 dðP  QÞ.
(ii) If ?SPQ ¼ f0g, then P and Q are bounded and ?SP ¼?SQ ¼ f0g
and so IðP Þ ¼ IðQÞ ¼ BðRÞ, by the observation after Deﬁnition 2.5. Now
the result follows from (i) applied to S ¼ SPQ. ]
The following result is an easy consequence of the lemma above.
Corollary 3.3. Let P ;Q :BðRÞ !LðX Þ be commuting finitely additive
spectral measures such that ?SPQ ¼ f0g. Suppose that fang
1
n¼1; fbng
1
n¼1 
BðRÞ are such that
X1
n¼1
jjanjj1jjbnjj151;
and define
jðl; mÞ ¼
X1
n¼1
anðlÞbnðmÞ; ðl;mÞ 2 R
2:
Then j 2 IðF Þ.
Proof. As observed above, the condition ?SPQ ¼ f0g implies that
both P and Q are bounded. Deﬁne
jnðl; mÞ ¼
Xn
k¼1
akðlÞbkðmÞ
for all n ¼ 1; 2; . . . . It follows Lemma 3.2(ii) and Proposition 2.8 that jn 2
IðP  QÞ and
Tn ¼
Z
R2
jn dðP  QÞ ¼
Xn
k¼1
Z
R
ak dP
  Z
R
bk dQ
 
for all n. Moreover,
jjTn  Tmjj44CPCQ
Xn
k¼mþ1
jjak jj1jjbk jj1
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as n!1. Now it follows from Lemma 2.6(iii) that j 2 IðP  QÞ and
T ¼
R
R2
j dðP  QÞ. ]
For b51 and for any function f :R! C we denote by Vbðf ; IÞ the b-
variation of f on the closed interval I  R, i.e.,
Vbðf ; IÞ ¼ sup
Xn
i¼1
jf ðtiÞ  f ðti1Þjb
 !1=b
; ð3:3Þ
where the supremum is taken over all partitions t05t15   5tn of I . If
Vbðf ; IÞ51, then f is said to be of bounded b-variation on I .
If Vbðf ;RÞ51 we deﬁne Vbðf ; tÞ ¼ Vbðf ; ð1; tÞ for all t 2 R. The
function Vbðf ; Þ is increasing and right-continuous. Furthermore, observe
that
jf ðtÞ  f ðsÞjb4Vbðf ; tÞ
b  Vbðf ; sÞ
b ð3:4Þ
whenever s4t in R.
Observe that for a function f satisfying Vbðf ;RÞ51, the left and right
limits exist at every point and the set of discontinuities is countable.
Definition 3.4. The space of all right-continuous functions f :R! C
for which Vbðf Þ :¼ Vbðf ;RÞ51 will be denoted simply by Vb, which is a
Banach space (and actually a Banach algebra) with respect to the norm
given by
jjf jjVb ¼ jjf jj1 þ Vbðf Þ; f 2 Vb:
Following [7] we introduce the space L1ðVbÞ as follows.
Definition 3.5. For b51 we denote by L1ðVbÞ the space of all
bounded Borel functions j :R2 ! C for which jðl; Þ 2 Vb for all l 2 R and
sup
l 2R
Vbðjðl; ÞÞ51:
For j 2 L1ðVbÞ we deﬁne
jj jjL1ðVbÞ ¼ jj jj1 þ sup
l 2R
Vbðjðl; ÞÞ: ð3:5Þ
Equipped with this norm, L1ðVbÞ is a Banach algebra.
Remark 3.6. (i) For j 2 L1ðVbÞ we consider the function c :R
2 !
½0;1Þ deﬁned by cðl;mÞ ¼ Vbðjðl; Þ;mÞ
b. We claim that c is a Borel
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For general b51 one can argue as follows. Let D ¼ fk2n: k 2 Z; n 2 Zg. For
a ﬁxed partition p of R given by 15m05m15   5mn51, with mj 2 D,
we deﬁne for every m 2 N
cp;mðl; mÞ :¼
X
mi4mþ
1
m
j ðl;miÞ  jðl;mi1Þj
b for all ðl;mÞ 2 R2:
It is easy to verify that
cðl; mÞ ¼ lim
m!1
sup
p
cp;mðl; mÞ
for all ðl;mÞ 2 R2, where the supremum is taken over all ﬁnite partitions of R
with partition points in D. Now it follows immediately that c is a Borel
function.
(ii) If j 2 L1ðV1Þ is real-valued, then j can be written as j ¼ j1  j2,
with ji 2 L1ðV1Þ; i ¼ 1; 2, such that jiðl; Þ is an increasing real-valued
function for all l 2 R and
jj ijjL1ðV1Þ42jj jjL1ðV1Þ: ð3:6Þ
Indeed, we can take j1 ¼
1
2ðcþ jÞ and j2 ¼
1
2ðc jÞ.
Before we continue, we will recall some results from [9, 13]. Below
ðO;F;PÞ will be a probability space and fekg
1
k¼0 is a sequence of
independent, identically distributed f1; 1g-valued random variables (for
example, the Rademacher functions on ½0; 1 equipped with the Lebesgue
measure). First, we recall the following deﬁnitions.
Definition 3.7. A collection TLðX Þ is said to be R-bounded
(Randomized bounded) if there exists a constant M > 0 such that
XN
k¼1
ekTkxk




L2ðO;X Þ
4M
XN
k¼1
ekxk




L2ðO;X Þ
ð3:7Þ
for all fTkg
N
k¼1 T, all fxkg
N
k¼1  X and all N 2 N. A constant M such that
(3.7) holds is called an R-bound of T.
Definition 3.8. A sequence fDkg1k¼1 of bounded linear projections in
the Banach space X is called an Schauder decomposition if
(i) DkDl ¼ 0 for all k=l and
(ii) x ¼
P1
k¼1 Dkx for all x 2 X .
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converges unconditionally for all x 2 X .
Proposition 3.9 (See Theorem 3.4 in Clement et al. [9]). Let fDkg1k¼0 be
an unconditional Schauder decomposition of the Banach space X (with
unconditional constant CD). Suppose that TLðX Þ is R-bounded (with R-
bound M). lf fTkg
1
k¼0 T such that DkTk ¼ TkDk for all k 2 N, then the series
Sx :¼
X1
k¼0
TkDkx
is convergent in X for all x 2 X , and defines a bounded linear operator S : X !
X with jjSjj4C2DM .
Corollary 3.10. Let P :BðRÞ !LðX Þ be a spectral measure. Suppose
that TLðX Þ is R-bounded with R-bound M , which commutes with P. For
any disjoint sequence fBkg
1
k¼1 in BðRÞ and every choice of Tk 2T, the series
Sx ¼
X1
k¼1
TkP ðBkÞx; x 2 X
is convergent in X , and S : X ! X is a bounded linear operator with
jjSjj4C2PM .
We recall that X is called a UMD space if there exists a constant C2ðX Þ
(the UMD constant of X ) such that
a0E
X ðf jA0Þ þ
Xn
j¼1
ajfE
X ðf jAjÞ  E
X ðf jAj1Þg




L2ðO;X Þ
4C2ðX Þjjf jjL2ðO;X Þ
for all choices of aj ¼ 1, for all f 2 L2ðO;X Þ, for all n ¼ 1; 2; . . . and for all
increasing s-algebras fAjg
1
j¼0 of F (here E
X ðf jAjÞ denotes the vector
valued conditional expectation of f with respect to Aj). Recall that every
UMD space is reﬂexive.
Proposition 3.11 (See Theorem 3.9 in Clement et al. [9]). Let X be a
UMD space and let fDkg
1
k¼0 be an unconditional Schauder decomposition with
unconditional constant CD. Let Pn ¼
Pn
k¼0 Dk. Then
Xn
k¼0
ekPkxk




L2ðO;X Þ
4C2ðX ÞC2D
Xn
k¼0
ekxk




L2ðO;X Þ
DOUBLE OPERATOR INTEGRALS 73for all x0; x1; . . . ; xn 2 X and all n 2 N. Consequently, the collection fPngn2N is
R-bounded.
Given a ﬁnitely additive spectral measure P :BðRÞ !LðX Þ we deﬁne
Pl ¼ P ðð1; lÞ for all l 2 R.
Proposition 3.12 (See Proposition 4.5 in de Pagter et al. [13]). Let
P :BðRÞ !LðX Þ be a finitely additive bounded spectral measure in a UMD
space X . Then fPl: l 2 Rg is R-bounded, with R-bound only depending on CP
and C2ðX Þ.
It should be pointed out that a result related to Proposition 3.12 can be
found in [3, Corollary 5.10], as was brought to our attention by Ian Doust.
The following result strengthens Theorem 4.11 in [13].
Proposition 3.13 Let P ;Q :BðRÞ !LðX Þ be two commuting spectral
measures in the UMD space X . Assume that ?SPQ ¼ f0g. Then
L1ðV1Þ  IðP  QÞ and for all j 2 L1ðV1Þ we have jjTjjj4K jj jjL1ðV1Þ for
some constant K depending on C2ðX Þ;CP and CQ.
Proof. By considering the real and imaginary part separately and by
Remark 3.6(ii), we may restrict ourselves to real-valued j 2 L1ðV1Þ for
which jðl; Þ is increasing for all l 2 R.
First, we consider the special case that j ¼ 1B for some Borel set B R
2
for which 1Bðl; Þ is increasing and right-continuous for all l 2 R, hence
1B 2 L1ðV1Þ. For n 2 N and j 2 Z deﬁne
AðnÞj :¼ fl 2 R : ðl; j2
nÞ =2 B; ðl; ðjþ 1Þ2nÞ 2 Bg;
A :¼ fl 2 R : ðl;mÞ 2 B; 8m 2 Rg:
For 14m41 we set
Bn;m :¼ ðA RÞ [
[m
j¼m
AðnÞj  ðj2
n;1Þ
 !
: ð3:8Þ
Since 1Bn;m is a simple function for all m; n 2 N, we have that
1Bn;m 2 IðP  QÞ. Noting that A
ðnÞ
j \ A
ðnÞ
l ¼ | for l=j, we see that 1Bn;m is
increasing as m!1. By the deﬁnition of 1Bn;1 we have that 1Bn;m " 1Bn;1 .
Furthermore, since 1Bðl; Þ is increasing and right-continuous for every
l 2 R, it follows that Bn;1 # B and so 1Bn;1 ! 1B.
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fI  Qmgm2R is R-bounded. It then follows from Corollary 3.10, applied to
the spectral measure P ð*Þ and the collection T ¼ fI  Qmgm2R, that for the
simple functions 1Bn;m the operators T1Bn;m , which are given by
T1Bn;m ¼
Z
R2
1Bn;m dðP  QÞ ¼ P ðAÞ þ
Xm
j¼m
P ðAðnÞj ÞðI  Qj2nÞ ð3:9Þ
are bounded and satisfy
jjT1Bn;m jj4K 8n;m 2 N ð3:10Þ
for some constant K only depending on CP ;CQ and C2ðX Þ.
It now follows from Lemma 2.6(i) that 1Bn;1 2 IðP  QÞ and that
jjT1Bn;1 jj4K 8n 2 N:
A second application of Lemma 2.6(i) shows that 1B 2 IðP  QÞ and that
jjT1B jj4K:
Now assume that j 2 L1ðV1Þ is such that jðl; Þ is real valued and increasing
for all l 2 R. For t 2 R we deﬁne
Bt :¼ fðl;mÞ: jðl; mÞ5tg:
Then, by the above argument, 1Bt 2 IðP  QÞ for all t 2 R and jjT1Bt jj4K.
Put m ¼ inffjðl; mÞ: ðl; mÞ 2 R2g andM ¼ supfjðl; mÞ: ðl; mÞ 2 R2g. For n ¼
1; 2; . . . let m ¼ tðnÞ0 5t
ðnÞ
1 5   5t
ðnÞ
kn
¼ M be a partition of ½m;M  with 05tðnÞj
tðnÞj15
1
n for all j ¼ 1; . . . ; kn. Deﬁne
jn :¼ m1B
tðnÞ
0
þ
Xkn
j¼1
ðtðnÞj  t
ðnÞ
j1Þ1BtðnÞ
j
:
Then for every n 2 N we have jn 2 IðP  QÞ and
jjTjn jj4 jmj jjT1B
tðnÞ
0
jj þ
Xkn
j¼1
ðtðnÞj  t
ðnÞ
j1ÞjjT1B
tðnÞ
j
jj
4 jmjK þ ðM  mÞK4jj jjL1ðV1ÞK:
Since jn ! j pointwise on R
2 by construction, it follows from Lemma 2.6(i)
that j 2 IðP  QÞ and that
jjTjjj4K jjjjjL1ðV1Þ: ]
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or [25]) is not general enough to include L1ðV1Þ in his class of integrable
functions. Indeed, using the fact that the range of his integral is the uniform
closure of the algebra generated by integrals of simple functions, an explicit
calculation can be performed to show that the triangular truncation in the
Schatten classes Cp; 15p51, is not in this uniform closure. However, the
function giving the triangular truncation is an element of L1ðV1Þ.
In the following proposition we will make use of some interpolation results,
so we will ﬁrst introduce some notation. If ðX ; Y Þ is a Banach couple, then we
denote the spaces obtained by the complex interpolation method with ½X ; Y y,
with 05y51. See for example [2]. If both X and Y are UMD spaces, then
½X ; Y y; 05y51, is also a UMD space (see for example [31, II Proposition
1]). Furthermore, we recall that X \ Y is dense in ½X ; Y y (see [2, Theorem
4.2.2]). The proof of the following theorem is inspired by Solomjak [33].
Theorem 3.15. Let ðH;X Þ be a Banach couple, where H is a Hilbert
space and X is a UMD space, such that H\ X is dense in H and X . Assume
that P ;Q :BðRÞ !LðHþ X Þ are two commuting admissible spectral
measures. Suppose that b51 and 05y51 are such that y5b1 and let
E ¼ ½H;X y. Then L1ðVbÞ  IðPE  QEÞ and there exists a constant C > 0,
only depending on b; y;CP ;CQ and X such thatZ
R2
j dðPE  QEÞ




LðEÞ
4CjjjjjL1ðVbÞ ð3:11Þ
for all j 2 L1ðVbÞ.
Proof. Denoting F ¼ P  Q, it is clear that F :A!LðHþ X Þ is a
ﬁnitely additive admissible spectral measure for ðH;X Þ. As observed in
Remark 3.1, the restriction FH extends to a spectral measure FH :BðR
2Þ !
LðHÞ with jjFHðBÞjjLðHÞ4K1 for all B 2 BðR
2Þ, where K1 only depends on
CP and CQ. Furthermore, using the notation introduced in Section 2, it
follows from the observations in Proposition 2.17 (with Y ¼H) that ?SFX
¼ f0g in LðX Þ.
Now take j 2 L1ðV1Þ. Then THj :¼
R
R2
j dFH satisﬁes
jjTHj jjLðHÞ4K1jj jj1:
Furthermore, it follows from Proposition 3.13 that j 2 IðFX Þ and that
T Xj ¼
R
R2
j dFX satisﬁes
jjT Xj jjLðX Þ4K2jj jjL1ðV1Þ;
where K2 depends on CP ;CQ and the space X .
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X
j x; x*i for all x 2H\ X and x* 2H* \ X * , it
follows that ðTHj ; T
X
j Þ is an admissible pair deﬁning an admissible operator
Tj 2LðHþ X Þ.
As observed above, E ¼ ½H;X y is a UMD space. Moreover, it is clear
that ðH\ X Þ  ðH* \ X * ÞE  SFE , so in particular
?SFE ¼ f0g in LðEÞ.
Therefore, by Proposition 3.13, j 2 IðFEÞ.
Deﬁning T Ej ¼
R
R2
j dFE, we have hT Ej x; x*i ¼ hTjx; x*i for all x 2H\
X and x* 2 ðH* \ X * ÞE. Since H\ X is dense in E, this implies that
T Ej ¼ TjjE. From now on we will denote the operator T
E
j simply by Tj. Since
E ¼ ½X ; Y y the following estimate holds:
jjTjjjLðEÞ4jjTjjj
1y
LðHÞjjTjjj
y
LðX Þ4K
1y
1 K
y
2 jj jj
1y
1 jj jj
y
L1ðV1Þ ð3:12Þ
for all j 2 L1ðV1Þ.
Now take j 2 L1ðVbÞ. For convenience we assume that jj jjL1ðVbÞ41.
Deﬁne c :R2 ! ½0; 1 by
cðl;mÞ ¼ Vbðjðl; Þ;mÞ
b:
As observed in Remark 3.6, c is a Borel function. For n 2 N and k ¼
1; 2; . . . 2n we deﬁne the functions gn;k :R! ð1;1 by
gn;kðlÞ ¼ supfm 2 R: cðl;mÞ4k2ng:
Using that cðl; Þ is increasing for all l 2 R, it follows that the functions gn;k
are Borel measurable. Now deﬁne the Borel sets
An;k ¼ fðl;mÞ 2 R
2: gn;k1ðlÞ4m5gn;kðlÞg; k ¼ 2; 3; . . . ; 2n;
An;1 ¼ fðl;mÞ 2 R
2: m5gn;1ðlÞg:
For l 2 R we denote Aln;k ¼ fm 2 R: ðl;mÞ 2 An;kg. Let P be a probability
measure on R which is equivalent with the Lebesgue measure. For n 2 N deﬁne
jnðl; mÞ ¼
X
k
1
PðAln;kÞ
Z
Aln;k
jðl;oÞ dPðoÞ
( )
1An;k ðl;mÞ;
where for each l the summation is taken over those values of k for which
PðAln;kÞ > 0. Using Fubini’s theorem it is easily veriﬁed that jn is Borel
measurable. Moreover, it is clear that jj njj14jj jj1 for all n 2 N. From the
deﬁnition of the sets An;k and from the right-continuity of cðl; Þ, it follows
that jcðl;mÞ  cðl;oÞj42n for all m;o 2 Aln;k and all l 2 R. Now (3.4)
implies that
j ðl;mÞ  jðl;oÞj4jcðl; mÞ  cðl;oÞj1=b42n=b
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j ðl;mÞ  jnðl;mÞj4
X
k
1
PðAln;kÞ
Z
Aln;k
j ðl;mÞ  jðl;oÞj dPðoÞ
( )
1An;k ðl;mÞ
4
X
k
2n=b1An;k ðl;mÞ ¼ 2
n=b
for all ðl;mÞ 2 R2, i.e., jj  jnjj142
n=b. This implies, in particular, that
jj nþ1  jnjj142  2
n=b 8n 2 N: ð3:13Þ
Next, we shall estimate the norm of jn in L1ðV1Þ. Let m05m15   5mm be a
partition of R. Since jn is a step-function on at most 2
n disjoint intervals, it
is clear that at most 2n  1 terms in the following summation are non-zero.
Therefore, it follows from H .older’s inequality that
Xm
j¼1
j nðl;mjÞ  jnðl; mj1Þj4 ð2
n  1Þ11=b
Xm
j¼1
j nðl;mjÞ  jnðl;mj1Þj
b
( )1=b
4 2nð11=bÞVbðjðl; ÞÞ:
Consequently, jj njjL1ðV1Þ42
nð11=bÞjj jjL1ðVbÞ42
nð11=bÞ. This implies, in
particular, that
jj nþ1  jnjjL1ðV1Þ42  2
nð11=bÞ 8n 2 N: ð3:14Þ
Now it follows from (3.12)–(3.14) that
jjTjnþ1  Tjn jjLðEÞ42K
1y
1 K
y
22
nð1=byÞ:
Since, by hypothesis, 1=b y > 0, this shows that fTjng
1
n¼1 is a Cauchy
sequence in LðEÞ. Via Lemma 2.6(ii) and the ﬁrst part of the present proof
we may conclude that j 2 IðFEÞ and Tj ¼ limn!1 Tjn in LðEÞ.
Finally, since
Tj ¼ Tj0 þ
X1
n¼0
ðTjnþ1  Tjn Þ;
it follows that
jjTjjjLðEÞ41þ 2K
1y
1 K
y
2
1
1 2ð1=byÞ
;
which completes the proof of the theorem. ]
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SYMMETRIC SPACES
In this section we will apply the results of the previous section to
symmetric operator spaces associated with semiﬁnite von Neumann
algebras. We recall some of the relevant facts. Let M be a semiﬁnite von
Neumann algebra on the Hilbert space H with unit element 1 and let t :
Mþ ! ½0;1 be a normal semiﬁnite faithful trace, which will be ﬁxed.
Recall that the linear operator x on H with domain DomðxÞ is called
affiliated with M if uxu1 ¼ x for all unitary u 2M0, where M0 denotes the
commutant ofM. If a : DomðaÞ !H is self-adjoint with spectral measure
ea :BðRÞ !LðHÞ, then a is afﬁliated with M if and only if eaðBÞ 2M for
all B 2 BðRÞ. The closed and densely deﬁned linear operator x : DomðxÞ !
H is called t-measurable if x is afﬁliated withM and DomðxÞ is t-dense, i.e.,
for every e > 0 there exists an orthogonal projection p 2M such that
RanðpÞDomðxÞ and tð1 pÞ5e. The collection of all t-measurable
operators will be denoted by *M. As is well known, *M is a complete metrizable
topological *-algebra (with respect to the strong product and sum, equipped
with the measure topology). For details we refer the reader to [30, 34].
For any x 2 *M the generalized singular value function mðxÞ : ½0;1Þ ! ½0;1
is deﬁned by
mtðxÞ ¼ inffs50: tðe
jxjðs;1ÞÞ4tg:
For basic properties of the generalized singular value function we refer to
e.g. [23] (see also [15, 16]). We note, in particular, that a sequence fxng  *M
converges to 0 for the measure topology if and only if mtðxnÞ ! 0 as n!1
for all t > 0. Furthermore, we deﬁne
*M0 ¼ fx 2 *M : mtðxÞ ! 0 as t!1g; ð4:1Þ
which is a subalgebra of *M.
In the case thatM is the commutative von Neumann algebra L1ðR
þ;mÞ,
where m denotes the Lebesgue measure on Rþ, with the trace given by
integration with respect to m, the generalized singular value function mðf Þ is
precisely the classical decreasing rearrangement of the function jf j,
frequently denoted by f * in this setting. Using the generalized singular
value function the non-commutative Lp-spaces, 14p41, associated with
ðM; tÞ are deﬁned by
LpðM; tÞ ¼ fx 2 *M: mðxÞ 2 LpðR
þ;mÞg
equipped with the norm given by jjxjjLpðM;tÞ ¼ jjmðxÞjjp for all x 2 LpðM; tÞ.
Note that L1ðM; tÞ ¼M with uniform operator norm, and that
DOUBLE OPERATOR INTEGRALS 79LpðM; tÞ  *M0 for 14p51. In the case that M ¼LðHÞ with standard
trace, these non-commutative Lp-spaces are precisely the Schatten classes
Cp ð14p51Þ.
Now, we will brieﬂy describe the construction of non-commutative spaces
of more general form. By L0ðR
þ;mÞ we denote the space of all (equivalence
classes of) C-valued Lebesgue measurable functions on Rþ. A Banach space
ðE; jj  jjEÞ, where E  L0ðR
þ;mÞ is called a symmetric Banach function space
if ðE; jj  jjEÞ is a rearrangement invariant Banach function space (i.e., f 2
E; g 2 L0ðR
þ;mÞ and mðgÞ4mðf Þ imply that g 2 E and jjgjjE4jjf jjE) with the
additional property that f ; g 2 E and g f imply that jjgjjE4jjf jjE. Here
g f denotes submajorization in the sense of Hardy, Littlewood and
Polya, i.e.,
Z t
0
msðgÞ ds4
Z t
0
msðf Þ ds for all t > 0:
For details about such spaces we refer the reader to e.g. [26] or [1].
We note, in particular, that for any such space E we have
ðL1 \ L1ÞðR
þÞ  E ðL1 þ L1ÞðR
þÞ
with continuous embeddings. Furthermore, any ðL1;L1Þ-interpolation space
on ðRþ;mÞ is such a symmetric Banach function space. Given a semiﬁnite
von Neumann algebra ðM; tÞ and a symmetric Banach function space E on
ðRþ;mÞ the corresponding non-commutative space EðM; tÞ is now deﬁned
by
EðM; tÞ ¼ fx 2 *M: mðxÞ 2 Eg
equipped with the norm given by jjxjjEðM;tÞ ¼ jjmðxÞjjE. Then the space
ðEðM; tÞ; jj * jjEðM;tÞÞ is a Banach space and is called the symmetric operator
space corresponding to ðE; jj * jjEÞ associated with ðM; tÞ. We denote by
EðM; tÞ the K .othe dual of EðM; tÞ as deﬁned in [17], which will be
considered as a subspace of EðM; tÞ* via trace duality. An extensive
discussion of this construction and of the properties of such spaces and their
duals can be found in [15–17], to which we refer for the details. We note, in
particular, that
LpðM; tÞ \ LqðM; tÞ ¼ Lp \ LqðM; tÞ
for all values 14p; q41.
Let ðM; tÞ be a semiﬁnite von Neumann algebra on a Hilbert space H.
Suppose that a is a self-adjoint (in general unbounded) operator inH which
is afﬁliated withM, and let ea :BðRÞ !M be the spectral measure of a. For
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PaðBÞ : ðL1 þ L1ÞðM; tÞ ! ðL1 þ L1ÞðM; tÞ
by PaðBÞðxÞ ¼ eaðBÞx for all x 2 ðL1 þ L1ÞðM; tÞ. It is clear that
Pa :BðRÞ !LððL1 þ L1ÞðM; tÞÞ
is a ﬁnitely additive spectral measure which is clearly admissible for the pair
ðL1ðM; tÞ;L1ðM; tÞÞ. Similarly, the ﬁnitely additive spectral measure
Qa :BðRÞ !LððL1 þ L1ÞðM; tÞÞ
is deﬁned by QaðBÞðxÞ ¼ xeaðBÞ for all x 2 ðL1 þ L1ÞðM; tÞ and all B 2 BðRÞ.
From now on, a and b are two ﬁxed self-adjoint operators inH afﬁliated
with M. The ﬁnitely additive spectral measures Pa and Qb will be denoted
simply by P and Q. Let E be a symmetric Banach function space on ð0;1Þ
and denote by EðM; tÞ the corresponding non-commutative space associated
with ðM; tÞ. For B 2 BðRÞ we denote the restrictions of P ðBÞ and QðBÞ to
EðM; tÞ by PEðBÞ and QEðBÞ, respectively. Then
PE;QE :BðRÞ !LðEðM; tÞÞ
are ﬁnitely additive spectral measures. Note that
jjPEðBÞjjLðEðM;tÞÞ; jjQEðBÞjjLðEðM;tÞÞ41
for all B 2 BðRÞ. If the space E is ﬁxed, then PE and QE will also be denoted
simply by P and Q. In general, the measures P and Q are not countably
additive. However, we observe the following.
Lemma 4.1. If E has order continuous norm, then P ;Q :BðRÞ !
LðEðM; tÞÞ are spectral measures.
Proof. Assume that Bn 2 BðRÞ are such that Bn # |. Then eaðBnÞ # 0 in
M. Hence, we have (for a proof see Lemma 5.1) jjeaðBnÞxjjEðM;tÞ ! 0 as
n!1 for all x 2 EðM; tÞ. This shows that P is a strongly s-additive
measure. The proof for Q is similar. ]
Note that the above lemma holds, in particular, if E ¼ Lp; 14p51.
Without any additional assumptions on E the ﬁnitely additive spectral
measures P and Q are bounded in EðM; tÞ, so for any f 2 BðRÞ the spectral
integrals
R
R
f dP and
R
R
f dQ are deﬁned via approximations by simple
functions (see [21, X.]). The following lemma is easily proved.
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and Q be the finitely additive spectral measures in EðM; tÞ associated with
the self-adjoint operators a and b as above. Then for every f 2 BðRÞ we
have
Z
R
f ðlÞ dP ðlÞ
 
ðxÞ ¼ f ðaÞx; ð4:2Þ
Z
R
f ðmÞ dQðmÞ
 
ðxÞ ¼ xf ðbÞ ð4:3Þ
for all x 2 EðM; tÞ.
It is clear that the ﬁnitely additive measures P and Q commute. Hence, as in
the previous section we may consider the product measure
P  Q :A!LðEðM; tÞÞ, where A denotes the algebra generated by all
Borel rectangles in R2. Note that CP ¼ CQ ¼ 1. We will discuss the existence
and properties of the integrals Tj ¼
R
R2
j dðP  QÞ, which we will call
double operator integrals. It should be observed that the operators Tj depend
of course on the choice of the self-adjoint operators a and b, but we will
suppress this dependence in the notation. First observe that if
EðM; tÞ ¼ L2ðM; tÞ, then P and Q are spectral measures taking their values
in the orthogonal projections on the Hilbert space L2ðM; tÞ, and hence, as
observed in Remark 3.1, P  Q extends to a spectral measure
P  Q :BðR2Þ !LðL2ðM; tÞÞ. In particular for every j 2 BðR
2Þ the
bounded operator
Tj;2 ¼
Z
R2
j dðP  QÞ ð4:4Þ
is deﬁned as a usual spectral integral.
Now, assume that E is an arbitrary symmetric Banach function space on
Rþ. In the applications to the perturbation formulae in Section 7, the
integration theory developed in the previous sections is used in the following
setting. Suppose that V  EðM; tÞ and W  EðM; tÞ are linear subspaces
such that:
(i) ðL1 \ L1ÞðM; tÞ  V  EðM; tÞ \ L2ðM; tÞ and ðL1 \ L1ÞðM; tÞ 
W  EðM; tÞ \ L2ðM; tÞ;
(ii) if x 2 V and y 2 W , then xz; zx 2 V and yz; zy 2 W for all z 2M.
Deﬁne S ¼ V  W in LðEðM; tÞÞ0s. Now observe that S has the
following properties:
(a) LSðEðM; tÞÞ \? S ¼ f0g;
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values in LSðEðM; tÞÞ;
(c) S  SPQ.
Indeed, it follows from (i) that ?W ¼ f0g and V ? \ W ¼ f0g. Now (a) is
a consequence of Proposition 2.12. Furthermore, (ii) implies (b) via the same
proposition. Since P  Q extends to a spectral measure in L2ðM; tÞ it is also
clear that (c) holds.
Consequently, the integrals S
R
O j dðP  QÞ are well deﬁned for
j 2 IðP  Q;SÞ. If ?SPQ ¼ f0g, then we can also consider the class IðP
QÞ and the corresponding integrals, for which the following lemma,
included for future reference, is also valid.
Lemma 4.3. Let E be a symmetric Banach function space on Rþ, let
V  EðM; tÞ and W  EðM; tÞ be subspaces satisfying ðiÞ and ðiiÞ above
and let S ¼ V  W . For any f 2 BðRÞ we define f 1ðl; mÞ ¼ f ðlÞ and
f 2ðl;mÞ ¼ f ðmÞ for all ðl;mÞ 2 R2. Then f 1; f 2 2 IðP  Q;SÞ and
S
Z
R2
f 1 dðP  QÞ
 
ðxÞ ¼ f ðaÞx;
S
Z
R2
f 2 dðP  QÞ
 
ðxÞ ¼ xf ðbÞ
for all x 2 EðM; tÞ.
Proof. First, observe that for any f 2 BðRÞ the spectral integralsR
R
f dP and
R
R
f dQ belong toM and so by (ii) above and Remark 2.10(b) it
follows that IðP ;SÞ ¼ IðQ;SÞ ¼ BðRÞ. Now the lemma follows from a
combination of Lemmas 3.2(i) and 4.2. ]
Next, we will discuss some special cases in which the above discussed
situation occurs.
First, consider the case that EðM; tÞ ¼ LpðM; tÞ with 14p51. As usual
we will identify the dual space of LpðM; tÞ with Lp0 ðM; tÞ, where p0 is the
conjugate exponent of p, via trace duality given by
hx; yi ¼ tðxyÞ 8x 2 LpðM; tÞ 8y 2 Lp0 ðM; tÞ:
In this case we will take V ¼ ðLp \ L2ÞðM; tÞ and W ¼ ðLp0 \ L2ÞðM; tÞ. We
denote
Sp ¼ ðLp \ L2ÞðM; tÞ  ðLp0 \ L2ÞðM; tÞ:
It is clear that the ﬁnitely additive spectral measure F ¼ P  Q on A is
admissible for the couple ðLpðM; tÞ; L2ðM; tÞÞ and that LpðM; tÞ \ L2ðM; tÞ
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made in Proposition 2.17 are applicable to X ¼ LpðM; tÞ and Y ¼ L2ðM; tÞ.
Denoting by SpPQ the set deﬁned in Deﬁnition 2.2 with respect to F ¼
P  Q and LpðM; tÞ, it follows from Proposition 2.17 (i) and (ii) that Sp 
SpPQ and that
IðP  QÞ  IðP  Q;SpÞ:
For notational convenience we put
Ip ¼ IðP  Q;SpÞ:
As observed in Proposition 2.17(iii), Ip consists precisely of those j 2 BðR2Þ
for which the operator Tj;2, as deﬁned by (4.4), maps ðLp \ L2ÞðM; tÞ into
itself and is continuous with respect to jj  jjLpðM;tÞ. For j 2 I
p we denote (cf.
Deﬁnition 2.9),
Tj;p ¼ S
p 
Z
R2
j dðP  QÞ: ð4:5Þ
If 14p; q51 and j 2 Ip \ Iq, then it follows immediately from
Proposition 2.16 that the pair ðTj;p; Tj;qÞ is admissible for the couple
ðLpðM; tÞ;LqðM; tÞÞ, i.e., Tj;px ¼ Tj;qx for all x 2 LpðM; tÞ \ LqðM; tÞ. In
view of these remarks, there will be no danger of confusion if we denote the
operator Tj;p simply by Tj.
Remark 4.4. It follows from the above observations that in the case
M ¼LðHÞ, whence LpðM; tÞ ¼ Cp the Schatten-p-class, the class of
operators Tj with j 2 I
p coincides with the class of double operator
integrals (associated with self-adjoint operators a and b inH) on Cp as used
by Birman and Solomyak [4–6, 8].
The next result now follows immediately from Proposition 3.13.
Proposition 4.5. Suppose that 15p51. Then L1ðV1Þ  I
p and the
mapping j/ Tj is an algebra homomorphism from L1ðV1Þ into LðLpðM; tÞÞ.
Moreover, there exists a constant Kp, only depending on p, such that
jjTjjjLðLpðM;tÞÞ4Kp jj jjL1ðV1Þ ð4:6Þ
for all j 2 L1ðV1Þ.
Proof. As is well known, LpðM; tÞ is a UMD space for 15p51. Hence
it follows from Proposition 3.13 that L1ðV1Þ  IðP  QÞ, and we have
observed above that IðP  QÞ  Ip. It follows from Proposition 2.8 that
the mapping j/ Tj is an algebra homomorphism. Since CP ¼ CQ ¼ 1 and
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consequence of the corresponding estimate in Proposition 3.13. ]
The above proposition, when specialized to the BðHÞ-setting, gives
[8, Theorem 2.9; 33, Theorem 5.1].
Now, we apply Theorem 3.15 to the above situation.
Proposition 4.6. Let b > 1 and suppose that 15p51 is such that
jp1  21j5ð2bÞ1. Then L1ðVbÞ  I
p and the mapping j/ Tj is an
algebra homomorphism from L1ðVbÞ into LðLpðM; tÞÞ. Moreover, there exists
a constant K, only depending on p and b, such that
jjTjjjLðLpðM;tÞÞ4K jj jjL1ðVbÞ ð4:7Þ
for all j 2 L1ðVbÞ.
Proof. We assume that 05p1  215ð2bÞ1 (the argument in the case
p1521 is similar). Now take 15q51 such that bðp1  21Þ þ 215
q151 and deﬁne
y ¼
1
p 
1
2
1
q
1
2
:
Then 05y5b1. It follows from the non-commutative Riesz–Thorin
theorem, due to Kunze [27] (see also [16]), that
½L2ðM; tÞ; LqðM; tÞy ¼ LpðM; tÞ:
Now the result follows immediately from an application of Theorem 3.15
with H ¼ L2ðM; tÞ and X ¼ LpðM; tÞ. ]
The above proposition, when specialized to the BðHÞ-setting, gives [8,
Theorem 2.11; 33, Theorem 5.2].
Next, we discuss the case that the Banach function space E is an ðLp; LqÞ-
interpolation space on ð0;1Þ with 15p; q51. Then the corresponding
non-commutative space EðM; tÞ is an ðLpðM; tÞ; LqðM; tÞÞ-interpolation
space (see [16, Theorem 3.4]). Hence, we are in a position to apply
Proposition 2.16 with X ¼ LpðM; tÞ; Y ¼ LpðM; tÞ and Z ¼ EðM; tÞ.
Furthermore, we take
V1 ¼ LpðM; tÞ \ L2ðM; tÞ; W1 ¼ Lp0 ðM; tÞ \ L2ðM; tÞ;
V2 ¼ LqðM; tÞ \ L2ðM; tÞ; W2 ¼ Lq0 ðM; tÞ \ L2ðM; tÞ
and V ¼ V1 \ V2; W ¼ W1 \ W2. We denote
Sp;q ¼ V  W :
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W ¼ W1 \ W2  Lp0 ðM; tÞ \ Lq0 ðM; tÞ  EðM; tÞ
;
where as before EðM; tÞ denotes the K .othe-dual space of EðM; tÞ. For a
function j 2 IððP  QÞEðM;tÞ;S
p;qÞ we denote by Tj ¼ Tj;E 2LðEðM; tÞÞ
the operator deﬁned by
Tj;E ¼ Sp;q 
Z
R2
j dðP  QÞ: ð4:8Þ
The following result is now a consequence of Proposition 2.16 and
Lemma 2.14.
Proposition 4.7. Let E be an ðLp;LqÞ-interpolation space on ð0;1Þ with
15p; q51.
(i) Then Ip \ Iq  IððP  QÞEðM;tÞ;S
p;qÞ and the mapping j/ Tj is
an algebra homomorphism from Ip \ Iq into LðEðM; tÞÞ.
(ii) If j 2 Ip \ Iq, then Tj is sðEðM; tÞ;Lp0 ðM; tÞ \ Lq0 ðM; tÞÞ-contin-
uous.
We stress the fact that we do not assume that EðM; tÞ nor EðM; tÞ is
separable (cf. [8]).
Remark 4.8. In (4.8) the deﬁnition of the operator Tj on EðM; tÞ does
not depend on the particular choice of p and q in the following sense.
Suppose that E is an ðLp1 ;Lq1 Þ as well as an ðLp2 ; Lq2 Þ-interpolation space for
some 15p1; q1;p2; q251. Now assume that j 2 I
p1 \ Iq1 \ Ip2 \ Iq2 and
let the operators T ð1Þj ; T
ð2Þ
j 2LðEðM; tÞÞ be deﬁned by (4.8) with respect to
the pairs ðp1; q1Þ and ðp2; q2Þ, respectively. We claim that T ð1Þj ¼ T
ð2Þ
j . Indeed,
it follows from deﬁnition (4.5) that, in particular,
hT ð1Þj x; yi ¼ hT
ð2Þ
j x; yi ¼
Z
R2
j dhP  Q; x yi
for all x; y 2 L1 \ L1ðM; tÞ. This implies that T ð1Þj x ¼ T
ð2Þ
j x for all
x 2 L1 \ L1ðM; tÞ. By Proposition 4.7(ii) we know that T ð1Þj is continuous
with respect to sðEðM; tÞ;Lp0
1
ðM; tÞ \ Lq0
1
ðM; tÞÞ and that T ð2Þj is continuous
with respect to sðEðM; tÞ;Lp0
2
ðM; tÞ \ Lq0
2
ðM; tÞÞ.
Now take 04x 2 E and write x ¼
R1
0 l de
x
l and deﬁne xn ¼
R n
1=n l de
x
l for
n ¼ 1; 2; . . . : The conditions on E imply that E  *M0, so xn 2
L1 \ L1ðM; tÞ. Using [18, Corollary 1.2] it follows that 04xn " x in *M
and in E. Now it follows from [17, Theorem 5.11] that tððx xnÞyÞ ! 0 as
n!1 for all y 2 E. Hence xn ! x with respect to sðE;EÞ, so in particular
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1
ðM; tÞ \ Lq0
1
ðM; tÞÞ and sðEðM; tÞ;Lp0
2
ðM; tÞ\
Lq0
2
ðM; tÞÞ. Since T 1jxn ¼ T
2
jxn for all n 2 N, it is now clear that T
1
jx ¼ T
2
jx.
Assume again that E is an ðLp;LqÞ-interpolation space on ð0;1Þ for some
15p; q51. It follows from Remark 4.8, in combination with Propositions
4.5 and 4.7, that the operator Tj 2LðEðM; tÞÞ is well deﬁned for all
j 2 L1ðV1Þ. For sake of reference we collect the properties of these operators
in the next corollary.
Corollary 4.9. Assume that E is an ðLp;LqÞ interpolation space on
ð0;1Þ for some 15p; q51. The mapping j/ Tj is an algebra homo-
morphism from L1ðV1Þ into LðEðM; tÞÞ and there exists a constant KE > 0,
only depending on the space E, such that
jjTjjjLðEðM;tÞÞ4KEjj jjL1ðV1Þ
for all j 2 L1ðV1Þ.
Let E be a symmetric Banach function space on ð0;1Þ. For s > 0 the
dilation operator Ds : E! E is deﬁned by
Dsf ðtÞ ¼ f
t
s
 
; t > 0; f 2 E:
The lower and upper Boyd indices (or dilation exponents) of E are deﬁned by
%
aE ¼ lims#0
log jjDsjjLðEÞ
log s
; %aE ¼ lim
s!1
log jjDsjjLðEÞ
log s
;
respectively, and satisfy 04
%
a
E
4%aE41 (see e.g. the books [7,26,28]). It
is a classical result of D.W. Boyd, that if 15p; q51 are such that
q15
%
aE4%aE5p
1, then E is an ðLp; LqÞ-interpolation space. In the
following proposition we combine the results of Propositions 4.6 and 4.7.
Proposition 4.10. Let E be a symmetric Banach function space on
ð0;1Þ and suppose that b > 1. Assume that the Boyd indices of E satisfy
1
2

1
2b
5
%
aE4%aE5
1
2
þ
1
2b
:
Then for every j 2 L1ðVbÞ the operator Tj 2LðEðM; tÞÞ is well defined, the
mapping j/ Tj is an algebra homomorphism from L1ðVbÞ into LðEðM; tÞÞ
and there exists a constant K > 0, only depending on E and b, such that
jjTjjjLðEðM;tÞÞ4K jjjjjL1ðVbÞ
for all j 2 L1ðVbÞ.
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1
2

1
2b
5
1
q
5min
1
2
;
%
a
E
 
and
max
1
2
; %aE
 
5
1
p
5
1
2
þ
1
2b
:
Then Proposition 4.6 implies that L1ðVbÞ  I
p \ Iq. Since
q15
%
aE4%aE5p
1, the space E is an ðLp;LqÞ-interpolation space
and so by Dodds et al. [16] it follows that EðM; tÞ is an
ðLpðM; tÞ;LqðM; tÞÞ-interpolation space. Now the result follows from a
combination of Propositions 4.6 and 4.7. ]
5. SOME CONVERGENCE RESULTS IN NON-COMMUTATIVE
SPACES
In the present section we collect some results which will be used in the
next sections. Let M be a semiﬁnite von Neumann algebra on the Hilbert
space H with semiﬁnite normal faithful trace t, and let E be a symmetric
Banach function space on ð0;1Þ.
Lemma 5.1. Suppose that the Banach function space E has order
continuous norm and that pa 2M are projections such that pa # 0 in M.
Then jjxpajjEðM;tÞ ! 0 and jjpaxjjEðM;tÞ ! 0 for all x 2 EðM; tÞ.
Proof. We may assume that 04x 2 EðM; tÞ. Then x25xpax # 0 in *M.
Since E has order continuous norm, it follows that mtðxÞ ! 0 as t!1, and
hence mtðx
2Þ ¼ mtðxÞ
2 ! 0 as t!1, so x2 2 *M0. It follows from [17, Lemma
3.5], that mtðxÞ
25mtðxpaxÞ # 0 on ð0;1Þ. Since
mtðxpaxÞ ¼ mtððxpaÞðxpaÞ * Þ ¼ mtððxpaÞ * ðxpaÞÞ ¼ mtðjxpaj
2Þ ¼ mtðxpaÞ
2;
we have mtðxÞ5mtðxpaÞ # 0. The order continuity of the norm in E now
implies that jjxpajjEðM;tÞ # 0. From this the ﬁrst statement of the lemma
follows. The second statement is now also clear, since
jjpaxjjEðM;tÞ ¼ jjx*pajjEðM;tÞ. ]
An alternative version of the proof can be found in [19, Proposition 1.1(ii)].
For later reference the following lemma will be convenient.
DE PAGTER, WITVLIET, AND SUKOCHEV88Lemma 5.2. Let E be an ðLp; LqÞ-interpolation space on ð0;1Þ for some
15p; q51. We denote the conjugate exponents of p and q by p0 and q0,
respectively.
(i) If fxag is a net in EðM; tÞ such that supa jjxajjEðM;tÞ51 and
jjxayjjL1ðM;tÞ ! 0 for all y 2 L1 \ L1ðM; tÞ, then xa ! 0 with respect to
sðEðM; tÞ; Lp0 \ Lq0 ðM; tÞÞ.
(ii) If x 2 EðM; tÞ and fpag is a net of orthogonal projections in M such
that pa # 0, then pax! 0 and xpa ! 0 with respect to
sðEðM; tÞ; Lp0 \ Lq0 ðM; tÞÞ.
(iii) If x 2 EðM; tÞ and fpag and fqag are nets of orthogonal projections
in M such that pa " 1 and qa " 1, then paxqa ! x with respect to
sðEðM; tÞ; Lp0 \ Lq0 ðM; tÞÞ.
Proof. (i) We have to show that tðxazÞ ! 0 for all z 2 Lp0 \ Lq0 ðM; tÞ.
Fix z 2 Lp0 \ Lq0 ðM; tÞ and let e > 0 be given. Since L1 \ L1ðM; tÞ is dense in
Lp0 \ Lq0 ðM; tÞ, there exists y 2 L1 \ L1ðM; tÞ such that
jjz yjjLp0\Lq0 ðM;tÞ5e. Now
jtðxazÞj4 jtðxayÞj þ jtðxaðz yÞÞj
4 jtðxayÞj þ jjxajjEðM;tÞjjz yjjEðM;tÞ
4 jtðxayÞj þ CjjxajjEðM;tÞjjz yjjLp0\Lq0 ðM;tÞ
4 jtðxayÞj þ eCjjxajjEðM;tÞ;
where C is the embedding constant of Lp0 \ Lq0 ðM; tÞ into EðM; tÞ
. Since
tðxayÞ ! 0 it follows that lim supa jtðxazÞj4eC supa jjxajjEðM;tÞ, and since this
holds for all e > 0, we may conclude that tðxazÞ ! 0.
(ii) Now assume that x 2 EðM; tÞ and fpag is a net of orthogonal
projections in M such that pa # 0. Take y 2 L1 \ L1ðM; tÞ. Then xy 2
L1ðM; tÞ and so it follows from Lemma 5.1 that jjpaxyjjL1ðM;tÞ ! 0. Now the
ﬁrst part of this lemma implies that pax! 0 with respect to
sðEðM; tÞ; Lp0 \ Lq0 ðM; tÞÞ. The proof for xpa is similar.
(iii) Take y 2 L1 \ L1ðM; tÞ. Then
jjðx paxqaÞyjjL1ðM;tÞ4jjpaxð1 qaÞyjjL1ðM;tÞ þ jjð1 paÞxyjjL1ðM;tÞ:
Since xy 2 L1ðM; tÞ, Lemma 5.1 implies that jjð1 paÞxyjjL1ðM;tÞ ! 0. Let
xð1 qaÞy ¼ vjxð1 qayj be the polar decomposition of xð1 qaÞy. Then
jjpaxð1 qaÞyjjL1ðM;tÞ4 jjxð1 qaÞyjjL1ðM;tÞ ¼ tðv* xð1 qaÞyÞ
¼ tðyv* xð1 qaÞÞ4jjyv* xð1 qaÞjjL1ðM;tÞ
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result now follows from the ﬁrst part of the present lemma. ]
Recall that a sequence fxng
1
n¼f in
*M converges to 0 with respect to the
measure topology in *M if and only if for all e; d > 0 there exists N 2 N such
that mdðxnÞ5e for all n5N . Recall furthermore that a sequence fxng
1
n¼1 in
*M
is said to converge locally in measure to an element x 2 *M if pxnp ! pxp as
n!1 for the measure topology for all orthogonal projections p 2M with
tðpÞ51 (see e.g. [17,19]).
Lemma 5.3. Let fxng1n¼1 be a sequence in ðL1 þ L1ÞðM; tÞ. Let x 2 *M and
y 2 ðL1 þ L1ÞðM; tÞ be such that xn ! x locally in measure and xn ! y with
respect to sððL1 þ L1ÞðM; tÞ;L1 \ L1ðM; tÞÞ as n!1. Then x ¼ y.
Proof. We will ﬁrst assume that tð1Þ51. So fxng
1
n¼1 is a sequence in
L1ðM; tÞ such that xn ! x for the measure topology and xn ! y with respect
to sðL1ðM; tÞ;L1ðM; tÞÞ as n!1. Let e > 0 be given. Since x xn ! 0 in
the measure topology we may assume, by passing to a subsequence if
necessary, that m2n ðx xnÞ5e for all n ¼ 1; 2; . . . : For each n there exists an
orthogonal projection pn 2M such that tð1 pnÞ42n and
jjðx xnÞpnjjL1ðM;tÞ4e. For n ¼ 1; 2; . . . deﬁne qn ¼ infk5n pk. Then tð1
qnÞ42nþ1 for all n. Keep n 2 N ﬁxed for the moment. For k5n we have
jjðx xkÞqnjjL1ðM;tÞ ¼ jjðx xkÞpkqnjjL1ðM;tÞ4jjðx xkÞpk jjL1ðM;tÞ4e:
Now take z 2 qnMqn with jjzjjL1ðM;tÞ41. Then
jjðx xkÞzjjL1ðM;tÞ ¼ jjðx xkÞqnzjjL1ðM;tÞ
4 jjðx xkÞqnjjL1ðM;tÞjjzjjL1ðM;tÞ4etð1Þ;
for all k5n. Hence xz 2 L1ðM; tÞ and jtðxz2xkzÞ4etð1Þ for all k5n. On the
other hand, tðxkz yzÞ ! 0 as n!1. From this we may conclude that
jtðxz yzÞj4etð1Þ for all z 2 qnMqn with jjzjjL1ðM;tÞ41. This implies that
jjqnðx yÞqnjjL1ðM;tÞ4etð1Þ, and this now holds for all n 2 N. Since tð1
qnÞ ! 0 as n!1, i.e., qn ! 1 for the measure topology, it follows that
qnðx yÞqn ! x y as n!1 for the measure topology. Now (the non-
commutative version of) Fatou’s lemma implies that x y 2 L1ðM; tÞ and
jjx yjjL1ðM;tÞ4etð1Þ. This holding for all e > 0, we may conclude that x ¼ y,
by which the proof for the case tð1Þ51 is complete.
For the general case, let e 2M be an orthogonal projection with tðeÞ51,
and consider the sequence fexneg
1
n¼1 in eMe. From the ﬁrst part of the proof
we may conclude that eðx yÞe ¼ 0. This holding for all such projections e,
it follows that x ¼ y. ]
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In this section we will prove a preliminary estimate (Proposition 6.6) in
non-commutative spaces which will play a crucial role in Section 7. For the
special case that the von Neumann algebra M ¼LðHÞ, i.e., the case of
symmetrically normed ideals of compact operators in a Hilbert space, the
result of Proposition 6.6 goes back to Birman and Solomyak [6]. Our proof
uses some of their ideas.
Let a : DomðaÞ !H be a self-adjoint operator in the Hilbert space H.
The spectral measure of a will be denoted by ea. Furthermore, ðM; tÞ will be
a semiﬁnite von Neumann algebra on H.
Definition 6.1. The orthogonal projection q inH is called a generating
projection for a if
spanfRanðeaðDÞqÞ : D 2 BðRÞg ¼H; ð6:1Þ
where span denotes the closed linear subspace.
Lemma 6.2. Let D R be a dense subset and let q be an orthogonal
projection in H. Then
spanfRanðeaðDÞqÞ: D 2 BðRÞg ¼ spanfRanðeað½a;bÞÞqÞ: a5b; a; b 2 Dg:
ð6:2Þ
Proof. Denote the left- and right-hand side of (6.2) by V1 and V2,
respectively. It is clear that V2  V1. Now deﬁne
A ¼ fD 2 BðRÞ: RanðeaðDÞqÞ  V2g:
Observe that, if D1;D2 2A and D1 \ D2 ¼ |, then D1 \ D2 2A. Indeed,
since eaðD1 [ D2Þ ¼ eaðD1Þ þ eaðD2Þ, it is clear that
RanðeaðD1 [ D2ÞqÞ ¼RanðeaðD1Þqþ eaðD2ÞqÞ
RanðeaðD1ÞqÞ þRanðeaðD2ÞqÞ  V2:
Let R denote the ring generated by all cells ½a;bÞ with a; b 2 D. Then R
consists of all ﬁnite disjoint unions of such cells. Hence, from the deﬁnition
of V2 and from the above observation it follows that RA.
Now assume that Dn 2A ðn ¼ 1; 2; . . .Þ such that Dn " D 2 BðRÞ. Then
eaðDnÞ " eaðDÞ and so eaðDnÞqx! eaðDÞqx as n!1 for all x 2H. Since
eaðDnÞqx 2 V2 for all n, it follows that eaðDÞqx 2 V2 for all x 2H. Hence
RanðeaðDÞqÞ  V2, i.e., D 2A. This shows that A is a monotone class.
Consequently, the s-ringSðRÞ generated by R is contained inA. Since D is
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shows that RanðeaðDÞqÞ  V2 for all D 2 BðRÞ and so V1  V2. ]
In the next lemma we assume that E is a symmetric Banach function space
on ð0;1Þ and we denote the fundamental function of E by jE, i.e.,
jEðtÞ ¼ jj1ð0;tjjE for all t > 0. As before, the corresponding non-commutative
space is denoted by EðM; tÞ.
Lemma 6.3. Suppose that the fundamental function of E satisfies
lim
t!1
jEðtÞ
t
¼ 0: ð6:3Þ
Let a : domðaÞ !H be a self-adjoint operator which is affiliated with M (so
eaðDÞ 2M for all D 2 BðRÞÞ. Assume that a has a generating projection q0 2
M with tðq0Þ51. Then there exists a sequence fpmg
1
m¼1 of orthogonal
projections in M such that pm " 1; tðpmÞ51 and jjapm  pmajjEðM;tÞ4m
1 for
all m ¼ 1; 2; . . . :
Proof. It follows from (6.3) that there exists a sequence s15s25    in N
such that the numbers rm ¼ ð2mÞ2sm satisfy
jEðrmt0Þ
rmt0
5
1
4m2t0
ð6:4Þ
for all m ¼ 1; 2; . . . ; where t0 ¼ tðq0Þ. For m ¼ 1; 2; . . . we deﬁne
lm;k ¼ mþ k2sm ðk ¼ 0; 1; . . . ; rmÞ ð6:5Þ
and Dm;k ¼ ½lm;k1; lm;kÞ; em;k ¼ eaðDm;kÞ for k ¼ 1; . . . ; rm. For m ¼ 1; 2; . . .
and k ¼ 1; . . . ; rm we now deﬁne qm;k ¼ Rðem;kq0Þ, the range projection of
em;kq0 (i.e., qm;k is the orthogonal projection onto Ranðem;kq0ÞÞ. Since
em;kq0 2M, it follows that qm;k 2M, and since 04qm;k4em;k, it is clear that
fqm;k: k ¼ 1; . . . ; rmg are mutually orthogonal. Moreover,
Rðem;kq0ÞZRððem;kq0Þ* Þ ¼ Rðq0em;kÞ4q0
(where Z denotes equivalence of projections with respect toM) implies that
tðqm;kÞ4tðq0Þ ¼ t0 for all m and k. Deﬁne
pm ¼
Xrm
k¼1
qm;k
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m51 and k ¼ 1; . . . ; rm let
Im;k ¼ fl 2 N: Dmþ1;l  Dm;kg:
Then Im;k1 \ Im;k2 ¼ | whenever k1=k2 and Dm;k ¼
S
l2Im;k Dmþ1;l. Hence,
em;k ¼
X
l2Im;k
emþ1;l
and so
em;kq0 ¼
X
l2Im;k
emþ1;lq0;
which implies that
Ranðem;kq0Þ 
M
l2Im;k
Ranðemþ1;lq0Þ:
This shows that
qm;k4
X
l2Im;k
qmþ1;l; ðk ¼ 1; . . . ; rmÞ:
Hence,
pm ¼
Xrm
k¼1
qm;k4
Xrm
k¼1
X
l2Im;k
qmþ1;l4
Xrmþ1
l¼1
qmþ1;l ¼ pmþ1;
which proves the claim.
Next we show that pm " 1. Put Vm ¼ RanðpmÞ. We have to show that
H ¼
[1
m¼1
Vm: ð6:6Þ
For m ¼ 1; 2; . . . let Dm ¼ flm;k: k ¼ 1; . . . ; rmg and D ¼
S1
m¼1 Dm. Then D1
 D2     and D is dense in R. By the assumption on q0 and by Lemma 6.2,
to prove (6.6) it is sufﬁcient to show that
Ranðeað½a;bÞÞq0Þ 
[1
m¼1
Vm ð6:7Þ
for all a;b 2 D with a5b. Given such a;b 2 D, there exists m such that
a;b 2 Dm. Then ½a;bÞ ¼
S
k2I Dm;k for some I  f1; . . . ; rmg, and so
eað½a;bÞÞq0 ¼
X
k2I
em;kq0:
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Ranðeað½a;bÞÞq0Þ 
M
k2I
Ranðem;kq0Þ ¼
M
k2I
Ranðqm;kÞ:
Since qm;k4pm, this implies that Ranðeað½a;bÞÞq0Þ  Vm, which proves (6.7)
and hence (6.6).
It remains to be shown that jjapm  pmajjEðM;tÞ4m
1 for all m ¼ 1; 2; . . . :
For this purpose we ﬁrst make the following remarks. Since
pm ¼
Xrm
k¼1
qm;k4
Xrm
k¼1
em;k ¼ eað½m;mÞÞ
it follows that
apm ¼ aeað½m;mÞÞpm 2 L1 \ L1ðM; tÞ  EðM; tÞ:
Also,
pma ¼ pmeað½m;mÞÞa 2 L1 \ L1ðM; tÞ  EðM; tÞ
(where eað½m;mÞÞa is interpreted as the closure of the algebraic product;
this closure is equal to aeað½m;mÞÞÞ. Hence jjapm  pmajjEðM;tÞ is well-
deﬁned. Next observe that, since qm;k ¼ qm;kem;k ¼ em;kqm;k and qm;lem;k ¼ 0
whenever l=k, we have
pm ¼
Xrm
k¼1
em;k
 !
pm ¼ pm
Xrm
k¼1
em;k
 !
and
Xrm
k¼1
lm;kem;k
 !
pm ¼ pm
Xrm
k¼1
lm;kem;k
 !
:
Hence,
apm  pma ¼ a
Xrm
k¼1
em;k
 !
pm 
Xrm
k¼1
lm;kem;k
 !
pm
þ
Xrm
k¼1
lm;kem;k
 !
pm  pm
Xrm
k¼1
em;k
 !
a ð6:8Þ
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Xrm
k¼1
em;k
 !

Xrm
k¼1
lm;kem;k
( )
pm
 pm a
Xrm
k¼1
em;k
 !

Xrm
k¼1
lm;kem;k
( )
¼wm  w*m ;
where
wm ¼ a
Xrm
k¼1
em;k
 !

Xrm
k¼1
lm;kem;k
( )
pm:
Now,
jjwmjjEðM;tÞ4 a
Xrm
k¼1
em;k
 !

Xrm
k¼1
lm;kem;k




L1ðM;tÞ
jjpmjjEðM;tÞ
4 2sm jjpmjjEðM;tÞ
(where the last inequality follows from deﬁnition (6.5) of the numbers lm;k
and from the spectral theorem). Since
tðpmÞ ¼
Xrm
k¼1
tðqm;kÞ4rmt0;
it follows from (6.4) that
jjpmjjEðM;tÞ ¼ jj1ð0;tðpmÞjjE4jEðrmt0Þ5
rm
4m2
:
Hence,
jjwmjjEðM;tÞ4
2smrm
4m2
¼
1
2m
:
Using (6.8) we ﬁnd that
jjapm  pmajjEðM;tÞ4jjwmjjEðM;tÞ þ jjw*m jjEðM;tÞ4m
1;
by which the lemma is proved. ]
Lemma 6.4. Let M be a semifinite von Neumann algebra and
a : DomðaÞ !H a self-adjoint operator with spectral measure ea which
is affiliated with M. Then there exists a system fpag of pairwise orthogonal
projections in M with _apa ¼ 1 such that for each a there exists an
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pa ¼
_
fRðeaðDÞqaÞ: D 2 BðRÞg: ð6:9Þ
Proof. Let fpag be a system of pairwise orthogonal projections in M,
which is maximal with respect to the property that for each a there exists a
ﬁnite trace projection qa 2M with 05qa4pa and for which (6.9) holds
(such system exists by Zorn’s lemma). Now assume that
p0 ¼
_
a pa51:
Observe that paeaðDÞ ¼ eaðDÞpa for all a and all D 2 BðRÞ. Indeed, for all
D;D0 2 BðRÞ we have
eaðDÞRanðeaðD0ÞqaÞ ¼ RanðeaðD\ D0ÞqaÞ  RanðpaÞ;
which implies that eaðDÞRanðpaÞ  RanðpaÞ, i.e., paeaðDÞ ¼ eaðDÞpa. Con-
sequently, p0eaðDÞ ¼ eaðDÞp0 for all D 2 BðRÞ. Since we assume that p051,
there exists an orthogonal projection q 2M such that 05q41 p0 and
tðqÞ51. Deﬁne
p ¼
_
fRðeaðDÞqÞ: D 2 BðRÞg:
Note that p 2M and that for every D 2 BðRÞ we have
eaðDÞq ¼ eaðDÞð1 p0Þq ¼ ð1 p0ÞeaðDÞq;
so RðeaðDÞqÞ41 p0. Hence p41 p0. Since 05q4p it is clear that p=0.
This contradicts the maximality of the system fpag. We may conclude
therefore that _apa ¼ 1. ]
Remark 6.5. Let a : DomðaÞ !H be a self-adjoint operator with
spectral measure ea which is afﬁliated with the von Neumann algebra M.
Suppose that p 2M is an orthogonal projection such that peaðDÞ ¼ eaðDÞp
for all D 2 BðRÞ. Put H0 ¼ RanðpÞ. It follows from the spectral theorem
that x 2 DomðaÞ implies px 2 DomðaÞ and aðpxÞ ¼ pðaxÞ 2H0. This implies
that
DomðaÞ ¼ DomðaÞ \H0  DomðaÞ \H?0
as an algebraic direct sum. Deﬁne a0 : DomðaÞ \H0 !H0 by a0x ¼ ax for
all x 2 Domða0Þ ¼ DomðaÞ \H0. Then a0 is a self-adjoint operator with
spectral measure given by peað * ÞpjH0 . Hence a0 is afﬁliated with the
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the restriction of a to H0 ¼ RanðpÞ.
Proposition 6.6. Let E be a symmetric Banach function space on ð0;1Þ
and assume that the fundamental function jE of E satisfies
lim
t!1
jEðtÞ
t
¼ 0: ð6:10Þ
Let EðM; tÞ be the corresponding non-commutative space associated with
ðM; tÞ. Let a be a self-adjoint operator affiliated with M. Then there exists a
system fpbg of orthogonal projections in M such that pb " 1; tðpbÞ51 and
jjapb  pbajjEðM;tÞ41 for all b.
Proof. Let fpag be a system of pairwise orthogonal projections as in
Lemma 6.4. As observed in the proof of Lemma 6.4, we then have
paeaðDÞ ¼ eaðDÞpa for all D 2 BðRÞ and all a. Hence the observations made
in the above remark are applicable. Let aa be the restriction of a to
Ha ¼ RanðpaÞ. For each a the projection qa is generating (with respect to
Ha). Hence we may apply Lemma 6.3 to the operator aa and the reduced
von Neumann algebra MHa ﬃ paMpa. Consequently, for every a there
exists a sequence fpa;mg
1
m¼1 of orthogonal projections in paMpa such that
tðpa;mÞ51; pa;m "m pa and
jjaapa;m  pa;maajjEðM;tÞ4
1
m
:
Since pa;m ¼ pa;mpa ¼ papa;m and aa ¼ apa ¼ paa we get
jjapa;m  pa;majjEðM;tÞ4
1
m
for all a and all m. Let F denote the collection of all ﬁnite subsets of fag.
For F 2F and n ¼ 1; 2; . . . we now deﬁne
pF ;n ¼
X
a2F
pa;nþjF j;
where jF j denotes the number of elements in the set F . Then we have
jjapF ;n  pF ;najjEðM;tÞ4
X
a2F
jjapa;nþjF j  pa;nþjF jajjEðM;tÞ
4 jF j
1
nþ jF j
41
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pa;n1þjF j4pa;n2þjF j for all a 2 F , so pF ;n14pF ;n2 . Furthermore, if F1; F2 2F
and F1  F2, then nþ jF1j4nþ jF2j and so pa;nþjF1 j4pa;nþjF2 j for all a and all
n. Hence,
pF1;n ¼
X
a2F1
pa;nþjF1 j4
X
a2F1
pa;nþjF2 j4pF2;n:
This shows that the net
fpbg :¼ fpF ;n: ðF ; nÞ 2FNg
is upwards directed.
For all a and each F 2F we have pa;nþjF j "n pa, and so
pF ;n "n
X
a2F
pa ¼ pF :
Since pF "F 1, it follows that pF ;n "ðF ;nÞ 1 and it is clear from the
construction that tðpF ;nÞ51 for all ðF ; nÞ 2FN. This completes the
proof of the proposition. ]
The following lemma shows that if E is an ðLp;LqÞ-interpolation space on
ð0;1Þ, then the fundamental function of E satisﬁes ð6:10Þ, hence Proposition
6.6 applies in this case.
Lemma 6.7. If 15p; q51 and E is an ðLp;LqÞ-interpolation space on
ð0;1Þ, then the fundamental function jE of E satisfies
lim
t!1
jEðtÞ
t
¼ 0:
Proof. Suppose not. Since the function jEðtÞt is decreasing on ð0;1Þ (see
[1]), this implies that there exists 05c 2 R such that jEðtÞt 5c > 0 for all
t 2 ð0;1Þ. The fundamental function of E is jEðtÞ ¼
t
jðtÞ for all t > 0 (see
[1]). Take f 2 E. For t > 0 we then have
Z t
0
f * ðsÞ ds4jjf jjE  jEðtÞ4c
1jjf jjE;
and so f 2 L1ð0;1Þ. Hence E  L1ð0;1Þ. Since Lp \ Lqð0;1Þ  E, this is a
contradiction. ]
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Let ðM; tÞ be a semiﬁnite von Neumann algebra on the Hilbert space H
and let a and b be two self-adjoint operators onH which are afﬁliated with
M. We denote the spectral measures of a and b by ea and eb, respectively.
For n 2 N we denote ean ¼ e
að½n; nÞ and ebn is deﬁned similarly. Suppose
that E is a symmetric Banach function space on Rþ and let EðM; tÞ be the
corresponding non-commutative space. We denote by P ¼ Pa and Q ¼ Qb
the ﬁnitely additive spectral measures in EðM; tÞ induced by left and right
multiplication by ea and eb, respectively, as introduced in Section 4. The
purpose of the present section is to obtain estimates of the form
jjf ðaÞ  f ðbÞjjEðM;tÞ4Cjja bjjEðM;tÞ; ð7:1Þ
where f :R! R is a Borel function and the constant C only depends on the
function f and the space EðM; tÞ (and not on the operators a and b). To
obtain such estimates we will follow the approach of Birman and Solomyak,
and ﬁrst derive perturbation formulae of the form
f ðaÞ  f ðbÞ ¼ Sðf ;a;bÞða bÞ;
where Sðf ;a;bÞ 2LðEðM; tÞÞ. These bounded linear operators Sðf ;a;bÞ will be
integrals
Sðf ;a;bÞ ¼ S
Z
R2
cf dðP  QÞ
as were introduced in Section 4, where cf is a bounded Borel function on R
2
such that
cf ðl;mÞ ¼
f ðlÞ  f ðmÞ
l m
ð7:2Þ
for all l=m.
Suppose that V  EðM; tÞ and W  EðM; tÞ are linear subspaces
satisfying conditions (i) and (ii) in Section 4, and deﬁne S ¼ V  W . We
will denote by FðE;SÞ the collection of all Borel functions f :R! R for
which there exists a function cf 2 IðP  Q;SÞ satisfying (7.2). For f 2
FðE;SÞ we will denote
Tcf ¼ S
Z
R2
cf dðP  QÞ: ð7:3Þ
The operators Tcf depend on a and b, but we will suppress this in the
notation. Observe that if f 2FðE;SÞ then, in particular, the function cf is
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for all l; m 2 R. This implies that
jf ðlÞj4Ajlj þ B ð7:4Þ
for all l 2 R and constants 04A;B 2 R.
Recall that
DomðaÞ ¼ x 2H :
Z
R
l2 dheaðlÞx; xi51
	 

and similarly
Domðf ðaÞÞ ¼ x 2H :
Z
R
f ðlÞ2 dheaðlÞx; xi51
	 

:
The above estimate on f now implies that DomðaÞ  Domðf ðaÞÞ and
similarly DomðbÞ  Domðf ðbÞÞ. From this it follows, in particular, that for
each n 2 N the operators aean; f ðaÞe
a
n; be
b
n, and f ðbÞe
b
n all belong to M.
Consequently, if x 2 EðM; tÞ, then the operators aeanxe
b
n; f ðaÞe
a
nxe
b
n; e
a
nxbe
b
n,
and eanxf ðbÞe
b
n all belong to EðM; tÞ. The following lemma, which is based on
the multiplicativity property of the integration mapping j/ Tj, is the
starting point for the perturbation formulae.
Lemma 7.1. Let E be a symmetric Banach function space on ð0;1Þ and
let a and b be two self-adjoint operators affiliated with M. Let S ¼ V  W be
as above and suppose that f 2FðE;SÞ. Then the operator Tcf 2LðEðM; tÞÞ
defined by (7.3) satisfies
Tcf ðae
a
nxe
b
n  e
a
nxbe
b
nÞ ¼ f ðaÞe
a
nxe
b
n  e
a
nxf ðbÞe
b
n ð7:5Þ
for all x 2 EðM; tÞ and all n 2 N.
Proof. Let n 2 N be ﬁxed. On R2 we deﬁne the functions
w1ðl;mÞ ¼ 1½n;nðlÞ; w2ðl; mÞ ¼ 1½n;nðmÞ;
j1ðl;mÞ ¼ lw1ðl;mÞ; j2ðl;mÞ ¼ mw2ðl; mÞ
and c1 ¼ j1  w2; c2 ¼ j2  w1. Note that if follows from Lemma 4.3 and
Proposition 2.11 that all these functions belong to IðP  Q;SÞ. Furthermore,
we put f 1ðl;mÞ ¼ f ðlÞ and f 2ðl;mÞ ¼ f ðmÞ. It follows from the deﬁnition of
cf that cf  ðj1  j2Þ ¼ f
1w1  f
2w2, and hence multiplication by w1w2 gives
cf  ðc1  c2Þ ¼ ðf
1w1Þ  w2  w1  ðf
2w2Þ:
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2w2 belong to
IðP  Q;SÞ. Since by Proposition 2.11 the mapping j/ Tj is an algebra
homomorphism from IðP  Q;SÞ into LðEðM; tÞÞ, and since by assump-
tion cf 2 IðP  Q;SÞ, it follows that
Tcf ðTc1  Tc2Þ ¼ Tf 1w1Tw2  Tw1Tf 2w2 :
From Lemma 4.3 it follows that
Tc1 ðxÞ ¼ ae
a
nxe
b
n and Tc2 ðxÞ ¼ e
a
nxbe
b
n
for all x 2 EðM; tÞ.
Since ðf1½n;nÞðaÞ ¼ f ðaÞean and ðf1½n;nÞðbÞ ¼ f ðbÞe
b
n, it follows similarly
that
Tf 1w1Tw2 ðxÞ ¼ Tf 1w1 ðxe
b
nÞ ¼ f ðaÞe
a
nxe
b
n
and
Tw1Tf 2w2ðxÞ ¼ Tw1 ðxf ðbÞe
b
nÞ ¼ e
a
nxf ðbÞe
b
n:
This completes the proof of the lemma. ]
Corollary 7.2. Let E be a symmetric Banach function space on ð0;1Þ
and assume that 1 2 EðM; tÞ (which is automatically satisfied if tð1Þ51Þ. Let
a; b 2M be self-adjoint operators and suppose that f 2FðE;SÞ. Then
Tcf ða bÞ ¼ f ðaÞ  f ðbÞ: ð7:6Þ
Proof. Apply (7.5) to x ¼ 1 and take n 2 N so large that ean ¼ e
b
n ¼ 1. ]
To obtain norm estimates of the form (7.1) from formulae like (7.6) we
will need norm estimates on the operators Tcf which are independent of a
and b. Furthermore, the above results are only of any interest in situations
where the class of functions FðE;SÞ contains sufﬁciently many interesting
functions. In the present paper we will concentrate on the situation where
FðE;SÞ includes the absolute value function. It was shown in [18, Theorem
3.4] that, under the additional assumption that E has the Fatou property,
estimates of the form (7.1) with f ðlÞ ¼ jlj imply that the Banach function
space E is an ðLp; LqÞ-interpolation space for some 15p; q51. Therefore,
we will restrict our attention from now on to this class of function spaces.
Let E be an ðLp;LqÞ-interpolation space for some 15p; q51. Now we
take S ¼ Sp;q (see Section 4 for the deﬁnition) and recall from Proposition
4.7 that Ip \ Iq  IðP  Q;Sp;qÞ. We will denote byFp;q the collection of
all Borel functions f :R! R for which there exists a function cf 2 I
p \ Iq
satisfying (7.2). Note that it follows from Proposition 4.5 that
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p \ Iq, which implies that Fp;q is a reasonably rich class
of functions containing the absolute value function (see Section 8 for
further comments). Moreover, from now on we will not only assume
that the self-adjoint operators a and b are afﬁliated with M, but
that they are t-measurable, i.e., a; b 2 *M. If a 2 *M is self-adjoint and if
f :R! R is a Borel function satisfying (7.4), then f ðaÞ 2 *M, as
DomðaÞ  Domðf ðaÞÞ.
In the remainder of this section we will denote for ﬁxed a; b 2 *M
and f 2Fp;q the corresponding bounded linear operator on EðM; tÞ by
Tcf , i.e.,
Tcf ¼ S
p;q 
Z
R2
cf dðP  QÞ:
Lemma 7.3. Let E be an ðLp; LqÞ-interpolation space on ð0;1Þ for some
15p; q51. Suppose that a; b 2 *M are self-adjoint such that a b 2 EðM; tÞ.
If f 2Fp;q, then
Tcf ðae
a
ne
b
n  e
a
nbe
b
nÞ ¼ f ðaÞe
a
ne
b
n  e
a
nf ðbÞe
b
n
for all n 2 N.
Proof. Fix n 2 N. Let fpbg be a system of orthogonal projections inM
as in Proposition 6.6 with respect to a. Applying Lemma 7.1 to x ¼ pb we
get
Tcf ðae
a
npbe
b
n  e
a
npbbe
b
nÞ ¼ f ðaÞe
a
npbe
b
n  e
a
npbf ðbÞe
b
n ð7:7Þ
for all b. Now we write
aeanpbe
b
n  e
a
npbbe
b
n ¼ ae
a
npbe
b
n  e
a
npbae
b
n þ e
a
npbae
b
n  e
a
npbbe
b
n
¼ eanðapb  pbaÞe
b
n þ e
a
npbða bÞe
b
n:
This implies that
jjaeanpbe
b
n  e
a
npbbe
b
njjEðM;tÞ
4jjeanðapb  pbaÞe
b
njjEðM;tÞ þ jje
a
npbða bÞe
b
njjEðM;tÞ
4jjapb  pbajjEðM;tÞ þ jja bjjEðM;tÞ
for all b. This shows that
sup
b
jjaeanpbe
b
n  e
a
npbbe
b
njjEðM;tÞ4 sup
b
jjapb  pbajjEðM;tÞ þ jja bjjEðM;tÞ
4 1þ jja bjjEðM;tÞ:
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b
n  e
a
npbbe
b
n and x ¼
aeane
b
n  e
a
nbe
b
n. Note that x ¼ e
a
nða bÞe
b
n 2 EðM; tÞ. Then
jjðx xbÞyjjL1ðM;tÞ
¼ jjaeanð1 pbÞe
b
ny  e
a
nð1 pbÞbe
b
nyjjL1ðM;tÞ
4jjðaeanÞð1 pbÞðe
b
nyÞjjL1ðM;tÞ þ jje
a
nð1 pbÞðbe
b
nyÞjjL1ðM;tÞ
4jjaeanjjL1ðM;tÞjjð1 pbÞðe
b
nyÞjjL1ðM;tÞ þ jjð1 pbÞðbe
b
nyÞjjL1ðM;tÞ:
Since ebny; be
b
ny 2 L1ðM; tÞ and 1 pb # 0 in M, it follows from Lemma 5.1
that jjð1 pbÞðebnyÞjjL1ðM;tÞ; jjð1 pbÞðbe
b
nyÞjjL1ðM;tÞ ! 0 and hence
jjðx xbÞyjjL1ðM;tÞ ! 0. Now Lemma 5.2 implies that x xb ! 0 with respect
to sðEðM; tÞ;Lp0 \ Lq0 ðM; tÞÞ. Therefore, we have shown that
aeanpbe
b
n  e
a
npbbe
b
n!
b
aeane
b
n  e
a
nbe
b
n
with respect to sðEðM; tÞ;Lp0 \ Lq0 ðM; tÞÞ. Since, by Proposition 4.7, the
operator Tcf is continuous with respect to sðEðM; tÞ;Lp0 \ Lq0 ðM; tÞÞ, it
follows now that
Tcf ðae
a
npbe
b
n  e
a
npbbe
b
nÞ!
b
Tcf ðae
a
ne
b
n  e
a
nbe
b
nÞ ð7:8Þ
with respect to sðEðM; tÞ;Lp0 \ Lq0 ðM; tÞÞ, and hence with respect to the
weaker topology sððL1 þ L1ÞðM; tÞ;L1 \ L1ðM; tÞÞ.
Next, we will show that
f ðaÞeanpbe
b
n  e
a
npbf ðbÞe
b
n!
b
f ðaÞeane
b
n  e
a
nf ðbÞe
b
n ð7:9Þ
with respect to sððL1 þ L1ÞðM; tÞ;L1 \ L1ðM; tÞÞ. To this end take
y 2 L1 \ L1ðM; tÞ. Then
jtððf ðaÞeane
b
n  f ðaÞe
a
npbe
b
nÞyÞj ¼ jtðf ðaÞe
a
nð1 pbÞe
b
nyÞj
4 jjf ðaÞeanð1 pbÞe
b
nyjjL1ðM;tÞ
4 jjf ðaÞeanjjL1ðM;tÞ  jjð1 pbÞe
b
nyjjL1ðM;tÞ;
and it follows from Lemma 5.1 that jjð1 pbÞebnyjjL1ðM;tÞ ! 0. Similarly,
jtððeanf ðbÞe
b
n  e
a
npbf ðbÞe
b
nÞyÞj ¼ jtðe
a
nð1 pbÞf ðbÞe
b
nyÞj
4 jjeanð1 pbÞf ðbÞe
b
nyjjL1ðM;tÞ
4 jjð1 pbÞf ðbÞebnyjjL1ðM;tÞ
DOUBLE OPERATOR INTEGRALS 103and jjð1 pbÞf ðbÞebnyjjL1ðM;tÞ ! 0. From this (7.9) follows. Now the
result of the lemma is a direct consequence of a combination of
(7.7)–(7.9). ]
Theorem 7.4. Let E be an ðLp;LqÞ-interpolation space on ð0;1Þ for some
15p; q51. Suppose that a; b 2 *M are self-adjoint and a b 2 EðM; tÞ. If
f 2Fp;q, then
Tcf ða bÞ ¼ f ðaÞ  f ðbÞ: ð7:10Þ
In particular, f ðaÞ  f ðbÞ 2 EðM; tÞ.
Proof. From Lemma 7.3 we know that
Tcf ðe
a
nða bÞe
b
nÞ ¼ Tcf ðae
a
ne
b
n  e
a
nbe
b
nÞ ¼ e
a
nðf ðaÞ  f ðbÞÞe
b
n ð7:11Þ
for all n 2 N. We ﬁrst observe that it follows from Lemma 5.2(iii) that
eanða bÞe
b
n ! a b as n!1 with respect to sðEðM; tÞ;Lp0 \ Lq0 ðM; tÞÞ.
Hence, it follows from Proposition 4.7 that
Tcf ðe
a
nða bÞe
b
nÞ ! Tcf ða bÞ
as n!1 for the sðEðM; tÞ; Lp0 \ Lq0 ðM; tÞÞ-topology. In particular (7.11)
implies that
eanðf ðaÞ  f ðbÞÞe
b
n ! Tcf ða bÞ
as n!1 with respect to sððL1 þ L1ÞðM; tÞ;L1 \ L1ðM; tÞÞ.
Now let p 2M be an orthogonal projection with tðpÞ51. Then,
via Lemma 5.1, we see that jjebnp  pjjL1ðM;tÞ ! 0 and jjp  pe
a
njjL1ðM;tÞ ! 0
as n!1. Hence, ebnp ! p and pe
a
n ! p as n!1 with respect
to the measure topology in *M. This implies that peanf ðaÞe
b
np ! pf ðaÞp
and peanf ðbÞe
b
np ! pf ðbÞp as n!1 for the measure topology.
Consequently,
eanðf ðaÞ  f ðbÞÞe
b
n ! f ðaÞ  f ðbÞ
locally in measure as n!1. Now it follows from Lemma 5.3, applied to
xn ¼ eanðf ðaÞ  f ðbÞÞe
b
n; x ¼ f ðaÞ  f ðbÞ and y ¼ Tcf ða bÞ that (7.10)
holds. ]
Corollary 7.5. Let E be an ðLp; LqÞ-interpolation space on ð0;1Þ for
some 15p; q51. Let f :R! R be a Borel function for which there exists a
function cf 2 L1ðV1Þ satisfying (7.2). Then there exists a constant C, only
DE PAGTER, WITVLIET, AND SUKOCHEV104depending on the function f and the space E, such that
jjf ðaÞ  f ðbÞjjEðM;tÞ4Cjja bjjEðM;tÞ
for all self-adjoint a; b 2 *M with a b 2 EðM; tÞ.
Proof. Let a; b 2 *M self-adjoint with a b 2 EðM; tÞ be given. It follows
from (7.10) that
jjf ðaÞ  f ðbÞjjEðM;tÞ4jjTcf jjLðEðM;tÞÞ  jja bjjEðM;tÞ;
and so we can take C ¼ KE  jjcf jjL1ðV1Þ by Corollary 4.9. ]
The following corollary follows similarly from Proposition 4.10 and
Theorem 7.4.
Corollary 7.6. Let b > 1 and let E be a symmetric Banach function
space with Boyd-indices
%
aE and %aE satisfying
1
2

1
2b
5
%
aE4%aE5
1
2
þ
1
2b
: ð7:12Þ
Let f be a Borel function for which there exists cf 2 L1ðVbÞ satisfying (7.2). If
a; b 2 *M are self-adjoint and a b 2 EðM; tÞ, then f ðaÞ  f ðbÞ 2 EðM; tÞ.
Furthermore, there exists a constant C, only depending on f and E, such that
jjf ðaÞ  f ðbÞjjEðM;tÞ4Cjja bjjEðM;tÞ
for all self-adjoint a; b 2 *M with a b 2 EðM; tÞ.
We end this section with the following simple consequence of Theorem
7.4.
Corollary 7.7. If f :R! R is a Lipschitz function with Lipschitz
constant K > 0, then
jjf ðaÞ  f ðbÞjjL2ðM;tÞ4K jja bjjL2ðM;tÞ
for all self-adjoint a; b 2 *M such that a b 2 L2ðM; tÞ.
Proof. It follows immediately from Remark 3.1 that I2 ¼ BðR2Þ and
jjTjjjLðL2ðM;tÞÞ4jj jj1
for all j 2 BðR2Þ. If f :R! R is Lipschitz with Lipschitz constant K > 0,
then cf 2 BðR
2Þ and jjcf jj14K. Now the result follows immediately from
Theorem 7.4. Note that the values of cf on the diagonal are irrelevant. ]
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In the perturbation formulae, we have always assumed that the function f
was such that there exists a P  Q-integrable function cf satisfying (7.2). In
this ﬁnal section, we will discuss some results about conditions on f
guaranteeing this integrability.
To simplify the notation, for 14b51 we introduce
Gb :¼ ff 2 CðRÞ: cf 2 L1ðVbÞg;
where cf ðl; mÞ ¼
f ðlÞf ðmÞ
lm for all l=m as in (7.2).
Remark 8.1. It should be pointed out that for any f 2 Gb there exists
only one function cf 2 L1ðVbÞ satisfying (7.2). Indeed, by (7.2) cf ðl; mÞ is
uniquely deﬁned for l=m and cf ðl; lÞ is uniquely deﬁned by the
requirement that m/cf ðl;mÞ is right-continuous for every l 2 R (Deﬁni-
tions 3.5 and 3.4).
Also note that if f 2 Gb, then cf is bounded; hence, f is Lipschitz
continuous and in particular, f 2 ACðRÞ, i.e., f is absolutely continuous on
R and f has a weak derivative, which we denote by f 0.
Before we continue with the examples, we will ﬁrst give some elementary
facts on functions from VbðR
þÞ.
Lemma 8.2. (i) Let b51 and let j :Rþ ! C be such that jj jjVbðRþÞ4K
for some constant K > 0. Then the function F defined by
FðsÞ :¼
1
s
Z s
0
jðtÞ dt ð8:1Þ
satisfies jjFjjVbðRþÞ4K.
(ii) Let b51 and let j :Rþ ! C be such that for some constants K;L > 0
we have
Vbðj; ILÞ4K for all intervals IL  R
þ with jILj4L: ð8:2Þ
Then the function F defined by (8.1) satisfies VbðF; ILÞ4K for all IL  R
þ with
jILj4L.
The lemma can be proved using the observation that
1
s
Z s
0
jðtÞ dt ¼
Z 1
0
jðstÞ dt; s > 0;
and comparing partitions for F and j.
DE PAGTER, WITVLIET, AND SUKOCHEV106Remark 8.3. Let x0 2 R and let h :R=fx0g ! C be a continuous
function. By Vbðh;R=fx0gÞ we denote the supremum in (3.3) over all ﬁnite
partitions of R not containing x0. Assume that Vbðh;R=fx0gÞ51. Since this
implies that Vbðh; ðx0; 0ÞÞ51 (cf. [20, Lemma III.5.16]), the right limit of h at
x0 exists. Deﬁne
*hðxÞ ¼
hðxÞ if x=x0;
lims#x0 hðsÞ if x ¼ x0:
(
Then *h :R! C is right-continuous and it is easily shown that
Vbð *h;RÞ ¼ Vbðh;R=fx0gÞ:
Lemma 8.4. Let f 2 AClocðRÞ and define
glðxÞ :¼
Z 1
0
f 0ðxsþ lÞ ds ¼
1
x
Z x
0
f 0ðsþ lÞ ds; for all x 2 R=f0g; ð8:3Þ
for all l 2 R. Then f 2 Gb if and only if supl2R Vbðgl;R=f0gÞ51.
Proof. Observe that the formula
cf ðl; mÞ ¼
1
l m
Z lm
0
f 0ðsþ lÞ ds ¼ glðl mÞ ð8:4Þ
holds for all l=m.
First, assume that f 2 Gb, hence cf 2 L1ðVbÞ. Using (8.4) we have for
every ﬁxed l 2 R that
Vbðgl;R=f0gÞ ¼ Vbðcf ðl; Þ;R=flgÞ4Vbðcf ðl; Þ;RÞ:
It follows that
sup
l2R
Vbðgl;R=f0gÞ4 sup
l2R
Vbðcf ðl; Þ;RÞ4jjcf jjL1ðVbÞ51:
Now assume that there exists a constant M > 0 such that
suplðVbðgl;R=f0gÞÞ5M . Again (8.4) deﬁnes cf ðl;mÞ for all l=m, and for
every l 2 R the function m/cf ðl; mÞ is continuous for all m=l.
Since Vbðgl;R=f0gÞ5M for every l 2 R, it follows from (8.4) that
Vbðcf ðl; Þ;R=flgÞ5M
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cf ðl; lÞ :¼ lim
m#l
cf ðl; mÞ
for every l 2 R (see Remark 8.3), the function m/cf ðl;mÞ becomes right-
continuous on R and satisﬁes
Vbðcf ðl; Þ;R=flgÞ ¼ Vbðcf ðl; Þ;RÞ;
hence,
sup
l
Vbðcf ðl; Þ;RÞ5M :
To ﬁnish the proof that cf 2 L1ðVbÞ we only need to show that cf is
bounded on R2. Let ðl0;m0Þ 2 R
2 be ﬁxed and let ðl;mÞ 2 R2 be arbitrary.
Using ðm; m0Þ as a partition, it follows that
jcf ðl; mÞ  cf ðl; m0Þj5M ;
since cf ðl; Þ 2 VbðRÞ. Since cf ðl;mÞ ¼ cf ðm; lÞ for all ðl;mÞ 2 R
2, we also
have that Vbðcf ð;mÞ;RÞ4M for all m 2 R, and in particular,
jcf ðl;m0Þ  cf ðl0;m0Þj5M :
Hence,
jcf ðl;mÞ  cf ðl0; m0Þj52M ;
which shows that supðl;mÞ2R2 jcf ðl; mÞj51. ]
The following proposition follows immediately form the two lemmas
above.
Proposition 8.5. Let f 2 AClocðRÞ. If f 0 2 VBðRÞ, then f 2 Gb.
Example 8.6. If we take the function f ðxÞ ¼ jxj, then it is clear from
Proposition 8.5 that f 2 G1. It follows from Corollary 7.5 that it E is an
ðLp; LqÞ-interpolation space on ð0;1Þ for some 15p; q51, then there exists
a constant C > 0 such that
jj jaj  jbj jjEðM;tÞ4Cjja bjjEðM;tÞ
for all self-adjoint a; b 2 *M with a b 2 EðM; tÞ. This is one of the main
results in [18], although in [18] it was assumed in addition that the space E is
maximal.
This result for the Schatten classes Cp; 15p51, can be found in [8, 12].
DE PAGTER, WITVLIET, AND SUKOCHEV108Example 8.7. It follows from Proposition 8.5 (with b ¼ 1) and
Corollary 7.5 that if f 0 2 V1ðRÞ and if E is as in Example 8.6, then there
exists a constant C > 0 such that
jjf ðaÞ  f ðbÞjjEðM;tÞ4Cjja bjjEðM;tÞ ð8:5Þ
for all self-adjoint a; b 2 *M with a b 2 EðM; tÞ. In the special case that
M ¼LðHÞ and EðM; tÞ ¼ Cp; 15p51, the above estimate was obtained
in [12] under the additional assumption that a; b 2 Cp. In [8] and also in [18]
the latter additional assumption has been removed.
In the next example, we will show that the class G1 for which we know by
Corollary 7.5 that (8.5) holds, is strictly larger than the class of functions f
for which f 0 2 V1ðRÞ. This observation is of course only relevant when
dealing with unbounded operators a and b (see also [8]).
Example 8.8. Consider the function f given by
f ðxÞ ¼
Z x
0
sin s
s
ds; for all x 2 R: ð8:6Þ
Then f 0ðxÞ ¼ sinðxÞx . It is easy to see that f
0 =2 V1ðRÞ. We will now show that
f 2 G1.
By Lemma 8.4 we have to show that supl2R V1ðgl;R=f0gÞ51, where
glðxÞ ¼
1
x
Z x
0
sinðsþ lÞ
sþ l
ds:
Since glðxÞ ¼ glðxÞ for all x, it is enough to show that supl V1ðgl;R
þÞ51.
Since the function jðxÞ ¼ sinðxÞ=x has a bounded derivative, it follows from
Lemma 8.2(ii) applied to j with b ¼ 1 that for every L > 0 there exists a
constant CL > 0 such that
sup
l
V1ðgl; IÞ4CL
for all intervals I with jI j4L.
We now consider the case l > 5 and l4 5 separately. For the ﬁrst
case we have
sup
l>5
V1ðgl;R
þÞ4 sup
l>5
V1ðgl; ½0; 10Þ þ sup
l>5
V1ðgl; ½10;1ÞÞ
4C10 þ V1ðgl; ½10;1ÞÞ:
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g0lðxÞ ¼ 
1
x2
Z x
0
jðsþ lÞ dsþ
jðxþ lÞ
x
;
it follows that jg0lðxÞj4M=x
2 for all l > 5; x > 0 and some constant M > 0,
so
sup
l>5
V1ðgl; ½10;1ÞÞ4
Z 1
10
jg0lðxÞj dx51:
Consequently,
sup
l>5
V1ðgl;R
þÞ51: ð8:7Þ
Similarly,
sup
l45
V1ðgl;R
þÞ4 sup
l45
V1ðgl½0; 1Þ þ sup
l45
V1ðgl½1;l 1Þ
þ sup
l45
V1ðgl; ½l 1;lþ1Þ þ sup
l45
V1ðgl; ½lþ 1;1Þ
4C1 þC2 þ sup
l45
V1ðgl; ½1;l1Þþsup
l45
V1ðgl; ½lþ 1;1Þ:
The two remaining terms are handled as above via estimates on g0lðxÞ.
Indeed, on ½lþ 1;1 we have
jg0lðxÞj4
M2
x2
þ
1
ðxþ lÞ2
for some constant M2 > 0 and on ½1;l 1 we have
jg0lðxÞj4
M2
x2
þ
1
xðx lÞ
from which it follows that both remaining terms are ﬁnite. Hence
sup
l45
V1ðgl;R
þÞ51: ð8:8Þ
A combination of (8.7) and (8.8) gives the desired result.
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