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Abstract 
This paper aims at investigating the impact of information and communication technology (ICT) 
on bank performance in Sub-Saharan African (SSA) banking industry. The data set entails panel 
data for 35 Sub-Saharan African countries and we employ the system generalized method of 
moment (GMM) estimation technique for dynamic panel models. ICT variables understudied 
include: number of automated teller machines (ATMs), ATMs per 100,000 adults, ATM per 1,000 
km2 and mobile money transaction; while bank performance was proxied using returns on assets 
(ROA), returns on earning (ROE), and net interest margin (NIM). The result reveals that ICT is 
negatively associated with bank performance except for ATMs per 100,000 adults and ATM per 
1,000km2, which had positive impact on ROE and NIM. The findings suggest that ICT largely 
affects bank performance in the short run; in long run these investments become very beneficial to 
improving bank performance.  
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1.0 INTRODUCTION 
Over time, the rise in social advancement and active development in science and technology has 
greatly increased the role of information and communication in all of human strive. This is because 
advancement in science and technology has broadened the interpretation of information to include 
information exchange among/between humans and machines, which has given rise to what is 
broadly referred to as information and communication technology (ICT).  ICT continues to evolve 
in the way it is integrated into our everyday lives and various sectors of the world economies. One 
of the sectors where ICT is intensively employed is the banking sector largely due to its 
effectiveness in reducing communication costs by facilitating the transfer of information quickly 
and cheaply.  
Despite the optimism surrounding the effects of ICT on the banking sector, it is not clear how it 
affects bank performance. This ambiguity is a partly due to a concept that was introduced by 
Robert Solow in1987 known as the “productivity paradox” – the perspective that intensity in the 
adoption and usage of ICT could erode workers’ productivity. As a result, studies have overtime, 
suggested different outcomes of the impact of ICT adoption on various measures of bank 
performance.  
Generally, most studies have associated increased bank performance with the adoption of both 
hard and soft ICT infrastructure (Parsons, Gotlieb & Denny, 1993; Casolaro & Gobbi, 2007; Ho 
& Mallick, 2006; Hamdi, Hakimi & Daghdoudi, 2017; Syrine, 2013; Mehmood et. al. 2015; 
Beccalli, 2007; Francesca & Peter, 2008; Akhisar, Tunay, & Tunay, 2015; Scott, Reenen & 
Zachariadis, 2017). However, some of these studies have suggested an indirect relationship 
between ICT adoption and bank performance (Chen and Zhu, 2004; Binuyo & Aregbeshola, 2014). 
More so, some authors have understudied investments effects of ICT on bank productivity as a 
proxy for bank performance (Scott, Reenen and Zachariadis, 2017; Iacovone, Pereira-Lopez and 
Schiffbauer, 2016; Mehmood, Nisar and Rehman, 2015; Basant, Commander, Harrison and 
Menezes-Filho, 2006). These studies share a common theme, that ICT constitutes a strategic or 
technological change in the banking industry.  
The banking industry in developed economies have witnessed high penetration level of ICT, which 
has enabled them to evolve especially with regards to service delivery, product innovations and 
overall reduction in transaction costs, among other things. On the contrary, the banking sector in 
most developing economies, especially in Sub-Saharan Africa (SSA), lags behind in the use of 
ICT to accelerate productivity and bank performance (Alabar and Agema, 2014; Oluwatolani, 
Joshua and Philip, 2011). Despite that ICT penetration is expected to enhance growth and 
development in the banking industry in SSA, there has been large inefficiencies in the system 
ranging from cheque clearing, local and international money transfers, to internal banking 
operations such as payroll systems, inter-branch reconciliation and to customer awareness, 
reluctance to change, costs of technological adoption, among others. In addition to these are other 
concerns such as: low literacy rates, insecurity of funds transferred, frauds, erratic power supply, 
high investments costs in upgrade and maintenance of ATMs, inadequate telecommunication 
services, and lack of essential human capital to leverage on technological advancements, scientific 
knowledge and technical skills (Muhammad, Gatawa, and Kebbi, 2013; Omotoso, Dada, Adelowo, 
and Siyanbola, 2012; Matevu and Kerongo, 2015).  
Africa generally has the lowest ICT penetration rate in the world (Asongu and Nwachukwu, 2017). 
Despite low level of ICT penetration as well as other problems relating to ICT adoption in Sub-
Saharan Africa, some researchers have opined remarkable within-country improvements in the 
banking industry (Parsons, Gotlieb & Denny, 1993; Casolaro & Gobbi, 2007; Ho & Mallick, 2006; 
Hakimi, Hamdi & Dielassi, 2012; Syrine, 2013; Mehmood et. al. 2015; Akhisar, Tunay, & Tunay, 
2015; Binuyo & Aregbeshola, 2014). Compared to previous studies, this paper adds to existing 
literature by providing between country evidence of productivity benefits in banking performance 
from ICT for SSA. To the best of our knowledge, no study has considered the regional effect of 
ICT adoption on bank performance, especially in SSA countries. Some of the gaps that this study 
intends to fill are as follows: (i) this paper employs different indicators for bank performance such 
as returns on assets (ROA), returns on earnings (ROE), and such as net interest margin (NIM). 
Similarly, we also considered different indicators for ICT adoption such as number of automated 
teller machines (ATMs), ATMs per 100,000 adults, ATMs per 1,000km2 and mobile money 
transactions. These variables will allow for some form of robustness check in order to provide 
more reliable evidence about the relationship between ICT adoption and bank performance; (ii) 
the study employs a dynamic panel model which accounts for endogeneity problem and how 
lagged values of the dependent variables affect the model.  
The rest of this paper is organized as follows: the next section gives brief overview of recent trends 
in Sub-Saharan African banking. Section 3 discusses related literature, while section 4 describes 
the dataset and methodology employed. Section 5 presents a descriptive statistic and discusses the 
implication of the results obtained. The last section concludes findings from the study. 
2.0 RECENT TREND OF ICT AND BANKING IN SUB-SAHARAN AFRICA 
There have been significant but slow growth in SSA economies due low-income levels in many 
SSA countries, widespread use of cash, and poor coverage of credit bureaus, amongst others. Been 
confronted with a challenging business environment that is characterised by tighter funding 
conditions, slower lending growth and rising competition for deposits and easily bankable clients, 
the banking industry in SSA are beginning to adjust their overall strategies (European Investment 
Bank, EIB, 2016). Financial sectors are small, underdeveloped and dominated by the banking 
industry, thereby making these banks intermediators and the main source of external capital for 
companies. Banks in SSA have been resilient to effects of global financial crisis due to their limited 
integration with global financial markets, little exposure to risk from direct financial linkages and 
heavy reliance on domestic deposits (World Development Indicators, 2016). Non-performing 
loans (NPLs) in the banking sector are increasingly noticeable in some countries of the region 
where data are available (Table 1). For instance, the trend of NPLs in countries such as Burundi, 
Chad, Djibouti, Kenya, Mauritius, and Republic of the Congo, have been on constant rise. 
Whereas, in Seychelles and South Africa, NPLs have decreased as the years progressed.  
Table 1: Bank Non-performing Loans to Total Gross Loans (%). 
 2012 2013 2014 2015 2016 
Burundi 8.2 9.9 10.8 17.9 21.1 
Cameroon 11.6 10.3 9.7 9.3 10.7 
Chad 7.4 9.8 11.7 17.0 20.9 
Comoros 2.8 2.6 2.9 2.9 3.1 
Djibouti 11.7 15.3 18.7 20.0 22.5 
Ghana 13.2 12.0 11.3 14.7 17.3 
Kenya 4.6 5.0 5.5 6.0 8.7 
Lesotho 2.5 3.7 4.1 3.9 3.5 
Mauritius 3.6 4.2 4.9 7.2 7.8 
Namibia 1.3 1.3 1.2 1.6 1.6 
Nigeria 3.7 3.4 3.0 4.9 12.8 
Rep. of the Congo 1.5 1.2 2.5 3.6 4.9 
Rwanda 5.0 5.9 5.2 5.9 7.1 
Seychelles 9.0 9.2 8.0 7.6 6.8 
South Africa 4.0 3.6 3.2 3.1 2.9 
Swaziland (now Eswatini) 10.7 6.8 6.9 6.6 9.6 
Tanzania 6.4 5.1 6.6 8.6 9.6 
Uganda 4.1 5.8 6.2 5.1 10.4 
Zambia 8.1 7.0 10.6 7.3 9.7 
Source: World Development Indicators, 2017 
An overview of the banking environment in SSA relative to other regions of the world is a focus 
on the depth of financial development, measured by domestic credit to the private sector as a 
percentage of GDP, liquid liabilities as a percentage of GDP, and bank deposit as a percentage of 
GDP (Nyantakyi and Mouhamadou, 2015). Sub-Saharan Africa has the lowest financial depth 
among the various regions of the world (Table 2). At 30.7% and 21% in 2015 respectively, liquid 
liabilities and bank deposits were less than half the average ratio for Middle East and North Africa. 
Domestic credit to private sector corresponding to 45.6% of GDP in SSA was less than a quarter 
of domestic credit to private sector in East Asia and Pacific and the World as 2015. Low-level 
deepening indicators in SSA thus represents difficulties in establishing borrower’s ability and 
willingness to repay. More so, it shows that lack of legal support for creditor rights limits bank 
lending schemes. Where there exist weak legal institutions, financial institutions run the risk of 
lending to agents with little or no prospects of repayment (Nyantakyi et. al., 2015). 
Table 2: Financial Deepening Indicators. 
 
Domestic Credit to 
Private Sector (% 
GDP) 
Liquid Liabilities (% 
GDP) 
Bank Deposit (% 
GDP) 
 2013 2014 2015 2013 2014 2015 2013 2014 2015 
East Asia & 
Pacific 134.5 138.3 145.2 44.9 47.1 54.6 43 42.3 44.6 
Europe & 
Central Asia 97.7 95.4 95.1 40.6 40.8 39.4 40.0 41.7 39.6 
Latin 
America & 
Caribbean 48.4 50.7 49.5 46.9 50.8 52.4 38.8 40.3 42.9 
Middle East 
& North 
Africa 43.7 47.5 56.5 69.2 69.9 74.5 56.3 62.6 66.6 
South Asia 47.2 47.1 47,1 50.7 52.1 53.8    
Sub Saharan 
Africa 47.0 45.1 45.6 29.2 30.4 30.7 21.2 21.7 21.0 
World 120.2 122.1 126.0 49.5 52.7 56.1 44.6 47.7 49.5 
Source: World Development Indicators, 2017 
Financial penetration in SSA has remained low indicating less financial inclusion in low income 
communities, and limited access to financial services by private individuals (Nyantakyi et. al., 
2015). One measures of financial penetration is the number of bank accounts per 1000 adult 
population (WDI, 2017). As shown in fig. 1, SSA falls short in relation to other regions of the 
world. For every 1000 adult population, more than twice as many have bank accounts in Middle 
East and North Africa as in Sub-Saharan Africa. One key impediment to financial inclusion, 
especially in underserved regions and communities, may be the cumbersome processes and 
requirements in opening a bank account. While requirements such as proof of formal employment, 
access to formal address, constant stream of income with a minimum deposit, etc., may be routine, 
a larger share of the population in low-income countries may not meet such requirements. 
Figure 1: Bank Accounts per 1000 Adults. 
 Source: World Development Indicators, 2017 
According to the International Finance Corporation (IFC, 2018), the impressive growth in financial 
inclusion in SSA has been driven primarily by mobile/online banking and electronic transactions. 
Expanding mobile communication networks and increased access to mobile phones in rural areas 
have created pathways to banking innovation technology making the conventional ATM machines 
and electronic payments less competitive. Given the huge cost incurred in installing ATMs in rural 
underserved communities, banks coordinate with telecommunication companies to lead mobile 
banking systems that bring financial services to the door steps of their clients (IFC, 2018; 
Nyantakyi et. al., 2015). The introduction of M-PESA in Kenya and other SSA countries has 
helped reduce transaction costs for banks and facilitate personal transactions; hence allowing 
economic agents send and monitor financial market signals (EIB, 2016). Mobile banking has 
facilitated low transaction cost, growing innovations and strong growths in mobile phone 
subscriptions. In 2017, the share of adult population holding an active mobile money account 
reached 21%, highest in the world (fig. 2). 
Figure. 2: Mobile Money Account (%) 
 
Source: Global Findex Database, 2017 
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Sub-Saharan African has remained the global leader in the use of mobile money account aiding 
financial inclusion in the region. Also is the use of financial institution account, although in 
comparison, mobile money account has risen more efficiently. Mobile money accounts are more 
widespread in Kenya (KEN) and Uganda (UGA) with more than 50% of adults having a mobile 
account (fig. 3). More so, the share of adults owning a mobile money account has risen above 30% 
in Burkina Faso (BFA), Gabon (GAB), Ghana (GHA), Namibia (NAM) and Rwanda (RWA). 
Some SSA economies such as Mauritania (MRT), Nigeria (NGA), Sierra Leone (SLE) and South 
Africa have experienced a low spread of mobile money account (fig. 3). Trend showing the share 
of adults with only financial institution accounts between 2014 and 2017 are highest in Namibia, 
South Africa, and Kenya. Similarly, are Gabon, Ghana, Nigeria, Rwanda and Uganda. The biggest 
growth occurred in the share of adults with both types of accounts in economies such as Kenya, 
Namibia and South Africa. 
Figure 3: Adults with an Account (%) 
 
Source: Global Findex Database, 2017 
3.0 LITERATURE REVIEW 
Generally, there exists a consensus in the literature that ICT impact on bank performance is a 
paradox. Numerous studies, using various methodologies have focused on studying the 
contribution of ICT investments to the productivity of banks for within-country evidence. 
However, very few studies have investigated the effect of ICT on bank performance across 
different countries.  
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Studies have underscored the positive effects of ICT on bank performance within and across 
different countries. They argue that the application of ICT to banking services helps to drastically 
drive down reduction in communication costs associated with service delivery. Parsons, Gotlieb, 
& Denny (1993) analysed the impact of information technology (IT) on bank productivity in 
Canada. Using data collected directly from 5 Canadian banks in 1974 – 1988, a transcendental 
logarithmic (trans-log) model was applied as an estimation technique. Capital and labour were 
classified as information and non-information inputs respectively. Findings from the study showed 
positive association between productivity growth and technology change. Thus, productivity of 
banks increased within the time period studied by 17 – 23 percent owing to the use of computers.  
In a survey, Casolaro & Gobbi (2007) examined the effect of IT investment on the financial sector. 
A panel data of 600 Italian banks for the period 1989 – 2000 were obtained. The authors used 
stochastic cost and profit frontier function estimation in order to allow for individual bank 
displacements and for neutral technological change. From their findings, cost and profit frontiers 
strongly correlate with investment in IT. Financial institutions that adopted IT capital-intensive 
techniques were more effective. In the same vein, Malhotra and Singh (2009) assert that Indian 
banks providing internet banking services recorded higher operating efficiency ratios and were 
more profitable. Panel data for 85 commercial banks for the time 1998 – 2006 was obtained. The 
results indicate that: (i) in terms of size, internet banking improves assets, (ii) for profitability, 
efficiency and financing, financial institutions that offer internet banking services to their 
customers perform better with lower cost, (iii) in terms of cost, internet banking lowers operation 
cost, (iv) as for assets quality and diversification, internet banking system lowers net non-
performing assets for banks.  
Similarly, Ho & Mallick (2006) analysed the effect of IT on the banking industry using panel data 
for 68 US banks from 1986 – 2005. The study classified bank performance improvement due to 
IT into: cost effect and network effect. Applying the Hotelling estimation model, the study 
examines the differential effects arising from IT investment. While IT saves cost for the banks, 
higher IT investments creates network effects, lowering profits. Comparing results obtained from 
two estimation techniques, data envelopment technique and stochastic frontier approach Syrine 
(2013) finds a positive impact of IT on bank performance in Tunisia. Panel data for 15 Tunisian 
banks for the period 1998 – 2009 was collected. The empirical result suggests that IT investments, 
such as hardware, software, and services, improves banks’ efficiency. Also, whereas the size and 
managerial capacity positively correlates with cost efficiency, the share of non-performing loans 
increased operating inefficiency.  
For cross-country evidence, Beccalli (2007) discovered a positive association between IT 
investments and bank performance in the European banking sector. Panel data of 737 banks for 
the period 1994 – 2000 were collected. Stochastic frontier estimation analysis was employed to 
determine the efficiency of costs and benefits for these European banks. The empirical result of 
the study showed a negative correlation between IT investment on banks and performance. 
However, IT had a positive effect on long-term costs, thus reducing the actual annual cost of 
production. Francesca & Peter (2008) used comparative analysis on four European countries: UK, 
Spain, Finland, and Italy, to investigate the impact of electronic banking on bank performance. 
Data for the period 1995 – 2004 were obtained from 46 banks. Performance was measured in terms 
of return on assets (ROA) and return on equity (ROE). Given the different levels of technological 
advances and banking systems that exists in these European countries, the authors adopted a fuzzy 
cluster analysis to compare performance. The results show that banking groups that incorporate 
electronic banking have competitive edge in their business models. Akhisar, Tunay, & Tunay 
(2015) studied innovation and bank performance for 23 developed and developing countries from 
2005 – 2013. The effect of ROA and ROE were analyzed by dynamic panel methods. The ratio of 
the number of bank branches and ATMs had positive effects on banks’ profitability, while point-
of-sale (POS) and internet banking reduced banks’ profitability.   
Binuyo & Aregbeshola (2014) assessed the impact of ICT on commercial bank performance in 
South Africa using data for the period 1990 – 2012 from Bankscope. They carried out a dynamic 
panel analysis applying the transformation approach. Their results revealed that ICT enhances 
returns on capital and ROA for banks in South Africa. They further indicated that the effect of ICT 
on performance emanates from cost efficiency compared to investment and recommend that banks 
should emphasize utilizing existing ICT infrastructure rather than making additional investments. 
Scott, Reenen & Zachariadis (2015) examined the impact of bank performance on the adoption of 
ICT network-based infrastructure known as SWIFT for 6848 banks in 29 countries in Europe and 
America. Results from the study indicates that the adoption of SWIFT led to an increase in bank 
profitability and performance, however, some of these effects were found to be weak in the short 
term and are expected to be fully realized in about 10 years.   
In addition, Mehmood et. al. (2015) applied the flexible transcendental logarithmic production 
function estimation technique in an effort to determine production change stemming from ICT 
adoption. Panel data for the period 2006 -2013 for 30 banks in Pakistan were obtained. ICT proxies 
such as number of ATMs, point-of-sale (POS), credit cards, debit cards, electronic banking, etc, 
were positively related to the production of the banking sector. Similarly, Hamdi, Hakimi and 
Zaghdoudi (2017) on the determinants of non-interest income for Tunisian banks, measured bank 
performance using return on assets (ROA) and return on equity (ROE). ICT was proxied by 
automated teller machines (ATM) and credit cards which positively affects non-interest income 
and bank performance, implying the importance of technology (ICT) and innovation for 
businesses. Sample data was obtained for 20 Tunisian banks for the period 2005-2015, while 
employing the system-GMM estimation technique. Other bank characteristics such as bank size, 
capital adequacy ratio, loan specialization, and liquidity risk were also considered as the main 
factors that improve non-interest income. 
4.0 METHODOLOGY AND DATA DESCRIPTION 
4.1 Methodology 
This paper employs system generalized method of moment (GMM) technique in dynamic panel 
models as proposed by Arellano and Bover (1995) and Blundell and Bond (1998), to address 
potential problems of endogeneity, heteroskedasticity and auto correlation that may exist within 
the data. Under the moment conditions, GMM in-systems provides a more flexible variance-
covariance structure. System GMM is superior to GMM estimator in first-differenced (DGMM) 
model in terms of bias and root mean squared error. System GMM allows for instruments within 
the dataset by building a system of two equations (differences and its transformed) in order to 
increase its efficiency (Arellano and Bover, 1995). 
Four major motivations for adopting system GMM estimator are, first, the number of cross-
sections (n) is greater than the number of periods in each country (T), i.e. n > T. The dataset is 
such that there are fifteen time periods (i.e. 2004 – 2018) from thirty-five countries. Second, we 
assume that the explanatory variables in our model are predetermined variables but not strictly 
exogenous. Predetermined variables are assumed to be correlated with past errors but not with 
current or future errors, and can therefore be used as instruments in system GMM estimation 
(Roodman, 2009). Third, system GMM addresses unobserved time effects, wherein unobserved 
country effects are controlled for by differencing and the use of instruments. The validity of these 
instruments is tested using the Sargan and Hansen test of over-identifying restrictions, and a test 
on the absence of serial correlation of the residuals. Also, the problem of heteroskedasticity is 
taken care of via robust standard errors. Fourth, system GMM overcomes the problem of omitted 
variable in the cross-section estimates and inconsistencies arising from endogeneity. For 
efficiency, system GMM corrects for endogeneity by introducing more instruments and 
transforming the instruments to make them exogenous. More so, to account for time-invariant 
omitted indicators, GMM in systems controls for unobserved heterogeneity. Thus, system GMM 
is more efficient and robust to heteroskedasticity and autocorrelation than the one-step system 
GMM. 
Following from Lee and Hsieh (2013), system GMM uses two equations in the short-run. The first 
equation is expressed in level form with first-difference as instruments i.e.; 𝑦𝑖,𝑡 = 𝛼𝑡 + 𝛾𝑦𝑖,𝑡−1 + 𝑥𝑖,𝑡𝛽 + 𝜇𝑖 + 𝜈𝑖,𝑡 , for i = 1, 2, . . ., N and t = 1, 2, . . ., T  (1) 
Where, “i” and “t” refer to country and time, respectively. 𝛽𝑖 is the estimated coefficient. E [𝜇𝑖] = 
0, E [𝜈𝑖,𝑡] = 0, E [𝜈𝑖,𝑡𝜇𝑖] = 0. 
The second equation i.e., the transformed model, is expressed in first-difference form with levels 
as instruments,  𝛥𝑦𝑖,𝑡 = 𝛼𝑡  ̶  𝛼𝑡−1 + 𝛾𝛥𝑦𝑖,𝑡−1 + 𝛥𝑥𝑖,𝑡𝛽 + 𝛥𝜈𝑖,𝑡 , for i = 1, 2, . . ., N and t = 2, . . ., T  (2) 
Given that E [𝜇𝑖𝛥𝑥𝑖,𝑡] = 0, for all t, E [𝜇𝑖𝛥𝑦𝑖,𝑡] = 0 implies that there is no correlation between 
performance and the country-specific effect in the absence of conditioning on other variables. 
Rewriting; 𝛥𝑦𝑖,𝑡 = 𝛼𝑡  ̶  𝛼𝑡−1 + 𝛾𝛥𝑦𝑖,𝑡−1 + 𝛽2𝛥𝐴𝑇𝑀. 𝐴𝑖𝑡 + 𝛥𝑥𝑖,𝑡𝛽 + 𝛥𝜈𝑖,𝑡    (3) 𝛥𝑦𝑖,𝑡 = 𝛼𝑡  ̶  𝛼𝑡−1 + 𝛾𝛥𝑦𝑖,𝑡−1 + 𝛽2𝛥𝐴𝑇𝑀. 𝐾𝑖𝑡 + 𝛥𝑥𝑖,𝑡𝛽 + 𝛥𝜈𝑖,𝑡    (4) 𝛥𝑦𝑖,𝑡 = 𝛼𝑡  ̶  𝛼𝑡−1 + 𝛾𝛥𝑦𝑖,𝑡−1 + 𝛽2𝛥𝑁. 𝐴𝑇𝑀𝑖𝑡 + 𝛥𝑥𝑖,𝑡𝛽 + 𝛥𝜈𝑖,𝑡    (5) 
𝛥𝑦𝑖,𝑡 = 𝛼𝑡  ̶  𝛼𝑡−1 + 𝛾𝛥𝑦𝑖,𝑡−1 + 𝛽2𝛥𝑀𝑀𝑖𝑡 + 𝛥𝑥𝑖,𝑡𝛽 + 𝛥𝜈𝑖,𝑡     (6) 
From equations (3) – (6), the dependent variable, 𝑦𝑖𝑡, represents bank performance measured by, 
return on assets (ROA), return on equity (ROE) and net interest margin (NIM), for country i at 
time t. ICT variables are proxied by: automated teller machine per 100,000 adults (ATM.A), 
automated teller machine per 1,000km2 (ATM.K), number of automated teller machine (N.ATM) 
and total number of mobile money transaction (MM). The control variables are; cost ratio (CR), 
capital ratio, and liquid asset ratio (LAR), as bank specific characteristics; while inflation (INF) 
and gross domestic product (GDP) denote macroeconomic determinants.  
The long-run effect for the kth parameter is expressed as; 
  
𝛽𝑘1− 𝜑          (7) 
4.2 Data Description 
The data for this study were obtained from the following sources: Financial Development and 
Structure Dataset (FDSD) and World Development Indicators (WDI), both published by the World 
Bank, and the Financial Access Survey (FAS) published by the International Monetary Funds 
(IMF). The data spans a 15-year period from 2004 to 2018, with a sample of 35 Sub-Saharan 
African countries. The motivation for this selection is centred on constraints in data availability 
during the period under study.  
The dependent variable for this study, bank performance, is measured by return on assets (ROA), 
return on equity (ROE) and net interest margin (NIM). ROA shows how well bank management 
uses its real investment resources to generate profit. ROE indicates the bank management’s 
competency to produce returns for shareholders. Although ROA and ROE are calculated using 
pre-tax profit as the numerator, ROA uses total assets as the denominator while ROE uses total 
equity as the denominator. NIM is expressed as a percentage of a bank’s total operating expenses.  
The explanatory variables include the ICT variables, bank specific characteristics and selected 
macroeconomic determinants. ICT variables were obtained from Financial Access Survey (FAS). 
Bank specific characteristics entails the cost ratio (CR), and liquid assets ratio (LAR). Cost ratio 
(CR) measures a bank’s overall efficiency, i.e. it shows a bank’s cost relative to its income. Low 
cost ratio implies high efficiency, thereby resulting to increased profitability. On the other hand, a 
rising cost ratio implies that costs are rising at a higher rate than income, which will have a negative 
effect on bank profitability (Hamdi et. al., 2017). Liquid asset ratio (LAR) is defined as the ratio 
of a bank’s domestic currency holdings and deposits to claims on other governments, nonfinancial 
public enterprises, the private sector, and other banking institutions. Liquid assets ratio signifies 
banks stability during economic shocks and also, the ease of risk management and intermediation 
of financial funds.  
For macroeconomic determinants, we introduce gross domestic product (i.e. annual growth of 
GDP per capita) and inflation rate (INF). Economic growth (GDP) has different effects on a bank’s 
demand for interest and non-interest activities. High economic growth rate increases bank 
performance. Given that inflation is associated with high cost, if a bank’s income rises above its 
costs, then a positive effect is expected. The reverse is the case when costs exceeds income.  
The basic aim of including the control variables is cater for dissimilarities in banks across countries 
and to give thorough insight on all factors that have (in)significant effects on the performance of 
banks. 
5.0 RESULTS 
The summary statistics for the variables in the study are presented in Table 3 below. The total 
number of observations across variables is 525 implying a time frame of 15 years and 35 country 
observations. ATMs per 1,000 adults and ATMs per 1,000km2 present in SSA on average is 10; 
whereas, number of ATMs and total number of mobile money transactions in SSA on average is 
1,203 and 4,604, respectively. More so, ICT minimum values spans from 0 to 27,436 for number 
of ATMs (i.e., N.ATMs). 
 
Table 3: Summary Statistics 
Variable Obs. Mean Std. Dev. Min Max 
ROA 525 1.7966 1.7356 -12.8298 13.4657 
ROE 525 17.3364 15.6047 -48.8629 126.1379 
NIM 525 6.3639 7.2365 0.0687 114.2483 
ATM.A 525 10.0708 16.1388 0 83.9062 
ATM.K 525 10.1712 35.7089 0 228.5714 
N.ATM 525 1202.703 3879.127 0 27436 
MM 525 4604.208 14427.14 0.00004 200848.7 
CR 525 54.4337 22.2317 19.8953 150 
LAR 525 17.8573 15.9376 2.0880 109.4993 
INF 525 6.4020 6.8883 -8.9747 43.5421 
GDP 525 2.3120 3.9578 -36.5568 28.6760 
Source: Author’s compilation 
5.1 Estimation  
A correlation matrix checks for multicollinearity by showing if the variables selected are suitable 
for the model. When there is a linear association between the independent variables greater than 
0.5, then multicollinearity is present. Table 4 below shows there is no linear relationship between 
the independent variables. This was also verified using the variance inflationary factor (shown in 
appendix 3).  
Table 4: Correlation Matrix 
 ROA ROE NIM ATM.A ATM.K N.ATM MM CR LAR INF GDP 
ROA 1           
ROE 0.839 1          
NIM 0.326 0.239 1         
ATM.A 0.019 0.052 -0.147 1        
ATM.K -0.010 -0.036 -0.105 0.553 1       
N.ATM -0.095 -0.051 -0.067 0.445 0.039 1      
MM -0.052 -0.116 -0.060 -0.030 -0.051 -0.012 1     
CR 0.011 0.021 0.157 -0.213 -0.150 -0.034 -0.227 1    
LAR -0.053 0.035 -0.076 -0.138 -0.168 -0.061 0.120 -0.074 1   
INF 0.205 0.157 0.067 -0.020 -0.045 0.058 -0.099 0.043 0.042 1  
GDP 0.148 0.152 -0.048 -0.029 0.063 -0.087 0.040 0.041 0.014 0.020 1 
ROA: Return on assets; ROE: Return on equity; NIM: Net interest margin; ATM.A: ATM per 100,000 adults; ATM.K: 
ATM per 1,000 km2; N.ATM: Number of ATM; MM: Mobile money transaction per 100,000 adult; CR: Cost ratio; 
CAPR: Capital ratio; LAR: Liquid asset ratio; INF: Inflation; GDP: Gross domestic product. 
Source: Author’s compilation 
The empirical findings are divided into three main columns presented in Table 5 below. Each 
column is associated with the dependent variables: return on assets (ROA), return on equity (ROE) 
and net interest margin (NIM). The first panel includes ATM per 100, 000 adults (ATM.A), bank 
specific characteristics and the macroeconomic determinants. The second is a panel for ATM per 
1,000km2 (ATM.K) alongside the bank specific characteristics and macroeconomic indicators. 
The third and fourth are panels for number of ATMs (N.ATM) and total number of mobile money 
transaction (MM), respectively, bank characteristics and macroeconomic indicators are included. 
The estimations are performed using panel two-step GMM dynamic system, suitable for datasets 
where serial correlation, heteroskedasticity and endogeneity may exist. ROA, ROE, NIM, ATM.A, 
ATM.K, N.ATM, and MM, are considered as endogenous variables since their previous year’s 
performance is considered to affect current performance.  
TABLE 5: Dynamic Panel Estimates 
 Returns of Asset (ROA) Returns on Earnings (ROE) Net Interest Margin (NIM) 
L1.ROA 0.5737 
(0.140) 
0.5517 
(0.096)* 
0.7408 
(0.000)*** 
0.2461 
(0.246) 
--- --- --- --- --- --- --- --- 
L1.ROE --- --- --- --- 0.5860 
(0.027)** 
0.5051 
(0.010)** 
0.8234 
(0.000)*** 
0.4991 
(0.009)*** 
--- --- --- --- 
L1.NIM --- --- --- --- --- --- --- --- 0.6407 
(0.000)*** 
0.6914 
(0.000)*** 
0.5257 
(0.000)*** 
0.6323 
(0.000)*** 
ATM.A -0.0531 
(0.044)** 
--- --- --- 0.1299 
(0.007)*** 
--- --- --- 0.0209 
(0.089)* 
--- --- --- 
ATM.K --- -0.0916 
(0.055)* 
--- --- --- 0.0716 
(0.041)** 
--- --- --- 0.0725 
(0.006)*** 
--- --- 
N.ATM --- --- -0.0053 
(0.025)** 
--- --- --- 0.0002 
(0.064)* 
--- --- --- -0.00006 
(0.012)*** 
--- 
MM --- --- --- -0.0001 
(0.003)*** 
--- --- --- -0.0004 
(0.038)** 
--- --- --- -0.00002 
(0.090)* 
CR 0.0255 
(0.040)** 
0.0257 
(0.029)** 
0.0279 
(0.000)*** 
0.0041 
(0.708) 
0.3888 
(0.000)*** 
0.4467 
(0.000)*** 
0.1598 
(0.000)*** 
0.0896 
(0.206) 
0.0954 
(0.000)*** 
0.0955 
(0.023)** 
0.1233 
(0.000)*** 
0.0575 
(0.000)*** 
LAR 0.0346 
(0.076)* 
0.0416 
(0.072)* 
0.0367 
(0.015)** 
0.0391 
(0.011)** 
0.2081 
(0.038)** 
0.2984 
(0.013)** 
0.2182 
(0.020)** 
0.3195 
(0.081)* 
-0.0107 
(0.790) 
-0.0044 
(0.893) 
0.0198 
(0.306) 
0.0177 
(0.544) 
INF -0.0741 
(0.032)** 
-0.0757 
(0.010)** 
-0.0375 
(0.519) 
-0.0274 
(0.266) 
-0.0895 
(0.601) 
-0.1949 
(0.275) 
-0.4409 
(0.265) 
-0.5492 
(0.093)* 
0.0786 
(0.254) 
0.1124 
(0.043)** 
0.0526 
(0.542) 
0.1492 
(0.004)*** 
GDP -0.1045 
(0.160) 
-0.0744 
(0.442) 
-0.1162 
(0.250) 
-0.0224 
(0.837) 
0.5477 
(0.443) 
-0.1397 
(0.863) 
0.9756 
(0.077)* 
0.3726 
(0.444) 
0.2631 
(0.080)* 
0.2009 
(0.080)* 
-0.1412 
(0.107) 
0.3715 
(0.000)*** 
AR2: (z) 0.37 0.46 0.48 0.63 -0.23 -0.82 1.16 0.33 1.13 1.10 0.56 1.13 
AR2: (p-value) 0.714 0.644 0.634 0.527 0.822 0.413 0.247 0.745 0.257 0.270 0.577 0.260 
Hansen: chi2 5.91 4.28 13.51 9.85 6.90 5.45 17.59 8.88 21.62 7.61 9.41 25.00 
Hansen: (p-value) 0.657 0.831 0.333 0.454 0.647 0.793 0.285 0.543 0.200 0.268 0.584 0.100 
Number of instruments 15 15 19 17 16 16 22 17 24 13 18 24 
Number of groups 35 35 35 35 35 35 35 35 35 35 35 35 
Obs. 490 490 490 490 490 490 490 490 490 490 490 490 
Note: ***, **, * are statistical significance at the 1%, 5% and 10% levels respectively. P-values are in parenthesis. 
Dependent variable is bank performance: ROA, ROE and NIM respectively. Estimation method is the two-step gmm dynamic panel estimator. The null-hypothesis of the Hansen tests for 
overall validity of the instruments used. The null-hypothesis for autocorrelation/serial correlation test states that the errors have no second order serial correlation.  
Variables: ROA: Return on assets; ROE: Return on equity; NIM: Net interest margin; ATM.A: ATM per 100,000 adults; ATM.K: ATM per 1,000 km2; N.ATM: Number of ATM; MM: 
Mobile money transaction per 100,000 adult; CR: Cost ratio; LAR: Liquid asset ratio; INF: Inflation; GDP: Gross domestic product. 
To control for endogeneity, cost ratio, N.ATM, inflation, GDP are used as instruments. Other 
instruments, not included in the equation, are capital ratio, registered mobile money (RMM), log 
of N.ATM and log of GDP.  
Three basic conditions to assess the validity of each model estimated are: first, the null hypothesis 
of the second-order Arellano-Bond autocorrelation test (AR2) should not be rejected. Second, 
Hansen test for over-identification restrictions, with a null hypothesis of valid instruments, should 
not be rejected. Hansen test is preferable to Sargan test for over-identification because of its 
robustness. Thus, to restrict identification, the instruments used in the study were lower than the 
number of cross-sections in all specifications. The higher the p-value of the Hansen statistics, the 
better the results. Third, the difference in Hansen test for exogeneity of instruments assesses the 
validity of results from the Hansen over-identification test. Table 5 shows that the p-values for the 
internal instruments are valid and not correlated with the residuals.  
The regression results generally show that in the short-run, ICT has a significant relationship with 
the dependent variables. For model 1, holding other factors constant, increasing ATM per 100,000 
adults (ATM.A), ATM per 1,000km2 (ATM.K), number of ATMs (N.ATM) or total number of 
mobile money transactions (MM), significantly reduces bank profitability relative to total assets 
(i.e. ROA). This implies that initial large investments in ICT will result in lower return on assets 
for banks in SSA region. This follows with Becalli (2007). Cost ratio (CR) exhibits a positive and 
significant relationship ROA. This means that banks performance increases with rising cost to 
income ratio. Liquid asset ratio (LAR) positively and significantly correlates with ROA. An 
increase in liquid asset ratio raises performance meaning that the ability of banks in SSA to remain 
stable during economic shocks increases their performances. For the macroeconomic indicator, a 
rise in inflation, reduces profitability of banks significantly. Since inflation is associated with high 
cost, it implies lower profits for banks.  
Model 2 shows that in the short run, ATM.A, ATM.K and N.ATM positively and significantly 
improves banks’ profitability in relation to equity (ROE), while MM negatively and significantly 
reduces ROE. This finding is similar to Akhisar et. al. (2015); Mehmood et.al. (2015), and Hamdi 
et. al. (2017). Cost ratio and liquid asset ratio positively and significantly increase profitability. 
High inflation reduces ROE; high GDP increases ROE.
TABLE 6: Long-run Dynamic Panel Estimates 
 Returns of Asset (ROA) Returns on Earnings (ROE) Net Interest Margin (NIM) 
ATM.A -0.1245 
(0.228) 
--- --- --- 0.3140 
(0.044)*** 
--- --- --- 0.0584 
(0.117) 
--- --- --- 
ATM.K --- -0.2042 
(0.119) 
--- --- --- 0.1447 
(0.125) 
--- --- --- 0.2348 
(0.0012)*** 
--- --- 
N.ATM --- --- -0.0020 
(0.238) 
--- --- --- 0.0013 
(0.402) 
--- --- --- -0.0001 
(0.007)*** 
--- 
MM --- --- --- -0.00009 
(0.004)*** 
--- --- --- -0.0008 
(0.012)*** 
--- --- --- -0.00004 
(0.105) 
CR 0.0811 
(0.238) 
0.0573 
(0.364) 
0.1076 
(0.202) 
--- 
 
0.9390 
(0.028)** 
0.9026 
(0.019)** 
0.9052 
(0.311) 
--- 
 
0.2556 
(0.000)*** 
0.3096 
(0.040)** 
0.2601 
(0.000)*** 
0.1562 
(0.000)*** 
LAR --- 
 
0.0928 
(0.209) 
0.1414 
(0.136) 
0.0518 
(0.032)** 
0.5025 
(0.240) 
0.6029 
(0.049)** 
1.2359 
(0.336) 
0.6378 
(0.096)* 
--- 
 
--- 
 
--- 
 
--- 
 
INF -0.1738 
(0.420) 
-0.1688 
(0.292) 
--- 
 
--- 
 
--- 
 
--- 
 
--- 
 
-1.0963 
(0.235) 
--- 
 
0.3641 
(0.076)** 
--- 
 
0.4058 
(0.008)*** 
GDP --- 
 
--- 
 
--- 
 
--- 
 
--- 
 
--- 
 
5.5252 
(0.305) 
--- 
 
0.7329 
(0.114) 
0.6512 
(0.115) 
--- 
 
1.0103 
(0.003)*** 
Note: ***, **, * are statistical significance at the 1%, 5% and 10% levels respectively. P-values are in parenthesis. 
Dependent variable is bank performance: ROA, ROE and NIM respectively.  
Variables: ROA: Return on assets; ROE: Return on equity; NIM: Net interest margin; ATM.A: ATM per 100,000 adults; ATM.K: ATM per 1,000 km2; N.ATM: Number of ATM; MM: 
Mobile money transaction per 100,000 adult; CR: Cost ratio; LAR: Liquid asset ratio; INF: Inflation; GDP: Gross domestic product. 
 
For model 3 in the short run, while ATM.A and ATM.K significantly increases net interest margin, 
N.ATM and MM are significant on the reverse. Banks incur more operating expenses with higher 
investment in ATM.A and ATM.K, whereas, N.ATM and MM reduces operating expenses (NIM). 
High cost ratio significantly increases NIM. Surprisingly, inflation rate is positive and significant 
NIM. Even though inflation has no direct impact on bank performance, banks in SSA have 
continued to realize large profits despite high inflationary pressure (Hamdi et. al., 2017). Economic 
growth (GDP) is significant and positive for NIM implying that the economic environment where 
banks operate is very crucial for their performance.  
The long run dynamic panel estimate can be seen in Table 6. Only significant variables from the 
short run model were used to compute the long run model. It is observed that mobile money 
transaction (MM) significantly reduces return on assets (ROA) and return on equity (ROE). ATM 
per 100,000 adults significantly increases ROE. ATM per 1,000km2 significantly increases NIM, 
while, number of ATMs significantly reduces NIM. This is to say that, in the long run, MM reduces 
ROA and ROE, ATM.A; N.ATM will reduce NIM; and ATM.A and ATM.K will improve ROE 
and NIM, respectively.  
6.0 CONCLUSION 
This paper is concerned with examining the relationship between ICT adoption and performance 
of banks in Sub-Saharan African (SSA) using a dynamic panel model. Empirical results obtained 
in the short run generally indicates that, ICT negatively impacts returns on assets (ROA); but 
positively affects ROE and NIM except for N.ATM and MM. These are similar to the findings of 
Ho et. al. (2006), Beccalli (2007), Akhisar et. al. (2015), Mehmood et.al. (2015), and Hamdi et. 
al. (2017). In the long run, use of mobile money transaction (MM) decreases ROA(ROE). ATM 
per 100,000 adults (ATM.A) and ATM per 1,000km2 (ATM.K) positively impacts ROE and NIM, 
respectively. Adoption of ICT infrastructure, especially hard infrastructure such ATM centres are 
expected to increase cost ratio of banks. But these ICT costs do not in the short run overwhelm 
other overhead costs that banks incur. Thus, ICT does not impact on bank performance in the short 
run but in the long run since the investment in ICT can be very huge, but it benefits are expected 
to surpass its cost over time. We also found that as cost ratio (CR) and liquid assets ratio (LAR) 
increases, bank performance increases. 
Finally, due to insufficient studies on the adoption of ICT and bank performance, especially at 
regional or cross-country levels, this field is still open for further research lines. We recommend 
that further studies be carried out using various ICT measures, bank specific variables and macro-
economic variables to better understand the pathway in which ICT affects bank performance
APPENDICES 
Appendix 1: Variable definition.  
Variable Definition Source 
ROA Return on Assets Financial Development and Structure Dataset 
ROE Return on Equity Financial Development and Structure Dataset 
NIM Net Interest Margin Financial Development and Structure Dataset 
ATM.A ATM per 100,000 Adults Financial Access Survey 
ATM.K ATM per 1,000 km2 Financial Access Survey 
N.ATM Number of ATMs Financial Access Survey 
MM Mobile Money Transaction Financial Access Survey 
LAR Liquid Asset Ratio World Development Indicators 
CR Cost Ratio Financial Development and Structure Dataset 
INF Inflation Rate World Development Indicators 
GDP Gross Domestic Product World Development Indicators 
 
Appendix 2: Sub-Saharan African (SSA) Countries Listed. 
Angola  Guinea-Bissau Rwanda 
Benin  Lesotho Senegal 
Botswana  Liberia Seychelles 
Burkina Faso  Madagascar South Africa 
Cameroon Malawi Sudan 
Central African Republic Mali Tanzania 
Chad  Mauritania Togo 
Congo, Rep.  Mauritius  Uganda 
Cote D’Ivoire  Mozambique Zambia 
Eswatini (Swaziland)  Namibia Zimbabwe 
Ghana Niger Kenya 
Guinea Nigeria  
 
Appendix 3: Variance Inflationary Factor 
Variable VIF 1 / VIF 
ATM.A 2.01 0.4978 
ATM.K 1.60 0.6258 
N.ATM 1.37 0.7306 
MM 1.09 0.9190 
CR 1.13 0.8843 
LAR 1.06 0.9454 
INF 1.02 0.9796 
GDP 1.02 0.9801 
Mean VIF 1.29  
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