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Technology, Factor Endowment, Prices and the relative Decline of Agriculture in
Taiwan
I. Introduction 
  Economic growth is usually accompanied by relative decline in the agricultural sector.
Although the total product of agriculture may still increase, its relative contribution to GDP
is likely to decrease. One reason for this phenomenon is the slower rise in the demand for food
according to Engle’s  Law. But Engle’s Law does not explain why this structural change
occurs not only in a closed economy, but also in an open economy with a comparative
advantage in agriculture. In 1952 agricultural and processed agricultural products accounted
for 92 % of the value of exported goods in Taiwan. At that time, the agricultural sector’s share
in GDP was 32.2% . In 1997 the export share of  agricultural and processed agricultural
products was 2.1%, and the agricultural share in GDP was 2.7%. It seems that comparative
advantage has changed along with economic growth. 
From a neoclassical perspective, these changes may be explained by changes in
preferences, factor endowments, and technology.   Preference changes will result in relative
price level changes. For a small open economy, the change in the price ratio  reflects relative
world price variation for the traded goods. Technological progress will induce an outward shift
of the  production frontier. Bias in technological change will produce different  growth rates
in each sector and this can be a  source of changes in comparative advantage. On the other
hand when technology and prices are constant, changes in  relative factor endowments may
also be the source of a change in comparative advantage. While changes in preferences, factor
endowments and technology are the basis of comparative advantage, they also have significant
influence on a country’s industrial composition.  -3-
In this paper we propose an empirical model to jointly estimate the impact of price
changes, factor endowment changes and technological change on the relative decline of the
agricultural share of GDP in Taiwan. We use an aggregate restricted GDP function based on
the theoretical models discussed by Dixit and Norman (1980) and estimated by several
authors, including Kohli (1978),  Diewert and Morrison (1988), Lawrence (1989), Martin and
Warr (1993, 1994), and Harrigan (1997). In the following section the theoretical model is
formulated and discussed and the stochastic model is presented. The next section briefly
discusses the theory underlying estimates of  Total Factor Productivity (TFP), approaches for
data construction and the data series used. The estimates of the parameters are then presented
and discussed, followed by some concluding comments.
II. Theory and Model
In this model we assume a small open economy with competitive market clearing.
Since the estimation of the model is based on time series data, consideration of the nature of
technical progress is required. Technical progress is assumed to be Hicksian-neutral
technological progress. We also assume that the aggregate technology satisfies constant
returns to scale, free disposal, non-increasing marginal rates of substitution and transformation.
For a given endowment of fixed inputs, the output of variable quantities is finite. Under profit
maximization, the competitive equilibrium can be characterized as the solution to the problem
of maximizing GDP subject to the technology, the endowment of domestic resources, and a
vector of positive outputs at each point of time. 
We follow the Hecksher-Ohlin-Samuelson (HOS) model in assuming that the two
goods are produced non-jointly. Given a technology (the two production functions) that
satisfies a number of regularity conditions and given the endowment of domestic factors, the-4-
quantity of the two goods produced is uniquely determined by the relative output prices.
Assume the general equilibrium of this economy will maximize the value of final
output. A common formulation of this maximization problem is 
Max p•y subject to y ￿ Y( x )                            (1)
p,y ￿￿￿ x ￿￿￿ QQ
where y is the final goods vector, i.e. the agricultural product and nonagricultural product, p
is the vector of final goods prices, and Y( x ) is the convex production set  for endowments
x. The solution to this problem gives the maximized value of GDP as Y=r(p,x). According to
Hotelling’s Lemma, the vector of net output supplies y(p,x) is given by the gradient of r(p,x)
with respect to p :
y ( p,x )=0r ( p,x )/0p ,    j=1...n                                      (2) j j
Hicks-neutral technological differences across time can be modeled using an extension of the
dual approach. In addition to the standard assumptions on the revenue function, assume that
there exists a production function for each good given by
 ˇ =￿ f  (x  )=￿  y  ,      J=1...n                                      (3) jj j j
jj
Where ￿ is a scalar parameter relative to some base period, and x  is a vector of inputs. The j 
j
assumption of the existence of distinct production functions implies that joint production is
ruled out. Increases in ￿  represent Hicks-neutral technological progress in industry j.  In this j
case the revenue function can be shown to be r( ￿ ￿p, v ) where ￿ ￿ is diag{￿  ,￿ ,....￿  } This 12 n
formulation implies that industry-specific neutral technological change can be modeled in the
same way as industry-specific price increases. Following from the convexity of r( p, x ) in p,
holding factor supplies fixed, we can expect a positive correlation between technological
progress and output. 
III. An Empirical Model
Following Uhlrich Kohli (1978), Woodland (1982), Will Martin and Peter G. Warr(1993),
and James Harrigan (1997), we use a translog restricted revenue function
lnr(￿ ￿p, x)=a +￿aln ￿p + 1 / 2 ￿￿al n   ￿pl n   ￿p+   ￿ bl n x + 1 / 2 ￿￿bl n x l n x 0 i i i i  i j ij  i i  j j    k k  k  k m km   k  m   
+￿￿ cl n   ￿p lnx                                                (4)                                    i k  ik  i i  k 
where r is total revenue, p  represents prices of output; x   represents quantities of factor i k-5-
endowments, ￿’s represent Hicks-neutral technological progress, a’s, b’s and c’s are parameters
to be estimated.  
Linear homogeneity in x and p requires                 
￿a =1;   ￿a =0;   ￿ b = 1 ;    ￿ b =0;   ￿ c =0;                      (5) ii ii j kk mk m  k   i k
When we differentiate on lnr(￿ ￿p, x) with respect to lnp and impose the homogeneity restrictions i
￿ a =0 and ￿ c =0 we obtain the share of product i in GDP, i.e. S=p•y /Y. Since we only ii j k  i k ii i  
discuss two categories of  procucts, agricultural(a) and nonagricultural(n), and three factors,
capital(K), labor(L) and Land (or natural resource, R). We can write the agriculture share in
GDP(Sa) as a function of technology parameters, prices, and factor supplies: 
S= a+ al n ( p / p ) + a l n (  ￿  /￿  ) +a ln(K /L )+a ln(R /L )                                (6) a01 an 2  a n    3 4   
 Even if individual firms have decreasing returns, the assumption of constant returns can still be
applied at the economy wide level because changes in output can be achieved by changing the
numbers of firms.
                According to equation (6) we need data on output shares, technology, prices and factor
supplies. We first discuss the theoretical issues involved in measuring technology and then the
approach and data sources that we use to estimate the factor supplies , agricultural  share of GDP,
and the price ratio.
Basically, it would be proper to utilize the R&D index in different industries to represent
the relative technical change. However, only about 20 years of R&D information are available and
if we use only the last 20 years in our analysis, we will miss the important period when
agriculture’s share in GDP has changed dramatically. Since technical change represents a shift in
the production function over time, i.e. we can write a stable relationship between output, inputs,
and time as y=f(x,t), and technical change can be measured by how output changes through time
while the input bundle is held constant. The rate of technical change can be defined as 
          T(x,t)=0lnf(x,t)/0t.                        (7)     
So we can use a  time trend to represent the technical change . Through the estimated coefficient
on t we can see how tecnical change influence the change of share of agriculture.
   The factors we consider in this model are capital (K) labor(L) and Land (or natural
resources). For capital, a capital stock series was constructed from the available data on the gross
fixed capital formation of investment at constant prices. We follow the approach introduced by-6-
Martin and Warr (1993) to estimate the initial capital stock. First, we assume a steady-state
relation I*=(g+￿)K*, where I* is the steady state level of investment, g is the rate of growth of
real investment (and capital),￿ is the rate of depreciation and K* is the steady-state capital stock.
Second, we estimate the growth rate g by a detrending regression model, lnI=a+blnt where t is
just the time trend and the coefficient of lnt is the growth rate of real investment. Third, we 
assume a rate of depreciation of 5 percent. From these 3 steps we can obtain the initial capital
stock in the first period of the sample from the steady-state relation. Then by adding investment
during the previous period and deducting depreciation at an assumed rate of 5 percent per year
we can rebuild the capital stock series. 
As to the labor endowments, we only take the published total labor force as the labor
stock. Though education may increase the productivity of the labor force, no adjustment to the
labor stock were made (Darby (1984), Elía (1990), Fuess and VanDen Berg (1996), Harrigan
(1997)). 
Land (natural resource) in use in Taiwan has not shown a significant change in the last 30
years. The most obvious change is the transformation from the use of land for agriculture to its
use for nonagricultural activities. However, owing to the growing of  labor force the ratio of  R
to L would not be constant. Through the estimated coefficient we can still see the contribution
of the percentage change of land per labor unit to the change of agriculture’s  share in GDP.
The data used in this paper are annual series  drawn primarily from the Taiwan Statistical
Data Book (1998), and the Quarterly National Economic Trends Taiwan Area, the Republic of
China (Aug., 1998). The full sample period is 1967 to 1997. The nonagriculture price is a
weighted average of different sectors’ GDP deflators with weights given by their contributions
to overall GDP. The GDP in the agricultural sector is presented in figure 1, and the  share of
agriculture in GDP is presented in figure 2. The two diagrams show that even though there is
substantial growth in the value of agricultural output for the last 30 years, the share of agriculture
in GDP has declined.  The price of agricultural output in relation to nonagricultural output is
plotted in figure3. No substantial trend is evident. Comparing  figures 2 and 3 a positive relation
seems to be presented between relative agricultural prices and the share of agriculture in GDP.















































agricultural  prices are accompanied by an increase in the agriculture share in GDP. The capital-
labor ratio computed as described above is depicted in figure 4. This series shows a smooth
increase in the 1970s and 1980s. After 1989, the rate of capital over labor increases more rapidly
because the rate of investment increased and the rate of population growth declined. Figure 5





































































































































































































































































































Equation (6) is estimated with the time trend,t , in place of the expression ln(￿ /￿ ).  an
S =a +a ln(p /p  )+a ln(K /L )+a  ln(R/L)+a  t           (8) a01 an 2 3 4   
The data were tested to assess whether the variables are  nonstationary. Regressions involving
independent nonstationary variables tend to generate spurious results. The standard method
for detecting nonstationary behavior in a time series is to test if there exists a unit root. A
variable that has a unit root but whose first differences are stationary is referred to as being
integrated of order one and is denoted as I(1).  We can difference the variables prior to
estimation to get consistent estimates of the model coefficients when the variables are not
cointegrated. However, if variables are cointegrated, then the relationship can be represented
with an error-correction model (ECM). To illustrate, from (8) we have the model
S =a +a ln(p /p  )+a ln(K /L )+a  ln(R/L)+a t+u           (9) a01 an 2 3 4 t   
which represents the long-run relationship between the variables. The single equation of ECM
in our analysis can be expressed in first differences 
          ￿S= a+ a  ￿ln(p /p  )+ a  ￿ln(K /L )+a  ￿ ln(R/L)+(u-u )      (10) a01 an 2 3 t t - 1   
where ￿ is the first-difference operatior. 
If u is serially correlated according to    u=’u J , where J has zero mean and finite t    t t-1+ t t
variance.  Then (9) can be rewritten as -10-
          ￿S= a+ a  ￿ln(p /p  )+ a  ￿ln(K /L )+a  ￿ ln(R/L)+￿u J      (11) a01 an 2 3 t - 1 + t   
where ￿=(1-’)
If the disturbances of (9) are nonstationary, then the first-differences specification in (10)
without (u-u ) can be consistently estimated by OLS. However the estimated coefficients do tt - 1
not carry the same interpretation as the coefficients in equation (9) since equation (10) will be
a dynamic specification measuring the short-run effects of changes, not levels. If u is t
stationary, then the variables are cointegrated in (9). OLS estimates of parameters in (9) will
be consistent, while estimating the differences specification of (10) without consider the error
correction term (u-u ) will not provide consistent estimates because of omitting the lag of u. tt - 1 t
A number of tests are available such as Dickey-Fuller test (Said and Dickey,1984),
Phillips-Perron test (Phillips and Perron, 1988) and Kwiatkowski el at test (Kwiatkowski et
al.,1992), etc. We apply the Dickey-Fuller test in our analysis. Table 1 presents the results of
standard Dickey-Fuller(DF) and augmented Dickey-Fuller (ADF) tests (Fuller 1976). These
tests and all econometric analysis were undertaken using the SHAZAM econometric package.
From the results we can see that except for the relative price ratio, all variables contain the
unit roots. The DF and ADF tests fail to reject the hypothesis of intergration. However on the
basis of  cointegration tests we fail to reject hypothesis of nonstationarity, confirming the
absence of a long-run relationship between the variables of interest. 
Table 1. Dickey-Fuller and Augmented Dickey-Fuller Test Statistics for Integration
__________________________________________________________________
variables      D-F test ADF test          Number of lags for ADF
Sa -0.95   (-11.2) -2.52(-2.77) 4
ln(Pa/Pn) -12.347(-11.2) -4.3476(-2.57) 1
ln(K/L) -0.348(-11.2) -1.0462(-2.57) 2
ln(R/L) -1.2793(-11.2) -4.2718(-2.57) 2
Residual -12.405(-28.1)
___________________________________________________________________
Critical values: DF test: -3.0 at 5%; -2.63 at 10 %; ADF test approximately -2.8 -11-
Equation (6) was first estimated with OLS. However since most of the variables are
I(1) and there does not exist a cointegration relationship between the variables the coefficients
may be inconsistent. The differenced model we estimated here  is (10) without error corection
term. The parameter estimates obtained from the  two equations are presented in Table 2.
Since OLS results do not pass the Durbin-Watson Test of the hypothesis of no
autocorrelation, we then use the iterative Cochrane-Orcutt method which corrects first-order
autocorrelated errors to estimate the equation again.
Table 2. Single equation estimates of the translog agriculture share equation
_______________________________________________________________________
OLS AUTO differenced model
Constant 0.00403 (0.00194) 0.11811 (0.488)              0.008119(1.916)
ln(Pa/Pn) 0.09569 (4.51) 0.09626 (5.655) 0.094083(5.996)
ln(K/L) -0.09086 (-2.9)         -0.11835(-2.936) -0.87332(-2.816)
ln(R/L) 0.30303 (7.749)   0.31676 (5.945) 0.3046(4.192)
T 0.00893 (4.548) 0.01099 (3.573)
RHO 0.72753 (5.90417)         
D-W 0.5365 1.6137
R 0.9817 0.9908 0.9867
2





1:the number inside the parenthesis is the t ratio, and the t statistic is 1.697 at a 95% confidence level  
  
 We can see that each of the estimated equations has a positive gradient with respect
to the price ratio. This means that agriculture share in GDP increases with an increase in the
relative agricultural price. The negative sign for the coefficient of  ln(K/L) shows that the
increase of the capital-labor ratio will have a negative contribution to the agriculture’s share
in GDP.  This is consistent with the Rybczynski theorem which proposes that “at constant
commodity prices, an increase in the endowment of one factor will increase by a greater
proportion the output of the commodity intensive in that factor and will reduce the output of-12-
the other commodity” (Salvatore,1988). Since agriculture is relatively labor intensive, the
rapid accumulation of capital will cause a relative decline in the agricultural sector. As to the
influence of land per labor force, The positive sign shows as the decline of  relative land
amount may cause a decrease of agriculture share. However, for the technical change, the
coefficient of the time trend shows a different sign from Indonesia, and Thailand’s case
(Martin and Warr, 1993, 1994). However since the coefficient is pretty small may be explained
that the technical change in Taiwan dose not have too much bias between Agricultural sector
and Nonagricultural sector. Also as we mentioned above that with nonstaionary variables it
tend to generate spurious result. It is necessary to estimate the model in differenced variables.
 
We now  report the estimated result from equation (10) without error correction 
term. The regressions are estimated with first-differenced variables by OLS . The results show
that the estimated coefficient has the consistent sign with what we get from the level variables
regression model. However the coefficient for ￿ln(K /L )is much bigger than the coefficient  
for ln(K/L) in simple OLS model. This shows that the increase in the change of relative capital
ratio has a bigger contribution for the change of agriculture share than what is revealed from
the simple OLS model.
If the regressors of a model are asymptotically correlated with the contemporaneous
disturbance of the model the coefficient estimated by OLS may be inconsistent (Beggs, 1988).
It is necessary to test whether the coefficient estimates have suffered from simultaneous
equation bias. We use Wu-Hausman test (Beggs,1988) and weak exogeneity tests to exam this
problem for the differenced Model and OLS model. For the Weak exogeneity test we use the
t-tests for the significance of the lagged residual from equation (9) as an explanation of
ln(Pa/Pn) ,ln(K/L) and ln(R/L) (Ericson, 1992). The Wu-Hausmn test was performed by
augmenting the differenced model with residuals from a regression of ln(Pa/Pn) on the
predetermined instruments ln(Pa/Pn) , ln(K/L), ln(K/L) ,ln(R/L) and ln(R/L)  to test for t-1 t-1 t-1
exogeneity of the relative price term. The test confirming the validity of the single equation
(Ericson 1992).-13-
VI. Conclusion
The results suggest that relative prices have a positive influence on the share of
agriculture in GDP, while  factor endowment changes, as  measured by capital stocks divided
by labor,  will have a negative influence on agriculture’s share in GDP. This is consistent with
the Rybczynski theorem, since agriculture is relatively labor intensive, the rapid  accumulation
of capital will  cause a  relative decline in the agricultural sector. As to the influence of
technical change, there seems do not exit an significant bias between this two sectors, however
this may be a spurious result caused by the nonstaionary variables. -14-
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