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ABSTRAKT
Pra´ce se zaby´va´ minimalizac´ı Booleovy´ch funkc´ı pomoc´ı Quineovy-McCluskeyovy
metody s aplikac´ı metody mrˇ´ızˇky prosty´ch implikant˚u z d˚uvodu dosazˇen´ı
minima´ln´ıho tvaru funkce a minimalizac´ı pomoc´ı ekvivalence. Da´le pra´ce obsahuje
programovou implementaci zmı´neˇny´ch minimalizacˇn´ıch metod.
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SUMMARY
This work is concerned with minimalization of Boolean functions by means of
Quine-McCluskey´s method with application of the method of prime implicants
for obtaining the minimal form of the function and with minimalization using an
equivalence. Another part of the work is an application implementing these mini-
malization methods.
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Problematika minimalizace je v dnesˇn´ı dobeˇ ned´ılnou soucˇa´st´ı mnoha obor˚u inzˇeny´r-
ske´ praxe. S na´stupem vy´pocˇetn´ı techniky jsme schopni pomeˇrneˇ rychle rˇesˇit i
rozsa´hlejˇs´ı minimalizacˇn´ı u´lohy, z nichzˇ stoj´ı za zmı´nku mimo jine´ i u´loha mini-
malizace logicky´ch obvod˚u za u´cˇelem sn´ızˇen´ı na´klad˚u a zjednodusˇen´ı obvodu. Logic-
ky´ obvod lze vyja´drˇit pomoc´ı Booleovy funkce a pra´veˇ minimalizac´ı teˇchto funkc´ı se
budeme da´le zaby´vat.
Pra´ce je sestavena ze dvou cˇa´st´ı z nichzˇ prvn´ı (1. a 2. kapitola) je rigoro´zneˇ
matematicky prˇesna´, cˇerpaj´ıc´ı prˇedevsˇ´ım z pramen˚u [3] a [6]. Druha´ (3. a 4. kapi-
tola) je prakticˇteˇjˇs´ı veˇnuj´ıc´ı se prˇedevsˇ´ım popisu minimalizacˇn´ıch metod a popisu
programu. Tato cˇa´st cˇerpa´ hlavneˇ z pramene [1]. Nyn´ı konkre´tneˇ k jednotlivy´m
kapitola´m.
V prvn´ı kapitole se zaby´va´me vlastnostmi Booleovy algebry a vybrany´m veˇta´m,
ktere´ na´m na´sledneˇ umozˇn´ı uka´zat vztah mezi Booleovy´m svazem a Booleovou algeb-
rou.
Druha´ kapitola je veˇnova´na Booleovy´m funkc´ım, ktere´ jsme v pra´ci zavedli
matematicky prˇesnou rekurzivn´ı definic´ı. S vyuzˇit´ım te´to definice jsme schopni
prove´st d˚ukaz veˇty o jednoznacˇnosti u´plne´ho disjunktn´ıho norma´ln´ıho tvaru Boo-
leovy funkce.
Na zacˇa´tku trˇet´ı kapitoly uva´d´ıme odvozen´ı vzorc˚u pro pocˇty Booleovy´ch funkc´ı
a vlastn´ı definici minimalizacˇn´ı metody, ktera´ prˇeva´d´ı funkci na tzv. minima´ln´ı tvar z
hlediska pocˇtu cˇlen˚u. Pote´ se zaby´va´me principy vybrany´ch minimalizacˇn´ıch metod.
Konkre´tneˇ to je minimalizace pomoc´ı ekvivalence a Quineova-McCluskeyova metoda
s aplikac´ı metody mrˇ´ızˇky prosty´ch implikant˚u.
Cˇtvrta´ kapitola popisuje vstupy a vy´stupy programu Mini-Malizace 1.0. Tento




Prˇedpokla´da´me znalost pojmu Boole˚uv svaz, ktery´ pro jistotu prˇipomeneme:
Definice 1.1. Usporˇa´dana´ mnozˇina B = (B,≤) se nazy´va´ Boole˚uv svaz, jestlizˇe
je distributivn´ı svaz, ktery´ je ohranicˇeny´ s nejmensˇ´ım prvkem 0, nejveˇtsˇ´ım prvkem
prvkem 1 a ktery´ je komplementa´rn´ı. Prˇedpokla´da´ se, zˇe B ma´ asponˇ dva prvky.
V te´to pra´ci budeme uzˇ´ıvat na´sleduj´ıc´ıch znacˇen´ı:
• operaci suprema budeme znacˇit symbolem
”
∨“
• operaci infima budeme znacˇit symbolem
”
∧“
• komplement prvku x ∈ B oznacˇ´ıme x
Pojem Boole˚uv svaz souvis´ı s pojmem Booleovy algebry, jej´ızˇ definici uvedeme:
Definice 1.2. Necht’ B = (B,+, ·, 0, 1,¯) je univerza´ln´ı algebra s operacemi +, ·, 0,
1, ¯; kde +, · jsou bina´rn´ı operace; operace ¯ je una´rn´ı operace; 0, 1 jsou nula´rn´ı ope-
race (vy´beˇr prvku z mnozˇiny). Jestlizˇe tyto operace splnˇuj´ı n´ızˇe uvedene´ vlastnosti
a)− e) a mnozˇina B ma´ asponˇ 2 prvky, pak nazy´va´me B = (B,+, ·, 0, 1,¯) Booleova
algebra.
Uzˇijeme-li k oznacˇen´ı bina´rn´ı operace symbol +, mluv´ıme o aditivn´ım za´pisu ope-
race. Uzˇijeme-li symbol ·, mluv´ıme o multiplikativn´ım za´pisu operace a obvykle
p´ıˇseme xy mı´sto x · y.
Pro Booleovy algebry plat´ı tyto vlastnosti:
a) asociativita:
(x+ y) + z = x+ (y + z) pro ∀ x, y, z ∈ B (1.1)
(xy)z = x(yz) pro ∀ x, y, z ∈ B (1.2)
b) komutativita:
x+ y = y + x pro ∀ x, y ∈ B (1.3)
xy = yx pro ∀ x, y ∈ B (1.4)
c) distributivita:
x(y + z) = (xy) + (xz) pro ∀ x, y, z ∈ B (1.5)
x+ (yz) = (x+ y)(x+ z) pro ∀ x, y, z ∈ B (1.6)
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d) neutralita:
x+ 0 = x pro ∀ x ∈ B (1.7)
x · 1 = x pro ∀ x ∈ B (1.8)
e) komplementarita:
x+ x = 1 pro ∀ x ∈ B (1.9)
xx = 0 pro ∀ x ∈ B (1.10)
Nyn´ı uka´zˇeme, zˇe pro ∀ x ∈ B je komplement x urcˇen jednoznacˇneˇ.
Veˇta 1.1. Necht’ B je Booleova algebra. Pak ∀x ∈ B ma´ pra´veˇ jeden komplement.
D˚ukaz. 1) Z komplementarity plyne, zˇe ∀ x ∈ B ma´ asponˇ jeden komplement.
2) ∀ x ∈ B ma´ nejvy´sˇe jeden komplement: Prˇedpokla´dejme, zˇe prvek x ∈ B ma´
komplementy y1, y2 ∈ B. Pak plat´ı dle vlastnot´ı (1.9), (1.10) na´sleduj´ıc´ı vztahy:
x + y1 = 1, x + y2 = 1, xy1 = 0 a xy2 = 0. Postupny´m uzˇit´ım prˇedpoklad˚u a
vlastnost´ı (1.4), (1.5), (1.7), (1.8) dosta´va´me y1 = y1 · 1 = y1(x+ y2) = y1x+ y1y2 =
= xy1 + y1y2 = 0 + y1y2 = y1y2. Obdobneˇ dosta´va´me y2 = y2 · 1 = y2(x + y1) =
= y2x+ y2y1 = xy2 + y1y2 = 0 + y1y2 = y1y2. Odtud y1 = y2. 2
Veˇta 1.2. Necht’ B = (B,+, ·, 0, 1,¯) je Booleova algebra. Pak pro libovolny´ prvek
x ∈ B plat´ı:
x+ x = x (1.11)
xx = x (1.12)
x+ 1 = 1 (1.13)
x · 0 = 0 (1.14)
x = x (1.15)
D˚ukaz. (1.11) Plyne postupneˇ z vlastnost´ı (1.8), (1.9), (1.6), (1.10) takto
x+ x = (x+ x) · 1 = (x+ x)(x+ x) = x+ xx = x.
(1.12) Plyne postupneˇ z vlastnost´ı (1.7), (1.10), (1.5), (1.9) takto
xx = xx+ 0 = xx+ xx = x(x+ x) = x · 1 = x.
(1.13) Plyne postupneˇ z vlastnost´ı (1.8), (1.9), (1.6), (1.4), (1.8), (1.9) takto
x+ 1 = (x+ 1) · 1 = (x+ 1)(x+ x) = x+ 1 · x = x+ x · 1 = x+ x = 1.
(1.14) Plyne postupneˇ z vlastnost´ı (1.7), (1.10), (1.5), (1.3), (1.7), (1.10) takto
x · 0 = x · 0 + 0 = x · 0 + xx = x(0 + x) = x(x+ 0) = xx = 0.
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(1.15) Z vlastnost´ı (1.9), (1.3), (1.10), (1.4) dosta´va´me x + x = x + x = 1 a xx =
= xx = 0. Odtud plyne, zˇe prvek x je komplement prvku x, ktery´ ma´ dle veˇty 1.1
pra´veˇ jeden komplement. Tud´ızˇ x = x. 2
Uka´zali jsme idempotentnost prvk˚u mnozˇiny B vztahy (1.11), (1.12), agresivitu jed-
nicˇky (prˇ´ıp. nuly) vztahem (1.13) prˇ´ıp. (1.14) a tzv. za´kon dvojite´ negace vztahem
(1.15).
Veˇta 1.3 (de Morganovy za´kony). Necht’ n je prˇirozene´ cˇ´ıslo a B je Booleova
algebra. Pak pro libovolne´ prvky x1, . . ., xn ∈ B plat´ı:
x1 + x2 + · · ·+ xn = x1 · x2 · · · · · xn , (1.16)
x1 · x2 · · · · · xn = x1 + x2 + · · ·+ xn. (1.17)
D˚ukaz. (1.16) Z vlastnost´ı (1.5), (1.10), (1.7) dosta´va´me:
(x1 +x2 + · · ·+xn)(x1 ·x2 · · · · ·xn) = (x1 ·x1 ·x2 · · · · ·xn)+(x2 ·x1 ·x2 · · · · ·xn)+ · · ·+
+ (xn ·x1 ·x2 · · · · ·xn) = 0+0+ · · ·+0 = 0. Z vlastnost´ı (1.6), (1.9), (1.8) dosta´va´me:
(x1 + x2 + · · ·+ xn) + (x1 · x2 · · · · · xn) = (x1 + x2 + · · ·+ xn + x1) · (x1 + x2 + · · ·+
+xn + x2) · · · · · (x1 + x2 + · · ·+ xn + xn) = 1 · 1 · · · · · 1 = 1. Uka´zali jsme, zˇe prvek
x1 · x2 · · · · · xn je komplementem prvku x1 + x2 + · · ·+ xn.
(1.17) Z vlastnost´ı (1.5), (1.10), (1.7) dosta´va´me:
(x1 +x2 + · · ·+xn)(x1 ·x2 · · · · ·xn) = (x1 ·x1 ·x2 · · · · ·xn)+(x2 ·x1 ·x2 · · · · ·xn)+ · · ·+
+ (xn ·x1 ·x2 · · · · ·xn) = 0+0+ · · ·+0 = 0. Z vlastnost´ı (1.6), (1.9), (1.8) dosta´va´me:
(x1 + x2 + · · ·+ xn) + (x1 · x2 · · · · · xn) = (x1 + x2 + · · ·+ xn + x1) · (x1 + x2 + · · ·+
+xn + x2) · · · · · (x1 + x2 + · · ·+ xn + xn) = 1 · 1 · · · · · 1 = 1. Uka´zali jsme, zˇe prvek
x1 · x2 · · · · · xn je komplementem prvku x1 + x2 + · · ·+ xn. 2
Z axiomu˚ a vlastnost´ı Booleova svazu plyne na´sleduj´ıc´ı tvrzen´ı:
Tvrzen´ı 1.1. Boole˚uv svaz B = (B,∨,∧, 0, 1,¯) je Booleova algebra.
Uka´zˇeme nyn´ı, zˇe plat´ı v jiste´m smyslu opak.
Veˇta 1.4. Necht’ B = (B,+, ·, 0, 1,¯) je Booleova algebra. Polozˇme pro x, y ∈
B x ≤ y, jestlizˇe x · y = x a x + y = y. Pak ≤ je usporˇa´da´n´ı na B a (B,≤) je
Boole˚uv svaz, kde oprerace + je supremum, operace · je infimum, 0 je nejmensˇ´ı
prvek, 1 je nejveˇtsˇ´ı prvek a operace ¯ je komplement.
D˚ukaz. 1) ≤ je usporˇa´da´n´ı.
a) reflexivita: ihned plyne ze vztahu (1.12) tak, zˇe xx = x⇒ x ≤ x.
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b) antisymetrie: x ≤ y a y ≤ x ⇒ xy = x a yx = y. Uzˇit´ım vlastnosti (1.4)
dosta´va´me xy = x a xy = y ⇒ x = y.
c) tranzitivita: x ≤ y a y ≤ z ⇒ xy = x a yz = y. Substituc´ı dosta´va´me
x(yz) = x a z vlastnosti (1.2) plyne (xy)z = x ⇒ xz = x ⇒ x ≤ z.
2) (B,≤) je Boole˚uv svaz.
a) operace + je supremum: uzˇit´ım prˇedpoklad˚u a vztahu (1.12) dosta´va´me y =
= yy = y(x+ y) = y ⇒ y ≤ x+ y ⇒ x+ y = sup{x, y}.
b) operace · je infimum: uzˇit´ım prˇedpoklad˚u, vlastnosti (1.2) a vztahu (1.12)
dosta´va´me xy = (xx)y = x(xy) = x(yx) = (xy)x = xy ⇒ xy ≤ x ⇒ x · y =
= inf{x, y}.
c) distributivn´ı svaz: prˇ´ımo z vlastnosti (1.5) plyne x ∧ (y ∨ z) = x(y + z) =
= (xy) + (xz) = (x ∧ y) ∨ (x ∧ z).
d) 0 je nejmensˇ´ı prvek: uzˇit´ım vztahu (1.14) a vlastnosti (1.2) dosta´va´me x · 0 =
= 0 ⇒ 0 · x = 0 ⇒ 0 ≤ x pro ∀ x ∈ B.
e) 1 je nejveˇtsˇ´ı prvek: z vlastnosti (1.9) plyne y · 1 = y ⇒ y ≤ 1 pro ∀ y ∈ B.
f) operace ¯ je komplement: z vlastnost´ı (1.9), (1.10) dosta´va´me x ∨ x = x+ x =
= 1; x ∧ x = xx = 0 pro ∀ x ∈ B. 2
Nyn´ı zavedeme zobrazen´ı, ktere´ zobrazuj´ı Boole˚uv svaz na Booleovu algebru a
opacˇneˇ.
Definice 1.3. Necht’ (B,≤) je Boole˚uv svaz a necht’ (B,+, ·, 0, 1,¯) je Booleova
algebra. Pak definujeme zobrazen´ı F a G takto:
F ((B,≤)) = (B,+, ·, 0, 1,¯), kde + = ∨, · = ∧ ;
G ((B,+, ·, 0, 1,¯)) = (B,), kde usporˇa´da´n´ı  je definova´no ve veˇteˇ 1.4.
Oznacˇme syste´m vsˇech Booleovy´ch svaz˚u symbolem S1 a syste´m vsˇech Booleovy´ch
algeber symbolem S2. Zobrazen´ı F povazˇujeme jako zobrazen´ı z S1 do S2 a zobrazen´ı
G povazˇujeme jako zobrazen´ı z S2 do S1.
Veˇta 1.5. Necht’ F a G jsou vy´sˇe definnovana´ zobrazen´ı. Pak
G ◦ F = idS1
F ◦ G = idS2
}
=⇒ F ,G bijekce; G = F−1.
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D˚ukaz. 1) Prˇipomenˇme, zˇe ≤ ⊆ B × B a  ⊆ B × B. Budeme dokazovat rovnost
mnozˇin ≤, .
a) Prˇedpokla´da´me, zˇe [x, y] ∈ ≤, tj. x, y ∈ B, x ≤ y ⇒ x ∧ y = x a x ∨ y = y ⇒
x · y = x a x+ y = y ⇒ x  y.
b) Prˇedpokla´da´me, zˇe [x, y] ∈ , tj. x, y ∈ B, x  y ⇒ x · y = x a x + y = y ⇒
x ∧ y = x a x ∨ y = y ⇒ x ≤ y.
Odtud dosta´va´me GF(B,≤) = (B,)⇒ G ◦ F = idS1 .
2) Prˇedpokla´dejme, zˇe (B,+, ·, 0, 1,¯) je Booleova algebra, G ((B,+, ·, 0, 1,¯)) =
= (B,) a FG ((B,+, ·, 0, 1,¯)) = (B,+F , ·F , 0F , 1F , F¯ ). Nyn´ı podle tvrzen´ı
1.1 dosta´va´me + = ∨, · = ∧, 0 je nejmensˇ´ı prvek, 1 je nejveˇtsˇ´ı prvek a operace
¯ je komplement v (B,). Odtud plyne, zˇe +F = +, ·F = ·, 0F = 0, 1F =
= 1, F¯ = ¯. Dosta´va´me tedy, zˇe F ◦ G = idS2 . 2
Pozna´mka 1.1. Z veˇty 1.5 plyne, zˇe mu˚zˇeme bijekc´ı zobrazit Boole˚uv svaz na
Booleovu algebru a opacˇneˇ inverzn´ı bijekc´ı. Tento poznatek na´m da´va´ vy´hodu v




V tomto odstavci bude B znacˇit Boole˚uv svaz.
Definice 2.1. Pro prˇirozene´ cˇ´ıslo n se z prakticky´ch d˚uvod˚u definuje Booleova
funkce n promeˇnny´ch F = F (x1, . . ., xn), jako zobrazen´ı Bn do B, kde symbolem Bn
rozumı´me karte´zsky´ soucˇin B ×B × · · · × B (n faktor˚u). Funkci F lze v explicitn´ım
tvaru zapsat pomoc´ı za´vorek, promeˇnny´ch a operac´ı ∨,∧,¯.
Rigoro´zneˇ prˇesna´ definice Booleovy funkce je na´sleduj´ıc´ı rekurzivn´ı definice.
Definice 2.2. Necht’ n je prˇirozene´ cˇ´ıslo, pak Booleova funkce n promeˇnny´ch v
Booleoveˇ svazu (B,∨,∧, 0, 1,¯) je definova´na jako zobrazen´ı F = F (x1, . . ., xn) :
Bn −→ B definovane´ rekurzivneˇ:
1◦ Funkce 0, 1, x1, . . ., xn jsou Booleovy funkce, tedy




xi pro ∀ 1 ≤ i ≤ n
pro ∀ x1, . . ., xn ∈ B. Nyn´ı oznacˇme mnozˇinu vsˇech teˇchto n + 2 funkc´ı sym-
bolem F0.
2◦ Prˇedpokla´dejme, zˇe ma´me definovanou neˇjakou mnozˇinu F Booleovy´ch funkc´ı
n promeˇnny´ch v Booleoveˇ svazu B, ktera´ obsahuje mnozˇinu F0.
Pak pro libovolne´ f1 = f1(x1, . . ., xn), f2 = f2(x1, . . ., xn) ∈ F funkce
f1(x1, . . ., xn) ∨ f2(x1, . . ., xn),
f1(x1, . . ., xn) ∧ f2(x1, . . ., xn),
f1(x1, . . ., xn)
pro ∀ x1, . . ., xn ∈ B definujeme jako Booleovy funkce n promeˇnny´ch. Oznacˇme
F ′ mnozˇinu vsˇech teˇchto funkc´ı. Zrˇejmeˇ F0 ⊆ F ⊆ F ′ .
3◦ Pro prˇirozene´ cˇ´ıslo N definujeme F (N) = (F (N−1))′ . Pak mnozˇinu vsˇech Boole-
ovy´ch funkc´ı n promeˇnny´ch definujeme jako mnozˇinu
∞⋃
N=1
F (N) a kazˇdou funkci
z te´to mnozˇiny povazˇujeme za Booleovu funkci n promeˇnny´ch.
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V tomto odstavci se zameˇrˇ´ıme na popis Booleovy´ch funkc´ı pomoc´ı tzv. u´plne´ho dis-
junktn´ıho norma´ln´ıho tvaru. Za t´ımto u´cˇelem zavedeme definici:
Definice 2.3. Necht’ n je prˇirozene´ cˇ´ıslo a x1, . . ., xn promeˇnne´. Necht’ k je prˇi-
rozene´ cˇ´ıslo, k ≤ n a necht’ i1 < i2 < . . . < ik ≤ n, kde i1, . . . , ik jsou prˇirozena´
cˇ´ısla. Booleovu funkci x∗i1 ∧ x∗i2 ∧ · · · ∧ x∗ik nazveme neu´plny´ cˇlen, jestlizˇe x∗ij =
= xij nebo x
∗
ij
= xij pro ∀ 1 ≤ j ≤ k. V prˇ´ıpadeˇ, zˇe k = n, nazveme tuto funkci
u´plny´ cˇlen.
Poznamenejme, zˇe podle definice 2.2 je kazˇdy´ neu´plny´ cˇlen Booleovou funkc´ı n
promeˇnny´ch x1, . . ., xn.
Tvrzen´ı 2.1. Necht’ F = F (x1, . . ., xn) je Booleova funkce. Pak existuje cele´
neza´porne´ cˇ´ıslo m a neu´plne´ cˇleny α1, . . . , αm tak, zˇe plat´ı
F = F (x1, . . ., xn) = α1 ∨ α2 ∨ · · · ∨ αm.
Pozna´mka 2.1. Pro m = 0 rozumı´me vy´razem α1 ∨ α2 ∨ . . . ∨ αm prvek 0.
Lemma 2.1. Jestlizˇe α, β jsou neu´plne´ cˇleny n promeˇnny´ch, pak α∧β je ve tvaru
tvrzen´ı 2.1.
D˚ukaz. Ma´me α = x∗i1∧x∗i2∧· · ·∧x∗ik , β = x∗j1∧x∗j2∧· · ·∧x∗jh , kde 1 ≤ k ≤ n, 1 ≤ h ≤ n
a i1 < i2 < . . . < ik ≤ n, j1 < j2 < . . . < jh ≤ n (i1, . . . , ik, j1, . . . , jh, k, h jsou
prˇirozena´ cˇ´ısla). Pro u ∈ {i1, . . . , ik}, v ∈ {j1, . . . , jh} plat´ı






V prˇ´ıpadeˇ u = v, s vyuzˇit´ım vlastnosti (1.10) a vztahu (1.12), dosta´va´me










Jestlizˇe x∗u ∧ x∗v = 0, pak ze vztahu (1.14) plyne α ∧ β = 0 a vzhledem k pozna´mce
2.1 lemma plat´ı. Pokud u 6= v ponecha´me α ∧ β beze zmeˇny. 2
D˚ukaz (Tvrzen´ı 2.1). Uzˇijeme definice 2.2 a znacˇen´ı F (N) pro N prˇirozene´.
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1) Necht’ funkce F je ve tvaru 1◦. Pak v prˇ´ıpadeˇ F = 0 je podle tvrzen´ı 2.1 F v
uvedene´m tvaru. Jestlizˇe F = 1, pak F = x1 ∨ x2, tud´ızˇ F je take´ v uvedene´m
tvaru. V prˇ´ıpadeˇ F = xi pro 1 ≤ i ≤ n zrˇejmeˇ te´zˇ plat´ı tvrzen´ı 2.1.
2) Pro prˇirozene´ cˇ´ısloN ma´me F (N) = (F (N−1))′ a prˇedpokla´dejme, zˇe pro F (N−1)
tvrzen´ı plat´ı.
3) Necht’ f1, f2 ∈ F (N−1), kde f1 = α1 ∨ α2 ∨ · · · ∨ αm, f2 = β1 ∨ β2 ∨ · · · ∨ βM a
m,M jsou prˇirozena´ cˇ´ısla. Pak ma´me
a) f1 ∨ f2 = α1 ∨ . . . ∨ αm ∨ β1 ∨ . . . ∨ βM .
b) f1 ∧ f2 = (α1 ∨ . . .∨ αm)∧ (β1 ∨ . . .∨ βM) = (α1 ∧ β1)∨ (α1 ∧ β2)∨ · · · ∨ (αi ∧
∧ βj) ∨ · · · ∨ (αm ∧ βM). Podle lemmatu 2.1 je f1 ∧ f2 v pozˇadovane´m tvaru.
c) Ze vztahu (1.16) dosta´va´me f1 = α1 ∨ α2 ∨ · · · ∨ αm = α1 ∧α2 ∧ · · · ∧αm, kde
αp = x∗i1 ∧ x∗i2 ∧ · · · ∧ x∗ik = x∗i1 ∨ x∗i2 ∨ · · · ∨ x∗ik = y∗i1 ∨ y∗i2 ∨ · · · ∨ y∗ik a αq =
= x∗j1 ∧ x∗j2 ∧ · · · ∧ x∗jh = x∗j1 ∨ x∗j2 ∨ · · · ∨ x∗jh = y∗j1 ∨ y∗j2 ∨ · · · ∨ y∗jh pro
∀ 1 ≤ p, q ≤ m. Uka´zˇeme, zˇe αp ∧ αq pro ∀ p, q, prˇicˇemzˇ p 6= q, je ve tvaru
tvrzen´ı 2.1. Z vlastnosti (1.5) ma´me αp ∧ αq = (y∗i1 ∨ y∗i2 ∨ · · · ∨ y∗ik) ∧ (y∗j1∨
∨ y∗j2 ∨ · · · ∨ y∗jh) = (y∗i1 ∧ y∗j1) ∨ (y∗i1 ∧ y∗j2) ∨ · · · ∨ (y∗ik ∧ y∗jh), kde






pro ∀ i1 ≤ u ≤ ik a ∀ j1 ≤ v ≤ jh. V prˇ´ıpadeˇ u = v dosta´va´me










Pokud u 6= v ponecha´me αp ∧ αq beze zmeˇny. 2
Lemma 2.2. Kazˇdy´ neu´plny´ cˇlen α = x∗i1∧x∗i2∧· · ·∧x∗ik (z definice 2.3) lze zapsat
jako Booleova funkce n promeˇnny´ch F = F (x1, . . ., xn) = β1 ∨ β2 ∨ · · · ∨ βp, kde
β1, . . . , βp jsou u´plne´ cˇleny a p = 2
n−k.
D˚ukaz. Necht’ α = x∗i1∧x∗i2∧· · ·∧x∗ik je neu´plny´ cˇlen. Oznacˇme symbolem A mnozˇinu
{i1, . . . , ik} a symbolem B mnozˇinu {1, . . . , n}. Zrˇejmeˇ plat´ı A ⊆ B. Necht’ symbol
C znacˇ´ı doplneˇk mnozˇiny A na mnozˇineˇ B. Pak uzˇit´ım vlastnost´ı (1.8), (1.9), (1.5)
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(xj ∨ xj) = β1 ∨ β2 ∨ · · · ∨ βp, kde β1, . . . , βp jsou u´plne´ cˇleny a p = 2|C|,
kde |C| = n− k. 2
Definice 2.4. Necht’ F = F (x1, . . ., xn), G = G(x1, . . ., xn) jsou Booleovy funkce n
promeˇnny´ch (F,G : Bn → B), kde G = α1 ∨α2 ∨ · · · ∨αm, m je cele´ neza´porne´ cˇ´ıslo
a α1, . . . , αm jsou navza´jem r˚uzne´ u´plne´ cˇleny. Rˇekneme, zˇe G je u´plny´ disjunktn´ı
norma´ln´ı tvar funkce F , jestlizˇe F = G (jakozˇto funkce).
Pozna´mka 2.2. Pokud α1, . . . , αm jsou navza´jem r˚uzne´ neu´plne´ cˇleny, pak rˇekne-
me, zˇe G je disjunktn´ı norma´ln´ı tvar funkce F .
Veˇta 2.1 (existence u´plne´ho disjunktn´ıho norma´ln´ıho tvaru). Necht’ F je
Booleova funkce. Pak existuje Booleova funkce G jakozˇto u´plny´ disjunktn´ı norma´ln´ı
tvar funkce F .
D˚ukaz. Necht’ F = F (x1, . . ., xn) je Booleova funkce. Pak podle tvrzen´ı 2.1 a po-
zna´mky 2.2 existuje Booleova funkce G = α1 ∨ α2 ∨ · · · ∨ αm jakozˇto disjunktn´ı
norma´ln´ı tvar funkce F , kde α1, . . . , αm jsou neu´plne´ cˇleny. Pak uzˇit´ım lemmatu 2.2
a vztahu (1.11) dosta´va´me G = α1∨α2∨· · ·∨αm = β1∨β2∨· · ·∨βq, kde β1, . . . , βq
jsou r˚uzne´ u´plne´ cˇleny a q je prˇirozene´ cˇ´ıslo. 2
U´mluva: Du˚kaz na´sleduj´ıc´ı veˇty 2.2 o jednoznacˇnosti vyja´drˇen´ı Booleovy funkce
pomoc´ı u´plne´ho disjunktn´ıho norma´ln´ıho tvaru provedeme rigoro´zneˇ matematicky





ktere´ nebudeme cˇ´ıslovat. Tyto pojmy se da´le v textu nevyskytuj´ı mimo odstavec





Budeme prˇedpokla´dat, zˇe n ∈ N, M = {1, 2, . . . , n}, J = {0, 1} a L = {0, 1, 2}.
Vy´razem ω budeme rozumeˇt zobrazen´ı mnozˇiny M do J. Toto zobrazen´ı interpre-
tujeme jako drˇ´ıve definovany´ u´plny´ cˇlen. Mnozˇinu vsˇech vy´raz˚u oznacˇ´ıme symbolem
Ω. Zobrazen´ı z mnozˇiny Ω do J nazveme U´DN-vyja´drˇen´ı. Tento pojem interpre-






Necht’ ω ∈ Ω, x1, . . ., xn ∈ B. Polozˇme
ω˜(x1, . . ., xn) = x
ω(1)






xi, jestlizˇe ω(i) = 1
xi, jestlizˇe ω(i) = 0
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pro 1 ≤ i ≤ n. ω˜ je zobrazen´ı Bn do B a zrˇejmeˇ ω˜ je Booleova funkce, kterou nazveme
funkce vy´razu ω.
Necht’ v je U´DN-vyja´drˇen´ı a x1, . . ., xn ∈ B. Polozˇme
v˜(x1, . . ., xn) = sup{v(ω) · ω˜(x1, . . ., xn) : ω ∈ Ω}.
Pak v˜ je zobrazen´ı Bn do B, ktere´ je Booleovou funkc´ı. Tuto funkci nazveme funkce
vyja´drˇen´ı v.
Neu´plny´m vy´razem γ budeme rozumeˇt zobrazen´ı mnozˇiny M do L. Toto zobra-
zen´ı interpretuje drˇ´ıve definovany´ neu´plny´ cˇlen. Mnozˇinu vsˇech neu´plny´ch vy´raz˚u
oznacˇ´ıme symbolem Γ. Zobrazen´ı z mnozˇiny Γ do J nazveme DN-vyja´drˇen´ı. Tento
pojem interpretujeme jako disjunktn´ı norma´ln´ı tvar.
Pro d˚ukaz jednoznacˇnosti u´plne´ho disjunktn´ıho norma´ln´ıho tvaru ma´ za´sadn´ı vy´-
znam na´sleduj´ıc´ı lemma.
Lemma 2.3. Necht’ ω0 je vy´raz. Pak existuj´ı x1, . . ., xn ∈ B tak, zˇe ω˜0(x1, . . ., xn) =
= 1 a ω˜(x1, . . ., xn) = 0 pro kazˇde´ ω ∈ Ω− {ω0}.
D˚ukaz. Pro 1 ≤ i ≤ n polozˇme
xi =
{
1, jestlizˇe ω0(i) = 1






1, jestlizˇe ω0(i) = 1
0, jestlizˇe ω0(i) = 0
= 1.
Odtud dosta´va´me ω˜0(x1, . . ., xn) = 1.





xi pro ω(i) = 1
xi pro ω(i) = 0
=
{
xi pro ω0(i) = 0
xi pro ω0(i) = 1
=
{
0 pro ω0(i) = 0
1 pro ω0(i) = 1
= 0.
Odtud plyne ω˜(x1, . . ., xn) = 0. 2
Tvrzen´ı 2.2. Pro U´DN-vyja´drˇen´ı v1, v2 ma´me v1 = v2, pra´veˇ kdyzˇ v˜1 = v˜2.
Jiny´mi slovy: dveˇ vyja´drˇen´ı jsou si rovny, pra´veˇ kdyzˇ jsou si rovny jakozˇto funkce.
D˚ukaz. Zrˇejmeˇ z rovnosti v1 = v2 plyne v˜1 = v˜2. Prˇedpokla´dejme, zˇe v˜1 = v˜2 a v1 6=
6= v2. Pak existuje ω0 ∈ Ω takove´, zˇe v1(ω0) 6= v2(ω0). Bez u´jmy na obecnosti mu˚zˇeme
prˇedpokla´dat, zˇe v1(ω0) = 1, v2(ω0) = 0. Podle lemmatu 2.3 existuj´ı x1, . . ., xn ∈ B
tak, zˇe ω˜0(x1, . . ., xn) = 1 a ω˜(x1, . . ., xn) = 0 pro kazˇde´ ω ∈ Ω−{ω0}. Podle definice
ma´me
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v˜1(x1, . . ., xn) = v1(ω0) · ω˜0(x1, . . ., xn) ∨ sup{v1(ω)ω˜(x1, . . ., xn) :
ω ∈ Ω− {ω0}} = 1 · 1 ∨ 0 = 1,
v˜2(x1, . . ., xn) = v2(ω0) · ω˜0(x1, . . ., xn) ∨ sup{v2(ω)ω˜(x1, . . ., xn) :
ω ∈ Ω− {ω0}} = 0 · 1 ∨ 0 = 0,
cozˇ je spor s prˇedpokladem v˜1 = v˜2. 2
Z vy´sˇe uvedene´ho tvrzen´ı pak snadno plyne na´sleduj´ıc´ı veˇta o jednoznacˇnosti u´plne´-
ho disjunktn´ıho norma´ln´ıho tvaru.
Veˇta 2.2 (jednoznacˇnost u´plne´ho disjunktn´ıho norma´ln´ıho tvaru). Jestli-
zˇe pro Booleovu funkci F = F (x1, . . ., xn) existuj´ı u´plne´ disjunktn´ı norma´ln´ı tvary
G1 = α1∨α2∨· · ·∨αm, G2 = β1∨β2∨· · ·∨βM , kde m,M jsou cela´ neza´porna´ cˇ´ısla
a αi, βj jsou u´plne´ cˇleny (1 ≤ i ≤ m, 1 ≤ j ≤M), pak m = M a pro m,M prˇirozene´
existuje permutace ϕ mnozˇiny {1, 2, . . . ,M} tak, zˇe αi = βϕ(i) pro ∀ 1 ≤ i ≤ m.
D˚ukaz. Necht’ G1 = α1∨α2∨ · · ·∨αm, G2 = β1∨β2∨ · · ·∨βM jsou u´plne´ disjunktn´ı
norma´ln´ı tvary funkce F = F (x1, . . ., xn). Dle u´mluvy jsou G1, G2 U´DN-vyja´drˇen´ı.




V te´to kapitole se budeme zaby´vat minimalizacˇn´ımi metodami, ktere´ minimalizuj´ı
Booleovu funkci zadanou v disjunktn´ım norma´ln´ım tvaru. Za t´ımto u´cˇelem si nejprve
zavedeme potrˇebne´ vztahy a definice.
3.1 Popis Booleovy´ch funkc´ı a minimalizace
K d˚ukaz˚um veˇt v te´to cˇa´sti uzˇijeme pojmy z u´mluvy v kapitole 2 a na´sleduj´ıc´ı
tvrzen´ı.
Tvrzen´ı 3.1. Necht’ Q je q-prvkova´ mnozˇina a P je p-prvkova´ mnozˇina. Tedy
|Q| = q a |P| = p. Pak pocˇet vsˇech zobrazen´ı mnozˇiny Q do mnozˇiny P je p q.
D˚ukaz. Z prˇedpokladu |P| = p plyne, zˇe pro kazˇdy´ prvek z mnozˇiny Q ma´me pra´veˇ
p mozˇnost´ı jak jej zobrazit. Z prˇedpokladu |Q| = q plyne, zˇe pocˇet vsˇech zobrazen´ı
mnozˇiny Q do mnozˇiny P je p · p · · · · · p︸ ︷︷ ︸
q-kra´t
= p q. 2
Veˇta 3.1. Pocˇet vsˇech Booleovy´ch funkc´ı n promeˇnny´ch v u´plne´m disjunktn´ım
norma´ln´ım tvaru je 22
n
.
D˚ukaz. Dle vy´sˇe zmı´neˇne´ u´mluvy budeme dokazovat pocˇet U´DN-vyja´drˇen´ı. Prˇi-
pomenˇme, zˇe n ∈ N, M = {1, 2, . . . , n}, J = {0, 1} a L = {0, 1, 2}. Necht’ α =
= x
ω(1)





xi pro ω(i) = 1,
xi pro ω(i) = 0
pro ∀ 1 ≤ i ≤ n. U´plny´ cˇlen si tud´ızˇ mu˚zˇeme prˇedstavit jako zobrazen´ı mnozˇiny
M do J. Mnozˇinu vsˇech teˇchto u´plny´ch cˇlen˚u oznacˇ´ıme symbolem Ω. Podle tvrzen´ı
3.1 dosta´va´me, zˇe |Ω| = 2n. U´DN-vyja´drˇen´ı neboli u´plny´ disjunktn´ı norma´ln´ı tvar
Booleovy funkce n promeˇnny´ch cha´peme jako zobrazen´ı mnozˇiny Ω do J. Z tvrzen´ı
3.1 ihned plyne, zˇe pocˇet vsˇech Booleovy´ch funkc´ı n promeˇnny´ch v u´plne´m dis-
junktn´ım norma´ln´ım tvaru je pra´veˇ 2|Ω| = 22
n
. 2
Pozna´mka 3.1. Jako Booleovu funkci n promeˇnny´ch v u´plne´m disjunktn´ım nor-
ma´ln´ım tvaru povazˇujeme i Booleovu funkci tvaru F = F (x1, . . ., xn) = 0.
Veˇta 3.2. Pocˇet vsˇech Booleovy´ch funkc´ı n promeˇnny´ch v disjunktn´ım norma´ln´ım
tvaru je 2 3
n−1.
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D˚ukaz. Dle u´mluvy budeme dokazovat pocˇet DN-vyja´drˇen´ı. Necht’ α = x
ω(1)
1 · xω(2)2 ·





xi pro ω(i) = 1,
xi pro ω(i) = 0,
0 pro ω(i) = 2
pro ∀ 1 ≤ i ≤ n. Neu´plny´ cˇlen je tedy zobrazen´ı mnozˇiny M do L. Mnozˇinu vsˇech
teˇchto neu´plny´ch cˇlen˚u oznacˇ´ıme symbolem Γ. Z tvrzen´ı 3.1 plyne, zˇe |Γ| = 3n.
Poznamenejme, zˇe mnozˇina Γ obsahuje i tzv. nulovy´ neu´plny´ cˇlen β = x
ω(1)
1 ·
·xω(2)2 · · · · · xω(n)n , kde ω(i) = 2 pro ∀ 1 ≤ i ≤ n. Z vlastnosti (1.7) plyne, zˇe
nulovy´ neu´plny´ cˇlen neovlivn´ı vy´slednou funkci, tud´ızˇ jej neuvazˇujeme. Zavedeme
mnozˇinu ∆, ktera´ obsahuje vsˇechny neu´plne´ cˇleny s vyj´ımkou nulove´ho neu´plne´ho
cˇlenu. Zrˇejmeˇ |∆| = 3n− 1. DN-vyja´drˇen´ı neboli disjunktn´ı norma´ln´ı tvar Booleovy
funkce n promeˇnny´ch cha´peme v tomto prˇ´ıpadeˇ jako zobrazen´ı mnozˇiny ∆ do J.
Podle tvrzen´ı 3.1 dosta´va´me, zˇe pocˇet vsˇech Booleovy´ch funkc´ı n promeˇnny´ch v





3 256 67 108 864
4 65 536 280
5 232 2242
Tab. 3.1: Pocˇty Booleovy´ch funkc´ı
n: pocˇet promeˇnny´ch
#u´dnt: pocˇet Booleovy´ch funkc´ı v u´plne´m disjunktn´ım norma´ln´ım tvaru
#dnt: pocˇet Booleovy´ch funkc´ı v disjunktn´ım norma´ln´ım tvaru
Definice 3.1. Necht’ F = F (x1, . . ., xn), G = G(x1, . . ., xn) jsou Booleovy funkce n
promeˇnny´ch, kde G = α1 +α2 + · · ·+αm, m je cele´ neza´porne´ cˇ´ıslo a α1, . . . , αm jsou
navza´jem r˚uzne´ neu´plne´ cˇleny. Rˇekneme, zˇe G je minima´ln´ı tvar funkce F , jestlizˇe
F = G (jakozˇto funkce) a pro kazˇdou Booleovu funkci H = β1 +β2 + · · ·+βp, kde p
je cele´ neza´porne´ cˇ´ıslo, p < m a β1, . . . , βp jsou navza´jem r˚uzne´ neu´plne´ cˇleny, plat´ı
F 6= H (jakozˇto funkce).
Definice 3.2. Necht’ F = F (x1, . . ., xn), G = G(x1, . . ., xn) jsou Booleovy funkce n
promeˇnny´ch, kde funkce G je minima´ln´ı tvar funkce F . Pak metodu, pomoc´ı ktere´
funkci F prˇevedeme na funkci G, definujeme jako minimalizacˇn´ı metodu.
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3.2 Minimalizace pomoc´ı ekvivalence
Prˇipomenˇme prˇedpoklad, zˇe zadana´ Booleova funkce n promeˇnny´ch, urcˇena´ k mini-
malizaci, je v disjunktn´ım norma´ln´ım tvaru.
Hlavn´ı mysˇlenka:
1. Vygenerujeme vsˇechny Booleovy funkce n promeˇnny´ch v disjunktn´ım norma´l-
n´ım tvaru. Mnozˇinu vsˇech teˇchto funkc´ı oznacˇ´ıme symbolem S.
2. Rozlozˇ´ıme mnozˇinu teˇchto funkc´ı na trˇ´ıdy ekvivalence S1, S2, . . . , Su.
3. Vybereme ekvivalentn´ı trˇ´ıdu k zadane´ Booleoveˇ funkci.
4. Z te´to trˇ´ıdy vybereme pouze minima´ln´ı tvary.
Na´sleduj´ıc´ı rozbor na´m pomu˚zˇe objasnit hlavn´ı body mysˇlenky.
Rozbor:
1. Z veˇty 3.2 plyne, zˇe |S| = 23n−1.
2. Z veˇt 2.1 a 2.2 plyne, zˇe kazˇda´ Booleova funkce lze prˇeve´st na u´plny´ dis-
junktn´ı norma´ln´ı tvar a ten je urcˇen jednoznacˇneˇ. Pokud S1, S2, . . . , Su je
rozklad mnozˇiny S na trˇ´ıdy ekvivalence, pak podle veˇty 3.1 dosta´va´me, zˇe
u = 22
n
. Tud´ızˇ pocˇet trˇ´ıd ekvivalenc´ı je roven pocˇtu Booleovy´ch funkc´ı v
u´plne´m disjunktn´ım norma´ln´ım tvaru.
3. Pod pojmem ekvivalentn´ı rozumı´me rovnost jakozˇto funkce.
4. V tomto prˇ´ıpadeˇ si pod pojmem minima´ln´ı tvar mu˚zˇeme prˇedstavit funkci s
nejmensˇ´ım pocˇtem neu´plny´ch cˇlen˚u.
Nespornou vy´hodou te´to metody je, zˇe na´m poskytne vsˇechny minima´ln´ı tvary
zadane´ funkce. Na druhou stranu je tato metoda pouze teoreticka´ a pro praxi, v
te´to podobeˇ, te´meˇrˇ nepouzˇitelna´. Jizˇ pro n = 4 by mnozˇina S obsahovala 280 funkc´ı
(
.
= 1,2 · 1024), cozˇ je z hlediska cˇasove´ho (generova´n´ı te´to mnozˇiny) a pameˇt’ove´ho
nerealizovatelny´ u´kol.
3.3 Quineova-McCluskeyova metoda
Upozorneˇme, zˇe tato metoda nen´ı sama o sobeˇ minimazicˇn´ı metodou. Z tohoto
d˚uvodu se v praxi nepouzˇ´ıva´ samostatneˇ, ale spolecˇneˇ s metodou mrˇ´ızˇky prosty´ch
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implikant˚u, kterou si uvedeme v cˇa´sti 3.4. Tato dvojice metod na´m poskytuje mini-
ma´ln´ı tvar zadane´ funkce.
Postup:
1. Vstupn´ı funkci prˇevedeme do u´plne´ho disjunktn´ıho norma´ln´ıho tvaru.
2. Vsˇechny u´plne´ cˇleny prˇevedeme do dvojkove´ho za´pisu. Ke kazˇde´mu prˇip´ıˇseme
jeho hodnotu v des´ıtkove´ soustaveˇ (tuto hodnotu uzˇijeme na´sledneˇ prˇi aplikaci
metody mrˇ´ızˇky prosty´ch implikant˚u na vy´sledek te´to metody).
3. Vytvorˇ´ıme prvn´ı soupis tak, zˇe pod sebe sep´ıˇseme jednotlive´ dvojkove´ u´plne´
cˇleny podle index˚u. V prˇ´ıpadeˇ rovnosti index˚u rozhoduje o porˇad´ı des´ıtkove´
vyja´drˇen´ı dvojkove´ho za´pisu u´plne´ho cˇlenu.
4. Vytvorˇ´ıme dalˇs´ı soupis t´ım zp˚usobem, zˇe porovna´va´me spolu vzˇdy dva cˇleny,
ktere´ se liˇs´ı v indexu o jednicˇku, dokud nevycˇerpa´me vsˇechny mozˇnosti. Pokud
se dvojice cˇlen˚u liˇs´ı pouze v jedne´ dvojkove´ cˇ´ıslici, zkra´t´ıme je a do nove´ho
soupisu nap´ıˇseme noveˇ vznikly´ zkra´ceny´ cˇlen i s des´ıtkovy´mi vyja´drˇen´ımi cˇlen˚u,
ze ktery´ch vznikl. Zkra´cene´ cˇleny zasˇkrtneme. Takto postupujeme dokud lze
dva cˇleny zkra´tit tzn. vytvorˇit dalˇs´ı soupis.
5. Vyp´ıˇseme vsˇechny nezasˇkrtnute´ cˇleny i se vsˇemi des´ıtkovy´mi vyja´drˇen´ımi. Tyto
cˇleny budeme da´le oznacˇovat jako proste´ implikanty.
V na´sleduj´ıc´ım rozboru si objasn´ıme jednotlive´ body postupu a paralelneˇ provedeme
uka´zkovy´ prˇ´ıklad pro vstupn´ı funkci F = xz + x z + x y z.
Rozbor:
1. Prˇevod vstupn´ı funkce na u´plny´ disjunktn´ı tvar provedeme s vyuzˇit´ım vlast-
nost´ı (1.8), (1.9), (1.6) a vztahu (1.11).
F = x z + x z + x y z = x y z + x y z + x y z + x y z + x y z
2. Prˇevod u´plne´ho cˇlenu do dvojkove´ho za´pisu se prova´d´ı tak, zˇe prˇ´ımou pro-
meˇnnou oznacˇ´ıme cˇ´ıslic´ı 1, negovanou promeˇnnou cˇ´ıslic´ı 0.
x y z = 0 0 0, x y z = 0 0 1, x y z = 0 1 0, x y z = 0 1 1, x y z = 1 0 1
3. Pocˇet jednicˇek dvojkove´ho za´pisu cˇlenu oznacˇ´ıme jako index. Prˇi vytva´rˇen´ı
soupis˚u oddeˇlujeme cˇleny s rozd´ılny´mi indexi vodorovnou cˇarou. Hodnotu
cˇlenu v des´ıtkove´ soustaveˇ zapisujeme vlevo.
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0 0 0 0
1 0 0 1
2 0 1 0
3 0 1 1
5 1 0 1
(prvn´ı soupis)
4. Prˇi zkra´cen´ı dvou cˇlen˚u liˇs´ıc´ıch se pra´veˇ v jedne´ dvojkove´ cˇ´ıslici nahrad´ıme
tuto cˇ´ıslici symbolem −, aby se zachovalo p˚uvodn´ı prˇiˇrazen´ı cˇ´ıslic k promeˇn-
ny´m. Toto pravidlo je zalozˇeno na vlastnostech (1.5), (1.9), (1.8). Pokud se v
soupisu vyskytnou stejne´ rˇa´dky, aplikujeme vztah (1.11) a vsˇechny tyto rˇa´dky,
s vy´jimkou jednoho, sˇkrtneme.
0 0 0 0
1 0 0 1
2 0 1 0
3 0 1 1







0,1 0 0 -
0,2 0 - 1
1,3 0 - 1
1,5 - 0 1






(prvn´ı soupis) (druhy´ soupis)
0,1,2,3 0 - -
0,1,2,3 0 - -
(trˇet´ı soupis)
5. Vsˇechny nezasˇkrtnute´ cˇleny tvorˇ´ı po prˇeveden´ı z dvojkove´ho za´pisu do za´pisu
pomoc´ı promeˇnny´ch vy´sledek Quienovy-McCluskeyovy metody.
Nezasˇkrtnute´ cˇleny = proste´ implikanty
1,5 - 0 1
0,1,2,3 0 - -
= yz(1, 5)
= x(0, 1, 2, 3)
Vy´sledek Quineovy-McCluskeyovy metody:
F = yz + x
3.4 Mrˇ´ızˇka prosty´ch implikant˚u
Upozorneˇme, zˇe tuto metodu nelze uzˇ´ıt samostatneˇ. Aplikuje se na proste´ implikanty
vznikle´ pomoc´ı Quineovy-McCluskeyovy metody. Uka´zˇeme si tedy, zˇe ne vsˇechny
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proste´ implikanty jsou nezbytne´.
Postup:
1. Vyp´ıˇseme proste´ implikanty vznikle´ pomoc´ı Quineovy-McCluskeyovy metody.
2. Sestroj´ıme tzv. mrˇ´ızˇku prosty´ch implikant˚u ukazuj´ıc´ı, jake´ proste´ implikanty
nahrazuj´ı p˚uvodn´ı u´plne´ cˇleny (p˚uvodn´ıho u´plne´ho disjunktn´ıho norma´ln´ıho
tvaru funkce).
3. Pomoc´ı te´to mrˇ´ızˇky urcˇ´ıme, ktere´ proste´ implikanty jsou nezbytne´.
4. Ze zbyly´ch prosty´ch implikant˚u vybereme nejmensˇ´ı mozˇny´ soubor tak, aby
jsme obsa´hli vsˇechny p˚uvodn´ı u´plne´ cˇleny.
5. Tento soubor, spolecˇneˇ s nezbytny´mi prosty´mi implikanty, tvorˇ´ı vy´sledek meto-
dy mrˇ´ızˇky prosty´ch implikant˚u aplikovane´ na Quineovu-McCluskeyovu meto-
du.
Spolecˇneˇ s rozborem provedeme uka´zkovy´ prˇ´ıklad pro vstupn´ı funkci F = wxy +
+ wyz + wxyz + xyz + wxyz + wxyz.
Rozbor:
1. Po aplikaci Quineovy-McCluskeyovy metody na vstupn´ı funkci F dosta´va´me
na´sleduj´ıc´ı proste´ implikanty:
wxy(6, 7), wyz(10, 14), wxy(10, 11), xyz(6, 14)
2. Mrˇ´ızˇka prosty´ch implikant˚u je tabulka, kde sloupce tvorˇ´ı des´ıtkova´ vyja´drˇen´ı
p˚uvodn´ıch u´plny´ch cˇlen˚u a rˇa´dky tvorˇ´ı pouze slozˇky promeˇnny´ch z prosty´ch
implikant˚u. Symbolem × do tabulky oznacˇ´ıme, ze ktery´ch p˚uvodn´ıch u´plny´ch
cˇlen˚u byl prˇ´ıslusˇny´ prosty´ implikant vytvorˇen.






3. Nezbytny´ implikant je takovy´ prosty´ implikant, ktery´ jako jediny´ prˇ´ıslusˇ´ı
u´plne´mu cˇlenu. To znamena´, zˇe pokud je ve sloupci pouze jeden krˇ´ızˇek, tak
prˇ´ıslusˇny´ prosty´ implikant je nezbytny´. Na´sledneˇ oznacˇ´ıme vsˇechny sloupce
odpov´ıdaj´ıc´ı nezbytny´m implikant˚um symbolem  a prˇ´ıslusˇne´ nezbytne´ im-
plikanty symbolem ∗. V nasˇem prˇ´ıkladeˇ jsou nezbytne´ implikanty wxy (kv˚uli
cˇlenu 7) a wxy (kv˚uli cˇlenu 11).
6 7 10 11 14
∗ wxy × ×
wyz × ×
∗ wxy × ×
xyz × ×
4. Soubor zbyly´ch prosty´ch implikant˚u vyb´ıra´me takovy´m zp˚usobem, aby jsme
obsa´hli vsˇechny p˚uvodn´ı u´plne´ cˇleny (vsˇechny sloupce). V nasˇem prˇ´ıpadeˇ na´m
chyb´ı zahrnout sloupec 14. Ma´me dveˇ mozˇnosti, a to bud’ vybrat prosty´ im-
plikant wyz, nebo xyz. Vybereme tedy prvn´ı mozˇnost, a to prosty´ implikant
wyz. Vid´ıme, zˇe v tuto chv´ıli jsou vsˇechny u´plne´ cˇleny obsazˇeny a tud´ızˇ prosty´
implikant xyz je nadbytecˇny´ (neovlivn´ı vy´sledek).
5. Vy´sledkem jsou nezbytne´ implikanty spolecˇneˇ s nejmensˇ´ım mozˇny´m souborem
prosty´ch implikant˚u tak, aby se obsa´hly vsˇechny p˚uvodn´ı u´plne´ cˇleny.
Shrnut´ı: Zadana´ funkce:
F = wxy + wyz + wxyz + xyz + wxyz + wxyz
Vy´sledek Quineovy-McClukeyovy metody:
F = wxy + wyz + wxy + xyz
Po aplikaci metody mrˇ´ızˇky prosty´ch implikant˚u:
F = wxy + wyz + wxy
Dvojice Quineova-McCluskeyova metoda a metoda mrˇ´ızˇky prosty´ch implikant˚u tvorˇ´ı
minimalizacˇn´ı metodu, ktera´ je v praxi nejpouzˇ´ıvaneˇjˇs´ı.
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4 MINI-MALIZACE 1.0
Program byl naprogramova´n v jazyce C# (ve vy´vojove´m prostrˇed´ı MS Visual Studio
2008 Express) pro .NET Framework verze 3.5. Je koncipova´n do jednoho (hlavn´ıho)
okna, cozˇ poskytuje prˇehledne´ uzˇivatelske´ prostrˇed´ı. Slouzˇ´ı prˇedevsˇ´ım k minimalizaci
Booleovy´ch funkc´ı pomoc´ı Quieneovy-McCluskeyovy metody samostatneˇ i s aplikac´ı
mrˇ´ızˇky prosty´ch implikant˚u, ktera´ je situova´na v horn´ı cˇa´sti hlavn´ıho okna a k
minimalizaci pomoc´ı ekvivalence, ktera´ je umı´steˇna v doln´ı cˇa´sti okna. V prave´
cˇa´sti jsou umı´steˇny statistiky, ktere´ te´meˇrˇ vy´hradneˇ souvis´ı s minimalizac´ı pomoc´ı
ekvivalence. Uvedene´ metody jsou popsa´ny v kapitole 3.
Nyn´ı se budeme zaby´vat vstupy a vy´stupy jednotlivy´ch cˇa´st´ı programu.
Obr. 4.1: Hlavn´ı okno programu
Quine, Quine + Mrˇ´ızˇka
Vstupy:
1. Vstupn´ı funkce - Jedna´ se o spolecˇny´ vstupn´ı parametr vsˇech uvedeny´ch metod.
Funkce, maxima´lneˇ osmi promeˇnny´ch, mus´ı by´t v disjunktn´ım norma´ln´ım tva-
ru. Maly´m p´ısmenem abecedy znacˇ´ıme negaci prˇ´ıslusˇne´ho velke´ho p´ısmene
abecedy, jakozˇto promeˇnne´.
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2. a,b,c,... - Uvedene´ zasˇkrta´vac´ı pole prˇeva´d´ı vy´stupy Quine a Quine + Mrˇ´ızˇka
do promeˇnny´ch a, b, c, ... atd. v prˇ´ıpadeˇ, zˇe vstupn´ı funkce byla zada´na v jiny´ch.
Vy´stupy:
1. Nacˇtena´ funkce - Promeˇnne´ v cˇlenech vstupn´ı funkce se prˇeskla´daj´ı dle abe-
cedy.
2. U´plny´ tvar - Zobraz´ı u´plny´ disjunktn´ı norma´ln´ı tvar vstupn´ı funkce.
3. Quine - Vy´sledek Quineovy-McCluskeyovy metody.
4. Quine + Mrˇ´ıˇzka - Vy´sledek Quineovy-McCluskeyovy metody s aplikac´ı metody
mrˇ´ızˇky prosty´ch implikant˚u.
Ekvivalence
S hlavn´ı mysˇlenkou minimalizacˇn´ı metody pomoc´ı ekvivalence jsme se sezna´mili v
cˇa´sti 3.1, kde jsme rovneˇzˇ uvedli neprakticˇnost tohoto postupu. Pro programovou
implementaci je tud´ızˇ nutna´ jista´ modifikace.
Jedn´ım zp˚usobem je generova´n´ı funkc´ı do sˇ´ıˇrky vyuzˇit´ım datove´ struktury typu
fronta a da´le nastaven´ı podmı´nek pro ukoncˇen´ı generova´n´ı, jak jednotlivy´ch veˇtv´ı,
tak i pro celkove´ generova´n´ı. T´ımto sn´ızˇ´ıme cˇasovou na´rocˇnost algoritmu. Za´rovenˇ
ukla´da´me pouze funkce, ktere´ se zobraz´ı ve vy´stupu, cozˇ sn´ızˇ´ı pameˇt’ovou na´rocˇnost
algoritmu.
Samotny´ program se spousˇt´ı pomoc´ı tlacˇ´ıtek Zobrazit nastavenou nebo Zobrazit
ekvivalentn´ı. Nyn´ı si uvedeme vstupy a vy´stupy pro tyto mozˇnosti.
Zobrazit nastavenou:
Vstupy:
1. Pocˇet prvk˚u - Uda´va´ pocˇet promeˇnny´ch vy´stupn´ıch funkc´ı.
2. Pocˇet funkc´ı - Nastavuje horn´ı mez pocˇtu zobrazeny´ch vy´stupn´ıch funkc´ı.
3. Naj´ıt trˇ´ıdu - Zvol´ıme trˇ´ıdu ekvivalentn´ıch funkc´ı, ktere´ se zobraz´ı.
4. Minima´ln´ı - Zasˇkrta´vac´ı pole zobraz´ı pouze minima´ln´ı tvary.
Vy´stupy:
1. List funkc´ı - Zde se zobrazuj´ı funkce dle vstupn´ıho nastaven´ı.
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1. Zadana´ funkce - Ze vstupn´ı funkce se vypocˇtou prˇ´ıslusˇne´ parametry (pocˇet
prvk˚u a cˇ´ıslo hledane´ trˇ´ıdy ekvivalentn´ıch funkc´ı). Zadana´ vstupn´ı funkce mus´ı
by´t funkce maxima´lneˇ cˇtyrˇ promeˇnny´ch.
2. Da´le Pocˇet funkc´ı a zasˇkrta´vac´ı pole Minima´ln´ı.
Vy´stupy:
List funkc´ı a Statistiky
Statistiky
1. Vsˇech funkc´ı - Uda´va´ pocˇet Booleovy´ch funkc´ı v disjunktn´ım norma´ln´ım tvaru
dle veˇty 3.2.
2. Generova´no - Pocˇet vygenerovany´ch funkc´ı potrˇebny´ch k naplneˇn´ı vy´stupn´ıho
Listu funkc´ı dle vstupn´ıch parametr˚u.
3. Zobrazeno - Pocˇet zobrazeny´ch funkc´ı ve vy´stupn´ım Listu funkc´ı.
4. Vsˇech trˇ´ıd - Uda´va´ pocˇet Booleovy´ch funkc´ı v u´plne´m disjunktn´ım norma´ln´ım
tvaru dle veˇty 3.1.
5. Stav programu - Vypov´ıda´ o aktua´ln´ım stavu programu (prˇipraven, generuje,
vypisuje, ...).
6. Cˇas vy´pocˇtu - Zobrazuje cˇas posledn´ıho vy´pocˇtu.
Prˇ´ıklad
Na za´veˇr te´to pra´ce si prˇedvedeme funkcˇnost programu Mini-Malizace 1.0. Na uka´z-
kove´m prˇ´ıkladeˇ si prˇedvedeme minimalizaci pomoc´ı ekvivalence, vcˇetneˇ statistik a
Quineovu-McCluskeyovu metodu samostatneˇ i s aplikac´ı metody mrˇ´ızˇky prosty´ch
implikant˚u.
Za spolecˇny´ vstup vsˇech zmı´neˇny´ch cˇa´st´ı programu vol´ıme funkci F = a¯bd¯ +
+ abd¯+ b¯c¯d+ bc¯d.
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Obr. 4.2: Uka´zka programu
Na uka´zkove´m prˇ´ıkladeˇ (obr. 4.2) opeˇt vid´ıme, zˇe Quineova-McCluskeyova metoda
nen´ı minimalizacˇn´ı metodou. Tou se sta´va´ azˇ po aplikaci metody mrˇ´ızˇky prosty´ch




V pra´ci jsme uka´zali navza´jem jednojednoznacˇny´ vztah mezi Booleovou algebrou a
Booleovy´m svazem. Toto tvrzen´ı na´m da´va´ vy´hodu v tom, zˇe jsme schopni prˇena´sˇet
vlastnosti a veˇty mezi teˇmito matematicky´mi strukturami. Vyvrcholen´ım teore-
ticke´ cˇa´sti pra´ce je bezpochyby d˚ukaz veˇty o jednoznacˇnosti u´plne´ho disjunktn´ıho
norma´ln´ıho tvaru Booleovy funkce.
V prakticke´ cˇa´sti veˇnuj´ıc´ı se minimalizacˇn´ım metoda´m jsme si na prˇ´ıkladech
uka´zali, zˇe samostatna´ Quineova-McCluskeyova metoda nen´ı minimalizacˇn´ı meto-
dou. Minimalizacˇn´ı se sta´va´ azˇ po aplikaci metody mrˇ´ızˇky prosty´ch implikant˚u.
Vy´sledky te´to dvojice metod se shoduj´ı s vy´sledky minimalizacˇn´ı metody minimali-
zace pomoc´ı ekvivalence.
Program Mini-Malizace 1.0 je koncipova´n do jednoho okna z d˚uvodu snadne´ho
porovna´n´ı vy´sledk˚u vy´sˇe zmı´neˇny´ch minimalizacˇn´ıch metod.
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SEZNAM PRˇI´LOH
1. CD s bakala´rˇskou prac´ı ve forma´tu pdf a programem Mini-Malizace 1.0.
2. CD s programem Mini-Malizace 1.0.
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