The purpose of this study is to investigate the structure and evolution of knowledge spillovers across technological domains. Specifically, dynamic patterns of knowledge flow among 29 technological domains, measured by patent citations for eight distinct periods, are identified and link prediction is tested for capability for forecasting the evolution in these cross-domain patent networks. The overall success of the predictions using the Katz metric implies that there is a tendency to generate increased knowledge flows mostly within the set of previously linked technological domains. This study contributes to innovation studies by characterizing the structural change and evolutionary behaviors in dynamic technology networks and by offering the basis for predicting the emergence of future technological knowledge flows.
Introduction
Technological evolution is typically shaped by problem solving activity which integrates knowledge from the same and/or different technology areas, leveraging the cumulative character of knowledge. While there is a tendency to generate knowledge flows within a given technology, there are also important knowledge spillovers 1 across technologies and these have the potential to increase technological variety (Schoenmakers and Duysters, 2010) .
This study focus on the latter case, the interactions across technological domains. Novelty of individual inventions (Kim et al., 2016) , importance of individual inventions (Schoenmakers and Duysters, 2010) and possibly convergence of technologies (Caviggioli, 2016) are all important topics that are related to knowledge flow across domains.
Previous studies have attempted to analyze technological knowledge flows in patent networks based on patent citation information (Acemoglu, Akcigit, and Kerr, 2016; Ko, Yoon, and Seo, 2014; É rdi et al., 2013; Lee and Kim, 2010; Chang, Lai, and Chang, 2009; Han and Park, 2006; Jaffe, Trajtenberg, and Henderson, 1993) . Their typical unit of analysis has been not only individual patents (É rdi et al., 2013; Chang et al., 2009) , but the class of the patent office data such as IPC (International Patent Classification) (Acemoglu et al., 2016) , USPC (US Patent Classification) (Ko et al., 2014) , Derwent Class Code indexed by technology experts of Thomson Reuters (Luan, Liu, and Wang, 2013) . However, ambiguity can arise as the concept of ''a technology'' and ''an industry'' are often if not usually conflated whereas technologies as technically understood cut across industries (Benson and Magee, 2015) . This research is aimed at understanding non-economic knowledge flows among technologies, thus a carefully defined unit of analysis is utilized.
Although significant effort has been made to understand the evolution of technology networks (Funk and Owen-Smith, 2016; Kim, Cho, and Kim, 2014; No and Park, 2010; Shin and Park, 2010) , studies typically construct networks based on posteriori or historical patterns of evolution. In the analysis of dynamic trends of knowledge flows, there is a lack of work attempting to predict a priori patent network structures. As a remedy, in an attempt to understand and predict dynamic evolution of technological knowledge networks, this study uses link prediction methodology, which estimates the likelihood of the existence of a link between two nodes in the future based on observed links and the attributes of nodes (Lü and Zhou, 2011; Liben-Nowell and Kleinberg, 2007) .
The key questions in this study are as follows: how strong are the technological knowledge flows for specific technology domains with other specific domains? and how do those cross-domain links change over time? Can we predict the future cross-domain links in a backcasting experiment? To address these questions, this paper documents dynamic patterns of technological knowledge flow networks, based on measuring patent citations in 29 technological domains (TDs) defined by Magee et al. (2016) . Dynamic patterns are identified and predicted in the network of knowledge flows between TDs. The paper explores the empirical knowledge flow pattern in the period 1976-2013, as derived from the United States Patent and Trademark Office (USPTO) patent citation data.
The remainder of this paper is organized as follows: Section 2 discusses essential prior work on technological knowledge flow networks and link prediction methodology.
Section 3 presents the process for and results of constructing cross-TD networks and identifying dynamic patterns of changes in cross-TD links. Section 4 implements experiments using link prediction methods to test their effectiveness as predictors of cross-TD network evolution. Section 5 integrates the results from previous sections and discusses implications.
The final section draws conclusions, highlights limitations and makes suggestions for future research. 
Background

Technological knowledge networks
The notion that technological innovation is the result of the recombination of existing components is deeply rooted in the literature on the history of technological change (Ruttan, 1959; Usher, 1954) . Thus, one can often describe inventions as a combination of prior technologies. The inherent combinatorial characteristic of innovation has led scholars to focus on the question of how new technologies build on prior art and on how inventors combine and transfer knowledge across technological domains. Specifically, the mechanism of analogical transfer Weisberg, 2006; Gentner and Markman, 1997) has been shown to apply quite broadly and is the most important cognitive mechanism used by inventors. Such recombination of ideas underlies ongoing technological change and is one aspect of generating economic spillover or benefits to a given sector not due to that sectors efforts alone. In particular, the analogical transfer of ideas to new domains means that part of an inventor's original idea necessarily spills over to other firms and other sectors generating positive externalities (the so-called 'knowledge spillovers') for the economy.
Previous work on knowledge spillovers has exploited the comprehensive information provided by patent data to examine how knowledge flows from one invention to the other.
Specifically, a patent citation is a reference to prior art for legal purposes and as such represents a proportion of knowledge used in the citing patent that originated from or was already disclosed by the cited patent. Jaffe et al. (2000) reported the analysis of R&D manager surveys suggesting that although patent citations carry a fair amount of noise, they a provide a reasonably good indication of a 'learning trail', representing the knowledge transfer process. As a result, the aggregate citation flows within and between technology fields, sectors, geographic areas, etc. can be used as proxies for knowledge flow intensity (Schoenmakers and Duysters, 2010; Verspagen and De Loo, 1999; Karki, 1997; Jaffe et al., 1993; Trajtenberg, 1990) . Furthermore, Clough et al. (2015) have shown that the level of redundancy-measured by transitive reduction-in the edges of patent citation network is much smaller than in that of academic paper citation network. This suggests that patent citations are better representations of technological knowledge flow than scientific publication citations are of scientific knowledge flows.
Beyond the seminal contributions to knowledge flows by patent citation analysis by Trajtenberg (1990) and Jaffe et al. (1993) , abundant empirical studies using patent citations to measure knowledge flows have been carried out at the level of an indiviual (Alcácer and Gittelman, 2006; Jaffe et al., 2000) , at the firm level (Cho, Kim, and Kim, 2015; Duguet and MacGarvie, 2005 ), and at an industry level (Park, Lee, and Park, 2009; Han and Park, 2006) and at the national level (Chen and Guan, 2016; Shih and Chang, 2009 (Park and Magee, 2017; Nomaler and Verspagen, 2016; Martinelli and Nomaler, 2014; Choi and Park, 2009; Mina et al., 2007; Verspagen, 2007) . Network science and social network analysis on the patent citation networks have been widely used to capture the overall structure of patents and technologies including the complicated interactions in technological evolution (Lee, Lee, and Sohn, 2016; Cho et al., 2015; Choi and Hwang, 2014; Kim et al., 2014; É rdi et al., 2013; Cho and Shih, 2011) . Other studies focused on the optimal network structures for knowledge diffusion (Shin and Park, 2010 
Link prediction
Fundamentals
Link prediction attempts to predict the emergence of future links in complex networks based on the available information, such as observed links and nodes' attributes (Lü and Zhou, 2011; Liben-Nowell and Kleinberg, 2007) . It not only predicts potential links but also missing and spurious links (Guimerà and Sales-Pardo, 2009 ). Link prediction is broadly applied in various fields such as biological, social, and information systems where nodes represent biological elements like proteins and genes, individuals, computers, web users, and so on (Lü and Zhou, 2011) . In biological networks, accurate predictors can be applied to seek the most promising latent links, which is much less costly than blindly checking all possible interaction connections (Guimerà and Sales-Pardo, 2009; Clauset, Moore, and Newman, 2008) . Link prediction has also been used in the analysis of social networks, such as the prediction of the collaborations in co-authorship networks (Liben-Nowell and Kleinberg, 2007) , the estimation of collaborative influence (Perez-Cervantes et al., 2013) , and the detection of the relationships between community users (Valverde-Rebaza and de Andrade Lopes, 2013). In information systems, link prediction can serve as a significant technique in information retrieval, such as the prediction of words, topics or documents in Wikipedia (Itakura et al., 2011) , and in recommender systems, such as e-commerce recommendations (Li et al., 2014) and friend recommendation (Esslimani, Brun, and Boyer, 2011) . Moreover, the link prediction approaches can be applied to solve the classification problem in partially labeled networks, such as the detection of anomalous email (Huang and Zeng, 2006) , and differentiating fraudulent and legitimate users in cell phone networks (Dasgupta, Singh, and Viswanathan, 2008) .
The problem of link prediction and structural definition is as follows. Consider a network G= (V, E) , where V is the set of nodes and E is the set of edges connecting nodes. For two nodes u, v∈V, e=(u,v) According to their characteristics, these predictors can be subdivided into two broad categories: (1) local or neighborhood-based metrics; and (2) is a tendency to form the closure a-c (Bianconi et al., 2014; Guns, 2014) . This property is closely related to assortativity and and was empirically confirmed in social networks (Bianconi et al., 2014; Kleinberg, 2008) and collaboration networks (Ter Wal, 2014; LibenNowell and Kleinberg, 2007) . For technological knowledge flow, it assumes that if a given domain shares useful knowledge with two other domains, then those two domains should be able to share knowledge with each other. The networks we consider have the relative strength of knowledge flows as the weights of links and we use weighted similarity scores (Zhu and Xia, 2016; Murata and Moriyasu, 2007) defined below with w(u,v) denoting the weight of the link between nodes u and v.
(a) CommonNeighbors (Newman, 2001 ) is the most widespread, basic and simplest type of metric that measures the number of nodes with which two adjacent nodes have a direct association. It is known to perform well when a network is highly clustered (Lü and Zhou, 2011) . The weighted CommonNeighbors is calculated as:
(b) Jaccard predictor (Salton and McGill, 1983) , which is commonly used in information retrieval, considers the probability that two nodes have common neighbors. It is introduced to normalize the effect of neighborhood size (the number of total neighbors of two nodes) in the CommonNeighbors metric: If both u and v have many neighbors, they are automatically more likely to have more neighbors in common. The Jaccard coefficient for weigted networks can be extended as:
(c) Adamic-Adar predictor (Adamic and Adar, 2003) starts from the hypothesis that a 'rare' (i.e., low-degree) neighbor is more likely to indicate a future connection than a highdegree one. In many cases, rare features are more telling; documents that share the phrase "for example" are probably less similar than documents that share the phrase "clustering coefficient". In social networks, an unpopular person (someone with not a lot of friends) may be more likely to introduce a particular pair of his friends to each other. In the case of predicting technological domain linkages, the conceptual basis is similar making the assumption that a domain with few connections to other domains is more likely to be connected to domains that will connect in the future. Thus, this metric considers both the common neighbors and the common neighbors' neighbors. Two nodes are likely to connect in the future, if they have more nodes in common and the common nodes have a smaller number of neighbors. The Adamic-Adar measure for weighted networks is: (Zhou, Lu, and Zhang, 2009 ) is motivated by the resource allocation dynamics on complex networks. Consider a pair of nodes, u and v, which are not directly connected. The node u can send some resource to v, with their common neighbors playing the role of transmitters. In the simplest case, we assume that each transmitter has a unit of resource, and will equally distribute it to all its neighbors. The weighted
ResourceAllocation between u and v can be defined as the amount of resource v received from u, which is:
It is based on a hypothesis similar to that of Adamic-Adar, but yields a slightly different ranking: the ResourceAllocation index punishes the high-degree common neighbors more heavily than Adamic-Adar.
(e) PreferentialAttachment (Barabási et al., 2002; Price, 1976 ) is based on the idea of 'the rich gets richer', or 'power-law'; users with many friends tend to create more connections in the future. It can be shown that the product of the degrees of nodes u and v is proportional to the probability of a link between u and v. Thus, the weighted PreferentialAttachment is also known as the degree product and computed as:
This metric is related to small-world networks, which were illustrated through "six degress of separation" in social networks by Travers and Milgram (1967) . It is broadly known that many knowledge networks, beyond social networks, exhibit the small-world property of having short average path lengths between any two nodes, despite being highly clustered (Watts and Strogatz, 1998) . Thus it is known to perform well when a network has small, disconnected clusters (Lü and Zhou, 2011) . Examples include scientific collaborations in mathematics and neuro-science (Barabási et al., 2002) and the patent citation network in radio frequency identification (Hung and Wang, 2010) . Likewise, we conjecture that the evolution of cross-TD networks might follow PreferentialAttachment because it is consistent with the oft-used concept of general purpose technologies (Moser, Nicholas, and Nicholas, 2015; Jovanovic and Rousseau, 2005) . It may be noted that this index does not require any node neighbor information; therefore, it has the lowest computational complexity of our metrics.
Global predictors are the methods based on the ensemble of all paths between two nodes. These predictors recognize that, even if two nodes do not share any common neighbors, they still may be related and form a link in a later time period. In the case of technological knowledge flow, use of these metrics represents an assumption that knowledge flows occur along identifiable paths through the network and this is consistent with the concept of trajectories (Dosi, 1982) . For each of the three metrics discussed below, the fundamental assumption of why they might work is that TDs which are on a common trajectory are more likely to cite each other than those not on such a trajectory. A straightforward measure of relatedness is path distance. Likewise, random walk based on transition probabilities from a node to its neighbors can be used to denote the destination from a current node. the set of all paths, with length k from u and v. Thus, the Katz metric directly sums the number of all walks that exist. However, as longer walks usually indicate a weaker association between the start and end node, it introduces a free (damping) parameter β (0 < β < 1), representing the 'probability of effectiveness of a single link'. Thus, each walk with length k has a probability of effectiveness β k , as shown in equation 6. For links between TDs the underlying hypothesis is that more and shorter walks between two TDs indicate a stronger relatedness. It is known to perform well when a network has long average distance (Lü and Zhou, 2011) .
RootedPageRank is a modification of PageRank (Brin et al., 1998) , a core algorithm used by search engines to rank search results. Assume the existence of a random walker, who starts at a random node, randomly chooses one of its neighbors and navigates to that neighbor, again randomly chooses a neighbor and so on. Moreover, at every node, there is a small chance that the walker is 'teleported' to a random other node in the network.
The 'chance of advancing to a neighbor' is α (0 < α < 1) and the chance of teleportation is 1-α. For link prediction purposes, the random walk assumption of the original PageRank is altered by the not randomized teleportation: the walker is always teleported back to the same root node. The proximity score between node pairs u and v is calculated in this method as follows:
where Hu,v is the hitting time or the expected number of steps required for a random walk from u to reach v and πv is the stationary distribution weight of v under the following random walk condition: (a) with probability α that returns to u, or (b) with probability 1-α of jumping to a random neighbor of the current node.
(c) SimRank (Jeh and Widom, 2002 ) is a measure of the similarity between two nodes in a network. The SimRank hypothesis can be summarized as: nodes that link to similar nodes are similar themselves. It begins with the assumption that any node is maximally similar to itself: sim(u,u)=1, Then it employs a 'decay factor', γ (0 < γ < 1), to determine how quickly similarities or weights of the connected nodes decrease as they get farther away from the original nodes. SimRank can also be interpreted by the random walk process, that is, it measures how soon two random walkers, respectively starting from nodes u and v, are expected to meet at a certain node.
Cross-TD networks empirically characterized
Data and methods
The unit of analysis in this studiy is a technological domain (TD), defined by Magee et al. (2016) as "the set of artifacts that fulfill a specific generic function utilizing a particular, recognizable body of knowledge". This definition essentially decomposes generic functions along the lines of established bodies of knowledge. Thus the domains are connected not only to the economy, but also to science and other technical knowledge. The generic functional classification is described in terms of operands (information, energy, and material) being changed by operations (storage, transportation, and transformation). When each domain defined in this manner is linked operationally to a set of patents, it is able to be connected to non-patent information such as the rate of improvement of artifacts that represent the domain (Triulzi, Alstott, and Magee, 2017; Benson and Magee, 2015) . The analysis in the current paper covers patents for 29 TDs found using the classification overlap method (28 from Magee 2013, 2015) , one from Basnet (2015) as shown in Table 1 . Despite the fact that these patent sets have been shown to be more complete and relevant than sets usually studied, there are patents in each set (5-25%) that may not be good representatives of the domain. Thus, some "random" cross domain citations are likely and in the work below, we focus on linkages that are greater than random expectation (we call them strong links) partly to avoid this noise source but also because we are interested in a significant level of knowledge flow between domains. 
We started by collecting the number of citations between the patents of the TDs annually from 1976 to 2013. The overall number of collected patents for the 29 TDs are 502,444; among the total 7,074,439 patent-to-patent citations, the number of specified interdomain citations are 290,059 (4%), the number of intra-domain (self) citations are 2,117,399 (30%), and others (~66%) are citations to undefined domains beyond the 29 listed in Table 1 .
Exploring annual citation patterns, the time window is set as four or five years, which yields 8 periods for 38 years (from 1976 to 2013) as follows: T1 as 1976~1979, T2 as 1980~1983, T3 as 1984~1988, T4 as 1989~1993, T5 as 1994~1998, T6 as 1999~2003, T7 as 2004~2008, and T8 as 2009~2013 . Second, the citation matrix, which we treat as undirected, is constructed using the number of citations between the specified TDs. We standardize all cells in this matrix by calculating citation scores (CS) from equation (9) 
where c is the number of citations, p is the number of patents, t is the periods from T1 to T8, the subscripts i and j indicate TDs, and the absence of a subscript indicates an aggregation of TDs. The equation expresses the number of citations between a pair of TDs relative to its expected value, if citations were completely random (Nomaler and Verspagen, 2016) for each time period. Thus, a CS value larger than 1 implies that the citation frequency between these domains is more than for a random occurrence given the citation and patent numbers at that time period. Thus, we call the links whose CS is larger than 1 strong links, and those between 0 and 1 weak links. For each of the 8 periods, a matrix including 406 nonself citation cells is constructed. As a final step, cross-TD networks 2 are constructed using citation matrices for the 8 periods: the nodes are the 29 TDs and the links are connected with weight CS from equation 9.
Distribution of cross-TD links
Among the 406 non-self citation potential linkages, 57 cells turn out to be zero in every time period. 51 cells are more than one for at least one period whereas 298 cells have values ranging from >0 to 1 for all time periods. See Table 2 for basic statistics in each period.
The average of CS is always less than 1, i.e., random expectation, consistent with the maximum values being far greather than 1. As shown in the number of links according to CS range in Table 2 Nonetheless, the networks evolve to become denser over time. There is an increase in strong links but even more increase in weak links. The average value for weak links are small ranging from 0.01 to 0.1 but increase gradually over time. The increasing density arises because backward citations in the patent system have increased over time (Triulzi et al., 2017) and that is a further reason why strong links (above random expectation) is the proper focus for empirical analysis and prediction.
Emergence and stability of cross-TD links
For the 51 strong links, we investigated when they first emerge, how stable they are, and what functional classes they are associated with (Table 3 and 4 gives these results). In terms of emergence, the strong links first equally appear gradually from weak status (21 cases) or abruptly from zero (20 cases). The other 10 strong links are present in the first period and thus the previous state is unknown. 
Cross-TD network evolution analysis using link prediction
Experimental procedure
For the constructed snapshots of cross-TD networks 3 , link prediction metrics are tested to determine their ability to capture the characteristics of the network dynamic evolution. Patent citation-based knowledge flows among TDs for 8 periods form undirected networks with CS weights as documented in the previous section. Link prediction is now conducted in a "backcasting" mode and results compared to the actual results. In this setting, we define a training period as T1, T2,..., and T7 and the testing period as the next period after the training period;
if the training network is GT1, the testing network is GT2. Thus, the link prediction experiments are implemented for 7 periods. Unlike many other studies that predict newly appearing links only, we consider both new links and recurring links because the snapshot of cross-TD relationships can fluctuate after first emergence as seen in the previous section.
The overall approach to the experiments are shown in Figure 2 . Second, the calculated similarity scores are used as weights for a predicted network, which is the basic and most commonly used unsupervised method in link prediction (Murata and Moriyasu, 2007; Newman, 2001) . In general link prediction, the aim is to find "existence" of links based on the ranks of similarity values (Zhu and Xia, 2016; Lü and Zhou, 2011) . But the objective of the link prediction here is to find "whether the links will have weights larger than 1" that is whether a link greater than randomly expected will exist. A problem arises on the scale of measures: although the actual links have CS values ranging from 0 to ∞, the Jaccard measure ranges from 0 to 1, and PreferentialAttachement ranges for even larger intervals. Thus, the rescaling of similarity scores to be similar to actual CS values is necessary. The rescaling is achieved by normalizing similarity scores (dividing similarity scores by their maximum value) and multiplying by the maximum CS value at the training period. For example, the maximum Adamic-Adar value for GT6 is 14.5 and the actual maximum CS of GT6 is 23.18; we normalize Adamic-Adar scores for all links by dividing them by 14.5 and then multiply 23.18 so that the predicted link weights are scaled similarly as the actual CSs. Last, the prediction performances are evaluated for each predictor by comparing predicted links and actual links at each testing period, e.g., the predicted link weights calculated from GT6, is compared with CS of GT7. In particular, as our focus is on the links whose weights are estimated as strong (larger than 1), the confusion matrix (Powers, 2011 
Testing results for predictions
The performance of all of the predictors 4 for all periods are illustrated in Figure 3 with large deviation whereas that of the Katz at β=0.001 is close to 0.7 with small deviation.
Consequently, for the key overall F-score (figure 3d), the Katz (β=0.001) model is the best performer at every period, vastly superior to other predictors. The Katz (β=0.01) model has the same performance at T2, T4, and T6 but lower F-score in other periods. predict the decrease at T4, RootedPageRank predicts successfully after that while the Katz model has a TP at only T7 and T8. In the CE-FLY case (figure 6b), the Katz model continues to show negative prediction and has a TP only at T8 whereas the RootedPageRank begins to increase at T5, and shows TPs at T6 to T8 and T7 to T8 respectively. Similarly, in the EC-SIS case (figure 6c), the TPs of Katz exist only at T7 whereas that of the RootedPageRank is at T6 and T7. But in two cases of CE-FLY and EC-SIS, RootedPageRank has many FPs. Whether successful or not, the Katz model tends to predict the increase or decrease of link weights in a conservative and cautious manner while the RootedPageRank models predict in an excessively positive way. The Katz model is highly dependent on the last CS that is larger than 1; it follows the training data trends with one period of time lag. It is successful in predicting sustaining, stable links; but weak in predicting new emergence of strong links, which emerge abruptly (from zero) or incrementally (from weak), because the model rarely considers weak links.
Discussion
This paper empirically analyzed the dynamic pattern and evolution of technological knowledge flows among TDs. A key empirical finding is that the domains we studied interact with only a small minority of other specific domains (2% in the initial period and 9% at the highest in period 7). Moreover, the fraction of citations going to any other specific domain is less than a few percent of the total patent citations by a domain, but on average 70% of the patent-citations are to patents not in the domain of the patent. Thus, empirically it is clear that cross-domain knowledge flow is important overall (~70% of knowledge input on average) even though it is restricted somewhat to specific domain pairs since only 2-9% of possible links are strong in our results. A further implication is that the average domain must interact with multiple other domains in order to achieve the 70% inter-domain knowledge flow since typical strong inter-domain knowledge flows for a specific linkage only account for a few percent of the total knowledge flow to or from a domain..
In regard to the empirical time dependence of the cross-domain linkages, most that are above expectation become relatively steady after emerging from either zero or weak interactions. Some show slow decreases in intensity, some show slow increases and others are classified as steady (see Table 5 ). The average of 83% condition positives (strong links of testing networks at each period) follow decreasing, increasing or steady patterns. Table 5 also shows that among all condition positives, 68% of the strong links at T were also strong at T-1.
This finding suggests that interaction among domains is not "one-time knowledge flow" but mostly continual idea transfer. We also find that knowledge flow is heterogenous and is almost equally likely to occur across operands (from energy technologies to information technologies) and across operations (from storage to transformation) as is it to occur within a given functional classification (for example energy storage). Overall, these empricial results suggest that the limits to transfer of ideas between domains (small numbers of strong interactions) are not functionally dictated. An important distinction of the work reported here is that we pursue prediction of links in the next time period based upon observations in the preceding time period. This has practical implications that we will discuss further below. At this point, we note that our testing of various models for such prediction suggests additional implications for understanding knowledge flow among differing technological domains. An important finding of this type is that triadic closure is unimportant as a mechanism for forming linkages among technological domains despite its widespread utility for understanding the dynamic evolution of many complex networks (Bianconi et al., 2014; Kleinberg, 2008; Liben-Nowell and Kleinberg, 2007) . This is shown by the non-existent prediction power of the CommonNeighbor and other local topology prediction models. The fact that two technologies have significant interaction with a specific third domain not at all predicts that these two technologies will interact in the future. For example, the camera and LED lighting domains were not linked but had a strong common neighbor integrated circuit (IC) domain at T1 (the CS of CAM-IC was 13.89 and that of IC-LED was 4.81). Not surprisingly, the CAM-LED link is predicted as strong by most local predictors, but the actual CS at T2 was zero. The links between semiconductor technology (IC) and both LEDs and Cameral sensitivity are aligned with technical facts about these domains, but there are no such technical reasons for knowledge flow directly between LEDs and Camera development. Among many other similar examples, we note flywheel and wind turbines (FLY-WIND) at T5 where having both magnetic information storage (MIS) and electric motors (EM) as common neighbors leads to a predicted link; but since these common neighbors do not signify a knowledge flow between flywheels and wind turbines, the predicted link does not occur. If we contrast this result with the very successful Katz prediction at low Beta, we are led to the conclusion that the Katz predictor reliance on direct links to predict further interaction overcomes the weakness of triadic closure prediction, mainly by assuring an ability to interact directly before the prediction of stronger interaction.
Similar to the failure of triadic closure in being an effective predictive mechanism, it appears that the "rich get richer" mechanism associated with power laws and preferential attachment (Barabási et al., 2002; Watts and Strogatz, 1998) Figure 4 ) and predicted better than RootedPageRank when a link changes to and stays stable at weak or zero (as shown in Figure 5 ). This absolute strength is consistent with the steady patterns exhibited by most strong interactions among the domains and with the fact that strong links continue strong in next period (as shown in Table 5 ). Thus, the Katz model gives us a quantitative, predictive interpretation of why the strong linkages are relatively steady with time. Qualitatively, the success of the model indicates that most of the inter-domain knowledge flow is continuation of past flows starting from when domains are first formed, and also suggests that trajectories utilize technologically diverse knowledge.
Conclusion
This study investigated the dynamic evolution of knowledge flow across technological domains. Filling the gaps from the previous research, the study used technological domain units to capture knowledge flows among technological artifacts, and the link prediction method to help characterize the topological change and evolutionary behaviors in dynamic technology networks. As an early attempt that applies link prediction to patent citation-based networks, this study offers the basis for predicting the emergence and continuance of future technological knowledge flows.
This research particularly has implications for the dynamic capabilities of firms (Teece, 2007; Teece, Pisano, and Shuen, 1997) . Dynamic capabilities allow significant change to occur within the firm so that it can adapt more effectively than other firms to a change in the environment (Teece, 2007) . Given the importance of cross-domain knowledge spillovers to creation of technological variety (Schoenmakers and Duysters, 2010) , a potentially important aspect of firm dynamic capabilities is the anticipation and integration of such spillovers to domains that are critical to the firm. Our findings show that the existence of such spillovers is predictable to a significant extent through link prediction using the Katz model. Thus, our results suggest that a key strategic asset of a firm can be at least somewhat planned for.
A first task for any firm striving to be more mindful of important sources of
knowledge spillovers is to first analyze which technological domains are important in the products and services they produce. A systematic procedure for identifying more details about such technologies is available Magee, 2015, 2016) and can lead to identification of patents with all of their attendant information, such as citations by these patents, which is the key step in identifying the important knowledge spillover sources. Having the capability to handle such spillovers will require some attention to expertise acquisition (employees or outsiders) and/or collaboration in the technological domains of importance, but also some attention to developments in "non-core" areas.
Our results indicate that the sources of the knowledge spillover are relatively stable, making identification and awareness maintenance more doable for the firms who take it on.
Such stability in a key aspect of long-term change was pointed out in an important paper by Helfat and Winter (2011) , which showed that dynamic and operational capabilities had at best a fuzzy boundary. In the case discussed here, the spillover domains are mostly fixed over time, with only the formation of new domains unknown.
In addition to further research on the dynamics of the formation of new domains, other aspects of the research reported here that might be improved in the future are worth noting. First, while the patent coverage in our dataset is extensive (502,444 patents), it is not the total US patent set for the years studied (4,666,574 patents) and thus define samples of domains rather than a total set. This is important since the focus of the work is cross-domain knowledge flow; however, the set of domains tested here is numerous and broad enough that our results (network metrics that are good at predicting relatively stable linkages work best)
appear robust. While we tested a wide range of models, first difference time series have recently been demonstrated for link prediction (for example using ARIMA) and future research could explore this. T2  T3  T4  T5  T6  T7  T8 Ave.
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