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ABSTRACT 
In this paper we prove a more general case of Luxemburg’s asymptotic problem concerning the 
Laplace transform: The problem deals with the conservation of a certain asymptotic behavior of a 
function at infinity, under anaIytic transformation of its Laplace transform. The theory of 
commutative Banach algebras tells us that the problem is equivalent to a family of special cases of 
the original problem, viz. a set of convolution integral equations, parametrized by a complex 
variable 1. For 111 large enough, we may use Luxemburg’s original result, and for other A we 
modify the integral equations, and apply a modification of Luxemburg’s result. 
1. INTRODUCTION 
In this paper we generalize an asymptotic problem concerning the Laplace 
transform extending some results of Luxemburg [3]. Before we describe the 
problem we recall the definition of admissible functions (see [3]). 
DEFINITION 1.1. A function L(x), defined for x > 0, is called an admissible 
function, if ii is continuous and positive for x > 0, and if it satisfies 
(i) 
lim L(t+ h) 
t-00 L(l) 
= 1, for all h>O, 
(ii) there exists a &. 2 1 such that 
max L(t) 5 kL(2x). 
XlflLv 
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So, L(log I) is slowly oscillating in the sense of Karamata; and there exists a real 
a such that xU zz L(X), for x large enough. 
The problem is to prove the following theorem. 
THEOREM 1.2. Let f~L’(0,m) and f(t) - /L(t), t+ 00, for some admissible 
L, and some 1. Let a(z) be analytic on an open set containing the set 
a(j)={ $exp (-st)/(t)dt)ReszO}U{O}, 
and let Q(O) = 0. 
Then the equation 
$ exp (-st)@(t)dt = @( 7 exp (-stvit)dt), Re ~10, 
0 
defines Q, E L’(O, 00) and 
#(t) - IL(t)@‘( 7 f(u)du), t+oo. 
0 
In this paper we write g(t) -h(t), t +w, whenever g(t) - h(t) = o(L(t)), t-*oo. 
The particular choice of L will be clear from the context. 
Luxemburg [3] proved this result for the case when G(z) is analytic in a half- 
plane Re z> - R with R > A.L 11 f 11 I, where AL is a constant associated with the 
admissible function L, as in Definition 1.1. (ii). However, he only uses the fact 
that G(z) is analytic in the disk IzI CR. This author [l] extended this result to 
the case when Q(z) is analytic in a disk 1 z 1 <R, with 
The general case, described in the theorem, can be reduced to a family of 
special cases of this theorem, if one uses a representation for #, which is easily 
proved in the context of Banach algebras. (Section 2). The special cases consist 
of certain convolution integral equations on the half line. In section 3 we prove 
the asymptotic behavior of $J for the family of special cases, using Luxemburg’s 
results [3]. Finally, in section 4 we prove Theorem 1.2. 
Theorem 1.2 has an analogue for series, as follows. 
THEOREM 1.3. Let {anjn20 E I’ and an - IL(n), n+ 00, for some admissible L 
and some constant 1. Let @j(z) be analytic on an open set containing the set 
Then the equation 
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defines (bn}n20 E 1’ and 
b,-IL(n)V( f am), n-00. 
m=O 
We use the following notations, 
As) will denote the Laplace transform of fE Li(O, oo), 
(1.1) f(s)= yexp (-srv((t)dt, Re sr0. 
0 
adf) will denote the spectrum of j, 
(1.2) adf)={~(s)~ResrO)U{O). 
C\ou) will denote the complemlnt of aCf>. 
The convolution off and g E Lr(0, CX) is denoted by f *g, and is defined by 
(1.3) f*g(t)= if(s)g(t-s)ds, t>o. 
0 
2. A REPRESENTATION FOR @ 
To derive a representation for @, observe that from 
m 
/ exp ( -St)@(t)&= @(j(s)), Re sr0, 
it follows that 
where ris a Jordan contour “around” au), but inside the domain of analyti- 
city of @. However, the notion of “around” needs clarification if o(j) is not 
simply connected (see below). Now it is tempting to perform inverse Laplace 
transformation on both sides of (2.1): 
where the Laplace transform of gd(t) equals 
-f-w 
w -.m’ 
It follows (formally) that gn is the solution of the integral equation 
&2(0-A-’ ~f(t-s)gA(s)ds=l-2fiy), t>o. 
The following well-known definition and theorem make the above aproach 
more rigorous. 
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DEFINITION 2.1. (Larsen [2, Definition 6.1.31). Let f~L’(0, a), and /et 
SZC C be an open set containing a(f). 
A finite union of closed oriented curves Tis calied a spectral contour for a(f) 
/ying in B if 
(i) rc Q \ o(f) is the disjoint union of a finite number of simple, rectifiable, 
oriented con tours; 
(ii) n(& A) = 0 for all A $ J2; 
(iii) n(T, A) = 1 for all A 15 ocf); 
where 
n(r,i)=-L 1 - dz 
2ni r z-1 
is the winding number of r with respect to ;1. 
Conditions (ii) and (iii) say that C\s2 lies outside, and a(j) lies inside the 
region “enclosed” by r. Observe that this region need not be simply connected 
(in particular, if C\s2 is not connected). For any f EL’(O, oo), and an open set 
52, with Sz > a(J), the existence of a (compact) spectral contour for a(j) is easily 
established. 
THEOREM 2.2. Let f E L’(0, 00). Let a(z) be analytic in an open domain 0, 
containing a(f), with Q(O) = 0. There exists a @ E L1(O, 00) such that 
(2.3) 4(s) = Q@(s)), Re s L 0; 
in particular, @ is given by 
where r is a spectral contour for a(f) iying in 0, and where gA E L’(O, 00) is the 
solution of 
(2.5) gA(t)-A-‘f*gA(t)=A-*f(t), t>o. 
This theorem is a corollary to Lemma 6.1.2 and Theorem 6.2.1 of Larsen [2], 
since L’(O, ao) with convolution as “multiplication” operation is a commutative 
Banach algebra without identity. It depends heavily on the fact that equation 
(2.5) has a solution gA E L’(0, -) if and only if A $ a(j), and that gl is “analytic” 
in A $ crdf). One implication is that /I gn I[ 1 is a continuous function of I, and so is 
bounded on every compact subset of Q= \ PDF). 
Observe that (2.5) is actually a special case of this theorem, since #A(S) = 
= @~dj(s)), with 
z 
@A(Z) = A(1 _ @’ 
3. THE ASYMPTOTIC BEHAVIOR OFgl(r) 
First we consider gA(t) for special f. 
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LEMMA 3.1. Let h E L’(O, 00) be essentially bounded and have compact 
support. Let A c C \ a(h) be compact. 
Then, for every A E A, there exists HA E L’(0, w), such that 
(3.1) HA(S) = I;(s) ?b --l&s)’ 
Re sr0. 
Moreover, there exists an cr>O such that 
(3.2) HA(t) = O(emul), t+oo, 
uniform in A E A. 
PROOF. Assume N, M> 0 are such that 
h(t)=0 for t>N, 
and 
1 h(t) 1 &l-f, a.e. t. 
Since h has compact support, G(s) is an entire function. It follows that there 
exist an a > 0 and an E > 0 such that for all d E /I, 
IA-&s-a)1 >E, Re s&O. 
So, by Theorem 2.2, for all II E /1 there exists HA,. E L’(0, 00) such that 
Qs - a) 
(3.3) &cY(s)=~-~(~~~), ResrO. 
Also, II HA II a 1 is bounded, uniformly in ;1 g.4, see the remarks following 
Theorem 2.2. 
Obviously we have 
(3.4) Hi,@(t) =e”‘H~(t), 
and 
k(s-a)=&(s), Re ~20, 
where 
ha(t) = @h(t). 
From (3.3) we obtain that 
AHn,&)-HA,aSrh&)=hn(t), tz0. 
So, for t > N this reduces to 
H~,u(t)=A-1 ~Hn,a(t-Wa(W, 
0 
261 
In other words, there exists a C>O such that for all A E A and for all t >N, 
lH~,~(t) 1 I C, by the remark following (3.3). From (3.4) we then obtain 
HA(~) = O(epat), t-+w, uniform in A EA. 
COROLLARY 3.2. Let h and A as in Lemma 3.1. 
If p E L’(0, w), with p(t) - /L(t), t+w, for some admissible function L, and 
some 1, then qA E L’ (0, w), defined by 
(3.5) l$A(S) = 
B(s) 
A - k(s)’ 
satisfies 
(3.6) m(f)- A~;;oj, f’w, 
uniform in A E A. 
PROOF. We have 
Ql(S) = +- j(s) + f mm), 
with I&(s) given by (3 .l). So for A E A, 
4n(t)=fp(r)+fp*Hi(t). 
Since HA(~) = O(ewaf), t+ 00, for some cr>O, it follows that IA,(t) =o(L(t)), 
t+ 00, so that from Luxemburg [3, Theorem 2.21 we obtain 
p*kh(t)-IfiA(O)L(t), t+w, 
uniform in A fz A. So we get 
q& (I+IIA(O))L(t), t+w. 
This is (3.6). 
Now we are ready to attack the general case. 
THEOREM 3.3. Let f ELl(O, w), f(t)-IL(t), t+w, for some admissible 
function L, and some constant 1. 
Let A c C \ a(f) be compact. 
For A E A, define go E L’(O, 00) by 
(3.7) gA(s) = 84 
Jo -3w’ 
Re sr0. 
Then 
(3.8) 
wo 
gdt) - (A -fiO))2’ t-+w, 
uniform in A EA. 
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PROOF. For arbitrary N > 0, define fN and FN by 
(3.9) fN(‘) = 
f(t), if t>N or if If(t)1 zN, 
0 otherwise , , 
and 
(3.10) h(f) =f(t) --fN(f)* 
Then we have 
fNw--luth -00, 
and 
IFN(t)I rN, IFN(t)I =0, t>N. 
Now, choose N so large that 
(3.11) .‘i cc\o(F.), 
and 
(3.12) IIfNllmsj min { IA-z1 1 AEA, ZECJ(FN)}. 
(Since 11 FN -fll I = ][Jv 11 I -*O as N+o~, this is possible). 
Now rewrite &(s) as 
or as 
(3.13) &(s) = fiA(S)(l + SACS>>, 
where 
A.9 
(3.14) fib) = A(A )yds))7 
(3.15) &<s> = wthw), 
in which 
and 
(3.17) Y(z) =&. 
By Corollary 3.2 we obtain immediately that 
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and 
both relations holding uniformly in A EA. 
From (3.16) and the way N was chosen, it follows that 
II @A IIm 5 Il.& II m / min {/J-z1 IAEA, z~b(F~)}s+, 
for all A EA. Consequently, Y(z) is analytic on a disk, centered at the origin, 
containing a(~$, so we may use [l, Theorem I .l], to obtain 
(3.20) @I - IY’(~~(O))L(t), f-+m, 
uniform in A E /1. 
Finally, putting things together, we obtain from (3.14-17) that 
8A(f) = h(t) + ha *@l(t), 
and so, once more using Luxemburg [3, Theorem 2.23, together with (3.18), 
(3.20), we obtain 
&(O - W) ~LwA(o) + a(t)Y’(pA(o))&(o), t+Oo, A(A - &f(O)) + A(1 -l%(O)) 
uniform in II ~/i. Now using (3.14-17), we obtain, after some computations, 
formula (3.8). 
REMARK. Perhaps a word on the uniformity in h e/1 is in order here. 
Although neither [l] nor [3] prove (or need to prove) any uniformity results, the 
relevant theorems we are referring to in the above proof are easily modified to 
include such uniformity results. 
4. PROOF OF THEOREM 1.2 
According to Theorem 2.2, @ is given by 
where Tis a spectral contour around a(j), lying in the domain of analyticity of 
a. Since r is a compact subset of C \ a(j), we have by Theorem 3.3 that 
gA(t) = a(t)@ -f(O))-2+ o(L(t)), t-+00, 
uniform in A e/i. 
So, from (4.1), 
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Now, 
where Ir) denotes the length of f. 
So, (4.2) is transformed into 
It follows that 
#(t) - a(t)@J’(f(O)), t-+cQ. 
5. CONCLUDING REMARKS 
We have extended Luxemburg’s solution of an asymptotic problem to a more 
general case. The method of proof can be interpreted as a generalization of 
methods used in Luxemburg’s paper. A remarkable feature of the approach 
taken in this paper, is that the asymptotic behavior of e(t), t+Oo, seems to go 
hand in hand with its existence as a function in Li(O, 00). So, seemingly, we have 
pushed the conditions on Qi in Theorem 1.2 to their apparent limit: changing 
the conditions will have to result in changing the method of proof. It seems 
likely though, that the conditions on L can be relaxed, especially condition (ii) 
of Definition 1.1 is a candidate for closer scrutiny. 
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