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Die Präsentation von Informationen in Smart Meeting Rooms ist auf Grund der He-
terogenität und Dynamik der Umgebung vor große Herausforderungen gestellt. Die
Charakteristika der verschiedenen Geräte im Raum, die heterogenen Displayflächen
und die unterschiedlichen Applikationen, sowie das Ziel smarter Umgebungen, den
Nutzer bei seiner Arbeit zu unterstützen, stellen neue Anforderungen und Probleme
für die Informationspräsentation dar.
Ziel dieser Dissertation ist es daher, eine Problemlösung für diese neuen Herausfor-
derungen zu entwickeln. Neben der Generierung und Anzeige von Informationsre-
präsentationen spielt dabei die Interaktion mit diesen angezeigten Informationen eine
entscheidende Rolle. Für die Präsentation von Informationen wird in dieser Disserta-
tion das Konzept des Smart View Managements vorgestellt. Das Smart View Management
ermöglicht dabei eine Generierung, Verteilung und Anordnung von visuellen Aus-
gaben unterschiedlicher Nutzer und Applikationen, unterstützt durch automatische
Ansätze. Für die Interaktion in Smart Meeting Rooms wird das Konzept des Smart
Interaction Managements vorgestellt. Es ermöglicht allen Nutzern die Interaktion mit
allen dargestellten Informationen auf allen Displayflächen. Auf Basis dieser beiden
entwickelten und umgesetzten Konzepte werden Methoden vorgestellt, die die An-




Information presentation in Smart Meeting Rooms faces huge challenges due to the
heterogeneity and dynamic of those environments. The characteristics of different de-
vices, the heterogeneity of the display surfaces and the diverse applications, along
with the aim of smart environments to support users in their tasks, pose new problems
and challenges for the presentation of information.
The aim of this dissertation is to develop solutions for these new challenges. Along
with the generation and displaying of information, the interaction with this displayed
information plays a crucial role. To present information the concept of the Smart View
Management is introduced. The Smart View Management enables the generation, dis-
tribution and arrangement of visual outputs of different applications and users, sup-
ported by automatic methods. To interact in Smart Meeting Rooms the concept of the
Smart Interaction Management is presented. It enables all users to interact with all dis-
played Information representations on all displays. Furthermore, based on both de-
veloped and realized concepts, methods are presented to interactively manipulate the
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Smart Meeting Rooms fokussieren auf die Zusammenarbeit heterogener Geräte durch
das Erzeugen eines gemeinsamen Geräteensembles. Dabei sind Smart Meeting Rooms
Multi-Display-Umgebungen, die durch diverse zusätzliche Aspekte ergänzt werden.
So sind in der Regel verschiedenste Sensoren vorhanden, um Daten über die Nutzer
und die Umgebung zu erfassen, und Software, um die aufgenommenen Daten auszu-
werten. Diese Umgebung wird zusätzlich ergänzt durch die vom Nutzer mitgebrach-
ten persönlichen Geräte, die sich in das Gesamtensemble integrieren.
Ziel solcher Smarten Umgebungen ist es, Nutzer bei ihrer Arbeit in diesen Multi-
Display-Umgebungen zu unterstützen. Dafür werden Daten über Umgebung und
Nutzer gesammelt und ausgewertet, um die Umgebung und ihr Verhalten an die
Wünsche der Nutzer anzupassen.
Anwendungsgebiete für Smart Meeting Rooms sind unter anderem, Nutzer bei der
Präsentation oder Diskussion von Daten zu unterstützen, wobei ein wesentlicher Be-
standteil das Präsentieren und Teilen von Informationen ist. Präsentieren und Teilen
von Informationen bedeutet hierbei, diese auf großen Displayflächen anzuzeigen.
Bisher wurde dies durch das direkte Verbinden von persönlichen Geräten mit ei-
nem Projektor oder einem großen Bildschirm erreicht. Das Problem bei dieser Art der
Informationsanzeige ist, dass sie wenig flexibel ist. Von einem Gerät wird eine spezifi-
sche Anzeige generiert und auf einer Displayfläche angezeigt, wobei die Position der
präsentierten Information fix oder ein zusätzlicher manueller Aufwand erforderlich
ist, um sie zu ändern. Werden außerdem Informationen von verschiedenen Quellen
bereitgestellt, müssen sie zwangsläufig auf verschiedenen Displayflächen dargestellt
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werden. Dadurch können zusammengehörende Informationen nicht nahe beieinander
angezeigt werden, was z.B. ein Vergleichen erheblich erschwert.
In der vorliegenden Arbeit wird daher ein Konzept für die Informationspräsentati-
on in Smart Meeting Rooms entwickelt. Ziel ist es, in einer Multi-Display-Umgebung
alle Displayflächen für die Anzeige von Informationen nutzen zu können, die persön-
lichen Geräte der Nutzer für das Bereitstellen der Informationen zu verwenden und
die Nutzer bei der Konfiguration der Anzeige automatisch zu unterstützen.
Für die Präsentation und Diskussion von Informationen reicht allerdings die Anzei-
ge nicht aus. Um der Dynamik der Umgebung und den wechselnden Schwerpunkten
von Präsentationen und Diskussion gerecht zu werden, müssen die Nutzer in die Lage
versetzt werden, mit den dargestellten Informationen zu interagieren und die Anzeige
entsprechend anzupassen.
Deshalb ist ein weiteres Ziel dieser Arbeit, ein Konzept für die Interaktion in Smart
Meeting Rooms zu entwickeln. Dies soll ebenfalls den grundsätzlichen Eigenschaften
und Zielen von Smart Meeting Rooms genügen. Dabei soll sowohl eine Nutzung ver-
schiedenster persönlicher Interaktionsgeräte möglich sein als auch die Interaktion mit
diesen persönlichen Interaktionsgeräten auf allen Displayflächen.
1.2. Herausforderungen und Ziele
Die grundlegenden Herausforderungen dafür lassen sich wie folgt zusammenfassen:
Welche Informationen werden auf welcher Displayfläche für wen, wie dargestellt?
Die erste Herausforderung ist hierbei das Erzeugen und Bereitstellen der Infor-
mationsrepräsentationen. Dabei sollen verschiedene persönliche Geräte verschiede-
ner Nutzer mit unterschiedlichen Applikationen in die Lage versetzt werden, Infor-
mationsrepräsentationen zu erzeugen und für die Anzeige bereitzustellen. Bisherige
Ansätze, die über ein direktes Verbinden von persönlichem Gerät und Projektor hin-
ausgehen, sind dabei in der Regel auf bestimmte Betriebssysteme oder Applikationen
eingegrenzt. Lediglich bildbasierte Ansätze sind in der Lage, die benötigte Flexibilität
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zu gewährleisten. Diese erlaubten aber bisher keine Beschreibung der Informationsre-
präsentationen.
Eine Beschreibung der anzuzeigenden Informationsrepräsentationen ist notwendig,
um die zweite Herausforderung, die Verteilung der Informationsrepräsentationen auf
die verschiedenen Displayflächen, zu adressieren. Das Ziel ist hierbei, automatisch
eine Konfiguration der Anzeige zu ermöglichen. Um dies zu erreichen, müssen so-
wohl die Eigenschaften der Nutzer und der Displayflächen als auch die Eigenschaften
der Informationsrepräsentationen berücksichtigt werden. Dabei sollte auch die Zu-
sammengehörigkeit verschiedener Informationen beachtet werden.
Eine weitere Herausforderung ist, dass die Anzahl der Informationsrepräsentatio-
nen, die gleichzeitig angezeigt werden können, prinzipiell nicht beschränkt sein soll-
te. Multiple Informationsrepräsentationen von verschiedenen Quellen sollen auf ei-
ner Displayfläche angezeigt werden können. Damit wird im Gegensatz zu bisherigen
Ansätzen nicht nur ermöglicht, mehr Informationsrepräsentationen gleichzeitig an-
zuzeigen, sondern es wird ebenso eine automatische Anzeige zusammengehörender
Informationsrepräsentationen auf einer Displayfläche unterstützt.
Daraus ergibt sich wiederum die Aufgabe, diese multiplen Informationsrepräsen-
tationen geeignet auf einer Displayfläche anzuzeigen. Ein Problem dabei ist, dass die
Eigenschaften der anzuzeigenden Informationsrepräsentationen stark variieren kön-
nen. Hier ist das Ziel, eine automatische Anordnung entsprechend der Eigenschaften
von Displayfläche, Informationsrepräsentationen und Nutzer zu ermöglichen.
Smart Meeting Rooms werden in der Regel dafür verwendet, Informationen zu ver-
mitteln oder zu diskutieren. Solche Präsentationen bzw. Diskussionen erfordern es,
dynamisch neue Ansichten zu generieren, Informationen interaktiv in Beziehung zu
setzen und dadurch zu weiteren Einsichten zu gelangen.
Daher ist neben der Anzeige der Informationen, eine weitere große Herausforde-
rung, die Interaktion mit den dargestellten Informationsrepräsentationen. Hier ist das
Ziel, dass alle Nutzer mit verschiedenen persönlichen Geräten mit allen dargestellten
Informationen auf allen Displayflächen interagieren können. Eine Anforderung dabei
ist, dass neben den klassischen Interaktionsgeräten wie Maus und Tastatur auch neue
Geräte wie Wiimotes gleichzeitig verwendet werden können.
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Neben den technischen Grundlagen für die Interaktion, stellt die Manipulation der
Anzeige der Informationsrepräsentationen eine weitere Problemstellung dar. Ziel ist
es daher, Methoden zur Verfügung zu stellen, die es den Nutzern erlauben, die Anzei-
ge vollständig interaktiv zu modifizieren unabhängig davon, welches Gerät, welcher
Nutzer oder welche Applikation die Informationsrepräsentationen erzeugt oder be-
reitstellt.
1.3. Ergebnisse und Struktur der Arbeit
In Kapitel 2 werden die Grundlagen für die Informationspräsentation in Smart Mee-
ting Rooms erläutert. Dazu wird der Forschungsgegenstand vorgestellt und eine be-
griffliche Basis geschaffen. Danach wird der aktuelle Stand der Forschung zur Infor-
mationspräsentation in Multi-Display-Umgebungen vorgestellt.
In Kapitel 3 wird das Smart View Management vorgestellt, ein Konzept zur Informa-
tionspräsentation in Smart Meeting Rooms, das den Schwerpunkt dieser Arbeit bildet
und in [RLS11] publiziert wurde. Zunächst wird in Abschnitt 3.1 eine spezifische Pro-
blembeschreibung erarbeitet. In Abschnitt 3.2 wird dann das Konzept der Views ein-
geführt. Views beschreiben visuelle Ausgaben von Applikationen und ermöglichen es,
von der Art der anzuzeigenden Information, unabhängig von der zugrunde liegenden
Applikation, zu abstrahieren. Auf dieser Basis wird der prinzipielle Lösungsansatz er-
läutert. Dazu wird die Generierung von Views durch unterschiedliche Nutzer, Geräte
und Applikationen in Abschnitt 3.3 beschrieben. Die Zusammengehörigkeit von Views
wird dann in Abschnitt 3.4 thematisiert und liefert die Grundlage für die automatische
Anzeige der Views. Die automatische Verteilung der Views auf die Displayflächen wird
durch das Smart Display Mapping in Abschnitt 3.5 beschrieben, gefolgt vom automati-
schen Layout in Abschnitt 3.6. Eine Anwendung des Smart View Managements, die in
[RNS11] gezeigt wurde, wird anschließend in Abschnitt 3.7 beschrieben.
In Kapitel 4 wird die Interaktion thematisiert. Dafür wird zunächst ein Überblick
über aktuelle Ansätze für die Interaktion in Smart Meeting Rooms gegeben (siehe Ab-
schnitt 4.1). Danach wird das Smart Interaction Management, ein Konzept zur Inter-
aktion in Smart Meeting Rooms, vorgestellt (siehe Abschnitt 4.2), das in [RLSS12] pu-
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bliziert wurde. Zunächst wird das grundlegende Prinzip vorgestellt und danach, wie
die Interaktionen erfasst, verteilt und ausgewertet werden.
Nach der Thematisierung der technischen Basis wird in den folgenden beiden Ab-
schnitten die Interaktion mit der Anzeige der Views (Abschnitt 4.3) und mit dem Inhalt
der Views (Abschnitt 4.4) behandelt. Ein Lösungsansatz für die Interaktion mit der An-
zeige von Views wurde in [LRS10a] publiziert. Für die Interaktion mit dem Inhalt von
Views wurden zwei Arbeiten vorgestellt [RLSS11, PRSB10].
Kapitel 5 liefert eine Zusammenfassung des Inhaltes der Dissertation und gibt einen
Ausblick auf Themenstellungen, die in weiteren Arbeiten adressiert werden können.
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2. Stand der Forschung
In diesem Kapitel wird der aktuelle Stand der Forschung zum Thema der Informati-
onsanzeige in Smart Meeting Rooms dargestellt.
Um zunächst den Forschungsgegenstand zu charakterisieren, werden in Abschnitt
2.1 Smart Environments und in Abschnitt 2.1.1 Smart Meeting Rooms im Allgemeinen
sowie im Abschnitt 2.1.2 das Smart Lab Rostock im Speziellen vorgestellt.
Anschließend wird der aktuelle Stand der Forschung im Bereich der Informations-
anzeige in Smart Meeting Rooms in Abschnitt 2.2 beleuchtet. Dafür werden Problem-
stellungen identifiziert, die bei der Informationspräsentation in solchen Umgebungen
auftreten. Die vorgestellten aktuellen Ansätze werden dann anhand der Problemstel-
lungen bewertet. Es werden Arbeiten vorgestellt, die einzelne der Problemstellungen
adressieren, allerdings ohne den Anspruch, ein umfangreiches System zur Informati-
onspräsentation darzustellen.
In den nachfolgenden Kapiteln wird jeweils separat der Stand der Forschung zu den
einzelnen, im Rahmen dieser Dissertation erarbeiteten Lösungen präsentiert.
2.1. Smart Environments
Die Idee von Smart Environments beginnt mit dem Begriff des Ubiquitous Computing
(dem allgegenwärtigen Rechnen), den Mark Weiser 1991 in [Wei91] begründete. Er be-
schreibt dort “eine physikalische Welt die stark und unsichtbar verwoben ist mit Sen-
soren, Aktuatoren, Displays und rechnenden Elementen eingebettet in Objekte des
täglichen Gebrauchs und verbunden mit einem durchgehenden Netzwerk.” (Überset-
zung aus [Wei91]).
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Damit wird im Ubiquitous Computing schon die Vision des Invisible Computer von
Donald Norman [Nor99] mit einbezogen. Dort beschreibt Norman, dass sich “Compu-
ter so stark ändern werden, dass sie aus dem Blick verschwinden werden”
(Übersetzung aus [Nor99]).
Durch die Vielzahl verschiedener Geräte, die Vielzahl ihrer Operationen und vor
allem der Unsichtbarkeit der Geräte wird es nach Encarnação und Kirste erforder-
lich, Strategien, Modelle und Technologien für die Selbstorganisation zu entwickeln.
Dadurch kann dieses Geräteensemble an die Bedürfnisse und Wünsche des Nutzers
angepasst werden [EaK05].
Auch Tennhouse setzt auf diesem Gedanken auf und formuliert das Prinzip des
Proactive Computing [Ten00, WPT03]. Basierend auf der Allgegenwart vieler verschie-
dener Geräte stellt er die These auf, dass diese Geräte nicht mehr sinnvoll vom Men-
schen bedient werden können. Allerdings soll der Mensch aber in der Lage sein alle
Prozesse der Geräte zu beeinflussen. Daher definiert er das Proaktive Computing als
Rollenverschiebung des Menschen vom Observer und Controller hin zum Supervisor,
der in der Lage ist, das Gesamtsystem zu konfigurieren und in jedem Schritt manuell
einzugreifen. Dabei wird er aber von einer Vielzahl von Automatismen unterstützt.
Basierend auf dieser Allgegenwart der Geräte, der Unsichtbarkeit der Geräte, den
darauf definierten Automatismen, Strategien und Modellen und dem Proactive Com-
puting definiert sich das Ziel der Smart Environments nach Cook und Das als “eine
kleine Welt, wo alle Arten von smarten Geräten kontinuierlich arbeiten um das Leben
der Nutzer komfortabler zu machen.” (Übersetzung aus [CD04]).
Die Definition der Smart Environments nach Youngblood et al. [YHHC05] fordert
zusätzlich noch explizit die ständige Beobachtung der Nutzer und der Umgebung
durch Sensoren, um die Nutzbarkeit der Umgebung zu verbessern.
Damit ergibt sich eine Definition von Smart Environments, die das Ziel haben, die
Nutzer bei ihrer Arbeit und selbst bei alltäglichen Aktivitäten zu unterstützen [C+98,
AEa06]. Dafür sammeln sie, wie in der Definition schon verankert, Informationen über
die Umgebung und über die sich darin befindlichen Nutzer. Diese Informationen wer-
den dann verwendet, um die vom Nutzer angestrebte Situation zu ermitteln und die
Umgebung den Wünschen entsprechend anzupassen [YHHC05, CD07].
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Aus dem allgemeinen Begriff der Smart Environments entstanden eine ganze Rei-
he verschiedener spezifischer intelligenter Umgebungen, die jeweils einen konkreten
Anwendungsfokus verfolgen. Beispiele hierfür sind Smart Meeting Rooms [AEa06,
HK05b, HK05a], Smart Conference Room [HK05a], Smart Office [AHF+02, LGMLC01,
RMSF10] und Smart Class Room [Abo99, FFH00, SXX+03].
2.1.1. Smart Meeting Rooms
Diese Arbeit ist im Rahmen des Graduiertenkollegs MuSAMA (Multimodal Smart Ap-
pliance Ensembles for Mobile Applications) entstanden. Das Ziel von MuSAMA ist es,
in einem ad-hoc Geräteensemble eine kohärente Assistenz des Menschen zu verwirk-
lichen. Dafür sollen Konzepte und Verfahren entwickelt werden, die auf Basis von
Sensordaten und Interaktionsereignissen eine möglichst sinnvolle Unterstützung lie-
fern [hom13].
Das Leitszenario des Graduiertenkollegs MuSAMA ist der Smart Meeting Room.
Die Hauptaufgabe von Smart Meeting Rooms ist es, ein Meeting von mehreren Nut-
zern zu unterstützen. Szenarien für Smart Meeting Rooms sind in der Regel Präsenta-
tionen (bzw. Vorträge) und wissenschaftliche Diskussionen [EaK05]. Bei solchen Sze-
narien ist es wünschenswert, dass Nutzer ihre persönlichen Geräte ohne großen Kon-
figurationsaufwand verwenden können [HK05a, AEa06]. Es sind aber auch stationäre
Geräte notwendig, da z.B. Trackingsysteme oder große hochauflösende Beamer sich
nicht schnell vom Nutzer mitbringen lassen, sondern aufwändig installiert und gege-
benenfalls vorher kalibriert werden müssen.
Um die Verwendung persönlicher Geräte zu unterstützen, sind Smart Meeting
Rooms in der Regel ad-hoc Geräteumgebungen [AEa06, BMK+00, HK05a], die zusätz-
lich durch vorhandene Geräte ergänzt werden [Thi10]. Darüber hinaus ist es beson-
ders hilfreich, wenn eine walk-up-and-use Funktionalität der Umgebung bereitgestellt
werden kann [SER03, WJF+09]. Walk-up-and-use Funktionalität heißt, dass Nutzer ihre
persönlichen Geräte spontan ohne vorherige Installationen von Software verwenden
können.
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Smart Meeting Rooms sind in der Regel Multi-Display-Umgebungen
[BRH+08, WLSS09, HK05a, HNC+09, JFW04]. Das bedeutet, dass im Smart Meeting
Room bereits multiple Displayflächen vorhanden sind, die auch von mehreren Nut-
zern verwendet werden.
Durch die Einbindung der persönlichen Geräte sind Smart Meeting Rooms darüber
hinaus heterogene Multi-Display-Umgebungen. Neben den bereits vorhandenen Dis-
playflächen reichen die Displays der persönlichen Geräte von Smart Phones über Ta-
blet Computer bis zu mitgebrachten Beamern [AEa06].
Dabei unterscheiden sich die Displayflächen nicht nur in ihren offensichtlichen Ei-
genschaften wie z.B. Größe, Auflösung und Pixeldichte, sondern auch in der Art und
Weise der Nutzung. So werden Desktop Displays in der Regel von einer Entfernung
von 70 cm betrachtet und große TVs oder Beamer von 3 m Entfernung [TQD09].
Weiterhin wurde von Tan et al. gezeigt, dass die Effektivität bei der Nutzung ver-
schiedener Displayflächen von der zu erledigenden Aufgabe abhängt. So sind z.B.
große Displayflächen für räumliche Aufgaben besser geeignet als kleine Displayflä-
chen, obwohl dessen technische Eigenschaften gleich sind [TGSP06].
2.1.2. Smart Lab Rostock
Die konkrete Forschungsumgebung des Graduiertenkollegs MuSAMA und auch die-
ser Arbeit ist das Smart Lab Rostock. Dieses Lab ist ein Smart Meeting Room, der grund-
sätzlich darauf abzielt, alle der oben genannten Eigenschaften zu erfüllen.
Im Folgenden wird das Smart Lab Rostock als spezifische Umgebung beschrieben.
Dazu wird zuerst der grundsätzliche Aufbau skizziert und anschließend die installier-
te Hardware und die Softwareinfrastruktur dargestellt.
Das Smart Lab hat eine Größe von ca. 60 Quadratmetern und eine Raumhöhe von
etwa vier Metern. In der Mitte des Raums befinden sich rechteckig angeordnete Ti-
sche mit jeweils zwei Stühlen (Bild 2.1). Diese Anordnung eignet sich besonders gut
für das Leitszenario des Meetings, da die beteiligten Nutzer sich von Angesicht zu
Angesicht unterhalten können. Im Raum sind an drei der vier Wände Leinwände
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Abbildung 2.1.: Smart Lab Rostock im Grundriss.
für Beamer-Projektionen angebracht. Damit lassen sich bis zu sieben verschiedene
Beamer-Projektionen gleichzeitig anzeigen. Für die Positionserkennung der Nutzer
werden zwei unabhängige Systeme verwendet. Zum einen das Ubisense Tracking Sys-
tem [Ubi13a, Ubi13b] bei dem kleine portable Tags durch Ultrabreitband-Signale er-
kannt werden. Dies ermöglicht eine Positionserkennung mit Identifikation des Nut-
zers. Zum anderen wurde der Fußboden mit einem SenseFloor [Gmb10, Sha13] ver-
sehen, welches eine weitaus genauere Lokalisation der Nutzer ermöglicht, ohne den
Nutzer allerdings direkt identifizieren zu können.
Die Softwareinfrastruktur wird durch die Middleware namens Helferlein gebildet
[BN12, BRK10]. Diese Middleware basiert auf einer verteilten Infrastruktur, die ein
publish/subscribe System verwendet, um events zu verteilen. Die Daten der Middleware
werden dabei in Tupeln gespeichert.
Ziel dieser Dissertation ist es, neue Konzepte für die Informationsanzeige für das
Smart Lab zu entwickeln. Dazu soll im Folgenden der aktuelle Stand der Forschung
vorgestellt werden.
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2.2. Informationspräsentation in Smart Meeting Rooms
Bei der Informationspräsentation in Smart Meeting Rooms besteht die Herausforde-
rung darin, Probleme der Informationspräsentation mit den Ansprüchen von Smart
Environments, insbesondere Smart Meeting Rooms, in Übereinstimmung zu bringen.
Daraus ergeben sich Fragestellungen für die Informationspräsentation in Smart
Meeting Rooms, anhand derer im Weiteren die Arbeiten aus der Literatur beleuchtet
und eingeordnet werden.
2.2.1. Grundlegende Fragestellungen
Bei der Anzeige von Information gibt es eine Quelle und eine Senke der anzuzeigen-
den Information [MLM+12]. Daher steht am Anfang jeder Präsentation die Frage der
Quelle der Informationsrepräsentation. Da nur aktuell relevante Informationen angezeigt
werden sollen, muss die Auswahl der anzuzeigenden Information getroffen werden.
Bei der Senke, der Anzeige der Informationen, stellt sich die Frage der Anordnung der
Informationen, also des Layouts auf der Ausgabefläche [Ali09]. Außerdem ist die Ma-
nipulation der Darstellung notwendig, um eine Anpassung an die Bedürfnisse des
Nutzers zu erlauben. Dafür ist die Interaktion von großem Interesse [LSST11].
Eine grundlegende Eigenschaft von Smart Meeting Rooms ist, dass die beteilig-
ten Geräte ad-hoc ein gemeinsames Ensemble bilden [AEa06]. Diese Eigenschaft gilt
es auch bei der Informationspräsentation zu berücksichtigen. Smart Meeting Rooms
wurden zudem als Multi-Display-Umgebungen charakterisiert [BRH+08]. Deshalb
muss für die Informationsanzeige die Zuordnung der Informationsrepräsentationen zu
einer Displayfläche geklärt werden, d.h. auf welcher Displayfläche die Information an-
gezeigt werden soll [Hei09]. Bei der Anzeige von Informationen ist hier im Speziellen
die Frage nach der Zusammengehörigkeit zu beantworten, da diese Informationen auch
zusammen dargestellt werden sollten. Ziel der Smart Meeting Rooms ist es, den Nutzer
bei seiner Arbeit zu unterstützen [CD04]. Dies gilt auch für die Informationsanzeige,
weshalb die Nutzer bei der automatischen Assistenz für die Konfiguration der Anzeige,
berücksichtigt werden muss.
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Daraus ergeben sich für die Informationspräsentation in Smart Meeting Rooms fol-
gende Problemstellungen:
Bereitstellen der anzuzeigenden Informationen Was ist die Quelle der Informations-
repräsentationen? Ist es dabei möglich, private Geräte zu nutzen? Lassen sich
diese ad-hoc für die Informationsanzeige nutzen? Welche technischen Voraus-
setzungen werden an die Geräte gestellt? Wie wird eine Informationsrepräsen-
tation zur Anzeige zur Verfügung gestellt? Wie erfolgt die Auswahl, welche der
zur Verfügung stehenden Informationsrepräsentationen auf großen Displayflä-
chen angezeigt werden? Wer wählt die anzuzeigenden Informationen aus?
Anzeige der Informationsrepräsentationen Welche Mechanismen stehen zur Verfü-
gung, um die Zusammengehörigkeit von Informationsrepräsentationen zu de-
finieren? Welcher Displayfläche werden die Informationsrepräsentationen zu-
geordnet? Wie wird diese Zuordnung gesteuert? Gibt es dafür Assistenzfunk-
tionen? Können mehrere Informationsrepräsentationen auf einer Displayfläche
dargestellt werden und wie werden diese dann angeordnet?
Interaktion Wie wird die Anzeige der Informationsrepräsentationen angepasst? Wie
werden dabei die Eigenschaften der Nutzer berücksichtigt? Welche Assistenz
wird dem Nutzer bei der Informationsanzeige geboten? Welche automatischen
Konfigurationen werden dem Nutzer angeboten? Wie kann mit den dargestell-
ten Informationsrepräsentationen interagiert werden? Welche Geräte können da-
für verwendet werden? Wer darf mit welchen Darstellungen interagieren?
2.2.2. Bisherige Lösungsansätze
In diesem Abschnitt werden nun verschiedene Konzepte und Systeme zur Informati-
onsdarstellung in Smart Meeting Rooms und heterogenen Multi-Display-Umgebung-
en vorgestellt. Diese Systeme werden hinsichtlich der oben aufgelisteten Problemstel-
lungen beschrieben. Zu jedem System wird das grundsätzliche Setup der Umgebung
beschrieben, soweit dies aus den Publikationen bekannt ist. Zusätzlich wird der Fokus
der jeweiligen Arbeit benannt, um das damit verbundene Ziel der Informationsanzei-
ge einordnen zu können. Abschließend erfolgt eine Zusammenfassung.
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Für die Informationsanzeige in heterogenen Multi-Display-Umgebungen bzw. in
Smart Meeting Rooms existieren einige wenige Arbeiten in der Literatur. Grundsätz-
lich lassen sich diese Systeme in drei Kategorien einteilen:
Ausnutzung von Betriebssystemspezifischen Eigenschaften Bei der betriebssys-
tembasierten Informationsanzeige werden grundsätzliche Funktionen des Be-
triebssystems ausgenutzt, um eine verteilte Informationsanzeige zu erreichen.
Grundsätzlich werden dafür die Betriebssystemeigenen Techniken zum Rende-
ring verwendet. Dazu gehören z.B. XWindow bei Linux [SG86] oder GDI unter
Windows [GDI13].
Datenbasierte Informationsanzeige Bei der datenbasierten Informationsanzeige wer-
den Daten in Form von Datenbanken oder Dateien vom Quellrechner an den
Zielrechner versendet. Dort werden die Informationsrepräsentationen der Da-
ten generiert und angezeigt.
Bildbasierte Informationsanzeige Bei der bildbasierten Informationsanzeige werden
am Quellrechner die Informationsrepräsentationen erzeugt. Diese werden dann
als Bilddaten zum Zielrechner gesendet, wo sie dann angezeigt werden.
Die folgend vorgestellten Systeme sind jeweils nach diesen drei Kategorien sortiert.
2.2.2.1. Ausnutzung von Betriebssystemspezifischen Eigenschaften
Deskotheque
Ein sehr umfassendes Framework zur Informationspräsentation in heterogenen
Multi-Display-Umgebungen ist die Deskotheque. Im Rahmen der Dissertation von
Manuela Waldner [Wal11] wurde ein System entwickelt, das es multiplen Nutzern er-
laubt, Informationsrepräsentationen auf multiplen Displayflächen anzuzeigen.
Das Basissetup (siehe Abbildung 2.2) beinhaltet drei Projektoren, die frontal vor
zwei Arbeitsplätzen angeordnet sind. Diese Arbeitsplätze haben jeweils einen priva-
ten Monitor mit Maus und Tastatur. Zwischen den beiden Arbeitsplätzen ist ein Tisch
aufgestellt, auf dem ein weiterer Projektor projiziert. Die Projektoren an der Front-
wand überlagern sich, wodurch eine nahtlose Anzeigefläche erzeugt werden kann.
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Die Grundlage der Deskotheque bildet ein Window Management. Dies ermöglicht es,
multiple Displayflächen zu einer großen nahtlosen Anzeigefläche zu vereinen
[WPS08], wobei durch das Composing Window Management die geometrischen Verzer-
rungen und die Helligkeitsunterschiede bei der Überlagerung verschiedener Projek-
toren kamerabasiert erkannt und ausgeglichen werden.
Basierend auf dieser Multi-Display-Anzeige wurde das Deskotheque Framework ent-
worfen [WLSS09]. Der Fokus dieses Frameworks ist es, eine Informationsanzeige in ei-
ner Multi-Display-Umgebung zu realisieren, um die kooperative Arbeit von zwei Nut-
zern zu unterstützen. Neben dem Composing Window Management wurden im Rahmen
der Deskotheque auch die Themen Interaktion und Verknüpfung von Informationen
thematisiert.
Quelle der Informationsrepräsentationen, die angezeigt werden sollen, sind die sta-
tionären Rechner an den beiden Arbeitsplätzen und ggf. vom Nutzer mitgebrachte
Laptops. Das Deskotheque Framework fällt in die Klasse der Betriebssystemspezifi-
schen Informationsanzeigesysteme. Hier wird als Betriebssystem Linux vorausgesetzt
mit einem spezifischen XWindow Client. Dieser XWindow Client ist mit einem zentra-
len XWindow Server verbunden und ist somit in der Lage, visuelle Inhalte per Netz-
werk zu verschicken und auf anderen Displayflächen darzustellen.
Durch diese betriebssystemabhängige Erzeugung der Informationsrepräsentationen
ist evtl. ein langwieriger Installationsprozess notwendig, um ein privates Gerät in die-
ser Umgebung nutzen zu können. Nach dieser Installation kann dieses private Gerät
allerdings ad-hoc verwendet werden. Für die Nutzbarkeit von privater Software sind
die gleichen Probleme zu lösen. Ist die Applikation allerdings unter Linux lauffähig,
so ist eine ad-hoc Nutzung möglich.
Die Informationsrepräsentationen, die auf der großen Anzeigefläche dargestellt
werden sollen, sind Fenster von Applikationen, die auf einem Arbeitsplatzrechner
oder Laptop gestartet wurden. Der Nutzer ist in der Lage, dieses Fenster auf die große
Displayfläche zu ziehen und es so dort anzuzeigen.
Die Zusammengehörigkeit der Informationsrepräsentationen, also der dargestellten
Fenster, wird nicht thematisiert. Die Zusammengehörigkeit von dargestellter Infor-
mation in diesen Fenstern wird allerdings sehr umfassend durch das visual Linking
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Abbildung 2.2.: Deskotheque. Bild aus [PWS09]
thematisiert. In [WPL+10] stellen Waldner et al. einen Mechanismus vor, um Infor-
mationen, dargestellt von verschiedenen Applikationen, zu verlinken. Steinberger et
al. erweitern diesen Ansatz und präsentieren in [SWS+11] die context preserving visual
links. Hier wird eine Analyse der visuellen Aufmerksamkeit (visual salience) vorge-
nommen, wodurch sich die Links so zeichnen lassen, dass dargestellte Informationen
nicht überdeckt werden.
Die Zuordnung der Fenster zu den Displayflächen erfolgt interaktiv durch den Nut-
zer, indem er in die Lage versetzt ist, Fenster von seinem privaten Display auf die
große Anzeigefläche zu verschieben. Damit wird gleichzeitig die Interaktion des ande-
ren Nutzers mit dem Fenster freigegeben. Eine automatische Zuordnung erfolgt nicht.
Die Anordnung der Fenster auf dem privaten Display und auf der großen Anzeige-
fläche kann ebenfalls manuell vorgenommen werden. Darüber hinaus stellen Waldner
et al. in [Wal11] einen Layout Mechanismus vor, der es ermöglicht, Fenster an die geo-
metrischen Grenzen der einzelnen Projektionen anzupassen.
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Eine weitere Layout Komponente stellen Waldner et al. in [WSGS11] vor. Hier wird
die Sichtbarkeit von Informationen in verdeckten Fenstern hergestellt. Dafür werden
wiederum mit Hilfe einer Analyse der visuellen Aufmerksamkeit (visual salience) die
einzelnen Fenster untersucht. Dadurch wird dann bestimmt, welche Teile eines Fens-
ters Informationen enthalten und somit nicht verdeckt werden dürfen und welche kei-
ne Informationen enthalten. In den unwichtigen Teilen des Fensters werden dann mit-
tels Blending die darunter liegenden Informationen dargestellt.
Ein großer Fokus des Deskotheque Frameworks ist die Interaktion mit den darge-
stellten Informationen. Dafür wurden in [WPKS10] zwei grundlegende Techniken für
die mausbasierte Navigation in Multi-Display-Umgebungen entwickelt: Free Naviga-
tion und Path Navigation. Beide Techniken nutzen das räumliche Modell der Displa-
yanordnung, die im Vorfeld detektiert wurde. Basierend darauf und ausgehend von
der angenommenen Nutzerposition an einem der zwei Arbeitsplätze wird dann per-
spektivisch korrekt die Position des Mauszeigers angepasst. Diese beiden Techniken
wurden dann in [WS10] evaluiert. Um die Navigation bei der Überbrückung großer
Distanzen zusätzlich zu erleichtern, wurde in [WKS10] ein Pointer Warping für Multi-
Display-Umgebungen vorgestellt. Eine Einbindung oder Unterstützung weiterer In-
teraktionsgeräte zur Navigation ist nicht vorhanden.
Der Nutzer wird im Rahmen des Deskotheque Frameworks nicht spezifisch beachtet.
Lediglich die angenommene Position des Nutzers an einem der Arbeitsplätze wird
bei der Mausnavigation mit berücksichtigt. Eine Berücksichtigung für die Adaption
der Darstellungen findet nicht statt.
Zusammenfassend lässt sich feststellen, dass das Deskotheque Framework ein sehr
umfangreiches und sehr leistungsstarkes System zur Informationsanzeige in hetero-
genen Multi-Display-Umgebungen darstellt. Neben dem Layout der Fenster steht vor
allem die Mausnavigation in dieser Umgebung im Mittelpunkt.
Für den Einsatz in Smart Meeting Rooms sind aber noch weitere Probleme zu lösen.
Es wird vorausgesetzt, dass als Quelle Informationsrepräsentationen ein Rechner mit
einem spezifischen Betriebssystem verwendet wird. Dies schließt die Nutzung von
mobilen Geräten wie etwa Smart Phones und Tablets ebenso aus wie die Nutzung
von Geräten mit alternativen Betriebssystemen. Diese Einschränkung macht eine ad-
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hoc Nutzung sehr schwierig. Der Einsatz beliebiger Software wird erheblich erschwert
und die Deskotheque bietet nur ein eingeschränktes Maß an Assistenz. Der Nutzer wird
bei der Darstellung der Fenster insoweit unterstützt, als dass diese an den geome-
trischen Grenzen der Beamer ausgerichtet werden können. Weiterhin werden Verde-
ckungen der Fenster untereinander automatisch aufgelöst. Das initiale Layout wird
allerdings weiterhin vom Nutzer interaktiv vorgenommen.
WinCuts
Ein weiteres System für eine Informationsdarstellung in heterogenen Multi-Display-
Umgebungen ist WinCuts. In [TMC04] stellen Tan et al. ein System vor, um die private
Bildschirmfläche besser ausnutzen zu können und um Teile von Fenstern auf einer
großen Displayfläche für die Zusammenarbeit mehrerer Nutzer darzustellen (siehe
Abbildung 2.3).
Der Fokus war hier ursprünglich darauf gerichtet, die wichtigsten Teile einer Appli-
kation zu selektieren und nur diesen Inhalt separat darzustellen. So soll die Display-
fläche auf dem privaten Gerät besser ausgenutzt werden können. Dieser Ansatz wur-
de weiterentwickelt, um auf einer großen Displayfläche auch diese Fensterausschnitte
darstellen zu können.
Die Quelle der Informationsrepräsentationen sind private Geräte der Nutzer, auf de-
nen Ausschnitte eines geöffneten Fensters vom Nutzer selektiert werden. Diese Aus-
schnitte (genannt WinCuts) stellen die Informationsrepräsentationen dar, die im Raum
angezeigt werden sollen. Auch WinCuts ist in der Klasse der Betriebssystemabhängi-
gen Systeme zur Informationsdarstellung anzusiedeln. Als Betriebssystem wird Win-
dows vorausgesetzt. Der Fensterinhalt wird mit Hilfe der Win32 Graphics Device Inter-
face (GDI) API abgegriffen und per Netzwerk verschickt. Vorteil hierbei ist, dass der
Inhalt selbst von minimierten, also nicht sichtbaren Fenstern, angezeigt werden kann.
Eine ad-hoc Nutzung dieses Systems ist nur eingeschränkt möglich. Zum einen wird
Windows als Betriebssystem vorausgesetzt, zum anderen muss die verwendete Soft-
ware die GDI API implementieren.
Die Auswahl der winCuts erfolgt manuell durch den Nutzer. Dieser gibt außerdem
an, auf welchem anderen Gerät der von ihm definierte winCut angezeigt werden soll.
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Abbildung 2.3.: WinCuts. Bild aus [TMC04]
Dabei steht kein Mechanismus für die Definition der Zusammengehörigkeit von win-
Cuts zur Verfügung.
Für die Interaktion wird ein System namens Visitor verwendet welches es ermög-
licht, Mausinteraktionen auf einen anderen Rechner zu versenden.
Zusammenfassend bietet WinCuts eine einfache Möglichkeit, ausgewählte Inhalte
mit anderen Nutzern zum Zwecke der Zusammenarbeit zu teilen. Dabei ist auf Grund
der Betriebssystemabhängigkeit die spontane Nutzung eingeschränkt. Auch eine As-
sistenz bei der Anordnung oder Anzeige der WinCuts ist nicht vorhanden.
2.2.2.2. Datenbasierte Informationsanzeige
iRoom – Stanford Interactive Workspace
Ein prominenter Vertreter der Datenbasierten Informationsanzeige ist der iRoom
[JFW02]. Das Stanford Interactive Workspace Projekt wurde initiiert, um die Interakti-
on mit hochauflösenden Displayflächen zu untersuchen. Der Fokus besteht hier in der
Einbettung von großen Displayflächen in eine ubiquitous computing Umgebung.
Das Setup des iRooms beinhaltet drei touchsensitive große Displayflächen an einer
Wand, eine große Displayfläche mit Stiftinteraktion in der Frontwand und ein Tisch
mit eingebauter großer Displayfläche in der Mitte des Raums. Zusätzlich sind diverse
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Abbildung 2.4.: iRoom – Stanford Interactive Workspace. Bild aus [JFW02]
Mikrophone, Interaktionsgeräte und Netzwerkschnittstellen im Raum verbaut (siehe
Abbildung 2.4). Dies macht den Raum von den Möglichkeiten der Ausstattung her zu
einem Smart Room.
Fokus war hier die Softwareinfrastruktur und das damit einhergehende Modell der
Interaktion, die hervorgehobene Nutzung von großen interaktiven Displayflächen,
zum Teil mit touch Interaction, und die Kollaboration mit anderen Forschergruppen,
um konkrete Anwendungen zu schaffen. Für die Informationsanzeige wurden drei
Ziele definiert: (1) Daten zwischen Geräten und Applikationen zu verschieben, die an
verschiedene Displayflächen angeschlossen sind, (2) die Interaktion von jedem Nutzer
auf jeder Displayfläche zu erlauben und (3) die automatische Koordination heteroge-
ner Applikationen zu ermöglichen.
Die Quelle der Informationsrepräsentationen sind im iRoom die Geräte, die direkt
an den Displayflächen angeschlossen sind. Der Ansatz ist hier, dass Daten von einem
persönlichen Gerät mit Hilfe einer Middleware (iROS) [BRTF02] an eine Applikation
übertragen werden, wo sie dann gerendert und angezeigt werden. Die iROS Middle-
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ware besteht dabei grundsätzlich aus DataHeap und EventHeap, mit deren Hilfe Inter-
aktionen und Daten übertragen werden können.
Ist eine Applikation an die Middleware angepasst worden, so ist eine ad-hoc Nut-
zung persönlicher Geräte möglich. Die vorherige Anpassung der Software ist aller-
dings notwendig und kann nicht spontan durchgeführt werden. Durch die Nutzung
einer plattformunabhängigen Middleware ist die Nutzung von persönlichen Geräten
nicht an bestimmte Betriebssysteme gebunden.
Die anzuzeigenden Informationsrepräsentationen werden von den Nutzern ausge-
wählt. Die Zuordnung zu den Displayflächen erfolgt durch das Starten der Applikati-
on auf dem zugehörigen Computer.
Um eine nahtlose Interaktion mit den dargestellten Informationsrepräsentationen
zu ermöglichen, wurde PointRight entwickelt [JHW00, JFW02]. Dafür wird ein logi-
sches Mapping der Displayflächen zueinander erstellt. Durch den EventHeap [JF02]
werden Interaktionen von persönlichen Interaktionsgeräten an die großen Displayflä-
chen weitergeleitet. Somit ist es möglich, dass jeder Nutzer mit den Informationsre-
präsentationen auf jeder großen Displayfläche interagieren kann.
Im iRoom wird der Fokus auf Interaktion und Koordination der Applikationen durch
eine spezifische Middleware gerichtet. Deshalb ist hier keine weitere automatisierte
Assistenz vorhanden, die den Nutzer bei der Informationsdarstellung unterstützen
kann. Um die Konfiguration des Raums aber dennoch zu vereinfachen, wurde ein
Konfigurationstool namens iCrafter entwickelt. Damit lassen sich z.B. Lampen und
Beamer interaktiv steuern. Weiterhin wurde der SmartPresenter geschaffen [JFW04],
womit es auf Basis der iROS Middleware möglich ist, einen Foliensatz flexibel auf
mehreren Displayflächen anzuzeigen.
Zusammenfassend fokussiert der iRoom auf die Koordination von Applikationen
und die Interaktion mit diesen Applikationen. Statt fertig gerenderter Bilder werden
die zugrunde liegenden Daten versendet und an den jeweiligen Displayflächen geren-
dert. Durch dieses Verfahren ist die ad-hoc Informationsanzeige sehr einfach möglich,
wenn die verwendete Software für den Raum angepasst wurde. Die Anpassung der
Software ist dabei allerdings sehr aufwendig. Die Heterogenität der Displayflächen
und der Nutzer wird nicht adressiert, ebenso wenig die Assistenz.
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Adapting a Single-user, Single-display Molecular Visualization
Application for Use in a Multi-user, Multi-Display Environment
Ein weiterer Vertreter der Datenbasierten Informationsanzeige ist die Arbeit von
Forlines et al. Hier wurde eine Applikation, die für einen Nutzer und eine Displayflä-
che konzipiert wurde, für die Nutzung von mehreren Nutzern in einer Multi-Display-
Umgebung angepasst [FES+06, FL08].
Die Multi-Display-Umgebung besteht hier aus einem Tisch mit touchsensitiver Dis-
playfläche, zwei großen Displayflächen und einem TabletPC.
Das Hauptaugenmerk besteht hierbei darin, die Applikation so anzupassen, dass
automatisch auf den verschiedenen Displayflächen andere Ansichten desselben Da-
tensatzes zu sehen sind. Der entwickelte Ansatz wird an zwei verschiedenen Applika-
tionen demonstriert. Zum einen an einer Geographischen Anwendung [FES+06] (Goo-
gle Earth [Goo13]) und zum anderen an einer Applikation zur 3D Repräsentation von
Molekülstrukturen [FL08] (Jmol [Jmo13]).
Der Fokus der genannten Arbeiten liegt darin, auf verschiedenen Displayflächen
jeweils andere Ansichten anzeigen zu können und die Interaktionen der Nutzer dabei
mit den anderen Ansichten zu koordinieren. Für die verschiedenen Displayflächen
werden dafür jeweils verschiedene koordinierte Instanzen der gleichen Applikation
gestartet.
Die jeweiligen Displayflächen zeigen dabei voreingestellte Ansichten an. Durch die
Interaktion auf dem Touchtable werden die Ansichten auf allen Displayflächen mani-
puliert. Die Nutzung persönlicher Geräte ist hier nicht vorgesehen. Auch eine dyna-
mische Zuordnung von Ansicht zu Displayfläche ist ausgeschlossen.
Dieses System ist für konkrete Anwendungen konzipiert worden. Durch die Anpas-
sung der Applikationen für die Koordination untereinander ist ein hoher Aufwand bei
der Implementierung notwendig. Auch sind die verschiedenen Ansichten jeweils auf
die konkrete Software zugeschnitten. Dieser Ansatz ist deshalb nicht ohne weiteres
auf andere Probleme und Applikationen übertragbar.
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Abbildung 2.5.: Multi-User Multi-Display Setting. Bild aus [FES+06]
Dynamo
Dynamo ist ein Vertreter der Datenbasierten Informationsanzeige [IBR+03]. Der Fo-
kus liegt hier auf dem schnellen Austausch von Medieninhalten. Es wird eine walk-
up-and-use Funktionalität bereitgestellt, die es erlaubt, ohne jegliche Vorbereitung die
gewünschten Informationen anzuzeigen.
Ein konkretes Hardware Setup gibt es für Dynamo nicht. Die Vorgabe ist, dass ein
Computer eine große Displayfläche oder mehrere Displayflächen bis hin zu einer
Display-Wall betreibt.
Die Quellen der Informationsrepräsentationen sind hier keine persönlichen Gerä-
te. Es werden mobile Datenträger (USB-Stick, mobile Festplatte, etc.) an den zentralen
Computer angeschlossen, der die Displayflächen betreibt. Die Medien (Videos, Bilder,
etc.) können dann durch Dynamo eigene Applikationen dargestellt werden. Zusätzlich
können im Dynamo System zusätzliche Applikationen wie z.B. Browser oder Notiz-
block gestartet werden.
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Abbildung 2.6.: Dynamo. Bild aus [IBR+03]
Die angeschlossenen Datenträger werden dann für jeden Nutzer in einem persön-
lichen Bereich auf der großen Displayfläche dargestellt, wo der Nutzer interaktiv die
anzuzeigenden Informationen auswählen kann.
Um die Zusammengehörigkeit von dargestellten Informationen anzuzeigen, gibt es
die Möglichkeit, spezifische Bereiche (sogenannte carved regions) zu definieren, in de-
nen Anzeigen gruppiert werden. Diese Bereiche werden ebenfalls dazu verwendet,
um zu definieren, wer der beteiligten Nutzer mit der Darstellung in diesem Bereich
interagieren darf. Dazu kann der erstellende Nutzer weitere Nutzer hinzufügen.
Eine Zuordnung von Information zu Displayflächen existiert nicht. Es wird auch
kein spezifischer Layout Mechanismus angeboten, um die dargestellten Informationen
anzuordnen. Eine Adaption der Informationsrepräsentationen oder eine spezifische
Berücksichtigung des Nutzers bei der Darstellung sind ebenfalls nicht vorhanden.
Für die Interaktion der Nutzer mit den angezeigten Informationen stehen mehrere
Mäuse und Tastaturen zur Verfügung. Damit wird es ermöglicht, dass mehrere Nutzer
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simultan mit den Darstellungen interagieren können. Durch die bereits erwähnten car-
ved regions wird zudem garantiert, dass andere Nutzer keine Manipulationen begehen
können, die nicht erwünscht sind.
Zusammenfassend bietet Dynamo ein System, um ad-hoc bzw. durch eine walk-up-
and-use Funktionalität mediale Inhalte gemeinsam mit anderen Nutzern anzuzeigen.
Das Problem ist hier allerdings, dass die anzuzeigenden Informationen bereits auf ei-
nem mobilen Datenträger vorhanden sein müssen, wodurch die Anzeige wenig flexi-
bel ist. Auch die Notwendigkeit, Dynamo eigene Applikationen für die Anzeige ver-
wenden zu müssen, schränkt die Nutzbarkeit ein. Ist ein Datenformat dem System
nicht bekannt, so ist eine Anzeige nicht möglich.
2.2.2.3. Bildbasierte Informationsanzeige
WeSpace
Ein Vertreter der Bildbasierten Informationsanzeige ist der WeSpace [WJF+09]. Die-
ser ist ein System, um die Kollaboration zwischen Astrophysikern bei der Exploration
und Visualisierung von Daten zu unterstützen. WeSpace wurde diesem konkreten An-
wendungsziel folgend entwickelt und in mehreren Iterationen an die Bedürfnisse der
Nutzer angepasst.
Der Raum besteht aus einem zentralen Tisch mit multitouch Display und einer
großen Displayfläche vor diesem Tisch. An drei Seiten des Tisches sind Sitzplätze für
die Nutzer.
Quellen der Informationsrepräsentationen sind persönliche Laptops der Nutzer. Da-
bei wird die vollständige Displayfläche des Laptops mit Hilfe eines modifizierten VNC
(Virtual Network Computing ) Clients dem WeSpace Server zur Verfügung gestellt.
Dieser Server stellt die Anzeigen auf der großen Displayfläche und dem touchtable
gleichermaßen dar. Auf dem WeSpace Server können auch spezifische Applikationen
gestartet werden, die dann ohne ein persönliches Gerät Informationsrepräsentationen
erzeugen und darstellen. Der VNC Client ist sowohl MacOS X als auch Windows kom-
patibel.
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Abbildung 2.7.: WeSpace. Bild aus [WJF+09]
Die ad-hoc Nutzung ist hier sehr gut unterstützt. Ist ein persönliches Gerät im Netz-
werk angemeldet, kann durch das Starten des WeSpace Clients der Rechner für die
Informationsanzeige genutzt werden.
Nach der Freigabe des Laptops kann der Nutzer die Wichtigkeit der Informatio-
nen festlegen. Diese kann private (soll nicht auf der großen Displayfläche angezeigt
werden), public (soll auf der großen Displayfläche angezeigt werden) oder important
(soll prominent auf der großen Displayfläche angezeigt werden) sein, was nicht nur
die Auswahl der anzuzeigenden Informationen sondern auch das Layout der Anzeige
bestimmt. Die als important markierten Informationen werden groß in der Mitte ange-
zeigt, während die public-Anzeigen klein übereinander am Rand präsentiert werden.
Eine gespiegelte Ansicht wird ebenfalls auf dem tabletop angezeigt. Zudem wurde
das Layout erweitert, so dass auch Ansichten transparent über die Displayfläche ver-
schoben werden können, um besser vergleichen zu können.
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Die Interaktionen finden im WeSpace nur auf dem Touchtable statt und werden
durch die gespiegelte Ansicht automatisch auf der großen Displayfläche angezeigt.
WeSpace wurde für die Kooperation kleiner Gruppen in einem bestimmten Anwen-
dungsfeld entworfen. Es unterstützt sehr gut die strukturierte ad-hoc Anzeige von
Informationen selbst von persönlichen Geräten. Auch die Nutzung von spezifischen
nativen Applikationen wird ermöglicht. Allerdings wird das Arbeiten in diesem Um-
feld mit zunehmender Anzahl der Teilnehmer schwierig, da der Winkel, mit dem die
Nutzer auf die Informationen blicken, nicht berücksichtigt wird.
Im Folgenden werden Arbeiten vorgestellt, die einzelne Probleme der Informations-
präsentation in Smart Environments adressieren.
2.2.3. Spezielle Ansätze
2.2.3.1. Bereitstellen der anzuzeigenden Informationen
Für die Bereitstellung von Informationsrepräsentationen für große Displayflächen, für
multiple Displayflächen oder für das Übertragen von Ansichten zu anderen Compu-
tern existieren eine Reihe weiterer Arbeiten. Hier ist ebenfalls die Unterteilung in (1)
Ausnutzung von Betriebssystemspezifischen Eigenschaften, (2) Datenbasierte Infor-
mationsanzeige und (3) Bildbasierte Informationsanzeige zu beobachten.
Betriebssystemspezifischen Informationspräsentation
Bei der Betriebssystemspezifischen Informationsanzeige werden Eigenschaften des
Betriebssystems bei der visuellen Ausgabe gezielt ausgenutzt. Dabei wird bei Linux
das XWindow System [SG86] verwendet und das Rendering der Informationsreprä-
sentationen auf einen anderen Computer umgeleitet (z.B. [BKN05]). Bei Windows hin-
gegen wird GDI (Graphics Device Interface) [GDI13] verwendet. Auch hier werden
graphische Ausgaben zu anderen Computern versendet (z.B. [BBB+08, VDGR99]).
Datenbasierte Informationspräsentation
Bei der Datenbasierten Informationsanzeige werden die Informationsrepräsentatio-
nen auf dem jeweiligen Computer gerendert, an den die darstellende Displayfläche
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angeschlossen ist. Die Informationsanzeige durch andere Geräte im Netzwerk basiert
in der Regel darauf, dass Daten an den anzeigenden Computer verschickt werden und
dort mit Hilfe einer passenden Applikation angezeigt wird. Neben dem bereits vorge-
stellten iRoom [JFW02] gibt es nur wenige Vertreter dieser Art der Informationsanzei-
ge. Hier sind vor allem ARIS [BB04] und Gaia [RHC02b, RHC+02a] und EasyLiving
[BMK+00] zu nennen.
Bildbasierte Informationspräsentation
Bei der Bildbasierten Informationsanzeige werden fertig gerenderte Bilddaten durch
eine spezielle Applikation abgegriffen und über ein Netzwerk an einen anderen Com-
puter versendet, wo die Bilddaten dann dargestellt werden. Hier ist vor allem die
Nutzung von VNC Clients [RSFWH98] weit verbreitet. Neben OpenSource Projek-
ten und kommerziellen Produkten zur Fernwartung (z.B. TightVNC [Tig13], UltraV-
NC [Ult13], RealVNC [Rea13], TeamViewer [Tea13]) werden VNC Clients auch für
die Informationsanzeige in Multi-Display-Umgebungen eingesetzt [WL07, NSY+07,
BFLA02, RSFWH98]).
Für die Auswahl von anzuzeigenden Informationen wird in der Regel versucht, die
Absicht der Nutzer zu berechnen. Grundlegend werden dabei verschiedene Ansätze
verfolgt um zu bestimmen, welche Informationsrepräsentationen bzw. welche Doku-
mente für die Nutzer von Interesse sind.
Ein Ansatz ist es, die Interessen der Nutzer implizit durch die Überwachung der Ab-
sichten zu erkennen [CLWB01]. Ein anderer Ansatz versucht, das Interesse an einem
Dokument anhand eines Profil Managers zu errechnen [BBM+06]. Weiterhin wird auf
Basis einer Agenda das Interesse an Dokumenten erkannt [BWB+11, GK07].
2.2.3.2. Anzeige
Bei der Zuordnung von Informationsrepräsentationen zu einer Displayfläche gibt es
grundsätzlich zwei Möglichkeiten: Interaktiv durch den Nutzer oder automatisch.
Bei der interaktiven Zuordnung wird in der Regel eine Applikation verwendet, mit
deren Hilfe die Zuordnung vorgenommen werden kann. Dabei gibt es drei Arten, die-
se Applikationen zu gestalten: textuell, als Übersichtskarte oder ikonifiziert. Die dabei
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Abbildung 2.8.: Arten der Zuweisung von Informationsrepräsentationen zu Display-
flächen, aus [BB06].
am weitesten verbreitete Art ist die ikonifizierte Darstellung wie z.B. in [BB04]. Diese
ikonifizierte Darstellung (siehe Abbildung 2.8) wurde in einer Studie von Biehl et al.
[BB06] mit den anderen Arten verglichen und als effektivste Art der Zuweisung eva-
luiert. Hier waren sowohl die Geschwindigkeit als auch die kognitive Belastung am
geringsten.
Die automatische Zuordnung von Informationsrepräsentationen zu Displayflächen
wurde in der Literatur bisher wenig betrachtet. Einen ersten Ansatz liefert der Display
Mapper von Heider et al. [Hei09, HK08]. Durch eine Qualitätsfunktion wird die Zuord-
nung von einem Dokument zu einer Displayfläche berechnet. Die Qualitätsfunktion
basiert dabei auf der Position und Blickrichtung der Nutzer, die Position und Ausrich-
tung der Displayflächen und dem Interesse eines Nutzers an den Dokumenten. Eine
Einschränkung ist hier, dass der Suchraum für das optimale Mapping sehr schnell sehr
groß wird. Zudem ist es nur möglich, ein Dokument pro Displayfläche anzuzeigen.
Für die Anordnung von Informationsrepräsentationen auf einer Displayfläche kann
das allgemeine Layout Problem zugrunde gelegt werden. Das allgemeine Layout Pro-
blem ist das Bestimmen einer Anordnung einer beliebigen Menge von nicht über-
lappenden Rechtecken in einem minimalen rechteckigen Raum. Beach [Bea85] zeigte,
dass dieses Problem NP-vollständig ist. Da damit kein effektiver Algorithmus zur Lö-
sung dieses Problems existiert, ist die Herausforderung, Methoden zu entwickeln, die
effektive Layouts entsprechend gewählter Evaluationskriterien generieren [Ali09].
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Die Anordnung (Layout) von verschiedenen Informationsrepräsentationen auf ei-
ner Displayfläche wird in Abschnitt 3.6 genauer behandelt. Dort wird ein problemspe-
zifischer Stand der Forschung vorgestellt.
2.2.4. Interaktion mit den dargestellten Informationen
Grundsätzlich wird in Smart Meeting Rooms der Ansatz verfolgt, eine Interaktion auf
allen Displayflächen und mit allen Darstellungen zu ermöglichen. In der Regel werden
die Maus- und Tastatureingaben per Netzwerk versendet und ausgeführt (z.B. [Wal11,
WJF+09]). Dazu ist es meist notwendig, ein Modell der Anordnung der Displayflächen
zu generieren, wodurch es ermöglicht wird, die räumliche Relation der Displayflächen
zu bestimmen.
Ein weiterer Aspekt der Interaktion ist die direkte Manipulation der Informations-
repräsentationen. Es werden vor allem Themen wie die Annotation von Folien oder
die Umsetzung eines digitalen Whiteboards thematisiert [HBR+09, HBL+06, KI07].
Der Stand der Forschung zur Interaktion in Smart Meeting Rooms wird in Kapi-
tel 4.1 separat behandelt.
2.2.5. Assistenz für die Konfiguration der Anzeige
Im Rahmen von Smart Meeting Rooms werden Assistenzfunktionen eingesetzt, um
den Nutzer bei der Konfiguration der Umgebung zu unterstützen. Im Rahmen der
Informationsanzeige wird in der Regel versucht, den Nutzer bei der interaktiven Kon-
figuration mit intuitiven und leicht zu bedienenden Interfaces zu unterstützen [BB06].
Eine automatische Unterstützung für die Auswahl, Zuordnung und Anordnung
von Informationsrepräsentationen wird dabei in der Literatur nicht sehr stark berück-
sichtigt.
Bei der Auswahl der anzuzeigenden Informationen existieren vor allem Ansätze,
die auf Basis einer vorherigen Planung eine Assistenz während der Ausführung be-
reitstellen. Dabei fokussieren diese Arbeiten in der Regel auf die Unterstützung von
Präsentationen. Hier kann nicht nur die zeitliche Abfolge der Vortragsfolien sondern
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auch die räumliche Verteilung auf verschiedene Displayflächen vorher definiert wer-
den [ZLL+04, KI07]. Es werden auch zusätzliche Funktionalitäten wie die Annotation
von Vortragsfolien [CLB+03] oder die Verbesserung der Lesbarkeit [LKZH05] mit an-
geboten. Eine dynamische Auswahl während z.B. einer Präsentation wird hier aller-
dings nicht thematisiert.
Für eine automatische Zuordnung der Informationsrepräsentationen zu Displayflä-
chen wurde der Display Mapper als erster Ansatz von Heider et al. [Hei09, HK08]
vorgestellt.
Für die Anordnung gibt es eine ganze Reihe von Lösungen, mit deren Hilfe ein Lay-
out verschiedenster Informationsrepräsentationen automatisch erstellt werden kann.
Allerdings wird dies im Rahmen von großen Displayflächen in Smart Meeting Rooms
oder Multi-Display-Umgebungen nur spärlich betrachtet. Einen ersten Ansatz liefert
hier Waldner et al. [WSGS11, Wal11]. In Abschnitt 3.6 werden weitere Ansätze vorge-
stellt, die sich für solche Umgebungen übertragen lassen.
2.2.6. Zusammenfassung und konkretisierte Aufgabenstellung
Für die Informationsdarstellung in Multi-Display-Umgebungen gibt es drei grundle-
gende Klassen von Ansätzen: (1) Ausnutzung von Betriebssystemspezifischen Eigen-
schaften, (2) Datenbasierte Informationsanzeige und (3) Bildbasierte Informationsan-
zeige. Diese haben jeweils ihre spezifischen Vorteile bei der Informationspräsentation.
Bei der Ausnutzung von Betriebssystemspezifischen Eigenschaften ist eine höhere
Flexibilität und Mächtigkeit der Möglichkeiten gegeben. Durch das Eingreifen in das
Betriebssystem können z.B. auch verdeckte oder minimierte Inhalte angezeigt werden.
Die Betriebssystemspezifische Informationsdarstellung hat den Nachteil, dass die
Einbindung von persönlichen und mobilen Geräten nur sehr schwer zu erreichen ist.
In einem typischen Szenario wie es z.B. Encanação und Kirste [EaK05] beschreiben,
in dem alle Nutzer ihren Laptop und ein Nutzer einen Projektor mitbringt, ist eine
Betriebssystemspezifische Informationspräsentation nicht praktikabel. Typischerwei-
se sind die Geräte der Nutzer heterogen, nicht nur bzgl. der Hardware sondern auch
zunehmend bzgl. des verwendeten Betriebssystems. Eine Installation eines neuen Be-
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triebssystems ist in diesem Fall nicht angebracht. Auch die Nutzung mobiler Geräte
wird durch diese Form der Informationspräsentation eingeschränkt. Zum einen sind
im Bereich der Smart Phones und Tablets die Unterschiede in den Betriebssystemen
noch stärker, zum anderen lassen sich die Methoden, die für die Informationspräsen-
tation ausgenutzt wurden, nicht zwangsläufig direkt übertragen.
Bei der Datenbasierten Informationsanzeige werden die jeweiligen Informationsre-
präsentationen direkt für eine spezifische Displayfläche erzeugt. Die erzeugende Ap-
plikation ist direkt an die Displayfläche angebunden und kann so an die Displayfläche
angepasste Darstellungen erzeugen.
Datenbasierte Informationsdarstellungen haben hingegen den Nachteil der Hetero-
genität der verwendeten Applikationen und Daten. Für eine Datenbasierte Informa-
tionsdarstellung ist die Anpassung der Applikation notwendig, mit deren Hilfe die
Informationsrepräsentationen generiert werden sollen. Diese Applikationen müssen
sowohl in die Lage versetzt werden Daten zur Darstellung durch eine andere Applika-
tion zu senden, als auch Daten zu empfangen, um Darstellungen erzeugen zu können.
Damit ist es nicht möglich, proprietäre Software zu verwenden. Auch müssen Appli-
kationen zur Verfügung stehen, die verschiedene Daten verarbeiten können. Somit ist
ebenso eine Anpassung bzgl. der Daten notwendig. Damit ist nicht nur die Anzahl der
nutzbaren Applikationen eingeschränkt sondern es ist auch notwendig, im Vorfeld die
richtige Version auf den Geräten der Nutzer zu installieren.
Die Bildbasierte Informationsdarstellung lässt sich dagegen für die Informations-
präsentation im Smart Meeting Room einsetzen. Durch das Versenden von Bildin-
formationen wird eine Betriebssystemunabhängigkeit ermöglicht. Weiterhin kann da-
durch auch die Nutzung von proprietärer Software gewährleistet werden. Zudem be-
steht eine hohe Flexibilität, die eine ad-hoc Nutzung möglich macht. Ein Eingriff in die
Applikationen ist außerdem nicht notwendig.
Ansätze aus der Literatur, die eine Bildbasierte Informationsdarstellung thematisie-
ren (wie z.B. [BFLA02, WJF+09, WL07], fokussieren allerdings hauptsächlich auf das
zur Verfügung Stellen der technischen Basis. So werden Bildschirminhalte abgegrif-
fen, verschickt und auf einer Displayfläche dargestellt. Eine weitere konzeptionelle
Betrachtung der Informationsrepräsentation findet zumeist nicht statt. Somit werden
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grundsätzliche Fragen wie z.B. das Bereitstellen der anzuzeigenden Informationen
thematisiert, die automatische Assistenz für die Konfiguration der Anzeige der dar-
gestellten Information werden hingegen nur sehr spärlich adressiert.
Auch beschränken sich die Ansätze aus der Literatur auf das Abgreifen der Bildda-
ten durch z.B. modifizierte VNC Clients. Eine weitergehende Integration der Applika-
tionen über z.B. eine API zur Erzeugung der Bilddaten direkt durch die Applikation
wird nicht thematisiert.
Ein weiterer Punkt ist, dass es kaum automatische Assistenz für die Nutzer bei der
Informationsdarstellung gibt. Es wird zumeist eine technische Basis für die Interakti-
on mit den Darstellungen oder der Konfiguration der Anzeige geschaffen. Durch den
Einsatz von ausgefeilten graphischen Interfaces wird dem Nutzer die manuelle Kon-
figuration dann erleichtert [BB06, BB04, PLF+01]. Eine automatische Assistenz, ein-
gebettet in ein Gesamtkonzept für die Informationspräsentation findet sich allerdings
nicht.
Auch eine Anpassung der Anzeige oder der Informationsrepräsentationen selbst
wird nur wenig betrachtet. So steht die Ausnutzung der Informationen, die über den
Nutzer zur Verfügung stehen (z.B. Position, Blickrichtung) erst am Anfang. Ein erster
Ansatz findet sich dafür in [NSY+07]. Hier wird in einer Multi-Display-Umgebung
basierend auf den Positionsdaten eines Nutzers eine perspektivische Entzerrung der
Darstellungen vorgenommen. Ein weiterer Ansatz findet sich in [DKQ13]. Hier wird
auf Basis der Blickrichtung eine spezifische Anpassung der Displayflächen vorgenom-
men, die im peripheren Sichtfeld liegen. Allerdings sind dies einzelne Ansätze, die
nicht konzeptionell im Rahmen eines Gesamtsystems behandelt wurden.
Ziel der vorliegenden Dissertation ist es deshalb, ein Konzept für die Informations-
anzeige in Smart Meeting Rooms zu entwickeln. Dieses Konzept soll dabei insbeson-
dere das Bereitstellen der anzuzeigenden Informationen, die Anzeige der Informati-
onsrepräsentationen, die Interaktion mit den Informationsrepräsentationen und die
Anpassung sowohl der Anzeige als auch des Angezeigten adressieren.
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In diesem Kapitel wird das Smart View Management vorgestellt. Das Smart View Mana-
gement ist ein Konzept zur Informationsdarstellung in Smart Meeting Rooms, in dem
insbesondere die Bereitstellung der anzuzeigenden Informationen und die Anzeige
der Informationsrepräsentationen thematisiert werden.
Im Abschnitt 3.1 werden zunächst die zu adressierenden Probleme beschrieben.
Darauf basierend wird der prinzipielle Lösungsansatz in Abschnitt 3.2 vorgestellt.
Dem folgt eine generelle Übersicht über die Architektur des Smart View Managements,
wobei die funktionalen Komponenten genannt werden und gezeigt wird, wie diese
Komponenten im Smart View Management zusammenarbeiten. In den darauf folgen-
den Abschnitten 3.3 bis 3.6 werden die einzelnen funktionalen Komponenten im De-
tail besprochen. In Abschnitt 3.7 wird dann eine konkrete Anwendung des Smart View
Managements vorgestellt. Eine Zusammenfassung des Kapitels erfolgt in Abschnitt 3.8.
Das Smart View Management wurde auf der Smart Graphics publiziert [RLS11].
3.1. Problembeschreibung
Für die Informationspräsentation in Smart Meeting Rooms gilt es, zwei grundlegende
Problemstellungen zu adressieren:
• Bereitstellen der Informationen.
• Anzeigen der Informationen.
Das Bereitstellen der Informationen bildet die Basis für die Informationspräsenta-
tion in Smart Meeting Rooms. Das grundlegende Problem besteht darin, die Infor-
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mationsrepräsentationen für die Anzeige im Smart Meeting Room zur Verfügung zu
stellen. Dafür lassen sich aus dem Stand der Forschung (vgl. Abschnitt 2.2) drei grund-
legende Kategorien identifizieren: (a) Ausnutzung von Betriebssystemspezifischen Ei-
genschaften, (b) Datenbasierte Informationsanzeige und (c) Bildbasierte Informations-
anzeige.
Eine Voraussetzung für die Informationspräsentation in Smart Meeting Rooms ist
die ad-hoc Nutzung von privaten Geräten. Dafür ist es notwendig, Informationsreprä-
sentationen unabhängig vom Betriebssystem oder anderen Anforderungen an Hard-
und Software an persönlichen Geräten zu erzeugen und diese für die Anzeige be-
reitzustellen. Aus diesem Grund wird in der vorliegenden Arbeit die Bildbasierte In-
formationsdarstellung verwendet, da sie nicht spezifische Software wie bei der Da-
tenbasierten Informationsanzeige oder ein spezielles Betriebssystem wie bei der Be-
triebssystemspezifischen Informationsdarstellung voraussetzt (vgl. Abschnitt 2.2.6).
Deshalb ist es notwendig, in Abschnitt 3.3 das Problem zu behandeln, wie Informa-
tionsrepräsentationen dem Smart Meeting Room zur Anzeige zur Verfügung gestellt
werden.
Für die Übertragung der Informationsrepräsentationen ist es erforderlich, diese zu
komprimieren. Die Komprimierung dient dem Ziel, Bandbreite im Netzwerk zu spa-
ren und damit die Übertragungsgeschwindigkeit zu erhöhen bei gleichzeitigem Er-
halt der Darstellungsqualität. Da im Rahmen dieser Arbeit die Bildbasierte Informa-
tionsdarstellung verwendet wird, ist es für die Übertragung notwendig, Bilddaten zu
komprimieren. Zur Komprimierung von Bilddaten existieren verschiedenste Verfah-
ren und Standards. Durch den Einsatz von Komprimierungsverfahren soll in der Bild-
basierten Informationsdarstellung erreicht werden, dass Informationen bei geringst-
möglicher Netzwerklast schnell angezeigt werden. Deshalb empfiehlt es sich, nicht
nur die Kompressionsrate als Kriterium heranzuziehen, sondern ein Verfahren zu nut-
zen, dessen inhärente Eigenschaften diese Anforderung unterstützt. Darum wird im
Abschnitt 3.3 ebenfalls das Problem der Kompression der Informationsrepräsentatio-
nen diskutiert.
Ein weiteres Problem beim Bereitstellen der Informationen ist die Beschreibung der
bereitgestellten Informationsrepräsentationen. Diese Beschreibung stellt die Grundla-
ge für die automatische Anzeige der Informationen dar. Um entscheiden zu können,
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wie die Informationen angezeigt werden sollen, ist konkretes Wissen notwendig, um
individuelle Eigenschaften bei der Anzeige berücksichtigen zu können, z.B. um zu
entscheiden, welche Informationen gemeinsam angezeigt werden sollen. Aus diesem
Grund wird in Abschnitt 3.3 das Problem der Beschreibung von Informationen disku-
tiert und in Abschnitt 3.4 das Zusammenfassen von Informationen als Grundlage für
eine gemeinsame Anzeige beschrieben.
Die Anzeige von Informationen darin, eine Informationsrepräsentation auf einer
Displayfläche auszugeben. In der klassischen Desktop Umgebung stellt dies kein Pro-
blem dar, da eine direkte Kopplung zwischen erzeugendem Gerät und Displayfläche
besteht. Im Smart Meeting Room hingegen wird dies zu einem Problem.
In einer Multi-Display-Umgebung muss eine Displayfläche ausgewählt werden, auf
dem die Informationen angezeigt werden sollen. In der bisherigen Literatur werden
für die Auswahl der Displayflächen im Allgemeinen interaktive Methoden verwendet.
Ein integraler Bestandteil von Smart Meeting Rooms ist es aber, die Nutzer bei ihrer
Arbeit zu unterstützen [AEa06, C+98]. Dafür ist es wünschenswert, den Nutzern den
Aufwand bei der Konfiguration abzunehmen und durch automatische Assistenz die
manuelle Konfiguration zu ersetzen oder zumindest wesentlich zu erleichtern.
Das Problem, das es an dieser Stelle zu lösen gilt, ist eine automatische Zuordnung
der Informationsrepräsentationen zu den verschiedenen Displayflächen zu erreichen.
Die Herausforderung, auf Basis der Beschreibung der Informationen und der Eigen-
schaften von Raum (z.B. Positionen der Displayflächen, Größe der Displayflächen)
und Nutzer (z.B. Position, Blickrichtung) eine automatische Zuordnung zu erreichen,
wird in Abschnitt 3.5 thematisiert.
Eine weitere zu lösende Aufgabe bei der Anzeige ist, dass die Anzahl der anzuzei-
genden Informationen im Smart Meeting Room nicht durch die Anzahl der vorhan-
denen Displayflächen beschränkt ist. Es kommt häufig vor, dass mehr Darstellungen
angezeigt werden sollen, als Displayflächen zur Verfügung stehen. Darum ist es er-
forderlich, multiple Informationen auf einer Displayfläche anzuzeigen und diese au-
ßerdem automatisch auf den Displayflächen anzuordnen. Das ist auch der Fall, wenn
multiple Informationen verschiedenster Applikationen dicht beieinander und damit
auf einer Displayfläche angezeigt werden sollen, selbst wenn mehr Displayflächen zur
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Verfügung stehen. So kann die Zusammengehörigkeit von Informationen berücksich-
tigt und damit z.B. das Vergleichen von Informationen erleichtert werden. In Abschnitt
3.6 wird deshalb diskutiert, wie verschiedene Informationen auf einer Displayfläche
angezeigt werden und mittels automatischem Layout Mechanismus angeordnet wer-
den können.
Für die Informationspräsentation müssen also zwei grundlegende Probleme gelöst
werden: (1) Bereitstellen und (2) automatisches Anzeigen von Informationen. Dafür
bedarf es geeigneter Strategien, um Informationsrepräsentationen zur Verfügung zu
stellen, zu beschreiben und zusammenzufassen. Um eine automatische Anzeige der
Informationen zu erreichen, werden Lösungen für die automatische Konfiguration der
Anzeige, also der automatischen Zuweisung der Informationen zu den Displayflächen
und der automatischen Anordnung multipler Informationen auf einer Displayfläche,
benötigt.
3.2. Prinzipieller Lösungsansatz
Die grundsätzliche Lösungsidee für die Informationspräsentation in Smart Meeting
Rooms ist, die visuellen Ausgaben von Applikationen, also die Informationsrepräsen-
tationen, die von den jeweiligen Applikationen erzeugt werden, dynamisch zu ver-
knüpfen und die Anzeige dieser Informationsrepräsentationen automatisch zu konfi-
gurieren. Damit kann eine einheitliche Informationsanzeige verschiedenster Applika-
tionen erreicht werden, ohne die Applikationen auf Daten- oder Funktionslevel ver-
schneiden zu müssen.
Zur Beschreibung der visuellen Ausgaben, die von Applikationen erzeugt werden,
soll im Rahmen dieser Arbeit der Begriff View definiert werden. Eine View bezeich-
net dabei jegliche darstellbare Informationsrepräsentation (Text, Visualisierung, Bild,
Präsentation, . . . ).
Um die Probleme der Informationspräsentation zu adressieren (vgl. Abschnitt 3.1),
wurde das Smart View Management entwickelt. Durch das Smart View Management wer-
den die vier grundsätzlichen Teilprobleme für die Informationspräsentation in Smart
Meeting Rooms adressiert: (1) Generierung und Beschreibung von Views als Grund-
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Abbildung 3.1.: Grundlegende Architektur des Smart View Managements. Views werden
von multiplen Applikationen auf verschiedenen Geräten generiert.
Durch die Interaktive View Package Generierung wird der Zusammen-
hang der Views mittels View Packages definiert. Auf Basis der Views,
ihrer View Description, der View Packages und ihrer View Package Des-
cription und unter Zuhilfenahme von Informationen über die Nutzer
(Position, Blickrichtung) sowie Informationen über den Raum (z.B.
Position der Leinwände) werden die Views automatisch verschiede-
nen Displayflächen mittels Smart Display Mapping zugewiesen. Diese
Views werden dann mittels Metarenderer und Smart View Layout auto-
matisch auf den jeweiligen Displayflächen angeordnet und angezeigt.
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lage für das Bereitstellen der Informationen, (2) Definition und Beschreibung der Zu-
sammengehörigkeit von Views, (3) automatische Zuweisung von Views zu den Dis-
playflächen und (4) automatisches Anordnen von Views auf einer Displayfläche.
Die grundlegende Architektur des Smart View Managements und damit der Zusam-
menhang bei der Adressierung der Teilprobleme ist in Abbildung 3.1 dargestellt. Im
Folgenden werden die einzelnen Teilprobleme beschrieben und der Zusammenhang
an der Architektur gezeigt.
(1) Generierung von Views: Hierzu gehören drei grundsätzliche Schritte:
1. Erzeugung der View interaktiv durch den Nutzer am persönlichen Gerät.
Dafür werden sowohl Applikationen in die Lage versetzt, Views direkt zu
generieren, als auch die Möglichkeit geschaffen, proprietäre Applikationen
zur Erzeugung von Views zu nutzen.
2. Erstellen der View Description für die automatische Steuerung der Anzeige.
Diese View Descriptions können sowohl automatisch durch die Applikatio-
nen abgeleitet als auch interaktiv durch den Nutzer festgelegt werden.
3. Kodierung der Views mit JPEG2000. Durch die automatische Kodierung der
Views mit JPEG2000 können zum einen die zu übertragenden Bilddaten re-
duziert und zum anderen eine flexible Dekodierung verschiedener Auflö-
sungen ermöglicht werden.
Durch diese drei Schritte werden Views für die Anzeige bereitgestellt und durch
View Descriptions so beschrieben, dass dies die Basis für die automatische Konfi-
guration der Anzeige liefert (siehe Abbildung 3.1 Markierung (A)). Die spezifi-
sche Auseinandersetzung mit dem Problem der View Generierung findet sich in
Abschnitt 3.3.
(2) Definition der Zusammengehörigkeit von Views: Um die Zusammengehörigkeit
von Views zu definieren, wird es dem Nutzer ermöglicht, Views interaktiv zu
View Packages zusammenzufassen. View Packages repräsentieren eine Menge von
Views und erlauben es, eine gemeinsame Anzeige dieser Views zu gewährleisten.
Die View Packages werden durch View Package Descriptions beschrieben.
40
3.3. View Generierung
Die View Packages, die darin enthaltenen Views und die View Package Descriptions
bilden die Basis für die automatische Anzeige der Informationen (siehe Abbil-
dung 3.1 Markierung (B)). Dies wird in Abschnitt 3.4 genauer behandelt.
(3) Zuweisung von Views zu den Displayflächen: Dieser Schritt erfolgt automatisch,
d.h. es wird automatisch bestimmt, auf welcher Displayfläche welche Views an-
gezeigt werden sollen. Dazu wurde das sogenannte Smart Display Mapping ent-
wickelt. Auf Basis der Views, ihrer jeweiligen View Description, der Zusammenfas-
sung von Views zu View Packages, der jeweiligen View Package Description, sowie
der Eigenschaften der Nutzer (Position, Blickrichtung) und des Smart Meeting
Rooms (z.B. welcher Beamer ist aktiv, welche Leinwand steht zur Verfügung)
wird eine automatische Zuordnung von Views zu Displayflächen vorgenommen
(siehe Abbildung 3.1 Markierung (C)). Eine Ausführliche Betrachtung des Dis-
play Mappings findet sich in Abschnitt 3.5.
(4) Anordnen von Views auf einer Displayfläche: Zur Anzeige multipler Views auf ei-
ner Displayfläche ist ein Mechanismus erforderlich, mit dessen Hilfe Views von
unterschiedlichen Quellen gemeinsam angezeigt werden können. Dafür wird
ein sogenannter Metarenderer verwendet. Hier werden die Bilddaten der anzu-
zeigenden Views gesammelt und durch automatische Layoutmechanismen auf
der Displayfläche angeordnet (siehe Abbildung 3.1 Markierung (D)). Die An-
ordnung von Views wird in Abschnitt 3.6 näher erläutert.
Im Folgenden (Abschnitte 3.3 bis 3.6) werden die Lösungen der Teilprobleme der In-
formationspräsentation in Smart Meeting Rooms behandelt, die im Rahmen des Smart
View Managements entwickelt wurden. Jeder Abschnitt endet dabei mit einer Zusam-
menfassung der vorangegangenen Schritte. Die Zusammenfassung wird jeweils mit
einem durchgängigen Beispiel illustriert (Abbildungen 3.2, 3.3, 3.5, 3.9 und 3.14).
3.3. View Generierung
Die Generierung von Views besteht aus drei grundsätzlichen Schritten: (1) Erzeugung
der Views am persönlichen Gerät, (2) Kodierung der Views mit JPEG2000 und (3) Er-
stellen von View Descriptions zum Beschreiben der Views.
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Die Erzeugung der Views in Smart Meeting Rooms muss verschiedenste Anfor-
derungen erfüllen. Views müssen ad-hoc auf privaten Geräten erzeugt werden kön-
nen. Die Erzeugung der Views sollte betriebssystemunabhängig erfolgen, damit eine
Vielzahl verschiedenster Geräte unterstützt werden kann. Die View Erzeugung soll-
te zudem weitestgehend unabhängig von Hard- und Software sein und somit auch
proprietäre Applikationen mit einschließen.
Weiterhin ist es wünschenswert, Views erzeugen zu können, selbst wenn sie auf dem
persönlichen Gerät minimiert oder verdeckt sind. Dadurch wird es ermöglicht, die
private Displayfläche weiterhin zu nutzen, ohne Fläche für die Erzeugung von Views
reservieren zu müssen. Das Arbeiten der Nutzer an den privaten Geräten würde so
nicht beeinflusst werden.
Außerdem ist es von Vorteil, Views nativ für die Anzeige zu erzeugen. So kann z.B.
die Auflösung einer View so angepasst werden, dass sie der Darstellung bei der An-
zeige entspricht und keine Skalierung vorgenommen werden muss.
Um diese Anforderungen erfüllen zu können, wurden im Rahmen dieser Arbeit
zwei Optionen für die Erzeugung von Views entwickelt: (1) die ad-hoc View Erzeugung,
mit der eine unmittelbare Erzeugung von Views selbst mit proprietären Applikationen
gewährleistet wird und (2) die API View Erzeugung, mit der die verdeckte Erzeugung
von Views und die native Erzeugung bzgl. der Anforderungen der Anzeige realisiert
werden können. Diese beiden Optionen werden im Folgenden genauer beschrieben.
Ad-hoc View Erzeugung: Durch die ad-hoc View Erzeugung werden Views auf Bilde-
bene bereitgestellt, ohne Applikationen modifizieren zu müssen. Auf diese Art
und Weise kann selbst proprietäre Software ohne Anpassung für die Generie-
rung von Views verwendet werden. Dafür markiert der Nutzer mit Hilfe eines
sogenannten View Grabber einen rechteckigen Ausschnitt auf der Bildschirmflä-
che eines persönlichen Gerätes. Dieser Bereich wird dann als View bereitgestellt,
indem die Bilddaten dieses Ausschnitts der persönlichen Displayfläche als Bild-
strom über das Netzwerk versendet werden. Von einem Gerät kann mittels ad-
hoc View Erzeugung eine beliebige Anzahl verschiedener Views erzeugt werden.
Diese Option entspricht der Bildbasierten Informationsanzeige, ermöglicht es al-
lerdings, nur Ausschnitte der privaten Displayfläche als Views bereitzustellen
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API View Erzeugung: Die API View Erzeugung benötigt eine Anpassung der informati-
onsanzeigenden Applikation. Mittels einer bereitgestellten API (Schnittstelle zur
Anwendungsprogrammierung) erzeugt die Applikation die Bilddaten der View
selbstständig, ohne dass diese von einem View Grabber zusätzlich erfasst werden
müssen. Damit wird die View Erzeugung direkt an die Generierung der Informa-
tionsrepräsentation durch eine Applikation gekoppelt.
Diese Art der View Erzeugung benötigt im Gegensatz zur ad-hoc View Erzeugung
einen geringen zusätzlichen Implementationsaufwand. Die zur Verfügung ge-
stellte API muss in der Applikation eingebunden werden. Dazu müssen ledig-
lich die zur View gehörenden Bilddaten an eine vorher initialisierte Schnittstelle
übermittelt werden. Die API bietet dann die Funktionalität, aus diesen automati-
schen Bilddaten eine View zu erzeugen. Das ermöglicht es der Applikation, eine
View zu generieren, ohne diese zusätzlich auf der Displayfläche des privaten Ge-
rätes anzeigen zu müssen. Weiterhin wird durch die Nutzung der API die Mög-
lichkeit für eine Applikation geschaffen, multiple native Auflösungen einer View
zu erzeugen und diese der Anzeige bereitzustellen.
Die API View Erzeugung ermöglicht die Erzeugung von Views, die nicht auf dem
persönlichen Gerät angezeigt werden müssen. Somit kann mit einem persönli-
chen Gerät eine Vielzahl verschiedener Views von verschiedenen Applikationen
erzeugt werden, ohne dass alle Views auch auf diesem Gerät angezeigt werden
müssen. Der Nutzer kann dadurch mit seinem Gerät weiterarbeiten, ohne durch
die View Erzeugung eingeschränkt zu werden. Darüber hinaus können durch die
API View Erzeugung Views in multiplen Auflösungen erzeugt werden, die dann
für die Anzeige dynamisch ausgewählt werden können.
Das Ergebnis beider Optionen der View Erzeugung ist ein View, der dem Smart View
Management für die Anzeige zur Verfügung gestellt wird. Beide Optionen der View
Erzeugung können dabei simultan verwendet werden, d.h. es lassen sich Views mit
beiden Optionen simultan auf multiplen persönlichen Geräten generieren.
Im nächsten Schritt werden die erzeugten Views mit dem JPEG2000 Standard kom-
primiert. Durch den Einsatz eines Komprimierungsverfahrens wird Bandbreite im
Netzwerk gespart und damit die Übertragungsgeschwindigkeit erhöht.
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Der JPEG2000 Standard bietet die entscheidende Funktionalität, eine hierarchische
Multilevel Repräsentation der View erzeugen zu können [Ros06] (siehe Abbildung
3.3a). Damit liefert JPEG2000 nicht nur eine gute Kompression der Bilddaten, sondern
bringt zusätzliche Vorteile für die Informationspräsentation: (1) eine flexible Skalie-
rung (in 2er Potenzen), (2) eine schnelle Vorschau und (3) eine interaktive Verfeinerung
von Bereichen von Interesse.
Der JPEG2000 Standard ermöglicht eine flexible Dekodierung der Bilddaten. Da-
durch lassen sich multiple Repräsentationen mit verschiedenen Auflösungen (in 2er
Potenzen der ursprünglichen Auflösung) aus einer enkodierten View extrahieren, so
dass die Größe der Views bei der Anordnung auf der Displayfläche entsprechend an-
gepasst werden kann. Neben der guten Kompression, kann auch Bandbreite bei der
Übertragung gespart werden. Für eine neue Auflösung muss die View nicht neu ge-
neriert, übertragen und angezeigt werden, sondern lässt sich aus der ursprünglich
enkodierten View extrahieren.
Eine Enkodierung der Views mit JPEG2000 erlaubt es weiterhin, Views progressiv
zu übertragen. Dadurch kann eine Vorschau der View angezeigt werden, bevor die
vollständigen Bilddaten übertragen wurden. Damit lässt sich eine schnelle Anzeige
selbst bei sehr großen Bildern ermöglichen.
Die Nutzung von JPEG2000 erlaubt darüber hinaus die interaktive Manipulation
der Views. So kann z.B. ein spezifischer Bereich von Interesse selektiert und in höherer
Auflösung angezeigt werden. Auch dazu ist es nicht notwendig, eine neue View zu
erzeugen und zu übertragen.
Wegen dieser Möglichkeit der flexiblen Dekodierung eignet sich JPEG2000 als Kom-
pressionsstandard für den Einsatz im Rahmen des Smart View Management. Durch sei-
ne zusätzlichen Eigenschaften lassen sich Übertragungen von Views einsparen bzw.
Views flexibel anzeigen. Darüber hinaus bereitet JPEG2000 auch die Grundlage für in-
teraktive Anpassungen der Anzeige (Abschnitt 4.3) und des Angezeigten (vgl. Ab-
schnitt 4.4).
Das Erstellen der View Descriptions zur Beschreibung der Views ist der nächste
Schritt der View Generierung. Mit Hilfe der View Descriptions werden die Views für die
weitere Verwendung beschrieben. Eine View Description hat zwei wesentliche Funk-
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tionen: (1) Bereitstellen von Informationen für die Konfiguration der Anzeige und (2)
Unterstützen technischer Anforderungen der Anzeige.
Um diese beiden Funktionen der View Description zu unterstützen, wurden zwei
Kategorien der Beschreibung definiert: (1) Informationen über Eigenschaften der View
und (2) Informationen über die Erzeugung der View. Die Aspekte dieser Kategorien
werden im Folgenden beschrieben.
Eigenschaften: Die Eigenschaften von Views werden für die spätere Anzeige verwen-
det, insbesondere die Anordnung der Views auf den Displayflächen (vgl. Ab-
schnitt 3.6). Zur Unterstützung der Generierung eines automatischen Layouts
wurden drei grundlegende Eigenschaften identifiziert:
Quellauflösung Die Quellauflösung ist die Auflösung einer View, in der sie er-
zeugt wurde. Bei der Anzeige entspricht diese Auflösung der bevorzugten
Auflösung für die Darstellung.
Zielauflösungen Die Zielauflösungen sind eine Menge von Auflösungen, die
aus der JPEG2000 enkodierten View dekodiert werden können. Damit ge-
ben die Zielauflösungen die darstellbaren Auflösungen der View an.
Seitenverhältnis Das Seitenverhältnis gibt das Verhältnis von Breite zu Höhe
einer View an.
Mit Hilfe dieser drei Eigenschaften lassen sich die möglichen Darstellungsfor-
men einer View ableiten, die für eine automatische Anordnung erforderlich sind.
Erzeugung: Informationen über die Erzeugung der View sind Voraussetzung für die
technische Umsetzung der Anzeige. So ist es für die Anzeige notwendig zu wis-
sen, welches Gerät die View generiert hat und wie die View über das Netzwerk
abgerufen werden kann. Diese Informationen sind auch für die Interaktion mit
den Views notwendig (siehe Abschnitt 4). Folgende Informationen über die Er-
zeugung werden dafür verwendet:
ID Jeder View wird eine eindeutige Identifikationsnummer zugeordnet. Durch
diese Nummer lässt sich eine View stets eindeutig identifizieren.
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Gerät Hiermit wird die Netzwerkschnittstelle des View generierenden Geräts
angegeben. Dazu gehören die IP (Internet Protokoll) Adresse und der Netz-
werk Port, auf dem die View versendet wird.
Option der Erzeugung Die Option der Erzeugung gibt an, mit welcher Option
der View Erzeugung (ad-hoc View Erzeugung oder API View Erzeugung) die
View generiert wurde.
Diese Informationen über die Erzeugung der View werden verwendet, um stets
auf die View technisch zugreifen zu können. Die View Description für alle Views
besteht aus den beiden Informationen über Eigenschaften und Erzeugung und
werden stets automatisch erstellt.
Darüber hinaus liefert die API View Erzeugung die Möglichkeit, das Generieren
der Bilddaten und das Erzeugen der Views direkt miteinander zu koppeln. Die-
se Option erlaubt es, weitere Informationen den View Descriptions hinzuzufügen.
Auf diese Art und Weise kann auch der Inhalt der View beschrieben werden.
Im Rahmen der Visualisierung können somit z.B. der zugrunde liegende Daten-
satz, die angezeigten Attribute und die verwendete Visualisierungstechnik als
Beschreibung mit angefügt werden.
Mittels View Generierung werden Views, erzeugt von verschiedenen Geräten und Ap-
plikationen, bereitgestellt (siehe Abbildung 3.2). Diese Views sind mit JPEG2000 enko-
diert und mittels View Descriptions beschrieben (siehe Abbildung 3.3), was zum einen
eine schnelle Übertragung über das Netzwerk und zum anderen eine flexible Skalie-
rung durch die Dekodierung ermöglicht.
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(a) Multiple Geräte mit multiplen Applikationen von verschiedenen Nutzern.
(b) Durch multiple Geräte, Applikationen und Nutzer generierte Views.
Abbildung 3.2.: Abbildung (a) zeigt eine Ausgangssituation im Smart Meeting Room.
Multiple Geräte mit multiplen Applikationen von verschiedenen Nut-
zern sollen zur Bereitstellung von Views verwendet werden. Abbil-
dung (b) zeigt die Erzeugung der Views von multiplen Geräten und
Applikationen.
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(a) JPEG2000 kodierte Views mit hierarchischer Multilevel Repräsentation.
(b) Durch View Descriptions angereicherte Views.
Abbildung 3.3.: Abbildung (a) zeigt die Erzeugung der hierarchischen Multilevel Be-
schreibung durch die Kodierung mit JPEG2000 und Abbildung (b), die
Anreicherung der Views mit View Descriptions.
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View Packages beschreiben eine Menge von zusammengehörenden Views. Das Wissen
über diese Zusammengehörigkeit und die Beschreibung der View Packages mittels View
Package Descriptions bilden die Grundlage für die automatische Anzeige der Views, spe-
zifisch die Zuweisung der Views zu den Displayflächen (siehe Abschnitt 3.5).
Für die Beschreibung der Zusammengehörigkeit von Views wäre eine automatisier-
te Generierung von View Packages und View Package Descriptions wünschenswert. Ent-
sprechende Einflussfaktoren können aktuell allerdings nicht in Echtzeit durch ein au-
tomatisches System berücksichtigt werden. Die automatische Generierung ist etwa ab-
hängig vom Szenario, von der Anwendung und nicht zuletzt von den darzustellenden
Informationen. Diese Faktoren lassen sich alle im Vornherein nicht immer so beschrei-
ben, dass eine automatische Auswertung erfolgen kann. Deshalb wird im Rahmen
dieser Arbeit ein interaktiver Ansatz genutzt, der dem Nutzer die volle Kontrolle über
die Generierung von View Packages und der View Package Descriptions gewährt.
Der im Rahmen des Smart View Managements verwendete interaktive Ansatz bietet
dem Nutzer ein graphisches Interface, welches es erlaubt, die View Packages zusam-
menzustellen (siehe Abbildung 3.4). Dieses Interface zeigt auf der linken Seite eine
Vorschau auf die generierten Views (Abbildung 3.4 (A)). Diese Views können dann per
drag-and-drop Interaktion zu den rechts dargestellten View Packages hinzugefügt oder
neue View Packages können erzeugt werden (Abbildung 3.4 (B)). Weiterhin können die
aktuellen Views und View Packages geladen und die aktuell zusammengestellte Konfi-
guration angewendet werden (Abbildung 3.4 (C)).
Zur Beschreibung der View Packages werden View Package Descriptions verwendet.
Basierend auf den Anforderungen der Anzeige werden die View Package Descriptions
in zwei Kategorien geteilt. Die erste Anforderung ist, dass der Ort der Anzeige den Be-
dürfnissen der Nutzer in ihrem aktuellen Szenario entspricht. Die zweite Anforderung
ist, in der Anzeige die Aufgaben zu unterstützen, die mit den Views des View Packages
erledigt werden sollen. Daher ergeben sich die beiden Kategorien: (1) Szenario und (2)
Aufgabe. Diese Kategorien erheben nicht den Anspruch auf Vollständigkeit, spiegeln
aber die typischen Aspekte eines Smart Meeting Rooms wider.
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Abbildung 3.4.: Das grafische User Interface (GUI) für die Erzeugung der View Packa-
ges. Links (Markierung A) werden die zur Verfügung stehenden Views
als Miniatur angezeigt. Auf der rechten Seite (Markierung B) werden
die View Packages angezeigt. Diese können mittels drag-and-drop In-
teraktion erstellt und manipuliert werden. Mittels Schaltflächen an der
oberen rechten Ecke jedes View Packages lassen sich die View Package
Descriptions bearbeiten bzw. View Packages löschen. Oben (Markierung
C) kann die Ansicht der Views und der View Packages aktualisiert bzw.
angewendet werden.
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Szenario (Präsentation, Diskussion) Das Szenario, in dem Nutzer eines Smart Mee-
ting Rooms arbeiten, ist wichtig für die Konfiguration der Anzeige. Grundsätz-
lich lassen sich hier zwei verschiedene Arten des Arbeitens unterscheiden. Einer-
seits kann ein Nutzer im Mittelpunkt des Interesses stehen. Dieser Nutzer ver-
mittelt als Presenter Informationen oder leitet einen Erkenntnis- oder Meinungs-
austausch. Dieses Szenario lässt sich mit dem Begriff Präsentation beschreiben.
Andererseits kann es sein, dass kein spezifischer Nutzer im Mittelpunkt steht,
sondern ein gleichberechtigter Austausch stattfindet. Dieses Szenario lässt sich
mit dem Begriff Diskussion beschreiben. Das entsprechende Szenario hat dabei
jeweils Anforderungen an die Anzeige von Views. Bei einer Präsentation ist es
wichtig, dass die Views dicht beim Presenter angezeigt werden und nicht beliebig
im Raum verteilt sind. Bei der Diskussion hingegen ist es lediglich notwendig,
dass alle Views für alle Nutzer gut sichtbar sind.
Aufgabe (präsentieren, vergleichen) Die Aufgabe, für die ein View Package verwendet
wird, ist ebenfalls wichtig für die Anzeige. Es ist vor allem entscheidend, ob die
Views eines View Packages einzeln genutzt werden sollen, um z.B. relevante Infor-
mationen aus der Darstellung zu extrahieren, oder ob Views gemeinsam genutzt
werden sollen, z.B. beim Vergleichen der Inhalte von Views. Bei der einzelnen
Nutzung wird an die Anzeige lediglich die Anforderung gestellt, die View auf
einer Displayfläche darzustellen. Diese Aufgabe wird als Präsentieren bezeich-
net. Bei der Aufgabe des Vergleichens hingegen, wird durch die inhaltliche Nähe
dieser Views auch eine räumliche Nähe bei der Anzeige gefordert, da dies den
Vergleich erheblich erleichtert.
Das Resultat nach der View Package Erstellung ist die vollständige Bereitstellung der
Views für die Anzeige (siehe Abbildung 3.5). Die Views wurden durch API View Er-
zeugung von Applikationen oder durch die ad-hoc View Erzeugung mittels View Grab-
ber erzeugt und durch View Descriptions beschrieben. Die Zusammengehörigkeit von
Views wurde durch View Packages und den dazugehörenden View Package Descriptions
beschrieben. Darauf aufbauend wird nun in den folgenden Abschnitten die automati-
sche Anzeige thematisiert.
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Abbildung 3.5.: Diese Abbildung zeigt die Gruppierung der vorher generierten Views
(siehe Abbildungen 3.2 und 3.3) in View Packages und die Definition
der View Package Descriptions. Die View Packages sind dabei in dem
Szenario Präsentation. Das obere View Package ist für das Präsentie-
ren konfiguriert, während das untere View Package für den Vergleich
konfiguriert wurde.
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Der erste Schritt bei der Anzeige der Views ist die Zuweisung der Views zu den vorhan-
denen Displayflächen. In der gängigen Literatur wird dies in der Regel durch die inter-
aktive Zuweisung mittels einer graphischen Nutzerschnittstelle realisiert (vgl. Kapitel
2.2.3.2). Eine automatische Zuordnung der Views zu den Displayflächen ermöglicht es
hingegen, den Nutzer zu unterstützen, indem ihm die Arbeit für die Konfiguration
abgenommen wird.
Die Problemstellung ist nun, auf Basis des Wissens über die anzuzeigenden Views,
über die Nutzer und den Smart Meeting Room eine Zuweisung der Views zu den Dis-
playflächen zu finden, um die Arbeit der Nutzer zu unterstützen.
Um dieses Problem zu adressieren, wurde das Smart Display Mapping entwickelt.
Es basiert auf dem in [HK08] und [Hei09] vorgeschlagenen Display Mapping, erwei-
tert dieses jedoch durch entscheidende Punkte in Bezug auf (1) die Nutzung multipler
Views auf einer Displayfläche, (2) die Umsetzung der View Package Description für die
Konfiguration der Anzeige und (3) die Qualitätsberechnung eines Display Mappings.
In den folgenden Abschnitten wird zuerst der grundlegende Ansatz von Heider et al.
vorgestellt. Anschließend werden die im Rahmen dieser Arbeit entwickelten Erweite-
rungen beschrieben, die teilweise auf Arbeiten von Martin Luboschik basieren.
3.5.1. Display Mapping - grundlegender Ansatz
Heider definiert das Display Mapping in [Hei09] als die Zuordnung von Dokumenten
zu Displayflächen. Seien dabei D und Y die Mengen von Dokumenten und Display-
flächen, dann ist ein Display Mapping m definiert als Funktion m : D → P(Y). Diese
Funktion weist jeweils ein Dokument der Menge D einer Menge von Displayflächen
P(Y) zu. Das heißt, für ein gegebenes Dokument d ∈ D ergibt m(d) ∈ P(Y) die Menge
von Displayflächen, denen d zugeordnet ist.
Hier ist allerdings zu beachten, dass beim Ansatz von Heider zwar ein Dokument
multiplen Displayflächen zugeordnet werden kann, die Zuordnung von multiplen Do-
kumenten zu nur einer Displayfläche jedoch nicht möglich ist.
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Das Finden eines Mappings mit einer hohen “Qualität” kann nun als Optimierungs-
problem aufgefasst werden. Die Qualität eines Mappings m bei gegebenem vorherigen
Mapping m0 wird dann mit Hilfe der Funktion q(m, m0) berechnet:
q(m, m0) = αqs(m) + βqt(m, m0) + γqp(m) (3.1)
Mit Hilfe der von Heider vorgeschlagenen Mappingfunktion wird die Gesamtquali-
tät des Display Mappings mittels Linearkombination dreier heuristischer Qualitätsma-
ße berechnet: der räumlichen Qualität (qs), der Qualität der zeitlichen Kontinuität (qt)
und der Qualität der semantischen Nähe (qp). Die verschiedenen Qualitätsmaße sind
dabei gewichtet, um den Einfluss der drei Komponenten zu balancieren (α, β,γe[0..1]).
Hierbei bezeichnet die räumliche Qualität (qs) die Sichtbarkeit der angezeigten Doku-
mente für alle Nutzer. Die zeitliche Kontinuität (qt) wird verwendet, um keine schnel-
len Änderungen in den Mappings zu erhalten, denn ein Wechsel der Mappings in
sehr kurzen Abständen mit allerdings marginalen Qualitätsverbesserungen ist für die
Nutzer sehr verwirrend. Die Qualität der semantischen Nähe (qp) bezeichnet dabei, dass
Dokumente, die inhaltlich zusammen gehören, auch in räumlicher Nähe zueinander
angezeigt werden sollten. Heider hat in seinen Arbeiten dafür keine explizite Lösung
erarbeitet und nutzt die semantische Nähe als Platzhalter für eine spätere Umsetzung.
Heider schlägt für die Gewichte folgende Werte vor: α = 1 und β = 0, 1. Für γ
wird kein Wert vorgeschlagen, da die semantischen Nähe (qp) der Dokumente nicht
bekannt war.
Diese Qualitätsfunktion gilt es im Display Mapping zu maximieren. Heider zeigt in
[Hei09], dass es sich hierbei um ein NP-hartes Problem handelt und nutzt daher einen
verteilten Greedy-Algorithmus, um zufällige Mappings zu erzeugen. Diese werden
dann mit Hilfe der Qualitätsfunktion bewertet, um das Optimum zu finden.
3.5.2. Erweiterungen
Im Folgenden wird die Anzeige von Dokumenten verallgemeinert und auf die Anzei-
ge von Views bezogen, weshalb folgend die Bezeichnung Views anstelle von Dokument
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verwendet wird. Dies gewährleistet nicht nur eine konstante Bezeichnung innerhalb
der gesamten Arbeit, sondern verdeutlicht auch die Zunahme der Dynamik bei der
Anzeige von Informationen. Während im ursprünglichen Ansatz von Heider der Be-
griff Dokument verwendet wird, stellt eine View ein sehr viel umfangreicheres Kon-
zept dar. Views symbolisieren nicht nur statische, vorberechnete Ansichten, sondern
schließen auch dynamisch erzeugten Inhalt mit ein.
Im Rahmen des Smart View Managements wurden drei grundsätzliche Erweiterun-
gen des ursprünglichen Display Mappings vorgenommen:
1. Realisierung multipler Views auf einer Displayfläche.
2. Umsetzung des semantischen Zusammenhangs durch Berücksichtigung der
View Packages und deren View Package Descriptions.
3. Verbesserte Qualitätsberechnung bei der räumlichen Qualität und zeitlichen
Kontinuität.
Diese drei Erweiterungen werden nun genauer beleuchtet.
3.5.2.1. Multiple Views auf einer Displayfläche
Der Display Mapper von Heider et al. ist lediglich in der Lage, einer Displayfläche eine
einzelne View zuzuordnen. Dies ist eine starke Einschränkung in einem Smart Meeting
Room Szenario. Die Anzahl der darstellbaren Views würde demnach von den Display-
flächen der Umgebung abhängen und sich nicht aus der Notwendigkeit einer An-
wendung ergeben. Deshalb ist es erforderlich, den Ansatz so zu erweitern, dass auch
multiple Views einer Displayfläche zugeordnet werden können.
Dies wird durch die Teilung der physikalischen Displayflächen in logische Display-
flächen erreicht. Sei m die Anzahl der anzuzeigenden Views, dann wird jede Display-
fläche in n logische Displayflächen geteilt. Damit kann die Eigenschaft erhalten blei-
ben, dass einer (jetzt logischen) Displayfläche nur eine View zugeordnet werden kann.
Hierbei muss lediglich eine redundante Anzeige identischer Views auf einer physi-
schen Displayfläche ausgeschlossen werden. Ein Mapping mit dieser Eigenschaft wird
grundsätzlich nicht weiter betrachtet.
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3.5.2.2. Umsetzung des semantischen Zusammenhangs
Bei der Anzeige multipler Views von multiplen Nutzern und Applikationen auf ver-
schiedenen Displayflächen ist es notwendig, zusammengehörende Views in räumli-
cher Nähe zueinander anzuzeigen, da sonst ihre Verbindung untereinander verloren
geht. Sind außerdem diese Views im Raum weit voneinander entfernt, ist es schwierig,
mit diesen Views zu arbeiten. Daher ist es für das Smart View Management von Bedeu-
tung, den Zusammenhang der Views beim Display Mapping zu berücksichtigen. Aber
auch die Eigenschaften der Views sind beim Display Mapping von Bedeutung.
In [Hei09] wird der semantische Zusammenhang der Dokumente für die Berech-
nung der Qualität eines Display Mappings durch die Funktion qp definiert. Da der Zu-
sammenhang der Dokumente in [Hei09] nicht bekannt ist, wird keine konkrete Um-
setzung angegeben. Dafür wurde eine allgemeine Definition für den semantischen Zu-
sammenhang zwischen Dokumenten eines Display Mappings vorgeschlagen:
qp(m) = − ∑
u∈U
d,d′∈D
ρ(d, d′) · δ(pi(m, u, d),pi(m, u, d′)) · input(d, u) · input(d′, u) (3.2)
Diese allgemeine Definition basiert auf zwei Funktionen: dem semantischen Zusam-
menhang zwischen zwei Dokumenten ρ(d, d′) und dem physikalischen Abstand der
Displayflächen, die diese beiden Dokumente anzeigen δ(y, y′), wobei pi(m, u, d) bzw.
pi(m, u, d′) die physikalische Position der anzeigenden Displayfläche im Raum dar-
stellt bei aktuellem Mapping m, Nutzer u und Dokument d bzw. d′. Für die Ausge-
staltung des physikalischen Abstandes empfiehlt Heider z.B. die Nutzung der eukli-
dischen Distanz.
Weiterhin gibt Heider die Platzhalterfunktion input(d,u) bzw. input(d’,u) für even-
tuelle zusätzliche Informationen über die Dokumente an, wie z.B. eine Agenda einer
Präsentation.
Da weiterhin die Summe für die gesamte Qualitätsfunktion (q(m)) einen Malus dar-
stellt, wird sie negiert.
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Die Zusammenhänge zwischen den Views sind im Smart View Management durch
die View Packages gegeben. Dadurch kann die allgemeine Definition von Heider nun
konkret umgesetzt werden. Sei V die Menge aller Views, v, v′ ∈ V, P die Menge aller
View Packages und p ∈ P ein View Package, dann lässt sich ρ(v, v′) nun sehr einfach
definieren:
ρ(v, v′) :=
1 ,wenn v ∈ p ∧ v′ ∈ p0 ,sonst (3.3)
Für den Abstand der Views wird die euklidische Distanz verwendet.
Durch diese Konkretisierung des semantischen Zusammenhangs lässt sich die in-
haltliche Nähe der Views in View Packages in eine räumliche Nähe bei der Anzeige
umsetzen. Dabei wird allerdings die Art der Zusammengehörigkeit bisher noch nicht
betrachtet.
Im Folgenden wird daher die Anwendung der View Package Description zur Beschrei-
bung der View Packages erläutert. Durch die Aufgabe wird die Zusammengehörigkeit
der Views quantifiziert und durch das Szenario wird der Ort der Anzeige manipuliert.
Der Aspekt der Skalierung spielt beim Display Mapping keine Rolle. Dieser kommt beim
Layout zum Tragen, wo die Anordnung und damit auch Skalierung thematisiert wird.
Umsetzung der kategorisierten Beschreibung von View Packages
Der Aspekt der Aufgabe ist bereits in der Qualitätsfunktion des Display Mappings
durch die Definition des semantischen Zusammenhangs der Views eingeflossen. Fol-
gend werden die Umsetzungen der Aspekte Aufgabe und Szenario beschrieben.
Aufgabe Wie bereits dargestellt, wird im Smart View Management die semantische Nä-
he durch die Zusammengehörigkeit von Views in View Packages in physikalische
Nähe umgesetzt. Um eine differenzierte Betrachtung dieser Zusammengehörig-
keit zu erreichen, wird der View Package beschreibende Aspekt Aufgabe verwen-
det. Es werden zwei Arten von Aufgaben betrachtet: Präsentieren und Vergleichen
(vgl. Abschnitt 3.4).
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Dabei stellt Vergleichen die Forderung nach größerer räumlicher Nähe als Präsen-
tieren. Sei V wiederum die Menge aller Views, v, v′ ∈ V, P die Menge aller View
Packages und p ∈ P ein View Package. Sei weiterhin A die Menge aller Aufgaben
( A = {Vergleichen, Prsentieren}) mit a ∈ A, dann wird zur Umsetzung dieses
Aspektes die Funktion der semantischen Nähe ρ(v, v′) wie folgt erweitert:
ρ(d, d′, a) :=

1 ,wenn v ∈ p ∧ v′ ∈ p ∧ a = Vergleichen
0, 5 ,wenn v ∈ p ∧ v′ ∈ p ∧ a = Prsentieren
0 ,sonst
(3.4)
Durch die Erweiterung der Funktion der semantischen Nähe durch den Aspekt
der Aufgabe kann bei der Zuweisung der Views zu den Displayflächen die mit
den Views eines View Packages zu erfüllende Aufgabe mit einbezogen werden.
Szenario Die Szenarien Präsentation und Diskussion werden ebenfalls bei der Berech-
nung der Qualität des Display Mappings berücksichtigt.
Bei der Präsentation übt ein Nutzer stets die Rolle des Presenters aus. Das bedeu-
tet, dass im Allgemeinen alle anderen Nutzer zum Presenter schauen. Für das
Display Mapping heißt dies, dass die Views eines View Packages mit dem Aspekt
der Präsentation auch in der Nähe des Presenters angezeigt werden sollen. Ziel
bei der Umsetzung der Präsentation ist es nun, dass die Qualität eines Mappings
dann am größten ist, wenn die Views auf den Displayflächen neben dem Presen-
ter angezeigt werden.
Um dies zu erreichen, muss keine Funktion des Display Mappings modifiziert
oder ausgetauscht werden. Vielmehr wird die räumlichen Qualität ausgenutzt. Es
werden die Position und die Blickrichtung der Nutzer für die Berechnung ver-
wendet, wie gut eine View für einen Nutzer sichtbar ist. Dabei wird die Blickrich-
tung der jeweiligen Nutzer durch Sensoren im Raum ermittelt. Zur Umsetzung
der Präsentation werden die Blickrichtungen der Nutzer im Auditorium verän-
dert. Zunächst wird der jeweilige Vektor zwischen der Position des Nutzers und
des Presenters gebildet. Dieser Vektor wird dann genutzt, um die Blickrichtung
des jeweiligen Nutzers zu approximieren (siehe Abbildung 3.6).
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Abbildung 3.6c zeigt deutlich, dass die räumliche Qualität der Views automa-
tisch an den Displayflächen am größten ist, die sich in unmittelbarer Nähe des
Presenters befinden.
Im Szenario der Diskussion sollte die Sichtbarkeit der Views für alle Nutzer gleich
sein. Daher wird die real gemessene Blickrichtung der Nutzer für die Berechnung der
räumlichen Qualität genutzt (siehe Abbildung 3.6d).
Die semantischen Nähe (qp) im Smart Display Mapping wird mit dem Wert γ = 1
gewichtet.
3.5.2.3. Verbesserte Qualitätsberechnung
Eine nächste Erweiterung des Smart Display Mappings ist die verbesserte Qualitäts-
berechnung. So wurde zum Ersten die Berechnung der räumlichen Qualität erweitert.
Zum Zweiten wurde die Berechnung der zeitlichen Kontinuität ( qt ) reduziert.
Verbesserte räumliche Qualität
Die räumliche Qualität beeinflusst die Zuordnung von Views zu den verfügbaren





input(d, u) · max
y∈m(d)
vis(y, u) (3.5)
Dabei sind input(d, u) ∈ [0..1] die Wichtigkeit eines Dokuments d für einen Nutzer
u und vis(y, u) ∈ [0..1] die Sichtbarkeit einer Displayfläche y vom Nutzer u.
Zur Berechnung von vis wird hier lediglich der Winkel zwischen Oberflächennor-
male (der Displayfläche) und Nutzer bzw. Projektor verwendet. Allerdings werden
zwei entscheidende Faktoren bei der Berechnung nicht berücksichtigt. So wird zum
einen der Abstand der Nutzer von der Displayfläche nicht berücksichtigt. Zum ande-
ren wird der Einfluss des primären Gesichtsfeldes auf die Erkennbarkeit von Informa-
tion nicht betrachtet.
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(a) Ausgangssituation im Smart Meeting
Room.
(b) Szenario Präsentation: Die blauen Pfeile re-
präsentieren die angenommene Blickrich-
tung der Nutzer (User2 - User8) zum Pre-
senter (User1).
(c) Szenario Präsentation: Die angenommene
Blickrichtung zum Presenter ergibt die für
die Nutzer dargestellten Blickkegel. Die
Überlagerung der Blickkegel verdeutlicht,
dass VD2 die von allen Nutzern am besten
sichtbare Displayfläche ist.
(d) Szenario Diskussion: Durch die realen Blick-
richtungen ergeben sich die dargestellten
Blickkegel. Diese werden im Szenario der
Diskussion für alle Nutzer verwendet.
Abbildung 3.6.: Schematische Darstellung des Smart Meeting Rooms als Draufsicht.
Nutzer werden durch grüne Kreise (User1 – User8) repräsentiert, wo-
bei der Pfeil die aktuelle Blickrichtung anzeigt. Die mit P markierten
blauen Kreise repräsentieren einen Projektor, der jeweils den gleichen
Namen trägt wie die Leinwand, auf die der Projektor strahlt. Die Lein-
wände werden durch blaue Striche mit Bezeichnung (LW1 – LW4,
VD1 – VD3) symbolisiert.
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Gesucht ist daher eine Funktion ( f ov), mit deren Hilfe die Qualität qs(m) um die
Parameter des Abstandes des Nutzers von der Displayfläche und der Erkennbarkeit
von Information auf Basis des primären Gesichtsfelds erweitert werden kann.
Der naive Ansatz wäre, die euklidische Distanz von Nutzer zu Displayfläche als
Maß der Distanz zu nutzen. Dies ist aber für heterogene Displays ungeeignet, da z.B.
eine Distanz von 2 m zu einem Smart Phone Display eine andere Wirkung hat, als
dieselbe Distanz zu einem großen 60” Fernseher.
Um diese Heterogenität der Displayflächen mit einzubeziehen, soll im Rahmen die-
ser Arbeit zusätzlich zur Entfernung auch das überdeckte Gesichtsfeld des Nutzers
berücksichtigt werden. Da hier perspektivisch korrekte Berechnungen zu aufwändig
sind, wird der Winkel der von der Displayfläche überdeckten Sichtfläche γ{h,v} sowohl
horizontal als auch vertikal approximiert. Die für die Approximation verwendeten Pa-
rameter werden in Abbildung 3.7 illustriert. Berechnet wird die von der Displayfläche
überdeckte Sichtfläche γ{h,v} wie folgt:
γ{h,v} = arctan
(
cos α{v,h} · ha{h,v}




cos α{v,h} · a{h,v}
d− sin α{v,h} · a{h,v}
)
(3.6)
Dabei sind α der Rotationswinkel der Displayfläche, d die Distanz zwischen Mittel-
punkt der Displayfläche und Nutzer und a die halbe Ausdehnung der Displayfläche
(siehe Abbildung 3.7). Ist (d− sin α · ha) negativ, werden zusätzlich 180◦ addiert.
Der Winkel selbst gibt allerdings nur ungenügend Auskunft über die Sichtbarkeit
einer Displayfläche und der dort dargestellten Views. Deshalb wird eine zusätzliche
Bewertungsfunktion verwendet, die es ermöglicht, diesen Winkel für die Einschät-
zung der Qualität in einem Wertebereich [0..1] anzugeben. Diese Bewertungsfunktion
basiert auf grundlegenden Werten der menschlichen visuellen Wahrnehmung. Beim
Menschen wird grundsätzlich zwischen dem zentralen Blickfeld und dem peripheren
Gesichtsfeld unterschieden. Das gesamte Gesichtsfeld des Menschen überdeckt dabei
horizontal 180◦ und vertikal 60◦ bis 70◦ [AP80]. Das Blickfeld (bzw. Gebrauchsblick-
feld), also der Bereich des Auges, in dem eine scharfe Farbwahrnehmung möglich ist,
beträgt horizontal ca. 20◦ und vertikal ca. 60◦ [Kau03]. Daher ist es sinnvoll, die Werte
des Blickfelds zu nutzen, um den überdeckten Winkel der Displayfläche ( γ{h,v} ) zu
bewerten.
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Abbildung 3.7.: Diese Abbildung zeigt die Parameter, die für die Berechnung des Win-
kels der von der Displayfläche überdeckten Sichtfläche (Siehe Formel
3.6) zugrunde gelegt werden.
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(a) Qualität der Darstellung in Abhängigkeit
des überdeckten Blickfelds in horizontaler
Richtung.




(b) Qualität der Darstellung in Abhängigkeit
des überdeckten Blickfeldes in vertikaler
Richtung.
Abbildung 3.8.: Die Kurven dieser beiden Abbildungen repräsentieren den Verlauf der
Funktionen 3.7 (Abbildung (a)) und 3.8 (Abbildung (b)).
Grundsätzlich ist die Wahrnehmbarkeit einer Displayfläche bei einem überdeckten
Gesichtsfeld von 20◦ optimal. Wird ein geringerer Teil des Gesichtsfeldes überdeckt,
wird die Wahrnehmbarkeit eingeschränkt, da z.B. Schrift zu klein zum Lesen wird.
Hier wird daher, ausgehend vom Optimum, eine Exponentialfunktion für den Abfall
der Qualität verwendet. Wird allerdings ein größerer Teil überdeckt, kann angenom-
men werden, dass Darstellungen außerhalb des Blickfeldes des Nutzers liegen und
daher die Sichtbarkeit nicht gewährleistet ist. Da die Lesbarkeit der einzelnen Infor-
mationen noch gewährleistet ist und nur der Komfort abnimmt, wird hier eine sehr
viel geringere Abnahme der Qualität bei Zunahme des Winkels verwendet. Deshalb
kommt eine gestreckte Kosinus Funktion zum Einsatz (siehe Abbildung 3.8a und 3.8b).






n, n > 1 ,γh < 20◦







n, n > 1 ,γv < 60◦
cos( 912γv − 9·6012 ) ,γv ≥ 60◦
(3.8)
Mit n wird der Grad der Exponentialfunktion angegeben, die für die Zunahme der
Qualität im Blickfeld des Nutzers verwendet wird. Je höher hier n gewählt wird, de-
sto steiler steigt die Funktion in diesem Bereich an. Die Nutzung von n = 2 hat sich
praktisch als ausreichend erwiesen.
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Die in diesen Formeln auftretenden Konstanten werden für die Abbildung auf die
Funktionsabschnitte verwendet. Im horizontalen Fall wird γh mit 916 multipliziert und
9·20
16 subtrahiert. Dadurch wird der Wertebereich von [20
◦..180◦] auf den Wertebereich
[0◦..180◦] abgebildet. Damit liefert γh im Bereich [20◦..180◦] eine Qualität im Bereich
[0..1]. Analog verhält es sich mit der vertikalen Qualität.
Um das Gesichtsfeld und den Abstand der Nutzer von der Displayfläche bei der
Bewertung des Display Mappings mit einzubeziehen, wird die traditionell berechnete
räumliche Qualität qs(m) mit f ov = min( f ovh, f ovv) multipliziert.
Auch die Möglichkeit, multiple Views auf einer Displayfläche darstellen zu können,
muss bei der räumlichen Qualität berücksichtigt werden. Mit steigender Anzahl von
Views, die auf einer Displayfläche angezeigt werden sollen, sinkt die verfügbare Dis-
playfläche pro View. Sei m die Anzahl der anzuzeigenden Views und n die Anzahl der
Views, die auf der spezifischen Displayfläche angezeigt werden, wird der Skalierungs-
faktor s f folgendermaßen berechnet:
s f = 1− ( n
m
) (3.9)
Die räumliche Qualität qs(m) wird dann mit s f multipliziert. Dadurch wird eine Ver-
teilung der Views auf den zur Verfügung stehenden Displayflächen erreicht.
Durch die Erweiterungen bei der Berechnung der räumlichen Qualität lassen sich
nun die Eigenschaften der menschlichen Wahrnehmung besser mit einbeziehen. Ne-
ben der Berücksichtigung des Gesichtsfeldes können außerdem Eigenschaften der Dis-
playfläche in die Berechnung der Qualität aufgenommen werden.
Qualität der zeitlichen Kontinuität
Die Qualität der zeitlichen Kontinuität wird in [Hei09] dazu verwendet, dass keine
unnötigen Änderungen im Display Mapping auftreten. So wird z.B. verhindert, dass
ein Display Mapping mit einem qualitativ sehr geringen Unterschied zum aktuellen
Mapping verwendet wird, wofür die gesamte Zuordnung von Views zu Displayflä-
chen verändert werden müsste. Heider beschreibt, dass dafür alle Nutzer, Views und
die korrespondierende Sichtbarkeit dafür berücksichtigt werden müssen.
Eine Reduzierung von Mapping Veränderungen kann aber auch dadurch erreicht
werden, dass lediglich Fälle betrachtet werden, die definitiv ein Update des Mappings
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benötigen. Darum wird ein neues Mapping verwendet, (1) wenn sich die Anzahl der
Nutzer ändert, (2) wenn sich die Anzahl der anzuzeigenden Views ändert (View wird
entfernt, View wird hinzugefügt), (3) wenn eine signifikante Änderung der Position
eines oder mehrerer Nutzer auftritt, (4) wenn im neuen Mapping eine View einer neu-
en Displayfläche zugeordnet werden soll und der Abstand der Displayfläche einen
Grenzwert überschreitet und die View für eine minimale Zeitspanne auf der Display-
fläche verweilte (wodurch ein Flackern verhindert wird).
Durch die Berücksichtigung dieser Fälle kann die Qualität qt aus der Qualitätsfunk-
tion entfernt werden. Stattdessen wird ein aktuelles Mapping analysiert und bei Be-
darf umgesetzt. Dadurch wird die zeitliche Kontinuität erhalten ohne die Qualität für
jedes Mapping separat berechnen zu müssen und der Berechnungsaufwand für die
Qualität des Display Mappings reduziert sich.
Mit Hilfe des Smart Display Mappings wurden die generierten Views automatisch
den zur Verfügung stehenden Displayflächen zugeordnet (siehe Abbildung 3.9). Da-
für wurden sowohl die View Packages und ihre View Package Descriptions (Szenario,
Aufgabe) verwendet als auch die Daten über die Nutzer (Position, Blickrichtung) und
den Raum (u.a. Position der Leinwände). Der nächste Schritt ist die automatische An-
ordnung der Views auf den verschiedenen Displayflächen.
3.6. Smart View Layout
Der letzte Schritt im Smart View Management ist die Darstellung der Views. Hier ist die
Herausforderung multiple Views verschiedener Größe automatisch auf einer Display-
fläche anzuordnen. Dieses entspricht dem allgemeinen Layout Problem, der Anord-
nung einer beliebigen Menge von nicht überlappenden Rechtecken in einem minima-
len rechteckigen Raum. Beach [Bea85] zeigt, dass dieses Problem NP-vollständig ist.
In den folgenden Abschnitten wird zuerst ein Überblick über den Stand der For-
schung bzgl. des Problems der automatischen Anordnung von Views gegeben (vgl.
Abschnitt 3.6.1). Danach werden zwei Layout Mechanismen des Smart View Manage-
ments beschrieben: ein Federkraftbasiertes Layout (vgl. Abschnitt 3.6.2) und ein Gitterba-
siertes Layout (vgl. Abschnitt 3.6.3).
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Abbildung 3.9.: Diese Abbildung zeigt die Views, die vorher erzeugt, mit View De-
scriptions beschrieben, mit JPEG2000 kodiert und zu View Packages
gruppiert wurden. Für das Smart Display Mapping wird ein Publikum
aus Sicht der Kamera angenommen. Durch das Smart Display Map-
ping wurden die Views verschiedenen Displayflächen zugeordnet. Die
sechs Views des View Packages mit der Aufgabe Vergleich wurden auf ei-
ner Displayfläche rechts zugeordnet. Die Views zur Präsentation wur-
den auf den restlichen beiden Displayflächen verteilt.
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3.6.1. Automatische Layouts - Stand der Forschung
Ein Graphisches Layout beschäftigt sich damit, Position und Größe einer Menge von
graphischen Objekten in einer Darstellung festzulegen [Ali09]. Durch die Komplexität
dieses Problems und durch die zusätzlichen ästhetischen Anforderungen, die oft an
Layouts gestellt werden, ist das Designen von Layouts auch heutzutage eine Aufgabe,
für den es eines menschlichen Experten bedarf.
Ziel bei digitalen Medien ist es allerdings, automatische Layouts zu generieren. Hier
besteht das Problem, dass neben den allgemeinen Anforderungen an statische Medien
zusätzlich wechselnder Inhalt und wechselnde Anforderungen bei der Betrachtung
hinzukommen [Ali09].
Um Anforderungen an Layouts zu spezifizieren, werden Constraints (Bedingun-
gen) definiert. Dabei werden zwei Typen von Bedingungen unterschieden: abstrakte
und räumliche. Abstrakte Bedingungen beschreiben semantische Zusammenhänge auf
einem höheren Level (z.B. Bild 1 ist wichtig), wobei räumliche Bedingungen die geo-
metrischen Zusammenhänge von Elementen beschreiben (z.B. Bild 1 über Text 1). Wei-
terhin wird zwischen harten und weichen Bedingungen unterschieden. Während harte
Bedingungen notwendigerweise erfüllt werden müssen, beschreiben weiche Bedin-
gungen Präferenzen mit unterschiedlichen Wichtigkeiten [Ali09].
Das allgemeine Layout Problem kann z.B. mit harten räumlichen Constraints be-
schrieben werden. Hier wird verlangt, dass graphische Elemente sich nicht verdecken
dürfen und alle Elemente vollständig im aktuellen Dokument enthalten sind – also
nicht den Rand schneiden oder darüber hinausgehen.
Zur Realisierung von Layouts werden deshalb in der Regel entweder federkraftba-
sierte Layouts verwendet, die verschiedene Constraints berücksichtigen oder templa-
tebasierte Layouts, um den Suchraum für die Anordnung der graphischen Elemente
zu verringern. Dadurch lässt sich schnell eine zufriedenstellende Lösung des Problems
erreichen. Ein Nachteil ist, dass Templates auf den Inhalt und die Verwendung abge-
stimmt werden müssen, um ein gutes Resultat zu erzielen [Ali09].
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Federkraftbasierte Layouts
Beschränkungen lassen sich auch mit Hilfe von kraftbasierten Layouttechniken lö-
sen. Hier werden die Beschränkungen durch Federkräfte beschrieben. Solche kraftba-
sierten Techniken werden häufig für das Layout von Graphen verwendet [BETT98,
FR91]. Ein erweiterter Ansatz wurde von Lüders et al. [LES95] entwickelt. Sie nut-
zen einen kraft- und druckbasierten Ansatz, um Fenster einer GUI automatisch an-
zuordnen. Ali et al. entwickelte weiterhin einen Ansatz, mit dem neben konkaven
Elementen auch zusätzliche Bedingungen, wie z.B. die relative Ausrichtung von gra-
phischen Elementen untereinander (Bild 1 bis 3 horizontal nebeneinander), definiert
werden können, um eine gewünschte Anordnung der graphischen Elemente zu erhal-
ten [AHFS08].
Gitterbasierte Layouts
Gitterbasierte Layouts werden häufig im Graphikdesign eingesetzt, um effizient Gra-
fiken und Texte zu organisieren [MB81]. Bei Gitterbasierten Layouts werden die graphi-
schen Elemente bzgl. Position, Größe und Seitenverhältnis der Gitterzellen angeord-
net. Durch das Gitter werden zusätzliche Beschränkungen für das Layout eingeführt,
welches den Suchraum stark reduziert. Beispiele für Gitterbasierte Layouts finden sich
in [Fei98, JLS+03, WW94].
Im Rahmen dieser Arbeit werden beide Layout Varianten untersucht. Es wird ein
Federkraftbasiertes Layout verwendet, um eine Anordnung der Views basierend auf
den Einschränkungen des gegebenen Problems zu generieren und ein Gitterbasiertes
Layout, ein einfaches Template (ein Gitter), um den Suchraum zu verkleinern, wobei
Views einzelnen Gitterzellen zugeordnet werden.
Darstellung und Anordnung der Views auf einer Displayfläche sind im Smart View
Management der letzte Schritt der Anzeige. Wie auch bei der Zuweisung der Views zu
den Displayflächen ist eine automatische Anordnung hier von großer Wichtigkeit. Im
Folgenden werden daher die zwei im Rahmen dieser Arbeit entwickelten automati-
schen Layout Strategien genauer vorgestellt.
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3.6.2. Federkraftbasiertes Layout
Die grundsätzliche Anforderung an das Layout von Views im Smart View Management
ist, dass Views überlagerungsfrei und vollständig angezeigt werden sollen. Dadurch
wird die Sichtbarkeit der Informationen gewährleistet. Weiterhin ist es wünschens-
wert, die Views mit größtmöglicher Auflösung darzustellen, um die Erkennbarkeit der
Informationen bestmöglich zu unterstützen. Diese Constraints liefern die Grundlage
für die Berechnung des Layouts.
Zur Auflösung solcher Constraints werden federkraftbasierte Layout Mechanismen
verwendet. In [AHFS08] stellen Ali et al. einen solchen Ansatz vor. Dies ist ein zwei-
stufiger Ansatz: Im ersten Schritt werden von Designern Templates für verschiedene
Anwendungsfälle entworfen. Diese Templates enthalten verschiedene Anordnungen
der visuellen Elemente für verschiedene Seitenverhältnisse der Displayflächen oder
für verschiedene Geräteklassen der anzeigenden Geräte. Weiterhin wird von den De-
signern eine Beschreibung der anzuzeigenden Elemente erstellt, wie z.B. Inhalt (Text,
Illustrationen, Animationen, . . . ), Größe und Wichtigkeit. Mit Hilfe dieser Templates
und Beschreibungen wird dann ein initiales Layout erstellt. Im zweiten Schritt wird
ein federkraftbasierter Layout Mechanismus verwendet, um das Layout an die aktu-
elle Dokumentengröße anzupassen.
Ali et al. definieren das Dokumenten Layout Problem als Graphen Layout Problem.
Ein Graph G = (V, E) besteht dabei aus einer Menge von Knoten V und einer Menge
von Kanten E, wobei jede Kante ein Paar von Knoten verbindet. Sind zwei Knoten mit
einer Kante verbunden, dann werden basierend darauf anziehende und abstoßende
Kräfte definiert. Anziehende Kräfte bewirken, dass sich Knoten gegenseitig anziehen
und damit im Layout näher zusammenrücken. Abstoßende Kräfte hingegen bewir-
ken ein auseinander Bewegen. Während durch die anziehenden Kräfte erreicht wird,
dass sich die graphischen Elemente nicht willkürlich verstreuen, sondern zusammen-
bleiben, wird durch die abstoßenden Kräfte eine Überlagerung verhindert und ein
Mindestabstand zwischen graphischen Elementen garantiert. Basierend auf dem ge-
nutzten Template und der Beschreibung des Inhalts wird der Graph aufgebaut und es
werden die Kräfte untereinander definiert.
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Um die Größe der graphischen Elemente zu bestimmen, wird ein druckbasierter
Ansatz verwendet. Für jedes Element wird jeweils ein innerer und für das gesam-
te Dokument ein äußerer Druck bestimmt. Das Verhältnis von innerem zu äußerem
Druck reguliert dann, ob ein graphisches Element vergrößert oder verkleinert wird.
Ist der innere Druck größer als der äußere, dehnt sich ein graphisches Element aus,
umgekehrt wird es verkleinert.
Im Smart View Management ist das vorherige Erstellen spezifischer Templates nicht
möglich. Die Views werden dynamisch generiert und beliebig in View Packages zusam-
mengefasst. Auch kann die Anzeige auf beliebigen Displayflächen mit einer beliebi-
gen Anzahl von Views erfolgen, die nicht nur sehr verschiedene Ausprägungen haben
können, sondern sich auch dynamisch verändern.
Daher wird im Federkraftbasierten Layout des Smart View Managements lediglich der
zweite Teil des Ansatzes von Ali et al. verwendet. Auf Grund des Fehlens eines Tem-
plates wird ein vollständiger Graph angenommen, d.h. jeder Knoten ist mit jedem
verbunden. Um die grundsätzlichen Anforderungen an das Layout zu erfüllen (kei-
ne Überlagerung der Views, vollständig auf der Displayfläche dargestellt) werden nun
Kräfte zwischen den Views definiert (Abbildungen 3.10a–3.10c):
• Abstoßende Kräfte zwischen Views: Verhindern der Überlagerung von Views.
• Abstoßende Kräfte zwischen Views und Rändern: Halten der Views innerhalb der
Displayfläche.
• Anziehende Kräfte zwischen Views: Zusammenhalt der Views zum Verhindern
des Verstreuens über die Displayfläche.
Weiterhin wird der druckbasierte Ansatz für die Skalierung von Views mit der Defi-
nition von innerem und äußerem Druck von Ali et al. [AHFS08] übernommen (siehe
Abbildung 3.10d). Bei Überschreiten des inneren Drucks zum äußeren Druck wird
die nächstgrößere Zielauflösung aus der View Description ausgewählt und die View in
dieser Größe dargestellt. Übersteigt im Gegensatz dazu der äußere Druck den inne-
ren Druck, wird eine kleinere Auflösung aus den Zielauflösungen ausgewählt. Dieses
Vorgehen hat zwei prinzipielle Nachteile:
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• Ali et al. zufolge führt das Fehlen eines initialen Layouts, generiert durch ein
Template, zu Artefakten und erzeugt demnach nicht zwangsläufig ein gutes Re-
sultat.
• Die Anforderungen des Layouts im Smart View Management entsprechen dem
allgemeinen Layoutproblem. Nach Beach [Bea85] ist dies ein NP-vollständiges
Problem und lässt sich daher nach Ali [Ali09] nicht mit einem effizienten Algo-
rithmus lösen.
Daher wird im Federkraftbasierten Layout des Smart View Managements ein iteratives
Vorgehen umgesetzt. Die Grundidee ist, ein erstes Layout durch das Federkraft Lay-
out zu berechnen, es dem Nutzer schon zu präsentieren, das Layout dann aber im
Hintergrund durch eine Qualitätsfunktion zu bewerten und ggf. ein neues Layout zu
berechnen und zu bewerten. Hat das neue Layout eine bessere Qualität als das bisher
angezeigte, wird das neue Layout angezeigt. Dadurch kann dem Nutzer ein schnel-
les Feedback gegeben und gleichfalls eine Optimierung in einem Hintergrundprozess






(0.5 · qh(v) + 0.5 · qw(v)) (3.10)
Dabei ist c die durch alle Views V überdeckte Displayfläche mit c = ∑v∈V w(v) · h(v),
wobei w(v) die Breite einer und h(v) die Höhe einer View v ∈ V sind. Weiterhin sei a
die Fläche der gesamten Displayfläche. Dann wird mit der Qualitätsfunktion die von
den Views genutzte Fläche der Displayfläche bewertet. Um eine gleichmäßige Skalie-
rung der Views zu bevorzugen, wird zusätzlich dieser Wert mit der Skalierungsqualität
der Views qw(v): horizontale Skalierungsqualität, qh(v): vertikale Skalierungsqualität
multipliziert. Die Skalierungsqualitäten werden wie folgt berechnet:
qh(v) :=









So wird die Anforderung an das Layout im Smart View Management umgesetzt, Views
so groß wie möglich darzustellen, um eine gute Wahrnehmbarkeit zu unterstützen.
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(a) Ausgangssituation für das Federkraftbasierte
Layout.
(b) Definition der Federkräfte (rot: abstoßende
Kräfte, grün: anziehende Kräfte).
(c) Definition der druckbasierten Skalierung
(rot: äußerer Druck, grün: innerer Druck).
(d) Mögliches Resultat des Federkraftbasierten
Layouts.
Abbildung 3.10.: Die Abbildungen zeigen den Ablauf des Federkraftbasierten Layouts.
Abbildung (a) zeigt die initiale Anordnung der Views. Abbildung (b)
zeigt die Kräfte, wie sie zwischen den Views und den Rändern defi-
niert wurden. Rote Pfeile symbolisieren abstoßende und grüne Stri-
che anziehende Kräfte. Abbildung (c) zeigt die druckbasierte Skalie-
rung der Views. Ein mögliches Resultat des gesamten Federkraftbasier-
ten Layouts zeigt Abbildung (d).
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Wobei wp(v) die bevorzugte Breite (respektive hp(v) die bevorzugte Höhe) einer
View darstellt und wc(v) die aktuelle Breite (respektive wp(v) die aktuelle Höhe). Die
Informationen über die bevorzugte Höhe und Breite der Views wird aus der View De-
scription entnommen (vgl. Abschnitt 3.3). Unter der Kategorie der Eigenschaften wer-
den zu einer View dort die Quellauflösung und die Zielauflösungen angegeben. Die
Zielauflösungen beschreiben dabei, in welcher Auflösung die View dargestellt wer-
den kann. Die Quellauflösung wiederum stellt die native Auflösung einer View dar
und wird deshalb als bevorzugte Auflösung verwendet. Die Höhe und die Breite der
Quellauflösung stellen damit die bevorzugte Höhe und Breite dar. Somit wird über die
Qualitätsfunktion die gleichmäßige Skalierung bei möglichst maximaler Ausnutzung
der Displayfläche bevorzugt. Übersteigt die Qualität des neuen Layouts die Qualität
des aktuellen, wird das neue Layout dargestellt.
Eine, im Rahmen dieser Arbeit entwickelte, Erweiterung dieses federkraftbasierten
Layout Mechanismus ist die dynamische Behandlung von Verdeckungen durch einen
Presenter. Vor allem im Szenario der Präsentation kann es häufig dazu kommen, dass
der Presenter einen Teil der Displayfläche verdeckt. In Smart Meeting Rooms und im
speziellen im Smart Lab in Rostock sind die Wände mit vielen Projektionsflächen be-
stückt. Das hat zur Folge, dass der Presenter wenige Stellen im Raum hat, in denen er
nicht im Projektionskegel eines Projektors steht und damit einen Teil einer Displayflä-
che verdeckt. Die dort angezeigten Views sind entsprechend nicht sichtbar.
Da im Smart Meeting Room die Position des Presenters bekannt ist, wird diese In-
formation dafür verwendet, die Views so anzuordnen, dass sie nicht vom Presenter
verdeckt werden. Dafür wird im Federkraftbasierten Layout ein weiteres Element einge-
fügt, das als verdeckte Fläche dient. Innerhalb dieser Fläche wird keine View angezeigt.
Die Position und die Größe dieser Fläche werden durch eine Projektion des Presenters
auf die jeweilige Displayfläche berechnet.
Im Federkraftmodell wird diese verdeckte Fläche nicht durch die Federkräfte beein-
flusst. Allerdings werden abstoßende Kräfte zwischen der verdeckenden Fläche und
den Views definiert. Damit erhält diese Fläche denselben Stellenwert im Layout wie der
Rand. Als Folge werden durch das automatische Federkraftbasierte Layout keine Views
im verdeckten Bereich angezeigt.
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(a) (b) (c)
Abbildung 3.11.: Diese Abbildungen zeigen die Anpassung des Layouts an die Posi-
tion des Presenters. Verändert der Presenter seine Position, werden
die Views so angeordnet, dass der er keine View verdeckt.
3.6.3. Gitterbasiertes Layout
Auch hier gilt wieder die grundsätzliche Anforderung an das Layout von Views im
Smart View Management, dass Views vollständig und überlagerungsfrei dargestellt wer-
den müssen. Es ist ebenso wünschenswert, die Views mit größtmöglicher Auflösung
darzustellen, um die Erkennbarkeit der Informationen zu unterstützen.
Durch die dynamische View Generierung und die dynamische Zuweisung von Views
zu Displayflächen können im Vorfeld keine Annahmen über geeignete Templates für
die Anordnung der Views auf den Displayflächen getroffen werden. Daher ist es le-
diglich möglich, ein allgemeines Template zur Anordnung zu verwenden. Um dabei
auch die Anforderungen der vollständigen und überlagerungsfreien Darstellung ein-
zuhalten, wird ein Gitter als Template genutzt. Durch die Teilung der Displayfläche
in Gitterzellen und die Anzeige der Views in diesen Zellen ist die Anforderung der
Überlagerungsfreiheit bereits erfüllt. Auch durch die Darstellung innerhalb der Zelle
ist die Anforderung der vollständigen Darstellung erfüllt. Es bleibt die Anforderung
der Darstellung der Views mit größtmöglicher Auflösung. Für ein Gitterbasiertes Layout
bedeutet dies, dass möglichst wenig freie Gitterzellen generiert werden sollten und
dass die Gitterzellen dem Seitenverhältnis der Views entsprechen sollten.
Um dies zu realisieren, wurde im Rahmen dieser Arbeit ein Gitterbasiertes Layout
Verfahren entwickelt. Grundlage ist hier die Erzeugung eines Gitters mit mindestens
so vielen Gitterzellen, wie Views angezeigt werden sollen. Die Verteilung der Gitterzel-
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len, also die Anzahl der dabei entstehenden Zeilen und Spalten, wird so vorgenom-
men, dass die Seitenverhältnisse einzelner Gitterzellen in etwa den Seitenverhältnissen
der darin anzuzeigenden Views entsprechen.
Sei dabei m die Anzahl der anzuzeigenden Views, dann wird für die Erzeugung
des Gitters durch eine Faktorzerlegung von m die Menge aller möglichen Zeilen- und
Spalteneinteilungen G berechnet:
G = {(a, b) | a · b = m} (3.13)
Dabei sind a ∈N die Anzahl der Zeilen und b ∈N die Anzahl der Spalten des Gitters.
Dadurch wird eine Menge von regulären Gittern mit gleichmäßiger Gittergröße be-
rechnet. Es gilt nun zu entscheiden, welche Verteilung von Zeilen und Spalten am
besten den anzuzeigenden Views entspricht.
Für diese Entscheidung gibt es zwei Einflussfaktoren. Diese sind das Seitenverhält-
nis der Displayfläche und die Seitenverhältnisse der anzuzeigenden Views. Die Nut-
zung dieser beiden Einflussfaktoren wird im Folgenden beschrieben.
Seitenverhältnis der Displayflächen
Der erste Schritt ist die Einbeziehung des Seitenverhältnisses der Displayflächen.
Dazu wird die Zellverteilung so vorgenommen, dass die Verteilung der Zellen in der
Horizontalen und Vertikalen in etwa dem Verhältnis der Displayflächen entspricht.
Das Verhältnis von Zeilen- und Spalteneinteilung des Gitters zur Auflösung der Dis-
playfläche wird durch die Funktion f definiert mit f : G → R:
f (g) =
∣∣∣∣ ab − hw
∣∣∣∣ (3.14)
Dabei sind h die Höhe und w die Breite der Displayfläche in Pixeln. Weiterhin sind a
die Anzahl der Spalten und b die Anzahl der Zeilen. Für das Tupel (a, b) ∈ G, für das
f(g) minimal ist, entspricht die Zeilen- und Spaltenaufteilung dem Seitenverhältnis der
Displayfläche am besten.
Ein Beispiel liefert dafür Tabelle 3.1. Hier sollen 12 Views auf einer Displayfläche mit
w = 1920 und h = 1080 Pixeln angeordnet werden. In diesem Beispiel würde (4, 3) für
die Gitteranordnung ausgewählt werden, da f (g) minimal ist.
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Tabelle 3.1.: Beispielrechnung für die Anordnung von 12 Views unter Berücksichtigung
des Seitenverhältnisses der Displayfläche .
a 1 2 3 4 6 12




∣∣ 1, 694... 1, 444... 1, 027... 0, 444... 1, 222... 10, 222...
Seitenverhältnis der Views
Im zweiten Schritt wird auch das Seitenverhältnis der Views für die Verteilung der
Gitterzellen herangezogen. Dafür wird das durchschnittliche Seitenverhältnis der an-
zuzeigenden Views aus den View Descriptions ermittelt und als Grundlage für die An-
ordnung der Gitterzellen verwendet.
Sind vw die durchschnittliche Breite und vh die durchschnittliche Höhe der anzu-









Tabelle 3.2 liefert eine Beispielrechnung: 12 Views sollen auf einer Displayfläche mit
w = 1920 und h = 1080 Pixel angeordnet werden. Zusätzlich haben die Views ein
durchschnittliches Seitenverhältnis von 2:3. Dabei wird deutlich, dass eine Verteilung
von (6, 2) besser an das Seitenverhältnis der Views angepasst ist (Abbildung 3.12).
Dieses Verfahren stößt allerdings an seine Grenzen, wenn die Anzahl der Views ei-
ner Primzahl entspricht die größer ist als 2. Die Anzahl der auswählbaren Fälle wäre
dann auf (1, n) und (n, 1) beschränkt. Um dennoch eine Anpassung sowohl an das
Seitenverhältnis der Displayfläche als auch der Views zu erreichen, wird in diesem Fall
Tabelle 3.2.: Beispielrechnung für die Anordnung von 12 Views unter Berücksichti-
gung des Seitenverhältnisses der Displayfläche und dem durchschnittli-
chen Seitenverhältnis der Views.
a 1 2 3 4 6 12
b 12 6 4 3 2 1
f (g) =
∣∣ a
b · 23 − 19201080
∣∣ 1, 722... 1, 555... 1, 277... 0, 888... 0, 222... 6, 222...
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Abbildung 3.12.: Diese Abbildungen zeigen die Berücksichtigung der Seitenverhält-
nisse der Views. Im linken Bild wird ein Gitter verwendet, welches
dem Seitenverhältnis der Displayfläche entspricht, während im rech-
ten Bild das Seitenverhältnis der Views mit einbezogen wird. Da-
durch ergibt sich eine bessere Ausnutzung der Displayfläche, da die
Views größer dargestellt werden können.
n+ 1 benutzt. Dadurch entsteht wiederum eine faktorisierbare Anzahl, allerdings auf
Kosten einer leeren Zelle. Durch die Anpassung an das Seitenverhältnis ist dennoch
mehr Raum für die Darstellung der Views gewonnen. Abbildung 3.13 zeigt ein Beispiel
für ein Gitterbasiertes Layout. Dieses wurde im Rahmen der Bachelorarbeit von Valerius
Weigandt entwickelt [Wei12].
Die automatische Anordnung der Views stellt den Abschluss des Smart View Ma-
nagements dar. Die Entscheidung, welches der beiden vorgestellten Layout Verfahren
verwendet werden soll, wird im folgenden Abschnitt diskutiert.
Im ersten Schritt wurden die Views generiert, d.h. sie wurden mittels View Grab-
ber oder View API erzeugt, mit JPEG2000 enkodiert und mittels View Descriptions be-
schrieben. Im nächsten Schritt wurden die generierten Views interaktiv zu View Packa-
ges gruppiert und mit View Package Descriptions beschrieben. Auf dieser Basis wurden
die Views im folgenden Schritt durch das Smart Display Mapping automatisch den Dis-
playflächen zugewiesen. Im letzten Schritt wurden die Views auf den jeweiligen Dis-
playflächen durch das Federkraftbasierte oder das Gitterbasierte Layout angeordnet (siehe
Abbildung 3.14).
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(a) Initial zugeordnete Views. (b) Generiertes Gitter bzgl. der Views und der Dis-
playfläche.
(c) In Gitterzellen angeordnete Views. (d) Finales Gitterbasiertes Layout auf einer Display-
fläche.
Abbildung 3.13.: Die Abbildungen zeigen den Ablauf des Gitterbasierten Layouts auf
einer Displayfläche. Abbildung (a) zeigt die der Displayfläche zuge-
ordneten Views. Abbildung (b) zeigt das Gitter, das für die Anord-
nung der Views und unter Berücksichtigung von Seitenverhältnissen
von Views und Displayfläche generiert wurde. Abbildung (c) zeigt
die Zuordnung der Views zu den Gitterzellen. Das Resultat nach Aus-
wahl einer Auflösung aus den JPEG2000 enkodierten Views zeigt Ab-
bildung (d).
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Abbildung 3.14.: Nach Bereitstellung, Gruppierung und automatischer Zuordnung zu
den Displayflächen wurden die Views automatisch angeordnet. Da-
bei wurden das Federkraftbasierte Layout (linke und mittlere Lein-
wand) und das Gitterbasierte Layout (rechte Leinwand) verwendet.
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3.6.4. Diskussion der Layout Verfahren
Das Federkraftbasierte Layout Verfahren liefert eine allgemeine Lösung für die Anforde-
rungen an die Darstellung von Views im Smart View Management. Außerdem bietet es
die Möglichkeit, die Verdeckung zu berücksichtigen, die ein Presenter in einer Präsen-
tation verursacht. Die Anordnung der Views bei dieser Darstellung ist allerdings nicht
an klaren Grenzen ausgerichtet und wirkt daher sehr ungeordnet.
Das Gitterbasierte Layout bietet dagegen durch eine klare Ausrichtung der Views
am Gitter eine geordnete Darstellung der Views. Durch die Gittererzeugung wird dar-
auf geachtet, die Displayfläche bestmöglich auszunutzen. Da allerdings lediglich das
durchschnittliche Seitenverhältnis der Views berücksichtigt wird, kann eine gute Aus-
nutzung der Displayfläche nicht garantiert werden.
Hier stellt sich nun die Frage, unter welchen Umständen welches automatische Lay-
out eingesetzt werden sollte, was im Folgenden diskutiert wird. Dazu wird eine objek-
tive Entscheidungsmöglichkeit basierend auf den Zielen eines Layout Mechanismus
im Smart View Management vorgestellt. Des Weiteren wird auf Basis einer Nutzerstudie
eine subjektive Möglichkeit zur Auswahl eines Layout Mechanismus vorgschlagen.
3.6.4.1. Objektive Auswahl
Ziel der beiden Layout Strategien ist es, eine Anordnung zu finden, bei der die Views in
größtmöglicher Auflösung dargestellt werden und damit nicht verwendete Display-
fläche so gut wie möglich vermieden wird. Daraus lässt sich eine objektive Auswahl
der Layout Mechanismen ableiten.
Aus dem Algorithmus zur Erzeugung des Gitters für das Gitterbasierte Layout (vgl.
Abschnitt 3.6.3) kann bei gegebener Menge an Views V mit n Views die Größe einer
Zelle eindeutig berechnet werden. Weiterhin sind die Zielauflösungen, d.h. die dar-
stellbaren Auflösungen, bei jeder View in den View Descriptions angegeben. Dadurch
kann die maximal überdeckte Fläche einer View Avi = breitevi · hoehevi eindeutig be-
rechnet werden. Zusammen mit der Größe der Displayfläche AD = breiteD · hoeheD
kann dann der Anteil des freien Raums f von der Displayfläche bestimmt werden
durch:
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f = 1− AD
∑ni=1(Avi)
(3.16)
Nach Ali [Ali09] ergeben sich konsistente Ergebnisse bei federkraftbasierten Lay-
outs bei einem freien Raum von 20%. Tests mit der Qualitätsfunktion, die für die
Bewertung des Federkraftbasierten Layouts des Smart View Managements vorgenommen
wurden, bestätigen dieses Ergebnis.
Aus diesem Grund wird für die Verwendung des Gitterbasierten Layouts dieser Wert
als Grenze verwendet. Überschreitet der freie Raum f den Wert von 0, 2 (20%), so
kann angenommen werden, dass der federkraftbasierte Ansatz eine bessere Platzaus-
nutzung bei der Darstellung der gegebenen Views erreicht. Daher kann in diesem Fall
automatisch das Federkraftbasierte Layout verwendet werden.
3.6.4.2. Nutzerstudie zur subjektiven Auswahl
Eine weitere Möglichkeit der Entscheidung für einen Layout Mechanismus zur An-
ordnung von Views ist die Durchführung einer Nutzerstudie zur gegenseitigen Eva-
luation der beiden verwendeten Layout Mechanismen. Im Rahmen einer Studienar-
beit [Hol13] wurde eine solche Studie entworfen und durchgeführt.
Ziel der Studie war es, die beiden Layout Verfahren des Smart View Layouts an ty-
pischen Aufgaben bei der Nutzung von Smart Meeting Rooms vergleichend zu eva-
luieren. Beim Szenario der Präsentation als auch bei der Diskussion werden die Views
dafür verwendet, Informationen zu vermitteln. Die Nutzer müssen zwei grundlegen-
de Aufgaben erfüllen, um die dargestellten Informationen extrahieren zu können: (1)
Identifikation und (2) Vergleichen.
• Identifikation: Erkennen von Informationen, die in einer View dargestellt sind.
• Vergleich: Finden von Gemeinsamkeiten oder Unterschieden zwischen zwei
oder mehr Views.
Für die Durchführung der Studie wurden Layouts von Views im Vorfeld mit den
beiden Layout Mechanismen generiert. Diese Bilder wurden den Testpersonen vor-
geführt und es wurde ihnen eine spezifische Identifikations- oder Vergleichsaufgabe
81
3. Smart View Management
(a) (b) (c) (d)
Abbildung 3.15.: Beispiele für Motive der Testbilder (vollständige Liste aller getesteten
Bilder siehe Anhang A)
gestellt. Für die Auswertung wurden sowohl die Beantwortungszeit als auch die Kor-
rektheit der Antworten gemessen.
Im Vorfeld wurden drei Hypothesen aufgestellt:
H1 Bei der Aufgabe Vergleich sind die Antwortzeiten beim Gitterbasierten Layout kür-
zer als beim Federkraftbasierten Layout.
H2 Bei der Aufgabe Identifikation sind die Antwortzeiten bei beiden Layouts in etwa
gleich.
H3 Die Fehlerrate ist bei beiden Layouts und beiden Aufgaben in etwa gleich.
Im Folgenden wird das genaue Setup der Studie vorgestellt:
Umgebung und Technik Die Nutzerstudie wurde im Smart Meeting Room durchge-
führt. Damit wurde eine Umgebung genutzt, in der die Layouts praktisch ein-
gesetzt werden. Die Testbilder wurden mit einem Beamer (Epson EMP–82) mit
einer Auflösung von 1024x768 Pixel an eine Leinwand projiziert, was eine Dis-
playfläche von 2 m Breite und 1,5 m Höhe ergab. Die Probanden wurden 3,5 m
entfernt auf einem Stuhl platziert. Damit ergibt sich aus der Anordnung eine ty-
pische Situation im Smart Meeting Room. Die Fenster wurden verdunkelt und
das Oberlicht wurde eingeschaltet, um eine einheitliche Beleuchtungssituation
zu schaffen.
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Testbilder und Aufgaben Vier verschiedene Motive kamen als Testbilder zum Ein-
satz (siehe Abbildung 3.15): Gezeichnete Mädchenköpfe mit unterschiedlichen
Merkmalen, stumme Landkarten sowie zwei verschiedene Klimakarten mit un-
terschiedlicher Koloration.
Aus diesen Motiven wurden jeweils verschiedene Layouts für verschiedene Auf-
gaben erstellt. Bei den Mädchenköpfen musste für die Identifikation ein Bild im
Layout gefunden werden, das ein vorher spezifiziertes Merkmal hat (z.B. in Ab-
bildung 3.15a): “Finde das Mädchen mit den grauen Haaren”). Für den Vergleich
wurden zwei gleiche Köpfe zusammen mit unterschiedlichen Köpfen in einem
Layout präsentiert, wobei die Aufgabe darin bestand, die beiden Identischen zu
benennen. Ähnlich waren die Aufgaben für die stummen Karten. Für die Iden-
tifikation wurde die Aufgabe gestellt, ein bestimmtes Land zu finden. Für den
Vergleich sollten gleiche Kartenausschnitte gezeigt werden. Bei den Klimakarten
wurde lediglich der Vergleich getestet. Die Aufgabe bestand darin, die maximal
dargestellte Temperatur in einem bestimmten Bereich (z.B. Afrika) zu finden.
Für jede Aufgabe wurden sowohl ein Gitterbasiertes und ein Federkraftbasiertes
Layout erstellt. Die Aufgaben für jedes Layout wurden leicht modifiziert, um
einen Lerneffekt zu vermeiden. Dabei wurde darauf geachtet, dass der Schwie-
rigkeitsgrad in etwa gleich ist. Eine vollständige Liste aller getesteten Layouts
findet sich im Anhang A.
Probanden An der Nutzerstudie haben 20 Probanden (6 weiblich, 14 männlich) im
Alter von 25 bis 65 Jahren teilgenommen. Unter den Probanden waren 6 Teilneh-
mer, die Erfahrungen im Bereich des Smart Meeting Rooms aufweisen können,
14 Probanden waren Laien.
Einweisung und Durchführung Die Probanden erhielten eine kurze Einführung in die
Studie, indem der Ablauf erklärt und Beispiellayouts gezeigt wurden. Die Pro-
banden wurden einzeln eingewiesen und befragt und gaben ihre Antworten
durch Zeigen auf die Views mittels Laserpointer. Die Testleiterin nahm die Zeit
und registrierte die gegebene Antwort.
Am Ende der Studie wurden die Probanden angehalten, ihre Meinung mittels ei-
nes Fragebogens abzugeben. Als Grundlage dafür dienten die ästhetischen Kri-
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(a)
(b)
Abbildung 3.16.: Ergebnisse der Nutzerstudie zur Untersuchung von Gitterbasierten
und Federkraftbasierten Layouts (IM - Identifikation Mädchen, IS -
Identifikation stumme Landkarten, VM - Vergleich Mädchen, VS -
Vergleich stumme Landkarten, VK1 - Vergleich Klimakarte Kolorati-
on 1 , VK2 - Vergleich Klimakarte Koloration 2). )
terien nach Harrington et al. [HNJ+06]: Ausrichtung der Objekte an klaren Gren-
zen, gleichmäßige Größe der Objekte, gleichmäßiger Abstand der Objekte, Leerrauman-
teil, Einschluss von Leerraumanteil durch Objekte, gleichmäßige Verteilung der Objekte.
Diese Kriterien wurden sowohl für den ästhetischen Eindruck als auch für den
Einfluss auf die Bearbeitung der Aufgabe auf einer Skala von 1 (trifft gar nicht
zu) bis 6 (trifft voll zu) von den Probanden bewertet.
Abbildung 3.16 zeigt die Ergebnisse der Nutzerstudie. Die Hypothese H1 wurde
durch den Test bestätigt. Die benötigten Zeiten waren im Durchschnitt bei allen Tests
mit der Aufgabe Vergleich bei den Gitterbasierten Layouts kürzer.
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Hypothese H2 wurde nicht bestätigt. Auch bei der Aufgabe Identifikation waren die
Antwortzeiten bei der Nutzung des Gitterbasierten Layouts im Durchschnitt stets kür-
zer als beim Federkraftbasierten Layout.
Die Hypothese H3 wurde im Grunde bestätigt. Die Fehlerraten waren für alle Lay-
outs in etwa gleich. Die einzige Ausnahme stellt hier die Identifikation auf der stum-
men Karte mit Federkraftbasiertem Layout dar (Abbildung 3.16a, Wert: IS). Hier sollte auf
der stummen Karte der View identifiziert werden, der Belgien zeigt. Alle Probanden
mit falschem Ergebnis gaben an, dass dies an ihren Geografiekenntnissen lag.
Diese Studie gibt einen Hinweis darauf, dass die Bearbeitungszeit einer Aufgabe
mit Gitterbasiertem Layout im Durchschnitt geringer ist als bei der Nutzung des Feder-
kraftbasierten Layouts.
Die Fragebögen, in dem verschiedene Kriterien auf einer Skala von 1 bis 6 abgefragt
wurden, zeigen, dass die Probanden es sowohl ästhetisch wichtig als auch wichtig für
das Erledigen der Aufgabe empfinden, dass die Objekte an klaren Grenzen ausgerich-
tet sind (Aufgabe: 4,25, Ästhetik: 4,8), die Objekte gleichmäßig auf der Displayfläche
verteilt sind (Aufgabe: 4, Ästhetik: 4) und dass die Objekte gleich groß sind (Aufgabe:
4, Ästhetik: 3,6). Die weiteren Kriterien wurden als eher unwichtig eingestuft.
Die Ergebnisse des Fragebogens belegen, dass die Nutzer ein Gitterbasiertes Layout
vorziehen, da die Objekte an klaren Grenzen ausgerichtet und gleichmäßig auf der
Displayfläche verteilt sind. Für eine einheitliche Größe der Objekte kann in keinem
der beiden Layouts garantiert werden.
Aus den Ergebnissen der Bearbeitungszeit und den subjektiven Einschätzungen der
Probanden wird subjektiv das Gitterbasierte Layout dem Federkraftbasierten Layout vor-
gezogen. Die subjektive Einschätzung ist in diesem Fall dem objektiven Maß vorzu-
ziehen, da sich das objektive Maß auf die Platzausnutzung der Views beschränkt, wäh-
rend bei der Nutzerstudie komplexe Faktoren zusammenkommen.
Aus diesem Grund wird das Gitterbasierte Layout als Standard im Smart View Manage-
ment verwendet. Ein interaktives Umschalten der beiden Layout Verfahren wird dem
Nutzer dennoch stets angeboten. Das objektive Maß für die Platzausnutzung kann
dem Nutzer dabei als Entscheidungshilfe dienen.
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3.7. Implementierung und Anwendung
3.7.1. Implementierung
Für eine weitestgehende Unabhängigkeit vom Betriebssystem wurde das Smart View
Management in Java [Ora13a] implementiert. Das Smart View Management besteht aus
Komponenten, die in einzelnen Applikationen und auf verschiedenen Geräten gestar-
tet werden können. Im Folgenden werden die einzelnen Komponenten und ihre Funk-
tion genannt:
SVM Manager Der SVM Manager bildet die zentrale Kommunikationsstruktur des
Smart View Managements. Alle folgenden Komponenten melden sich zunächst
am SVM Manager an. Sollen Daten ausgetauscht werden (z.B. View versenden
zwischen View Grabber und Metarenderer), vermittelt der SVM Manager die Netz-
werkadressen der einzelnen Kommunikationspartner, wickelt die eigentliche
Datenübertragung aber nicht selbstständig ab. Der Manager kann auf jedem Ge-
rät des Ensembles gestartet werden.
View Grabber Der View Grabber wird für die ad-hoc View Erzeugung verwendet (vgl.
Abschnitt 3.3). Der View Grabber kann als eigenständige Applikation unabhän-
gig von anderen Applikationen gestartet werden. Er muss dabei auf dem Gerät
laufen, mit dem eine View ad-hoc erzeugt werden soll. Für die JPEG2000 Enko-
dierung der Views wird im View Grabber die kakadu SDK verwendet [Sof13].
View API Die View API wird für die API View Erzeugung verwendet. Dafür muss die
API in eine bestehende Applikation integriert werden. Auch in der API wird für
die JPEG2000 Enkodierung der Views im View Grabber das kakadu SDK verwendet
[Sof13].
Smart Display Mapper Der Smart Display Mapper kann auf einem beliebigen Gerät im
Ensemble als eigenständige Applikation gestartet werden. Sind Informationen
über Views und View Packages verfügbar, erstellt der Smart Display Mapper au-
tomatisch ein Mapping und meldet dies an den SVM Manager. Der Manager
verteilt dieses Mapping dann an die für die Anzeige zuständigen Softwarekom-
ponenten.
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Metarenderer Der Metarenderer wird auf einem Gerät gestartet, das einen Beamer für
den Smart Meeting Room ansteuert. Der Metarenderer wird dann in Vollbild auf
der Displayfläche angezeigt. Er kann als eigenständige Applikation gestartet
werden. Der Metarenderer enthält dabei die Layout Mechanismen für die auto-
matische Anordnung der Views auf einer Displayfläche. Für die Dekodierung
der JPEG2000 enkodierten Views wird das kakadu SDK verwendet [Sof13].
GUI für die View Package Erstellung Die GUI wird für die interaktive View Package
Generierung verwendet (vgl. Abschnitt 3.4). Sie kann sowohl als eigenständige
Applikation als auch eingebettet in den Metarenderer gestartet werden (vgl. Ab-
schnitt 4).
Durch Java Web Start [Ora13b] wird ein einfacher Zugriff auf alle Applikationen des
Smart View Managements ermöglicht.
Zudem verwendet das Smart View Management die Helferlein Middleware [BN12,
BRK10] des Smart Labs Rostock (vgl. Abschnitt 2.1.2). Durch die Middleware wird ei-
ne Selbstorganisation der einzelnen Komponenten ermöglicht. Dafür meldet sich der
SVM Manager in der Middleware an. Jede weitere Komponente durchsucht beim Start
die Middleware nach einer SVM Manager Instanz. Durch den Eintrag in der Middlewa-
re kann dann die Kommunikation zwischen der Softwarekomponente und dem Ma-
nager ermöglicht werden, ohne dass zusätzliches Wissen des Nutzers über die Netz-
werkadressen notwendig ist.
3.7.2. Anwendung
Eine beispielhafte Anwendung des Smart View Managements wurde in Zusammen-
arbeit mit Thomas Nocke vom Potsdamer Institut für Klimafolgenforschung gezeigt
[RNS11]. Diese beispielhafte Anwendung dient außerdem dazu, das generelle Vorge-
hen bei der Anpassung von Desktopapplikationen für die Generierung von Views zu
verdeutlichen.
Die Klimafolgenforschung befasst sich mit den Auswirkungen des Klimawandels
unter anderem auf ökologische Systeme. Dafür müssen Attribute klimatischer Model-
le identifiziert werden, die Einfluss auf die Entwicklung ökologischer Systeme haben.
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Abbildung 3.17.: Potsdam Vegetation Visualizer (aus [NHP+09]). Ansicht der Deskto-
papplikation.
Eine weitere Aufgabe der Klimafolgenforschung ist es, sowohl Attribute konkurrie-
render Modelle der Klimafolgenforschung als auch Attribute eines Modells zu ver-
gleichen.
Für die Anzeige von Informationsrepräsentationen dieser Modelle wurde von Tho-
mas Nocke der Vegetation Visualizer [NHP+09] (PVV – Potsdam Vegetation Visualizer)
entwickelt. Der PVV ist eine Desktopapplikation die es erlaubt, interaktiv verschiede-
ne Modelle, Attribute und Ansichten anzuzeigen (siehe Abbildung 3.17). Allerdings
ist die Anzahl der gleichzeitig vergleichbaren Ansichten streng begrenzt. Um dies zu
erweitern wurde der PVV für die Nutzung im Rahmen des Smart View Managements
angepasst. Im Folgenden werden die einzelnen Schritte dieser Anpassung vorgestellt.
Bereitstellen der Views
Für die Erzeugung der Views wurde die API zur View Erzeugung in den PVV inte-
griert. Dadurch kann das PVV eine View generieren, ohne dass zusätzlich ein View
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Grabber für das Abgreifen der Bildinformationen verwendet werden muss. Weiterhin
ist die API damit in der Lage, multiple Views simultan zu generieren (ohne diese in der
Desktopapplikation anzeigen zu müssen) und damit eine zentrale Anforderung der
Klimafolgenforschung zu unterstützen. Um das Erzeugen multipler Views zu erleich-
tern, wurde die GUI des PVV um einen Button erweitert. Mit Druck auf den Button
wird aus der aktuellen Ansicht (dargestelltes Klimafolgenmodell, Attribut, Bezugs-
raum) eine separate View generiert.
Durch die API wird außerdem eine erweiterte View Description ermöglicht (vgl. Ab-
schnitt 3.3). Für die Views, erzeugt durch den PVV, wurden folgende Punkte in die
View Description aufgenommen:
Klimafolgenmodell Gibt den Namen des Modells an, auf dessen Basis die visuelle
Repräsentation erzeugt wurde.
Attribut Gibt den Namen des dargestellten Attributs an.
Bezugsraum Gibt den Raum an hinsichtlich dessen die Daten angezeigt werden. Im
PVV wird dabei zwischen den einzelnen Kontingenten (bzw. der Welt) als Be-
zugsraum unterschieden.
Auf Grundlage dieser zusätzlichen View Descriptions wurde die View Package Gene-
rierung um einen automatischen Schritt erweitert. Bei der Analyse der Klimafolgen-
forschungsmodelle treten zwei grundsätzliche Aufgaben auf: (1) Vergleich desselben
Attributs eines unterschiedlichen Klimafolgenmodells und (2) Vergleich verschiedener
Attribute desselben Klimafolgenmodells.
Daher werden die View Packages für diese Aufgaben automatisch zusammengestellt:
• Views mit demselben Attribut und unterschiedlichem Klimafolgenmodell.
• Views mit unterschiedlichen Attributen desselben Klimafolgenmodells.
Diese automatisch zusammengestellten View Packages werden in der GUI zur in-
teraktiven View Package Generierung angezeigt. Dort können sie interaktiv durch den
Nutzer modifiziert werden. Die View Description für diese Views wird ebenfalls auto-
matisch erstellt. Da bei beiden Aufgaben ein Vergleich der Views vorgenommen wer-
den soll, handelt es sich um die Aufgabe Vergleichen.
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Abbildung 3.18.: Photo des Smart Meeting Rooms (aus [RNS11]). Verschiedene Views
generiert durch den angepassten Vegetation Visualizer werden auf den
Displayflächen dargestellt.
Da PVV für die View Generierung sowohl für die Präsentation durch einen Presenter
als auch für die Diskussion zwischen verschiedenen Nutzern verwendet werden kann,
wird das Szenario interaktiv gewählt.
Die Anzeige der Views wird durch den Einsatz von PVV zur View Generierung nicht
verändert. Durch den Smart Display Mapper werden die Views den Displayflächen zu-
geordnet (vgl. Abschnitt 3.5) und auf den Displayflächen durch einen Layout Algorith-
mus angeordnet (vgl. Abschnitt 3.6). Das Resultat der Anzeige zeigt Abbildung 3.18.
Durch den Einsatz der API zur View Erzeugung wird es ermöglicht, mit nur einer
Applikation, die für den Einsatz auf einem einzelnen Gerät konzipiert wurde, eine
Vielzahl von Views zu generieren und anzuzeigen. Somit bietet dieses Anwendungs-
beispiel außerdem eine generelle Vorgehensweise für die Nutzung von Applikationen
für die View Generierung und die Anzeige im Smart View Management.
3.8. Zusammenfassung
In diesem Kapitel wurde das Smart View Management vorgestellt, ein Konzept zur Bild-
basierten Informationspräsentation in Smart Meeting Rooms. Im Smart View Mana-
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gement werden die grundlegenden Probleme der Informationspräsentation in Smart
Meeting Rooms adressiert – das Bereitstellen der Informationen und die automatische
Anzeige der Informationen.
Für das Bereitstellen der Informationen werden zuerst Views – die visuellen Ausga-
ben der Applikationen – erzeugt. Es werden zwei Optionen der View Erzeugung be-
reitgestellt: ad-hoc View Erzeugung und die API View Erzeugung. Dies ermöglicht sowohl
die sofortige Nutzung unveränderter Software als auch die Anpassung von Software
zur View Generierung.
Die ad-hoc View Erzeugung entspricht im Allgemeinen der technischen Umsetzung
der Bildbasierten Informationsdarstellung aus der aktuellen Literatur (vgl. Abschnitt
2.2.2.3). Ein gravierender Unterschied ist dabei allerdings, dass bei der Bildbasierten
Informationsdarstellung im Allgemeinen die gesamte Displayfläche des persönlichen
Geräts bereitgestellt wird. Die ad-hoc Erzeugung liefert nicht nur die Möglichkeit Aus-
schnitte zu definieren, sondern zusätzlich die gesamte Fläche in separaten Teilen be-
reitzustellen. Diese Art der Bereitstellung für die Informationsanzeige ist in der gän-
gigen Literatur nur aus Betriebssystemspezifischer Informationsdarstellung bekannt
(z.B. [TMC04]). Dies gilt auch für das Bereitstellen von Views ohne die zusätzliche An-
zeige auf dem persönlichen Gerät. Im Smart View Management wird dies durch die API
View Erzeugung ermöglicht, wobei aber keine Beschränkung auf ein Betriebssystem
stattfindet.
Die Views werden im nächsten Schritt durch View Descriptions beschrieben. Für die
Definition der Zusammengehörigkeit von Views werden außerdem View Packages in-
teraktiv durch Nutzer erzeugt und mit View Package Descriptions charakterisiert.
In der gängigen Literatur findet sich bisher keine konzeptionelle Betrachtung der zu
übertragenden Bilddaten. Dies wird durch das Konzept der Views, View Descriptions,
View Packages und View Package Descriptions adressiert. Dadurch wird es ermöglicht,
Views automatisch anzuzeigen (Zuweisen zu einer Displayfläche und Anordnen auf
der Displayfläche).
In weiteren Arbeiten würde eine weiterführende Beschreibung des Inhalts einer
View dazu beitragen, die Automatismen der Anzeige noch mehr zu verbessern und
auszubauen. Ein erster Ansatz für die inhaltliche Beschreibung wurde bei der An-
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wendung des Smart View Managements für die Klimafolgenforschung gezeigt (siehe
Abschnitt 3.7). Hier wurden allerdings lediglich spezifische Anforderungen der An-
wendung umgesetzt. Eine allgemeinere Betrachtung dieses Problems der Inhaltsbe-
schreibung wäre für weitere Arbeiten lohnenswert.
Für die Übertragung werden die Views mittels JPEG2000 enkodiert, wodurch die
Views in eine hierarchische Multilevel Repräsentation überführt werden. Dies ermög-
licht eine flexible Dekodierung der anzuzeigenden Views. So kann z.B. die Auflösung
einer View an die zur Verfügung stehende Displayfläche angepasst werden. Ansichten
werden in der Regel von Applikationen so erzeugt, dass sie alleine auf einer Display-
fläche angezeigt werden können. Durch die gemeinsame Anzeige multipler Views auf
einer Displayfläche steht so viel Platz aber nicht zur Verfügung. Daher ist das typische
Vorgehen im Smart View Management, Views zu verkleinern. Diese skalierten Views kön-
nen durch die flexible Dekodierung von JPEG2000 Views erzeugt werden.
Im nächsten Schritt werden die Views durch das Smart Display Mapping automa-
tisch den Displayflächen zugewiesen. Auf Grundlage der View Packages und der View
Package Descriptions wird eine automatische Zuweisung von Views zu Displayflächen
berechnet. Dieses Smart Display Mapping basiert auf dem Display Mapping von Heider
et al. [Hei09, HK08]. Das Display Mapping wurde allerdings entscheidend erweitert: (1)
die Sichtbarkeitsberechnung wurde dahingehend erweitert, dass auch das Sichtfeld
der Nutzer berücksichtigt wird, (2) die Nutzung multipler Views auf einer Display-
fläche und (3) die Nutzung der View Packages und View Package Descriptions für die
Steuerung des Display Mappings wurden ermöglicht.
Dadurch kann nicht nur ein Dokument pro Displayfläche zugewiesen werden, son-
dern eine Vielzahl Views von verschiedenen Applikationen und Geräten (vgl. Abbil-
dung 3.19). Auch das Smart Display Mapping profitiert von einer inhaltlichen Beschrei-
bung der Views. So könnten weitere Zusammenhänge der Views untereinander bei der
Anordnung automatisch berücksichtigt werden.
Weiterhin werden die Views auf den Displayflächen durch automatische Layout Ver-
fahren dargestellt. Dazu wurden zwei Layout Mechanismen entwickelt: ein Federkraft-
basierter und ein Gitterbasierter Layout Ansatz. Zusätzlich zum automatischen Layout
bietet dabei das Federkraftbasierte Layout die Möglichkeit, einen präsentierenden Nut-
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(a) Eine View pro Displayfläche.
(b) Multiple Views auf einer Displayfläche.
Abbildung 3.19.: Im Display Mapping von Heider et al. kann eine Darstellung einer
Displayfläche zugewiesen werden (a). Durch das Smart View Manage-
ment können multiple Views von multiplen Applikationen auf einer
Displayfläche angezeigt werden (b). Die verbleibenden Displayflä-
chen können für die Anzeige weiterer Views verwendet werden.
zer beim Layout der Views zu berücksichtigen. Dazu wird die von dem Presenter ver-
deckte Displayfläche berechnet und die Darstellung von Views dort verhindert.
Diese beiden Layout Verfahren ermöglichen es, Views auf einer Displayfläche auto-
matisch anzuordnen. Für diese Anordnung ist im Vorfeld kein Template notwendig,
das von einem Designer erstellt wurde. Durch die flexible Skalierung der Views durch
die JPEG2000 Dekodierung können die Auflösungen der Views an die Anforderungen
der Layouts angepasst werden. Darüber hinaus wird die flexible JPEG2000 Dekodie-
rung auch für eine interaktive Anpassung der Views genutzt. So können z.B. Regionen
von Interesse ausgewählt und in höherer Auflösung dargestellt werden. Die Nutzung
dieser Dekodierung für die interaktive Anpassung wird in Kapitel 4 adressiert.
Das Smart View Management ermöglicht es durch die flexible Bereitstellung und die
automatische Anzeige der Views, von multiplen Geräten und multiplen Applikationen
von verschiedenen Nutzern Views zu generieren und diese automatisch anzuzeigen.





Die Generierung und Anzeige von Views in Smart Meeting Rooms übernimmt das
Smart View Management (vgl. Kapitel 3). Für das Verständnis der damit dargestellten
Informationen ist die Interaktion mit diesen Informationen von entscheidender Be-
deutung [KHG03, TC05, YKSJ07], denn jede statische Repräsentation wird mächtiger
durch das Hinzufügen interaktiver Elemente [DE98].
Deshalb wird in diesem Kapitel die Interaktion im Smart View Management vorge-
stellt. Nachdem der aktuelle Stand der Forschung präsentiert wird (siehe Ab-
schnitt 4.1), werden Anforderungen und Problemstellungen für die Interaktion mit
Views in Smart Meeting Rooms identifiziert (siehe Abschnitt 4.2.1). Anschließend wird
das Smart Interaction Management vorgestellt, ein Konzept zur nahtlosen Interaktion
mit allen dargestellten Views unabhängig vom genutzten Interaktionsgerät (siehe Ab-
schnitt 4.2).
Das Smart Interaction Management wird zunächst als technische Basis vorgestellt. Da-
nach wird in Abschnitt 4.3 die Interaktion bezogen auf die Anzeige der Views präsen-
tiert. Dazu wird zuerst eine Problembeschreibung erarbeitet (siehe Abschnitt 4.3.1).
Folgend werden dann Techniken für die interaktive Adaption der Anzeige vorgestellt.
Der Abschnitt 4.4 beschäftigt sich mit der Interaktion zur Generierung der Views.
Dazu werden interaktive Methoden zur Anpassung der Informationsdarstellungen in
den Views vorgestellt. Auch hier werden zunächst die Anforderungen analysiert und
Probleme beschrieben. Anschließend werden Methoden zur Unterstützung der Wahr-
nehmbarkeit dargestellter Informationen im Smart View Management präsentiert.




4.1. Interaktion in Smart Meeting Rooms
Systeme für die Informationsanzeige in Smart Meeting Rooms bzw. Multi-Display-
Umgebungen sind mit einem grundsätzlichen Problem konfrontiert: Wie können Nut-
zer mit den dargestellten Informationen über multiple Displayflächen hinweg intera-
gieren, die an verschiedene Computer angeschlossen sind? Dafür gibt es zwei Alter-
nativen.
Eine Lösung ist, Maus- und Tastatureingaben nicht nur für ein Gerät zur Verfügung
zu stellen, sondern diese Interaktionen auf die verschiedenen Geräte umzulenken. Da-
durch wird es ermöglicht, mit Maus und Tastatur eines Nutzers auf allen Displayflä-
chen und mit allen dargestellten Informationen zu interagieren.
Eine weitere Lösung ist das Entwerfen und Einbinden neuer Interaktionsgeräte. Da-
für werden Interaktionsgeräte benutzt, die eine den Gegebenheiten und Möglichkeiten
des Raumes angepasste Interaktion ermöglichen.
Im Folgenden werden zunächst verschiedene Lösungsstrategien für die Nutzung
von Maus und Tastatur in Multi-Display-Umgebungen bzw. Smart Meeting Rooms
und danach Ansätze für neue Interaktionsgeräte vorgestellt.
4.1.1. Maus- und Tastaturlösungen
Bei Maus- und Tastaturlösungen besteht die Hauptaufgabe darin, den Zeiger einer
Maus, die an ein persönliches Gerät (z.B. Laptop) angeschlossen ist, auf die Display-
flächen der Umgebung umzuleiten, so dass dort interagiert werden kann. Zu lösende
Teilprobleme sind dabei jeweils: (1) wie wird die Interaktion auf ein anderes Gerät ge-
schickt und dort ausgewertet und (2) wie ist die Anordnung der Displayflächen im
Raum (auf welcher Displayfläche wird der Zeiger angezeigt, wenn eine Displayfläche
an einer Seite verlassen wird)?
Im Folgenden werden prominente Vertreter solcher Systeme vorgestellt.
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PointRight
PointRight [JHW00] wurde für die Interaktion mit persönlicher Maus und Tastatur in
einem Smart Meeting Room, dem iRoom [JFW02], entwickelt. Dafür wurde ein Server-
Client System geschaffen, das es erlaubt, persönliche Geräte als Quelle und jede vor-
handene Displayfläche als Ziel einer Interaktion zu nutzen.
Wird ein PointRight Server auf einem persönlichen Gerät gestartet, können Maus
und Tastatur im Raum verwendet werden. Auf jedem der Computer, der eine Dis-
playfläche ansteuert, läuft dabei ein PointRight Client. Der Client empfängt die Inter-
aktionen und wertet sie aus. Tastatureingaben werden an dem Gerät ausgeführt, an
dem der Zeiger sich momentan befindet. Die Events, die sich aus Maus- und Tasta-
tureingaben ergeben, werden mit Hilfe der Middleware (iROS [BRTF02]) verteilt und
ausgewertet. Dabei ist PointRight in der Lage, multiple Zeiger auf einer Displayfläche
darzustellen, indem sogenannte ghost Pointer für jeden Zeiger gemalt werden. Ausge-
führte Interaktionen verschiedener Nutzer werden dann nacheinander ausgewertet.
Dabei entstehende Konflikte werden nicht behandelt. Diese Server-Client Architektur
wurde auf Windows PCs implementiert.
Die Anordnung der Displayflächen erfolgt für PointRight über eine Konfiguration,
die in einer Datenbank gespeichert ist. Diese Konfiguration wird zu den PointRight
Servern beim Start übertragen. Aus diesem Grund ist es mit PointRight auch möglich,
für jede einzelne Maus und Tastatur eine eigenständige Anordnung zu verwenden.
Clicky
Auch Clicky [ASWC04] stellt die Interaktion mit Maus und Tastatur auf allen Dis-
playflächen im Raum zur Verfügung. Neben der Unterstützung dieser klassischen In-
teraktionsgeräte sieht die Anforderung an Clicky ebenfalls vor, andere Interaktionsge-
räte zu unterstützen, wie z.B. PDAs oder Ubisense Tags. Dabei setzen Andrews et al.
auch eine Server - Client Architektur ein. Hier kommen endpoint für die Displayflä-
chen und redirector für die persönlichen Geräte zum Einsatz. Über genauere Details
zur Umsetzung werden allerdings keine Angaben gemacht.
Die relative Anordnung der Displayflächen zueinander wird durch einen graphi-




Bei der Maus- und Tastaturverteilung gehen Waldner et al. im Rahmen der Des-
kotheque noch einen Schritt weiter [WPKS10, WKS10, Wal11, WS10]. Neben dem Be-
reitstellen der persönlichen Maus und Tastatur für alle Displayflächen und der An-
ordnung der Displayflächen anhand eines geometrischen Modells wird hier auch das
Verhalten des Zeigers bei der Navigation thematisiert.
Das Deskotheque Framework zur Informationsanzeige basiert auf einem Linux mit
spezifischer XWindow Implementierung. Dadurch ist es möglich, für das Umleiten
der Maus- und Tastatureingaben eine modifizierte Version der Open-Source-Software
Synergy [Syn13] zu nutzen. Synergy erlaubt es, über verschiedene Plattformen hinweg
Maus- und Tastaturinputs zu verteilen. Im Rahmen der Deskotheque wurden zwei Er-
weiterungen implementiert. Zum einen wurde die Handhabung multipler Mäuse und
Tastaturen und multipler Zeiger implementiert und durch Compiz [Com13], ein Fens-
ter Manager Plugin, gerendert. Des Weiteren wurde das Modell für die relative An-
ordnung der Fenster zueinander durch das geometrische 3D Modell der Deskotheque
[WPS08] erweitert.
Im Unterschied zu anderen Ansätzen wird im Rahmen der Deskotheque ein drei-
dimensionales Modell der Displayanordnung genutzt. Diese Anordnung wird durch
ein Kamerasystem automatisch erfasst und erstellt, wodurch auch Änderungen sehr
schnell im Modell berücksichtigt werden können.
Diese Anordnung lässt es auch zu, die Zeigerbewegung der Maus bei der Navigati-
on für einen einzelnen Nutzer anzupassen. So wird auf Basis der Position des Nutzers
eine perspektivisch korrekte Navigation ermöglicht. Durch die dreidimensionale An-
ordnung geht dieser Ansatz auch einen Schritt weiter als der Ansatz des Perspective
Cursor [NSC+06], bei dem ausgehend vom Nutzer lediglich eine zweidimensionale
Anordnung erstellt wird. Weiterhin stellen Waldner et al. zwei Arten der Navigati-
on vor: free navigation und path navigation. Bei der free navigation wird ein Zeiger mit
perspektivisch korrekter Bewegung angezeigt. Die Freiräume zwischen den Display-
flächen werden mit einem perspektivischen warping überbrückt. Bei der path naviga-
tion werden zunächst die kürzesten Kanten zwischen den Displayflächen berechnet.
Verlässt ein Zeiger eine Displayfläche, wird er zur nächstgelegenen Displayfläche ge-
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warpt. Die Bewegungen auf den Displayflächen verlaufen wiederum perspektivisch.
Dadurch werden nicht nur Konzepte wie das pointer warping [BCHG04, BF07] mit der
perspektivisch korrekten Navigation [NSC+06] vereint, sondern darüber hinaus durch
das dreidimensionale Modell eine freie Anordnung der Displayflächen für eine per-
spektivisch korrekte Navigation ermöglicht.
4.1.2. Neue Interaktionsgeräte
Die Entwicklung und der zielgerichtete Einsatz neuer Interaktionsgeräte wird im Be-
reich der Multi-Display-Umgebungen bzw. Smart Meeting Rooms in der Literatur
ebenfalls thematisiert.
Neue Interaktionsgeräte werden dann verwendet, wenn es ermöglicht werden soll,
statt eines relativen Zeigers das direkte Zeigen zu unterstützen. Bei relativen Zeigern
muss die gesamte Fläche der Displayflächen überbrückt werden, die zwischen den
verschiedenen Informationen liegt. Gerade bei vielen Displayflächen, die weit ausein-
ander stehen, bedarf es dabei eines sehr weiten Weges. Beim direkten Zeigen entfällt
dies, da mit einer kurzen Handbewegung der gesamte Raum überbrückt ist. Vor allem
im Bereich der Large High Resolution Displays1 (LHRD) stehen diese Arten der Inter-
aktion im Fokus der Forschung, da im Umfeld der LHRD die Nutzung von Maus und
Tastatur ineffizient ist [FTS+10, OS02].
Eine Technik für die direkte Interaktion ist die Nutzung von Laserpointern. Diese In-
teraktion wird in der Literatur umfangreich behandelt. [Pec01, ATK+05, FTS+10]. Der
XWand [WS03, WP03] nutzen das gleiche Prinzip des direkten Zeigens, erweitern aber
die Mächtigkeit des Interaktionsgeräts durch zusätzliche Funktionen. Durch Senso-
ren (Gyroskopische-, Magetometrische- und Beschleunigungssensoren) und zusätzli-
che Knöpfe am Interaktionsgerät selbst werden Freiheitsgrade und Leistungsfähigkeit
wesentlich erhöht.
Durch die Einführung der Nintendo Wii und dem dazugehörigen Wiimote2 im Jahr
2006 [Nin13] wurde solch ein Interaktionsgerät für das direkte Zeigen mit zusätzlichen
1große hochauflösende Displays
2Wiimote: kurz für Wii Remote, bzw. Wii Fernbedienung
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Freiheitsgraden für einen geringen Preis als Standardhardware verfügbar [SWMB09].
Von Johnny Chung Lee wurde außerdem gezeigt, dass sehr viel mehr Potential für
die Interaktion in der Wiimote steckt [Lee13]. So entwickelte er auf Basis der Stan-
dardhardware ein Fingertracking, ein interaktives Whiteboard mit Multipointer und
Headtracking für ein Desktop Virtual Reality Display.
Der Nachteil von direktem Zeigen ist die Ungenauigkeit, welche hauptsächlich vom
Zittern der Hand ausgelöst wird [Pec01, MBN+02, ST06b, WP03]. Um diesen Nachteil
bei der Interaktion zu reduzieren, wird z.B. der reale durch einen geglätteten Zeiger
ersetzt. Darüber hinaus präsentieren Lehmann et al. einen Ansatz für ein distanzab-
hängiges Mapping der Interaktion. Dabei wird abhängig von der Distanz des Nutzers
zur Displaywand die automatische Genauigkeit des Zeigers eingestellt [LS12].
Auch die Interaktion ohne zusätzliche Interaktionshardware durch Gestensteue-
rung wird ausführlich in der Literatur thematisiert. Eine Übersicht liefern dazu Karam
et al. [KS05].
4.1.3. Zusammenfassung
Für die Interaktion in Smart Meeting Rooms über multiple Displayflächen hinweg
werden in der Literatur diverse Lösungsansätze angegeben. Diese lassen sich in die
Interaktion mit Maus und Tastatur und die Nutzung neuer Interaktionsgeräte einteilen.
Bei der Interaktion mit Maus und Tastatur werden in der Regel die persönlichen
Geräte der Nutzer auf die anderen Displayflächen umgelenkt. Durch die positionsab-
hängige Navigation wird der Zeiger der Anordnung der Displayflächen angepasst, so
dass ein komfortables Arbeiten ermöglicht wird.
Bei der Interaktion mit neuen Interaktionsgeräten werden in der Regel Lösungen
für spezifische Anwendungen entwickelt. Auch die eigens entwickelte Interaktions-
hardware wird dabei an die spezifischen Aufgaben angepasst. Diese Verbindung von
physischer Interaktion mit der semantischen Interpretation verstärkt die Mächtigkeit
der Interaktionsgeräte. Beispielsweise werden beim UIC (Universal Interaction Con-
troller) [ST06b, ST06a] spezifische Interaktionen für das Kopieren, Ausschneiden und
Einfügen bereitgestellt.
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Ein Konzept für die Interaktion mit allen Displayflächen, welches in der Lage ist so-
wohl Maus und Tastatur als auch neue Interaktionsgeräte zu nutzen, wurde bisher in
der gängigen Literatur nicht vorgestellt. Dies wäre in Smart Meeting Rooms eine sinn-
volle Lösung. So könnte z.B. der Presenter durch neue Interaktionsgeräte unterstützt
werden, während bei einer Diskussion die Teilnehmer mit Maus und Tastatur mit den
verschiedenen Views auf verschiedenen Displayflächen interagieren.
Durch den Einbezug jeglicher Interaktionsgeräte wird es dem Nutzer ermöglicht,
die bevorzugten und ihm vertrauten Interaktionsgeräte einzusetzen.
4.2. Smart Interaction Management
4.2.1. Problembeschreibung
In Smart Environments und speziell in Smart Meeting Rooms ist die ständige Inter-
aktion des Menschen mit dem Computer ein integraler Bestandteil [CD04]. Aber im
Hinblick auf die von Mark Weiser formulierte Vision der verwobenen Sensoren, Ak-
tuatoren, Displays und rechnenden Elemente in einem Smart Environment [Wei91]
wird die Interaktion zunehmend komplexer. Heider und Kirste geben in [HK05b] wei-
terhin zu bedenken, dass bezüglich der Vision von Don Norman [Nor99] – dem ´´The
Invisible Computer” – das Problem der Interaktion noch komplexer wird. Sie wer-
fen die Fragen auf: (1) wie man mit smarten Dingen interagiert, die man nicht kennt,
(2) wie man Geräte steuert, die man nicht sieht und (3) wie man diese Interaktionen
darüber hinaus in einer dynamischen Umgebung realisiert.
Mit dem Smart View Management als Grundlage für die Informationsdarstellung
in Smart Meeting Rooms treten für die Interaktion diese von Heider und Kirste in
[HK05b] beschriebenen Probleme auf. Durch die dynamische Erzeugung von Views
an verschiedenen Geräten und Applikationen und durch die dynamische Anzeige der
Views auf multiplen Displayflächen ist es für den Nutzer nicht ersichtlich, wo wel-
che View generiert wurde. Weiterhin ist es für den Nutzer nicht offensichtlich, welche
Geräte die Displayflächen ansteuern, die diese Views anzeigen. Daraus resultierend
werden an die Interaktion in Smart Meeting Rooms folgende Anforderungen gestellt:
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Manipulierbarkeit aller Views auf jeder Displayfläche mit jedem Interaktionsgerät
Die grundlegende Anforderung für die Interaktion mit den Views des Smart View
Managements ist daher, dass jede dargestellte Information auf jeder Displayflä-
che mit jedem Interaktionsgerät manipulierbar sein sollte [JHW00, NSC+06]. Da-
durch wird außerdem ermöglicht, dass Nutzer nicht zwischen verschiedenen In-
teraktionsgeräten wechseln müssen, um mit Darstellungen auf anderen Display-
flächen zu interagieren. Hierbei sollte der Übergang von einer Displayfläche zur
anderen nahtlos sein [NSC+06]. Zudem kann der Nutzer Interaktionsgeräte je
nach zu erledigender Aufgabe auswählen und einsetzen [FFH00].
Unterstützen persönlicher Interaktionsgeräte für die Interaktion mit Views Diese
Anforderung ergibt sich aus der Anwendung im Smart Meeting Room, welche
als ad-hoc Umgebung zur Unterstützung persönlicher Geräte konzipiert wur-
de. Das bedeutet im Kontext der Interaktion, dass persönliche Interaktionsgeräte
der Nutzer für die Interaktion mit Views unterstützt werden sollten. Die Nutzung
persönlicher Interaktionsgeräte ermöglicht es ebenfalls, dass Nutzer mit Interak-
tionsgeräten arbeiten, mit deren Eigenschaften sie vertraut sind, was wiederum
eine erfolgreiche Interaktion ermöglicht [FFH00].
Unterstützen neuer Interaktionsgeräte Neben den klassischen Interaktionsgeräten
wie z.B. Maus und Tastatur sollten auch neue Interaktionsgeräte wie z.B. die
Wiimote für die Interaktion unterstützt werden.
Die “Unsichtbarkeit” der Interaktion sollte unterstützt werden Die Nutzer sollen den
Ablauf der Interaktion nicht verstehen müssen, sondern ein ihnen vertrautes In-
teraktionsgerät ad-hoc für die Interaktion mit allen Views auf allen Displayflä-
chen im Raum nutzen können [RC00].
4.2.2. Prinzipieller Lösungsansatz
Die in dieser Arbeit verfolgte Lösungsidee für die Interaktion mit Views im Smart Mee-
ting Room ist die Entkopplung der Interaktionsgeräte (z.B. Maus, Tastatur, Wiimote)
von der Interpretation der Interaktion. Durch diese Entkopplung wird erreicht, dass
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eine physisch ausgeführte Interaktion an einem beliebigen Gerät des Smart Meeting
Room Ensembles unabhängig vom Interaktionsgerät semantisch interpretiert werden
kann.
Um die genannten Anforderungen an die Interaktion im Smart Meeting Room zu
lösen, wurde das Konzept des Smart Interaction Managements entwickelt. Durch das
Smart Interaction Management werden die drei grundsätzlichen Anforderungen adres-
siert: (1) Interaktion mit allen dargestellten Views auf allen Displayflächen mit allen
Interaktionsgeräten, (2) ad-hoc Nutzung persönlicher Interaktionsgeräte, (3) Einbin-
dung neuer Interaktionsgeräte und (4) keine Notwendigkeit der Kenntnis des Ablaufs
der Interaktion beim Nutzer.
Die Entkopplung der Interaktionsinterpretation von der Interaktionshardware ba-
siert auf der Trennung der Interaktion in physische und logische Interaktion nach de
Melo [Mel10]:
Physische Interaktion Interaktion des Nutzers mit Ein-/Ausgabegeräten (Interakti-
onsgeräten), wie z.B. das Drücken einer Maustaste.
Logische Interaktion Interaktion, die ein Nutzer mit dem System zur Änderung des
Systemzustands vornehmen will (die Intention des Nutzers).
Dix et al. [DFAB03] unterteilen die logische Interaktion weiter in drei Ebenen:
Syntaktische Ebene Beschreibung von Ordnung (Reihenfolge) und Struktur der In-
teraktion.
Lexikalische Ebene Beschreibung der Repräsentation von Elementen der Interaktion.
Semantische Ebene Wirkung von Interaktionen auf die internen Datenstrukturen des
Systems.
Basierend auf dieser Trennung (siehe Abbildung 4.1) ergeben sich für eine nahtlose




Abbildung 4.1.: Trennung von physikalischer und logischer Interaktion aus [Mel10]
1. Überführen der physikalischen Interaktion in die syntaktische Ebene der logi-
schen Interaktion.
2. Auswertung der syntaktischen Interaktion und Überführen in die lexikalische
Ebene.
3. Zuweisen der Interaktion zur Zieldisplayfläche.
4. Interpretation der Interaktion durch Überführung der Interaktion von der lexi-
kalischen Ebene in die semantische Ebene.
Der erste Punkt, die Überführung der physikalischen Interaktion in die syntakti-
sche Ebene der logischen Interaktion, wird vom Betriebssystem und dem verwendeten
Treiber übernommen. Der Treiber eines Gerätes stellt die Hardware dem System zur
Verfügung, überlässt den Aspekt der Interpretation aber den Applikationen. Damit
stellt der Treiber nur die Ressourcen bereit ohne Constraints hinzuzufügen [CRKH09].
Der zweite Punkt ist das Auswerten der syntaktischen Interaktion und Überführen
in die lexikalische Ebene. Dazu wird im Smart Interaction Management der Interaction
Grabber verwendet. Bei einer physikalischen Interaktion werden durch den Treiber
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Events generiert. Diese Events werden vom Interaction Grabber registriert und in eine
Zwischenbeschreibung übersetzt. Die Zwischenbeschreibung repräsentiert dabei die
lexikalische Beschreibung und damit liegt die Interaktion in lexikalischer Ebene vor.
Der Interaction Grabber wird spezifisch für verschiedene Interaktionsgeräte angepasst.
Der dritte Punkt ist die Zuweisung der Interaktion zu einer Displayfläche. Dazu
wird im Smart Interaction Management der Interaction Mapper verwendet. Hier wird
die Interaktion in lexikalischer Ebene gesammelt. Diese Interaktion wird dann dem
Metarenderer3 übertragen, der auf der korrespondierenden Displayfläche läuft.
Der vierte Punkt ist die Interpretation der Interaktion, d.h. Übertragung der lexi-
kalischen Interaktion in die semantische Interaktion. Dafür wird im Smart Interaction
Management der Interaction Handler verwendet. Der Interaction Handler übersetzt die
Interaktion in lexikalischer Ebene in vom Zielsystem interpretierbare Interaktionen
und führt sie aus. Dabei wird unterschieden zwischen der Interaktion mit der An-
zeige der Views– eine Interaktion zur Modifikation der Zuweisung der Views zu den
Displayflächen und dem Layout der Views auf den jeweiligen Displayflächen – und
der Interaktion mit dem Inhalt der Views – einer Interaktion zur Manipulation der dar-
gestellten Information.
Somit ergibt sich zusammenfassend der folgende generelle Ablauf des Smart Inter-
action Managements: Die physische Interaktion wird vom Interaction Grabber ausgewer-
tet. Der Interaction Grabber stellt dabei die Verbindung der Interaktionshardware zum
Smart Interaction Management her. Der Interaction Grabber übersetzt die Interaktion von
der syntaktischen in die lexikalische Ebene, d.h. der Input des Interaction Grabbers ist
eine Interaktion in syntaktischer Ebene und der Output ist die Interaktion in lexika-
lischer Ebene. Der nächste Schritt ist der Interaction Mapper. Hier wird die Interak-
tion einer Displayfläche mit korrespondierendem Metarenderer zugewiesen und per
Netzwerk übertragen. In- und Output sind jeweils in lexikalischer Ebene. Im nächs-
ten Schritt wird im Metarenderer der Interaction Handler verwendet, um die Interaktion
von der lexikalischen in die semantische Ebene zu übersetzen. An dieser Stelle ist die
Interpretation der Interaktion notwendig, um entscheiden zu können, ob eine Inter-
aktion mit der Anzeige oder dem Inhalt der Views ausgeführt werden soll. Bei einer
3Der Metarenderer ist die Softwarekomponente des Smart View Managements, die das Anordnen und die
Anzeige der Views auf den jeweiligen Displayflächen ermöglicht.
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Interaktion mit der Anzeige der Views wird die Interaktion am Metarenderer interpre-
tiert und die Änderungen werden ausgeführt. Bei einer Interaktion mit dem Inhalt
der Views wird ermittelt, mit welcher View interagiert werden soll und von welchem
Gerät die View bereitgestellt wird. Dann wird die Interaktion in lexikalischer Ebene
an das entsprechende Gerät versendet, dort durch einen Interaction Handler interpre-
tiert und dementsprechend Aktionen auf Ebene der View generierenden Applikation
ausgelöst. Damit kann sowohl der Presenter als auch jeder Nutzer von seinem persön-
lichen Gerät in die Generierung einer beliebigen View und damit in die Erzeugung des
dargestellten Inhalts eingreifen.
Im Folgenden werden die einzelnen Komponenten des Smart Interaction Manage-
ments im Detail vorgestellt.
4.2.3. Interaction Grabber
Der Interaction Grabber wertet die syntaktischen Interaktionen aus und überführt sie in
die lexikalische Ebene. Somit stellt er die Verbindung zwischen dem verwendeten In-
teraktionsgerät und dem Smart Interaction Management dar. Dafür müssen drei grund-
legende Teilaufgaben durchgeführt werden: (1) das Auswerten der syntaktischen In-
teraktionen, (2) das Übersetzen der Interaktionen in die lexikalische Ebene und (3) das
Weiterleiten der Interaktion an den Interaction Mapper.
Das Auswerten der Interaktion ist die Grundlage für die Nutzung eines Interakti-
onsgerätes für das Smart Interaction Management. Wird eine physische Interaktion von
einem Nutzer mit einem Interaktionsgerät ausgeführt, so wird diese vom Treiber des
Gerätes erkannt. Durch den Treiber werden die analogen Signale des Interaktionsge-
räts (z.B. Drücken einer Maustaste) ausgewertet und in eine logische Interaktion auf
syntaktischer Ebene übersetzt. Diese Interaktionen auf syntaktischer Ebene werden
dann an das System mittels sogenannter Events gemeldet. Ein Event beschreibt da-
bei syntaktisch die vom Nutzer ausgeführte Interaktion. Das Auswerten besteht nun
darin, diese Events zu erkennen und bei Auftreten eines Events darauf zu reagieren.
Um dies zu erreichen, ist für jedes zu verwendende Interaktionsgerät ein Interaction
Grabber erforderlich.
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Nach dem Erkennen eines Events erfolgt das Übersetzen der Interaktionen in die
lexikalische Ebene. Hierfür können zwei Möglichkeiten einer lexikalischen Beschrei-
bung genutzt werden. Zum einen kann die syntaktische Beschreibung der durchge-
führten Interaktion direkt ohne Nutzung einer Zwischenbeschreibung übertragen
werden. Zum anderen kann die Interaktion in eine Zwischenbeschreibung übersetzt
und anschließend übertragen werden.
Die Option ohne eine Zwischenbeschreibung hat den Vorteil, dass die Realisierung
des Interaction Grabbers sehr einfach ist. Die Interaktion in syntaktischer Ebene wird
erkannt und ohne zusätzlichen Aufwand weitergeleitet. Damit lassen sich Interacti-
on Grabber für neue Interaktionsgeräte sehr schnell und einfach implementieren. Eine
Übersetzung in die semantische Ebene ist allerdings weiterhin vonnöten. Der Verzicht
auf eine Zwischenbeschreibung hat aber den Nachteil, dass der Interaction Handler spä-
ter die Übersetzungsleistung übernehmen muss. Er müsste also eine Übersetzung der
spezifischen syntaktischen Beschreibung aller genutzten Interaktionsgeräte in die se-
mantische Ebene implementieren.
Die zweite Option der Nutzung einer Zwischenbeschreibung hat den Vorteil, dass
die Übersetzung von Zwischenbeschreibung zu semantischer Ebene für jedes Gerät
gleich ist. Daher muss der Interaction Handler in diesem Fall lediglich die Übersetzung
aus einer festgelegten Beschreibung implementieren, was den Aufwand erheblich re-
duziert. Ein Nachteil ist aber, dass dann der Aufwand am Interaction Grabber steigt,
da jetzt dort die Übersetzung implementiert werden muss. Da die Übersetzung der
spezifischen syntaktischen Ebene in die Zwischenbeschreibung allerdings nur genau
einmal für jedes Interaktionsgerät implementiert werden muss, ist hier der Aufwand
geringer.
Deshalb wurde im Smart Interaction Management eine Zwischenbeschreibung ver-
wendet. Für die Zwischenbeschreibung gibt es wiederum zwei Möglichkeiten: (1) die
Nutzung einer abstrakten Zwischenbeschreibung oder (2) die Nutzung einer konkre-
ten Zwischenbeschreibung.
Der Vorteil einer abstrakten Zwischenbeschreibung liegt darin, dass diese Beschreibung
generisch aufgebaut werden kann. Dadurch kann sie beliebig erweitert werden und ist
damit in der Lage, jedes beliebige Interaktionsgerät mit seinen Freiheitsgraden abzu-
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bilden. Der Nachteil ist, dass bei der Übersetzung der Zwischenbeschreibung in die
semantische Ebene, wie es an den Applikationen durch den Interaction Handler umge-
setzt wird, die Struktur der Zwischenbeschreibung bekannt sein muss.
Die konkrete Zwischenbeschreibung hat den Vorteil, dass bei richtiger Wahl der Zwi-
schenbeschreibung die Übersetzung in die semantische Ebene sehr stark vereinfacht
wird. Wenn eine Applikation bereits die Semantik mittels dieser Beschreibung defi-
niert, ist eine weitere Übersetzung nicht notwendig. Dies reduziert den Aufwand am
Interaction Handler erheblich. Ein Nachteil der konkreten Zwischenbeschreibung ist,
dass sie in der Regel nicht erweiterbar ist. Dadurch ist nicht gesichert, dass die voll-
ständige Funktionalität aller Interaktionsgeräte abgebildet werden kann.
Im Smart Interaction Management wird dennoch eine konkrete Zwischenbeschreibung
verwendet. Hier wird auf die syntaktische Beschreibung von Maus und Tastatur Inter-
aktionen zurückgegriffen. Diese Zwischenbeschreibung bietet gleich mehrere Vortei-
le. Zum einen wird in dieser Beschreibung oft die Semantik der Interaktionen in den
Applikationen implementiert. So ist ein weiteres Mapping nicht erforderlich. Zum an-
deren bieten Maus und Tastatur eine sehr große Mächtigkeit. Daher ist die Zwischen-
beschreibung in der Lage, eine Vielzahl verschiedener Interaktionsgeräte abzubilden.
Das Resultat des Interaction Grabbers ist die Interaktion, die in lexikalischer Ebene
durch eine Zwischenbeschreibung dargestellt ist. Dabei wird Maus- und Tastatursyn-
tax als Zwischenbeschreibung verwendet. Das hat zur Folge, dass die weiteren Schrit-
te, Zuweisung zur Displayfläche und Interpretation der Interaktion, nun für alle Inter-
aktionsgeräte gleich ablaufen und der Interaction Grabber als Interface für die Anbin-
dung beliebiger Interaktionsgeräte an das Smart Interaction Management fungiert.
4.2.4. Interaction Mapper
Ziel des Interaction Mappers ist es, eine Interaktion auf lexikalischer Ebene von einem
Interaction Grabber zu empfangen und an das Zieldisplay und den korrespondierenden
Metarenderer weiterzuleiten. Damit wird es ermöglicht, über verschiedene Displayflä-
chen hinweg zu interagieren, ohne dass die Displayflächen untereinander jeweils ein
Modell des Raums bzw. der Anordnung der Displayflächen besitzen.
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(a) Aufriss des Smart Meeting Rooms mit der Positionierung der Displayflächen (LW1 – LW4 und
VD1 – VD3).
(b) Projizierte Anordnung der Displayflächen mit relativer Ausrichtung zueinander.
Abbildung 4.2.: Grundlage für den Interaction Mapper: die Projektion der Displayflä-




Um dies zu erreichen benutzt der Interaction Mapper zwei Beschreibungen: (1) Ver-
waltung multipler Zeiger und (2) Anordnung der Displayflächen.
Durch die Verwaltung multipler Zeiger wird es ermöglicht, Eingaben von unter-
schiedlichen Interaktionsgeräten auf multiplen Displayflächen zu verwalten. Eine In-
teraktion auf lexikalischer Ebene kann dadurch eindeutig einem Zeiger zugeordnet
werden. Dafür registriert sich ein Interaction Grabber beim Start beim Interaction Map-
per. Dem Interaction Grabber wird eine eindeutige ID zugeordnet. Der Zeiger, der zu
dieser ID gehört, ist damit genau einer Displayfläche (respektive einem Metarenderer)
zugeordnet. Erfolgt nun eine Interaktion, wird mittels ID festgestellt, auf welcher Dis-
playfläche sich der entsprechende Zeiger befindet. Zu dieser Displayfläche wird dann
die Interaktion weitergeleitet.
Die Beschreibung der Anordnung der Displayflächen ist notwendig, um den Wech-
sel eines Zeigers von einer Displayfläche zur Anderen zu ermöglichen. Wie bereits
erwähnt wird eine Interaktion einem Metarenderer zugeordnet. Dort wird die Interak-
tion mittels des Interaction Handlers ausgewertet. Ein mögliches Resultat dieser Inter-
aktion ist das Verlassen einer Displayfläche an einer Kante. Tritt dieser Fall auf, wird
es an den Interaction Mapper zurückgemeldet. Mit Hilfe der geometrischen Anordnung
wird dann ermittelt, auf welche Displayfläche der Zeiger verschoben werden soll. Der
Interaction Mapper verändert dann diese Zuordnung. Die folgende Interaktion dieses
Interaktionsgerätes wird dann an die neue Displayfläche (bzw. dessen Metarenderer)
versendet.
Zur Ermittlung der Anordnung der Displayflächen werden in der Literatur ver-
schiedene Möglichkeiten vorgeschlagen (vgl. Abschnitt 4.1). Im Rahmen des Smart In-
teraction Managements wird eine relative Positionierung der Displayflächen verwendet.
Eine relative Positionierung bedeutet, dass nicht ein detailliertes geometrisches Mo-
dell der Displayflächen angefertigt wird (vgl. [WPS08]), sondern die Nachbarschaften
ermittelt werden (z.B. Displayfläche 1 ist links von Displayfläche 2) (vgl. [Syn13]). Zur
Ermittlung dieser Nachbarschaften wird eine 2D Projektion der Displayflächen aus
dem räumlichen Modell erstellt (siehe Abbildung 4.2). Basierend auf dieser Projektion
lässt sich dann die relative Anordnung bestimmen (siehe Abbildung 4.2b).
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4.2.5. Interaction Handler
Der Interaction Handler übernimmt den letzten Schritt im Interaktionsprozess. Seine
Aufgabe ist es, die Interaktion auf lexikalischer Ebene (in Zwischenbeschreibung) in
die semantische Ebene zu übersetzen. Dabei wird im Smart Interaction Management
zwischen der Interaktion mit der Anzeige der Views und der Interaktion mit dem In-
halt der Views unterschieden.
Durch die Interaktion mit der Anzeige der Views wird der Nutzer (im Allgemeinen
der Presenter) in die Lage versetzt, die Zuordnung zur Displayfläche, das Layout und
das Erscheinungsbild der Views zu manipulieren. Die Interaktion mit der Anzeige der
Views wird in Abschnitt 4.3 im Detail besprochen.
Für die Interaktion mit dem Inhalt der Views ist es notwendig, dass die View generie-
rende Applikation den Interaction Handler verwendet. Die Interaktion mit dem Inhalt
der Views wird in Abschnitt 4.4 im Detail besprochen.
Um zu unterscheiden, welche Art der Interaktion ausgeführt werden soll, erhält
jeder Zeiger einen separaten Status. Dieser Status kann durch Druck auf einen Button
umgeschaltet werden.
Bei einer Interaktion mit der Anzeige der Views, wird die Interaktion semantisch
mit Hilfe des Interaction Handlers im Metarenderer interpretiert. Dies ermöglicht es, das
Layout und die Zuordnung der Views zu den Displayflächen zu modifizieren.
Wird eine Interaktion mit dem Inhalt der Views ausgeführt, wird zunächst detek-
tiert, welche View Ziel der Interaktion ist. Dann wird die Interaktion in lexikalischer
Ebene (Zwischenbeschreibung) an die View generierende Applikation weitergeleitet.
Der entsprechende Interaction Handler interpretiert dort die Interaktion.
Das Resultat des Interaction Handlers ist die Ausführung der Interaktionen an dem
vom Nutzer definierten Ziel. So wird es möglich, sowohl die Anzeige als auch das
Angezeigte mit einem beliebigen Interaktionsgerät zu manipulieren. Der vollständige
Ablauf des Smart Interaction Managements ist in Abbildung 4.3 dargestellt.
In den folgenden Abschnitten wird gezeigt, wie auf der Grundlage des SVM eine
weitreichende Interaktionsfunktionalität mit den Views realisiert werden kann.
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Abbildung 4.3.: Grundsätzlicher Ablauf des Smart Interaction Managements. Interaktio-
nen werden vom Interaction Grabber ausgewertet, durch den Interaction
Mapper an den zuständigen Metarenderer übertragen und durch den
Interaction Handler am Metarenderer oder an der View generierenden
Applikation semantisch interpretiert.
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4.3. Interaktion mit der Anzeige der Views
In diesem Abschnitt wird die Interaktion mit der Anzeige der Views thematisiert. Zu-
nächst wird eine Problembeschreibung erarbeitet und danach werden die verschiede-
nen Teilprobleme bei der Interaktion mit der Anzeige diskutiert.
4.3.1. Problembeschreibung
Die Anzeige der Views wird im Smart View Management automatisch konfiguriert. Die
verschiedenen Views werden durch das Smart Display Mapping automatisch den Dis-
playflächen zugeordnet (vgl. Abschnitt 3.5), durch die Federkraft- und Gitterbasier-
ten Layouts werden die Views auf den verschiedenen Displayflächen angeordnet und
durch die flexible JPEG2000 Dekodierung kann die Auflösung der Views an das Lay-
out angepasst werden (vgl. Abschnitt 3.6). Nun stellt sich die Frage, warum hier eine
interaktive Anpassung der Anzeige sinnvoll sein kann.
Grundsätzlich werden zwei Szenarien im Smart Meeting Room unterschieden: die
Präsentation und die Diskussion (vgl. Abschnitt 3.4). Für das Display Mapping, und da-
mit die Zuordnung der Views zu den Displayflächen, wurden diese beiden Szenarien
bzgl. der Positionen der einzelnen Nutzer betrachtet. So werden bei der Präsentation
die Views neben dem Presenter angezeigt, während bei der Diskussion die Views frei
auf den Displayflächen verteilt werden (vgl. Abschnitt 3.5).
Diese Szenarien haben allerdings auch Einfluss auf die Auswahl und Anordnung
der Views. Um dies zu verdeutlichen, wird im Folgenden ein Beispiel für die Präsen-
tation und Diskussion zwischen Experten verschiedener Fachgebiete gegeben. Ziel ist
hier die Präsentation und Diskussion von Erkenntnissen, die aus visuellen Repräsen-
tationen gewonnen wurden. Ein dynamischer Übergang zwischen der Präsentation
und anschließender Diskussion von Informationen ist ein gängiges Beispiel in Smart
Meeting Rooms [BK09, HBGK09].
Am Anfang gibt der Presenter eine Einführung in die zu diskutierenden Daten. Da-
bei werden auch vorläufige Analyseergebnisse dem Publikum vorgestellt. Das Publi-
kum ist dadurch über die Charakteristik und das Ziel der Diskussion informiert.
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Für diesen Schritt ist zunächst keine interaktive Anpassung notwendig, da man da-
von ausgehen kann, dass der Presenter die Präsentation entsprechend seiner geplan-
ten Moderation erzeugt. Das heißt, der Presenter generiert im Vorfeld der Präsentati-
on Views (das können Folien oder einzelne Bilder sein), stellt diese zu View Packages
zusammen und kann so die automatische Anordnung der Views während der Präsen-
tation nutzen.
Nach der einführenden Präsentation startet dann die Diskussion. Im Gegensatz zur
Präsentation können sich während der Diskussion die Schwerpunkte und Fragestel-
lungen der Teilnehmer dynamisch ändern. Diese Änderungen kann ein Presenter nicht
alle im Vorfeld berücksichtigen. So können beispielsweise Aspekte der Daten relevant
werden, die mit den bisherigen Views nicht ausreichend kommuniziert sind, oder Da-
ten sollen in Beziehung gesetzt werden, wobei die entsprechenden Views nicht grup-
piert wurden.
Um also solche Änderungen zu unterstützen, bedarf es einer interaktiven Anpas-
sung der Anzeige. Dabei müssen verschiedene Anforderungen berücksichtigt werden:
1. Auf dieser Stufe der Interaktion sollte die Anpassung auf Ebene der View An-
zeige stattfinden, also ohne eine Neugenerierung von Views auskommen. Dies
ermöglicht ein einheitliches Interface für die Anpassung unabhängig von der
Implementierung der View generierenden Applikationen.
2. Der Presenter sollte in der Lage sein, Anpassungen auf beliebigen Displayflä-
chen selbstständig durchzuführen. So sollte er z.B. Views beliebig verschieben
können. Aber auch die Diskussionsteilnehmer sollten in der Lage sein, beliebig
auf Views zuzugreifen, um diese z.B. während ihres Diskussionsbeitrages zu ver-
größern und in den Fokus zu rücken.
3. Es sollten nur lokale Änderungen vorgenommen werden. Wird z.B. in einer Dis-
kussion eine Verbindung zwischen bisher nicht zusammenhängenden Views ent-
deckt, soll nicht die gesamte Anzeige neu erstellt werden müssen, um diese bei-
den Views in der Anzeige kombinieren zu können. Um die Orientierung der Nut-
zer zu erhalten, sollte eine interaktive Anpassung angeboten werden, die weit-
gehend das Gesamtbild erhält.
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Die Anzeige der Views besteht grundsätzlich aus der Zuordnung der Views zu den
Displayflächen und der Anordnung der Views auf den jeweiligen Displayflächen (Po-
sition, Auflösung) (vgl. Abschnitt 3). Für die Interaktion mit der Anzeige von Views
wird vom aktuellen Zustand der Anzeige ausgegangen, der vom Smart Display Map-
ping (vgl. Abschnitt 3.5) und einem Layout Mechanismus (vgl. Abschnitt 3.6) auto-
matisch berechnet und dargestellt wurde. Dieser Zustand soll interaktiv so angepasst
werden, dass die aktuellen Anforderungen erfüllt werden, die während einer Präsen-
tation oder Diskussion auftreten.
Um eine solche interaktive Manipulation der Anzeige zu ermöglichen, sind prin-
zipiell drei Aufgaben zu unterstützen: (1) interaktives Zuweisen einer View zu einer
(anderen) Displayfläche (siehe Abschnitt 4.3.2), (2) interaktive Manipulation der An-
ordnung der Views (siehe Abschnitt 4.3.3) und (3) interaktive Anpassung der Darstel-
lung einer View (siehe Abschnitt 4.3.4). Diese Teilprobleme werden in den folgenden
Abschnitten behandelt.
4.3.2. Interaktive Zuweisung von Views zu Displayflächen
Die interaktive Zuordnung von bereits angezeigten oder neu zu ergänzenden Views
zu bestimmten Displayflächen ist eine erste sinnvolle Option für die Anpassung der
Anzeige. Dadurch kann z.B. eine weitere View die dargestellten Informationen anderer
Views ergänzen.
Dieses Anliegen ließe sich grundsätzlich auch durch das Smart View Management
erreichen. In diesem Fall müsste der Presenter aber die View Packages modifizieren, in-
dem er zusammenhängende Views in das gleiche View Package verschiebt oder Views,
die aktuell nicht angezeigt werden, in neue oder bestehende View Packages eingliedern.
Die Generierung neuer View Packages bzw. die Modifikation bestehender View Packages
hat allerdings einen globalen Einfluss auf die Verteilung der Views auf den Displayflä-
chen. Außerdem würde eine neue Zuweisung der Views die Berechnung des Layouts
auf den Displayflächen neu initialisieren. Die Folge wäre eine Anordnung der Views,
die zwar die neuen Schwerpunkte der Diskussion aufgreift, allerdings nicht garantiert,
dass die Orientierung der Teilnehmer erhalten bleibt.
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Abbildung 4.4.: Interaktive Zuordnung einer View zu einer anderen Displayfläche mit-
tels drag-and-drop Interaktion.
Deshalb sollte hierfür nicht das Smart View Management eingesetzt werden, sondern
der Nutzer, insbesondere der Presenter, soll die Views interaktiv von einer Displayflä-
che zur anderen verschieben und neue Views auf einer Displayfläche anzeigen können.
Für die interaktive Zuweisung von Views zu Displayflächen wurden zwei Lösungen
entwickelt. Zum einen die Möglichkeit, Views per drag-and-drop von einer Display-
fläche auf eine andere zu verschieben und zum anderen die Möglichkeit, eine View
explizit einer Displayfläche zuzuweisen. Diese beiden Lösungen werden im Folgen-
den beschrieben.
• Das Verschieben einer View auf eine andere Displayfläche wird im Smart Inter-
action Management durch den Interaction Handler realisiert (vgl. Abschnitt 4.2.5).
Dieser informiert darüber, dass der Zeiger des Presenters oder eines Nutzers die
Displayfläche mit einer View (durch eine drag Interaktion) verlässt (siehe Ab-
bildung 4.4). Anhand des geometrischen Modells der Anordnung der Display-
flächen wird die neue Displayfläche durch den Interaction Mapper ermittelt (vgl.
Abschnitt 4.2.5).
Die beiden involvierten Displayflächen werden nun über die Änderung der Zu-
ordnung der Views informiert und nur für diese wird dann automatisch ein neues
Layout berechnet. Die Displayflächen, die nicht involviert sind, registrieren kei-
ne Veränderung und behalten ihr aktuelles Layout bei. Damit werden nur lokale
Änderungen vorgenommen, die globale Anzeige bleibt erhalten und damit die
Orientierung der Nutzer. Je nachdem welcher Layout Mechanismus eingesetzt
wurde, ergeben sich folgende Adaptionen:
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– Beim Gitterbasierten Layout wird auf den beiden betroffenen Displayflächen
die Anzahl der Zellen an die Anzahl der Views angepasst und das Gitter
wird neu berechnet (vgl. Abschnitt 3.6.3). Die Reihenfolge der angezeigten
Views bleibt weitestgehend erhalten.
– Beim Federkraftbasierten Layout wird die neue View in das aktuelle Layout
mit aufgenommen und ausgehend von der aktuellen Anordnung ein neues
Layout berechnet (vgl. Abschnitt 3.6.2).
• Die zweite mögliche Interaktion ist die explizite Zuweisung einer View zu einer
Displayfläche. Hier wird im Gegensatz zur Verschiebung einer View, die an die
Constraints des geometrischen Modells der Displayflächen gebunden ist, eine
weitere View konkret einer beliebigen Displayfläche hinzugefügt. Diese zusätzli-
che View kann sowohl eine View sein, die bereits auf einer anderen Displayfläche
angezeigt wird als auch eine beliebige View, die auf einem persönlichen Gerät
verfügbar ist und bisher noch nicht angezeigt wird.
In der gängigen Literatur wird eine interaktive Zuordnung meist über ein zu-
sätzliches visuelles Interface vorgenommen. Dabei wird textuell oder per drag-
and-drop in einem globalen Modell des Raums eine visuelle Repräsentation ei-
ner Displayfläche zugeordnet (z.B. [BB04]). Für diese Art der Zuordnung müssen
im globalen Modell die gewünschte Displayfläche und die gewünschte View in
einem separaten Interface identifiziert werden.
Um solch einen Kontextwechsel zu vermeiden, ist es das Ziel der expliziten Zu-
weisung, auf einer Displayfläche direkt eine View mit dem Zeiger auszuwäh-
len, um sie der jeweiligen Displayfläche hinzuzufügen. Dadurch wird es sowohl
dem Presenter als auch den Nutzern ermöglicht, Views auf einer spezifischen
Displayfläche anzuzeigen ohne das Gerät bzw. die Displayfläche bei der Inter-
aktion wechseln zu müssen.
Für die direkte Zuordnung wird dasselbe visuelle Interface genutzt, welches be-
reits für die Zusammenstellung der View Packages verwendet wurde. Das hat
den Vorteil, dass es bereits bekannt ist. Für die interaktive View Package Generie-
rung wird eine GUI verwendet, die eine Vorschau der Views und eine Ansicht
der View Packages in einer Liste bietet (vgl. Abschnitt 3.4). Diese GUI wurde in
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Abbildung 4.5.: Interaktives Hinzufügen einer neuen View zu einer Displayfläche. Aus
dem im Metarenderer gestarteten View Package Generator wird mittels
drag-and-drop eine View hinzugefügt.
den Metarenderer integriert und lässt sich damit auf jeder Displayfläche starten.
Durch das Starten der GUI in einem Metarenderer wird deshalb bereits die Dis-
playfläche spezifiziert, auf der die neue View angezeigt werden soll. Nun kann
aus der Liste eine View ausgewählt und per drag-and-drop auf die Displayfläche
gezogen werden. (siehe Abbildung 4.5). Als Folge dessen wird auch hier wieder
das Mapping nur lokal, spezifisch für diese Displayfläche, verändert und das
Layout dementsprechend angepasst.
4.3.3. Interaktives Anordnen von Views
Die interaktive Anordnung der Views auf den Displayflächen ist eine weitere Option,
um die Anzeige an die aktuelle Fragestellung anzupassen. Aufgaben während einer
Diskussion können z.B. sein, Views miteinander zu vergleichen, die im Vorfeld nicht in
Beziehung gesetzt wurden oder Informationen, die in Views dargestellt sind, genauer
zu untersuchen. Für den Vergleich sollten Views dabei in möglichst großer räumlicher
Nähe zueinander positioniert werden. Für die genauere Untersuchung hingegen sollte
eine View in möglichst großer Auflösung dargestellt werden.
Obwohl bereits die interaktive Zuweisung von Views und View Packages zu Display-
flächen (vgl. Abschnitt 4.3.2) in gewissem Rahmen einen Vergleich unterstützt, sol-
len hierfür weitere Konzepte entwickelt werden, um Views interaktiv einem geometri-
schen Raum zuzuweisen und anzuzeigen.
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Für die Positionierung von Views im gleichen geometrischen Raum, d.h. für uns auf
einer Displayfläche, stellen Javed und Elmqvist in [JE12] einen Designspace bereit,
der auf einer ausführlichen Literaturanalyse beruht. Dabei werden vier grundlegende
Arten beschrieben, Views relativ zueinander darzustellen:
Juxtaposition (nebeneinander) Anordnung von Views nebeneinander.
Superimposition (überdecken) Überlagern von zwei Views in einer einzigen View.
Overloading (überladen) Ausnutzen des Raums einer View für die Positionierung ei-
ner anderen.
Nesting (einbetten) Einbetten einer Visualisierung in eine andere.
All diese Anordnungen eignen sich für das Vergleichen von Views, da sie eine grö-
ßere räumliche Nähe zueinander schaffen. Allerdings erfordern das Overloading (über-
laden) und das Nesting (einbetten) einen Eingriff in den Prozess der View Erzeugung, da
es einer Modifikation des Inhalts von Views bedarf. Auf die Modifikation des Inhalts
wird erst später in Abschnitt 4.4 eingegangen. Juxtaposition (nebeneinander) und Supe-
rimposition (überdecken) verändern hingegen den Inhalt der Views nicht und können an
dieser Stelle eingesetzt werden.
Zunächst soll davon abstrahiert werden, ob Juxtaposition (nebeneinander) oder Su-
perimposition (überdecken) für die Anordnung verwendet wird. Wir gehen davon aus,
dass die automatischen Layout Verfahren des Smart View Managements (vgl. Abschnitt
3.6) eine automatische Anordnung der Views auf einer Displayfläche bereitgestellt ha-
ben und nun das Layout verändert wird, um Vergleiche durch Juxtaposition und Supe-
rimposition zu unterstützen. Dazu sind zwei grundlegende Schritte notwendig:
Positionierung Positionierung bedeutet, dass mit Hilfe des Zeigers die Position einer
View im Layout interaktiv modifiziert werden kann. Dabei ist die Positionierung
abhängig vom verwendeten Layout. Im Federkraftbasierten Layout bedeutet dies,
dass die Views frei auf der Displayfläche angeordnet werden können. Im Gitterba-




Skalierung Eine Skalierung passt die Größe einer View an. Auch diese Modifikation
ist abhängig vom verwendeten Layout. Während im Federkraftbasierten Layout ei-
ne freie Skalierung angeboten werden kann (abhängig von dem zur Verfügung
stehenden Platz und den Zielauflösungen), müssen im Gitterbasierten Layout Me-
thoden angeboten werden, die die Zellen des Gitters verändern können.
Der Unterschied zwischen Juxtaposition (nebeneinander) und Superimposition (überde-
cken) ist, dass bei Letzterem Überlagerungen zulassen werden. Diese führen allerdings
zu Verdeckungen. Im Rahmen dieser Dissertation wurde ein neues Verfahren entwi-
ckelt, das sich überlagernde Objekte behandelt. Dieses Verfahren wird unabhängig
vom verwendeten Layout Mechanismus für die überlagernde Darstellung von Views
verwendet (siehe Abschnitt 4.3.3.3). Zunächst sollen für Federkraft- und Gitterbasiertes
Layout die beiden Schritte Positionierung und Skalierung genauer diskutiert werden.
4.3.3.1. Interaktives Anordnen im Federkraftbasierten Layout
Im Federkraftbasierten Layout werden die Views federkraftbasiert angeordnet und
druckbasiert skaliert (vgl. Abschnitt 3.6.2). Diese Federkräfte werden ständig berech-
net und mittels Qualitätsfunktion bewertet. Wird ein Layout berechnet, das eine höhe-
re Qualität als das aktuelle Layout besitzt, wird das neue Layout verwendet.
Um eine interaktive Anpassung dieses Layouts zu ermöglichen, muss zunächst die
automatische Berechnung unterbrochen werden. Andernfalls würde das automatische
Layout die interaktiven Anpassungen wieder durch eine automatische Anordnung
ersetzen.
Für das Modifizieren der Positionen von Views wird eine drag-and-drop Interaktion
angeboten. Der Nutzer kann eine View mittels Zeiger auswählen. Diese View kann nun
mittels drag-and-drop frei auf der Displayfläche positioniert werden (siehe Abbildung
4.6a). Hier ergibt sich nun das Problem, dass die Positionierung der Views nicht mehr
dem allgemeinen Layout Problem entspricht, d.h. Views werden nicht mehr zwangs-
weise überlagerungsfrei dargestellt. Daher wurde die Möglichkeit geschaffen, die Rei-
henfolge zu modifizieren, in der die Views gerendert werden. Durch den Druck auf +
bzw. - wird eine View in den Vordergrund bzw. in den Hintergrund versetzt.
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(a) Verschieben einer View mittels drag-and-
drop Interaktion.
(b) Skalieren einer View mittels Drehung des
Mausrads.
Abbildung 4.6.: Interaktive Anordnung von Views im Federkraftbasierten Layout.
Die Skalierung wird durch die Drehung des Mausrades ausgeführt. Durch die Dre-
hung wird automatisch die nächstgrößere bzw. nächstkleinere Zielauflösung aus den
JPEG2000 enkodierten Views ausgewählt und dargestellt (siehe Abbildung 4.6b).
Das Federkraftbasierte Layout kann jederzeit wieder aktiviert werden, um die Views
automatisch anzuordnen. Die interaktiv ausgeführten Modifikationen werden dann
allerdings verworfen.
4.3.3.2. Interaktives Anordnen im Gitterbasierten Layout
Im Gitterbasierten Layout werden die Views in Zellen eines Gitters angeordnet. Das Git-
ter wird automatisch auf Basis der darzustellenden Views erstellt und die Views werden
dann darin positioniert (vgl. Abschnitt 3.6.3).
Auch hier sollen die Views bzgl. der Freiheitsgrade des Layouts interaktiv angeord-
net werden können. Dabei wird wiederum zwischen dem Modifizieren der Position
und der Skalierung einer View unterschieden.
Für das Modifizieren der Position im Gitterbasierten Layout werden Views nicht frei auf
der Displayfläche bewegt. Hier werden Views vielmehr einer anderen Gitterzelle zuge-
ordnet. Auch dies wird mit Hilfe einer drag-and-drop Interaktion realisiert. Mit Hilfe
dieser Interaktion wird eine View von einer Zelle in eine andere bewegt (siehe Abbil-
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(a) Bewegen einer View von einer Zelle in eine
andere Zelle mittels drag-and-drop Interakti-
on.
(b) Nach erfolgter drag-and-drop Interaktion für
das Verschieben einer View tauschen beide
Views die Zellen.
(c) Vergrößern einer Zelle (und Skalierung der
darin befindlichen View): Die ausgewählte
Zelle wird vergrößert während die umliegen-
den automatisch verkleinert werden.
(d) Teilen einer Zelle (hier horizontal, vertikal
analog): zwei gleich große Zellen werden er-
zeugt, in einer der beiden Zellen wird die
View der Originalzelle angezeigt.
(e) Zusammenfassen von zwei Zellen: zwei Zel-
len werden markiert, um zusammengefasst
zu werden.
(f) Resultat des Zusammenfassens: die neue Zel-
le umfasst den Bereich beider ursprünglicher
Zellen, wobei die View in der neuen Zelle an-
gezeigt wird, die sich in der zuerst markierten
Zelle befand.
Abbildung 4.7.: Interaktive Anordnung von Views im Gitterbasierten Layout.
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dung 4.7a). Da durch den automatischen Layout Mechanismus ein Gitter mit mög-
lichst wenigen Gitterzellen erzeugt wird, ist in der Regel die Gitterzelle bereits belegt,
in die eine View verschoben werden soll. Diese beiden Views tauschen daraufhin die
Positionen (siehe Abbildung 4.7b).
Da Views im Gitterbasierten Layout sowohl mit der Position als auch mit der Größe
an die Gitterzellen gebunden sind, bedarf es für die Skalierung von Views interaktiver
Methoden für die Anpassung des Gitters. Diese ermöglichen es, sowohl die Größe von
Gitterzellen zu modifizieren, als auch neue Zellen für weitere Views zu schaffen.
Dabei basieren die Interaktionen auf drei grundlegende Modifikationen: (1) Modifi-
kation von Zellgrößen, (2) Teilen von Zellen und (3) Zusammenfassen von Zellen.
Bei der Modifikation von Zellgrößen werden eine oder eine Menge von rechteckig
zusammenhängenden Zellen ausgewählt. Durch das Drücken der + bzw. - Taste wer-
den diese Zellen gleichmäßig in alle Richtungen vergrößert bzw. verkleinert. Die um-
liegenden Zellen passen sich automatisch an (siehe Abbildung 4.7c). Auch hier wird
wieder automatisch eine Skalierung der Views aus den Zielauflösungen für die Dar-
stellung verwendet.
Beim Teilen von Zellen wird eine Zelle in zwei Zellen geteilt, die den gleichen Raum
einnehmen. Dadurch können mit einer einfachen Interaktion zwei exakt gleich große,
nebeneinander liegende Zellen geschaffen werden, um einen Vergleich von Views zu
unterstützen. Dabei wird zwischen der horizontalen und der vertikalen Teilung unter-
schieden. Die View, die in dieser Zelle angezeigt wurde, verbleibt in einer der beiden
Zellen. Die andere wird zunächst leer angezeigt (siehe Abbildung 4.7d). Hier kann die
neue View für Vergleichszwecke eingepasst werden. Für die Darstellung wird automa-
tisch aus den Zielauflösungen der View die größtmöglich passende ausgewählt und
die View wird in dieser Größe angezeigt.
Beim Zusammenfassen von Zellen müssen vorher multiple Zellen markiert wer-
den. Diese Zellen müssen zusammenhängend sein, dürfen keine Löcher enthalten und
müssen ein Rechteck bilden. Werden multiple Zellen zusammengefasst, wird in der re-
sultierenden Zelle die View der zuerst markierten Zelle angezeigt (siehe Abbildungen
4.7e und 4.7f). Die anderen Views werden nicht mehr dargestellt. Für die Darstellung
wird wiederum automatisch die größtmöglich passende Zielauflösung für die Skalie-
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Abbildung 4.8.: Bildliche Darstellung der Probleme einer transparenten Darstellung.
Die transparente Darstellung könnte das Resultat der drei dargestell-
ten verschiedenen Objektkombinationen sein.
rung der View ausgewählt. Damit bildet das Zusammenfassen von Zellen die inverse
Operation zur Teilung von Zellen. Zum einen lässt sich durch das Zusammenfassen
eine große Zelle schaffen, zum anderen kann die Teilung von Zellen damit schnell
rückgängig gemacht werden.
4.3.3.3. Behandlung von Überlagerungen – ein neuer Weaving Ansatz
Bei der Superimposition werden Views überdeckend dargestellt. Zur Behandlung sich
überdeckender Objekte wurde im Rahmen dieser Arbeit ein neuer Ansatz für das Wea-
ving entwickelt. Im Folgenden wird dieses Verfahren genauer erläutert. Danach wird
die Anwendung für die überlagernde Darstellung von Views diskutiert.
Zur Behandlung von sich überlagernden Objekten wird in der gängigen Literatur
Transparenz verwendet. Bei der Verwendung der Transparenz müssen nach [BG04]
allerdings verschiedene Probleme beachtet werden:
Interpretation der Farben Die transparente Darstellung von verschiedenen Farben er-
zeugt neue Farben durch die Kombination der einzelnen Farbanteile. Diese neu
entstandenen Farben sind allerdings in der Regel nicht Teil der verwendeten
Farbskala, wodurch die neue Farbe nicht interpretiert werden kann. Wenn die
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neue Farbe allerdings bereits Teil der Farbskala ist, kann es zu Fehlinterpretatio-
nen kommen.
Unterscheidbarkeit der Farben Nach der transparenten Überlagerung verschiedener
Farben ist es sehr schwierig oder gar unmöglich, die ursprünglichen Farben
zu rekonstruieren. Erschwerend tritt dabei das Problem auf, dass verschiedene
Farbkombinationen zu der gleichen transparenten Farbe führen.
Erkennbarkeit der Objektformen Sich transparent überlagernde grafische Objekte bil-
den im Überlagerungsbereich eine geometrische Überschneidung. Dies kann bei
der Betrachtung fälschlicherweise als separates Objekt wahrgenommen werden.
In Abbildung 4.8 werden diese Probleme der Transparenz veranschaulicht. Sie wur-
den bereits in verschiedenen Arbeiten behandelt. Der Aspekt der Farbwahrnehmung
wird etwa in [Hea96, KRC02] adressiert, indem die Farbskala der zu überlagernden
Farben angepasst wird. Weiterhin wurden Ansätze entwickelt, die es erlauben, Blen-
dingfunktionen für die Erzeugung der Transparenz zu modifizieren (z.B. [CWM09,
WGM+08]). Andere Ansätze versuchen hingegen, die Transparenz gänzlich zu ver-
meiden. In [Dol07] wurde z.B. ein farbiges Gitter verwendet und die Gitterzellen an-
teilig bzgl. der auftretenden Farben koloriert.
Ein weiteres Verfahren zur Vermeidung von Transparenz ist das Weaving. Das Prin-
zip des Weavings kann zusammengefasst werden als das Nebeneinanderzeichnen von
ansonsten sich überlappenden Farben. Das Weaving von Farben wurde erstmals von
Urness et al. in [UIM+03] für die Visualisierung von LIC-flow Visualisierungen ver-
wendet. Für die Informationsvisualisierung wurde das Weaving von Hagh-Shenas, In-
terrante und Healey [HSIHK06] adaptiert und für Kartendarstellungen eingesetzt.
Im Rahmen dieser Arbeit wurde das Weaving systematisiert (vgl. [LRS10a]). Zudem
wurden neue Weaving Muster zur Behandlung überlappender Objekten entwickelt.
Das Prinzip des Weavings beruht darauf, für jede Position im Bild einen Farbwert
aus verschiedenen sich überlagernden Ebenen auszuwählen. Sei dabei E die Menge
von sich überlagernden Ebenen, dann ist es das Ziel des Weavings, für jede Position
(x, y) im Zielbild einen Farbwert aus den Ebenen E auszuwählen. Die Farbe an einer
bestimmten Position im Zielbild z f (x, y) wird dabei wie folgt bestimmt:
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z f (x, y) = q f (x, y, ei) (4.1)
Dabei bestimmt q f (x, y, ei) die Quellfarbe, also die Farbe der Ebene ei an der Stelle
(x, y). ei wird dann wie folgt bestimmt:
ei = fsel(x, y) (4.2)
Die Funktion fsel(x, y)wählt die zu verwendende Ebene in Abhängigkeit von der Posi-
tion aus. Die konkrete Realisierung von fsel(x, y) bestimmt dabei das Weaving Muster.
Das Weaving, wie es von Hagh-Shenas et al. vorgeschlagen wurde [HSIHK06], wird
für die Kolorierung von Flächen einer Karte verwendet. Für jedes Pixel einer Kartenre-
gion wird zufällig eines von sechs Farben ausgewählt. Da diese Selektion zufällig ist,
kann es als Zufälliges Weaving bezeichnet werden. Die zugehörige Auswahlfunktion
fsel(x, y) sieht dann wie folgt aus:
fsel(x, y) = random (E) . (4.3)
Das Ergebnis des Zufälligen Weaving wird in Abbildung 4.9c dargestellt. Hier sind
im Gegensatz zur Transparenz die Farben voneinander trennbar. Die Verteilung der
Farben ähnelt allerdings gleichförmig verteiltem Rauschen. Das macht die Farbwahr-
nehmung schwieriger. Speziell in kleinen Teilen mixen sich wiederum die Farben op-
tisch. Der Einfluss der Größe gleichfarbiger zusammenhängender Farbblöcke wurde
in [HSIHK06] gezeigt. Hier wurde auch vorgeschlagen, größere zusammenhängende
Blöcke zu verwenden. Das würde es auch vereinfachen, auf den ersten Blick festzu-
stellen, welche Farben überhaupt verwendet wurden.
Die Wahrnehmung der Form wird durch das Zufällige Weaving eher erschwert. Durch
die zufällige Verteilung sind die Konturen der Objekte ausgefranst und schwer zu er-
kennen. Im Falle größerer zusammenhängender Blöcke für eine bessere Farbwahrneh-
mung würde das Problem der Formwahrnehmung noch erschwert werden.
Neben dieser zufälligen Auswahl lassen sich weitere Weaving Muster einsetzen.
Im Folgenden werden zwei weitere Weaving Muster vorgestellt, die im Rahmen die-
ser Dissertation entwickelt wurden: (1) das stack-aligned Weaving, und (2) das modulo-
aligned Weaving.
126
4.3. Interaktion mit der Anzeige der Views
Das stack-aligned Weaving liefert eine spaltenweise oder zeilenweise geordnete Aus-
wahl der Pixel, die es ermöglicht, Inhalte direkt einer View zuzuordnen (siehe Ab-
bildung 4.14e). Zur Vereinfachung der Beschreibung wird im Folgenden das spalten-
weise angeordnete Muster verwendet. Zur Erzeugung des Musters wird jede Spalte
mit einem Stack 〈. . .〉〉Spalte aller Ebenen E assoziiert. Die Reihenfolge der Ebenen zir-
kuliert in aufeinander folgenden Spalten. Bei beispielsweise n Ebenen ist der Stack
der Spalte 1 〈e1, e2, e3, . . . , en〉〉1, bei Spalte 2 〈e2, e3, e4, . . . , en, e1〉〉2, bei
Spalte 3 〈e3, e4, e5, . . . , en, e1, e2〉〉3 usw. Damit sind n verschiedene Stacks verfügbar und
bei der (n + 1)ten Spalte wird wiederum der erste Stack verwendet.
Für die Auswahl des Farbwertes z f wird dann die oberste Ebene im Stack ermittelt,
in der ein Farbwert vorhanden ist. Die Selektionsfunktion fsel sieht dann wie folgt aus:
fsel(x, y) = etop|etop ist obersters Element in 〈. . .〉〉(x mod n),bei dem q fetop 6= leer (4.4)
Für jedes Pixel wird aus dem jeweiligen Stack das oberste Element selektiert, das einen
Farbwert enthält. Das Resultat ist in Abbildung 4.9d dargestellt.
Um die Erkennung der Konturen weiter zu vereinfachen, wurde das modulo-aligned
Weaving Muster entwickelt. Auch hier wird wieder zeilen- oder spaltenweise ein Mus-
ter zur Anordnung der Farbwerte verwendet. Im Gegensatz zum stack-aligned Weaving
wird hier allerdings nicht ein Stack aus allen im Bild vorhandenen Ebenen erstellt, son-
dern zunächst eine Liste aus allen beteiligten Ebenen. Eine beteiligte Ebene ist dabei
eine Ebene, bei der an der Position (x, y) ein Farbwert vorhanden ist. Die Menge der
beteiligten Ebenen BE an der Position (x, y) lässt sich wie folgt bilden:
BE(x, y) = {ei ∈ E|q f (x, y, ei) 6= leer} (4.5)
Für die Auswahl des Farbwertes an der Stelle (x, y) wird beim modulo-aligned Weaving
zunächst eine sortierte Liste L der beteiligten Ebenen erstellt (e0, e1, . . . , ek). Dabei sei
k die Menge aller beteiligten Ebenen mit k = |BE(x, y)|. Dann wird die Ebene an der
Stelle em aus der Liste der beteiligten Ebenen verwendet, wobei m = (x mod k). Die
Selektionsfunktion des modulo-aligned Weaving wird folgendermaßen gebildet:
fsel(x, y) = em|em ∈ BE und Element m aus L wobei, m = (x mod k). (4.6)
Die Anwendung des modulo-aligned Weaving ist in Abbildung 4.9e dargestellt.
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(a) Einfaches Beispiel zur Demonstration des Weavings. Vier Ebenen überdecken sich in einem Bild.
Zwei quer laufende Balken (grün und rot) schneiden sich auf orangem und blauem Hintergrund.
Das Ergebnis bei der Anwendung der Transparenz ist zum Vergleich rechts im Bild dargestellt.
(b) Ergebnis der Anwendung von Transparenz. (c) Ergebnis der Anwendung des Zufälligen Wea-
vings.
(d) Ergebnis der Anwendung des stack-aligned
Weavings.
(e) Ergebnis der Anwendung des modulo-aligned
Weaving.
Abbildung 4.9.: Ergebnis der Anwendung verschiedener Weaving Muster.
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Zur Demonstration der verschiedenen Weaving Muster wird im Folgenden ein einfa-
ches Beispiel verwendet. Dieses Beispiel ist in Abbildung 4.9a dargestellt. Dort schnei-
den sich zwei unterschiedlich farbige Balken auf zwei gleichfarbigen Hintergründen.
Stack-aligned Weaving Die Farben sind im Stack-aligned Weaving gut voneinander un-
terscheidbar (siehe Abbildung 4.9d). Durch die Streifen werden große zusam-
menhängende Fläche geschaffen, wie es in [HSIHK06] vorgeschlagen wurde.
Die Form der einzelnen Objekte kann besser als im Zufälligen Weaving erkannt
werden. Durch die fixe Anordnung der Ebenen kann der Fall auftreten, dass
nebeneinander liegende Spalten in der gleichen Farbe dargestellt werden. Dies
wird dadurch ausgelöst, dass in diesen Spalten die höchstpriorisierten Ebenen
keine Farbe enthalten. Deshalb kann es vorkommen, dass Farben prominenter
erscheinen als der Anteil der Objekte real ausmacht. Dies kann sich dann auch
auf die Wahrnehmung der Form auswirken.
Modulo-aligned Weaving Auch beim Modulo-aligned Weaving sind die Farben durch
die Bildung größerer Blöcke sehr gut voneinander unterscheidbar (siehe Abbil-
dung 4.9e). Der Effekt der zu prominent auftretenden Farben, wie es beim stack-
aligned Weaving auftritt, wird aber verhindert.
Die Form der Objekte ist hier zudem besser erkennbar. Auch der Überlagerungs-
bereich der beiden Balken tritt beim modulo-aligned Weaving stärker hervor.
Im Folgenden wird die Anwendung der neuen Weaving Muster an einem konkreten
Beispiel, der Darstellung sich überlagernder Cluster in Scatterplots, demonstriert, um
daraus abgeleitet die Anwendung für die Überlagerung von Views zu motivieren.
Scatterplots sind ein Beispiel für Darstellungen, in denen ein hohes Maß an Überlage-
rung auftreten kann. Sie werden oft dazu verwendet, die Verteilung von Datenwerten
und Clustern zu analysieren. Dafür werden den unterschiedlichen Clustern verschie-
dene Farben zugeordnet. Durch die Vielzahl der Datenwerte und damit die Vielzahl
sich überlagernder Punkte sind die Formen der Cluster oft schwer zu erkennen. Abbil-
dung 4.10a zeigt einen typischen Fall. In dieser Abbildung wurde kein Verfahren zur
Auflösung der Verdeckungen angewendet. Dieser Scatterplot wurde aus einem 10 di-
mensionalen Klimadatensatz erstellt und enthält ca. 40.000 Datenwerte in 8 Clustern.
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(a) Ohne Behandlung der Verdeckung. (b) Nutzung von Transparenz: Das Blending von
Farbe 0 und Farbe 7 ergibt Farbe 1.
Abbildung 4.10.: Scatterplot mit Überlagerung und Behandlung mit Transparenz.
Als Vergleich wurde Transparenz und Zufälliges Weaving zur Auflösung der Verde-
ckung verwendet. Bei der Anwendung der Transparenz führt das Blending der Farben
zu einer fehlerhaften Interpretation der Darstellung. Abbildung 4.10b zeigt deutlich,
dass die transparente Überlagerung der Farben 0 und 7 exakt die Farbe 1 erzeugt. Da-
mit ist eine eindeutige Interpretation nicht mehr möglich. Auch die Anwendung des
Zufälligen Weavings verbessert hier nicht die Wahrnehmbarkeit. Durch die zufällige
Verteilung wird ein Effekt hervorgerufen, wie er aus dem Dithering bekannt ist. Es
mischen sich die Farben wiederum optisch und klare Grenzen zwischen den Clustern
sind schwer auszumachen (siehe Abbildung 4.11a).
Die Anwendung des modulo-aligned Weavings unterstützt die Wahrnehmbarkeit hin-
gegen besser. Die Farben sind klar voneinander unterscheidbar und die Grenzen der
Cluster lassen sich deutlich ausmachen. Durch das sich ständig verändernde Muster
auf Grund der ständigen Änderung der beteiligten Ebenen wird der Darstellung aber
zusätzliches optisches Rauschen hinzugefügt (siehe Abbildung 4.11b).
Auf Grund der hochfrequenten Änderung der beteiligten Ebenen in solch einem
Scatterplot ist hier die Verwendung des stack-aligned Weavings von Vorteil. Wie in Ab-
bildung 4.11c sichtbar ist, sind ebenso die Farben und Grenzen der Cluster klar erkenn-
bar, das optische Rauschen wurde durch das verwendete Weaving Muster reduziert.
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(a) Nutzung von Zufälligem Weaving: Klare Gren-
zen zwischen den Clustern sind schwer zu er-
kennen.
(b) Nutzung von modulo-aligned Weaving: Farben
und Grenzen sind gut erkennbar, allerdings
erzeugt das modulo-aligned Weaving zusätzli-
ches Rauschen in der Darstellung.
(c) Nutzung von modulo-aligned Weaving: Farben
und Grenzen sind gut erkennbar, das Rau-
schen ist durch das strikte Muster reduziert.
Abbildung 4.11.: Scatterplot mit unterschiedlichen Weaving Mustern.
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Dieses Beispiel zeigt, dass das Weaving eine bessere Trennbarkeit der Farben und
Formen von sich überlagernden Clustern bietet. Bei Scatterplots handelt es sich um eine
feingranulare Darstellung. Views hingegen stellen eine geschlossene Fläche dar. Daher
wurde im Rahmen dieser Dissertation eine Nutzerstudie mit dem Ziel durchgeführt,
die Unterscheidbarkeit von flächigen Objekten bei Anwendung der neuen Weaving
Muster (stack-aligned Weaving und modulo-aligned Weaving) zu untersuchen und dabei
mit etablierten Methoden zu vergleichen.
Die Unterscheidbarkeit von Farben bei der Anwendung des Zufälligen Weavings
wurde bereits von Hagh-Shenas et al. in [HSIHK06] nachgewiesen. Dabei wurde die
multivariate Kodierung auf Kartendarstellungen untersucht und mit der transparen-
ten Darstellung verglichen. Die Studie hat gezeigt, dass das Zufällige Weaving durch-
gängig in allen Tests besser war als die Transparenz. Im Gegensatz zum Zufälligen
Weaving erzeugen das stack-aligned Weaving und das modulo-aligned Weaving größere
zusammenhängende Bereiche mit gleicher Farbe. Hagh-Shenas et al. weisen bei der
Auswertung ihrer Studie schon darauf hin, dass die Farbwahrnehmung durch grö-
ßere zusammenhängende Flächen verbessert wird. Daher ist eine weitere Studie zur
Farbwahrnehmung der neuen Weaving Muster nicht notwendig.
Für die Evaluation wurde ein konstantes Setup verwendet (Displayauflösung von
1920x1200 Pixel, Abstand der Probanden zur Displayfläche 80cm, einheitliche
Beleuchtung). Der Test wurde in einem 500x500 Pixel Fenster durchgeführt.
In diesem Fenster wurden zufällig 5 oder 8 sich überlagernde zufällig erstellte For-
men gezeigt (siehe Abbildung 4.12). Die Formen wurden mit einer Auswahl an Farben
aus einer fixen Farbtabelle koloriert. Dieses Setup wurde verwendet, um einen Lernef-
fekt auszuschließen. In einer Zielregion wurde die Kontur einer der Formen angezeigt.
Diese Form sollte identifiziert und in die Zielregion gezogen werden. Nachdem alle 5
oder 8 Formen in die Zielregion bewegt wurden, war der Durchlauf beendet und nach
einer Pause von 2 Sekunden wurden die nächsten Formen angezeigt. Dabei wurden
fünf verschiedene Techniken verglichen: (1) Transparenz, wobei die oberste Form ge-
griffen werden konnte (siehe Abbildung 4.12a), (2) Liste mit Ebenen (bekannt etwa aus
Adobe Photoshop), bei der die Form der aus der Liste ausgewählten Ebene verscho-
ben werden kann (siehe Abbildung 4.12b), (3) Splatter Technik [RRC+06], bei der die
Formen nach Aktivierung der Technik radial um den Mauszeiger angezeigt werden
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(a) Transparenz (b) Liste mit Ebenen
(c) Splatter ohne Aktivierung (d) Splatter nach Aktivierung
(e) Stack-aligned Weaving (f) Modulo-aligned Weaving
Abbildung 4.12.: Studie zur Untersuchung der neuen Weaving Muster. Sich überla-
gernde Formen werden mit verschiedenen Techniken dargestellt.
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und dann ausgewählt werden können (siehe Abbildung 4.12d), (4) stack-aligned Wea-
ving (siehe Abbildung 4.12e) und (5) modulo-aligned Weaving (siehe Abbildung 4.12f).
Beim Weaving konnte eine Form ausgewählt werden, indem die korrespondierende
Farbe mit dem Mauszeiger ausgewählt und mittels drag-and-drop bewegt wird.
An der Studie nahmen 10 Probanden (4 weiblich, 6 männlich) im Alter von 25 bis
35 teil. Jeder Proband testete dabei für jede Interaktionstechnik 20 Beispiele, was ins-
gesamt 1.000 Testbeispielen entspricht. Gemessen wurden die Zeit, die für die Bear-
beitung eines Durchlaufs (5 oder 8 Formen) gebraucht wurde und die Fehlerrate bei
der Bearbeitung. Die Fehlerrate entspricht dabei den fälschlich bewegten Formen, al-
so jenen, die bewegt wurden, obwohl sie nicht an der Reihe waren, in den Zielbereich
bewegt zu werden.
Im Vorfeld der Studie wurden folgende Hypothesen formuliert:
1. Transparenz benötigt die kürzeste Zeit, da es die für die Probanden bekannteste
Technik ist. Weiterhin hat die Transparenz die höchste Fehlerrate.
2. Die Fehlerrate des Splatter ist gering aber die benötigte Zeit ist nahezu so hoch
wie bei der Liste mit Ebenen.
3. Die Liste mit Ebenen hat die geringste Fehlerrate aber benötigt die meiste Zeit.
4. Das stack-Aligned Weaving und das modulo-aligned Weaving benötigen eine ähnli-
che Zeit wie Transparenz mit einer Fehlerrate ähnlich der Liste mit Ebenen.
5. Je geringer die benötigte Zeit ist, desto höher ist die Fehlerrate und umgekehrt.
Die Ergebnisse der Studie sind in Abbildung 4.13 dargestellt. Die Ergebnisse der Zeit
und der Fehlerrate unterschieden sich mit Ausnahme der Liste mit Ebenen von den Er-
wartungen. Die Transparenz wurde von den Probanden als mühsam wahrgenommen,
da nicht klar war, welches die oberste Form ist. Daher sind sowohl die Fehlerrate als
auch die benötigte Zeit entgegen der Erwartung aus Hypothese 1 hoch. Auch Splatter
verhielt sich unerwartet. Hier sind entgegen den Erwartungen geringe Zeit und re-
lativ hohe Fehlerraten aufgetreten. Dies resultierte daraus, dass die Probanden trotz
einer intensiven Erläuterung und Einführung die Splatter Technik nicht nutzten, son-
dern die oberste solide dargestellte Form zunächst zur Seite schoben, um an die zu
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(a) (b)
Abbildung 4.13.: Die Resultate der Nutzerstudie. Abbildung (a) zeigt die durchschnitt-
lich benötigte Zeit und Abbildung (b) die dabei gemachten Fehler.
verschiebende Form zu gelangen. Dies entspricht der Erwartung für die Transparenz
im Vorfeld, da dies die bekannteste Interaktion darstellt.
Das stack-Aligned Weaving und das modulo-aligned Weaving verhielten sich in etwa
wie erwartet. Bei geringer benötigter Zeit war die Fehlerrate relativ gering. Damit ist
das Weaving ein guter Kompromiss zwischen den verschiedenen Techniken. Dies gibt
einen Hinweis darauf, dass die Weaving Technik im Allgemeinen gut dafür geeignet
ist, überlagernde Objekte zu behandeln. Die Erkennbarkeit der Objekte und der Far-
ben wird nachweislich verbessert.
Abbildung 4.14 zeigt die Superimposition von Views. Hier wird der Vergleich mit den
verschiedenen Ansätzen der Literatur sehr deutlich. Bei der Transparenz (Abbildung
4.14c) ist eine Zuordnung der Farben zu den Views sehr schwierig. Zusätzlich werden
neue Farben erzeugt, die in den originalen Views nicht vorhanden sind. Beim Zufälli-
gen Weaving sind die Farben eindeutig zu erkennen, die Zuordnung zu den Views ist
auf Grund des Musters allerdings sehr schwierig. Die Nutzung des stack-aligned Wea-




(a) Original View 1 (b) Original View 2
(c) Überlagerung zweier Views mittels
Transparenz.
(d) Überlagerung zweier Views mittels Zu-
fälligem Weaving.
(e) Überlagerung zweier Views mittels
stack-aligned Weaving.
Abbildung 4.14.: Überlagerte Darstellung zweier Views im Detail.
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(a) (b)
Abbildung 4.15.: Interaktion für die Überlagerung von Views durch Weaving. Mittels
drag-and-drop wird das Weaving von Views interaktiv ausgewählt.
Für die Superimposition von Views gibt es keinen Unterschied zwischen der Nutzung
des modulo-aligned Weavings und des stack-aligned Weavings. Während das stack-aligned
Weaving feste Reihenfolgen der überdeckten Ebenen verwendet, variieren die Reihen-
folgen beim modulo-aligned Weaving entsprechend der beteiligten Ebenen. Da bei einer
View aber stets alle Ebenen beteiligt sind, liefern beide Weaving Muster hier dasselbe
Ergebnis.
Daher können sowohl das stack-aligned Weaving als auch das modulo-aligned Wea-
ving genutzt werden, um Views in Superimposition (überdeckend) darzustellen. Durch
das Weaving wird damit keine Farbmischung erzeugt und die Farben können eindeu-
tig den ursprünglichen Views zugeordnet werden.
Die überlagerte Darstellung zweier Views kann interaktiv vom Presenter oder Nut-
zer in beiden Layouts hergestellt werden. Um diese Darstellung zu erhalten, selek-
tiert der Presenter oder Nutzer eine View mit seinem Zeiger. Mittels drag-and-drop
Interaktion wird dann ein View auf den zu überlagernden View gezogen. Wird bei der
drag-and-drop Interaktion eine zusätzliche Taste ( [Alt] ) gedrückt, wird statt der Neu-




4.3.4. Manipulation der Anzeige
Zur Unterstützung der Diskussion ist es oft von Vorteil, wenn sowohl der Presenter als
auch die Nutzer die View Anzeige so manipulieren können, dass ein spezieller Fokus
auf Bereiche von Interesse gelenkt werden kann. Daher sollte es sowohl dem Presen-
ter als auch dem Nutzer ermöglicht werden, Regionen von Interesse (RoI) interaktiv zu
spezifizieren.
Auf Basis dieser RoI kann dann die Anzeige einer View interaktiv manipuliert wer-
den. So kann z.B. die Auflösung einer Region einer View erhöht werden, um während
einer Diskussion diesen Bereich genauer untersuchen zu können, ohne eine neue View
generieren zu müssen. Die Manipulation der Anzeige von Views auf Basis von RoI
stellt dabei einige Anforderungen.
Die RoI sollten von Presenter und Nutzer gleichermaßen definierbar sein. Außer-
dem sollten die RoI interaktiv manipulierbar sein, um den dynamisch wechselnden
Schwerpunkten einer Diskussion gerecht zu werden.
Weiterhin sollte die Anzeige der RoI ermöglicht werden, ohne dass in den Erzeu-
gungsprozess der Views eingegriffen werden muss. Damit wird zum einen die Funk-
tionalität für alle dargestellten Views zur Verfügung gestellt und nicht nur für die
Views, bei denen die View generierenden Applikationen die RoI implementieren. Zum
anderen wird damit ein einheitliches Interface für die Definition und Anzeige der RoI
geschaffen.
Diese Anforderung lässt sich einfach umsetzen, da die Views JPEG2000 kodiert sind.
Damit können die von Rosenbaum vorgestellten Anzeigetechniken [Ros06] integriert
werden. Zur Anzeige von RoI stellt Rosenbaum ein Klassifikationsschema vor. Darin
wird grundlegend unterschieden zwischen: der Anzeige von (1) RoI ohne Hintergrund
und der Anzeige von (2) RoI mit Hintergrund. Wird zu der RoI ein Hintergrund mit an-
gezeigt, wird für die Darstellung zwischen (A) Detail&Overview und (B) Fokus&Context
unterschieden.
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(a) Originale View auf der ein Bereich von Interesse
ausgewählt werden soll.
(b) Darstellung eines RoI ohne Hintergrund.
(c) Darstellung eines RoI mit Detail&Overview. (d) Darstellung eines RoI mit Focus&Context.
Abbildung 4.16.: Definition eines Bereichs von Interesse auf einer View.
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Zur Unterstützung der Diskussion werden demnach drei Anzeigestrategien zur Ver-
fügung gestellt:
RoI ohne Hintergrund Nur die RoI wird angezeigt. Die RoI wird mit der gleichen Ska-
lierung wie die ursprüngliche View angezeigt, kann aber mit höherer Auflösung
dargestellt werden, da nur ein Ausschnitt aus der ursprünglichen View angezeigt
werden soll (siehe Abbildung 4.16b).
RoI mit Detail&Overview Die RoI wird in höherer Auflösung als die ursprüngliche
View im Detail in der Skalierung der originalen View dargestellt. Den Hinter-
grund bildet die originale View als kleine skalierte Miniaturansicht. Diese Minia-
tur bildet den Überblick (siehe Abbildung 4.16c).
RoI mit Fokus&Context Die RoI wird in höherer Auflösung innerhalb der originalen
View dargestellt. Den Kontext bildet die verzerrte Darstellung der außerhalb der
RoI liegenden Bereiche der originalen View (siehe Abbildung 4.16d).
Diese drei Anzeigestrategien wurden für die Manipulation der Anzeige einer View
umgesetzt. Für die Definition und Manipulation der RoI durch Presenter und Nutzer
sind diverse Interaktionen notwendig: (1) die Definition einer RoI und (2) die Manipu-
lation einer RoI.
Zur Definition einer RoI wird durch einen Zeiger ein spezifischer rechteckiger Be-
reich einer View markiert. Diese so definierte RoI wird dann automatisch durch eine
der drei Anzeigestrategien dargestellt. Als Standard wird hier die Anzeige der RoI mit
Fokus&Context verwendet. Nach Rosenbaum [Ros06] zeigen Fokus&Context Techniken
relevante Mikro- und Makroinformationen gleichzeitig in derselben Darstellung und
eignen sich daher am besten für die Anzeige. Die Darstellung lässt sich interaktiv um-
schalten, so dass auch RoI ohne Hintergrund und RoI mit Detail&Overview zur Anzeige
ausgewählt werden können.
Um die RoI dynamisch zu verändern und dem aktuellen Diskussionsgegenstand
anzupassen, wird die Zoom&Pan Interaktion angeboten (siehe Abbildung 4.17).
Auf Basis der JPEG2000 Kodierung und mit Hilfe der Anzeigestrategien, der Defi-
nition und der Manipulation der RoI wird für den Presenter und die Nutzer die Mög-
lichkeit geschaffen, die View Anzeige interaktiv zu manipulieren.
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(a) RoI mit Focus&Context.
(b) RoI mit Focus&Context. Demonstration des Pa-
nens.
(c) RoI mit Focus&Context. Demonstration des Zoo-
mens.
Abbildung 4.17.: Pan&Zoom demonstriert an RoI mit Focus&Context Darstellung.
Dabei muss nicht erst in den View generierenden Prozess eingegriffen werden, son-
dern es können on-the-fly alle dargestellten Views mit denselben Interaktionen mani-
puliert werden. Dies erweitert die derzeit bestehenden Möglichkeiten in einem Smart
Meeting Room erheblich. Zu diesem Thema wird derzeit im Rahmen dieser Arbeit
eine Publikation erstellt [RTNS14].
Trotzdem soll an dieser Stelle noch einen Schritt weiter gegangen und eine Interak-
tion zur Manipulation des Inhalts einer View entworfen werden. Dies wird auch von
Waldner [Wal11] als ´´nächster logischer Schritt” bezeichnet.
4.4. Interaktion mit dem Inhalt der Views
In diesem Abschnitt wird die Interaktion mit dem Inhalt der Views adressiert. Nach




Die Interaktion mit dem Inhalt der Views beschäftigt sich mit der interaktiven Anpas-
sung der Views auf Ebene der View Generierung. Damit kann im Gegensatz zur Inter-
aktion mit der Anzeige der Views auch das Dargestellte interaktiv modifiziert werden.
Hierbei werden zwei Ziele verfolgt:
Fokussierung von Inhalten Die Manipulation der Anzeige, die im vorherigen
Abschnitt besprochen wurde (vgl. Abschnitt 4.3), unterstützt die Anzeige ver-
schiedener Genauigkeiten zur Fokussierung auf bestimmte Details einer View.
Dies wird durch die Skalierung der View oder spezifischer Regionen der View
erreicht.
Neben der Skalierung existieren aber noch weitere Methoden zur Fokussierung.
Eine interessante Möglichkeit zur Fokussierung ist die Nutzung der Bewegung,
da die Bewegung für den Menschen ein besonders herausstechendes Attribut
der Wahrnehmung ist [HH05]. Deshalb wurde im Rahmen dieser Dissertation
auch die Bewegung für die Fokussierung untersucht (siehe Abschnitt 4.4.2). Dies
erfordert allerdings einen Eingriff in die View Generierung.
Unterstützung der unterschiedlichen View Größen In den vorherigen Abschnitten
wurde die Skalierung von Views für verschiedene Zwecke verwendet – für die
Darstellung von Views auf verschiedenen Displayflächen und für die Manipu-
lation der Anzeige zur dynamischen Anpassung an die Bedürfnisse während
einer Präsentation oder Diskussion. Durch die Skalierung können allerdings In-
formationen verloren gehen. So können z.B. durch das Vergrößern einer View mit
einer Scatterplot Darstellung auf einer großen Displayfläche Punkte, die zu einem
Cluster gehören, auseinandergezogen werden, so dass ihr Zusammenhang nicht
mehr oder nur schwer erkennbar ist. Bei der Verkleinerung, etwa zur Ausga-
be auf einer kleinen Displayfläche, können dagegen zusätzliche Überlagerungen
auftreten, wenn z.B. Punkte eines Scatterplots durch die Verkleinerung auf eine
Bildschirmkoordinate fallen, die vorher auf verschiedenen lagen. Ziel ist es des-
halb, schon auf die View Generierung Einfluss zu nehmen, um die Darstellung
der View bzgl. der Zielgröße anzupassen. Aus diesem Grund wurde im Rahmen
dieser Arbeit das Redundante Mapping entwickelt (siehe Abschnitt 4.4.3).
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Beide Ziele lassen sich durch eine Onlinemodifikation der Views umsetzen, wobei es
sowohl dem Presenter als auch dem Nutzer erlaubt ist, mit jedem Interaktionsgerät für
jeden View auf jeder Displayfläche in den Prozess der View Generierung einzugreifen.
Wie schon bei der Interaktion mit der Anzeige gilt auch bei dieser Modifikation die
Anforderung, die Orientierung des Nutzers zu erhalten. Auf Basis der aktuellen Re-
präsentation schafft sich der Betrachter einen Überblick über die angezeigten Views.
Um diesen Überblick und damit die Orientierung nicht zu verlieren, sollte demnach
das grundsätzliche Erscheinungsbild der zu modifizierenden View erhalten bleiben.
Wird beispielsweise ein Wechsel der Visualisierungstechnik vorgenommen (z.B. Aus-
tausch einer Scatterplot Matrix durch eine parallele Koordinatendarstellung), wird der In-
halt grundsätzlich anders dargestellt und die Orientierung des Betrachters geht verlo-
ren.
Daraus leitet sich die Anforderung für beide Ziele ab, die grundsätzliche Darstel-
lung einer View zu erhalten, die Kommunikation des Inhalts aber zu verbessern. Da-
bei soll die Interaktion, wenn durch die entsprechende Applikation zugelassen, von
Presenter und Nutzer gleichermaßen ausführbar sein.
4.4.2. Bewegung als visuelles Attribut
Die Bewegung ist beim Menschen ein hervorstechendes Merkmal der Wahrnehmung
[HH05]. Aus diesem Grund eignet sie sich besonders für die Fokussierung der Auf-
merksamkeit auf bestimmte Bereiche einer View.
Im Rahmen dieser Dissertation wurden drei Verfahren entwickelt, um das visuelle
Attribut Bewegung einzusetzen. Diese wurden am Beispiel von Scatterplots genutzt,
um für eine kurze Zeit die Aufmerksamkeit auf einen bestimmten Bereich zu lenken
und damit die Wahrnehmbarkeit gezielt zu unterstützen. Scatterplots werden dafür
verwendet, die Verteilung der Datenpunkte und deren Cluster zu analysieren. Wenn
die Anzahl der Datenpunkte allerdings sehr groß und die Größe der View gering ist,
verdecken sich die dargestellten Punkte untereinander. Dadurch wird es schwierig,




Ziel des Einsatzes der Bewegung als visuelles Attribut in Scatterplots ist es, Presen-
ter und Nutzer die Möglichkeit einer interaktiven Fokussierung zu ermöglichen. So
kann z.B. während einer Diskussion der Presenter durch das interaktive Zuschalten
der Bewegung den Fokus gezielt auf ein Cluster lenken und damit die Wahrnehm-
barkeit dieses Clusters unterstützen. Die Bewegung kann auch interaktiv zugeschaltet
werden, wenn beispielsweise die Unterscheidung von Clustern eingeschränkt ist, wie
beispielsweise durch eine Verkleinerung einer View.
Um dies zu erreichen wurden drei verschiedene Arten der Bewegung verwendet: (1)
Jittering, (2) alternierende Weaving Muster und (3) scheinbare Bewegung, die jeweils drei
verschiedene Ziele verfolgen. Diese drei Techniken werden im Folgenden vorgestellt
(vgl. [PRSB10]).
Jittering Das Jittering wird verwendet, um die Erkennbarkeit der Verteilung und Form
eines ausgewählten Clusters zu unterstützen. Beim Jittering werden dafür die
jeweiligen Datenpunkte geringfügig bewegt.
Um die Kommunikation der Form und Verteilung eines einzelnen Clusters zu
verbessern, werden in einer kurzen Animation die jeweiligen Mitglieder eines
Clusters um ihre ursprüngliche Position herum mit einer Frequenz von 17 Hz
bewegt. Die Richtung der Verschiebung wird für jeden Datenpunkt individu-
ell zufällig ermittelt. Eine sehr geringe Bewegungsweite von mindestens 20%
der Größe des zu verschiebenden Objekts reicht dabei völlig aus, um eine wahr-
nehmbare Bewegung zu erreichen. Durch diese Bewegung wird eine Oszillation
der einzelnen Punkte um ihre ursprüngliche Position herum erreicht.
Nach der Bewegung der Elemente eines Clusters können weitere Cluster auf
dieselbe Art und Weise untersucht werden. Dadurch lassen sich jeweils Form
und Verteilung eines spezifischen Clusters individuell analysieren.
Zu beachten ist dabei, das Jittering nicht dauerhaft zu verwenden, sondern inter-
aktiv vom Nutzer aktivieren und deaktivieren zu lassen, um die Aufmerksam-
keit der Nutzer nicht durch ein so starkes visuelles Attribut dauerhaft zu binden.
Zur Untersuchung der Nutzbarkeit des Jitterings wurde eine kleine Nutzerstu-
die durchgeführt. Es wurde ein Klimadatensatz mit ca. 40.000 Datenpunkten
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verwendet, woraus zwei Scatterplots (A) mit 6 Clustern und (B) mit 8 Clustern
generiert wurden. Dann wurden 14 Probanden mit Erfahrung in der Visualisie-
rung dazu aufgefordert, die Anzahl der Cluster zu zählen. Um einen Lerneffekt
zu verhindern, wurden die Probanden in zwei Gruppen geteilt. Gruppe 1 testete
Scatterplot A ohne Bewegung und Scatterplot B mit Bewegung, Gruppe 2 teste-
te genau anders herum. Die Hypothese der Studie war, dass durch den Einsatz
von Jittering die Anzahl der Cluster mit höherer Erfolgsquote richtig eingeschätzt
wird.
Das Ergebnis bestätigt die Hypothese der Studie. Bei der Befragung mit Scat-
terplot ohne Bewegung wurden bei Scatterplot A die 6 Cluster von ca. 71% der
Probanden korrekt erkannt, bei Scatterplot B wurden die 8 Cluster nur zu ca. 28%
korrekt erkannt. Wurde hingegen das Jittering verwendet, wurde die Anzahl der
Cluster in allen Fällen korrekt erkannt.
Diese kleine Nutzerstudie kann zwar nicht als repräsentativ angesehen werden,
gibt aber einen deutlichen Hinweis darauf, dass das Jittering die Erkennbarkeit
der Cluster deutlich steigert.
Alternierende Weaving Muster Die Anzeige alternierender Weaving Muster ist die zwei-
te Art der Bewegung. Wie bereits in Abschnitt 4.3.3.3 beschrieben, wird das Wea-
ving verwendet, um die Verdeckung von Views zu behandeln.
Ziel der Nutzung alternierender Weaving Muster ist es nun, mit Hilfe dieses visuel-
len Attributs die Bereiche des Scatterplots hervorzuheben, an denen sich Cluster
gegenseitig überdecken. Damit lassen sich auf einen Blick die Überlagerungsbe-
reiche der Cluster gut erkennen.
Für den Anwendungsfall der Scatterplots wurde das stack-aligned Weaving ausge-
wählt (vgl. Abschnitt 4.3.3.3). Um nun eine Bewegung zu ermöglichen, wurde
das stack-aligned Weaving Muster leicht modifiziert. Ursprünglich wurde für jede
Spalte im Zielbild ein Stack der Ebenen erstellt, aus dem die Quellfarbe ausge-
wählt wird (siehe Abbildung 4.18a). Dieses Muster wurde dahingehend modifi-
ziert, dass die Breite der Spalten angepasst werden kann. Dies wird dadurch er-
reicht, dass ein Stack nicht mehr nur für eine Spalte sondern für zwei oder mehr




Abbildung 4.18.: Weaving zur Erzeugung von Bewegung in den Bereichen der Über-
lagerung. Abbildung (a) zeigt das stack-aligned Weaving mit 1 Pixel
breitem Muster, Abbildung (b) zeigt stack-aligned Weaving mit 2 Pixel
breitem Muster. Eine alternierende Präsentation der Bilder erzeugt
Bewegung im Bereich der Überlagerung.
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Dadurch werden die Spalten breiter bei Anwendung des prinzipiell gleichen
Musters (siehe Abbildung 4.18).
Die Bewegung wird nun dadurch erzeugt, dass zwei (oder mehr) Weaving Bilder
mit verschiedenen Spaltenbreiten generiert und abwechselnd in einer Animation
gezeigt werden. Die Anzeigezeit eines Bildes kann dabei interaktiv vom Nutzer
eingestellt werden. Durch diese Animation wird im Bereich der Überlagerung
Bewegung wahrgenommen.
Durch diese Art der Bewegung kann eine echte Bewegung angezeigt werden,
ohne die Positionen der Datenpunkte im Scatterplot zu ändern.
Für die Anwendung des Weavings zur Erzeugung einer Bewegung wurde an
dieser Stelle keine zusätzliche Nutzerstudie angefertigt. Zum einen wurde in
[HSIHK06] das Weaving im Allgemeinen und zum anderen in [LRS10a] die neu-
en Weaving Muster untersucht (vgl. Abschnitt 4.3.3.3).
Scheinbare Bewegung Die scheinbare Bewegung durch die periphere Drift ist die dritte
Art der Bewegung. Die periphere Drift ist eine optische Bewegungstäuschung,
die durch eine falsche Interpretation durch das menschliche visuelle System her-
vorgerufen wird. Die menschliche Wahrnehmung erkennt helle Objekte zuerst
und interpretiert dunkle Objekte danach. Ist ein Objekt mit einer hellen Kontur
auf der einen, einer dunklen Kontur auf der anderen Seite und einer spezifischen
Helligkeit in der Objektmitte versehen, führt dies zur Illusion dass die Objekte
sich in eine bestimmte Richtung bewegen. Dieser Effekt wird durch die geringe
Auflösung des peripheren Sichtfeldes des Menschen hervorgerufen [BO05].
Diese optische Täuschung wird nun dafür verwendet, eine Bewegung im Scatter-
plot zu kommunizieren. Um die periphere Drift zu erzeugen, wurden im Scatter-
plot die Punkte durch kleine Kreise ersetzt, die eine spezifische Kontur erhielten.
Dabei wurden die Vorgaben von Backus et al. [BO05] verwendet. Hier wurde
vorgeschlagen, die eine Kontur schwarz (0% Helligkeit), die entgegengesetzte
Kontur weiß (100% Helligkeit) und das Objekt selbst mit einer Farbe mit 40%
Helligkeit und den Hintergrund mit einer Farbe mit 80% Helligkeit (dafür wur-
de grau verwendet) zu kolorieren (siehe Abbildung 4.19a).
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Für die Anwendung im Scatterplot können zwei bis vier Cluster ausgewählt wer-
den, die dann mit diesem Effekt versehen werden können. Die Konturen der
Mitglieder der Cluster werden dann bzgl. der gewünschten Bewegungsrichtung
eingefärbt (siehe Abbildung 4.19b).
Bei der peripheren Drift gilt es allerdings zu beachten, dass die Wahrnehmung
dieses Effekts von Mensch zu Mensch variiert. In [FW79] untersuchten Fraser
und Wilcox dieses Phänomen. Das Ergebnis ihrer Untersuchungen zeigte bei 678
Testpersonen, dass 24,9% der Probanden keine Bewegung, 59% eine Bewegung
von dunkel zu hell, 6,5% von hell zu dunkel und 9,6% abwechselnd eine Bewe-
gung von hell zu dunkel und von dunkel zu hell sahen. Daher sollte die peri-
phere Drift als Bewegung nur dann eingesetzt werden, wenn der Nutzer diesen
Effekt auch wahrnehmen kann.
Für die Anwendung der scheinbaren Bewegung als visuelles Attribut wurde ei-
ne kleine Nutzerstudie durchgeführt. Es wurden 22 Probanden mit einem ähnli-
chen Setup wie beim Jittering getestet. Die Probanden wurden in zwei Gruppen
geteilt. Bei dieser Studie wurden den Probanden Scatterplots mit 3 Clustern unter-
schieden durch verschiedene Grauwerte und 8 Cluster mit Farbe unterschieden
gezeigt. Auch hier war die Hypothese, dass die Anwendung der scheinbaren
Bewegung die Erfolgsquote bei der Erkennung der Clusteranzahl verbessert.
Im Ergebnis wurde eine ähnlich gute Verbesserung der Erfolgsrate bei der Nen-
nung der Anzahl der Cluster erreicht. Sowohl bei 3 Clustern mit Grauwerten als
auch bei 8 Clustern mit Farben verbesserte sich die Erfolgsquote um ca. 27%.
Auch diese Studie kann nicht als repräsentativ angesehen werden, gibt aber
einen Hinweis darauf, dass auch die scheinbare Bewegung eine Verbesserung
der Erkennbarkeit ermöglicht.
Mit diesen drei Methoden zur Nutzung der Bewegung als visuelles Attribut in Scat-
terplots wird dem Presenter und den Nutzern die Möglichkeit eröffnet, spezifische
Aspekte der Darstellung zu fokussieren. Mit dem Jittering wird die Verteilung und
Form der Cluster hervorgehoben, durch die Nutzung alternierender Weaving Muster
werden die Überlagerungsbereiche der Cluster fokussiert und durch den Einsatz der
peripheren Drift kann die Unterscheidbarkeit der Cluster verbessert werden.
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(a) Kolorierung der einzelnen
Objekte.
(b) Anwendung der Kolorierung für die scheinbare Bewegung auf zwei
Cluster im Scatterplot.
Abbildung 4.19.: Prinzip der scheinbaren Bewegung durch periphere Drift und der
Anwendung im Scatterplot. Zur Erzeugung der scheinbaren Bewe-
gung werden die Objekte wie folgt koloriert: Kontur schwarz (0%
Helligkeit), die entgegengesetzte Kontur weiß (100% Helligkeit), Ob-
jektfarbe 40% Helligkeit und Hintergrundfarbe 80% Helligkeit.
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Das visuelle Attribut Bewegung wurde an dieser Stelle in einem sehr speziellen
Kontext getestet. Es wäre interessant, in künftigen Arbeiten weitere Darstellungstech-
niken mit Bewegung anzureichern und mit Hilfe des Smart Interaction Managements
auszuwählen.
4.4.3. Redundantes Mapping
Im Rahmen dieser Arbeit wurde das Redundante Mapping entwickelt – nicht nur um
einzelne Aspekte zu fokussieren, sondern auch um die Wahrnehmbarkeit von Infor-
mationen bei der Darstellung auf verschiedenen Displayflächen zu unterstützen.
In [TC05] wird das Problem der Display Scalability (Bildschirm Skalierbarkeit) be-
schrieben. Darunter verstehen Thomas und Cook die Herausforderung, Visualisie-
rungstechniken und Interaktionstechniken zu entwickeln, die für verschiedenste Dis-
playflächen von Powerwall bis PDA skalieren. Eines der Probleme der Display Scala-
bility ist die konsistente Darstellung der gleichen Daten auf verschiedenen Displayflä-
chen. Eine einfache Skalierung von Views reicht nicht immer aus, um dieses Problem
zu lösen. Insbesondere kann es zu Visual Clutter (visuelles Durcheinander) kommen:
• Bei kleinen Views tritt Visual Clutter auf, da zu viele Daten auf zu wenig Display-
fläche angezeigt werden sollen [ED07].
• Bei großen Views wird die Darstellungsfläche vergrößert, was dazu führen kann,
dass visuelle Objekte auseinandergerissen werden. Dadurch kann der Zusam-
menhang zwischen den Daten verloren gehen oder Merkmale wie die Daten-
dichte falsch interpretiert werden [BS04, BS05].
Bei der Interaktion mit der Anzeige der Views können nun genau diese Probleme
auftreten. Werden Views verkleinert, kommt es zur Vermischung von Informationen,
werden Views vergrößert, kann der Zusammenhang verloren gehen. Deshalb soll an
dieser Stelle ein Verfahren eingeführt werden, das den Inhalt einer View so anpasst,
dass diese Seiteneffekte nicht so stark auftreten.
Auch hier gilt wieder die Anforderung, dass die Orientierung des Nutzers erhal-
ten bleiben muss. Dafür müssen die Informationen so dargestellt werden, dass das
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ursprüngliche Erscheinungsbild kaum verändert, eine Verbesserung der Wahrnehm-
barkeit aber trotzdem erreicht wird. Im Rahmen dieser Dissertation wurde hierfür das
Redundante Mapping entwickelt [RLSS11].
Das Mapping spezifiziert die visuelle Kodierung der Daten und ist damit der wich-
tigste Schritt im Visualisierungsprozess. Hierbei werden visuelle Abstraktionen de-
finiert, die graphisch repräsentiert werden. Die grundlegende Idee des Redundanten
Mappings ist es nun, das Mapping in Schritte aufzuspalten:
Primäre Mapping Funktion Die primäre Mapping Funktion erzeugt die grundsätzli-
che Darstellung, so wie es der Intention der Visualisierung entspricht, z.B. er-
zeugt die primäre Mapping Funktion eine Scatterplot Darstellung. Dabei wird
aber zusätzlich garantiert, dass die Größe der graphischen Elemente so ange-
passt wird, dass diese bezogen auf die Eigenschaft der Displayfläche und den
Abstand des Nutzers garantiert wahrnehmbar sind.
Sekundäre Mapping Funktion In der sekundären Mapping Funktion werden zusätz-
liche visuelle Attribute genutzt, um die dargestellten Daten redundant zu kodie-
ren und so die Wahrnehmbarkeit zu unterstützen. Während die Anpassung der
Größe der graphischen Elemente automatisch berücksichtigt wird, lassen sich
die zusätzlichen visuellen Attribute nach Bedarf interaktiv zuschalten.
Durch die Kombination dieser Mapping Funktionen wird eine einheitliche Darstel-
lung geschaffen, welche die Sichtbarkeit der graphischen Elemente garantiert und die
Eigenschaften der verschiedenen Displayflächen berücksichtigt.
Nachfolgend werden beide Mapping Funktionen genauer beleuchtet. Die Anwen-
dung des Redundanten Mappings erfolgt am Beispiel von Scatterplots Den Hinweis auf
die Anwendbarkeit dieser Mapping Strategie wird zudem mit Hilfe einer Nutzerstu-
die belegt.
4.4.3.1. Primäre Mapping Funktion
Der erste Teil der primären Mapping Funktion entspricht dem klassischen Mapping
Schritt in der Visualisierungspipeline [HM90]. Hier wird definiert, welche Datenwer-
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Abbildung 4.20.: Sehschärfe (Visus) von 1,0 ist gegeben, wenn ein Objekt mindestens
eine Bogenminute vom Sichtfelds des Menschen überdeckt und da-
bei vom Hintergrund und anderen Objekten unterscheidbar ist.
te auf welche graphischen Elemente und in welcher Ausprägung abgebildet werden.
Durch den ersten Schritt der primären Mapping Funktion wird die grundlegende Dar-
stellung generiert, die dann weiter angepasst wird.
Der zweite Schritt der primären Mapping Funktion passt die Größe der graphischen
Elemente so an, dass die Sichtbarkeit garantiert werden kann.
Die Adaption der Größe der graphischen Elemente basiert auf dem Verfahren zum
Testen der Sehschärfe eines Menschen. Nach dem ISO Standard zur Sehschärfeprü-
fung [EN 96] ist bei einem Visus (Sehschärfe) von 1,0 ein Objekt vom Hintergrund
und anderen Objekten unterscheidbar, wenn es mindestens eine Bogenminute ( 160
◦
)
des Sichtfelds des Menschen überdeckt (siehe Abbildung 4.20).
Daraus abgeleitet muss ein Objekt mindestens eine Bogenminute des Sichtfeldes ei-
nes Nutzers überdecken, um wahrnehmbar zu sein. Daher lässt sich die Mindestgröße
eines graphischen Objekts ( s ) wie folgt berechnen:
s = d · tan(α) (4.7)
Dabei ist d der Abstand des Nutzers von der Displayfläche. Weiterhin ist (α = 160
◦
der
Winkel, den das Objekt vom Sichtfeld überdecken muss, um sichtbar zu sein.
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Da eine Displayfläche nur eine diskrete Anzahl von Pixeln für die Darstellung eines
Objekts nutzen kann, muss diese Mindestgröße auf die notwendige Anzahl von Pixeln
abgebildet werden. Die Anzahl der notwendigen Pixel p lässt sich folgendermaßen
berechnen:
p ≥ s · r (4.8)
Dabei ist r die Pixeldichte der Displayfläche (in Pixel pro Zentimeter) und s die zuvor
berechnete Objektgröße (in Zentimeter). Die minimale Objektgröße entspricht dem-
nach der nächsten Natürlichen Zahl größer als p. Wichtig ist hier, dass die Einheiten
der einzelnen Faktoren beachtet werden. Distanzen werden in der Regel in Zentime-
tern angegeben, woraus folgt, dass auch die Objektgröße in Zentimetern berechnet
wird. Die Pixeldichte bei Displayflächen wird dagegen in der Regel in Pixel pro Inch
angegeben. Eine Umrechnung der Werte ist daher notwendig, um zu einem korrekten
Ergebnis zu gelangen. Die Umrechnung Inch in Zentimeter ist 1in = 2, 54cm.
Außerdem wird die Sehstärke von der Helligkeit beeinflusst. Größere Helligkeiten
erhöhen und niedrige Helligkeiten verringern dabei die Sehstärke. Dieser Zusammen-
hang wurde erstmals 1897 von Arthur König nachgewiesen [K9¨7]. Liegt die Lichtstär-
ke allerdings bei mindestens 160 cd/m2 wird die Sehstärke nicht negativ beeinflusst
[Kau03]. Diese Helligkeit wird in der Regel von allen gängigen Displays deutlich über-
troffen. Daher bedarf dieser Effekt keiner besonderen Berücksichtigung und die For-
mel 4.8 ist ausreichend.
4.4.3.2. Sekundäre Mapping Funktion
Bei der sekundären Mapping Funktion werden Daten redundant enkodiert, um die Ef-
fektivität der visuellen Repräsentation auf verschiedenen Displayflächen zu erhöhen.
Hier lassen sich prinzipiell alle visuellen Attribute nutzen, die bisher in der primären
Mapping Funktion nicht verwendet wurden. Die sekundäre Mapping Funktion kann
dabei nach Bedarf interaktiv zugeschaltet werden.
Zu beachten ist dabei allerdings, dass jede Visualisierungstechnik verschiedene vi-
suelle Kodierungen verwendet. Damit bleibt für die sekundäre Mapping Funktion bei
jeder Visualisierungstechnik eine unterschiedliche Menge visueller Attribute, die für
die redundante Kodierung verwendet werden können. Weiterhin verlangen verschie-
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dene Aufgaben und Ausgabegeräte unterschiedliche Kodierungen. Daher ist es nicht
möglich, eine generelle Designrichtlinie vorzugeben. Die sekundären visuellen Attri-
bute sollten auf Grundlage der verwendeten Visualisierungstechnik, also auf Grundla-
ge der primären Mapping Funktion und des gegebenen Kontextes verwendet werden.
Das lässt sich an dieser Stelle nicht für alle Visualisierungstechniken und verschiede-
nen Kontexte diskutieren.
Trotzdem kann ein grundsätzliches Vorgehen zur Auswahl von visuellen Attribu-
ten, die für die redundante Kodierung zur Verfügung stehen, angegeben werden. Als
Grundlage kann die Liste der visuellen Attribute von Bertin [Ber81] ergänzt durch die
Erweiterungen von Mackinlay [Mac86] verwendet werden:
• Position [position]









Hiervon werden durch die primäre Mapping Funktion gewisse visuelle Attribute
genutzt, die für das sekundäre Mapping nicht mehr zur Verfügung stehen. Die restli-
chen visuellen Attribute können aber je nach gegebenem Kontext eingesetzt werden.
Das soll im Folgenden an einem konkreten Beispiel der Scatterplot Darstellung disku-
tiert werden.
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4.4.3.3. Anwendung des Redundanten Mappings am Beispiel von Scatterplots
Hier wird exemplarisch die Anwendung des Redundanten Mappings an Scatterplots de-
monstriert. Die Aufgabe ist dabei die Clustererkennung. Dazu wird zunächst die pri-
märe Mapping Funktion erklärt, gefolgt von der sekundären Mapping Funktion. Im
Anschluss wird eine Nutzerstudie vorgestellt, die die Effektivität der redundanten Ko-
dierung am genannten Beispiel untersucht.
Primäre Mapping Funktion
Im Beispiel der Scatterplots für die Darstellung von Clustern werden im primären
Mapping zwei visuelle Attribute verwendet, um die grundlegende Darstellung zu er-
zeugen. Für jede der beiden visuellen Attribute wird jeweils eine Mapping Funktion
definiert:
p1 Bildet die Datenwerte der zwei darzustellenden Dimensionen auf eine Position ab.
p2 Bildet die Clusterzugehörigkeit auf einen Farbwert ab.
Die primäre Mapping Funktionen p1 erzeugt einen typischen Scatterplot und p2 er-
möglicht die Unterscheidung zwischen den Clustern (siehe Abbildung 4.21a). Im Bei-
spiel wird der Farbwert für die Clusterzugehörigkeit verwendet, da dieses visuelle
Attribut nach Mackinley [Mac86] für die Kodierung von nominalen Werten die größte
Effektivität besitzt.
Um die Sichtbarkeit zu gewährleisten, wird weiterhin die primäre Mapping Funkti-
on p3 definiert:
p3 Definiert die minimale Punktgröße abhängig von der Position des Nutzers (siehe
Abschnitt 4.4.3.1).
Auf diese Weise werden die visuellen Attribute Position, Farbe und Größe im pri-
mären Mapping verwendet.
Sekundäre Mapping Funktion
Für die sekundäre Mapping Funktion müssen nun visuelle Attribute identifiziert
werden, die für eine redundante Kodierung der Clusterzugehörigkeit in Frage kom-
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(a) Nur primäres Mapping. (b) Redundantes Attribut: Orientierung.
(c) Redundantes Attribut: Form. (d) Redundantes Attribut: Verbindung.
Abbildung 4.21.: Scatterplot mit unterschiedlicher redundanter Kodierung der Cluster-
zugehörigkeit.
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men. Dafür werden im Folgenden zunächst die visuellen Attribute ausgeschlossen, bei
der eine Kombination nicht in Frage kommt:
Position, Farbwert und Größe wurden bereits von den primären Mapping Funktio-
nen p1 bis p3 verwendet und stehen daher für das sekundäre Mapping nicht
mehr zur Verfügung.
Helligkeit beeinflusst die Wahrnehmung des Farbwerts. Eine redundante Kodierung
wäre hier nicht als zusätzliches Attribut erkennbar.
Textur, Schachtelung und Dichte sollten auch ausgeschlossen werden, da die Größe
der darzustellenden Objekte (Punktprimitive) erheblich zu klein ist. Eine zusätz-
liche Textur, Dichte oder Schachtelung wäre in diesem Fall nur schwer zu erken-
nen.
Länge, Fläche, Volumen Ebenso bringt die Unterteilung des visuellen Attributs Grö-
ße keine weiteren anwendbaren visuellen Attribute, da auch diese bei Punkten
des Scatterplots nur sehr schwer unterscheidbar wären.
Nach diesem Ausschlussverfahren bleiben noch drei visuelle Attribute übrig, die in
unserem Beispiel für eine redundante Kodierung verwendet werden können: Form,
Orientierung und Verbindung. Hierfür werden die Mapping Funktionen s1 bis s3 ein-
geführt, die im Folgenden näher erläutert werden. Für die redundante Kodierung wird
dann jeweils eine der drei sekundären Mapping Funktionen ausgewählt.
s1: Orientierung Die Mapping Funktion s1 mapped die Clusterzugehörigkeit auf das
visuelle Attribut Orientierung. Da einzelne Punkte keine Orientierung besitzen,
werden diese durch kleine Balken ersetzt. Die in p3 berechnete minimale Größe
wird hier auf die Breite des Balkens angewendet. Die Clusterzugehörigkeit wird
auf einen Winkel γ abgebildet, wobei γ ∈ [0◦, 90◦]. Die Balken werden dann
bzgl. des γ rotiert (siehe Abbildung 4.21b).
s2: Form Die Mapping Funktion s2 bildet die Clusterzugehörigkeit auf das visuelle
Attribut Form ab. Die Punkte werden dafür durch regelmäßige Formen ersetzt,
d.h. alle Seiten der Form haben die gleiche Länge und alle inneren Winkel sind
gleich. Die Clusterzugehörigkeit wird auf die Anzahl der Eckpunkte abgebildet,
wobei das Minimum der Ecken drei ist (d.h. ein Dreieck ist die Form mit der
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kleinsten Anzahl an Eckpunkten). Der Datenwert wird durch den Mittelpunkt
der Form repräsentiert (siehe Abbildung 4.21c).
s3: Verbindung Die Mapping Funktion s3 bildet die Clusterzugehörigkeit auf das vi-
suelle Attribut Verbindung ab. Dabei verbindet s3 die Punkte eines Clusters mit
dem Zentroid dieses Clusters. Zur Berechnung des Zentroid wird der Punkt








, wobei xmin, ymin die minimalen x
bzw. y Werte der Punkte im Cluster und xmax, ymax die maximalen Werte darstel-
len. Der Zentroid ist dann der Punkt des Clusters, der die geringste euklidische
Distanz zum Zentrum P hat. Die einzelnen Punkte des Clusters werden mit dem
Zentroid durch eine Linie verbunden (Abbildung 4.21d).
Die Resultate des Redundanten Mappings werden in Abbildung 4.21 dargestellt. Im
folgenden Abschnitt wird anhand einer Nutzerstudie die Effektivität des Redundanten
Mappings für verschiedene Displaygrößen untersucht.
4.4.3.4. Nutzerstudie
Ziel der Nutzerstudie ist es, die Effektivität des Redundanten Mappings für verschie-
dene Displaygrößen am Beispiel der Clusterzugehörigkeit in Scatterplots zu untersu-
chen. Der Einsatz verschiedener Displaygrößen gibt dabei einen Hinweis darauf, bei
welcher Kategorie von View Größen ob und wenn ja, welches Mapping verwendet
werden sollte. Dafür wurden kleine, mittlere und große Displayflächen untersucht.
Zur Einschätzung der Resultate werden die gemessenen Erfolgsraten des Redundan-
ten Mappings mit denen des klassischen Scatterplots verglichen. Die Größenanpassung
(primäre Mapping Funktion p3 ) wird dabei ebenfalls beim klassischen Scatterplot an-
gewendet, um die Vergleichbarkeit zu gewährleisten. Im Vorfeld der Studie wurden
zwei Hypothesen aufgestellt:
H1 Die Kodierungen mit sekundärem Mapping liefern bessere Resultate auf den ge-
nutzten Displayflächen im Vergleich zum klassischen Mapping.
H2 Die Displayflächen beeinflussen die Erfolgsrate des sekundären Mappings.
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(a) Testgerät für die Nutzerstudie: iPod 1G. (b) Testgerät für die Nutzerstudie: 61” TV (Sam-
sung HL61A750A1F).
Abbildung 4.22.: Displayflächen der Nutzerstudie.
Im Folgenden werden das Setup der Studie und die Resultate vorgestellt.
Setup
Technische Basis Es wurden drei Arten von Displayflächen verwendet: groß, mit-
tel und klein. Für die Klasse der großen Displayflächen wurde ein Samsung
HL61A750A1F TV mit 61” und einer Auflösung von 1920x1080 Pixel (36 ppi
(Pixel pro Inch)) verwendet (siehe Abbildung 4.22b). Das mittelgroße Display
war ein 24” Desktop Monitor mit einer Auflösung von 1920x1080 Pixel (94 ppi),
wobei der präsentierte Scatterplot in einem 500x500 Pixel Fenster angezeigt wur-
de. Das kleine Display war ein Apple iPod touch 1G mit 3,5” und einer Auf-
lösung von 320x480 Pixel (163 ppi) (siehe Abbildung 4.22a). Der Betrachtungs-
abstand der Probanden wurde basierend auf einem Standard Nutzungsabstand
aus [TQD09] festgelegt. Die Probanden waren 3m vor dem TV, 70cm vor dem
Desktop Monitor und 40cm vor dem iPod touch positioniert.
Datenbasis Als Datensatz wurden generierte Daten verwendet. Deren Erzeugung ba-
siert auf zwei Maßen, die von Sips et al. vorgeschlagen wurden [SNLH09]. Diese
beiden Maße werden eingesetzt, um die Trennbarkeit von Clustern in Scatterplots
zu messen: der Class Consistency (Konsistenz der Klassen) und der Class Densi-
ty (Klassendichte). Die Class Consistency gibt dabei an, wie weit die Zentroiden
der Cluster voneinander entfernt sind, die Class Density hingegen, wie verstreut
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die Mitglieder eines Clusters sind. Die Generierung der Daten lief wie folgt ab:
Zuerst wurde die Anzahl der Cluster festgelegt. Dabei wurden in dieser Studie
4 bis 6 Cluster verwendet. Eine Vorstudie auf dem Desktop Monitor ergab, dass
die Erfolgsquote bei der Erkennung von Clustern bei weniger als 4 zu hoch und
bei mehr als 6 zu niedrig ist. Dann wurden die Positionen der Zentroiden festge-
legt, indem verschiedene Werte bei der Class Consistency angenommen wurden
(siehe Abbildung 4.23a). Um die Positionen der Punkte festzulegen, wurde ei-
ne Class Density festgelegt. Diese wird durch einen Radius um den Zentroiden
repräsentiert. Durch den Radius und den Zentroiden wurde dann ein Kreis de-
finiert (siehe Abbildung 4.23b). Die Punkte wurden dann zufällig in dem Kreis
positioniert. Um die Vergleichbarkeit zu gewährleisten, wurden zum Schluss ins-
gesamt 200 Datenpunkte verteilt (siehe Abbildung 4.23c). Für die Auswahl der
Farben, die in der primären Mapping Funktion p2 verwendet wurde, um die
Clusterzugehörigkeit abzubilden, wurden sechs Farben definiert. Dazu wurde
die Farbskala von Healey et al. [Hea96] genutzt, die nachgewiesener Weise eine
sehr gute Farbskala für die Unterscheidung nominaler Daten ist.
Probanden Die Probanden waren 23 Nichtvisualisierungsexperten, darunter 6 weib-
liche und 17 männliche mit einem Durchschnittsalter von ca. 34 Jahren, wobei
der jüngste Teilnehmer 18 und der älteste 60 Jahre alt war.
Aufgabe Die Aufgabe bestand darin, die Anzahl der Cluster zu benennen, die in ei-
nem Scatterplot dargestellt wurden. Die Zeit war dabei beschränkt auf 15 Sekun-
den.
Einweisung und Durchführung Zur Einweisung wurden den Probanden Testbilder
gezeigt und anhand derer die Aufgabe erklärt. Jedem Probanden wurden dann
20 Scatterplots pro Display Klasse mit verschiedenen Datenwerten gezeigt, da-
bei jeweils 5 pro visueller Kodierung (ohne Redundantem Mapping, mit Orientie-
rung, mit Form und mit Verbindung als zusätzliches Attribut). Um einen Lern-
effekt auszuschließen, wurden die Reihenfolgen der Displayflächen, Mappings
und Anzahl der Cluster bei jedem Probanden zufällig variiert.
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(a) Festlegung der Zentroiden der Cluster über
das Maß der Class Consistency.
(b) Festlegung der Ausdehnung der Cluster über
das Maß der Class Density.
(c) Gleichmäßige Verteilung der Datenwerte auf
die verschiedenen Cluster innerhalb der Aus-
dehnung.
(d) Resultat der Generierung der Testdaten nach
Class Consistency und Class Density.
Abbildung 4.23.: Ablauf der Generierung von Testdaten für die Nutzerstudie.
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Abbildung 4.24.: Ergebnisse der Nutzerstudie zum Redundanten Mapping.
Resultate
Abbildung 4.24 zeigt die Erfolgsquoten der Studie. Im Folgenden werden die Er-
gebnisse, bezogen auf die im Vorfeld aufgestellten Hypothesen interpretiert. Auf eine
Signifikanzanalyse wurde hier verzichtet, da die Stichprobenzahl nicht groß genug
war, um eine signifikante Aussage treffen zu können. Die Ergebnisse geben allerdings
einen deutlichen Hinweis.
H1 Die primäre Mapping Funktion ohne zusätzliches Redundantes Mapping führte zu
einer Erfolgsquote von 63,5% (große Displayfläche), 75,6% (kleine Displayflä-
che), und 80% (mittlere Displayfläche). Das Redundante Mapping verbesserte im
Allgemeinen diese Erfolgsquoten erheblich. Bei kleinen Displayflächen wurde
eine Verbesserung in jedem Fall gemessen (86,9% Orientierung, 87,8% Form,
89,6% Verbindung). Für mittle Displayflächen war Form etwas schlechter (73%),
Orientierung war in etwa gleich gut (80,8%) und Verbindung war deutlich bes-
ser (87%). Bei großen Displayflächen war Orientierung in etwa gleich (61,7%),
Form war deutlich besser (80%) und Verbindung war mit 97,4% außerordentlich
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besser. Daraus lässt sich schlussfolgern, dass sich mit Redundantem Mapping ei-
ne Steigerung der Erkennbarkeit und damit eine Steigerung der Effektivität der
Darstellung erreichen lässt. Diese erreichte Steigerung ist dabei abhängig von
der Effektivität der einzelnen visuellen Attribute für die Darstellung der Da-
ten. So entspricht die Steigerung der Erfolgsquoten in etwa der Reihenfolge der
Effektivität der visuellen Attribute, wie sie Mackinlay [Mac86] beschreibt. Wei-
terhin lässt sich an den Ergebnissen ablesen, dass multiple Einflussfaktoren die
Erfolgsquoten beeinflussen.
H2 Die Ergebnisse zeigen (siehe Abbildung 4.24), dass Verbindung alle anderen Ko-
dierungen in der Erfolgsquote übertrifft. Sie zeigen aber auch, dass es erhebli-
che Unterschiede bei der Anwendung auf verschiedenen Displaygrößen gibt. So
schwankt die Erfolgsrate von Orientierung deutlich zwischen den Displayflä-
chen.
Diskussion
Die Nutzerstudie gibt einen Hinweis darauf, dass die Anwendung des Redundanten
Mappings die Effektivität der Darstellung unterstützt. Es ist auch deutlich geworden,
dass multiple Einflussfaktoren die Ergebnisse beeinflussen. Daher wäre es wünschens-
wert, in Zukunft eine sehr umfangreiche Nutzerstudie durchzuführen, mit deren Hilfe
alle Einflussfaktoren auf die Effektivität beschrieben und gemessen werden können.
Auf Basis der durchgeführten Studie lassen sich aber schon Hinweise für die Nut-
zung im speziellen Beispiel ableiten. So ist die Nutzung des visuellen Attributs Verbin-
dung für die Kodierung der Clusterzugehörigkeit stets eine gute Wahl. Allerdings gilt
es zu beachten, dass bei kleineren Displayflächen das Overplotting Problem zunimmt,
d.h. es tritt mehr Verdeckung der graphischen Elemente untereinander auf. Da das
visuelle Attribut Verbindung durch die zusätzlichen Linien noch weitere grafische Ele-
mente hinzufügt, kann evtl. die Effektivität der Darstellung wiederum leiden.
Auf Basis der Studie lassen sich auch Hinweise für die interaktive Anpassung von
Views mit Scatterplots ableiten, die im Smart Interaction Management realisiert wurden.
Nach dem Vergrößern einer View wird die Nutzung der Verbindung als visuelles At-
tribut vorgeschlagen, die sich dann durch einen Mausklick umsetzen lässt. Wird eine
View verkleinert, wird dagegen das zusätzliche Attribut Orientierung vorgeschlagen.
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Bei der interaktiven Anpassung wird dem Presenter und dem Nutzer immer die Wahl
zwischen den zusätzlichen Attributen gelassen. Auch das Ausschalten der zusätzli-
chen Kodierung wird angeboten.
4.4.4. Implementierung und Anwendung
4.4.4.1. Implementierung
Die Implementierung des Smart Interaction Managements wurde auf die Implementie-
rung des Smart View Managements aufgesetzt. Es wurde in Java [Ora13a] implemen-
tiert, um auch bei der Interaktion weitestgehende Unabhängigkeit vom verwendeten
Betriebssystem zu erreichen. Beim Smart Interaction Management wurde ebenfalls die
Helferlein Middleware [Ora13b] eingesetzt, um selbstorganisierende Softwarekompo-
nenten zu ermöglichen.
Das Smart Interaction Management besteht aus drei Softwarekomponenten, die je-
weils die funktionalen Komponenten widerspiegeln:
Interaction Grabber Der Interaction Gabber wertet die Interaktionen in syntaktischer
Ebene aus und übersetzt sie in die Zwischenbeschreibung (Maus und Tasta-
tur). Damit ist der Interaction Grabber die Schnittstelle des Interaktionsgeräts zum
Smart Interaction Management. Für verschiedene Interaktionsgeräte sind dabei je-
weils verschiedene Interaction Grabber notwendig. Für die Interaktionsgeräte, die
nicht standardmäßig vom System erkannt werden (z.B. Maus und Tastatur), ist
dabei in der Regel eine API notwendig, um die Interaktionen in syntaktischer
Ebene zu registrieren. Für die Nutzung der Wiimote wurde im Rahmen dieser
Dissertation die WiiuseJ API [Wii13] verwendet. Jeder Interaction Grabber regis-
triert sich beim Interaction Mapper und erhält eine einzigartige ID, die mit einem
separaten Zeiger assoziiert ist.
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Interaction Mapper Der Interaction Mapper übernimmt zwei Funktionen. Zum einen
wird damit die 2D Projektion für die Anordnung der Displayflächen erstellt.
Zum anderen werden alle Interaction Grabber verwaltet.
Über die Middleware bekommt der Interaction Handler die Eigenschaften aller
Displayflächen (Position, Ausrichtung, Größe) im Smart Meeting Room. Auf die-
ser Basis wird eine 2D Projektion erstellt, um eine relative Anordnung der Dis-
playflächen zu erhalten. Ändern sich Eigenschaften, z.B. dass eine Displayfläche
ausgeschaltet wird, kann dies on-the-fly berücksichtigt werden.
Die Interaction Grabber werden über eine einfache Liste verwaltet. Jeder Interac-
tion Grabber erhält eine eindeutige ID. Außerdem wird jedem Interaction Grabber
ein Zeiger im Raum zugeordnet. Dieser Zeiger ist wiederum auf genau einer
Displayfläche. Der Interaction Mapper vermittelt die Kommunikation zwischen
Interaction Grabber und der Displayfläche. Verlässt ein Zeiger eine Displayfläche,
wird die nächste Displayfläche aus der relativen Anordnung berechnet und der
Zeiger wird einer anderen Displayfläche zugeordnet.
Damit bildet der Interaction Mapper die Schnittstelle, um das Wissen über den
Raum mit einzubeziehen. So ist der Interaction Mapper in der Lage, auf Änderun-
gen dynamisch zu reagieren.
Interaction Handler Der Interaction Handler bildet die Schnittstelle zum Smart View
Management. Die bisherigen Komponenten waren bzgl. der Implementierung un-
abhängig. Hier wird eine Schnittstelle für das Smart View Management geschaf-
fen, um Interaktionen zu empfangen und auszuwerten. Außerdem ermöglicht
der Interaction Handler die Interaktion mit der Anzeige der Views und die Inter-
aktion mit dem Inhalt der Views. Dafür wurde der Interaction Handler sowohl in
den Metarenderer als auch in die View API integriert.
Beim Metarenderer wird die Interaktion in Zwischenbeschreibung (Maus und
Tastatur) direkt ausgeführt. Hier muss kein weiteres Mapping in eine Seman-
tik stattfinden, da der Metarenderer die Semantik der Interaktion bereits in Maus
und Tastatur Events beschreibt.
165
4. Interaktion
Bei der Integration in die View API wird eine Schnittstelle für die View gene-
rierenden Applikationen geschaffen, um Views Interaktionen zu empfangen. In-
tegriert eine Applikation die Schnittstellen der API, so muss hier lediglich die
Übersetzung von der Zwischenbeschreibung in die Semantik der Applikation
implementiert werden.
Die Funktionalitäten der Anpassung der Anzeige von Views wurden im Metarende-
rer implementiert. Durch die Nutzung des Interaction Handlers kann auf die dort im-
plementierten Interaktionen voll durch das Smart Interaction Management zugegriffen
werden. Zur Manipulation der JPEG2000 kodierten Views wurde die kakadu SDK ver-
wendet [Sof13]. Die Funktionalitäten der Anpassung des Inhalts von Views wurden
wiederum in separaten Applikationen implementiert.
4.4.4.2. Anwendung
In [RNS11] wurde eine Anwendung des Smart View Managements in Zusammenar-
beit mit Thomas Nocke vom Potsdamer Institut für Klimafolgenforschung vorgestellt
(vgl. Abschnitt 3.7). Dabei wurde der Vegetation Visualizer [NHP+09] (PVV – Potsdam
Vegetation Visualizer) verwendet, um Views zu generieren und mittels Smart View Ma-
nagement im Smart Meeting Room anzuzeigen.
Das Smart Interaction Management wurde im Rahmen dieser Kooperation ebenfalls
eingesetzt. Neben der Möglichkeit der Interaktion für alle Nutzer mit allen Darstel-
lungen und der Möglichkeit der interaktiven Anpassung der Anzeige der Views gab
es zwei wesentliche Punkte der Interaktion, die hier fokussiert wurden: (1) Vergleichen
der Views durch Superimposition (überdecken) mittels Weaving und (2) Manipulation der
Views für die Fokussierung.
Vergleichen von Views
Eine wichtige Aufgabe in der Klimafolgenforschung ist es, verschiedene Informa-
tionen miteinander zu vergleichen, wie z.B. Attribute konkurrierender Klimamodelle




Das Weaving für die Superimposition von Views eignet sich gut für die Anforderungen
der Klimafolgenforschung, da die Resultate der Klimamodelle mittels einer Farbskala
auf den Kartendarstellungen visualisiert werden. Hier ist es von besonderem Interes-
se, dass Farben erhalten bleiben und klar einer View zugeordnet werden können.
Manipulation der Views
Für die bisherige Darstellung von Ergebnissen der Klimafolgenforschung wurde
das PVV verwendet. Die damit generierten und dargestellten Bilder waren auf Grund
der Anzeigemöglichkeiten in der Auflösung begrenzt. Trotz höherer Datenauflösung
war es auch für die Darstellung im Smart Meeting Room mit Hilfe des Smart View
Managements nicht möglich, höher aufgelöste Bilder anzuzeigen.
Durch die Manipulation der Views auf Basis der JPEG2000 Enkodierung wird eine
Darstellung höher aufgelöster Bilder ermöglicht. Darüber hinaus wird es den Nutzern
ermöglicht, interaktiv Bereiche von Interesse auszuwählen und diese hochaufgelöst
anzuzeigen und interaktiv zu manipulieren. Das ermöglicht es, Daten spezifischer in
der Tiefe zu analysieren.
Durch den Einsatz des Smart Interaction Managements und den in diesem Kapitel
vorgestellten Manipulationen der Views wird ein hohes Maß an Interaktivität in die
Präsentation und Diskussion von Daten der Klimafolgenforschung gebracht. Daten
können interaktiv diskutiert werden, Schwerpunkte in der Diskussion können dyna-
misch gesetzt und verändert werden und Daten können ohne spezifische Vorbereitung
on-the-fly hochauflösend exploriert und diskutiert werden.
4.5. Zusammenfassung
In diesem Kapitel wurde die Interaktion im Smart View Management als Basis für die
Interaktion mit Views im Smart Meeting Room vorgestellt.
Grundidee des Smart Interaction Managements ist es, die physikalische Interaktion
von der Interpretation der Interaktion zu entkoppeln. Dazu wurden drei Komponen-




Interaction Grabber Wird auf dem Gerät verwendet, an dem das zu verwendende
Interaktionsgerät angeschlossen ist. Dort wird die Interaktion ausgewertet, auf
eine spezifische Zwischenbeschreibung abgebildet und zur Verfügung gestellt.
Interaction Mapper Weist diese Interaktion einer spezifischen Displayfläche zu und
versendet die Interaktion zum Metarenderer, der auf dieser Displayfläche Views
anzeigt.
Interaction Handler Ist dann zuständig für die Abbildung der spezifischen Zwischen-
beschreibung auf die semantische Interpretation. Die Interpretation erfolgt dann
entweder am Metarenderer selbst, wo die Anzeige der Views interaktiv verändert
werden kann, oder die Interpretation erfolgt an der View generierenden Appli-
kation, wo interaktiv die Generierung der View beeinflusst werden kann.
Durch das Smart Interaction Management werden neue Möglichkeiten der Interak-
tion mit Views bereitgestellt. Es ermöglicht jedem Nutzer eine Interaktion mit allen
dargestellten Views auf allen Displayflächen mit jedem Interaktionsgerät.
Dabei werden nicht nur persönliche Geräte mit einbezogen, sondern auch neue In-
teraktionsgeräte integriert. Weiterhin unterstützt das Smart Interaction Management da-
bei die ´´Unsichtbarkeit” der Interaktion, d.h. dass Nutzer nicht wissen müssen, wo
Views generiert wurden, mit denen sie interagieren wollen, und zur Interaktion muss
der Ablauf nicht bekannt sein.
Auf der technischen und konzeptionellen Basis des Smart Interaction Managements
wurden die Interaktion mit der Anzeige von Views und die Interaktion mit dem Inhalt
der Views in diesem Kapitel thematisiert.
Bei der Interaktion mit der Anzeige von Views werden Methoden vorgestellt, die
Anzeige im Smart Meeting Room zu manipulieren. Mit diesen Methoden werden so-
wohl der Presenter als auch alle Nutzer in die Lage versetzt, die Anzeige dynamisch
auf sich verändernde Schwerpunkte und Bedürfnisse der Teilnehmer anzupassen.
Die Anzeige der Views besteht aus der Zuordnung der Views zu den Displayflächen
und der Anordnung der Views auf den jeweiligen Displayflächen. Zur interaktiven
Manipulation der Anzeige werden drei Aufgaben unterstützt:
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• Interaktive Zuweisung von Views zu einer Displayfläche
• Interaktive Positionierung und Skalierung von Views
• Interaktive Anpassung der Darstellung von Views
Durch die hierfür entwickelten Methoden wird es für jeden Nutzer möglich, An-
passungen der Anzeige auf jeder Displayfläche und für jeden View durchzuführen. Es
wurde die Möglichkeit geschaffen, Views mit einem einheitlichen Interface zu manipu-
lieren unabhängig von der View generierenden Applikation und durch die Beschrän-
kung auf lokale Änderungen kann die Orientierung der Nutzer bei Anpassungen er-
halten bleiben.
Durch die Interaktion mit dem Inhalt der Views wird es allen Nutzern ermöglicht,
in die Generierung von Views interaktiv einzugreifen. Auf Basis des Smart Interaction
Managements wird auch dafür ein einheitliches Interface geschaffen.
In diesem Kapitel wurden zwei Ansätze vorgestellt, die eine Interaktion mit dem
Inhalt von Views thematisieren. Dabei werden zwei grundsätzliche Ziele bei der Prä-
sentation bzw. Diskussion unterstützt:
• Fokussierung von Inhalten
• Unterstützung unterschiedlicher Views Größen
Durch die Nutzung der Bewegung als visuelles Attribut wurde unter Verwendung
eines hervorstechenden Merkmals der menschlichen Wahrnehmung die Möglichkeit
geschaffen, auf spezifische Aspekte der Darstellung zu fokussieren.
Mit dem Redundanten Mapping wurde ein Konzept präsentiert, das es ermöglicht,
mittels zusätzlicher visueller Attribute einzelne Aspekte einer View zu fokussieren und
die Wahrnehmbarkeit der dargestellten Informationen zu unterstützen.
Durch das Smart Interaction Management als Basis für die Methoden zur Anpassung
der Anzeige und des Inhalts von Views wird den Nutzern die Möglichkeit gegeben,
mit allen Views auf allen Displayflächen zu interagieren, um sie den aktuellen Bedürf-
nissen und Schwerpunkten anzupassen.
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5.1. Zusammenfassung
In dieser Arbeit wird ein grundlegendes Konzept für die Informationspräsentation in
Smart Meeting Rooms entwickelt. Durch das Smart View Management werden Generie-
rung, automatische Verteilung und automatische Anordnung von Views ermöglicht.
Das Smart Interaction Management ermöglicht weiterhin die Interaktion aller Nutzer
mit allen Views unabhängig vom verwendeten Interaktionsgerät. Basierend auf diesen
beiden Konzepten werden Methoden vorgestellt, die Anzeige der Views interaktiv zu
manipulieren, um dynamischen Anforderungen von Präsentationen und Diskussio-
nen gerecht zu werden. Weiterhin werden Methoden vorgestellt, den Inhalt der Views
zu manipulieren. Dadurch kann jeder Nutzer in den Generierungsprozess der Views
jedes Gerätes, wenn es freigegeben ist, eingreifen, die Wahrnehmbarkeit der in den
Views dargestellten Informationen interaktiv anpassen oder spezifische Bereiche fo-
kussieren.
Damit ist ein leistungsfähiges System entstanden, das eine Informationspräsentati-
on in Smart Meeting Rooms unterstützt.
Mit dem Smart View Management wird ein Konzept zur Bildbasierten Informati-
onspräsentation vorgestellt, das den aktuellen Stand der Forschung erweitert. Ne-
ben der Flexibilität und weitgehender Betriebssystemunabhängigkeit, die auch an-
dere bereits präsentierte Systeme zur Informationsanzeige vorweisen können (z.B.,
[WJF+09]), wurde im Smart View Management durch das Konzept der Views eine kon-
zeptionelle Betrachtung der anzuzeigenden visuellen Ausgaben unabhängig von der
Anwendung und Art der anzuzeigender Informationen erreicht.
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Das Smart View Management bietet außerdem eine automatische Konfiguration der
Anzeige durch die automatische Zuweisung der Views zu den Displayflächen und das
automatische Layout von Views auf den jeweiligen Displayflächen. Die grundlegen-
den Konzepte dafür finden sich zwar in der Literatur, für den Einsatz im Smart View
Management mussten sie allerdings angepasst und weiterentwickelt werden. Eine voll-
ständige Integration in ein System zur Informationspräsentation wurde nach Wissen
des Autors bisher nicht vorgestellt.
Das Smart Interaction Management ermöglicht die Interaktion mit Views im Smart
Meeting Room. Durch die Grundidee der Entkopplung der physischen Interaktion
von der semantischen Interpretation wurde ein Konzept geschaffen, das den aktuellen
Stand der Forschung um Optionen erweitert, gleichzeitig verschiedenste Interaktions-
geräte (Maus, Tastatur und neue Interaktionsgeräte) zu nutzen.
Dies bildet die Grundlage für die interaktive Anpassung der Anzeige und des In-
halts von Views.
Bei der Anzeige von Views wurde die Möglichkeit geschaffen, die Anzeige interak-
tiv anzupassen. So kann die Zuordnung der Views zu den Displayflächen modifiziert
werden und die Views können auf den Displayflächen interaktiv positioniert und ska-
liert werden. Eine überlagernde Darstellung wird dabei mittels eines neuen Weaving
Verfahrens ermöglicht. Auf Basis von JPEG2000 können außerdem Regionen von In-
teresse zur Fokussierung spezifisch angezeigt werden. Damit werden hinsichtlich des
Stands der Forschung bei der Anzeige keine neuen Methoden hinzugefügt. Vielmehr
wird hier durch die Integration in die Informationsanzeige ein Interface geschaffen,
das es unabhängig von der View erzeugenden Applikation ermöglicht, alle angezeig-
ten Views von jedem Nutzer interaktiv den aktuellen Anforderungen der Präsentation
oder Diskussion anzupassen.
Die Manipulation des Inhalts einer View für die Anzeige in einer Multi-Display-
Umgebung wurde bereits von Waldner [Wal11] als offenes Forschungsthema identi-
fiziert und als “nächsten logischen Schritt” der Anpassung bezeichnet. Im Rahmen
dieser Dissertation werden zwei Ansätze vorgestellt, den Inhalt von Views anzupas-
sen. Zum einen wird die Bewegung als visuelles Attribut eingesetzt, um spezifische
Aspekte einer Scatterplott Darstellung zu fokussieren. Zum anderen wird das Konzept
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des Redundanten Mappings vorgestellt, das nicht nur die Fokussierung erlaubt, sondern
auch die Möglichkeit bietet, die Wahrnehmbarkeit der angezeigten Informationen zu
unterstützen.
Weitere Forschung ist hier in vielfältigen Richtungen möglich und wünschenswert.
5.2. Ausblick
Im Folgenden wird ein Ausblick über die Informationspräsentation in Smart Meeting
Rooms gegeben. Der Vorschlag für Themenstellungen nachfolgender Arbeiten orien-
tiert sich dabei an der Struktur dieser Arbeit. Zuerst werden mögliche Erweiterungen
auf technischer Ebene präsentiert, danach mögliche Erweiterungen zum Leistungsum-
fang von Views und Interaktionen. Am Schluß werden dann mögliche Themenstellun-
gen für eine nutzerbasierte Anpassung vorgestellt.
View Management
Das Smart View Management umfasst (1) die Generierung von Views, (2) das Zusam-
menfassen von Views zu View Packages, (3) die automatische Zuweisung von Views zu
Displays und (4) das automatische Anordnen von Views auf den Displayflächen.
Das Prinzip des Smart View Managements basiert auf der räumlichen Anordnung von
Views im Smart Meeting Room. Eine automatisierte Abfolge verschiedener Konfigura-
tionen ist dabei bisher nicht vorgesehen. Deshalb wäre es von Vorteil, wenn neben
der räumlichen Verteilung der Views auch die zeitliche Anordnung untersucht wür-
de. Diese Fragestellung wird derzeit im Rahmen des Graduiertenkollegs MuSAMA in
der Folgepromotion von Christian Eichner untersucht. Ziel dieser neuen Promotion
ist es unter anderem, eine Planungskomponente für den zeitlichen Ablauf zu entwi-
ckeln. Auf Grundlage dieser Planung lässt sich sowohl die Zuordnung der Views zu
den Displayflächen als auch die Anordnung auf den Displayflächen beeinflussen.
Weiterhin wurde bisher der Inhalt von Views für die Verteilung und Anordnung
im Smart Meeting Room nicht näher berücksichtigt. Ein erster Schritt in diese Rich-
tung wurde durch die interaktive Gruppierung von Views zu View Packages realisiert.
Hier werden Views interaktiv gruppiert, die inhaltlich zusammen gehören und ent-
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sprechend in räumlicher Nähe angezeigt werden sollen. Für weitere Arbeiten wäre
es wünschenswert, diese Gruppierung zu automatisieren. Dafür bedarf es allerdings
einer automatischen Analyse der dargestellten Informationen oder vom Nutzer spe-
zifizierter Metadaten der Views. So könnten z.B. die Art der visuellen Repräsentation
(Text, Bild, Visualisierung, . . . ), der dargestellte Datensatz, die dargestellten Attribute
oder der Bezugsraum analysiert und spezifiziert werden. Dadurch ließen sich nicht
nur automatisch View Packages zusammenstellen, sondern auch die Anordnung der
Views durch die automatische Ableitung von Constraints anpassen. Auf Basis solcher
Metadaten könnte weiterhin der Inhalt von Views dynamisch verlinkt werden, was zu-
sätzliche Möglichkeiten der Anpassung der Anzeige ermöglicht. So könnte z.B. visual
Linking verwendet werden, um die Beziehungen von Views untereinander darzustel-
len. Grundlegende Ansätze für das visual Linking über Applikationen hinweg wurden
bereits von Waldner et al. vorgestellt [WPL+10, SWS+11].
Auch zusätzliches Wissen über die Umgebung und den Nutzer könnten in Folgear-
beiten dazu verwendet werden, die Anzeige von Views weiter anzupassen. So könnte
z.B. die Vorhersage von Nutzerverhalten oder Wissen über die Umgebung die Konfi-
guration der Anzeige beeinflussen. Die Analyse und Prädiktion von Netzwerkauslas-
tungen könnte z.B. in das Display Mapping einbezogen werden, um die Netzwerkaus-
lastung zwischen View bereitstellenden Geräten und Displayfläche zu berücksichtigen.
Spätere Arbeiten können außerdem die Generierung von Views weiter ausbauen. So
präsentieren Oehlberg et al. [OSJ+12] ein Interface, das es erlaubt, beliebige Dateien
auf ein sogenanntes drop target zu ziehen. Dann wird die Datei lokal geöffnet und auf
einem großen Display dargestellt. Eine Kombination dieses Prinzips mit der View Er-
zeugung im Smart View Management würde die Generierung von Views deutlich erwei-
tern. Anzuzeigende Informationen, wie z.B. PDFs oder Slides aber auch Datensätze,
die in Dateien gespeichert sind, würden auf ein drop target gezogen. In der Folge wür-
de das Smart View Management eine Anfrage an alle View generierenden Applikationen
stellen, ob sie aus dieser Datei eine oder multiple Views generieren können. Die Datei
wird automatisch übers Netzwerk kopiert, von der Applikation werden die Views er-
zeugt und stehen dann zur Anzeige bereit. Damit wird für den Nutzer selbst die View
generierende Applikation ´´unsichtbar”. Durch die Selektion der Datei könnten somit
Views generiert werden, alle Nutzer könnten mit dieser View interagieren und im Fall,
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dass die Applikation dies anbietet, wäre selbst ein interaktiver Eingriff in die View
Generierung möglich.
Für weitere Arbeiten besteht außerdem die Möglichkeit, das automatische Display
Mapping und die automatischen Layouts des Smart View Managements zu erweitern.
Neben der zusätzlichen zeitlichen Komponente, der Nutzung von Metadaten der
Views und weiterem Wissen über Nutzer und Raum kann hier auch die aktuelle Auf-
gabe der Nutzer für die Steuerung der Anzeige verwendet werden. Im Rahmen dieser
Dissertation wurde ein erster Schritt dazu in [RFS12] publiziert. Ziel war es hier, basie-
rend auf einer Task Beschreibung die Anzeige von Views automatisch zu manipulieren.
Dafür waren drei grundsätzliche Schritte notwendig: (1) Beschreibung der Aufgaben,
(2) Auswahl der Aufgaben und (3) Konfiguration der Anzeige. Als Basis zur Beschrei-
bung der Aufgaben wurde das Aufgabenmodell von Andrienko & Andrienko [AA05]
verwendet. Hier werden Aufgaben in elementare und synoptische Aufgaben unterteilt.
In Bezug auf das Smart View Management betreffen elementare Aufgaben einen einzel-
nen View während synoptische Aufgaben eine Menge von Views betreffen. Wie von To-
minski et al. [TFS08] weiter ausgeführt wird, unterteilen sich diese Aufgaben weiter in
Vergleich, Identifikation und Lokalisation:
Um diese Aufgaben zu spezifizieren werden drei Möglichkeiten vorgestellt: (1) au-
tomatisch, (2) semiautomatisch und (3) interaktiv.
Automatisch ist die weitgehendste Unterstützung. Dafür wird eine Workflow Be-
schreibungen als Grundlage vorausgesetzt. Sie beschreibt den Ablauf wie z.B. den
eines Visual Analysis Meetings. Das auf Basis solch einer Beschreibung das Ableiten
der aktuellen Aufgabe möglich ist, wurde unter anderem von Giersich et al. [GFF+07]
und Burghardt et al. [BWB+11] gezeigt. Dabei wird z.B. die Position des Nutzers für
die Erkennung genutzt. Ein großer Nachteil dieser automatischen Unterstützung ist,
dass eine detaillierte Workflow Beschreibung vorhanden sein muss. Wird von diesem
Ablauf abgewichen, z.B. während einer Diskussion, führt die automatische Konfigura-
tion zu einer nicht erwünschten Anzeige. Daher sind die heutigen Ansätze zumeist auf
lineare Workflows begrenzt, bei denen Aufgaben Schritt für Schritt ausgeführt werden
[BWB+11]. Außerdem wird in [HK07] beschrieben, dass eine vollständig automatische
Konfiguration Beobachtungen zu Folge von einigen Nutzern als zu aufdringlich emp-
funden wird.
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Semiautomatisch bedeutet, dass der Nutzer die Aufgabe und die entsprechenden
Views interaktiv spezifiziert, die Konfiguration der Anzeige dann aber automatisch
ausgeführt wird.
Interaktiv bedeutet, dass die Konfiguration der View Anzeige vollständig interaktiv
vom Nutzer konfiguriert wird.
An Hand der Aufgaben, unabhängig wie sie spezifiziert wurden, wird dann auto-
matisch die Anzeige angepasst.
Identifikation Views werden im Layout automatisch größer dargestellt. Dadurch wird
die View prominenter und erleichtert die Identifikation der Informationen.
Lokalisation Betroffene Views werden mit einem roten Rahmen dargestellt, was das
Auffinden erleichtert.
Vergleich Zu vergleichende Views werden in ein View Package zusammengefasst. Mit-
tels des anschließenden Display Mappings werden sie in räumlicher Nähe zu-
einander angezeigt.
Mit der aufgabenbasierten Anpassung der Anzeige wird ein erster Schritt für die
automatische Anpassung geliefert. Durch weiteres Wissen und die Prädiktion des Ver-
haltens der Nutzer lassen sich hier in weiteren Arbeiten Anpassungen durchführen.
Interaktion
Im Rahmen des Smart Interaction Managements wurde zwar die konzeptionelle und
technische Basis entwickelt, die sozialen Aspekte der Interaktion, vor allem bei der si-
multanen Interaktion multipler Nutzer, allerdings nicht thematisiert. Bei der Kollabo-
ration von Nutzern gibt es in der Regel einen Konflikt bei der Privatheit von Inhalten,
wobei zwischen privaten und öffentlichen Inhalten unterschieden wird. Dies beein-
flusst nicht nur, welche Inhalte angezeigt werden sollen, sondern auch, wer wie damit
interagieren sollte. In weitergehenden Arbeiten könnte daher untersucht werden, ob
und wenn ja welche Systeme zur Zugriffskontrolle eingesetzt werden könnten. Solche
Systeme werden z.B. in [BPG+11, FL08, SLC+00] diskutiert. Zum Einsatz bedarf es
allerdings tiefgründiger Untersuchungen zur kollaborativen Arbeit in Smart Meeting
Rooms und in typischen Smart Meeting Room Situationen.
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Abbildung 5.1.: Ergebnisse der Aquarell Simulation auf Karten (links) und der
Anwendung von Strichelungen auf eine Parallele Koordinaten
Darstellung. Beide Visualisierungen zeigen Krankheitsdaten in
Mecklenburg/Vorpommern. Die Unsicherheiten fehlende Daten und
Standardabweichung wurden jeweils in NPR Parameter kodiert.
Im Bereich der interaktiven Anpassung der Anzeige können ebenfalls weitere Ar-
beiten angeschlossen werden, um die Präsentation von Informationen zu erleichtern.
Eine Möglichkeit dabei wäre, das Zeigen auf interessante Bereiche einer View zu er-
leichtern. Hier kann es durch die Anordnung der Views im Smart View Management da-
zu kommen, dass Views dupliziert auf verschiedenen Displayflächen dargestellt wer-
den. Das macht das Zeigen von Information z.B. mit dem Zeiger des persönlichen
Interaktionsgeräts schwierig. Eine Möglichkeit dies zu erleichtern wäre, den Zeiger
auf alle identischen Views zu duplizieren. Dieses Prinzip ließe sich weiter ausbauen,
indem die Metadaten der Views herangezogen werden. So kann das Duplizieren des
Zeigers nicht nur auf identische Views angewendet werden, sondern auch auf Views
z.B. mit dem gleichen Bezugsraum. Dies würde auch den Vergleich von Views, die
in Juxtaposition (nebeneinander) angeordnet sind, erleichtern. Für die Fokussierung
bzw. Anpassung des Inhalts von Views können neben der vorgestellten redundanten
Kodierung von Informationen (vgl. Abschnitt 4.4.3) und der Anwendung von Bewe-
gung (vgl. Abschnitt 4.4.2) weitere Techniken und visuelle Attribute verwendet wer-
den. So kann z.B. das Non Photorealistic Rendering (NPR) dazu verwendet werden,
zusätzliche Informationen zu kommunizieren. Ein Beispiel dazu wurde im Rahmen
der Arbeit [LRS10b] vorgestellt. Hier wurden beispielhaft zwei NPR Techniken für die
Kodierung von Unsicherheiten in Visualisierungen verwendet.
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Zum einen wurde eine Aquarell Simulation [Sma91] verwendet, um Unsicherheiten
auf einer Karte darzustellen. Dabei wurden die fehlenden Daten und die Standard-
abweichung der Daten der jeweiligen Regionen durch Parameter der Aquarell Simu-
lation kodiert. Dazu mussten multiple Parameter der Aquarell Simulation untersucht
werden. Abbildung 5.1 zeigt das Resultat der Aquarell Simulation.
Zum anderen wurden gestrichelte Linien dazu verwendet, die Unsicherheiten in
parallelen Koordinaten darzustellen. Auch hier wurden multiple Parameter der Stri-
chelungen untersucht. Die fehlenden Daten und die Standardabweichung der ein-
zelnen Attribute in den parallelen Koordinaten wurden dann auf den Abstand der
Strichelungen und die Amplitude des Ausschlags der Striche abgebildet (siehe Abbil-
dung 5.1).
Diese beiden Beispiele zeigen, dass multiple Möglichkeiten existieren, NPR für die
Kodierung von Daten zu verwenden. Eine aktuelle Dissertation von Martin Luboschik
widmet sich diesem Thema ausführlich. Im Rahmen der Fokussierung und Anpas-
sung von Views könnten weitere NPR Techniken untersucht werden. Auch die An-
wendung weiterer Techniken ist hier denkbar.
Im Sinne der Konzepte, die in dieser Dissertation vorgestellt werden, ließen sich
weitere in folgenden Arbeiten entwickeln. So könnte z.B. die Informationspräsentati-
on durch ein Konzept zur Soundausgabe erweitert werden. Durch ein Smart Sound
Management ließen sich nicht nur visuelle Ausgaben sondern auch akustische Ausga-
ben von Applikationen im Smart Meeting Room machen. Neben den im Smart Mee-
ting Room angebrachten Lautsprechern ließe sich auch für Nutzer individualisierter
Sound über beispielsweise Bluetooth-Kopfhörer ausgeben. Für ein Smart Sound Ma-
nagement bedarf es allerdings weitergehender konzeptioneller Arbeit.
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A. Bilder der Nutzerstudie
Abbildung A.1.: Liste der Bilder aus der Nutzerstudie zur Evaluation von Layouts
(aus [Hol13]).
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Thesen
1. Smart Meeting Rooms sind Multi-Display-Umgebungen, die auf die Zusammen-
arbeit heterogener Geräte unter Einbeziehung der persönlichen Geräte der Nut-
zer fokussieren. Ziel solcher Umgebungen ist es, Nutzer bei ihrer Arbeit zu un-
terstützen, indem Informationen über Nutzer und Umgebung gesammelt und
ausgewertet werden.
2. Die Eigenschaften eines Smart Meeting Rooms stellen die Informationspräsen-
tation vor besondere Herausforderungen. Neben den heterogenen Geräten, den
heterogenen Anwendungen, heterogenen Displayflächen und den Eigenschaften
der Nutzer müssen die Charakteristika der Informationsrepräsentationen bei der
Anzeige berücksichtigt werden. Weiterhin ist die Interaktion in solchen Umge-
bungen von großer Wichtigkeit, um dynamisch auf sich ändernde Schwerpunkte
bei Präsentationen oder Diskussionen reagieren zu können.
3. Das direkte Verbinden von persönlichen Geräten und Displayflächen ist unge-
eignet für die Anzeige von Informationen in einem Smart Meeting Room. Auch
Ansätze in der Literatur, die eine Informationsanzeige über multiple Display-
flächen bereitstellen, adressieren in der Regel weder die automatische Assistenz
der Nutzer noch die Dynamik und Flexibilität solcher Umgebungen.
4. Das Smart View Management erlaubt es, visuelle Ausgaben von verschiedensten
Applikationen (Views) auf verschiedenen Geräten zu erzeugen, diese Views zu
gruppieren, automatisch verschiedenen Displayflächen zuzuweisen und auf die-
sen Displayflächen automatisch anzuordnen. Damit ist die feste Zuordnung ei-
nes Gerätes und seiner visuellen Ausgaben zu einer Displayfläche nicht mehr
erforderlich. Dies ermöglicht es, Views frei im Raum zu kombinieren und anzu-
zeigen.
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5. Die Zuordnung von Views zu Displayflächen wird durch das Smart Display Map-
ping vorgenommen. Dafür werden Position und Blickrichtung der Nutzer, sowie
Eigenschaften und Zusammengehörigkeit der Views automatisch ausgewertet.
6. Für die Anordnung der Views auf den Displayflächen wurden zwei Layout Me-
chanismen entwickelt. Auf Basis der Eigenschaften der Views und der spezifi-
schen Displayfläche werden entweder mit einem Gitterbasierten oder mit einem
Federkraftbasierten Layout Mechanismus Views automatisch positioniert und
skaliert.
7. Das Smart Interaction Management ermöglicht es jedem Nutzer, durch die Ent-
kopplung von syntaktischer und semantischer Interaktion mit verschiedenen In-
teraktionsgeräten mit allen Views auf allen Displayflächen zu interagieren.
8. Auf Basis des Smart Interaction Managements wurde ein einheitliches Interface
zur interaktiven Manipulation der Anzeige von Views geschaffen. Damit wird es
unabhängig von der View generierenden Applikation ermöglicht, Views interak-
tiv Displayflächen zuzuweisen, Views bzgl. der verwendeten Layout Strategie
zu positionieren und zu skalieren, sowie Regionen von Interesse auf Basis der
JPEG2000 Kodierung spezifisch anzuzeigen.
9. Das Smart Interaction Management ermöglicht es, den Inhalt von Views zu mani-
pulieren und damit in den Prozess der View Generierung einzugreifen. Dadurch
kann eine Fokussierung auf spezifische Aspekte der Daten und eine Unterstüt-
zung der Wahrnehmbarkeit der dargestellten Informationen erreicht werden.
10. Das Smart View Management und das Smart Interaction Management stellen neue
Konzepte für die Informationspräsentation in Smart Meeting Rooms dar. Auf
Basis einer Bildbasierten Informationspräsentation wird eine automatische Kon-
figuration der Anzeige unter Berücksichtigung der Eigenschaften und Ziele von
Smart Meeting Rooms ermöglicht. Auf Basis der Interaktion wird es außerdem
ermöglicht, die Anzeige vollständig interaktiv zu manipulieren.
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