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Abstract
The transform considered in the paper integrates a function sup-
ported in the unit disk on the plane over all circles centered at the
boundary of this disk. Such circular Radon transform arises in several
contemporary imaging techniques, as well as in other applications. As
it is common for transforms of Radon type, its range has infinite co-
dimension in standard function spaces. Range descriptions for such
transforms are known to be very important for computed tomogra-
phy, for instance when dealing with incomplete data, error correction,
and other issues. A complete range description for the circular Radon
transform is obtained. Range conditions include the recently found
set of moment type conditions, which happens to be incomplete, as
well as the rest of conditions that have less standard form. In order
to explain the procedure better, a similar (non-standard) treatment of
the range conditions is described first for the usual Radon transform
on the plane.
1 Introduction
The following “circular” Radon transform, which is the main object of study
in this article, arises in several applications, including the newly developing
thermoacoustic tomography and its sibling optoacoustic tomography (e.g.,
[5, 16, 29, 56, 67, 68, 69, 70]), as well as radar, sonar, and other applications
[40, 48, 51, 52]. It has also been considered in relation to some problems of
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approximation theory, mathematical physics, and other areas [1, 2, 10, 13,
28, 31, 38, 39].
Let f(x) be a continuous function on Rd, d ≥ 2.
Definition 1. The circular Radon transform of f is defined as
Rf(p, ρ) =
∫
|y−p|=ρ
f(y)dσ(y),
where dσ(y) is the surface area on the sphere |y− p| = ρ centered at p ∈ Rd.
In this definition we do not restrict the set of centers p or radii r. It is
clear, however, that this mapping is overdetermined, since the dimension of
pairs (p, r) is d + 1, while the function f depends on d variables only. This
(as well as the tomographic motivation) suggests to restrict the set of centers
to a set (hypersurface) S ⊂ Rd, while not imposing any restrictions on the
radii. This restricted transform is denoted by RS:
RSf(p, ρ) = Rf(p, ρ)|p∈S.
In this paper we will be dealing with the planar case only, i.e. the di-
mension d will be equal to 2. Due to tomographic applications, where S is
the set of locations of transducers [29, 67, 68, 70], we will be from now on
looking at the specific case when S is the unit circle |x| = 1 in the plane.
There are many questions one can ask concerning the circular transform
RS: its injectivity, inversion formulas, stability of inversion, range descrip-
tion, etc. Experience of computerized tomography shows (e.g., [44, 46]) that
all these questions are of importance. Although none of them has been re-
solved completely for RS, significant developments have occurred recently
(e.g., [1, 2, 5, 6, 12, 14, 16, 20, 35, 46, 47, 51, 52, 55, 67, 68, 69]). The goal
of this article is to describe the range of RS in the two-dimensional case,
with S being the unit circle. Moreover, we will be dealing with functions
supported inside the circle S only. The properties of the operator RS (e.g.,
stability of the inversion, its FIO properties, etc.) deteriorate on functions
with supports extending outside S (e.g., [2, 16, 70] and remarks in the last
section of this article). However, in tomographic applications one normally
deals with functions supported inside S only [29, 56, 67, 70].
As it has already been mentioned, the range ofRS has infinite co-dimension
(e.g., in spaces of smooth functions, see details below) and thus infinitely
many range conditions appear. It seems to be a rather standard situation for
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various types of Radon transforms that range conditions split into two types,
one of which is usually easier to discover, while another “half” is harder to
come by. For instance, it took about a decade to find the complete range
description for the so called exponential Radon transform arising in SPECT
(single photon emission computed tomography) [3, 4, 33, 34, 66]. For a more
general attenuated transform arising in SPECT, it took twice as much time
to move from a partial set of range conditions [44, 45] to the complete set
[53]. In the circular case, a partial set of such conditions was discovered
recently [56]. It happens to be incomplete, and the goal of this text is to find
the complete one.
One might ask why is it important to know the range conditions. Such
conditions have been used extensively in tomography (as well as in radiation
therapy planning, e.g. [8, 9, 30]) for various purposes: completing incomplete
data, detecting and correcting measurement errors and hardware imperfec-
tions, recovering unknown attenuation, etc. [26, 41, 42, 43, 44, 49, 50, 57, 64,
65]. Thus, as soon as a new Radon type transform arises in an application,
a quest for the range description begins.
In order to explain our approach, we start in the next section with treating
a toy example of the standard Radon transform on the plane, where the
range conditions are well known (e.g., [13, 17, 18, 19, 25, 44, 46]). Our
approach, however, is different from the standard ones and naturally leads
to the considerations of the circular transform in the rest of the paper.
2 The case of the planar Radon transform
In this section we will approach in a somewhat non-standard way the issue
of the range description for the standard Radon transform on the plane.
Consider a compactly supported smooth function f(x) on the plane and its
Radon transform
(Rf)(ω, s) = g(ω, s) :=
∫
x·ω=s
f(x)dl, (1)
where s ∈ R, ω ∈ S1 is a unit vector in R2, and dl is the arc length measure
on the line x · ω = s. We want to describe the range of this transform, say
on the space C∞0 (R
2). Such a description is well known (e.g., [13, 17, 18, 19,
25, 44, 46], or any other book or survey on Radon transforms or computed
tomography):
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Theorem 2. A function g belongs to the range of the Radon transform on
C∞0 if and only if the following conditions are satisfied:
1. g ∈ C∞0 (S
1 × R),
2. for any k ∈ Z+ the k-th moment Gk(ω) =
∞∫
−∞
skg(ω, s)ds is the restric-
tion to the unit circle S1 of a homogeneous polynomial of ω of degree
k,
3. g(ω, s) = g(−ω,−s).
We would like to look at this result from a little bit different prospective,
which will allow us to do a similar thing in the case of the circular Radon
transform.
In order to do so, let us expand g(ω, s) into the Fourier series with respect
to the polar angle ψ (i.e., ω = (cosψ, sinψ))
g(ω, s) =
∞∑
n=−∞
gn(s)e
inψ. (2)
We can now reformulate the last theorem in the following a little bit
strange way:
Theorem 3. A function g belongs to the range of the Radon transform on
C∞0 if and only if the following conditions are satisfied:
1. g ∈ C∞0 (S
1 × R),
2. for any n, the Mellin transform Mgn(σ) =
∞∫
0
sσ−1gn(s)ds of the n-
th Fourier coefficient gn of g vanishes at any pole σ of the function
Γ(σ+1−|n|
2
),
3. g(ω, s) = g(−ω,−s).
Since the only difference in the statements of these two theorems is in the
conditions 2, let us check that these conditions mean the same thing in both
cases. Indeed, let us expand g(ω, s) into Fourier series (2) with respect to
ψ. Representing einψ as the homogeneous polynomial (ω1+ i(sign n)ω2)
|n| of
ω of degree |n|, and noticing that ω21 + ω
2
2 = 1 on the unit circle, one easily
4
concludes that the condition 2 in Theorem 2 is equivalent to the following: the
k-th moment
∫
R
skgn(s)ds of the n-th Fourier coefficient vanishes for integers
0 ≤ k < |n| such that k − n is even.
Let us now look at the condition 2 in Theorem 3, still using the same
Fourier expansion. Notice that when k − |n| is a negative even integer,
Mgn(σ) is one-half of the moment of order k = σ − 1 of gn. Taking into
account that Γ(σ+1−|n|
2
) = Γ(k+2−|n|
2
) has poles exactly when k − |n| is a
negative even integer, we see that conditions 2 in both theorems are in fact
saying the same thing.
One can now ask the question, why should one disguise in the statement of
Theorem 3 negative integers as poles of Gamma-function and usual moments
as values of Mellin transforms? The answer is that in the less invariant
and thus more complex situation of the circular Radon transform, one can
formulate a range description in the spirit of Theorem 3, albeit it is unclear
how to get an analog of the version given in Theorem 2.
As a warm-up, let is derive the condition 2 in Theorem 3 directly, without
relying on the version given in the preceding theorem. This is in fact an easy
by-product of the A. Cormack’s inversion procedure, see e.g. [46, Section
II.2]. Indeed, if we write down the original function f(x) in polar coordinates
r(cosφ, sinφ) and expand into the Fourier series with respect to the polar
angle φ
f(r(cosφ, sinφ)) =
∞∑
n=−∞
fn(r)e
inφ, (3)
then the Fourier coefficients fn and gn of the original and of its Radon trans-
form are related as follows [44, formula (2.17) and further]:
M(rfn(r))(s) =
(Mgn)(s)
Bn(s)
, (4)
where
Bn(s) = const
Γ(s)2−s
Γ((s+ 1 + |n|)/2)Γ((s+ 1− |n|)/2)
(5)
Thus, condition 2 of Theorem 3 guarantees that the function M(rfn(r))(s)
does not develop singularities (which it cannot do for a C∞0 -function f) at
zeros of Bn(s). It is not that hard now to prove also sufficiency in the
theorem, applying Cormack’s inversion procedure to g satisfying conditions
1 - 3. However, we are not going to do so, since in the next sections we will
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devote ourselves to doing similar thing in the more complicated situation of
the circular Radon transform.
3 The circular Radon transform. Formula-
tion of the main result
Let us recall the notion of Hankel transform (e.g., [11]). For a function h(r)
on R+, one defines its Hankel transform of an integer order n as follows:
(Hnh)(σ) =
∞∫
0
Jn(σr)h(r)r dr, (6)
where the standard notation Jn is used for Bessel functions of the first kind.
Let, as in the Introduction, RS be the circular Radon transform on the
plane that integrates functions compactly supported inside the unit disk
D over all circles |x − p| = ρ with centers p located on the unit circle
S = {p | |p| = 1). Since this transform commutes with rotations about
the origin, the Fourier series expansion with respect to the polar angle par-
tially diagonalizes the operator, and thus the n-th Fourier coefficient gn(ρ) of
g = RSf will depend on the n-th coefficient fn of the original f only. It was
shown in [51] that the following relation between these coefficients holds:
gn(ρ) = 2πρH0{JnHn{fn}}. (7)
For the reader’s convenience, we will provide the brief derivation from [51].
Considering a single harmonic f = fn(r)e
inφ and using polar coordinates,
one obtains
gn(ρ) =
∞∫
0
rfn(r)dr
2π∫
0
δ
[
(r2 + 1− 2r cosφ)1/2 − ρ
]
e−inφdφ. (8)
Thus, the computation boils down to evaluating the integral
I =
2π∫
0
δ
[
(r2 + 1− 2r cosφ)1/2 − ρ
]
e−inφdφ.
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Using the standard identity
δ(ρ′ − ρ) = ρ
∞∫
0
J0(ρ
′z)J0(ρz)zdz
and the identity that is easy to obtain from one of the addition formulas, e.g.
from [7, formula (4.10.6)]
2πJn(az)Jn(bz) =
2π∫
0
J0[z(a
2 + b2 − 2ab cosφ)1/2]e−inφdφ,
one arrives from (8) to (7).
Since Hankel transforms are involutive, it is easy to invert (7) and get
Norton’s inversion formulae [51]
fn =
1
2π
Hn{
H0{gn(ρ)/ρ}
Jn
}. (9)
Now one can clearly see analogies with the case of the Radon transform,
where zeros of Bessel functions should probably introduce some range con-
ditions. This happens to be correct and leads to the main result of this
article:
Theorem 4. In order for the function g(p, ρ) on S1 ×R to be representable
as RSf with f ∈ C
∞
0 (D), it is necessary and sufficient that the following
conditions are satisfied:
1. g ∈ C∞0 (S
1 × (0, 2)).
2. For any n, the 2k-th moment
∞∫
0
ρ2kgn(ρ)dρ of the n-th Fourier coeffi-
cient of g vanishes for integers 0 ≤ k < |n|. (Equivalently, the 2k-th
moment
∞∫
0
ρ2kg(p, ρ)dρ is the restriction to the unit circle S of a (non-
homogeneous) polynomial of p of degree at most k.)
3. For any n ∈ Z, function H0{gn(ρ)/ρ}(σ) =
∞∫
0
J0(σρ)gn(ρ)dρ vanishes
at any zero σ 6= 0 of Bessel function Jn. (Equivalently, the nth Fourier
coefficient with respect to p ∈ S1 of the “Bessel moment” Gσ(p) =
∞∫
0
J0(σρ)g(p, ρ)dρ vanishes if σ 6= 0 is a zero of Bessel function Jn.)
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4 Proof of the main result
Let us start with proving necessity, which is rather straightforward. Indeed,
the necessity of condition 1 is obvious. Let us prove the second condition. In
fact, it has already been established in [56]. Let us repeat for completeness
its simple proof. Let k be an integer. Consider the moment of order 2k of g:
∞∫
0
ρ2kg(p, ρ)dρ =
∫
R2
|x− p|2kf(x)dx =
∫
R2
(|x|2 − 2x · p+ 1)kf(x)dx (10)
(we have taken into account that |p| = 1). We see that the resulting expres-
sion is the restriction to S1 of a (non-homogeneous) polynomial of degree k
in variable p. Expanding into Fourier series with respect to the polar angle
of p, we see that the nth harmonic gn contributes the following homogeneous
polynomial of degree |n| in the variable p:
 ∞∫
0
ρ2kgn(ρ)dρ

 einψ.
Here as before p = (cosψ, sinψ). Thus, for |n| > k, this term must vanish,
which gives necessity of condition 2. We will return to a discussion of this
condition below to add a new twist to it.
Necessity of condition 3 follows immediately from Norton’s formula (9),
which implies in particular that
H0{gn(ρ)/ρ} = 2πJnHn{fn}.
Since both functions Jn and Hn{fn} are entire, H0{gn(ρ)/ρ} vanishes when-
ever Jn does.
Remark 5. The reader might ask why in the third condition of the Theorem
we do not take into account the zero root of Jn, which in fact has order n,
while non-zero roots are all simple. The reason is that the condition 2 already
guarantees that σ = 0 is zero of order 2n of H0{gn(ρ)/ρ} (twice higher than
that of Jn). Indeed, due to evenness of J0, function H0{gn(ρ)/ρ}(σ) is also
even. Thus, all odd order derivatives at σ = 0 vanish. The known Taylor
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expansion of J0 at zero leads to the formula
H0{gn(ρ)/ρ}(σ) =
∑
m
(−1)m
(m!)2
(σ
2
)2m ∞∫
0
r2mgn(r)dr.
We see now that the moment condition 2 guarantees that σ = 0 is zero of
order 2n of H0{gn/ρ}(σ).
Let us move to the harder part, proving sufficiency. Assume a function g
satisfies conditions of the theorem and is supported in S× (ǫ, 2− ǫ) for some
positive ǫ. We will show that then g = RSf for some f ∈ C
∞
0 (Dǫ), where Dǫ
is the disk |x| < ǫ in the plane.
Due to Norton’s formulas, it is natural to expect the proof to go along
the following lines: expand g into the Fourier series g =
∑
m
gm(ρ)e
imψ with
respect to the angle variable ψ, then use (9) to construct a function f and
then show that f is of an appropriate function class and that its circular
Radon transform is equal to g. This is what we are going to do, with a
small caveat that instead of constructing f itself, we will construct its two-
dimensional Fourier transform. Besides, we will start considering the partial
sums of the series hn =
∑
|m|≤n
gm(ρ)e
imφ. But first, we need to get some simple
estimates from below for the Bessel function of the first kind Jn.
Lemma 6. On the entire complex plane except for a disk S0 centered at the
origin and a countable number of disks Sk of radii π/6 centered at points
π(k + 2n+3
4
), one has
|Jn(z)| ≥
Ce|Imz|√
|z|
, C > 0 (11)
Proof: Let us split the complex plane into three parts by a circle S0
of a radius R (to be chosen later) centered at the origin and a planar strip
{z = x+ iy| |y| < a}, as follows: part I consists of points z satisfying |z| ≥ R
and |Im z| ≥ a; part II consists of points such that |z| ≥ R and |Im z| < a;
part III is the interior of S0, i.e. |z| < R. It is clearly sufficient to prove
the estimate (11) in the first two parts: outside and inside the strip. Using
the parity property of Jn, it suffices to consider only the right half plane
Re z ≥ 0.
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The Bessel function of the first kind Jn(z) has the following known asymp-
totic representation in the sector | arg z| ≤ π− δ (e.g., [7, formula (4.8.5)] or
[36, formula (5.11.6)]):
Jn(z) =
√
2
πz
cos(z − πn
2
− π
4
)(1 +O(|z|−2))
−
√
2
πz
sin(z − πn
2
− π
4
)
(
4n2−1
8z
+O(|z|−3)
) (12)
Let us start estimating in the first part of the complex plane, i.e. where
|Im z| > a and |z| > R for sufficiently large a and R (and, as we have agreed,
Re z ≥ 0). There, due to boundedness of tan z in this region, one concludes
that
sin z
z
= cos z (O(|z|−1)), and thus (12) implies
Jn(z) =
√
2
πz
cos(z −
πn
2
−
π
4
)(1 +O(|z|−1)),
which in turn for sufficiently large a, R leads to
|Jn(z)| ≥
Ce|Imz|√
|z|
(13)
In the second part of the plane (right half of the strip), due to boundedness
of sin z we have
Jn(z) =
√
2
πz
[
cos(z −
πn
2
−
π
4
)(1 +O(|z|−2)) +O(|z|−1)
]
.
Consider the system of non-intersecting circles Sk with centers at zk =
π
2
+
kπ+ πn
2
+ π
4
and radii equal to π
6
. Then outside these circles | cos(z− πn
2
− π
4
)| ≥
C and
|Jn(z)| ≥
C√
|z|
(1 +O(|z|−1)).
This implies that for a suitably chosen and sufficiently large R, inside of the
strip and outside the circles Sk, we have
|Jn(z)| ≥
Ce|Imz|√
|z|
(14)
for |z| > R. This proves the statement of the lemma.
Let us now return to our task: consider the function g and the partial
sums hn of its Fourier series.
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Lemma 7. 1. If g(φ, ρ) =
∑
m gm(ρ)e
imψ satisfies conditions of Theo-
rem 4 and is supported in S × (ǫ, 2 − ǫ), then each partial sum hn =∑
|m|<n gm(ρ)e
imψ does so.
2. For any n, hn is representable as RSfn for a function fn ∈ C
∞
0 (Dǫ).
Proof of the lemma. The first statement of the lemma is obvious.
Due to i), it is sufficient to prove the second statement for a single
term g = gn(ρ)e
inψ. As it was just mentioned, we will reconstruct the
Fourier transform F of the function f . In order to do this, we will use
the standard relation between Fourier and Hankel transforms. Let as before
f(x) = fn(r)e
inφ, where r = |x| and φ are polar coordinates on R2. Then the
Fourier transform F (ξ) of f at points of the form ξ = σω, where σ ∈ C and
ω = (cosψ, sinψ) ∈ R2 can be written up to a constant factor as follows:
F (σω) = Hn(fn)(σ)e
inψ. (15)
(e.g., [11, end of Section 14.1]). If we knew that g = RSf , then according to
(7) this would mean that
F (σω) = F (σ)einψ =
1
2π
H0(gn(ρ)/ρ)(σ)
Jn(σ)
einψ. (16)
Let us now take this formula (16) as the definition of F (σω). Due to the
standard parity property of Bessel functions, such F is a correctly defined
function of σω for σ 6= 0 (i.e., F (σω) = F ((−σ)(−ω))). We would like to
show that it is the Fourier transform of a function f ∈ C∞0 (Dǫ). Let us prove
first that F belongs to the Schwartz space S(R2). In order to do so, we need
to show its smoothness with respect to the angular variable ψ, smoothness
and fast decay with all derivatives in the radial variable σ, as well as that no
singularity arises at the origin, which in principle could, due to usage of polar
coordinates. Smoothness with respect to the angular variable is obvious, due
to (16). Let us deal with the more complex issue of smoothness and decay
with respect to σ. First of all, taking into account that gn(ρ) is supported
inside (0, 2), and due to the standard 2D Paley-Wiener theorem, we conclude
that u(σ) = H0(gn(ρ)/ρ) is an entire function that satisfies for any N the
estimate
|u(σ)| ≤ CN(1 + |σ|)
−Ne(2−ǫ)|Imσ|. (17)
According to the range conditions 2 and 3 of the Theorem, this function
vanishes at all zeros of Bessel function Jn(σ) at least to the order of the
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corresponding zero. This means, that function F (σ) =
u(σ)
2πJn(σ)
is entire.
Let us show that it belongs to a Paley-Wiener class.
Indeed, H(gn(ρ)/ρ) is an entire function with Paley-Wiener estimate (17).
Due to the estimate from below for Jn (11) given in Lemma 6, we conclude
that F (σω) is an entire function of Paley-Wiener class in the radial directions,
uniformly with respect to the polar angle. Namely,
|F (σ)| ≤ CN (1 + |σ|)
−Ne(1−ǫ)|Imσ|. (18)
Indeed, outside the family of circles Sk the estimate (11) together with
(17) give the Paley-Wiener estimate (18) we need. Inside these circles, appli-
cation of the maximum principle finishes the job. Smoothness with respect
to the polar angle is obvious. Thus, the only thing one needs to establish
to verify that F belongs to the Schwartz class is that F is smooth at the
origin. This, however, is the standard question in the Radon transform the-
ory, the answer to which is well known (e.g., [17, p. 108–109], [18, 19], [25,
Ch. 1, proof of Theorem 2.4]). Namely, one needs to establish that for any
non-negative integer k, the kth radial (i.e., with respect to σ) derivative of
F (σω) at the origin is a homogeneous polynomial of order k with respect to
ω. So, let us check that this condition is satisfied in our situation. First of
all, the parity of the function F is the same as of n. Thus, we do not need
to worry about the derivatives F
(k)
σ |σ=0 with k − n odd, since they are zero
automatically. Due to the special single-harmonic form of F , we only need
to check that F
(k)
σ |σ=0 = 0 for k < |n| with k − n even.This, however, as we
have discussed already in Remark 5, follows from the moment conditions 2
of the Theorem.
Due to the smoothness that we have just established and Paley-Wiener
estimates, F ∈ S(R2). Thus, F = fˆ for some f ∈ S(R2). It remains to
show that f is supported inside the disk Dǫ. Consider the usual Radon
transform Rf(s, φ) of f . According to the standard Fourier-slice theorem
[13, 17, 18, 19, 25, 44], the one-dimensional Fourier transform (denoted by a
“hat”) from the variable s to σ gives (up to a fixed constant factor) the values
R̂f(σ, ψ) = F (σω), if as before ω = (cosψ, sinψ). Here R, as before, denotes
the standard Radon transform in the plane. Since functions F (σω) of σ, as
we have just discussed, are uniformly with respect to ω of a Paley-Wiener
class, this implies that Rf(s, ω) has uniformly with respect to ω bounded
support in |s| < 1− ǫ. Now the “hole theorem” [25, 44] (which is applicable
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to functions of the Schwartz class), implies that f is supported in Dǫ.
The last step is to show that RSf = g = gn(r)e
inφ. This, however,
immediately follows from comparing formulas (16) and (7), which finishes
the proof of the main Lemma 7
Let us now return to the proof of Theorem 4. We have proven so far that
any partial sum hn of the Fourier series for g belongs to the range of the
operator RS acting on smooth functions supported inside the disk Dǫ. The
function g itself is the limit of hn in C
∞
0 (S × (ǫ, 2− ǫ)). The only thing that
remains to be proven is that the range is closed in an appropriate topology.
Microlocal analysis can help with this.
Consider RS as an operator acting from functions defined on the open
unit disk D to functions defined on the open cylinder Ω = S × (0, 2). As
such, it is a Fourier integral operator [21, 23, 58]. If RtS is the dual operator,
then E = RtSRS is an elliptic pseudo-differential operator of order −1 [21,
Theorem 1]1.
Lemma 8. The continuous linear operator E : H20 (Dǫ) 7→ H
3
loc(D) has zero
kernel and closed image.
Proof of the lemma. Since E = RtSRS, the kernel of this operator
coincides with the kernel of RS acting on H
2
0 (Dǫ). Since S is closed, it is
known that RS has no compactly supported functions in its kernel [1, 2]
(this also follows from analytic ellipticity of E and Theorem 8.5.6 of [27], see
also Lemma 4.4 in [2]). Thus, the statement about the kernel is proven and
we only need to prove the closedness of the range.
Let P be a properly supported pseudo-differential parametrix of order 1
for E [63]. Then PE = I+B, where B is an infinitely smoothing operator on
D. Consider the operator Π that acts as the composition of restriction to Dǫ
and then orthogonal projection onto H20 (Dǫ) in H
2(Dǫ). On H
2
0 (Dǫ) one has
ΠPE = I +K, where K is a compact operator on H20 (Dǫ). Notice that the
operator ΠP is continuous from the Frechet space H3loc(D) to H
2
0 (Dǫ). Due
to the Fredholm structure of the operator ΠPE = I +K acting on H20 (Dǫ),
its kernel is finite-dimensional. Let M ⊂ H20 (Dǫ) be a closed subspace of
finite codimension complementary to the kernel, so I +K is injective on M
and has closed range. Then one can find a bounded operator A in H20 (Dǫ)
such that A(I+K) acts as identity onM . Thus, the operator AΠP provides
1Bolker’s injective immersion condition [21] that is needed for validity of this result, is
satisfied here, as shown in the proof of Lemma 4.3 in [2].
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a continuous left inverse to E : M 7→ H3loc(D). This shows that the range of
E on M is closed in H3loc(D). On the other hand, the total range of E differs
only by a finite dimension from the one on M . Thus, it is also closed.
We can now finish the proof of the theorem. Indeed, the last lemma shows
that the function RtSg, being in the closure of the range, is in fact in the range,
and thus can be represented as Ef with some f ∈ H20 (Dǫ). In other words,
RtS(RSf − g) = 0. Since the kernel of R
t
S on compactly supported functions
is orthogonal to the range of RS, we conclude that RSf − g = 0. Since
Ef = RtSg is smooth, due to ellipticity of E we conclude that f is smooth as
well. This concludes the proof of the theorem.
5 Remarks and acknowledgments
We would like to finish with some remarks.
• It should be possible to prove that the operator RS in the situation
considered in the text is semi-Fredholm between appropriate Sobolev
spaces (analogously to the properties of the standard and attenuated
Radon transforms, e.g. [24, 44]). This would eliminate the necessity
of the closedness of the range discussion in the end of the proof of
Theorem 4.
Such a statement could probably be proven either by using FIO tech-
niques, or by controlling dependence on n of the constant C and of the
radius of the circle S0 in Lemma 6. The former approach would be
better, being more general.
• Proving compactness of support of function f in Lemma 7, we used the
standard Radon transform and the “hole theorem.” Instead, one could
probably use the fact that Fourier transform of f is, by construction,
a Paley-Wiener class CR-function on the three-dimensional variety of
points σω in C2 and then use an appropriate mandatory analytic ex-
tension theorem in the spirit of [54].
• We considered the situation most natural for tomographic imaging,
when the functions to reconstruct are supported inside the aperture
curve S. What happens when the supports of functions extend outside
the circle S? It is known that compactly supported [2] (or even belong-
ing to Lp with sufficiently small p [1]) functions can still be uniquely
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reconstructed. Necessity of the range conditions we derived apparently
still holds and they are still sufficient for finite Fourier series. However,
many things do go wrong in this case. Our proof of the closedness of
the range fails (in particular, since the Bolker’s condition for the corre-
sponding FIO does not hold anymore, which was also the main hurdle
in proving the results of [2]). Moreover, the range will not be closed
anymore. Indeed, reconstruction will become unstable, since due to
standard microlocal reasons [32, 35, 40, 61, 70], some parts of the wave
front set of the function outside S will not be stably recoverable. This
means, in particular, that non-smooth functions can have smooth cir-
cular Radon images. This, in turn implies that the range is not closed
in the spaces under consideration, and so sufficiency of the range con-
ditions should fail. We are not sure what kind of range description, if
any, could work in this situation. By the way, the nice backprojection
type inversion formulas available in odd dimensions [16] also fail for
such functions.
• It would be interesting to understand range conditions in the case of a
closed curve S different from a circle. Since our method uses rotational
invariance, it is not directly applicable to this situation.
• Our result is stated and proven in 2D only. It is possible that a similar
approach might work in higher dimensions. As we have been notified by
D. Finch, he and Rakesh have recently obtained by different methods
some range descriptions in 3D [15].
• The result of the paper was presented at the Fully Three-Dimensional
Image Reconstruction Meeting in Radiology and Nuclear Medicine July
6-9, 2005 in Salt Lake City, Utah.
This work was supported in part by the NSF Grants DMS 9971674 and
0002195. The authors thank the NSF for this support. Any opinions, find-
ings, and conclusions or recommendations expressed in this paper are those
of the authors and do not necessarily reflect the views of the National Science
Foundation.
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