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Ovim radom „Redundantnost i balansiranje opterećenja Web poslužitelja“ prikazana 
je instalacija, konfiguracija poslužiteljskog klastera i rad poslužitelja za balansiranje 
opterećenja internetskih stranica koje imaju veliki opseg posjetitelja ili im je 
jednostavno potrebna redundantna opcija za stabilan i siguran rad. Implementacija je 
izvršena kroz ideju o dva balansirajuća poslužitelja, četiri web poslužitelja na lokalnoj 
mreži te udaljenom bazom podataka na odvojenom poslužitelju. Kroz rad su dodatno 
dotaknuti i dijelovi povijesti web poslužitelja, programska podrška i njihove inačice 
potrebne za rad poslužitelja te realizaciju projekta kroz osobni pristup i odabir alata za 
izvođenje zadatka. Cjelokupni projekt izvršen je s Open Source rješenjima i besplatnim 
tehnologijama koje su dostupne svima, kao što su Apache web server, MySQL baze 
podataka, CentOS temeljen na Red Hat Enterprise Linux operacijskom sustavu, 
phpMyAdmin alat za upravljanje bazom podataka i Wordpress sustav za upravljanje 
sadržajem i izgledom internetske stranice, također pisan php jezikom, te LVS Piranha, 
besplatan proizvod razvijen za balansirajuće poslužitelje, također od strane Red Hat 
tvrtke. U radu je opisan i prikazan svaki korak instalacije navedenih sustava i popratne 
programske podrške potrebne za realizaciju, konfiguraciju i rad. Na web poslužiteljima, 
uz operacijski sustav, instalirani su Apache, phpMyAdmin i Wordpress sustavi za 
upravljanje sadržajem u ulozi Web stranice, koje imaju zajedničku udaljenu MySQL 
bazu podataka na odvojenom poslužitelju. Na oba balansirajuća poslužitelja, osim 
operacijskog sustava i ostalih alata, nalazi se Piranha programski paket. Poslužitelji su 
povezani sa svim web poslužiteljima u klasteru na lokalnoj mreži i između sebe direktno 
s „Heartbeat“ vezom. U zadanom trenu u vremenu samo jedan poslužitelj obavlja 
balansiranje opterećenja te preusmjerava korisnike na stranice jednog od četiri web 
poslužitelja. U slučaju kvara, zastoja ili neplanskog gašenja aktivnog balansirajućeg 
poslužitelja, putem „Heartbeat“ veze signalizira se redundantnom poslužitelju da je 
primarni neaktivan te da preuzme funkciju balansiranja. U ovom radu biti će 
objašnjene potreba i korist balansiranja opterećenja te sama važnost redundantnosti u 
poslovanju. 
 




1. UVOD .................................................................................................................................... 7 
2. WEB POSLUŽITELJI ........................................................................................................... 8 
3. IZBOR OPERACIJSKOG SUSTAVA ................................................................................. 9 
3.1. CentOS 7 ...................................................................................................................... 9 
3.2. Konfiguracija mreže ................................................................................................... 11 
3.3. Mrežna topologija ....................................................................................................... 16 
4. APACHE ............................................................................................................................. 17 
4.1. Verzije Apache poslužitelja ........................................................................................ 19 
4.1.1. Verzija 1.3 .............................................................................................................. 19 
4.1.2. Verzija 2.0 .............................................................................................................. 20 
4.1.3. Verzija 2.4 .............................................................................................................. 22 
4.2. Apache podrška baza podataka i aktivnih programskih jezika .................................. 23 
4.2.1. Apache i baza podataka .......................................................................................... 23 
4.2.2. Apache i aktivni programski jezici ........................................................................ 23 
4.3. Instalacija .................................................................................................................... 24 
4.4. Konfiguracija .............................................................................................................. 26 
5. BAZE PODATAKA ............................................................................................................ 29 
5.1. MySQL ....................................................................................................................... 30 
5.1.1. Instalacija ............................................................................................................... 31 
5.1.2. Konfiguracija ......................................................................................................... 32 
5.1.3. phpMyAdmin ......................................................................................................... 33 
6. INTERNET SKRIPTA – Wordpress ................................................................................... 35 
6.1. Instalacija .................................................................................................................... 35 
6.2. Konfiguracija .............................................................................................................. 39 
7. LVS – PIRANHA ................................................................................................................ 41 
7.1. Opis rada ..................................................................................................................... 41 
7.2. Metode rada ................................................................................................................ 42 
7.3. Instalacija .................................................................................................................... 44 
7.4. Konfiguracija .............................................................................................................. 46 
8. TESTIRANJE SUSTAVA ................................................................................................... 51 
8.1. Provjera rada balansirajućeg poslužitelja ................................................................... 52 
8.2. Ispad iz rada aktivnog LVS poslužitelja ..................................................................... 56 
	
	
9. ZAKLJUČAK ...................................................................................................................... 58 
10. POPIS LITERATURE I REFERENCI ........................................................................... 59 
 




1. UVOD  
Kroz veoma kratko razdoblje internet je postao tehnologija bez koje danas malo tko 
može zamisliti život. Razvoj interneta eksponencijalno napreduje. Koliko smo postali 
ovisni o internetu govori statistika koja pokazuje da 74,2 % građana Republike Hrvatske 
koristi internet svaki dan1. [1] 
Porastom ukupnog broja korisnika interneta u svijetu javljaju se preopterećenja 
poslužitelja i konstantno se povećava rizik od preopterećenja poslužitelja svih 
internetskih servisa, pa tako i Web stranica. Prilikom opterećenja sustavi zakazuju, 
usluge postaju nedostupne i korisnici postaju nezadovoljni te traže alternativne opcije 
tim uslugama. Iz tih razloga javlja se potreba za implementacijom redundantnih sustava 
te balansiranjem opterećenja između poslužitelja kako bi se korisnicima svih Web 
usluga omogućilo nesmetano korištenje i dostupnost istih. 
Kako bi korisnici internetskih servisa mogli nesmetano uživati u njima, 
redundantnost postaje neophodna u poslovanju davatelja usluga jer osigurava 
dostupnost usluga u slučaju povećanog prometa. U ovom radu prikazani su koncept i 
tehničko rješenje problema preopterećenja Web poslužitelja s besplatnim 
tehnologijama. Kroz mali poslužiteljski klaster2 te sustavnu i programsku podršku, 
implementirana su rješenja koja ne samo da sprečavaju već i izbjegavaju greške u radu 
nastale prilikom preopterećenja Web poslužitelja te pružaju opciju širenja, nadogradnje 
i lakšeg održavanja sustava.  




1 http://www.internetlivestats.com/internet-users/croatia/ (20.7.2017) 
2 KLASTER – (engl.Cluster) u računalnom svijetu skup je od više računala koja su povezana i podešena 
da obavljaju istu zadaću pa se u mnogočemu mogu promatrati kao jedan sustav. Dizajn i implementacija 
takvih sustava razlikuju se ovisno o potrebama istih.	




2. WEB POSLUŽITELJI  
Godine 1989. Tim Berners-Lee u CERN3-u je predložio projekt koji bi olakšao 
razmjenu informacija između znanstvenika, odnosno CERN-ovih zaposlenika. Rezultat 
tog projekta osnova je interneta, HTTP4 protokol za prijenos hiperteksta i Timova dva 
programa napisana 1990. godine. Prvi internet preglednik imena WorldWideWeb, 
kasnije nazvan Nexus, kako bi se izbjegla zabuna s terminom WWW5, te prva 
poslužiteljska aplikacija poznata kao CERN HTTPd koja se pokretala na operacijskom 
sustavu baziranom na NeXTSTEP Unix-u6, koji je temelj današnjeg Mac OS X sustava 
namijenjenog za računala tvrtke Apple. [2][3] 
Termin web poslužitelj može se odnositi na samo računalo, odnosno hardver, ili na 
softver, odnosno operacijski sustav i njegove aplikacije, zato što jedno računalo može 
pokretati više poslužiteljskih usluga. Kada govorimo o poslužiteljskim uslugama 
možemo ih podijeliti po namjeni, odnosno na aplikacijski-specifične usluge. Poslužitelji 
se najčešće upotrebljavaju za udomljavanje internetskih stranica ili WEB aplikacija. Za 
rad web servera7 i komunikaciju s klijentom potreban je HTTP daemon8.  
Web poslužitelji funkcioniraju u klijent-poslužitelj modelu rada temeljenom na 
request-response metodi komunikacije poput HTTP protokola. Taj model razmjene 
poruka osnova je rada interneta. HTTP protokol je aplikacijskog sloja OSI9 referentnog 
modela implementiran u proces koji osluškuje port10:80 TCP11 protokola i najučestalija 
metoda prijenosa informacija na internetu.  
  
																																								 																				
3 CERN - fra. Conseil europeen pour la recherche nucleaire 
4 HTTP - engl. HyperText Transfer Protocol 
5 WWW - engl. World Wide Web 
6 UNIX – vrsta i temelj mnogih operacijskih sustava i njihovih jezgri  
7 Server – računalo ili program u ulozi davatelja usluga odnosno poslužitelja 
8 DAEMON – program koji radi kao proces pokretan u pozadini bez direktne kontrole korisnika računala 
9 OSI - engl. Open System Interconnection Basic Reference Model 
10 port – Priključna točka definirana brojem, specifična za proces ili aplikaciju koja osluškuje 
komunikaciju putem tog broja na transportnom sloju internetske mreže. 
11 TCP – engl. Transmission Control Protocol	




3. IZBOR OPERACIJSKOG SUSTAVA 
Operacijski sustavi za web poslužitelje primarno se mogu podijeliti na komercijalne 
i besplatne, temeljene na Linux ili Windows kernelu12. S obzirom da se ovaj rad temelji 
na Open Source13 rješenjima, u njemu će biti korišten operacijski sustav iz Linux 
porodice. Kroz rad biti će prikazane instalacija, konfiguracija i rad CentOS operacijskog 
sustava, danas najpopularnijeg besplatnog sustava namijenjenog za poslužitelje, koji je 
temeljen na najpoznatijoj komercijalnoj distribuciji Linuxa te je podržan od strane iste. 
3.1. CentOS 7 
CentOS besplatna je distribucija Linux operacijskog sustava, projekt razvijen i 
podržan od strane zajednice korisnika istog. Projekt CentOS pokušava besplatno 
približiti funkcionalnosti i kompatibilnost komercijalne računalne platforme kao što je 
RHEL14. U siječnju 2014. godine, RHEL je najavio sponzoriranje CentOS projekta 
kako bi pomogao uspostaviti platformu dobro prilagođenu potrebama Open Source 
razvojnih programera koji integriraju tehnologije u i oko CentOS operacijskog sustava. 
[4][5] 
CentOS Linux operacijski sustav besplatan je za sve i može se slobodno 
distribuirati, a samim time postoje razni izvori i razne distribucije paketa s 
predinstaliranim pojedinim programskim alatima. Svaka CentOS Linux verzija održava 
se tako da traje do 10 godina15 (pomoću sigurnosnih ažuriranja – trajanje intervala 
podrške od strane Red Hat-a variralo je kroz vrijeme s obzirom na objavljene izvore). 
Svaka nova CentOS Linux verzija izdaje se otprilike svake 2 godine, a svaka pojedina 
CentOS Linux verzija povremeno se ažurira (otprilike svakih 6 mjeseci) za potporu 
novijih hardvera. To rezultira sigurnim, pouzdanim i predvidivim Linux okruženjem 
jednostavnim za održavanje.16  
																																								 																				
12 KERNEL – računalni program u ulozi jezgre operacijskog sustava, zadužen za upravljanje računalnim 
resursima 
13 Softver otvorenog koda čiji je izvorni kod dostupan svim korisnicima. 
14 RHEL – Red Hat Enterprise Linux 
15 https://linuxlifecycle.com/ (1.6.2017) 
16 https://hub.docker.com/_/centos/ (1.6.2017) 




CentOS projektni tim objavio je CentOS Linux 7 za x64 i x86 kompatibilne sustave 
7.7.2014.17 To je prvo veliko izdanje za CentOS 7 i stvarna verzija je 7.0-1406. Ovaj 
nedavno izdani CentOS 7.0 pothvat je Linux distribucije izgrađene od izvora i 
slobodnog održavanja za javnost od strane Red Hat-a. Ovo izdanje temelji se na Red 
Hat Enterprise Linux izdanju EL718, a većina paketa izgrađena je od izvora i ažurirana 
novijim verzijama. 
Postoji bezbroj temeljnih promjena u ovom velikom izdanju, u usporedbi s ranijim 
verzijama CentOS-a. Značajno je uključivanje Gnome 3 korisničkog sučelja, systemd 
procesa i zadanog XFS datotečnog sustava. Glavne su promjene u CentOS 7 izdanju19: 
• ažurirani Kernel na 3.10.0 verziju 
• dodana podrška za Linux kontejnere20 
• Vmware alati i 3D grafički upravljački programi u paketu 
• JDK verzija 7 kao zadani JDK21 
• nadogradnja s verzije 6.5 do 7.0 korištenjem preupg22 naredbe 
• LVM-Snapshots23 s ext4 i XFS datotečnih sustava 
• prelazak na grub2, systemd i firewalld procese 
• podrška za PTPv224 
• podrška za 40G Ethernet25 mrežne kartice 




18 EL7 – Enterprise Linux 7 
19 http://www.tecmint.com/download-centos-7/ (1.6.2017) 
20 https://linuxcontainers.org/ (1.6.2017) 
21 JDK – Java razvojni paket programa tvrtke Oracle Corporation 
22 preupg – naredba komandnog retka koja pokreće program za analizu i pripremu sustava prije same 
nadogradnje 
23 LVM-Snapshots – backup metoda kopiranja slike sustava nakon izmjena u sustavu reda veličine 1GB 
24 IEEE-1588 – PTPv2 Precision Time Protocol 
25 Ethernet  – standardizirani mrežni protokol  
26 UEFI – engl. Unified Extensible Firmware Interface 
27 Secure Boot – sigurnosni standard koji osigurava pokretanje isključivo sustava provjerenih od strane 
proizvođača računala 




3.2. Konfiguracija mreže  
Prvi korak koji treba napraviti u konfiguraciji mreže na CentOS-u jest podesiti 
statičnu IP28 adresu, rutu i DNS29. Koristiti će se ip naredbu kao zamjenu ifconfig 
naredbe. Međutim, ifconfig naredba još je uvijek dostupna za većinu Linux 
distribucija i može biti instalirana kroz zadani repozitorij. Taj korak ne može se izvršiti 
dok se ne dovrši mrežna konfiguracija, jer bez nje nije moguće preuzimanje 
instalacijskog paketa. [6][7] 
# yum install net-tools [Provides ifconfig utility] 
 
Slika 1. Podešavanje statične IP adrese.  
Izvor: Autor 
Kao što je gore navedeno, koristit će se ip naredba za konfiguraciju statičke IP 
adrese, pa prema tome naredbom treba provjeriti trenutnu IP adresu.  
# ip addr show  
																																								 																				
28 IP – engl. Internet Protocol  
29 DNS – engl. Domain Name System	





Slika 2. Inicijalni prikaz IP adrese. 
Izvor: Autor 
Zatim se otvara i uređuje datoteka /etc/syscofig/network-scripts/ifcfg-
eth0	 putem urednika komandnog retka. U ovom slučaju korišten je vi30 urednik, pa 
prema tome korisnik treba biti root31 korisnik kako bi napravio izmjene. 
# vi /etc/sysconfig/network-scripts/ifcfg-eth0 
Nakon toga slijedi uređivanje polja u datoteci. Potrebno je izmijeniti pet polja u 
nastavku, a sve ostalo ostaviti netaknuto. Isto tako treba ostaviti dvostruke navodnike i 
unijeti svoje podatke između njih. 
IPADDR = “[Unijeti svoju statičku IP adresu]“ 
GATEWAY = “[Unijeti svoju Default Gateway adresu]“ 
ONBOOT = YES “[Aktivacija prilikom podizanja sustava]“ 
NETMASK “[Unijeti svoju adresu mreže]“ 
BOOTPROTO = NO “[Odabir protokola prilikom paljenja]“ 	
																																								 																				
30 vi – jednostavni urednik teksta kreiran za operacijske sustave koji se temelje na UNIX-u 
31 root – koristi se kao korisničko ime za korisnički račun koji standardno ima pristup svim naredbama i 
datotekama unutar Linux-a i Linux operacijskih sustava		




Nakon napravljenih promjena 'ifcfg-ifcfg-eth0',izgleda kao na slici 3. IP i 
GATEWAY32 će se razlikovati te ih je potrebno potvrditi sa svojim ISP33-om. Potrebno 
je spremiti postavke i izaći. 
 
Slika 3. Detalji mreže. 
Izvor: Autor 
Sada slijedi uređivanje DNS adresa. Kako bi pretraživanje po domenskom nazivu 
funkcioniralo, potrebno je unijeti adrese DNS poslužitelja. U ovom slučaju koristit će se 
Google DNS. 
# vi /etc/resolv.conf 
 nameserver 8.8.8.8 
 




32 GATEWAY – IP adresa priključka na mrežnom usmjerniku u lokalnoj mreži 
33 ISP – engl. Internet Service Provider 	





Ponovno se pokreće uslugu mreže i provjerava je li IP koji je dodijeljen ispravan ili 
ne. Ako je sve u redu, napravi se provjera putem ping34 naredbe kako bi se vidio status 
mreže te se na kraju pritisne „Izlaz“.  
# service network restart 
 
Slika 4. Ponovno pokretanje usluge mreže. 
Izvor: Autor 
Nakon ponovnog pokretanja mreže, provjeravaju se IP adresa i mrežni status. 
# ip addr show 
# ping –c4 google.com 
 
Slika 5. Provjera IP adrese. 
Izvor: Autor 
																																								 																				
34 PING – administrativni alat unutar operacijskih sustava za dijagnostiku, mjerenje i provjeru dostupnosti 
uređaja na IP mreži slanjem paketa 





Slika 6. Provjera mrežnog statusa PING naredbom. 
Izvor: Autor  




3.3. Mrežna topologija 
Realizacija ovog rješenja grafički je prikazana kroz mrežnu topologiju prikazanu na 
slici. Opterećenje se ravnomjerno dijeli na četiri Web poslužitelja, dok LVS poslužitelj 
upravlja raspodjelom opterećenja. Kako bi se osigurale maksimalna sigurnost i 
redundantnost, baza podataka nalazi se na udaljenom poslužitelju. Takvim pristupom 
osigurava se konstantno funkcioniranje Web stranice, čak i u scenariju u kojem su jedan 
ili više Web poslužitelja komprimirani ili u procesu redovnog održavanja.  
 
Slika 7. Topologija mreže.  
Izvor: Autor 
   




4. APACHE  
ASF35 je 501(c)3 neprofitna javna dobrotvorna zaklada osnovana u Sjedinjenim 
Američkim Državama, a nastala je 1999. godine prvenstveno kako bi36: 
• pružila temelj za otvorene, suradničke projekte razvoja softvera kroz nabavu 
hardvera, komunikaciju i poslovnu infrastrukturu  
• stvorila neovisnu pravnu osobu za koje tvrtke i pojedinci mogu donirati 
sredstva i biti sigurni da će se ona koristiti za opće dobro 
• osigurala sredstva za zaštitu pojedinih volontera od sporova usmjerenih ka 
projektima zaklade 
• zaštitila „Apache“ brend, kao što štiti svoje softverske proizvode, od toga da 
ju „zlostavljaju“ druge organizacije. 
Zakladu je 1999. godine osnovala skupina ljudi koja je samu sebe nazvala 
„Apache Group“. Ista skupina okupila se i nekoliko godina ranije, kako bi i dalje 
podupirala i održavala HTTP daemon (HTTPD) web poslužitelj koji je napisao 
NCSA37. Taj poslužitelj bio je dostupan besplatno, a sadržavao je izvorni kod i bio 
licenciran pod licencijom koja je dopuštala vrlo otvorenu modifikaciju i redistribuciju, 
ali su originalni programeri izgubili interes za taj projekt i napustili ga, ostavljajući 
korisnike bez podrške. 
Između 1995. i 1999. godine, Apache HTTPD web poslužitelj koji je stvorila Apache 
Grupa, postao je vodeći na tržištu38. No, uz rast web-a, počeli su rasti i ekonomski 
interesi te je Apache web stranica udomaćila nove sestrinske projekte (kao što su 
“mod_perl“ projekt, PHP projekt, Java Apache projekt). Potreba za koherentnijom i 
strukturiranom organizacijom koja bi štitila pojedince od potencijalnih pravnih napada 
sve se više počela osjećati.39 
																																								 																				
35 ASF – Apache Software Foundation  
36 https://www.apache.org/foundation/how-it-works.html#meritocracy (6.6.2017) 
37 NCSA – National Center for Supercomputing Applications 
38 https://news.netcraft.com/archives/2017/07/20/july-2017-web-server-survey.html (6.6.2017) 
39 https://www.apache.org/foundation/how-it-works.html#meritocracy (6.6.2017) 
	




Unatoč drugim gubitcima, Apache je, prema zadnjoj analizi40, pridobio 32,200 
aktivnih stranica. Iako udio tržišta pada, Apache još uvijek ima najveći udio tog tržišta 
koji trenutno iznosi (42,5 %), s ukupnim brojem aktivnih stranica koje dosežu gotovo 
80 milijuna – daleko ispred Nginx-a41, koji zauzima drugo mjesto sa skoro 34 milijuna 
aktivnih stranica. Metrika aktivnih stranica prikladnija je za neke aplikacije, kao što je 
brojanje web stranica, ali isključuje one koje sadrže automatski generirani sadržaj poput 
posjedovanja domene. Apache je doživio pad s 21,51 % na 20,89 % u samo mjesec 
dana, a Microsoft postaje vodeći na ljestvici s 43,16 %.42 
Apache web poslužitelj, iako je besplatan, neusporedivo je brži od plaćenih web 
poslužitelja na tržištu koji koštaju tisuće dolara. Apache poslužitelj može nositi više od 
milijun posjeta dnevno i pritom ne prikazivati nikakve poteškoće kada se radi o 
rukovanju tim prometom, što je ujedno i njegova velika prednost. 
Apache HTTP poslužitelj, jednostavnog naziva Apache, postavlja standard u isporuci 
web usluga te je utabao put za daljnje širenje web mogućnosti. Apache se temelji na 
Open Source platformi web usluge i izvorno je razvijen za Linux/Unix poslužitelje, ali 
je kasnije prilagođen i za rad na Windows i drugim operacijskim sustavima. Apache 
podržava mnoge programske jezike, kao što su Perl, Python, Tcla i PHP.43 
  
																																								 																				
40 https://news.netcraft.com/archives/category/web-server-survey/ (6.6.2017) 
41 Nginx – Vrsta HTTP poslužitelja 
42 https://news.netcraft.com/archives/category/web-server-survey/ (6.6.2017) 
43 http://unhow.info/hr/pages/680485 (6.6.2017) 




4.1. Verzije Apache poslužitelja  
4.1.1. Verzija 1.3  
Poboljšane su sljedeće performanse44:  
• IP bazirana virtualna računala pregledavaju se putem hash tablice45; 
• <Directory> sintaktička analiza je ubrzana; 
• kritični put za statičke zahtjeve ima više nego duplo manje sustavnih poziva, 
što obično pomaže svim zahtjevima (45 sustavnih poziva za statički zahtjev 
u 1.2 u odnosu na 22 u 1.3 u dobro podešenoj konfiguraciji); 
• ProxyReceiveBufferSize direktiva daje mod_proxy odlaznim vezama 
veće mrežne spremnike, za povećanu propusnost; 
• niska razina I/O rutine koristi writev (gdje je dostupno) za izvođenje 
višestrukog pisanja podataka sa samo jednim sustavnim pozivom te 
izbjegava kopiranje memorije u spremnicima koliko god je to moguće, a 
rezultat toga smanjeno je korištenje CPU-a46 na prijenos velikih datoteka; 
• statički zahtjevi poslužuju se preko mmap sistemskog poziva, što znači da su 
bajtovi kopirani samo iz spremnika diska na mrežni spremnik direktno iz 
kernela, a program nikada ne prekopira bajtove uokolo, što smanjuje vrijeme 
korištenja CPU-a; 
• kod koji šalje module optimiziran je kako bi se izbjeglo preskakanje modula 
koji ne implementiraju određene faze API-ja47.  
  
																																								 																				
44 https://docs.oracle.com/cd/B13789_01/server.101/q20201/new_features_1_3.html (6.6.2017) 
45 Hash – Hash tablica ili mapa podatkovna je struktura asocijativnog tipa za apstraktne zapise	
46 CPU – engl. Central Processor Unit 
47 API – set aplikacija, definicija, rutina i protokola za olakšani razvoj programa 




4.1.2. Verzija 2.0 
Temeljna su poboljšanja u ovoj verziji48:  
• Unix Threading – na Unix sustavima s POSIX49 dretvama, Apache se sada 
može pokretati u višeprocesnom hibridnom načinu s više dretvi te se time 
poboljšava skalabilnost za mnoge, ali ne i sve konfiguracije. 
• Novo formirani sustav napisan od nule koji se temelji na autoconf i 
libtool, što čini Apache-ov konfiguracijski sustav sličnijim ostalim 
paketima. 
• Apache sada ima nove infrastrukturne izmjene kako bi podržao posluživanje 
više protokola. 
• Bolja podrška za ne-Unix platforme – Apache 2.0 brži je i stabilniji na ne-
Unix platformama, kao što su BeOS, OS/2 i Windows s uvođenjem 
specifične platforme višestruko procesuirajućih modula (MPMs) i APR50, 
ove platforme implementirane su u izvorni API51, izbjegavajući česte greške 
i loše izvedbe POSIX emulacijskih slojeva. 
• Novi Apache API – API za module značajno se promijenio u verziji 2.0. 
Mnogi module-ordering/-priority problemi iz verzije 1.3 trebali bi 
nestati s verzijom 2.0.  
• IPv652 podrška – na sustavima gdje je IPv6 podržan od strane Apache 
Portable Runtime library.  
• Filtriranje – Apache moduli mogu biti napisani kao filtri koji djeluju na tok 
sadržaja koji će biti isporučen k poslužitelju ili s poslužitelja.  
• Višejezični odgovori na pogreške – poruke korisniku prilikom pogreške na 
pregledniku sada se pružaju na nekoliko jezika, koristeći SSI53 dokumente. 
Mogu se prilagoditi od strane administratora kako bi postigli dosljedan 
izgled i dojam. 
																																								 																				
48 https://httpd.apache.org/docs/2.0/new_features_2_0.html (6.6.2017) 
49 POSIX – engl. Portable Operating System Interface 
50 APR – Apache Portable Runtime 
51 API – engl. Application Programming Interface 
52 IPv6 – Verzija IP protokola  
53 SSI – engl. Supplemental Security Income 




• Pojednostavljena konfiguracija – pojednostavljene su mnoge zbunjujuće 
direktive. Često zbunjujuće Port i BindAddress naredbe nestale su, samo 
Listen naredba koristi se za obvezujuću IP adresu, ServerName naredba 
određuje ime poslužitelja i broj priključka samo za preusmjeravanje i 
prepoznavanje vhost-a.  
• Izvorna podrška Windows NT Unicode54 – Apache 2.0 na Windows NT sada 
koristi UTF-855 za kodiranje svih imena datoteka. 
• Regular Expression Library je ažurirana – Apache 2.0 uključuje PCRE56. Svi 
redoviti izrazi evaluacije sada koriste najsnažniju Perl 5 sintaksu. 
  
																																								 																				
54 http://www.unicode.org/ (6.6.2017) 
55 UTF-8 – standard kodiranja teksta i preferirana metoda kodiranja web stranica i e-maila 
56 PCRE – Perl Compatible Regular Expression Library	




4.1.3. Verzija 2.4 
U odnosu na prethodne verzije, ova verzija Apache poslužitelja doživjela je mnoga 
poboljšanja, a u ovom radu biti će navedena ona temeljna57: 
• Više modula može istovremeno biti sastavljeno unutar Apache poslužitelja, 
što osigurava provođenje više procesa i dretvi odjednom. Vrijeme provedbe 
modula po izboru može biti konfigurirano putem LoadModule naredbe. 
• „Event“ tip modula više nije eksperimentalan, već je sada u potpunosti 
podržan s 2.4 verzijom.  
• Bolja podrška asinkronog pisanja i čitanja podataka za podržane module i 
platforme. 
• LogLevel sada može biti konfiguriran po modulu i po direktoriju.  
• <If>, <ElseIf>, i <Else> naredbe mogu se konfigurirati na temelju 
kriterija po zahtjevu.  
• Novi analizator omogućuje određivanje kompleksnih uvjeta koristeći 
zajedničku sintaksu u naredbama kao što su SetEnvIfExpr, 
RewriteCond, Header, <If> i ostale. 
• KeepAliveTimeout58 vrijeme sada je moguće odrediti u milisekundama. 
• NameVirtualHost59 naredba povučena je iz upotrebe. 
• Nova AllowOverrideList naredba dopušta precizniju kontrolu koje 
naredbe su dopuštene u .htaccess datotekama.  
• Smanjena potrošnja memorije – unatoč mnogim novim značajkama, 2.4.x 
verzija koristi manje memorije od 2.2.x. 
  
																																								 																				
57 http://httpd.apache.org/docs/2.4/new_features_2_4.html (6.6.2017) 
58 KeepAliveTimeout naredba koja upravlja vremenom čekanja poslužitelja na naknadne zahtjeve.  
59 NameVirtualHost naredba kojom se određivala IP adresa i priključak za korištenje virtualnog 
poslužitelja. 




4.2. Apache podrška baza podataka i aktivnih programskih jezika  
4.2.1. Apache i baza podataka 
Najjednostavniji mogući pristup izradi srednje složene web aplikacije smještanje je 
web sučelja te kompletne aplikacijske logike na Apache poslužitelj uz komunikaciju s 
poslužiteljskom aplikacijom za bazu podataka (MySQL)60. Jedan od načina upravljanja 
MySQL bazama podataka je putem phpMyAdmin61 web sučelja. Takav pristup dobar je 
kod uklanjanja pogrešaka, ali pri pisanju programske podrške za web aplikaciju sva 
komunikacija s bazom podataka (stvaranje baze, tablica, dodavanje i uređivanje entiteta 
i podataka) odvija se kroz programski kod.62 
4.2.2. Apache i aktivni programski jezici  
Apache radi s nizom programskih jezika kao što su C, C++, Perl, Python, PHP i 
Java. On omogućava razmjenu među jezicima u zajedničkom radnom okruženju. Sam 
Apache pisan je u programskom jeziku C. 
Rješenje izrade srednje složene web aplikacije podrazumijeva pisanje kompletne 
programske podrške u PHP-u, kojeg Apache podržava. U stvarnoj poslovnoj okolini, 
gdje više korisnika paralelno koristi aplikaciju, svaki bi od poslužitelja trebao biti na 
zasebnom računalu zbog ujednačavanja opterećenja i povećanja dostupnosti.63 
  
																																								 																				
60 MySQL – vrsta relacijske baze podataka 
61 phpMyAdmin – administracijski alat za MySQL baze podataka u web sučelju  
62 https://www.fer.unizg.hr/_download/repository/Upute_Web_aplikacija.pdf (6.6.2017) 
63 https://www.fer.unizg.hr/_download/repository/Upute_Web_aplikacija.pdf	(6.6.2017)	




4.3. Instalacija  
Postoji nekoliko opcija osnovne instalacije Apache-a. Apache je otvorenog koda, što 
znači da se može pristupiti potpunom izvornom kodu softvera, koji omogućava 
postavljanje poslužitelja po vlastitoj želji. Kako bi se Apache uspješno instalirao, 
potrebno je poduzeti sljedeće korake: [8] 
• preuzimanje softvera 
• pokretanje konfiguracijske skripte  
• prevođenje koda i njegovo instaliranje. 
U terminalu se povezuje na CentOS operacijski sustav na kojem se vrši 
instalacija te je potrebno upisati sljedeće:  
yum –y install httpd  
Zatim će CentOS povući s interneta instalaciju koja traje par minuta, a završetak će 
biti označen porukom „Complete“.  
 
Slika 7. HTTPd instalacija. 
Izvor: Autor 




Potom slijedi izmjena httpd.conf datoteke u korijenskom direktoriju kako bi 
ukazali Apache-u na datoteke web-lokacije. Zatim treba dodati <ifModule 
prefork.c> odjeljak u nastavku za podešavanje postavki korištenja resursa.64  
Prije promjene bilo koje konfiguracijske datoteke, preporuča se izrada sigurnosne 
kopije (engl. Backup) datoteka. Kako bi napravili backup potrebno je dati sljedeću 
komandu:  
cp /etc/httpd/conf/httpd.conf ~/httpd.conf.backup  
Izvod datoteke: /etc/httpd/conf/httpd.conf 
 
Slika 8. Izvod datoteke. 
Izvor: Autor 
Unutar datoteke httpd.conf nalazi se zadana vrijednost direktorija te će se iz tog 
direktorija prikazivati sadržaj na domeni. Ove postavke mogu biti dodane i u odvojenu, 
tj. zasebnu datoteku. Datoteka mora biti smještena u conf.module.d ili conf 
direktoriju i mora završavati s ekstenzijom .conf. 
  
																																								 																				
64 https://www.linode.com/docs/websites/apache/install-and-configure-apache-on-centos-7 (6.6.2017) 




4.4. Konfiguracija  
Postoji mnogo načina za postavljanje virtualnog poslužitelja. U ovom radu biti će 
prikazana jedna od najjednostavnijih metoda. Unutar conf.d direktorija potrebno je 
stvoriti vhost.conf datoteku kako bi pohranili konfiguracije virtualnog poslužitelja.  
Komanda vim/etc/httpd/conf/httpd.conf omogućit će uvid u podešavanja 
koja sadrže preko 700 linija. U ovom slučaju, za potrebe osnovne instalacije odvojen je 
određeni broj linija koje je potrebno konfigurirati kako bi poslužitelj funkcionirao bez 
problema.65  
Unutar conf.d direktorija kreira se vhost.conf datoteka za pohranu 
konfiguracije virtualnog poslužitelja. 














    ServerAdmin webmaster@example.com 
    ServerName example.com 
    ServerAlias www.example.com 
    DocumentRoot /var/www/html/example.com/public_html/ 
    ErrorLog /var/www/html/example.com/logs/error.log 
    CustomLog /var/www/html/example.com/logs/access.log combined 
</VirtualHost> 
Izvor: Autor 
U vhost.conf datoteke mogu biti dodane dodatne domene prema potrebi. Za 
dodavanje domene, potrebno je kopirati VirtulaHost blok i mijenjati njegove 
vrijednosti za svaki dodani virtualni poslužitelj. Kada pristižu novi zahtjevi s interneta, 
Apache provjerava koji VirtualHost blok odgovara traženom URL-u66 i poslužuje 
odgovarajuće sadržaje.  
																																								 																				
65 https://www.linode.com/docs/websites/apache/install-and-configure-apache-on-centos-7 (6.6.2017) 
66 URL – engl. Uniform Resource Locator	









ErrorLog i CustomLog dnevnici predlažu se za specifičnije zapise, ali nisu 
obavezni. Ako su definirani, kao što je prikazano u Tablici 1, direktoriji dnevnika 
moraju biti izrađeni prije nego što se ponovno pokrene Apache. Kreiraju se naredbom: 
sudo mkdir -p /var/www/html/example.com/{public_html,logs} 
Sljedeći korak uključivanje je Apache-a i ponovno pokretanje usluge da bi gore 
navedene promjene bile ažurirane:  
sudo chkconfig httpd on 
Nakon toga potrebno je napraviti start HTTPd poslužitelja s komandom: 
sudo service httpd start 
  




Sada se može posjetiti domenu kako bi testirali Apache poslužitelj. Zadana Apache 
testna stranica koja će biti vidljiva, ako nije pronađena niti jedna druga stranica u 
direktoriju /etc/httpd/conf/httpd.conf: 
 
Slika 11. Prikaz početne Apache stranice. 
Izvor: Autor 
Nakon uspješne konfiguracije Apache poslužitelja potrebno je još dodati pravilo u 
vatrozid (engl. Firewall) kako bi sam Apache poslužitelj funkcionirao u našem 
okruženju s balansirajućim poslužiteljem. 
Linije koje je potrebno dodati putem komandnog sučelja: 
iptables -A PREROUTING -t nat -p tcp -d 192.168.10.20 -j 
REDIRECT 
service iptables save 
service iptables restart 
Unutar vatrozida, „iptables“ pravilo omogućit će Direct routing metodu LVS-a67. U 
slučaju ovog rada radit će se NAT68 prema virtualnoj IP adresi kako bi se svi zahtjevi 
mogli „vratiti“ klijentu koji ih je zatražio. 
Ovaj postupak konfiguracije Apache-a isti je i na preostala tri poslužitelja. Samo su 
IP adrese različite. 
																																								 																				
67 LVS – Linux Virtual Server 
68 NAT – engl. Network Address Translation	




5. BAZE PODATAKA  
Baza podataka organizirani je mehanizam koji ima sposobnost pohranjivanja 
informacije, kroz koji korisnik može dohvatiti pohranjene informacije na učinkovit 
način. Najjednostavnije rečeno, baza podataka kolekcija je trajno pohranjenih podatka. 
Tipovi i strukture baza podataka mogu se podijeliti na69:  
• centralizirane baze podataka 
• distribuirane baze podataka 
• korisnik-poslužitelj baze podataka 
• paralelne baze podataka. 
U suvremeno organiziranom društvu baze podataka imaju mnogo primjena 
(kupovina u supermarketu, podizanje novca na bankomatu, osiguranje vozila, korištenje 
biblioteke, korištenje interneta, evidencija građana itd.). Za funkcioniranje ovakvih 
sustava, uz baze podataka potreban je i softver za komunikaciju s bazama. Tu funkciju 
omogućuje DBMS70 sustav za upravljanje bazom podataka. To je softverski sustav koji 
omogućuje kreiranje, definiranje, korištenje, održavanje i kontrolu pristupa bazi 
podataka. DBMS omogućuje krajnjim korisnicima ili programerima dijeljenje podataka, 
odnosno pruža mogućnost da se podatci istovremeno koriste od strane više aplikacija i 
oslobađa nas potrebe da svaka aplikacija ima svoju kopiju podataka.71 Baze podataka 
mogu se podijeliti prema podatkovnom modelu, odnosno logičkoj strukturi baze 
podataka prema kojoj se definira način pohrane, organizacije i manipulacije podataka.72 
  
																																								 																				
69 http://e-student.fpz.hr/Predmeti/B/Baze_podataka/Materijali/Auditorne_vjezbe_1.pdf (7.6.2017) 
70 DBSM – engl. Data Base Management System 
71 https://kompjuteras.com/baze-podataka/ (7.6.2017)	
72	https://kompjuteras.com/baze-podataka/ (7.6.2017)	





MySQL izradila je švedska tvrtka MySQL AB 1995. godine, iste godine kada je i 
osnovana. Osnivači su Michael Widenius, David Axmark i Allan Larsson. MySQL 
postaje softver otvorenog koda 2000. godine. Danas je MySQL jedan od najpoznatijih 
sustava za upravljanje bazama podataka.  
MySQL kao najpopularnija Open Source relacijska baza podataka nudi visoke 
performanse, sigurnost i jednostavnost korištenja te predstavlja temelj u izgradnji i 
razvoju modernih i naprednih web stranica. MySQL baza podataka predstavlja slovo 
„M“ u novoj generaciji razvijenih LAMP73 paketa. Mnoge najveće svjetske brzorastuće 
organizacije, uključujući Facebook, Google, Adobe i sl. oslanjaju se na MySQL bazu 
podataka i tako štede vrijeme i novac razvijajući svoje web stranice i programska 
rješenja.  
MySQL baza optimizirana je kakao bi bila brza, vrlo je stabilna i ima dobro 
dokumentirane module i ekstenzije te podršku brojnih programskih jezika, kao što su 
PHP, Java, Perl i Python. MySQL baze podataka relacijskog su tipa. Ovaj tip pokazao 
se kao najbolji način skladištenja i pretraživanja velikih količina podataka i u suštini 
predstavlja osnovu svakog informacijskog sustava, tj. temelj svakog poslovnog subjekta 
koji svoje poslovanje bazira na dostupnosti kvalitetnih i brzih informacija. MySQL i 
PHP osvojili su veliki dio tržišta jer su otvorenog koda, tj. mogu se besplatno koristiti.74  
MySQL popularan je izbor baza podataka za stvaranje web aplikacija te je centralna 
komponenta LAMP paketa za izradu web aplikacija. Kao što je već prethodno rečeno, 
LAMP je akronim za Linux, Apache, MySQL, Perl/PHP/Python, a njegove inačice 
mogu se naći za većinu današnjih operacijskih sustava za računala. 
  
																																								 																				
73 LAMP – Linux, Apache, MySQL, PHP 
74 http://www.hm-promotion.com/web-development/lamp-platforma.html (7.6.2017) 




5.1.1. Instalacija  
Za instalaciju MySQL-a potrebna je yum naredba. Potrebno je posjetiti MySQL 
zajednicu yum repozitorija koji omogućava pakete za MySQL.  
Prvi korak instalacija je MySQL baze podataka putem CentOS upravitelja paketom 
pokretanjem sljedeće naredbe u naredbenom retku:  
Sudo yum install mysql-server 
Sudo /sbin/service mysqld start  
Zatim je potrebno pokrenuti sljedeću naredbu:  
Sudo /usr/bin/mysql_secure_installation  
Dalje je potrebno stisnuti tipku „Enter“ kako ne bi bilo potrebe za postavljanjem  
lozinke pri pokretanju programa. Za postavljanje neke razumne razine sigurnosti na 
novi MySQL poslužitelj potrebno je odgovoriti „DA“ nizom na sva pitanja koja 
instalacija postavi. Ta pitanja omogućuju postavljanje lozinka, uklanjanje anonimnih 
korisnika, onemogućuju udaljene prijave, brišu testnu bazu podataka koju je 
instalacijski program uključio, a zatim ponovno učitavaju privilegije kako bi 
napravljene promjene stupile na snagu. 
  




5.1.2. Konfiguracija  
MySQL uključuje sigurnosnu skriptu za promjenu neke manje sigurne zadane opcije 
za funkcije kao što su udaljene prijave i primjeri korisnika. Za pokretanje sigurnosne 
skripte koristi se sljedeća naredba:  
sudo mysql_secure_installation  
Ova naredba koristi se za pokretanje sigurnosne skripte. Instalacija će zatražiti 
zadavanje korijenske lozinke. Nakon prijave, tražit će da ju promijenimo, što će 
izgledati ovako: 
Output  
The existing password for the user account root has expired. 
Please set a new password.  
New password:  
Potrebno je unijeti novu lozinku od 12 znakova koja sadrži najmanje jedno veliko 
slovo, jedno malo slovo, jedan broj i jedan poseban znak. Također je potreban ponovni 
unos kako bi se lozinka potvrdila. Dobit će se odgovor o jačini, tj. snazi nove lozinke, a 
zatim će tražiti da ju se ponovno odmah promijeni. Budući da je lozinka promijenjena, 
može se odgovoriti pouzdano s „NE“: 
Output 
Estimated strength of the password: 100 
Change the password for root ? (Press y/Y for Yes, any other 
key for No) 
Nakon što se odbije upit da se ponovno promijeni lozinka, pritišće se Y, a zatim 
tipka Enter za sva naknadna pitanja kako bi se uklonili anonimni korisnici, 
onemogućila daljinska prijava, uklonila testna baza podataka i pristup istoj te ponovno 
učitale privilegirane tablice. 
  





phpMyAdmin alat je pisan u PHP programskom jeziku. Služi za administriranje 
baza podataka i izvršavanje SQL naredbi kroz grafičko sučelje.75 Uz pomoć njega 
možete izvršavati mnoge MySQL operacije putem korisničkog sučelja izravno u 
internetskom pregledniku. Dakle može se upravljati bazama podataka, tablicama, 
poljima, indeksima, korisnicima, dozvolama pristupa samim bazama, izvršavati vlastite 
upite na bazu i još mnogo drugih stvari. 
phpMyAdmin dolazi sa širokim rasponom dokumentacije. phpMyAdmin pokušat će 
pomoći korisniku ako dođe do problema, za što postoji nekoliko kanala potpore. 
phpMyAdmin osamnaest je godina star projekt sa stabilnom i fleksibilnom bazom 
koda.76  
Neke su od niza značajki phpMyAdmin-a77:  
• intuitivno web sučelje  
• podrška za većinu MySQL značajki kao što su:  
• pregledavanje i ispuštanje baza podataka, tablica, pogleda, polja i 
indeksa 
• izrada, kopiranje, ispuštanje, preimenovanje i promjena baza 
podataka, tablica, polja i indeksa  
• održavanje poslužitelja, baza podataka i tablica, s prijedlozima o 
konfiguraciji poslužitelja  
• izvršavanje, uređivanje i označavanje bilo koje SQL izjave, pa čak i 
serije upita 
• upravljanje MySQL korisničkim računima i privilegijama  
• upravljanje pohranjenim procedurama i okidačima  
• uvoz podataka iz CSV i SQL  
• izvoz podataka u raznim formatima kao što su CSV, SQL, XML, 
PDF, ISO/IEC 26300 - OpenDocument Text and Spreadsheet, Word, 
LATEX i drugi  
																																								 																				
75 http://www.mathos.unios.hr/~lskalac/dokumenti/prezentacija.pptx (7.6.2017) 
76 https://www.phpmyadmin.net/ (7.6.2017) 
77 https://www.phpmyadmin.net/ (7.6.2017) 




• administriranje više poslužitelja  
• stvaranje grafika za izgled baze podataka u raznim formatima  
• stvaranje složenih upita pomoću Query-by-example (QBE)  
• pretraživanje na globalnoj razini u bazi podataka ili njenom 
podskupu  
• transformacija pohranjenih podataka u bilo kojem formatu koristeći 
skup unaprijed definiranih funkcija, kao što je prikaz BLOB-
podataka u obliku slike ili poveznice za skidanje 
 
 








6. INTERNET SKRIPTA – Wordpress 
Wordpress je Open Source CMS78 napisan u php programskom jeziku koji koristi 
MySQL bazu podataka za rad. Wordpress sustav za upravljanje sadržajem razvijen je 
2003. godine. Wordpress danas, 2017. godine, koristi se na preko 7879 milijuna web 
stranica koje koriste Open Source CMS-ove, odnosno na stranicama kojima je CMS 
poznat. To je oko 28 %80 svih web stranica, prema izvoru sa službene Wordpress 
stranice. Samim time može se potvrditi da je Wordpress CMS na samom vrhu rješenja 
otvorenog koda s preko 52.00081 dodataka u obliku dodatnih skripti, dodataka (engl. 
Plugin) i modula te nebrojeno besplatnih i plaćenih gotovih dizajna spremnih za 
instalaciju u svega nekoliko koraka. [9] 
S obzirom da se ovaj rad temelji na rješenjima otvorenog koda, Wordpress će se 
koristiti u pokretanju web stranice za testiranje balansiranja opterećenja.  
Nakon što smo instalirali neophodne alate za rad stranica Apache, MySQL i 
phpMyAdmin, potrebno je kreirati bazu podataka i njezinog korisnika na udaljenom 
poslužitelju. Zatim je potrebno instalirati Wordpress CMS na sva četiri web poslužitelja 
i povezati ga s bazom. 
6.1. Instalacija 
Instalacija Wordpress CMS-a prikazana je u nekoliko kratkih koraka. Na slikama je 
prikazana instalacija na jednom od web poslužitelja putem web preglednika na osobnom 
računalu. Proces instalacije ponavlja se i na ostalim poslužiteljima. 
Wordpress CMS instalacijski paket preuzima se na službenim stranicama 
https://wordpress.org/download/. Potom se preuzeta arhiva raspakira na željenu 
lokaciju. Putem FTP programa pristupa se web poslužitelju i sadržaj arhive kopira se u 
public_html datoteku. 
																																								 																				
78 CMS – Content Management System 
79 https://www.forbes.com/sites/montymunford/2016/12/22/how-wordpress-ate-the-internet-in-2016-and-
the-world-in-2017/#5f6b245e199d (10.7.2017) 
80 https://wordpress.com (10.7.2017) 
81 https://wordpress.org/plugins/ (10.7.2017)	





Slika 13. Firefox i FireFTP dodatak. 
Izvor: Autor 
Nakon što je proces kopiranja dovršen, odlaskom na domene web poslužitelja 
pristupa se prvom koraku instalacije, odabiru jezika CMS-a.  
 
Slika 14. Prvi korak instalacije Wordpress CMS-a. 
Izvor: Autor 
  




Nakon odabira jezika, prikazat će se informativna poruka u zahtjevima instalacije. 
 
Slika 15. Drugi korak instalacije Wordpress CMS-a. 
Izvor: Autor 
Nakon pritiska gumba „Započnimo!“ slijedi korak spajanja CMS sustava s bazom 
podataka. Unose se ime prethodno kreirane baze podataka te korisničko ime i lozinka za 
pristup bazi podataka. Unosimo IP adresu poslužitelja na kojem se nalazi naša udaljena 
baza podataka. 
 
Slika 16. Povezivanje baze sa Wordpress CMS-om. 
Izvor: Autor 
 









Slika 18. Kreiranje prvog administratorskog korisnika lozinke za upravljanje 
Wordpress CMS-om. 
Izvor: Autor 





Slika 19. Završna poruka o uspješnosti instalacija. 
Izvor: Autor 
 




Wordpress stranice svaki korisnik podešava i uređuje prema vlastitim željama putem 
administracijskog izbornika. U administracijskom izborniku korisnik oblikuje sadržaj 
stranice kroz članke, slike, dodatke i podizbornik izgleda stranice, gdje može odabrati 
neki od ponuđenih dizajna ili instalirati svoj. 





Slika 21. Administracijski meni sustava Wordpress. 
Izvor: Autor 
 
Slika 22. Izgled početne stranice sustava Wordpress nakon instalacije. 
Izvor: Autor 
  




7. LVS – PIRANHA 
U ovom koraku potrebno je izvršiti projektiranje i konfiguraciju mreže koja se 
nalazi iza javne IP adrese, odnosno IP adrese web stranice koja je prevedena u nekakav 
FQDN. Metode rada balansirajućih poslužitelja razlikuju se. Postoji više rješenja u 
pristupu problemu opterećenja, ovisno o tome kakvo opterećenje jest. U radu 
balansirajući poslužitelji na sebi pokreću Piranha programsko rješenje razvijeno od 
strane Red Hat Inc.82 [9] 
Programski paket Piranha sadrži IPVS (IP Virtual Server) kod koji implementira 
balansiranje opterećenja transportnog-sloja, nazvan Layer 4 LAN switching, kao dio 
Linux kernela. IPVS ugrađen je u Linux Virtual Server (LVS), gdje – ako radi kao 
poslužitelj – djeluje kao balansiranje opterećenja ispred klastera stvarnih poslužitelja. 
7.1. Opis rada 
Programski paket Piranha ujedno sadrži program i korisničko sučelje za nadzor 
klastera te web aplikaciju kao konfiguracijski alat. Putem pristupa LVS portalu uz 
korisničke podatke može se vršiti nadzor i konfiguracija klastera.  
Piranha alat za nadzor klastera ima dvije glavne karakteristike. Provjera rada LVS 
balansirajućih poslužitelja i provjera dostupnosti usluga na svakom od stvarnih 
poslužitelja. Alat koristi proces nazvan „Heartbeat“83 kako bi slao UDP84 poruke 
između primarnog aktivnog i rezervnog poslužitelja za balansiranje opterećenja. 
Poslužitelji mogu imati i više „Heartbeat“85 kanala. Budući da LVS nema u sebi 
implementiranu komponentu za kopiranje datoteka između stvarnih poslužitelja, 
administrator mora osobno implementirati rješenje za sinkronizaciju. Postoji puno 
načina za realizaciju, kao primjerice u ovom slučaju gdje će se koristiti poseban 
poslužitelj kao udaljena SQL baza podataka s koje će stvarni poslužitelji povlačiti svoje 
podatke. 
																																								 																				
82 http://www.linuxvirtualserver.org/docs/ha/piranha.html (16.7.2017) 
83 Heartbeat veza mehanizam je komunikacije između balansirajućih poslužitelja zamišljen kao otkucaj 
srca.  








7.2. Metode rada 
Jednostavna LVS konfiguracija sastoji se od dva sloja. Na prvom sloju nalaze se 
balansirajući poslužitelji povezani na internet, a na drugom sloju privatna mreža n broja 
stvarnih poslužitelja koji daju određene internetske usluge. Korisnici usluga ovakvim 
načinom rada imaju prikaz da sve njihove zahtjeve i usluge pruža jedan poslužitelj. U 
zadanom trenu u vremenu samo je jedan balansirajući poslužitelj aktivan. U slučaju 
hazarda istog, primarnog LVS poslužitelja, sekundarni LVS poslužitelj se aktivira 
nakon što uvidi da primarni nije poslao UDP poruku u zadanom vremenskom okviru te 
preuzima njegove funkcije i virtualnu IP adresu povezanu s FQDN-om. Korisnici 
usluga na taj način ne mogu primijetiti pad primarnog LVS-a ili nekih od stvarnih 
poslužitelja jer taj proces, ovisno o konfiguraciji, može biti izvršen kroz nekoliko 
sekundi. Metode usmjeravanja koje se mogu koristit su direktna i NAT. Iz tehničkih 
razloga i zbog testiranja rada poslužitelja u ovoj konfiguraciji biti će prikazan rad 
direktnog usmjeravanja. 
 
Slika 23. Jednostavna konfiguracija s primjenom NAT metode. 
Izvor: Autor 
 





Slika 24. Jednostavna konfiguracija s primjenom direktne metode. 
Izvor: Autor 
 
Direktnom metodom prilikom testiranja dobije se povratna informacija o tome koji 
poslužitelj je obradio naš zahtjev slanjem paketa direktno nazad korisniku, kao što je 
prikazano na Slici 24, dok bi kod NAT metode bilo prikazano da je svaki put zadatak 
izvršio isti poslužitelj, odnosno LVS. 
  





Za instalaciju LVS-a potrebna je yum naredba. Potrebno je posjetiti službene Red 
Hat stranice s dokumentacijom te započeti s instalacijom prema uputama. [10] 
Prvim korakom potrebno je omogućiti „IP Forwarding86“ na CentOS-u te započeti 
instalaciju Piranha sustava i „ipvsadm“ administracijskog paketa pokretanjem sljedećih 
naredbi u naredbenom retku:  
sed –i 's/net.ipv4.ip_forward = 0/net.ipv4.ip_forward = 
1/'/etc/sysctl.conf 
yum install –y pirahna ipvsadm 
Zatim je potrebno omogućiti IP Virtual Server modul:  
  modprobe ip_vs 
Promjena početne lozinke za Piranha administratorsko sučelje: 
/usr/sbin/piranha-passwd 
Pokretanje procesa i GUI87 sučelja za Piranha sustav: 
/etc/init.d/piranha-gui start    
Ovim korakom završava se instalacija LVS1 poslužitelja, dok se LVS2 poslužitelj može 
konfigurirati naknadno, nakon konfiguracija svih postavki na LVS1.  




86 Metodologija usmjeravanja paketa unutar IP mreža 
87 GUI – engl. Graphical User Interface	





Slika 25. Početna stranica web sučelja sustava Piranha. 
Izvor: Autor 
Pojavom web sučelja Piranha vidljivo je da je instalacija uspješna te da se može 
nastaviti s daljnjom konfiguracijom. 
  





Kako bi započeli konfiguraciju, potrebno je unutar početnog Piranha web sučelja 
pritisnuti tipku „Login“ te unijeti korisničko ime i lozinku kreirane tijekom instalacije 
sustava Piranha. 
 
Slika 26. Početna stranica grafičkog sučelja Piranha. 
Izvor: Autor 
Nakon uspješne prijave u sučelje može se nastaviti s instalacijom virtualne IP adrese 
i Apache poslužitelja, koje će LVS balansirati i čiju će aktivnost nadzirati. 
  




Prvi korak postavljanje je IP adrese LVS1 poslužitelja pod „Global Settings“ 
karticom te odabiranje načina rada LVS-a. U ovom slučaju to je „Direct Routing“. 
 
Slika 27. Kartica sučelja „Global Settings“. Postavljanje IP adrese i načina rada. 
Izvor: Autor 
Sljedeća kartica, „Redundancy“, služi kako bi dodali sekundarni LVS poslužitelj 
kao Backup, u ovom primjeru to je LVS2 poslužitelj na IP adresi 192.168.10.22. 
Također je potrebno postaviti željene vrijednosti „Heartbeat“ intervala, kao i vrijeme 
nakon kojeg ćemo LVS poslužitelj proglasiti „mrtvim“, odnosno isključenim iz rada. 
 
Slika 28. Kartica sučelja „Redundancy“. Postavljanje redundantnog poslužitelja. 
Izvor: Autor 




Unutar kartice „Virtual Servers“ na popis se dodaje Virtual IP adresu i sve ostale 
Web, Apache poslužitelje, kako bi LVS znao njihove adrese i status aktivnosti. 
 
Slika 28. Kartica sučelja „Redundancy“. Postavljanje redundantnog poslužitelja. 
Izvor: Autor 
U ovoj situaciji za virtualnu adresu koristit ćemo 192.168.10.20 te „Round 
Robin“88 89 metodu balansiranja po Apache poslužiteljima. Virtualnu adresu postavlja se 
na eth0:1 mrežnu karticu, u slučaju prekida rada LVS1 poslužitelja virtualna adresa 
automatski će se kreirati na LVS2 poslužitelju i on će započeti s radom i preuzimanjem 
zahtjeva klijenata koji se spajaju te ih usmjeravati prema Web poslužiteljima. 
  
																																								 																				
88 algoritam usmjeravanja paketa na IP mreži 
89 https://www.techopedia.com/definition/13205/round-robin (16.7.2017)	




U podkartici „Real Servers“ dodaju se Apache web poslužitelji. Dodavanje je 
potrebno izvršiti pritiskom na gumb „Add“. Nakon toga odabere se novokreirani 
poslužitelj te pritisne tipka „Edit“, kako bi se pristupilo mogućnostima te kako bi mu se 
dodali naziv i IP adresa za balansiranje i nadzor. 
 
Slika 29. Prikaz stvarnih poslužitelja na lokalnoj mreži. 
Izvor: Autor 
Nakon uspješnog spremanja postavki, isti poslužitelj potrebno je aktivirati tako da 
ga se opet odabere i pritisne „De/Activate“ gumb. 
Da bi se vidjele promjene, odnosno radi li sve dobro, potrebno je ponovno pokrenuti 
Pulse proces. To se može napraviti pozivom naredbe na LVS1 poslužitelju: 
service pulse restart 
 
Slika 30. Prikaz stvarnih poslužitelja na lokalnoj mreži. 
Izvor: Autor 
  




Nakon uspješnog ponovnog pokretanja, unutar web sučelja Piranha na početnoj 
stranici „Control/Monitoring“ vidjet će se da se u tablici pojavio novi Apache 
poslužitelj na IP adresi koju smo dodali. 
Na isti način dodaju se preostali Apache web poslužitelji te se provjerava vide li se u 
tablici na početnoj stranici, što bi značilo da ispravno rade i da LVS radi balansiranje 
prema njima. 
Na kraju, kada se završi s konfiguracijom LVS1 poslužitelja, potrebno je instalirati 
LVS2 poslužitelj te jednostavno prekopirati konfiguracije na njega. U samoj 
konfiguraciji jedine razlike smiju biti IP adrese LVS2 poslužitelja, dok sve ostalo mora 
ostati isto, kako bi se u slučaju ispada LVS1 poslužitelja iz rada mogao aktivirati LVS2 
s istim postavkama i nastaviti s radom.  
Na LVS2 poslužitelju potrebno je unijeti iste naredbe u naredbenom retku kao kod 
LVS1 poslužitelja:  
sed –i 's/net.ipv4.ip_forward = 0/net.ipv4.ip_forward = 1/' 
/etc/sysctl.conf 
yum install –y piranha ipvsadm 
Zatim je potrebno omogućiti IP Virtual Server modul:  
 modprobe ip_vs 
Budući da je LVS1 već konfiguriran, s njega se može kopirati konfiguracijsku 
datoteku na LVS2 putem sljedeće naredbe: 
sc /etc/sysconfig/ha/lvs.cf 
root@192.168.10.22:/etc/sysconfig/ha/ 
Potrebno je pokrenuti Pulse i Piranha-GUI servis putem sljedećih naredbi: 
service pulse start 
service piranha-gui start 
  




8. TESTIRANJE SUSTAVA 
Nakon što su instalacija i konfiguracija završene, potrebno je provjeriti rade li 
balansirajući i Apache poslužitelji sukladno očekivanjima. Kako bi lakše promotrili rad 
sustava, u podnožje svake početne stranice dodaje se tekst s imenom poslužitelja, koji 
označava njegov redni broj od 1 do 4. 
 
 
Slika 31. Izgled početne Wordpress stranice učitane na 3. Apache poslužitelju. 
Izvor: Autor 
Svakim novim učitavanjem web stranice, taj broj može se i ne mora izmijeniti 
sukladno opterećenju i odluci LVS-a na koji će nas poslužitelj usmjeriti. 
  




8.1. Provjera rada balansirajućeg poslužitelja 
Testiranja koja će se raditi bit će u obliku provjere kako „Round Robin“ metoda 
balansiranja radi, nakon toga u obliku simulacije ispada iz rada jednog Apache 
poslužitelja te njegovog povratka u aktivno stanje. Također će se simulirati ispad 
aktivnog LVS poslužitelja i njegov povratak. Sam ispad poslužitelja ne bi trebao biti 
duži od 5 sekundi sukladno postavkama u „Heartbeat“ parametru te će krajnji korisnik 
nesmetano pregledavati web stranicu bez saznanja da je jedan od poslužitelja ispao iz 
rada. 
Testiranje balansiranja započinje odlaskom na web stranicu na adresi 
http://46.4.60.189 gdje se može vidjeti s kojim Apache poslužiteljima je 
uspostavljena veza. Da bi se eventualno povezali na neki drugi poslužitelj, potrebno je 
napraviti osvježavanje stranice te samim time LVS bi trebalo usmjeriti na neki drugi 
poslužitelj pod pretpostavkom da je prethodni opterećen. 
Na slici je vidljivo da su s osvježavanjem prošla sva četiri Apache poslužitelja te da 
„Round Robin“ metoda balansiranja radi. Na Slici 31. prvo spajanje uspostavlja se s 
poslužiteljem rednog broja 3. Uzastopnim osvježavanjem stranice LVS se nasumično 
spajao s poslužiteljima 4, 1, 3 i potom 2. 
 





Slika 32. Prikaz Wordpress početne stranice na različitim poslužiteljima. 
Izvor: Autor 
	  




Simulirat će se scenarij pada sustava na jednom od Apache poslužitelja tako što će 
se ciljano ugasiti isti kako bi se vidjelo hoće li web stranica nastavit s radom te što će se 
dogoditi prilikom ponovnog uključenja tog poslužitelja. Ispad iz rada napraviti će se 
zaustavljanjem Apache poslužitelja, točnije HTTPd procesa putem naredbenog retka. 
Prije samog testiranja provjerit će se jesu li su sva četiri Apache poslužitelja vidljiva na 
Piranha web sučelju. 
 
Slika 33. Prikaz routing tablice unutar Piranha web sučelja. 
Izvor: Autor 
Kako je i pretpostavljeno, unutar tablice vidljiva su četiri poslužitelja. Za testiranje 
ugasit će se HTTPd proces na Apache 1 poslužitelju sa sljedećom naredbom u 
naredbenom retku:  
service httpd stop 
	  




Nakon toga radimo ponovnu provjeru unutar Piranha web sučelja. 
 
Slika 34. Prikaz izmijenjene routing tablice unutar Piranha web sučelja. 
Izvor: Autor 
Kao što je vidljivo na Slici 34., Apache 1 s IP adresom 192.168.10.11 nije više 
prikazan unutar routing tablice. Odlaskom na stranicu i njenim osvježavanjem može se 
vidjeti kako se opterećenje nasumično seli između poslužitelja 2, 3 i 4, kao što je i 
očekivano. Zbog svrhe testiranja poslužitelji su numerirani, ali u realnom scenariju, gdje 
toga nema, korisnici ne bi uopće primijetili da je jedan od poslužitelja isključen iz 
mreže. 
Ponovno uključenje Apache 1 poslužitelja izvršava se naredbom:  
service httpd start 
Nakon što sustav otkrije da se poslužitelj vratio u rad, Piranha routing tablicu se 
osvježi, Apache 1 poslužitelj ponovno postane vidljiv te se može započeti 
prosljeđivanje korisnika prema njemu. 
Na ovaj način, odnosno isključivanjem pojedinih poslužitelja, mogu se izvršavati 
ključne nadogradnje istih i promjene na web stranici bez da stranica bude nedostupna 
korisnicima. 
	  




8.2. Ispad iz rada aktivnog LVS poslužitelja 
U ovom testiranju simulirat će se gašenje LVS1 poslužitelja i vidjet će se hoće li 
sukladno konfiguraciji LVS2 poslužitelj preuzeti njegovu ulogu i u kojem vremenskom 
periodu. 
 
Slika 35. Prikaz ip addr show naredbom na LVS1 poslužitelju. 
Izvor: Autor 
Kako je očekivano te vidljivo na Slici 35., LVS1 koristi 192.168.10.20 
prethodno podešenu virtualnu IP adresu. 
Simulacija prestanka rada LVS1 poslužitelja bit će napravljena tako da se zaustavi 
„HeartBeat“ proces na LVS1 poslužitelju i na taj način aktivira LVS2 koji bi trebao 
preuzeti virtualnu IP adresu kako bi nastavio s radom. Zaustavljanje „HeartBeat“ 
procesa izvršava se naredbom: 
service pulse stop 
	  





Nakon što je proces na LVS1 poslužitelju zaustavljen, LVS2 poslužitelj postat će 
aktivan nakon 20 sekundi definiranih u konfiguraciji redundancije. Provjerom mrežnog 
priključka na LVS2 poslužitelju vidi se da je virtualna IP adresa prešla na njega i 
postala aktivna. Provjerom web stranice sve je nastavilo s radom i balansiranjem po 
Apache poslužiteljima bez da su korisnici primijetili poteškoće u radu. 
 










9. ZAKLJUČAK  
U današnje vrijeme, vrijeme interneta, ljudi iznimnu količinu vremena provode 
koristeći internetske servise. Bilo to čitanje vijesti, interakcija s prijateljima putem 
društvenih mreža ili korištenje raznih servisa poput web trgovina i internetskog 
plaćanja, korisnik želi do informacija doći odmah u željenom trenu. Jedan krivi korak i 
nedostupnost stranice može trajno preselit korisnika na stranice konkurencije, što je za 
poslovanje korak unazad. 
Prilikom testiranja sustava, isključivanjem pojedinih web poslužitelja i 
balansirajućeg poslužitelja, web stranice su i dalje bile dostupne krajnjem korisniku. Na 
taj način osigurava se stabilan rad i opcija segmentirane nadogradnje sustava putem 
privremenog isključivanja pojedinih poslužitelja iz mreže, za vrijeme trajanja 
nadogradnje, bez da se korisnicima za to vrijeme uskraćuje usluga. Ovakvo balansiranje 
opterećenja preko dodatnih poslužitelja opravdano je te je najbolja redundantna opcija 
za internetske stranice. Zbog tehničkih ograničenja iz perspektive računalnih resursa, 
jedan poslužitelj ne može sam nositi veliki teret i zbog tehničkih razloga povremenih 
nadogradnji sustava, ne može uvijek biti dostupan korisniku. Povećavanjem broja 
poslužitelja eksponencijalno smanjujemo opterećenje po poslužitelju te osiguravamo 
sigurniji i stabilniji rad naših usluga. Samim time osiguravamo zadovoljstvo korisnika.  
Iako redundantnost zahtijeva više planiranja i konfiguriranja te povećava trošak, 
neovisno o segmentu poslovanja na internetu ili o poslovnom sektoru općenito, ona je 
neophodna stavka za svaku tvrtku koja dugoročno želi uspjeh i prepoznatljivost u 
pružanju usluga koje će biti iznad očekivanja klijenata. 
S financijskog aspekta, ulaganje u redundantnost kroz omjer uloženog i dobivenog 
dugoročno je veoma isplativo i korisno ako tvrtka ima za to potrebu i mogućnosti. To je 
korak koji osigurava pružanje besprijekorne usluge korisnicima u svakom trenutku. 	  
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