Context. In astronomy, new approaches to process and analyze the exponentially increasing amount of data are inevitable. While classical approaches (e.g. template fitting) are fine for objects of well-known classes, alternative techniques have to be developed to determine those that do not fit. Therefore a classification scheme should be based on individual properties instead of fitting to a global model and therefore loose valuable information. An important issue when dealing with large data sets is the outlier detection which at the moment is often treated problem-orientated. Aims. In this paper we present a method to statistically estimate the redshift z based on a similarity approach. This allows us to determine redshifts in spectra in emission as well as in absorption without using any predefined model. Additionally we show how an estimate of the redshift based on single features is possible. As a consequence we are e.g. able to filter objects which show multiple redshift components. We propose to apply this general method to all similar problems in order to identify objects where traditional approaches fail. Methods. The redshift estimation is performed by comparing predefined regions in the spectra and applying a k nearest neighbor regression model for every predefined emission and absorption region, individually. Results. We estimated a redshift for more than 50% of the analyzed 16,000 spectra of our reference and test sample. The redshift estimate yields a precision for every individually tested feature that is comparable with the overall precision of the redshifts of SDSS. In 14 spectra we find a significant shift between emission and absorption or emission and emission lines. The results show already the immense power of this simple machine learning approach for investigating huge databases such as the SDSS.
Introduction
In the past decades the rapidly increasing amount of available data has been one of the greatest challenges in astronomy. In contrast to the amount of data, the number of techniques and the knowledge how to analyze these large data sets increased only slowly over time. When the first digitial photometric all sky surveys have been performed, the amount of available data was already too large to be inspected manually. With the advent of spectroscopic surveys and additional photometric surveys in multiple wavelengths, the available data volume increased so rapidly that novel approaches are mandatory.
Redshift estimates for photometric and spectroscopic data have been a great challenge for astronomers with regard to huge databases. The HYPERZ photometric code by Bolzonella et al. (2000) focused on the idea of creating synthetical spectra and folding those with the respective filter curves and adjacently comparing the obtained spectral energy distributions with the measured ones. It is obvious that the number of tunable parameters is huge and the fitting can not be performed correctly as additional data points would be required to constraint the models uniquely.
The most common treatment for estimating redshifts is the method of template fitting. Hereby the data of multiple similar objects are combined in order to obtain generalized master templates for all empirically determined classes of objects. By fitting those templates to the spectra, a number of predefined properties such as the redshift for spectroscopy or Sersic index for galaxy profiles, can be individually estimated for every object. By applying all available templates to the data while allowing for some variation in a set of parameters and testing the reliability of every model by computing a reduced χ 2 , the best fitting template is determined. This is equal to an approximation of the similarity of the objects with respect to predefined templates and thus does not allow a discussion of individual properties, even though more detailed information is available.
So far the hugest database in astronomy is the Sloan Digital Sky Survey (SDSS, York et al. 2000) which contains in its current 10th data release (DR10, Ahn et al. 2014 ) photometry for one billion objects and spectra covering the entire optical range for roughly three million objects. As a consequence many statistically motivated approaches have been tested on this gigantic database. In future, surveys such as the Large Synoptical Survey Telescope (LSST, Ivezi et al. 2011) will reach this amount of data in a fraction of the time needed by SDSS. Thus more advanced techniques for handling those immense data streams have to be developed.
Even though the combination of machine learning and astronomy is a new field of research, multiple learning techniques have been applied to automate tasks in astronomy (see Borne 2009; Ball & Brunner 2010) . So far the application on complete astronomical databases as SDSS was limited to very problemoriented solutions (see Laurino et al. 2011; Gieseke et al. 2011; Polsterer et al. 2013) . The general application of such techniques is still a question of current research. With this publication we want to emphasize the power of statistical learning in mining huge databases for exotic objects. Hereby huge refers to a large number of entities and dimensions. In our example we focus on outliers by means of redshift estimations but this can just be seen as a step towards a more generalized statistical approach for analyzing and mining the SDSS and future spectral databases.
The algorithm presented in this paper will solely perform a consistency check on the redshifts estimated by the SDSS pipeline. We therefore assume that the majority of the spectra is fairly well described by one of the templates and thus the estimate of the redshift is reasonably precise. Of course the templates do not describe all kind of objects perfectly, thus at least some will be misfit. The discovery potential of those rare objects in the SDSS spectral database is huge. As the likelihood of finding such misclassified objects is increasing linearly with the data volume one would expect at least a few dozen objects.
The paper is structured as follows: §2 describes the data used for creating and testing our model. In Chapter §3 we will explain the basic approach used in our method in more detail. In §4 we discuss the performance of our method in terms of precision and reliability. The (dis-)advantages of our method as well as an outlook and a discussion of peculiar objects will follow in §5. In a follow-up paper we describe the value-added catalog which gives redshift estimates for all available objects based on specific spectral regions.
The SDSS Spectroscopic Database
For our analysis we are mining the largest available spectroscopic database in astronomy, the SDSS. This survey uses a dedicated 2.5m mirror telescope located at the Apache Point Observatory (New Mexico, USA) to map the northern galactic cap and is a joint project by USA, Japan, Korea and Germany. It is important to mention that depending on the applied learning technique a large number of reference objects with a representative sampling is mandatory. With millions of objects, the SDSS is more than sufficiently large.
Project Description
The telescope was first used to image different stripes of the northern hemisphere in 5 filter bands using the drift scan method. Subsequently the light of interesting objects which was selected by brightness limits and different colors cuts (Eisenstein et al. 2001; Richards et al. 2002; Strauss et al. 2002) was fed via fiber to a low-resolution spectrograph (R/∆R ≈ 2, 000) which covers nearly the entire optical range (3, 600 Å ≤ λ ≤ 10, 000 Å). Note that those selection criteria directly have an impact on the quality of the sampling. Due to the used fibers (diameter of 3 ) the spatial information of the spectra is lost, such that the resulting 2-dimensional spectrum contains only 1-dimensional information. While until 2009 just 640 objects were observed in parallel, the BOSS upgrade allowed to fetch the light of 1,000 objects per observation. In the current DR10 (Ahn et al. 2014 ) more than 3 million spectra were taken of which far more than 2 million are non-stellar sources according to the SDSS-classification.
Data Calibration
In a first step the 2-dimensional data (the spatially convolved 1-dimensional spectral data) was extracted and summed to a 1-dimensional flux profile. A part of the fibers was always pointed to empty regions in the sky in order to allow a location dependent correction of the night sky. As mentioned in the caveats of SDSS, the night sky subtraction can suffer from severe inaccuracy by rapidly changing conditions, e.g. auroral activity. Thus the night sky subtraction leaves a severe signature in some of the spectra, which is sometimes not taken into account correctly in the error estimation. As a consequence faint features in the vicinity of strong night sky emission lines might be artifacts. The 1D-spectra are automatically labeled, flux and wavelength calibrated and eventually combined with potentially pre-existing observed spectra of the same object.
SDSS Redshift Pipeline
In a second step the calibrated spectra were processed via an identification pipeline which assigned a redshift, a classification and a velocity dispersion to the individual spectra (Bolton et al. 2012) . The classification and redshift estimation was hereby performed with a principal component analysis (PCA) of a restframe shifted training sample. A linear combination of eigenspectra were then shifted with respect to flux and wavelength until a minimal residual was reached. The best classificiation/best redshift was then assigned to the spectrum, respectively. The precision of the redshift for a single line is limited by the resolution per pixel (∼ 100 kms −1 ) of the spectrograph but can be improved by estimating it independently for all lines available. This method is extremely efficient for spectra which show the expected behavior and as confirmed by performing a selfconsistency check later on, the quality of the redshift estimate by the SDSS pipeline has a high reliability.
Reference And Test Sample
The analysis of the method was performed on a small subsample of the SDSS data in order to limit the calculation time to a minimum. The analysis of the algorithm is limited to the plates 0266 to 0289 including the exposures of all MJDs. Additionally the sample was restricted to the redshift range between 0.01 ≤ z ≤ 0.5. The selected restriction allows a more reliable predicition of the regression value, as the density of reference targets in the direct neighborhood is sufficiently high. The chosen subsample includes 16,049 spectra in total, the redshift distribution of the spectra can be found in Figure 1. 
Applied Method
The basic idea for estimating the spectroscopic redshift z is to perform a comparison between similar objects. This is done by finding objects which look similar in terms of Euclidean distance and then estimating the regression value of the unknown target by comparing it to the redshifts of the most similar spectra. Thus this method is not able to describe a redshift estimation on its own, it is learning a model from values obtained by the SDSS pipeline.
k Nearest Neighbors (kNN) Regression
Our method is based on a k nearest neighbor (kNN) regression which is commonly used in statistical learning techniques Entire SDSS Subsample (Hastie et al. 2009 ). All spectra have d datapoints and are thus members of a d-dimensional feature space. The reference sample R consists of m entities. Mathematically this sample can be described with,
where x i is the i-th d-dimensional input vector corresponding to the flux value in each pixel and y i is the redshift value z assigned by the SDSS pipeline. The kNN regression is based on calculating similarities in the d-dimensional feature space. For any d-dimensional feature vector s the similarity to a reference object x i can be estimated with distance measure ∆ (x i , s). The most commonly used metrics are:
The impact of the choice of the metric on the final results was only marginally. Therefore we solely use the common Euclidean distance. In general the neighbourhood N k (s) is determined on the basis of the representation of the reference objects x i in the feature space, such that
however here we make use of a modified version:
To retrieve these k neighbours N k (s) of s efficiently we tested the performance of different tree structures. In contrast to the naive expectation the achieved speed up when using kd-trees and ball-trees was negligible compared to the brute force method. This is related to the extremely high number of dimensions. As a consequence only the brute force method is used throughout the paper.
The considered kNN regression is limited to interpolation of values within the reference sample.
Requirements
The method of kNN regression can only work efficiently if the following requirements are met:
1. The majority of redshift estimates by SDSS is correct:
In the following the deviation of the redshift estimation by SDSS in comparison to the correct redshift is assumed to be small. This is verified by comparing our results to the redshifts determined by SDSS. Also one has to keep in mind that for a large fraction of the data the template fitting works quite well and the estimates are fairly reliable.
2. The number of objects in the reference data set is large compared to the dimensionality:
This is already met in our test sub-sample. Nonetheless this is quite surprising as the number of entities is in the order of the number of dimensions (4,000). It appears that the multi-dimensional feature space is sufficiently homogeneously populated with reference objects. Applying this method to the entire database will just strengthen that assumption further.
3. It is possible to distinguish noise from real signals for most of the data:
This requirement is harder to meet as the distinction between signals and noise, especially for low S/N spectral lines, has been a huge challenge for astronomers ever since. In this work we will use an approach that is based on a simple similarity measure used by the type of the applied regression method. The basic assumption is: When a detectable line exists anywhere in the spectrum it should be possible to find similar spectra which, within their errors, have a similar redshift. Those form a sharp distribution around the real value. On the other hand a spectrum that contains pure noise will yield an even distribution of redshift values over the entire tested redshift range and thus the average deviation from the median/mean will be quite high. In the distribution of so called errors, which correspond to the deviation of reference redshifts across similar spectra, one would naively expect a superposition of two behaviors:
The dominant component is a distribution which shows a drop towards higher deviations with a width that is comparable to the sensitivity of the redshift estimation method. This distribution corresponds to estimates based on true absorption/emission lines. Underlying to the first component there is a flatter distribution representing the spectra which contain mostly noise. This will be further discussed in Section 4.
Pre-processing
The pre-processing is needed to make the spectra comparable. Effects like apparent brightness are not important, since we are solely interested in absorption and emission features. Therefore the behavior of the continuum has to be estimated and subtracted.
Regridding
The dispersion resolution between different fibers on a single plate and between the plates themselves differ slightly. In order to always be able to compare the correct wavelength bins, which do not exactly agree with redshift bins, the spectra have to be regridded. We are therefore creating a global grid which is defined by:
where λ is the wavelength in Å for a given pixel position p, with 0 ≤ p < 5, 100. The regridding is performed such that the total flux is conserved.
Continuum Estimation
The determination of the continuum is a very tricky problem which is known to cause difficulties when performing it automatically. For this reason we are not using the traditional continuum estimates (e.g. spline fitting, local weighting of polynomials 1 ) and use a new hybrid method consisting of the following three approaches:
1. fit multiple Gauss model to the data 2. weight penalty function with variance 3. iterate 3 times, perform κ−clipping
In order to save computation time we follow the approach by Gieseke (2011) and use a multiple Gauss decomposition via gradient based optimization. Also this minimizes the risk of overor underestimating the continuum flux as well as over-fitting which can be encountered when applying spline fits. In order to fit the continuum a number of n normalized Gaussians with the same width σ [px] are placed on the dispersion axis with the first Gaussian being placed with an offset ω [px] and all following with a spacing of d [px] . The intensity of every individual Gaussian is parameter to be fitted. In comparison to polynomial and spline fitting the decomposition is less sensitive to individual spectral features and the computational effort is significantly lower. An illustration of the decomposition is shown in Figure 2 . Based on the inital fit which is weighted with respect to the uncertainty ivar (see 3.3.3), the root-mean-square is computed. Afterwards pixel values where the difference between fit and model exceeds κ · RMS are masked out for all future iterations. This is helpful to exclude large-scale deviations and to account for detector or night-sky artifacts.
Adjacently the spectrum is now normalized with respect to the estimated continuum C by a simple min-max-normalization:
such that the continuum of the normalized flux is located between 0 and 1 and the features are normalized with respect to continuum. As only the features are of interest for the following task the continuum is subtracted such that a flat spectrum is obtained. While testing different pre-processing parameters it turned out that the quality of the overall redshift estimate is only marginally depending on the parameters used for estimating the continuum. An overview of the parameters and their impact on computation time and the estimation quality is given in table 1. 
Uncertainties
The SDSS spectra are affected by several uncertainties originating from the night sky, detector inefficencies and read-out noise which are quantified pixel-wise by the inverse variance ivar which is corresponds to the noise uncertainty σ by
After renormalizing ivar with respect to the continuum as described above, the extracted signal-to-continuum spectra are divided by 3σ in order to normalize the noise to values between -1 and 1, those will be called normalized S/N spectra (NSN-spectra hereafter). As a consequence the contrast between real signals and noise is further increased and artifacts originating from a bad sky subtraction/bad pixel are heavily suppressed.
Feature extraction
To extract the feature vectors we split the spectra into positive and negative flux components with respect to the fitted contin-uum. Thereby we create two feature vectors per spectrum. This simplification allows to keep the entire redshift-dependent information while no longer being dependent on the continuum shape. This separation enables us to estimate individual redshifts for absorption and emission. By extracting subregions of this feature vector we can even obtain redshift information on single spectral regions.
Experiments
We conducted two experiments with a different selection of features and a different reference sample, respectively. In the following they will be named Experiment 1 and 2.
Description of experiments
Both runs have been done on the full set of NSN-spectra. For the first experiment we applied the algorithm to the entire spectra and just discriminated between absorption/emission. In the second experiment we limited the dimensionality of the feature vector by just comparing specific spectral regions where features are expected for the redshift given by SDSS. Naively one would expect a high precision in the former method as the full information content is available and thus the confusion between features of different origin (e.g. misidentifying H β as H α ) should be fairly low. Other emission/absorption signature are available to cross-validate the redshift and hence minimize the probability of confusion. On the other hand the obtained gloabl regression value is just valid for the entire spectrum and thus generalizes the information content too heavily.
For this reason a second experiment was conducted with a comparison restricted to single regions where prominent emission/absorption signatures are expected. We assume that the redshift of SDSS is correct for the entire spectrum but we search for redshift deviations of individual components. As confusion will have a significant impact on the determination of the redshift we restrict the redshift deviation of the reference sample to a spectral window w defined by
where f is the allowed deviation from the SDSS redshift in units of the speed of light. A list of the spectral regions that have been taken into account can be found in Table 2 . The free parameter f influences the computational efforts, the chance of confusion (improving for small f ) and the sensitivity to outliers where huge redshift deviations were achieved with large f , respectively. The big disadvantage of the second experiment is that confusion becomes a major issue. Especially for the entire data set it might be wise not to compare spectra to spectra of any redshift as it is likely that, e.g. the [SII] doublet looks similar to the [OIII] doublet which would lead to an obviously wrong regression value. The benefit of this concept is its huge flexibility. Redshifts can now be estimated for individual regions independently and thereby shifts can be detected. A more detailed discussion of the trade-off of confusion and multi-region regression value estimation is given in Section 5. 
Maximum deviation limit
One of the prerequisites in using the kNN approach was that a clear separation between noise and signal can be made. In principle there are two ways to reject spectra with no signal, the pre-and the post-selection. To pre-select one assumes that a signal has a certain shape and exceeds a given S/N limit. This can be simplified further to a measure which compares the average of a spectral region with a nominal value. As this pre-selection requires detailed knowledge about the shape/size/symmetry of spectral features phyisical knowledge about the morphology of lines is required. In order to be independent of physical assumptions 2 the possibilty of a post-selection is chosen. The selected concept is rather easy as one assumes that the deviation of estimates is a distribution which has a maximum value e.g. the point where more than 0.1% of the objects have a redshift that does not agree with the SDSS value. All spectra which have a deviation of the regression value below this maximum deviation limit (MDL) are considered to be objects with a good redshift approximation. An even bigger advantage of this method is that it allows to experiment with this free parameter in the evaluation stage, such that the kNN search is not performed for every individual value of MDL.
Validation strategy
In order to avoid biases in the estimate of the regression value and when tuning the parameters the leave-one-out strategy is used. This means that the closest object (which is always the object itself) is not used for estimating the redshift. This is also important to validate so that spectra without previously known redshifts have a redshift estimate which is as good as for the ones with already known redshift. The fundamental assumption that most SDSS redshifts are correct was already discussed in subsection 3.2. Assuming now that all redshifts are correct we can compute something like a completeness, a correctness and a sensitivity. The completeness is a quite straight-forward measure. It is the fraction of objects for which a redshift could be determined within the respective acceptance limit. In contrast to that the correctness is the fraction of objects where the estimated and the SDSS redshift agree within their errors. Finally the sensitivity gives the reliance of all redshift estimates, i.e. it gives the typical deviation of a redshift estimate. Therefore the standard deviation of the difference between SDSS and estimated redshift of all valid spectral features is computed.
Parameter tuning
Despite the parameters described in the pre-processing step only two parameters have to be fine-tuned for the regression step 3 . Those are the number of k nearest neighbors used for the comparison and the MDL which marks a spectrum to be reliable. With the test strategy described in the previous section this finetuning can be solved on a discrete grid, see Figure 3 . In this plot two separate things are shown, the large scale behavior of the properties on the right side and on the left side a zoom-in to the lowest values of the MDL.
With increasing MDL, which is equal to accepting more noisy spectral features, the properties behave just as expected; while the completeness is increasing, the sensitivity and correctness of the model are decreasing. One can further see that the completeness is a rather flat function up to a MDL of 0.08 where it starts a more rapid, step-wise increase. The regression model breaks already down at a MDL of 0.05 where the sensitity and correctness show a steep decrease. As the increase of the completeness is only very tiny for large values of MDL, we now focus on the region of very tiny values of MDL.
On small scale the completeness is depending on the choice of the MDL and shows a strong increase after increasing the MDL only slightly. Then the behavior becomes very flat and thus the gain by further increasing the MDL is only marginal (when increasing the MDL 5 times, the completeness fraction increases by less than 2% ). It is worth noting that the completeness dependends quite heavily on k. Smaller k values result in a more complete regression model. This indicates that the number of good references is of the order of 10-20 as for larger k values apparently more deviation is introduced in the regression model.
The sensitivity of the regression model is only decreasing in the beginning and follows then a fairly flat behavior with a slightly decreasing tendency. The dependence on the number of used neighbors is only marginal, though one can see that emission is in favor of a low k (little number of reference objects), while the sensitivity of the absorptional redshift is slightly better for higher values of k.
In the end the fraction of outliers on the good regression side is only slightly changing with increasing MDL and k. The decrease over the entire tested range is of the order of 0.5%.
The flat increase in completeness for MDL values larger than 0.001 allows us to minimize the effects on the sensitivity and correctness. The main goal of this publication is to detect outliers instead of giving an as complete redshift estimate as possible. Therefore we analyze the impact of the choice of k on the different testing properties as well. The behavior of those with a fixed vale of MDL of ≈ 0.0015 can be seen in Figure 4 . We will mainly focus on the correctness rate in order to eventually minimize the objects to be investigated manually. By choosing k = 40 we are sacrificing the completeness and the sensitivity of the emission (the effect on absorption is only marginal) in order to minimize the number of objects to be analyzed manually.
Computational efforts
Applying the method described above to the test set is already quite time consuming on a single machine. It is evident that computational effort for 3 Million spectra is multiple times larger than with 16,000, i.e. the complexity of a brute force kNN search , thus the calculation time would already be of the order of a year on a single machine. For future surveys this number will increase even faster such that more efficient approaches have to be found to resolve that problem. To speed up the calculation we parallized the computation of the distances. The results presented here should solely give an overview on what is possible with even the simplest methods when such a huge data amount is available.
As already stated the computational effort is strongly dependening on the number of reference objects used for comparison to and obviously that is one of the most important screws to tune in order to minimize computing time. On the other hand the impact of selection effects is minimized by increasing the number of reference objects which have to be chosen in the most unbiased manner.
Results
For both experiments we could show that for more than 50% of the spectra a redshift could be determined successfully. Additionally we were able to efficiently detect outliers which show a wrong or multiple redshift components. In the following we will discuss both experiments in detail.
Experiment 1
When using the entire spectral range for estimating the redshift, we can obtain redshifts for 56% (emission), 49% (absorption) of the spectra. In Figure 5 the evaluation of the achieved estimation performance is presented. In the second row of each figure one can see the frequency of deviations for emission and absorption, respectively 4 . As expected there is an exponential drop-off and a underlying uniform contribution. The top figure shows respectively the relative deviation (in units of the speed of light) between the redshift by SDSS and the estimated ones. For nearly all of the object with prominent features this (cf. also bottom figures) deviation is below 0.1% c which corresponds roughly to the SDSS resolution.
In emission one can see three groups of outliers, three points between a redshift of 0.2 ≤ z ≤ 0.3 (G1, magenta), a straight line in the lower right of the plot (G2, cyan), and three points that significantly deviate from the expected redshift below a redshift of z ≤ 0.1 (G3, blue dots). The cause for each of the outliers groups is different but anyway well understood. The members of G1 are affected by the lack of reference objects in a comparable redshift range (z > 0.2) which agrees perfectly with the distribution shown in Figure 1 . Thus the nearest neighbors will all have a lower redshift, moving all of those points to this region in the plot. It is worth noting that naively one would expect all of those points to lie on a vertical line as well as the deviation from the reference set should for all objects be the same. In fact it turned out that the lowest point in this group is a truly shifted object. G2 is actually a superposition of the problem just described and was defined earlier as confusion. The confusion occurs since the relative shift in redshift of ∆z ≈ −0.25 corresponds roughly to the shifts between
In this case the respective lines are (due to missing references) misidentified and thus create the described behavior. Therefore spectra with real shifts are likely to be observed close to the vertical green line. They are further discussed in Subsection 5.3. The behavior of the noisy features can be explained by another superposition of two effects. The first group of objects is the one where the relative deviation is fairly low over the entire redshift range. Those objects are the result of the choice of the MDL -they are still estimating the redshift very accurately but were moved to the uncertain features. A large number of spectra can described very nicely with the applied model. This indicates that the MDL 4 Note that the bin width is changing by a factor of 25 from the left to the right side. For this reason the frequency between the two plots is not directly comparable was selected quite conservatively. The rest of the data points in this plot do not show any signal of an emission feature thus they are just a random selection of redshifts from the initial distribution shown in Figure 1 . The distribution of redshifts is fairly well approximated by a Gaussian (mean=0.14 and standard deviation=0.10). The functional form (cf. blue background plot in upper row) is:
In absorption two outliers could be detected which show some anomalies that are well described by the estimated value. In the noisy estimates most redshifts are still fairly reliable, supporting the restrictive limit on the MDL. The precision in absorption is of the same order as the emission, one per mil in units of the speed of light. Obviously the chance of confusion is dramatically smaller than for the emission which is the consequence of the lower number of potential features. Typically in a regular galaxy only three strong absorption features can be observed.
Experiment 2
In contrast to the first experiment the number of potential nearest neighbors of a specific spectral region depends now strongly on the choice of the redshift bin and additionally on the likelihood of the respective feature appearing in a galaxy spectra. This makes it inevitable to discuss the chosen regions individually. To have still a good comparison of the redshift estimates between the different regions, the MDL is set to 0.0015. For the sake of completeness all the figures comparing the noisy and the good features are presented in the Appendix A. Without restricting the results any further the number of potential outliers increased drastically due to the problem of additional confusion with different spectral features as well as to the limited number of used reference objects. Thus in order to remain clarity and minimize the effect of methodological artefacts the deviation/outlier constraint is not just tested for k=40 but for an entire list of nearest neighbors, namely k= [5, 10, 20, 30] . If the MAD violates the MDL or if the estimated redshift agrees in its tolerance with the SDSS redshift for any k, the object is not marked as an outlier. Additionally objects which have redshifts z < 0.05 or z > 0.3 are automatically excluded from the outlier detection algorithm as here the limited number of comparison objects introduces spurious redshifts. As the different regions are biased by different effects they are adjacently discussed in more detail.
In the following we discuss the individual spectral emission and absorption features. Additionally groups and individual outlying spectra are discussed. The plots for all discussed individual spectral features can be found in the Appendix A.1-A.12.
Emission
MgII, NeV For those spectral regions a redshift of z =0.45/0.18 is required to allow for an estimate of the redshift. As the number density of objects is fairly sparse for such high redshifts and additionally the NeV feature does not occur in many of those spectra, none of the redshift estimates can be trusted.
OII This feature does not occur in all star-forming/active galaxies such that less than half of the redshifts estimated could be trusted. Even in this small fraction of objects two outliers were detected which both show an actually shifted [OII]-line which is correctly described by the value determined by us. H δ This spectral feature just appears in emission for starforming/bursting and active galaxies. The number of reference objects exhibiting a clear sign of emission is fairly rare. In the corresponding plot one can see that two straight regions are apparent at ∆z = 0.04/ − 0.04 which are caused by confusion. The remaining object shows some very strong noise in the vicinity of the expected spectral feature.
H γ The only two remaining spectra have a ∆z = −0.032. When investigating the origin of this shift, it appears that the shift is dominated by noise as the number of active and starburst objects (objects which possibly emit strong Balmer lines) in the specific redshift bins is very low (<5). So when selecting the redshift those few objects are strongly dominated by noise. Consequently this feature is not very reliable as long as not a representative reference sample can be selected. Apart from all this confusion there is one regular shift which can not be confirmed due to the lack of other emission features. The MAD for this object (0.0014) is close to the MDL so a lower choice of the MDL would tag this object as unreliable.
The outlier on the very top of the plot was already marked by the first run and is a truly shifted spectral feature. One of the shifts of the remaining two outliers is the result of an H α -line in absorption and emission such that the red [NII]-line was mistaken for it and in the other a very weak [NII] emission line led to confusion with the H α -line.
[SII] The only object marked in the plot was also detected in the H α -line as an outlier. It was already marked as an outlier in Experiment 1.
Absorption
CaII (HK) All three targets highlighted as outlier are all truly shifted spectral features, one of them being the object already detected in the emission estimates of Experiment 1.
Mgb Six of the objects are located on a vertical line around ∆z = −0.06. This corresponds to a misidentification of the Mgb absorption with the H β in absorption. Indeed all highlighted objects show a very prominent H β feature in absorption. Two of the remaining objects have a very strong absorption feature originating from deficient nightsky subtraction, not properly described by ivar. Three objects are active galaxies and show extremly strong emission features in this region. This leads to a misfit of the continuum. In addition the number of active galaxies in the reference sample is not sufficient. The remaining object shows a true shift in the Mgb line.
NaD For seven spectra a shift of the NaD could be confirmed by a manual inspection, for all the others a badly subtracted sky at around λ7,200 was not described correctly by ivar, leading to a very prominent absorption feature which was mistaken for NaD.
Manually Investigated Objects
To validate the estimation method a manual inspection of the outliers is mandatory. A spectrum was investigated if it was selected as an outlier in any of the spectral regions (from Experiment 1 and 2) and if it was not part of one of the vertical lines introduced by confusion. The outliers have different origins which can be roughly classified into three groups: objects with real multiple redshift components (true), objects with detector/nightsky artifacts which were not properly described by ivar (fake) and objects where the redshift estimation simply failed (wrong).
37 objects were eventually investigated manually, three of those haven been marked by several features as outlier. 38% (14) of the outliers are spectra with truely shifted redshift components. In 11 of those the shift between the redshift components is lower than 10, 000 km/s thus those components do certainly have a physical origin. The remaining three spectra of the true class are likely to be superpositions and/or lensed objects. The fake category contains 10 objects where a badly described detector/nightsky artifact was confused with NaD or Mgb absorption. It is impossible to exclude those object previously as there is no unique position/indication of the existence of such a feature. The 13 spectra in the wrong class are mainly a result of a biased reference sample which additionally contains a low number of active and star-bursting galaxies. There is a good chance that the fraction of those objects can be significantly decreased if a more representive reference sample is used for the comparison.
A short summary of all manually investigated objects with identifier, SDSS and estimated redshift can be found in Table A.1.
Discussion
This paper presents a new methodology which performs a redshift estimation based on pre-exisiting SDSS redshifts. The aim is to obtain improved redshift estimates for emission and absorption as well as for individual spectral features. This enables astronomers to detect spectra with mutliple redshift components. The basic principle of the presented method is to perform a selfconsistency check such that objects which look similar should have a comparable redshift.
First of all, it is worth noting that this method performs quite well in estimating the redshift for very different kinds of spectra. The only requirement is that the density of reference objects is reasonably high in the d-dimensional Euclidean space populated by the spectra. Two different approaches were tested: The first approach focuses on the overall behavior of the spectra, thus being less affected by confusion but being less informative. The second approach is focusing on the behavior of predefined regions. Its completeness rate is higher, i.e. more objects with exotic behavior have been found. On the other hand the number of highlighted objects which appear due to methodological ar-tifacts is also increased. In summary both methods yield very interesting objects where the SDSS redshift estimation failed.
Even though the estimates work quite nicely plenty of parameters exist which are tunable and have impact on the final result. In the data pre-processing several models describing the continuum behavior were investigated. The normalization of the spectra with respect to this continuum and their noise might have an effect on the number of true outliers, too. In addition the feature extraction has a severe impact on the final results and might be taylored to certain scientific needs.
In the next step it would be interesting to use other learning approaches (such as support vector regression) or to study the impact of the employed distance function. This might also include not just to compare the pure flux element-wise but e.g. to investigate the deviation per pixel. An even more important factor, which has a severe impact when applying this method to the entire SDSS database is the choice of the reference sample. As a comparison with all existing spectra of the database would end in a non-acceptable computation time, some restrictions on the size of the reference sample must be given. Each redshift bin should contain enough reference objects to minimize systematical effects due to the bias of the sample. This discussion is part of a forthcoming paper where the methodology is applied to the full SDSS spectroscopic database.
In a final step the impact of the mathematical composition of the regression values used in Equation 3 could be investigated. It would further be interesting to study the behavior of different selection measure such that a clearer distinction between noisy and good features can be made. Additionally one could apply a pre-instead of a post-selection to distinguish between signals and noise on the data level. This would make the reduction of the reference sample in the computational step easier, as just reference objects with an existing signal would be used for comparison. On the other hand it would introduce further biases which have to be tuned by the increased number of parameters. Some physical knowledge about the type of signal which is expected would be required.
Finally the outlier detection could be modified. Depending on the scientific use case the trade-off between completeness and sensitivity can be adjusted by using different detection criteria.
Most Prominent Outliers
The most prominent outliers will be shortly described here to emphasize the power of this outlier detection scheme. In Figure 6 one can see the three true objects with the highest velocity offset. While the first two were tagged even independently by the separate runs the last one did not show up in the second experiment as the relative shift between the estimated and the SDSS redshift (0.077 c) exceeds the allowed range of the shift (0.060 c). In the first and last object the model applied by SDSS describes the absorption behavior quite well but the emission features are not described at all such that a second component with a strongly shifted redshift is needed to describe those.
While they quite nicely demonstrate the power of the method these objects are astronomically less interesting. It is likely, due to missing signs of interaction, that those are just simple superpositions of objects. In the i-band of the first object a tiny and asymmetric arc can be seen which could indicate a lensed object. The redshift of the middle object was estimated entirely wrong by SDSS as apparently none of the template models was able to describe the continuum and the line behavior at the same time. The newly estimated redshift on the other hand describes the spectrum quite well. While the new fit does not support the Figure 6 : The three most extreme outliers obtained from our regression model are shown. The green line in the background is the SDSS spectrum with the gray spectrum at the bottom being the typical noise deviation. The red curve shows the fitted spectrum with a redshift as obtained by SDSS, the blue curve is the overlayed spectrum with the redshift as obtained by our regression model. existence of another component it is worth noting that on the SDSS image a clear symmetric arc can be seen at a distance of a few arc-seconds.
Summary Of Outliers
In Table A all outliers found are summarized. Targets where a true feature exists are marked. The possible origins for the existence of multiple redshift components are miscellaneous. For a very high shift between the redshifts the most likely explanation is a chance superposition of two objects. If those are at an according distance to each other and to the observer an arc due to gravitational lensing might be observed. The number of gravitational lenses in the near universe is very limited so far (Muñoz et al. 1998) . Spectra with the velocity shifts between the lines lower than < 10, 000 km/s might be good candidates for being super-massive black hole binaries (SMBHB, Tsalmantza et al. 2011; Fu et al. 2012; Popović 2012) . The kinematics of the broad line region are a very common cause for such observed line shifts as well (Shen et al. 2011) . Eventually one could only discriminate between the different origins by either deep-imaging (lenses) or by follow-up spectroscopy (SMBHB, Liu et al. 2014) . High-resolution imaging in the multiple wavelengths could also distinguish single from multiple sources (e.g. Rodriguez et al. 2009 ).
Future Work
In a next step the presented method will be applied to the entire SDSS spectroscopic data set. On the path to the application the impact of the reference selection has to be investigated and possibly clearer selection criteria for outliers have to be defined.
We obtained now some exotic objects which we can relate to in future outlier catalogs. As we are currently only investigating a small fraction of the database (<1%) a huge number of objects is expected to be marked as outliers for the entire dataset, i.e. that the number of objects to be investigated will be so large (≈5,000) that a manual inspection will be extremely time-consuming. Anyway the discovery potential of this straight forward redshift estimation approach is huge. The applicability to estimate model-independent redshifts of new incoming data was already shown on this simplified and just partially representative sub-sample. Figure A .4: The analysis of the H ,H ζ region is shown. One can see the relative difference in redshift against the SDSS redshift (top), the distribution of the deviations (middle) and a histogram of the relative difference in redshift (bottom 
