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Le Choix du Seuil Optimal pour La File d'Attente Munie
d'une Politique à Temps Partagé Ave Deux-Niveaux
Résumé : Nous étudions la le d'attente munie d'une politique a Temps Partagé ave Deux-
Niveaux "Two Level Proessor Sharing" ave distribution hyper- exponentielle des temps de servie
et ave le proessus d'arrivée Poisson. TLPS est un modèle ommode pour ordonner l'aès aux
ressoures en fontion de la taille dans un réseau TCP/IP. Dans le as où la distribution du temps
de servie est une distribution hyper- exponentielle ave deux phases, nous trouvons une expression
analytique pour le temps de réponse moyen. Aussi nous trouvons une approximation de valeur de
seuil optimal qui réduit au minimum le temps de réponse moyen. Dans le as où la distribution
du temps de servie a plus que deux phases, nous trouvons une borne supérieure pour la fontion
de temps de réponse moyen qui est onditionnée au temps de servie. Nous montrons que quand
la variane de la distribution des temps de servie augmente, le gain dans l'exéution du système
est onsidérable et il n'y a pas de sensibilité au hoix du seuil sous optimal.
Mots-lés : La le d'attente munie d'une politique à Temps Partagées ave Deux-Niveaux,
réseau TCP/IP, distribution hyper-exponentielle, Laplae transforment.
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1 Introdution
It has been known for a long time that a lever sheduling of tasks an signiantly improve
system performane. For instane, Shortest Remaining Proessing Time (SRPT) sheduling dis-
ipline minimizes the expeted sojourn time [15℄. However, SRPT requires to keep trak of all
jobs in the system and also requires the knowledge of the remaining proessing times. These
requirements are often not feasible in appliations. The examples of suh appliations are le size
based dierentiation in TCP/IP networks [3, 9℄ and Web server request dierentiation [10, 11℄.
The Two Level Proessor Sharing (TLPS) sheduling disipline [12℄ helps to overome the
above mentioned requirements. It uses the dierentiation of jobs aording to a threshold on the
attained servie and gives priority to the jobs with small sizes. A detail desription of the TLPS
disipline is presented in the ensuing setion. Of ourse, TLPS provides a sub-optimal mehanism
in omparison with SRPT. Nevertheless, as was shown in [1℄, when the job size distribution has
a dereasing hazard rate, the performane of TLPS with appropriate hoie of threshold is very
lose to optimal. It turns out that the distribution of le sizes in the Internet indeed has a
dereasing hazard rate and often ould be modeled with a heavy-tailed distributions. It is known,
that the heavy-tailed distribution ould be approximated with a hyper-exponential distribution
with a signiant number of phases [5, 8℄. Also in [7℄, it was shown that the hyper-exponential
distribution models well the le size distribution in the Internet. Therefore, in the present work
we analyze the TLPS system with hyper-exponential job size distribution.
The paper organization and main results are as follows. In Setion 2 we provide the model
formulation, main denitions and equations. In Setion 3 we study the TLPS disipline in the
ase of the hyper-exponential job size distribution with two phases. It is known that the Internet
onnetions belong to two distint lasses with very dierent sizes of transfer. The rst lass is
omposed of short HTTP onnetions and P2P signaling onnetions. The seond lass orre-
sponds to downloads (PDF les, MP3 les, MPEG les, et.). This fat provides motivation to
onsider rst the hyper-exponential job size distribution with two phases.
We nd an analytial expression for the expeted sojourn time in the TLPS system. Then, we
present the approximation of the optimal threshold whih minimizes the expeted sojourn time.
We show that the approximated value of the threshold tends to the optimal threshold when the
seond moment of the job size distribution funtion goes to innity.
We show that the use of the TLPS sheduling disipline an lead to 45% gain in the expeted
sojourn time in omparison with the standard Proessor Sharing. We also show that the system
performane is not too sensitive to the hoie of the threshold around its optimal value.
In Setion 4 we analyze the TLPS disipline when the job size distribution is hyper-exponential
with many phases. We provide an expression of the expeted onditional sojourn time as the
solution of a system of linear equations. Also we apply an iteration method to nd the expression
of the expeted onditional sojourn time and using the resulting expression obtain an expliit and
tight upper bound for the expeted sojourn time funtion. In the experimental results we show
that the relative error of the latter upper bound with respet to the expeted sojourn time funtion
is 6-7%.
We study the properties of the expeted sojourn time funtion when the parameters of the
job size distribution funtion are seleted in a suh a way that with the inreasing number of
phases the variane inreases. We show numerially that with the inreasing number of phases
the relative error of the found upper bound dereases. We also show that when the variane of
the job size distribution inreases the gain in system performane inreases and the sensitivity of
the system to the seletion of the optimal threshold value dereases.
We put some tehnial proofs in the Appendix.
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2 Model desription
2.1 Main denitions
We study the Two Level Proessor Sharing (TLPS) sheduling disipline with the hyper-
exponential job size distribution. Let us desribe the model in detail.
Jobs arrive to the system aording to a Poisson proess with rate λ. We measure the job size
in time units. Speially, as the job size we dene the time whih would be spent by the server
to treat the job if there were no other jobs in the system.
Let θ be a given threshold. The jobs in the system that attained a servie less than θ are
assigned to the high priority queue. If in addition there are jobs with attained servie greater than
θ, suh a job is separated into two parts. The rst part of size θ is assigned to the high priority
queue and the seond part of size x−θ waits in the lower priority queue. The low priority queue is
served when the high priority queue is empty. Both queues are served aording to the Proessor
Sharing (PS) disipline.
Let us denote the job size distribution by F (x). By F (x) = 1− F (x) we denote the omple-
mentary distribution funtion. The mean job size is given by m =
∫
∞
0 xdF (x) and the system
load is ρ = λm. We assume that the system is stable (ρ < 1) and is in steady state.
It is known that many important probability distributions assoiated with network tra are
heavy-tailed. In partiular, the le size distribution in the Internet is heavy-tailed.
A distribution funtion has a heavy tail if eǫx(1− F (x))→∞ as x→∞, ∀ǫ > 0. The heavy-
tailed distributions are not only important and prevalent, but also diult to analyze. Often it is
helpful to have the Laplae transform of the job size distribution. However, there is evidently no
onvenient analyti expression for the Laplae transforms of the Pareto and Weibull distributions,
the most ommon examples of heavy-tailed distributions. In [5, 8℄ it was shown that it is possible
to approximate heavy-tailed distributions by hyper-exponential distribution with a signiant
number of phases.
A hyper-exponential distribution FN (x) is a onvex ombination of N exponents, 1 ≤ N ≤ ∞,
namely,
FN (x) = 1−
N∑
i=1
pie
−µix, µi > 0, pi ≥ 0, i = 1, ..., N, and
N∑
i=1
pi = 1. (1)
In partiular, we an onstrut a sequene of hyper-exponential distributions suh that it
onverges to a heavy-tailed distribution [5℄. For instane, if we selet
pi =
ν
iγ1
, µi =
η
iγ2
, i = 1, ..., N,
γ1 > 1,
γ1 − 1
2
< γ2 < γ1 − 1,
where ν = 1/
∑
i=1,..,N i
−γ1 , η = ν/m
∑
i=1,...,N i
γ2−γ1 , then the rst moment of the job size
distribution is nite, but the seond moment is innite when N →∞. Namely, the rst and the
seond moments m and d for the hyper-exponential distribution are given by:
m =
∫
∞
0
x dF (x) =
N∑
i=1
pi
µi
, d =
∫
∞
0
x2 dF (x) = 2
N∑
i=1
pi
µ2i
. (2)
Let us denote
F iθ = pie
−µiθ, i = 1, ..., N. (3)
We note that
∑
i F
i
θ = F (θ). The hyper-exponential distribution has a simple Laplae transform:
LF (x)(s) =
N∑
i=1
piµi
s+ µi
.
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We would like to note that the hyper-exponential distribution has a dereasing hazard rate.
In [1℄ it was shown, that when a job size distribution has a dereasing hazard rate, then with
the seletion of the threshold the expeted sojourn time of the TLPS system ould be redued in
omparison to standard PS system.
Thus, in our work we use hyper-exponential distributions to represent job size distribution
funtions. In partiular, the appliation of the hyper-exponential job size distribution with two
phases is motivated by the fat that in the Internet onnetions belong to two distint lasses with
very dierent sizes of transfer. The rst lass is omposed of short HTTP onnetions and P2P
signaling onnetions. The seond lass orresponds to downloads (PDF les, MP3 les, MPEG
les, et.). So, in the rst part of our paper we look at the ase of the hyper-exponential job size
distribution with two phases and in the seond part of the paper we study the ase of more than
two phases.
2.2 The expeted sojourn time in TLPS system
Let us denote by T
TLPS
(x) the expeted onditional sojourn time in the TLPS system for a
job of size x. Of ourse, T
TLPS
(x) also depends on θ, but for expeted onditional sojourn time
we only emphasize the dependene on the job size. On the other hand, we denote by T (θ) the
overall expeted sojourn time in the TLPS system. Here we emphasize the dependene on θ as
later we shall optimize the overall expeted sojourn time with respet to the threshold value.
To alulate the expeted sojourn time in the TLPS system we need to alulate the time
spent by a job of size x in the rst high priority queue and in the seond low priority queue. For
the jobs with size x ≤ θ the system will behave as the standard PS system where the servie time
distribution is trunated at θ. Let us denote by
Xnθ =
∫ θ
0
nyn−1F (y)dy (4)
the n-th moment of the distribution trunated at θ. In the following setions we will need
X1θ = m−
N∑
i=1
F iθ
µi
, X2θ = 2
N∑
i=1
pi
µ2i
− 2θ
(
m−
N∑
i=1
F iθ
µi
)
− 2
N∑
i=1
F iθ
µ2i
. (5)
The utilization fator for the trunated distribution is
ρθ = λX1θ = ρ− λ
N∑
i=1
F iθ
µi
. (6)
Then, the expeted onditional response time is given by
T
TLPS
(x) =

x
1− ρθ
, x ∈ [0, θ],
W (θ) + θ + α(x − θ)
1− ρθ
, x ∈ (θ,∞).
Aording to [12℄, here (W (θ) + θ)/(1− ρθ) expresses the time needed to reah the low priority
queue. This time onsists of the time θ/(1− ρθ) spent in the high priority queue, where the ow
is served up to the threshold θ, plus the time W (θ)/(1 − ρθ) whih is spent waiting for the high
priority queue to empty. Here W (θ) = λX2θ/(2(1− ρθ)).
The remaining term α(x − θ)/(1− ρθ) is the time spent in the low priority queue. To nd
α(x) we an use the interpretation of the lower priority queue as a PS system with bath arrivals
[4, 14℄. As was shown in [12℄, α′(x) = dα/dx is the solution of the following integral equation
α′(x) = λn
∫
∞
0
α′(y)B(x+ y)dy + λn
∫ x
0
α′(y)B(x− y)dy + bB(x) + 1. (7)
RR n° 6215
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Here n = F (θ)/(1 − ρθ) is the average bath size, B(x) = F (θ + x)/F (θ) is the omplementary
trunated distribution and b = b(θ) = 2λF (θ)(W (θ) + θ)/(1− ρθ) is the average number of jobs
that arrive to the low priority queue in addition to the tagged job.
The expeted sojourn time in the system is given by the following equations:
T (θ) =
∫
∞
0
T
TLPS
(x)dF (x),
T (θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
1
1− ρθ
T
BPS
(θ), (8)
T
BPS
(θ) =
∫
∞
θ
α(x − θ)dF (x) =
∫
∞
0
α′(x)F (x+ θ)dx. (9)
INRIA
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3 Hyper-exponential job size distribution with two phases
3.1 Notations
In the rst part of our work we onsider the hyper-exponential job size distribution with two
phases. Namely, aording to (1) the umulative distribution funtion F (x) for N = 2 is given by
F (x) = 1− p1e
−µ1x − p2e
−µ2x,
where p1 + p2 = 1 and p1, p2 > 0.
The mean job size m, the seond moment d, the parameters F iθ , X
1
θ , X
2
θ and ρθ are dened as
in Setion 2.1 and Setion 2.2 by formulas (2),(3),(5), (6) with N = 2.
We note that the system has four free parameters. In partiular, if we x µ1, ǫ = µ2/µ1, m,
and ρ, the other parameters µ2, p1, p2 and λ will be funtions of the former parameters.
3.2 Expliit form for the expeted sojourn time
To nd T
TLPS
(x) we need to solve the integral equation (7). To solve (7) we use the Laplae
transform based method desribed in [6℄.
Theorem 1. The expeted sojourn time in the TLPS system with the hyper-exponential job size
distribution with two phases is given by
T (θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
m−X1θ
1− ρ
+
b(θ)
(
µ1µ2(m−X1θ )
2 + δρ(θ)F
2(θ)
)
2(1− ρ)F (θ)
(
µ1 + µ2 − γ(θ)F (θ)
) , (10)
where δρ(θ) = 1− γ(θ)(m−X1θ ) = (1− ρ)/(1− ρθ) and γ(θ) = λ/(1− ρθ).
Proof. We an rewrite integral equation (7) in the following way
α′(x) = γ(θ)
∫
∞
0
α′(y)F (x+ y + θ)dy + γ(θ)
∫ x
0
α′(y)F (x− y + θ)dy + b(θ)B(x) + 1,
α′(x) = γ(θ)
∑
i=1,2
F iθe
−µix
∫
∞
0
α′(y)e−µiydy + γ(θ)
∫ x
0
α′(y)F (x− y + θ)dy + b(θ)B(x) + 1.
We note that in the latter equation
∫
∞
0
α′(y)e−µiydy, i = 1, 2 are the Laplae transforms of α′(y)
evaluated at µi, i = 1, 2. Denote
Li =
∫
∞
0
α′(y)e−µiydy, i = 1, 2.
Then, we have
α′(x) = γ(θ)
∑
i=1,2
F iθLie
−µix + γ(θ)
∫ x
0
α′(y)F (x− y + θ)dy + b(θ)B(x) + 1.
Now taking the Laplae transform of the above equation and using the onvolution property, we
get
Lα′(s) = γ(θ)
∑
i=1,2
F iθLi
s+ µi
+ γ(θ)
∑
i=1,2
F iθLα′(s)
s+ µi
+
b(θ)
F (θ)
∑
i=1,2
F iθ
s+ µi
+
1
s
,
=⇒ Lα′(s)
1− γ(θ) ∑
i=1,2
F iθ
s+ µi
 = γ(θ) ∑
i=1,2
F iθLi
s+ µi
+
b(θ)
F (θ)
∑
i=1,2
F iθ
s+ µi
+
1
s
.
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Here Lα′(s) =
∫
∞
0
α′(x)e−sxdx is the Laplae transform of α′(x). Let us note that
Lα′(µi) = Li, i = 1, 2. Then, if we substitute into the above equation s = µ1 and s = µ2, we an
get L1 and L2 as a solution of the linear system
L1 =
1(
µ1 + µ2 − γ(θ)F (θ)
)
δρ(θ)
(
b(θ)
2F (θ)
(
µ2(m−X1θ ) + δρ(θ)F (θ)
))
+
1
µ1δρ(θ)
,
L2 =
1(
µ1 + µ2 − γ(θ)F (θ)
)
δρ(θ)
(
b(θ)
2F (θ)
(
µ1(m−X1θ ) + δρ(θ)F (θ)
))
+
1
µ2δρ(θ)
.
Next we need to alulate T
BPS
(θ).
T
BPS
(θ) =
∫
∞
0
α′(x)F (x+ θ)dx =
∫
∞
0
α′(x)
∑
i=1,2
F iθe
−µixdx =
∑
i=1,2
F iθLi,
T
BPS
(θ) =
1− ρθ
1− ρ
m−X1θ + b(θ)
(
µ1µ2(m−X1θ )
2 + δρ(θ)F
2(θ)
)
2F (θ)
(
µ1 + µ2 − γ(θ)F (θ)
)
 .
Finally, by (8) we have (10).
3.3 Optimal threshold approximation
We are interested in the minimization of the expeted sojourn time T (θ) with respet to θ. Of
ourse, one an dierentiate the exat analyti expression provided in Theorem 1 and set the result
of the dierentiation to zero. However, this will give a transendental equation for the optimal
value of the threshold.
In order to nd an approximate solution of T
′
(θ) = dT (θ)/dθ = 0, we shall approximate the
derivative T
′
(θ) by some funtion T˜ ′(θ) and obtain a solution to T˜ ′(θ˜opt) = 0.
Sine in the Internet onnetions belong to two distint lasses with very dierent sizes of
transfer (see Setion 2.1), then to nd the approximation of T
′
(θ) we onsider a partiular ase
when µ2 << µ1. Let us introdue a small parameter ǫ suh that
µ2 = ǫµ1, ǫ→ 0, p1 = 1−
ǫ (mµ1 − 1)
1− ǫ
, p2 =
ǫ (mµ1 − 1)
1− ǫ
.
We note that when ǫ→ 0 the seond moment of the job size distribution goes to innity.
We then verify that θ˜opt indeed onverges to the minimum of T (θ) when ǫ→ 0.
Lemma 2. The following inequality holds: µ1ρ > λ.
Proof. Sine p1 > 0 and p2 > 0, we have the following inequality mµ1 > 1. Then, m >
1
µ1
.
Taking into aount that λm = ρ we get ρ
λ
> 1
µ1
. Consequently, we have that µ1ρ > λ.
Proposition 3. The derivative of T (θ) an be approximated by the following funtion:
T˜ ′(θ) = −e−µ1θµ1c1 + e
−µ2θµ2c2,
where
c1 =
λ(mµ1 − 1)
µ1(µ1 − λ)(1 − ρ)
, c2 =
λ(mµ1 − 1)
(µ1 − λ)2
. (11)
Namely,
T
′
(θ)− T˜ ′(θ) = O(µ2/µ1).
INRIA
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Proof. Using the analytial expression for both T
′
(θ) and T˜ ′(θ), we get the Taylor series for
T
′
(θ) − T˜ ′(θ) with respet to ǫ, whih shows that indeed
T
′
(θ)− T˜ ′(θ) = O(ǫ).
Thus we have found an approximation of the derivative of T (θ). Now we an nd an approxi-
mation of the optimal threshold by solving the equation T˜ ′(θ) = 0.
Theorem 4. Let θopt denote the optimal value of the threshold. Namely, θopt = argmin T (θ).
The value θ˜opt given by
θ˜opt =
1
µ1 − µ2
ln
(
(µ1 − λ)
µ2(1 − ρ)
)
approximates θopt so that T
′
(θ˜opt) = o(µ2/µ1).
Proof. Solving the equation
T˜ ′(θ) = 0,
we get an analyti expression for the approximation of the optimal threshold:
θ˜opt = −
1
µ1(1 − ǫ)
ln
(
ǫ
µ1(1 − ρ)
(µ1 − λ)
)
=
1
µ1 − µ2
ln
(
(µ1 − λ)
µ2(1− ρ)
)
.
Let us show that the above threshold approximation is greater than zero. We have to show
that
(µ1−λ)
µ2(1−ρ)
> 1. Sine µ1 > µ2 and µ1ρ > λ (see Lemma 2), we have
µ1 > µ2
=⇒ µ1(1 − ρ) > µ2(1− ρ)
=⇒ λ < µ1ρ < µ1 − µ2(1− ρ)
=⇒ (µ1 − λ) > µ2(1− ρ).
Expanding T
′
(θ˜opt) as a power series with respet to ǫ gives:
T
′
(θ˜opt) = ǫ
2(const0 + const1 ln ǫ+ const2 ln
2 ǫ),
where consti, i = 1, 2 are some onstant values
1
with respet to ǫ. Thus,
T
′
(θ˜opt) = o(ǫ) = o(µ2/µ1),
whih ompletes the proof.
In the next proposition we haraterize the limiting behavior of T (θopt) and T (θ˜opt) as ǫ→ 0.
In partiular, we show that T (θ˜opt) tends to the exat minimum of T (θ) when ǫ→ 0.
Proposition 5.
lim
ǫ→0
T (θopt) = lim
ǫ→0
T (θ˜opt) =
m
1− ρ
− c1,
where c1 is given by (11).
1
The expressions for the onstants consti are umbersome and an be found using Maple ommand series.
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Proof. We nd the following limit, when ǫ→ 0:
lim
ǫ→0
T (θ) =
m
1− ρ
−
λ(mµ1 − 1)
µ1(µ1 − λ)(1− ρ)
+
λ(mµ1 − 1)e
−µ1θ
µ1(µ1 − λ)(1 − ρ)
,
lim
ǫ→0
T (θ) =
m
1− ρ
− c1 + c1e
−µ1θ,
where c1 is given by (11). Sine the funtion limǫ→0 T (θ) is a dereasing funtion, the optimal
threshold for it is θopt =∞. Thus,
lim
ǫ→0
T (θopt) = lim
θ→∞
lim
ǫ→0
T (θ) =
m
1− ρ
− c1.
On the other hand, we obtain
lim
ǫ→0
T (θ˜opt) =
m
1− ρ
− c1,
whih proves the proposition.
3.4 Experimental results
In Figure 1-2 we show the plots for the following parameters: ρ = 10/11 (default value),m = 20/11,
µ1 = 1, µ2 = 1/10, so λ = 1/2 and ǫ = µ2/µ1 = 1/10. Then, p1 = 10/11 and p2 = 1/11.
In Figure 1 we plot T (θ), T
PS
and T (θ˜opt). We note, that the expeted sojourn time in
the standard PS system T
PS
is equal to T (0). We observe that T (θ˜opt) orresponds well to the
optimum even though ǫ = 1/10 is not too small.
Let us now study the gain that we obtain using TLPS, by setting θ = θ˜opt, in omparison with
the standard PS. To this end, we plot the ratio g(ρ) =
T
PS
−T (eθopt)
T
PS in Figure 2. The gain in the
system performane with TLPS in omparison with PS strongly depends on ρ, the load of the
system. One an see, that the gain of the TLPS system with respet to the standard PS system
goes up to 45% when the load of the system inreases.
To study the sensitivity of the TLPS system with respet to θ, we nd the gain of the TLPS
system with respet to the standard PS system, we plot in Figure 2 g1(ρ) =
T
PS
−T ( 3
2
eθopt)
T
PS and
g2(ρ) =
T
PS
−T ( 1
2
eθopt)
T
PS . Thus, even with the 50% error of the θ˜opt value, the system performane is
lose to optimal.
One an see that it is beneial to use TLPS instead of PS in the ase of heavy and moderately
heavy loads. We also observe that the optimal TLPS system is not too sensitive to the hoie of
the threshold near its optimal value, when the job size distribution is hyper-exponential with two
phases. Nevertheless, it is better to hoose larger rather than smaller values of the threshold.
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4 Hyper-exponential job size distribution with more than
two phases
4.1 Notations
In the seond part of the presented work we analyze the TLPS disipline with the hyper-
exponential job size distribution with more than two phases. As was shown in [5, 7, 8℄, the hyper-
exponential distribution with a signiant number of phases models well the le size distribution
in the Internet. Thus, in this setion as the job size distribution we take the hyper-exponential
funtion with many phases. Namely, aording to (1),
F (x) = 1−
N∑
i=1
pi e
−µi x,
N∑
i=1
pi = 1, µi > 0, pi ≥ 0, i = 1, ..., N, 1 < N ≤ ∞.
In the following we shall write simply
∑
i instead of
∑N
i=1.
The mean job size m, the seond moment d, the parameters F iθ , X
1
θ , X
2
θ and ρθ are dened as
in Setion 2.1 and Setion 2.2 by formulas (2),(3),(5), (6) for any 1 ≤ N ≤ ∞. The formulas
presented in Setion 2.2 an still be used to alulate b(θ), B(x), W (θ), γ(θ), δρ(θ), T
TLPS
(x),
T (θ).
We shall also need the following operator notations:
Φ1(β(x)) = γ(θ)
∫
∞
0
β(y)F (x+ y + θ)dy + γ(θ)
∫ x
0
β(y)F (x − y + θ)dy, (12)
Φ2(β(x)) =
∫
∞
0
β(y)F (y + θ)dy (13)
for any funtion β(x). In partiular, for some given onstant , we have
Φ1(c) = c γ(θ)(m−X1θ ) = c q, (14)
Φ2(c) = c (m−X1θ ), (15)
where
q = γ(θ)(m−X1θ ) =
λ(m−X1θ )
1− ρθ
=
ρ− ρθ
1− ρθ
< 1. (16)
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The integral equation (7) an now be rewritten in the form
α′(x) = Φ1(α
′(y))+
b(θ)
F (θ)
F (x+ θ) + 1. (17)
and equation (9) for T
BPS
(θ) takes the form
T
BPS
(θ) = Φ2(α
′(x)). (18)
4.2 Linear system based solution
Similarly to the rst part of the proof of Theorem 1, we obtain the following proposition.
Proposition 6.
T
BPS
(θ) =
∑
i
F iθLi,
with
Li = L
∗
i +
1
δρ(θ)µi
,
where the L∗i are the solution of the linear system
L∗p
(
1− γ(θ)
∑
i
F iθ
λp + µi
)
= γ(θ)
∑
i
F iθL
∗
i
λp + µi
+
b(θ)
F (θ)
∑
i
F iθ
λp + µi
, p = 1, ..., N. (19)
Unfortunately, the system (19) does not seem to have a tratable nite form analyti solution.
Therefore, in the ensuing subsetions we proposed an alternative solution based on an operator
series and onstrut a tight upper bound.
4.3 Operator series form for the expeted sojourn time
Sine the operator Φ1 is a ontration [3, 4℄, we an iterate equation (17) starting from some
initial point α′0. The initial point ould be simply a onstant. As shown in [3, 4℄ the iterations
will onverge to the unique solution of (17). Speially, we make iterations in the following way:
α′n+1(x) = Φ1(α
′
n(x))+
b(θ)
F (θ)
F (x+ θ) + 1, n = 0, 1, 2, ... (20)
At every iteration step we onstrut the following approximation of T
BPS
(θ) aording to (18):
T
BPS
n+1 (θ) = Φ2(α
′
n+1(x)). (21)
Using (20) and (21), we an onstrut the operator series expression for the expeted sojourn
time in the TLPS system.
Theorem 7. The expeted sojourn time T (θ) in the TLPS system with the hyper-exponential job
size distribution is given by
T (θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
m−X1θ
1− ρ
+
b(θ)
F (θ)(1 − ρθ)
(
∞∑
i=0
Φ2
(
Φi1(F (x+ θ))
))
. (22)
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Proof. From (20) we have
α′n = q
nα′0 +
n−1∑
i=1
qi +
b(θ)
F (θ)
n−1∑
i=1
Φi1(F (x+ θ)) +
b(θ)
F (θ)
F (x+ θ) + 1,
and then from (21) and (14) it follows, that
T
BPS
n (θ) = (m−X
1
θ )
(
qnα′0 +
n−1∑
i=0
qi
)
+
b(θ)
F (θ)
(
Φ2
(
n−1∑
i=0
Φi1(F (x + θ))
))
.
Using the fats (see (16)):
1. q < ρ < 1 =⇒ qn → 0 as n→∞,
2.
∞∑
i=0
qi =
1
1− q
=
1− ρθ
1− ρ
,
we onlude that
T
BPS
(θ) = lim
n→∞
T
BPS
n (θ) = (m−X
1
θ )
(
1− ρθ
1− ρ
)
+
b(θ)
F (θ)
(
∞∑
i=0
Φ2
(
Φi1(F (x+ θ))
))
.
Finally, using (8) we obtain (22).
The resulting formula (22) is diult to analyze and does not have a lear analyti expression.
Using this result in the next subsetion we nd an approximation,whih is also an upper bound,
of the expeted sojourn time funtion in a more expliit form.
4.4 Upper bound for the expeted sojourn time
Let us start with auxiliary results.
Lemma 8. For any funtion β(x) ≥ 0 with βj =
∫
∞
0
β(x)e−µixdx,
if
d(βjµj)
dµj
≥ 0, j = 1, ..., N it follows, that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) .
Proof. See Appendix.
Lemma 9. For the TLPS system with the hyper-exponential job size distribution the following
statement holds:
Φ2 (Φ1(α
′(x))) ≤ qΦ2 (α
′(x)) . (23)
Proof. We dene α′j =
∫
∞
0 α
′(x)e−µjxdx, j = 1, ...N . As was shown in [14℄, α′(x) has the
following struture:
α′(x) = a0 +
∑
k
ake
−bkx, a0 ≥ 0, ak ≥ 0, bk > 0, k = 1, ..., N.
Then, we have that α′(x) ≥ 0 and
α′j =
a0
µj
+
∑
k
ak
bk + µj
, j = 1, ..., N,
=⇒
d(α′jµj)
dµj
=
∑
k
ak
bk + µj
−
∑
k
akµj
(bk + µj)2
=
∑
k
akbk
(bk + µj)2
≥ 0, j = 1, ..., N,
as ak ≥ 0, bk > 0, k = 1, ..., N . So, then, aording to Lemma 8 we have (23).
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Let us state the following Theorem:
Theorem 10. An upper bound for the expeted sojourn time T (θ) in the TLPS system with the
hyper-exponential job size distribution funtion with many phases is given by Υ(θ):
T (θ) ≤ Υ(θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
m−X1θ
1− ρ
+
b(θ)
F (θ)(1 − ρ)
∑
i,j
F iθ F
j
θ
µi + µj
. (24)
Proof. Aording to the reursion (20) we have for α′n(x) we approximate α
′(x) with the funtion
α˜′(x), whih satises the following equation:
α˜′(x) = α˜′(x)Φ1(1) +
b(θ)
F (θ)
F (x + θ) + 1.
Then, aording to (14) we an nd the analytial expression for α˜′(x):
α˜′(x) = qα˜′(x) +
b(θ)
F (θ)
F (x + θ) + 1,
=⇒ α˜′(x) =
1
1− q
(
b(θ)
F (θ)
F (x+ θ) + 1
)
.
We take Υ
BPS
(θ) = Φ2(α˜
′(x)) as an approximation for T
BPS
(θ) = Φ2(α
′(x)). Then
Υ
BPS
(θ) = Φ2(α˜
′(x)) =
(m−X1θ )
1− q
+
b(θ)
F (θ)
Φ2(F (x+ θ)) =
(m−X1θ )
1− q
+
b(θ)
F (θ)
∑
i,j
F iθ F
j
θ
µi + µj
.
Let us prove, that
T
BPS
(θ) ≤ Υ
BPS
(θ),
or equivalently
T
BPS
(θ) −Υ
BPS
(θ) = Φ2(α
′(x)) − Φ2(α˜
′(x)) ≤ 0.
Let us look at
Φ2(α
′(x))− Φ2(α˜
′(x)) =
= Φ2(Φ1(α
′(x))) + Φ2
(
b(θ)
F (θ)
F (x+ θ) + 1
)
−
(
qΦ2(α˜
′(x)) + Φ2
(
b(θ)
F (θ)
F (x+ θ) + 1
))
= Φ2(Φ1(α
′(x))) − qΦ2(α
′(x)) + q (Φ2(α
′(x))− Φ2(α˜
′(x)))
=⇒
Φ2(α
′(x))− Φ2(α˜
′(x)) =
1
1− q
(Φ2(Φ1(α
′(x))) − qΦ2(α
′(x))) .
And from Lemma 9 and formula (8) we onlude that (24) is true.
In this subsetion we found the analytial expression of the upper bound of the expeted sojourn
time in the ase when the job size distribution is a hyper-exponential funtion with many phases.
In the experimental results of the following subsetion we show that the obtained upper bound
is also a lose approximation. The analyti expression of the upper bound whih we obtained is
more lear and easier to analyze then the expression of the expeted sojourn time. It ould be
used in the future researh on TLPS model.
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4.5 Experimental results
We alulate T (θ) and Υ(θ) for dierent numbers of phases N of the job size distribution
funtion. We take N = 10, 100, 500, 1000. To alulate T (θ) we nd the numerial solution of the
system of linear equations (19) using the Gauss method. Then using the result of Proposition 6
we nd T (θ). For Υ(θ) we use equation (24).
As was mentioned in Subsetion 2.1, by using the hyper-exponential distribution with many
phases, one an approximate a heavy-tailed distribution. In our numerial experiments, we x ρ,
m, and selet pi and µi in a suh a way, that by inreasing the number of phases we let the seond
moment d (see (2)) inrease as well. Here we take
ρ = 10/11, λ = 0.5, pi =
ν
i2.5
, µi =
η
i1.2
, i = 1, ..., N.
In partiular, we have ∑
i
pi = 1, =⇒ ν =
1∑
i i
−2.5
,∑
i
pi
µi
= m, =⇒ η =
ν
m
∑
i
i−1.3.
In Figure 3 one an see the plots of the expeted sojourn time and its upper bound as funtions
of θ when N varies from 10 up to 1000. In Figure 4 we plot the relative error of the upper bound
∆(θ) =
Υ(θ)− T (θ)
T (θ)
,
when N varies from 10 up to 1000. As one an see, the upper bound (24) is very tight.
We nd the maximum gain of the expeted sojourn time of the TLPS system with respet to
the standard PS system. The gain is given by g(θ) = T
PS
−T (θ)
T
PS . Here T
PS
is an expeted sojourn
time in the standard PS system. Let us notie, that T
PS
= T (0).
The data and results are summarized in Table 1.
N η d θopt maxθ g(θ) maxθ ∆(θ)
10 0.95 7.20 5 32.98% 0.0640
100 1.26 32.28 12 45.75% 0.0807
500 1.40 113.31 21 49.26% 0.0766
1000 1.44 200.04 26 50.12% 0.0743
Table 1: Inreasing the number of phases
With the inreasing number of phases we observe that
1. the seond moment d inreases;
2. the maximum gain maxθ g(θ) in expeted sojourn time in omparison with PS inreases;
3. the relative error of the upper bound ∆(θ) with the expeted sojourn time dereases after
the number of phases beomes suiently large;
4. the sensitivity of the system performane with respet to the seletion of the sub-optimal
threshold value dereases.
Thus the TLPS system produes better and more robust performane as the variane of the
job size distribution inreases.
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Figure 3: The expeted sojourn time T (θ) and
its upper bound Υ(θ)) for N = 10, 100, 500,
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Figure 4: The relative error
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500, 1000
5 Conlusion
We analyze the TLPS sheduling mehanism with the hyper-exponential job size distribution
funtion.
In Setion 3 we analyze the system when the job size distribution funtion has two phases and
nd the analytial expressions of the expeted onditional sojourn time and the expeted sojourn
time of the TLPS system.
Connetions in the Internet belong to two distint lasses: short HTTP and P2P signaling
onnetions and long downloads suh as: PDF, MP3, and so on. Thus, aording to this obser-
vation, we onsider a speial seletion of the parameters of the job size distribution funtion with
two phases and nd the approximation of the optimal threshold, when the variane of the job size
distribution goes to innity.
We show, that the approximated value of the threshold tends to the optimal threshold, when
the seond moment of the distribution funtion goes to innity. We found that the gain of the
TLPS system ompared to the standard PS system ould reah 45% when the load of the system
inreases. Also the system is not too sensitive to the seletion of the optimal value of the threshold.
In Setion 4 we have studied the TLPS model when the job size distribution is a hyper-
exponential funtion with many phases. We provide an expression of the expeted onditional
sojourn time as a solution of the system of linear equations. Also we apply the iteration method
to nd the expression of the expeted onditional sojourn time in the form of operator series and
using the obtained expression we provide an upper bound for the expeted sojourn time funtion.
With the experimental results we show that the upper bound is very tight and ould be used as
an approximation of the expeted sojourn time funtion. We show numerially, that the relative
error between the upper bound and expeted sojourn time funtion dereases when the variation
of the job size distribution funtion inreases. The obtained upper bound ould be used to identify
an approximation of the optimal value of the optimal threshold for TLPS system when the job
size distribution is heavy-tailed.
We study the properties of the expeted sojourn time funtion, when the parameters of the
job size distribution funtion are seleted in suh a way, that it approximates a heavy-tailed
distribution as the number of phases of the job size distribution inreases. As the number of
phases inreases the gain of the TLPS system ompared with the standard PS system inreases
and the sensitivity of the system with respet to the seletion of the optimal threshold dereases.
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6 Appendix: Proof of Lemma 8
Let us take any funtion β(x) > 0 and dene βj =
∫
∞
0
β(x)e−µjxdx, j = 1, ..., N. Let us show
for β(x) ≥ 0 that if
d(βjµj)
dµj
≥ 0, j = 1, ..., N, then it follows that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) .
As ∫
∞
0
∫ x
0
β(y)F (x− y + θ)F (x+ θ)dydx =
∫
∞
0
∫
∞
0
β(y)F (x1 + θ)F (x1 + y + θ)dx1dy
and
Φ2(Φ1(β(x))) = γ(θ)
∫
∞
0
∫
∞
0
β(y)F (x+ y + θ)F (x+ θ)dydx
+γ(θ)
∫
∞
0
∫ x
0
β(y)F (x− y + θ)F (x + θ)dydx,
then
Φ2(Φ1(β(x))) = 2γ(θ)
∫
∞
0
∫
∞
0
β(x)F (x+ θ)F (x+ y + θ)dydx =
= 2γ(θ)
∫
∞
0
β(x)
∑
i,j
F iθF
j
θ
µi + µj
e−µjxdx = 2γ(θ)
∑
i,j
F iθF
j
θ
µi + µj
βj .
Also for Φ2 (β(x)), taking into aount that q = γ(θ)
∑
i
F i
θ
µi
, we obtain
qΦ2 (β(x)) = γ(θ)
∑
i
F iθ
µi
∑
j
F jθ
∫
∞
0
β(x)e−µjxdx = γ(θ)
∑
i,j
F iθF
j
θ
µi
βj .
Thus, a suient ondition for the inequality Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) to be satised is that
for every pair i, j:
2
µi + µj
βj +
2
µj + µi
βi ≤
1
µi
βj +
1
µj
βi ⇐⇒ −(βjµj − βiµi)(µj − µi) ≤ 0.
The inequality is indeed satised when βjµj is an inreasing funtion of µj . We onlude that
Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)), whih proves Lemma 8.
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