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The motivation for this particular project came (1) as a
result of the many queries from high school students as to the
nature of and the derivation of the mantissa of a logarithm and (2)
because of the recommendation of the Report of the Commission
on Mathematics that the limit concept of an infinite geometric
series be treated in the high school. 1 To carry out this re
commendation affords both the teacher and the student a wonderful
opportunity to explore the domain of logarithms usually reserved
for more advanced courses in mathematics.
I must hasten to say, however, that this project does not
propose to venture anything new on the subject of logarithms.
It is, instead, the hope of the writer that, as a result of this
investigation, and the further study it necessitated on subject, he
will be in a state of academic preparedness ~ouvoir la porte” for
the student and at least provide him with a satisfactory intro
duction to~.that fascinating world of power series, the means by
which many of our logarithms are derived.
‘Commission on Mathematics, Program for College Preparatory
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The following list of definitions and symbols will be em
ployed in the treatment of this thesis.
Symbols
equal, equals, is equal to
is not equal to
> is greater than
L is less than






.~ approaches or tends toward
3 there exist
summation
jnj absolute value of n or modulus of n
read 1tlelta y” denotes change in y
~ X read ‘delta x” denotes change in x
integral sign, sign of integration
1
2
n denotes the natural logarithm of which uses the irra
tional number ‘e’ as base.
denotes the common logarithm of n which uses the
number 10 as base.
Definitions
Definitio~4~ Logarithm - If n, b, and x are three numbers )
(l)n~bx
the exponent x is said to be the logarithm of
nto the base b, which we write (2) log~nx.
Definition 2. Common Logarithm of n- If n and y are two
numbers 3
(3) lO~’~n
the exponent y is said to be the logarithm of
n to the base 10, which we write
(4) log10 n=y.
Definition 3. ~e” - The letter ‘e’ is used to denote the irra
tional number 2.71828...
Definition 4. Natural Logarithm of n - If n and v are two
numbers 3
(5) ne’1
the exponent v is said to be the logarithm of
n to the base e, which we write
(6) Inn~v.
Definition 5. Sequence. A sequence is a succession of terms
formed according to some fixed rule or law.
For example,
1,4,9,16, 25~ ... 5
arid -1, -x, -x,
2 34 5
Definition 6. Series- A series is the indicated sum of the
terms of a sequence. Thus, from the above
sequences we obtain the series
1+ 4+ 9+ 16+ 25*...
l~x+x2x3÷ x4 -X5 +...
2 3 4~ 5
3
Definition 7. General term, or nth term ( of a series)—
an expression which idicates the law of
formation of the terms. In the first series
given in definition 6 the general or nth term
is The first term is obtained by setting
n=l, the tenth term by setting n=l0, etc.
Definition 8. Infinite sequence- When the number of terms
of a sequence is unlimited the sequence is
called an infinite sequence.
Definition 9. Infinite Geometric Series- An infinite geo
metric series is a series of form
1 3 n
a0+a1r+a2r +a3r~ ~
in which each term after the first is found
by multipl~ring the preceding term by a
fixed quanity called the common ratio.
Definition 10. Limit of an infinite geometric series- The
limit L of an infinite geometric series is
denoted by
lim(s~\~a1 for Irk I
l-~.
Definition 11. Convergence of and infinite geometric series
A sequence (s~\of real numbers is said to be
convergent if for every arbitrary positive
numbere i a positive integeray~a~-a f z. €
for all n, m 7 N. m
Definition 12. Derivative of a function ( of one variable )-
The derivature of a function is the limit of
the ratio of the increment of the function to
the increment of the independent variable
when the independent variable varies and
approaches zero as a limit. Symbolically
this definition is given by
dy~lim 4y
dx Ax4o4~x
Definition 13. Integration - A process of summation written
symbolically, we have
jbØ(x) ~~tØ(z.4t~i
6 (x) dx lim (~ 4 x~ + ~ (xz)áxz+...
+ 6 ( x)~x]
Definition 14, (a). Function - When the value of one variable
is determined by the value assigned to
the second variable the first variable
is said to be a function of the second
variable.
Definition 14, (b). Function - A function is a set of ordered
pairs of elements such that no two elements
have the same first element and different
second elements.
Definition 15. Prime Number - A number which is divi
sible (evenly) only by itself and 1.
Definition 16. Composite Number- A number which is not
prime; a number which has factor (s) other
than itself and 1.
Definition 17. Theorem - A proposition which is esta
blished by means of deductive reasoning.
Definition 18. Proposition - A formal statement con
cerning relationships.
Definition 19. Deductive reasoning - Drawing conclusions
from accepted general statements.
Definition 20. Power ( of a number) - The product ob
tained when the number is used a certain
number of times as a factor.
CHAPTER II
POWER SERIES
A series whose terms are monomials in ascending positive
inlegral powers of a variable, say x, of the form
(1)~~x’~a0+a1x+a2x2+a3x3 + ..., where the coefficients
a03a1,a23... are independent of x, is called a power series. A
power series is an example of a series of functions. For any
fixed value of x the series becomes a series of constants; but con
vergence or divergence of this series of depends, ordinarily, on the
value of x. One is frequently interested in the question1 “ For what
values of x does a given power series.converge?’1 The answer is
fairly simple: “ The values of x for which a power series converges
always fo~man interval, which may degenerate to a single point,
or encompass all real numbers, or be a finite interval, open ~
closed, or half-open.”1
“The usual procedure in determining the integral of conver
gence of a power series is to start with the ratio-test3 although this
may fail.”2
Theorem. Ratio-Test “Let
(2) u1+ u2+ U3+ +u+un+ 1+





be an infinite series of positive terms. Consider consecutive gene
ral terms u and u 4- 1, and form the test ratio.n n
Test ratio ~ u
ii+ 1-
Find the limit of this test ratio when n becomes infinite.
Let this be lim u~ ~
n4 e~
Un
I. ~ WhenfL 1, the series is convergent
II. When p~ 1, the series is divergent
III. Whenf 1, the test fails.”
The success of the ratio test depends on the existence of
the limit of the ratio of successive coefficients. In the infinite
geometric series, a + ar -f ar2 + ... + am -1- ar~ ~ ... , the
ratio ~f the consecutive general terms am + ar11* 1 is the common ratio
r. This series is convergent when ~r~LI and divergent for other values.
Now, to test (1) for convergence, we omit the first term,
set u~ anx” and for the test ratio. Then we have u~~i-1 I
u
i~&i .Ix1.
Hence, for any fixed value of x,
4
JohnM. H. Olmsted, op. cit., p. 242.
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where L=lim a The radius 0± convergence, a, =1.—
n4~______ L
an
We have two cases:
I. If L = 0, the seires (1) will converge for all finite
values of x,since (3= o.
II. If L q& 0,. the series will converge when JxlLI, that is,
when x lies in the interval
x or - R LX4R and will diverge for valucs of x ouitside
L L
this integral.
After the radius of convergence has been found, the end-
points of the radius of convergnece shouid be tested. For such
points the ratio test cannot give any information. To test the end
points one is forced to use some type of comparison test, or a
certain type of refined test.
Theorem. ‘The p-series (3) 11 .i-l + 1 + 1 .i-...-~-l .i-...,
converges if p71 and diverges if p~.l~•~IJ
This seriies is useful in applyimg the comparison test.
Consider the following examples:
Example 1. Find the radius of convergence of the series
John M. H. Olmsted, op. cit., p. 210.
8
(4)x-x2 +x3 -x4 +
~ ~Z ~
Solution. The test ratio here is
u11+ i. ~n2 ,~. Also urn n2 1.
u~ (n-i-i)2’ n4.Go(n+l)2
Hence,e ~1xjand the series converges when x is numerically less
than 1 and diverges when x is numerically greater than 1.
Now examine the end points. Substituting x~l in (4), we get
1-1 +1 -l +
which is convergent by comparison with the p=series (p71).
The series in the above example has [—i, 1) as the radius of
convergence. This may be written -~ x~ ~, or indicated graphically
as follows:
-l 0 1
Example 2. Determine the radius of convergence for the
series 1 + x2 + x4 + ... + x2~ + x2”•+2 +
2! 4! (2n)! (Zn-i- 2)!
Solution. Omitting the first term, the test ratio is
~ (Zn)! 1 x2
(Zn-i- 2) ! (2n-i-l)(2n-i-2)
n
Also lim 1 ~ 0~ Hence, the series converges for all
n-~~ ( 2n + l)( Zn-i- 2)
values ofx.
“Since power series are always uniformly convergent in
9
closed integrals which lie in the radius of convergence, they can
be integrated or differentiated term wise over any such interval.
The process of integration or differentiation is often combined
with algebraic operations and with substitution to obtain the
power series of special functiqns.”6
6
R. Creighton Buck, Advanced Calculus, (New York, 1956), p. 146.
CHAPTER III
EXPANSION OF FUNCTIONS
in this chapter the question of representing a function by a
power series, or, otherwise expressed, developing (expanding) the
function in a power series will be discussed.
A convergent power series in x is a function of x for all
values in the radius of convergence. Thus, we may write
(1) f(x) = a0 + a1x ± a2x2 + ... + an X ~
If, then, a function is represented by a power series, what must be
the form of the coefficients a0, a1, ... an, etc. ? To answer this
question we proceed thusly:
Set x = 0 in (1). Then we must haye (2) f(0) = a0. Hence,
the first coefficient a0 in (1) is determined. Now, as we saw in
Chapter II, the series in (1) may be differentiated term by term.
Hence, this differentiation may be continued. Then we shall have
(x) a1 ± Za2x + 3a3~2 ± ... ÷ na~x’~ -l + -
(3) f11 (x) 2a2 + 6~x + ... + n (n - 1) anxn ~Z +
£~(x)6a3+... ±n(n_l)(n_2)anx’~3+...
Letting x 0,’ the: results are
(4) f1(0) a1, f11(0) = 2! a2, fffl(0) = 3! a3 ..., ffl(0) =n! a~.




(A) f(x) = f(O) + f’(O) x + f11(O) xZ ± . . . + f(n~~~ ±
1! 2! 1n!
This formula expresses f(x) as a power series. We say ‘The func-.
tion f(x) is developed or expanded in a power series in x.
This is MacLaurin’s series (or formula).
Such an expansion as (A) is of great importance. In all
practical computations results correct to a certain number of deci-
mal places are sought, and since the process in question replaces
a function perhaps difficult to calculate by an ordinary polynomial
with constant coefficients, it is very useful in simplifying such
corrputations. Of course, we must use terms enough to give the
desired degree of accuracy.
Example 1. Expand cos x into an infinite power series and
determine for what values of x it converges.
Solution. Differentiating first and then placing x = 0, we get
f (x) =cosx f (0) =1
f~ (x) = — sin x, f~- (0) = 0
f~(x) = — cos x, f11 (0) = — 1
= sin x, f111(o) = 0,
fiv (x) cos x, fiv(O) = 1
v . v
f (x) - sin x, f (0) 0,
f’~(x) - cos x, fv~. (0) = - 1, 2





Here a~ = l, a+i 1
(Zn)! (Zn4Z)!
L = urn a~ + u = urn 1 = 0
an n_~ Od (Zn + 1) (Zn + 2)
Since L = 0, p = 0. Hence, the series converges for all values of x.
Differentiation and Integration of Power Series
As has been observed, a convergent power series
(i) a0 + a1X + a2X~ + a3x3 + ... + a~x” +
may be differentiated term by term within the radius of convergence,




we obtain by differentiation, the new series
2 .4 6cosxl -x +x -x +...
2! 4! 6!
The ratio test givel ~ = 0, and thus both series converges
for all values of x.
Again, the series (1) may be integrated term by term if the
limits lie within the radius of convergence and the resulting series
will converge.
Example 1. Find the power series for arcS~n~~yintegration.
13
Solution. Sinced arc sin x = 1 we have
dx 1/ Y
x 2
(Z) arc sin x = dx (x L 1)
o~
By the binomial series (1 ± x = 1 ± mx + m(m-l) x2 +
1.2
C (x~L~ ), letting m = --i- and replacing x by -x2, we have
4 6=1+1/2 x~+l.3 x +1.3.5 x +...
2.4 2.4.6
This series converges when (xl ~. 1. Substituting in (2) and inte




This series converges also when lxI’ 1. By this series the value
of 77 is readily computed. For since the radius of convergence is
1 1 1 13
- lLx~l, we may let x 1/2, giving —n-— -~--~-~—~ ~—(-~—)
+ 1.3 ÷ —i---5 + ... or, 7T = 3. 1414 ....
1.4
We wish to point out here that there are other series,
found by more elaborate methods, by means of which the correct
value of 7T to a large iaumber of decimal places. may be easily
computed.
Example 2. Using series, find approximately the value of
(‘1 -
I sinxdx.Jo
Solution. Let ~ x2. Then
3
William A. Granville, op. cit. , p. 357.
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SinZZ— +
Hcnce sin x2~x x6 + x’° -... ,and sinxZdx






0. 3333 - 0 . 0238 + 0. 008 = 0. 3103. Answer.
4William A. Granville, op. cit., p. 362.
CHAPTER IV
THE LOGARITHMIC FUNCTION (EXPANDED AND APPLIED)
Operations with infinite series
“One can carry out many ofthe operations of algebra and
the calculus with convergent series just as one can with poly
nomials. The following statements are given without proof.
Let a ÷ a1x + a-)x2 +... + a +...., and
I n
b0 ± b1x ± ~ ± b~Xnl +
be convergent power series. Then we obtain new convergent power
series from them as following:
I. By adding ( or subtracting ) term by term.
(a0 +b0) + (a1 ± b1) x ± ... + (an + b) n~
• il. By multiplication and grouping terms.
a0b0 + (a0b1 + a1b) x + (a0b2 +a1b1 + a~b0) xZ +
Computation of logarithms
The function of x defined by
(1) y = eX is called an exponential function.
By definition,
(Z) xlny.
The functions eX and ln y are inverse functions. Inter...
changing x and y in (2), we have




in which y is now a logarithmic function of x. In like
manner, f(x) in (l+x) is a logarithmic function of (1 + x).
By the use of MacLauri&s Formula we may expand this function
in a power series and thus obtain what is c ailed the logarithmic
series, This series gives the correct value of ln(1 + x) for all
values for which it converges. As we shall see, the. radius of
convergéncés of this series is - J 4 x ~. 1.
Let us consider, then, the expansion of ln(l + x) into än infinite
power series and the determinationcf the radius of convergence.
Solution: Set
f(x) = ln( 1 ± x) f(O) = 0
f1(x) = (1 ± x) -l fm(0) = 1
11 -z iif(x)—(l+x) f(O)—l
ft(x) = 2(1 + x)3 f11m(O) = 2
fiV() = -6(1 + x)4 fiv(0) = -6
f”(x) = 24(1 + x) f’V(0) 24
Substituting in Mac Laurin’s ‘
f(x) f(0) ± fm(0) x ± f” (0) x2 + ... + f~ó~x’1 +
1! 2! n!
we get
(4) in (1 + x) x - x2 ± x3 - x4 ±
2 3 4
Here a~ !‘ a~+i
n+ln
17
1 • 1 = 1 n = n
___________ — I —
n+i n n±1 1 n+i
So L = I a~ + ~ j = lini fl = 1
I a~ I ~ n+1
R=i = 1 1.
Li
Hence, the radius of convergence, as previously stated, is — 1 £ x ~. 1.
Therefore, the series can be used for determining the natural
logarithms of numbers numerically less than 2. However, the
series converges so slowly that is is not convenient to use it for
computation. We obtain a more convenient series as follows:
Expand in (1 - x) in an infinite power series in the same manner
as •for in (1 + x). We obtain
(5) in (1 - x) = -x -x2 -x3 -x4 -
2 3 4
Rewriting, and subtracting (5) from (4),
(4) ln(l+x) x -x2 +x3 -x4 +...
2 3 4
(5) in (1 - x) = -x -x -x -x- •.., we have
2 3 4 131517
(6) in (1 + x) - in (1 - x) = in(i + x) = 2 (x + x ± ~ x + x ±...).
1 -x
(Proof of in in x - in y given later in chapter)
This series thus obtained converges when IxI ~ 1
~In building up logarithmic tables, it is convenient to have a
formula which will give us In (n + 1) when in n is known.
Set
1 + x n + 1. Solving for x, we obtain
l-x fl
18






bY(6)lfll÷X=~r + 1 1
~Zn+i) 3(Zn+i)~ +5(2ñ+i)~
and since in n + 1 = in (n + 1) - in n, we have
n I__
(7) in(n+i) lnn+Z 1 1 1
L~’~’~ ~~Ti) 5( n+i)~
This series converges for all positive values of n and is
well adapted to computation.
Example 1. Compute in 2.
Solution: Setting n 1 in (7) we obtain in (n ± 1) in (1 ± 1) = in 2.
Now, set 1 ± x 2 and solve for x. We obtain
l-x
i+x 2-Zx
3x = 1, whence
x = 1/3. Then by (6)
in 2 = in 1 + 1/3 = 2 1/3 + (i/3)~ ÷ (l/3)~ ± ...
1—1/3 3 5
= 2 (0. 333333 +0. 012345 +0. 000823 +0. 000065 +0. 000006)
2 (0. 34657)
0. 69314
Example 2. Find in 3, given ln 2 0.69315.
‘2Raymond W. Brink, Algebra-College Course, (New York, 1934), p. 293.
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Solution: Substituting 2 for n in (7) we obtain
in (2±1) ln 2+2 r_________ ± 1 +
L2.2+l) 3(2.2+1)3 5(2.2+i)~4-”.
or ln3=0,693l4+Zfl ÷ 1 + 1 ± ••~
3•53 5•55
= 0. 693i4 ± 2 (.2 -F . 002667 + . 000064 ÷ ... )
= 1.0986
Let us point out here that it is only necessary to compute
logarithms of prime numbers in this way, the logarithms of com
posite numbers being found by the use of the following formulas
which we shall derive.
~ln algebra the following laws are proved for positive
integral values of x and y:
BX. ~ = BX + y, BX = BX - y
By
We here assume the laws to be valid when the exponents
are fractions and approximate numbers. Having made this
assumption, we can prove two laws of logarithms.
Theorem: The logarithm of the product of two numbers is
equal to the sum of the logarithms of the numbers; that is
logs mn log~m ± log~n (Law I)
Proof: Let m bx; whence log~m x
and let n ~ whence log~n y
multiplying the numbers m and n,
mn b
20
Expressing in logarithmic form,
log~mnx+y
Substituting logs m for x and logs n for y, we obtain
logmn = log~m + lo~~n
ml?
‘,-~. .
Theorem: The logarithm of quotient of two numbers is
equal to the logarithm of the divident minus the logarithm of the
divisor; that is
log m log m - log n (Law II)
b~ b b
Proof: Let m = bx; whence log~m x
and let n = b~; whence log~n = y
Dividing the number m by the number n,
x-ym =b
n
Expressing in logarithmic form,
log~n1 = x-y
n
Substituting log~m for x and lo~~n for y,
log m = logm - log~n.
Q. E. D.
~Again, we refer to rules of exponents from algebra:
(bX)~) bPX, ‘~ m~ . Therefore, by the use of these
3
William E. Kline, op. cit. , p. 171
4
William E. Kline, op. cit., p. 172
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rules we can prove two more laws of logarithms.
Theorem: The logarithm of the power of a number is
equal to the exponent of the power multiplied by the. logarithm of
the number; that is log~mP p log~m (Law III)
Proof: Let m = bx, whence log~m = x
Raising both members of m = bx to theppower3 we obtain
m(bX)1~ orb~
Expressing in logarithmic form,
log~mP =
Substituting log~m for x,
log~mP = p log~m.
Q. E.
Theorem: ‘tThe logarithm of a root of a number is equal to
the logarithm of the number divided by the index of the root; that
is, log~. = log~m or ! (log~m) (Law IV)
Proof: Froi~ algebra ~ = m h1r
1/ r
V Applying Law III to M V
1/ r
V logs M = 11 r log~M
hr
V Substituting 4~/7’i for M
log hr log~M or logs M Q. E. D.
5
William E. Kline, op. cit., p. 172.
6William E. Kline, op. cit., p. 172.
We may now apply these laws in the derivation of the
logarithms of composite numbers. Example 3. Find in 10.
Solution: We have in 10 = in (9 + 1). Moreover,
2 2
in 9 = in 3 , But, by law UI, ln 3
2 in 3 = 2(1. 09861) (by example 2).
in (7) take n = 9. Thus (Zn + 1) = 19. Then in 10 =
2(1. 09861 ) + 2 (1 + 1 + 1 + ... )
3.l9~ 5.i9~
2.l9722t2(. 052632 + . 000051 + ... )
= 2. 30259
Example 4. Find in 8.
Solution: in 8 = in ~ Again, by Law UI, in = 3 in 2.
By example 1, in 2 0.693l4.
•. in 8 = 3(~. 69314) = 2. 07942
Example 5. Find in 6.
Solution: in 6 = ln 2. 3 But, by Law I, in 2. 3 = in 2 + in 3.
By example 4, in 2 0.69314 and by example 2,
in3i.09861
•‘. in 6 = 0. 69314 + 1. 09861
=1.79175
Change of Base
1n. numerical computations the most useful base of logarithms
is the number 10. Therefore, it is not sufficient merely to be abie
to find the natural logarithm of a number. We must know the
23
relation between the natural logarithm of a number n and the
common logarithm of the same number n which will enable us
to change from In n to log n. The relation between the natural
logarithm of a number n and the common logarithm of the same
number n is given by the formula
(8) “logN = ln N
Example 1. Find log 2.
Solution: By (8), log~ in 2.
in 10
By preceding examples, it was shown that in 2 = 0. 69314
and in 10 = 2. 30259. .‘. log 2 = 0. 69314 = 0. 3010
2. 30259
Example 2. Find log 9.
Solution: By (8), iog 9 = ln 9.
ln 10
By preceding exercise it was shown that in 9 = 2(1. 09861)
= 2. 19722
lnlO=2.30259
log 9 = 2.l9722. 0. 9542
2. 30259
Example 3. Find iog 11.
Solution: By (8), iog 11 in 11
in 10
7William A. Granville, op. cit., p. 358.
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We have in 11 = in (10 + 1).
Moreover, in iO = 2. 30259 ( by previous exercises).
in (7) take n = iO. Thus (Zn ÷ i) = 21. Then
in ii = 2. 30259 + 2 / i + 1 + 1 +i~~r 3.2i3 5.2i5
=2.30259 +zfi + i + i
27783 3226i5i5
= 2. 30259 + 2(0. 04762 + 0. 000036 + 0. 000000031 + ...)
= 2. 30259 ÷ 0.09531
= 2. 39791




I conclude this work with the full realization that this is
by no means an exhaustive treatment of the subject. However,
the writer has endeavored, in a limited sense, to present in a
logical manner a method of deriving the logarithm of a number.
A knowledge of power series being very basic to the method
treated here, I naturally began with that topic and proceeded to
present the essentials, as I saw it.
I feel that my knowledge of the subject has been greatly
advanced by this work, but that the crowning achievement will
come come only with the transfer of the fruits of ~riy travail to
the young, inquisitive mind which is constantly seeking, striving,
yearning for answers which have been too long deferred in many
of our common schools in this fantastic second half of the twentieth
century in which we live.
25
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