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Many-body variational ground-state wave function of two-dimensional electron system (2DES),
localized in the main strip (MS) Lx × Ly of the finite width Lx =
√
2πmℓ0 (and the periodic
boundary condition (PBC) imposed along x−direction), is presented at the fractional and the in-
tegral filling factors ν = 1/m for two different ion backgrounds, giving homogeneous ion density:
microscopical uniform ion background (UIB) and classical ion jellium background (IJB); ℓ0 is the
magnetic length, m = 2ℓ + 1 and ℓ = 0, 1, 2, . . .. It is shown that the ground-state and the lowest
excited-state can correspond to partial crystal-like correlation order among N electrons of the main
region (MR) Lx × Ly ; then the study of 2DES of N electrons within MR is exactly reduced to
the treatment of 2DES of N˜ = NLx /Lx electrons localized within MS, with PBC along x. Both
for UIB and IJB, the ground-state manifests the broken symmetry liquid-crystal state with 2DES
density that is periodic along the y− direction, with the period Lx /m, and independent of x. The
difference between the ground-state energy, per electron, for these two backgrounds is only due to
the difference between the energies of UIB-UIB and IJB-IJB interactions. For IJB, at m = 3, 5, the
ground-state has essentially lower energy per electron than the Laughlin, uniform liquid, ground-
state (the Laughlin model uses IJB); the same holds at m = 1. Atm ≥ 3, the compound form of the
many-body ground-state wave function leads to the compound structure of each electron already
within MS (due to important similarities between the present m = 1 and m ≥ 3 states, and to
symplify notations, the term “compound” is often used as well at m = 1): these compound elec-
trons play important role in the properties of the many-body excited-states. Obtained compound
exciton (without the change of spin of the excited compound electron) and compound spin-exciton
(with the change of spin of the excited compound electron) states show finite excitation gaps, for
m = 1, 3, 5, 7. The excited compound electron (hole) is composed, within MS, from m strongly
correlated quasielectrons (quasiholes) of the total charge e/m (−e/m) each; this charge is fraction-
ally quantized atm ≥ 3. The activation gap, experimentally observable from the activation behavior
of the direct current magnetotransport coefficients, is obtained: it is given by the excitation gap
of relevant compound exciton, at m ≥ 3, and by the gap of pertinent compound spin-exciton, at
m = 1. Quantized Hall conductance σH = e
2/(2mπ~) is obtained; it is fractional at m ≥ 3. The
theory is in good agreement with experiments.
PACS numbers: 73.43.-f, 73.43.Cd, 73.43.Nq, 73.43.Qt, 73.22.Gk
I. INTRODUCTION
The discoveries of the integer1 and the fractional2
quantum Hall effects in two-dimensional electron sys-
tems (2DES) of a semiconductor based samples
had born strong ongoing interest to the ground-
state of 2DES, and it elementary excitations, in
a quantum Hall regime at a filling factor ν ≤
13,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24. Since
seminal work of Laughlin3, a particular attention
in past years is given to properties of the ν =
1/3 and 1/5 fractional quantum Hall effect (FQHE)
states4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24. At
ν = 1, corresponding to fully occupied the lowest Landau
level (LLL), the Laughlin wave function gives the same
total energy per electron as a Hartree-Fock wave func-
tion (if the latter is built from the symmetric gauge the
LLL single-particle wave functions it coincides with the
former one, see, e.g., Ref. 22),3,22
ǫHF = −1
2
√
π
2
e2
εℓ0
,
where ℓ0 =
√
~c/|e|B is the magnetic length and ε is the
background dielectric constant. Point out, for ν = 1 the
Hartree-Fock approximation (HFA) study that uses the
Landau gauge single-particle wave functions also gives
ǫHF , see, e.g., Refs. 8,25. However, the HFA result,
obtained for 0 < ν ≤ 1,8,25
ǫHF (ν) = −ν
2
√
π
2
e2
εℓ0
,
gives for ν = 1/3 and 1/5 the total energy per electron
substantially higher than that of Laughlin model3 and
even the energy of corresponding charge-density wave or
Wigner crystal states6,8,9,24,26.
To date understanding is that for m = 3, 5 the
Laughlin wave function3 gives the best known analytical
approximation of exact many-body ground-state wave
2function4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24.
Point out, there were many attempts (some of them are
quite recent) to find out a ground-state, at ν = 1/3,
with an energy lower than in the Laughlin theory,3 see,
e.g.,4,6,16,18,20,22,23,24 and references cited therein. In
all pertinent previous theoretical works neutralizing ion
background is treated as a “classical” uniform ion den-
sity, see, e.g., Refs.3,14,22 and27,28, where discrete nature
of ions and specific form of single-ion wave functions
does not appear. In addition, in these theoretical works
the 2DES is placed in the 2D-plane of the neutralizing
ion background, e.g., see Refs.3,14,22,27,28; we call this
model of neutralizing ion background as classical ion
jellium background (IJB). Besides the IJB model, I treat
the other theoretical model of the ion background (also
localized within the plane of 2DES) where I assume, in
good agreement with typical experimental conditions,
that electric charge of each ion is totally localized within
the finite square unit cell, Lx × Lx . The latter model
also gives exactly homogeneous ion density; we call this
model of the ion background as microscopical uniform
ion background (UIB). The latter model treats the
neutralizing ion background in more correct manner (it
excludes, in particular, interaction of an ion with itself).
However, as IJB model typically is used,3,14,22,27,28 to
make comparison with previous studies we present the
results for IJB as well.
At ν = 1/m, I present variational many-body wave
functions of ground-states for UIB and IJB as Ψ
(m),eh
N˜,N˜
,
Sec. IV A, and Ψ
(m),JB
N˜
, Sec. IV B, respectively. In
these ground-states the total lowering per electron due to
many-body interactions is given (in units of e2/εℓ0) by (i)
UUB(m), Eq. (98), and (ii) UJB(m), Eq. (122), respec-
tively. In particular, UJB(m) presents, for m = 1, 3, 5,
substantially stronger lowering than pertinent total low-
ering for the Laughlin variational wave function.3 In ad-
dition, UUB(m) presents, form = 1, 3, 5, much stronger
lowering than pertinent total lowering UJB(m). For IJB
model I obtain that UJB(1) ≈ −0.66510, UJB(3) ≈
−0.42854, and UJB(5) ≈ −0.33885 are well below of
pertinent total lowerings for the Laughlin variational
wave function that are given as3 −
√
π/8 ≈ −0.6267,
−0.4156± 0.0012 (notice, more accurate calculations for
the Laughlin model show here the lowering14 − 0.410±
0.001), and −0.3340± 0.0028, respectively.
For treated electron-ion systems many-body effects are
essentially related with N˜ electrons of 2DES localized
within the main strip (MS) Lx × Ly, to which periodic
boundary condition (PBC) along x−direction is imposed.
Of course, the ”images” of MS (cf. with Refs.6,10,11), pe-
riodically repeated with the period Lx along x-direction
of the main region (MR) Lx × Ly (Lx,y → ∞), are
taken into account as well. We assume that within
MR there are present N electrons and N ions such that
N/N˜ = Lx/L

x → ∞. It is important that more ad-
equate, physically, sets of single-electron wave functions
are used than previously. These wave functions are local-
ized mainly within the square unit cell Lx × Lx , where
Lx =
√
2π mℓ0; e.g., see Eqs. (18)-(27). This choice
helps to reflect the tendency (proven by present results)
of each electron: a) to be present mainly within one such
relatively “localized” (around its centre point) unit cell
and, in addition, b) to occupy all these N˜ unit cells
of MS with equal probability. The latter is achieved
by proper construction of many-body wave functions
Ψ
(m),eh
N˜,N˜
, Ψi0,j0;n˜
N˜,N˜ ;(m)
, etc. Notice, in the present study it is
assumed that N˜ →∞.
It is shown that the ground-state and the lowest
excited-state can correspond to partial crystal-like cor-
relation order, Eq. (15), among N electrons of MR. As
a result the study of 2DES of N electrons within MR is
exactly reduced to the treatment of 2DES of N˜ electrons
localized within MS of the finite width (along x) to which
PBC is imposed along x-direction. I.e., present study
shows that proper PBC can be totally relevant to sym-
metry, periodicity, correlations, etc. properties, e.g., of a
sought ground-state. Then it will not lead to any over-
simplification or nonphysical “boundary effects”. Present
below study of ground-state (e.g., the trial wave function
of ground-state with the energy, per electron, lower than
pertinent energy of Ref.3) confirms assumption Eq. (15)
and relevant PBC.
Notice that for an infinite MR any specific orienta-
tion of x- (or y-) axis, within 2D-plane, is not defined
until the quantum phase transition to broken symmetry
liquid-crystal state will take place. Point out, all main
formulas of the work are obtained by exact analytical
calculations. In this work I further develop main physi-
cal ideas outlined in Ref.29. All present physical results
for the electron-ion system with UIB coincide with those
for the electron-ion system with IJB, except that for IJB
the energies of the ground-state and the excited-states
are shifted upwards on the same value, for given m, with
respect to the energies of relevant many-body states for
UIB.
The paper is organized as follows. In Sec. II we present
many-body Hamiltonian of the electron-ion system as for
UIB, Sec. II A, so for IJB, Sec. II B. In addition, in Sec.
II C we present exact obtaining of the model Hamiltoni-
ans of Secs. II A, II B from first principles and physical
conditions involved. In Sec. III we introduce complete
set of single-body wave functions. At ν = 1/m and odd
integer m, in Sec. IV we present two variational ground-
state wave functions: one for UIB, Sec. IV A, and other
for IJB, Sec. IV B. In Sec. V A and Sec. V B we cal-
culate the ground-state energy of electron-ion system for
each of these two ground-state wave functions. In Sec.
V C we give more details and remarks on partial crystal-
like correlation order and energy of ground-state. In Sec.
VI we study excited-states of the ground-states of Secs.
IV A, IV B, and calculate their energies of excitation. In
Secs. VI A we present (both for UIB and IJB) the many-
body wave functions both for the compound exciton and
the compound spin-exciton; in addition, we obtain com-
3pound structure for the charge density of these excitons.
In Sec. VI B, at m ≥ 3, we obtain the energies of the
compound excitons and treat them, both for UIB and
IJB. In Sec. VI C, at m ≥ 1, we obtain the energies
of the compound spin-excitons (both for UIB and IJB)
and treat them. In Sec. VII quantized Hall conductance
is calculated for present two ground-states, at ν = 1/m.
Finally, we make concluding remarks in Sec. VIII.
II. HAMILTONIAN OF THE ELECTRON-ION
SYSTEM
A. For a microscopical model of ion background
First we consider the Hamiltonian of the electron-ion
system that will allow to introduce correctly microscopi-
cal ion background, in particular, UIB.
We consider a zero-thickness 2DES localized within
the main strip (MS) of the finite width Lx =
√
2πmℓ0
(Lx n
α
xs > x > L

x (n
α
xs − 1); where nαxs is a finite inte-
ger) and of very large (in principle, infinite) length Ly
(Ly/2 > y > −Ly/2) in the presence of a strong perpen-
dicular magnetic field B = Bzˆ. The Landau gauge for
the vector potential A(r) = (−By, 0, 0) is used. We as-
sume that both N˜ electrons of a 2DES and N˜ ions (single-
charged, with the charge |e|) of a neutralizing background
are located, within MS, at the same (z = 0)-plane (it is
(Z = 0)-plane, for ions); i.e., at the same 2D-plane. Fur-
ther, we assume PBC only along x direction (cf. with
Refs.10,11, for review see Ref.6). Notice, already there is
essential difference from the approach of Refs.10,11, where
a rectangular cell is considered and in both directions
PBCs are imposed; however, still some important analo-
gies between, e.g., the forms of the Coulomb interaction,
properties of matrix elements will be seen. We assume
that the ions are very heavy such that their kinetic en-
ergy can be neglected; similar approximation is widely
used in solid-state theory30,31 as well as in studies of
quantum Hall effects, see, e.g.3,4,22 Then the many-body
Hamiltonian, HˆN˜,N˜ ≡ HˆN˜,N˜ (r1, . . . , rN˜ ;R1, . . . ,RN˜) of
electron-ion system, of N˜ electrons and N˜ ions, is given
as
HˆN˜,N˜ = Hˆ0 + Vee + Vei + Vii, (1)
where the kinetic energy of electrons
Hˆ0 =
N˜∑
i=1
hˆ0i =
1
2m∗
N˜∑
i=1
[pˆi − e
c
A(ri)]
2, (2)
where pˆ = −i~∇ is the in-plane momentum opera-
tor, m∗ the electron effective mass, ri = (xi, yi) and
Ri = (Xi, Yi), i = 1, ..., N˜ , are the electron and the ion
in-plane coordinates. To simplify notations, here in the
ideal single-body Hamiltonian hˆ0 there is omitted the
Zeeman energy, due to bare g-factor g0, as it effect on
the studied states of the system (typically with only the
LLL, spin-split, corresponding to the spin quantum num-
ber σ = 1, is occupied) can be easily taken into account
in present treatment when will be needed. For definite-
ness, we assume that g0 < 0, as in typical GaAs-based
samples, and B > 0. Further, in Eq. (1) the electron-
electron potential
Vee =
1
2
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
e2
ε|ri − rj − kLx xˆ|
+N˜
NC∑
k=1
e2
εLx k
, (3)
where NC is a very large natural number; as it is ex-
pected, physical results will not depend on NC →∞. In
Eq. (1) the electron-ion potential
Vei = −
N˜∑
i=1
N˜∑
j=1
NC∑
k=−NC
e2
ε|ri −Rj − kLx xˆ|
, (4)
and the ion-ion potential
Vii =
1
2
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
e2
ε|Ri −Rj − kLx xˆ|
+N˜
NC∑
k=1
e2
εLx k
. (5)
Notice, the modified form of the Coulomb interaction,
due to PBC, that appears in Eqs. (3)-(5) is quite similar
with the one given in Refs.10,11 see also Ref.6. Further,
it is seen that the second (constant) term in Eq. (3)
gives the total contribution due to the interaction of each
electron, within MS, with its images (that appear in other
strips due to PBC); here the final sum over all N˜ electrons
of MS leads to the factor N˜ . Point out, that the second
term in Eq. (3) it follows from the first term in Eq. (3)
if formally to assume that j = i (i.e., formally neglecting
the important condition j 6= i) and excluding k = 0 term
from the sum over k; it clearly should be absent as now it
gives self-interaction of an electron with itself, not with
it image. In addition, if formally to discard PBC then
only electrons within MS are present and respectively in
Eq. (3): the second term should be dropped and in the
first term the sum over k must be reduced to only one
term, k = 0. I.e., in this limiting case Eq. (3) reduces to
the correct form of the electron-electron potential.
Point out, the form of the electron-electron interaction
Eq. (3), modified due to PBC, can be proven by a de-
tailed consideration. The latter is mainly omitted as it
final result Eq. (3) is rather natural, as we have shown
above. Notice, such detailed consideration should ex-
clude double counting of the interactions between an i−
electron, of MS, with all other j 6= i electrons of the main
strip and their images; the same is valid for the interac-
tions of this i− electron with its images. In particular, it
4should be kept in mind that N˜ electrons of MS represent
only very small fraction of the N electrons of the main
region and for any other strip nβxs 6= nαxs the electrons of
such β−strip will interact with electrons of the α−strip
(i.e., our MS) as with their images in the α−strip.
As it should be, the form of the ion-ion potential Eq.
(5) is totally analogous to the one of the electron-electron
potential Eq. (3). The form of the electron-ion interac-
tion Eq. (4), modified due to PBC, can be proven by
a detailed consideration; the latter is omitted as it final
result Eq. (4) is quite natural. Notice, this consideration
takes into account, without double counting, as interac-
tions of any electron of MS with all ions and their images
so interactions of any ion of MS with all electrons and
their images. Point out, if formally to discard PBC then
only electrons and ions within MS are present and in Eq.
(4) in the sum over k should be left only one term, k = 0;
i.e., Eq. (4) in this limiting case reduces to the correct
form of the electron-electron potential.
Further, for implicit limit NC → ∞ (assuming that
MS is repeated N/N˜ = Lx/L

x → ∞ times within
MR Lx × Ly), it is easy to see that the Hamiltonian
HˆN˜,N˜ , defined by Eqs. (1)-(5), is periodic with the pe-
riod Lx along any of it 2N˜ variables xi and Xj, where
i, j = 1, · · · , N˜ . Then a many-body wave function that
describes a state pertinent to the Hamiltonian HˆN˜,N˜ , Eq.
(1), should satisfy the same property, i.e., to be periodic
with the period Lx along any of 2N˜ variables xi and Xj.
Point out, present problem has the translational symme-
try along the x axis very similar with pertinent trans-
lational symmetry of Refs.10,11 (i.e., along the y axis in
Refs.10,11, due to another form of the Landau gauge used
by10,11).
As a good approximation of typical experimental con-
ditions, in present study we will assume for UIB model
that each ion is located totally (as, e.g., in Sec. IV A) in
a square unit cell Lx ×Lx , such that Lx Ly/(Lx )2 = N˜ .
Further, for a ground-state we will assume that any par-
ticular electron tends to be with equal probability in all
these N˜ unit cells. This in turn leads to some impor-
tant conditions for an optimal set of single-electron wave
functions.
B. For classical jellium model of ion background
For widely used3,14,22 model of the classical ion jellium
background (IJB), we need to modify the Hamiltonian
Eq. (1). Then the relevant many-electron Hamiltonian
of electron-ion system, HˆJB
N˜
, is given as
HˆJB
N˜
= Hˆ0 + Vee + Veb + Vbb, (6)
where Hˆ0 and Vee are defined by Eqs. (2) and (3), re-
spectively. Here the electron-ion system, localized within
MS Lx n
α
xs > x > L

x (n
α
xs − 1), consists: i) from N˜ elec-
trons, of MS, interacting with IJB of MR and ii) from the
uniform positive charge density of the ion background,
|e|nb, localized within MS that interacts with IJB of the
main region. Respectively, in Eq. (6) we have, cf. with
Refs.14,22, that
Veb = −
N˜∑
i=1
∫
MR
dR
e2nb(R)
ε|ri −R| , (7)
where the subscript “MR” shows that integration is car-
ried out over MR, Lx × Ly, and
Vbb =
1
2
∫
MS
dR
∫
MR
dR′
e2nb(R)nb(R
′)
ε|R−R′| , (8)
where the subscript “MS” shows that integration is car-
ried out over MS. Notice, it is assumed that within the
main region nb(R) = const(R) = nb and
∫
MS dRnb = N˜ .
Assuming that MS is repeated N/N˜ = Lx/L

x → ∞
times within MR, it is easy to see that the Hamiltonian
HˆJB
N˜
, defined by Eqs. (6)-(8), (2), (3), is periodic with
the period Lx along any of it variable xi, i = 1, · · · , N˜ .
Then a many-body wave function that describes a state
pertinent to the Hamiltonian HˆJB
N˜
, Eq. (6), should sat-
isfy the same property, i.e., to be periodic with the period
Lx along any of N˜ variables xi.
C. Hamiltonian HˆJB
N˜
: straightforward obtaining
from first principles
For definiteness, here we will present straightforward
justification, starting from first principles, of the model
Hamiltonian HˆJB
N˜
. Point out, very similar treatment will
justify HˆN˜,N˜ model Hamiltonian.
Here we will start with the same many-electron Hamil-
tonian, Hˆ(r1, . . . , rN ), for 2DES of N electrons as
in3,14, only for the Landau vector potencial gauge A =
−Byxˆ. We assume that N electrons are localized in
MR; N/LxLy = ν/2πℓ
2
0. As in
3,14, the IJB-model of
neutralizing ion background is assumed. Eigenstates
Ψ(r1, . . . , rN ) of the Hamiltonian Hˆ(r1, . . . , rN ) ≡ HˆMR
and their energies are determined by
HˆMRΨ(r1, . . . , rN ) = ENΨ(r1, . . . , rN ), (9)
here
HˆMR = HˆMR0 + V
MR
ee + V
MR
eb + V
MR
bb , (10)
where
HˆMR0 =
1
2m∗
N∑
i=1
[pˆi − e
c
A(ri)]
2, (11)
VMRee =
1
2
N∑
i=1
N∑
j=1,j 6=i
e2
ε|ri − rj | , (12)
5further,
VMReb = −
N∑
i=1
∫
MR
dR
e2nb(R)
ε|ri −R| , (13)
and
VMRbb =
1
2
∫
MR
dR
∫
MR
dR′
e2nb(R)nb(R
′)
ε|R−R′| . (14)
We can assume that 2DES, with IJB, is located within
the ribbon of width Ly bent into loop of radius Lx/2π.
Then Born-Carman PBCs ri ± Lxxˆ = ri are holded,
where i = 1, . . . , N . It is seen that the area of MR per
electron, LxLy/N = (L

x )
2, where Lx =
√
2mπℓ0. Then
the strip of the width Lx , along x-direction, and of the
length Ly contains N˜ = Ly/L

x of the (square) unit cells,
Lx × Lx . The integer number of such strips within MR
is given as nmaxxs = Lx/L

x = N/N˜ ; for definiteness, odd
(as N˜).
Further, we assume that for Eq. (9) the ground-state
and, at the least, the lowest excited-state correspond to
partial crystal-like correlation order among N electrons
of MR as
r1+k1N˜ = r1 + k1L

x xˆ, r2+k2N˜ = r2 + k2L

x xˆ,
· · · , rN˜+kN˜ N˜ = rN˜ + kN˜L

x xˆ, (15)
where ki = 1, 2, . . . , n
max
xs ; n
max
xs = Lx/L

x . Then using
Eq. (15) in Eqs. (10)-(13) it is easy to see that exact
many-body Hamiltonian HˆMR becomes: i) dependent
only on N˜ ri = (xi, yi) and ii) periodic, with period L

x ,
on any xi; i = 1, . . . , N˜ . Hence, for a wave function
in Eq. (9) the properties (i) and (ii) also will be valid.
Then the study (e.g., calculation of the total energy per
electron, etc.) within MR of Eq. (9), for 2DES of N
electrons with many-electron wave functions orthonormal
within MR, can be exactly reduced to the treatment of
the Schro¨dinger equation for 2DES of N˜ “compound”
electrons within MS as
HˆJB
N˜
(r1, . . . , rN˜ )ΨN˜ = E
JB
N˜
ΨN˜ (r1, . . . , rN˜ ), (16)
with many-electron wave functions orthonormal within
MS; also for pertinent discussion see Sec. V.C. Notice,
here we formally obtain that NC = (n
max
xs − 1)/2 in Eq.
(3). However, as physical results will be practically inde-
pendent of NC for NC ≫ 1, we can assume NC in Eq. (3)
very large, however, such that NC ≪ (nmaxxs − 1)/2→∞;
notice, the same conditions on NC will be obtained for
HˆN˜,N˜ model Hamiltonian. Conditions Eq. (15) can be
thought as assumed physical constaints that are justified
only if they will lead to a ground-state with the energy,
per electron, lower than obtained in Ref.3.
I.e., we assume that there are some low energy eigen-
states for which holds partial crystal-like correlation or-
der, Eq. (15); due to the latter some many-body cor-
relations are implicitly included in the Hamiltonian Eq.
(6). Present below study of the low energy eigenstates (in
particular, the trial wave function of ground-state with
the energy lower than the energy for the Laughlin’s trial
wave function of ground-state) confirms this physical as-
sumption, Eq. (15).
III. SINGLE-BODY WAVE FUNCTIONS
Let us for MS (Lx n
α
xs > x > L

x (n
α
xs − 1); Ly/2 >
y > −Ly/2) introduce normalized solutions of the single-
electron Schro¨dinger (ωc = |e|B/m∗c) equation
hˆ0ψ
Lx
nα;kxα
(r) = ~ωc(nα + 1/2)ψ
Lx
nα;kxα
(r), (17)
that satisfy PBC (y0(kxα) = ℓ
2
0kxα; kxα = (2π/L

x )n
α
ys),
of the form
ψ
Lx
nα;kxα
(r) ≡ ψLxnα;nαys(r)
= eikxαxΨnα(y − y0(kxα))/
√
Lx , (18)
where Ψn(y) is the harmonic oscillator function, n
α
ys =
0,±1, . . . ,±(N˜L − 1)/2; N˜L is the odd integer such that
(2π/Lx )N˜Lℓ
2
0 = Ly. As we see n
α
ys gives the number to
a “bare” cell of the width ∆y0 = 2πℓ
2
0/L

x , the quantum
of y0(kxα), and of the length L

x , along x. So within
each “bare” cell Lx × ∆y0 there is only one quantized
y0(kxα) (or kxα) at the nα−th Landau level; i.e., there
is only one state Eq. (18) per “bare” cell at the latter
level. Respectively, the total number of the bare cells,
per Landau level, within MS is equal to N˜L.
It can be shown that, within MS, the set of single-body
wave functions Eq. (18) is complete. In addition, they
are orthonormal within the strip as
∫ Lx nαxs
Lx (n
α
xs−1)
dx
∫ ∞
−∞
dy ψ
Lx ∗
nβ ;kxβ
(r)ψ
Lx
nα;kxα
(r)
≡ 〈ψLxnβ ;kxβ |ψ
Lx
nα;kxα
〉 = δnβ ,nαδkxβ ,kxα , (19)
which can be also rewritten in the equivalent form by for-
mally changing in Eq. (19) of kxα → nαys, and kxβ → nβys.
If formally to assume Lx = Lx, Eq. (19) reduces to well
known result32 for “usual” wave functions, ψLxnα;kxα(r).
Now looking for an optimal set of single-electron wave
functions Eq. (18) at ν ≤ 1 and taking into account that
the total ion charge within the unit cell Lx ×Lx is equal
to |e|, we assume that the total electron charge within the
unit cell must be exactly equal to e(< 0). In some way
this square unit cell is “dressed” by one electron charge
e. We call it the unit cell: these cells cannot be confused
with the “bare” cells. It follows that
Lx =
Ly
N˜
=
Ly
νN˜L
. (20)
6It is natural to assume that N˜ is fixed for a given sample
while the filling factor ν can obtain different values. Then
Lx is independent of ν (or B) for the given system.
Using Eqs. (20), we obtain
Lx
∆y0
=
1
ν
, (21)
so the quantum ∆y0 6= Lx for ν < 1. More impor-
tantly, with the help of Eq. (21) it is seen that within
each unit cell can appear only an odd integer num-
ber, m = 1, 3, 5, . . ., of the quantized oscillator cen-
tres y0(kxα) of the states Eq. (18) at the given nα-
th Landau level. Indeed, for an even integer number
m = m0 of the states per unit cell only m0 − 1 states
from them have y0(kα) = ℓ
2
0kxα inside the unit cell. As
exactly at the boundaries of unit cells, separating them at
y = ±Lx /2,±(1 + 1/2)Lx /2,±(2 + 1/2)Lx /2, . . ., there
is one state (i.e., y0(kxα)) per such boundary. So the case
of even m is a special one and it is not treated in this
work. Then the left hand side (LHS) of Eq. (21) must
be an odd integer, m = 2ℓ+ 1, and it follows that
1
ν
= m, (22)
where ℓ = 0, 1, 2, . . ..
According to PBC, the wave functions Eq. (18) are
periodic along x with period Lx , cf. with Refs.
10,11. So
if multiply Eq. (17), from the left, by ψ
Lx ∗
nβ ;kxβ
(r) and
then integrate over r (as
∫ Lx nαxs
Lx (n
α
xs−1)
dx
∫∞
−∞ dy...) within
MS, it follows that
〈ψLxnβ ;kxβ |hˆ0|ψ
Lx
nα;kxα
〉
= ~ωc(nα +
1
2
)δnβ ,nαδkxβ ,kxα , (23)
where the right-hand side (RHS) have been obtained by
using Eq. (19).
Notice, from Eqs. (21), (22) it follows that
Lx =
√
2πm ℓ0, (24)
this form is useful for present study. Notice, as Lx is
actually independent of m, a superscript (m) in Lx is
not used.
Further, as for ν = 1/m there arem = 2ℓ+1 quantized
values of y0(kxi) (or kxi) within an i−th unit cell and each
of them has a particular position within the unit cell, we
separate all N˜L states Eq. (18), of the nα−th Landau
level, into the m sets of wave functions. Within any such
n−th set of states (here n can obtain m different values)
the difference [y0(k
(n)
xj )− y0(k(n)xi )] = kLx , where k is an
integer. Here j(i) is the number of a unit cell; it can be
any integer from 1 to N˜ . Point out, this i−number un-
ambiguously defines the i−th unit cell, among all N˜ unit
cells of MS. The superscript in k
(n)
xi is given to distinguish
the kxi pertinent to the n−th set of states; the subscript
(superscript) ”i” in kxi, n
(i)
ys , etc. indicates belonging to
the i−th unit cell. For definiteness, we will choose the
values of n as follows: n = 0, ...,±ℓ. In particular, for
m = 1 it follows ℓ = 0 and n = 0, for m = 3 it follows
ℓ = 1 and n = 0,±1. We define k(n)xi , for m = 2ℓ + 1, as
follows
k
(0)
xi = (2πm/L

x )n
(i)
ys , . . . , k
(±ℓ)
xi = k
(0)
xi ± 2πℓ/Lx , (25)
where n
(i)
ys = 0,±1, . . . ,±(N˜ − 1)/2, and N˜ = N˜L/m. It
is seen that for the given n−th set the total number of
different k
(n)
xi within MS is equal to N˜ , as it should be.
So allm sets of k
(n)
xi give altogether N˜L = m×N˜ different
values, the same as for the kxα in Eq. (18). Point out
that the choice of k
(n)
xi in the form Eq. (25) is quite natu-
ral as here: i) all ℓ20k
(n)
xi = y0(k
(n)
xi ) are symmetrical with
respect of the y-centre of MS y = 0; ii) the smallest |k(n)xi |
is given by k
(0)
xi = 0, for n
(i)
ys = 0; iii) within an i−th unit
cell all it m states have k
(n)
xi symmetric with the respect
of k
(0)
xi , the centre of this cell; iv) this choice leads to
symmetric and more homogeneous electron charge den-
sity within a unit cell, along y−direction.
To simplify writing, we will use notation ψnα;kxα(r) ≡
ψ
Lx
nα;kxα
(r). Widely used below wave functions Eq. (18)
of the nα = 0 Landau level ψ0;kxα(r) ≡ ψ0;nαys(r) we
denote, at ν = 1/m, as well as
ϕ
(m)
k
(n)
xi
(r) ≡ ψ
0;k
(n)
xi
(r), (26)
where i = 1, 2, . . . , N˜ is the number of a unit cell and
n = 0, . . . ,±ℓ the ”set” number; they unambiguously
define k
(n)
xi . For these wave functions Eq. (19) reduces to∫ Lx nαxs
Lx (n
α
xs−1)
dx
∫ ∞
−∞
dy ϕ
(m)∗
k
(k)
xj
(r) ϕ
(m)
k
(n)
xi
(r)
≡ 〈ϕ(m)
k
(k)
xj
|ϕ(m)
k
(n)
xi
〉 = δk,n δk(n)
xj
,k
(n)
xi
, (27)
i.e., the single-body wave functions of the same n−th set
are orthonormal and they are orthogonal to any wave
function from another set k 6= n. From Eq. (23) we have
〈ϕ(m)
k
(k)
xj
|hˆ0|ϕ(m)
k
(n)
xi
〉 = ~ωc
2
δk,n δk(n)
xj
,k
(n)
xi
. (28)
Point out, Eq. (28) is very similar to pertinent result of
Refs.10,11, for their finite rectangular main cell.
IV. GROUND-STATE WAVE FUNCTION OF
ELECTRON-ION SYSTEM AT ν = 1/m
At ν = 1/m (m = 2ℓ+1; ℓ = 0, 1, . . . ), we look for the
ground-state many-body wave function of the electron-
ion system Eq. (1), Sec. IV A, and Eq. (6), Sec. IV B. In
7Sec. IV A we consider electron-ion system for UIB with
the total wave function Ψ
(m),eh
N˜,N˜
(r1, . . . , rN˜ ;R1, . . . ,RN˜),
that corresponds to totally homogeneous ion density nehio ,
Eq. (43). It is important to point out that for UIB model
(in difference from typically used3,14,22 IJB model) it is
absent, e.g., self-interaction of an ion with itself. In Sec.
IV B we treat the ground-state, Ψ
(m),JB
N˜
(r1, . . . , rN˜ ), of
electron-ion system for IJB model. To simplify notations,
arguments ri,Ri in the wave functions Ψ
(m)
N˜,N˜
, Ψ
(m),eh
N˜,N˜
,
etc. are often suppressed.
A. Ground-state, Ψ
(m),eh
N˜,N˜
, for UIB model.
Compound electrons.
Now we will consider a ground-state, Ψ
(m),eh
N˜,N˜
, of
electron-ion system which gives exactly homogeneous ion
density in MS. Notice, due to PBC here the ion density is
homogeneous for the whole MR. We assume that Ψ
(m),eh
N˜,N˜
has the “compound” form
Ψ
(m),eh
N˜,N˜
(r1, . . . , rN˜ ;R1, . . . ,RN˜ ) =
N˜∏
i=1
φ
n
(i)
ys
(Ri)
×
ℓ∑
n=−ℓ
Cn(m)Ψ
n,(m)
N˜
(r1, . . . , rN˜ ), (29)
where
|Cn(m)|2 = 1/m, (30)
the “partial” many-electron wave function
Ψ
n,(m)
N˜
(r1, r2, . . . , rN˜ ) (or the n−th set many-electron
wave function) is an N˜−dimensional Slater determinant
of the wave functions Eq. (26) given as
Ψ
n,(m)
N˜
=
1√
N˜ !
∣∣∣∣∣∣∣∣∣∣∣∣
ϕ
(m)
k
(n)
x1
(r1) · · · ϕ(m)
k
(n)
x1
(rN˜ )
ϕ
(m)
k
(n)
x2
(r1) · · · ϕ(m)
k
(n)
x2
(rN˜ )
...
. . .
...
ϕ
(m)
k
(n)
xN˜
(r1) · · · ϕ(m)
k
(n)
xN˜
(rN˜ )
∣∣∣∣∣∣∣∣∣∣∣∣
, (31)
i.e., in the “Hartree-Fock”-alike form. Point out that
all m many-electron wave functions Eq. (31) form the
orthonormal assembly as
〈Ψk,(m)
N˜
(r1, . . . , rN˜ )|Ψn,(m)N˜ (r1, . . . , rN˜ )〉 = δk,n. (32)
It is readily seen that due to PBC satisfied by the single-
electron wave functions, Eqs. (18), (26), the many-body
wave function, Eq. (29), and the “partial” many-electron
wave functions, Eq. (31), are periodic with period Lx
with respect to any xi; i = 1, . . . , N˜ .
Further, in Eq. (29) the “partial” many-ion wave func-
tion
N˜∏
i=1
φ
n
(i)
ys
(Ri) is given in the “Hartree”-alike form,
where a “single-ion” wave function φ
n
(i)
ys
(R), localized
in the i−th unit cell of the main strip, is introduced
as follows. For both X ∈ (Lx (nαxs − 1), Lx nαxs) and
Y ∈ (Lx (n(i)ys − 1/2), Lx (n(i)ys + 1/2)), we have
|φ
n
(i)
ys
(R)|2 = 1/(Lx )2, (33)
if Y is outside of the i−th unit cell then φ
n
(i)
ys
(R) ≡ 0.
The set of these single-body wave functions is orthonor-
mal, within MS, as we have
∫ Lx nαxs
Lx (n
α
xs−1)
dX
∫ ∞
−∞
dY φ∗
n
(i)
ys
(R)φ
n
(j)
ys
(R)
= δ
n
(i)
ys ,n
(j)
ys
≡ δi,j . (34)
Point out, PBC is also applied to the single-ion wave
functions φ
n
(i)
ys
(R); i.e., the many-body wave function Eq.
(29) is periodic with period Lx with respect to any Xi as
well. It is seen that wave function Eq. (29) is normalized,
〈Ψ(m),eh
N˜,N˜
|Ψ(m),eh
N˜,N˜
〉 = 1. We also will need to use a shorter
notation for the integral over MS (given, e.g., in Eqs.
(27), (34)) as
∫
dR . . . =
∫ Lx nαxs
Lx (n
α
xs−1)
dX
∫∞
−∞ dY . . ..
Point out that, due to the quantized according to Eq.
(30) contributions from the partial many-electron wave
functions Eq. (31), for m ≥ 3 the compound form of
the ground-state wave function Eq. (29) leads to the
compound structure of each electron within MS. In par-
ticular, this compound structure of the electrons plays
important role in the treatment of excited-states of the
present ground-state, as it is shown in Sec. VI.
Now we consider the electron charge density ρehel (r) =
eneh(r) in the state Eq. (29), in MS. We have
neh(r) = 〈Ψ(m),eh
N˜,N˜
|
N˜∑
j=1
δ(r− rj)|Ψ(m),ehN˜,N˜ 〉, (35)
where in the RHS integration is taken over all ri and Ri.
Notice, the matrix element of Eq. (35) cannot be mixed
with the matrix elements of Eqs. (27), (28). Using Eqs.
(27), (29)-(31), from Eq. (35) it follows
neh(r) =
1
m
ℓ∑
n=−ℓ
〈Ψn,(m)
N˜
|
N˜∑
j=1
δ(r− rj)|Ψn,(m)N˜ 〉, (36)
where arguments ri in the n−th set many-electron wave
function Ψ
n,(m)
N˜
, over which the integration holds in the
RHS of Eq. (36), are suppressed. Eq. (36), after using
8Eq. (31), gives
neh(r) =
1
m
ℓ∑
n=−ℓ
N˜∑
i=1
|ϕ(m)
k
(n)
xi
(r)|2 = 1√
2πm3/2ℓ0
×
ℓ∑
n=−ℓ
∑
k
(n)
xi
Ψ20(y − y0(k(n)xi )), (37)
where the k
(n)
xi are given by Eq. (25). Due to PBC,
using Eq. (37) we conclude that both in MS and MR
neh(r) ≡ neh(y), i.e., it is independent of x.
To study neh(y), we apply to Eq. (37) the Fourier
transformation over y, n(qy) =
∫∞
−∞ dy n(y) exp(−iqyy);
we obtain
neh(qy) =
e−q
2
yℓ
2
0/4√
2πm3/2ℓ0
ℓ∑
n=−ℓ
e−i
√
2π/m n qyℓ0
×
(N˜−1)/2∑
n
(i)
ys=−(N˜−1)/2
e−i
√
2πm n(i)ys qyℓ0 , (38)
where in the RHS, using N˜ → ∞ assumed
in the present study, the last sum is given by∑∞
k=−∞ exp(−i
√
2πmkqyℓ0) =
∑∞
k=−∞ exp(−ikqyLx ).
Using in the latter Poisson’s summation formula33 we
obtain (it is well known result) that
∞∑
k=−∞
exp[−ikqyLx ] =
2π
Lx
∞∑
M=−∞
δ(qy +M
2π
Lx
). (39)
By making use of Eq. (39) in Eq. (38), we calculate
neh(qy) =
1
m2ℓ20
∞∑
M=−∞
e−q
2
yℓ
2
0/4δ(qy +
√
2π
m
M
ℓ0
)
×
ℓ∑
n=−ℓ
exp(i2πMn/m)
=
1
mℓ20
∞∑
k=−∞
e−q
2
yℓ
2
0/4δ(qy +
√
2πm
ℓ0
k), (40)
where it is used (remind, m = 2ℓ + 1) that i)∑ℓ
n=−ℓ exp(i2πMn/m) = m for M = 0,±m,±2m, ...
and ii) this sum is equal to zero for any other M (by
definition, M is an integer); then after using the no-
tation M = m × k, where k = 0,±1,±2, ..., we read-
ily arrive to the final form in Eq. (40). Applying
inverse Fourier transformation to Eq. (40), n(y) =
(1/2π)
∫∞
−∞ dqy n(qy) exp(iqyy), we obtain
neh(y) =
1
2πmℓ20
[1 + 2
∞∑
k=1
e−πmk
2/2 cos(
√
2πm
ℓ0
ky)].
(41)
Now we consider the ion charge density ρehio (r) =
−enehio (r) in the state Eq. (29). The ion density, within
MS, is given as
nehio (r) = 〈Ψ(m),ehN˜,N˜ |
N˜∑
j=1
δ(r−Rj)|Ψ(m),ehN˜,N˜ 〉
=
(N˜−1)/2∑
n
(i)
ys=−(N˜−1)/2
|φ
n
(i)
ys
(r)|2, (42)
where, using Eq. (33), it follows that nehio (r) ≡
const(x, y) = nehio , has the form
nehio =
1
(Lx )
2
=
1
2πmℓ20
. (43)
I.e., in MS (and, due to PBC, in the main region Lx ×
Ly) the ion density Eq. (43) is spatially homogeneous
and independent of m. Point out that
∑(N˜−1)/2
n
(i)
ys=−(N˜−1)/2
≡∑N˜
i=1 and i = {n(i)ys}; equivalently ”i” can be understood
as i = {k(0)xi }.
Relative inhomogeneity δn˜eh of neh(y), Eq. (41), is
very well approximated by the amplitude of k = 1 os-
cillating term, i.e., δn˜eh ≈ 2 × exp(−πm/2). We have
that for m = 1, 3, and 5 δn˜eh ≈ 0.416, 1.8 × 10−2,
and 7.8 × 10−4. So the relative inhomogeneity of the
electron density neh(y), Eq. (41), pertinent to the homo-
geneous ion background Eq. (43), is not very small only
for m = 1, while for m ≥ 3 the inhomogeneity is very
small.
Point out that for the electron-ion system described
by the wave function Eq. (29), the electron charge
density does not exactly cancels the ion charge density,
ρehel (r)+ρ
eh
io (r) 6= 0. I.e., the system is not exactly electri-
cally neutral, even though within each unit cell the total
electron charge, e, exactly cancels the total ion charge,
−e.
B. Ground-state, Ψ
(m),JB
N˜
, for IJB model.
Compound electrons.
Now we consider a ground-state, Ψ
(m),JB
N˜
, of electron-
ion system for typically used form of the ion background,
i.e., the continuous homogeneous one that we call as IJB.
It is exactly homogeneous as well within MS. From the
Hamiltonian Eq. (6) it is clear that here PBC is ap-
plied only to the electrons coordinates and their func-
tions. Based on Eq. (29), it is natural to assume that
Ψ
(m),JB
N˜
has the “compound” form as follows
Ψ
(m),JB
N˜
(r1, . . . , rN˜ ) =
ℓ∑
n=−ℓ
Cn(m)Ψ
n,(m)
N˜
(r1, . . . , rN˜ ). (44)
9It is readily seen that due to PBC satisfied by the single-
electron wave functions, Eqs. (18), (26), the many-body
wave function, Eq. (44), is periodic with period Lx with
respect to any xi; i = 1, . . . , N˜ . Respectively, the elec-
tron density in the state Eq. (44), within the main strip,
nJB(r) = 〈Ψ(m),JB
N˜
|
N˜∑
j=1
δ(r− rj)|Ψ(m),JBN˜ 〉, (45)
coincides with neh(r), see Eqs. (36)-(41); i.e., nJB(r) ≡
nJB(y) = neh(y) both in MS and MR.
For the ion density, nb, it follows that nb = n
eh
io .
V. GROUND-STATE ENERGY OF
ELECTRON-ION SYSTEM AT ν = 1/m
In Sec. IV A, for UIB model Eqs. (1)-(5), we study the
energy of the ground-state Eq. (29). In Sec. IV B, for
IJB model Eqs. (6)-(8), (2), (3), we treat the energy of
the ground-state Eq. (44). As only for the latter model
of the ion background we can directly compare the to-
tal lowering per electron due to many-body interactions
(it includes any electron-electron, electron-ion and ion-
ion contributions) with pertinent total lowering for the
Laughlin variational wave function3. As we will show,
the difference between the ground-state energy per elec-
tron UUB(m), for UIB, and UJB(m), for IJB, is related
only with the difference between the contributions from
the ion-ion interaction Vii, Eq. (5), and Vbb, Eq. (8),
respectively. In Sec. V C we present additional remarks
on partial crystal-like correlation and energy of ground-
state.
Point out, all analytical results obtained in Sec. V are
exact.
A. Energy of ground-state Ψ
(m),eh
N˜,N˜
, for UIB
Using the Hamiltonian Eq. (1), we calculate the total
energy of electron-ion system in the state Eq. (29) as
E
(m),eh
N˜
= 〈Ψ(m),eh
N˜,N˜
|HˆN˜,N˜ |Ψ(m),ehN˜,N˜ 〉, (46)
where in the RHS for the kinetic energy term
〈Ψ(m),eh
N˜,N˜
|Hˆ0|Ψ(m),ehN˜,N˜ 〉 = N˜Ekin (47)
we obtain (remind, all matrix elements should be calcu-
lated within MS) the kinetic energy per electron (or per
electron-ion pair) as
Ekin =
1
mN˜
ℓ∑
n=−ℓ
〈Ψn,(m)
N˜
|Hˆ0|Ψn,(m)N˜ 〉
=
1
mN˜2
ℓ∑
n=−ℓ
N˜∑
j=1
N˜∑
i=1
〈ϕ(m)
k
(n)
xi
(rj)|hˆ0j |ϕ(m)
k
(n)
xi
(rj)〉
=
1
mN˜
ℓ∑
n=−ℓ
N˜∑
j=1
~ωc
2
=
~ωc
2
. (48)
In Eq. (48) the RHS of the first line contains usual
in the Hartree-Fock theory30,31 matrix elements, on the
“Hartree-Fock”-alike many-electron wave functions Eq.
(31); this RHS it follows straightforwardly from the LHS,
quite similar with transition from Eq. (35) to Eq. (36).
Then transition to the second line of Eq. (48) is analo-
gous to well known one in the Hartee-Fock theory30,31.
Notice, in Eq. (48) index “j” distinguishes electrons. Fur-
ther, the second line in Eq. (48) is simplified by using
Eq. (28). Point out, from Sec. IV as well as Eq. (48)
it is seen that within the subspace of the n−th set of
single-electron states (from which the n−th set many-
electron wave function Eq. (31) is constructed) an j−th
electron is equally distributed (present) over (in) all these
N˜ states. Point out, the kinetic energy Ekin = ~ωc/2 co-
incides with the pertinent result of Refs.10,11, for their
finite rectangular main cell.
In the RHS of Eq. (46) the term related with ion-ion
interaction, we call it also UIB-UIB interaction, is given
as
〈Ψ(m),eh
N˜,N˜
|Vii|Ψ(m),ehN˜,N˜ 〉 = N˜(E
a
ii + E
b
ii), (49)
where, due to the second term in the RHS of Eq. (5),
Eaii =
NC∑
k=1
e2
εLx k
(50)
and, due to the first term in the RHS of Eq. (5),
Ebii =
1
2N˜
N˜∑
i1=1
N˜∑
j1=1,j1 6=i1
NC∑
k=−NC
×〈Ψ(m),eh
N˜,N˜
| e
2
ε|Ri1 −Rj1 − kLx xˆ|
|Ψ(m),eh
N˜,N˜
〉
=
1
2N˜
N˜∑
i1=1
N˜∑
j1=1,j1 6=i1
NC∑
k=−NC
〈
N˜∏
i=1
φ
n
(i)
ys
(Ri)|
× e
2
ε|Ri1 −Rj1 − kLx xˆ|
|
N˜∏
j=1
φ
n
(j)
ys
(Rj)〉. (51)
In Eq. (51) we have used Eqs. (29)-(32). Finally, by
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standard transformations30,31, Eq. (51) is rewritten as
Ebii =
1
2N˜
NC∑
k=−NC
N˜∑
i=1
N˜∑
j=1,j 6=i
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2. (52)
In the RHS of Eq. (46) the term related with electron-
ion interaction, we call it also electron-UIB interaction,
is given as
〈Ψ(m),eh
N˜,N˜
|Vei|Ψ(m),ehN˜,N˜ 〉 = N˜Eei, (53)
where
Eei = − 1
N˜
N˜∑
i1=1
N˜∑
j1=1
NC∑
k=−NC
〈Ψ(m),eh
N˜,N˜
| e
2/ε
|ri1 −Rj1 − kLx xˆ|
×|Ψ(m),eh
N˜,N˜
〉 = − 1
mN˜
ℓ∑
n=−ℓ
N˜∑
i1=1
N˜∑
j1=1
NC∑
k=−NC
×〈Ψn,(m)
N˜
(r1, . . .)
N˜∏
i=1
φ
n
(i)
ys
(Ri)| e
2/ε
|ri1 −Rj1 − kLx xˆ|
×|Ψn,(m)
N˜
(r1, . . .)
N˜∏
j=1
φ
n
(j)
ys
(Rj)〉. (54)
In Eq. (54) we have used Eqs. (29)-(31) and (cf. with
Eq. (32)) the property
〈Ψk,(m)
N˜
(r1, . . .)| e
2
ε|ri −Rj − kLx xˆ|
|Ψn,(m)
N˜
(r1, . . .)〉
= δk,n 〈Ψn,(m)N˜ |
e2
ε|ri −Rj − kLx xˆ|
|Ψn,(m)
N˜
〉, (55)
which is valid for N˜ ≥ 2. By making calcula-
tions analogous to ones of the HFA and the Hartree
approximation30,31, from Eq. (54) we obtain
Eei = − 1
mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
N˜∑
j=1
NC∑
k=−NC
∫
dr
∫
dR
× e
2/ε
|r−R− kLx xˆ|
|ϕ(m)
k
(n)
xi
(r)|2|φ
n
(j)
ys
(R)|2. (56)
In the RHS of Eq. (46) the term related with electron-
electron interaction
〈Ψ(m),eh
N˜,N˜
|Vee|Ψ(m),ehN˜,N˜ 〉 = N˜(E
a
ee + E
b
ee), (57)
where, due to the second term in the RHS of Eq. (3),
Eaee =
NC∑
k=1
e2
εLx k
(58)
and, due to the first term in the RHS of Eq. (3),
Ebee =
1
2N˜
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
×〈Ψ(m),eh
N˜,N˜
| e
2
ε|ri − rj − kLx xˆ|
|Ψ(m),eh
N˜,N˜
〉
=
1
2mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
×〈Ψn,(m)
N˜
| e
2
ε|ri − rj − kLx xˆ|
|Ψn,(m)
N˜
〉. (59)
In Eq. (59) we have used Eqs. (29)-(31) and (cf. with
Eq. (55)) the property
〈Ψk,(m)
N˜
(r1, . . .)| e
2
ε|ri − rj − kLx xˆ|
|Ψn,(m)
N˜
(r1, . . .)〉
= δk,n 〈Ψn,(m)N˜ |
e2
ε|ri − rj − kLx xˆ|
|Ψn,(m)
N˜
〉, (60)
which is valid for N˜ ≥ 3 (remind, in the present study
it is assumed that N˜ → ∞). As in the RHS of Eq.
(59) the matrix elements are calculated on many-electron
wave functions Eq. (31) of “Hartree-Fock”-alike form,
by making typical HFA calculations30,31 of the matrix
elements, we rewrite Eq. (59) as
Ebee = E
di
ee + E
xc
ee , (61)
where the direct-alike (or the Hartree-alike) contribution
Ediee =
1
2mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
∫
dr
∫
dr′
× e
2/ε
|r− r′ − kLx xˆ|
|ϕ(m)
k
(n)
xi
(r)|2|ϕ(m)
k
(n)
xj
(r′)|2, (62)
and the exchange-alike (or the Fock-alike) contribution
Excee = −
1
2mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
∫
dr
∫
dr′
× e
2/ε
|r− r′ − kLx xˆ|
ϕ
(m)∗
k
(n)
xi
(r) ϕ
(m)
k
(n)
xj
(r)
× ϕ(m)
k
(n)
xi
(r′) ϕ(m)∗
k
(n)
xj
(r′). (63)
Notice, the direct-alike term, Eq. (62), is always positive
and the exchange-alike term, Eq. (63), is always negative.
Point out that strictly speaking these two terms cannot
be called as the direct and the exchange ones because
some correlations are already taken into account in the
form of many-body electron-ion wave function Ψ
(m),eh
N˜,N˜
.
Point out, in final expressions of Eqs. (52), (62), (63)
the sums over i and j have the additional condition, j 6= i;
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however, it is important that this condition in Eq. (56) is
absent. Remind that
∫
dr . . . =
∫ Lx nαxs
Lx (n
α
xs−1)
dx
∫∞
−∞ dy . . ..
The sum of direct and direct-alike terms
Eda = Eaee + E
a
ii + E
b
ii + E
di
ee + Eei, (64)
we rewrite (by, quite obvious, exact transformations) as
follows
Eda = E
(m)
1 + E
(m)
2 + E
(m)
3 , (65)
where Eaee, E
a
ii, and the ”diagonal” terms , j = i, from
Eei, Eq. (56), for k 6= 0, have contributed to
E
(m)
1 =
2e2
εLx
NC∑
k=1
1
k
− 1
mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
NC∑
k=−NC ;k 6=0
∫
dr
∫
dR
× e
2
ε|r−R− kLx xˆ|
|ϕ(m)
k
(n)
xi
(r)|2|φ
n
(i)
ys
(R)|2, (66)
further, the only left, however, very important ”diago-
nal” term, j = i, from Eei, Eq. (56), for k = 0, have
contributed to
E
(m)
2 = −
1
mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
∫
dr
∫
dR
× e
2
ε|r−R| |ϕ
(m)
k
(n)
xi
(r)|2|φ
n
(i)
ys
(R)|2, (67)
and Ebii, E
di
ee and all the rest ”nondiagonal” terms, j 6= i,
from Eei, Eq. (56), for any k from −NC to NC , have
given
E
(m)
3 =
1
2mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
N˜∑
j=1,j 6=i
NC∑
k=−NC
∫
dr
∫
dr′
× e
2/ε
|r− r′ − kLx xˆ|
[|φ
n
(i)
ys
(r)|2 − |ϕ(m)
k
(n)
xi
(r)|2]
×[|φ
n
(j)
ys
(r′)|2 − |ϕ(m)
k
(n)
xj
(r′)|2]. (68)
As an i−th term in the sums over i in Eqs. (66)-(68) is
independent of i = n
(i)
ys , these equations can be rewritten
as
E
(m)
1 =
2e2
εLx
NC∑
k=1
1
k
− 1
m
ℓ∑
n=−ℓ
NC∑
k=−NC ;k 6=0
∫
dr
∫
dR
× e
2
ε|r−R− kLx xˆ|
|ϕ(m)
k
(n)
xi
(r)|2|φ
n
(i)
ys
(R)|2, (69)
E
(m)
2 = −
1
m
ℓ∑
n=−ℓ
∫
dr
∫
dR
× e
2
ε|r−R| |ϕ
(m)
k
(n)
xi
(r)|2|φ
n
(i)
ys
(R)|2, (70)
and
E
(m)
3 =
1
2m
ℓ∑
n=−ℓ
N˜∑
j=1,j 6=i
NC∑
k=−NC
∫
dr
∫
dr′
× e
2/ε
|r− r′ − kLx xˆ|
[|φ
n
(i)
ys
(r)|2 − |ϕ(m)
k
(n)
xi
(r)|2]
×[|φ
n
(j)
ys
(r′)|2 − |ϕ(m)
k
(n)
xj
(r′)|2]. (71)
As it can be expected, in particular, we will see that in
Eqs. (66)-(71) their RHS are actually independent of
nαxs.
Point out, it easy to see that a weak logarithmic diver-
gence of the first sum over k in the RHS of Eq. (69), that
appears due to k ≫ 1, is exactly canceled by the main
contributions to the second sum over the k in the RHS
of Eq. (69), at |k| ≫ 1. Such that the total sum over
k in the RHS of Eq. (69) will quickly converge with
the increase of |k|. Indeed, for |k| → ∞ in the sec-
ond term of the RHS of Eq. (69) as |r − R| . Lx ,
due to properties of the factors given by the squares
of the single-electron and the single-ion wave functions
involved, we have in a very good approximation that
e2/(ε|r − R − kLx xˆ|) ≈ e2/(ε|k|Lx ). Using the latter
constant expression in the second term of Eq. (69) leads
to the mutual canceling with the relevant k−term of the
first contribution to the RHS of Eq. (69). By similar
considerations, it is easy to see that the sum over k in
the RHS of Eq. (71) is quickly convergent. As a result,
we can in Eqs. (69), (71) and, respectively, (66), (68) to
assume that NC →∞; it is in agreement with pertinent
discussion in Sec. II.
To calculate the RHS of Eqs. (69), (70) we will use
that
e2
ε|r−R| =
e2
2πε
∫ ∞
−∞
dqx
∫ ∞
−∞
dqy
eiq(r−R)√
q2x + q
2
y + δ
2/ℓ20
,
(72)
where, e.g., cf. with34, a dimensionless δ → 0 and it
is implicit that Lµ → ∞ such that ℓ0/(δ × Lµ) → 0,
µ = x, y. Respectively, we have that Lx /(δ × Lµ) → 0
as only finite m are treated. In addition, we will use the
matrix elements∫
dr eiqr |ϕ(m)
k
(n)
xi
(r)|2 = exp(iqyk(n)xi ℓ20 − q2yℓ20/4)
×exp(iqxL

x n
α
xs)
iqxLx
[1− exp(−iqxLx )], (73)
and ∫
dR e−iqR |φ
n
(i)
ys
(R)|2 = e−iqyLx n(i)ys Sm(qyℓ0)
×exp(−iqxL

x n
α
xs)
−iqxLx
[1− exp(iqxLx )], (74)
where
29
Sm(qµℓ0) = sin(qµL

x /2)/(qµL

x /2) =
sin(
√
πm/2 qµℓ0)/(
√
πm/2 qµℓ0); it is even
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function. In particular, in the LHS of Eq.
(73) i) the integral over x is calculated as∫ Lx nαxs
Lx (n
α
xs−1)
eiqxx dx/Lx = e
iqxL

x n
α
xs [1−e−iqxLx ]/(iqxLx )
and ii) the integral over y is calculated as35∫∞
−∞ dy e
iqyy Ψ20(y−y0(k(n)xi )) = exp(− 14q2yℓ20+iqyk
(n)
xi ℓ
2
0).
After using of Eqs. (72)-(74), we rewrite Eq. (70) as
E
(m)
2 =
e2
εℓ0
FC1 (m), (75)
where (this, always negative, function is introduced in
Ref.
29
), for ξ = qxℓ0 and η = qyℓ0, we have that
FC1 (m) = −
2
π
∫ ∞
0
dξ
∫ ∞
0
dη
e−η
2/4√
ξ2 + η2
fm(η)
×Sm(η) S2m(ξ), (76)
where, as there is no any finite contribution (or diver-
gence) in the RHS for δ → 0, we have neglected by δ2
in the factor (ξ2 + η2 + δ2)−1/2. Here (cf. with Ref.29)
f1(η) = 1 and, for m ≥ 3, the even function
fm(η) =
1
m
[
1 + 2
ℓ∑
n=1
cos(
√
2π
m
n η)
]
. (77)
From Eq. (76) we calculate: FC1 (1) ≈ −1.184787,
FC1 (3) ≈ −0.665565, FC1 (5) ≈ −0.518796, and FC1 (7) ≈
−0.440366; notice, these values for FC1 (m) were previ-
ously obtained in Ref.29.
Using Eqs. (72)-(74), we rewrite Eq. (69) as
E
(m)
1 =
e2
εℓ0
D(m), (78)
where
D(m) =
∞∑
k=1
D
(m)
1 (k), (79)
and
D
(m)
1 (k) =
√
2
mπ
1
k
− 4
π
∫ ∞
0
dξ
∫ ∞
0
dη
fm(η)√
ξ2 + η2
×e−η2/4Sm(η) S2m(ξ) cos[k
√
2πm ξ].(80)
Point out that the sum in the RHS of Eq. (79) is
rapidly convergent as, e.g., D
(m)
1 (2)/D
(m)
1 (1) < 0.1 and
D
(m)
1 (5)/D
(m)
1 (2) < 0.1, for m = 1, 3, 5, 7; see also the
paragraph above Eq. (72). From Eqs. (79), (80) we cal-
culate: D(1) ≈ −0.10661 (for this precision it is enough
to include the first seventeen terms in the sum of Eq.
(79)), D(3) ≈ −0.05386 (for this precision it is enough
to include the first fourteen terms of the sum), D(5) ≈
−0.04282 (for this precision it is enough to include the
first fourteen terms of the sum), and D(7) ≈ −0.03678
(for this precision it is enough to include the first twelve
terms of the sum).
Using Eqs. (72)-(74), we rewrite Eq. (71) as
E
(m)
3 =
e2
4πε
∫ ∞
−∞
dqx
∫ ∞
−∞
dqy
gm(qyℓ0)√
q2x + q
2
y + δ
2/ℓ20
×S2m(qxℓ0) [
∞∑
k=−∞
e−ikqxL

x ]
×{
∞∑
my=−∞,my 6=0
e−imyqyL

x }, (81)
where (this even function is introduced in Ref.29)
gm(η) = S
2
m(η) + e
−η2/2 − 2e−η2/4 fm(η) Sm(η). (82)
Notice, g1(η) = [exp(−η2/4) − S1(η)]2. Further, using
Eq. (39) we express in the RHS of Eq. (81) the product
of the sums in the square and the curly brackets as
2π
Lx
∞∑
Mx=−∞
δ(qx +Mx
2π
Lx
)
×{[ 2π
Lx
∞∑
My=−∞
δ(qy +My
2π
Lx
)]− 1}. (83)
Using Eq. (83) in Eq. (82) and calculating the integrals
with the help of delta-functions we obtain
E
(m)
3 = E
(m),a
3 + E
(m),b
3 , (84)
where
E
(m),a
3 =
e2
2εLx
∞∑
Mx=−∞
∞∑
My=−∞
S2m(
√
2π/m Mx)
× gm(
√
2π/m My)√
M2x +M
2
y + (m/2π)δ
2
, (85)
and
E
(m),b
3 = −
e2
εLx
∞∑
Mx=−∞
S2m(
√
2π/m Mx)
∫ ∞
0
dqy
× gm(qyℓ0)√
(2π/Lx )
2M2x + q
2
y + δ
2/ℓ20
. (86)
Taking into account that Sm(
√
2π/mM) =
sin(πM)/(πM) = 0 for M 6= 0 and, in addition,
that Sm(0) = 1 for M = 0, we obtain that in the RHS of
Eqs. (85), (86) only the Mx = 0 term, of the sums over
Mx, is contributed. Then Eq. (86) obtains the form
E
(m),b
3 = −
e2√
2πm εℓ0
∫ ∞
0
dη
gm(η)
η
, (87)
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where it is used that under the integral in
gm(η)/
√
η2 + δ2 it is safe to neglect by δ2 → 0
as, for η ≪ 1, gm(η)/η ∝ η at m = 3, 5, . . . and
gm(η)/η ∝ η3 at m = 1. Further, in the sum over My
in the RHS of Eq. (85) it is easy to see that My = 0
term vanish as it is ∝ gm(0)/(
√
m/2π δ) = 0, where
gm(0) = 0 and δ 6= 0. Then finally we rewrite Eq. (85)
as
E
(m),a
3 =
e2√
2πm εℓ0
∞∑
k=1
1
k
e−π k
2/m, (88)
where it is used that gm(
√
2π/m k) = exp(−π k2/m),
for k 6= 0. Then using Eqs. (87), (88) we rewrite Eq.
(84) in the form
E
(m)
3 =
e2
εℓ0
∆F˜C1 (m), (89)
where
∆F˜C1 (m) =
1√
2π m
(
∞∑
k=1
1
k
e−π k
2/m −
∫ ∞
0
dη
gm(η)
η
).
(90)
From Eqs. (90) simple numerical calculations give
that: ∆F˜C1 (1) ≈ −0.0021047, ∆F˜C1 (3) ≈ −0.0812376,
∆F˜C1 (5) ≈ −0.0654775, and ∆F˜C1 (7) ≈ −0.0552258.
Now, Eqs. (65), (75)-(80), (89)-(90) give for Eda(m) =
(e2/εℓ0)U
da
C (m) the analytical expression, E
da(m) ≡
Eda. Then above given numerical results shows that
UdaC (1) ≈ −1.29350, UdaC (3) ≈ −0.80066, UdaC (5) ≈
−0.62709, and UdaC (7) ≈ −0.53237.
To calculate Excee , in the RHS of Eq. (63) we use that
an i−th term in the sum over i is independent of i = n(i)ys .
I.e., in the RHS of Eq. (63) N˜−1
∑N˜
i=1Ai → Ai. Then
Eq. (63) can be rewritten, by using Eq. (72), as
Excee = −
e2
4mπε
ℓ∑
n=−ℓ
N˜∑
j=1;j 6=i
∞∑
k=−∞
∫ ∞
−∞
dqx
∫ ∞
−∞
dqy
× e
−ikqxLx√
q2x + q
2
y + δ
2/ℓ20
|M(q; k(n)xi , k(n)xj )|2, (91)
where the matrix element
M(q; k
(n)
xi , k
(n)
xj ) =
∫
dreiqrϕ
(m)∗
k
(n)
xi
(r)ϕ
(m)
k
(n)
xj
(r)
= exp{[2iqy(k(n)xj + k(n)xi )− (k(n)xj − k(n)xi )2 − q2y]ℓ20/4}
×exp[i(qx + k
(n)
xj − k(n)xi )Lx nαxs]
i(qx + k
(n)
xj − k(n)xi )Lx
×[1− exp(−i(qx + k(n)xj − k(n)xi )Lx )]. (92)
After using Eq. (92) in Eq. (91), it follows that the factor
|M(q; k(n)xi , k(n)xj )|2 in Eq. (91) is independent of nαxs and
k
(n)
xi . However, it is dependent on q and ∆k = k
(n)
xj −
k
(n)
xi = (
√
2πm/ℓ0)(n
(j)
ys − n(i)ys ); the latter is independent
of n. Introducing my = n
(j)
ys − n(i)ys , we have that ∆k =
(
√
2πm/ℓ0)my, where my 6= 0. It is important to point
out that from above it follows that in the RHS of Eq.
(91) the n−th term of the sum over n is independent of
n. Further, using Eq. (39) we readily rewrite Eq. (91)
as follows
Excee = −
e2
εLx
∞∑
Mx=−∞
∞∑
my=−∞;my 6=0
e−πmm
2
y
× sin
2[π(Mx −mmy)]
[π(Mx −mmy)]2
∫ ∞
0
dqy
× e
−q2yℓ20/2√
(2π/Lx )
2M2x + q
2
y + δ
2/ℓ20
, (93)
where the integral over qx is already carried out, using
obtained delta-functions. It is readily seen that, due to
my 6= 0, the termMx = 0 does not contribute to the RHS
of Eq. (93). I.e., the sum over all Mx can be substituted
only by the sum over Mx 6= 0, i.e., by Mx = ±1,±2, . . ..
Further, in the RHS of Eq. (87) we obtain that
sin2[π(Mx −mmy)]
[π(Mx −mmy)]2 = δMx,mmy , (94)
i.e., reduces to the Kronecker delta symbol. Then using
Eq. (94) in Eq. (93) we readily obtain
Excee = −
e2
εℓ0
F2(m), (95)
where
F2(m) =
√
2
mπ
∞∑
k=1
e−πmk
2
∫ ∞
0
dη
e−η
2/2√
η2 + 2πmk2
. (96)
Notice, the sum over k in the RHS of Eq. (96) is very
rapidly convergent already for m = 1: in the k = 1 term
≈ 0.01618 the k = 2 term ≈ 6.83 × 10−7. Numerical
calculations (obviously, quite simple) give that F2(1) ≈
0.016183, F2(3) ≈ 1.0475 × 10−5, F2(5) ≈ 1.18 × 10−8,
and F2(7) ≈ 1.6× 10−11.
Then using Eqs. (46)-(50), (53), (57), (58), (61), (64),
(65), (75)-(80), (89), (90), (95), (96) we can rewrite Eq.
(46) as
E
(m),eh
N˜
=
~ωc
2
N˜ +
e2N˜
εℓ0
UUB(m), (97)
where UUB(m) = D(m) + FC1 (m) + ∆F˜
C
1 (m) − F2(m).
Notice that UUB(m) is negative, due to many-body in-
teractions, and gives lowering of the total energy per elec-
tron in the units of e2/εℓ0, i.e., U
UB(m) = [E
(m),eh
N˜
/N˜ −
~ωc/2]/(e
2/εℓ0). Finally, we calculate
UUB(1) ≈ −1.30968, UUB(3) ≈ −0.80067
UUB(5) ≈ −0.62709, UUB(7) ≈ −0.53237, (98)
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where after the decimal point only first five digits are
kept. Even though the values of UUB(1), UUB(3) and
UUB(5) given by Eq. (98) are much lower than pertinent
total lowering at ν = 1, 1/3, and 1/5 for the Laugh-
lin variational wave function3 (i.e., −
√
π/8 ≈ −0.6267,
−0.4156 ± 0.0012, and −0.3340 ± 0.0028, respectively),
the comparison of these results by using their face value
is not too useful. In particular, due to the absence in
UUB(m) of any contribution from the self-interaction of
an ion with itself while for IJB model used in Ref.3 (and
many others studies) pertinent contribution is present.
It is interesting that the results Eq. (98) are quite
close to pertinent numerical results obtained, for UC(m),
in Ref.29 within framework that, however, contains some
oversimplifications the influence of which it is difficult to
estimate beforehand.
B. Energy of ground-state Ψ
(m),JB
N˜
, for IJB
Using the Hamiltonian Eq. (6), we calculate the total
energy of electron-ion system (matrix elements should be
calculated within the main strip) in the state Eq. (44) as
E
(m),JB
N˜
= 〈Ψ(m),JB
N˜
|HˆJB
N˜
|Ψ(m),JB
N˜
〉, (99)
where in the RHS for the kinetic energy term, cf. with
Eqs. (47)-(48), it follows
〈Ψ(m),JB
N˜
|Hˆ0|Ψ(m),JBN˜ 〉 = N˜
~ωc
2
. (100)
In the RHS of Eq. (99) the term related with the Vbb,
Eq. (8), interaction (we call it also IJB-IJB interaction)
is given as
〈Ψ(m),JB
N˜
|Vbb|Ψ(m),JBN˜ 〉 ≡ Vbb = N˜(E
I
bb + E
II
bb ), (101)
where it follows (now in the RHS of Eq. (101) all inte-
grations we reduce to MS) that
EIbb =
1
2N˜
N˜∑
i=1
N˜∑
j=1
∫ ∫
e2dRdR′
ε|R−R′|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2, (102)
and
EIIbb =
1
2N˜
NC∑
k=−NC ,k 6=0
N˜∑
i=1
N˜∑
j=1
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2, (103)
where we have used that, e.g., within MS given by Eq.
(42) nehio (R) = nb(R), according to Sec. IV B. Point out,
in Eqs. (102), (103) the integrals are carried out within
MS as, e.g., instead of
∫
MS
dR we write
∫
dR.
In the RHS of Eq. (99) the term related with electron-
ion interaction, we call it also electron-IJB interaction, is
given as
〈Ψ(m),JB
N˜
|Veb|Ψ(m),JBN˜ 〉 = N˜Eeb, (104)
where using Eqs. (7), (42) and nb(R) = n
eh
io (R) we cal-
culate that
Eeb = − 1
mN˜
ℓ∑
n=−ℓ
N˜∑
i=1
N˜∑
j=1
NC∑
k=−NC
∫
dr
∫
dR
× e
2/ε
|r−R− kLx xˆ|
|ϕ(m)
k
(n)
xi
(r)|2|φ
n
(j)
ys
(R)|2,
and comparing with Eq. (56), it follows that
Eeb = Eei. (105)
In the RHS of Eq. (99) the term related with electron-
electron interaction
〈Ψ(m),JB
N˜
|Vee|Ψ(m),JBN˜ 〉 ≡ 〈Ψ
(m),eh
N˜,N˜
|Vee|Ψ(m),ehN˜,N˜ 〉
= N˜(Eaee + E
b
ee), (106)
where Eaee and E
b
ee are calculated in Sec. V A.
As in the RHS of Eqs. (102), (103) and (52) the i−th
term is independent of i = n
(i)
ys , it follows that
EIbb =
1
2
N˜∑
j=1
∫ ∫
e2dRdR′
ε|R −R′|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2, (107)
EIIbb =
1
2
NC∑
k=−NC ,k 6=0
N˜∑
j=1
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2, (108)
and
Ebii =
1
2
NC∑
k=−NC
N˜∑
j=1,j 6=i
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2. (109)
Further, using Eqs. (46), (99) and above results, we
have that
(E
(m),JB
N˜
− E(m),eh
N˜
)/N˜ = EIbb +E
II
bb −Eaii −Ebii, (110)
First, in the RHS of Eq. (110) we rewrite EIbb − Ebii, by
separating in Ebii the k = 0 term and mutually canceling
it with all j 6= i terms in EIbb, as follows
EIbb − Ebii =
1
2
∫ ∫
e2dRdR′
ε|R−R′| |φn(i)ys (R)|
2|φ
n
(i)
ys
(R′)|2
−1
2
NC∑
k=−NC ;k 6=0
N˜∑
j=1,j 6=i
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2 |φ
n
(j)
ys
(R′)|2. (111)
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Now it is easy to see from Eqs. (111) and (108) that
EIbb − Ebii + EIIbb =
1
2
∫ ∫
e2dRdR′
ε|R−R′| |φn(i)ys (R)|
2
×|φ
n
(i)
ys
(R′)|2 + 1
2
NC∑
k=−NC ;k 6=0
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2|φ
n
(i)
ys
(R′)|2, (112)
as the second term in the RHS of Eq. (111) mutually
cancels all terms in the RHS of Eq. (108) in the sum
over j except one, j = i. Then using Eq. (112) and Eq.
(50) in Eq. (110), we obtain that
(E
(m),JB
N˜
−E(m),eh
N˜
)/N˜ = ∆EIJB,UB +∆E
II
JB,UB , (113)
where
∆EIJB,UB =
1
2
∫ ∫
e2dRdR′
ε|R−R′|
×|φ
n
(i)
ys
(R)|2|φ
n
(i)
ys
(R′)|2, (114)
and
∆EIIJB,UB =
1
2
NC∑
k=−NC ;k 6=0
(
∫ ∫
e2dRdR′
ε|R−R′ − kLx xˆ|
×|φ
n
(i)
ys
(R)|2|φ
n
(i)
ys
(R′)|2 − e
2
εLx k
).(115)
Using Eqs. (72), (74) in Eqs. (114) and (115), we calcu-
late that
∆EIJB,UB =
e2
εℓ0
F IJB,UB(m), (116)
where
F IJB,UB(m) =
1
π
∫ ∞
0
dξ
∫ ∞
0
dη
1√
ξ2 + η2
×S2m(η) S2m(ξ), (117)
and
∆EIIJB,UB =
e2
εℓ0
F IIJB,UB(m). (118)
We obtain that
F IIJB,UB(m) =
∞∑
k=1
D
(m)
II (k), (119)
where
D
(m)
II (k) =
2
π
∫ ∞
0
dξ
∫ ∞
0
dη
1√
ξ2 + η2
cos(k
√
2mπ ξ)
×S2m(η) S2m(ξ)−
1√
2mπ
1
k
. (120)
Point out that the sum in the RHS of Eq. (119) is
rapidly convergent as, e.g., D
(m)
II (2)/D
(m)
II (1) < 0.1 and
D
(m)
II (5)/D
(m)
II (2) < 0.1, for m = 1, 3, 5, 7.
From Eqs. (119), (120) we calculate: F IIJB,UB(1) ≈
0.05151 (for this precision it is enough to include the first
eighteen terms in the sum of Eq. (79)), F IIJB,UB(3) ≈
0.02972 (for this precision it is enough to include the
first fifteen terms of the sum), F IIJB,UB(5) ≈ 0.02301
(for this precision it is enough to include the first four-
teen terms of the sum), and F IIJB,UB(7) ≈ 0.01944 (for
this precision it is enough to include the first thirteen
terms of the sum). Further, from Eq. (117) we cal-
culate: F IJB,UB(1) ≈ 0.593068, F IJB,UB(3) ≈ 0.342408,
F IJB,UB(5) ≈ 0.265228, and F IJB,UB(7) ≈ 0.224158.
As the result we have that F IJB,UB(1) + F
II
JB,UB(1) ≈
0.64458, F IJB,UB(3)+F
II
JB,UB(3) ≈ 0.37213, F IJB,UB(5)+
F IIJB,UB(5) ≈ 0.28824, and F IJB,UB(7) + F IIJB,UB(7) ≈
0.24360. Now using Eqs. (97)-(98) and Eqs. (113)-(120),
we obtain the lowering of the total energy per electron
(in the units of e2/εℓ0) for IJB model, U
JB(m), as
UJB(m) = UUB(m) + F IJB,UB(m) + F
II
JB,UB(m). (121)
Finally, we calculate
UJB(1) ≈ −0.66510, UJB(3) ≈ −0.42854
UJB(5) ≈ −0.33885, UJB(7) ≈ −0.28877.(122)
Given by Eq. (122) values of UJB(1), UJB(3) and
UJB(5) are substantially lower than pertinent total low-
ering at ν = 1, 1/3, and 1/5 for the Laughlin varia-
tional wave function, i.e.,3 −
√
π/8 ≈ −0.6267,−0.4156±
0.0012, and−0.3340±0.0028, respectively. Point out that
comparison of UJB(m) with the results of Ref.3 is totally
justified. As for the IJB model the ion background is to-
tally equivalent to the model of ion background used in
Ref.3. Notice, more accurate numerical calculations for
the Laughlin trial function, e.g., at ν = 1/3 show the
lowering14 (−0.410± 0.001).
C. Remarks on partial crystal-like correlation
order and energy of ground-state
Here, for IJB, we will make additional remarks on par-
tial crystal-like correlation order Eq. (15) and some ef-
fects of it modification on the energy of ground-state.
First, it is easy to see that using Eq. (15) in Eq. (10)
we obtain that, due assumed partial crystal-like correla-
tion order among N electrons of MR, the Hamiltonian
HˆMR, Eq. (10), obtains the form nmaxxs × HˆJBN˜ . The
latter is i) dependent only on N˜ “compound” electrons
radius vectors and ii) periodic, with the period Lx , on
any xi, i = 1, . . . , N˜ ; so far these radius vectors are de-
fined within whole MR. Then we can rewrite Eq. (9) as
follows
nmaxxs Hˆ
JB
N˜
Ψ˜(r1, . . . , rN˜ ) = EN Ψ˜(r1, . . . , rN˜ ), (123)
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where Ψ(r1, . . . , rN ), after using Eq. (15), is transformed
to Ψ˜(r1, . . . , rN˜ ). Now from Eq. (123) it is clear that
its wave functions Ψ˜(r1, . . . , rN˜ ) have the same proper-
ties, (i) and (ii), as the Hamiltonian HˆJB
N˜
(r1, . . . , rN˜ ).
So we can assume the ground-state trial wave function
Ψ˜(r1, . . . , rN˜ ), normalized within MR, as
Ψ˜(r1, . . . , rN˜ ) =
1
(nmaxxs )
N˜/2
Ψ
(m),JB
N˜
(r1, . . . , rN˜ ), (124)
where Ψ
(m),JB
N˜
(r1, . . . , rN˜ ) is given by Eq. (44) and ri are
defined within whole MR. It is clear that Ψ˜(r1, . . . , rN˜ )
is periodic in MR, with period Lx , over any its xi. It is
easy to see that∫
MR
dr1 . . .
∫
MR
drN˜ |Ψ˜(r1, . . . , rN˜ )|2 = 1, (125)
indeed, due to its periodicity we have that∫
MR
dri|Ψ˜(r1, . . . , rN˜ )|2 = nmaxxs
∫
MS
dri|Ψ˜(r1, . . . , rN˜ )|2.
(126)
Then using Eq. (126) in Eq. (125), its LHS we rewrite
as
(nmaxxs )
N˜
∫
MS
dr1 . . .
∫
MS
drN˜ |Ψ˜(r1, . . . , rN˜ )|2
=
∫
MS
dr1 . . .
∫
MS
drN˜ |Ψ(m),JBN˜ |
2 = 1, (127)
i.e., the normalization of the wave function
Ψ˜(r1, . . . , rN˜ ), Eq. (124), within MR is reduced to
the normalization of the wave function Ψ
(m),JB
N˜
within
MS.
Further, from Eq. (123) the ground-state energy of N
electrons within MR, for IJB, is given as
EN = n
max
xs
∫
MR
dr1 . . .
∫
MR
drN˜ Ψ˜
∗HˆJB
N˜
Ψ˜, (128)
where, using the periodicity of the Hamiltonian
HˆJB
N˜
(r1, . . . , rN˜ ) and property similar to Eq. (126), we
calculate
EN
nmaxxs
= (nmaxxs )
N˜
∫
MS
dr1 . . .
∫
MS
drN˜ Ψ˜
∗HˆJB
N˜
Ψ˜, (129)
or
EN
nmaxxs
= E
(m),JB
N˜
, (130)
where, in agreement with with Eq. (99), we have
E
(m),JB
N˜
=
∫
MS
dr1 . . .
∫
MS
drN˜Ψ
(m),JB∗
N˜
HˆJB
N˜
Ψ
(m),JB
N˜
.
(131)
So it is shown that the ground-state can correspond to
partial crystal-like correlation order, Eq. (15), among N
electrons of MR. Then the study of 2DES of N electrons
within MR is exactly reduced to the treatment of 2DES of
N˜ electrons localized within MS to which PBC is imposed
along x-direction. In addition, similar justification can
be applied for the lowest excited-state; i.e., the excited-
states that we study in Sec. VI.
In Sec. VIII, Concluding Remarks, we will discuss ef-
fect on the energy of ground-state, treated in Sec. V, of
the change of the period Lx in Eqs. (15)-(16) by period
Lapx = ηa × Lx of arbitrary value36. The area of unit
cell is fixed as it is equal to the area of MR per electron.
It is seen that ηa ≪ 1 correspond to very short period
of PBC (and much stronger crystal-like correlation order
than for ηa = 1) while ηa →∞ correspond to (practical)
absence of both the PBC and the crystal-like correlation
order.
VI. EXCITED-STATES OF THE
GROUND-STATE Ψ
(m),eh
N˜,N˜
AND OF THE
GROUND-STATE Ψ
(m),JB
N˜
In this section we are looking for an excited-state of the
lowest energy, with respect to the ground-state Ψ
(m),eh
N˜,N˜
,
Eq. (29); i.e., for the quantum Hall system with UIB
at ν = 1/m (remind that m = 2ℓ + 1, ℓ = 0, 1, 2, . . .).
The treatment should include excitations that occur:
i) as without the change of spin of the excited com-
pound electron (the compound exciton), ii) so with the
change of spin of the excited compound electron (the
compound spin-exciton). The treatment of the com-
pound spin-exciton, at m = 1, 3, 5, . . . , should be
partly different from the treatment of the compound ex-
citon, at m = 3, 5, . . .. Indeed, in Ψ
n,(m)
N˜
(r1, ..., rN˜ ),
Eq. (31), it is implicit that each single-electron wave
function ϕ
(m)
k
(n)
xi
(rj) is multiplied by the spin wave func-
tion |σ >= ψσ(σj) = δσ,σj , where spin eigenvalue σ = 1
is pertinent to spin up LLL. Hence, for the treatment
of the compound spin-exciton (in particular, the excited-
state at ν = 1) we will need to take into account as well,
at the least partly, the subspace of the lowest (empty)
spin down (σ = −1) Landau level: with the same spatial
single-electron wave functions and the spin wave function
| − 1 >= ψ−1(σj).
It follows that all results obtained for the excited-
states of the ground-state Ψ
(m),eh
N˜,N˜
, for UIB, are very
simply extended on the excited-states of the ground-
state Ψ
(m),JB
N˜
, for IJB. In particular, for IJB the en-
ergy of any excited-state, counted from the energy of the
ground-state, Ψ
(m),JB
N˜
, coincides with the energy of rel-
evant excited-state for UIB, counted from the energy of
its ground-state, Ψ
(m),eh
N˜,N˜
. I.e., here the only difference
is that for IJB model the energies of the ground-state
and of its excited-states are shifted upwards on the same
value (for given m) with respect to the relevant energies
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for UIB model.
A. Compound exciton and compound spin-exciton.
Compound electrons and compound hole
We assume, for m ≥ 3, the compound exciton wave
function Ψi0,j0;n˜
N˜ ,N˜;(m)
(r1, ..., rN˜ ;R1, ...,RN˜ ) of the ground-
state Ψ
(m),eh
N˜,N˜
, Eq. (29), in the following (cf. with Eq.
(19) of Ref.29) form
Ψi0,j0;n˜
N˜,N˜ ;(m)
=
N˜∏
i=1
φ
n
(i)
ys
(Ri)
ℓ∑
n=−ℓ
Cn(m)
×Φi0,j0;n˜
N˜,(m);n
(r1, . . . , rN˜ ), (132)
where an excited “partial” many-electron wave function
Φi0,j0;n˜
N˜ ,(m);n
it follows from the ground-state “partial” many-
electron wave function Ψ
n,(m)
N˜
, Eq. (31), after changing
in its N˜−dimensional Slater determinant of the i0−th
row ϕ
(m)
k
(n)
xi0
(r1), ϕ
(m)
k
(n)
xi0
(r2), · · · , ϕ(m)
k
(n)
xi0
(rN˜ ) by the determi-
nant row of the following form
ϕ
(m)
k
(n+n˜)
xj0
(r1), ϕ
(m)
k
(n+n˜)
xj0
(r2), · · · , ϕ(m)
k
(n+n˜)
xj0
(rN˜ ), (133)
where n˜ = ±1, . . . ,±ℓ; ℓ = (m− 1)/2. In particular, we
have that n˜ 6= 0, for assumed m ≥ 3. In Eq. (133) the
implicit spin wave function |1 >= ψ1(σj) is omitted and,
using Eq. (25), we have that
k
(n+n˜)
xj0
=
2π m
Lx
[
n(j0)ys +
n+ n˜
m
]
, (134)
where, remind, n = 0,±1, . . . ,±ℓ. As only the values
n˜ = ±1, . . . ,±ℓ are allowed, we have that k(n+n˜)xj0 6= k
(n)
xi ,
for any possible i = 1, . . . , N˜ . We assume that the i0-th
unit cell defined by n
(i0)
ys (where m quasihole excitations
appear that constitute the compound hole) as well as the
j0−th unit cell defined by n(j0)ys (where m quasielectron
excitations are mainly localized that constitute the ex-
cited compound electron) there are well inside of MS.
I.e., they are far from the edges, along y−direction, of
MS. Point out that for the compound exciton Eq. (132)
the compound electron and the compound hole have the
same spin; i.e., the spin of the compound electron is not
changed in a process of the excitation.
We assume the compound spin-exciton wave function,
Ψi0,j0;n˜,s
N˜,N˜ ;(m)
, of the ground-state Eq. (29) in the following
form
Ψi0,j0;n˜,s
N˜,N˜ ;(m)
=
N˜∏
i=1
φ
n
(i)
ys
(Ri)
ℓ∑
n=−ℓ
Cn(m)
×Φi0,j0;n˜,s
N˜,(m);n
(r1, . . . , rN˜ ), (135)
that (in difference from the compound exciton excited-
state, Eq. (132)) is valid as for m ≥ 3 so for m = 1.
In Eq. (135) the spin-excited partial many-electron wave
function Φi0,j0;n˜,s
N˜,(m);n
it follows from the “usual” excited par-
tial many-electron wave function Φi0,j0;n˜
N˜,(m);n
after in the
latter in the determinant row Eq. (133): i) the implicit
spin up wave function |1 >= ψ1(σj) is substituted by
spin down one, | − 1 >= ψ−1(σj); ii) further, here we
have that n˜ = 0,±1, . . . ,±ℓ are allowed (i.e., in addi-
tion to the values of n˜ allowed for the compound exci-
ton, for the compound spin-exciton it is allowed n˜ = 0
at any m = 1, 3, 5, . . . ). Notice, for the compound
spin-exciton Eq. (134) is also valid; in particular, for
m = 1 as n = n˜ = 0 we have that the second term in its
square brackets, ∝ (n + n˜), is zero. For definiteness, we
call the spin-exciton Eq. (135) as compound one as well
for m = 1, even though here there is no any compound
structure of electrons or the hole resembling pertinent
structure for m = 3, 5, . . ..
Point out, in Eqs. (132)-(135) we have that nj0i0ys =
n
(j0)
ys − n(i0)ys can obtain any finite integer value (i.e.,
nj0i0ys = 0,±1,±2, . . . ) as for m ≥ 3 so for m = 1.
Point out, the excited-state wave functions Ψi0,j0;n˜
N˜ ,N˜;(m)
,
Eq. (132), and Ψi0,j0;n˜,s
N˜,N˜;(m)
, Eq. (135), are periodic with
the period Lx along any of 2N˜ variables xi and Xj; re-
mind, the same properties have the ground-state wave
function Ψ
(m),eh
N˜,N˜
, Eq. (29). Point out that
〈Ψi0,j0;n˜
N˜ ,N˜ ;(m)
|Ψ(m),eh
N˜,N˜
〉 = 〈Ψi0,j0;n˜,s
N˜,N˜;(m)
|Ψ(m),eh
N˜,N˜
〉 = 0, (136)
i.e., as required15,32 the excited-state wave functions
Ψi0,j0;n˜
N˜,N˜ ;(m)
, Ψi0,j0;n˜,s
N˜,N˜;(m)
are orthogonal to the ground-state
wave function Ψ
(m),eh
N˜,N˜
. These excited-state wave func-
tions are orthonormalized as it is seen, e.g., that
〈Ψi
(1)
0 ,j
(1)
0 ;n˜
(1)
N˜,N˜;(m)
|Ψi
(2)
0 ,j
(2)
0 ;n˜
(2)
N˜,N˜;(m)
〉 = δ
i
(1)
0 ,i
(2)
0
δ
j
(1)
0 ,j
(2)
0
×δn˜(1),n˜(2) . (137)
Eq. (137) is also valid if in its LHS to substitute
Ψ
i
(i)
0 ,j
(i)
0 ;n˜
(i)
N˜,N˜ ;(m)
by Ψ
i
(i)
0 ,j
(i)
0 ;n˜
(i),s
N˜,N˜;(m)
, i = 1, 2.
It is seen that the compound exciton wave function
Ψi0,j0;n˜
N˜,N˜ ;(m)
describes an exciton like excitation of the com-
pound (composite) structure, cf. with Refs.14,15,37,38,39.
In particular, the form of the exciton charge (cf. with
Eqs. (29), (35)-(37), (132)) density, δρ
(m)
i0,j0;n˜
(r), given as
δρ
(m)
i0,j0;n˜
(r) = e[〈Ψi0,j0;n˜
N˜,N˜ ;(m)
|
N˜∑
j=1
δ(r− rj)|Ψi0,j0;n˜N˜ ,N˜ ;(m)〉
−〈Ψ(m),eh
N˜,N˜
|
N˜∑
j=1
δ(r− rj)|Ψ(m),ehN˜,N˜ 〉], (138)
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is readily reduced to the form
δρ
(m)
i0,j0;n˜
(r) =
ℓ∑
n=−ℓ
δρ
(m),n
i0,j0;n˜
(r), (139)
where the charge density of the n−th quasiexciton
δρ
(m),n
i0,j0;n˜
(r) =
e
m
|ϕ(m)
k
(n+n˜)
xj0
(r)|2 − e
m
|ϕ(m)
k
(n)
xi0
(r)|2. (140)
I.e., for m ≥ 3, the compound exciton charge density is
the superposition of the charge densities of m quasiex-
citons, counted by the superscript n. The first and the
second terms in the RHS of Eq. (140) present the (n−th)
quasielectron and the (n−th) quasihole charge densities,
respectively, of the n-th quasiexciton. The former is
mainly localized, within MS, at y ≈ ℓ20 k(n+n˜)xj0 (i.e., al-
most within the j0−th unit cell) and the latter is mainly
localized at y ≈ k(n)xi0 ℓ20 (i.e., almost within the i0−th
unit cell). Point out, the RHS of Eq. (139) is calcu-
lated from the RHS of Eq. (138) without any approxi-
mations. Integrating the quasielectron or the quasihole
charge densities, from Eq. (140), over r within the total
area of MS we readily obtain that the total quasielec-
tron or quasihole charge, within MS, is given as e/m or
−e/m, respectively; for given n−th quasiexciton. I.e., in
the fractional quantum Hall regime, at ν = 1/m, these
charges are fractional and have the same values as quasi-
electron and quasihole fractionally charged excitations
within the Laughlin model.3 Point out that in our model
the total charge of the quasielectron (the quasihole) is
independent from it ”specific” intra-main-strip quantum
numbers n, j0, n˜, or n, k
(n+n˜)
xj0
(n, i0, or k
(n)
xi0
).
Due to PBC (in particular, the periodicity of single-
electron wave functions) it is clear that the charge den-
sity of the n−th quasiexciton, Eq. (140), has its images
that are periodic with the period Lx =
√
2mπℓ0 along
the x− direction, for x outside MS; i.e., for x > Lx nαxs
or x < Lx (n
α
xs − 1). The same property of the peri-
odicity holds as well for the charge density of the n−th
quasielectron and of the n−th quasihole. Notice, these
properties of the quasielectron and the quasihole period-
icity does not have a counterpart among the properties of
the quasiparticles, of fractionally charged excitations, in
the Laughlin model3, see also, e.g.,14,15. In addition, in
the present model all m different quasielectrons (quasi-
holes) and quasiexcitons are strongly correlated among
themselves. Such that m different quasiexcitons (how-
ever, strongly correlated) compose the compound exciton
excited-state Eq. (132), according to Eqs. (138)-(140).
Point out that for the compound spin-exciton wave
function Ψi0,j0;n˜,s
N˜,N˜ ;(m)
the form of the spin-exciton charge
density, δρ
(m),s
i0,j0;n˜
(r), coincides with that given by the
RHS of Eqs. (138), (139) and Eq. (140). With the
only difference that here are allowed all possible m and
n˜: m = 1, 3, 5, . . . and n˜ = 0,±1, . . . ,±ℓ. I.e.,
the compound spin-exciton will have the charge density
δρ
(m),s
i0,j0;n˜
(r) ≡ 0, if n˜ = 0 and nj0i0ys = 0. Notice, for
the compound exciton we have that δρ
(m)
i0,j0;n˜
(r) 6= 0, at
any allowed n˜, nj0i0ys . Hence, m strongly correlated spin-
quasiexcitons, for m ≥ 3, compose the compound spin-
exciton Eq. (135).
We are interested in calculation of the energy gaps
∆E
(m)
i0,j0;n˜
and ∆E
(m),s
i0,j0;n˜
for the creation of the com-
pound exciton and the compound spin-exciton, respec-
tively, within MS, cf. with Refs.3,14,15,37,38,39. We also
call ∆E
(m)
i0,j0;n˜
and ∆E
(m),s
i0,j0;n˜
as the energy of the com-
pound exciton (or the energy of the compound exciton
excitation) and the energy of the compound spin-exciton
(or the energy of the compound spin-exciton excitation),
respectively. Moreover, we are mainly interested in the
calculation of the minimal value of ∆E
(m)
i0,j0;n˜
, at m ≥ 3,
and ∆E
(m),s
i0,j0;n˜
, at m = 1, that defines the activation gap
at m ≥ 3 and m = 1, respectively. The activation gap
is experimentally observable from the activation behav-
ior of the direct current magnetotransport coefficients re-
lated with dissipation, i.e., typically, the diagonal resis-
tance or resistivity (ρyy, ρxx) and the diagonal conduc-
tance (σyy). As we will show, for m = 1 defined in such
manner the activation gap (given by one of the small-
est values of ∆E
(1),s
i0,j0;0
, however, does not by the small-
est one) is much larger than simply the minimal value of
∆E
(1),s
i0,j0;0
: because for the latter gap pertinent transitions
does not contribute to any relevant dissipative kinetic co-
efficient. Respectively, this gap should be here discarded.
So far we have assumed UIB. Now, for IJB, instead
of the wave function Eq. (132), we obtain the pertinent
compound exciton wave function, Ψi0,j0;n˜
N˜;(m)
, of the ground-
state Eq. (44) as
Ψi0,j0;n˜
N˜ ;(m)
=
ℓ∑
n=−ℓ
Cn(m)Φ
i0,j0;n˜
N˜ ,(m);n
(r1, . . . , rN˜ ), (141)
and instead of the wave function Eq. (135), we ob-
tain the pertinent compound spin-exciton wave function,
Ψi0,j0;n˜,s
N˜;(m)
, of the ground-state Eq. (44), in the following
form
Ψi0,j0;n˜,s
N˜;(m)
=
ℓ∑
n=−ℓ
Cn(m)Φ
i0,j0;n˜,s
N˜ ,(m);n
(r1, . . . , rN˜ ). (142)
It is easy to see that all above results, e.g., Eqs. (136)-
(140), are valid for the excited-states Eqs. (141), (142)
(and their ground-state).
B. Energy of the compound exciton
For UIB, by using the Hamiltonian Eq. (1), we cal-
culate the total energy of the electron-ion system in the
compound exciton state Eq. (132) as
Ei0,j0;n˜
N˜ ;(m)
= 〈Ψi0,j0;n˜
N˜,N˜ ;(m)
|HˆN˜,N˜ |Ψi0,j0;n˜N˜ ,N˜;(m)〉, (143)
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where in the RHS for the kinetic energy term we, similar
to Eq. (48), obtain
〈Ψi0,j0;n˜
N˜,N˜ ;(m)
|Hˆ0|Ψi0,j0;n˜N˜,N˜ ;(m)〉 = (~ωc − |g0|µBB) N˜/2,
(144)
where µB is the Bohr magneton; here the Zeeman energy
is included in hˆ0 explicitly (then the RHS of Eq. (47)
should be changed by the RHS of Eq. (144)).
Point out, for IJB in the RHS of Eq. (143) Ψi0,j0;n˜
N˜,N˜ ;(m)
is
changed on Ψi0,j0;n˜
N˜ ;(m)
and HˆN˜,N˜ on Hˆ
JB
N˜
. Then Eq. (144)
is correct after making the former change in its LHS.
Using Eqs. (143), (46), we obtain that the energy of
the excited-state Eq. (143) with respect to the energy
of the ground-state Eq. (46), ∆E
(m)
i0,j0;n˜
, or the energy of
the compound exciton, is given as
∆E
(m)
i0,j0;n˜
= Ei0,j0;n˜
N˜ ;(m)
− E(m),eh
N˜
. (145)
Eq. (145), after using Eqs. (47), (144), obtains the form
∆E
(m)
i0,j0;n˜
= ∆Ei0,j0;n˜ei,(m) +∆E
i0,j0;n˜
ee,(m) , (146)
where in the RHS the term related with the contributions
from Eqs. (47), (144) is equal to zero. In addition, it is
taken into account that in the RHS of Eq. (146) the
term related with the ion-ion (or UIB-UIB interaction)
potential Vii, ∆E
i0,j0;n˜
ii,(m) = 0; indeed, in the RHS of Eq.
(143) the term 〈Ψi0,j0;n˜
N˜,N˜ ;(m)
|Vii|Ψi0,j0;n˜N˜ ,N˜;(m)〉 coincides with
the RHS of Eq. (49).
Point out, for IJB in the RHS of Eq. (145) E
(m),eh
N˜
is changed on E
(m),JB
N˜
and in the RHS of Eq. (146)
∆Ei0,j0;n˜ei,(m) is changed on ∆E
i0,j0;n˜
eb,(m) . It is taken into ac-
count that now in the RHS of Eq. (146) the term related
with IJB-IJB interaction potential Vbb, ∆E
i0,j0;n˜
bb,(m) = 0.
In the RHS of Eq. (146) the term related with electron-
ion potential,
∆Ei0,j0;n˜ei,(m) = 〈Ψi0,j0;n˜N˜ ,N˜;(m)|Vei|Ψ
i0,j0;n˜
N˜ ,N˜;(m)
〉
−〈Ψ(m),eh
N˜,N˜
|Vei|Ψ(m),ehN˜,N˜ 〉, (147)
i.e., electron-UIB interaction, obtains (cf. with Eq. (56))
the form
∆Ei0,j0;n˜ei,(m) = −
1
m
ℓ∑
n=−ℓ
N˜∑
i=1
∞∑
k=−∞
∫ ∫
e2 dr dR
ε|r−R− kLx xˆ|
×[|ϕ(m)
k
(n+n˜)
xj0
(r)|2 − |ϕ(m)
k
(n)
xi0
(r)|2]|φ
n
(i)
ys
(R)|2, (148)
where, due to the fast convergence of the sum over k, in
the limits of the sum NC is substituted by ∞.
Point out, for IJB in Eq. (147) ∆Ei0,j0;n˜ei,(m) is changed
on ∆Ei0,j0;n˜eb,(m) , Vei on Veb, Ψ
i0,j0;n˜
N˜ ,N˜;(m)
is changed on Ψi0,j0;n˜
N˜ ;(m)
,
and Ψ
(m),eh
N˜,N˜
on Ψ
(m),JB
N˜
. It is easy to see that
∆Ei0,j0;n˜eb,(m) = ∆E
i0,j0;n˜
ei,(m) . (149)
Further, in the RHS of Eq. (146) the term related with
electron-electron potential,
∆Ei0,j0;n˜ee,(m) = 〈Ψi0,j0;n˜N˜,N˜ ;(m)|Vee|Ψ
i0,j0;n˜
N˜ ,N˜;(m)
〉
−〈Ψ(m),eh
N˜,N˜
|Vee|Ψ(m),ehN˜,N˜ 〉, (150)
obtains (cf. with Eqs. (57)-(63)) the form
∆Ei0,j0;n˜ee,(m) = ∆E
di
ee,(m)(i0, j0; n˜) + ∆E
xc
ee,(m)(i0, j0; n˜),
(151)
where the direct-alike (or the Hartree-alike) contribution,
cf. with Eq. (62), is given as
∆Ediee,(m)(i0, j0; n˜) =
1
m
ℓ∑
n=−ℓ
N˜∑
i=1;i6=i0
∞∑
k=−∞
×
∫
dr
∫
dr′
e2
ε|r− r′ − kLx xˆ|
|ϕ(m)
k
(n)
xi
(r)|2
×[|ϕ(m)
k
(n+n˜)
xj0
(r′)|2 − |ϕ(m)
k
(n)
xi0
(r′)|2], (152)
and the exchange-alike (or the Fock-alike) contribution,
cf. with Eq. (63), is given (m ≥ 3) as
∆Excee,(m)(i0, j0; n˜) = −
1
m
ℓ∑
n=−ℓ
N˜∑
i=1;i6=i0
∞∑
k=−∞
×
∫
dr
∫
dr′
e2
ε|r− r′ − kLx xˆ|
ϕ
(m)∗
k
(n)
xi
(r) ϕ
(m)
k
(n)
xi
(r′)
×[ϕ(m)
k
(n+n˜)
xj0
(r)ϕ
(m)∗
k
(n+n˜)
xj0
(r′)− ϕ(m)
k
(n)
xi0
(r)ϕ
(m)∗
k
(n)
xi0
(r′)]. (153)
Notice, due to the fast convergence of the sums over k in
the RHS of Eqs. (152)-(153), in the limits of these sums
NC is substituted by ∞.
Point out, for IJB in Eq. (150) Ψi0,j0;n˜
N˜,N˜ ;(m)
is changed
on Ψi0,j0;n˜
N˜;(m)
, and Ψ
(m),eh
N˜,N˜
on Ψ
(m),JB
N˜
. Then it is easy to
see that Eqs. (151)-(153) are obtained again.
Changing in the RHS of Eq. (148) R→ r′ and in the
RHS of Eq. (152) r⇄ r′, k → −k, we obtain
∆Ei0,j0;n˜ei,(m) +∆E
di
ee,(m)(i0, j0; n˜) =
2∑
i=1
E
(m)
i (i0, j0; n˜),
(154)
where
E
(m)
1 (i0, j0; n˜) =
1
m
ℓ∑
n=−ℓ
∞∑
k=−∞
∫ ∫
e2 dr dr′
ε|r− r′ − kLx xˆ|
×[|ϕ(m)
k
(n)
xi0
(r)|2 − |ϕ(m)
k
(n+n˜)
xj0
(r)|2]|φ
n
(i0)
ys
(r′)|2, (155)
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and
E
(m)
2 (i0, j0; n˜) = −
1
m
ℓ∑
n=−ℓ
N˜∑
i=1;i6=i0
∞∑
k=−∞
∫
dr
∫
dr′
× e
2
ε|r− r′ − kLx xˆ|
[|ϕ(m)
k
(n+n˜)
xj0
(r)|2 − |ϕ(m)
k
(n)
xi0
(r)|2]
×[|φ
n
(i)
ys
(r′)|2 − |ϕ(m)
k
(n)
xi
(r′)|2]. (156)
It is shown in Appendix A that Eq. (155) is rewritten as
E
(m)
1 (i0, j0 ; n˜) =
4e2
εLx
∫ ∞
0
dη
η
e−η
2/4fm(η)Sm(η)
× sin2
(√
mπ
2
(nj0i0ys +
n˜
m
)η
)
. (157)
Remind that nj0i0ys = n
(j0)
ys − n(i0)ys . Further, in Appendix
A it is shown that Eq. (156) obtains the form
E
(m)
2 (i0, j0 ; n˜) =
4e2
εLx
{
∫ ∞
0
dη
η
Gvm(η)
× sin2
(√
mπ
2
(nj0i0ys +
n˜
m
)η
)
−
∞∑
k=1
1
k
e−πk
2/m sin2
(
πkn˜
m
)
}, (158)
where it is taken into account that
sin2
(
πk(nj0i0ys + n˜/m)
)
= sin2 (πkn˜/m); Gvm(η) is
defined in Appendix A. After mutual cancelling of
E
(m)
1 (i0, j0; n˜) with the pertinent part of E
(m)
2 (i0, j0; n˜),
we obtain from Eqs. (157), (158) that
2∑
i=1
E
(m)
i (i0, j0; n˜) =
e2
εℓ0
F
(m)
di (n
j0i0
ys ; n˜), (159)
where
F
(m)
di (n
j0i0
ys ; n˜) = 2
√
2
mπ
{
∫ ∞
0
dη
η
e−η
2/2
× sin2
(√
mπ
2
(nj0i0ys +
n˜
m
)η
)
−
∞∑
k=1
1
k
×e−πk2/m sin2
(
πkn˜
m
)
}. (160)
In addition, in Appendix A it is shown that from Eq.
(153) it follows that
∆Excee,(m)(i0, j0; n˜) =
e2
εℓ0
(
F (m)xc (n
j0i0
ys ; n˜) + 2F2(m)
)
,
(161)
where we have
F (m)xc (n
j0i0
ys ; n˜) = −
√
2
mπ
{
∞∑
k=−∞
e−πm(k+n˜/m)
2
×
∫ ∞
0
dηe−η
2/2√
η2 + 2πm(k + n˜/m)2
− e−πm(nj0i0ys +n˜/m)2
×
∫ ∞
0
dηe−η
2/2√
η2 + 2πm(nj0i0ys + n˜/m)2
}. (162)
Using Eqs. (147)-(162), we rewrite the energy of the
compound exciton Eq. (146) as follows
∆E
(m)
i0,j0;n˜
=
e2
εℓ0
{F (m)di (nj0i0ys ; n˜)
+F (m)xc (n
j0i0
ys ; n˜) + 2F2(m)}, (163)
where n˜ = ±1, . . . ,±ℓ, and, remind, m ≥ 3.
Now we will study contributions to the RHS of Eq.
(163). Analytical and numerical treatment shows that
the main contribution to the RHS of Eq. (163) is given
by F
(m)
di (n
j0i0
ys ; n˜) > 0, where in turn the main contribu-
tion (obviously, positive) is related with the first term in
the curly brackets of the RHS of Eq. (160). It is seen that
this integral contribution grows monotonically with the
increase of |nj0i0ys +n˜/m|. In particular, for |nj0i0ys | ≫ 1 it is
given as ≈
√
2/(mπ)[ln
(√
2mπ|nj0i0ys |
) − (ln(2)− γ) /2],
where γ is the Euler constant. Moreover, numerical study
shows that both F
(m)
di (n
j0i0
ys ; n˜) and the total value, al-
ways positive, of the RHS of Eq. (163) grow monotoni-
cally with the increase of |nj0i0ys + n˜/m|. Point out, these
monotonic increases, of F
(m)
di (n
j0i0
ys ; n˜) and the RHS of
Eq. (163), take place starting from the min{|nj0i0ys +
n˜/m|} = 1/m; remind, for m ≥ 3, |nj0i0ys + n˜/m| ≥ 1/m.
I.e., for m ≥ 3 the minimal value of ∆E(m)i0j0;n˜ (here it de-
fines the activation gap of the compound exciton, E
(m)
ac )
is given by the RHS of Eq. (163), for nj0i0ys = 0 and n˜ = 1
(notice, n˜ = −1 shows the same result), as follows
E(m)ac =
e2
εℓ0
(
F
(m)
di (0; 1) + F
(m)
xc (0; 1) + 2F2(m)
)
.
(164)
Using Eq. (160) and Eq. (162), we calculate numeri-
cally that F
(3)
di (0; 1) ≈ 0.104453, F (5)di (0; 1) ≈ 0.025723,
F
(7)
di (0; 1) ≈ 0.010725 and F (3)xc (0; 1) ≈ −0.002878,
F
(5)
xc (0; 1) ≈ −0.42 × 10−5, F (7)xc (0; 1) ≈ −0.63 × 10−8.
Then substituting these numerical results, along with
given above numerical values of F2(3), F2(5), F2(7), in
Eq. (164) we obtain that dimensionless activation gap
of the compound exciton ∆
(m)
ac = E
(m)
ac /(e2/εℓ0) is given,
for m = 3, 5, 7, as
∆(3)ac ≈ 0.101596, ∆(5)ac ≈ 0.025719,
∆(7)ac ≈ 0.010725. (165)
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It is seen that the main contribution to these ∆
(m)
ac comes
from the direct-alike term F
(m)
di (0; 1). Point out, this
direct-alike contribution should not be understood as
strictly the direct (the Hartree) term because some im-
portant correlations are already taken into account in the
form of many-body electron-ion wave functions, Ψ
(m),eh
N˜,N˜
and Ψeh,i0;j0
N˜,N˜;(m)
, cf. with the discussion below Eq. (63).
Notice, from Eqs. (160)-(163) for the compound ex-
citon energy larger than ∆
(m)
ac , however, that is still the
smallest one if not count ∆
(m)
ac , we obtain that: i) for
m = 3 it is 3.72 times larger than ∆
(3)
ac (it corresponds,
e.g., to n˜ = 1 and nj0i0ys = −1), ii) for m = 5, it is 4.26
times larger than ∆
(5)
ac (it corresponds, e.g., to n˜ = 2 and
nj0i0ys = 0), and iii) for m = 7, it is 4.11 times larger than
∆
(7)
ac (it corresponds, e.g., to n˜ = 2 and nj0i0ys = 0).
Point out, it is shown above that the excitation energy
of the compound exciton for IJB coincides with the exci-
tation energy of the relevant compound exciton for UIB.
In particular, for IJB the results Eqs. (154)-(165) are
also valid.
C. Energy of the compound spin-exciton
For UIB, using the Hamiltonian Eq. (1), we calculate
the total energy of the electron-ion system in the com-
pound spin-exciton (remind, here m ≥ 1) state Eq. (135)
as
Ei0,j0;n˜,s
N˜ ;(m)
= 〈Ψi0,j0;n˜,s
N˜,N˜ ;(m)
|HˆN˜,N˜ |Ψi0,j0;n˜,sN˜,N˜ ;(m)〉, (166)
where in the RHS for the kinetic energy term we, similar
to Eq. (144), obtain
〈Ψi0,j0;n˜,s
N˜,N˜;(m)
|Hˆ0|Ψi0,j0;n˜,sN˜,N˜;(m)〉
= [~ωc − |g0|µBB] N˜/2 + |g0|µBB, (167)
here the Zeeman energy is included in hˆ0 explicitly (then
the RHS of Eq. (47) should be changed by the RHS of
Eq. (144)).
Point out, for IJB in the RHS of Eq. (166) Ψi0,j0;n˜,s
N˜,N˜ ;(m)
is
changed on Ψi0,j0;n˜,s
N˜ ;(m)
and HˆN˜,N˜ on Hˆ
JB
N˜
. Then Eq. (167)
is correct after making the former change in its LHS.
Using Eqs. (166), (46), we obtain that the energy of
the excited-state Eq. (166) with respect to the energy of
the ground-state Eq. (46), i.e., the energy of the com-
pound spin-exciton ∆E
(m),s
i0,j0;n˜
, is given as
∆E
(m),s
i0,j0;n˜
= Ei0,j0;n˜,s
N˜ ;(m)
− E(m),eh
N˜
. (168)
The energy of the compound spin-exciton, Eq. (168),
after using Eqs. (47), (167), obtains the form
∆E
(m),s
i0,j0;n˜
= |g0|µBB +∆Ei0,j0;n˜,sei,(m) +∆Ei0,j0;n˜,see,(m) , (169)
where in the RHS the first term is related with contribu-
tions from Eqs. (47), (167). In addition, it is taken into
account that in the RHS of Eq. (169) the term, related
with the ion-ion potential Vii, ∆E
i0,j0;n˜,s
ii,(m) = 0. Indeed, in
the RHS of Eq. (166) the term 〈Ψi0,j0;n˜,s
N˜,N˜ ;(m)
|Vii|Ψi0,j0;n˜,sN˜,N˜;(m)〉
coincides with the RHS of Eq. (49).
Point out, for IJB in the RHS of Eq. (168) E
(m),eh
N˜
is changed on E
(m),JB
N˜
and in the RHS of Eq. (169)
∆Ei0,j0;n˜,sei,(m) is changed on ∆E
i0,j0;n˜,s
eb,(m) . It is taken into ac-
count that now in the RHS of Eq. (169) the term related
with IJB-IJB interaction potential Vbb, ∆E
i0,j0;n˜,s
bb,(m) = 0.
The treatment shows that in the RHS of Eq. (169) the
term related with electron-ion potential,
∆Ei0,j0;n˜,sei,(m) = 〈Ψi0,j0;n˜,sN˜,N˜;(m)|Vei|Ψ
i0,j0;n˜,s
N˜,N˜ ;(m)
〉
−〈Ψ(m),eh
N˜,N˜
|Vei|Ψ(m),ehN˜,N˜ 〉, (170)
is equal to the RHS of Eq. (148), i.e.
∆Ei0,j0;n˜,sei,(m) = ∆E
i0,j0;n˜
ei,(m) . (171)
Point out, for IJB in Eq. (170) ∆Ei0,j0;n˜,sei,(m) is changed on
∆Ei0,j0;n˜,seb,(m) , Vei on Veb, Ψ
i0,j0;n˜,s
N˜,N˜ ;(m)
is changed on Ψi0,j0;n˜,s
N˜;(m)
,
and Ψ
(m),eh
N˜,N˜
on Ψ
(m),JB
N˜
. It is easy to see that
∆Ei0,j0;n˜,seb,(m) = ∆E
i0,j0;n˜,s
ei,(m) . (172)
Further, in the RHS of Eq. (169) the term related with
electron-electron potential,
∆Ei0,j0;n˜,see,(m) = 〈Ψi0,j0;n˜,sN˜,N˜;(m)|Vee|Ψ
i0,j0;n˜,s
N˜,N˜ ;(m)
〉
−〈Ψ(m),eh
N˜,N˜
|Vee|Ψ(m),ehN˜,N˜ 〉, (173)
obtains (cf. with Eqs. (150)-(153)) the form
∆Ei0,j0;n˜,see,(m) = ∆E
di,s
ee,(m)(i0, j0; n˜) + ∆E
xc,s
ee,(m)(i0, j0; n˜),
(174)
where the direct-alike (or the Hartree-alike) contribution
∆Edi,see,(m)(i0, j0; n˜) = ∆E
di
ee,(m)(i0, j0; n˜), (175)
i.e., ∆Edi,see,(m)(i0, j0; n˜) is given by the RHS of Eq. (152).
Now the exchange-alike (or the Fock-alike) contribution,
cf. with Eq. (153), is given as
∆Exc,see,(m)(i0, j0; n˜) =
1
m
ℓ∑
n=−ℓ
N˜∑
i=1;i6=i0
∞∑
k=−∞
×
∫
dr
∫
dr′
e2
ε|r− r′ − kLx xˆ|
ϕ
(m)∗
k
(n)
xi
(r) ϕ
(m)
k
(n)
xi
(r′)
×ϕ(m)
k
(n)
xi0
(r)ϕ
(m)∗
k
(n)
xi0
(r′). (176)
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Notice, Eq. (176) it follows from the RHS of Eq. (153)
after formally omitting the first term in the square brack-
ets. Indeed, for the compound spin-exciton this term
vanishes, as it includes both the spin up, |1 >, and the
spin down, | − 1 >, spin wave functions.
Point out, for IJB in Eq. (173) Ψi0,j0;n˜,s
N˜,N˜ ;(m)
is changed
on Ψi0,j0;n˜,s
N˜;(m)
, and Ψ
(m),eh
N˜,N˜
on Ψ
(m),JB
N˜
. Then it is easy to
see that Eqs. (174)-(176) are obtained again.
Comparing Eqs. (171)-(175) with Eqs. (148)-(160), we
readily obtain that
∆Ei0,j0;n˜,sei,(m) +∆E
di,s
ee,(m)(i0, j0; n˜) =
e2
εℓ0
F
(m)
di (n
j0i0
ys ; n˜).
(177)
In addition, in Appendix A it is shown that from Eqs.
(176) it follows (cf. with Eq. (161)) that
∆Exc,see,(m)(i0, j0; n˜) =
2e2
εℓ0
F2(m), (178)
where F2(m) is given by Eq. (96).
Using Eqs. (170)-(178), we rewrite the energy of the
compound spin-exciton Eq. (169), for m ≥ 1, as follows
∆E
(m),s
i0,j0;n˜
= |g0|µBB +
e2
εℓ0
(
F
(m)
di (n
j0i0
ys ; n˜) + 2F2(m)
)
,
(179)
where n˜ = 0,±1, . . . ,±ℓ; F (m)di (nj0i0ys ; n˜) is given by Eq.
(160) both for m = 1 and m ≥ 3.
First, we obtain the difference between the energy of
the compound spin-exciton, Eq. (179), and the energy of
the compound exciton, Eq. (163), for the same m, nj0,i0ys ,
and n˜ (i.e., here m ≥ 3, n˜ = ±1, . . . ,±ℓ), as follows
∆E
(m),s
i0,j0;n˜
−∆E(m)i0,j0;n˜ = |g0|µBB −
e2
εℓ0
F (m)xc (n
j0i0
ys ; n˜),
(180)
where the RHS is always positive as |g0|µBB > 0 and
F
(m)
xc (nj0i0ys ; n˜) < 0. Moreover, it is seen (for given m ≥
3, n˜ = ±1, . . . ,±ℓ ) that |F (m)xc (nj0i0ys ; n˜)| is minimal for
nj0i0ys = 0 and n˜ = 1 (for n˜ = −1, its value is the same).
I.e., from Eqs. (163), (164), (180) we obtain that
min{∆E(m),si0,j0;n˜ −∆E
(m)
i0,j0;n˜
} = min{∆E(m),si0,j0;n˜ − E(m)ac }
= |g0|µBB −
e2
εℓ0
F (m)xc (0; 1), (181)
where the numerical values of F
(m)
xc (0; 1), for m = 3, 5,
and 7, are given above. Then it is seen that for m ≥ 5
in the RHS of Eq. (181) we typically (estimations are
made for conditions relevant to GaAs-based samples, in
particular: g0 = −0.44, ε = 12.5,m∗/m0 = 0.067) obtain
that only the first term, due to the “bare” Zeeman spin
splitting energy, is essential. In addition, even though for
m = 3 the relative role of the bare Zeeman spin splitting
energy in the RHS of Eq. (181) is much smaller than
for m ≥ 5, however, the Zeeman term is still dominant
for m = 3 as well. Indeed, for neh ≈ 1.26 × 1011cm−2,
B ≈ 15.6T we have (here e2/εℓ0 ≈ 200K, ~ωc ≈ 300K)
that |g0|µBB ≈ ~ωc/68 ≈ 4.4K is more than seven times
greater than (e2/εℓ0)|F (3)xc (0; 1)| ≈ 0.6K.
Now we will study, both at m ≥ 3 and m = 1,
the energy of the compound spin-exciton for n˜ = 0
and nj0i0ys = 0. Then from Eq. (160) it follows that
F
(m)
di (0; 0) = 0, i.e., the result that on physical grounds
is well understood, so we obtain from Eq. (179) that
∆E
(m),s
i0,i0;0
= |g0|µBB +
2e2
εℓ0
F2(m), (182)
where the numerical values of F2(m), for m = 1, 3, 5,
and 7, are given below Eq. (96). In particular, for GaAs-
based sample at m = 1 regime we can make typical esti-
mations in the RHS of Eq. (182) as: |g0|µBB ≈ 0.015~ωc
and 2F2(1)(e
2/εℓ0) ≈ 2F2(1)~ωc ≈ 0.032~ωc. I.e., the
RHS of Eq. (182) is roughly equal to 3|g0|µBB: so the
exchange-alike contribution in Eq. (182) strongly en-
hances, at m = 1 (and nj0i0ys = 0; n˜ = 0), the energy
of the compound spin-exciton in comparison to the bare
Zeeman spin splitting. However, form ≥ 3 the exchange-
alike term in the RHS of Eq. (182) can be already ne-
glected as it is much smaller than |g0|µBB, for a typical
GaAs-based sample: e.g., at m = 3, e2/εℓ0 ≈ 200K,
~ωc ≈ 300K we have in the RHS of Eq. (182) that
2F2(3)(e
2/εℓ0)/(|g0|µBB) ≈ 10−3.
In addition, it is important to treat the compound spin-
exciton energy Eq. (179) for m = 1 (here n˜ = 0) as well
for nj0i0ys 6= 0, here we have that
∆E
(1),s
i0,j0;0
= |g0|µBB +
e2
εℓ0
(
F
(1)
di (n
j0i0
ys ; 0) + 2F2(1)
)
,
(183)
where F
(1)
di (n
j0i0
ys ; 0) grows monotonically with the in-
crease of |nj0i0ys |. In particular, for |nj0i0ys | ≫ 1
we have that F
(1)
di (n
j0i0
ys ; 0) ≈
√
2/π[ln
(√
2π|nj0i0ys |
) −
(ln(2)− γ) /2], as the second term in the RHS of
Eq. (160) is equal to zero. Notice, F
(1)
di (n
j0i0
ys ; 0) =
F
(1)
di (−nj0i0ys ; 0), i.e., F (1)di (nj0i0ys ; 0) is even function over
its argument nj0i0ys . In addition, notice that Eq. (183)
is valid also for nj0i0ys = 0, where F
(1)
di (0; 0) = 0 and, re-
spectively, Eq. (183) reduces to the form given by Eq.
(182), at m = 1. Point out, the monotonic increase of
F
(1)
di (n
j0i0
ys ; 0), and the RHS of Eq. (183), take place start-
ing from nj0i0ys = 0. As we pointed out in the end of Sec.
VI.A, for more details see below discussions, the minimal
value of ∆E
(1),s
i0,j0;0
given by Eq. (182) (or Eq. (183), for
nj0i0ys = 0) do not correspond to any relevant kinetic co-
efficient (e.g., σyy) of the steady state (or direct current)
magnetotransport. So we need to calculate ∆E
(1),s
i0,j0;0
,
given by Eq. (183), for nj0i0ys = 1 (for n
j0i0
ys = −1 its
value is the same), as
E(1),sac = |g0|µBB +
e2
εℓ0
(
F
(1)
di (1; 0) + 2F2(1)
)
, (184)
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where, using Eq. (160), we calculate numerically that
F
(1)
di (1; 0) ≈ 1.15194 and, finally, obtain that
E(1),sac = |g0|µBB + 1.18431
e2
εℓ0
. (185)
Notice that many-body contribution in the RHS of Eq.
(185), ≈ 1.18431e2/εℓ0 is a bit smaller than relevant re-
sult of HFA
√
π/2 (e2/εℓ0); also cf. with pertinent result
of Refs. 37,38,39,40.
Point out that even though the energy of the com-
pound spin-exciton Eq. (182), at m ≥ 1 (and n˜ = 0,
nj0i0ys = 0), is very small in respect with the relevant ac-
tivation gaps E
(3)
ac , E
(5)
ac , E
(7)
ac , at m = 3, 5, 7 (given by
Eqs. (164)-(165)), and E
(1),s
ac , at m = 1 (given by Eqs.
(184)-(185)), it can be seen that such compound spin-
excitons, with n˜ = 0 and nj0i0ys = 0, will not contribute
(to my best knowledge41; pertinent complete treatment
is beyond the scope of the present study) to any pertinent
magnetotransport coefficient (e.g., the diagonal electrical
conductance σyy) and, respectively, to the pertinent ac-
tivation gap. Hence, in the limit of small but nonzero
impurity concentration14, I expect that σyy (in the Hall
bar sample it can be related with the electrical resistivity
ρxx Ref.
42) will be thermally activated with the activa-
tion energy E
(m)
ac /2, at m ≥ 3, and E(1),sac /2, at m = 1.
Indeed, typically it is assumed (cf. with Ref.14) that, to
obtain the activation gap, the observation of the dissipa-
tive conductance σyy (ρyy or ρxx) should be made in the
limit of small but nonzero impurity concentrations. I.e.,
it is assumed (or implicit14) that mainly elastic scatter-
ing of electrons by impurities in the “bulk” of the channel
(e.g., the Hall bar channel) contributes to σyy; i.e., the
contributions related with scattering by edge states are
assumed negligible, cf. with Ref.42 and references cited
therein. Then, e.g., we can speculate (by taking into
account only elastic scattering between the compound
exciton states, the weakness of impurities scattering po-
tential, etc.) that σyy, calculated in the linear response
approximation within MS, should be given (cf., e.g., with
Ref.42), as follows
σyy ∝ 1
m
ℓ∑
n=−ℓ
N˜∑
i=1
∑
n˜0≥1
∫ ∞
−∞
dq
(
− ∂f
∂E
)
E=ǫ
(m)
i,n˜0
×[y0(k(n+n˜0)xi )− y0(k(n−n˜0)xi )]2 < U2 >q
×|M(q; k(n+n˜0)xi , k(n−n˜0)xi )|2Gi,n˜0;n(q), (186)
where ǫ
(m)
i,n˜ = ∆E
(m)
i,i;n˜, < U
2 >q is the impurity potential
(or only its short-range part) correlation function, U(r) is
the (single-particle) impurity fluctuation potential within
MS (or/and due to a weak randomness of actual ion dis-
tribution), f(E) is the Fermi-Dirac function, Gi,n˜;n(q)
includes the energy δ-function that expresses the conser-
vation of the energy in the process of scattering between
two compound exciton states n˜ = ±n˜0 (here it is essen-
tial only n˜0 = 1) and some effects of impurity potential
(or only its long-range, in comparison with ℓ0, part). It
is crucial the presence in the RHS of Eq. (186) of the
factor [y0(k
(n+n˜0)
xi ) − y0(k(n−n˜0)xi )]2, which shows that a
finite contribution to σyy can be given only by processes
of scattering between such two states of the same energy
that involve the real space transition (that leads to usual
diffusion alike form for σyy) of an electron charge be-
tween the quantized positions of y0(kxα) within MS. In
addition, it is important that in Eq. (186) the value
of the characteristic matrix element of the transition,
|M(q; k(n+1)xi , k(n−1)xi )|2 ∼ exp(−4π/m), is not too small.
However, the processes of elastic scattering, at m ≥ 1,
that involves the spacial transition (quantum diffusion)
only of the electron spin from one spin-exciton state with
n˜ = 0 and n
j
(1)
0
ys = n
i
(1)
0
ys (i.e., n
j
(1)
0 ,i
(1)
0
ys = 0) to any another
spin-exciton state with n˜ = 0 and n
j
(2)
0
ys = n
i
(2)
0
ys 6= ni
(1)
0
ys
does not involve any real space transfer (or quantum dif-
fusion) of the electron charge and, respectively, does not
contribute to σyy. More general study
41 also justifies the
above claim: that at m ≥ 3 the activation gap is given
by the compound exciton activation gap E
(m)
ac , Eq. (164)
(atm = 3, 5, 7, the dimensionless activation gap is given
by Eq. (165)), and at m = 1 the activation gap is given
by the compound spin-exciton activation gap E
(1),s
ac , Eqs.
(184)-(185).
Point out, it is shown above that the excitation energy
of the compound spin-exciton for IJB coincides with the
excitation energy of the relevant compound spin-exciton
for UIB. In particular, for IJB the results Eqs. (177)-
(185) are also valid; for IJB Eq. (186) is also correct.
Notice, except Eq. (186), all expressions of the present
study are given for the zero temperature, T = 0.
VII. QUANTIZED HALL CONDUCTANCE
For UIB, assuming that the Fermi level is located
within the finite energy gap between the ground-state
and excited-states, the Hall conductance, σH = −σxy,
can be calculated, within MS, from the Kubo formula
(notice, it readily gives, cf. Ref.6, that σyy = 0) as
6,43
σH =
ie2~
Lx Ly
∑
k(>0)
〈0|v˜x|k〉〈k|v˜y |0〉 − 〈0|v˜y|k〉〈k|v˜x|0〉
(Ek − E0)2 ,
(187)
where k = 0 and k = 1, 2, ... correspond to the ground-
state and excited states of the Hamiltonian H˜ = HˆN˜,N˜ +∑N˜
i=1 U(ri); H˜ |k〉 = Ek|k〉. Here the ”ideal” many-body
Hamiltonian HˆN˜,N˜ is given by Eq. (1) and U(r) is a static
fluctuation potential (e.g., due to a weak randomness of
actual ion distribution). The velocity operators v˜µ =∑N
i=1 viµ, µ = x, y; here vix = (−i~/m∗)∂/∂xi − ωcyi,
viy = (−i~/m∗)∂/∂yi. To calculate the RHS of Eq.
(187), we will use the many-body operator identities,
that generalize the single-electron identities (8a), (8b)
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of Ref.44, of the following form
v˜x =
ℓ20
~
N˜∑
i=1
∂
∂yi
Vef (ri)− i
~ωc
[v˜y, H˜ ]
v˜y = − ℓ
2
0
~
N˜∑
i=1
∂
∂xi
Vef (ri) +
i
~ωc
[v˜x, H˜], (188)
where Vef (r) = U(r) −
∑N˜
j=1
∑∞
k1=−∞ e
2/(ε|r − Rj −
k1L

x xˆ|). Notice, that the last term in the RHS of Vef (r)
will give the interaction of an electron at r with the ho-
mogeneous ion background. Point out, if in Eq. (188)
to assume that Vef (r) ≡ const(r), i.e., independent of r,
than Eq. (188) readily follows from Eq. (5) of Ref.45.
Further, we will neglect by the fluctuation potential
U(r), until it is not stated otherwise. Then taking the
ground-state wave function as given by Ψ
(m),eh
N˜,N˜
, Eq. (29),
it is natural to assume that for all many-body wave func-
tions |k〉 the part related with ions has the same form,
N˜∏
i=1
φ
n
(i)
ys
(Ri), as in Ψ
(m),eh
N˜,N˜
(or in Eqs. (132), (135)). I.e.,
the ion background is fixed and has exactly homogeneous
the ion charge density. Then from Eq. (188) we obtain
that
〈0|v˜x|k〉 = − i(Ek − E0)
~ωc
〈0|v˜y|k〉,
〈k|v˜y|0〉 = i(E0 − Ek)
~ωc
〈k|v˜x|0〉, (189)
where it is taken into account that in the RHS of Eq.
(189) already integration over the coordinates of ions
gives that
− ℓ
2
0
~
〈0|
N˜∑
i=1
∂
∂yi
N˜∑
j=1
∞∑
k1=−∞
e2
ε|ri −Rj − k1Lx xˆ|
|k〉 = 0,
(190)
and
ℓ20
~
〈k|
N˜∑
i=1
∂
∂xi
N˜∑
j=1
∞∑
k1=−∞
e2
ε|ri −Rj − k1Lx xˆ|
|0〉 = 0.
(191)
In particular, Eqs. (190)-(191) are obtained after using in
their LHS of Eq. (72), calculating the matrix elements
over the ions coordinates, Rj , the sum over k1 and fi-
nally the integrals over qx and qy. Indeed, then as the
result we have that the LHS of Eq. (190) and Eq. (191)
tends to zero as Lx /(δ×Ly)→ 0 and Lx /(δ×Lx)→ 0,
respectively, even for |k〉 = |0〉; for |k〉 6= |0〉 an addi-
tional infinitely small factor will appear in the LHS of
Eqs. (190)-(191).
Using Eq. (189) and similar relations for 〈0|v˜y|k〉,
〈k|v˜x|0〉, from Eq. (187) it follows that
σH =
ie2
~ω2cL

x Ly
∑
k(>0)
{〈0|v˜x|k〉〈k|v˜y|0〉−〈0|v˜y|k〉〈k|v˜x|0〉},
(192)
where, due to the properties (they follow as from Eq.
(189) so from direct calculation of these matrix elements)
〈0|v˜µ|0〉 = 0, µ = x, y, the value of the RHS will not be
changed by adding k = 0 term to the sum. I.e., in the
RHS of Eq. (192) we can change
∑
k(>0) on
∑
k. Then
Eq. (192) gives, cf. with Ref. 44, that
σH =
ie2
~ω2cL

x Ly
〈0|[v˜x, v˜y]|0〉, (193)
where the many-body commutator can be further sim-
plified as [v˜x, v˜y] =
∑N˜
i [vix, viy ]. Further, applying the
single-electron commutator32 [vjx, vjy ] = −i~ωc/m∗, we
obtain that [v˜x, v˜y] = −i~ωcN˜/m∗. Using the latter
exact result in Eq. (193) we obtain that
σH =
e2N˜
ωcm∗Lx Ly
=
e2
ωcm∗(Lx )2
, (194)
where the last form is obtained by using Eq. (20). Fi-
nally, using Eq. (24) in Eq. (194) we have
σH =
e2
ωcm∗2πmℓ20
=
e2
2mπ~
, (195)
i.e., for m = 3, 5, 7, .... the ground-state Ψ
(m),eh
N˜,N˜
corre-
sponds to the fractional quantum Hall effect, ν = 1/m.
Now, again neglecting by a weak random potential
U(r), we will calculate the Hall conductance of the quan-
tum Hall system pertinent to the ground-state Ψ
(m),eh
N˜,N˜
in a different manner. Here, similar to Refs.46,47, we as-
sume that a static electric field E = EH yˆ is applied;
it is implicit that an adiabatic process of turning on
of this electric field is already over. Then the total
many-body Hamiltonian HˆEH
N˜,N˜
it follows from HˆN˜,N˜ ,
Eq. (1), after changing of Hˆ0 on Hˆ
EH
0 . Where in
the latter hˆ0i is changed on hˆ0i − eEHyi. Then in
Eqs. (17), (18): ~ωc(nα + 1/2) is changed on ~ωc(nα +
1/2)−(eEH/m∗ωc)[~kxα+eEH/2ωc], y0(kxα) = ℓ20kxα is
changed on yEH0 (kxα) = ℓ
2
0kxα+ eEH/m
∗ω2c and, respec-
tively, ψ
Lx
nα;kxα
(r) on ψ
Lx ;EH
nα;kxα
(r). Then ϕ
(m)
k
(n)
xi
(r), Eq. (26),
is changed on ϕ
(m);EH
k
(n)
xi
(r) and pertinent change should be
done in Ψ
(m),eh
N˜,N˜
, Eq. (29), transforming it to nonequilib-
rium many-body wave function Ψ
(m),eh;EH
N˜,N˜
. Further, the
net current, Ix, in the latter state is obtained as
Ix =
e
Lx
〈Ψ(m),eh;EH
N˜,N˜
|
N˜∑
j=1
vˆjx|Ψ(m),eh;EHN˜,N˜ 〉
=
e
mLx
ℓ∑
n=−ℓ
N˜∑
i=1
∫ Lx nαxs
Lx (n
α
xs−1)
dx
∫ ∞
−∞
dy
×ϕ(m);EH∗
k
(n)
xi
(r)vˆxϕ
(m);EH
k
(n)
xi
(r), (196)
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where the matrix element 〈ϕ(m);EH
k
(n)
xi
|vˆx|ϕ(m);EH
k
(n)
xi
〉 =
−eEH/m∗ωc. Using the latter, Eq. (196) gives
Ix
VH
= − e
2N˜
Lx Lym
∗ωc
, (197)
where VH = EH × Ly is the Hall voltage. As Ix/VH =
σxy = −σH , from Eq. (197) it follow Eqs. (194)-(195).
Point out, the above treatment of Sec. VII can be
readily extended as well on IJB, i.e., the quantum Hall
system at ground-state Ψ
(m),JB
N˜
.
Rather similar to Refs. 3,43, we can speculate that for
a weak disorder if the Fermi level still lies in a gap or
mobility gap the Hall conductance should be quantized
in agreement with Eq. (195) as for IJB so for UIB.
VIII. CONCLUDING REMARKS
Present study shows (see, in particular, Secs. II C,
V C) that the ground-state and the lowest excited-state
can correspond to partial crystal-like correlation order,
Eq. (15), among N electrons of MR. As a result, the
treatment of 2DES of N electrons within MR is reduced
straightforwardly to the study of 2DES of N˜ electrons
(N˜ → ∞ and N˜/N → 0) localized within MS; with the
PBC, of the period Lx , imposed along x.
In particular, present study shows that proper PBC
can be totally relevant to symmetry, periodicity, corre-
lations, and etc. properties of a sought state. So it will
not lead to any oversimplifications or artificial “boundary
effects”.
In this work, I have presented many-body ground-state
wave functions Eq. (29) and Eq. (44) of the quantum
Hall systems (at ν = 1/m, m = 3, 5, . . . and m = 1)
for UIB model and IJB model, respectively. For both
these models the charge density of ion background is ex-
actly homogeneous. However, only for IJB model the
ion background is totally equivalent to the model of ion
background used in Ref.3. So only the results obtained
for IJB can be compared with the results of Laughlin3
(or studies based on model of Ref.3) directly. For UIB
the ground-state energy is much lower than for IJB due
to the difference between the terms related with ion-ion
interaction in these two models. The “electron ” part
in the energy (that includes contributions from electron-
electron and electron-ion interactions) is the same for IJB
and UIB. Above it is shown that, per electron, for IJB
the ground-state energy, at ν = 1/3, 1/5 and 1, is sub-
stantially lower than obtained in well known study3. It
is important that in the present study (both for IJB and
UIB), similar with the model of Ref.3, the ions are lo-
calized within the same 2D-plane as 2DES; see also, e.g.,
Refs.14,27,28.
Point out that in UIB model I assume ideally peri-
odic distribution of ions (it follows from the form of the
many-body wave functions, e.g., Eqs. (29), (132), and
the Hamiltonian Eq. (1)) with homogeneous ion den-
sity, within 2D-plane. Notice that partly similar model
of impurities that form a regular crystallic lattice (so-
called, impurity sublattice) having a much larger period
than the host lattice is widely used to study the im-
purity band, etc. of doped semiconductors, see, e.g.,
Ref.49. Notice, definition of very similar model (with
UIB model) of ion background is given by Mahan50 as
“One can think of taking the positive charge of the ions
and spreading it uniformly about unit cell of the crystal”.
Indeed, if we have one ion of the charge |e| within unit
cell and will spread it uniformly about our square unit
cell and then take into account that direct interaction of
any ion with itself must be excluded (independently if it
“shape”) we arrive to UIB model. On the other hand,
if we assume that the ion is spread within rectangular
unit cell Lapx ×Lapy of the same area (Lx )2 but with, e.g.,
Lapx /L
ap
y → ∞ it is easy to see that we arrive to IJB
model. Notice, direct interaction of ion with itself tends
to zero for spreading within above rectangular unit cell
although it is finite for spreading within our square unit
cell.
Point out that, due to the quantized according to Eq.
(30) contributions from the partial many-electron wave
functions Eq. (31), for m ≥ 3 the compound form of the
ground-state wave function Eq. (29) leads to the com-
pound structure of each electron already within MS. In
particular, this compound structure of the electrons plays
important role in the present treatment of the excited-
states. Due to PBC, the charge density of the excited
compound electron and hole (given within MS as the su-
perposition of m, strongly correlated, quasielectrons and
quasiholes, e.g., cf. Eqs. (138)-(140)) have periodical im-
ages for x outside MS, with the period Lx . Respectively,
the same property of the periodicity holds for the charge
density of the compound exciton and spin-exciton or the
charge density of the n-th quasiexciton, Eq. (140). Point
out, these properties of the quasielectron and the quasi-
hole periodicity are different from the properties of the
fractionally charged elementary excitations of the Laugh-
lin model3. Notice, that in the present model, at m ≥ 3,
it is impossible to create only one quasielectron (quasi-
hole) without simultaneous excitation another m − 1
strongly correlated quasielectrons (quasiholes). Notice,
above it is shown that the same properties of periodicity,
compound structure of electrons, holes, compound exci-
tons and spin-excitons, etc. also are valid for the model
with IJB.
Further, from the exact analytical result, Eq. (164), for
the activation gap, at m ≥ 3, pertinent to the compound
exciton, I have obtained numerically that the activation
gap atm = 3, 5, 7 is given (in units of e2/εℓ0), according
to Eq. (165), by (i) ∆
(3)
ac ≈ 0.1016, (ii) ∆(5)ac ≈ 0.0257,
and (iii) ∆
(7)
ac ≈ 0.0107, respectively. Notice, ∆(3)ac is very
close with typically calculated for the Laughlin liquid per-
tinent excitation gap13,14,15 ∆ac,1/3 ≈ 0.10 ÷ 0.11. In
addition, obtained here ∆
(5)
ac is also rather close to the
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calculated for the Laughlin liquid pertinent activation
gap15 ∆ac,1/5 ≈ 0.031. At m = 1, from the exact analyt-
ical result, Eq. (184), for the activation gap, pertinent
to the compound spin-exciton, I have obtained it value,
Eq. (185), as E
(1),s
ac ≈ |g0|µBB+1.1843e2/εℓ0, where the
many-body contribution is a bit smaller than relevant re-
sult of HFA
√
π/2 (e2/εℓ0), see also Refs. 37,38,39,40.
Notice, for IJB above it is shown that any activation gap
coincides with pertinent gap for UIB. Moreover, for given
m all calculated energies for IJB (of the ground-state and
of the excited-states) can be obtained by upward shift,
on the same value, of the pertinent energies for UIB.
For a detailed comparison of the activation gaps with
experiments it is known that a finite thickness of 2DES
should be taken into account as well as effects of disorder,
see, e.g.,19,48 and references cited therein. In addition, I
speculate that many-body effects similar to those studied
in51 (though for more ”traditional” ν = 1 state than the
one presented above) and related with edge states possi-
bly here also can lead to highly asymmetric pinning of the
Fermi level within the energy gap, as well at fractional ν;
at least in high quality samples with weak disorder and
for very low temperatures, typical for experiments on the
fractional quantum Hall effect. Then, similar with,51 ac-
tual activation energy can be substantially smaller than,
e.g., E
(m)
ac /2. However, pertinent calculations should in-
volve effects due to channel edges and there are beyond
the scope of present study. Other effect that will lead
to a decrease of excitation gaps can be related with a
finite separation, along z−direction, due to finite spacer
layer of the neutralizing ion background plane from the
2D-plane of 2DES; we, analogous to Ref.3, did not study
this effect here.
Now we will outline effects of the changing in Eqs.
(15)-(16) of the period Lx on the period L
ap
x of arbi-
trary value. Point out, in Eq. (15) we actually should
assume arbitrary period36 Lapx = ηa × Lx instead of the
period Lx ; now a unit cell becomes rectangular L
ap
x ×Lapy ,
where Lapy = L

x /ηa, etc. Then we need to find an op-
timal value of ηa that we notate as η
min
a (m), for which
the trial wave function of a ground-state at ν = 1/m
will give the lowest energy. Study shows36 that ηmina (m)
are very close to 1, at the least, for m = 1, 3, 5, 7. The
energy very slowly (parabolically) is dependent on ac-
tual small deviations, |ηa − ηmina (m)| ≪ 1. Point out, at
m = 3, 5 for ηa ≫ 1 and ηa ≪ 1 this form of crystal-like
correlation order shows that the lowest energy per elec-
tron is substantially higher than relevant ground-state
energies of Ref.3. In particular, for ηa → ∞ instead of
UJB(m; ηa = 1), given for m = 1, 3, 5, 7 by Eq. (122),
we obtain36 UJB(m; ηa →∞) = −m−1
√
π/8; the latter
coincides with the HFA result ǫHF (ν = 1/m)/(e
2/εℓ0).
If ηa → 0 then it is seen that36 UJB(m; ηa) becomes pos-
itive and divergent (faster than η−1a ). This result is due
to localization of electron charge along, e.g., few “lines”
of length Lx → ∞, of a typical width (along y) ℓ0, in-
finitely separated from each other along y, within IJB.
In particular, UJB(m; ηa ≪ 1) gives much higher en-
ergy for m = 1, 3, 5 than obtained in Ref.3. It is seen
that ηa ≪ 1 correspond to very short period of PBC
(and much stronger crystal-like correlation order than
for ηa = 1) while ηa → ∞ correspond to the (practical)
absence of both the PBC and the crystal-like correlation
order. Notice, we can speculate that, e.g., for Hall bar
sample effect of latteral confinement potential can de-
fine optimal value of ηa slightly different from η
min
a (m);
however, anyway it will be very close to 1, if not equal.
Point out, that some conditions used in well known stud-
ies Refs.10,11 do not allow realization of the ground-state,
at ν = 1/3, of present type36, with partial crystal-like
correlation order. In particular, in the case assumed as
rather favorable in Refs.10,11 when the number of elec-
trons within the rectangular unit cell, n, of10,11 tends
to infinity (then n will correspond to our N˜ ; notice, b
and a of10,11 will correspond to Lapx and Ly), while keep-
ing a/b = n/4. Indeed, then for the trial wave function
with most relevant to Refs.10,11 partial crystal-like cor-
relation order the energy is higher36 than even for the
charge-density wave or Wigner crystal states6,8,9,24,26, at
ν = 1/3. So it is not too big surprise that numerical study
of Refs.10,11 (see also Refs.6,52) strongly indicates that for
n → ∞ in their model the ground-state energy tends to
the result≈ −0.410 pertinent to the Laughlin’s trial wave
function12,14; also it manifests a liquidlike ground-state
similar to the one of Ref.3.
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APPENDIX A: TRANSFORMATION OF THE
COMPOUND EXCITON ENERGY
CONTRIBUTIONS
Here we will transform the RHS of Eqs. (153)-(156),
i.e., the contributions to the compound exciton energy, to
rather simple analytical forms by carrying out explicitly
exact analytical calculations. In particular, obtained an-
alytical expressions are very suitable even for quite sim-
ple numerical treatment. First, using Eqs. (72)-(74), we
rewrite Eq. (155) as
E
(m)
1 (i0, j0 ; n˜) =
e2
2πε
∫ ∞
−∞
∫ ∞
−∞
e−q
2
yℓ
2
0/4 dqxdqy√
q2x + q
2
y + δ
2/ℓ20
×Sm(qyℓ0)S2m(qxℓ0)[
∞∑
k=−∞
e−ikqxL

x ]
×fm(qyℓ0)
(
1− eiqyLx (nj0i0ys + n˜m )
)
, (A1)
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where the sum over n is carried out. Further, using Eq.
(39), in Eq. (A1) the sum over k in the square brack-
ets obtains the form given by the first line of Eq. (83).
Then the integral over qx is calculated with the help of
delta-functions and as a result the factor S2m(qxℓ0) →
S2m(
√
2π
mMx). The latter there is equal to 1 for Mx = 0
while it is equal to zero for any Mx 6= 0; see also the
paragraph below Eq. (86). Therefore we readily arrive
from Eq. (A1) to the form given by Eq. (157).
Further, using Eqs. (72)-(74), we rewrite Eq. (156) as
follows
E
(m)
2 (i0, j0 ; n˜) = −
e2
2πε
∫ ∞
−∞
∫ ∞
−∞
Gvm(qyℓ0) dqxdqy√
q2x + q
2
y + δ
2/ℓ20
×S2m(qxℓ0)
(
1− eiqyLx (nj0i0ys + n˜m )
)
×
∞∑
k=−∞
∞;my 6=0∑
my=−∞
e−ikqxL

x e−imyqyL

x , (A2)
where Gvm(η) = e
−η2/4[e−η
2/4 − fm(η) Sm(η)]; my =
n
(i)
ys − n(i0)ys 6= 0. The double sums in the RHS of Eq.
(A2) are the same as in the RHS of Eq. (81). Then using
for them the form given by Eq. (77) and calculating the
integrals with the help of delta-functions, where they are
present, we obtain that
E
(m)
2 (i0, j0 ; n˜) =
2e2
εLx
∫ ∞
0
dη
η
Gvm(η)[1
− cos
(
qyL

x (n
j0i0
ys +
n˜
m
)
)
]− 2πe
2
ε(Lx )
2
×
∞∑
My=−∞
Gvm(
√
2π/m My)√
(2π/Lx )
2M2y + δ
2/ℓ20
×
(
1− e−i2πMy(nj0i0ys + n˜m )
)
, (A3)
where it is taken into account that the factor S2m(qxℓ0)→
S2m(
√
2π
mMx) is equal to 1 for Mx = 0 while it is zero for
any Mx 6= 0. Now, using that the contribution from the
My = 0 term of the sum over My in the RHS of Eq.
(A3) is exactly equal to zero (it is easy to see as, for
My = 0, both G
v
m(0) = 0 and the last factor, within
the round brackets, are exactly equal to zero and the
denominator, δ/ℓ0, does not equal to zero even though
it is very small), we readily obtain Eq. (A3) in the form
given by Eq. (158).
For a transformation of the exchange-alike contribu-
tion Eq. (153), first we use in its RHS Eqs. (72), (92).
Then, for m ≥ 3, we obtain that
∆Excee (m ; i0, j0) = −
e2
2πε
N˜∑
i=1;i6=i0
∫ ∞
−∞
dqx
∫ ∞
−∞
dqy
e−q
2
yℓ
2
0/2√
q2x + q
2
y + δ
2/ℓ20
{e−(k(0)xi −k(n˜)xj0 )2ℓ20/2
×S2m
(
(qx + k
(n˜)
xj0
− k(0)xi )ℓ0
)
−e−(k
(0)
xi
−k(0)
xi0
)2ℓ20/2S2m
(
(qx + k
(0)
xi0
− k(0)xi )ℓ0
)
}
×
∞∑
k=−∞
e−ikqxL

x , (A4)
where it is used that (k
(n)
xi − k(n+n˜)xj0 ) = (k
(0)
xi − k(n˜)xj0) and
(k
(n)
xi − k(n)xi0 ) = (k
(0)
xi − k(0)xi0), to carry out the sum over
n. Further, the sum over k in Eq. (A4) we will rewrite,
cf. with Eq. (39), in the form given by the first line of
Eq. (83). Then by using the delta-functions we calculate
the integral over qx and obtain Eq. (A4) in the following
form
∆Excee (m; i0, j0) = −
e2
εLx
N˜∑
i=1;i6=i0
∞∑
Mx=−∞
∫ ∞
−∞
dqy
e−q
2
yℓ
2
0/2√
( 2π
Lx
Mx)2 + q2y +
δ2
ℓ20
{e−(k(0)xi −k(n˜)xj0 )2ℓ20/2
×S2m
(
(k
(n˜)
xj0
− k(0)xi −
2π
Lx
Mx)ℓ0
)
− e−(k
(0)
xi
−k(0)
xi0
)2ℓ20/2
×S2m
(
(k
(0)
xi0
− k(0)xi −
2π
Lx
Mx)ℓ0
)
}. (A5)
Point out that Eqs. (A4), (A5) will give the results
obtained from Eq. (176), i.e., for the compound spin-
exciton, if formally neglect by the first term in the
curly brackets. Now if take into account that only for
Mx = m(n
(j0)
ys − n(i)ys ) + n˜ the factor
Sm
(
(k
(n˜)
xj0
− k(0)xi −
2π
Lx
Mx)ℓ0
)
=
sin
(
π
(
m(n
(j0)
ys − n(i)ys ) + n˜−Mx
))
(
π
(
m(n
(j0)
ys − n(i)ys ) + n˜−Mx
)) , (A6)
in the first term of the curly brackets in the RHS of Eq.
(A5), is equal to 1 and for any other Mx its value is zero,
in addition, treating in a similar manner the second term
of these curly brackets we readily rewrite Eq. (A.5) in the
form given by Eqs. (161), (162) for m ≥ 3. Respectively,
for the compound spin-exciton we obtain from Eq. (176)
the form given by Eq. (178), cf. with Eq. (161).
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