This work is intended as an attempt to improve and simplify some recent fixed point theorems for (weak) α-admissible mappings and (α, β)-admissible mappings from several articles in the framework of b-metric spaces. An application in proving the existence of solution for a class of nonlinear integral equations is given.
Introduction and preliminaries
Let (X, d) be a complete metric space and f : X → X a mapping. If there exists a real number k ∈ [0, 1) such that for all x, y ∈ X, the following inequality holds: d(f x, f y) ≤ kd(x, y), (1.1) then f has a unique fixed point in X. This famous result is called Banach contraction mapping principle. This principle was found by Polish mathematician Banach in 1922 (see [3] ), and it is one of the most important theorems in the field of fixed point theory. Due to its strong applications in proving the existence and uniqueness of solution of integral equations, people have looked more closely at it for many years.
Notice that, the contractive condition (1.1) is satisfied for all x, y ∈ X, which forces the mapping f to be continuous, and so the principle is not applicable on condition that f is discontinuous. By virtue of such drawback, it is sometimes inconvenient to carry out this principle. Recently, several authors attempted to overcome this difficulty, see, e.g., Ran and Reurings [12] , Kirk et al. [9] , Jachymski [7] and the recent results of Samet et al. [15] . The notion of α-admissible mapping is an interesting increase in improving the Banach contraction mapping in order to make the mapping become more general including the case that it is continuous or discontinuous. There is now extensive variety of literature dealing with fixed point problems via α-admissible mappings (see [4, 14, 15, 19, 20] ). The purpose of this paper is to do some work to improve and optimize the main results of [11] and [19] . Our conditions are much wider and more applicable. Further, an example is to highlight the superiority of the results obtained. Otherwise, an application in coping with the existence of a class of nonlinear integral equations is also presented. We start our paper with some basic but necessary notions and terminologies as follows.
Definition 1.1 ([15]
). Let X be a nonempty set, and α : X × X → [0, ∞) and f : X → X be mappings. We say (i) f is an α-admissible mapping if for all x, y ∈ X, α(x, y) ≥ 1 implies α(f x, f y) ≥ 1;
(ii) X is α-regular if {x n } is a sequence in X such that α(x n , x n+1 ) ≥ 1 for all n ∈ N and x n → x ∈ X as n → ∞, then α(x n , x) ≥ 1 for all n ∈ N. (1) ϕ is nondecreasing and continuous;
(2) ϕ(t) = 0 if and only if t = 0.
Theorem 1.3 ([15]
). Let (X, d) be a complete metric space, ϕ : [0, ∞) → [0, ∞) be an altering distance function, and f : X → X be an α-admissible mapping. Assume that f is α-ψ-contractive mapping, that is,
Also, suppose that the following conditions hold:
(ii) either f is continuous or X is α-regular.
Then f has a fixed point.
Remark 1.4 ([14]
). If α(x, y) = 1 for all x, y ∈ X, then f reduces into a Banach contraction. Notice that, in Theorem 1.3, f is a weaker version of Banach contraction in the sense that f does not necessarily satisfy the contractive condition (1.1) for all x, y ∈ X (see Examples 2.3 and 2.4 of [15] ).
Definition 1.5 ([20]
). Let X be a nonempty set, and α : X×X → [0, ∞) and f : X → X be mappings. Then f is said to be a weak α-admissible mapping if for all x ∈ X, α(x, f x) ≥ 1, it follows that α(f x, f f x) ≥ 1.
Remark 1.6. It is customary to write A(X, α) and WA(X, α) to denote the collection of all α-admissible mappings on X and the collection of all weak α-admissible mappings on X. It may be verified that A(X, α) ⊆ WA(X, α).
On the other hand, Banach contraction principle is dependent on the continuity of usual metric, that is, d(x n , y n ) → d(x, y) as x n → x and y n → y. This also brings us a limitation to utilize this principle. Fortunately, Bakhtin [2] or Czerwik [5] introduced the notion of b-metric space, or metric type space called by some authors, and they obtained more general assertions since b-metric is not necessarily continuous. Let us recall it as follows: Definition 1.7 ( [2, 5] ). Let X be a nonempty set, s ≥ 1 be a real number and d : X × X → [0, ∞) be a mapping. We say that d is a b-metric if for all x, y, z ∈ X, the following conditions are satisfied:
In this case, (X, d) is called a b-metric space. Definition 1.8 ( [6] ). Let (X, d) be a b-metric space, x ∈ X and {x n } a sequence in X. Then we say
In this case, we write lim
If there exists a real number k ∈ [0, 1 s ) such that for all x, y ∈ X, the following inequality holds:
then f has a unique fixed point in X.
So far numerous authors have focused on fixed point results in b-metric spaces (see [1, 6, [17] [18] [19] [20] ).
In the sequel, we always assume that X is a nonempty set, f : X → X is a mapping. Write Fix(f ) as the set of all fixed points of f on X, that is, Fix(f ) := {x ∈ X|f x = x}. Also, for each elements x and y in a b-metric space (X, d) with coefficient s ≥ 1, let
We say that a mapping f : X → X is an almost generalized (α, ψ, ϕ) s -contractive mapping if there exists L ≥ 0 such that the following condition holds:
We denote with Ξ s (X, α, ψ, ϕ) the collection of all almost generalized (α, ψ, ϕ) s -contractive mappings.
be altering distance functions, and α : X × X → [0, ∞) and f : X → X be two given mappings. Suppose that the following conditions hold:
be two altering distance functions, and α : X × X → [0, ∞) and f : X → X be two given mappings. Suppose that the following conditions hold:
(AS 3 ) α has transitive property;
Then Fix(f ) = ∅.
be two altering distance functions, and α : X × X → [0, ∞) and f : X → X be given mappings. Suppose that the following conditions hold:
) be a b-metric space with coefficient s ≥ 1 and let {x n } and {y n } be bconvergent to points x, y ∈ X, respectively. Then we have
In particular, if x = y, then we have lim n→∞ d(x n , y n ) = 0. Moreover, for each z ∈ X, we have
) be a b-metric space, f : X → X, and α, β : X ×X → [0, ∞) be given mappings. We say
be an altering distance function, and α, β : X × X → [0, ∞) be given mappings. A mapping f : X → X is said to be (α, β)-Geraghty type contractive mapping if there exists a function θ ∈ Θ, such that for all x, y ∈ X, the following condition holds:
where Θ is a family of functions θ : [0, ∞) → [0, 1) such that for any bounded positive real sequence {t n }, θ(t n ) → 1 implies t n → 0.
be given mappings. Suppose that the following conditions hold:
(ii) f is an (α, β)-Geraghty type contractive mapping;
Then f has a unique fixed point. [11] has some problems. Since α(x n , x n+1 ) ≥ 1 and β(x n , x n+1 ) ≥ 1 for all n ∈ N, then clearly, α(x n k , x n k +1 ) ≥ 1 and β(x n k , x n k +1 ) ≥ 1 for all k ∈ N. Hence both Theorem 4.4 of [11] and Theorem 2.1 of [4] made some mistakes.
Main results
In this section, we introduce some concepts which greatly improve Definitions 1.10 and 1.17. Based on them, we obtain some fixed point theorems with simple conditions and vivid proofs, which, to the best of our knowledge, are new. Moreover, we give an example to illustrate the advantage of our results. Definition 2.1. Let (X, d) be a b-metric space with coefficient s ≥ 1. Let ε > 1 be a constant and α : X × X → [0, ∞) and ψ : [0, ∞) → [0, ∞) be given mappings. We say that a mapping f : X → X is an almost generalized (α, ψ) s -contractive mapping if there exists L ≥ 0 such that the following condition holds:
In this case, write Ξ s (X, α, ψ) as the collection of all almost generalized (α, ψ) s -contractive mappings.
be an altering distance function and α : X × X → [0, ∞) and f : X → X be two given mappings. Suppose that the following conditions hold:
Proof. By (2), for x 0 ∈ X, construct a sequence {x n } with x n+1 = f x n , n ∈ N. Assume that x n 0 = x n 0 +1 for some n 0 , then Fix(f ) = {x n 0 }, in this case, the proof is valid. Without loss of generality, put x n = x n+1 for all n. We begin by proving the following inequality:
where λ ∈ [0, 1 s ) is a constant. On account of f ∈ WA(X, α) and α(x 0 , f x 0 ) ≥ 1, it follows that
Using this process again, we get α(x n , x n+1 ) ≥ 1, for all n. By (2.1), one has
where 4) and
Making the most of (2.3), (2.4), (2.5), and Definition 1.2, we arrive at
) for some n ∈ N, then (2.6) follows that
) for all n ∈ N, then (2.6) gives that
Accordingly, (2.2) holds, where λ = 1 s ε ∈ [0, 1 s ). Now via Theorem 1.9 or Lemma 3.1 of [8] , making full use of (2.2), we infer that {x n } is a b-Cauchy sequence. Since (X, d) is b-complete, we claim that {x n } b-converges to some point x * ∈ X. Finally, we show x * ∈ Fix(f ). Indeed, by using (3), it is not hard to verify that
Consequently, d(f x * , x * ) = 0, i.e., x * ∈ Fix(f ).
Theorem 2.3. Let (X, d) be a b-complete b-metric space with coefficient s > 1, ψ : [0, ∞) → [0, ∞) be an altering distance function and α : X × X → [0, ∞) and f : X → X be two given mappings. Suppose that the following conditions hold:
Proof. Repeating the previous argument in Theorem 2.2, we construct a sequence {x n } satisfying x n+1 = f x n → x * ∈ X as n → ∞. Then by (3), we get α(x n , x * ) ≥ 1 for all n ∈ N. In view of (1), we speculate
Since ψ is continuous, then by (2.7), it is easy to see that
Moreover, we deduce that
which establishes that
Making the most of Definition 1.2 and (2.8), (2.9) and (2.10), we demonstrate that
Taking the limit as inequality (2.12) and utilizing (2.11), we obtain
be an altering distance function, and α : X × X → [0, ∞) and f : X → X be two given mappings. Suppose that the following conditions hold:
Remark 2.6. Theorems 2.2, 2.3 and Corollaries 2.4, 2.5 greatly optimize and improve Theorems 1.11, 1.12 and Corollaries 1.13, 1.14, respectively. Indeed, on the one hand, compared with (1.2), (2.1) deletes the item ϕ(M s (x, y)) which makes the inequality become much wider. This is a great improvement. Likewise, our condition is much more general because the index ε > 1 is arbitrary. Evidently, ε = 3 is the special case of ε > 1. On the other hand, our results dispense with the condition of transitive property of the mapping α. Needless to say, the conditions of our theorems are weaker than Sintunavarat's theorems. Therefore, our conclusions may be more convenient than Sintunavarat's in applications.
Remark 2.7. From the proofs of our theorems, it is easy to see that we do not use Lemma 1.15. Our proofs are shorter since we need not consider the b-discontinuity of b-metric. Whereas, in order to overcome the difficulty of the b-discontinuity of b-metric, the proofs of Sintunavarat's theorems are very complicated based on the fact of depending on Lemma 1.15 strongly.
Example 2.8. Let X = R and define
for all x, y ∈ X. Then (X, d) is a b-complete b-metric space with coefficient s = 2. Define mappings Let us first prove f ∈ Ξ s (X, α, ψ). Assume that x, y ∈ X with α(x, y) ≥ 1 and hence x, y ∈ [0, 5] with |x − y| ≤ 3. Let 1 < ε ≤ 3 and L ≥ 0 be constants and ψ(t) = kt (k > 0). Then
As a consequence, f ∈ Ξ s (X, α, ψ). Likewise, we prove f ∈ WA s (X, α). Indeed, if x ∈ X and α(x, f x) ≥ 1, then x, f x ∈ [0, 5] and |x − f x| ≤ 3. Thus, x ∈ [0, 
Otherwise, obviously f is b-continuous and there exists x 0 = 1 such that
Consequently, all conditions of Theorem 2.2 hold. So Fix(f ) = {0} = ∅. However, we cannot use Theorem 1.11 to get Fix(f ) = ∅, since α does not satisfy condition (AS 3 ) of this theorem. Indeed, put x = 5, y = 4, z = 1. Now that α(x, y) = x, y ∈ X with α(x, y) ≥ 1 and
Theorem 2.10. Let (X, d) be a b-complete b-metric space, f : X → X, and α, β : X × X → [0, ∞) be given mappings. Suppose that the following conditions hold:
(ii) f is a weak (α, β)-Geraghty type contractive mapping;
(iii) there exists x 0 ∈ X such that α(x 0 , f x 0 ) ≥ 1 and β(x 0 , f x 0 ) ≥ 1;
Equations (2.15) and (2.16) give that
which leads to d(x * , f x * ) = 0, that is, x * ∈ Fix(f ). After having finished proving x * ∈ Fix(f ), if for x, y ∈ X, α(x, x) ≥ 1 and β(x, x) ≥ 1 imply α(x, y) ≥ 1 and β(x, y) ≥ 1, let us prove the uniqueness of fixed point of f provided that X is (α, β)-regular. To this end, we suppose for absurd that there is another fixed point y * , then α(x * , f x * ) ≥ 1 and β(y * , f y * ) ≥ 1. So α(x * , x * ) ≥ 1 and β(y * , y * ) ≥ 1. In view of the hypothesis, we have α(x * , y * ) ≥ 1 and β(x * , y * ) ≥ 1. Now by applying (2.14), we arrive at
By the monotonicity of the function ψ, we conclude that
which means that d(x * , y * ) = 0. Therefore, x * = y * .
Remark 2.11. Theorem 2.10 is much superior in several aspects as compared to Theorem 1.18. Indeed, (2.14) dismisses the condition θ(ψ(M s (x, y))) of (1.3). This indicates that (2.14) is much broader than (1.3). Furthermore, the constant ε > 1 is much more general in (2.14) because it is not only restricted to ε = 3 in (1.3). Likewise, in (2.14), x, y ∈ X are selected to satisfy the condition that α(x, y) ≥ 1 and β(x, y) ≥ 1, whereas in (1.3), x, y ∈ X are arbitrary. This implies that (2.14) is weaker than (1.3). Otherwise, the proof of Theorem 2.10 is simpler than the one of Theorem 1.18 because it ignores Lemma 1.15, but Theorem 1.18 depends on this lemma utterly (in fact, in the proof of Theorem 1.18 this lemma was shown and used indirectly).
Remark 2.12. Throughout the whole proof of Theorem 1.18 (that is, Theorem 4.4 of [11] , the proof of the uniqueness of fixed point is incorrect. This is because the authors from [11] increased some additional conditions such as α(x * , T x * ) ≥ 1, α(y * , T y * ) ≥ 1, β(x * , T x * ) ≥ 1, and β(y * , T y * ) ≥ 1 when T is continuous, whereas these conditions hold only if X is (α, β)-regular. However, these conditions did not appear in the hypotheses of Theorem 1.18. Hence, the proof is false if T is continuous. The proof of Theorem 2.10 notes the above problems and shows the superiority.
Application
In this section, we prove the existence theorem for a solution of the following integral equation by using our main results in the previous section: Hence, f ∈ Ξ s (X, α, ψ). Then all the conditions of Theorem 2.3 are satisfied and so f has a fixed point in X. This implies that the integral equation (3.1) has a solution.
Remark 3.2. Compared with Theorem 3.1 of [19] , our Theorem 3.1 has many advantages. First of all, our condition (ii) provides a natural and intrinsic characterization of simpler hypothesis than (♠ 2 ) from Theorem 3.1 of [19] . As a matter of fact, our condition (3.2) is much weaker than the counterpart of Theorem 3.1 of [19] . Also, we delete the intricate function Γ(t). Moreover, our function ξ(c, r) has valid superiority since the constant ε is arbitrary. Otherwise, even if ε = 3, our ξ(c, r) is also weak and straightforward. 
