ABSTRACT Dynamic web applications play a vital role in providing resources manipulation and interaction between clients and servers. The features presently supported by browsers have raised business opportunities, by supplying high interactivity in web-based services, like web banking, e-commerce, social networking, forums, and at the same time, these features have brought serious risks and increased vulnerabilities in web applications that enable cyber-attacks to be executed. One of the common high-risk cyber-attack of web application vulnerabilities is cross-site scripting (XSS). Nowadays, XSS is still dramatically increasing and considered as one of the most severe threats for organizations, users, and developers. If the ploy is successful, the victim is at the mercy of the cybercriminals. In this research, a robust artificial neural network-based multilayer perceptron (MLP) scheme integrated with the dynamic feature extractor is proposed for XSS attack detection. The detection scheme adopts a large real-world dataset, the dynamic features extraction mechanism, and MLP model, which successfully surpassed several tests on an employed unique dataset under careful experimentation, and achieved promising and state-of-the-art results with accuracy, detection probabilities, false positive rate, and AUC-ROC scores of 99.32%, 98.35 %, 0.3%, and 99.02%, respectively. Therefore, it has the potentials to be applied for XSS-based attack detection in either the client-side or the server-side.
I. INTRODUCTION
Web technology has been increased exponentially in daily volume and interactions involving web-based services, such as self-driving finance in web banking, Chatbots /AI assistants and recommendation engines in e-commerce, social networking sites such as Facebook, Twitter, forums, blogs, and much more. This technology has become an integral part of our daily and private lives, and at the same time, web applications became primary targets of cybercriminals. Cybercriminals exploit the poor code experiences of web developers, weaknesses within the code, improper user input sanitization, and non-compliance with security standards by
The associate editor coordinating the review of this manuscript and approving it for publication was Orazio Gambino.
the software package developers [1] . Additionally, the vulnerabilities may be found in reusable software components (i.e., third-party libraries, open-source software, etc.) which are heavily used to develop web applications, also vulnerable cyber-defense system where attackers regularly develop their offensive tactics by devising new ways to bypass the defense systems, and exploiting the vast sophistication of AI technology to facilitate their pernicious tasks [2] . It mandates the development of more sophisticated web application cyberdefense systems, which can be accomplished using the latest AI concepts with high precision to tackle the new web-based attacks.
One of the common high-risk cyber-attack to web application vulnerabilities is Cross-Site Scripting (XSS), which has placed web applications, users, and even the industrial VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ field at high risk [3] . According to the National Vulnerabilities Database (NVD) database [4] , the number of reported issues are dramatically increasing, especially in 2018. XSS-based vulnerabilities are considered to be the second most common vulnerability occurring [5] , [6] , and still on the top of 10 attacks in 2017 in OWASP [7] . XSS is a security vulnerability that can affect web application. If present in any web application, this vulnerability can allow cybercriminals to add their malicious code into the HTML pages displayed to receiving end-users. Primarily, there are three types of XSS based attacks that include stored-XSS, Reflected-XSS, and DOM-based XSS attacks [8] , [9] . The Stored/Persistent-XSS occurs when malicious code takes place in the web application database. The attacker could inject malignant code into vulnerability server by (e.g., message forums or blog posts), the harmful code is stored in the application server, and, once the victim visits or navigator the infected application, they are served with the malignant code as a part of the legitimate web page. In the end, the victim's browser finishes executing the malicious code.
The Non-Persistent/Reflected-XSS occurs during the website echoes, which backs a portion of the request to the browser, the attacker has to trick the victim into clicking an evil link (i.e., through malignant JavaScript (JS) on another page or a phishing an email), that triggers the XSS-attack. Once the victim clicks the link, an HTTP-Req to the web server is sent together with the malignant code as a component of it. The response from the web server includes the malignant code part (i.e., reflected). Therefore, the malignant code will execute indifferently by a victim's browser. In DOM Based XSS, the downright malicious code flows from source to sink takes place in the browser (i.e., DOM objects) XSS-based attacks may damage and change the behavior or appearance of the enterprise website, stealing sensitive companies' information or private users' data, and performing actions on behalf of the user [10] .
The defense mechanism against these attacks could be on either the Server-side, Client-side, or both. In terms of analyzing, there are three approaches to defense against XSS-based [11] are: 1) Static analysis approach, which reviews web application code includes source code, binary code, or bytecode to find out how the control/ data would flow at runtime before the program executes. 2) Dynamic analysis analyzes the data obtained throughout program execution to discern vulnerabilities. Dynamic analysis is usually performed at a testing time during development or runtime once the software package is released.
3) The hybrid approach combines both the static and dynamic analysis approaches. Although some solutions have already been proposed, such as mitigation tools, detection/prevention methods for XSS attacks, moreover, existing techniques still can't sufficiently detect XSS malicious code [12] - [14] . Current research works attempt to add intelligence to increase detection accuracy by using AI concepts, which is evident from the extensive use of machine learning techniques in the detection of cyberattacks [15] . However, the classical machine learning techniques are represented with shallow detection rate and are incapable of detecting tiny mutants of existing malicious attacks such as zero-day attacks and etc [16] . Although most of those attacks are the small variants of the already wellknown malicious code (close to 99% mutations), even the socalled a unique attacks (1%) rely on the previous concepts and logic. In other words, malignant behaviors that deviate sufficiently in feature from those seen before would fail to be classified; hence, it will override the undetected system. The success of deep neural network within the big data field considerable, and it can also be used to combat cyber threats because mutations of attacks are like small changes in image pixels. It implies that deep neural network learning in security learns a real face (benign or malignant) of learning data on even with small changes or mutations by exploiting the resiliency and capability of the deep neural network to small changes in data by producing high-level invariant representations of the training dataset.
In this research, an ANN-based detection scheme is introduced for the XSS-based web-applications attack.
A large dataset has been constructed and used for the training and testing of the detection scheme, along with proposing a novel technique for features extraction and a Multilayer Perceptron for the detection task. The detection scheme successfully surpassed several tests on a newly employed testing dataset and achieved promising and stateof-the-art results with detection probabilities, false positive rate, and AUC-ROC scores of 98.35 %, 0.3%, and 99.02% respectively.
The main contributions of this paper can be summarized as follows:
• An extensive real-world data composed of 138,569 unique records to detect XSS attack have been constructed comprehensively and uniquely.
• A dynamic-features extraction technique has been proposed, which acts as a layer for extracting and providing training and testing dataset to feed the neural network model in dynamic behavior.
• Introduced a robust, high precision and low complexity deep neural network scheme, making it easier to deploy along with the dynamical feature extraction model, which is platform independent of detecting XSS-based attack.
• The proposed scheme is tested on the new test set composed of 27,714 samples to demonstrate the capability of our model even XSS-based zero-day attack detection. The rest of this paper is organized as follows, Section II discusses related work with introducing research gaps that our proposed scheme is capable of entertaining. Section III presents the key details about literature and mechanism of this research that includes, raw data construction, feature extraction technique, and Multilayer Perceptron model for detection. Section IV presents the experimental design and evaluation mechanism of this research. Section V presents the results and discussion. Finally, section VI concludes this research by highlighting some future research directions with the significance of this research.
II. RELATED WORK
Numerous researches have been proposed concerning cyber-attacks; still, cybercrimes and fraudulent activities of cybercriminals are increasing; authors in [17] , [18] investigated various types of cyber frauds and introduced useable and feasible solutions.
The Sanitization of JavaScript attack payloads is deemed to be as an essential approach to obstruct the exploitation of XSS-based attack on web-based applications. In [19] , the author proposed a cloud-based framework that restrains the DOM-based XSS vulnerabilities. The idea lies in improving and optimizing the context-sensitive sanitization process of HTML5 attack vector with injecting decisive code into the nested context of suspected variables. In [20] , the authors introduced a JavaScript SANitizer framework that uses the capabilities of clustering with sanitization mechanisms to diminish the effect of JS vulnerabilities with the determination of their level of similarity in context. Furthermore, in [21] , the author proposed to use a PHP-Sensor to identify the XSS vulnerabilities within web-based applications. The primary intention is to observe that the HTTP request and response might carry self-propagation XSS payloads. Thus, PHP-Sensor observes the scripts present in an outgoing HTTP Request and checks whether those scripts exists within the response. However, defense mechanisms to prevent such attacks using traditional methods of detection are extremely complicated. There is neither a single solution which may effectively mitigate XSS attack [12] , nor have the capability to reduce existed flaws in the source code of applications [13] . Furthermore, existing techniques may also fail to detect XSS malicious for several reasons; and even most of them are not able to detect sophisticated-XSS attacks [14] .
Furthermore, based on the widespread use of Artificial Intelligence (AI) technique in numerous application domains with higher detection ability, several researchers also engaged themselves for the detection of XSS attacks using machine learning (ML) technique. Likarish et al. [22] proposed 65 features to detect the obfuscated malicious JavaScript and performed classifications using Naive Bays, alternating decision tree (ADTree), support-vector machines(SVM), and RIPPER (Repeated Incremental Pruning to Produce Error Reduction) to evaluate features' effectiveness. However, the best precision score of 0.920 is achieved with SVM classifier. Therefore, the low precision and reduced detection rate which leads to a high false positive rate does not meet the purposes of such a model in the real world. The researchers in [23] proposed a machine learning approach to detect XSS in social networks. They extracted the web pages' features manually; classified them in four groups and each group is composed of multiple features where three features are related to the online social network; they used Adaptive Boosting (AdaBoost) and ADTree algorithms with 10-fold cross-validation; the highest precision and recall are obtained with AdaBoost algorithm, the scores are 0.941 and 0.939 respectively. Moreover, the results represented a shallow detection rate, and most importantly, the high false positive rate was up to 4.20%. Similarly, in [24] , the detection of XSS attack based on a machine learning approach is proposed. All the 25 features are divided into three groups, including URLs, webpage, and SNSs. They claimed that with Random Forest algorithm, the accuracy and false positive rate increased up to 0.9720 and 0.087, respectively. However, the False Positive rate is still high which is equal to 8.7%.
Furthermore, deep learning schemes are also used to overcome the limitations of the classical machine learning approaches as they can produce high-level representations of features and can even predict hidden features using training data. Wang et al. [25] applied the stacked denoising autoencoder model for malicious code detection on a webbased application and used sparse random projections for dimensions reduction. The results were excellent in term of accuracy (about 95%). However, the detection rate is between 93% and 95%, and the false positive rate was 4.2%, which is considered very high.
The authors in [26] proposed an unsupervised end-toend deep learning scheme. They used the Robust Software Modeling Tool (RSMT) as a monitor to capture features and used autoencoders to learn low dimensional representations. Performance evaluations were performed by applying supervised and unsupervised techniques. However, RSMT has caused overhead issues; also, experiments performed using supervised ML technique was poor (around 0.728 at best case for XSS using SVM). Moreover, the unsupervised deep learning performance was not efficient (around 0.906).
The study in [27] proposed a deep recurrent neural classification system called ScriptNet to detect either malicious JavaScript or VBScript by utilizing a combination of both static and dynamic analysis. Despite the complexity of the model, the results were not convincing (best-performing LaMP model has a 65.9% true positive rate and best CPoLS model has a 45.3 % true positive rate, all with 1.0% False positive rate). Thus, applying only word vectors are not suitable for JavaScript because it uses encapsulation, code rearrangement, rubbish strings insertion, and alternative techniques.
Another research in [28] proposed a DeepXSS detection, which contains decoding, generalization, and tokenization techniques. They used word2vec for XSS feature extraction, which was given as an input to the deep learning model, based on LSTM for training. They achieved about 0.995 precision, 0.979 Recall, and a false positive rate tends to 0.019. However, the webpage includes JavaScript and HTML code, which is primarily not a standard encoding; therefore, adopting word vectors make the training process incredibly timeconsuming, tedious, and not suitable. 
III. DETECTION METHODOLOGY
The XSS-based attack occurs due to security bugs in the websites, because of the features originating from the dynamic web applications and supported by web browsers such as HTML tags, hyperlinks, scripts, and advanced functions. These features are attractive and useful, but they also bring severe risks and increased security vulnerabilities for web applications. Cybercriminals usually exploit these vulnerabilities. Based on this problem, this research proposes a new detection scheme, which consists of three main pillars including quality of data, appropriate feature vectors that wholly and genuinely characterize the XSS anomalous phenomenon and adopt an ANN technique for detection. For this purpose, three modules have been developed and work together in one working environment (Python) to form a final framework. These three main pillars are shown in the schematic of the proposed scheme given in Fig. 1 , and the details are as follows:
A. COLLECTING RAW DATA Currently, there is no open dataset available for XSS based attacks [29] . Building a new digital dataset of such attacks containing malicious and benign instances for training and testing a model is quite challenging. Therefore, to create a new dataset, one approach is to crawl all the web applications with different webpages. The size of the web applications precludes this strategy from being productive. Alternatively, one can crawl only a part of the web applications. However, crawling the web in some fixed, and settled manner is problematic because it potentially biases the dataset, which is not comprehensive nor miscellaneous, and the model could not generalize it. Besides, it is not an obvious way to argue that a sufficient subset of the websites is representative. For this, a novel approach is used to create a large real-world dataset and to make it comprehensive and miscellaneous to tackle the issues concerned with it. The approach is described as follows.
For benign samples, our crawler employed a robust python scraping framework [30] and implemented a random walk along with a random jumping method to crawl a sufficient variety of portions of the websites. A mathematical equation is used to select the probability of sample X, where X is crawled by the Formula (1) presented by [31] .
where X is sampled, andX is crawled. To estimate Pr X |X , they used the probabilities of each observation in inversely proportional to its PageRank. Based on their method, the samples selecting probabilities are developed with a random walk and jumping method. All crawler rules were written inside the spider class, and the top 50,000 of websites ranking in Alexa feed the initial seed of crawler [32] . Our crawler was configured to obtain maximum samples of 150,000 pages, the number of independent parallel walks is 100, and the jumping probability range between [0,1]. Because of the random walk and jumping, it is possible to have a small number of duplicate samples. These duplicate samples are deleted to form a resultant sample of 148,157 records. Moreover, uniform random sample pages are selected from the crawled portion to obtain 100,000 samples from resultant samples, which makes it uniform, comprehensive and miscellaneous, to be an optimal case for training and testing model.
For malicious samples, due to the limited availability of samples, another crawler is designed to crawl the raw data from XSSed [33] and Open Bug Bounty [34] in some fixed and deterministic manner. However, the duplicate samples and the pages of more than 25MB in size are excluded. The total of 38,569 malicious samples is considered for this research.
B. DYNAMIC FEATURES EXTRACTION MODEL
In several cases of Natural Language Processing using deep neural network technique, the text samples are represented in the form of word vectors, but in case of an XSS attack, malicious code is often a JavaScript code. Thus, JavaScript has non-standard encoding; there exist many senseless strings and Unicode symbols. Additionally, JavaScript uses data encapsulation, code rearrangement, rubbish strings insertion, and alternative techniques where the word vectors lead to generating large dimensions is the very time-consuming case of XSS.
This research introduces a novel dynamic feature extraction model which is introduced to get proper feature vectors that characterize the XSS anomaly. The model is integrated with the BeautifulSoup library [35] in combination with the html5lib parser [36] to pull data out of HTML raw files, and Esprima JavaScript parser [37] to tokenize and extract the abstract syntax tree from JavaScript code. The goal of this model is to dynamically find and extract the essential characteristics of both benign and malicious code from raw data provided by the crawling model, and subsequently, these features set are offered to the neural network as a digital dataset in a dynamic way. To accomplish it the model was developed uniquely, containing three sub-models, each of which has a set of features to deal with. These sub-models are HTML-based features sub-model, JavaScript-based features sub-model, and URL-based features sub-model, which is described as follows.
1) HTML-BASED FEATURES SUB-MODEL
The HTML tags are used for constructing the attack vector (i.e., div, script, iframe, meta, embed, link, SVG, frame, form, style, video, img, textarea, etc.,) and the attacker has many ways to embed these tags into JavaScript using the corresponding attributes to insert the malicious code [11] , [38] . Additionally, most of them support the pseudo-protocol form such as JavaScript: [code] and it could be used in the same manner as a URL when calling an external resource (i.e., redirection) [39] . The protocol represents the body of the attributes which could be any JavaScript code either malicious that calls JavaScript interpreter. The attributes exploited to insert the malicious code (i.e., href, HTTP-equiv, lowsrc, src, formation, background, target, action, classid, etc.,) can trigger JavaScript events. The event acts as an interaction between JS and HTML, which can trigger based on the user's actions (onclick, onmouseover) or even through the web browser itself (onload, onerror). Since the event itself can execute JavaScript code, the attacker may use these features to carry XSS attacks. Moreover, introducing JavaScript in an event method (<IMG SRC=# onmouseover ="alert ('XSS')">) will likewise apply to any HTML tag type injection that utilizes HTML elements. It will thus allow any relevant event for the tag to be substituted (e.g., onclick, onblur) and results in an extensive amount of variations for many injection vectors and can bypass most domain filters [40] .
Three core features related to HTML are selected in this study, including tags, attributes, and events. The proposed model is designed to extract features and JavaScript code from HTML raw files in combination with the html5lib parser. The html5lib parser gives us the optimal representation way and is extremely broad as it parses the pages in the same manner, as a web browser does. Furthermore, it also performs the HTML5 parsing algorithm, which is heavily impacted by modern browsers and based on the WHATWG HTML5 specification [41] . Once the tree structure of HTML data for the webpage is created, the process of navigating and searching parse tree is required, i.e., tree traversal. For this task, a BeautifulSoup python library is used to create an object for each page which can be executed in parallel with html5lib. Since the object of this library contains all the data in a tree structure, the tags, attributes, and event of each webpage are programmatically extracted as shown in Algorithm 1. 2) JAVASCRIPT-BASED FEATURES SUB-MODEL JavaScript codes live within a webpage and interact with the DOM. It can either provide additional features of the webpage or create an application within the webpage. The source code written in any programing language can be represented as an abstract syntactic structure called Abstract Syntax Tree (AST). Each node of the tree represents a construct in the source code. The resulting syntax tree is beneficial for different purposes, from program transformation to static program analysis [42] .
Algorithm 1 Parsing HTML Documents
The JavaScript code could be either benign or malignant based on its semantics rather than the syntax. JavaScriptbased features are extracted through the following three main procedures in this research.
1) The set of features related to an XSS attack are identified as min_length, max_length (which are higher in malignant), min_define_function, min_function_calls (which is more advantageous for benign), methods (which can cause XSS attacks like getElementsByTagName, write, alert, eval, prompt, confirm, fromCharCodefetch), Dom-Objects (windows, location, and document), and location _properties (cookies, document, referrer). 2) Since some of the JavaScript codes are involved in HTML elements, they can be invoked in various ways from HTML, for instance from tag (e.g., <script>), from attribute of some tags (e.g., href= ''JavaScript:'' of 'a' tag) and/ or event (e.g., onSubmit='' JavaScript:'' onload=" JavaScript'') etc., as described in W3C Consortium lists [12] . The JavaScript codes are extracted from all possible places that can be retrieved from them.
3) The dynamically extracted code is distributed into a series of tokens and syntax tree using Esprima parser is produced, which acts in the same manner as JavaScript engine does. Hence, lexical and syntactical analysis of JavaScript code can be performed at the same time. However, it has been observed in some cases that the JavaScript used by XSS could be broken and cause parser stop. To deal with this, force a parser to continue parsing, and produce a syntax tree even the JavaScript does not represent a valid code. The parser is configured to a tolerant mode and set the tokens flag to be true in the configuration object to keep the tokens that found during the parsing process. To traversing the entire tree, the generator function was made to take Esprima node and yielding all child nodes at any level of the tree, which gives us the full ability to visit all branches of the tree.
The complete processing of above steps are presented in the following Algorithm 2 which is used to get a JavaScriptbased Feature vector (JS FV ) for the future model.
3) URL-BASED FEATURES SUB-MODEL
URL parameters are the critical suspicious of non-persistent XSS injection point [43] . Cyber-criminals are always trying 
redirect). (5)
The tags whose presence in the URL indicates a high probability of an existence XSS (script, iframe, meta, SVG, img, style, etc.,) and (6) properties of HTML (i.e., href, src, formaction, etc.,) which can host JavaScript code used in URL. (7) The URL length that has been used effectively with phishing detection (8) special characters (i.e., ''< '', ''>'' and ''/'') which mostly used to perform XSS attacks [26] ; (9) in keyword evil most of the intruders reveals their signature.
Each URL of each webpage crawled is decoded to extract URL features and to make it as a string. Then, Regular Expressions is performed to match text patterns and extract these features, which is shown in Algorithm 3. 
C. ARTIFICIAL NEURAL NETWORK MODEL
Artificial Neural Network (ANN) is inspired by a human brain operation [44] . It is composed of many layers including, the input layer, the hidden layer(s) and the output layer. In this research, an ANN-based multilayer perceptron (MLP) algorithm which characterized by the dynamic features of XSS-based attack detection is used.
The model has m-layer (4 -2 hidden layers) that figures the dataset input-output pairs( x i , y i ), where y i denote to onedimensional output y i ∈ 0, 1}, where 0 = benign and 1 = malicious, on n-dimensional input x = {x 1 , x 2 , . . . x n } as shown in Fig. 2 x N , y N )}. The neurons at hidden layers have f h activation functions (i.e., ReLU=max (0, x)) and the neuron at the output layer has f z activation function (i.e., sigmoid = 1/(1 + e ∧ (−x))). The layers are fully connected in which every neuron depends on the outputs of all the neurons in the previous layer [45] . MLP model training is done through a Back-propagation algorithm [46] . (2) and Formula (3).
where f h is the activation function (ReLU) at hidden layers. The computing outputŷ for output layer l m done as Formula (4) and Formula (5). w k i and b k i so as to minimize the L loss function. However, the loss function in our case is CrossEntropy called a logarithmic function given as Formula (6). (6) whereŷ i indicates the computed output of the MLP model on input −→ x i , whereas y i indicates to the actual value for input-output pair −→ x i , y i . The goal is minimizing J concerning respect to all w k ij and b k i through gradient descent process. Accordingly, Adam optimizer is used to adjust the parameters w k ij and b k i with α as a learning rate, will produce delta equations for each iteration w k ij = −α
which send backward from layer m, the output layer, to layer one, the input layer to update weights [47] .
IV. EXPERIMENTAL DESIGN AND EVALUATION

A. THE DATASET
The final dataset that has been created in a randomized and uniform manner consist of 138,569 samples in total, where the benign samples are 100,000, and the malicious samples are 38,569 with dimensional of 41 features. Ideally, the ultimate model estimation should be performed on a held-out test dataset that never used before, neither for training the model nor for tuning the model parameters, so that they supply an unbiased sense of model effectiveness [48] . However, estimating score may get on a single validation set and is unlikely to reflect the model performance in general. Therefore, the dataset was split randomly and separated by the dynamic feature extractor model into two parts with a partition ratio of 80%:20%. The first part is training dataset including 11,0855 samples labeled as [0 Benign, 1 Malicious] and the second part is a Hold-Out test dataset containing 27,714 samples used only to estimate the performance of the final and fully-trained model. The dataset subdivisions are shown in Table 1 . 
B. PERFORMANCE EVALUATION METRICS
For the binary classification problem (benign or malignant), the confusion matrix is employed as an evaluation parameter [49] . In a confusion matrix, TN points that a benign case was correctly labelled as benign, FP denotes that a benign case was incorrectly labelled as XSS attack. As for the performance metrics, FN indicates that an XSS was incorrectly identified as benign, TP represents that an XSS is correctly identified as an attack. For a comprehensive evaluation, the proposed scheme performance was tested and evaluated in various measurements such as Accuracy overall, Misclassification Rate (Error Rate), Precision, and Detection rate (DR), False Positive, and F-score. The performance of the proposed scheme is evaluated as follows, as shown in Formulas (7)- (13).
Detection Rate (DR) or Recall
FP Rate or Fall
Area Under the Curve = 1 2
C. EXPERIMENTAL ENVIRONMENT
To construct and select a model that accurately captures the regularities in its training data and skillfully generalizes unseen data. The performance evaluation of any model with single parameter accuracy is not sufficient to judge its performance. Since a single large hidden layer is enough for an approximation of most functions [50] , we first start with the shallow model, including one hidden layer. The size of the hidden layers was determined by taking the mean of the number of neurons at the input layer plus a number of neurons at the output layer as a baseline. More specifically, the initial model has an input layer with 41 neurons, one hidden layer with 22 neurons and an output layer with a single neuron.
All the other hyper-parameters were fixed such as Adam optimizer, activation functions ReLU, sigmoid for hidden and output layers, respectively, and the epoch equals to 100. The entire experimental was done on the operating platform LinuxMint-19-tara, Kernel 4.15.0-42-generic, 16 GB RAM, IntelXeonCPU E-5-2620 v3 @ 2.40GHz, GPU NIVIDA (Quadro K220). The Python framework version is 3.6.7 and Keras version (2.2.4) with Tensorflow (1.12.0).
A k-fold cross-validation approach is used as a baseline estimation of our model on training dataset only by using a wrapper method for MLP models to be used as classification estimator in scikit-learn library. This approach involves randomly splitting the training dataset up into a set of k-folds, of approximately equal sub-datasets size. Then for each unique fold, it takes the k sub-dataset as a test dataset, and the remaining k − 1 sub-datasets is fit to model as a training data set. Finally, the k outcomes from the folds are averaged to make a single estimation [49] .The importance of this approach lies in allowing each observation give to be utilized in the test dataset one time and used to train the model k-1 times. However, for the initial estimate and bias-variance tradeoff, an average accuracy of the ten evaluations is selected and computed the standard deviation to look at the variance. The results obtained are 0.989788 as mean accuracy, and the variance equals to 0.001022, which means that our model falls into the low bias and low variance category of bias-variance tradeoff categories as shown in Table 2 .
Although for some functions, a single hidden layer is optimal, a single-hidden-layer-solution may be quite inefficient for others as compared to solutions with more layers [45] . Furthermore, the hidden layers are increased to two and kept all other hyper-parameters fixed as in a shallow model. The same estimated approach is used for this, which computes the mean accuracy and the standard deviation. The results obtained with additional hidden layer are more promising, where the mean accuracy equal to 0.991195 and variance is 0.000759 as seen in Table 2 . It can be observed that by increasing the hidden layer to two layers, it also increased the accuracy and decrease the variance.
The model design is stabilized to obtain optimum performance, and the number of hidden layers is fixed to 2. Hence, the effectiveness of most Hyper-parameters of our model was studied including several combinations of these values such as the number of neurons in hidden layers with 22,32 and 42, mini-batch size with 32,64,128, the number of epochs with 100,200 and 300, and with the optimizers such as Adam, rmsprop, and SGD. Furthermore, standardize the dropout rate for regularization in an attempt to limit over-fitting and therefore, improve the model's ability to generalize. The Grid-search has been used as a model hyper-parameter optimization technique with 10-fold crossvalidation approach. Table 3 shows the effect of the number of neurons at the hidden layer and epoch's number as well as the best values that were optioned over this testing. Table 4 shows the drop rate evaluated along with different optimizer, while the batch size is fixed to 60, the number of neurons at each hidden layer is fixed to 42 and number of the epochs are fixed to 300 with 10-fold cross-validation approach. 
V. RESULTS AND DISCUSSION
After tuning the model with selected parameters, the final model was configured to achieve optimal results. More specifically, the final model has two hidden layers, one input that taken the input vector from the DEF model, and the other is the output layer. Neurons at the input layer, hidden layer1, hidden layer 2, and output are 41, 42, 42 , and 1 respectively. The activation function at hidden layers is rectified linear function (ReLU), whereas the activation function for the output layer is the logistic function (sigmoid). The model used cross-entropy as the loss function; furthermore, the model takes the mini batch approach as the updating rule for large-scale dataset weights. The mini-batch dataset was set up to 64. The Adam optimizer is used to minimize the loss function with learning a rate set to the default value = 0.001, the epochs are fixed to 300, and the drop rate is equal to 0.1.
Furthermore, to make a real sense of the model accuracy, which can help in developing greater confidence in the developed model, the proposed model is tested with a new largescale-real-world dataset. Thus, we fitted the final model with on the whole training dataset and tested on the held-out test dataset.
The results obtained on held-out test dataset achieved 99.32% of accuracy, as shown in Fig. 3 and model loss over time in Fig. 4 . While the precision is 99.21 % for XSS class and detection rate up to 98.35%. The false positive rate is tento-zero, which represent 0.31 %. We obtained the global value of quality for the complete taxonomy of our model using the weighted averages (micro average), and macro averages of both classes. Table 5 shows the full report generated based on the confusion matrix for testing model performance and Fig. 5 shows the confusion matrix. To demonstrate the detection performance of our proposed scheme to avoid false classification, and clarify the discriminative robustness of our scheme, the ROC (receiver operating characteristic) curve of mode testing are plotted as shown in Fig. 6 (a) and Fig. 6 (b) . The proposed method shows state of the art ROC curve for our model, with an area under the curve (AUC) equals to 0.9902. While, the False Positive rate is tend-to-zero, which equal to 0.0031, and the corresponding True Positive Rate tends to one, which equals to 0.9969 on the testing dataset. This implies that our proposed scheme is beneficial in detecting XSS-based attacks. Furthermore, it has a real ability to detect zero-day XSS-based attacks efficiently and effectively. 
A. COMPARISON WITH OTHER CLASSIFIERS
For the strict verification of data quality, a new experiment is implemented using the same dataset with different machine learning algorithms such as nonlinear SVM Radial Basis Function (RBF) kernel with c value = 1.0, k-nearest neighbor (k-NN) with neighbors = 5 and ensemble method AdaBoost classifier along with proposed methodology motioned above. The goal is to verify whether the dataset employed by the proposed method has advantages and able to works on different techniques as well as to compare MPLXSS with different algorithms. The results of the various algorithms proved the efficiency and effectiveness of the proposed mechanism through which the data collection and extraction were obtained as shown in Table 6 (a) and Table 6 (b). Also, the results of the AdaBoost algorithm are approximate to the results of neural networks model in terms of accuracy and less than in terms of detection rate. Therefore, we can conclude that data quality and features extraction are the key components for precision and robustness of these classifiers since most of them are performing well on the same data set.
B. COMPARISON WITH PREVIOUS WORKS
To objectively evaluate the proposed scheme, MLPXSS is compared with the methods proposed by Wang et al. [23] , Rathore et al. [24] , and Fang et al. [28] , since the malicious data coming from the XSSed. Moreover, the detected scheme is also compared with the methods proposed by Likarish et al. [22] and Wang et al. [25] . Since the XSS considerably utilize malicious JavaScript as a portion of the attack, furthermore, the code injection attack is closely associated with JavaScript code. All these proposed methods have been discussed in the related work section. Furthermore, the best case is selected for each method to be compared with our MLPXSS. Table 7 compares the results of our scheme with other proposed schemes. From the results, it can easily be foreseen that the proposed (MLP-XSS) scheme supersedes each of the previously proposed schemes with a significant margin. It maintained to achieve high Precision and high Recall, which is evident through F-score, which is another metric widely used to convey these both metric into one unified metric. Moreover, FPR is also near to zero and the AUC-ROC curve is also higher than 99.02%, which is one of the essential evaluation metrics for any classification model's performance that visualizes classification quality and presents a complete sense of the model performance.
VI. CONCLUSION
In this research, the ANN-based scheme is proposed to detect the XSS-based web-applications attack. Three models are designed in a novel manner. The first model is concerned with the quality of the raw data and random crawling. The second model deals with extracting digital data as features of raw data and providing neural networks with these digital features, and the third is ANN-based multilayer perceptron model that takes the digital data, processes and classifies the final prediction result of XSS-attack problem. Our model performs a prediction of security threats such as XSS attack, which can reflect in the form of a warning to users who can cancel the subsequent treatment of the pages. It acts as a security layer either for the client-side or the server-side. The experiments were conducted effectively on the test dataset, and the comparison was performed on existing methods. Based on the results, it can be concluded that the proposed scheme outperformed the state-of-the-art techniques in different aspects of measurements. In our future work, we will improve and apply this scheme to detect XSS attacks in the real-time detection system. 
