This paper assesses the predictive gains of the pooling method in yield curve prediction. We consider three individual yield curve prediction models: the dynamic Nelson-Siegel model (DNS) and the arbitrage-free Nelson-Siegel model in addition to the random walk (RW) model as a benchmark. Despite the popularity of these three frameworks, none of them dominates the others across all maturities and forecast horizons. This fact indicates that those models are potentially misspecified. We investigate whether combining the possibly misspecified models in a linear form helps improve the predictive accuracy. To do this, we evaluate the out-of-sample forecasts of the pooled models in comparison with the individual models. In terms of density prediction, the pooled model of the DNS and RW models consistently outperforms those individual models regardless of maturities and forecast horizons. Our findings strongly suggest that one needs to try the pooling method rather than choosing one of the alternative models.
Introduction
Forecasting the yield curve is extremely important for bond portfolio risk management, monetary policy, business cycle analysis, and so forth. In the previous literature, three classes of yield curve prediction models have been widely used. One is arbitrage-free affine term structure models, which take a theoretical bond pricing approach 1 . This approach provides many economically interpretable outcomes such as term premium and term structure of real interest rates. Despite its flexibility and microfoundation, this class of models is known to be difficult to estimate because of the nonlinearity and irregular likelihood surface.
Another is a purely statistical approach, which is a dynamic version of the Nelson-Siegel (DNS) model 2 . Since this modeling approach is parsimonious but flexible for fitting the yield curve, overall its forecasting performance is better than the theoretical approach. The other is the random-walk model (RW), and it is often used as a benchmark in forecasting ability comparison.
Interestingly, beating the RW is a challenging task although the DNS or the arbitrage free term structure model can be better at some particular maturities and forecast horizons. None of the three alternative models uniformly outperforms at all maturities and forecast horizons. For example, Diebold and Li (2006) find that the three-factor DNS outperforms the RW at 1-month-ahead horizon for short maturities, but for longterm bond yields the RW dominates the DNS. Zantedeschi et al. (2011) confirm that the RW forecasts better in the short run whereas at three-and six-step-ahead forecast horizons the predictions from their DNS with time-varying factorloadings are much improved. Moench (2008) finds that the arbitrage free affine term structure model forecasts better than the RW at he six-month maturity only. Using an affine term structure model, Carrieroa and Giacomini (2011) produce one-step-ahead forecasts and find positive prediction gains against the RW at intermediate and long maturities, not at short maturities. 1 For example, Moench (2008) , Christensen, Diebold, and Rudebusch (2011) , Chib and Kang (2013) , Almeida and Vicenteb (2008) , and Carrieroa and Giacomini (2011) 2 For example, Li (2006), De Pooter (2007) , and Zantedeschi, Damien, and Polson (2011) These mixed results for out-of-sample prediction comparison strongly indicate that all the prediction models are potentially somewhat misspecified. Our goal of this paper is to investigate whether it is possible to improve the out-of-sample prediction performance when all alternative models are potentially misspecified. In a Bayesian context a standard way to consider the model uncertainty is using the Bayesian model-averaging method based on the marginal likelihood computation. However, the Bayesian model averaging typically gives a weight of nearly one on the DNS excluding other models.
As an alternative way to consider the model misspecifications we take the pooling method recently suggested by Geweke and Amisano (2012) , Geweke and Amisano (2011) and Waggoner and Zha (2012) . The key idea of their approach is to construct the onestep ahead predictive density as a linear combination of the predictive densities obtained from each of alternative prediction models. In this paper the three individual yield curve prediction models and pooled models of two or three of the individual models are compared in terms of out-of-sample predictive accuracy. When considering the pooling approach, the weights are equally given, to be estimated as constant parameters, or follow the first-order Markov-switching process. Using these pooled models we forecast the monthly yields with eight different maturities over the forecast horizons of one through twelve months, and conduct model comparison analysis using the root mean squared error and the posterior predictive criterion.
According to our empirical results based on 108 out-of-sample periods, the pooled model of the DNS and RW with equal model weights dominates all individual models across all maturities and forecast horizons in terms of the bond yield density forecasting.
Further, the predictive gains from using the pooling method are remarkable. In contrast, in the point forecasting, we do not find a strong evidence that the pooling method can help improve the predictive accuracy. Our findings strongly indicate that for density prediction the pooling method is worth trying, so one should examine the pooled models of the individual models in addition to choosing one of them.
The rest of the paper is organized as follows. Section 2 briefly describes our pooling methods, and Section 3 specifies all competing models including the three individual prediction models and the pooled models. In Section 4 we lay out our Bayesian Markov chain Monte Carlo (MCMC) algorithm for estimation. Sections 5 and 6 provide the empirical results and discuss their implications. Finally, Section 7 concludes the paper.
Pooling Method
In this section we illustrate the pooling method using an example of two prediction models, M 1 and M 2 . Let Θ 1 and Θ 2 be the set of parameters in M 1 and M 2 , respectively.
The set of maturities is {τ i } N i=1 , the τ -period bond yield at time t is denoted by y t (τ ), and the vector of yields with N different maturities at time t is
We let Y t = {y i } t i=1 denote the observed yield curve data up to time t. Then Geweke and Amisano (2011) study predictive densities of the form where s t takes either 1 or 2 following a first-order two-state Markov process with constant transition probabilities
By doing this they consider the case that the relative importance of each of the prediction models can change over time. The resulting predictive density conditioned on the regime s t is given by
On letting the model specific parameters Θ = {Θ 1 , Θ 2 }, transition probabilities Q = {q 11 , q 22 }, and the regime-dependent model weight w = {w 1,1 , w 1,2 } the likelihood can be constructed as
where the regime s t is integrated out because it is never observed by econometricians.
For more details for the likelihood computation, refer to A.
It should be noted that although we follow Geweke and Amisano (2012) and Waggoner and Zha (2012)'s methodological approach our study differs from theirs in several dimensions. First, we concentrate on yield curve forecasting while they forecast macroeconomic variables such as the GDP growth rate and inflation. Second, in our work the model specific parameters, the model weights and the transition probabilities are estimated simultaneously, not sequentially. Third, most importantly, both short-and long-term forecasts are produced and used for model comparison whereas they assess the predictive performance of pooled models based on the log predictive score, which is a good measurement of one-step-ahead predictive accuracy.
Models
In this section we briefly discuss the three individual yield curve prediction models which have been commonly used for yield curve prediction. Then, we introduce our pooled models as alternative prediction models.
Individual Yield Curve Prediction Models

Dynamic Nelson-Siegel Model
We begin by describing the three-factor dynamic Nelson-Siegel model (DNS, Diebold and Li (2006) ). In the DNS model, the bond yields are specified as a linear function of the vector of three exogenous latent factors x t
where N (., .) denotes the multivariate normal distribution, the measurement error variances Σ N S is a diagonal matrix, λ is a decay parameter,
( 3.3)
The vector of the dynamic factors x t is assumed to follow the first-order stationary vector autoregressive (VAR) process,
For stationarity, the absolute of all eigen values of φ : 3 × 3 is constrained to be less than 1, and x 0 is assumed to be generated from the unconditional distribution of x t . Due to the functional form of the factorloadings Λ, the latent dynamic factors, x L t , x S t and x C t are identified and interpreted as level, slope, and curvature effects, respectively. The coefficient λ, referred to the decay parameter, determines the exponential decay rate of the factor loadings and it is fixed at 0.0607 like in Diebold and Li (2006) .
Then, the set of the parameters to be estimated in the DNS model is
where V N S : 3 × 3 and Γ N S : 3 × 3 are the factor shock volatility and correlation matrix, respectively.
Finally, as the equations (3.1) and (3.4) are a standard state-space representation, the resulting conditional density of y t at each time point
can be easily obtained by the usual Kalman filtering procedure.
Arbitrage-free Nelson-Siegel Model
Bond Prices Arbitrage-free Nelson-Siegel Model (AFNS) model is a theoretical bond pricing approach based on a partial equilibrium while the DNS model is a purely statistical approach. Satisfying the arbitrage-free condition, the bond prices are endogenously determined by economic agents who know the model parameters.
Let P t (τ ) denote the price of the bond at time t that matures in period (t + τ ).
Following Duffie and Kan (1996) , we assume that P t (τ ) is an exponential affine function of the vector of three-dimensional factors f t taking the form
where y t (τ ) is the continuously compounded yield given by
and a(τ ) is a scalar and b(τ ) is a 3 × 1 vector, both depending on τ . These coefficients are endogenously determined by the no-arbitrage condition given certain assumptions about the dynamic evolution of the factors and the stochastic discount factor.
In order to impose the no-arbitrage condition
given the stochastic discount factor (SDF), M t,t+1 , we solve risk-neutral pricing equation for these coefficients. To do this, we should specify the factor process and the (SDF).
The distribution of f t , conditioned on f t−1 , is determined by a Gaussian mean-reverting first-order autoregression
where G : 3 × 3 is VAR coefficients. In the sequel, we will express η t in terms of a vector of i.i.d. standard normal variables ω t as η t = Lω t where L is the lower-triangular Cholesky decomposition of Ω AF .
We complete our modeling by assuming that the SDF M t,t+1 that converts a time (t + 1) payoff into a payoff at time t is given by
where r t is the short-rate, γ t is the vector of time-varying market prices of factor risks and ω t+1 is the i.i.d. vector of factor shocks at time t + 1. We suppose that the short rate and the market price of factor risk are both affine in the factors
, respectively.
Given the assumptions above, we find the solutions for a(τ ) and b(τ ) in terms of the structural parameters by using the method of undetermined coefficients. Incorporating the assumptions for the factor and SDF process into the risk-neutral pricing formula yields the following recursive system for the unknown functions
where G Q = G−LΦ and τ runs over the positive integers. These recursions are initialized by setting a(0) = 0 and b(0) = 0 3×1 .
Econometric Model Now we express the AFNS model into an econometric model for estimation. First of all, we let a and b be the corresponding intercept and factor loadings for y t obtained from the recursive equations in (3.11).
For computational convenience, we follow Bansal and Zhou (2002) and Chib and Kang (2013) , and assume that three basis bonds (the three-month, three-year, and ten-year) are observed without errors. These three maturities are the first, fifth, and eighth maturities in our data set. This means that there is a one-to-one mapping between the three latent factors and basis yields such as
Let a N B and b N B denote the intercept term and factorloadings corresponding to the non-basis yields. The non-basis yields, denoted by y N B t , are observed with errors,
where Σ AF : 5 × 5 is a diagonal matrix.
Identifying Restrictions For factor identification we impose two restrictions. First of all, the matrix G Q has the form
Secondly, the vector β is constrained to be β = (1, 1, 0, ) .
As proved by Niu and Zeng (2012) , due to these restrictions, b in equation (3.12) reduces to exactly the form of the dynamic Nelson-Siegel factorloadings Λ. Therefore, the factors f t are also identified as the level, slope, and curvature effects as in the DNS model.
Unlike in the DNS model, however, the structural parameters in the AFNS model determining the intercept term, factorloadings, factor persistence, and factor volatilities are jointly estimated. Meanwhile, in the DNS model, the intercept term and factorloadings are fixed, and Θ N S consists of the parameters in the factor process and measurement error variances.
Suppose that V AF : 3 × 3 is the factor shock volatility and Γ AF : 3 × 3 is the factor shock correlation matrix. In addition, following Dai, Singleton, and Yang (2007) we fix δ at the sample mean of the short rate because the short rate is highly persistent and δ tends to be estimated very inefficiently. After all, the set of parameters in the AFNS model to be estimated is
The resulting conditional density of y t is obtained as
, and N (x|m, V ) denotes the multivariate normal density of x with mean m and variance-covariance V .
Random-walk Model
The third individual prediction model contained in our pool is the random-walk,
As demonstrated by Altavilla, Giacomini, and Ragusa (2014) and Diebold and Li (2006) , outperforming the random walk in terms of out-of-sample yield curve forecasting is quite challenging, and it is often used as a benchmark in prediction ability comparison. For this reason, we include the random-walk in our pool. Diebold and Li (2006) show that overall DNS produces better forecast accuracy in outof-sample prediction compared to Duffie (2002) 's best essentially affine model although the RW forecasts better at short forecast horizons. Then the Bayesian model-averaging method based on the Bayes factor would yield nearly one weight on the DNS model excluding the AFNS and RW models. Nevertheless, all those prediction models have been commonly used for forecasting the term structure of interest rates, and none of them consistently outperforms at all maturities and forecast horizons. One potential reason is that the alternative models are somewhat misspecified.
Pooled Models
Given the potential model misspecification of the alternative models we investigate whether combining the multiple models in a linear form helps improve the predictive accuracy. Table 1 presents 15 competing pooled models with various combinations.
Basically, we consider the individual models. Also the linear combinations of two and three of the alternatives are used for prediction. The model weights can be either 
indicates the inclusion of the individual model into the pool. 
Posterior Simulation
This section discusses the posterior sampling scheme for the most general model among the competing models, NS-AF-RW-MS model. The other models can be estimated as a special case of NS-AF-RW-MS model. In the Bayesian context our pooled model with Markov regime-switching weights is the joint prior distribution of the yield curves (Y = {y t } T t=1 ), the regime indicators (S = {s t } T t=1 ), continuous latent variables (X = {x t } t=1,2,..,T and F = {f t } t=1,2,..,T )), and the model parameters (ψ= {Θ N S , Θ AF , Θ RW , Q, w}). Given the joint density, our objective is to simulated the posterior distribution of (ψ, X, F, S) conditioned on the observed yield curves Y. Its density has the form
where π (ψ) is the prior density of the parameters, p (S|ψ) is the prior density function for regime-indicators given the parameters and it is specified as the discrete twostate Markov switching process. f (X, F|S,ψ) is the prior density of the factors and f (Y|ψ, X, F, S) is the joint conditional density of the observed data.
Prior
Our prior for (Θ N S , Θ AF ) which we give in the paper is set up to reflect the apriori belief that the yield curve is gently upward sloping and concave on average. Particulary, the prior of Θ AF should be chosen very carefully because the bond yields are highly nonlinear to the parameters and the likelihood surface of the AFNS tends to be irregular. The irregularity of the posterior surface can be more serious or mitigated depending on the choice of the prior. We use the prior in the work of Chib and Kang (2016) . They arrive at the prior by prior simulation technique, sampling parameters from the assumed prior, then sampling the data given the parameters, and then repeating this process many times until the mean of the resulting prior-implied unconditional distribution of yield curve is mildly upward sloping and concave. As Chib and Ergashev (2009) and Chib and Kang (2016) show, this simulation-based prior can smooth out the many local modes of the likelihood surface.
In addition, we assume that φ and G are diagonal since this restriction does not only helps improve the predictive accuracy, but also reduces the computational burden (Christensen et al. (2011) ). Table 2 summarizes our prior.
For regime identification, we impose a restriction that the weight on the DNS model M N S , denoted by w N S,st , should be higher in regime 2 than in regime 1 0 < w N S,st=1 < w N S,st=2 < 1 and 0 < w N S,st + w AF,,st < 1 where w AF,st is the weight on the AFNS model. For the MS -AF-RW model, the restriction is replaced by
All the restrictions including factor identification and regime identification restrictions are imposed through the prior.
MCMC Sampling
Because the joint posterior distribution in equation (4.1) is not analytically tractable, we rely on a MCMC simulation method and sample the parameters, factors, regimes, and predictive yield curves recursively from the joint posterior distribution as follows: 
Predictive Accuracy Measures
We evaluate the predictive accuracy using two measures. One is the posterior predictive criterion (PPC) of Gelfand and Ghosh (1998) , which is often used for density forecast evaluation. The other measure is the root mean squared error (RMSE), which is a popular measure of point forecast accuracy.
Posterior Predictive Criterion
We follow Zantedeschi et al. (2011) and Chib and Kang (2013) , and evaluate the predictive accuracy of the density forecasts by using the posterior predictive criterion (PPC) of Gelfand and Ghosh (1998) . Given each pooled model and in-sample data Y, the PPC for h-month-ahead posterior predictive density of τ −period bond yield, PPC Y (τ, h) is computed as
The term D Y (τ, h) is the posterior variance of the predictive yield, which is large when the model has too many restrictions or redundant parameters. The term W Y (τ, h) is the squared errors and evaluates the predictive goodness-of-fit. Let T H denote the number of the out-of-sample datasets. Then, the PPC(τ, h) is obtained as the average of PPC Y (τ, h) over the 108(=T H ) out-of-samples.
By definition, smaller values of PPC and RMSE are preferable.
Root Mean Squared Error
Suppose that y o T +h (τ ) is the realized τ -month bond yield, and E (y T +h (τ )|Y) is the posterior mean of y T +h (τ ). Then, RMSE of the h-month-ahead bond yield with τ -month to maturity, denoted by RM SE(τ, h), is given by
Empirical Results
In this section, we evaluate and compare the out-of-sample forecasting performance of the pooled models. In particular, we concentrate on the predictive gain of pooling the individual yield curve prediction models. Table 4 presents the best models based on the PPC. For easier reference, we use shorter model specification indices: 'N ' stands for the DNS, 'A' for the AFNS , 'R' for the RW.
PPC Comparison
The subscript 'E' stands for the equal weights, 'C' for the constant weights, and 'M '
for the Markov-switching weights. For example, 'N R E ' in Table 4 indicates the pooled model of DNS and RW with equal weight model (i.e., NS-RW-Equal ). 
Note: N R E , AR E , and N AR E indicate NS-RW-Equal, AF-RW-Equal, and NS-AF-RW-Equal, respectively.
RMSE Comparison
We move to the point forecasting evaluation of the pooling method. For each pair of maturity and forecast horizon, we calculate RM SE(τ, h), and choose the best prediction models producing the smallest RMSE value among the competing models. Table 7 presents the best models for each maturity across forecast horizons. Tables 8 and 9 reports that the RMSEs for all the maturities at 1, 3, 6, and 12-month-ahead horizons to show the relative performance of the alternative models. The RMSEs are normalized by that of the RW model for each maturity. Bold entries indicate the best prediction models for each pair of maturity and forecast horizon.
Two important findings emerge from the tables. First, in terms of the RMSE comparison the RW model outperforms the other models in 73 cases out of 96 cases (12 forecast horizons times 8 maturities) in contrast to the results from the PPCs. Particularly, the RW produces the most accurate point forecasts of 3, 24, 36, 60, and 84 month bond yields at all forecast horizon.
Second, the pooled model, NS-RW-MS forecasts best for six-month bond yield at long forecast horizons. In addition, the NS-AF-Const is superior in short-term forecasting of 10-year bond yield. As shown in Tables 8 and 9 , however, the differences between the RMSEs of the two pooled models and the RW model are not substantial. Therefore, in terms of point forecasts the predictive gain from pooling various yield curve models does not seem to be remarkable.
Further Discussion
Robustness to the Out-of-Sample Selection
For a robustness check, we evaluate the pooling method based on the PPC and RMSE values over the last 54 forecast periods, starting in September 2008 to August 2009. Table 10 reports the best models which achieve the smallest PPC and RMSE values for each pair of maturity and forecasting horizon. The results are quite consistent with those from the 108 forecast periods.
Model Weights and Posterior Probability of Regimes
Finally, we discuss the estimates of the model weights using the full sample of February 1994 to December 2013. These estimates can be a measure of the relative importance of each individual model in the pooled models. Table 11 presents the estimated weights for the constant weight model. It is found that the DNS model has a higher weight in general, and that the RW model has a lower weight during the full sample period.
However, the models weights do not seem to be constant over time. Table 12 presents the estimated Markov-switching weights, and Figure 1 plots the posterior probabilities of the regime 2. First of all, it can be seen that the model weights are strongly regimedependent, and the regime changes are drastic over time. As a result, the regimes seem to be well-identified.
More importantly, the role of the RW model in the pooled models became more important after the recent crisis. For instance, in the case of the NS-AF-RW-MS, the weights on the DNS and RW models in regime 1 are 0.219 and 0.429, respectively.
Meanwhile, the weights are 0.752 and 0.133 in regime 2. As the figure shows, the posterior probability of regime 2 has been persistent, but decreased drastically around 2008. Hence, the predictive ability of the DNS model was superior before the recent financial crisis, but the RW model was dominant after the crisis. The bigger role of the RW model during the crisis can be attributed to the fact that the RW enables to capture a structural change in the U.S. yield curve dynamics. Table 12 and Figure 1 confirm that this is consistent for the NS-RW-MS and AF-RW-MS models.
Conclusion
In this paper we examine whether the pooling method can help improve the accuracy of yield forecasts. The pool of models includes the dynamic Nelson-Siegel model, the arbitrage-free Nelson-Siegel model, and the random walk model. We combine these potentially misspecified models in a linear form suggested by Geweke and Amisano (2012) , Geweke and Amisano (2011) and Waggoner and Zha (2012) . We evaluate the outof-sample forecasts of the pooled models based on the PPC and RMSE. The empirical results of the PPC comparison demonstrate that the pooled model of the DNS and RW with equal weights produces accurate density forecasts dominating the three individual models at all maturities and forecast horizons. Meanwhile, the predictive gain from the pooling method does not seem to be substantial in the point forecasts.
Our empirical finding implies that despite the higher computational cost, the pooling method is worth trying when multiple prediction models compete. However, we do not argue that our pooled model is the best model because possibly a different pooled model of different individual models can show a better forecasting performance. Maybe, one may include the DNS and AFNS models with macroeconomic factors or regime-switching yield curve models in the pool. In addition, it would be interesting to examine various approaches to averaging bond yield forecasts and compare their performance like in Clark and McCracken (2010) . We leave them as future work. 
A Likelihood
This section presents the step by step procedure for the log likelihood calculation. Suppose that ψ is the set of all model parameters and the log likelihood log L is initialized at 0. At time 1, p(s t−1 |Y t−1 , ψ) is given at the unconditional probability of regime s t .
For t = 1, 2, .., T , the following steps are sequentially repeated.
Algorithm 2: Log likelihood calculation • Step 1: The predictive probability of regime s t , p(s t = j|Y t−1 , ψ) is computed as
Step 2: The predictive model weight on M 1 , w 1,st is given by
•
Step 3: We now have the conditional likelihood density p(y t |Y t−1 , ψ) as
and log L = log L + log p(y t |Y t−1 , ψ)
Step 4: The updated probability of regime s t , p(s t = i|Y t , ψ) is calculated and retained as
where the predictive density of y t given s t is simply given by
Step 5: t = t + 1 and go to Step 1 if t ≤ T
B Details of MCMC Sampling
We now discuss the details of the each MCMC step. The burn-in is 1,000 and the MCMC simulation size beyond the burn-in is 10,000.
B.1 Parameters Sampling
First of all, Θ = (Θ N S , Θ AF , Θ RW , w) are simulated by the tailored randomized blocking Metropolis-Hastings algorithm (TaRB-MH, Chib and Ramamurthy (2010) ). We note that the posterior density of Θ is proportional to the product of the likelihood and the prior as
We simulate Θ|Y,Q rather than Θ|Y, S, X,Q by integrating out the regimes and latent factors because the former is more efficient than the latter. The likelihood computation is illustrated in 'A.
In every MCMC iteration, we apply the TaRB-MH method and sample Θ given (Y,Q). This algorithm is particularly useful when the posterior density is high-dimensional and its surface is possibly irregular. For the technical details, refer to Chib and Ramamurthy (2010) or Chib and Kang (2013) .
Next, since the transition probability Q is independent of (Y,Θ) given the regimes S, it is sampled from Q|S.
Further, its prior is conjugate, and the transition probabilities are sampled from a beta distribution.
B.2 Regime Sampling
The time-series of the regimes S is simulated in one block by the multi-move method (Chib (1998) ). This method consists of two stages. The first stage is to calculate the filtered probabilities, Pr(s t |Y t , ψ) as
for j = 1, 2. Then, the conditional density of y t p(y t |Y t−1 , s t , ψ) is computed as the linear combination of the model-specific conditional densities of y t : p(y t |Y t−1 , Θ N S , M N S ), p(y t |Y t−1 , Θ AF , M AF ), and p(y t |Y t−1 , Θ RW , M RW ). That is,
Those model-specific conditional densities are already given in equations (3.5), (3.14), and (3.16), respectively. In the second stage, {s t } T t=1 is sampled through a backward recursion. The regime at time T , s T is first drawn with the filtered probability Pr(s T |Y T , ψ). Then, conditioned on s t+1 one can compute Pr(s t |Y t , s t+1 , ψ) using the filtered probabilities as the following:
Now given s t+1 , s t is sampled with the probability Pr(s t |Y t , s t+1 , ψ) for t = T − 1, T − 2, .., 1, which completes the regime sampling.
B.3 Factor Sampling
The latent factors X in the DNS model are sampled independently of (Θ AF , Θ RW , w,Q). Given (Θ N S , Y ), X is typically simulated by the Carter and Kohn approach (Carter and Kohn (1994) ). Meanwhile, one can exactly compute the factors F = {f t } T t=1 in the AFNS model as f t = (b B ) −1 × y B t − a B by using the basis yields and the model parameters.
B.4 Predictive Yield Curve Sampling
Each MCMC cycle is completed by sampling the posterior predictive draws given (Y, X, F, S, ψ). For each posterior draw (y T , x T , f T , s T , ψ) and forecast horizon of h = 1, 2, .., H, we first simulate the predictive draws of the factors {x T +h , f T +h } H h=1 . Given the factors and parameters, the model-specific predictive bond yields are generated within the individual model specifications. Next, the predictive regime {s T +h } H h=1 is sampled by the Markov-switching process, and it determines the model weights for each forecast horizon. Finally, the predictive yield curve is computed as the linear combination of the model-specific predictive yield curves, and retained as the predictive draws. The following algorithm summarizes the predictive yield curve simulation. 
