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Foreword
These notes were written in connection with the masterclass Rigidity of C∗-
algebras associated to dynamics held at the University of Copenhagen October
16-20, 2017.
I wish to thank the organisers Sara E. Arklint, Kevin Aguyar Brix, and
Søren Eilers for given me the oppertunity to talk about the exciting topic of
C∗-rigidity of dynamical systems and étale groupoids.
There are doubtless errors in these notes. I would be grateful if you let me
know if you find any typos, other errors, or things in the notes you think could
be improved.
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Chapter 1
Introduction
C∗-rigidity of dynamical systems is the principle that dynamical systems can
be recovered, up to a suitable notion of equivalence, from C∗-algebraic data
associated to them.
Examples of this principle include characterisations of flip conjugacy and
strong orbit equivalence of Cantor minimal systems in terms of crossed prod-
uct C∗-algebras (see [Giordano et al., 1995]), and of conjugacy, continuous or-
bit equivalence, and flow equivalence of topological Markov shifts in terms of
Cuntz–Krieger algebras (see below).
I will in these notes explain how several of the above mentioned results,
and also some new results, follow from a theorem about C∗-rigidity of étale
groupoids, but let us first take a closer look at some of the C∗-rigidity results
that will follow from this theorem.
1.1 Homeormopshisms of compact Hausdorff spaces
Let X and Y be compact Hausdorff spaces and let σ : X → X and τ : Y → Y
be homeomorphisms. Then σ and τ are conjugate if there is a homeomorphism
h : X →Y such that τ◦h= h◦σ, and flip-conjugate if either σ and τ are conjugate
or σ and τ−1 are conjugate.
It is straightforward to show that if σ : X → X and τ : Y → Y are flip-
conjugate, then there is a ∗-isomorphism between the corresponding crossed
product C∗-algebras C(X )⋊σZ and C(Y )⋊τZ that maps C(X ) onto C(Y ). By
using a result in [Boyle, 1983], Giordano, Putnam, and Skau showed in their
paper [Giordano et al., 1995] that the converse holds for Cantor minimal sys-
tems (i.e., homeomorphisms σ : X → X where X is a Cantor set such that
{σn(x) : n ∈ Z} is dense in X for all x ∈ X ). This result was generalised to the
case where X and Y are compact metric spaces and σ and τ are topologically
transitive (i.e., {σn(x) : n ∈Z} is dense in X for some x ∈ X , and {τn(y) : n ∈Z} is
dense in Y for some y ∈Y ) by Tomiyama in [Tomiyama, 1996].
4
CHAPTER 1. INTRODUCTION 5
These results were further generalised when Boyle and Tomiyama in their
paper [Boyle & Tomiyama, 1998] showed the following theorem for topologi-
cally free σ and τ (i.e., when {x ∈ X : σn(x) = x =⇒ n = 0} is dense in X and
{y ∈ Y : τn(y) = y =⇒ n = 0} is dense in Y ), and then the general case was
proven in [Carlsen et al.].
Theorem 1.1.1 Suppose that σ : X → X and τ : Y → Y are homeomor-
phisms of compact Hausdorff spaces. Then there is a ∗-isomorphism from
C(X )×σZ to C(Y )×τZ that maps C(X ) onto C(Y ) if and only if there exist
decompositions X = X1 ⊔X2 and Y = Y1⊔Y2 into disjoint open invariant
sets such that σ|X1 is conjugate to τ|Y1 and σ|X2 is conjugate to τ
−1|Y2.
If σ and τ are topologically transitive or X and Y are connected, then
one of the sets X1 and X2 is empty and σ and τ are flip-conjugate.
1.2 Group actions and crossed products
We shall now look at a result similar to Theorem 1.1.1 for topologically free
actions of countable discrete groups on second-countable locally compact Haus-
dorff spaces.
Let Γ be a countable discrete group acting continuously on the right of a
locally compact second countable Hausdorff space X . We write xγ for the action
of γ ∈ Γ on x ∈ X , and let C0(X )⋊r Γ be the corresponding reduced crossed
product C∗-algebra. We say that the action Γy X is topologically free if the set
{x ∈ X : xγ= x =⇒ γ= e} (where e is the identity element of Γ) is dense in X .
Two actions Γy X and Λy Y of countable discrete groups on second-
countable locally compact Hausdorff spaces are continuously orbit equivalent
if there is a homeomorphism h : X →Y and continuous maps φ : X ×Γ→Λ and
η : Y ×Λ→ Γ such that h(xγ) = h(x)φ(x,γ) for x ∈ X and γ ∈ Γ, and h−1(yλ) =
h−1(y)η(y,λ) for y ∈Y and λ ∈Λ.
Li gave in [Li, 2016] the following characterisation of continuously orbit
equivalence for topologically free actions of countable discrete groups on second-
countable locally compact Hausdorff spaces.
Theorem 1.2.1 Let Γy X andΛyY be topologically free actions of count-
able discrete groups on second-countable locally compact Hausdorff spaces.
Then Γy X and Λy Y are continuously orbit equivalent if and only if
there is a ∗-isomorphism from C0(X )⋊r Γ to C0(Y )⋊rΛ that maps C0(X )
onto C0(Y ).
Li also showed that by imposing further conditions of X , Y , Γ, Λ and the
actions, then it is possible to strengthen Theorem 1.2.1. He shows for example
that if X and Y are connected, then there is a ∗-isomorphism from C0(X )⋊r Γ
to C0(Y )⋊rΛ that maps C0(X ) onto C0(Y ) if and only if Γy X and Λy Y
are conjugate, i.e., if and only if there is a homeomorphism h : X → Y and a
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group isomorphism φ : Γ→ Λ such that h(xγ) = h(x)φ(γ) for x ∈ X and γ ∈ Γ.
Notice that if Γ=Z=Λ, then Γy X and ΛyY are conjugate if and only if the
homeomorphisms x 7→ x1 and y 7→ y1 are flip-conjugate.
We shall in Chapter 4 see how Theorem 1.2.1 can be generalised to actions
that are not necessarily topologically free.
1.3 Cuntz–Krieger algebras and topological Markov
shifts
We end this chapter by looking at how conjugacy, eventually conjugacy, contin-
uous orbit equivalence, and flow equivalence of topological Markov shifts can
be characterised in terms of Cuntz–Krieger algebras.
Cuntz–Krieger algebras is an important class of C∗-algebras introduced by
Cuntz and Krieger in [Cuntz & Krieger, 1980], and further studied by Cuntz
in [Cuntz, 1981]. The definition of a Cuntz–Krieger algebra as a universal C∗-
algebra is from [an Huef & Raeburn, 1997].
Definition 1.3.1 Let A = (A i j)ni, j=1 be an n×nmatrix with entries in {0,1}
and with no zero rows and no zero columns. The Cuntz–Krieger alge-
bra of A is the universal C∗-algebra OA generated by n partial isometries
S1, . . . ,Sn satisfying
S∗i Si =
∑
i=1
A i jS jS
∗
j and
n∑
i=1
SiS
∗
i = 1. (1.1)
That OA is the universal C∗-algebra generated by n partial isometries S1,
. . . , Sn satisfying (1.1) means that OA is generated by partial isometries S1, . . . ,Sn
satisfying (1.1), and that if s1, . . . , sn are n partial isometries in a unital C∗-
algebra A satisfying s∗
i
s i =
∑
i=1 A i js js
∗
j
and
∑n
i=1 s is
∗
i
= 1, then there is a ∗-
homomorphism from OA to A sending Si to s i for i ∈ {1, . . .,n}.
Already in [Cuntz & Krieger, 1980], Cuntz and Krieger described how the
structure of the C∗-algebra OA is closely related to the structure of a certain
dynamical system (X A,σA) constructed from A.
Definition 1.3.2 Let A = (A i j)ni, j=1 be an n×nmatrix with entries in {0,1}
and with no zero rows and no zero columns. Let
X A :=
{
(x)k∈Z ∈ {1, . . .,n}
Z : Axkxk+1 = 1 for all k ∈Z
}
,
and equip X A with the subspace topology of {1, . . .,n}Z where the latter is
given the product topology of the discrete topology of {1, . . . ,n}.
Define σA : X A→ X A by σA((x)k∈Z)= (yk)k∈Z where yk = xk+1 for k ∈Z.
It is easy to check that X A is both open and closed in {1, . . . ,n}Z. Since
{1, . . . ,n}Z is a compact Hausdorff space, it follows that also X A is compact and
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Hausdorff. It is also zero-dimensional (i.e., its topology has a basis consisting
of clopen sets) and metrizable (one can for instance use the metric given by
d((x)k∈Z, (yk)k∈Z)= 2
−min{|k|:xk 6=yk}
if (x)k∈Z 6= (yk)k∈Z), but it is usually easier just to use the topology instead of a
metric.
It is straightforward to check that σA is a homeomorphism from X A to
itself. The dynamical (X A,σA) is sometimes called a topological Markov shift.
It is an example of a shift of finite type. Actually, any shift of finite type is
conjugate (two dynamical systems (X ,σ) and (Y ,τ) are conjugate if there is a
homeomorphism φ : X → Y such that φ◦σ= τ◦φ) to (X A,σA) for some square
matrix A with entries in {0,1} and with no zero rows and no zero columns (see
for example [Lind & Marcus, 1995]).
We have already mentioned what it means for two dynamical systems to
be conjugate. For topological Markov shifts there is another, weaker, form of
equivalence we will mention here, and that is flow equivalence. We will not de-
fine flow equivalence here (see for example [Lind & Marcus, 1995]), but instead
use the following characterisation of flow equivalence of zero-dimensional dy-
namical system given by Parry and Sullivan in [Parry & Sullivan, 1975] (see
also [Boyle et al., 2017]).
Definition 1.3.3 Let X be a compact Hausdorff space, and σ : X → X a
homeomorphism. A discrete cross section to (X ,σ) is a pair (X ′,σ′) where
X ′ is a closed subset of X and σ′ is a homeomorphism from X ′ to itself such
that there is a continuous function r : X ′→N such that σ′(x)=σr(x)(x) and
σ j(x) ∉ X ′ for all x ∈ X ′ and all j ∈ {1,2, . . ., r(x)−1}, and X = {σn(x) : x ∈
X ′, n ∈N}.
The map r : X ′→N above is often called the return time map of X ′, and r(x)
is called the return time of x.
Theorem 1.3.4 (Parry and Sullivan) Let X and Y be compact metriz-
able zero-dimensional spaces and let σ : X → X and τ : Y → Y be homeo-
morphisms. Then (X ,σ) and (Y ,τ) are flow equivalent if and only if there is
a discrete cross section (X ′,σ′) of (X ,σ) and a discrete cross section (Y ′,τ′)
of (Y ,τ) such that (X ′,σ′) and (Y ′,τ′) are conjugate.
The topological Markov shift (X A,σA) is an example of a two-sided subshift.
From such a two-sided shift space, one can construct a one-sided subshift (see
[Kitchens, 1998]).
Definition 1.3.5 Let A = (A i j)ni, j=1 be an n×nmatrix with entries in {0,1}
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and with no zero rows and no zero columns. Let
XA :=
{
(x)k∈N0 ∈ {1, . . . ,n}
N0 : Axkxk+1 = 1 for all k ∈N0
}
,
and equip XA with the subspace topology of {1, . . . ,n}N0 where the latter is
given the product topology of the discrete topology of {1, . . . ,n}.
Define σA : XA → XA by σA((x)k∈N0) = (yk)k∈N0 where yk = xk+1 for k ∈
N0.
As X A, the space XA is compact, metrizable and zero-dimensional. An im-
portant difference between (X A,σA) and (XA ,σA) is that σA is not necessarily
a homeomorphism, but it is a surjective local homeomorphism (i.e., there is for
each x ∈ XA an open neighbourhood U of x such that σA(U) is open and the
restriction σA|U of σA to U is a homeomorphism fromU to σA(U)).
As with two-sided topological Markov shifts, we say that two one-sided topo-
logical Markov shifts (XA ,σA) and (XB,σB) are conjugate if there is a homeo-
morphism h : XA → XB such that h ◦σA = σB ◦ h. We shall look at two other,
and weaker, forms of equivalence of one-sided subshifts.
Definition 1.3.6 Let A and B be two square matrices with entries in {0,1}
and with no zero rows and no zero columns.
We say that (XA,σA) and (XB,σB) are eventually conjugate if there is a
homeomorphism h : XA→ XB and an k ∈N0 such that
σk+1B (h(x))=σ
k
B(h(σA(x)))
for x ∈ XA, and
σk+1A (h
−1(y))=σkA(h
−1(σB(y)))
for y ∈ XB.
We say that (XA ,σA) and (XB,σB) are continuously orbit equivalent
if there is a homeomorphism h : XA → XB and an continuous functions
kA, lA : XA→N0 and kB, lB : XB→N0 such that
σ
lA (x)
B
(h(x))=σkA(x)
B
(h(σA(x)))
for x ∈ XA, and
σ
lB(y)
A
(h−1(y))=σkB(y)
A
(h−1(σB(y)))
for y ∈ XB.
Notice that conjugacy implies eventually conjugacy, and that eventually
conjugacy implies continuous orbit equivalence.
Let A = (A i j)ni, j=1 be an n×n matrix with entries in {0,1} and with no zero
rows and no zero columns. As in [Cuntz & Krieger, 1980], we denote by DA the
C∗-subalgebra of OA generated by elements of the form Si0Si1 . . .Si jS
∗
i j
. . .S∗
i1
S∗
i0
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where j ∈N0 and i0, i1, . . . , i j ∈ {1, . . .,n}. We then have that DA is isomorphic to
C(XA) by an isomorphism ω that maps
Si0Si1 . . .Si jS
∗
i j
. . .S∗i1S
∗
i0
to the indicator function of the set {(xk)k∈N0 ∈ XA : x0 = i0, . . . , x j = i j}. For t ∈T,
let λAt be the automorphism of OA given by λ
A
t (Si)= tSi for i ∈ {1, . . . ,n}, and let
τA : OA → OA be the completely positive map defined by τA(X )=
∑n
i, j=1SiXS
∗
j
.
Let K denote the C∗-algebra of compact operators on a separable infinite-
dimensional Hilbert space, and let C denote a maximal abelian C∗-subalgebra
of K .
We are now ready to state the above mentioned characterisation of conju-
gacy, eventually conjugacy, continuous orbit equivalence and flow equivalence
of topological Markov shifts in terms of Cuntz–Krieger algebras.
Theorem 1.3.7 Let A and B be two square matrices with entries in {0,1}
and with no zero rows and no zero columns.
1. (XA,σA) and (XB,σB) are conjugate if and only if there is a ∗-isomor-
phism ψ :OA→OB such that ψ(DA)=DB and ψ◦τA = τB ◦ψ.
2. (XA,σA) and (XB,σB) are eventually conjugate if and only if there is a
∗-isomorphism ψ :OA→OB such that ψ(DA)=DB and ψ◦λAt =λ
B
t ◦ψ
for all t ∈T.
3. (XA,σA) and (XB,σB) are continuously orbit equivalent if and only if
there is a ∗-isomorphism ψ :OA→OB such that ψ(DA)=DB.
4. (X A,σA) and (XB,σB) are conjugate if and only if there is a ∗-isomor-
phism ψ : OA ⊗K → OB⊗K such that ψ(DA ⊗C ) =DB⊗C and ψ ◦
(λAt ⊗ id)= (λ
B
t ⊗ id)◦ψ for all t ∈T.
5. (X A,σA) and (XB,σB) are flow equivalent if and only if there is a
∗-isomorphism ψ :OA⊗K →OB⊗K such that ψ(DA⊗C )=DB⊗C .
Theorem 1.3.7(1) was proven in [Brix & Carlsen, Theorem 3.3].
Theorem 1.3.7(2) was proven for irreducible matrices satisfying condition (I)
of [Cuntz & Krieger, 1980] in [Matsumoto, 2016], and in general in the paper
[Carlsen & Rout, 2017]. It is related to [Cuntz & Krieger, 1980, Proposition
2.17].
Theorem 1.3.7(3) was proven for irreduciblematrices satisfying condition (I)
of [Cuntz & Krieger, 1980] in [Matsumoto, 2010]. The general case follows from
[Carlsen & Winger, 2016, Corollary 4.6] and [Arklint et al., 2017, Theorem 5.3]
(or [Brownlowe et al., 2017, Theorem 5.1] and [Carlsen & Winger, 2016, Theo-
rem 4.2]).
Theorem 1.3.7(4) was proven in [Carlsen & Rout, 2017, Corollary 5.2] (the
“only if” part of it was proven for irreducible matrices satisfying condition (I) of
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[Cuntz & Krieger, 1980] in [Cuntz & Krieger, 1980, Theorem 3.8], and for ma-
trices with the property that both themselves and their transposes satisfying
condition (I) of [Cuntz & Krieger, 1980] in [Cuntz, 1981, Theorem 2.3]).
Theorem 1.3.7(5) was proven for irreducible matrices satisfying condition
(I) of [Cuntz & Krieger, 1980] in [Matsumoto & Matui, 2016] and in general in
[Carlsen et al., 2016] (the “only if” part of it was proven for irreduciblematrices
satisfying condition (I) of [Cuntz & Krieger, 1980] in [Cuntz & Krieger, 1980,
Theorem 4.1], and for matrices with the property that both themselves and
their transposes satisfying condition (I) of [Cuntz & Krieger, 1980] in the paper
[Cuntz, 1981, Theorem 2.4]).
We shall in Chapter 4 see how Theorem 1.3.7 can be proved by using grou-
poids.
Chapter 2
Étale groupoids and their
C∗-algebras
C∗-algebras of topological groupoids were introduced in [Renault, 1980] and
have since then been intensively studied. Many interesting classes of C∗-
algebras can be constructed as C∗-algebras of topological groupoids, which
therefore provides a unified framework for studying things like the ideal struc-
ture, K-theory, KMS-states, pure infiniteness, isomorphisms, and Morita equiv-
alence for these classes of C∗-algebras.
I will in this chapter give a short introduction to étale groupoids and the re-
duced C∗-algebra of an étale Hausdorff groupoid. The subclass of étale groupoids
plays in many ways the same role in the class of topological groupoids as the
subclass of discrete groups plays in the class of topological groups.
I recommend [Renault, 1980], [Paterson, 1999], and [Sims, 2017] for more
on groupoids and their C∗-algebras.
2.1 Groupoids
Definition 2.1.1 A groupoid is a small categorya in which every morphism
has an inverse.
aThat a category is smallmeans that both its class of objects and its class of morphisms
are sets.
If G is a groupoid, then we write G(0) (or sometimes just G0) to denote its set
of objects and G(1) to denotes its set of morphisms. Usually, at least when
using groupoids in connection with C∗-algebras, one identify an object with its
corresponding identity morphism. By doing this, G(0) is then regarded as a
subset of G(1), and one then often just writeG instead of G(1). We shall use this
convention throught these notes.
It is also customary to call the domain of a morphism η for its source and
denote it by s(η), and to call the codomain of η for its range and denote it by r(η).
11
CHAPTER 2. ÉTALE GROUPOIDS AND THEIR C∗-ALGEBRAS 12
We then have that s and r are maps fromG toG(0). The composition η1η2 of two
elements η1 and η2 in G is then defined if and only if s(η1) = r(η2). Often the
notation G(2) := {(η1,η2) ∈G×G : s(η1)= r(η2)} is used for the set of composable
pairs. It is also customary to call the composition η1η2 for the product of η1 and
η2.
The inverse of an element η ∈ G is denoted by η−1. We thus have that
η 7→ η−1 is a map from G to G.
The sets G, G(0), and G(2), the range and source maps r and s, and the
product and the inverse map have the following properties.
(1) r(x)= x= s(x) for all x ∈G(0).
(2) r(η)η= η= ηs(η) for all η ∈G.
(3) r(η−1)= s(η) and s(η−1)= r(η) for all η ∈G.
(4) η−1η= s(η) and ηη−1 = r(η) for all η ∈G.
(5) r(η1η2)= r(η1) and s(η1η2)= s(η2) for all (η1,η2) ∈G(2).
(6) (η1η2)η3 = η1(η2η3) whenever (η1,η2), (η2,η3)∈G(2).
Conversely; if G is a set, G(0) is a subset of G, r and s are maps from G to G(0),
G(2) := {(η1,η2) ∈ G ×G : s(η1) = r(η2)}, and (η1,η2) 7→ η1η2 is a map from G(2)
to G, and η 7→ η−1 is a map from G to G such that (1)–(6) hold; then there is
a groupoid such that G is its set of morphism, G(0) is its set of objects, s(η) is
the domain, r(η) is the codomain, and η−1 is the inverse of an morphisms η,
and the composition of two morphisms η1 and η2 for which s(η1)= r(η2) is η1η2.
Thus, instead of Definition 2.1.1, an alternative, but equivalent way of defining
a groupoid is to say that a groupoid consists of a set G, a subset G(0) of G, maps
r and s from G toG(0), a map (η1,η2) 7→ η1η2 from {(η1,η2)∈G×G : s(η1)= r(η2)}
to G, and a map η 7→ η−1 from G to G such that (1)–(6) hold.
There is an alternative way of characterising a groupoid where one specify
the setG, the set G(2), the product, and the inverse, and then define the set G(0)
and the maps r and s from this (see [Hahn, 1978, Definition 1.1]).
Example 2.1.2 Let G be a group and let e be its identity. Then G is a
groupoid with G(0) := {e}, and the product and inverse given by the group
operations.
Example 2.1.3 Let X be a set. Then X is a groupoid with X (0) := X , r
and s the identity maps, the product defined by (x, x) 7→ x, and the inverse
defined by x−1 = x.
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Example 2.1.4 Let (E,X ,π) be a group bundle, i.e., E and X are sets, π is
a surjevtive map from E to X , and π−1(x) is a group for each x ∈ X . Then E
is a groupoid with E(0) = {ex : x ∈ X }, where for each x ∈ X , ex is the identity
of π−1(x); r(η)= s(η)= eπ(η) and η−1 is the inverse of η in π−1(π(η)); and the
product of η1 and η2 is the product of η1 and η2 in π−1(π(η1))=π−1(π(η2)).
Example 2.1.5 Let X be a set and ∼ an equivalence relation on X . Let
G := {(x, y) ∈ X × X : x ∼ y}, let G(0) := {(x, x) ∈ G : x ∈ X } which we iden-
tify with X , and define r, s : G → X by r(x, y) = x and s(x, y) = y. For
(x1, y1), (x2, y2) with y2 = x1, let (x1, y1)(x2, y2) = (x1, y2); and let (x, y)−1 =
(y, x) for (x, y)∈G. Then G is a groupoid.
Let G be a groupoid. For x ∈G(0) we let xG := {η ∈G : r(η) = x}, Gx := {η ∈
G : s(η)= x}, and xGx := xG∩Gx= {η ∈G : s(η)= r(η)= x} (often, the notation Gx
is used instead of xG, the notation Gx is used instead of Gx, and the notation
Gxx is used instead of xGx). We also let Iso(G) :=
⋃
x∈G(0) xGx = {η ∈ G : s(η) =
r(η)}. Notice that xGx and Iso(G) are subgroupoids of G, and that xGX is the
groupoid corresponding to a group (cf. Example 2.1.2, and that Iso(G) is the
groupoid corresponding to a group bundle (cf. Example 2.1.4). The subgroupoid
xGx is called the isotropy of x (or the isotropy group of x), and the subgroupoid
Iso(G) is called the isotropy of G (or the isotropy bundle of G).
The orbit of an x ∈G(0) is the set {r(η) : η ∈Gx}. In order words, x ∈G(0) and
x′ ∈ G(0) belongs to the same orbit, if and only if there is an η ∈ G such that
r(η) = x and s(η) = x′. Notice that we in that case have that η′ 7→ ηη′η−1 is an
isomorphism from x′Gx′ to xGx.
A subset A of a groupoid G is called a bisection if the restrictions of r and s
to A are both injective.
2.2 Étale groupoids
Definition 2.2.1 A topological groupoid is a groupoid G endowed with a
topology under which the maps r are s are continous maps from G to G(0)
with respect to the relative topology onG(0), the map η 7→ η−1 is a continous
map from G to G, and the map (η1,η2) 7→ η1η2 is a continous map from
G(2) to G with respect to the relative topology of the product topology on
G(2) ⊆G×G.
In these notes, the topological groupoids we consider are always Hausdorff,
but there are plenty of natural occuring examples of topological groupoids that
are not Hausdorff. If a topological groupoidG is Hausdorff, thenG(0) is a closed
subset of G.
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Definition 2.2.2 An étale groupoid is a locally compact topological groupoid
G such that G(0) is an open subset of G, G(0) is Hausdorff in the relative
topology, and r :G →G(0) (equivalently s :G→G(0)) is a local homeomor-
phism (i.e., each η ∈G has an open neighbourhoodU such that r(U) is open
and the restriction of r toU is a homeomorphism from U to r(U)).
Example 2.2.3 If G is any groupoid, then G becomes an étale groupoid if
we equip it with the discrete topology.
Example 2.2.4 Let Γ be a topological group acting continuously on the
right on a topological space X . We write xγ for the action of γ on x. Let
X ⋊Γ := X ×Γ
and equip X ⋊Γ with the product topology. Let (X ⋊Γ)(0) := X × {e}, which
we identify with X , and define r, s :X⋊Γ→ X by r(x,γ)= x and s(x,γ)= xγ.
Then
(
(x1,γ1), (x2,γ2)
)
∈ (X ⋊Γ)(2) if and only if γ2 = x1γ1, in which case we
let (x1,γ1)(x1γ1,γ2) := (x1,γ1γ2). We also let (x,γ)−1 := (xγ,γ−1).
Then is a X⋊Γ is topological groupoid, which is étale if and only if Γ is
discrete and X is locally compact and Hausdorff.
Example 2.2.5 Let X be a locally compact Hausdorff space, letU andV be
open subsets of X and let σ :U → V be a surjective local homeomorphism
(i.e., there is for each x ∈U an open neighbourhood O ⊆U of x such that
σ(O) is open and the restriction of σ to O is a homeomorphism from O to
σ(O)). We inductively defineUn, Vn, and σn :Un→Vn in the following way.
Let U0 := V0 := X and let σ0 : X → X be the identity map. Let U1 :=U ,
V1 :=V and σ1 := σ. For n > 1, let Un := σ−1(Un−1∩V ), Vn = σ(Vn−1∩U),
and σn :=σn−1 ◦σ|Un . Then Un and Vn are open and σ
n :Un→Vn is a local
homeomorphism for each n ∈N0.
Let
G(X ,σ) :=
⋃
n,m∈N0
{(x,m−n, y)∈Um× {m−n}×Un :σ
m(x)=σn(y)}
let G(X ,σ)(0) := {(x,0, x) ∈ G(X ,σ) : x ∈ X } which we identify with X , and
define r, s : G(X ,σ)→ X by r(x,k, y) = x and s(x,k, y) = y. For (x1,k1, y1),
(x2,k2, y2) ∈G(X ,σ) with y1 = x2, let (x1,k1, y1)(x2,k2, y2)= (x1,k1+k2, y2) ∈
G(X ,σ); and for (x,k, y) ∈G(X ,σ), let (x,k, y)−1 := (y,−k, x)∈G(X ,σ). Then
G(X ,σ) is a groupoid.
For m,n ∈N0 and open subsets A of Um and B of Un for which σm|A :
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A→σm(A) and σn|B :B→σn(B) are homeomorphisms, let
Z(A,m,n,B) := {(x,m−n, y)∈G(X ,σ) : x ∈ A, y ∈B, σm(x)=σn(y)}.
Then the collection
{Z(A,m,n,B) :m,n ∈N0, A is an open subset of Um,
B is an open subset of Un,
σm|A : A→σ
m(A) and σn|B :B→σ
n(B) are homeomorphisms}
is a basis for a topology on G(X ,σ) that makes G(X ,σ) an étale groupoid.
If G is en étale groupoid, then is has a basis consisting of open bisections,
and xG and Gx are, for each x ∈G(0), discrete in the relative topologies.
2.3 The C∗-algebra of an étale groupoid
Let G be a locally compact Hausdorff étale groupoid. If f , g ∈Cc(G) and η ∈G,
then the set {(η1,η2) ∈G(2) : η1η2 = η, f (η1)g(η2) 6= 0} is finite. We can therefore
define a function f ∗ g :G→C by
f ∗ g(η) :=
∑
η1η2=η
f (η1)g(η2).
It is not difficult to check that f ∗g ∈Cc(G). The complex vector space Cc(G) is a
∗-algebra with multiplication given by ∗ and involution given by f ∗(η)= f (η−1).
As with group algebras, there are two pre-C∗-norms on Cc(G); the universal
norm and the reduced norm. By completing Cc(G) with respect to the univer-
sal norm, we obtains the full C∗-algebra C∗(G) of G, and by completing C(cG)
with respect to the reduced norm, we obtains the reduced C∗-algebra C∗r (G)
of G. For many groupoids, the universal and the reduced norms coincide. In
these notes, we will not consider the universal norm or the full C∗-algebra
C∗(G) of G. The reduced norm on Cc(G) is defined in the following way. For
each x ∈ G(0), there is a ∗-representation of πx : Cc(G)→ B(l2(Gx)) such that
πx( f )δη =
∑
η′∈Gr(η) f (η
′)δη′η. The reduced C∗-algebra C∗r (G) of G is the comple-
tion of
⊕
x∈G(0) πx(Cc(G)) in
⊕
x∈G(0) B(l
2(Gx)). The norm of C∗r (G) is called the
reduced norm and is denoted by ‖·‖r. If G is second-countable, then C∗r (G) is
separable.
The map f 7→
⊕
x∈G(0) πx( f ) from Cc(G) to C
∗
r (G) is injective, and ‖ f ‖∞ ≤
‖
⊕
x∈G(0) πx( f )‖r for all f ∈Cc(G). We will throughout these notes identify Cc(G)
with its image under this map, and thus write f instead of
⊕
x∈G(0) πx( f ) and
regard Cc(G) as a subalgebra of C∗r (G). If f ∈ Cc(G) is supported on an open
bisection, then ‖ f ‖∞ = ‖ f ‖r.
There is an injective map j :C∗r (G)→C0(G) with the property that j( f )(η)=
〈πs(η)( f )δs(η),δη〉 for f ∈ C∗r (G) and η ∈ G, where 〈·, ·〉 is the inner product on
l2(Gx). Moreover, ‖ j( f )‖∞ ≤ ‖ f ‖r. If f ∈Cc(G), then j( f )= f .
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We let Iso(G)◦ denote the interior of Iso(G). Then Iso(G)◦ is a subgroupoid
of G with unit space G(0).
If G is a locally compact Hausdorff étale groupoid and H is an open sub-
groupoid of G (i.e. H is an open subset of G such that η ∈ H =⇒ η−1 ∈ H and
(η1,η2)∈G(2)∩H×H =⇒ η1η2 ∈H), then H is a locally compact Hausdorff étale
groupoid with the operation it inherits from G. The inclusion of Cc(H) into
Cc(G) extends to an inclusion of C∗r (H) into C
∗
r (G). Since G
(0) and Iso(G)◦ are
open subgroupoids ofG, we will regard C0(G(0))=C∗r (G
(0)) and C∗r (Iso(G)
◦) to be
C∗-subalgebras of C∗r (G). We then have that C0(G
(0)) ⊆ C∗r (Iso(G)
◦). Morover,
since the unit spaces of G(0), Iso(G)◦, and G are equal, it follows that C0(G(0))
contains an approximate unit of C∗r (G) (and therefore also of C
∗
r (Iso(G))).
If Iso(G)◦ is abelian (i.e., η1η2 = η1η2 if s(η1) = r(η1) = s(η2) = r(η2) and
η1,η2 ∈ Iso(G)◦), then C∗r (Iso(G)
◦) is equal to the relative commutant { f ∈C∗r (G) :
f g = gf for all g ∈ C0(G(0))} of C0(G(0)) in C∗r (G). This means that C
∗
r (Iso(G)
◦)
is a C0(G(0))-algebra (i.e., there is an inclusion of C0(G(0)) into the center of
C∗r (Iso(G)
◦) which is nondegenerate in the sense that span{gf : g ∈C0(G(0)), f ∈
C∗r (Iso(G)
◦)} is dense in C∗r (Iso(G)
◦)). We then have for each x ∈G(0) an ideal
Jx := span{gf : g ∈ C0(G(0)), g(x) = 0, f ∈ C∗r (Iso(G)
◦)}. We denote by πx the
corresponding quotient map from C∗r (Iso(G)
◦) to C∗r (Iso(G)
◦)/Jx. Then the map
x 7→ ‖πx( f )‖ is continuous for each f ∈ C∗r (Iso(G)
◦), and there is for each x ∈
G(0) an isomorphism between πx(C∗r (Iso(G)
◦)) and C∗(xGx◦) that maps πx( f ) to
f (x)1C∗(xGx◦) for each f ∈C∗r (Iso(G)
◦).
2.4 Cocycles and coactions
Let Γ be a discrete group. A cocycle from G to Γ is a map c :G→ Γ such that
c(η−1) = c(η)−1 for η ∈ G, and c(η1η2) = c(η1)c(η2) for (η1,η2) ∈ G(2). A cocycle
c : G → Γ induces a Γ-grading {c−1(γ)}γ∈Γ of G (i.e.,
⋃
γ∈Γ c
−1(γ) = G, c−1(γ1)∩
c−1(γ2) = ; for γ1 6= γ2, and η1η2 ∈ c−1(γ1γ2) if (η1,η2) ∈G(2), η1 ∈ c−1(γ1), and
η2 ∈ c
−1(γ2)). It also induces a reduced coaction δc :C∗r (G)→C
∗
r (G)⊗C
∗
r (Γ) such
that δc( f ) = f ⊗λγ for γ ∈ Γ and f ∈ Cc(G) with supp( f ) ⊆ c−1(γ) (a reduced
coaction of a discrete group Γ on a C∗-algebra A is a ∗-homomorphism δ : A→
A⊗C∗r (Γ) (where ⊗ denotes the minimal tensor product, and C
∗
r (Γ) the reduced
group C∗-algebra of Γ) that is nondegenerate in the sense that span{δ(a1)(a2⊗
f ) : a1,a2 ∈ A, f ∈ C∗r (Γ)} is dense in A⊗C
∗
r (Γ), and satisfies the identity (δ⊗
1)◦δ= (1⊗δΓ)◦δ where δΓ :C∗r (Γ)→C
∗
r (Γ)⊗C
∗
r (Γ) is the ∗-homomorphism that
maps λγ→λγ⊗λγ for each γ ∈Γ, where γ 7→λγ is the unitary representation of
Γ in C∗r (Γ)).
If c : G → Γ is a cocycle, then c−1(e) (where e is the identity of Γ) is an
open subgroupoid of G. It follows that C∗r (c
−1(e)) is a C∗-subalgebra of C∗r (G).
We then have that C∗r (c
−1(e)) is equal to the generalised fixed-point algebra
C∗r (G)
δc := { f ∈C∗r (G) : δc( f )= f ⊗ e} for δc.
Chapter 3
Reconstruction of étale
groupoids
We saw in the previous chapter that if G is a locally compact Hausdorff étale
groupoid, then we get a C∗-algebra C∗r (G) and an abelian C
∗-algebra C0(G(0))
which contains an approximate identity of C∗r (G).
We shall in this chapter see how it in some cases is possible to recover G
from C∗r (G) and C0(G
(0)). This means that if G and H are locally compact
Hausdorff étale groupoids satisfying certain conditions which we specify later,
then there is a ∗-isomorphism from C∗r (G) to C
∗
r (H) that maps C0(G
(0)) onto
C∗r (H
(0)) if and only if G and H are isomorphic as topological groupoids.
If G and H are second countable locally compact Hausdorff étale topolog-
ically principal groupoids (meaining that Iso(G)◦ = G(0) and Iso(H)◦ = H(0)),
then this follows from results in [Renault, 2008]. It was proven in the pa-
per [Brownlowe et al., 2017] that it also holds if G and H are the groupoids
of countable directed graphs, even if G and H are not topologically free.
If G = Z4 and H = Z2⊗Z2, then (C∗r (G),C0(G
(0))) and (C∗r (H),C0(H
(0))) are
isomorphic, but G and H are not, so we cannot in general recover any locally
compact Hausdorff étale groupoid from C∗r (G) and C0(G
(0)). We shall see that
if we assume that Iso(G)◦ is abelian and torsion-free, then this obstacle disap-
pears.
It is for some application interesting to recover not onlyG, but also a cocycle
from G to a discrete group Γ from C∗r (G) and C0(G
(0)). We shall see that this is
also possible if we in addition to C∗r (G) and C0(G
(0)) also include a coaction of
C∗r (G).
We shall assume that G is second countable which means that C∗r (G) is
separable. Most of the result presentated in this chapter are taken from the
paper [Carlsen et al.].
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3.1 The extended Weyl groupoid of a weakly Cartan
pair
The following notion of weakly Cartan pairs was introduced in [Carlsen et al.].
It is a generalisation of the notion of Cartan pairs introduced in [Renault, 2008].
Definition 3.1.1 Let A be a separableC∗-algebra. A C∗-subalgebra D ⊆ A
is called weakly Cartan if
1. D is abelian,
2. D contains an approximate identity for A,
3. for each φ ∈ D̂, the quotient D′/Jφ of D′ by the ideal Jφ :=ker(φ)D′ is
a unital C∗-algebra, and
4. for each φ ∈ D̂, there exist d ∈ D and an open neighbourhood U of φ
such that d+ Jψ = 1D ′/Jψ for all ψ ∈U .
We call the pair (A,D) a weakly Cartan pair of C∗-algebras.
If D ⊆ A is a Cartan subalgebra in the sense of Renault [Renault, 2008],
then it satisfies (1) and (2) by definition. Since Cartan subalgebras are by defi-
nition maximal abelian, we have D′ =D ∼=C0(D̂), so each Jφ = ker(φ) and each
D′/Jφ ∼= φ(D)=C. So D satisfies (3) and (4) by the Gelfand–Naimark theorem.
That is, every Cartan subalgebra is in particular a weakly Cartan subalgebra,
justifying our terminology.
It follows from the discusion in Chapter 2 that if G is a locally compact
second-countable Hausdorff étale groupoid, then (C∗r (G),C0(G
(0))) is a weakly
Cartan pair. Also, if c :G → Γ is a cocycle from G to a discrete group Γ, then
(C∗r (c
−1(e)),C0(G(0))) is a weakly Cartan pair.
In is shown in [Carlsen et al.] how one from a separable C∗-algebra A, a
coaction δ of a countable discrete group Γ on A, and a weakly Cartan sub-
algebra D of the generalised fixed-point algebra Aδ can construct a second
countable locally compact Hausdorff étale groupoid H (A,D,δ) and a cocycle
cδ :H (A,D,δ)→Γ. For this we need the notion of a normaliser.
Normalisers were introduced in [Kumjian, 1986] and further studied in
[Renault, 2008]. Let A be a separableC∗-algebra, and D an abelian C∗-subalge-
bra of A containing an approximate identity for A. A normaliser n of D in A
is an element n ∈ A such that nDn∗∪ n∗Dn ⊆ D. We write N(D) for the col-
lection of all normalisers of D in A, and D̂ for the set of characters of D. For
d ∈ D, we write supp◦(d) := {φ ∈ D̂ : φ(d) 6= 0} and I(d) := {d′ ∈ D : supp◦(d′) ⊆
supp◦(d)}. Then supp◦(d) is an open subset of D′, and I(d) is an ideal of D. If
n ∈N(D), then nn∗,n∗n ∈D and there is a homeomorphism αn : supp◦(n∗n)→
supp◦(nn∗) such that φ(n∗n)αn(φ)(d) = φ(n∗dn) for all d ∈ D. We have that
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α−1n = αn∗ . Moreover, if m,n ∈ N(D), then mn ∈ N(D), supp
◦((mn)∗(mn)) =
α−1n (supp
◦(m∗m)∩supp◦(nn∗)), and on this domain, αm ◦αn =αmn.
We assume now that A is a separable C∗-algebra, Γ is a discrete group, δ a
is coaction of Γ on A, and D is a weakly Cartan subalgebra of the generalised
fixed-point algebra Aδ. We write
D′
Aδ
:= {a ∈ Aδ : ad = da for all d ∈D}
for the relative commutant of D in Aδ, and
πφ :D
′
Aδ
→D′
Aδ
/Jφ
for the canonical quotient map. It is proven in [Quigg, 1996, Corollary 1.6] that
Aδ contains an approximate identity for A. It follows that any approximate
identity for of the generalised fixed-point algebra Aδ is also an approximate
identity for A, so D contains an approximate identity for A. We say that a
normaliser n of D is a homogeneous normaliser if n ∈ A g for some g ∈ Γ. We
write write N⋆(D) for the collection of homogeneous normalisers of A. For g ∈Γ
we write Ng(D) for N⋆(D)∩A g.
The groupoid H (A,D,δ) consists of equivalence classe of pairs (n,φ) where
n ∈ N⋆(D) and φ ∈ supp◦(n∗n). We need the following lemma from the pa-
per [Carlsen et al.] to define the equivalence relation used in the definition of
H (A,D,δ).
Lemma 3.1.2 Let n,m ∈N(D) and φ ∈ supp◦(n∗n)∩supp◦(m∗m), and sup-
pose that there is an open neighbourhoodU of φ such that U ⊆ supp◦(n∗n)∩
supp◦(m∗m) and αn|U = αm|U . Fix d ∈ D with supp◦(d)⊆U and φ(d)= 1,
and let
w :=φ(n∗n)−1/2φ(m∗m)−1/2dn∗md. (3.1)
Then w ∈D′
Aδ
and πφ(w) is unitary in D′Aδ/Jφ. Moreover, πφ(w) is indepen-
dent of the choices of U and d.
We write
U
φ
n∗m :=πφ(w)
for any w of the form (3.1). If φ is clear from context, we just write Un∗m for
U
φ
n∗m. It is easy to check that if n,m,n
′ ∈N(D), φ ∈ supp◦(n∗n)∩supp◦(m∗m)∩
supp◦((n′)∗n′), and there is an open neighbourhood U of φ such that U ⊆
supp◦(n∗n)∩ supp◦(m∗m) and αm|U = αn|U , and an open neighbourhood U ′ of
φ such thatU ′ ⊆ supp◦((n′)∗n′)∩supp◦(m∗m) and αm|U =αn′ |U , then
1. Un∗n = 1D ′
Aδ
/Jφ ,
2. U∗n∗m =Umn∗ , and
3. Un∗mUm∗n′ =Un∗n′ .
CHAPTER 3. RECONSTRUCTION OF ÉTALE GROUPOIDS 20
We are now ready to define the equivalence relation used in the definition of
H (A,D,δ). Define a relation on {(n,φ) : n ∈ N⋆(D), φ ∈ supp◦(n∗n)} by (n,φ)∼
(m,ψ) if and only if
(R1) φ=ψ,
(R2) n∗m ∈ Aδ,
(R3) there exists an open neighbourhoodU of φ in D̂ such thatU ⊆ supp◦(n∗n)∩
supp◦(m∗m) and αm|U =αn|U , and
(R4) the unitaryUφn∗m belongs to the connected component U0(D
′
Aδ
/Jφ) of the
identity in the unitary group of D′
Aδ
/Jφ.
Then ∼ is an equivalence relation.
The following 4 results can be found in [Carlsen et al.].
Theorem 3.1.3 Let A be a separable C∗-algebra, δ a coaction of a count-
able discrete group Γ on A, and D a weakly Cartan subalgebra of Aδ. For
n ∈N⋆(D) and φ ∈ supp(n∗n), let [n,φ] denote the equivalence class of (n,φ)
under ∼. Define
H (A,D,δ) := {[n,φ] : n ∈N⋆(D), φ ∈ supp(n
∗n)}.
There are maps
r, s : H (A,D,δ)→ D̂,
M : H (A,D,δ) s×r H (A,D,δ)→H (A,D,δ), and
I : H (A,D,δ)→H (A,D,δ)
such that
r([n,φ])=αn(φ), s([n,φ])=φ,
M([n,φ], [m,ψ])= [nm,ψ], and I([n,φ])= [n∗,αn(φ)].
Moreover, H (A,D,δ) is a groupoid under these operations, and there is a
cocycle cδ :H (A,D,δ)→Γ such that cδ([n,φ])= g if and only if n ∈ A g.
For n ∈N⋆(D) and an open set X ⊆ D̂ contained in supp(n∗n) let
Z(n,X ) := {[n,φ] :φ ∈ X }⊆H (A,D,δ).
Then
{Z(n,X ) : n ∈N⋆(D), X ⊆ D̂ is open and X ⊆ supp(n
∗n)} (3.2)
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constitutes a basis for a second countable locally compact Hausdorff étale
topology on the groupoid H (A,D,δ). The cocycle cδ is continuous with re-
spect to this topology.
Let Γ be a discrete group with identity e. If G a locally compact Hausdorff
étale groupoid and c :G→ Γ is a cocycle, then c−1(e) is open subgroupoid of G
and C∗r (c
−1(e)) is equal to the generalised fixed-point algebra of the coaction
δc of Γ on C∗r (G). It follows that C0(G
(0)) is a weakly Cartan subalgebra of
C∗r (c
−1(e)). If x ∈G(0), then we denote by x̂ the character of C0(G(0)) given by
f̂ = f (x).
Theorem 3.1.4 Let Γ be a discrete group, G a locally compact Hausdorff
étale groupoid and c :G→ Γ a cocycle. Suppose that Iso(c−1(e))◦ is torsion-
free and abelian. Then there is an isomorphism θ :G→H (C∗r (G),C0(G
(0)),δc)
such that cδc ◦θ = c and such that for γ ∈G and any n ∈ Cc(G) supported
on a bisection contained in c−1(c(γ)) and satisfying n(γ)= 1, we have θ(γ)=
[n, ŝ(γ)].
By letting Γ be the trivial group and e the trivial cocycle on G, we obtain
the following corollary.
Corollary 3.1.5 Let G a locally compact Hausdorff étale groupoid such
that Iso(G)◦ is torsion-free and abelian. Then there is an isomorphism θ :
G→H (C∗r (G),C0(G
(0)),δe) such that for γ ∈G and any n ∈Cc(G) supported
on a bisection and satisfying n(γ)= 1, we have θ(γ)= [n, ŝ(γ)].
We also obtain from Theorem 3.1.4 the following C∗-rigidity result.
Theorem 3.1.6 Let Γ be a discrete group, and let (G1, c1), (G2, c2) be Γ-
graded locally compact Hausdorff étale groupoids such that each Iso(c−1
i
(e))◦
is torsion-free and abelian.
1. Suppose that κ : G2 → G1 is an isomorphism satisfying c1 ◦ κ = c2.
Then there is an isomorphism φ : C∗r (G1)→ C
∗
r (G2) such that φ( f ) =
f ◦κ for f ∈Cc(G1). We have φ(C0(G
(0)
1 ))=C0(G
(0)
2 ) and δc2 ◦φ= (φ⊗
id)◦δc1 .
2. Suppose that φ : C∗r (G1) → C
∗
r (G2) is an isomorphism satisfying
φ(C0(G
(0)
1 ))=C0(G
(0)
2 ) and δc2 ◦φ= (φ⊗ id)◦δc1 . Then there is an iso-
morphism κ :G2→G1 such that κ|G(0)2
is the homeomorphism induced
by φ|
C0(G
(0)
1 )
and c1 ◦κ= c2.
Chapter 4
C∗-rigidity of dynamical
systems
We shall now look at how to obtain C∗-rigidity results of some dynamical sys-
tems from Theorem 3.1.6.
4.1 Homeomorphisms of compact Hausdorff spaces
We begin by looking at homeomorphisms of compact Hausdorff spaces. The
following theorem is proven in [Carlsen et al.].
Theorem 4.1.1 Suppose that σ : X → X and τ : Y → Y are homeomor-
phisms of compact Hausdorff spaces. The following are equivalent:
1. G(X ,σ) and G(Y ,τ) are isomorphic;
2. C(X )×σZ ∼= C(Y )×τZ via an isomorphism that maps C(X ) to C(Y );
and
3. there exist decompositions X = X1⊔X2 and Y = Y1⊔Y2 into disjoint
open invariant sets such that σ|X1 is conjugate to τ|Y1 and σ|X2 is
conjugate to τ−1|Y2 .
If σ and τ are topologically transitive or X and Y are connected, then these
conditions hold if and only σ and τ are flip-conjugate.
Since C∗r (G(X ,σ)) is isomorphic to C(X )×σZ and C
∗
r (G(Y ,τ)) is isomorphic
to C(Y )×τ Z, the equivalence of 1. and 2. follows from Theorem 3.1.6. It is
straightforward to check that 3. implies 1. For the proof of 1. =⇒ 3. one uses
that if θ :G(X ,σ)→G(Y ,τ) is and isomorphism, then we get a homeomorphism
h : X →Y by letting θ(x,0, x)= (h(x),0,h(x)) for x ∈ X , and a map f : X×Z→Z by
letting f (n, x) := cY (θ(x,n,σn(x))) where cX :G(X ,σ)→ Z and cY :G(Y ,τ)→ Z
22
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are the canonical cocycles, such that
f (m+n, x)= f (m, x)+ f (n,σm(x))
for all m,n ∈ Z and x ∈ X , and then f (·, x) is for x ∈ X a bijection of Z with
inverse n 7→ cX (θ−1(h(x),n,τn(h(x)))). There is then a positiv integer N such
that
X1 := {x ∈ X : f (n, x)> 0 and f (−n, x)< 0 for n>N} and
X2 := {x ∈ X : f (n, x)< 0 and f (−n, x)> 0 for n>N}
are clopen σ-invariant subsets such that X = X1⊔X2 and σ|X1 is conjugate to
τ|h(X1) and σ|X2 is conjugate to τ
−1|h(X2).
4.2 Group actions
Next, we look at group actions.
Let Γ be a discrete group acting on the right of a second-countable locally
compact Hausdorff space X .
For x ∈ X , we write
Stab(x) := {γ ∈Γ : xγ= x}
for the stabilizer subgroup of x in Γ; observe that then (X ⋊Γ)xx = {x}×Stab(x).
We also consider the essential stabilizer subgroup
Stabess(x) := {γ ∈Γ : γ ∈ Stab(y) for all y in some neighbourhoodU of x}.
A Baire-category argument shows that (X ,Γ) is topologically free if and only if
{x ∈ X : Stab(x)= {e}}= X .
Definition 4.2.1 Let Γ andΛ be countable discrete groups acting on second-
countable locally compact Hausdorff spaces X and Y . A continuous or-
bit equivalence between (X ,Γ) and (Y ,Λ) is a triple (h,φ,η) consisting of
a homeomorphism h : X → Y , and continuous functions φ : X × Γ → Λ
and η : Y ×Λ→ Γ such that h(xγ) = h(x)φ(x,γ) for all x,γ and h−1(yλ) =
h−1(y)η(y,λ) for all y,λ. We call h the underlying homeomorphism of (h,φ,η).
For topologically free systems, the intertwining condition appearing in Def-
inition 4.2.1 has some important consequences.
Lemma 4.2.2 Let Γy X andΛy be topologically free actions of countable
discrete groups on second-countable locally compact Hausdorff spaces. Let
(h,φ,η) be a continuous orbit equivalence from (X ,Γ) to (Y ,Λ). Fix x ∈ X.
We have
φ(x,γγ′)=φ(x,γ)φ(xγ,γ′) for all γ,γ′ ∈Γ,
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the maps θx :=φ(x, ·) : Γ→Λ is a bijection that carries eΓ to eΛ and restricts
to bijections Stab(x)→Stab(h(x)) and Stabess(x)→Stabess(h(x)).
For general systems, the conclusions of Lemma 4.2.2 are not automatic fea-
tures of continuous orbit equivalences, prompting the following definition.
Definition 4.2.3 Let Γy X and Λy Y be actions of countable discrete
groups on second-countable locally compact Hausdorff spaces. Consider a
map φ : X ×Γ→Λ.
1. We call φ a cocycle if φ(x,γγ′)=φ(x,γ)φ(xγ,γ′) for all x,γ,γ′.
2. Let h : X → Y be a homeomorphism. We say that (h,φ) preserves
stabilizers if φ(x, ·) restricts to bijections Stab(x)→ Stab(h(x)), and
that (h,φ) preserves essential stabilizers if φ(·, x) restricts to bijections
Stabess(x)→ Stabess(h(x)).
The following proposition then follows from Theorem 3.1.6.
Proposition 4.2.4 Let Γy X and Λy Y be actions of countable discrete
groups on second-countable locally compact Hausdorff spaces. Suppose that
h : X →Y is a homeomorphism and φ : X×Γ→Λ is continuous. The follow-
ing are equivalent:
1. there is an isomorphism Θ : X⋊Γ→Y ⋊Λ such that Θ(x, e)= (h(x), e)
and Θ(x,γ)= (h(x),φ(x,γ)) for all x ∈ X and γ ∈Γ;
2. φ is a cocycle, (h,φ) preserves stabilizers, and there is a map η : Y ×
Λ→Γ such that (h,φ,η) is a continuous orbit equivalence; and
3. φ is a cocycle, (h,φ) preserves essential stabilizers, and there is a map
η :Y ×Λ→Γ such that (h,φ,η) is a continuous orbit equivalence.
This gives the following generalisation of Li’s rigidity theorem 1.2.1.
Corollary 4.2.5 Let Γy X and Λy Y be actions of countable discrete
groups on second-countable locally compact Hausdorff spaces.
Suppose that Stabess(x) and Stabess(y) are torsion-free and abelian for
all x ∈ X and all y ∈Y , and that h is a homeomorphism from X to Y . The
following are equivalent.
1. There exist cocycles φ : X ×Γ→Λ and η :Y ×Λ→ Γ such that (h,φ,η)
is a continuous orbit equivalence from (X ,Γ) to (Y ,Λ) and (h,φ) and
(h−1,η) preserve essential stabilizers.
2. There is an isomorphismΘ : X⋊Γ→Y⋊Λ such thatΘ(x, e)= (h(x), e)
for x ∈ X.
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3. There is a ∗-isomorphism φ : C0(X ) ⋊r Γ → C0(Y ) ⋊r Λ
such that φ(C0(X ))=C0(Y ) and φ( f )= f ◦h−1 for f ∈C0(X ).
4.3 Local homeomorphisms
Let us finally look at how Theorem 3.1.6 applied to G(X ,σ) where X is a locally
compact Hausdorff space, and σ is a local homeomorphism from an open subset
of X to an open subset of X , can be used to prove Theorem 1.3.7.
Suppose X is a compact Hausdorff space and σ : X → X is a surjective local
homeomorphism. Then there is a continuous map T(X ,σ) : G(X ,σ)→ G(X ,σ)
such that T(X ,σ)(x,k, y) = (σ(x),k,σ(y)). One can show that there is a contin-
uous positive map φ(X ,σ) : C∗r (G(X ,σ))→ C
∗
r (G(X ,σ)) such that φ(X ,σ)( f )(η) =
f (T(X ,σ)(η)) for f ∈ Cc(G(X ,σ)) and η ∈G(X ,τ), and that the following theorem
holds.
Theorem 4.3.1 Let X and Y be compact Hausdorff spaces and σ : X → X
and τ :Y →Y surjective local homeomorphisms. The following are equiva-
lent.
1. (X ,σ) and (Y ,τ) are conjugate.
2. There is an isomorphism θ : G(X ,σ)→G(Y ,τ) such that θ ◦T(X ,σ) =
T(Y ,τ) ◦θ.
3. There is a ∗-isomorphism ψ : C∗r (G(X ,σ)) → C
∗
r (G(Y ,τ)) such that
ψ(C(X ))=C(Y ) and ψ◦φ(X ,σ) =φ(Y ,τ) ◦ψ.
Statement 1. in Theorem 1.3.7 then follows from Theorem 4.3.1.
Let X be a locally compact Hausdorff space, and let σ :U → V be a local
homeomorphism from an open set U ⊆ X to an open set V ⊆ X . For x ∈ X we
define the stabiliser group at x by
Stab(x) := {m−n :m,n ∈N0, x ∈Um∩Un, and σ
n(x)=σm(x)}⊆Z,
and we define the essential stabiliser group at x by
Stabess(x) := {m−n :m,n ∈N0 and there is an open neighbourhood
O ⊆Um∩Un of x such that σ
n
|O =σ
m
|O}⊆Stab(x).
With the convention that min(;) =∞, we define the minimal stabiliser of x to
be
Stabmin(x) :=min{n ∈Stab(x) : n≥1},
and the minimal essential stabiliser at x to be
Stabessmin(x) := {n ∈Stab
ess(x) : n≥1}.
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The isotropy subgroupoid of G(X ,σ) is {(x,n, x) : x ∈ X , n ∈Stab(x)}, and the
interior of the isotropy is Iso(G(X ,σ))◦ = {(x,n, x) : x ∈ X , n ∈ Stabess(x)}. So
Iso(G(X ,σ))◦ is torsion-free and abelian. Taking Γ= {e} and c :G→Γ the trivial
cocycle, we obtain a (trivially) graded groupoid G.
Definition 4.3.2 Let X and Y be locally compact Hausdorff spaces, σ a
local homeomorphism from an open subset Uσ of X to an open subset Vσ
of X , and τ a local homeomorphism from an open subset Uτ of Y to an
open subset Vτ of Y . We say that (X ,σ) and (Y ,τ) are continuous orbit
equivalent if there exist a homeomorphism h : X →Y and continuous maps
k, l :Uσ→N0 and k′, l′ :Uτ→N0 such that
τl(x)(h(x))= τk(x)(h(σ(x))) and σl
′(y)(h−1(y))=σk
′(y)(h−1(τ(y)))
for all x, y. We call (h, l,k, l′,k′) a continuous orbit equivalence and we
call h the underlying homeomorphism. We say that (h, l,k, l′,k′) preserves
stabilisers if Stabmin(h(x))<∞ ⇐⇒ Stabmin(x)<∞, and
∣∣∣
Stabmin(x)−1∑
n=0
l(σn(x))−k(σn(x))
∣∣∣=Stabmin(h(x)) and
∣∣∣
Stabmin(y)−1∑
n=0
l′(τn(y))−k′(τn(y))
∣∣∣=Stabmin(h−1(y))
whenever Stab(x),Stab(y) are nontrivial, σStabmin(x)(x)= x, and τStabmin(y)(y)=
y.
Likewise, we say that (h, l,k, l′,k′) preserves essential stabilisers if
Stabessmin(h(x))<∞ ⇐⇒ Stab
ess
min(x)<∞, and
∣∣∣
Stabessmin(x)−1∑
n=0
(
l(σn(x))−k(σn(x))
) ∣∣∣=Stabessmin(h(x)) and
∣∣∣
Stabessmin(y)−1∑
n=0
(
l′(τn(y))−k′(τn(y))
) ∣∣∣=Stabessmin(h−1(y))
whenever Stabessmin(x),Stab
ess
min(y) <∞, σ
Stabessmin(x)(x) = x, and τStab
ess
min(y)(y) =
y.
By using Theorem 3.1.6 the following theorem is shown in [Carlsen et al.].
Theorem 4.3.3 Let X and Y be locally compact Hausdorff spaces,σ a local
homeomorphism from an open subset Uσ of X to an open subset Vσ of X,
and τ a local homeomorphism from an open subset Uτ of Y to an open
subset Vτ of Y , and suppose that h : X →Y is a homeomorphism. Then the
following are equivalent:
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1. there is a stabiliser-preserving continuous orbit equivalence from (X ,σ)
to (Y ,τ) with underlying homeomorphism h;
2. there is a essential stabiliser-preserving continuous orbit equivalence
from (X ,σ) to (Y ,τ) with underlying homeomorphism h;
3. there is a groupoid isomorphismΘ :G(X ,σ)→G(Y ,τ) such thatΘ|X =
h; and
4. there is an isomorphism φ : C∗(G(X ,σ)) → C∗(G(Y ,τ)) such that
φ(C0(X ))=C0(Y ) with φ( f )= f ◦h−1 for f ∈C0(Y ).
Statement 3. in Theorem 1.3.7 then follows from Theorem 4.3.3 and
[Carlsen & Winger, 2016, Corollary 4.6].
Definition 4.3.4 Let X and Y be locally compact Hausdorff spaces, σ a
local homeomorphism from an open subsetUσ of X to an open subset Vσ of
X , and τ a local homeomorphism from an open subset Uτ of Y to an open
subset Vτ of Y . We say that (X ,σ) and (Y ,τ) are eventually conjugate if
there is a stabiliser-preserving continuous orbit equivalence (h, l,k, l′,k′)
from (X ,σ) to (Y ,τ) such that l(x)= k(x)+1 for all x ∈ X .
Given (X ,σ), there is an action γX : T → Aut(C∗(G(X ,σ))) such that
γXz ( f )(x,n, x
′)= zn f (x,n, x′) for all z ∈T, (x,n, x′) ∈G(X ,σ) and f ∈Cc(G(X ,σ)).
By applying Theorem 3.1.6 to G(X ,σ) and the coaction cX : G(X ,σ)→ Z
given by cX (x,k, y)= k, the following theorem is shown in [Carlsen et al.].
Theorem 4.3.5 Let X and Y be locally compact Hausdorff spaces,σ a local
homeomorphism from an open subset Uσ of X to an open subset Vσ of X,
and τ a local homeomorphism from an open subset Uτ of Y to an open
subset Vτ of Y . Then the following are equivalent:
1. there is an eventual conjugacy from (X ,σ) to (Y ,τ) with underlying
homeomorphism h;
2. there is an isomorphism Θ :G(X ,σ)→G(Y ,τ) such that Θ|X = h and
cX = cY ◦Θ; and
3. there is an isomorphism φ : C∗(G(X ,σ)) → C∗(G(Y ,τ)) such that
φ(C0(X ))=C0(Y ), with φ( f )= f ◦h−1 for f ∈C0(X ), and φ◦γXz = γ
Y
z ◦φ.
Statement 2. in Theorem 1.3.7 then follows from Theorem 4.3.5.
Groupoids G1 and G2 are equivalent if there is a topological space Z car-
rying commuting free and proper actions of G1 and G2 on the left and right
respectively such that r : Z → G(0)1 and s : Z → G
(0)
2 induce homeomorphisms
G1\Z ∼= G
(0)
2 and Z/G2
∼= G
(0)
1 . If Γ is a discrete group and c1 : G1 → Γ and
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c2 :G2→ Γ are cocycles, then a graded (G1, c1)–(G2, c2)-equivalence consists of
a G1–G2-equivalence Z and a continuous map cZ : Z→Γ satisfying cZ(γ · z ·η)=
c1(γ)cZ(z)c2(η) for all γ, z,η.
Suppose that for i = 1,2, A i is a C∗-algebra carrying a coaction δi of a dis-
crete group Γ, and D i ⊆ A
δi
i
is a subalgebra. We say that (A1,D1) and (A2,D2)
are equivariantlyMorita equivalent if there are an A1–A2-imprimitivity bimod-
ule X and a right-Hilbert bimodule morphism ζ : X →M(X ⊗C∗r (Γ)) such that
(ζ⊗ idΓ) ◦ ζ = (idX ⊗δΓ) ◦ ζ and for each g ∈ Γ, the subspace X g := {x ∈ X : ζ(x) =
x⊗λg} satisfies
X g = span{ξ ∈ X g : A1〈ξ,ξ ·D2〉 ⊆D1 and 〈D1 ·ξ,ξ〉A2 ⊆D2}.
If Γ= {0}, we say that (A1,D1) and (A2,D2) areMorita equivalent.
We let R denote the discrete groupoid obtained from the equivalence rela-
tion ∼ on N0 defined by m∼ n for all m,n ∈N0.
Let X be a locally compact Hausdorff space, and σ : X → X a local home-
omorphism. Let X˜ := X ×N0 with the product topology and define a (surjec-
tive) local homeomorphism σ˜ : X˜ → X˜ by σ˜(x,0) = (σ(x),0) and σ˜(x,n+ 1) =
(x,n). We call (X˜ , σ˜) the stabilisation of (X ,σ). Then G(X˜ , σ˜) ∼= G(X ,σ)×R
via ((x,m), p, (y,n)) 7→
(
(x, p−m+n, y), (m,n)
)
.
The following theorem is shown in [Carlsen et al.].
Theorem 4.3.6 Let σ : X → X and τ : Y → Y , be local homeomorphisms
of second-countable locally compact totally disconnected Hausdorff spaces.
The following are equivalent:
1. there is a stabiliser-preserving continuous orbit equivalence from (X˜ , σ˜)
to (Y˜ , τ˜);
2. G(X ,σ) and G(Y ,τ) are equivalent;
3. (C∗(G(X ,σ)),C0(X )) and (C∗(G(Y ,τ)),C0(Y )) are Morita equivalent;
and
4. there is an isomorphism C∗(G(X ,σ))⊗K →C∗(G(Y ,τ))⊗K that car-
ries C0(X )⊗C to C0(Y )⊗C .
Statement 5. in Theorem 1.3.7 can be shown by using Theorem 4.3.6 and
results from [Carlsen et al., 2017].
Let σ : X → X be a surjective local homeomorphism of a compact Hausdorff
space. Let X := {ξ ∈ XZ : σ(ξn) = ξn+1 for every n ∈ Z}, and define σ : X → X
by σ(ξ)n = σ(ξn). We call σ expansive if there is a metrisation (X ,d) of X and
an ǫ > 0 such that supn d(σ
n(x),σn(x′)) < ǫ =⇒ x = x′. We call ǫ an expansive
constant for (X ,d,σ).
The following theorem is shown in [Carlsen et al.].
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Theorem 4.3.7 Let X ,Y be second-countable locally compact totally dis-
connected Hausdorff spaces and let σ :Uσ → Vσ and τ :Uτ → Vτ be local
homeomorphisms between open subsets of X ,Y . The following are equiva-
lent:
1. there are continuous, open maps f : X → Y and f ′ : Y → X, and
continuous maps a : X → N0, k : Uσ → N0, a′ : Y → N0, and k′ :
Uτ → N0 such that σ
a(x)( f ′( f (x))) = σa(x)(x) for x ∈ X, τk(x)( f (σ(x))) =
τk(x)+1( f (x)) for x ∈ U)σ, τa
′(y)( f ( f ′(y))) = τa
′(y)(y) for y ∈ Y , and
σk
′(y)( f ′(τ(y)))=σk
′(y)+1( f ′(y)) for y ∈Uτ;
2. there is a graded (G(X ,σ), cX )–(G(Y ,τ), cY )-equivalence (Z, cZ) such
that c−1
Z
(0) is a c−1
X
(0)–c−1
Y
(0)-equivalence;
3. there is an isomorphism κ :G(X ,σ)×R→G(Y ,τ)×R such that cY ◦κ=
cX ;
4. there is aT-equivariantMorita equivalence between (C∗(G(X ,σ)),C0(X ))
and (C∗(G(Y ,τ)),C0(Y )) with respect to the gauge actions γX and γY
whose fixed-point submodule is a C∗(G(X ,σ)–C∗(G(Y ,τ)-imprimitivity
bimodule; and
5. there is an isomorphism C∗(G(X ,σ))⊗K →C∗(G(Y ,τ))⊗K that car-
ries C0(X )⊗C to C0(Y )⊗C , and intertwines the actions γX ⊗ id and
γY ⊗ id.
If X and Y are compact, Uσ = Vσ = X, and Uτ = Vτ = Y , then each of the
above five conditions implies
6. (X ,σ) and (Y ,τ) are conjugate.
If in addition σ and τ are expansive, then all six conditions are equivalent.
Statement 4. in Theorem 1.3.7 then follows from Theorem 4.3.7.
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