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CONVERGENCE ANALYSIS OF MARKOV CHAIN MONTE CARLO
LINEAR SOLVERS USING ULAM–VON NEUMANN ALGORITHM∗
HAO JI† , MICHAEL MASCAGNI‡ , AND YAOHANG LI†
Abstract. The convergence of Markov chain–based Monte Carlo linear solvers using the Ulam–
von Neumann algorithm for a linear system of the form x = Hx + b is investigated in this paper.
We analyze the convergence of the Monte Carlo solver based on the original Ulam–von Neumann
algorithm under the conditions that ‖H‖ < 1 as well as ρ(H) < 1, where ρ(H) is the spectral radius
of H. We find that although the Monte Carlo solver is based on sampling the Neumann series, the
convergence of Neumann series is not a sufficient condition for the convergence of the Monte Carlo
solver. Actually, properties of H are not the only factors determining the convergence of the Monte
Carlo solver; the underlying transition probability matrix plays an important role. An improper
selection of the transition matrix may result in divergence even though the condition ‖H‖ < 1 holds.
However, if the condition ‖H‖ < 1 is satisfied, we show that there always exist certain transition
matrices that guarantee convergence of the Monte Carlo solver. On the other hand, if ρ(H) < 1 but
‖H‖ ≥ 1, the Monte Carlo linear solver may or may not converge. In particular, if the row sum∑N
j=1 |Hij | > 1 for every row in H or, more generally, ρ(H+) > 1, where H+ is the nonnegative
matrix where H+ij = |Hij |, we show that transition matrices leading to convergence of the Monte
Carlo solver do not exist. Finally, given H and a transition matrix P , denoting the matrix H∗ via
H∗ij = H
2
ij/Pij , we find that ρ(H
∗) < 1 is a necessary and sufficient condition for convergence of the
Markov chain–based Monte Carlo linear solvers using the Ulam–von Neumann algorithm.
Key words. Markov chain Monte Carlo, linear solver, Ulam–von Neumann algorithm, Neumann
series, convergence analysis, transition probability matrix
AMS subject classifications. 65C05, 65Y20, 68Q25, 68W40
DOI. 10.1137/130904867
1. Introduction. Applying Monte Carlo methods to estimate solutions of linear
systems was originally proposed by Ulam and von Neumann and later was described
by Forsythe and Leibler in [1]. Consider a linear system in a somewhat suggestive
form
(1.1) x = Hx+ b,
where H is an N × N nonsingular matrix, b is the given constant vector, and x is
vector of unknowns. The fundamental idea of the Ulam–von Neumann algorithm is to
construct a discrete Markov chain by using random walks on the indices of the matrix
with an extra absorbing state in order to sample the solution to (1.1) as developed
via the Neumann series. The transition probabilities of the random walks are defined
by a transition probability matrix P satisfying the conditions
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published electronically July 16, 2013. This work was partially supported by NSF grant 1066471, an
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Hij = 0 → Pij = 0
with the absorption (termination) probability Ti at row i is defined as




For a random walk, γk,
(1.4) γk : r0 → r1 → r2 → · · · → rk
starting at state r0 and terminating at rk, define the estimator
(1.5) X (γk) =
Hr0r1Hr1r2 · · ·Hrk−1rk
Pr0r1Pr1r2 · · ·Prk−1rk
brk/Trk .
The fundamental idea of the Ulam–von Neumann algorithm is to statistically sample
the Neumann series representation
(1.6) I +H +H2 +H3 + · · ·
of the linear system. Denoting ‖.‖ as the L-∞ norm, as specified in the Monte Carlo
linear solver literature [9], if ‖H‖ < 1, the Neumann series converges to (I −H)−1





, the r0 element of the product
of the kth power of H with the right-hand-side vector b, while
∑∞
k=1 X (γk)P (γk)
equals the solution (x)r0 .
As pointed out in [9, 10], if ‖H‖ > 1, the Monte Carlo method breaks down. Nev-
ertheless, it is well known that the necessary and sufficient condition for the Neumann
series to converge is ρ (H) < 1, where ρ (H) is the spectral radius of H . As shown
in Proposition 1.1, ‖H‖ < 1 is a stricter condition than ρ (H) < 1. Therefore, there
exists a family of matrices whose corresponding Neumann series converge (ρ (H) < 1)
but that the Monte Carlo linear solver will fail. To the best of our knowledge, in
the literature of Monte Carlo methods for linear systems, there is a lack of in-depth
analysis on the behavior of Markov chain–based Monte Carlo linear solvers under the
condition ρ (H) < 1.
Proposition 1.1. For an N ×N , nonsingular matrix H, ρ (H) ≤ ‖H‖.
Proof. Let λ be an eigenvalue of H and y the corresponding eigenvector. Thus
λy = Hy, and ‖λy‖ = ‖λ‖‖y‖ = ‖Hy‖ ≤ ‖H‖‖y‖. Finally, ‖λ‖ ≤ ‖H‖ for all
eigenvalues of H and therefore ρ (H) ≤ ‖H‖, since ρ (H) is the largest absolute value
of the eigenvalues of H .
In this paper, we investigate the conditions for convergence of the Monte Carlo
linear solver using the original Ulam–von Neumann algorithm. We start by consider-
ing a set of suggestive examples with 2×2 matrices in section 2 to study the behavior
of the Monte Carlo linear solver. Then, in section 3 we analyze the role of transi-
tion matrix P in the Monte Carlo linear solver for H under various conditions. In
section 4, we derive a necessary and sufficient condition that determines convergence
of the Monte Carlo linear solver. Moreover, robustness, balancing, applicability, and
potential advantages of Monte Carlo linear solvers are discussed in section 5. Finally,
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2. Suggestive examples. Table 2.1 shows the behavior of the Monte Carlo
linear solvers using the Ulam–von Neumann algorithm in six separate cases of 2 × 2
matrices under different conditions and different transition matrices. In all these
cases, the H matrices satisfy the spectral radius condition of ρ (H) < 1; however, the
Monte Carlo linear solver does not converge in all these cases. Hence, it is clear that
Table 2.1
Behavior of the Monte Carlo linear solvers using the Ulam–von Neumann algorithm in six cases
of 2× 2 matrices under different conditions and transition matrices. H+ is an N ×N matrix where
H+ij = |Hij | and H∗ is an N ×N matrix where H∗ij = H2ij/Pij given H and P .
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the convergence of the underlying Neumann series is not a sufficient condition for the
Monte Carlo linear solver to converge. More interestingly, cases 1 and 2 use the same
H matrix, where ‖H‖ < 1, but different transition matrices, P . The Monte Carlo
linear solver converges in case 1 but diverges in case 2, indicating that the selection of
transition matrix P is very important. If P is selected improperly, the Monte Carlo
linear solver may diverge even if ‖H‖ < 1 holds. Furthermore, the H matrix in case
3 does not satisfy condition ‖H‖ < 1, but the Monte Carlo linear solver does not
break down, which disagrees with the analysis in [9, 10] that if ‖H‖ > 1, the Monte
Carlo method breaks down. The phenomenon in case 3 suggests that there are some
situations where ‖H‖ > 1 but ρ (H) < 1 that permit the Monte Carlo linear solver to
still converge, i.e., ‖H‖ < 1 is not a necessary condition for convergence in the Monte
Carlo linear solver. Similar to the situation in cases 1 and 2, case 4 has the same
H matrix as case 3 but a different transition matrix P , which results in divergence.
Cases 5 and 6 show the behavior of the Monte Carlo linear solver under ρ (H+) > 1,
when
∑N
j=1 |Hij | > 1, for some but not all i and
∑N
j=1 |Hij | > 1 for all i, respectively.
We provide theoretical analysis for the convergence of the Monte Carlo linear solver
of these six example cases in the next two sections.
3. Convergence of the Monte Carlo linear solver. We consider a Monte











V ar (X (γk)) ,
is bounded as k → ∞, provided that every random walk γk is independent. We
first investigate the impact of selecting a transition matrix P on the convergence of
the Monte Carlo linear solver. For convenience, we state what mathematical results
are needed as lemmas. Also note that V ar (X (γk)) diverging as k → ∞, implies
the same of V ar (
∑
k X (γk)). Hence, when we study the convergence/divergence
behavior of the Monte Carlo linear solver in the theorems in this section, we only
consider V ar (X (γk)) instead of V ar (
∑
k X (γk)). Without loss of generality and for
simplicity, we also assume that the Markov chains in the Monte Carlo linear solver are
ergodic and that every element in the constant vector b in the linear system satisfies
bi = 0 for all i.
Lemma 3.1. Consider a vector a = (a1, a2, . . . , aN )
T where at least one element
is nonzero, ak = 0.
(i) For a probability vector p = (p1, p2, . . . , pN )
T
satisfying the transition condi-




























































































































































































Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
CONVERGENCE OF MONTE CARLO LINEAR SOLVERS 2111




















(ii) Select α such that α ≥ max (1, c/ (N∑k a2k)) and set pk = a2k/ (α∑k a2k).
Then it is easy to show that ak = 0 → pk = 0 and pk ≤ 1 for each pk. Also,∑













k/pk can be achieved by assigning pk =
|ak| / (
∑
k |ak|). The transition probability, P , adopting this probability assignment
is called the almost optimal density matrix, which has been used in the Monte Carlo





k/pk over the space of the probability vectors. Theorem 3.2 shows that
the divergence of the Monte Carlo linear solver could be ensured by an improper
probability scheme.
Theorem 3.2. Let H be an N × N , nonsingular matrix with spectral radius
ρ (H) < 1, b a nonzero vector, and γk a random walk starting from r0 and terminating
after k transition steps. Then, there always exists a transition matrix P satisfying the
transition conditions (1.2) such that V ar (X (γk)) diverges as k → ∞.
























Pr0r1Pr1r2 · · ·Prk−1rkTrk
×
(
Hr0r1Hr1r2 · · ·Hrk−1rkbrk























Based on Lemma 3.1, for any row (Hi,1, Hi,2, . . . , Hi,N ) in H , there exists a probabil-
ity vector (Pi,1, Pi,2, . . . , Pi,N ) and a constant ci such that the transition probability





≥ ci > 1.
Denoting cmin = mini (ci) > 1 and bmin = mini
(
b2i /Ti
) = 0, then



























→ 0 when k → ∞ because ρ (H) < 1, and bmin is a constant. However,
ckmin → ∞ as k → ∞ since cmin > 1. As a result, there exists a transition matrix P
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The random walk variance V ar (X (γk)) is normally used as an indicator for an-
alyzing the convergence and robustness of Monte Carlo linear solvers. (More detailed
discussions on the robustness of Monte Carlo solvers can be found in [11, 12].) Based
on V ar (X (γk)), Theorem 3.2 indicates that selection of the transition matrix P is
important for the convergence of the Monte Carlo linear solver using the Ulam–von
Neumann algorithm. If P is selected improperly, even when ‖H‖ < 1 holds, the
Monte Carlo linear solver can still diverge. This is demonstrated in case 2 in section
2. Fortunately, Theorem 3.4 shows that if ‖H‖ < 1, transition matrices enabling the
convergence of the Monte Carlo linear solver are always readily available.




k |ak| < 1, there
exists a probability vector p = (p1, p2, . . . , pN)
T satisfying the transition probability
conditions (1.2) and 0 ≤∑k a2k/pk < 1.
Proof. Simply select pk = |ak|. Then, ak = 0 → pk = 0, pk = |ak| ≤
∑
k |ak| < 1










k |ak| < 1.
Theorem 3.4. Let H be an N × N , nonsingular matrix where ‖H‖ < 1, b a
nonzero vector, and γk a random walk starting from r0 and terminating after k tran-
sition steps. Then, there always exists a transition matrix P satisfying the transition
conditions (1.2) such that the V ar (X (γk)) → 0 and V ar (
∑
k X (γk)) is bounded as
k → ∞.
Proof. From Lemma 3.3, since ‖H‖ < 1, i.e., every row (Hi,1, Hi,2, . . . , Hi,N ) in
H satisfying
∑N
j=1 |Hij | < 1, there exists a probability vector (Pi,1, Pi,2, . . . , Pi,N ) for
















, it is easy to show
that cmax < 1.
Then,
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Here, bmax is a constant, and c
k
max → 0 as k → ∞ since cmax < 1. Therefore, there



















Since bmax/ (1− cmax) is a constant, V ar (
∑
k X (γk)) is bounded as k → ∞, i.e., the
Monte Carlo linear solver converges.
Based on Theorem 3.4, a more precise version of “the Monte Carlo method con-
verges if ‖H‖ < 1” is “there is always a transition matrix P enabling the conver-
gence of the Monte Carlo method if ‖H‖ < 1.” Such a transition matrix P is also
easy to find. Clearly, when ‖H‖ < 1, both the Ulam–von Neumann original se-
lection of P , where Pij = |Hij | [9, 10], and a more popular selection of P , where
Pij = |Hij | /
∑




ij/Pij < 1 for
every row i, according to the above proof of Theorem 3.4, which can result in the
convergence of the Monte Carlo linear solver.
We now move forward to investigate the behavior of the Monte Carlo linear solver
under the conditions where ρ (H) < 1 but ‖H‖ ≥ 1. We first study the situation where
ρ (H) < 1 but every row sum in H is greater than 1. Clearly, the underlying Neumann
series converges due to ρ (H) < 1 in this situation. However, according to Theorem
3.5, the Monte Carlo linear solver cannot converge, regardless of how the transition
probability matrix P is chosen. This explains why case 6 described in the previous
section diverges.
Theorem 3.5. Let H be an N × N , nonsingular matrix with spectral radius
ρ (H) < 1 and
∑N
j=1 |Hij | > 1 for every row i, b a nonzero vector, and γk a random
walk starting from r0 and terminating after k transition steps. Then, there does not
exist a transition matrix P satisfying the transition conditions (1.2) such that the
variance V ar (X (γk)) converges to zero as k → ∞.




) = 0, then, according to Lemma 3.1,
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→ 0 when k → ∞ because ρ (H) < 1, and bmin is a constant. However,
c2kmin → ∞ as k → ∞ since cmin > 1. In conclusion, regardless of how the transition
matrix P is set up, if
∑N
j=1 |Hij | > 1 for every row i, V ar (X (γk)) → ∞ as k → ∞,
even though ρ (H) < 1.
Theorem 3.7 extends Theorem 3.5 to the more general situation where ρ (H) < 1
but ρ (H+) > 1, with H+ the N ×N nonnegative matrix related to H as H+ij = |Hij |.
According to Lemma 3.6, ρ (H+) > 1 is a weaker condition than
∑N
j=1 |Hij | > 1
for every row i in H . Theorem 3.7 can be used to explain the divergence of case 5
described in section 2. For more general situations where ρ (H) < 1 but ‖H‖ ≥ 1, the
Monte Carlo linear solver may converge or diverge. We will provide further analysis
in next section.
Lemma 3.6. Suppose that H is an N × N nonsingular matrix and H+ is the
nonnegative matrix related to H by H+ij = |Hij |. If
∑N
j=1 |Hij | > 1 for every row i in
H, then ρ (H+) > 1.
Proof. Since
∑N
j=1 |Hij | > 1 for every row i, denoting ‖ · ‖F as the Frobenius
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= cmin > 1.
Theorem 3.7. Let H be an N × N , nonsingular matrix with spectral radius
ρ (H) < 1. Let H+ be the N ×N matrix where H+ij = |Hij |. If ρ (H+) > 1, there does
not exist a transition matrix P satisfying the transition conditions (1.2) such that the
variance V ar (X (γk)) converges to zero as k → ∞.


















Pr0r1Pr1r2 · · ·Prk−1rkTrk
×
(
Hr0r1Hr1r2 · · ·Hrk−1rkbrk


























Hr0r1Hr1r2 · · ·Hrk−1rk√















Pr0r1Pr1r2 · · ·Prk−1rk
|Hr0r1 | |Hr1r2 | · · ·
∣∣Hrk−1rk ∣∣√
























→ 0 when k → ∞ because ρ (H) < 1, and bmin is a constant. Since





· · ·∑Nrk=1 |Hr0r1 | |Hr1r2 | · · · ∣∣Hrk−1rk ∣∣ )2 → ∞ as k → ∞
for random walks starting at r0. Therefore, V ar (X (γk)) diverges regardless of how
the transition matrix P is selected.
4. A necessary and sufficient condition. In section 3, we discussed the im-
portance of the transition matrix P . By taking both H and P into consideration, we
derive a necessary and sufficient condition for convergence in the Monte Carlo linear
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Lemma 4.1. Let H be an N ×N nonsingular matrix and b be a nonzero vector.








Proof. For any ε > 0, a matrix R is generated such that
R =
H
ρ (H) + ε
.




Or, equivalently, this indicates that a natural number K exists such that
∀k > K, ‖Rk‖ < 1.
Accordingly,
∀k > K, ‖Rk‖ = ‖
(
H




(ρ (H) + ε)k
< 1.
That is,
∀k > K, ‖Hk‖ < (ρ (H) + ε)k .
Therefore, ∀k > K,∣∣∣(Hkb)r0





≤ ‖Hkb‖2 < (ρ (H) + ε)2k ‖b‖2.
In particular, since ε can be any positive number, we can set ε = c
1
2 − ρ (H) > 0,
where c is a positive number such that ρ (H)
2
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Theorem 4.2. Given an N × N nonsingular matrix H such that ρ (H) < 1, a
nonzero vector b, and a transition matrix P , the necessary and sufficient condition for
convergence of the Monte Carlo linear solver using the Ulam–von Neumann algorithm
is ρ (H∗) < 1, where H∗ is an N ×N matrix such that H∗ij = H2ij/Pij .
Proof. Since














Pr0r1Pr1r2 · · ·Prk−1rkTrk
×
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Hr0r1Hr1r2 · · ·Hrk−1rkbrk














r1r2 · · ·H2rk−1rkb2rk











where b∗ is a nonzero vector such that b∗i = b
2
i /Ti , and Ti is the termination prob-
ability at row i, in the Ulam–von Neumann algorithm. If the k random walks are











































Therefore, whether V ar (
∑∞






, which is bounded if and only if ρ (H∗) < 1. In conclusion, ρ (H∗) < 1
is the necessary and sufficient condition for convergence of the Monte Carlo linear
solver.
Denoting H+ as the N × N matrix with H+ij = |Hij | and H∗ as the N × N
matrix where H∗ij = H
2
ij/Pij given H and transition matrix P , Figure 4.1 summarizes
the relationship between matrix H and the convergence of the Monte Carlo linear
solver using the Ulam–von Neumann algorithm. According to Theorem 4.2, the key
to convergence of the Monte Carlo linear solver is finding a transition matrix P such
that ρ (H∗) < 1. Theorem 3.4 proves that such transition matrices always exist
and are easy to find when ‖H‖ < 1. In contrast, Theorem 3.7 indicates that such
transition matrices do not exist when ρ (H+) > 1. For matrices where ‖H‖ ≥ 1 and
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No transition matrices exist to achieve convergence
Transition matrices exist and trivial to find to achieve Monte Carlo convergence
Monte Carlo may converge, but transition matrices may be hard to find
Fig. 4.1. Summary of relationship between matrix H and convergence in Monte Carlo linear
solver using Ulam–von Neumann algorithm.
Variables: {Pij |i = 1 . . .N, j = 1 . . .N};
Domain: [0, 1];
Constraints: Pij ≥ 0;
∑
j Pij ≤ 1;Hij = 0 → Pij = 0; ρ (H∗) < 1.
Unfortunately, solving this constraint satisfaction problem can be at least as hard as
solving the original problem of x = Hx+ b.
5. Discussions.
5.1. Robustness. Generally, robustness in Monte Carlo methods requires that
the variance of X (γk) for H
kb is bounded as k → ∞ [11, 12]. Provided that the
necessary and sufficient condition in Theorem 4.2 is satisfied, the Monte Carlo linear
solver can automatically satisfy the robustness requirement. This is because the
guarantee of the variance of
∑
k X (γk) is bounded when k → ∞ and implies the
same for the variance of X (γk) for each k.
5.2. Balancing. Recent studies [12] in Monte Carlo methods for numerical lin-
ear algebra show that balancing the matrix H is important to the speed of Monte
Carlo convergence, because imbalance results in increased stochastic errors and thus
slower convergence. We thus use the necessary and sufficient condition in Theorem
4.2 as an analysis tool to study the behavior of the Monte Carlo linear solver for
unbalanced matrices under various transition matrices.
We start with a 100× 100 perfectly balanced matrix H where each element of H
is 1
101 and then add noise to each matrix entry by introducing random perturbations
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Fig. 5.1. Variation of ρ (H∗) values when different percentages of perturbation are imposed
to H and transition matrix P adopts uniform, original (suggested by Ulam and von Neumann), or
MAO schemes. ρ (H∗) > 1 suggests Monte Carlo divergence (Theorem 4.2).
nonbalanced matrices. The higher perturbation percentage results in a more unbal-
anced H . We consider the transition matrices P adopting one of three schemes:
(i) Uniform: Pij =
1
101 ;
(ii) Original (suggested by Ulam and von Neumann): Pij = |Hij |;
(iii) MAO [13]: Pij = |Hij | /
∑
j |Hij |.
We calculate the corresponding H∗ matrix and ρ (H∗) for each P and H at different
perturbation percentages, as shown in Figure 5.1. According to Theorem 4.2, ρ (H∗) <
1 is an indicator for convergence of the Monte Carlo linear solver. Clearly, the selection
of transition matrices P has a significant impact on Monte Carlo convergence. When
a uniform transition matrix P is employed, the Monte Carlo solver diverges when
as little as 20% disturbance is imposed. In contrast, the Monte Carlo solver can
tolerate significantly higher disturbance (>90%) when the transition matrix P with
the original or MAO scheme is adopted. Compared to the original transition scheme
suggested by Ulam and von Neumann, the MAO scheme is even more stable, because
it yields nearly optimal variance in Monte Carlo. (For further discussion of MAO and
optimal schemes see [11].) Moreover, balancing plays an important role for Monte
Carlo convergence. Even when the MAO scheme is used, higher disturbance on H
leads to larger variation of ρ (H∗). The larger value of ρ (H∗) not only increases the
number of iteration steps to convergence, as pointed out in [11], but also leads to
divergence in the Monte Carlo solver once the ρ (H∗) > 1.
5.3. Applicability. The original Ulam–von Neumann algorithm is not efficient
in practice [9]. Other techniques have been developed to improve the Monte Carlo al-
gorithm for estimating the solutions of a linear system. Wasow [2] modified the scheme
by designing another unbiased estimator, which has been shown to have smaller vari-
ance under special conditions. Halton [3] proposed a sequential Monte Carlo method
to accelerate the Monte Carlo process by taking advantage of iterative refinement to
transform the original linear system x = Hx+ b to a new system y = Hy + d, where
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control the convergence of the Monte Carlo algorithm for different unknown elements
with different relaxation parameters, which can increase the efficiency of the random
walk estimators. This iterative scheme is also used to approximately evaluate the ma-
trix inverse. Tan [5] studied the antithetic variates techniques for variance reduction
in Monte Carlo linear solvers. Srinivasan and Aggarwal [6] used nondiagonal splitting
to improve Monte Carlo linear solvers. Moreover, for applications with large linear
systems, Sabelfeld and Mozartova [7] designed a sparsified randomization algorithm
by using a sparse, random matrix G, which is an unbiased estimator of H , to re-
place the original matrix H during the sampling process. Furthermore, Mascagni and
Karaivanova [8] investigated the usage of quasi-random numbers in the Monte Carlo
solver. Nevertheless, the fundamental mechanism of these Monte Carlo solvers, i.e.,
constructing Markov chains based on random walks to estimate the underlying Neu-
mann series to evaluate solutions of the linear systems, remains the same. Therefore,
provided that the random walks are based on Markov chains and the estimation is for
the Neumann series, our analysis in this paper is applicable.
As shown in this paper, the limit of the Ulam–von Neumann algorithm lies in
constructing the transition matrix P , which either does not exist when ρ (H+) > 1 or
is difficult to find when ‖H‖ > 1. Considering a more general form of a linear system
Ax = b,
only when A is strictly diagonally dominant can the linear system be easily converted
to x = Hx + b satisfying ‖H‖ < 1. If the convergence condition of the Monte Carlo
linear solver can be extended to ρ (H) < 1, a much wider collection of matrices can
be solved by the Monte Carlo linear solver.
In our subsequent paper, we will present a new Monte Carlo algorithm where
the conditions of constructing the transition matrix P can be loosened and hence the
Monte Carlo linear solver based on this new algorithm can converge when ρ (H) < 1.
5.4. Advantages of Monte Carlo linear solvers. Usually, Monte Carlo linear
solvers are not as efficient as modern linear solvers in solving a general Ax = b prob-
lem. Therefore, compared to the modern deterministic linear solvers, Monte Carlo
linear solvers were not as widely used in practical applications in the past. However,
due to the recent emergence of the “big data” problem [15], which is characterized
by huge volume, rapid growth, and geometrically wide distribution, algorithms based
on Monte Carlo sampling [16, 17, 18, 19] have become effective for handling var-
ious operations for large matrices. At the same time, Monte Carlo linear solvers
have regained visibility. Compared to deterministic linear solvers, Monte Carlo linear
solvers have several uniquely attractive advantages in handling extremely big matri-
ces. First, Monte Carlo linear solvers are based on sampling, which does not need to
access all elements of the matrix A. This is particularly suitable for applications such
as large-scale sensor networks, where every element in the matrix A is available for
access, but getting the complete picture of the matrix A is costly or infeasible. This
is also helpful for handling incomplete or imperfect data. Second, random walks in
Monte Carlo linear solvers can be carried out independently in a distributed manner,
which is favorable for the large-scale parallel processing platforms of today as exem-
plified in grid and cloud computing [14] or general purpose graphics process units
[21]. Third, Monte Carlo linear solvers can quickly obtain low-accuracy approxima-
tions to solutions. These approximate solutions may directly satisfy the accuracy
requirements of big data applications or can be further refined to obtain highly ac-
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memory requirements, and the random walk algorithm is scalable with the size of the
matrices. Finally, for applications interested in only a few elements in the unknown
vector, using Monte Carlo linear solvers based on the Ulam–von Neumann algorithm
can eliminate unnecessary computations for other elements in the unknown vector.
6. Conclusions. We summarize our conclusions for the convergence of the Monte
Carlo linear solver using the Ulam–von Neumann algorithm as follows:
(i) The convergence of the Neumann series is not a sufficient condition for the
convergence of the Ulam–von Neumann algorithm.
(ii) The transition matrix P plays an important role. An improper selection of
the transition matrix may result in divergence even though the condition
‖H‖ < 1 holds.
(iii) If ‖H‖ < 1 is satisfied, there always exist certain transition matrices that
guarantee convergence of the Monte Carlo linear solver. These transition
matrices are easy to find.
(iv) The Monte Carlo linear solver may or may not converge if ‖H‖ < 1 and
ρ (H) < 1. If
∑N
j=1 |Hij | > 1 for every row i in H or, more generally,
ρ (H+) > 1, where H+ is the nonnegative matrix with H+ij = |Hij |, the
Monte Carlo linear solver cannot converge, regardless of how the transition
matrix P is selected.
(v) The necessary and sufficient condition for the Monte Carlo linear solver
to converge is ρ (H∗) < 1,where H∗ij = H
2
ij/Pij given H and a transition
matrix P .
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