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Abstract
For a graph G, let a(G) denote the maximum size of a subset of vertices that induces a
forest. We prove the following results.
1. Let G be a graph of order n, maximum degree ∆ > 0 and maximum clique size ω.
Then
a(G) ≥
6n
2∆+ ω + 2
.
This bound is sharp for cliques.
2. Let G = (V,E) be a triangle-free graph and let d(v) denote the degree of v ∈ V . Then
a(G) ≥
∑
v∈V
min
(
1,
3
d(v) + 2
)
.
As a corollary we have that a triangle-free graphG of order n, withm edges and average
degree d ≥ 2 satisfies
a(G) ≥
3n
d+ 2
.
This improves the lower bound n − m
4
of Alon-Mubayi-Thomas for graphs of average
degree greater than 4. Furthermore it improves the lower bound 20n−5m−5
19
of Shi-Xu
for (connected) graphs of average degree at least 9
2
.
1 Introduction
For a (simple, undirected) graph G = (V,E), we say that a set S ⊆ V is an acyclic set if the
induced subgraph G[S] is a forest. We let a(G) denote the maximum size of an acyclic set in G.
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In [AKS87] the following theorem was proven.
Theorem 1.1. Let G = (V,E) be a graph and let d(v) denote the degree of v ∈ V . Then
a(G) ≥
∑
v∈V
min
(
1,
2
d(v) + 1
)
.
Furthermore the following corollary of Theorem 1.1 is shown in [AKS87].
Corollary 1.2. Let G = (V,E) be a graph of order n and average degree d ≥ 2. Then
a(G) ≥
2n
d+ 1
.
In terms of maximum degree Corollary 1.2 implies the following.
Corollary 1.3. Let G = (V,E) be a graph of order n and maximum degree ∆. Then
a(G) ≥
2n
∆+ 1
.
A linear k-forest is a forest consisting of paths of length at most k (that is the path contains
k edges). We let ak(G) denote the maximum size of an induced linear k-forest in G. We note
that the following slight strengthening of Corollary 1.3 holds (See Appendix A).
Theorem 1.4. Let G = (V,E) be a graph of order n and maximum degree ∆. Then
a3(G) ≥
2n
∆+ 1
.
The following theorem was proven in [AMT01].
Theorem 1.5. If G is a triangle-free graph with n vertices and m edges, then a(G) ≥ n− m4 .
Furthermore in [SX17] the following is proven.
Theorem 1.6. If G is a connected triangle-free graph with n vertices and m edges, then a(G) ≥
20n−5m−5
19 .
We note that Theorem 1.6 has the following corollary (see Appendix C).
Corollary 1.7. Let G = (V,E) be a triangle-free graph of order n and average degree at most
4. Then a(G) ≥ 15n29 .
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In this article we will prove the following theorem on triangle-free graphs.
Theorem 1.8. Let G = (V,E) be a triangle-free graph and let d(v) denote the degree of v ∈ V .
Then
a(G) ≥
∑
v∈V
min
(
1,
3
d(v) + 2
)
.
Corollary 1.9. Let G = (V,E) be a triangle-free graph of order n and average degree d ≥ 2.
Then
a(G) ≥
3n
d+ 2
.
The bound in Corollary 1.9 improves upon the bound in Theorem 1.5 for graph of average
degree greater than 4. Furthermore the bound in Corollary 1.9 improves upon the bound in
Theorem 1.6 for graphs of average degree at least 92 . Notice that the bound in Theorem 1.6 holds
only for connected triangle-free graphs while the bound in Corollary 1.9 holds for all triangle-free
graphs (of average degree at least 2).
We note that for large average degrees better bounds exist. In [AKS80] it is proved that every
triangle-free graph on n vertices and average degree d has an independent set of size at least
Ω
(
n log d
d
)
(see also [She83]).
The study of the size of a maximum acyclic set in graphs containing no clique of size 4 was
first addressed in [AMT01]. In particular the following theorem was proven in [AMT01].
Theorem 1.10. If G a graph with n vertices and m edges, such that G contains no clique of
size 4 and G has maximum degree 3, then a(G) ≥ n− m4 −
1
4 .
We give general bounds on the size of a maximum acyclic set in terms of maximum degree
and maximum clique size. In particular we prove the following theorem.
Theorem 1.11. Let G be a graph of order n, maximum degree ∆ > 0 and maximum clique size
ω. Then
a(G) ≥
6n
2∆ + ω + 2
.
Notice that this bound is sharp for cliques. Furthermore the forest obtained in Theorem 1.11
is in fact linear in the case of ω ≥ 4.
The theorem above is an analogue of the following theorem on independent sets which is
proven in [Faj78].
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Theorem 1.12. Let G be a graph of order n, maximum degree ∆ and maximum clique size ω.
Let α(G) denote the size of the maximum independent set of G. Then
α(G) ≥
2n
∆+ ω + 1
.
We mention the following result which was proven in [Kos82] and [Rab13].
Theorem 1.13. The vertex set of any triangle-free graph G of maximum degree ∆ can be
partitioned into ⌈∆+23 ⌉ sets, each of which induces a disjoint union of paths in G.
This result is in a sense complementary to Corollary 1.9.
Another result related to this paper is Theorem 6.1 of [CR15] (first proven in [Bor76]). We state
only a special case of this theorem related to forests.
Theorem 1.14. Let G be a graph of maximum degree ∆ ≥ 4 containing no cliques of size ∆+1.
Then the vertex set of graph G can be partitioned into ⌈∆2 ⌉ sets, each of which induces a disjoint
union of paths in G.
2 Triangle-free graphs
In this section we will prove Theorem 1.8 and Corollary 1.9.
Define the potential function f(d) = min
(
1, 3
d+2
)
. We shall require two technical lemmas.
Lemma 2.1. Let ∆ ≥ 5 be an integer. Let 2 ≤ d ≤ ∆ and 0 ≤ q ≤ d be integers. Then
f(d− q)− f(d) ≥ q(f(∆− 1)− f(∆)).
Proof: If q < d the claim follows from the inequality f(d − 1) − f(d) ≤ f(d − 2) − f(d − 1)
which holds for all d ≥ 3 and the fact that
f(d− q)− f(d) = ((f(d− 1)− f(d)) + (f(d− 2) − f(d− 1)) + . . .+ (f(d− q)− f(d− q + 1))
If q = d then f(d− q) = 1 and we need to prove that
1− f(d) ≥ d(f(∆− 1)− f(∆)). (2.1)
Inequality 2.1 holds if and only if
1−
3
d+ 2
≥ d
(
3
∆ + 1
−
3
∆ + 2
)
. (2.2)
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As 2 ≤ d ≤ ∆ and f(d− 1)− f(d) ≤ f(d− 2)− f(d− 1) for d ≥ 3, Inequality 2.2 holds if
1−
3
d+ 2
≥ d
(
3
d+ 1
−
3
d+ 2
)
. (2.3)
And Inequality 2.3 holds if and only if
3d
d+ 1
≤ d− 1 (2.4)
This inequality holds for d ≥ 4. Hence we may assume that 2 ≤ d ≤ 3. As ∆ ≥ 5 we can verify
that
1−
3
d+ 2
≥ d
(
3
6
−
3
7
)
≥ d
(
3
∆ + 1
−
3
∆ + 2
)
. (2.5)
And thus Inequality 2.2 follows and we are done.
The following lemma is almost identical to Lemma 2.1, we give a proof for completeness.
Lemma 2.2. Let ∆ ≥ 5 be an integer. Let 2 ≤ d < ∆ and 0 ≤ q ≤ d be integers. Then
f(d− q)− f(d) ≥ q(f(∆− 2)− f(∆− 1)).
Proof: If q < d the claim follows immediately from the inequality f(d− 1)− f(d) ≤ f(d− 2)−
f(d− 1) which holds for all d ≥ 3.
If q = d then f(d− q) = 1 and we need to prove that
1− f(d) ≥ d(f(∆ − 2)− f(∆− 1)). (2.6)
Inequality 2.6 holds if and only if
1−
3
d+ 2
≥ d
(
3
∆
−
3
∆ + 1
)
. (2.7)
As 2 ≤ d ≤ ∆− 1 and f(d− 1)− f(d) ≤ f(d− 2)− f(d− 1) for d ≥ 3, Inequality 2.7 holds if
1−
3
d+ 2
≥ d
(
3
d+ 1
−
3
d+ 2
)
. (2.8)
And we have shown in Lemma 2.1 (Inequality 2.3) that Inequality 2.8 holds for d ≥ 4. Hence
we may assume that 2 ≤ d ≤ 3. As ∆ ≥ 5 we can verify that
1−
3
d+ 2
≥ d
(
3
5
−
3
6
)
≥ d
(
3
∆
−
3
∆+ 1
)
. (2.9)
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And thus Inequality 2.7 follows and we are done.
Proof of Theorem 1.8:
Let G = (V,E) be a triangle-free graph and let d(v) denote the degree of v ∈ V . We shall prove
that
a(G) ≥
∑
v∈V
min
(
1,
3
d(v) + 2
)
.
Let n be the number of vertices in graph G and m be the number of edges in graph G. Let
∆ be the maximum degree of graph G and δ the minimum degree of graph G. We shall prove
the theorem by induction on n. Clearly it holds for n = 1. Suppose that the vertices of G are
v1, . . . , vn and that the degree sequence of graph G is d1, . . . , dn. Let S =
∑n
i=1 f(di). We need
to prove that a(G) ≥ S.
First Assume that there is a vertex in G of degree at most 1.
Assume without loss of generality this vertex is v1, that is d1 ≤ 1. Define H to be the graph
formed from G by removing vertex v1 from G. Let d
′
1, . . . d
′
n−1 be the degree sequence of graph
H. Let T =
∑n−1
i=1 f(d
′
i). Notice that T ≥ S − 1. By the induction hypothesis a(H) ≥ T .
Furthermore we can add v1 to a maximum forest in H and the resulting set will be a forest in
G. Hence a(G) ≥ a(H) + 1 ≥ T + 1 ≥ S and we are done.
Henceforth we shall assume that all the vertices of G are of degree at least 2, that is δ ≥ 2.
Assume that ∆ ≤ 4. By Theorem 1.5 we have
a(G) ≥ n−
m
4
=
n∑
i=1
(
1−
di
8
)
.
As 2 ≤ di ≤ 4 for all i, we have that 1 −
di
8 ≥
3
di+2
for all i. And thus a(G) ≥ S and we are
done.
Henceforth we assume that ∆ ≥ 5 and δ ≥ 2.
We choose a vertex v in G such that the following conditions are satisfied.
(1) d(v) = ∆.
(2) Subject to (1), the number of neighbors of v of degree ∆ is maximized.
Assume w.l.o.g that vertex v chosen in the process above is v1. Let T be the set of indices of the
neighbors of v1 of degree ∆. Let t be the number of neighbors of v1 of degree ∆, that is t = |T |.
Define S1 to be the set of indices of the neighbors of v1 . Define S2 to be the set of indices of
the vertices which are at distance 2 from v1. We consider 3 cases.
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Case 1: t = 0.
Define H to be the graph formed from G by removing vertex v1. Let d
′
1, . . . d
′
n−1 be the degree
sequence of graph H. Let Q =
∑n−1
i=1 f(d
′
i). Now notice that
Q = S − f(d1) +
∑
i∈S1
(f(di − 1)− f(di))
≥ S −
3
∆ + 2
+∆
(
3
∆
−
3
∆+ 1
)
≥ S.
And we are done by applying the induction hypothesis to graph H.
Case 2: t = ∆.
Define T ′ ⊆ T to be the set of indices of arbitrary ∆− 1 neighbors of v1. For every i denote by
ni the number of neighbors of vertex vi with indices in T
′.
Define H to be the graph formed from G by removing the vertices with indices in T ′. Let
d′1, . . . d
′
n−∆+1 be the degree sequence of graph H. Let Q =
∑n−∆+1
i=1 f(d
′
i). Now notice that
Q = S + (1− f(∆))− (∆ − 1)f(∆) +
∑
i∈S2
(f(di − ni)− f(di)). (2.10)
Notice that in Equation 2.10, (1 − f(∆)) is the change of potential for vertex v1. And −(∆ −
1)f(∆) is the potential change from deleting the vertices with indices in T ′. Finally
∑
i∈S2
(f(di−
ni)− f(di)) is the potential change to vertices with indices in S2.
By Lemma 2.1 we have
f(di − ni)− f(di) ≥ ni(f(∆− 1)− f(∆)). (2.11)
And thus from Equations 2.10 and 2.11 we have
Q ≥ S + (1− f(∆))− (∆− 1)f(∆) +
∑
i∈S2
ni(f(∆− 1)− f(∆)). (2.12)
Now notice that since each vertex with an index in T ′ has ∆ − 1 neighbors with indices in S2
we have ∑
i∈S2
ni = (∆ − 1)
2. (2.13)
Hence from Equations 2.12 and 2.13 we have
Q ≥ S + (1− f(∆)− (∆− 1)f(∆) + (∆− 1)2(f(∆− 1)− f(∆))
= S +
(
1−
3
∆ + 2
)
− (∆− 1)
3
∆ + 2
+ (∆ − 1)2
(
3
∆ + 1
−
3
∆ + 2
)
= S +
(∆ − 1)(∆ − 5)
(∆ + 1)(∆ + 2)
≥ S ( as ∆ ≥ 5 )
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And we are done by applying the induction hypothesis to graph H.
Case 3: 0 < t < ∆.
For every i denote by ni the number of neighbors of vertex vi with indices in T .
Define H to be the graph formed from G by removing the vertices with indices in T . Let
d′1, . . . d
′
n−t be the degree sequence of graph H. Let Q =
∑n−t
i=1 f(d
′
i). Now notice that
Q = S + (f(∆− t)− f(∆))− tf(∆) +
∑
i∈S2
(f(di − ni)− f(di)). (2.14)
Notice that in Equation 2.14, (f(∆ − t) − f(∆)) is the change of potential for vertex v1. And
−tf(∆) is the potential change from deleting the vertices with indices in T .
Finally
∑
i∈S2
(f(di − ni)− f(di)) is the potential change to vertices with indices in S2.
Let A ⊆ S2 be the set of indices in S2 of vertices of degree ∆ in G. Let B ⊆ S2 bet set of indices
in S2 of vertices of degree at most ∆− 1 in G. Notice that S2 = A ∪B.
Hence we may rewrite Equation 2.14 as
Q = S + (f(∆− t)− f(∆))− tf(∆) +
∑
i∈A
(f(di − ni)− f(di)) +
∑
i∈B
(f(di − ni)− f(di)). (2.15)
By Lemma 2.1 we have that for all i ∈ A the following holds.
f(di − ni)− f(di) ≥ ni(f(∆− 1)− f(∆)). (2.16)
Furthermore by Lemma 2.2 we have that for all i ∈ B the following holds.
f(di − ni)− f(di) ≥ ni(f(∆− 2)− f(∆− 1)). (2.17)
Applying Inequalities 2.16 and 2.17 to Equation 2.15 we get
Q ≥ S+(f(∆−t)−f(∆))−tf(∆)+
∑
i∈A
ni(f(∆−1)−f(∆))+
∑
i∈B
ni(f(∆−2)−f(∆−1)). (2.18)
As each vertex with an index in T has at most t − 1 neighbors of degree ∆ besides v1 (this
follows from condition (2)) we have the following inequality.
∑
i∈A
ni ≤ t(t− 1). (2.19)
Now as ∑
i∈S2
ni = t(∆− 1). (2.20)
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We conclude that ∑
i∈B
ni ≥ t(∆− 1)− t(t− 1) = t(∆− t). (2.21)
Applying Inequalities 2.19 and 2.21 to Equation 2.18 we get
Q− S ≥ f(∆− t)− f(∆)− tf(∆) + t(t− 1)(f(∆− 1)− f(∆)) + t(∆ − t)(f(∆− 2)− f(∆− 1))
=
3
∆− t+ 2
−
3
∆ + 2
− t
3
∆ + 2
+ t(t− 1)
(
3
∆ + 1
−
3
∆ + 2
)
+ t(∆− t)
(
3
∆
−
3
∆ + 1
)
=
3t(∆2 − 2∆t+∆+ 2t2 − 4t)
∆(∆ + 1)(∆ + 2)(∆ − t+ 2)
=
3t[(∆ − t)2 + (t− 2)2 +∆− 4]
∆(∆ + 1)(∆ + 2)(∆ − t+ 2)
≥ 0 ( as ∆ ≥ 5 )
And we are done by applying the induction hypothesis to graph H.
Proof of Corollary 1.9:
Let G = (V,E) be a triangle-free graph of order n, with m edges and average degree d ≥ 2. We
shall prove that
a(G) ≥
3n
d+ 2
.
This proof is similar to the proof of Corollary 1.4 in [AKS87].
Recall that by Theorem 1.5 we have a(G) ≥ n−m/4 = n(1−d/8). Now notice that for 2 ≤ d ≤ 4
we have that n
(
1− d8
)
≥ 3n
d+2 . Hence a(G) ≥
3n
d+2 for 2 ≤ d ≤ 4. Henceforth we assume that
d > 4. By Theorem 1.8 we have that a(G) ≥ w, where w is the minimum possible value of the
expression
n∑
i=1
min
(
1,
3
qi + 2
)
(2.22)
subject to the constraints
n∑
i=1
qi = 2m and qi ≥ 0 are integers (2.23)
If there is an i such that qi = 0 then as d > 4 we have some j for which qj = r ≥ 5. Setting
qi = 2 and qj = r − 2, we get a new sequence which decreases the sum of 2.22 (as
1
4 >
3
r
− 3
r+2
for r ≥ 5) thus contradicting the minimality of w. Hence we may assume that for all 1 ≤ i ≤ n,
qi ≥ 1. We conclude that
a(G) ≥
n∑
i=1
3
qi + 2
≥
3n
d+ 2
9
where the last inequality follows from Jensen’s inequality.
3 Graphs without a clique of size 4
In this section we shall prove the following theorem.
Theorem 3.1. Let G = (V,E) be a graph of order n and maximum degree ∆ > 0, containing
no cliques of size 4. Then
a(G) ≥
6n
2∆ + 5
.
We shall start by proving the following lemma.
Lemma 3.2. Let ∆ > 0 and let G = (V,E) be a ∆-regular graph of order n, containing no
cliques of size 4. Then
a(G) ≥
6n
2∆ + 5
.
Proof: Given a set S of vertices of G, Let |S| denote the number of vertices in S, G[S] denote
the subgraph of G induced by the vertices of S, and e(S) denote the number of edges in G[S].
Given an induced subgraph T of G[S] we denote by ∆(T ) the maximum degree of T . We denote
by D(T ) the diameter of T (that is the greatest distance between any pair of vertices in T ).
Finally we denote by P (T ) the number of paths in T of length D(T ).
Choose an induced forest S in graph G such that the following conditions are satisfied.
(1) |S| is maximized.
(2) Subject to (1), e(S) is maximized.
(3) Subject to (2), the number of vertices of degree 1 in G[S] is maximized.
(4) Subject to (3), we maximize the following sum.
∑
T is a tree in G[S]
∆(T ).
(5) Subject to (4), we minimize the following sum.
∑
T is a tree in G[S]
P (T ).
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Let βi(S) denote the number of vertices in V \S with exactly i adjacent vertices in S. Notice
that
n− |S| =
|S|∑
i=0
βi(S). (3.1)
Given a vertex s ∈ S, let do(s) denote the number of vertices in V \S that are adjacent to s.
Notice that ∑
s∈S
do(s) =
|S|∑
i=0
iβi(S). (3.2)
Multiplying Equation 3.1 by 3 and subtracting Equation 3.2 we obtain the following.
3n− 3|S| −
∑
s∈S
do(s) =
|S|∑
i=0
(3− i)βi(S). (3.3)
By condition (1) we have β1(S) = β0(S) = 0. Thus from Equation 3.3 it follows that
3n− 3|S| −
∑
s∈S
do(s) = β2(S)−
|S|∑
i=4
(i− 3)βi(S). (3.4)
We conclude that
3n− 3|S| −
∑
s∈S
do(s) ≤ β2(S)−
|S|∑
i=4
βi(S) (3.5)
Notice that ∑
s∈S
do(s) ≤ ∆|S| −
∑
T is a tree in G[S]
2e(T ). (3.6)
Where e(T ) is the number of edges in tree T . Hence by Equations 3.5 and 3.6 we have
3n− 3|S| −∆|S| ≤ β2(S)−
∑
T is a tree in G[S]
2e(T ) −
|S|∑
i=4
βi(S). (3.7)
Hence if the following Inequality is satisfied (for ∆ > 0)
∑
T is a tree in G[S]
2e(T )− β2(S) +
|S|∑
i=4
βi(S) ≥
|S|
2
. (3.8)
Then we are done as from Inequalities 3.8 and 3.7 we have
3n− 3|S| −∆|S| ≤ −
|S|
2
.
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And thus
|S| ≥
6n
2∆ + 5
.
The rest of the section is devoted to the proof of Inequality 3.8.
Let Q be the set of vertices in V \S with at least 4 adjacent vertices in S. As |Q| =
∑|S|
i=4 βi(S)
we need to prove that ∑
T is a tree in G[S]
2e(T )− β2(S) + |Q| ≥
|S|
2
. (3.9)
Let S0 denote the set of vertices of degree 0 in G[S]. Let Bi denote the set of vertices of V \S
with exactly i adjacent vertices in S. Notice that by definition |Bi| = βi. Given a vertex s in S
we denote by dS(s) the degree of vertex s in G[S]. We shall need the following observations.
Observation 1: No vertex in B2 is adjacent to a vertex in S0.
Proof: If such vertex v ∈ B2 exists we can add it to S and get a contradiction to condition (1).
Observation 2: Any vertex s ∈ S is adjacent to at most two vertices in B2.
Proof: Assume by contradiction that vertex s is adjacent to vertices v1, v2, v3 in B2. As graph
G has no cliques of size 4 we may assume without loss of generality that vertices v1 and v2
are not adjacent. We remove vertex s from S and add vertices v1 and v2 to S, thus getting a
contradiction to condition (1).
Observation 3: Any tree T in G[S] has at most |T | adjacent vertices in B2.
Proof: Each vertex in B2 is either adjacent to two vertices in T or not adjacent to any vertex
in T , for otherwise we get a contradiction to condition (1). Hence Observation 3 follows from
Observation 2 by double counting (as there are at most 2|T | edges between T and B2 and each
vertex in B2 that is adjacent to a vertex in T must be adjacent to exactly two vertices in T ) .
Observation 4: Any tree T in G[S] for which |T | ≤ 7 has at most |T | − 1 adjacent vertices in
B2.
Proof: Given a tree T on at most 7 vertices, we know by Observation 3 that T has at most |T |
adjacent vertices in B2. We shall show that in fact T has at most |T | − 1 adjacent vertices in
B2. We shall do a case analysis on all non-isomorphic trees of at most 7 vertices. Due to the
length of the case analysis we shall prove this claim in Appendix B.
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Observation 5: If a vertex v ∈ B3 is adjacent to a vertex in S0 then the two other neighbors
of v in S, which we denote by s1 and s2, satisfy dS(s1) ≥ 2 and dS(s2) ≥ 2.
Proof: We prove by contradiction. Assume without loss of generality that dS(s1) ≤ 1. We
remove vertex s1 from S and add vertex v, thus getting a contradiction to condition (2).
Observation 6: A vertex v ∈ B3 can be adjacent to at most one vertex in S0.
Proof: Follows from Observation 5.
Let T1, . . . , Tt be the trees in G[S] such that each such tree has at least 2 vertices and at most 7
vertices. Let Tt+1, Tt+2, . . . , Tk be the trees in G[S] of at least 8 vertices. By Observation 3 and
Observation 4 (and the fact that tree Ti had |Ti| − 1 edges) we have
∑
T is a tree in G[S]
2e(T ) − β2(S) ≥
t∑
i=1
(|Ti| − 1) +
k∑
i=t+1
(|Ti| − 2)
= |S| − |S0| − t− 2(k − t).
(3.10)
As
∑t
i=1 |Ti| ≥ 2t we have
∑k
i=t+1 |Ti| ≤ |S| − |S0| − 2t, and thus
k − t ≤
|S| − |S0| − 2t
8
. (3.11)
Combining Equations 3.10 and 3.11 we get
∑
T is a tree in G[S]
2e(T )− β2(S) ≥
3|S| − 3|S0| − 2t
4
. (3.12)
As graph G is ∆-regular we have by Observation 1 and Observation 6 that the set S0 has at least
∆(|S0| − |Q|) adjacent vertices in B3. Hence by Observation 5 there are at least 2(|S0| − |Q|)
vertices of degree at least 2 in G[S]. Hence we have in G[S]
• |S0| vertices of degree 0.
• at least 2t vertices of degree 1 (leaves of trees).
• at least 2(|S0| − |Q|) vertices of degree at least 2.
We conclude that
|S0|+ 2t+ 2(|S0| − |Q|) ≤ |S|. (3.13)
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And hence
3|S0|+ 2t ≤ |S|+ 2|Q|. (3.14)
Combining Equation 3.12 and Equation 3.14 we get
∑
T is a tree in G[S]
2e(T ) − β2(S) + |Q| ≥
|S|+ |Q|
2
≥
|S|
2
. (3.15)
And thus we are done.
We shall prove now that Theorem 3.1 follows from Lemma 3.2.
Observe that, if G is a graph with maximum degree ∆ > 0, then we can create a ∆-regular graph
by taking copies H1,H2, . . . ,Hr of G and joining some pairs of vertices from different copies so
as to make the resulting graph G′ a ∆-regular graph. This can be done without creating cliques
of size 4 if sufficiently many copies of G are used. Applying Lemma 3.2 to graph G′ we get by
the pigeonhole principle that for some 1 ≤ i ≤ r we have a(Hi) ≥
6n
2∆+5 and thus we are done.
4 Graphs without a clique of size q ≥ 5
Recall that a linear k-forest is a forest consisting of paths of length at most k. We let ak(G)
denote the maximum size of an induced linear k-forest in G.
Theorem 4.1. Let G = (V,E) be a graph of order n and maximum degree ∆, containing no
cliques of size q ≥ 5. Then
a4(G) ≥
6n
2∆ + q + 1
.
Proof: Given a set S of vertices of G, Let |S| denote the number of vertices in S, G[S] denote
the subgraph of G induced by the vertices of S, and e(S) denote the number of edges in G[S].
Choose an induced linear 4-forest S in graph G such that the following conditions are satisfied.
(1) 3|S| − e(S) is maximized.
(2) Subject to (1), the number of vertices of degree 0 in G[S] is maximized.
Let βi(S) denote the number of vertices in V \S with exactly i adjacent vertices in S. Notice
that
n− |S| =
|S|∑
i=0
βi(S). (4.1)
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Given a vertex s ∈ S, let do(s) denote the number of vertices in V \S that are adjacent to s.
Notice that ∑
s∈S
do(s) =
|S|∑
i=0
iβi(S). (4.2)
Multiplying Equation 4.1 by 3 and subtracting Equation 4.2 we obtain the following.
3n− 3|S| −
∑
s∈S
do(s) =
|S|∑
i=0
(3− i)βi(S). (4.3)
By condition (1) we have β0(S) = 0. Now we shall prove that β1(S) = 0.
Assume by contradiction that there is a vertex v in V \S with exactly one adjacent vertex s in
S. If s is a vertex of degree at least 1 in G[S] then we remove vertex s from S and add vertex
v to S, thus getting a contradiction to condition (1). Hence s is a vertex of degree 0 in G[S].
Thus we can add v to S and get a contradiction to condition (1).
We have shown that β0(S) = 0 and β1(S) = 0. Thus from Equation 4.3 it follows that
3n− 3|S| −
∑
s∈S
do(s) ≤ β2(S) (4.4)
Given a path P we denote by l(P ) the length of the path (that is the number of edges in the
path). Notice that ∑
s∈S
do(s) ≤ ∆|S| −
∑
P is a path in G[S]
2l(P ) (4.5)
Hence it follows from Equations 4.5 and 4.4 that
3n− 3|S| −∆|S| ≤ β2(S)−
∑
P is a path in G[S]
2l(P ) (4.6)
Subtracting q−52 |S| from both sides we get
3n− 3|S| −∆|S| −
q − 5
2
|S| ≤ β2(S)−
q − 5
2
|S| −
∑
P is a path in G[S]
2l(P ) (4.7)
Thus redistributing q−52 |S| into the summation over the paths in G[S] we get
3n− 3|S| −∆|S| −
q − 5
2
|S| ≤ β2(S)−
∑
P is a path in G[S]
(
2l(P ) + (l(P ) + 1)
q − 5
2
)
(4.8)
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Hence if the following inequality is satisfied
β2(S) ≤
∑
P is a path in G[S]
(
2l(P ) + (l(P ) + 1)
q − 5
2
)
(4.9)
Then we are done as from Inequalities 4.8 and 4.9 we get
3n− 3|S| −∆|S| −
q − 5
2
|S| ≤ 0 (4.10)
And thus
|S| ≥
6n
2∆ + q + 1
The rest of the section is devoted to the proof of Inequality 4.9.
Let T be the set of vertices in V \S that have exactly 2 adjacent vertices in S. Notice that
|T | = β2(S). Given a vertex s in S we denote by dS(s) the degree of vertex s in G[S]. We shall
need the following observations.
Observation 1: If vertex v ∈ T is adjacent to a vertex s in S then dS(s) ≤ 1.
Proof: Let s1,s2 be the vertices adjacent to v in S. We consider three cases, getting a contra-
diction in each such case.
1. Assume that dS(s1) = dS(s2) = 2. If s1 and s2 are adjacent then we remove s1 from S
and add v to S, thus getting a contradiction to condition (1). Otherwise s1 and s2 are not
adjacent, hence we can remove s1,s2 from S and add v to S, thus getting a contradiction
to condition (1) once again.
2. Assume that dS(s1) ≤ 1 and dS(s2) = 2. If s1 and s2 are on the same path in S then we
remove s2 from S and add v to S, thus getting a contradiction to condition (1).
Hence we can assume that s1 is an endpoint of path P1 in S and s2 is a vertex belonging to
path P2 in S, such that P1 and P2 are different paths in G[S]. If path P1 is a path of length
at most 3 in S then we remove s2 from S and add v to S, thus getting a contradiction to
condition (1). Hence we may assume that path P1 is of length 4. Now we remove s1,s2
from S and add v to S, thus getting a contradiction to condition (2), and we are done.
3. Assume that dS(s2) ≤ 1 and dS(s1) = 2. This case is identical to the previous one by
symmetry.
We conclude that dS(s1) ≤ 1 and dS(s2) ≤ 1.
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Observation 2: If a vertex s ∈ S satisfies dS(s) = 1, then vertex s has at most q − 2 adjacent
vertices in T .
Proof: Let s ∈ S be a vertex which satisfies dS(s) = 1. It is sufficient to prove that if vertices
v1 ∈ T and v2 ∈ T are adjacent to s then vertices v1 and v2 are adjacent. This implies that
vertex s has at most q − 2 adjacent vertices in T , since graph G has no cliques of size q.
We assume by contradiction that there are vertices v1 ∈ T and v2 ∈ T which adjacent to s such
that v1 and v2 are not adjacent.
Let s1 ∈ S be the second vertex adjacent to v1 in S (the first one being s). Let s2 ∈ S be the
second vertex adjacent to v2 in S (the first one being s). If s1 = s2 (that is s1 and s2 are in fact
the same vertex) then we remove s1, s from S and add v1, v2 to S, thus getting a contradiction
to condition (1). Henceforth we assume that s1 and s2 and different vertices.
Notice that by Observation 1 we have dS(s1) ≤ 1 and dS(s2) ≤ 1. If s1 and s2 are on the same
path P in G[S], then this path must be of length at least 1 (as s1 and s2 are different vertices)
and furthermore s1 and s2 are the two endpoints of the path (by Observation 1). We remove
vertices s, s1 and add vertices v1, v2, thus getting a contradiction to condition (1).
Finally we assume that vertex s1 is in path P1 and vertex s2 is in path P2, where P1 and P2 are
different paths in G[S]. Once again by Observation 1 we have that vertex s1 is an endpoint of
path P1 and vertex s2 is an endpoint of path P2. First consider the case where s is an endpoint
of path P2 (that is s and s2 are the two endpoints of path P2). We have the following two cases.
1. Assume that path P1 is of length at most 3. We remove vertex s and add vertices v1, v2,
thus getting a contradiction to condition (1).
2. Assume that path P1 is of length 4. We remove vertices s, s1 and add vertices v1, v2, thus
getting a contradiction to condition (1).
The case of s being an endpoint of path P1 is handled in the same manner. Henceforth we may
assume that paths P1 and P2 do not contain vertex s. We consider the following four cases.
1. Assume that paths P1 and P2 are of length at most 3. We remove s from S and add v1, v2
to S, thus getting a contradiction to condition (1).
2. Assume that paths P1 and P2 are of length 4. We remove s, s1, s2 from S and add v1, v2
to S, thus getting a contradiction to condition (2).
3. Assume that path P1 is of length at most 3 and path P2 is of length 4. We remove s, s2
from S and add v1, v2 to S, thus getting a contradiction to condition (1).
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4. Assume that path P2 is of length at most 3 and path P1 is of length 4. We remove s, s1
from S and add v1, v2 to S, thus getting a contradiction to condition (1).
And thus Observation 2 follows.
Observation 3: For every vertex v ∈ T one of the following two statements holds.
1. Vertex v is adjacent to an endpoint of a path of length at least 3 in G[S].
2. There is a path P in G[S] of length 1 or 2, such that v is adjacent to both endpoints of P .
Proof: By Observation 1, vertex v is adjacent to two endpoints of a single path in G[S] or
vertex v is adjacent to endpoints of two different paths in G[S]. Assume that v is not adjacent
to an endpoint of a path of length at least 3 in G[S]. If there is a path P in G[S], such that v
is adjacent to the two (different) endpoints of P then we are done (as such path is of length 1
or 2).
Henceforth we may assume by contradiction that vertex v is adjacent to vertex s1 ∈ S which is
an endpoint of path P1 and that vertex v is adjacent to vertex s2 ∈ S which is an endpoint of
path P2 where P1 and P2 are two different paths in G[S]. We have three cases to consider in
the following order.
1. Assume that path P1 is of length 0 or path P2 is of length 0. We add vertex v to S thus
getting a contradiction to condition (1).
2. Assume that path P1 is of length 2 or path P2 is of length 2. Let P1 be a path of length 2
without loss of generality. Remove the vertex adjacent to s1 in G[S] and add v to S, thus
getting a contradiction to condition (2).
3. Assume that path P1 is of length 1 and path P2 is of length 1. We add vertex v to S, thus
getting a contradiction to condition (1).
And thus Observation 3 follows.
Observation 4: For any path P of length 1 in G[S], there are at most q−3 vertices in T which
are adjacent to both endpoints of P .
Proof: Assume by contradiction that given a path P of length 1 in G[S] there are at least q− 2
vertices in T which are adjacent to both endpoints of P . Let s1, s2 be the two endpoints of path
P . As graph G has no cliques of size q and there are at least q − 2 vertices in T adjacent to s1
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and s2, there must be two vertices v1, v2 ∈ T which are not adjacent such that v1 is adjacent to
s1 and s2, and v2 is adjacent to s1 and s2. We remove vertices s1, s2 from S and add vertices
v1, v2 to S, thus getting a contradiction to condition (1). And thus Observation 4 follows.
Now we are ready to prove Inequality 4.9. Recall that we need to prove the following.
β2(S) ≤
∑
P is a path in G[S]
(
2l(P ) + (l(P ) + 1)
q − 5
2
)
We will assign potential of 2l(P ) + (l(P ) + 1) q−52 to each path P in G[S]. That is the following
holds:
• A path of length at least 3 has a potential of at least 2q − 4.
• A path of length 2 has a potential of 3q−72 .
• A path of length 1 has a potential of q − 3.
Now we shall show how to redistribute this potential as to give to each vertex in T at least one
unit of potential.
Notice that by Observation 1 vertices in T can be adjacent only to endpoints of paths in G[S].
If path P is of length at least 3 then its potential is at least 2q − 4 = 2(q − 2) and furthermore
by Observation 2 there are at most 2(q − 2) vertices in T which are adjacent to an endpoint of
path P and thus we may give each such adjacent vertex in T a potential of 1.
By Observation 3 every vertex in T which is not adjacent to a path of length at least 3 is adjacent
to both endpoints of some path P in G[S], where P is of length 1 or 2.
By Observation 2, given a path P of length 2 in G[S], there are at most q− 2 vertices in T that
are adjacent to both endpoints of P . Hence each such path P can contribute a potential of at
least 3q−72(q−2) ≥ 1 to each of the vertices of T that are adjacent to both endpoints of P .
Finally by Observation 4, given a path P of length 1 in G[S], there are at most q− 3 vertices in
T that are adjacent to both endpoints of P . Hence each such path P can contribute a potential
of q−3
q−3 = 1 to each of the vertices of T that are adjacent to both endpoints of P . We showed
that each vertex in T gets a potential of at least 1 and the proof follows.
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5 Proof of Theorem 1.11
We shall prove the following theorem.
Let G be a graph of order n, maximum degree ∆ > 0 and maximum clique size ω. Then
a(G) ≥
6n
2∆ + ω + 2
.
We have 3 cases:
• If ω = 2 then the theorem follows from Corollary 1.9.
• If ω = 3 then the theorem follows from Theorem 3.1.
• If ω ≥ 4 then the theorem follows from Theorem 4.1.
And thus Theorem 1.11 is proven.
A Appendix A
Recall that a linear k-forest is a forest consisting of paths of length at most k, and that ak(G)
denote the maximum size of an induced linear k-forest in G. The following bound was first
proven in [HS86] (It is a straightforward corollary of [Lov66]).
Theorem A.1. Let G = (V,E) be a graph of order n and maximum degree ∆ where ∆ is odd.
Then
a1(G) ≥
2n
∆+ 1
.
We will prove the following theorem in this appendix.
Theorem A.2. Let G = (V,E) be a graph of order n and maximum degree ∆ > 0. Then
a3(G) ≥
2n
∆+ 1
.
We will start with the following lemma.
Lemma A.3. Let G = (V,E) be a ∆-regular graph of order n where ∆ > 0. Then
a3(G) ≥
2n
∆+ 1
.
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Proof: Given a set S of vertices of G, Let |S| denote the number of vertices in S, G[S] denote
the subgraph of G induced by the vertices of S, and e(S) denote the number of edges in G[S].
Choose an induced linear 3-forest S in graph G such that the following conditions are satisfied.
(1) |S| is maximized.
(2) Subject to (1), e(S) is minimized.
(3) Subject to (2), the number of vertices of degree 1 in G[S] is maximized.
Let βi(S) denote the number of vertices in V \S with exactly i adjacent vertices in S. Notice
that
n− |S| =
|S|∑
i=0
βi(S). (A.1)
Given a vertex s ∈ S, let do(s) denote the number of vertices in V \S that are adjacent to s.
Notice that ∑
s∈S
do(s) =
|S|∑
i=0
iβi(S). (A.2)
Multiplying Equation A.1 by 2 and subtracting Equation A.2 we obtain the following.
2n− 2|S| −
∑
s∈S
do(s) =
|S|∑
i=0
(2− i)βi(S). (A.3)
By condition (1) we have β0(S) = 0. Now we shall prove that β1(S) = 0.
Assume by contradiction that there is a vertex v in V \S with exactly one adjacent vertex s in
S. If s is a vertex of degree at least 1 in G[S] then we remove vertex s from S and add vertex
v to S, thus getting a contradiction to condition (2). Hence s is a vertex of degree 0 in G[S].
Thus we can add v to S and get a contradiction to condition (1).
We have shown that β0(S) = 0 and β1(S) = 0. Thus from equality A.3 it follows that
2n = 2|S|+
∑
s∈S
do(s)−
|S|∑
i=3
(i− 2)βi(S). (A.4)
Let S0 be the set of vertices of degree 0 in G[S] and set S1 = S\S0. As the degree of each vertex
of S1 in G[S] is positive we have the following inequality.
∑
s∈S
do(s) ≤ ∆|S| − |S1|. (A.5)
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Thus
2n ≤ 2|S|+∆|S| − |S1| −
|S|∑
i=3
(i− 2)βi(S). (A.6)
Now notice that it follows from A.6 that if
∑|S|
i=3(i − 2)βi(S) ≥ |S0| then |S| ≥
2n
∆+1 . Thus all
that remains is to show that (for ∆ > 0)
|S|∑
i=3
(i− 2)βi(S) ≥ |S0|. (A.7)
In fact we shall show
|S|∑
i=3
βi(S) ≥ |S0|. (A.8)
Notice that Inequality A.7 follows from A.8.
Let T be the set of vertices in V \S that have at least 3 adjacent vertices in S. Notice that
|T | =
∑|S|
i=3 βi(S). We shall need the following observation.
Observation I: if vertex v ∈ V \S is adjacent to a vertex in S0 then v ∈ T .
Proof: Notice that each vertex v ∈ V \S has at least two adjacent vertices in S as β0(S) = 0 and
β1(S) = 0. Assume by contradiction that there is a vertex v in V \S with exactly two adjacent
vertex s0 and s1 in S, such that vertex s0 is in S0. If s1 is a vertex of degree 2 in G[S] then we
remove vertex s1 from S and add vertex v to S, thus getting a contradiction to condition (2).
Hence s1 is an endpoint of some path P in S. If path P is of length at most 1 then we can add
vertex v to S and get a contradiction to condition (1). Thus path P is of length at least 2. Now
we remove vertex s1 from S and add vertex v to S, thus getting a contradiction to condition
(3). And thus observation I follows.
By the regularity of G and Observation I we have that each vertex s ∈ S0 has exactly ∆ adjacent
vertices in T . Hence as we have ∆|S0| edges between S0 and T , we conclude that |T | ≥ |S0| and
thus
∑|S|
i=3 βi(S) = |T | ≥ |S0| and we are done.
We shall prove now that Theorem A.2 follows from Lemma A.3.
Observe that, if G is a graph with maximum degree ∆ > 0, then we can create a ∆-regular
graph by taking copies H1,H2, . . . ,Hr of G and joining some pairs of vertices from different
copies so as to make the resulting graph G′ a ∆-regular graph. Applying Lemma A.3 to graph
G′ we get by the pigeonhole principle that for some 1 ≤ i ≤ r we have a3(Hi) ≥
2n
∆+1 and thus
we are done.
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B Appendix B
We shall prove in this appendix Observation 4 of Section 3. That is we shall prove that a tree T
in G[S] on at most 7 vertices has at most |T | − 1 adjacent vertices in B2. Recall that tree T can
have at most |T | adjacent vertices in B2 (Observation 3 in Section 3). Assume by contradiction
that tree T has of exactly |T | adjacent vertices in B2. Let A ⊆ B2 be the set of |T | vertices that
are adjacent to tree T . Recall that each vertex in B2 is either adjacent to two vertices in T or
not adjacent to any vertex in T , for otherwise we get a contradiction to condition (1) in Section
3. Now notice that each vertex in A has exactly two adjacent vertices in T and every vertex in
T has exactly two adjacent vertices in A (this follows from Observation 2 in Section 3).
Recall that we have chosen in Section 3 an induced forest S in graph G such that the following
conditions are satisfied.
(1) |S| is maximized.
(2) Subject to (1), e(S) is maximized.
(3) Subject to (2), the number of vertices of degree 1 in G[S] is maximized.
(4) Subject to (3), we maximize the following sum.
∑
T is a tree in G[S]
∆(T ).
(5) Subject to (4), we minimize the following sum.
∑
T is a tree in G[S]
P (T ).
Recall that e(S) denotes the number of edges in G[S]. Given an induced subgraph T of G[S]
we denote by ∆(T ) the maximum degree of T . We denote by D(T ) the diameter of T (that is
the great distance between any pair of vertices in T ). Finally we denote by P (T ) the number of
paths in T of length D(T ).
We shall need a few claims.
Claim 1: If vertices s1 and s2 in T are adjacent then there is at most one vertex v ∈ A such
that v is adjacent both to s1 and s2.
Proof: Assume that there are vertices v1, v2 in A that are adjacent to both vertices s1, s2 in T .
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Vertices v1 and v2 can not be adjacent as graph G has no cliques of size 4, hence we can add
vertices v1, v2 to S and remove vertex s1 from S, thus getting a contradiction to condition (1).
Claim 2: Let s be a vertex in T and let v1, v2 be the vertices adjacent to s in A. Let s1 be the
second neighbor of v1 in T and let s2 be second neighbor of v2 in T . Remove vertex s from tree
T and denote the resulting forest by T ′. Then vertices s1 and s2 belong to the same connected
component in T ′.
Proof: If vertices s1 and s2 belong to different connected components of T
′ then we can add
vertices v1, v2 to S and remove vertex s from S thus getting a contradiction to condition (1).
Claim 3: Let s be a vertex in T and let v1, v2 be the vertices adjacent to s in A. Let s1 be the
second neighbor of v1 in T and let s2 be second neighbor of v2 in T . Then vertex s can not be
adjacent to both vertices s1 and s2.
Proof: Assume by contradiction that s is adjacent to s1 and s2. By Claim 1 we have that
s1 6= s2, but then we get a contradiction to Claim 2 for vertex s.
Claim 4: Let s be a leaf vertex in T (that is dT (s) = 1). If vertex s is adjacent to a vertex s1
in T such that dT (s1) = 2 then for any vertex v ∈ A that is adjacent to s , the second neighbor
of v in T must be a leaf vertex too.
Proof: Let s2 be the second neighbor of v in the tree T (the first neighbor is s). if dT (s2) ≥ 2 and
s2 6= s1 then we can remove vertex s from S and add vertex v to S, thus getting a contradiction
to condition (3).
If s2 = s1 then by Claim 1 vertex v must be the only vertex in A that is adjacent both to s and
s2. Hence vertex s2 has an adjacent vertex v2 in A such that the second neighbor of v2 in T is
a vertex different from s, but that is a contradiction to Claim 2 (for vertex s2) and thus we are
done.
Now we shall do a case analysis on all non-isomorphic trees of at most 7 vertices.
Case 1: Tree T is an isolated vertex. We get a contradiction to condition (1)
Case 2: Tree T is a star (on any number of vertices).
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s3 s2
s1
s4
Let s1 be the center of the star. We get a contradiction to Claim 3 for vertex s1.
Case 4.1: Tree T is the following tree.
s1 s2 s3 s4
By Claim 4 there are vertices v1, v2 ∈ A that are adjacent to both vertices s1, s4 ∈ T . Hence we
get a contradiction to Claim 1 for vertices s2, s3.
Case 5.1: Tree T is the following tree.
s1 s2 s3 s4 s5
By Claim 4 there are vertices v1, v2 ∈ A that are adjacent to both vertices s1, s5 ∈ T . Hence we
get a contradiction to Claim 3 for the vertex s3.
Case 5.2: Tree T is the following tree.
s1 s2 s3 s4
s5
By Claim 4 there is no vertex in A that is adjacent to both s3 and s1. Hence we get a contra-
diction to Claim 3 for the vertex s3.
Case 6.1: Tree T is the following tree.
s1 s2 s3 s4 s5 s6
By Claim 4 there are vertices v1, v2 ∈ A that are adjacent to both vertices s1, s6 ∈ T . Since
G has no cliques of size 4 there are two non-adjacent vertices v3, v4 ∈ A\{v1, v2}. If there is a
vertex s in T that is adjacent to both v3 and v4 then we remove vertex s from S and add vertices
v3, v4 to S, thus getting a contradiction to condition (1). Assume w.l.o.g. that v3 is adjacent to
s4. Now we have the following cases.
1. If v3 is adjacent to s4, s5 then by Claim 1 there is a vertex u ∈ A that is adjacent to s4
and si for some 2 ≤ i ≤ 3. Hence we get a contradiction to Claim 2 for the vertex s4.
2. If v3 is adjacent to s4, s3 then v4 adjacent to s2, s5. We remove vertex s3 from S and add
vertices v3, v4 to S, thus getting a contradiction to condition (1).
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3. It v3 is adjacent to s2, s4 then v4 is adjacent to s3, s5. We remove vertex s3 from S and
add vertices v3, v4 to S, thus getting a contradiction to condition (1).
Case 6.2: Tree T is the following tree.
s1 s2 s3 s4 s5
s6
Let vertex v ∈ A be adjacent to vertex s1 ∈ T . By Claim 4 the second neighbor of v in T is
either s5 or s6. We remove vertex s1 from S and add vertex v to S, thus getting a contradiction
to condition (5).
Case 6.3: Tree T is the following tree.
s1 s2 s3 s4 s5
s6
Let vertex v ∈ A be adjacent to vertex s3 ∈ T . By Claim 4 the second neighbor of v in T can
not be s1 or s5. Hence we get a contradiction to Claim 3 for vertex s3.
Case 6.4: Tree T is the following tree.
s1 s2 s3 s4
s5
s6
Let vertex v ∈ A be adjacent to vertex s3 ∈ T . By Claim 4 the second neighbor of v in T can
not be s1. Hence we get a contradiction to Claim 3 for vertex s3.
Case 6.5: Tree T is the following tree.
s1 s2
s3
s4 s5
s6
Let vertex v ∈ A be adjacent to vertex s1 ∈ T . The second neighbor of v in T can not be s5.
As if v is adjacent to s5 we can remove s5 from S and add v to S, thus getting a contradiction
to condition (4). In the same manner we can show that the second neighbor of v in T can not
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be s6. Hence we get a contradiction to Claim 3 for vertex s1.
Case 7.1: Tree T is the following tree.
s1 s2 s3 s4 s5 s6 s7
By Claim 4 there are vertices v1, v2 ∈ A that are adjacent to both vertices s1, s7 ∈ T . Since
G has no cliques of size 4 there are two non-adjacent vertices v3, v4 ∈ A\{v1, v2}. If there is
a vertex s in T that is adjacent to both v3 and v4 then we remove vertex s from S and add
vertices v3, v4 to S, thus getting a contradiction to condition (1).
Notice that there is no vertex u ∈ A such that u is adjacent to s2, s3 since if u is adjacent to
s2, s3 then by Claim 1 there is a vertex u
′ ∈ A that is adjacent to s3 and si for some 4 ≤ i ≤ 6.
Hence we get a contradiction to Claim 2 for the vertex s3. By the same logic there is no vertex
u ∈ A such that u is adjacent to s5, s6
If one of the vertices v3, v4 is adjacent to s4 (assume w.l.o.g. that it is v3) then we may assume
by symmetry that one of the following cases occurs.
1. Vertex v3 is adjacent to vertices s3, s4. In this case we may assume that vertex v4 is
adjacent to vertices s2, s5 or vertex v4 is adjacent to vertices s2, s6. In both cases we
remove vertex s4 from S and add vertices v3, v4 to S, thus getting a contradiction to
condition (1).
2. Vertex v3 is adjacent to vertices s2, s4. In this case we may assume that vertex v4 is
adjacent to vertices s3, s5 or vertex v4 is adjacent to vertices s3, s6. In both cases we
remove vertex s4 from S and add vertices v3, v4 to S, thus getting a contradiction to
condition (1).
Hence we may assume that vertices v3, v4 are not adjacent to vertex s4. Thus we may assume
that one of the two following cases occurs.
• Vertex v3 is adjacent to vertices s2, s5 and vertex v4 is adjacent to vertices s3, s6.
• Vertex v3 is adjacent to vertices s2, s6 and vertex v4 is adjacent to vertices s3, s5.
In both cases we remove vertex s3 from S and add vertex v3, v4 to S, thus getting a contradiction
to condition (1).
Case 7.2: Tree T is the following tree.
s1 s2 s3 s4 s5 s6
s7
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Let vertex v ∈ A be adjacent to vertex s1 ∈ T . By Claim 4 the second neighbor of v in T is
either s6 or s7. We remove vertex s1 from S and add vertex v to S, thus getting a contradiction
to condition (5).
Case 7.3: Tree T is the following tree.
s1 s2 s3 s4 s5 s6
s7
By Claim 4 one of the following two subcases occurs.
• Subcase 1: there are vertices v1, v2 ∈ A that are adjacent to both vertices s1, s6 ∈ T .
• Subcase 2: there are vertices v1, v2, v3 ∈ A such that vertex v1 is adjacent to s1, s6, vertex
v2 is adjacent to s6, s7 and vertex v3 is adjacent to s1, s7.
The analysis of the Subcase 2 is identical to the analysis of Case 6.1 (since the vertices of
A\{v1, v2, v3} are adjacent to the vertices of a path of length 3 in T in that case). Hence we
may assume that Subcase 1 occurs, that is there are vertices v1, v2 ∈ A that are adjacent to
both vertices s1, s6 ∈ T . Since G has no cliques of size 4 there are two non-adjacent vertices
v3, v4 ∈ A\{v1, v2}. If there is a vertex s in T that is adjacent to both v3 and v4 then we remove
vertex s from S and add vertices v3, v4 to S, thus getting a contradiction to condition (1).
Notice that there is no vertex u ∈ A such that u is adjacent to s2, s3 since if u is adjacent to
s2, s3 then by Claim 1 there is a vertex u
′ ∈ A that is adjacent to s3 and si for some i ≥ 4.
Hence we get a contradiction to Claim 2 for the vertex s3.
If one of the vertices v3, v4 is adjacent to s4 then we remove vertex s4 from S and add vertices
v3, v4 to S, thus getting a contradiction to condition (1). Otherwise we may assume that vertex
v3 is adjacent to vertices s2, s7 and vertex v4 is adjacent to vertices s3, s5. We remove vertex s3
from S and add vertices v3, v4 to S, thus getting a contradiction to condition (1).
Case 7.4: Tree T is the following tree.
s1 s2 s3 s4 s5
s6
s7
Let vertex v ∈ A be adjacent to vertex s3 ∈ T . By Claim 4 the second neighbor of v in T can
not be s1 or s5 or s7. Hence we get a contradiction to Claim 3 for vertex s3.
Case 7.5: Tree T is the following tree.
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s1 s2
s3
s4 s5
s6 s7
Let vertex v ∈ A be adjacent to vertex s2 ∈ T . By Claim 4 the second neighbor of v in T can
not be s7. Furthermore the second neighbor of v in T can not be s3. As if v is adjacent to s3
we can remove s3 from S and add v to S, thus getting a contradiction to condition (4). In the
same manner we can show that the second neighbor of v in T can not be s4. Hence we get a
contradiction to Claim 3 for vertex s2.
Case 7.6: Tree T is the following tree.
s1 s2
s7
s4 s5
s6
s3
Let vertex v ∈ A be adjacent to vertex s2 ∈ T . We claim that the second neighbor of v in T
can not be s4, s5, s6 or s7. Assume by contradiction that vertex v is adjacent to vertex s4. We
remove vertex s4 from S and add vertex v to S, thus getting a contradiction to condition (5).
By symmetry the same argument holds for vertices s5, s6, s7. Now as vertex v is not adjacent
to s4, s5, s6 or s7. we get a contradiction to Claim 3 for vertex s2.
Case 7.7: Tree T is the following tree.
s1 s2 s3 s4 s5
s6
s7
Let vertex v ∈ A be adjacent to vertex s1 ∈ T . By Claim 4 the second neighbor of v in T must
be s5,s6 or s7. Assume w.l.o.g that vertex v is adjacent to vertex s5. We remove vertex s1 from
S and add vertex v to S, thus getting a contradiction to condition (5).
Case 7.8: Tree T is the following tree.
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s1 s2 s3 s4 s5
s6
s7
Let vertex v ∈ A be adjacent to vertex s3 ∈ T . By Claim 4 the second neighbor of v in T can
not be s1 or s5. Hence we get a contradiction to Claim 3 for vertex s3.
Case 7.9: Tree T is the following tree.
s7s1 s2
s3
s4 s5
s6
Let vertex v ∈ A be adjacent to vertex s2 ∈ T . We claim that the second neighbor of v can
not be s3 or s4. Assume that v is adjacent to s3. We can remove s3 from S and add v to S,
thus getting a contradiction to condition (4). In the same manner we can show that the second
neighbor of v in T can not be s4. Hence we get a contradiction to Claim 3 for vertex s2.
Case 7.10: Tree T is the following tree.
s1 s2 s3
s4
s7s5
s6
Let vertex v ∈ A be adjacent to vertex s3 ∈ T . By Claim 4 the second neighbor of v can not be
s1. Hence we get a contradiction to Claim 3 for vertex s3.
C Appendix C
It was shown in [AMT01] that for any graph G of maximum degree 4 we have a(G) ≥ n2 . In this
section we will improve this bound slightly by proving the following theorem.
Theorem C.1. Let G = (V,E) be a triangle-free graph of order n and average degree at most
4. Then a(G) ≥ 15n29 .
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We note that Example 2.2 in [AMT01] shows a 4-regular graph G on n = 14 vertices for
which a(G) = 4n7 .
First we shall prove the following lemma.
Lemma C.2. Let G = (V,E) be a triangle-free graph of order n and average degree at most 4.
Then a(G) ≥ n+12
Proof: Assume w.l.o.g that graph G is connected. By Theorem 1.6 we have
a(G) ≥
10n − 5
19
. (C.1)
Hence for n > 10 we have a(G) ≥ 10n−519 >
n
2 . The remaining case is when n ≤ 10. If graph G
contains a vertex of degree at least 5 then we are done as this vertex and 5 of its neighbors are
a tree of size 6 (as G is triangle-free). Hence we may assume that G is of maximum degree 4.
Now if graph G is not 4-regular then a(G) > n2 by Theorem 1.5. Thus we may assume that G
is a 4-regular graph on at most 10 vertices.
If n ≤ 9 then we pick an arbitrary vertex v in G and its four neighbors thus getting a tree on 5
vertices (as G is triangle-free) and we are done.
The remaining case is when G is a triangle-freen, 4-regular graph on exactly 10 vertices. We
will assume that a(G) ≤ 5 and get a contradiction.
Let v1 ∈ G be an arbitrary vertex and let A = {v2, v3, v4, v5} be the set of neighbors of v1 in
G. Let B = A ∪ {v1}. Notice that as graph G is triangle-free, set B induces a tree in G. Let
C = V \B. Since |B| = 5 each vertex in C must have at least 2 neighbors in A (otherwise we
will get a forest on 6 vertices in G). Hence there must be at least 3 vertices v6, v7, v8 in C each
with exactly 2 neighbors in A for there are 12 edges between the sets A and C. This means
that at least two vertices from vertices v6, v7, v8 are adjacent to the same vertex in A. Assume
w.l.o.g that vertices v6, v7 are adjacent to vertex v2. As graph G is triangle-free vertices v6 and
v7 are not adjacent. Hence the set (B ∪ {v6, v7})\{v2} induces a forest of size 6 in G. We got a
contradiction and thus we are done.
Proof of Theorem C.1:
Let G′ be a connected component of G on n′ vertices. By Lemma C.2 and Equation C.1 we
have
a(G′) ≥ max
(
n′ + 1
2
,
10n′ − 5
19
)
(C.2)
Now notice the following.
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• For n′ ≤ 29 we have 15n
′
29 ≤
n′+1
2
• For n′ ≥ 29 we have 15n
′
29 ≤
10n′−5
19
We conclude by the observation above and Inequality C.2 that
a(G′) ≥
15n′
29
and as this holds for any connected component G′ of G the theorem follows.
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