A stochastic algorithm for bound-constrained global optimization is described. The method can be applied to objective functions that are nonsmooth or even discontinuous. The algorithm forms a partition on the search region using classification and regression trees (CART), which defines a region where the objective function is relatively low. Further points are drawn directly from the low region before a new partition is formed. Alternating between partition and sampling phases provides an effective method for nonsmooth global optimization. The sequence of iterates generated by the algorithm is shown to converge to an essential global minimizer with probability one under mild conditions. Nonprobabilistic results are also given when random sampling is replaced with points taken from the Halton sequence. Numerical results are presented for both smooth and nonsmooth problems and show that the method is effective and competitive in practice.
Introduction
The bound-constrained global optimization problem is of the form min f (x) subject to x ∈ Ω, (1.1) where the search region Ω is defined by an n-dimensional box of the form Ω = {x ∈ R n : l i ≤ x i ≤ u i for all i = 1, . . . , n}.
The objective function f maps Ω into R ∪ {+∞} and is assumed to be lower semicontinuous. The inclusion of {+∞} means that the objective can be assigned the method repeats until stopping conditions are satisfied. A new version of CRS uses a weighted centroid and weighted reflection, and forms a quadratic approximation using the 2n + 1 points with the best f values under certain conditions [5] . Although effective in practice, both CRS algorithms have no formal convergence theory. Accelerated random search (ARS) [3] randomly samples a finite sequence of contracting subregions (initially Ω) centred on the best iterate. If a point with a lower f value is found, or the sequence is exhausted, the search returns to Ω. This counterintuitive approach allows the algorithm to focus its search in the neighbourhood of its best point and can produce high-accuracy approximate solutions.
Another technique that is used to increase the efficiency of PRS is to partition Ω into a collection of subregions. The sample intensity can then be varied over Ω by selecting more points from subregions of the partition where f is presumed or known to be low (see, for example, stratified random search [9] ).
An adaptive partitioning strategy can also be employed so that the partition is formed iteratively. The interested reader is referred to Zabinsky's book [24] for a full review on adaptive methods. Tilecutter [17] is in the spirit of the deterministic algorithm DIRECT [14] and forms a sequence of nested subregions called tiles. At each iteration, certain tiles are cut into smaller tiles and points are randomly drawn from the new tiles. The method continues cutting and sampling tiles until stopping conditions are satisfied.
In this paper, a random search method which produces a sequence of non-nested partitions is proposed. Each partition is used to iteratively update the sample intensity over Ω so that more points are selected from where f is presumed to be low. We begin by introducing the partitioning strategy that is used in our algorithm, called global CARTopt. The algorithm is described in Section 3, and particular steps are described in detail in Sections 4 and 5. A parallel implementation of the global CARTopt algorithm is given in Section 6. A global convergence proof for the algorithm is given in Section 7. Numerical results on a selection of bound-constrained global optimization problems are presented in Section 8, and Section 9 concludes the paper.
The partitions
To illustrate the advantages of forming a partition in a random search algorithm, consider minimizing an objective function f over Ω using the following two approaches:
(i) applying PRS on Ω using N points; and (ii) partitioning Ω into N subregions A i of equal positive Lebesgue measure and drawing one point randomly from each, where 1 ≤ i ≤ N.
Let F(y) and F i (y) be the cumulative distribution functions of objective function values induced from uniform sampling over Ω and each A i , respectively, so that
Let Y be a random variable for the best function value obtained out of N draws over Ω. Then for approaches (i) and (ii), after N draws we have
Noting that 1 − F i (y) is nonnegative for all i, the inequality of the arithmetic and geometric means,
can be applied to (2.1) and (2.2), giving
Therefore, the probability of generating a lower f value using approach (ii) is greater than or equal to that using PRS. Hence, simply by partitioning Ω into a set of equally sized subregions and drawing a sample from each, we would expect to obtain a lower f value. Rather than having a fixed partition as in this example, we propose a partitioning strategy that uses observed function values to form the partition.
The CART partition
In this paper we use classification and regression trees (CART) [6] to partition Ω. Of particular interest is a partition that divides Ω into sets where the objective function is relatively low and high. To construct a CART partition of this form, a training data set T consisting of points with observed low and high function values is required. In this section we assume that there exists a set T of distinct points distributed over Ω with observed function values. The set of points is classified into two mutually exclusive and exhaustive groups as follows.
Definition 2.1 (Low points). The 0 < φ < |T | elements of T with the least function values are classified as low points and form the set ω L .
Definition 2.2 (High points)
. The set of points T \ ω L are classified as high points and form the set ω H .
Using the high and low points, a CART partition on Ω can be formed. The CART partitioning algorithm begins by dividing Ω into two hyper-rectangular subregions A 1 and A 2 such that A 1 ∪ A 2 = Ω and A To find the boundary that separates A 1 and A 2 , a series of hyperplane splits of the form
are considered, where x j denotes the jth coordinate of x and the splitting hyperplane is orthogonal to the jth coordinate axis. The method exhaustively searches over each coordinate to find the hyperplane split that maximizes the change in impurity [6] , that is, the split that makes A 1 (or A 2 ) contain mostly points from ω L or ω H . For the next iteration, A 1 is divided further by considering splits of the form (2.3) using the points in T ∩ A 1 . The method continues splitting until each subregion contains points from ω L or ω H , but not from both. The CART partition on Ω is a collection of nonempty hyper-rectangular subregions A i aligned with the coordinate axes. The subsets where the objective function is presumed to be low and high can now be defined. Definition 2.3 (Low region). The low region of the CART partition is the union of all the subregions A i that contain an element from ω L , namely Our primary goal is to define the low region so that the sample intensity can be increased where the objective is presumed to be low. Therefore, rather than setting the high region as the union of all the high subregions, Ω is set as a single high region. This simplification does not affect the convergence properties of our method, is computationally cheaper, and dramatically simplifies the algorithm.
The hyper-rectangular partition structure is aligned with the coordinate axes. To remove this restrictive alignment, T can be reflected using a Householder matrix so that the partition structure does not have to be aligned with the original coordinate system. The authors found that reflecting T with respect to the principal axis of the cloud of points in ω L performed well [20, 21] .
The training data set is reflected so that the x 1 -axis is set parallel to the principal axis of the cloud of points in ω L . Using ω (i) L to denote the ith point in ω L , expressed as a row vector, the scatter matrix is defined by
whereω L is the sample mean of the points in ω L . The dominant eigenvector d of the scatter matrix M is the direction vector for the principal axis of points in ω L . Premultiplying each point in T with the Householder matrix [6] where
gives the desired reflection.
To ensure that the reflected points are elements of [−1, 1] n , each point is multiplied by the scalar 1/ϕ, defined as follows. The Householder matrix H reflects points in the hyperplane given by (2.4) and preserves the length of vectors, Hx 2 = x 2 . Therefore, Hx is maximized at point(s) that maximize x . This occurs at the vertices of Ω, given by the set
Therefore, the maximum coordinate value that Hx can take for all x ∈ Ω is given by
The scalar ϕ takes values 1 ≤ ϕ ≤ √ n and gives the minimal scaling such that
n for all x ∈ Ω. The notationΩ = {(1/ϕ)Hx : x ∈ Ω} is used to denote the transformed search region, andĀ i denotes a low subregion inΩ. A CART partition performed onΩ defines a collection of hyper-rectangular subregions that partitionΩ. It is possible that someĀ i may have subsets that are not in Ω. The feasible subset of each low subregion inΩ defines the low subregion in Ω,
To reflect a point x ∈Ω back to Ω, the reflection ϕHx is made.
The algorithm
The global CARTopt algorithm is a random search method that alternates between partition and sampling phases. The basic structure of the algorithm is given in Algorithm 3.1, and each step is described below. Here a denotes the ceiling function, defined by a = min{b ∈ Z : b ≥ a}. (5) Update T . Let x k+1 be the best known point. If a restart is used, set T k+1 ⊂ T k ∪ X k such that x k+1 ∈ T k+1 ; otherwise set T k+1 = T k ∪ X k . If |T k+1 | > T max , the |T k+1 | − T max points with largest f values are discarded. If stopping conditions are not met, increment k and go to Step 2.
At
Step 1, the user chooses a batch size N ≥ 2, an upper bound T max and a parameter σ. The upper bound T max is the maximum number of points that are retained in T to form the CART partition. The parameter σ specifies the number of points to be selected from a uniform distribution over Ω (high region). A large σ value focuses the search effort globally and a small value increases the search intensity in the low region. To complete Step 1, an initial batch of 2N points are selected from Ω and f is evaluated at each point. The best point x 1 is set as the point with the best f value.
At
Step 2, the batch of points are classified into the sets ω L and ω H using Definitions 2.1 and 2.2, respectively. The value φ = 0.8N is chosen here although other choices are possible. Choosing φ = 0.8N keeps the size of ω L fixed for all iterations. As more points are added to T in Step 5, ω L tends to cluster. This allows successive partitions to focus down in promising subregions.
A CART partition on the transformed search regionΩ is then formed at Step 3 using the reflected training data set. The CART partition is used to vary the sample intensity over Ω by selecting a batch of points from subregions of the partition onΩ. The newly generated points are then reflected back to points in Ω. The sampling phase at Step 4 is described in detail in Section 4.
The training data set is updated at
Step 5 using the newly generated points. Because the algorithm is stochastic, it is possible to restart the algorithm from time to time. The restart feature is discussed in detail in Section 5. Discarding points with the largest f values ensures that |T | remains bounded. It is necessary that |T | remains bounded for all k to establish convergence to a global minimizer of f . If stopping conditions are not met, the training data is reclassified at Step 2 and the method repeats.
The sampling phase
At each pass of the main loop, a batch of N points is drawn from Ω. Rather than drawing all N points from the low region, a fraction
of points are drawn from Ω (high region). Drawing points from each region provides a way to vary the sample intensity over Ω. Choosing σ < 0.5, for example, concentrates search effort where f is presumed to be low. The bounds given by (4.1) ensure that at least one point is drawn from the low region ( σN ≤ N − 1) and at least one from the high region ( σN ≥ 1) at each iteration. Drawing σN points from the high region, Ω, is straightforward. The high region is sampled to ensure that the global minimum is not missed and is necessary to establish convergence.
To draw points uniformly from the low region in Ω, the following method is used. Consider drawing a point uniformly from the low region inΩ with the following structure:Ā 1 ∪Ā 2 ∪ · · · ∪Ā j , where eachĀ i is a low subregion inΩ. Firstly, anĀ i is selected using a simple discrete inverse transform method [15] and then a point is drawn uniformly fromĀ i . A particularĀ i is selected by choosing i using
where U ∈ [0, 1] is a random variable and F is the cumulative distribution function given by
where m(·) denotes the Lebesgue measure. A point x is then drawn from a uniform distribution over the hyper-rectangular low subregionĀ i . Because the CART partition is onΩ, it is possible that the newly generated x may not be an element of Ω. If
the point is rejected (x Ω) and the method repeats. This acceptance/rejection sampling method is an effective technique to use here because m({Ā i \ Ω}) tends to be small, if it exists at all. Furthermore, the method generates the required number of points almost surely (see Proposition 4.1).
Once N − σN points have been accepted, the points are reflected back to Ω to give the sample over the low region in Ω. The N − σN reflected points and the σN points drawn uniformly from Ω complete the batch of N points. Proposition 4.1. The sampling method described above generates N points in the low region of Ω with probability 1.
Proof. If the low region inΩ is a subset of Ω, each point drawn is feasible and the result follows.
Otherwise, m({Ā 1 ∪Ā 2 ∪ · · · ∪Ā j } \ Ω) > 0 and acceptance/rejection sampling is required to reject infeasible points. Generating a feasible point is a Bernoulli trial-a feasible point is either generated or not-and the probability of success is given by
where j is the number of low subregions. For any x ∈ ω L and < 2, m(
is an open ball of radius > 0. In most cases, B(x, ) ⊂ Ω for small . Hence P is nonzero for all iterations.
Noting that repeated trials are independent with constant probability of success P, the number of points generated in the low region after k trials is a binomial random variable. The probability that at least N feasible points are drawn after k > N trials is Pr(number of feasible points
The proposed sampling method draws points indefinitely until N are obtained. Therefore, considering the limit of each term of the summation in (4.2) as k tends to infinity,
allows the limit of (4.2) to be calculated. Noting that 0 < P ≤ 1 for all k, in the limit as k tends to infinity (1 − P) k−q approaches zero. Hence, each term of the summation in (4.2) approaches zero in the limit as k tends to infinity and N points are drawn from the low region in Ω almost surely.
In practice, the global CARTopt algorithm does generate N points in reasonable time because random number generators satisfy various dispersion conditions. To ensure that N points are drawn, one could, for example, divide the low region into N subregions of equal measure and draw one sample from each. If N feasible points are not obtained, continue dividing the low region into a set of nested subregions and draw one sample from each until N points are obtained. This would ensure that N points are drawn. The following assumption can be made to ensure that the required number of low points are drawn from the low region in finite time.
Assumption 4.2. Let N − σN points be drawn from the low region using a finite number of rejections.
The Halton sequence
Setting Ω as the high region, rather than the collection of high subregions defined by CART, makes computational sense. Furthermore, it allows the algorithm to search Ω using efficient quasi-random sequences. The Halton sequence [10] is of particular interest here because it is known to quickly distribute points evenly over [0, 1] n in low dimensions. Exploring Ω using these evenly distributed points reduces the risk of CARTopt becoming trapped at a local minimizer. The Halton sequence also allows us to develop a nonprobabilistic convergence proof, which makes use of the following proposition. Proof. A simple proof is given by Abramson et al. [1] and a detailed proof is given by Halton [10] .
The Halton sequence gives the algorithm deterministic and stochastic layers. The stochastic layer directs the search where f is presumed to be low based on the CART partition, and the deterministic layer searches Ω in a highly uniform manner to reduce the risk of missing the global minimizer.
Restarts
The Global CARTopt algorithm is stochastic and so restarting the algorithm from time to time can produce different results. Restarting can increase the computational efficiency of the method and reduce the risk of becoming trapped at a local solution. Requiring x k ∈ T k+1 ensures that the sequence { f (x k )} is monotonically decreasing. The restart feature does not affect the convergence properties of the algorithm (see Theorem 7.6) and is not required to establish global convergence.
A simple restarting method is to set T k+1 = x k when T max is reached or if user conditions are met. This essentially clears the training data set and allows a new sequence of partitions to be formed. However, given that the training data set contains useful information about f , it can be reused. If the sample points with the least f values are reused, the resulting partitions tend to direct the search back to areas previously explored. Reusing points that were drawn from the high region (Ω) gives an unbiased indication of where f is low and potentially directs the search to new areas.
There are many possible heuristics that could be used to restart the algorithm and two are considered in this paper. First, the algorithm restarts if there is a subregion A i at iteration k such that A i 1 ≤ τ. The notation A i 1 is used for the 1-norm of subregion A i 's main diagonal (the diagonal that passes through the centre of A i ). Initially τ = 10 −6 is used, and is then replaced by τ ← τ 3/2 after each restart. Decreasing τ after each restart allows the algorithm to refine its current iterate, producing high accuracy approximate solutions.
Second, the algorithm restarts if there is a subregion A i at iteration k such that A i −∞ ≤ 10 −16 , where A i −∞ is the smallest (absolute) vector component of subregion A i 's main diagonal. This restarts the algorithm if a particular subregion has become numerically degenerate in at least one dimension.
Parallel implementation
It is possible to implement various processes of the global CARTopt algorithm in parallel. Two processes that could benefit from parallelization are forming the CART partition and evaluating the objective function.
It is not necessary to evaluate the objective function sequentially in Step 1 or 5 of the global CARTopt algorithm. Rather, the function values at a batch of points need to be calculated. Therefore, if the objective function is computationally expensive to calculate, each evaluation can be performed in parallel.
The CART partition described in Section 2.1 can be parallelized in several ways. A detailed analysis of parallel CART formulations is beyond the scope of the current paper, but the interested reader is referred to the work of Srivastava et al. [22] and Yıldız and Dikmen [23] for further details. In this section we mention two simple forms of parallelization. Feature-based parallelization [23] searches for the best hyperplane split (see (2.3)) in subregion A i on n slave processors. Each slave processor searches for the best split in one of the n dimensions and the host processor selects the best overall split.
Node-based parallelization [23] considers each subregion on a slave processor. Initially an optimal hyperplane split is found to divide Ω into two subregions A 1 and A 2 . Rather than splitting A 1 and A 2 further on the host processor, T A = T ∩ A 1 and T B = T ∩ A 2 are sent to slave processors for splitting. Further subregions that are formed and require splitting (contain a mix of points from ω L and ω H ) can be handled in this way to complete the partition.
Convergence
The convergence properties of the global CARTopt algorithm are analysed with the stopping conditions removed. This allows us to examine the asymptotic properties of the sequence of iterates generated by the algorithm. The convergence results show that every cluster point of the sequence {x k } is an essential global minimizer of f with probability one. Definition 7.1 (Essential global minimizer). An essential global minimizer x * is a point for which the set
has Lebesgue measure zero.
If the objective function is continuous then f (x * ) is also a global minimum in the classical sense. The first condition of Assumption 7.2 ensures that f (x k ) −∞ in the limit as k → ∞. The second condition precludes the existence of a sequence {x k } converging to a point x * for which f (x * ) − δ > f (x k ) for some δ > 0 when x k − x * < , where > 0 and sufficiently small. Theorem 7.3. The sequence of iterates {x k } generated by the global CARTopt algorithm is an infinite sequence almost surely.
Proof. For {x k } to be an infinite sequence, the main loop of the algorithm (Steps 2-5) must be a finite process. The cardinality of the training data set T k is bounded above by T max and so Steps 2 and 5 are finite processes. The partition phase uses a finite training data set and the classification method is a finite process, so Step 3 is a finite process.
Step 4 draws N points from Ω almost surely. Thus, Step 4 is a finite process almost surely.
Corollary 7.4. Let Assumption 4.2 hold. The sequence of iterates {x k } generated by the global CARTopt algorithm is an infinite sequence.
Proof. The proof is similar to that of Theorem 7.3. Assumption 4.2 ensures that
Step 4 is a finite process. Theorem 7.5. Let Assumption 7.2 hold. Each cluster point x * of the sequence {x k } generated by the global CARTopt algorithm is an essential global minimizer of f with probability one.
Proof. Theorem 7.3 and the fact that Ω is bounded ensure the existence of cluster points in {x k } almost surely.
Let x * be any cluster point of {x k } and assume, by contradiction, that x * is not an essential global minimizer of f . Then there exists a subset L(x * ) = {z ∈ Ω : f (z) < f (x * )} with positive Lebesgue measure. Because N ≥ 2 for all k, at least one point is drawn from a uniform distribution over the high region Ω. The probability that L is sampled at each iteration is bounded below by the probability that L is sampled in a single draw, given by
Thus, the probability that L is sampled after k iterations is bounded below by
Since there is an infinite number of iterations, in the limit as k tends to infinity expression (7.1) approaches 1 and L is sampled almost surely. Hence, in the limit as k → ∞, f (x k ) < f (x * ) almost surely, contradicting Assumption 7.2(b). Thus, x * must be an essential global minimizer of f almost surely.
The next theorem shows that restarting the algorithm does not affect its convergence properties. Theorem 7.6. Let Assumption 7.2 hold. If restarts are used, each cluster point x * of the sequence {x k } generated by the global CARTopt algorithm is an essential global minimizer of f with probability 1.
Proof. At each restart, x k ∈ T k (see Step 5) and hence x k remains an element of the training data set for all iterations. Thus, Theorem 7.3 and the fact that Ω is bounded ensure the existence of cluster points in {x k }. The remainder of the proof follows directly from Theorem 7.5.
The following theorem gives the proof for the instance when the Halton sequence is used to sample Ω, called the Halton global CARTopt algorithm. This instance is shown to converge to an open set essential global minimizer. The definition of x # means that there is a dense set in Ω on which the objective function is not less than f # . We now show that the Halton global CARTopt algorithm's sequence of iterates is dense in Ω. Proof. Assumption 4.2, Corollary 7.4, and the fact that Ω is bounded ensure the existence of cluster points in {x k }.
Let x * be any cluster point of {x k } and assume, by contradiction, that x * is not an open set essential global minimizer of f . Then for some z ∈ Ω there exists a set
such that f (x) < f (x * ) for all x ∈ B(z, ) for all sufficiently small > 0. Because N ≥ 2, at least one Halton point is drawn from Ω at each iteration. Noting that there is an infinite number of iterations and that the Halton sequence is dense in Ω (Proposition 4.3), it follows from the definition of a dense set that there exists a Halton point in (7.2) for all > 0, contradicting Assumption 7.2(b). Thus, x * must be an open set essential global minimizer of f . Theorem 7.6 is easily extended to accommodate restarts if the Halton sequence is not restarted from the same seed point at each restart.
Numerical results and discussion
The global CARTopt algorithm was tested on two sets of problems. The first are smooth global optimization problems from papers of Ali et al. [2] and Rinnooy Kan and Timmer [19] . The second set of problems are chosen from papers of Ali et al. [2] and Moré et al. [16] , and are expressed as a sum of squares i f 2 i with a global minimum of zero. These problems are easily made nonsmooth by replacing the sum of squares with absolute values i | f i |. The nonsmooth versions share the same global minimizer(s) as their smooth counterparts because f i = 0 for all i at the solution. However, these modified functions can make the results seem deceptively poor. A final function value of 10 −5 on the nonsmooth function, for example, corresponds to a function value of approximately 10 −10 on the original problem. Numerical results were generated using a batch size N = 20 and T max = 10 000. A post-partition modification [20, 21] was also applied to the CART partition. This modification replaces any low subregion that only contains one point with a hypercube whose volume occupies approximately 1/|ω L | of the volume of the low region [20, 21] . All the algorithms considered in this section are stochastic and so each reported value was averaged over 10 runs. A maximum number of 50 000 function evaluations was also used for all the algorithms considered. If a particular algorithm failed to obtain the desired accuracy within 50 000 function evaluations on a particular problem, the run was considered a failure. If a method failed at least once over the ten runs, the number of failures was reported.
Comparisons with the stochastic algorithms Tilecutter, ARS and CRS were also made. Tilecutter was implemented as in an earlier paper [17] , with the tile cutting parameter A = 3/2 and restarts if the smallest 1-norm tile size (τ acc ) is 10 −8 . ARS was implemented with a contraction factor of √ 2 and restarts if the smallest subregion size is 10 −8 . CRS was implemented with its stopping rule removed and used an initial batch of 35n points as per Brachetti et al. [5] . We removed the stopping rule from CRS so we could make comparisons between the methods using the same stopping rule, details of which follow.
Smooth problems
The high region sampling parameter σ changes how the global CARTopt algorithm operates. Selecting large values of σ means that the method performs more like PRS, directing its search globally. Choosing a small value turns the algorithm into a greedy method which directs its search locally. For small values of σ there is a greater risk of missing the global solution, but for large values the method becomes inefficient. In Tables 1-3 the rate of progress of the global CARTopt algorithm on the smooth problems is shown for the values σ = 0.2, 0.5, 0.8. The results from using the Halton sequence to sample the high region are not presented here because there was little difference between the two instances.
The rate of convergence was approximately sublinear for each choice of σ and the algorithm performed best with σ = 0.2. Although σ = 0.2 focuses the search effort locally, the global minimum was not missed on the problems considered. More function evaluations were required to solve each problem for the larger σ values.
Seven of the smooth test problems are reported in an earlier paper [17] for C-GRASP [11] and Tilecutter. These papers [11, 17] list the average number of function evaluations taken by each method to satisfy
where f * is the global minimum. Table 4 lists the averages (over ten runs) for CARTopt, CRS and ARS using the stopping criterion given by (8.1). The global CARTopt algorithm was implemented with σ = 0.2 and the high region was sampled using either random or Halton points.
With the exception of one problem (Goldstein), C-GRASP was considerably slower than all the other methods. All the methods solved the Goldstein problem, but C-GRASP was extremely fast. Tilecutter and CRS performed similarly on the smooth problems. ARS failed at least twice on four of the smooth problems. On the Shekel problems, ARS became trapped at a local minimizer for many iterations. ARS focused its search effort around the local minimizer, rather than searching globally, and in these cases missed the global minimum. On the Hartman 6 problem, ARS also converged to a local minimum on two runs. The CARTopt algorithm was fast on all of the problems considered, requiring the fewest function evaluations on five of the seven problems. There was little difference between searching Ω with the Halton sequence or using random sampling: both were effective.
Nonsmooth problems
The global CARTopt algorithm with σ = 0.2 was also compared with Tilecutter, CRS and ARS on a set of nonsmooth problems, where f (x * ) = 0 for each problem. The average (over ten runs) number of function evaluations to obtain an approximate solution of low (10 −2 ), moderate (10 −4 ), and high (10 −6 ) accuracy are reported in Tables 5-7 . The least number of function evaluations required to satisfy each condition is shown in bold.
Tilecutter performed well on most of the problems, but performed poorly on the variably dimensioned problem and failed to reduce the Schaffer 2 problem below 10 −4 . Tilecutter was converging to the global minimum on the variably dimensioned problem, but required more than 50 000 function evaluations to satisfy the stopping criterion. The search region for the Schaffer 2 problem is given by Ω = [−100, 100] 2 . Tilecutter scales the search region to [0, 1] 2 and so τ acc = 10 −8 scales to τ acc = 10 −6 . The first author decreased τ acc from 10 −8 to 10 −10 and then Tilecutter was able to reduce the Schaffer 2 function below 10 −4 using an average of 18 000 function evaluations. However, the first author could not find a value of τ acc to reduce f below 10 −6 within 50 000 function evaluations. Tilecutter performed the best on the Weka 3 Table 5 . Average number of function evaluations required to reduce f below 10 −2 on the nonsmooth problems.
The ARS algorithm focused its search locally and in doing so failed on a number of problems. The method failed to reduce f below 10 −4 on four problems. ARS failed in a similar way to Tilecutter on the Schaffer 2 problem because the smallest subregion size was too large. Setting this parameter to 10 −10 allowed the algorithm to reduce f below 10 −4 using approximately 2500 function evaluations. Choosing a smallest subregion size of 10 −14 allowed the algorithm to reduce f below 10 −6 using an average of 4500 function evaluations. It should be noted that these choices performed poorly on the other nonsmooth problems considered and that ARS is extremely sensitive to this parameter. Choosing the smallest subregion size too large resulted in low-accuracy approximate solutions and choosing it too small promoted local convergence, missing the global solution altogether.
The global CARTopt algorithm performed well on all but one of the problems, failing many times on the Weka 3 problem. The first author also produced results using σ = 0.5. For this choice of σ, the random instance of the global CARTopt algorithm only once failed to reduce the Weka 3 problem below 10 −6 . An average of 13 822 and 17 245 function evaluations were required to reduce f below 10 −2 and 10 −4 , respectively, and no failures were observed. However, the Halton instance still failed every time, converging to local minima. This suggests that reusing the Halton points at each restart produced similar partitions that led to local, rather than global, convergence. A better approach would be to continue with new Halton points only.
On all of the other problems, the global CARTopt algorithm performed well. There was little difference between the Halton and the random instances. The method was the fastest to obtain low-accuracy solutions on seven of the problems, moderate accuracy solutions on 11, and high accuracy solutions on ten of the problems.
Conclusion
A random search algorithm for bound-constrained global optimization of nonsmooth functions is presented, called global CARTopt. The method alternates between partition and sampling phases. At each partition phase, a CART partition is formed on the search region Ω to locate low and high regions with respect to the objective function. The sampling phase selects a batch of points from Ω using the partition to increase the sample intensity in the low region. Alternating between partition and sampling phases provides an effective method for global optimization. Convergence to an essential global minimizer with probability one is demonstrated under mild conditions. If the high region is sampled using the Halton sequence, each cluster point is an open set essential global minimizer. Numerical results show that theoretical convergence is achieved in practice.
Comparison with other random search methods shows that the global CARTopt algorithm is competitive in practice. Some global optimization methods focus their search locally (for example, ARS) and others focus their search globally (for example, Tilecutter). If the user anticipates many local minimizers in their problem, an algorithm with a global focus can be advantageous; if few minimizers are expected, an algorithm with local focus can be more efficient. Global CARTopt has the ability to vary its focus by changing a single parameter σ. Choosing σ ≈ 0.8 gives a global focus and σ ≈ 0.2 gives a local focus, rather than choosing two different algorithms.
