Abstract
Introduction
Hopfield [ 13 proposed using a fully-connected neural network as an associative memory. The intent is to store a set of bit-patterns in such a way that when a new pattern is given, the network produces the stored pattem that is closest to it. Hopfield suggested using the Hebbian [2] leaming algorithm for training the weights of the network and showed that capacity of such networks is approximately p = 0.15N patterns where N is the number of nodes in the network.
Perhaps the most common and best performing general training algorithm currently used for Hopfield-type networks is the Pseudo-Inverse algorithm. It was developed by Personnaz et al., [3] [4] and later refined by Kanter and Sompolinsky [5] , and Gorodnichy, [6] . This method allows up top < N linearly independent patterns to be memorized. 0-7803-7044-9/0 1/$10.00 02001 IEEE While Hopfield associative memories are popular, they have two well-known weaknesses that can be improved upon. These weaknesses are:
1) The number of memorized patterns, p , of Hopfield associative memories is limited to approximately p = N in current learning algorithms, where N is the number of nodes in the network.
2) Current learning algorithms tend to produce poorly performing networks when learning linearly dependent patterns.
The work in this paper focuses on improving overall recall accuracy (basin size) and on increasing the number of memories it is possible to store in a Hopfield network (memory density). A new training algorithm is developed, using Back-Propagation Through Time (BPTT) [7] as its basis. This new algorithm is called Noisy Associative Training (NAT). NAT differs from existing work in a number of ways. First, the symmetricity constraint on the weights is removed. This effectively allows the number of weights in the network to be doubled, increasing the expressional capability and storage capacity. Second, unlike most current work, self-connection is allowed for each node. Again, this gives the network more expressional capability, and aids in performance with correlated memories.
Hopfield networks trained with BPTT using the memorized patterns as both input and target tend to have very high positive self-connection weights for each node compared to the other weights in the network. Hebbian and PseudoInverse training would also produce high self-connection weights if not explicitly reduced or removed by those algorithms. In each of these cases, networks that merely latch any input pattem are produced. Pseudo-Inverse networks trained beyond capacity (N or more patterns for an N node network) also tend to produce networks that behave in this pathological manner. NAT trains with noisy versions of the memorized pattems to avoid this type of pathological network.
An Overview of NAT
Noisy Associative Training P A T ) works as follows. BackPropagation Through Time (BPTT) is used to train the network, using a training set generated from the memorized patterns. To generate the input set for BPTT training, noisy versions of each of the memorized patterns are generated. All k-bit error versions (those within a hamming distance of k ) of one of the desired memorized patterns is added to the input set for training. This is done for each desired memorized pattem and then duplicate entries are removed from the input set. The target output for each member of the input set is then calculated to be the closest of the intended memorized pattems. If there is a tie for the closest memorized pattem, one of the closest is randomly chosen before training begins, and that pattems is used consistently as the target during training. An example set of memorized pattems for a 3-Node network is { [ 1,1, I], [l,-l,l] }. For k = 1 bit of error, this would produce an input set of { [-1,-l,l] , [-l,l,l] , [l,-l,l] , [1,1,-1], [1,1,1]} with respective targets of { [l,-l,l] , [1, 1, 1] , [l,-l,l] , [1,1,1], [1,1,1]}. BPTT for a chosen number oftime-steps, t, is then performed using this input and output set.
Performance Metrics
Before discussing comparative performance of NAT verses Hebbian and Pseudo-Inverse training, methods for comparing performance must be considered. Performance of Hopfield networks can be examined in three basic ways. The first is the number of memorized pattems which can be stored in a network. The second is some measure of basin-size or error-correction. The third is the number of spurious memories a network contains. All three of these measures are important to understanding network performance.
For this work the following metric is used. First, any network that memorized more memorized pattems from the training set (including those noisy versions of the memorized pattems relaxing to their appropriate memorized patterns) is superior to a network that memorizes less. This somewhat combines both the first and second methods discussed above. Next, if both networks store the same number of memorized and noisy pattems, then the network that has fewer spuriousmemories is considered superior. This last measure can be expensive to calculate. For very small networks the entire pattem space can be enumerated and tested relatively quickly. However, in this work, a different technique is used. All bit pattems within a hamming distance of 5 of any of the memorized pattems are considered. This gives an idea of basin size and also shows spurious memories that are likely to interfere with performance of the network in a real application.
TestData
To compare the performance of the three training techniques examined, six data sets were used. The first is uniformly distributed random data. The other five come from the Machine Learning Repository (MLR) [8] provided by the University of California at Irvine. Set one consists of an arbitrary number of 10-bit pattems uniformly distributed across the pattem space.
Typically, research with Hopfield memories is done only with random data similar to that of the first data set. Rarely has any work been done showing performance on nonrandom data. Performance on non-random data is useful in determining how a Hopfield memory would perform in real applications.
The other data sets used are ones commonly used to evaluate classification algorithms. Classification is not the intent of this work. Rather, the output class for each of these data sets is discarded, and the input data is used as described below. This data is known to have interesting correlations, (hence its use in classification problems) and should provide sets of pattems more similar to data stored in a Hopfield memory in real applications.
The second set used was the LED data set. It is comprised of 10 examples of 7 bits in length. These represent the elements of a 7-segment LED display. The pattems indicate which segments should be turned on to represent the digits 0 through 9. Software provided with the LED data set can introduce artificial noise into patterns. This facility was not used. The software used for this research was used to add noise to the test and training data. The second and third data sets from the MLR were the Congressional Voting Records Database and the Zoo Database. The voting records data set represents votes either for or against a set of specific bills under consideration in the US House of Representatives in 1984. 16 attributes (16 actions voted upon) and 151 unique pattems were used from this set. The 151 patterns were selected by first discarding any entries with missing attributes. The classification class provided with this database was discarded, and then all duplicate entries were discarded. What remained was 15 1 unique pattem vectors of 16 bits in length. The Zoo data set contains many binary attributes representing various features of animals found in a typical zoo, comprising 15 binary attributes and 43 unique pattems. The Zoo data set was constructed using the same method as for the voting records data set. Non-binary attributes were discarded. Instances with missing values were discarded. Finally, duplicate pattems were discarded, yielding 43 unique 15 bit vectors. The Horse Colic and Hepatitis data sets were also used, with the training sets being produced in the same fashion.
Test Methodology
To compare one weight-setting algorithm to another in terms of overall accuracy and basin-size, a sequence of runs of each algorithm was performed. Separate runs were performed for each data set. For each run, a number of patterns were randomly selected from the available data.
Each data set was tested with three quantities of memorized pattems, with 0.5N patterns, N pattems, and 1.5N pattems.
Several hundred runs were made, each time selecting pattems from the available data set randomly. Final evaluation was done by looking at network performance for all the selected patterns and noisy versions of those patterns with up to 5 bits of noise. Each training algorithm was used on each random set of patterns chosen. Results for each experiment (each set of runs) were averaged.
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To evaluate absolute storage density, rather than basin-size or overall accuracy, only the random data set was used.
Several hundred runs were made for each tested number of patterns while selecting new random data each run. Runs for p = 5, 6, 7, . . . 29 pattems were performed, all with a network of 10 nodes.
Results
This section presents simulation results for this work. First, NAT's overall recall accuracy and spurious cycle state performance is examined on both random and correlated data. Then NAT's capacity relative to Hebbian and Pseudo-Inverse training is examined. Finally, a few other observations made during the course of this work are discussed.
Except where noted, all the simulations discussed in this section are done with t = 2 folds (input, hidden-layer, output) for BPTT and k = 1 bit of error. Standard backpropagation was used in BPTT, with a learning rate of 0.005. During training a 'best network so far' was kept and updated after each epoch. If the network failed to converge after a large number of epochs, training was stopped and the best seen network was used.
Note that the Pseudo-Inverse implementation used in this simulation is a modified, improved pseudo-inverse rule with 'reduced self-connection'. A complete description of this algorithm can be found in [6] . The decoupling parameter used for this work is 0.15.
Another important note is that the simulator used in this work used synchronous updating, which is known in some cases to lead to pathological generation of cycle-states or oscillations. Information on the quantity of cycle-states is provided for reference. It is likely that if a different nodeupdating scheme were used, that all three algorithms would produce fewer cycles. Interestingly, few cycle states were produced even with synchronous updating. Figure 1 is a graph of the average retrieval rates over 800 runs for NAT, Pseudo-Inverse and Hebbian Training. The data set used was the random set described in section 4. The network was trained with five 10-bit vectors, with a new set of vectors chosen for each run. The horizontal axis represents the error rate for all test patterns of a specific bit-error -e.g. '2 bit-error' represents all those patterns that differ from any of the memorized patterns by 2 bits. Figure 1 shows that, for this experiment, NAT yields higher retrieval rates for the memorized patterns (bit-error = 0) and has a larger basin of attraction when considering all patterns up to a hamming distance of 5 away from the memorized patterns. Note that for the networks examined in this work, on average, Hebbian training will not be able to make all the memorized patterns stable states. Summarized accuracy results for the random data set is found in Table 1 . Each row provides results for one of the experiments. Three experiments were performed, examining basin size (overall accuracy gives an estimate of basin size) for 5 memorized patterns, 10 memorized patterns, and 15 memorized patterns. For example, 'random 5' refers to an experiment consisting of a certain number of runs, using random data and 5 memorized patterns. Both the average number of memorized patterns stored, and the overall recall accuracy are provided for each of the three training algorithms. The numbers are averaged over all the runs for that experiment. Overall recall accuracy is the percentage of tested memories that correctly settle to the closest memorized pattern. The memories tested are those that are within 5 bits of error of any of the memorized patterns. The last two columns are the ratio of the overall performance of NAT compared to the other two algorithms. So, for instance, the right-most number in the first row of data shows that the NAT trained networks for experiment 'random 5' correctly recalled 1.860 times more of the test patterns than the Pseudo-Inverse trained networks on the same data. The last line is an average of each column to give an overall idea of relative performance of the three algorithms. On random data (uniformly distributed 10-bit vectors) NAT trained networks correctly recalled 1.227 times more of the test vectors than Hebbian trained networks -22.7 % better. Note however that the Hebbian trained networks were not able to store more than a few of the memorized patterns as stable states, while NAT networks typically stored all of the desired memorized patterns. The overall accuracy of a network that does not have at least most of the intended patterns as stable states is less interesting. On the same data, NAT was 6.128 times better than PseudoInverse trained networks -613% better. This extreme difference is due to the poor behavior of Pseudo-Inverse trained networks at or above saturation (p > N). As discussed previously, these networks tend to latch any bitpattern placed in them.
Basin Size With Random Data
In general, in this work, Hebbian training was not able to effectively compete with either NAT or Pseudo-Inverse training. In any application of a Hopfield associative memory, having 50% or less of the desired memorized patterns as stable states would not be acceptable behavior. In this work a network was considered faulty if it could not memorize most of the desired patterns and in those cases was not considered when comparing network performance.
In Table 1 there is an interesting anomaly. The overall accuracy of Hebbian training for 'random 15' appears to I be better than for the other algorithms. The overall recall accuracy is higher for this network but the average number of memories that were memorized from this set is 7. It appears that Hebbian training produced networks that were good at recalling only a subset of the memorized patterns. For that subset however, recall accuracy was quite good leading to good overall accuracy. However, with only 7 of the memorized patterns as stable states, the Hebbian-trained networks can not compete.
Spurious Memories with Random Data
Another important factor in examining the performance of NAT is the number of spurious states that are produced by it, compared to the other algorithms. Table 2 shows the average percentage of spurious memories generated by the three training algorithms in the same experiments reported in Table 1 -those experiments done on the random data set. On the random data tests, NAT had 5% less spurious memories on one set, and about 4% more on the other two data sets than Hebbian Trained networks. On all three sets, NAT had at least 5% less spurious memories than PseudoInverse trained networks. The performance of NAT trained networks on the other data sets tended to be a few percent worse than Hebbian trained networks and 10% to 20% better than Pseudo-Inverse trained networks. The results show that NAT outperforms Pseudo-Inverse for this data.
While Hebbian trained networks sometimes had less spurious memories, it is important to remember that these networks often stored only a small percentage of the desired memorized patterns. NAT trained networks had only slightly more spurious memories while memorizing a much larger number of memorized patterns.
Performance on Correlated Data
Performance of Hopfield networks on non-correlated data is what is typically found in studies of this type. However, for Hopfield networks to be useful as associative memories, it is more important to know the typical performance found on data more representative of what the system will be using. Generally, data that is interesting has correlations whether or not they are known in advance. Hence, performance of NAT was evaluated on several data sets that are not random.
In Table 3 , the results for average performance on the LED, the Zoo, the House Voter, the Hepatitis, and the Horse Colic data sets are shown. This randomly chosen from the data set each time. The first several columns represent the overall recall accuracy for each algorithm on the test set. The patterns tested are all those patterns up to 5 bits distant (hamming distance) from any of the memorized patterns. The results on these patterns give an estimate of the sizes of the basins of attraction in each network. The overall accuracy reported is the percentage of patterns in the test set that lie within the proper basin of attraction.
As expected, Hebbian trained networks behave very poorly on this data. The correlations in the data reduce performance and the size of the patterns restricts the networks to a very low number of nodes compared to what would be needed to store all the patterns correctly using Hebbian training.
Pseudo-Inverse trained networks have . reasonable performance for those tests in which the number of stored memories is less than the number of nodes in the network. For the other tests, those where the number of memorized patterns was greater than or equal to the number of nodes in the network, Pseudo-Inverse training produced the pathological networks discussed previously. The network simply latches any value put into it. All the memorized patterns are stable states, but, every other bit pattern is also a stable state of the network. These networks had as much as 96% of the test patterns as spurious memories.
The performance of NAT was very good on these data sets. Typical performance shows NAT yielding basins of attraction several times larger than those produces by either Pseudo-Inverse or Hebbian training. The overall accuracy of NAT was an average of 27.8 times larger than PseudoInverse, and 2.2 times larger than Hebb training. The worst that NAT did on correlated data still produced basins at least 7 1% larger than those produced by Pseudo-Inverse (colic 8).
While Hebbian trained networks appear to be performing better than Pseudo-Inverse trained networks for this data, the average number of memorized patterns stored in the Hebbian networks was a fraction of what the other algorithms could store. On average, NAT produced about 14% fewer spurious memories than Pseudo-Inverse, and about 7% more spurious memories than Hebbian. Again, keep in mind that the Hebbian-trained networks had only a small fraction of the desired memorized patterns as stable states.
Other Experiments
The overall capacity of NAT trained networks was estimated by training a 10 node network with a varying number of random patterns. 400 runs were made with each number of memorized patterns and the results were averaged. Figure 4 shows the results. Accuracy is over 90% for those networks memorizing under 20 patterns. At 20 patterns, the accuracy drops to just below 90%. Given this data the capacity of NAT trained networks is approximatelyp = 2N. Even for p > 2N there were a high percentage of networks that had perfect recall. Withp = 3N, overall accuracy is over 75%. Another experiment was performed to determine if training with even noisier data would have a beneficial effect. Training with noisier data appears to have no positive effect on network performance. Training time was increased significantly with no performance gain.
Finally, another experiment was performed to determine if increasing the number of time steps with BPTT would increase performance. Performance for r = 3, r = 5 for the same data in table 1 was examined. It was noticed that there was some small benefit for training with increased r. At best, improvement of overall accuracy by a few percent was achieved. The leaming rate for BPTT had to be lowered to 0.0005 to encourage convergence. Even with this adjustment, training was much less likely to converge.
Increasing r seems to produce slightly larger basins of attraction, but convergence may not be as likely and training time is increased.
Conclusions
A new approach to training a generalized Hopfield network was developed and evaluated in this work.
In essence, the algorithm is training Hopfield networks using Back-Propagation Through Time, using noisy examples. This is referred to as Noisy Associative Training, or NAT.
Results show that Hopfield networks storing random patterns trained in this way typically have many times the capacity of networks produced with either Hebbian or Pseudo-Inverse training (average 6.1 times greater recall accuracy on random data, worst case 1.8 times greater recall accuracy on 5-pattem experiment). Additionally, these networks have an average of 13% fewer spurious memories compared to Hebbian or Pseudo-Inverse trained networks. Typically, networks memorizing over 2N
(where N is the number of nodes in the network) pattems are produced. Performance on correlated data shows an even greater improvement over networks produced with either Hebbian or Pseudo-Inverse training -An average of 27.8 times greater recall accuracy, with no worse than 1.715 times greater recall accuracy, and with an average of 14% fewer (25% greater, worst case) spurious memories.
