An Atmospheric Flight Team was formed by the Mars Surveyor Program '01 mission office to develop aerocapture and precision landing testbed simulations and candidate guidance algorithms. Three-and six-degreeof-freedom Mars atmospheric flight simulations have been developed for testing, evaluation, and analysis of candidate guidance algorithms for the Mars Surveyor Program 2001 Orbiter and Lander. These simulations are built around the Program to Optimize Simulated Trajectories. Subroutines were supplied by Atmospheric Flight Team members for modeling the Mars atmosphere, spacecraft control system, aeroshell aerodynamic characteristics, and other Mars 2001 mission specific models. This paper describes these models and their perturbations applied during Monte Carlo analyses to develop, test, and characterize candidate guidance algorithms.
Introduction
The Mars Surveyor Program 2001 (MSP '01) Lander will utilize lift to perform precision landing, touching down within a 10-km radius of the science target [Ref.
13. As originally conceived, the MSP '01 Orbiter design was based on an aerocapture strategy for Mars orbital insertion until budget problems resulted in a mission descope. Since the final configurations are evolving, only representative figures of the MSP '01 Lander and Orbiter systems are shown in Figs. 1 and 2 , respectively. For each mission, autonomous control of the vehicle's atmospheric flight path would be required. Autonomous atmospheric lifting flight requires a propulsive control system to properly orient the vehicle lift vector and an atmospheric guidance algorithm to determine trajectory corrections and command the control system.
As a result of this increased emphasis on atmospheric flight, the MSP '01 mission formed an Atmo- spheric Flight Team (AFT) in August 1997. The objectives of this team were to develop: (1) aerocapture and precision landing strategies, (2) three-and six-degreeof-freedom atmospheric flight simulation testbeds, and (3) a broad set of potential atmospheric guidance algorithms. This guidance development activity is scheduled to conclude in September 1998 with downselection of a Lander guidance algorithm and the initiation of flight software production.
The MSP '01 AFT was primarily composed of NASA and industry personnel from the Jet Propulsion Laboratory (JPL), Johnson Space Center (JSC), Langley Research Center (LaRC), and Lockheed-Martin Astronautics Co. (LMA) and reports directly to the MSP '01 Mission Manager. The simulation sub-group is responsible for development of the Project atmospheric flight simulation. As such, this group is comprised of the individuals with responsibility for development of the various models discussed in this paper. The AFT simulation is hosted on a Silicon Graphics, Inc. (SGI) platform at NASA LaRC. Once assembled, all members of the flight team have access to the simulation. The guidance subgroup is responsible for the development of a spectrum of guidance algorithms which will be evaluated by the AFT simulation. The deadline for submission of candidate guidance algorithms was Oct. 31, 1997. Seven Lander and six Orbiter candidate guidance algorithms were developed for evaluation. Development of several of these algorithms has been documented. [Refs. Lander guidance algorithm downselection is scheduled for September 15, 1998.
To allow development and evaluation of candidate guidance algorithms for the MSP '01 Orbiter and Lander, three degree-of-freedom (3DOF) and six degree-offreedom (6DOF) simulations were developed for each mission. These four simulations use the Program to Optimize Simulated Trajectories (POST) [Ref. 71 as the main simulation software, modified to include mission specific models. These models include the gravity, planet, atmosphere, aerodynamic data, control system, inertial measurement unit (IMU), and mass properties models. Figure 3 illustrates the basic flow of the AFT 6DOF testbed simulation. This figure also indicates the group responsible for each major model in the simulation. As seen in Fig. 4 , the 3DOF simulations differ in that the Navigation and IMU models are combined, no propulsion model is used, and only translational equations of motion are integrated. The 3DOF simulations are used for guidance design and tuning by the Principal Investigator (PI) for that particular algorithm. The 6DOF simulations provide higher fidelity and include models that more accurately simulate the flight systems. These sim- This paper discusses the aspects of the four simulations that are unique to the MSP '01 mission analyses.
The first section details the interface created to accept a wide variety of disparate guidance algorithms into the simulation. Next, mission specific models are presented, followed by the Monte Carlo setup including the variables to be dispersed and their range of values. Finally, the system analyses and outputs are discussed.
Guidance Algorithm Interface
A common interface is used between the simulations and the guidance algorithms. The data provided to the guidance algorithm included: (1) time since simulation start; (2) current estimate of vehicle bank angle; (3) current estimated vehicle inertial position and velocity vectors in Mars-centered Inertial (MCI) coordinates; (4) current sensed vehicle acceleration vector in MCI coordinates; (5) current estimated vehicle position, relative velocity, and relative acceleration vectors in Mars-centered Mars-fixedcoordinates (MCMF); (6) current sensed acceleration in a Mars-atmospheric relative (ATM) coordinates; and (7) nine-element MCI to body and MCI to MCMF coordinate system transformation matrix. The MCI coordinate system is an inertial, mean of epoch system with the origin at the center of Mars. That is, the MCI and MCMF coordinate axes are aligned at the beginning of the simulation. The primary (X-Y) plane for both the MCI and MCMF coordinate systems is the Mars equatorial plane, with the Z-axis out Mars north pole for both. The MCMF coordinate system also has its origin at the center of Mars, but it rotates with the planet such that its X-axis always passes through the Mars Prime Meridian. The ATM coordinate system is fixed to the spacecraft with the X-axis aligned with the spacecraft's Mars-relative velocity vector, and its Y-axis is the cross product of the MCMF relative velocity and position vectors. The body coordinate system is fixed to the spacecraft and has its X-axis aligned with the spacecraft's axis of symmetry.
The guidance algorithms were required to return the commanded bank angle and a rotation option flag. The rotation option flag specified one of five ways of achieving the commanded bank angle: 1) roll through the smallest angle necessary to reach 2) roll in a positive sense toward the commanded 3) roll in a negative sense toward the commanded 4) roll continuously in a positive sense, ignoring 5) roll continuously in a negative sense, ignoring the commanded angle;
angle;
the commanded angle;
the commanded angle.
Models
Several mission specific models were created or adjusted for use in POST for certain aspects of the simulation. These models include the gravity, planet, atmosphere, aerodynamic data, control system, IMU, andmass properties models. Additionally, the Mars 2001 project office provided an estimate of the delivery and knowledge states. Here, delivery state refers to the actual entry state; whereas, knowredge state refers to the best estimated state relayed to the vehicle (for navigation system initialization) five hours prior to the entry interface.
Gravity Model
The gravity model selected uses zonal, sectoral, and tesseral harmonic terms to determine the acceleration due to gravity. This model is based on the one used in the Artificial Satellite Analysis Program (ASAP). [Ref.
81 The MSP '01 Project Office provided data for a 50by-50 Mars gravity field for use in these simulations. This gravity model was added to POST for use in all (3DOF and 6DOF, Orbiter and Lander) simulations.
Planet Model
An oblate spheroid Mars model is also used in all four simulations. This planet model defines the physical dimensions (e.g., equatorial radius, polar radius) and characteristics (e.g.. rotation rate) of Mars. This model is not only used for altitude, latitude, and longitude determinations, but is also necessary to determine Mars relative velocity used by the guidance algorithms and other simulation models. For the Orbiter simulations, a reference spherical planet is used for apoapse and periapse altitude calculations only. The reference radius of this Mars model (denoted MRE) is shown in Table 1 along with the other Mars planetary model parameters used in the simulations.
Atmosphere Model
The Mars Global Reference Atmosphere Model MarsGRAM provides all of the atmospheric data (temperature, density, pressure, and wind velocity) as well as random perturbations to certain atmospheric quantities (e.g., density). The atmospheric data is a function of the spacecraft location (latitude, longitude, and altitude) as well as other user supplied inputs. [Ref. 101 As shown in Table 2 , these inputs include the date of Mars arrival, the minimum update distance dispersion calculations, a scale factor on the atmospheric dispersions, climate factor curve fit constants, interpolation option for the upper atmosphere, and the fl0.7-cm solar flux value. The Mars arrival date and fl0.7-cm solar flux values reflect the period during the solar cycle in which the entry occurs.
A scale factor was used by the AFT to increase the magnitude of density perturbations which the guidance algorithms must accommodate. The climate factor curve fits were adjusted to better emulate the expected atmospheric conditions based on Global Circulation Models (GCM) data. The interpolation option establishes which methodology is used to extend the atmospheric data from the last climate factor curve fit constant. The nominal values for these MarsGRAM inputs in the Orbiter and Lander simulations are given in Table 2 . In this table, the MarsGRAM input variable name is included as a parenthetical entry beside the input description. The only difference between the Lander and Orbiter atmosphere models are those due to time, date, latitude and longitude of entry, specifically the date and climate factors. Note that the same atmospheric model is used in the 3DOF and 6DOF simulations.
The MarsGRAM subroutine was selected as the atmospheric model for consistency with other MSP missions (e.g., Pathfinder, Mars Global Surveyor '98). In addition, since MarsGRAM is a parameterization of the atmospheric properties, this model runs relatively quickly so the overall simulation speed is not hampered by the atmospheric subroutine. Recent versions of MarsGRAM include "climate factors" which are adjusted to force the MarsGRAM density profile to agree with density profiles from more detailed simulations using GCM being developed at the NASA Ames Research Center (by Robert Haberle and James Murphy) and at the University of Arizona (by Steve Bougher). The climate factors allowed MarsGRAM to reproduce the more realistic densities from the GCM for a specific entry profile in the simulation but in a fraction of the time. Although MarsGRAM has the internal ability to approximate the effects of dust in the atmosphere, this option was not used. Instead, the climate factors were used to interpolate the effects of dust as seen in several different GCM simulations. Some notable differences exist between the Lander and Orbiter aerodynamic models. The Orbiter aerocapture trajectory includes entry and egress through the free molecular and transitional regimes. Hence, two sets of free molecular solutions were done: one at entry velocity of 6600 d s e c and one at atmospheric exit velocity of 3500 d s e c . A total of 44 CFD solutions (angle of attack = 0,6,11.1,16 deg at 11 points along the trajectory) define the continuum aerodynamics for the Orbiter. The free molecular values for the Lander are based on a velocity of 6975 d s . The continuum aerodynamics for the Lander consists of 52 CFD solutions (at 13 points along the trajectory) extending from the transitional regime down to Mach 2. For aerodynamic data in the continuum flow region, the Lander routine is a function of vehicle attitude and Mach number, whereas the Orbiter routine is a function of vehicle attitude and atmospheric relative velocity.
The 3DOF and 6DOF simulations utilize the same aerodynamic subroutine. However, the 3DOF simulation requires only C,, C, and C , to satisfy the translational equations of motion and determine the trim angle of attack. The 6DOF simulations use all the force and moment information supplied by the aerodynamics routine. The aerodynamics for both the Orbiter and Lander were normalized using a reference length of 2.669 m and a reference area of 5.5948 m2. The aerodynamic moment reference point is the nose.
Control System Model
As mentioned above, the guidance algorithms define the desired bank angle and mode to transfer to that angle. The control system model is responsible for executing these commands. The 6DOF simulation uses a controller is designed to toggle between a bang-bang and a limit cycle controller based on a current attitude error and rate error. Figure 7 shows the bounding ellipse used to determine the type of controller to use.
When the attitude and rate errors are inside the ellipse, a limit cycle controller is used. The limit cycle controller is set up such that no thruster firings are commanded until the torque command from the controller is above a certain specified limit. Once the torque command reaches the specified limit, the thrusters are commanded to fire at a maximum impulse bit to change the direction of the spacecraft. Nominally, limit cycle control would involve firing minimum impulse bits to decrease fuel usage and allow for tighter deadbanding control. However, in the presence of atmosphere, the rate deadbands and angle deadbands have been widened to allow for oscillations in aerodynamic equilibrium without having the controller try to counteract the aerodynamic torques. The thruster pulsewidths are set at the maximum impulse bit in order to overcome aerodynamic torques if the spacecraft deviates too far from the desired attitude.
When the attitude and rate errors are outside the bounding ellipse, the controller switches to a bang-bang controller, which minimizes spacecraft recovery time. The spacecraft will switch to the bang-bang controller mostly in the event of a roll command, in which the reference attitude is adjusted to reflect a roll command of a given number of degrees as calculated by the guidance algorithm. A classical bang-bang control is single axis, and is designed to minimize peak error and time to reach steady-state by applying full acceleration towards zero error and then applying full deceleration to get the space-6 e, position Fig. 8 Minimum time solution for single-axis bangbang control (phase plane of system trajectory).
craft to stop at zero attitude error. Figure 8 illustrates the minimum time solution in the phase-plane region. With the acceleration constrained to be l a 1 = 1, the switching lines are described by
where 8 and 6 represent the angular position and rate of the spacecraft, respectively. From Fig. 8 , the normalized acceleration can be determined. This acceleration is converted into maximum thrust by a gain. For the MSP '01 Orbiter simulation, the bang-bang controller has been modified to limit the rate of the spacecraft to assist in the guidance algorithm. If the current spacecraft rate is above a set limit and the current commanded torque will increase the current rate, no command is sent to the thrusters.
The controller is also responsible for pitch and yaw control. The control system is commanded to follow the spacecraft trim angle of attack for a nominal entry profile. The commanded sideslip angle is zero. The pitch and yaw axes for the spacecraft employ the limit-cycle control only as specified in the roll control.
Additionally, the controller uses gain scheduling. For aerocapture, the controller goes through a series of gains based on the ground-relative velocity magnitude of the spacecraft. The number of gain changes is a programmable number (presently set to allow a maximum of six sets of gains). The present control strategy uses three sets of gains (2 gain changes). The controller begins with tight pointing in all 3 axes when negligible atmosphere is present, then switches to rate damping in the pitch and yaw axes and tight control about the roll axis when the atmosphere becomes dense enough to produce aerodynamic torques on the vehicle. This strategy relies on the use of aerodynamic torques to stabilize the pitch and yaw axes, and precisely controls the roll axis, thus providing a significant savings of fuel resulting from reduced thruster firings in pitch and yaw. When the atmosphere again becomes rarefied, the controller switches back to tight pointing control about all three axes. The atmospheric density has been correlated to the groundrelative velocity magnitude from which the gain change trigger values were derived. Only one gain set is used in the Lander simulation.
The 3DOF simulation uses a simplified bank rate, bank acceleration model to imitate the 6DOF control system. This model assumes a constant (maximum) bank acceleration is applied in the desired direction until the bank rate limit is reached, followed by a constant (maximum) bank deceleration to the desired bank angle. In the case of a continuous roll command, this model assumes a constant (maximum) acceleration until the maximum roll rate is reached, at which point the maximum roll rate is used until continuous roll is no longer commanded.
Inertial Measurement Unit
The Inertial Measurement Unit (IMU) model [Ref.
181 provides estimates of errors due to IMU systems which were applied to the data provided to the control system and used for state estimation and guidance command determination. This model determines random IMU perturbations based on a user supplied seed value. The 3DOF simulation used the IMU model in the navigation subroutine indicated below.
In the 6DOF simulation, estimates of the vehicle state are maintained as part of the control system based on the initial knowledge state estimate and the elapsed time on the atmospheric trajectory. For the 3DOF simulation, an estimated state is propagated in a navigation subroutine originally developed for POST by the Charles Stark Draper Laboratory, Inc. [Ref. 191 In this paper, these estimated states and the quantities derived from them are prefixed with the acronym NAV; whereas, the simulation states and their related quantities are referred to as actual values.
Mass Properties
The mass properties used for these simulations were the best estimates of the respective systems. Table 3 and 4 indicate the mass properties applied in the Orbiter and Lander simulations. The longitudinal center of gravity (cg) is measured from the spacecraft nose aft along the axis of symmetry. The lateral cg was selected to provide a lift-to-drag ratio (LD) of about 0.18 for the Orbiter and 0.12 for the Lander in the peak dynamic pressure region of the atmospheric trajectory. 
Termination Model
The Orbiter simulations ended when the spacecraft effectively departed the atmosphere. The AFT defined the end of the appreciable atmosphere at a radius of 3522.2 km. The simulation terminated when this radius was reached during the exit portion of the atmospheric trajectory. At that point, orbital elements and the delta-V to circularize into a 400 km orbit were determined for both the actual and NAV states.
The Lander simulations began the terminal phase when the parachute deploy conditions were attained. These conditions are based on an altitude and Mars-relative velocity criteria. The altitude must be between 13.5 and 6.5 km. While the altitude is between those values, the parachute deploys as soon as the velocity reaches 503.8 d s e c . If the velocity is less than 503.8 m / s when the altitude reaches 13.5 km, parachute deployment is at that upper limit. If the velocity is still greater than 503.8 d s e c at 6.5 km altitude, the simulation begins parachute deployment at the lower altitude limit. Note that the NAV altitude and velocity (estimated from models of onboard systems) were used to determine when the parachute deployment criteria were met. The guidance algorithms stop commanding vehicle attitude after parachute deployment. Thus, the results presented in Refs. 2-6 are for this parachute deploy location (longitude, geodetic latitude and altitude).
As part of the AFT testbed, a 3DOF simulation with a parachute model is included from the deploy location to touchdown at 2.5 km actual altitude. This simulation uses all of the basic models, not needed for the guidance algorithms, indicated above (atmosphere, mass properties, planet, gravity, and aerodynamic models). Starting from the deploy position and velocity, this terminal simulation invokes the parachute model which has an inflation rate required to reach the final parachute diameter of 13 m in about two seconds for a nominal entry. The simulation continues unguided using a parachute drag coefficient of 0.41. These parachute parameters were determined from Mars Surveyor '98 Lander and Mars Pathfinder mission studies. The final touchdown location was determined by ending the simulation when the actual altitude reached 2.5 km.
Entry State
Entry states were generated by JPL using the best estimate of interplanetary navigation errors, interplanetary trajectory correction maneuver errors, and the Earth departure window for each mission. Corresponding knowledge states at the atmospheric interface were also generated for each entry. These knowledge states are based on data available up to five hours prior to entry interface.
Monte Carlo Dispersions
The guidance algorithms were tested by varying several simulation models including the atmosphere, aerodynamic data, mass properties, control system, IMU, and initial states. The dispersed quantities were varied using either a uniform or gaussian distribution. Table 3 summarizes the dispersions used for the Orbiter simulations, while Table 4 includes those for the Lander simulations. The three-sigma (3-0) values for the gaussian quantities or the bounding values of the uniformly distributed variables are given in these tables.
The atmospheric dispersion used in both the 3DOF and 6DOF simulations include the climate factor curve fits and distance between updates of the atmosphere. Curve fits of the climate factor (CF) constants simulate the effect on density of various levels of airborne dust particles. These curve fits are a function of the parameter TAU and are given in Table 5 for both the Orbiter and Lander simulations. These CF values are dispersed based on a uniform distribution of TAU between 0.3 and 1.6. In addition, the minimum distance along the trajectory between calls to MarsGRAM for updated atmospheric parameters was varied uniformly between 0.5 and 5.0 km. A uniformly distributed initial seed value between one and 29999 is also provided to the MarsGRAM subroutine for the additional density perturbations provided by that routine.
Aerodynamic uncertainties are determined for three regions of flight: rarified flow, Mach number above 10, and Mach number below five. Blending functions based on Mach or Knudsen number are used between these regions. Tables 3 and 4 indicate the aerodynamic coeffcient increments, their distribution type (gaussian or uniform) and which dispersion analysis uses each quantity. These dispersions were applied at the aerodynamic reference point. For the 3DOF simulation, only force coefficient uncertainties were used (the normal force increment was also applied to the side force coefficient). In addition, for the 3DOF simulation, a uniformly distributed value (between +2 deg) was added to the trim angle of attack determined using unperturbed force and moment coefficient values. This dispersion was included as a means of modeling 6DOF issues. Note that in the 6DOF simulation the pitching moment and pitch damping coefficient increments were also applied to the yawing moment and yaw damping coefficients, respectively. Tables 3 and 4 . As noted in these tables, the 3DOF simulations used only the cg and mass uncertainties. Whereas, the 6DOF simulations included the mass moments of inertia.
The control system dispersions are similar for both the Orbiter and Lander simulations, except for the thruster, and hence roll acceleration, values. For the Orbiter, the biggest impact on the control system is the large variation in the rolVyaw thrust depending on tank pressure at Mars arrival. As indicated in Table 3 , this variation in overall rolVyaw thrust is modeled as a uniform distribution between 3.0 and 7.0 lb. The variation in tank pressure caused the pitch (also called aft) thrust to vary uniformly between 2.3 and 5.3 lb. Additionally, a five percent (30) thruster-to-thruster uncertainty was included. For the 3DOF simulation, the rolVyaw thruster variation was modeled as a uniform variation in maximum bank acceleration of between 4.85 and 11.30 deg/ sec2. For the Lander, only the five-percent thruster-tothruster gaussian variation was used in the 6DOF simulation. This thruster uncertainty was characterized as a maximum bank acceleration of 1.78 deg/sec2 with a 10% gaussian variation for the 3DOF Lander simulation.
The IMU variations are also given in Tables 3 and 4 . Note that dispersions in these parameters were an integral part of the IMU subroutine. This routine requires an initial seed value input from which the dispersions on the IMU parameters are selected by the routine. As indicated in these tables, a uniformly distributed initial seed value between 1 and 29999 is used in the dispersion analyses.
The mission uncertainties include entry state, knowledge errors in that state, initial spacecraft attitude and attitude rate. Tables 3 and 4 show the initial attitude and attitude rates used in these dispersion analyses. Note that the 3DOF simulations only perturb the initial bank angle, whereas the 6DOF simulations include uncertainties in all the initial attitude angles. The same initial states and knowledge errors were used in both the 3DOF and 6DOF simulations for a given mission. At a reference radius of 
Simulation AnalysedOutputs
Two thousand Monte Carlo input cases were generated for each of the four simulations based on dispersion values discussed above. Each PI was given access to the 3DOF and 6DOF simulation using their guidance algorithm and the first one hundred dispersed input cases for that particular mission. Using these dispersed cases, adjustments were made to the algorithms until the AFT References imposed stop date in July 1998. At that time, the two thousand cases were run and results were generated for the various guidance methodologies. [Refs. Similar output is provided by both the 3DOF and 6DOF simulations. For the Lander simulation, the range from the guidance PI determined parachute deployment target point is determined using both the actual and NAV states. The latitude, longitude, and altitude (from both the actual and NAV states) at the end of the simulation are also recorded. The Mach number and dynamic pressure are stored when the parachute deploys. The reaction control system (RCS) propellant usage as calculated in the control system subroutines is determined in the 6DOF simulation only.
Outputs for the Orbiter simulation include the apoapse and periapse of the orbit upon exiting the atmosphere. These apsides are indicated as altitudes above a reference sphere of radius 3397.2 km. In addition, these quantities are calculated using the actual and NAV states. Further outputs generated using both states included the exit orbit inclination and longitude of ascending node, as well as the velocity increment (delta-V) necessary to circularize the orbit at 400 km altitude above the reference sphere. Again, the RCS propellant from control system calculations is included for the 6DOF simulation.
Several outputs were common to all four simulations. These outputs included the maximum deceleration during the atmospheric trajectory. Also included were the maximum heat rate (based on the Sutton-Graves equation at Mars) and the total heat load as integrated from the calculated heat rate.
Closing Remarks
In summary, four simulations were developed in support of the MSP '01 Lander and Orbiter atmospheric guidance algorithm design, development, testing, and evaluation activities of the Atmospheric Flight Team. These two 3DOF and two 6DOF testbed simulations use POST as the basic simulation engine and include aerodynamic data, atmosphere, control system, IMU, planet, gravity, and mass property models provided by AFT team members. These simulations have been developed as the basis for Monte Carlo analyses of proposed MSP '01 precision landing and aerocapture guidance algorithms.
