We consider interpolation on a nite uniform grid by means of one of the radial basis functions (RBF) (r) = r for > 0, 6 2 2N or (r) = r ln r for 2 2N +. 
Introduction
Motivation. Several authors (Jackson 7] , Powell 11] , Schaback 14] ) have expressed an interest in the accuracy of RBF interpolation on nite uniform grids. The question suggested by Powell's work 11] is whether these results would reproduce the high orders of accuracy that occur on in nite uniform grids not only for the case of the multiquadric and linear radial functions, but also for other radial basis functions that are currently studied. We provide a positive answer to this question in Theorem 1. In addition, for a speci c class of radial basis functions, Theorem 2 shows that one cannot expect higher local rates of accuracy for general smooth data functions. (1.
3)
The problem considered in this paper is to investigate the rate of convergence of kf ? s h k L 1 (K) to zero as h ! 0, where K is any xed compact subset of the interior of D.
Method of analysis. A similar problem has been considered by Powell in Sec- (D) , where, for a given set of scattered interpolation points, h denotes the diameter of the largest sphere centred in D that does not contain any interpolation point in its interior. Therefore, due to boundary e ects, it is usual for their uniform rates of convergence to be slower than the maximal local order O(h d+ ) of Theorem 1, which is the main subject of this paper.
Proof of Theorem 1
The extension f of f. The method of proof that is described in the Introduction The justi cation of (1.11). By The uniform growth of s h . Proposition 1 Let be one of the radial functions considered in this paper and assume that the data function f is in the set Lip( + 2; D). Then the RBF interpolant (1.1) satis es (1.12), where c f is independent of h. Speci Further, let V = fv j : j = 1; 2; : : :; ng be a subset of D such that interpolation on V from the linear space P m (R d ) has a unique solution (for example, V may be the set of vertices of a suitable regular grid in any simplex that is included in D|cf. 13 (2.16) where the minimum is taken over the multipliers i , i = 1; 2; : : : ; ( The last part of the proof provides an estimate of the right-hand side of (2.18). We use (2.9){(2.11), the continuity of the determinant function (2.7) in each of its variables, and the fact that each l i , i = 1; 2; : : : ; n, is a polynomial of degree m over R d , to deduce the bound jl i (x)j c(1 + kxk) m ; i = 1; 2; : : : ; n; x 2 R d ; (2.19) where c is independent of x and h. Further, the numbers j (kx i ? x j k)j, for i; j = 1; 2; : : :; n, are bounded by the constant maxfj (kx ? yk)j : x 2 D; y 2 Dg, while x i 2 D, i = 1; 2; : : : ; n, and the growth of at in nity give j (kx ? The proof of (1.13). We now complete the proof of Theorem 1 by deducing a suitable bound on I h f ? s h . Since our argument for sums of the type (1.11) is also needed twice in the proof of Theorem 2, it is synthesized in the next result. Remark. When the decay of is exponential, Proposition 2 implies that the sum (2.23) tends to zero faster than any power of h. This property allows the proof of Theorem 2 that is given in the next section. However, the value l = 2d + in (1.7) is su cient to establish Theorem 1 for all the choices of considered in this paper. uniformly for x 2 M, where s h is the RBF interpolant to f j D on the nite grid V h .
We let I h f and I h g be the RBF interpolants to f = f and g on the in nite grid hZ d , as given by (1.8). The exponential decay of the cardinal function ensures that I h g is well de ned and that l = d + + 2 is allowed in (1.7). For this value of l, we apply Proposition 2 twice. 
