Abstract. Current-to-voltage measurements of electrical impedance tomography are accurately modelled by the complete electrode model which takes into account the contact impedance at the electrode/object interface. The formal limiting case is the shunt model, in which perfect contacts, that is, vanishing contact impedance is assumed. The main objective of this work is to study the relationship between these two models. In smooth geometry, we show that the energy norm discrepancy is almost of order square root of the contact impedance. In addition to this, we consider the discrepancy between the finite dimensional electrode potentials which are used as forward models in many practical applications: interpreting the shunt model as an orthogonal projection of the complete electrode model and applying a duality argument implies that this discrepancy decays twice as fast. We also demonstrate that in the limit, part of the Sobolev regularity of the spatial potential is lost; this possibly has the undesirable effect of slowing down the convergence of its numerical approximation. The theoretical results are backed up by two dimensional numerical experiments: one probing the asymptotic relationship between the models and another one testing the effect of the contact impedance on the finite element approximation of the complete electrode model.
1. Introduction. The modelling of current-to-voltage measurements is a fundamental part of electrical impedance tomography (EIT) in which the aim is to retrieve an image of the conductivity distribution inside a body by injecting current into it and recording voltage response on the boundary [1, 2, 4, 21] . The most accurate mathematical model for a practical EIT measurement is the complete electrode model (CEM) in which a key aspect is that together with taking the discrete nature of a reallife measurement into account, it introduces an extra parameter, known as the contact impedance, to characterize the resistive layers that arise at the electrode/object interfaces. It has been experimentally verified [19] that the CEM is capable of predicting experimental data to better than .1%.
In order to motivate this work, let us consider the following. In a given object Ω ⊂ R n , n = 2, 3 with conductivity σ = σ(x), x ∈ Ω, an application of static electric field induces an electric potential with amplitude u = u(x) determined via the conductivity equation
The effect of contact impedance is modelled by z > 0 in a Robin-type boundary condition
on each electrode E ⊂ ∂Ω, with U ∈ R representing the voltage amplitude perceived by the electrode and ν denoting the outward unit normal of ∂Ω. As current injection is exclusively confined to the electrodes, i.e. ν · σ∇u = 0 on the rest of ∂Ω, one ends up with a mixed Neumann/Robin boundary value problem for (1.1). It is well known [6, 14] that in general the solution for such a problem satisfies at best u ∈ H 1+s (Ω), for any s < 1. The regularity is further reduced asymptotically as z tends to zero in the sense that for the solution of a mixed Neumann/Dirichlet problem [18] , the aforementioned holds only for s < In this paper, we study the CEM in the limit as z tends to zero. We show that the limit exists and that it coincides with the so called shunt model (SM) defined by the Neumann/Dirichlet boundary condition (z = 0 in (1.2)). Relying ultimately on some already existing regularity results [6, 18] , we derive convergence rates in smooth geometry with respect to 0 < z → 0. In the natural H 1 (Ω)-norm, we obtain for u a convergence rate of order O(z s ) with an arbitrary s < 1 2
1 . As a means of further comparison between the models, we interpret the SM solution as an orthogonal projection of that of the CEM. As a consequence of this, application of an Aubin-Nitsche type duality argument yields a better -of order O(z 2s ) -rate in the modulus for the electrode potential U . A similar argument also applies to e.g. FE approximation by piecewise linears: the electrode potential U is more efficiently Galerkin-approximated than the spatial potential u.
Our numerical experiments also indicate that the aforementioned dissolution of the regularity of u when approaching the SM can be expected to cause a slowdown in the convergence of a common finite element (FE) approximation of the CEM by piecewise linears. This has significance as in practice one usually aims for good contacts between the electrodes and the object whereas many reconstruction algorithms rely on repetitive (and accurate) applications of FE-based solvers [22, 12, 8] . As a conclusion, we claim that a very small contact impedance has as low as (almost) first order contribution to measurement data but it slows the convergence rate of the FE-approximation down to half of the optimum.
The text is organized in the following way. In Sec. 2 the CEM and the relevant notation are introduced. Sec. 3 deals with the SM and its interpretation as an orthogonal projection of CEM. Sec. 4 is dedicated to deriving convergence rate between the models. The convergence rate as well as the effect of contact impedance to the convergence of a FE approximation are then numerically studied in Sec. 5. Finally, Sec. 6 is reserved for the concluding remarks. on ∂Ω and the union of all electrodes is abbreviated by E. The conductivity σ : Ω → R n×n is assumed to be symmetric and such that there are constants σ ± > 0 satisfying
for all ξ ∈ R n almost everywhere in Ω, that is to say, σ is (possibly) anisotropic and somewhere between an ideal conductor and resistor. We assume that all electrodes are used for both current injection and voltage measurement, and we denote the amplitudes of the static net currents and voltage patterns by I, U ∈ R M , respectively. According to the current conservation law, in the absence of sinks and sources we have the necessary condition
1 One may reflect this with the optimal s = 1 2 obtained in Ref. [6] for a generic two dimensional problem for Laplacian with fixed boundary data (1.2) (in our case U also depends on z).
The contact impedances at the electrode/object interfaces are characterized by positive real numbers
Remark 1. A time-harmonic current input would require taking the reactance into account, i.e., assuming σ, z as complex valued such that the real parts satisfy (2.1) and (2.2), respectively (see e.g. Ref. [19] ). With the suitable modifications, most of the results in this paper can be generalized to the complex case.
The boundary value problem corresponding to the CEM stands as follows: given an input current I ∈ R M , find the induced potential pair
where ν : ∂Ω → R n is the exterior unit normal of ∂Ω. Note that since in practice only potential differences can be measured, we determine the ground level by fixing U ∈ R M . Furthermore, here we have implicitly assumed σ to be regular enough so that all the above objects have a meaning in the sense of traces. For thorough physical justification of (2.3) we advise the reader to consult e.g. Refs. [2, 5] .
Let us briefly recall some fundamental properties of the space H 1 . As a closed subspace of H 1 (Ω) × R M , when endowed with the natural scalar product
it forms a Hilbert space; from here on, the norm induced by (2.4) will be denoted by · . Perhaps the most natural norm of choice for studying the solvability of the CEM is the one defined via 5) which can be interpreted as an energy norm. Lemma 2.1. The norms · and ||| · ||| are equivalent in H 1 . Proof. Obviously, ||| · ||| is absolutely homogeneous and sub-additive. Furthermore, |||V||| = 0 implies ∇v = 0, that is v = constant =: c and thus c = v| E m = V m for every m. The condition V ∈ R M leads to c = 0. Hence ||| · ||| is a norm on H 1 . The rest of the proof is somewhat analogous to that of Lemma 3.2 of Ref. [19] but for the sake of completeness, we decide to carry it out explicitly.
The part ||| · ||| · is a direct consequence of the Trace theorem 2 (for Sobolev spaces defined on Lipschitz boundaries, see Refs. [24, 16] ). We prove the converse part 2 In the rest of the paper we utilize the common -notation for 'left-hand side function bounded by a constant times the right-hand side one' to avoid explicitly writing several generic constants, depending only on the geometry and (possibly) on σ.
by contradiction: suppose the existence of a sequence converges strongly to v in L 2 (Ω). By weak convergence, continuity of modulus and Cauchy-Schwartz inequality, we have
enforces c = 0. Eventually, this leads to the contradiction
Hence, · ||| · |||. The bilinear form B = B(σ, z) :
where the boundary restrictions of the appearing functions are identified with their corresponding traces. For any φ ∈ (H 1 ) , we consider a general variational problem for B: find U = U(φ) ∈ H 1 so that
The unique solvability of (2.7) follows from a standard application of the LaxMilgram lemma.
Lemma 2.2. For an arbitrary φ ∈ (H 1 ) there is a unique U = U(φ) ∈ H 1 solving (2.7). In particular, the solution satisfies
.
(2.8)
Note that the constant in (2.8) is uniformly bounded as z + → 0. Proof. By Lemma 2.1 we have
which means that B is coercive. Trace theorem and Cauchy-Schwartz inequality imply
so B is also bounded. Given these two properties, the Lax-Milgram lemma [9] then guarantees the existence of a unique U ∈ H 1 solving (2.7). The uniform norm estimate (2.8) is a consequence of coercivity and (2.7) with the choice W = U.
Let us next return to the boundary value problem (2.3). In order to have a weak version of the co-normal derivative (denoted below by γ 1 (σ)) in hand, we set 9) and define the continuous map γ 1 (σ) :
In the above formula w ∈ H 1/2 (∂Ω) is identified with its arbitrary H 1 (Ω)-extension because the right hand side is defined only up to addition of an H 1 0 (Ω)-function to w. Indeed, this follows by density since the weak (distributional) definition of the differential operator is
. Using the Green's formula, it is easy to check that γ 1 (σ) coincides with the standard conormal derivative for smooth enough functions and boundaries.
We conclude this section by observing the connection between (2.3) and (2.7). Theorem 2.3. Let U = U(φ I ) ∈ H 1 be the solution of (2.7) with the secondmember φ I (W) := I·W . Then U = (u, U ) satisfies (2.3) with the co-normal derivative replaced with γ 1 (σ)u. The converse statement also holds.
Proof. Taking any test function w ∈ C ∞ 0 (Ω) in (2.7), we obtain ∇ · σ∇u = 0 in the sense of distributions. As a consequence we have from (2.7) that
for an arbitrary W ∈ H 1 . Hence we have
for arbitrary w ∈ H 1/2 (∂Ω), implying γ 1 (σ)u = 0 on ∂Ω \ E and the desired Robin condition on each electrode (as a consequence γ 1 (σ)u is in fact an element of L 2 (∂Ω)). Denoting
it follows from (2.11) with w ≡ 0 that J · W = I · W for all W ∈ R M , that is, J = I + c for some c ∈ R. On the other hand, applying (2.10) and (2.12) with w ≡ 1 yields
and hence c = 0. We therefore have obtained
and hence U is the solution of (2.3) when interpreting 'ν · σ∇ = γ 1 (σ)'. The converse follows with a minor effort from the definition (2.10) and thus we omit the details.
We will now focus on the behaviour of U when the contact impedances tend to zero. A natural candidate for the limit is the solution of the SM, which roughly correspond to the CEM problem (2.3) with vanishing contact impedances.
3. Convergence to the shunt model.
3.1. Shunt model. In EIT, the SM models the idealistic case of perfect conduction between the body and the electrodes. Mathematically speaking, this corresponds to replacing the Robin condition u + z m ν · σ∇u = U m in (2.3) by the corresponding Dirichlet condition u = U m , m = 1, 2, . . . , M . This change causes a drop of a half Sobolev smoothness index in the solution (see next section for the details). Therefore, the SM has a slightly more complicated definition than the CEM; in particular, the last equation of (2.3) does not hold anymore as a standard integral. For this reason, we will focus on the variational formulation of the SM, equivalent to the standard formulation, but easier to handle and sufficient for our purposes.
For any closed subspace V ⊂ H 1 , the Lax-Milgram lemma (cf. Lemma 2.2) guarantees the existence of a unique element
for φ ∈ V . Note that U V is the B-orthogonal projection of U onto the closed subspace V. It turns out that the solution of the SM problem is precisely the solution of (3.1), denoted by U 0 (φ I ), with
and φ = φ I from Theorem 2.3. Without going into details, we emphasize that this can, in essence, be shown by following the same lines of reasoning as in the proof of Theorem 2.3. However, as was mentioned above, we remind the reader that the lack of regularity of U 0 (φ I ) gives rise to the need for understanding the net current boundary condition in a weaker sense (cf. (4.15) for the case of smooth geometry). Notice, in particular, that U 0 is independent of z although B is not. Before moving on to study the relationship between the CEM and SM, we recall a basic approximation result closely related to (3.1). In point of view of Galerkin approximation, it is interesting to remark that, in a sense, the electrode potential part U ∈ R M is better approximated than the spatial part u ∈ H 1 (Ω) of the solution
Proposition 3.1 (Aubin-Nitsche). Let U = U(φ) ∈ H 1 be the solution to (2.7) and U V the solution of (3.1) corresponding to a given closed subspace V ⊂ H 1 . Then for any ψ ∈ (H 1 ) it holds
where
Proof. Since σ is symmetric it follows that (3.4) is equivalent to
and thus by Lemma 2.2 the dual problem is uniquely solvable. Given the projection U * V ∈ V corresponding to the variational problem defined by (3.5), we may write
where the rightmost equality follows from the fact that B(U, W) = B(U V , W) for any W ∈ V. The continuity of B concludes the proof. An important special case of Proposition 3.1 is the estimate for the error |U −
corresponding to the choice
In Sec. 5 we return numerically to this subject by considering the manifestation of Proposition 3.1 within the convergence of FE approximations of the CEM by piecewise linears. However, the fact that the constant in (3.3) blows up in the limit z + → 0 makes (3.3) unsuitable for studying U − U 0 asymptotically which we move on to do next.
Convergence result.
For the rest of this section, we are interested in the limit (if it exists) of the solution corresponding to the CEM when the contact impedances {z m } M m=1 tend to zero on all electrodes. We actually prove a slightly more general result: For any given closed subspace V ⊂ H 1 , U V always converges as z tends to zero, and its limit is U V 0 ∈ V 0 , where 6) and
in the space H 1 . Proof. For clarity, we abbreviate the solutions by V(z) = U V , z ∈ (0, ∞)
M and the bilinear form by B(z). We perform an indirect argument and assume that (3.7) is false, i.e., there exists a sequence sequence
According to the uniform (with respect to z) bound (2.8), the function z → V(z) is bounded. Hence, by the Banach-Alaoglu theorem, we may assume that {V (j) } ∞ j=1 converges weakly to a certain V ∈ V. First we show that actually V = U V 0 .
Using z m ≤ z + for any m = 1, 2, . . . , M and (2.1), we obtain from (3.1) that
Hence the (weak) continuity of the trace operator yields
and subsequently, Cauchy-Schwarz inequality and (3.8) give v = V m on every E m , that is, V ∈ V 0 . Similarly, by weak convergence, an arbitrary W ∈ V 0 satisfies
where the middle equality is a consequence of the vanishing boundary term. Thus uniqueness guarantees the claimed V = U V 0 . We are ready to derive the contradiction. By coercivity we estimate
with the underlying constant being independent of j. Note that the equality in (3.9) follows by symmetricity of σ and vanishing of suitable boundary terms. Therefore, by weak convergence the right-hand side of (3.9) converges to zero as j → ∞, implying strong convergence for the sequence
. This is contradicts the assumption. There are certain special cases of Proposition 3.2 that are of particular interest. First of all, in the case V = H 1 it follows that that the CEM solution converges to that of the SM with an unspecified rate as (0, ∞) M z → 0. Secondly, any Galerkin approximation of the CEM converges to that of the SM problem as the contact impedances tend to zero.
4. Regularity and convergence rates in the smooth setting.
4.1. Regularity of the spatial part. In this section we move onwards to study the Sobolev smoothness of the spatial potentials of CEM and SM in the case when all the predetermined attributes are smooth enough. We show in both cases that the H 1 -regularity of the spatial potential is not the optimal. To avoid extra technicality, we assume that ∂Ω, ∂E m , m = 1, 2, . . . , M are all in the C ∞ -class. We also suppose that in addition to satisfying (2.1), the conductivity σ belongs to C ∞ (Ω; R n×n ). At this point, we need to enlarge the domain and range of the co-normal derivative γ 1 (σ)u in smooth domains. In what follows, we use the generic · , · to denote the dual evaluation between any pair H −s (∂Ω) and H s (∂Ω), s ≥ 0; if there is danger of confusion, we give further specifications. By density (see §2 Theorem 7.3 of Ref. [15] ), the operator γ 1 (σ) :
for any 0 < s < 2.
Next we introduce a reference problem which will be used to infer the extra regularity of u, u 0 ∈ H 1 (Ω). Suppose Γ ⊂ ∂Ω is simply connected, non-empty and that ∂Γ is of class C ∞ . Then, it is well known that for any pair of data g ∈ H 1/2 (Γ), f ∈ L 2 (Ω) and parameter β ≥ 0, there exists a unique v β ∈ H 1 (Ω) satisfying weakly
with the case β = 0 in the rightmost constraint interpreted as a Dirichlet condition. Using the properties of the Dirichlet-to-Neumann map and interpolation of Sobolev spaces, we obtain the following regularity estimate:
with a constant C > 0 independent of β.
Proof. For simplicity, we assume that f = 0 as the below reasoning can be adjusted to the general case with a few straightforward modifications. The idea is essentially based on the proof of Corollary 4.4 of Ref. [6] . In the case β = 0, the unique solution of (4.2) exists and satisfies [18, 6] the estimate
2 ). We define the associated (partial) Dirichlet-to-Neumann map by
and v 0 is the solution of (4.2) corresponding to g and f = 0. Note that as a consequence of the zero-Neumann condition, (4.6) is independent of the choice of the extension w. By the standard characterization of H 1/2−s (Γ) by restrictions (see §1 Theorem 9.2 of Ref. [15] ), (4.1) and (4.4), we see that Λ is bounded.
Suppose for now that β > 0 and v β solves (4.2) for some g ∈ L 2 (Γ) and let
Γ) denote the identity map. As a consequence of the fact that v β trivially solves the corresponding mixed Dirichlet/Neumann problem, we can write
The rest of the proof is analogous to that of Corollary 4.4 of Ref. [6] ; it relies on studying continuity properties of the operator
2 ) via interpolation of Sobolev spaces [15] and utilization of the continuity of (4.5).
Remark 2. In fact, the interpolation argument of the proof of Corollary 4.4 of Ref. [6] yields also a convergence rate
2 ). However, this result is not directly applicable to u − u 0 H 1+s (Ω) because in the CEM the electrode boundary data depends on z. Moreover, note that we cannot expand (Id + βΛ) −1 in terms of the Neumann series because powers Λ j , j ≥ 2, are not well defined (see Theorem 3.1 of Ref. [6] ).
The next theorem shows that (4.3) can nevertheless be used to get an analogous norm estimate for u, u 0 ∈ H 1 (Ω).
Theorem 4.2. The functions u, u 0 ∈ H 1 (Ω), i.e. the spatial parts of CEM and SM solutions, satisfy
for any given s < 1 2 . Proof. Here we consider only u (u 0 can be handled with straightforward modifications). The idea is to use a suitable partition of unity to get local estimates from Theorem 4.1. We claim that there exists a partition of unity
This set functions can be constructed in the following way. First use e.g. the converse of trace theorem [16] to select functions ϕ p ∈ C 2 (Ω) such that ϕ p satisfies the latter two conditions of (4.9). Then defining the functions ϕ p ∈ C 2 (Ω) by
gives a set of functions satisfying also the remaining summability condition (recall that E m ∩ E p = ∅ if m = p). We find out that u p := uϕ p satisfies a boundary value problem of form (4.2). Obviously we have
in the weak sense with the underlying norm estimate ∇ · σ∇u p L
. In addition, a straightforward calculation based on (2.11) reveals
for any g ∈ H 1/2 (∂Ω). Therefore, by (4.9) and (2.7) we have
where χ p is the indicator function of E p . Consequently, Theorem 4.2 can be applied to the boundary value problem defined by (4.10) and (4.11). Therefore, for any given s < 1 2 , the solution u p satisfies the norm estimate
where the middle estimate follows from (4.10). Eventually, using the summability condition of (4.9) and triangle inequality, the proof is concluded. Thanks to Theorem 4.2 and the regularity of Neumann problem, an extra for arbitrary s ∈ [0, 1 2 ), ∈ (0, 1 − s). Note that the right-hand side goes to infinity as z − goes to zero.
Proof. We abbreviate
and let g m denote the extension of g m to ∂Ω by zero; the continuity of the extension (see §1 Theorem 7.4 of Ref. [15] ) implies
By regularity of the Neumann problem (cf. §2 Remark 7.2 of Ref. [15] ) and interpolation between spaces
. Henceforth, the fact thatg m do not overlap each other, the continuity of γ 1 (σ) from H . By triangle inequality, trace theorem [15] and the fact that U m ∈ R is a constant, we may further estimate the right hand side of (4.13) using (4.14)
In order to manipulate the quotient norm in (4.14), we recall that by basic properties of Sobolev inner product [24] , there holds
where the last estimate is a direct consequence of Cauchy-Schwarz inequality. Applying the above estimate, (4.14) and (2.8), we obtain
which implies the claim. Identifying γ 1 (σ)u with the boundary current density we can deduce (cf. §1 Theorem 9.8 of Ref. [15] ) that
Therefore, in particular, we have γ 1 (σ)u ∈ L ∞ (∂Ω). This is not true for γ 1 (σ)u 0 since it even falls outside of L 2 (∂Ω). In the special case σ ≡ 1, n = 2 for (4.2), the drop in Sobolev regularity was characterized in Ref. [6] (see also Ref. [17] ) by classifying the type of the singularities of v β at the transition points of boundary conditions. Using a singular decomposition technique, in the case β > 0, it was demonstrated that the most severe singularity is of type r log r whereas in the case β = 0 it is r 1/2 with (r, θ) denoting the polar coordinates centered at the transition point in question.
Convergence rates.
In order to take advantage of the regularity provided by (4.8) in deriving convergence rates, we need the following lemma related to the approximation of trivially extended Sobolev functions by bump functions: Lemma 4.4. Let Γ ⊂ ∂Ω be a connected set with a C ∞ -boundary. Suppose that g ∈ H s (Γ) for some s ∈ [0, 1/2) and denote by g ∈ L 2 (∂Ω) the extension of g to ∂Ω by zero. Then g ∈ H s (∂Ω) and there exists a sequence of C ∞ (∂Ω)-functions supported in Γ that converges to g in H s (∂Ω). Proof. By the density of compactly supported functions (see e.g. §1 Theorem 11.1 of Ref. [15] ) for any Sobolev exponent s ∈ [0, 1/2], it is possible to fix a sequence of functions (ϕ j ) ∞ j=1 ⊂ C ∞ 0 (Γ) which converges to g in the norm of H s (Γ). As the zero extension ϕ j remains in C ∞ (∂Ω), the continuity (see §1 Theorem 7.4 of Ref. [15] ) of the zero extension operator for s ∈ [0, 1/2) implies g ∈ H s (∂Ω) and that the smooth functions ϕ j converge to g in H s (∂Ω). Considering the smoothness given by Theorem 4.2, the net current condition for the SM can be interpreted in the following way.
Proposition 4.5. In the C ∞ -setting U 0 ∈ H 1 satisfies
where the dual evaluation can be taken between H −s (∂Ω) and H s (∂Ω) for arbitrary s ∈ (0, 1 2 ) and χ m is the indicator function of E m . Proof. Let g ∈ C ∞ (∂Ω) and s ∈ (0, 1 2 ) be arbitrary. According to Lemma 4.4 we can pick a sequence (ϕ j )
By basic properties of Sobolev norm and (4.16) we have
and hence by continuity
where the last equality is a consequence of the variational problem in H 1 0 defining U 0 (cf. (3.1)) and the fact supp gϕ j ⊂ ∂Ω \ E. Therefore, it holds
for any g ∈ C ∞ (∂Ω). Choosing suitable test functions g that are constants on the electrodes, and recalling (3.1) and that the electrodes do not overlap, we arrive at the alleged result. Equation (4.15) allows us to estimate U − U 0 by using the coercivity of B to obtain the following: Theorem 4.6. The discrepancy between the CEM and SM solutions satisfies the estimate
for any s ∈ [0, 1 2 ). Proof. As a consequence of (4.15) and (4.17) we write
for all W ∈ H 1 where the middle equality follows from the definition (2.10) of the conormal derivative. The choice W = U − U 0 further leads to
Taking the coercivity of B into account, it is sufficient to obtain a bound of the desired form for the right hand side of (4.20) . By the continuity of γ 1 (σ) we can estimate
for an arbitrary t ∈ (0, 1 2 ). Applying the Robin boundary condition suitably (cf. proof of Corollary 4.3), we may use the continuity of γ 1 (σ) to yield
for any ∈ (0, t + 1 2 ]. Therefore, by interpolation and trace theorem, we get . Before concluding the section, we point out that convergence rates can be obtained also in other norms. In particular, the next corollary reveals that the electrode voltages U ∈ R M converge twice as fast as the potential inside the body.
Corollary 4.7. For the solutions U, U 0 ∈ H 1 there holds
for any s ∈ [0, 1 2 ). Furthermore, the spatial components satisfy
for any s ∈ [0, 1 2 ) and ∈ (0, 1/2 − s). Proof. We prove the first part using a dual technique similar to the one used to prove Proposition 3.3. Define U * ∈ H 1 as the unique solution to the dual problem
for all W ∈ H 1 . Consequently we may write
The idea of the proof is to derive a bound for the right-hand quantity without using the coercivity of B. Instead, we will apply Sobolev regularity and interpolation to obtain
for all s ∈ [0, Let us then demonstrate how to obtain (4.27). Since by (4.19) the modulus of the rightmost expression of (4.26) is bounded by . Referring to this fact, we have
(Ω) as the source term. Subsequently, according to (4.21) and (4.22), we deduce
for t, , θ as in the proof of Theorem 4.6. Combining (4.26) and (4.29) we get
where s =
1+2(t− ) 4
can be chosen freely from the interval [0, 2 ). This is clearly equivalent to the claim.
The second part of the claim is again an application of interpolation. Utilizing the partition of unity (4.9) with Theorem 4.1 (β = 0) we get
for any s ∈ [0, To conclude the section, we remark that it is a rather straightforward task to generalize the above results to the case where z m → 0 possibly only for m in a subset of {1, 2, . . . , M }.
Numerical tests.
We proceed with two numerical examples related to some of the results presented in Sec. 3 and 4. In Sec. 5.1 we test whether a convergence rate indicated by (4.18) is apparent in the corresponding FE approximations by piecewise linears and we are also interested whether the electrode voltages converge noticeably faster than the spatial potentials (cf. (4.23) ). The other example is presented in Sec. 5.2. There we numerically study what kind of an effect different values of z have on the convergence (with respect to the maximal triangle diameter h) of the FE approximation of the CEM. Although this question is of practical interest on its own, it can also be understood as an indirect numerical verification of the observed regularity drop (see (4.8) , (4.12)).
Convergence test.
In the first numerical example, the test object Ω is a regular hexadecagon with all of the 16 corners lying on the unit sphere. The conductivity is constant σ ≡ 1 and there are M = 8 identical, equidistant electrodes each of which covers exactly one boundary edge of Ω. We compute approximate solutions using the FE method with piecewise linear basis functions. Denoting the space defined by the triangle-wise linear polynomials by P 1 , we select V = P 1 ⊕ R M ; this Galerkin space is used to compute U V i.e. a FE approximation of the CEM. The corresponding V 0 is defined as in (3.6) and we use it to approximate the SM. For a detailed description of the assembly and computation of the system matrices, we refer to Ref. [22] . and
are computed using the input current
but we emphasize that similar rates were also obtained for other input currents. We have also considered the measurement matrix R V ∈ R M ×M (R V 0 respectively) defined as the unique matrix having the following two properties: it maps every I ∈ R M to U V ∈ R M , where U V = (u V , U V ) ∈ H 1 is the corresponding solution to (3.1), and its null space is spanned by [1, 1, . . . , 1] T ∈ R M . Note that the I (2) defined above is an eigenvector of R V (R V 0 respectively) corresponding to the second smallest eigenvalue (see e.g. Ref. [19] ).
First of all, we observe that the convergence indicated by Proposition 3.2 appears to take place. The estimated convergence rates in the tabular of Fig. 5.1 are obtained by a least squares fit of linear functions in log β. Although the results fall below the rates predicted by Theorem 4.6 and Corollary 4.7, it is reasonable to hypothesize that for any s ∈ [0, 1 2 ) there exists a fine enough triangulation of Ω such that an (infinitely precise) numerical scheme will detect the rates
We further observe that qualitatively the obtained estimates are fairly well in accordance with the theory in the sense that
8011 ) decays roughly twice as fast in the limit β → 0.
5.2.
The effect on the convergence of FE approximation. We continue working in the same geometry as in the previous example. However, in this case we do not fix the triangulation of Ω but instead use a set of gradually sharpening uniform triangulations 4 to estimate the convergence rate of the FE approximation by V = P 1 ⊕ R M . More precisely, for each member of a set of constant contact impedances z ≡ β > 0, we compute for U V an estimated convergence rate with respect to the ever decreasing mesh parameter 0 < h → 0+.
In order to derive a priori estimates with respect to h, we note that for any given v ∈ H 3/2+s (Ω), s ∈ [0, 1 2 ), it can be shown using a suitable polynomial interpolator [3, 20] , that inf
where the hidden constant depends on s. As a consequence, the hypothesis that u satisfies (4.12) 5 leads to an O(h 1/2+s ) upper bound for U − U V and to the nearly quadratic one O(h 1+2s ) for |U − U V |. Indeed, by Céa's lemma and the fact that
with the rightmost hidden constant being of order O(β −1/2−s− ) for any ∈ (0, 1 − s). As an implication of (3.3) we additionally obtain that
The authors admit that this is not reasonable in practical applications. Due to the high regularity of u away from ∂Ω it is advisable to use adaptive meshing (cf. e.g. Ref. [11] ). 5 It is well known that in polygonal domains this is not the case e.g. if the boundary has concave angles. For a detailed discussion on the topic, see for example Ref. [6] and the references therein.
with a hidden constant of order O(β −3/2−s− ). Let us emphasize that in both estimates (5.2) and (5.3), due to the underlying interpolation space argument, the constant depends also on s and . Because of the constants' explosion in the limit β → 0+, one may anticipate that (when using uniform triangulations) the computational detection of rates corresponding to s close to 1/2 becomes increasingly demanding.
Remark 3. (a) Let C N denote the condition number of the matrix corresponding to the discretization of the bilinear form (2.6) by finite elements. A simple computation shows that
with C(Ω, h) being a constant independent of β. As β goes to zero, the inversion of the linear system becomes more and more unstable, hence it is justified to expect that the quality of the computed approximation will eventually deteriorate.
(b) According to (5.3), in order to simulate measurement data U by using U V , a triangulation much coarser than what one would need for approximating u by u V is sufficient. In gradient based reconstruction algorithms of EIT, an approximation of U , i.e., the Fréchet derivative of U with respect to a finite dimensional σ (often among other parameters [12, 8] ), depends also on u V . In that case it is well motivated to use a finer triangulation for the approximation of U than for the mere simulation of the electrode data. We approximate the 'exact' solution by takingV with a mesh parameterĥ h considerably smaller than the ones for any of the explored V. In Fig. 5 .2 the estimated h-convergence rates are illustrated in different norms as a function of β. The applied current inputs are chosen as above in Sec. 6. Again, each one of the estimated rates is obtained from a least squares fit of a linear function in log h. For comparison, we performed the calculation also for the SM case i.e. using V 0 andV 0 as Galerkin spaces, respectively.
6. Conclusions. We have shown that the CEM converges to the SM as the contact impedance tends to zero. In smooth domains, we derived a discrepancy of the order O(z s ), 0 ≤ s < 1 2 , between the two models. Moreover, using a duality argument, it was possible to demonstrate that, in theory, the difference between the corresponding electrode measurement maps is O(z s ), 0 ≤ s < 1. The first numerical experiment verified these rates to a certain extent. We also pointed out that the spatial part of the SM solution has Sobolev regularity of a half degree less than that of the CEM. Given that typical convergence estimates for the h-FEM rely on Sobolev smoothness, the results of the latter numerical experiment support this drop in regularity, and point out that the FEM gives a more accurate approximation for the CEM when z 0.
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