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Flexible reconfiguration of human brain networks supports cognitive flexibility and learning. How-
ever, modulating flexibility to enhance learning requires an understanding of the relationship be-
tween flexibility and brain state. In an unprecedented longitudinal data set, we investigate the
relationship between flexibility and mood, demonstrating that flexibility is positively correlated
with emotional state. Our results inform the modulation of brain state to enhance response to
training in health and injury.
Transient changes in the patterns of communication
between brain areas support both learning and cognitive
flexibility [1, 2]. These abilities are not static but can
vary considerably over time and as a function of an in-
dividual’s affective state. For example, learning often
shows an “inverted-U” relationship with arousal, with
optimal learning at moderate levels of arousal [3]. To-
gether, these findings imply that the influence of affective
state on learning and cognition may involve modulations
of brain network flexibility. However, virtually nothing
is known about such modulations.
A potential simple and intuitive affect-related driver of
daily variations in brain network flexibility is mood [4].
Mood can fluctuate normally over time scales ranging
from minutes to weeks. Moreover, mood can affect learn-
ing, for example by biasing the perception of reward out-
comes [5]. These biases are thought to arise from neuro-
physiological changes in neurotransmitter systems linked
to arousal [6]. However, the network-level mechanisms
of these processes in the human brain remain unknown.
We hypothesized that positive mood is associated with
enhanced brain network flexibility, potentially explaining
the observations that more flexible brains display greater
cognitive flexibility and better learning [1, 2].
To address this hypothesis, we leveraged data from
the MyConnectome Project, which acquired extensive
longitudinal neuroimaging and psychophysiological data
from a single participant [7, 8], who underwent multiple
resting-state fMRI scans each week for a year. The par-
ticipant also recorded his mood on a standard question-
naire (expanded Positive and Negative Affect Schedule;
PANAS-X) [9]. Subjective ratings across the 60 mood
categories were correlated with one another, suggesting
the presence of a latent structure (Table S1; Figure 1A).
We interrogated this structure using a principal compo-
nents analysis, generating a set of mutually orthogonal
components, loadings of PANAS-X categories onto com-
ponents, and the percent variance accounted for by each
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component. The first component explained ≈33% of the
variance (the next accounted for ≈12%) (Figure 1B). The
top three PANAS-X categories, in terms of their load-
ing magnitude onto the first component, were “happy”,
“enthusiastic”, and “confident”. The bottom three were
“downhearted”, “blue”, and “irritable”. We termed the
first principal component “positivity index” (PI), due to
its sensitivity to emotional valence (Figure 1C).
Next, we estimated flexibility in 630 brain regions and
on average across the brain. This entailed dividing re-
gional fMRI BOLD time series into non-overlapping win-
dows. Within each window, we estimated functional
connectivity between all pairs of brain regions using a
magnitude-squared wavelet coherence [1]. The result
was an ordered set of functional connectivity matrices,
each of which represented a layer in a multi-layer net-
work [10]. Next, we used a community detection algo-
rithm to partition brain regions into communities (func-
tional sub-systems [11]) across layers (windows) [12] (Fig-
ures S1,S2). Using these community assignments, we cal-
culated the flexibility of each brain region as the fraction
of times that its community assignment changed from
one layer to the next [1]. We repeated this analysis for
all scan sessions.
We first asked which regions of the brain were flexi-
ble versus inflexible, and which region’s flexibility val-
ues varied appreciably across scan sessions. We ob-
served that most brain regions possessed similar levels
of mean flexibility and quotidian variability; the latter
measured by the standard deviation (Figures 1D,E). A
small number of regions, however, including components
of visual, fronto-parietal, and somatomotor systems, pos-
sessed lower mean flexibility than the rest of the brain
and were also more variable (Figure 1F). To quantify
these observations, we aggregated regional flexibility by
brain system and found that these same systems had
mean flexibilities much lower than expected by chance
(permutation test, zFP2 = −6.52, p = 3.44 × 10−11;
zSMN = −4.53, p = 3.00 × 10−6; zV IS2 = −8.52,
p < 10−15; FDR-controlled, d = 0.001) (Figure 1G).
Similarly, the quotidian variability of SMN and VIS2
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2FIG. 1. Summary of principal component and flexibility analyses. (A) Correlation matrix of PANAS-X categories with
one another, ordered by loading of PANAS-X categories onto the first principal component. (B) Variance accounted for by each
of the first ten principal components. (C) Detail of the positivity index. Each colored point indicates the loading of a PANAS-
X category onto the first principal component, which we termed the “positivity index.” (D,E) Topographic representation of
mean and standard deviation of flexibility. (F) Mean and standard deviation of flexibility scores plotted against one another.
Color-coding indicates brain systems: fronto-parietal (purple), somatomotor (green), peripheral visual (blue), and the rest of
brain (grey). Inset depicts topographic representation of somatomotor (SMN), fronto-parietal (FP1), and peripheral visual
(VIS2) (G) The z-score of the mean system flexibility. (H) The z-score of the standard deviation of system flexibility.
were much greater than expected (permutation test,
zSMN = 13.45, p < 10
−15; zV IS2 = 7.93, p < 10−15;
FDR-controlled, d = 0.001) (Figure 1H). The presence
of high quotidian variability in relatively rigid regions
suggests the presence of a strong energetic constraint on
network dynamics.
Global flexibility, or the average flexibility across brain
regions, was positively correlated with positivity index
(Pearson’s correlation, rˆ(PI, F ) = 0.289, p = 0.013)
(Figure 2A) (See Supplementary Information for details;
Figures S3–S12), implying that positive emotional states
correspond to a more flexible brain. To better under-
stand which brain regions contributed to this correla-
tion, we calculated the correlation of each brain region’s
flexibility with the positivity index. We observed that
most brain regions were not significantly associated with
the positivity index. However, regions comprising the
somatomotor system exhibited significant positive cor-
relations (permutation test, z = 8.40, p < 10−15) (Fig-
ure 2B,C), complementing prior work linking heightened
motor activations – potentially due to motor imagery –
with positive mood [13]. A few systems were also more
anti-correlated with flexibility than expected, including
cingulo-opercular (zCO = −3.38, p = 3.63×10−4), dorsal
attention (zDAN = −4.14, p = 1.66× 10−5), and periph-
eral visual networks (zV IS2 = −3.52, p = 2.11 × 10−4)
(FDR-controlled, d = 0.001), suggesting that relative
stability in these higher-order cognitive systems was ac-
companied by positive mood.
The relationship between mood and flexibility sug-
gests a potential network-level mechanism for learning
deficits observed in mood disorders [14], and the depen-
dence of those deficits on cognitive flexibility [15]. In
these individuals, the development of pharmacological
and stimulation-based interventions to alter brain net-
work flexibility is therefore of particular interest. For ex-
ample, brain network flexibility can be altered through
modulation of NMDA receptor function [16]. However,
an arguably more powerful approach might be to target
states of arousal, which are known to be altered in mood
disorders [17], implicated in learning [4], and modulated
by norepinephrine systems [4]. There is some prelimi-
nary evidence that arousal modulates network connec-
tivity [5], but further work is needed to understand the
patterns and dynamics of these network modulations and
their relationship to mood.
Neurophysiological underpinnings aside, our observa-
tions can nevertheless inform the development of educa-
tional interventions to enhance learning. Intuitively, our
results support the notion that by altering mood, one
might alter brain network flexibility, and therefore predis-
pose the brain to learn quickly in subsequent tasks. Such
an outcome would directly fulfill the goals of personalized
neuroeducation [18]: the use of neuroscientific informa-
3FIG. 2. (Relationship of flexibility scores with positivity index.) (A) Global flexibility as a function of positivity index.
(B) Topographic representation of correlation of regional flexibility with positivity index. (C) Regional correlations grouped
by system between regional flexibility and positivity index.
tion to inform educational practices tuned to individual
students. Potentially powerful modulations could include
simple mental exercises, which are easily translated into
educational settings. For example, self-affirmation tasks
have been shown to parametrically alter brain activity
[19] to a degree that predicts individual differences in
future behavior [20]. Future work could define a care-
fully titrated library of mental tasks that modulate brain
network flexibility (and subsequent learning) in a pre-
dictable fashion by modulating mood.
ONLINE METHODS
MyConnectome data
All data were obtained from the MyConnectome
Project ’s data-sharing webpage (http://myconnectome.
org/wp/data-sharing/). Specifically, we studied pre-
processed parcel fMRI time series for scan sessions 14–
104. Details of the pre-processing procedure have been
described elsewhere [7, 8]. Each session consisted of 518
time points during which the average fMRI BOLD signal
was measured for N = 630 parcels or regions of interest
(ROIs). With a TR of 2.2 s, the analyzed segment of each
session was approximately 19 minutes long. In addition
to fMRI data, we also examined behavioral data avail-
able on the same webpage. The behavioral data included
additional biometric information, such as heart rate and
blood pressure, though we analyzed only PANAS-X cate-
gories, a set of emotional categories that the subject rated
on a 0-5 Likert scale. Usually the PANAS-X test includes
60 categories. Only 57 were used as part of our analysis;
the categories “bashful”, “timid”, and “shy” had ratings
of zero for the entire duration of the experiment.
Principal component analysis
Our analysis focused on the n = 73 scan sessions
for which both resting-state fMRI data and all p = 57
PANAS-X categories were available. We standardized
each category to have zero mean and unit variance. We
represented the full set as the matrix, X ∈ Rn×p, which
we submitted to a principal component analysis (PCA).
Essentially, PCA takes a data matrix and linearly factor-
izes it by creating a set of orthogonal principal compo-
nents, subject to the condition that each successive com-
ponent has the greatest possible variance. Each compo-
nent is a linear combination of the original data variables.
Specifically, we performed PCA using a singular value
decomposition (SVD) [21] which deconstructs X accord-
ing to the equation:
X = USVT (1)
where U ∈ Rn×n and V ∈ Rp×n contain the left and
right singular vectors and where S ∈ Rp×p is the diago-
nal matrix of singular values. Importantly, U and V have
rank equal to that of X. The ith principal component,
then, is the ith column of U. The corresponding col-
umn of V gives weights that indicate the extent to which
each PANAS-X category contributed to that component.
Similarly, squaring the corresponding singular element of
S gives the magnitude of variance accounted for by that
component. In the Supplemental Information we ex-
amine, in detail, the robustness of this analysis to the
exclusion of individual data points (Figure S3), random
permutations of the flexibility estimates (Figure S4), es-
chewing PCA in favor of individual PANAS-X categories
(Figure S5), other principal components besides the first
(Figure S6), the use previously-defined emotional affect
classes rather than a principal component to identify in-
dices of positivity (Figure S7–S9), and the use of ex-
ploratory factor analysis instead of PCA (Figure S10).
We also test the robustness of our results after control-
4ling for other psychophysiological and nuisance variables
(Figure S11,S12).
Dynamic network construction and community
detection
We sought a division of brain regions into communi-
ties, which are thought to reflect the brain’s functional
sub-systems [22]. We divided the parcel time series into
T = 14 windows of 37 time points (TRs) each (≈1.36
minutes in length). For each window, we calculated the
wavelet coherence matrix, C ∈ RN×N . Each element,
Cij , represented the magnitude squared coherence of the
scale two (0.0625–0.125 Hz) Daubechies wavelet (length
4) decomposition of the windowed time series obtained
from regions i and j (http://www.atmos.washington.
edu/~wmtsa/). This particular frequency band was se-
lected based on previous work [1, 2]. Each dynamic net-
work was treated as a layer in a multi-layer network,
C = {C1 . . .C14}. To detect the temporal evolution of
modules, we maximized the multi-layer modularity [12],
which seeks the assignment all brain regions in all layers
to modules such that:
Q(γ, ω) =
1
2µ
∑
ijsr
[(Cijs − γPijs)]δ(Gis, Gjs)
+ δ(i, j) · ω]δ(Gis, Gjr)
(2)
is maximized. In this expression, Cijs is the coher-
ence of regions i and j in layer s. The tensor Pijs is
the expected coherence in an appropriate null model.
Specifically, we choose Pijs =
kiskjs
2ms
, which is a multi-
layer extension of the common configuration model. The
parameter, γ, scales the relative contribution of the ex-
pected connectivity and effectively controls the number
of modules detected within a given layer. The other free
parameter, ω, determines the similarity of modules across
layers, and is therefore sometimes referred to as the tem-
poral resolution parameter [10]. In the main text, we fix
these parameters to the commonly-used default values of
γ = ω = 1 [10]. In the supplement we demonstrate the
robustness of our results to variation in the resolution
parameters (Figure S2).
We use a Louvain-like locally greedy algorithm to max-
imize the multi-layer modularity, Q(γ, ω) [23] (typical
output is show in Figure S1). Due to near-degeneracies
in the modularity landscape [24] and stochastic elements
in the optimization algorithm [25], the output typically
varies from one run to another. For this reason, rather
than focus on any single run, we characterized the statis-
tical properties of 50 runs of the algorithm, which corre-
spond to 50 optimizations of the multi-layer modularity.
Regional and global flexibility
The output of the Louvain-like locally greedy algo-
rithm was a partition, G ∈ RN×T , whose element Gi,r ∈
{1 . . . c} is the community to which brain region i in layer
r was assigned in that optimization. The multi-layer
modularity maximization simultaneously assigns brain
regions in all layers to communities so that community
labels are consistent across layers, thus circumventing the
commonly studied community matching problem. Given
G, we can calculate each brain region’s flexibility score:
fi =
1
T − 1
T−1∑
s=1
δ(Gi,s, Gi,s+1) (3)
which counts the fraction of times that brain region,
i, changes its community assignment in successive lay-
ers. Flexibility is normalized so that scores near zero
and one correspond to brain regions whose community
assignments are highly consistent and highly variable, re-
spectively, across layers. Flexibility can also be averaged
over all brain regions to obtain the global flexibility of the
whole brain, F = 1N
∑N
i=1 fi. Both regional and global
flexibility scores were calculated separately for each of
the 50 modular partitions obtained from the Louvain-like
algorithm and averaged across optimizations.
System assignments
In addition to community assignments, each brain re-
gion was also assigned to a brain system. The designation
of regions to systems was developed as part of an earlier
study [7], which defined, in total, 13 systems based on the
topographic patterns of functional connections: cingulo-
opercular (CO), default mode (DMN), dorsal attention
(DAN), fronto-parietal 1 (FP1), fronto-parietal 2 (FP2),
medial-parietal (MedPar), parietal-occipital (ParOcc),
salience (SAL), somatomotor (SMN), ventral attention
(VAN), primary visual (VIS1), and peripheral visual
(VIS2). In addition to the previously-defined systems
[7] we also included two other systems: (i) a subcorti-
cal (SUB) system comprised of bilateral thalamus, cau-
date, putamen, pallidum, hippocampus, amygdala, and
accumbens, and (ii) a category reserved for brain regions
with no clear assignment (NONE) (See Figure S13).
In the main text, it was sometimes advantageous to de-
scribe measures at the level of brain systems as opposed
individual brain regions or the whole brain (e.g. mean
and standard deviation flexibility; mean correlation of
flexibility with the positivity index). Such system-level
measures were obtained by averaging across each sys-
tem’s constituent regions. However, because such mea-
sures may be biased by system size (i.e. number of re-
gions assigned to that system), we compared the observed
measures against the distribution of similar measure-
ments obtained from a permutation null model, wherein
5the total number of regions assigned to each system re-
mained constant but where assignments were, otherwise,
made at random. Specifically, we calculated the mean,
µsys, and standard deviation, σsys, system-level measure-
ments based on 10000 iterations of the permutation null
model and expressed the observed measure, ysys, as a
z-score:
zsys =
ysys − µsys
σsys
. (4)
We corrected for multiple comparisons by controlling
the false discovery rate (FDR) using the linear step-up
procedure [26]. In each case, we calculated an adjusted
critical value, padj , by fixing the maximum FDR at d =
0.001.
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6SUPPLEMENTARY INFORMATION
A. Community detection
1. Multi-layer modularity maximization
A central topic in network science, generally, is how to
identify a network’s mesoscale structure: what are the
organizational principles that dominate the intermediate
scale between that of individual nodes and the network
as a whole [27]? One possible class of mesoscale or-
ganization is “community structure,” meaning that the
network can be decomposed into communities or mod-
ules of densely inter-connected sub-networks [28]. The
most popular method for detecting communities is to
partition a network’s nodes into non-overlapping clus-
ters so as to maximize a modularity quality function of
the form [29]: Q = observed within-community density−
expected within-community density. The partition that
maximizes Q is often accepted as a good estimate of a
network’s community structure.
More formally, the typical expression for Q is given as:
Q =
1
2m
N∑
ij
[Cij − Pij ]δ(Gi, Gj). (5)
where, Cij and Pij are the observed and expected
weight of the connection between nodes i, j, respectively.
Often, the expected weight is given as: Pij =
kikj
2m ,
which corresponds to the null model wherein connec-
tions are formed randomly but where node strengths (i.e.
ki =
∑
j Cij) are preserved. The Kronecker delta func-
tion is equal to 1 when nodes’ community assignments are
the same (i.e. Gi = Gj) and is 0 otherwise, ensuring that
the only i, j contibuting to the summation (and therefore
to Q) are those assigned to the same community.
Recently, modularity has been generalized so as to be
compatible with multi-layer networks [12]. A multi-layer
network extends the standard network model of nodes
and edges to one in which additional layers can be used to
represent different connection classes among nodes (e.g.
air, road, rail traffic between cities) or, in our case, obser-
vations of the same network at different time points [30].
The expression for modularity’s multi-layer analogue re-
tains the general form of the single-layer version:
Q(γ, ω) =
1
2µ
∑
ijsr
[(Cijs − γPijs)]δ(Gis, Gjs)
+ δ(i, j) · ω]δ(Gis, Gjr)
(6)
Here, Cijs is the weight of the connection between
nodes i, j in layer s and Pijs is the corresponding ex-
pected weight in an appropriate null model. The vari-
able, Gis, encodes the community assignments of node i
in layer s. Typical output of the algorithm is shown in
Figure S1B,D.
Modularity, both single- and multi-layer, can be max-
imized using a number of algorithms [28]. Perhaps the
most popular is the so-called “Louvain algorithm” [25].
Due to the stochastic nature of the algorithm, the com-
putational complexity of modularity maximization, and
the fact that the modularity landscape usually features
many near-optimal solutions [24], it is considered best
practice not to focus on the output of any single run,
but to run the algorithm many times and characterize
the statistical properties of an ensemble of near-optimal
solutions [10].
2. Robustness to choice of resolution parameters
The expression for multi-layer modularity further gen-
eralizes modularity by introducing two resolution param-
eters, γ and ω. Along with the actual structure of the
network itself, these parameters determine the composi-
tion of detected communities. Specifically, γ scales the
importance of the expected weight (the term Pijs), ef-
fectively determining community number and size. The
parameter ω, on the other hand, controls the strength
of inter-layer coupling between nodes; larger or smaller
values of ω lead to more- or less-consistent communities
across layers.
Despite the importance of these parameters, many ap-
plications of multi-layer modularity leave them fixed at
their de facto default values, γ = ω = 1 [10]. Though a
complete exploration of both parameters is beyond the
scope of most studies, it is considered good practice to
demonstrate that one’s results are robust to reasonable
variations in the parameters’ values [1, 2, 10]. Accord-
FIG. S1. Example “low” and “high” flexibility ses-
sions. (A,B) Association matrix for low versus high flexibil-
ity session. (C,D) Dynamic community matrix and regional
flexibility series.
7FIG. S2. Robustness to choice of resolution parame-
ters. (A) Pearson correlation coefficients for 25 different γ, ω
values in the neighborhood of γ = 1, ω = 1. (B) Scatterplot of
global flexibility scores obtained from Louvain runs 1-50 and
51-100. (C-G) Scatterplots of positivity index, PI, against
global flexibility for each of the 25 parameter combinations.
Each panel fixes γ at a particular value (either 0.950, 0.975,
1.000, 1.025, 1.050) and varies ω over the same range.
ingly, we sought to replicate the principal results from
the main text, i.e. the correlation of flexibility with posi-
tivity, across variations in the two resolution parameters.
To this end, we varied both γ and ω over the range [0.95,
0.975, 1.00, 1.025, 1.05] and maximized multi-layer mod-
ularity for all pairs of parameter values. This procedure
generated 25 estimates of rˆ(PI, F ) (24 new estimates,
including a repeat of the case where γ = ω = 1, which
was already investigated in the main text). In general,
these results support the hypothesis that rˆ(PI, F ) > 0
(minimum correlation of rˆ(PI, F ) = 0.19 and maximum
correlation of rˆ(PI, F ) = 0.31) (Figure S2A). We also
took this opportunity to cross-validate the flexibility es-
timates we obtained in the main text by comparing those
estimates to the new set of flexibility estimates obtained
with γ = ω = 1. We found remarkable consistency, with
rˆ = 0.988 and p < 10−15 (Figure S2B). For completeness,
we show scatterplots of flexibility against the positivity
index for all γ, ω pairs (Figures S2C-G).
B. Robustness of positivity index with global
flexibility correlation
In the main text, we presented data suggesting that
an index of positivity, PI, was positively correlated with
global flexibility, F , i.e. rˆ(PI, F ) > 0. This main re-
sult indicates that more flexible brains, i.e. greater dy-
namic reconfiguration, are associated with positive emo-
tions. However, it is important to acknowledge that the
Pearson’s correlation coefficient, which we used to char-
acterize the relationship between these variables, can be
sensitive to outlying data points, which can bias the over-
all magnitude of the observed correlation coefficient. To
quantify the robustness of our reported estimates, we as-
sessed the robustness of the observed correlation coeffi-
cient value using a “leave one out” analysis. In brief, this
analysis consists of performing the principal component
analysis (PCA) using, instead of the full set of PANAS-
X variables, a limited set, thereby yielding new estimates
of the positivity index, which we call PI ′. Then, we cal-
culate the correlation between the positivity index and
flexibility rˆ(PI ′, F ) and determine whether the results of
this analysis are in line with those presented in the main
text.
We generate limited sets of observations two different
ways, each corresponding to a distinct null hypothesis.
First, to test the hypothesis that the correlation between
the positivity index and flexibility rˆ(PI, F ) is biased by
individual PANAS-X categories, we systematically omit
each of the p = 57 categories from the data set, per-
forming the PCA using all n = 73 observations but only
p − 1 = 56 categories. Second, to test the hypothesis
that rˆ(PI, F ) is biased by individual recording sessions,
we systemically omit each of the n = 73 recording ses-
FIG. S3. Summary of robustness testing procedure.
(A) Distribution of correlation coefficients, rˆ(PI ′, F ), where
PI ′ is a positivity index estimated after omitting PANAS-X
categories from the PCA analysis. (B) Distribution of corre-
lation coefficients, rˆ(PI ′, F ), where PI ′ is a positivity index
estimated after omitting all data acquired from each recording
session from the PCA analysis.
8FIG. S4. Summary of randomly permuted recording
sessions. (A) Distribution of correlation coefficients of PI
with F after randomly permuting the order of the recording
sessions. The red line indicates the observed correlation coef-
ficient. (B) Topographic representation of z-score correlation
of regional flexibility with PI obtained after randomly per-
muting the order recording sessions. The top panel shows the
complete set of z-scored coefficients; the bottom panel shows
only those regions whose z-score exceed ±2. (C) Standardized
z-score correlation of regional flexibility with PI aggregated
by system.
sions, which includes all the PANAS-X categories as well
as the global flexibility score. For this second test, we
perform PCA on n− 1 = 72 observations of p categories,
and calculate rˆ(PI ′, F ) based on the same n − 1 = 72
observations.
In both cases, we found ample support for the hy-
pothesis that rˆ(PI, F ) > 0. Moreover, for every PI ′
we generated, the correlation magnitude always satisfied
0.26 ≥ rˆ(PI ′, F ) ≥ 0.39 (Figure S3A,B). While not con-
clusive, these analyses provided additional evidence that
emotional state is positively correlated with global flexi-
bility and not obviously biased by any single observation.
In addition to these “leave one out” analysis, we also
tested the null hypothesis that the magnitude of the ob-
served correlation rˆ(PI, F ) occurred by chance. To this
end, we randomly permuted the order of the vector con-
taining the global flexibility scores and calculated the
correlation of the re-ordered flexibility with PI. We re-
peated this 10000 times, generating a null distribution
of correlation coefficients, against which we compared
the observed correlation. We performed this compar-
ison both parametrically and non-parametrically. The
parametric test involved estimating the mean, rˆµ(PI, F ),
and standard deviation, rˆσ(PI, F ), of the null distribu-
tion and standardizing the observed correlation against
these estimates: rˆz(PI, F ) =
rˆ(PI,F )−rˆµ(PI,F )
rˆσ(PI,F )
. This
non-parametric test involved, simply, estimating what
fraction of null distribution was greater than the ob-
served correlation coefficient. The parametric and non-
parametric tests yielded p-values of p = 0.0087 and
p = 0.0111, respectively. These results suggest that the
observed correlation, rˆ(PI, F ), was not likely to have
been produced by chance (Figure S4A).
We performed an analogous analysis of the regional
flexibility scores, which generated region-level flexibil-
ity z-scores (Figure S4B). As in the main text, we ag-
gregated these scores by brain system and, once again,
compared the average z-score for each system against
a permutation-based chance model. The system with
the single greatest z-score was the somatsensory system
(zSMN = 8.369, p < 10
−15), which agrees with the re-
sults presented in the main text (Figure S4C).
C. Correlation of PANAS-X categories with global
flexibility
The results presented in the main text showed a pos-
itive correlation of global flexibility with a “positivity
index” (PI). The positivity index itself was based on
a PCA of PANAS-X categories. Though the loadings of
those categories onto PI gives some sense of how individ-
ual emotional categories contribute to PI, we nonetheless
felt that it would be illuminating to present the reader
with plots showing the relationship of PANAS-X cate-
gories with flexibility. Indeed, the correlation magnitude
of PANAS-X categories with PI was highly correlated
with the loadings of each category (Figure S5A). Figures
FIG. S5. Relationship between flexibility and indi-
vidual PANAS-X scores. (A) Relationship of individual
PANAS-X categories to PANAS-X loadings onto PI. (B)
Top six PANAS-X categories, in terms of loading onto PI,
and their relationships with global flexibility, F . (C) Bottom
six PANAS-X categories, in terms of loading onto PI, and
their relationships with global flexibility, F .
9FIG. S6. Analysis of other principal components. (A)
Correlation magnitude for the first ten principal components.
(B) Scatterplot of global flexibility against the fourth compo-
nent, PC4. (C) Correlation of regional flexibility scores with
PC4 and averaged by brain system. The y-axis is expressed
as z-scores relative to a permutation null model. (D) To-
pographic representation of the correlation magnitude of re-
gional flexibility with PC4. (E) Loadings of PANAS-X scores
onto PC4.
S5B,C show, in detail, the PANAS-X categories with the
strongest positive loadings onto PI (shown in red in Fig-
ure S5B) and those with the strongest negative loadings
onto PI (shown in blue Figure S5C).
D. Other principal components
We termed the first principal component the “posi-
tivity index” (PI), which accounted for an overwhelm-
ingly large percentage of variance (≈ 33%) among the
PANAS-X scores. Despite the other principal compo-
nents accounting for much less total variance, we sought
to investigate whether any were predictive of global flex-
ibility, F . To this end, we calculated the correlation be-
tween flexibility and the first ten principal components
(PC2, . . . , PC10), excluding PC1, which we already an-
alyzed as PI. These remaining components accounted
for, at most ≈ 11% and no less than ≈ 2%, of the
remaining variance. The fourth component, PC4, ac-
counted for ≈ 6% variance, and was correlated with, F
(rˆ(PC4, F ) = 0.407, p = 3.49 × 10−4) (Figure S6A,B).
The remaining components were not obviously correlated
with global flexibility (mean correlation magnitude of
3.53 × 10−4, after excluding PC4). Unlike PI, which
placed PANAS-X categories along a continuum of “pos-
itive” and “negative” emotions, PC4 paints a less clear
picture, intermingling PANAS-X terms of seemingly dis-
similar emotional affect (e.g. “proud” and “disgusted
with self” have similar loadings). Nonetheless, we can
speculate that PC4 tracks the subject’s state of arousal
or surprise based on the observation that the PANAS-
X categories with the greatest magnitude loadings were
“surprised”, “amazed”, and “astonished” (Figure S6E).
Finally, we calculated the correlation coefficients of re-
gional flexibility scores with PC4 and aggregated them
by brain systems. The most obvious association was the
positive correlation of regional flexibility and PC4 for
regions within somatomotor cortex (permutation test;
zSMN = 8.81, p < 10
−15) (Figure S6C,D). Collectively,
these results suggest that increased levels of surprise cor-
respond to decreases in global flexibility. Furthermore,
this relationship appears to have its neuroanatomical un-
derpinnings in somatomotor cortex.
FIG. S7. Correlations of flexibility with PANAS-X af-
fect classes. (A-L) Scatterplot of PANAS-X composite af-
fect scores with global flexibility.
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FIG. S8. Correlations of positivity index with PANAS-
X affect classes. (A-L) Scatterplot of PANAS-X composite
affect scores with positivity index.
E. PANAS-X affect scores
The PANAS-X features (in the form used here) p = 57
categories. In the main text we used a PCA to dis-
till these categories into a single composite “positivity
index”. Nonetheless, there exist alternative methods
for grouping the categories into other affective classes.
One commonly used set of sub-divisions [31] groups cat-
egories into hierarchical affect classes: “negative affect”,
“positive affect”, “fear”, “hostility”, “guilt”, “sadness”,
“joviality”, “self-assurance”, “attentiveness”, “fatigue”,
“serenity”, and “surprise” (Table S2). Often “shyness”
is also included, though the categories comprising this
class were omitted from the PANAS-X used in the cur-
rent study. A composite score can be estimate for each
affect class by summing the responses of the PANAS-
X categories. We tested whether global flexibility was
correlated with any of these affect classes. Indeed, a
FIG. S9. Correlations of regional flexibility with “fa-
tigue”. (A) System-level correlations. (B) Topographic dis-
tribution showing the correlation magnitude of “fatigue” with
regional flexibility.
number of these classes exhibited significant correlations
with flexibility. At a statistical threshold of p < 0.05
(uncorrected), we observed that “positive affect” (rˆ =
0.278, p = 0.017), “guilt” (rˆ = −0.268, p = 0.022),
“joviality” (rˆ = 0.255, p = 0.029), “attentiveness” (rˆ =
0.324, p = 0.051), “surprise” (rˆ = −0.260, p = 0.026),
and “fatigue” (rˆ = −0.455, p = 0.001) were all corre-
lated with flexibility (Figure S7). In general, these results
agree with those obtained from our PCA analysis: “pos-
itive affect”, “joviality”, and “attentiveness” (which cap-
ture positive emotions, broadly) are all positively corre-
lated with flexibility and also strongly correlated with the
PCA-derived positivity index (rˆ = 0.896, 0.908, 0.735,
respectively; all p < 10−15). Less positive terms like
“guilt”, “fatigue”, and “surprise”, on the other hand,
were all negatively correlated with flexibility and ei-
ther negatively correlated or uncorrelated with the pos-
itivity index (rˆ = −0.681,−0.479, 0.010, p = 3.341 ×
10−11, 1.820× 10−5, 0.935, respectively) (Figure S8). In-
terestingly, the PANAS-X categories that comprise the
“surprise” class were identical to those with the strongest
loadings onto the fourth principal component, PC4.
The affect class “fatigue” exhibited the greatest mag-
nitude correlation with global flexibility. Accordingly, we
investigated its correlation with regional flexibility scores
to determine its topographic distribution and its map-
ping onto brain systems. Like the positivity index, PI,
and other principal components, e.g. PC4, “fatigue” was
strongly anti-correlated with the regional flexibility of so-
matomotor cortex (zSMN = −10.110, pSMN < 10−15)
(Figure S9A,B). Also as before, a number of other sys-
tems are also implicated, including cingulo-opercular
(CO), fronto-parietal (FP1), and peripheral visual (VIS2)
(zCO = 4.469, zFP1 = 4.481, zV IS2 = 3.002; all p <
0.001), which were more positively correlated with fa-
tigue than expected by chance.
F. PCA versus factor analysis
PCA and exploratory factor analysis (EFA) both at-
tempt to identify low-rank approximations of the covari-
ance structure among a set of observed variables. Both
techniques have been applied widely in the psychologi-
cal sciences, where they have been instrumental in the
development of clinical and behavioral indices and the
subsequent identification of items that load onto these
scales [32, 33]. The rationale for using either technique
in place of the other is part of an ongoing debate [34].
In this subsection, we demonstrate that under some rea-
sonable assumptions, EFA yields similar results to those
presented in the main text for PCA.
1. PCA model
Essentially, PCA assumes that a matrix of observa-
tions, X ∈ Rn×p, can be decomposed into principal com-
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FIG. S10. Summary of exploratory factor analysis
(EFA) with m = 1. (A) Correlation of PCA loadings onto
PI and loadings of PANAS-X onto the first factor. (B) Cor-
relation of factor scores with global flexibility.
ponents, where each component has the form:
ci = w1ix1 + w2ix2 . . . wpixp. (7)
Here, ci is the i
th principal component. Further,
xj ∈ Rn, is the jth column of X and represents the
full set of observations of the jth variable, standardized
to have zero mean and unit variance. The weights, wji,
give the degree to which variable j contributes to compo-
nent j. The weights are selected so that each successive
component accounts for the maximum amount of vari-
ance possible. As noted in the Online Methods, all of the
components, the associated weights (loadings), and the
percent variance accounted for by each component can
be directly calculated via a singular value decomposition
(SVD) of X. Moreover, because each successive compo-
nent is chosen so as to account for the maximum amount
of variance, there exists a single optimal solution.
2. EFA model
EFA, on the other hand, is based on the common factor
model [35] and assumes that each observed variable is a
linear combination of unobserved “common factors”:
xj = λ1jη1 + λ2jη2 . . . λmjηm + εj . (8)
As before, xj , is the j
th observed variable. The vari-
ables ηi represents the unobserved common factors. The
weights, λji give the contribution of factor i to observed
variable j. Finally, εj is the unique variance associated
with variable j (i.e. the variance unaccounted for by the
factors). EFA requires the user to specify the number of
common factors, m. In general, varying m returns differ-
ent estimates of each factor (i.e. η1 with m = 1 will not
be the same as η1 if m > 1).
Unlike PCA, which uses linear algebra to directly cal-
culate components from observed data, EFA estimates
FIG. S11. Non-significant impact of subject head mo-
tion (A) Scatterplot of frame-wise displacement with global
flexibility, F . (B) Scatterplot of global flexibility, F , against
PI after frame-wise displacement was regressed out.
both the unique variances and the weights (the εs and
λs, respectively) in order to model the observed vari-
ables. Because EFA amounts to model-fitting, it benefits
greatly if there are many times more observations than
there are variables; when the ratio of observations to vari-
ables is too low, the fitting procedure can lead to unstable
parameter estimates [36].
3. EFA model applied to PANAS-X data
Because the PANAS-X scores have approximately the
same number of observations as categories (the actual
ratio is 73/57 ≈ 1.28) and because PCA and EFA fre-
quently give comparable results under many practical
circumstances, we opted to use PCA in the main text
to define an index of positivity. Here, however, we
demonstrate that we can derive a similar index using
EFA. Specifically, we submit the data matrix of observed
PANAS-X scores, X, to an EFA with m = 1 (i.e. we
seek to obtain a single common factor). The result is a
set of loadings that are highly consistent with the load-
ings of PANAS-X scores onto the positivity index (Pear-
son’s correlation, rˆ = 1.00, p < 10−15). Indeed, the top
five loadings were “happy”, “enthusiastic”, “confident”,
“cheerful”, and “delighted.” The bottom loadings were
“upset”, “sad”, “irritable”, “blue”, and “downhearted.”
Similarly, when we calculated the correlation of the fac-
tor scores with global flexibility, we observed a pattern
in line with that described in the main text, where in-
creases in factor scores correspond to increases in global
flexibility (Pearson’s correlation coefficient, rˆ = 0.264,
p = 0.024) (Figure S10).
G. Nuisance variables
To this point, we have demonstrated the robustness of
the correlation between positivity index, PI, and global
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FIG. S12. Correlation of PI and F after regressing out
nuisance variables. (A) Pearson’s correlation magnitude
of the positivity index, PI, with the residuals of F after re-
gressing out each nuisance variable. (B) Number of recording
sessions over which each nuisance variable was measured.
flexibility, F . Another concern is that this relationship
is mediated by a third, unmeasured variable. In other
words, by virtue of both PI and F being correlated with
unknown variable, x, we observe a correlation between
PI and F . To determine whether this was the case, we
investigated the relationship of F with head motion and
other psychophysiological variables collected as part of
the MyConnectome Project.
1. Relationship of global flexibility and head motion
Recent work has demonstrated that subject head mo-
tion within the scanner can introduce systematic biases
in functional connectivity patterns [37]. It is therefore
possible that global flexibility, rather than tracking the
reconfiguration of communities over time, is driven by
head motion. To test whether this was the case, we
asked whether global flexibility was correlated with av-
erage frame-wise displacement, which represents an esti-
mate of the amplitude with which a subject’s head moves
relative to a reference frame. Our analysis revealed no
correlation between this motion variable and global flex-
ibility (rˆ(motion, F ) = 0.013, p = 0.912) (Figure S11A).
In addition, we regressed out frame-wise displacement
from the global flexibility estimates and recalculated the
correlation of the residuals with the positivity index.
This additional step did not influence the magnitude of
correlation (which we observed to be rˆ(PI, F ) = 0.284,
p = 0.015) (Figure S11B).
2. Other psychophysiological measurements
In addition to PANAS-X categories, the MyConnec-
tome Project made a number of other psychophysiologi-
cal measures. For example, on certain recording sessions,
blood was drawn and measures such as platelet and red
blood cell counts made. Other measures include sub-
jective rates of sleep quality, whether the subject drank
alcohol the previous evening, and whether there were
precipitation on the day of the scan (See TableS3 for
a complete list). An important concern is whether these
variables account for the correlation between F and PI,
rˆ(PI, F ). As with the motion control subsection, we re-
gressed each variable from F , and calculated the correla-
tion of the residuals with PI. Many of the psychophysi-
ological measurements were not performed in every scan
session. For such cases, we performed the regression anal-
ysis on the subset of sessions for which those variables
were measured. In general, even after controlling for
other psychophysiological variables, we still observed a
positive correlation between PI and F (Figure S12A).
For most variables, regressing them out from flexibility
yielded little change in rˆ(PI, F ). There are two notable
cases, however, that deviate from this trend. First, af-
ter controlling for variables based on bloodwork (in S12
they are preceded with the label “blood:”) we observed
a large increase in the magnitude of rˆ(PI, F ). However,
bloodwork was performed on only 16 of the 73 analyzed
recording sessions; such a small sample does not per-
mit us to make strong quantitative statements. The sec-
ond notable case concerned the variable “how much did
tinnitus bother you today?”. Controlling for this vari-
able decreased rˆ(PI, F ) to ≈ 0.1. Like the bloodwork,
this variable was measured during a small fraction of the
recording sessions (22 of 73). Again, with such a small
sample size we are not in a position to make strong quan-
titative statements about the relationship of the subject’s
tinnitus with flexibility. Limiting ourselves to variables
that were measured during at least 50% of the analyzed
recording sessions, we found that the median correla-
tion after regressing out each nuisance variable from F
was comparable to the correlation magnitude reported in
the main text (rˆ(PI, F )median = 0.276; rˆ(PI, F )min =
0.208; rˆ(PI, F )max = 0.418). While not conclusive,
these results suggest that the psychophysiological mea-
surements collected in addition to the PANAS-X scores
did not, on their own, account for the strength of the
correlation of flexibility and the positivity index.
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FIG. S13. Brain systems. Topographic distribution of the 12 cortical brain systems.
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active, afraid, alert, alone, amazed, angry, angry-at-self, ashamed, astonished, at-ease,
attentive, bashful, blameworthy, blue, bold, calm, cheerful, concentrating, confident,
daring, delighted, determined, disgusted, disgusted-with-self, dissatisfied-with-self,
distressed, downhearted, drowsy, energetic, enthusiastic, excited, fearless, frightened,
guilty, happy, hostile, inspired, interested, irritable, jittery, joyful, lively, loathing,
lonely, nervous, proud, relaxed, sad, scared, scornful, shaky, sheepish, shy, sleepy,
sluggish, strong, surprised, timid, tired, upset
TABLE S1. PANAS-X categories. Complete list of PANAS-X categories.
PANAS-X Class PANAS-X Category
negative affect afraid, scared, nervous, jittery, irritable, hostile, guilty, ashamed, upset, distressed
positive affect active, alert, attentive, determined, enthusiastic, excited, inspired, interested, proud,
strong
fear afraid, scared, frightened, nervous, jittery, shaky
hostility angry, hostile, irritable, scornful, disgusted, loathing
guilt guilty, ashamed, blameworthy, angry at self, disgusted with self, dissatisfied with self
sadness sad, blue, downhearted, alone, lonely
joviality happy, joyful, delighted, cheerful, excited, enthusiastic, lively, energetic
self-assurance proud, strong, confident, bold, daring, fearless
attentiveness alert, attentive, concentrating, determined
fatigue sleepy, tired, sluggish, drowsy
serenity calm, relaxed, at ease
surprise amazed, surprised, astonished
TABLE S2. PANAS-X class assignments. The first column displays the name of each affect class and the second column
displays the PANAS-X scores assigned to that class.
Variable class Variable name
N/A: subcode, date
after scan anxiety during scan, diastolic, pulse, systolic
blood ba, eo, hgb, ly, mch, mchc, mcv, mo, mpv, ne, plt, rbc, wbc
date of week date of week
email LIWC-CDI, LIWC-negemo, LIWC-posemo
morning pulse, sleep quality, soreness, diastolic, systolic
previous evening alcohol, gut health, how much did tinnitus bother you today, psoriasis severity,
stress, time spent outdoors
rna rin
same evening alcohol, gut health, how much did tinnitus bother you today, psoriasis severity,
stress, time spent outdoors
scan has breath hold, has dots, has dti, has faceloc, has grid, has n-back, has resting, has
superloc, has T1W, has T2W, noise cancel
weather precip, temp hi, temp lo
weight weight
zeo time in deep, time in light, time in REM, total Z, zq
TABLE S3. Psychophysiological variables The first column displays the broad class to which each variable was assigned.
The second column lists the specific variable names.
