We investigate how the Hausdorff dimension and measure of a self-similar set K ⊆ R d behave under linear images. This depends on the nature of the group T generated by the orthogonal parts of the defining maps of K. We show that if T is finite then every linear image of K is a graph directed attractor and there exists at least one projection of K such that the dimension drops under the image of the projection. In general, with no restrictions on T we establish that
Introduction

Overview
Studying the Hausdorff dimension and measure of orthogonal projections and linear images of sets has a long history. The most fundamental result is that for an analytic subset K of R d dim H Π M (K) = min {l, dim H (K)} for almost all l-dimensional subspaces M, where dim H denotes the Hausdorff dimension and
for almost all l-dimensional subspaces M, where H s denotes the s-dimensional Hausdorff measure. These were proved in the case d = 2, l = 1 by Marstrand [20] , and generalized to higher dimensions by Mattila [22] . We call a set K an s-set if 0 < H s (K) < ∞. It was shown by Besicovitch [2] in the planar case and by Federer [12] in the higher dimensional case that for an l-set K where l is an integer
for almost all l-dimensional subspaces M if and only if K is irregular. If K is not irregular then H l (Π M (K)) > 0 for almost all l-dimensional subspaces M.
While the results above provide information about generic projections they do not give any information about an individual projection or linear image of the set. There are examples that show that the 'exceptional set' for which the conclusions do not hold can be 'big' [20] . Analyzing the image of a set under a particular linear map is more difficult even in simple cases, see for example Kenyon [18] who considers the 1-dimensional Sierpinski triangle. Hence we restrict the attention to a certain family of sets, namely we assume K to be a self-similar set.
While studying self-similar sets the 'open set condition' is a convenient assumption that makes the proofs significantly simpler. That is why the case when the open set condition is satisfied is quite well-understood but we know much less in the general situation when no separation condition is assumed. The results in this paper include the general situation.
It is easy to see that if K is a self-similar set with all the defining maps are homotheties then every linear image of K is a self-similar set itself. It was asked by Mattila [23, Problem 2] in the planar case 'what can be said about the measures H t (Π M (K)) if t = dim H (K) < 1 and the defining maps contain rotations?'. Eroglu [6] showed that if the open set condition is satisfied and the orthogonal part of one of the defining maps is a rotation of infinite order then H t (Π M (K)) = 0 for every line M. We generalize this result to higher dimensions and for continuously differentiable maps in place of projections without assuming any separation condition. We obtain results on the structure of linear images of K if the transformation group generated by the orthogonal parts of the defining maps is of finite order. We show that linear images of such self-similar sets are graph directed attractors. We establish an invariance result concerning the Hausdorff measure of the linear images of K in the general case with no restrictions on the orthogonal transformation group. As a consequence of this we conclude that for every linear map into another Euclidean space L : R d −→ R d 2 where d 2 is an arbitrary natural number and for disjoint subsets A and B of K we have that H t (L(A) ∩ L(B)) = 0 even if no separation condition is satisfied. In particular, projection of disjoint parts of K are almost disjoint.
Peres and Shmerkin [26, Thorem 5] showed that if the orthogonal part of one of the defining maps is a rotation of infinite order then dim H Π M (K) = min {1, dim H (K)} for every line M. Very recently Hochman and Shmerkin [16, Corollary 1.7] generalized this to higher dimensions for continuously differentiable maps in the strong separation condition case. Using their result and a dimension approximation method we deduce the same conclusion without any separation condition. On the other hand, we show that if the orthogonal transformation group generated by the orthogonal parts of the defining maps is of finite order then there exists a projection of K such that the dimension drops under the image of the projection.
Definitions and Notations
A self-similar iterated function system (SS-IFS) in R d is a finite collection of maps
from R d to R d such that all the S i are contracting similarities. The attractor of the SS-IFS is the unique nonempty compact set K such that K = be an SS-IFS. Then every S i can be uniquely decomposed as
for all x ∈ R d , where 0 < r i < 1, T i is an orthogonal transformation and t i ∈ R d is a translation, for all indices i. The unique solution s of the equation
is called the similarity dimension of the SS-IFS. It is well-known that if the SS-IFS satisfies the OSC then 0 < H s (K) < ∞. Let T denote the group generated by the orthogonal
. We call T the transformation group of the SS-IFS. We denote the set {1, 2, . . . , m} by I.
Since the similarities are decomposed as in (1) we write r i = r i 1 · . . . · r i k and
For an overview of the theory of self-similar sets see, for example, [7, 8, 17, 21, 28] .
We would like to avoid the singular non-interesting case, when K is a single point, which occurs if and only if every S i has the same fixed point. Hence we make the global assumption throughout the whole paper that K contains at least two points. This implies that there are at least two maps in the SS-IFS, i.e. m > 1. Hence the similarity dimension of the SS-IFS is strictly positive. It is relevant for us that the assumption that K contains at least two points also implies that dim H K > 0 even with no separation condition.
Let G (V, E) be a directed graph, where V = {1, 2, . . . , q} is the set of vertices and E is the finite set of directed edges such that for each i ∈ V there exists e ∈ E starting from i. Let E i,j denote the set of edges from vertex i to vertex j and E k i,j denote the set of sequences of k edges (e 1 , . . . , e k ) which form a directed path from vertex i to vertex j. A graph directed iterated function system (GD-IFS) in R d is a finite collection of maps {S e : e ∈ E} from R d to R d such that all the S e are contracting similarities. The attractor of the GD-IFS is the unique q-tuple of nonempty compact sets (K 1 , . . . , K q ) such that
The attractor of a GD-IFS is called a graph directed attractor.
Let {S e : e ∈ E} be a GD-IFS. Then every S e can be uniquely decomposed as
for all x ∈ R d , where 0 < r e < 1, T e is an orthogonal transformation and t e ∈ R d is a translation, for all edges e. Let A (s) be the q × q matrix with (i, j)th entry given by
For a matrix A let ρ(A) denote the spectral radius of A, that is the largest absolute value of the eigenvalues of A. The unique solution s of the equation
is called the similarity dimension of the GD-IFS. The directed graph G (V, E) is called strongly connected if for every pair of vertices i and j there exist a directed path from i to j and a directed path from j to i. We say that the GD-IFS {S e : e ∈ E} is strongly connected if G (V, E) is strongly connected. For an overview of the theory of graph directed attractors see, for example, [8, 24, 29] .
Statement of results
It is well-known that if K is an attractor of an SS-IFS such that |T | = 1, where |.| denotes the cardinality of a set, then Π M (K) is also a self-similar set for every l-dimensional subspace M. It was shown by Fraser [13, Lemma 2.7] that the vertical and horizontal projections of certain 'box-like' planar self-affine sets are graph directed attractors. We show that, in the case of finite T , similar results can be obtained on the structure of the linear images of self-similar sets.
be an SS-IFS with attractor K ⊆ R d of similarity dimension s and L : R d −→ R d 2 be a linear map. Assume that T = {O 1 , . . . , O q } is a finite group where q = |T |. Then there exists a strongly connected GD-IFS in
such that s is the similarity dimension of this GD-IFS with T e the identity map for all directed edges e, and additionally
Our next result states that if the Hausdorff dimension of K equals its similarity dimension and T is finite then we can always find a projection such that the dimension drops under the projection. We show this by finding a projection where exact overlapping occurs. We note that the assumption, that the Hausdorff and the similarity dimensions are the same, is weaker than the OSC, see [27, Theorem 1.1].
be an SS-IFS with attractor K ⊆ R d of similarity dimension s. Assume that T is finite and let l ∈ N, l < d. Then there exists an l-dimensional subspace
The set of all orthogonal transformations of R d can be metricized using the Euclidean operator norm T = sup
where y denotes the Euclidean norm of y ∈ R d . With this metric the set of all orthogonal transformations is a compact topological group. We denote by T the closure of T in this topology.
The result of Theorem
, suggests the following theorem.
for all A ⊆ K and O ∈ T .
We note that the assumption in Theorem 1.3, that H t (K) > 0, is again a weaker condition than the OSC (see Example 8.6 and Example 8.7) and the only role of this assumption is that we can divide by
In Example 8.7 we construct a self-similar set K with 0 < H t (K) < ∞ such that there exists no SS-IFS with attractor K that satisfies the OSC. Theorem 1.3 has an interesting consequence, that the linear images of disjoint parts of K are 'almost disjoint' even if no separation condition is satisfied.
In [6] Eroglu showed that if the transformation group of an SS-IFS in R 2 contains a dense set of rotations around the origin then H s (Π M (K)) = 0 for all lines M, where s denotes the similarity dimension of the SS-IFS. Eroglu's result does not give any information about the projections when the OSC is not satisfied. Using a different approach we generalize this result for differentiable maps in place of projections and without any separation condition, with s replaced by the Hausdorff dimension of K.
be an SS-IFS in R 2 with attractor K, let t = dim H (K) and let g : U −→ R be a continuously differentiable map where U is an open neighbourhood of K.
It was shown by Peres and Shmerkin [26, Thorem 5] that under the conditions of Theorem 1.5 dim H (Π M (K)) = min {t, 1} for every line M. This was generalized to higher dimensions by Hochman and Shmerkin [16, Corollary 1.7] for SS-IFS that satisfies the SSC and the SSC was relaxed by Falconer and Jin [10, Corollary 5.4 ] to the 'strong variational principle'. We use the result of Hochman and Shmerkin and a dimension approximation method (Proposition 1.9) to deduce the same conclusion without any separation condition.
Let 0 < l ≤ d be integers and let G d,l denote the Grassmann manifold of l-dimensional linear subspaces of R d equipped with the usual topology (see for example [21, Section 3.9] ).
be an SS-IFS with attractor K, let t = dim H (K), let U be an open neighbourhood of K and assume that there exists M ∈ G d,l such that the set
We note that the assumption, that
We can state a corollary of Theorem 1.6 which applies to g : U −→ R d 2 where d 2 may be greater than m.
is a continuously differentiable map such that rank(g ′ (x)) = l for every x ∈ K and either of the following conditions is satisfied
While Theorem 1.6 and Corollary 1.7 calculate the dimension of the image we generalize Theorem 1.5 to higher dimensions concerning the measure of the image.
If rank(g ′ (x)) = d for some x ∈ K then g is a bi-Lipschitz function between a neigbourhood V of x and g(V ) and hence H t (g(K)) = 0 if and only if H t (K) = 0. In the planar case |T | = ∞ implies that {O(M) : O ∈ T } is dense in G 2,1 for every M ∈ G 2,1 . Hence Theorem 1.5 immediately follows from Theorem 1.8. Furthermore, it can be easily shown that in the planar case |T | = ∞ also implies that T contains a rotation of infinite order. Example 8.3 shows that in general |T | = ∞ does not imply either the conclusion of Theorem 1.6 or the conlusion of Theorem 1.8 in higher dimensions. Example 8.5 shows that neither the conclusion of Theorem 1.6 nor the conclusion of Theorem 1.8 necessarily remain true if we replace g with a Lipschitz function that is a composition of an orthogonal projection and a bi-Lipschitz map.
In [14] Furstenberg introduces the definition of a 'dimension conserving map'. If f :
with that convention that dim H (∅) = −∞ so that δ cannot be chosen too large. Furstenberg also introduces 'mini-and micro-sets of a set', and a compact set is defined to be 'homogeneous' if all of its micro-sets are also mini-sets. Furstenberg's main theorem [14, Theorem 6.2] states that the restriction of a linear map to a homogeneous compact set is dimension conserving. He suggests that if K is a self-similar set, T has only one element and the SSC is satisfied then K is homogeneous. One can show that K is homogeneous even if T is finite and the SSC is satisfied. Thus for such K the restriction of any linear map to K is dimension conserving even though, by Theorem 1.2, there must be a projection under which the dimension drops. Theorem 1.6 implies that if {O(M) : O ∈ T } is dense in G d,l where dim H K ≤ l, then the restriction of g to K is dimension conserving, where g is a continuously differentiable map of rank l.
The following proposition is a useful tool for generalizing results about Hausdorff dimension in case of SSC to the case with no separation condition.
that satisfies the SSC with attractor
is dense in T .
The planar case of Proposition 1.9 was known before and was used, for example, in [26, 25] . The proof in the planar case is not difficult and in three dimensions is not more complicated. However, the higher dimensional case is more subtle and the proof relies on Kronecker's simultaneous approximation theorem (Proposition 2.3).
All our results are valid without assuming OSC. The following proposition develops a new tool that serves the role of separation conditions in the proofs. In Section 3 we state two other variants of Proposition 1.10 and we hope that such variants of Proposition 1.10 may help to extend other results to settings without any separation condition. The proof of Proposition 1.10 relies on Vitali's covering theorem (Proposition 2.10).
be an SS-IFS with attractor K and let t = dim H (K). Let O ∈ T be arbitrary and δ > 0. Then there exists
Under the assumptions of Proposition 1.10 if K is a t-set it follows that
This equation plays the role of (2) in the non-OSC case.
Another advantage of Proposition 1.10 is that we can regard the IFS as one for which the orthogonal part T i of the maps are approximately the same at any level. This observation helps us to deal with the higher dimensional cases when the rotations do not necessarily commute.
The next proposition says that the Hausdorff measure of linear images of K is upper semi-continuous in the linear maps. This observation is essential in the proof of Theorem 1.3 and Theorem 1.8.
In particular Proposition 1.12 implies that 
Preliminaries
In this section we summarize the background and preliminary results needed to prove our main results.
Let H ⊂ R d and write dim H (H), dim B (H), dim B (H) and dim P (H) for the Hausdorff dimension, lower box dimension, upper box dimension and packing dimension of H respectively (for the definitions see for example [7] ). We denote the diameter of H by diam(H). We recall that H s (H) denotes the s-dimensional Hausdorff measure of H and |A| denotes the cardinality of a set A. If x ∈ R d and r > 0 then we denote the open ball that is centered at x with radius r by B(x, r). We denote the identity map on R d by Id R d .
Orthogonal transformations
Lx where y denotes the Euclidean norm of a vector y. A linear map T :
is an orthogonal transformation and L is linear as above then L = T • L . With the Euclidean operator norm metric the set of all orthogonal transformations is a compact topological group.
Lemma 2.1. If T is an orthogonal transformation then for every δ > 0 there exists a positive integer k such that
Lemma 2.1 follows from the compactness of the set of all orthogonal transformations.
. . , T m are orthogonal transformations then the semigroup generated by T 1 , . . . , T m is dense in the group generated by T 1 , . . . , T m .
Lemma 2.2 follows from Lemma 2.1. The next proposition is Kronecker's simultaneous approximation theorem.
For the details of the proof of Proposition 2.3 see [15, Theorem 442] .
Proof. We can apply Proposition 2.3 for
Proposition 2.5. If T is an orthogonal transformation then for all N ∈ N there exists k ∈ N, k ≥ N, such that the group generated by T k is dense in the group generated by T .
Proof. By [3, Theorem 10.12] we can find an orthonormal basis in R d with respect to which the matrix form of T is block diagonal such that the blocks are either 1 or −1 or B(α i ) = cos(α i ) − sin(α i ) sin(α i ) cos(α i ) for some α 1 , . . . , α n ∈ [0, 2π). Let J = {i ∈ {1, . . . , n} : B(α i ) has finite order}.
is irrational. Let 1,
, . . . , βm 2π ∈ A {1} be a maximal linearly independent system over Q. Then we can write any α i for i ∈ {1, . . . , n} \ J in the form α i =
: i ∈ {1, . . . , n} \ J , j ∈ {0, . . . , m} , let q = i∈{1,...,n}\J m j=1 q i,j , let q = i∈{1,...,n}\J q i,0 and let k = k 0 ·q+1. Let δ > 0 be arbitrary. Then 1, (k−1)·k·
is a linearly independent system over Q, hence by Corollary 2.4 we can find p ∈ N,
. By the choice of q and k the numbers defined by
are integers for all i ∈ {1, . . . , n} \ J . Thus
for i ∈ {1, . . . , n} \ J and by the choice of q we have that m j=1
So we can approximate T by the powers of T k , hence we can approximate the powers of T by the powers of T k . Thus the group generated by T k is dense in the group generated by T .
Linear images
Every linear map L :
For the details of the proof of Lemma 2.6 see for example [7 
be a linear map with rank(L) = l and T be a set of orthogonal transformations such that there exist
Proof. It is easy to see that if there exists
M ∈ G d,l such that the set {O(M) : O ∈ T } is dense in G d,l then {O(M) : O ∈ T } is dense in G d,l for every M ∈ G d,l . Let M ∈ G d,l be such that M is contained in the orthogonal complement of v. Since rank(L) = l it follows that dim (Ker(L)) = d − l. Hence dim Ker(L) ⊥ = l. There exists O 0 ∈ T such that O 0 (M) = Ker(L) ⊥ . Since v is orthogonal to M it follows that O 0 (v) is orthogonal to O 0 (M) = Ker(L) ⊥ . Thus O 0 (v) ∈ Ker(L), so L • O 0 (v) = 0.
Vitali's covering theorem
Proposition 2.10. Let H ⊂ R d be a H s -measurable set and A be a Vitali cover of H consisting of closed sets. Then there exists a disjoint sequence of sets (finite or countable)
For the details of the proof of Proposition 2.10 see for example [9, Theorem 1.10].
Proposition 2.11. Let H ⊂ R d be a H s -measurable set with H s (H) < ∞ and B ⊂ R d be a closed set with 0 < diam(B) < ∞ and 0 < H s (B) < ∞. Let A be a Vitali cover of H such that every element of A is similar to B and every element of A is contained in H. Then there exists a disjoint sequence of sets (finite or countable)
A i )) = 0. Proposition 2.11 follows from Proposition 2.10 because by the similarity we have that
< ∞.
Self-similar sets
Proposition 2.12.
be an SS-IFS with attractor K and s be the similarity dimension of
For details see [17, 5.1 Prop(4) ].
Proposition 2.13.
Proposition 2.13 can be deduced by an application of implicit methods [8, Thm 3.2].
Proposition 2.14.
be an SS-IFS with attractor K and let s be the similarity dimension of
. Then the following are equivalent:
For details see [28] .
Graph directed attractors
We say that the GD-IFS {S e : e ∈ E} satisfies the strong separation condition (SSC) if
is a disjoint union for each i ∈ V. We say that the GD-IFS {S e : e ∈ E} satisfies the open set condition (OSC) if there exist a q-tuple of nonempty open sets (U 1 , . . . , U q ) such that
and the union is disjoint for each i ∈ V. It is easy to see that SSC implies OSC for GD-IFSs.
Proposition 2.15. Let {S e : e ∈ E} be a strongly connected GD-IFS with attractor (K 1 , . . . , K q ) and let s be the similarity dimension of {S e : e ∈ E}. Then
For the details of the proof of Proposition 2.15 see [5, p. 172 ].
Proposition 2.16. Let {S e : e ∈ E} be a strongly connected GD-IFS with attractor (K 1 , . . . , K q ). Proposition 2.17. Let {S e : e ∈ E} be a strongly connected GD-IFS with attractor (K 1 , . . . , K q ) and let s be the similarity dimension of {S e : e ∈ E}. Then the following are equivalent:
(i) {S e : e ∈ E} satisfies the OSC
For the details of the proof of Proposition 2.17 see [29] .
Irreducible matrices
Recall that for a GD-IFS {S e : e ∈ E} we define A (s) as in (5) Remark 2.19. Let {S e : e ∈ E} be a strongly connected GD-IFS with attractor (K 1 , . . . , K q ) and let s be the similarity dimension of {S e : e ∈ E}. Let y i = H s (K i ) and y ⊺ = (y 1 , . . . , y q ).
Hence
If {S e : e ∈ E} satisfies the OSC then by Proposition 2.17 y ∈ R q , y > 0. In that case y satisfies Theorem 2.18 with 1 = ρ(A (s) ) = λ 0 .
Corollary 2.20. Let A ≥ 0 be a q × q irreducible matrix. If there exists a non-negative, non-zero vector u ∈ R q such that Au = u then ρ(A) = 1. Lemma 2.22. Let {S e : e ∈ E} be a strongly connected GD-IFS with similarity dimension s and let e 0 ∈ E such that {S e : e ∈ E \ {e 0 }} is a strongly connected GD-IFS with similarity dimension s 0 . Then s 0 < s.
Lemma 2.22 follows from Lemma 2.21.
Proof of Proposition 1.10
In this section our main goal is to prove Proposition 1.10 which provides an important tool to cope with the later results. Proposition 1.10 is essential in the proofs in Section 5 and Section 6 and plays the role of separation conditions when no separation condition is assumed.
for every positive integer k.
be an SS-IFS with attractor K and t = dim H (K). Then there exists J ⊆
Then A is a Vitali cover of K and hence Proposition 2.11 provides a J with the required properties.
Remark 3.2. In Lemma 3.1 for a fixed δ > 0 we can further assume that diam(K i ) < δ for every i ∈ J because in the proof we can take A = K i : i ∈ ∞ k=N I k for N large enough.
Proof. By Lemma 2.2 we can find
In a metric space (X, d) we call a collection U of subsets of X a δ-cover for some δ > 0, if U is a cover of X and diam(U) < δ for every U ∈ U.
Proof of Proposition 1.10. Let U be an open δ 2 -cover of T . Since the set of all orthogonal transformations is compact it follows that T is compact. Hence there exists a finite open
. . , q} and for every i ∈ V fix O i ∈ U i T . By virtue of Lemma 3.3, for each i ∈ V we find j i ∈
By Proposition 2.13 H t (K) < ∞. Let J ⊆ ∞ k=1 I k be the set provided by Lemma 3.1. We define a sequence of sets I 1 , I 2 , . . . ⊆ ∞ k=1 I k inductively. Let I 1 = J . Given I n is defined we define I n+1 as follows. For each i ∈ I n we define a set I n+1,i . If
K i * j = 0. Then let I n+1,i = {i * j i } {i * j : j ∈ J n+1,i } and let I n+1 = i∈In I n+1,i . Now we define
for every positive integer n. For i ∈ I n such that T i − O ≥ δ and T i ∈ U i for some i ∈ V (if there are more than one such i then we choose the one that was used above to define the sequence J n+1,i ) we have that {j : i * j ∈ I n+1 , T i * j − O ≥ δ} ⊆ J n+1,i and (9) . So I n+1 \ I ∞ ⊆ i∈In\I∞ {i * j : j ∈ J n+1,i } and
n · H t i∈I 1 \I∞ K i for all n ∈ N and combined with (10) we get that
be an SS-IFS with attractor K and let t = dim H (K). Assume that T is a finite group and let O ∈ T be arbitrary. Then there exists be an SS-IFS with attractor K and let t = dim H (K). Let O ∈ T be arbitrary and let i 1 , . . . , i n ∈ ∞ k=1 I k be such that n i=1 K i i is a disjoint union and let δ > 0. Then there exists
The proof of Proposition 3.6 is similar to the proof of Proposition 1.10 with the difference that if we have i ∈ I n at a level such that T i − O < δ then we keep the pieces K i * i i from the next level on and again cover the rest of K i on the next level.
Remark 3.7. With a slight modification in the proof one can show that Proposition 3.6 remains true even if Q = n i=1 K i i is not necessarily a disjoint union with the difference that now we just claim i∈I∞ T i (Q) to be a disjoint union.
Iterated function systems with finite transformation groups
In this section we deal with the case when T is finite. First, using a natural construction of a GD-IFS we verify Theorem 1.1. Then we prove Theorem 1.2.
Proof of Theorem 1.1. We need to construct a directed graph G (V, E) and a GD-IFS {S e : e ∈ E} that satisfies the theorem. Let V be the set {1, 2, . . . , q}. For i, j ∈ V and for n ∈ I we draw a directed edge e
For i, j ∈ V and n ∈ I such that O i • T n = O j , i.e. e n i,j = e ∈ E, we write t e = t e n i,j = L • O i (t n ), r e = r e n i,j = r n and let S e :
Let {S e : e ∈ E} be the GD-IFS on the graph G (V, E).
and this shows that the q-tuple
is the attractor of {S e : e ∈ E}. Let us show that the the graph G (V, E) is strongly connected. Let i, j ∈ V be arbitrary. 
This shows that there exists a k step long directed path from i to j, that visits vertices i = j 1 , . . . , j k , j k+1 = j in order. So the graph G (V, E) is strongly connected.
Let u = (1, . . . , 1)
⊺ ∈ R q be the vector with each coordinate 1. For the GD-IFS {S e : e ∈ E} the matrix A (s) is defined as in (5) . So u is a non-negative, non-zero eigenvector of the irreducible matrix A (s) with eigenvalue 1. Thus ρ(A (s) ) = 1 by Corollary 2.20 and hence the similarity dimension of the GD-IFS {S e : e ∈ E} is s. 
Theorem 1.2 states that we can always find a projection such that the dimension drops under the image of the projection. We show this by finding a projection where exact overlapping occurs.
Proof of Theorem 1.2. We can assume that
. . , O q } where q = |T | and let V = {1, 2, . . . , q}. We may assume that T 1 = T 2 = Id R d because if we iterate the IFS q times then we obtain the SS-IFS {S i : i ∈ I q }. The similarity dimension of this new SS-IFS is s, the attractor of it is K and the transformation group of it is a subgroup of T , hence is finite. Since q is the order of T it follows that T q 1 = T q 2 = Id R d . So taking the new IFS after reordering we have that T 1 = T 2 = Id R d . We can further assume that r 1 = r 2 because if we iterate the IFS, we obtain the SS-IFS {S i : i ∈ I 2 } and again the similarity dimension, the attractor and the finiteness of the transformation group do not change. Then r 1 · r 2 = r 2 · r 1 ,
So taking the new IFS after reordering we have that
Let v be the translation vector such that
Then let G (V, E) be the graph, {S e : e ∈ E} be the GD-IFS that is constructed in the proof of Theorem 1.1 and for i, j ∈ V and for n ∈ I, such that O i • T n = O j , let e 
So if we take {S e : e ∈ E \ {e 0 }} with e 0 = e 2 i,i then {S e : e ∈ E \ {e 0 }} is a strongly connected GD-IFS with attractor
. So by Lemma 2.22 the similarity dimension of {S e : e ∈ E \ {e 0 }} is strictly smaller than s. Hence dim H (Π M (K)) < s by Lemma 2.15.
Hausdorff measure of the orbits
In this section we deal with the general results when we have no restriction on T and our main aim is to prove Theorem 1.3. At the end of this section we conclude Corollary 1.4 from Theorem 1.3.
First we prove Proposition 1.12 that says the Hausdorff measure of linear images of K is upper semi-continuous in the linear maps. This observation is essential in the proof of Theorem 1.3.
Proof of Proposition 1.12. It is enough to verify the lemma for 0 < ε < 1. We may assume that
and
The lemma will follow if we show that
denotes Hausdorff pre-measure, used to define Hausdorff measure. Let η > 0 be fixed, r max = max {r i : i ∈ I}, let k be a positive integer such that r k max < η and L 2 :
Then K is the attractor of the SS-IFS S i : i ∈ I k . We apply Lemma 1.10 to the SS-IFS S i :
As K is a t-set we have by Remark 1.11 that
Since
where we used (12), (14) and (15).
which completes the proof.
. Let K, L and t be as in Proposition 1.12. In the proof we basically showed that
(we started with a cover and found an upper bound for H t η using that cover). It follows that
t for every subset A ⊆ K. Thus Proposition 2.12 remains valid with s replaced by t.
Proof of Theorem 1.3. By Proposition 2.13
Such a δ > 0 exists by Proposition 1.12. Let I ∞ be the set provided by Proposition 1.
Since K is a t-set we have by Remark 1.11 that
It follows that
where we used (7) for A = K i and for
Hence (7) holds for A = i∈F K i where F ⊆ J k . Using (19) and the continuity of measures it follows that
Assume that A ⊆ ∞ k=1 i∈J k K i is compact, ε > 0 arbitrary and let
. . and A = Lemma 6.1. Let G be a closed subgroup of the group of all orthogonal transformations of
Proof. Let η > 0 be fixed. For every O ∈ G we can find a finite open
We can further assume that
As G is compact, we can find finitely many orthogonal transformations O 1 , . . . , O n ∈ G such that for any orthogonal transformation O ∈ G there exists i ∈ {1, . . . , n}
For r ∈ R, r > 0 and H ⊆ R d we denote the r-neigbourhood of H by B(H, r), i.e. B(H, r) = x ∈ R d : ∃y ∈ H, x − y < r .
be an SS-IFS with attractor
Proof. We can assume that H t (K) > 0 otherwise the statement is trivial. By Proposition 2.13
t (L(K)) + ε and ζ > 0 be the ζ provided by Lemma 6.1. We can find δ > 0 such that for every linear map
We can choose such an O 0 by Lemma 2.9. We can find
We can apply Proposition 3.6 with min
By the choice of δ 2 we have
By the choice of ζ there exists an η-cover
orthogonal projection onto the orthogonal complement of v is 'small'. As ε and η approach 0 we can take a convergent subsequence of the vectors v v such that the orthogonal projection onto the orthogonal complement of the limit vector has null measure. The linear subspace M is not necessarily unique but could be unique as the following example shows.
A non-degenerate line-segment [x, y] in R 2 is a self-similar 1-set. However H 1 (Π M ([x, y])) > 0 for any line N through the origin, except for the one line N that is perpendicular to [x, y]. Instead of a line segment we can take any self-similar set on the line as a subset of R 2 .
be an SS-IFS with attractor K, let t = dim H (K) and L :
Similarly to Remark 1.11 it follows that i∈J r t i = 1. 
• S i for some k i ∈ N, and F i and F j have no common fixed point for all i, j ∈ {1, . . . , m}, i = j.
Proof. We prove this by induction on m. If m = 2 then it is trivial. Let m > 2. Then by the inductive assumption we can find such a system F 1 , . . . , F m−1 that satisfies the conclusion for S 1 , . . . , S m−1 . The unique fixed point of S m is either not the fixed point of S 1 or not the fixed point of S 2 . Without the loss of generality we can assume that S m and S 1 have no common fixed points. Then by Lemma 7.1 there exists k m ∈ N such that the fixed point of S Proof of Proposition 1.9. Since K has at least two points there exist i, j ∈ I such that S i and S j have no common fixed point, otherwise the common fixed point would be the attractor. Without the loss of generality we can assume that i = 1 and j = 2.
It follows from Lemma 7.2 that there exist i 1 , . . . , i m ∈ ∞ k=1 I k such that S i i and S i j have no common fixed point for all i, j ∈ I, i = j, i 1 = 1, i 2 = 2 and the group generated by T i 1 , . . . , T im is T . Let x i be the unique fixed point of S i i for all i ∈ I. Let d min = min { x i − x j : i, j ∈ I, i = j} > 0, r max = max {r i : i ∈ I} < 1 and N ∈ N such that r
By Proposition 2.5 for all i ∈ I we can find k i ∈ N, k i ≥ N such that the group generated by T k i i i is dense in the group generated by T i i . It follows that the group generated by T
satisfies the SSC with attractor K = K and the proof is complete. So we can assume that
Since K has at least two points it follows that K has infinitely many points but by Proposition 2.13
. . , j n ∈ J be such that K j 1 , . . . , K j n is a maximal pairwise disjoint sub-collection of {K i : i ∈ J }. Let U j be the δ-neighbourhood of K j j for j ∈ {1, . . . , n}. By the maximality {U j : j ∈ {1, . . . , n}} is a 3δ-cover of K j . Hence by the choice of δ
It follows that n ≥ (3δ)
satisfies the SSC and
because the similarity dimension of S j j n j=1 is dim H K 0 by Proposition 2.14. So, by choosing δ small enough, dim H K 0 > t − ε. Let m = m + n, S m+j = S j j for all j ∈ {1, . . . , n} and K be the attractor of the SS-
satisfies the SSC.
A similar argument to the last step of the proof of Proposition 1.9 was used in the proof of [26, Theorem 2] .
Proof of Theorem 1.6. The upper bound dim H (g(K)) ≤ min {t, l} follows since g is a Lipschitz map on K.
First assume that rank(g ′ (x)) = l holds for every x ∈ U. By Proposition 1.9, for all ε > 0 there exists an SS-
that satisfies the SSC with attractor K such that
we have that
) ≥ min {t − ε, l} for all ε > 0 and hence dim H (g(K)) = min {t, l}. In the general case there exists x ∈ K such that rank(g ′ (x)) = l it follows that there exists an open neighbourhood V of x such that rank(g ′ (y)) = l for every y ∈ V . For large enough k there exists i ∈ I k such that K i ⊆ V . Then K i is the attractor of the SS-IFS
. Thus we can assume that rank(g ′ (x)) = l holds for every x ∈ U.
Proof of Corollary 1.7. Let g(y) = (g 1 (y), . . . , g d 2 (y)) and x ∈ K arbitrary. Since rank(g ′ (x)) = l it follows that there are l coordinate indices 1 ≤ j 1 ≤ . . . ≤ j l ≤ d 2 such that the vectors g ′ 1 (x), . . . , g ′ l (x) are linearly independent. Let P : R d 2 −→ R l be the projection P (y) = (y j 1 , . . . , y j l ) and f : U −→ R l be f (y) = P • g(y). Then the conditions of Theorem 1.6 are satisfied for f in place of g. Thus dim H P • g(K) = min {t, l} and hence dim H g(K) ≥ min {t, l}.
The upper bound in case of i) follows from [11, Theorem 3.4.3] . The upper bound in case of ii) follows since g is a Lipschitz map on K and hence dim H g(K) ≤ t = min {t, l}. be an SS-IFS in R 2 such that S 1 and S 2 are two maps from the usual SS-IFS of the t-dimensional Sierpinski triangle and we slightly modify the orthogonal part of the third map so that T 3 is a rotation of a small angle α · π for some α / ∈ Q. Let K be the attractor of {S i } 3 i=1 and K be the t-dimensional Sierpinski triangle. Then one can show that the natural bijection f between K and K is a bi-Lipschitz function. Then the assumptions of Theorem 1.8 holds for {S i } 3 i=1 and l = 1 but there exist lines M 1 and M 2 such that H t (Π M 1 (f (K))) > 0 and dim H (Π M 2 (f (K))) < t.
The two following examples show that the assumption H t (K) > 0 where t = dim H K is weaker than the OSC. Example 8.6. There exists a self-similar set K ⊆ R such that no SS-IFS with attractor K satisfies the OSC but 0 < H t ( K) < ∞ where t = dim H K. Let 0 < r < . We first define an SS-IFS as follows (see Figure 1 ): S 1 (x) = r · x, S 2 (x) = r · x + r + g and S 3 (x) = r · x + 2r + 2g. We denote by K the attractor of
satisfies the OSC it follows that 0 < H t (K) < ∞ where t = dim H K. The set K = K \ S 3 (K) = S 1 (K) ∪ S 2 (K) is also a self similar set, namely it is the attractor of an SS-IFS containing the following four maps: S 1 (x) = S 1 (x), S 2 (x) = S 1 (x) + r(r + g), S 3 (x) = S 2 (x) and S 4 (x) = S 2 (x) + r(r + g). We have that 0 < H t ( K) < ∞. Let F (x) = a · x + b a contractive similarity such that F ( K) ⊆ K. We show that a = r n for some positive integer n. We call the length of the longest bounded component of the complement of a compact set the largest gap.
First assume that r ≤ a < 1. The largest gap of K is g and the largest gap of F ( K) is ag < g. The distance between S 1 (K) and S 2 (K) is g hence either F ( K) ⊆ S 1 (K) or F ( K) ⊆ S 2 (K). For simplicity assume that F ( K) ⊆ S 1 (K), the proof goes similarly in the case F ( K) ⊆ S 2 (K). The largest gap of F • S 1 (K) is arg < rg. The smallest distance between the sets S 1 • S 1 (K), S 1 • S 2 (K) and S 1 • S 3 (K) is rg. Hence either
Thus ar ≤ rr and so a ≤ r. Since we assumed r ≤ a < 1 it follows that a = r. Now assume that r n ≤ a < r n−1 for some positive integer n. As above we can show that F ( K) ⊆ S i (K) for some i ∈ {1, 2, 3} n and F • S 1 (K) ⊆ S i • S j (K) for some j ∈ {1, 2, 3}. Hence a = r n . Let {F i } m i=1 be an SS-IFS with attractor K. Without the loss of generality we can assume that the similarity ratio of F 1 (x) = r n · x + b is the smallest of the similarity ratios of the maps F i . Then F 1 ( K) ⊆ S i (K) for some i ∈ {1, 2, 3} n but S i (K) \ F 1 ( K) = ∅. Then by the minimality of r n there exists j ∈ {1, . . . , m} such that S i (K) \ F 1 ( K) ⊆ F j ( K) and either
and so {F i } m i=1 cannot satisfy the OSC.
xxxxxx xxxxxx xxxxxx xxxxxx xxxxxx xxxxxx xxxxxx xxxxxx xxxxxx xxxxxx xxxxx xxxxx xxxxx xxxxx xxxxx Figure 1 . Figure 2 .
Example 8.7. Let T be a rotation around the origin by angle α ∈ [0, 2π). There exists a self-similar set K ⊆ R 2 such that no SS-IFS with attractor K satisfies the OSC but 0 < H t ( K) < ∞ where t = dim H K and there exists an SS-IFS with attractor K such that the transformation group of the SS-IFS is generated by T .
Let 0 < r < 1 3 and g = 1 − 3r. We define an SS-IFS in R 2 as follows (see Figure 2 ): S 1 (x) = rT (x) + (−g − 2r, 0), S 2 (x) = rT (x) and S 3 (x) = rT (x) + (g + 2r, 0). We denote by K the attractor of
satisfies the OSC it follows that 0 < H t (K) < ∞ where t = dim H K. The set K = K \ S 3 (K) = S 1 (K) ∪ S 2 (K) is also a self-similar set, namely it is the attractor of an SS-IFS containing the following four maps: S 1 (x) = S 1 (x), S 2 (x) = S 1 (x + (g + 2r, 0)), S 3 (x) = S 2 (x) and S 4 (x) = S 2 (x + (g + 2r, 0)). We have that is generated by T .
We can show that there is no SS-IFS with attractor K that satisfies the OSC via a similar argument to the argument in Example 8.6 with the difference that the largest gap of K and K will be replaced by the smallest distance between S 1 (K) and S 2 (K). We note that this distance is greater than g. Remark 8.8. We note that both in Example 8.6 and Example 8.7 the semigroup generated
is not free. Hence after iteration and deleting repetitions one can reduce the similarity dimension of the SS-IFS. It is not hard to see that we can find an SS-IFS with attractor K of similarity dimension arbitrarily close to t but we cannot find an SS-IFS with attractor K of similarity dimension t because of Proposition 2.14.
