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Abstract
Testing hypotheses of goodness-of-fit about mixture distributions on the basis of
independent but not necessarily identically distributed random vectors is considered.
The hypotheses are given by a specific distribution or by a family of distributions.
Moreover, testing hypotheses formulated by Hadamard differentiable functionals is dis-
cussed in this situation, in particular the hypothesis of central symmetry, homogeneity
and independence. Kolmogorov-Smirnov or Crame´r-von-Mises type statistics are sug-
gested as well as methods to determine critical values. The focus of the investigation
is on asymptotic properties of the test statistics. Further, outcomes of simulations for
finite sample sizes are given. Applications to models with not identically distributed
errors are presented. The results imply that the tests are of asymptotically exact size
and consistent.
Keywords: not identically distributed observations, mixture distribution, Kolmogorov-
Smirnov statistic, Crame´r-von-Mises statistic, empirical process, Vapnik-Cˇhervonenkis
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1 Introduction
Not identically distributed errors are discussed in various theoretical and practical contexts,
see, e.g., the works of Lu et al. [21], Kuljus and Zwanzig [20], Go¨rnitz et al. [14], Eiker
[13] and Delaigle and Meister [11]. Consider here the following situation as a motivation.
Suppose independent and identically distributed data are underlying, where an independent
but not identically distributed noise is present. It is assumed that the difference in the
distribution of the noise vanishes if the number of observations increases. The interesting
statistical problem is a testing problem of goodness-of-fit formulated with the independent
and identically distributed original data.
More precisely, consider a sequence of independent and identically distributed real valued
random variables Y1, Y2, . . . with unknown underlying distribution LpY1q. Suppose the user
has to treat the testing problem of goodness-of-fit
H : LpY1q “ LpY0q, K : LpY1q ‰ LpY0q, (1.1)
where Y0 is a real valued random variable with known distribution LpY0q. Furthermore, let
Z1, Z2, . . . be another sequence of independent but not necessarily identically distributed real
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valued random variables with known distributions such that the convergence in distribution
Zi
dÝÑ Z as iÑ8
holds, with a real valued random variable Z. Assume Y1, Y2, . . . and Z1, Z2, . . . are inde-
pendent. In addition, a sequence of known and measurable maps ei : Rˆ R Ñ R, i P N, is
given and fulfills the convergence
@z P R : lim
iÑ8
eip¨, zq “ ep¨, zq uniformly on R,
where e : Rˆ RÑ R is a measurable map. E.g.,
eipy, zq “ epy, zq “ y ` z, py, zq P Rˆ R, i P N. (1.2)
Suppose the user cannot observe directly Y1, Y2, . . . , but observes
e1pY1, Z1q, e2pY2, Z2q, . . . ,
i.e., eip¨, Ziq represents a random noise in measurement i P N. Therefore, the user has to
treat testing problem (1.1) on the basis of the independent but not necessarily identically
distributed data X1, . . . , Xn,
Xi :“ eipYi, Ziq, i P N,
where n P N is a given sample size. In example (1.2),
Xi “ Yi ` Zi, i P N.
Denote by Fi the distribution function of Xi “ eipYi, Ziq, i P N, and by F the distribution
function of epY1, Zq. Let Hi be the distribution function of eipY0, Ziq, i P N, and let G be
the distribution function of epY0, Zq. Assume that for all z P R, the map ep¨, zq is injective.
Then, testing problem (1.1) is equivalent to
H : F “ G, K : F ‰ G.
Moreover, if the hypothesis H is true, Fi “ Hi, i P N.
In order to get a permutation invariant test statistic, i.e., invariant under transformation of
the data from the set
tTn : ˆni“1RÑ ˆni“1R;Tnpx1, . . . , xnq “ pxπnp1q, . . . , xπnpnqq,
πn : t1, . . . , nu Ñ t1, . . . , nu bijective
(
,
define the arithmetically averaged distribution function
Fnpxq :“ 1
n
nÿ
i“1
Fipxq, x P R,
based on the distribution functions F1, . . . , Fn of X1, . . . , Xn and the arithmetically averaged
distribution function
Gnpxq :“ 1
n
nÿ
i“1
Hipxq, x P R,
based on the distribution functions H1, . . . , Hn, the distribution functions of X1, . . . , Xn if
the hypothesis H is true. Under H, Fn “ Gn. Consider the empirical distribution function
based on X1, . . . , Xn,
Fˆnpxq :“ 1
n
nÿ
i“1
IpXi ď xq, x P R,
and the Kolmogorov-Smirnov type statistic
KSn :“
?
n sup
xPR
|Fˆnpxq ´Gnpxq| (1.3)
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as well as the Crame´r-von-Mises type statistic
CvMn :“ n
ż `
Fˆnpxq ´Gnpxq
˘2
Gnpdxq. (1.4)
Assume F is continuous. In fact, the test statistics (1.3) and (1.4) can be used to construct
asymptotically exact and consistent tests for testing problem (1.1). See the results in Section
2. Note that the distribution function Gn depends on the sample size n and that the
test statistics (1.3) and (1.4) are no common Kolmogorov-Smirnov and Crame´r-von-Mises
statistics. The replacement of Gn with G in the test statistics (1.3) and (1.4), i.e., the
common Kolmogorov-Smirnov or Crame´r-von-Mises statistic, yields no applicable test for
testing problem (1.1). This follows easily from the results in Section 2.
In Section 2, testing goodness-of-fit based on not identically distributed data is discussed.
In comparison to the situation above the model is more general and the hypothesis is for-
mulated in a more general way. Therefore, generalizations of the test statistics (1.3) and
(1.4) are considered and methods to determine critical values are suggested. The tests are
applicable, e.g., in the situation presented above. It is shown that the tests are of asymp-
totically exact size and consistent. Section 3 extends the model in Section 2 to hypotheses
of families of distributions. Analogous results are established. Section 4 treats hypotheses
formulated by Hadamard differentiable functionals in the same setting. Similar results as in
the goodness-of-fit setting hold for a broad class of tests. Special cases are the hypothesis
of homogeneity, central symmetry and independence and applications are, e.g., situations
with not identically distributed errors. In general, the presented Kolmogorov-Smirnov and
Crame´r-von-Mises type tests based on not identically distributed data and can be regarded
as generalizations of the related Kolmogorov-Smirnov and Crame´r-von-Mises type tests in
the identically distributed case.
The original Kolmogorov-Smirnov and Crame´r-von-Mises statistics are statistics for testing
goodness-of-fit, described by Anderson and Darling [2]. The idea of these statistics can be
adopted for testing hypothesis of homogeneity, symmetry and independence, see, e.g., Rosen-
blatt [27], Butler [6] and Blum et al. [5], respectively. An important generalization of the
mentioned goodness-of-fit statistics for hypotheses of families of distributions is considered
by Stute et al. [33]. Some papers treat other generalizations of Kolmogorov-Smirnov type
tests or Crame´r-von-Mises type tests. Weiss [39] modified the classical Kolmogorov-Smirnov
statistic for the application to correlated data. Chicheportiche et al. [8] consider the case
of dependent and identically distributed observations and the Kolmogorov-Smirnov test as
well as the Crame´r-von-Mises test. An interesting paper is [7]. The authors Chatterjee and
Sen study Kolmogorov-Smirnov type tests for testing the hypothesis of symmetry based on
independent but not necessarily identically distributed real valued random variables and
investigate the limit distributions of their test statistics with an application of the random
walk model.
Further, some works deal with goodness-of-fit tests based on independent but not necessarily
identically distributed data. Goodness-of-fit tests in this situation are discussed by Gosh
and Basu [15] in a fully parametric setting. These tests use the density power divergence.
Testing for normality in a model with independent but not necessarily identically distributed
observations is considered by Sarkadi [28]. In the discrete case, Collings et al. [9], Hu¨sler [17]
and Conover et al. [10] treat a goodness-of-fit test for the Poisson assumption, the binomial
test and the chi-square goodness-of-fit test, respectively, in the case of independent but not
necessarily identically distributed data.
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2 Testing goodness-of-fit with hypotheses given by a
specific distribution
The following generalization of the model introduced in Section 1 is considered. LetX1, X2, . . .
be a sequence of independent but not necessarily identically distributed random vectors with
values in Rm, m P N. The random vector Xi has the distribution function Fi defined on
R
m
, i P N, with Rl :“ r´8,8sl, l P N. Henceforth, regard elements of Rl as column vectors.
Assume the existence of an uniformly continuous distribution function F defined on R
m
with
lim
iÑ8
Fi “ F uniformly on Rm.
For n P N the given sample size, let Gn be another distribution function defined on Rm as
well as G, where G is uniformly continuous and
lim
nÑ8
Gn “ G uniformly on Rm.
In addition, let α1,n, . . . , αn,n be some weights, in particular real numbers, such that
αi,n ě 0, i “ 1, . . . , n,
nÿ
i“1
αi,n “ 1, lim
nÑ8
?
n max
1ďiďn
αi,n “ 0, lim
nÑ8
n
nÿ
i“1
α2i,n “ κ P r1,8q.
(2.1)
Consider the mixture distribution function
Fnpxq :“
nÿ
i“1
αi,nFipxq, x P Rm,
based on the distribution functions F1, . . . , Fn of X1, . . . , Xn. Suppose F1, . . . , Fn are un-
known, Gn and α1,n, . . . , αn,n are known and that the user has to verify the hypothesis of
goodness-of-fit
Hn : Fn “ Gn (2.2)
on the basis of the observations X1, . . . , Xn.
Define the weighted empirical distribution function
Fˆnpxq :“
nÿ
i“1
αi,nIpXi ď xq, x P Rm, (2.3)
based on X1, . . . , Xn. For elements a, b P Rm, a “ pa1, . . . , amq1, b “ pb1, . . . , bmq1, let the
inequality a ď b be equivalent to aj ď bj for j “ 1, . . . ,m. Further, let Un :“ pUnpxq;x P
R
mq be the process
Unpxq :“
?
n
`
Fˆnpxq ´Gnpxq
˘
, x P Rm. (2.4)
Consider the Kolmogorov-Smirnov type statistic
KSn :“ sup
xPRm
|Unpxq| “
?
n sup
xPRm
|Fˆnpxq ´Gnpxq| (2.5)
and the Crame´r-von-Mises type statistic
CvMn :“
ż
U2npxqGnpdxq “ n
ż `
Fˆnpxq ´Gnpxq
˘2
Gnpdxq. (2.6)
In general, the statistics (2.5) and (2.6) are not distribution free, neither in the case of Fn “
Gn. In order to approximate the distribution of the statistics KSn and CvMn if Fn “ Gn,
a Monte-Carlo procedure is suggested. Therefor, simulate independently observations with
joint distribution function
px1, . . . , xnq ÞÝÑ
nź
i“1
Gnpxiq, px1, . . . , xnq P ˆni“1R
m
.
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Determine a significance level α P p0, 1q and denote by cn;1´α the p1 ´ αq-quantile of the
distribution of KSn and by dn;1´α the p1 ´ αq-quantile of the distribution of CvMn if
pF1, . . . , Fnq “ pGn, . . . , Gnq. The calculation procedure for practice is described above.
Then, testing procedure
“Reject Hn, iff KSn ě cn;1´α” or testing procedure “Reject Hn, iff CvMn ě dn;1´α” (2.7)
is suggested. If αi,n “ 1n , i “ 1, . . . , n, testing procedure (2.7), in particular the statistic
(2.5) or (2.6), is invariant under transformation of the data from the set
Tn :“tTn : ˆni“1Rm Ñ ˆni“1Rm;Tnpx1, . . . , xnq “ pxπnp1q, . . . , xπnpnqq,
πn : t1, . . . , nu Ñ t1, . . . , nu bijective
(
.
(2.8)
Remark 1. Assume another sequence of known distribution functions pHiqiPN defined on
R
m
is given and Gn “
řn
i“1 αi,nHi.
a) Consider the model introduced in Section 1. Put αi,n “ 1n , Xi “ eipYi, Ziq and let Hi
be the distribution function of eipY0, Ziq, i “ 1, . . . , n. Then, the test (2.7) is applicable
to testing problem (1.1). The test is of asymptotically exact size α and consistent for
testing problem (1.1). This follows from the results in this section.
b) The test (2.7) is applicable to the hypothesis
@i P t1, . . . , nu : Fi “ Hi.
Putting αi,n “ 1n , i “ 1, . . . , n, the test (2.7) is also applicable to the hypothesis
Dπn : t1, . . . , nu Ñ t1, . . . , nu bijective @i P t1, . . . , nu : Fi “ Hπnpiq.
The test is of asymptotically exact size α and consistent with respect to suitable alter-
natives to this hypotheses. See the results in this section.
c) Assume Fi “ F and Hi “ G, i P N. Putting αi,n “ 1n , i “ 1, . . . , n, the hypothesis
(2.2) is a common hypothesis of goodness-of-fit
H : F “ G,
the test statistic (2.5) or (2.6) is a common Kolmogorov-Smirnov or Crame´r-von-Mises
statistic and the test (2.7) is a common Kolmogorov-Smirnov or Crame´r-von-Mises test
in a multivariate setting. In this sense, a generalization of the identically distributed
case is considered.
Remark 2. Note that the distribution function Gn depends on the sample size n and that
the test statistics (2.5) and (2.6) are no common Kolmogorov-Smirnov and Crame´r-von-
Mises statistics, neither in the case of αi,n “ 1n , i “ 1, . . . , n. In fact, the replacement of
Gn with G in the test statistics (2.5) and (2.6), i.e., the common Kolmogorov-Smirnov or
Crame´r-von-Mises statistic, yields no applicable test for testing problem (2.2). This follows
easily from the results in this section.
2.1 Limit results under the hypothesis
A possible first step to find limit distributions of statistics of type Kolmogorov-Smirnov and
Crame´r-von-Mises is to show the convergence in distribution of the process in the supremum
and integral to a limit element. Let T be a non-empty set and let Wn :“ pWnptq; t P T q be
a stochastic process on a probability space pΩ,A, P q with sample paths in
ℓ8pT q :“ tf : T Ñ R; ||f ||T ă 8u,
where ||f ||T :“ suptPT |fptq|, f : T Ñ R. The map pf1, f2q ÞÑ ||f1 ´ f2||T , pf1, f2q P
ℓ8pT q ˆ ℓ8pT q, defines a metric on ℓ8pT q. Let W :“ pW ptq; t P T q be another stochastic
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process on the probability space with sample paths in ℓ8pT q. Then, Wn converges in
distribution to W, in notation Wn
dÑW as nÑ8, iff W is pA,Bpℓ8pT qq-measurable and
@f : ℓ8pT q Ñ R continuous and bounded : lim
nÑ8
E˚
`
fpWnq
˘ “ E`fpWq˘.
Bpℓ8pT qq denotes the Borel σ-field on pℓ8pT q, || ¨ ||T q. In addition, E˚ is the outer expecta-
tion. Details are given by van der Vaart and Wellner [35].
Let ρ be a pseudometric on T such that pT, ρq is a totally bounded pseudometric space.
Then,
UbpT, ρq :“ tf P ℓ8pT q; f is uniformly ρ-continuousu
is a separable subspace of ℓ8pT q. If the process W has sample paths a.s. in UbpT, ρq, the
process W is pA,Bpℓ8pT qq-measurable and the distribution of W is uniquely determined by
its finite dimensional marginal distributions.
The asymptotic equicontinuity is crucial for the convergence in distribution of the process
Wn, that is
@ε ą 0 : lim
δÓ0
lim sup
nÑ8
P˚
ˆ
sup
s,tPT,ρps,tqďδ
|Wnpsq ´Wnptq| ą ε
˙
“ 0,
where P˚ is the outer probability. See [35] for details. Assume the process Wn is asymptoti-
cally equicontinuous and all finite dimensional projections of Wn converge in distribution to
finite dimensional random vectors. Then, there exists a process W with sample paths a.s. in
UbpT, ρq such that Wn dÑ W as n Ñ 8. Particularly, the process W is pA,Bpℓ8pT qq-
measurable and the distribution of W is uniquely determined by its finite dimensional
marginal distributions, the distributions of those finite dimensional random vectors. See
Theorem 1.5.4 in [35].
Now, a triangular array ξ1,n, . . . , ξn,n of row-wise independent but not necessarily identically
distributed random vectors with values in Rm on the probability space is given. Let Ki,n be
the distribution function of ξi,n defined on R
m
, i “ 1, . . . , n. In the relevant applications,
Ki,n depends either only on i or only on n, i “ 1, . . . , n. Assume the existence of an
uniformly continuous distribution function K defined on R
m
such that
@ε ą 0 Diε P N Dnε P N, iε ď nε, @i ą iε @n ą nε, i ď n : sup
xPRm
|Ki,npxq ´Kpxq| ď ε.
The interesting process is the weighted empirical process Wn given by
Wnpxq :“
?
n
ˆ nÿ
i“1
αi,nIpξi,n ď xq ´
nÿ
i“1
αi,nP pξi,n ď xq
˙
, x P Rm.
Such types of processes, partly special cases, are studied by Shorack [31], Shorack and
Wellner [32], Alexander [1], Pollard [23], Ziegler [40] and Kosorok [18], [19]. Let Φ be the
distribution function of the m-dimensional standard normal distribution. Define a metric
ρpx, yq :“
ż
|Ipw ď xq ´ Ipw ď yq|Φpdwq, x, y P Rm. (2.9)
In fact, pRm, ρq is a totally bounded metric space. With the help of the Vapnik-Cˇhervonenkis
class theory, it can be shown that the following result holds.
Lemma 1. The process Wn is asymptotically equicontinuous with respect to the metric space
pRm, ρq.
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Now, the basic results under the hypothesis will be formulated. Therefor, let U “ pUpxq;x P
R
mq be a Gaussian process with expectation function identically equal to zero, covariance
function
cpx, yq :“ κ
´
G
`
minpx, yq˘´GpxqGpyq¯, x, y P Rm, (2.10)
and a.s. uniformly ρ-continuous sample paths. For elements a, b P Rm, a “ pa1, . . . , amq1,
b “ pb1, . . . , bmq1, put minpa, bq :“ pminpa1, b1q, . . . ,minpam, bmqq1.
Theorem 1. Assume Fn “ Gn for n sufficiently large. Then,
Un
dÝÑ U as nÑ8.
Corollary 1. Assume Fn “ Gn for n sufficiently large. It is
KSn
dÝÑ sup
xPRm
|Upxq| and CvMn dÝÑ
ż
U2pxqGpdxq as nÑ8.
In order to show that testing procedure (2.7) works asymptotically, it is necessary to study
the asymptotic distribution of the statistics (2.5) and (2.6) if pF1, . . . , Fnq “ pGn, . . . , Gnq,
too. Well, let X
pnq
1 , X
pnq
2 , . . . be a sequence of independent and identically distributed ran-
dom vectors with underlying distribution function Gn and let U
pnq
n “ pU pnqn pxq;x P Rmq be
the process (2.4) based on the random vectors X
pnq
1 , . . . , X
pnq
n . Denote by KS
pnq
n and CvM
pnq
n
the statistics (2.5) and (2.6) based on the random vectors X
pnq
1 , . . . , X
pnq
n , respectively.
Theorem 2. It is
U
pnq
n
dÝÑ U as nÑ8.
Corollary 2. It follows that
KSpnqn
dÝÑ sup
xPRm
|Upxq| and CvMpnqn dÝÑ
ż
U2pxqGpdxq as nÑ8.
The following result implies that the test (2.7) is a test of asymptotically exact size α.
Corollary 3. Suppose Fn “ Gn for n sufficiently large. Then,
lim
nÑ8
P pKSn ě cn;1´αq “ α and lim
nÑ8
P pCvMn ě dn;1´αq “ α.
2.2 Limit results under alternatives
Now, a general result gives the limit behavior in probability of the test statistics (2.5) and
(2.6). The result holds under the hypotheses as well as under alternatives.
Theorem 3. It is
@ε ą 0 : P
ˆ
1?
n
KSn ě sup
xPRm
|F pxq ´Gpxq| ´ ε` opp1q
˙
ÝÑ 1 as nÑ8,
and
@ε ą 0 : P
ˆ
1
n
CvMn ě
ż `
F pxq ´Gpxq˘2Gpdxq ´ ε` opp1q˙ ÝÑ 1 as nÑ8.
The following corollary gives information about the consistency of the test (2.7).
Corollary 4. Suppose F ´G does not vanish everywhere or G-almost everywhere. Then,
lim
nÑ8P pKSn ě cn;1´αq “ 1 or limnÑ8P pCvMn ě dn;1´αq “ 1.
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3 Testing goodness-of-fit with hypotheses given by a
family of distributions
In this section, the model introduced in Section 2 will be extended by adding a parameter.
Under regularity conditions, all results still hold in this model. Regard the definitions at the
beginning of Section 2. For d P N and a given non-empty set Θ Ď Rd, mapsGn : RmˆΘÑ R
and G : R
m ˆΘ Ñ R are given such that for all ϑ P Θ Gnp¨, ϑq and Gp¨, ϑq are distribution
functions, Gp¨, ϑq is uniformly continuous and
@ϑ P Θ : lim
nÑ8
Gnp¨, ϑq “ Gp¨, ϑq uniformly on Rm.
Suppose F1, . . . , Fn are unknown, Gn and α1,n, . . . , αn,n are known and that the user has
to verify the hypothesis of goodness-of-fit
Hn : Dϑ P Θ : Fn “ Gnp¨, ϑq (3.1)
on the basis of the observations X1, . . . , Xn.
Define a process Unpϑq :“ pUnpx, ϑq;x P Rmq by
Unpx, ϑq :“
?
n
`
Fnpxq ´Gnpx, ϑq
˘
, x P Rm. (3.2)
Further, let tn be a pbnj“1Bm,BdΘq-measurable map tn : ˆnj“1Rm Ñ Θ and put ϑˆn :“
tnpX1, . . . , Xnq. Bm denotes the Borel σ-field on Rm and BdΘ denotes the Borel σ-field on
Rd restricted on Θ. Consider the Kolmogorov-Smirnov type statistic
KSn :“ sup
xPRm
|Unpx, ϑˆnq| “
?
n sup
xPRm
|Fnpxq ´Gnpx, ϑˆnq| (3.3)
and the Crame´r-von-Mises type statistic
CvMn :“
ż
U2npx, ϑˆnqGnpdx, ϑˆnq “ n
ż `
Fnpxq ´Gnpx, ϑˆnq
˘2
Gnpdx, ϑˆnq. (3.4)
In general, the statistics (3.3) and (3.4) are not distribution free, neither in the case of
the existence of a ϑ P Θ with Fn “ Gnp¨, ϑq. In order to approximate the distribution of
the statistics KSn and CvMn if the existence of a ϑ P Θ with Fn “ Gnp¨, ϑq is fulfilled,
a Monte-Carlo procedure is suggested. Therefor, simulate independently observations with
joint distribution function
px1, . . . , xnq ÞÝÑ
nź
i“1
Gnpxi, ϑˆnq, px1, . . . , xnq P ˆni“1R
m
.
Determine a significance level α P p0, 1q and denote by cn;1´α the p1 ´ αq-quantile of
the distribution of KSn and by dn;1´α the p1 ´ αq-quantile of the distribution of CvMn
if pF1, . . . , Fnq “ pGnp¨, ϑˆnq, . . . , Gnp¨, ϑˆnqq. The calculation procedure for practice is de-
scribed above. The testing procedure
“Reject Hn, iff KSn ě cn;1´α” or testing procedure “Reject Hn, iff CvMn ě dn;1´α” (3.5)
is suggested.
Remark 3. Assume another sequence of known maps Hi : R
m ˆ Θ Ñ R, i P N, is given
such that for all ϑ P Θ Hip¨, ϑq is a distribution function and Gn “
řn
i“1 αi,nHi.
a) Extend the model introduced in Section 1 in the following way. Assume the hypothesis is
given by a family of distributions tLpY0, ϑ1q;ϑ1 P Θ1u, with a non-empty set Θ1 Ă Rd1 ,
d1 P N, i.e., the user has to treat the testing problem of goodness-of-fit
H : Dϑ1 P Θ1 : LpY1q “ LpY0, ϑ1q, K : @ϑ1 P Θ1 : LpY1q ‰ LpY0, ϑ1q.
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In addition, suppose the error variables pZiqiPN come from families of distributions
tpLpZi, ϑ2qqiPN;ϑ2 P Θ2u, i P N, with a non-empty set Θ2 Ă Rd2 , d2 P N, and that
the true parameter ϑ2 P Θ2 is unknown. Moreover, assume the error functions peiqiPN
come from families of functions tpeip¨, ϑ3qqiPN;ϑ3 P Θ3u, i P N, with a non-empty
set Θ3 Ă Rd3 , d3 P N, and that the true parameter ϑ3 P Θ3 is unknown, too. Put
d “ d1 ` d2 ` d3, Θ “ tpϑ11, ϑ12, ϑ13q1; pϑ1, ϑ2, ϑ3q P Θ1 ˆ Θ2 ˆ Θ3u, αi,n “ 1n , Xi “
eippYi, Ziq, ϑ3q and let Hi be the distribution function of eippY0, Zi, ϑ3qq, i “ 1, . . . , n,
where ϑ3 P Θ3 is the true parameter. Then, the test (3.5) is applicable to this testing
problem. Under regularity conditions, it follows from the results in this section that
the test is of asymptotically exact size α and consistent.
b) The test (3.5) is applicable to the hypothesis
Dϑ P Θ @i P t1, . . . , nu : Fi “ Hip¨, ϑq.
Putting αi,n “ 1n , i “ 1, . . . , n, the test (3.5) is also applicable to the hypothesis
Dϑ P Θ Dπn : t1, . . . , nu Ñ t1, . . . , nu bijective @i P t1, . . . , nu : Fi “ Hπnpiqp¨, ϑq.
Under regularity conditions, it follows from the results in this section that the test is of
asymptotically exact size α and consistent with respect to suitable alternatives to this
hypotheses.
c) Assume Fi “ F and Hi “ G, i P N. Putting αi,n “ 1n , i “ 1, . . . , n, the hypothesis
(3.1) is a common hypothesis of goodness-of-fit with families of distributions
H : Dϑ P Θ : F “ Gp¨, ϑq,
the test statistic (3.3) or (3.4) is a common Kolmogorov-Smirnov or Crame´r-von-Mises
statistic with estimated parameter and the test (3.5) is a common Kolmogorov-Smirnov
or Crame´r-von-Mises test with families of distributions in a multivariate setting. In
this sense, a generalization of the identically distributed case is considered.
Remark 4. Note that the distribution function Gn depends on the sample size n and that the
test statistics (3.3) and (3.4) are no common Kolmogorov-Smirnov and Crame´r-von-Mises
statisticswith estimated parameter, neither in the case of αi,n “ 1n , i “ 1, . . . , n. In fact, the
replacement of Gn with G in the test statistics (3.3) and (3.4), i.e., the common Kolmogorov-
Smirnov or Crame´r-von-Mises statistic, yields no applicable test for testing problem (3.1).
This follows easily from the results in this section.
3.1 Limit results under the hypothesis
Fix a parameter ϑ P Θ. In order to establish the results of Section 2 to this model, some
technical assumptions are required. The first two are regularity conditions to the families of
distributions given by the hypothesis.
(C1) There exists an open and convex set Uϑ Ă Θ such that ϑ P Uϑ and for all x P Rm
Gnpx, ¨q : ΘÑ R is continuous differentiable on Uϑ.
Define gnpx, ϑ˜q :“ ∇Gnpx, ϑ˜q, px, ϑ˜q P Rm ˆ Uϑ, where ∇ :“ p BBϑ˜1 , . . . ,
B
Bϑ˜d q
1.
(C2) There exists a map g : R
mˆUϑ Ñ Rd such that limnÑ8 gn “ g uniformly on RmˆUϑ,
g is uniformly continuous on R
mˆUϑ and gp¨, ϑq : Rm Ñ Rd has bounded components
on R
m
.
Now, a regularity condition to the parameter estimator is formulated. Particular, an asymp-
totic expansion is needed. The condition is fulfilled, e.g., for a weighted maximum-likelihood
estimator, see Remark 5.
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(C3) If Fn “ Gnp¨, ϑq for n sufficiently large, there exists a pBm,Bdq-measurable map
ℓnp¨, ϑq : Rm Ñ Rd such that
ş
ℓnpx, ϑqFipdxq and
ş
ℓnpx, ϑqℓ1npx, ϑqFipdxq exist and
have finite components for i “ 1, . . . , n, ş ℓnpx, ϑqFnpdxq “ 0 and
?
npϑˆn ´ ϑq “
?
n
nÿ
i“1
αi,nℓnpXi, ϑq ` opp1q as nÑ8.
Put
vi,npϑq :“
ż ´
ℓnpx, ϑq ´
ż
ℓnpy, ϑqFipdyq
¯´
ℓnpx, ϑq ´
ż
ℓnpy, ϑqFipdyq
¯1
Fipdxq, i P N,
and
wi,npy, ϑq :“
ż
ℓnpx, ϑqIpx ď yqFipdxq ´
ż
ℓnpx, ϑqFipdxqFipyq, y P Rm, i P N.
The following condition guarantees the convergence of the covariance function of the process
Unpϑq and that Lindeberg’s condition is fulfilled.
(C4) If Fn “ Gnp¨, ϑq for n sufficiently large, there exists a vpϑq P Rdˆd and a wp¨, ϑq : Rm Ñ
Rd such that limnÑ8 n
řn
i“1 α
2
i,nvi,npϑq “ κvpϑq and limnÑ8 n
řn
i“1 α
2
i,nwi,npx, ϑq “
κwpx, ϑq for all x P Rm. Well, if Fn “ Gnp¨, ϑq for n sufficiently large,
@a P Rd @t ą 0 : lim
nÑ8
n
nÿ
i“1
α2i,n
ż ˆ
1` a1
´
ℓnpx, ϑq ´
ż
ℓnpy, ϑqFipdyq
¯
´
ℓnpx, ϑq ´
ż
ℓnpy, ϑqFipdyq
¯1
a
˙
I
ˆ
p?n max
1ďjďn
αj,nq2a1
´
ℓnpx, ϑq ´
ż
ℓnpy, ϑqFipdyq
¯
´
ℓnpx, ϑq ´
ż
ℓnpy, ϑqFipdyq
¯1
a ą t
˙
Fipdxq “ 0.
Ignore the oP p1q term in (C3). Then, the estimator ϑˆn is invariant under transformation
of the data from the set Tn if (C3) holds and αi,n “ 1n , i “ 1, . . . , n, and testing procedure
(3.5), in particular the statistic (3.3) or (3.4), has this invariance property, too.
The following lemma shows the weak consistency of the parameter estimator.
Lemma 2. Assume Fn “ Gnp¨, ϑq for n sufficiently large and (C1) - (C4). Then,?
n
řn
i“1 αi,npℓnpXi, ϑq ´
ş
ℓnpx, ϑqFipdxqq converges in distribution to a centered d-dimen-
sional normal distribution as nÑ 8 and
lim
nÑ8
ϑˆn “ ϑ in probability.
Now, the basic results under the hypothesis will be formulated. Therefor, let Upϑq “
pUpx, ϑq;x P Rmq be a Gaussian process with expectation function identically equal to
zero, covariance function
cpx, y, ϑq :“κ
´
G
`
minpx, yq, ϑ˘´Gpx, ϑqGpy, ϑq
´ g1px, ϑqwpy, ϑq ´ g1py, ϑqwpx, ϑq ` g1px, ϑqvpϑqgpy, ϑq
¯
, x, y P Rm,
(3.6)
and a.s. uniformly ρ-continuous sample paths.
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Theorem 4. Assume (C1) - (C4) and Fn “ Gnp¨, ϑq for n sufficiently large. Then,
Unpϑˆnq dÝÑ Upϑq as nÑ8.
Corollary 5. Assume (C1) - (C4) and Fn “ Gnp¨, ϑq for n sufficiently large. It follows that
KSn
dÝÑ sup
xPRm
|Upx, ϑq| and CvMn dÝÑ
ż
U2px, ϑqGpdx, ϑq as nÑ8.
In order to show that testing procedure (3.5) works asymptotically, it is necessary to study
the asymptotic distribution of the statistics (3.3) and (3.4) if pF1, . . . , Fnq “
pGnp¨, ϑˆnq, . . . , Gnp¨, ϑˆnqq, too.
Well, let pϑnqnPN be an arbitrary sequence of parameters with ϑn P Θ for all n P N and
limnÑ8 ϑn “ ϑ. Further, let Xpnq1 , Xpnq2 , . . . be a sequence of independent and identically
distributed random vectors with underlying distribution function Gnp¨, ϑnq, put ϑˆpnqn :“
tnpXpnq1 , . . . , Xpnqn q and let Upnqn pϑˆpnqn q “ pU pnqn px, ϑˆpnqn q;x P R
mq be the process (3.2) based
on the random vectors X
pnq
1 , . . . , X
pnq
n . Denote by KS
pnq
n and CvM
pnq
n the statistics (3.3) and
(3.4) based on the random vectorsX
pnq
1 , . . . , X
pnq
n , respectively. In addition to the conditions
(C1) and (C2), consider the following two conditions. This conditions are modifications of
the conditions (C3) and (C4).
(C5) There exists a map ℓn : R
m ˆ Uϑ Ñ Rd such that for all ϑ˜ P Uϑ ℓnp¨, ϑ˜q is pBm,Bdq-
measurable,
ş
ℓnpx, ϑ˜qGnpdx, ϑ˜q and
ş
ℓnpx, ϑ˜qℓ1npx, ϑ˜qGnpdx, ϑ˜q exist and have finite
components,
ş
ℓnpx, ϑ˜qGnpdx, ϑ˜q “ 0 and
?
npϑˆpnqn ´ ϑnq “
?
n
nÿ
i“1
αi,nℓnpXpnqi , ϑnq ` opp1q as nÑ8.
Put
vpqn pϑ˜q :“
ż
ℓnpx, ϑ˜qℓ1npx, ϑ˜qGnpdx, ϑ˜q, ϑ˜ P Uϑ,
and
wpqn py, ϑ˜q :“
ż
ℓnpx, ϑ˜qIpx ď yqGnpdx, ϑ˜q, y P Rm, ϑ˜ P Uϑ.
(C6) There exists a vpqpϑq P Rdˆd such that limnÑ8 vpqn pϑnq “ vpqpϑq. In addition, there
exists a map wpqp¨, ϑq : Rm Ñ Rd such that for all x P Rm limnÑ8wpqn px, ϑnq “
wpqpx, ϑq. Well,
@a P Rd @t ą 0 : lim
nÑ8
ż `
1` a1ℓnpx, ϑnqℓ1npx, ϑnqa
˘
I
`p?n max
1ďjďn
αj,nq2a1ℓnpx, ϑnqℓ1npx, ϑnqa ą t
˘
Gnpdx, ϑnq “ 0.
Remark 5. Under regularity conditions, a weighted maximum-likelihood estimation function
tn fulfills the mentioned conditions. Weighted maximum-likelihood estimators are considered,
e.g., by Wang and Zidek [38], Hu and Zidek [16] and Wang, van Eeden and Zidek [37].
Assume ϑ P Θ has the property Fn “ Gnp¨, ϑq for n sufficiently large. Consider n sufficiently
large. Suppose the existence of a density hnp¨, ϑ˜q of Gnp¨, ϑ˜q for all ϑ˜ P Θ with respect
to a dominating σ-finite measure µ on pRm,Bmq and assume for all x P Rm the map
ϑ˜ ÞÑ hnpx, ϑ˜q, ϑ˜ P Θ, is two times continuous differentiable. Moreover, let tn be a weighted
maximum-likelihood estimation function for ϑ with the property
sup
ϑ˜PΘ
nź
i“1
hαi,nn pxi, ϑ˜q “
nź
i“1
hαi,nn
`
xi, tnpx1, . . . , xnq
˘
, px1, . . . , xnq P ˆni“1Rm.
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Put Lnp¨, ϑ˜q :“ log hnp¨, ϑ˜q. Assume ty P Rm;hnpy, ϑ˜q ą 0u does not depend on ϑ˜ P Θ and
Θ is open and convex. Taylor expansion yields
?
n
nÿ
i“1
αi,n
B
Bϑ˜j
LnpXpnqi , ϑ˜q|ϑ˜“ϑn `
nÿ
i“1
αi,n∇
1 B
Bϑ˜j
LnpXpnqi , ϑ˜q|ϑ˜“ϑj,n
?
npϑˆpnqn ´ ϑnq
“?n
nÿ
i“1
αi,n
B
Bϑ˜j
LnpXpnqi , ϑ˜q|
ϑ˜“ϑˆpnqn
, j “ 1, . . . , d,
where ϑj,n is on the line between ϑˆ
pnq
n and ϑn (ϑj,n can be chosen measurable, see Hilfssatz
6.7 of Mu¨ller-Funk and Witting [22]), j “ 1, . . . , d. This is equivalent to
?
n
nÿ
i“1
αi,n∇LnpXpnqi , ϑ˜q|ϑ˜“ϑn `
¨˚
˚˝˚
řn
i“1 αi,n∇
1 B
Bϑ˜1LnpX
pnq
i , ϑ˜q|ϑ˜“ϑ1,n
...řn
i“1 αi,n∇
1 B
Bϑ˜dLnpX
pnq
i , ϑ˜q|ϑ˜“ϑd,n
‹˛‹‹‚?npϑˆpnqn ´ ϑnq
“?n
nÿ
i“1
αi,n∇LnpXpnqi , ϑ˜q|
ϑ˜“ϑˆpnqn
.
Suppose ϑˆ
pnq
n has the property
lim
nÑ8
?
n
nÿ
i“1
αi,n∇LnpXpnqi , ϑ˜q|
ϑ˜“ϑˆpnqn
“ 0 in probability
and assume the existence of a matrix ipϑnq P Rdˆd such that ipϑnq is invertible and
lim
nÑ8
¨˚
˚˝˚
¨˚
˚˝˚
řn
i“1 αi,n∇
1 B
Bϑ˜1LnpX
pnq
i , ϑ˜q|ϑ˜“ϑ1,n
...řn
i“1 αi,n∇
1 B
Bϑ˜dLnpX
pnq
i , ϑ˜q|ϑ˜“ϑd,n
‹˛‹‹‚` ipϑnq‹˛‹‹‚“ 0 in probability.
Typically, i is the Fisher information matrix with respect to the distribution function Gp¨, ϑ˜q, ϑ˜ P
Θ. Put ℓnpx, ϑ˜q :“ i´1pϑ˜q∇Lnpx, ϑ˜q, px, ϑ˜q P Rm ˆΘ, and note that
?
npϑˆpnqn ´ ϑnq “
?
n
nÿ
i“1
αi,nℓnpXpnqi , ϑnq ` oP p1q as nÑ8.
Further, assume for all ϑ˜ P Θ ş ℓnpx, ϑ˜qGnpdx, ϑ˜q and ş ℓnpx, ϑ˜qℓ1npx, ϑ˜qGnpdx, ϑ˜q exist and
have finite components andż
ℓnpx, ϑ˜qGnpdx, ϑ˜q “
ż
ℓnpx, ϑ˜qhnpx, ϑ˜qµpdxq “ 0 for all ϑ˜ P Θ. (3.7)
(3.7) is a typical condition related to maximum-likelihood. Thus, the estimator ϑˆ
pnq
n has the
structure required in (C5). Now, assume P pXi P ty P Rm;hnpy, ϑ˜q ą 0uq “ 1, i “ 1, . . . , n.
Analogous,
?
n
nÿ
i“1
αi,n
B
Bϑ˜j
LnpXi, ϑ˜q|
ϑ˜“ϑ `
nÿ
i“1
αi,n∇
1 B
Bϑ˜j
LnpXi, ϑ˜q|
ϑ˜“ϑj,n
?
npϑˆn ´ ϑq
“?n
nÿ
i“1
αi,n
B
Bϑ˜j
LnpXi, ϑ˜q|
ϑ˜“ϑˆn
, j “ 1, . . . , d,
where ϑj,n is on the line between ϑˆn and ϑ, j “ 1, . . . , d, and
?
n
nÿ
i“1
∇LnpXi, ϑ˜q|
ϑ˜“ϑ `
¨˚
˚˝˚
řn
i“1 αi,n∇
1 B
Bϑ˜1LnpXi, ϑ˜q|ϑ˜“ϑ1,n
...řn
i“1 αi,n∇
1 B
Bϑ˜dLnpXi, ϑ˜q|ϑ˜“ϑd,n
‹˛‹‹‚?npϑˆn ´ ϑq
“?n
nÿ
i“1
αi,n∇LnpXi, ϑ˜q|
ϑ˜“ϑˆn
.
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Suppose
lim
nÑ8
?
n
nÿ
i“1
αi,n∇LnpXi, ϑ˜q|
ϑ˜“ϑˆn
“ 0 in probability
and
lim
nÑ8
¨˚
˚˝˚
řn
i“1 αi,n∇
1 B
Bϑ˜1LnpXi, ϑ˜q|ϑ˜“ϑ1,n
...řn
i“1 αi,n∇
1 B
Bϑ˜dLnpXi, ϑ˜q|ϑ˜“ϑd,n
‹˛‹‹‚“ ´ipϑq in probability,
too. Regard that Fn “ Gnp¨, ϑq. Consequently,
?
npϑˆn ´ ϑq “
?
n
nÿ
i“1
αi,nℓnpXi, ϑq ` oP p1q as nÑ8.
Assume for all i “ 1, . . . , n, ş ℓnpx, ϑqFipdxq and ş ℓnpx, ϑqℓ1npx, ϑqFipdxq exist and have
finite components. In fact,ż
ℓnpx, ϑqFnpdxq “
ż
ℓnpx, ϑqGnpdx, ϑq “ 0.
Therefore, the estimator ϑˆn has the structure required in (C3), too.
Lemma 3. Assume (C1), (C2), (C5) and (C6). Then,
?
n
řn
i“1 αi,nℓnpXpnqi , ϑnq converges
in distribution to a centered d-dimensional normal distribution as nÑ8 and
lim
nÑ8
ϑˆpnqn “ ϑ in probability.
Let Upqpϑq “ pU pqpx, ϑq;x P Rmq be a Gaussian process with expectation function identically
equal to zero, covariance function
cpqpx, y, ϑq :“κ
´
G
`
minpx, yq, ϑ˘´Gpx, ϑqGpy, ϑq
´ g1px, ϑqwpqpy, ϑq ´ g1py, ϑqwpqpx, ϑq ` g1px, ϑqvpqpϑqgpy, ϑq
¯
, x, y P Rm,
(3.8)
and a.s. uniformly ρ-continuous sample paths. This process is a modification of the process
Upϑq.
Theorem 5. Assume (C1), (C2), (C5) and (C6). Then,
U
pnq
n pϑˆpnqn q dÝÑ Upqpϑq as nÑ8.
Corollary 6. Assume (C1), (C2), (C5) and (C6). Then,
KSpnqn
dÝÑ sup
xPRm
|U pqpx, ϑq| and CvMpnqn dÝÑ
ż `
U pqpx, ϑq˘2Gpdx, ϑq as nÑ8.
The following result implies that the test (3.5) is of asymptotically exact size α.
Corollary 7. Suppose the existence of a ϑ P Θ with Fn “ Gnp¨, ϑq for n sufficiently large and
(C1) - (C4) hold for this parameter. In addition, assume (C5) and (C6) hold for arbitrary
sequences pϑnqnPN with ϑn P Θ for all n P N and limnÑ8 ϑn “ ϑ and vpqpϑq “ vpϑq and
wpqpx, ϑq “ wpx, ϑq for all x P Rm. Moreover, suppose the restriction of the covariance
function (3.6) to the diagonal of R
m ˆ Rm does not vanish everywhere or Gp¨, ϑq-almost
everywhere. Then,
lim
nÑ8P pKSn ě cn;1´αq “ α or limnÑ8P pCvMn ě dn;1´αq “ α.
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3.2 Limit results unter alternatives
In order to establish limit results under alternatives, the weak convergence in probability of
the parameter estimator is still required. Consider the following condition.
(C7) There exists a ϑ P Θ with limnÑ8 ϑˆn “ ϑ in probability.
Theorem 6. Assume (C7) and the conditions (C1) and (C2) hold for the parameter ϑ given
by (C7). Then,
@ε ą 0 : P
ˆ
1?
n
KSn ě sup
xPRm
|F pxq ´Gpx, ϑq| ´ ε` opp1q
˙
ÝÑ 1 as nÑ8,
and
@ε ą 0 : P
ˆ
1
n
CvMn ě
ż `
F pxq ´Gpx, ϑq˘2Gpdx, ϑq ´ ε` opp1q˙ ÝÑ 1 as nÑ8.
The following corollary is useful for consistency considerations with respect to the test (3.5).
Corollary 8. Assume (C7) and suppose that the conditions (C1) and (C2) hold for the
parameter ϑ given by (C7). Moreover, assume for ϑ given by (C7), (C5) and (C6) hold
for arbitrary sequences pϑnqnPN with ϑn P Θ for all n P N and limnÑ8 ϑn “ ϑ. Suppose
F ´Gp¨, ϑq does not vanish everywhere or Gp¨, ϑq-almost everywhere and the restriction of
the covariance function (3.8) to the diagonal of R
m ˆ Rm does not vanish everywhere or
Gp¨, ϑq-almost everywhere. Then,
lim
nÑ8
P pKSn ě cn;1´αq “ 1 or lim
nÑ8
P pCvMn ě dn;1´αq “ 1.
4 Testing hypotheses formulated by Hadamard differ-
entiable functionals
Now, consider a general two sample situation. All results can be simply extended to more
than two samples or modified to the one sample case. Regard the definitions at the beginning
of Section 2. The second sample comes from a sequence of independent but not necessarily
identically distributed Rs-valued random vectors V1, V2, . . . , s P N. Assume that X1, X2, . . .
and V1, V2, . . . are independent. For i P N, let Gi be the distribution function of Vi defined
on R
s
and let G be an uniformly continuous distribution function defined on R
s
with
lim
iÑ8
Gi “ G uniformly on Rs.
In addition, let r P N be a second sample size and assume the sample sizes increasing such
that
lim
minNÑ8
n
r
“ η P p0,8q, (4.1)
where N :“ tn, ru. Furthermore, let β1,r, . . . , βr,r be some additional weights, in particular
real numbers, with
βi,r ě 0, i “ 1, . . . , r,
rÿ
i“1
βi,r “ 1, lim
rÑ8
?
r max
1ďiďr
βi,r “ 0, lim
rÑ8
r
rÿ
i“1
β2i,r “ τ P r1,8q.
(4.2)
Define the mixture distribution
Grpvq :“
rÿ
i“1
βi,rGipvq, v P Rs,
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based on the distribution functions G1, . . . , Gr of V1, . . . , Vr and the weighted empirical
distribution function
Gˆrpvq :“
nÿ
i“1
βi,rIpVi ď vq, v P Rs,
based on V1, . . . , Vr
The aim is to formulate a general hypothesis with the help of two functionals. Therefor,
denote by DpRlq the set of all distribution functions defined on Rl, l P N. Consider two
maps T : DpRmq ˆDpRsq Ñ DpRuq, Q : DpRmq ˆDpRsq Ñ DpRuq, u P N, and assume this
maps are continuous with respect to the supremum metrics on DpRuq and DpRmq ˆDpRsq.
Suppose F1, . . . , Fn and G1, . . . , Gr are unknown, the maps T and Q as well as α1,n, . . . , αn,n
and β1,r, . . . , βr,r are known and that the user has to verify the hypothesis
HN : T pFn,Grq “ QpFn,Grq (4.3)
on the basis of the observations X1, . . . , Xn and V1, . . . , Vr.
Another functional is required for the construction of the testing procedure. Let j : DpRmqˆ
DpRsq Ñ DpRmq ˆ DpRsq be a continuous map with respect to the supremum metric on
DpRmq ˆDpRsq such that
T ˝ j “ Q ˝ j
and
jpKq “ K for all K P DpRmq ˆDpRsq with T pKq “ QpKq.
The map j could be a projection on the subspace of DpRmqˆDpRsq given by the hypothesis.
Define JˆN :“ jpFˆn, Gˆrq and write JˆN “ pJˆN,m, JˆN,sq, where JˆN,m has realizations in DpRmq
and JˆN,s has realizations in DpRsq. Put J :“ jpF,Gq and write J “ pJm, Jsq, where
Jm P DpRmq and Js P DpRsq.
Define a process UN :“ pUN pzq; z P Ruq by
UN pzq :“ 4
?
nr
`
T pFˆn, Gˆrqpzq ´QpFˆn, Gˆrqpzq
˘
, z P Ru, (4.4)
and consider the Kolmogorov-Smirnov type statistic
KSN :“ sup
zPRu
|UN pzq| “ 4
?
nr sup
zPRu
ˇˇ
T pFˆn, Gˆrqpzq ´QpFˆn, Gˆrqpzq
ˇˇ
(4.5)
as well as the Crame´r-von-Mises type statistic
CvMN : “
ż
U2NpzqT pJˆNqpdzq “
ż
U2NpzqQpJˆN qpdzq
“ ?nr
ż `
T pFˆn, Gˆrqpzq ´QpFˆn, Gˆrqpzq
˘2
T pJˆNqpdzq.
(4.6)
For simplicity, assume T pFˆn, Gˆrq, QpFˆn, Gˆrq and T pJˆNq are step functions with countable
vertices. This guarantees measurability of suprema and integrals in this section.
In general, the statistics (4.5) and (4.6) are not distribution free, neither in the case of
T pFn,Grq “ QpFn,Grq. In order to approximate the distribution of the statistics KSN and
CvMN if T pFn,Grq “ QpFn,Grq, a Monte-Carlo procedure is suggested. Therefor, simulate
independently observations with joint distribution function
`px1, . . . , xnq, pv1, . . . , vrq˘ ÞÝÑ nź
i“1
JˆN,mpxiq
rź
i“1
JˆN,spviq,`px1, . . . , xnq, pv1, . . . , vrq˘ P ˆni“1Rm ˆˆri“1Rs.
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Determine a significance level α P p0, 1q. Denote by cN ;1´α the p1 ´ αq-quantile of the
distribution of KSN and by dN ;1´α the p1 ´ αq-quantile of the distribution of CvMN if
pF1, . . . , Fnq “ pJˆN,m, . . . , JˆN,mq and pG1, . . . , Grq “ pJˆN,s, . . . , JˆN,sq. The calculation pro-
cedure for practice is described above. Then, testing procedure
“Reject HN , iff KSN ě cN ;1´α” or testing procedure “Reject HN , iff CvMN ě dN ;1´α”
(4.7)
is suggested. In the case of αi,n “ 1n , i “ 1, . . . , n, and βi,r “ 1r , i “ 1, . . . , r, testing
procedure (4.7), in particular the statistic (4.5) or (4.6), is invariant under transformation
of the data from the set Tn,m ˆ Tr,s, where Tn,m and Tr,s are defined analogous to (2.8).
4.1 Limit results under the hypothesis
The asymptotic results in this section based on a smoothness condition on the functionals T
and Q. Call a map T : DpRmqˆDpRsq Ñ DpRuq uniformly Hadamard differentiable in K P
DpRmqˆDpRsq, iff there exists a linear map dT pKq : ℓ8pRmqˆ ℓ8pRsq Ñ ℓ8pRuq such that
dT pKq is continuous with respect to the supremum metrics on ℓ8pRuq and ℓ8pRmqˆℓ8pRsq
and
lim
nÑ8
1
tn
`
T pKn ` tnLnq ´ T pKnq
˘ “ dT pKqpLq uniformly on Ru
for all sequences pKnqnPN with Kn P DpRmq ˆ DpRsq for all n P N and limnÑ8Kn “ K
uniformly on R
m ˆ Rs, for all sequences pLnqnPN with Ln P ℓ8pRmq ˆ ℓ8pRsq for all n P N
and the existence of a L P ℓ8pRmqˆℓ8pRsq with limnÑ8 Ln “ L uniformly on RmˆRs and
all sequences ptnqnPN with tn P p0,8q for all n P N and limnÑ8 tn “ 0, where pKn` tnLnq P
DpRmq ˆ DpRsq for all n P N. dT pKq is called Hadamard derivative in K. Concepts of
differentiability of functionals and applications in statistics are discussed by v. Mises [36],
Shapiro [30], van der Vaart [34] and Ren and Sen [24], [25], [26].
In order to determine the limit distribution of the process UN under the hypothesis, let
Mm :“ pMmpxq;x P Rmq be a Gaussian process with expectation function identically equal
to zero, covariance function
cmpx, yq :“ κη
´
Jm
`
minpx, yq˘´ JmpxqJmpyq¯, x, y P Rm,
and a.s. uniformly continuous sample paths with respect to the metric ρ on R
m
defined
in (2.9). In addition, let Ms :“ pMspvq; v P Rsq be a Gaussian process with expectation
function identically equal to zero, covariance function
cspv, wq :“ τη
´
Js
`
minpv, wq˘ ´ JspvqJspwq¯, v, w P Rs,
and a.s. uniformly continuous sample paths with respect to a metric on R
s
defined analogous
to the metric ρ in (2.9). Let Mm and Ms be independent and put M :“ pMm,Msq and
M “ pMm,Msq. Finally, let U :“ pUpzq; z P Ruq be a process defined by
Upzq :“ dT pJqpMqpzq ´ dQpJqpMqpzq, z P Ru,
if T and Q are uniformly Hadamard differentiable in J with Hadamard derivative dT pJq
and dQpJq, respectively,
Theorem 7. Assume T pFn,Grq “ QpFn,Grq for minN sufficiently large. Suppose T and
Q are uniformly Hadamard differentiable in pF,Gq with Hadamard derivative dT pF,Gq and
dQpF,Gq, respectively. Then, J “ pF,Gq and
UN
dÝÑ U as minN Ñ8.
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Corollary 9. Assume T pFn,Grq “ QpFn,Grq for minN sufficiently large. Suppose T and
Q are uniformly Hadamard differentiable in pF,Gq with Hadamard derivative dT pF,Gq and
dQpF,Gq, respectively. Then,
KSN
dÝÑ sup
zPRu
|Upzq| and CvMN dÝÑ
ż
U2pzqT pF,Gqpdzq as minN Ñ8.
In order to show that testing procedure (4.7) works asymptotically, it is necessary to study
the asymptotic distribution of the statistics (4.5) and (4.6) if pF1, . . . , Fnq “ pJˆN,m, . . . , JˆN,mq
and pG1, . . . , Grq “ pJˆN,s, . . . , JˆN,sq, too.
Well, for an arbitrary JN P DpRmq ˆ DpRsq with T pJNq “ QpJN q and limnÑ8 JN “ J
uniformly on DpRmq ˆ DpRsq, JN “ pJN,m, JN,sq, JN,m P DpRmq, JN,s P DpRsq, let
X
pNq
1 , X
pNq
2 , . . . be a sequence of independent and identically distributed random vectors
with underlying distribution function JN,m and let V
pNq
1 , V
pNq
2 , . . . be a sequence of inde-
pendent and identically distributed random vectors with underlying distribution function
JN,s. Assume that X
pNq
1 , X
pNq
2 , . . . and V
pNq
1 , V
pNq
2 , . . . are independent. In addition, let
U
pNq
N “ pU pNqN pzq; z P R
uq be the process (4.4) based on the random vectors XpNq1 , . . . , XpNqn
and V
pNq
1 , . . . , V
pNq
r and denote by KS
pNq
N and CvM
pNq
N the statistics (4.5) and (4.6) based
on this random vectors.
Theorem 8. Suppose T and Q are uniformly Hadamard differentiable in J with Hadamard
derivative dT pJq and dQpJq, respectively. Assume J is uniformly continuous. Then,
U
pNq
N
dÝÑ U as minN Ñ8.
Corollary 10. Suppose T and Q are uniformly Hadamard differentiable in J with Hadamard
derivative dT pJq and dQpJq, respectively. Assume J is uniformly continuous. Then,
KS
pNq
N
dÝÑ sup
zPRu
|Upzq| and CvMpNqN dÝÑ
ż
U2pzqT pJqpdzq as minN Ñ8.
The following result implies that the test (4.7) is a test of asymptotically exact size α.
Corollary 11. Assume T pFn,Grq “ QpFn,Grq for minN sufficiently large. Suppose T and
Q are uniformly Hadamard differentiable in pF,Gq with Hadamard derivative dT pF,Gq and
dQpF,Gq, respectively, and the distribution function of supzPRu |Upzq| or
ş
U2pzqT pF,Gqpdzq
is strictly increasing on the non-negative half-line. Then,
lim
minNÑ8
P pKSN ě cN ;1´αq “ α or lim
minNÑ8
P pCvMN ě dN ;1´αq “ α.
4.2 Limit results under alternatives
The limit behavior in probability of the test statistics (4.5) and (4.6) is given in the following
result. It holds under the hypotheses as well as under alternatives.
Theorem 9. It is
@ε ą 0 : P
ˆ
1
4
?
nr
KSN ě sup
zPRu
|T pF,Gqpzq ´QpF,Gqpzq| ´ ε` opp1q
˙
ÝÑ 1 as minN Ñ8,
and
@ε ą 0 :P
ˆ
1?
nr
CvMN ě
ż `
T pF,Gqpzq ´QpF,Gqpzq˘2T pJqpdzq ´ ε` opp1q˙ ÝÑ 1
as minN Ñ8.
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The following corollary is important for consistency considerations with respect to the test
(4.7).
Corollary 12. Suppose T and Q are uniformly Hadamard differentiable in J with Hadamard
derivative dT pJq and dQpJq, respectively. Assume J is uniformly continuous and the dis-
tribution function of supzPRu |Upzq| or
ş
U2pzqT pJqpdzq is strictly increasing on the non-
negative half-line. Moreover, assume T pF,Gq ´ QpF,Gq does not vanish everywhere or
T pJq-almost everywhere. Then,
lim
minNÑ8
P pKSN ě cN ;1´αq “ 1 or lim
minNÑ8
P pCvMN ě dN ;1´αq “ 1.
4.3 Testing homogeneity
Consider the two sample case with equal dimensions m “ s “ u and equal sample sizes
n “ r. Suppose F1, . . . , Fn and G1, . . . , Gn are unknown, α1,n, . . . , αn,n and β1,n, . . . , βn,n
are known and that the user has to treat the hypothesis of homogeneity
Hn : Fn “ Gn (4.8)
on the basis of the observations X1, . . . , Xn and V1, . . . , Vn.
In this situation, the maps T : DpRmqˆDpRmq Ñ DpRmq andQ : DpRmqˆDpRmq Ñ DpRmq
are given by the continuous maps
T pK1,K2q “ K1, QpK1,K2q “ K2, K “ pK1,K2q P DpRmq ˆDpRmq.
Let K “ pK1,K2q and L “ pL1, L2q be arbitrary objects from the definition of the uniformly
Hadamard differentiability given above. Now, the maps T and Q are uniformly Hadamard
differentiable in K with Hadamard derivative
dT pKqpLq “ L1 and dQpKqpLq “ L2,
respectively. Let j : DpRmq ˆDpRmq Ñ DpRmq ˆDpRmq be the continuous map
jpKq “
´1
2
pK1 `K2q, 1
2
pK1 `K2q
¯
, K “ pK1,K2q P DpRmq ˆDpRmq.
Obviously, it is T ˝j “ Q˝j and jpKq “ pKq for allK P DpRmqˆDpRmq with T pKq “ QpKq.
Thus,
JˆN,m “ JˆN,s “ 1
2
`
Fˆn ` Gˆn
˘
,
the test statistics have the expressions
KSn “
?
n sup
xPRm
|Fˆnpxq ´ Gˆnpxq| (4.9)
as well as
CvMn “ n
ż `
Fˆnpxq ´ Gˆnpxq
˘2 1
2
`
Fˆn ` Gˆn
˘pdxq (4.10)
and testing procedure
“Reject Hn, iff KSn ě cn;1´α” or testing procedure “Reject Hn, iff CvMn ě dn;1´α” (4.11)
is suggested, where cn;1´α and dn;1´α are calculated under pF1, . . . , Fnq “ pG1, . . . , Gnq “
pJˆN,m, . . . , JˆN,mq. If αi,n “ βi,n, i “ 1, . . . , n, testing procedure (4.11), in particular the
statistic (4.9) or (4.10), is invariant under the transformation of the data`px1, . . . , xnq, pv1, . . . , vnq˘ ÞÝÑ `pv1, . . . , vnq, px1, . . . , xnq˘,`px1, . . . , xnq, pv1, . . . , vnq˘ P ˆni“1Rm ˆˆni“1Rm.
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Moreover, U is a Gaussian process with expectation function identically equal to zero. More-
over,
Var
`
Upxq˘ “ Var`Mmpxq˘ `Var`Mspxq˘ “ pκ` τq`Jmpxq ´ J2mpxq˘, x P Rm.
Because F and G are uniformly continuous, Jm is uniformly continuous, too, and the map
x ÞÑ VarpUpxqq, x P Rm, does not vanish everywhere or T pJq-almost everywhere. For that
reason, the distribution function of supxPRm |Upxq| or
ş
U2pxqT pJqpdxq is strictly increasing
on the non-negative half-line.
Remark 6. a) Modify the model introduced in Section 1 in the following way. Add
independent and identically distributed real valued random variables U1, U2, . . . with
unknown underlying distribution and independent but not necessarily identically dis-
tributed real valued random variables W1,W2, . . . with distribution LpWiq “ LpZiq,
i P N. Now, the distribution of the error variable LpZiq and the error function ei are
possibly unknown for all i P N. Assume the random variables Y1, Y2, . . . , Z1, Z2, . . . ,
U1, U2, . . . and W1,W2, . . . are independent. Suppose the user has to treat the testing
problem of homogeneity
H : LpY1q “ LpU1q, K : LpY1q ‰ LpU1q
on the basis of the observations e1pY1, Z1q, . . . , enpYn, Znq and e1pU1,W1q, . . . ,
enpUn,Wnq. Putting αi,n “ βi,n “ 1n , Xi “ eipYi, Ziq and Vi “ eipUi,Wiq, i “
1, . . . , n, the test (4.11) is applicable to this testing problem. If the distribution func-
tion of epU1, Zq is continuous, too, it follows from the results in this section that the
test is of asymptotically exact size α and consistent.
b) The test (4.11) is applicable to the hypothesis
@i P t1, . . . , nu : Fi “ Gi.
Putting αi,n “ βi,n “ 1n , i “ 1, . . . , n, the test (4.11) is also applicable to the hypothesis
Dπn : t1, . . . , nu Ñ t1, . . . , nu bijective @i P t1, . . . , nu : Fi “ Gπnpiq.
It follows from the results in this section that the test is of asymptotically exact size α
and consistent with respect to suitable alternatives to this hypotheses.
c) Assume Fi “ F and Gi “ G, i P N. Putting αi,n “ βi,n “ 1n , i “ 1, . . . , n, the
hypothesis (4.8) is a common hypothesis of homogeneity
H : F “ G,
the test statistic (4.9) or (4.10) is a common Kolmogorov-Smirnov or Crame´r-von-
Mises statistic for testing the hypothesis of homogeneity and the test (4.11) is a com-
mon Kolmogorov-Smirnov or Crame´r-von-Mises test for testing the hypothesis of ho-
mogeneity in a multivariate setting. In this sense, a generalization of the identically
distributed case is considered.
d) If αi,n “ βi,n “ 1n , i “ 1, . . . , n, the test statistic (4.9) or (4.10) has the form of
a common Kolmogorov-Smirnov or Crame´r-von-Mises type statistic for testing the
hypothesis of homogeneity and the test (4.11) hasthe form of a common Kolmogorov-
Smirnov or Crame´r-von-Mises type test for testing the hypothesis of homogeneity in
the identically distributed case. I.e., the results in this section imply that the common
Kolmogorov-Smirnov or Crame´r-von-Mises type testing procedure for testing the hy-
pothesis of homogeneity is applicable if the data come from different distributions and
the mentioned conditions are fulfilled.
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4.4 Testing central symmetry
In order to apply the general results above to the hypothesis of central symmetry, another
sample is needed. Let U1, U2, . . . be a sequence of independent but not necessarily identically
distributed random vectors with values in Ru. For i P N, the random vector Ui has the
distribution function Ci defined on R
u
. Assume the existence of an uniformly continuous
distribution function C defined on R
u
with
lim
iÑ8
Ci “ C uniformly on Ru.
For a given distribution function K defined on R
u
with related probability measure µ on
B
u
, i.e., Kpzq “ µpr´8u, zsq, u P Ru, write K` :“ K and K´pzq :“ µpr´z,8usq, z P Ru.
B
u
denotes the Borel σ-field on R
u
and rz, ws :“ ˆui“1rzi, wis, z, w P R
u
, z “ pz1, . . . , zuq1,
w “ pw1, . . . , wuq1, if zi ď wi for i “ 1, . . . , u, and rz, ws :“ H else. Moreover, 8l :“
p8, . . . ,8q1 P Rl, l P N. Clearly, K´ is a distribution function. A distribution function K`
or a probability measure µ is called centrally symmetric, iff K` “ K´ or µpr´8u, zsq “
µpr´z,8usq for all z P Ru. A random vector ξ with values in Ru has a centrally symmetric
distribution function iff ξ and ´ξ have the same distribution. Concepts of symmetry in
multivariate settings are presented by Serfling [29].
For i P N, denote by C`i “ Ci and C´i the distribution functions of Ui and ´Ui, respectively.
Suppose C1, . . . , Cn are unknown, α1,n, . . . , αn,n are known and that the user has to treat
the hypothesis
Hn :
nÿ
i“1
αi,nC
`
i “
nÿ
i“1
αi,nC
´
i (4.12)
on the basis of the observations U1, . . . , Un. Regarding
P p´Ui ď zq “ 1´
uÿ
k“1
p´1qk`1
ÿ
1ďj1ă¨¨¨ăjkďu
P pUi,j1 ă ´zj1 , . . . , Ui,jk ă ´zjkq,
z P Ru, i P N,
it is obvious that the hypothesis (4.12) is equivalent to the hypothesis of central symmetry
about the mixture distribution Cnpzq :“
řn
i“1 αi,nCipzq, z P R,
Hn : C
`
n “ C´n .
In order to apply the general results above, consider the random vectorsˆ
U1
´U1
˙
,
ˆ
U2
´U2
˙
, . . . (4.13)
with values in R2u. Because
P pUi ď z,´Ui ď wq
“P pUi ď zq ´
uÿ
k“1
p´1qk`1
ÿ
1ďj1ă¨¨¨ăjkďu
P pUi,j1 ă ´wj1 , . . . , Ui,jk ă ´wjk , Ui ď zq,
z, w P Ru, i P N,
(4.14)
the uniformly convergence of the sequence of distribution functions pCiqiPN to the uniformly
continuous distribution function C implies that the sequence of distribution functions of
the random vectors (4.13) has those limit properties, too. For that reason, the sequence
of distribution functions of the random vectors (4.13) fulfills the model assumptions in the
general model described above.
Well, consider the one sample case with dimension m “ 2u and the sequence of random
vectors X1 “ p U1´U1 q, X2 “ p U2´U2 q, . . . with values in Rm. Then, the hypothesis p4.12q is
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equivalent to the hypothesis of homogeneity of the first u-dimensional marginal distribution
and the last u-dimensional marginal distribution about the mixture distribution Fn.
In this situation, the maps T : DpRmq Ñ DpRuq and Q : DpRmq Ñ DpRuq are given by the
continuous maps
T pKqpzq “ Kp z8u q, QpKqpzq “ Kp8uz q, z P R
u
, K P DpRmq.
Let K and L be arbitrary objects from the definition of the uniformly Hadamard differen-
tiability given above. Now, the maps T and Q are uniformly Hadamard differentiable in K
with Hadamard derivative
dT pKqpLqpzq “ Lp z8u q and dQpKqpLqpzq “ Lp8uz q, z P R
u
,
respectively. Let j : DpRmq Ñ DpRmq be the continuous map
jpKqp zw q “
1
2
`
Kp zw q `Kpwz q
˘
, z, w P Ru, K P DpRmq.
It is T ˝ j “ Q ˝ j and jpKq “ K for all K P DpRmq with T pKq “ QpKq. Thus,
JˆN,mp zw q “
1
2
`
Fˆnp zw q ` Fˆnpwz q
˘
, z, w P Ru,
and
T
`
JˆN,m
˘pzq “ 1
2
`
Cˆ
`
n pzq ` Cˆ´n pzq
˘
, z P Ru,
where
Cˆ
`
n pzq :“
nÿ
i“1
αi,nIpUi ď zq, Cˆ´n pzq :“
nÿ
i“1
αi,nIp´Ui ď zq, z P Ru.
The test statistics have the expressions
KSn “
?
n sup
zPRu
|C`n pzq ´ C´n pzq| (4.15)
and
CvMn “ n
ż `
C
`
n pzq ´ C´n pzq
˘2 1
2
`
Cˆ
`
n ` Cˆ´n
˘pdzq. (4.16)
In the special case of m “ 1 and αi,n “ 1n , i “ 1, . . . , n, the statistic (4.15) is considered in
[7]. Now, testing procedure
“Reject Hn, iff KSn ě cn;1´α” or testing procedure “Reject Hn, iff CvMn ě dn;1´α” (4.17)
is suggested, where cn;1´α and dn;1´α are calculated under pF1, . . . , Fnq “ pJˆN,m, . . . , JˆN,mq.
Testing procedure (4.17), in particular the statistic (4.15) or (4.16), is invariant under the
transformation of the data
pz1, . . . , znq ÞÝÑ p´z1, . . . ,´znq, pz1, . . . , znq P ˆni“1Ru.
Moreover, U is a Gaussian process with expectation function identically equal to zero and
Var
`
Upzq˘ “ Var`Mmp z8u q˘`Var`Mmp8uz q˘´ 2Cov`Mmp z8u q,Mmp8uz q˘ “ 2κJp z8u q,
z P Ru.
Because F is uniformly continuous, J is uniformly continuous, too, and the map z ÞÑ
VarpUpzqq, z P Ru, does not vanish everywhere or T pJq-almost everywhere. For that reason,
the distribution function of supzPRu |Upzq| or
ş
U2pzqT pJqpdzq is strictly increasing on the
non-negative half-line.
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Remark 7. a) Modify the model introduced in Section 1 in the following way. Assume
the error variable Zi has a centrally symmetric distribution function for all i P N.
Furthermore, the distribution LpZiq is possibly unknown for all i P N. Suppose the
user has to treat the testing problem of central symmetry
H : LpY1q “ Lp´Y1q, K : LpY1q ‰ Lp´Y1q
on the basis of the observations Y1`Z1, . . . , Yn`Zn. Putting αi,n “ 1n and Ui “ Yi`Zi,
i “ 1, . . . , n, the test (4.17) is applicable to this testing problem. It follows from the
results in this section that the test is of asymptotically exact size α and consistent.
b) The test (4.17) is applicable to the hypothesis
@i P t1, . . . , nu : C`i “ C´i .
Putting αi,n “ 1n , i “ 1, . . . , n, the test (4.17) is also applicable to the hypothesis
Dπn : t1, . . . , nu Ñ t1, . . . , nu bijective @i P t1, . . . , nu : C`i “ C´πnpiq.
The test is of asymptotically exact size α and consistent with respect to suitable alter-
natives to this hypotheses. This follows from the results in this section.
c) Assume Ci “ C, i P N. Putting αi,n “ 1n , i “ 1, . . . , n, the hypothesis (4.12) is a
common hypothesis of central symmetry
H : C` “ C´,
the test statistic (4.15) or (4.16) is a common Kolmogorov-Smirnov or Crame´r-von-
Mises statistic for testing the hypothesis of central symmetry and the test (4.17) is
a common Kolmogorov-Smirnov or Crame´r-von-Mises test for testing the hypothesis
of central symmetry in a multivariate setting. In this sense, a generalization of the
identically distributed case is considered.
d) If αi,n “ 1n , i “ 1, . . . , n, the test statistic (4.15) or (4.16) has the form of a common
Kolmogorov-Smirnov or Crame´r-von-Mises type statistic for testing the hypothesis of
central symmetry and the test (4.17) has the form of a common Kolmogorov-Smirnov
or Crame´r-von-Mises type test for testing the hypothesis of central symmetry in the
identically distributed case. I.e., the results in this section imply that the common
Kolmogorov-Smirnov or Crame´r-von-Mises type testing procedure for testing the hy-
pothesis of central symmetry is applicable if the data come from different distributions
and the mentioned conditions are fulfilled.
4.5 Testing independence
Consider the one sample case with dimension m ě 2, m “ k ` ℓ, k, ℓ P N, and that the
sequence of random vectors X1, X2, . . . is given by
X1 “
ˆ
A1
B1
˙
, X2 “
ˆ
A2
B2
˙
, . . . ,
with Rk-valued random vectors A1, A2, . . . and R
ℓ-valued random vectors B1, B2, . . . . For
i P N, denote by FAi and FBi the distribution functions defined on R
k
and R
ℓ
of Ai and Bi,
respectively. Suppose F1, . . . , Fn are unknown, α1,n, . . . , αn,n are known and that the user
has to verify the hypothesis of independence
@pa, bq P Rk ˆ Rℓ : Fnp ab q “ Fnp a8ℓ qFnp8kb q (4.18)
on the basis of the observations X1, . . . , Xn.
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In this situation, the maps T : DpRmq Ñ DpRmq and Q : DpRmq Ñ DpRmq are given by the
continuous maps
T pKqp ab q “ Kp ab q, QpKqp ab q “ Kp a8ℓ qKp8kb q, pa, bq P R
k ˆ Rℓ, K P DpRmq.
Let K and L be arbitrary objects from the definition of the uniformly Hadamard differen-
tiability given above. Now, the maps T and Q are uniformly Hadamard differentiable in K
with Hadamard derivative
dT pKqpLqp ab q “ Lp ab q and dQpKqpLqp ab q “ Kp a8ℓ qLp8kb q`Kp8kb qLp a8ℓ q, pa, bq P R
kˆRℓ,
respectively. Let j : DpRmq Ñ DpRmq be the continuous map
jpKqp ab q “ Kp a8ℓ qKp8kb q, pa, bq P R
k ˆ Rℓ, K P DpRmq.
Obviously, T ˝ j “ Q ˝ j and jpKq “ K for all K P DpRmq with T pKq “ QpKq. Thus,
JˆN,mp ab q “ Fˆnp a8ℓ qFˆnp8kb q “ FˆAn paqFˆBn pbq, pa, bq P R
k ˆ Rℓ,
where
Fˆ
A
n paq :“
nÿ
i“1
αi,nIpAi ď aq, FˆBn pbq :“
nÿ
i“1
αi,nIpBi ď bq, pa, bq P Rk ˆ Rℓ.
Now, the test statistics have the expressions
KSn “
?
n sup
pa,bqPRkˆRℓ
|Fˆnp ab q ´ FˆAn paqFˆBn pbq| (4.19)
and
CvMn “ n
ż ż `
Fˆnp ab q ´ FˆAn paqFˆBn pbq
˘2
Fˆ
A
n pdaqFˆBn pdbq. (4.20)
In addition, testing procedure
“Reject Hn, iff KSn ě cn;1´α” or testing procedure “Reject Hn, iff CvMn ě dn;1´α” (4.21)
is suggested, where cn;1´α and dn;1´α are calculated under pF1, . . . , Fnq “ pJˆN,m, . . . , JˆN,mq.
If k “ ℓ, testing procedure (4.21), in particular the statistic (4.19) or (4.20), is invariant
under the transformation of the data`pa1, b1q, . . . , pan, bnq˘ ÞÝÑ `pb1, a1q, . . . , pbn, anq˘, `pa1, b1q, . . . , pan, bnq˘ P ˆni“1pRk ˆ Rkq.
Moreover, U is a Gaussian process with expectation function identically equal to zero. More-
over, a calculation yields
Var
`
Up ab q
˘ “Var`Mmp ab q˘` J2p a8ℓ qVar`Mmp8kb q˘` J2p8kb qVar`Mmp a8ℓ q˘
´ 2Jp a8ℓ qCov
`
Mmp ab q,Mmp8kb q
˘´ 2Jp8kb qCov`Mmp ab q,Mmp a8ℓ q˘
` 2Jp a8ℓ qJp8kb qCov
`
Mmp8kb q,Mmp a8ℓ q
˘
“Jp a8ℓ q
`
1´ Jp a8ℓ q
˘
Jp8kb q
`
1´ Jp8kb q
˘
, pa, bq P Rk ˆ Rℓ.
Because F is uniformly continuous, J is uniformly continuous, too, and the map p ab q ÞÑ
VarpUp ab qq, pa, bq P RkˆRℓ, does not vanish everywhere or T pJq-almost everywhere. For that
reason, the distribution function of suppa,bqPRkˆRl |Up ab q| or
ş
U2p ab qT pJqpdp ab qq is strictly
increasing on the non-negative half-line.
Remark 8. a) Modify the model introduced in Section 1 in the following way. Replace the
sequence of random variables Y1, Y2, . . . with a sequence of independent and identically
distributed Rˆ R-valued random vectors pY1,W1q, pY2,W2q and assume this sequence
is still independent of Z1, Z2, . . . . Now, the distribution of the error variable LpZiq
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and the error function ei are possibly unknown for all i P N. Suppose the user has to
treat the testing problem of independence
H : LpY1,W1q “ LpY1q b LpW1q, K : LpY1,W1q ‰ LpY1q b LpW1q
on the basis of the observations pe1pY1, Z1q,W1q, . . . , penpYn, Znq,Wnq. Putting
αi,n “ 1n and Xi “ peipYi, Ziq,Wiq, i “ 1, . . . , n, the test (4.21) is applicable to this
testing problem. If the distribution function of peipYi, Ziq,Wiq converges uniformly on
R ˆ R to the distribution function of pepY1, Zq,W1q and the distribution function of
pepY1, Zq,W1q is uniformly continuous, it follows from the results in this section that
the test is of asymptotically exact size α and consistent.
b) Assume FB1 “ ¨ ¨ ¨ “ FBn . Then, the test (4.21) is applicable to the hypothesis
@i P t1, . . . , nu @pa, bq P Rk ˆ Rℓ : Fip ab q “ FAi paqFBi pbq.
The test is of asymptotically exact size α and consistent with respect to suitable alter-
natives to this hypothesis. This follows from the results in this section.
c) Assume Fi “ F , i P N. Putting αi,n “ 1n , i “ 1, . . . , n, the hypothesis (4.18) is a
common hypothesis of independence
H : @pa, bq P Rk ˆ Rℓ : F p ab q “ FApaqFBpbq,
the test statistic (4.19) or (4.20) is a common Kolmogorov-Smirnov or Crame´r-von-
Mises statistic for testing the hypothesis of independence and the test (4.21) is a com-
mon Kolmogorov-Smirnov or Crame´r-von-Mises test for testing the hypothesis of in-
dependence in a multivariate setting. In this sense, a generalization of the identically
distributed case is considered.
d) If αi,n “ 1n , i “ 1, . . . , n, the test statistic (4.19) or (4.20) has the form of a common
Kolmogorov-Smirnov or Crame´r-von-Mises type statistic for testing the hypothesis of
independence and the test (4.21) has the form of a common Kolmogorov-Smirnov or
Crame´r-von-Mises type test for testing the hypothesis of independence in the identically
distributed case. I.e., the results in this section imply that the common Kolmogorov-
Smirnov or Crame´r-von-Mises type testing procedure for testing the hypothesis of inde-
pendence is applicable if A1, A2, . . . come from different distributions, B1, B2, . . . are
identically distributed and the mentioned conditions are fulfilled.
5 Simulations
Empirical results for the probabilities of the error of the first kind and the power values
of the mentioned tests for finite sample sizes are presented. The simulation based on 1000
replications and the Monte-Carlo procedures based on 500 replications.
5.1 Goodness-of-fit with hypotheses given by a specific distribution
Assume m “ 1, αi,n “ 1n , i “ 1, . . . , n, and consider the distribution function ℓpµi, 1q of
the logistic distribution with parameters µi P R and 1, i P N. Suppose pµiqiPN is known
and there exists a µ P R with limiÑ8 µi “ µ. The upper part of Table 1 shows the
empirical error probabilities of the first kind in the case of Fi “ ℓp 1logpi`1q , 1q and Gn “
1
n
řn
i“1 ℓp 1logpi`1q , 1q, Fi “ ℓp 1?i , 1q and Gn “ 1n
řn
i“1 ℓp 1?i , 1q or Fi “ ℓp1i , 1q and Gn “
1
n
řn
i“1 ℓp1i , 1q, i P N. The lower part of Table 1 shows the empirical power values in
the case of Fi “ Lp´ 1i , 12 q (Laplace distribution) and Gn “ 1n
řn
i“1 ℓp 1logpi`1q , 1q, Fi “
Cp´ 1
logpi`1q ,
1
2
q (Cauchy distribution) and Gn “ 1n
řn
i“1 ℓp 1?i , 1q, or Fi “ Np´ 1logpi`1q , 12 q
(normal distribution) and Gn “ 1n
řn
i“1 ℓp1i , 1q, i P N.
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α “ 0.025 α “ 0.05 α “ 0.1
Fi Gn KS CvM KS CvM KS CvM
ℓp 1
logpi`1q , 1q 1n
řn
i“1 ℓp 1logpi`1q , 1q
n “ 25 0.033 0.033 0.049 0.049 0.097 0.097
n “ 50 0.026 0.026 0.044 0.044 0.096 0.096
ℓp 1?
i
, 1q 1
n
řn
i“1 ℓp 1?i , 1q
n “ 25 0.032 0.032 0.051 0.051 0.105 0.105
n “ 50 0.026 0.026 0.066 0.066 0.106 0.106
ℓp1
i
, 1q 1
n
řn
i“1 ℓp1i , 1q
n “ 25 0.030 0.030 0.049 0.049 0.102 0.102
n “ 50 0.023 0.023 0.051 0.051 0.109 0.109
Lp´ 1
i
, 1
2
q 1n
řn
i“1 ℓp 1logpi`1q , 1q
n “ 25 0.510 0.510 0.715 0.715 0.879 0.879
n “ 50 0.640 0.640 0.804 0.804 0.928 0.928
Cp´ 1
logpi`1q ,
1
2
q 1
n
řn
i“1 ℓp 1?i , 1q
n “ 25 0.780 0.780 0.862 0.862 0.931 0.931
n “ 50 0.732 0.732 0.837 0.837 0.913 0.913
Np´ 1
logpi`1q ,
1
2
q 1
n
řn
i“1 ℓp1i , 1q
n “ 25 0.805 0.805 0.954 0.954 0.991 0.991
n “ 50 0.750 0.750 0.909 0.909 0.991 0.991
Table 1: Simulation results for goodness-of-fit with hypotheses given by a specific distribu-
tion.
α “ 0.025 α “ 0.05 α “ 0.1
Fi Gnp¨, ϑq KS CvM KS CvM KS CvM
Expp1` 1
logpi`1q q 1n
řn
i“1 Exppϑ` 1logpi`1q q
n “ 25 0.035 0.035 0.066 0.066 0.102 0.102
n “ 50 0.024 0.024 0.039 0.039 0.083 0.083
Expp2` 1?
i
q 1
n
řn
i“1 Exppϑ` 1?i q
n “ 25 0.025 0.025 0.048 0.048 0.088 0.088
n “ 50 0.025 0.025 0.049 0.049 0.096 0.096
Expp3` 1
i
q 1
n
řn
i“1 Exppϑ` 1i q
n “ 25 0.029 0.029 0.055 0.055 0.101 0.101
n “ 50 0.018 0.018 0.045 0.045 0.087 0.087
Wp1 ` 1
logp1`iq , 1q 1n
řn
i“1 Exppϑ` 1logpi`1q q
n “ 25 0.241 0.241 0.386 0.386 0.584 0.584
n “ 50 0.257 0.257 0.421 0.421 0.622 0.622
IGp2
3
, 1` 1?
i
q 1
n
řn
i“1 Exppϑ` 1?i q
n “ 25 0.546 0.546 0.722 0.722 0.833 0.833
n “ 50 0.796 0.796 0.902 0.902 0.955 0.955
Gp1
2
, 1
1` 1
i
q 1
n
řn
i“1 Exppϑ` 1i q
n “ 25 0.628 0.628 0.731 0.731 0.803 0.803
n “ 50 0.870 0.870 0.910 0.910 0.939 0.939
Table 2: Simulation results for goodness-of-fit with hypotheses given by a family of distri-
butions.
5.2 Goodness-of-fit with hypotheses given by a family of distribu-
tions
Let m “ d “ 1, Θ “ p0,8q, αi,n “ 1n , i “ 1, . . . , n, and consider the distribution function
Exppϑ`µiq of the exponential distribution with rate pϑ`µiq P p0,8q, i P N. Suppose pµiqiPN
is known and there exists a µ P R with limiÑ8 µi “ µ and ϑ`µ ą 0. An estimator introduced
in Remark 5 is used. The upper part of Table 2 shows the empirical error probabilities of
the first kind in the case of Fi “ Expp1` 1logpi`1q q and Gnp¨, ϑq “ 1n
řn
i“1 Exppϑ` 1logpi`1q q,
Fi “ Expp2 ` 1?iq and Gnp¨, ϑq “ 1n
řn
i“1 Exppϑ ` 1?iq or Fi “ Expp3 ` 1i q and Gnp¨, ϑq “
1
n
řn
i“1 Exppϑ` 1i q, i P N. The lower part of Table 2 shows the empirical power values in the
case of Fi “Wp1` 1logp1`iq , 1q (Weibull distribution) andGnp¨, ϑq “ 1n
řn
i“1 Exppϑ` 1logpi`1q q,
Fi “ IGp23 , 1 ` 1?i q (inverse Gaussian distribution) and Gnp¨, ϑq “ 1n
řn
i“1 Exppϑ ` 1?iq, or
Fi “ Gp12 , 11` 1
i
q (gamma distribution) and Gnp¨, ϑq “ 1n
řn
i“1 Exppϑ` 1i q, i P N.
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α “ 0.025 α “ 0.05 α “ 0.1
Fi Gi KS CvM KS CvM KS CvM
Wp1 ` 1
logp1`iq , 1q Wp1` 1logp1`iq , 1q
n “ 25 0.026 0.026 0.056 0.052 0.110 0.102
n “ 50 0.026 0.030 0.047 0.050 0.093 0.098
IGp2
3
, 1` 1?
i
q IGp2
3
, 1` 1?
i
q n “ 25 0.031 0.027 0.053 0.055 0.101 0.106
n “ 50 0.026 0.024 0.045 0.051 0.097 0.109
Expp1` 1
i
q Expp1 ` 1
i
q n “ 25 0.022 0.021 0.048 0.040 0.104 0.088
n “ 50 0.028 0.023 0.053 0.059 0.106 0.105
Expp1` 1
i
q Wp1 ` 1
i
, 1{3q n “ 25 0.266 0.242 0.363 0.365 0.566 0.555
n “ 50 0.622 0.571 0.762 0.759 0.876 0.891
IGp2, 1` 1?
i
q Gp12 , 11` 1?
i
q n “ 25 0.555 0.504 0.686 0.659 0.787 0.799
n “ 50 0.899 0.932 0.964 0.979 0.990 0.997
IGp1
2
, 1` 1
logpi`1q q Wp1 ` 1logpi`1q , 12 q
n “ 25 0.075 0.075 0.119 0.131 0.224 0.218
n “ 50 0.281 0.235 0.389 0.361 0.569 0.556
Table 3: Simulation results for homogeneity.
α “ 0.025 α “ 0.05 α “ 0.1
Ci KS CvM KS CvM KS CvM
Np0, 1` 1
logpi`1q q
n “ 25 0.020 0.025 0.038 0.045 0.083 0.087
n “ 50 0.027 0.028 0.054 0.053 0.095 0.098
ℓp0, 1
2
` 1?
i
q n “ 25 0.033 0.037 0.055 0.063 0.088 0.105
n “ 50 0.024 0.016 0.045 0.044 0.102 0.101
Cp0, 2` 1
i
q n “ 25 0.016 0.023 0.035 0.046 0.071 0.089
n “ 50 0.036 0.035 0.059 0.059 0.104 0.111
Np1
2
, 1` 1
logpi`1q q
n “ 25 0.210 0.248 0.320 0.374 0.422 0.472
n “ 50 0.491 0.581 0.620 0.699 0.729 0.787
ℓp1
3
, 1
2
` 1?
i
q n “ 25 0.135 0.154 0.201 0.230 0.284 0.324
n “ 50 0.308 0.364 0.421 0.468 0.530 0.593
Cp3
2
, 2` 1
i
q n “ 25 0.379 0.346 0.493 0.443 0.604 0.583
n “ 50 0.758 0.705 0.848 0.800 0.904 0.873
Table 4: Simulation results for central symmetry.
5.3 Homogeneity
Let m “ 1 and αi,n “ βi,n “ 1n , i “ 1, . . . , n. The upper part of Table 3 shows the
empirical error probabilities of the first kind in the case of Fi “ Gi “ Wp1 ` 1logp1`iq , 1q
(Weibull distribution), Fi “ Gi “ IGp23 , 1 ` 1?iq (inverse Gaussian distribution), or Fi “
Gi “ Expp1 ` 1i q (exponential distribution), i P N. The lower part of Table 3 shows the
empirical power values in the case of Fi “ Expp1 ` 1i q and Gi “ Wp1 ` 1i , 1{3q, Fi “
IGp2, 1 ` 1?
i
q and Gi “ Gp12 , 11` 1?
i
q (gamma distribution), or Fi “ IGp12 , 1 ` 1logpi`1q q and
Gi “Wp1 ` 1logpi`1q , 12 q, i P N.
5.4 Central symmetry
Assume m “ 1 and αi,n “ 1n , i “ 1, . . . , n. The upper part of Table 4 shows the empirical
error probabilities of the first kind in the case of Ci “ Np0, 1` 1logpi`1q q (normal distribution),
Ci “ ℓp0, 12` 1?i q (logistic distribution), or Ci “ Cp0, 2` 1i q (Cauchy distribution), i P N. The
lower part of Table 4 shows the empirical power values in the case of Ci “ Np12 , 1` 1logpi`1q q,
Ci “ ℓp13 , 12 ` 1?iq, or Ci “ Cp32 , 2` 1i q, i P N.
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α “ 0.025 α “ 0.05 α “ 0.1
Fi KS CvM KS CvM KS CvM
Np1
i
, 1q bNp0, 1q n “ 25 0.047 0.027 0.088 0.056 0.170 0.115
n “ 50 0.035 0.024 0.070 0.052 0.137 0.105
ℓp 1?
i
, 1q b ℓp0, 1q n “ 25 0.040 0.023 0.068 0.046 0.134 0.083
n “ 50 0.034 0.018 0.066 0.045 0.119 0.104
Cp 1
logp1`iq , 1q b Cp0, 1q
n “ 25 0.052 0.028 0.095 0.057 0.160 0.110
n “ 50 0.034 0.016 0.071 0.053 0.130 0.100
N2p1i p 11 q, p 2 11 2 qq
n “ 25 0.487 0.548 0.600 0.642 0.720 0.730
n “ 50 0.725 0.851 0.816 0.908 0.895 0.945
t1p 1?i p 11 q, p 2 11 2 qq
n “ 25 0.664 0.678 0.786 0.787 0.871 0.870
n “ 50 0.985 0.987 0.992 0.993 0.998 0.997
ℓ2p 1logpi`1q , 1, 1logpi`1q , 1q
n “ 25 0.965 0.990 0.986 0.997 0.997 0.999
n “ 50 1.000 1.000 1.000 1.000 1.000 1.000
Table 5: Simulation results for independence.
5.5 Independence
Assume m “ 2, k “ ℓ “ 1 and αi,n “ 1n , i “ 1, . . . , n. The upper part of Table 5 shows
the empirical error probabilities of the first kind in the case of Fi “ Np1i , 1qbNp0, 1q (prod-
uct of normal distributions), Fi “ ℓp 1?i , 1q b ℓp0, 1q (product of logistic distributions), or
Fi “ Cp 1logp1`iq , 1qbCp0, 1q (product of Cauchy distributions), i P N. The lower part of Table
5 shows the empirical power values in the case of Fi “ N2p1i p 11 q, p 2 11 2 qq (bivariate normal dis-
tribution), Fi “ t1p 1?ip 11 q, p 2 11 2 qq (bivariate t-distribution), or Fi “ ℓ2p 1logpi`1q , 1, 1logpi`1q , 1q
(bivariate logistic distribution), i P N.
6 Poofs
Remark 9. Let γ1,n, . . . , γn,n be a real numbers with
γi,n ě 0, i “ 1, . . . , n, lim
nÑ8
max
1ďiďn
γi,n “ 0, lim
nÑ8
nÿ
i“1
γi,n “ γ P r1,8q,
and let r1,n, . . . , rn,n be other real numbers such that for all n P N |ri,n| ă c P p0,8q,
i “ 1, . . . , n, and
@ε ą 0 Diε P N Dnε P N, iε ď nε, @i ą iε @n ą nε, i ď n : |ri,n| ď ε.
Then,
lim
nÑ8
nÿ
i“1
γi,nri,n “ 0.
Proof of Lemma 1. Define another triangular array η1,n, . . . , ηn,n of row-wise indepen-
dent random vectors with values in X :“ Rm ˆ r0,8q by η1,n :“ pξ1,n, nα1,nq, . . . , ηn,n :“
pξn,n, nαn,nq. Regard the process Wn :“ pWnpxq;x P Rmq as a process ĂWn :“ pĂWnpfq; f P
Vq, where
V :“ tf ; f : X Ñ R, fpw, uq “ uIpw ď xq, pw, uq P X , x P Rmu
and ĂWnpfq :“ 1?
n
ˆ nÿ
i“1
fpηi,nq ´
nÿ
i“1
E
`
fpηi,nq
˘˙
, f P V .
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It is possible to follow the argumentation in 4.2 in [40] and to check the conditions mentioned
there in order to show that the process ĂWn is asymptotically equicontinuous. By Dudley
[12], ttpw, uq P X ;wj ´ x ą 0u;x P Ru is a Vapnik-Cˇhervonenkis class, j “ 1, . . . ,m. For
definition and details of Vapnik-Cˇhervonenkis classes, see [35]. Using Lemma 2.6.17 (i) and
(ii) in [35], it follows that C :“ ttpw, uq P X ;w ď xu;x P Rmu is a Vapnik-Cˇhervonenkis
class, too. Consequently, H :“ th;h : X Ñ R, hpw, uq “ Ippw, uq P Cq, pw, uq P X , C P Cu “
th;h : X Ñ R, hpw, uq “ Ipw ď xq, pw, uq P X , x P Rmu is a Vapnik-Cˇhervonenkis graph
class. Putting g : X Ñ R, gpw, uq :“ u, pw, uq P X , Lemma 2.16.18 (vi) in [35] implies that
g ¨ H :“ tgh;h P Hu is a Vapnik-Cˇhervonenkis graph class, too. Finally, V “ g ¨ H is a
Vapnik-Cˇhervonenkis graph class.
Let E be the distribution function of the exponential distribution with rate parameter one.
The map
dpf1, f2q :“
ż
|f1pzq ´ f2pzq|pΦb Eqpdzq, f1, f2 P V ,
defines a metric on V and pV , dq is totally bounded. In fact,
ρpx, yq “
ż
|f1pzq ´ f2pzq|pΦb Eqpdzq “ dpf1, f2q,
f1pw, uq :“ uIpw ď xq, f2pw, uq :“ uIpw ď yq, pw, uq P X , x, y P Rm.
Clearly, V is a class of functions with envelope g given above. Moreover, from Lemma 2.4
in [40], V has uniformly integrable entropy. (2.1) yields
sup
nPN
1
n
nÿ
i“1
E
`
g2pξi,n, nαi,nq
˘ “ sup
nPN
nÿ
i“1
nα2i,n ă 8.
Remark 9 and (2.1) imply
lim sup
nÑ8
sup
f1,f2PV,dpf1,f2qďδ
gffe 1
n
nÿ
i“1
E
´`
f1pξi,n, nαi,nq ´ f2pξi,n, nαi,nq
˘2¯
ď
d
sup
x,yPRm,ρpx,yqďδ
κ
´
Kpxq ´ 2K`minpx, yq˘`Kpyq¯ ÝÑ 0 as δ Ó 0.
Moreover,
@t ą 0 : 1
n
nÿ
i“1
E
´
g2pξi,n, nαi,nqI
`
gpξi,n, nαi,nq ą
?
nt
˘¯
ď n
nÿ
i“1
α2i,nIp
?
n max
1ďjďn
αj,n ą tq ÝÑ 0 as nÑ8.
In all, it results from 4.2 in [40] that the process ĂWn is asymptotically equicontinuous with
respect to the metric space pV , dq, i.e.,
@ε ą 0 : lim sup
nÑ8
P˚
ˆ
sup
f1,f2PV,dpf1,f2qďδ
|ĂWnpf1q ´ĂWnpf2q| ą ε˙ ÝÑ 0 as δ Ó 0.
It follows that
@ε ą 0 : lim sup
nÑ8
P˚
ˆ
sup
x,yPRm,ρpx,yqďδ
|Wnpxq ´Wnpyq| ą ε
˙
“ lim sup
nÑ8
P˚
ˆ
sup
f1,f2PV,dpf1,f2qďδ
|ĂWnpf1q ´ĂWnpf2q| ą ε˙ ÝÑ 0 as δ Ó 0,
i.e., the statement.
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Remark 10. Assume a sequence of distribution functions K1,K2, . . . defined on R
m
and a
uniformly continuous distribution function K defined on R
m
is given such that
lim
iÑ8
Ki “ K uniformly on Rm.
Then, Remark 9 and (2.1) imply
lim
nÑ8
nÿ
i“1
αi,nKi “ K uniformly on Rm, lim
nÑ8
n
nÿ
i“1
α2i,nKi “ κK uniformly on R
m
,
as well as
lim
nÑ8
sup
x,yPRm
ˇˇˇˇ
n
nÿ
i“1
α2i,nKipxqKipyq ´ κKpxqKpyq
ˇˇˇˇ
“ 0.
Proof of Theorem 1. Consider n sufficiently large. Because Fn “ Gn,
Unpxq “
?
n
`
Fˆnpxq ´ Fnpxq
˘
, x P Rm.
For that reason, the process Un is asymptotically equicontinuous with respect to the metric
space pRm, ρq, see Lemma 1. For arbitrary p P N, x P ˆpi“1R
m
, x “ px1, . . . , xpq, and
arbitrary a P Rpzt0u, put
s2n :“ n
nÿ
i“1
α2i,nVar
¨˚
˝a1
¨˚
˝IpXi ď x1q ´ Fipx1q...
IpXi ď xpq ´ Fipxpq
‹˛‚‹˛‚.
Remark 10 and Fn “ Gn imply limiÑ8 Fi “ G uniformly on Rm. Regarding Remark 10
again,
lim
nÑ8
s2n “
ÿ
1ďj,kďp
ajakκ
´
G
`
minpxj , xkq
˘´GpxjqGpxkq¯.
Assume without loss of generality limnÑ8 s2n ą 0. With |a|1 :“ |a1| ` ¨ ¨ ¨ ` |ap|, it is
@t ą 0 : 1
s2n
nÿ
i“1
E
¨˚
˚˝
ˇˇˇˇ
ˇˇˇa1
¨˚
˝
?
nαi,n
`
IpXi ď x1q ´ Fipx1q
˘
...?
nαi,n
`
IpXi ď xpq ´ Fipxpq
˘‹˛‚
ˇˇˇˇ
ˇˇˇ
2
I
¨˚
˝
ˇˇˇˇ
ˇˇˇa1
¨˚
˝
?
nαi,n
`
IpXi ď x1q ´ Fipx1q
˘
...?
nαi,n
`
IpXi ď xpq ´ Fipxpq
˘‹˛‚
ˇˇˇˇ
ˇˇˇ ąas2nt‹˛‚‹˛‹‚
ď |a|
2
1
s2n
n
nÿ
i“1
α2i,nI
´
|a|1
?
n max
1ďjďn
αj,n ą
a
s2nt
¯
ÝÑ 0 as nÑ8.
For that reason, Lindeberg’s condition is fulfilled and from Crame´r-Wold device, the con-
vergence of the finite dimensional marginal distributions of the process Un to centered mul-
tivariate normal distributions follows. Finally,
lim
nÑ8
Cov
`
Unpxq, Unpyq
˘ “ cpx, yq, x, y P Rm.
The statement follows from Theorem 1.5.4 in [35].
Proof of Corollary 1. With Theorem 1 and the Continuous Mapping Theorem, Theorem
1.3.6 in [35]. Details are given by Baringhaus and Gaigall in the proof of Theorem 3 in
[4].
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Proof of Theorem 2. The process U
pnq
n is a process based on the triangular array
X
pnq
1 , . . . , X
pnq
n of row-wise independent and identically distributed random vectors with
values in Rm. The asymptotic of this process can be treated similar to the approach related
to Theorem 1 without any additional conditions by using limnÑ8Gn “ G uniformly on Rm.
It follows the convergence of U
pnq
n to a Gaussian process with a.s. uniformly ρ-continuous
sample paths and expectation function identically equal to zero. Finally, limnÑ8Gn “ G
uniformly on R
m
yields
lim
nÑ8
Cov
`
U pnqn pxq, U pnqn pyq
˘ “ cpx, yq, x, y P Rm.
Proof of Corollary 2. With Theorem 2 analogous to the Proof of Corollary 1.
Proof of Corollary 3. Because G is uniformly continuous, the restriction of the covari-
ance function (2.10) to the diagonal of R
m ˆ Rm does not vanish everywhere or G-almost
everywhere. For that reason, the distribution function of supxPRm |Upxq| or
ş
U2pxqGpdxq
is strictly increasing on the non-negative half-line. For details, consider the arguments in
Remark 1 and in the Proof of Corollary 1 in [4]. Consequently, limnÑ8 cn;1´α “ c1´α,
where c1´α is the p1´αq-Quantile of supxPRm |Upxq|, or limnÑ8 dn;1´α “ d1´α, where d1´α
is the p1´αq-Quantile of şU2pxqGpdxq, see Corollary 2. Finally, the statement follows from
Corollary 1.
Proof of Theorem 3. Using triangle inequality,
1?
n
KSn ě sup
xPRm
|F pxq ´Gpxq| ´ sup
xPRm
| ´ Fˆnpxq `Gnpxq ` F pxq ´Gpxq|.
From Corollary 1 and Slutsky’s Theorem,
lim
nÑ8
sup
xPRm
|Fˆnpxq ´ Fnpxq| “ lim
nÑ8
1?
n
?
n sup
xPRm
|Fˆnpxq ´ Fnpxq| “ 0 in probability.
For that reason,
sup
xPRm
| ´ Fˆnpxq `Gnpxq ` F pxq ´Gpxq|
ď sup
xPRm
|Fˆnpxq ´ Fnpxq| ` sup
xPRm
|Fnpxq ´ F pxq| ` sup
xPRm
|Gnpxq ´Gpxq| PÝÑ 0 as nÑ8.
For arbitrary ε ą 0, Slutsky’s Theorem implies
P
ˆ
1?
n
KSn ě sup
xPRm
|F pxq ´Gpxq| ´ ε` opp1q
˙
ěP
ˆ
sup
xPRm
| ´ Fˆnpxq `Gnpxq ` F pxq ´Gpxq| ` opp1q ď ε
˙
ÝÑ 1 as nÑ8.
This yields the first statement. To show the second statement, note that
1
n
CvMn
“
ż `
F pxq ´Gpxq˘2Gpdxq ` ż `F pxq ´Gpxq˘2Gnpdxq ´ ż `F pxq ´Gpxq˘2Gpdxq
`
ż ´`
Fnpxq ´Gnpxq
˘2 ´ `F pxq ´Gpxq˘2¯Gnpdxq
´
ż ´`
Fnpxq ´Gnpxq
˘2 ´ `Fˆnpxq ´Gnpxq˘2¯Gnpdxq.
It is
lim
nÑ8
ˇˇˇˇ ż `
F pxq ´Gpxq˘2Gnpdxq ´ ż `F pxq ´Gpxq˘2Gpdxqˇˇˇˇ “ 0.
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Moreover, with Cauchy-Schwarz inequality,ˇˇˇˇ ż ´`
Fnpxq ´Gnpxq
˘2 ´ `F pxq ´Gpxq˘2¯Gnpdxqˇˇˇˇ
ď2
dż ´`
Fnpxq ´ F pxq
˘´ `Gnpxq ´Gpxq˘¯2Gnpdxq ÝÑ 0 as nÑ8.
Theorem 1 implies the convergence in distribution of the process defined by
?
npFnpxq ´
Fˆnpxqq, x P Rm. Gn converges uniformly on Rm to G. Argumentation analogous to the
Proof of Corollary 1 yields the convergence in distribution of n
şpFnpxq ´ Fˆnpxqq2Gnpdxq.
From Slutsky’s Theorem,
lim
nÑ8
ż ´
Fnpxq ´ Fˆnpxq
¯2
Gnpdxq “ lim
nÑ8
1
n
n
ż ´
Fnpxq ´ Fˆnpxq
¯2
Gnpdxq “ 0 in probability.
Therefore, with Cauchy-Schwarz inequality again,ˇˇˇˇ ż ´`
Fnpxq ´Gnpxq
˘2 ´ `Fˆnpxq ´Gnpxq˘2¯Gnpdxqˇˇˇˇ
ď2
dż ´
Fnpxq ´ Fˆnpxq
¯2
Gnpdxq PÝÑ 0 as nÑ8.
The rest follows analogous to the proof of the first statement.
Proof of Corollary 4. It is limnÑ8 cn;1´α “ c1´α, where c1´α is the p1 ´ αq-Quantile of
supxPRm |Upxq|, or limnÑ8 dn;1´α “ d1´α, where d1´α is the p1´αq-Quantile of
ş
U2pxqGpdxq,
see the Proof of Corollary 3. Thus, Theorem 3 implies
lim
nÑ8
P pKSn ě cn;1´αq
“ lim
nÑ8P
ˆ
1?
n
KSn ě sup
xPRm
|F pxq ´Gpxq| ´ sup
xPRm
|F pxq ´Gpxq| ` 1?
n
cn;1´α
˙
“ 1,
or
lim
nÑ8
P pCvMn ě dn;1´αq
“ lim
nÑ8P
ˆ
1
n
CvMn ě
ż `
F pxq ´Gpxq˘2Gpdxq ´ ż `F pxq ´Gpxq˘2Gpdxq ` 1
n
dn;1´α
˙
“1,
i.e., the statement.
Lemma 4. Assume (C1) and (C2). Then, for all sequences of parameters pϑnqnPN with
ϑn P Θ for all n P N and limnÑ8 ϑn “ ϑ,
lim
nÑ8 sup
xPRm
|Gnpx, ϑnq ´Gpx, ϑq| “ 0.
Proof of Lemma 4. The statement follows with (C1), (C2), Taylor expansion and triangle
inequality.
Proof of Lemma 2. Consider n sufficiently large. The first statement will be shown firstly.
For arbitrary a P Rdzt0u, (C4) implies
lim
nÑ8
n
nÿ
i“1
α2i,nVar
ˆ
a1
´
ℓnpXi, ϑq ´
ż
ℓnpx, ϑqFipdxq
¯˙
“ a1κvpϑqa.
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For simplicity, assume in the following calculation without loss of generality
ş
ℓnpx, ϑqFipdxq “
0 for all i P N. Put s2n :“ n
řn
i“1 α
2
i,nVarpa1ℓnpXi, ϑqq and assume without loss of generality
limnÑ8 s2n ą 0. (C4) yields
@t ą 0 : lim
nÑ8
1
s2n
n
nÿ
i“1
α2i,nE
ˆ
|a1ℓnpXi, ϑq|2I
´?
nαi,n|a1ℓnpXi, ϑq| ą
a
s2nt
¯˙
ď lim
nÑ8
1
s2n
n
nÿ
i“1
α2i,n
ż
a1ℓnpx, ϑqℓ1npx, ϑqa
I
`p?n max
1ďjďn
αj,nq2a1ℓnpx, ϑqℓ1npx, ϑqa ą s2nt2
˘
Fipdxq “ 0.
For that reason, the triangular array of row-wise independent random variables?
nα1,na
1ℓnpX1, ϑq, . . . ,
?
nαn,na
1ℓnpXn, ϑq fulfills Lindeberg’s condition and from Crame´r-
Wold device,
?
n
řn
i“1 αi,nℓnpXi, ϑq converges in distribution to a centered d-dimensional
normal distribution as n Ñ 8. For the second statement, (C3), the first statement and
Slutsky’s theorem imply
ϑˆn ´ ϑ “
nÿ
i“1
αi,nℓnpXi, ϑq ´
ż
ℓnpx, ϑqFnpdxq ` opp1q
“ 1?
n
?
n
nÿ
i“1
αi,n
ˆ
ℓnpXi, ϑq ´
ż
ℓnpx, ϑqFipdxq
˙
` opp1q PÝÑ 0 as nÑ8,
i.e., the statement.
Lemma 5. Put
Wi,npy, ϑq :“
?
nαi,n
˜
IpXi ď yq ´ Fipyq ´ g1py, ϑq
ˆ
ℓnpXi, ϑq ´
ż
ℓnpz, ϑqFipdzq
˙¸
,
y P Rm, i P N.
(6.1)
Assume Fn “ Gnp¨, ϑq for n sufficiently large and (C1) - (C4). Then, for all p P N,
x P ˆpi“1R
m
, x “ px1, . . . , xpq, and all a P Rp, a “ pa1, . . . , apq1,ˇˇˇˇ
ˇˇˇa1
¨˚
˝Wi,npx1, ϑq...
Wi,npxp, ϑq
‹˛‚
ˇˇˇˇ
ˇˇˇ
2
ď2nα2i,n|a|21 ` 2nα2i,nb1px, aq
ˆ
ℓnpXi, ϑq ´
ż
ℓnpz, ϑqFipdzq
˙
ˆ
ℓnpXi, ϑq ´
ż
ℓnpz, ϑqFipdzq
˙1
bpx, aq, i P N,
with |a|1 :“ |a1| ` ¨ ¨ ¨ ` |ap| and
bpx, aq :“
¨˚
˝a1g1px1, ϑq ` ¨ ¨ ¨ ` apg1pxp, ϑq...
a1gdpx1, ϑq ` ¨ ¨ ¨ ` apgdpxp, ϑq
‹˛‚.
Proof of Lemma 5. Define
W i,npy, ϑq :“
?
nαi,n
`
IpXi ď yq ´ Fipyq
˘
,
W i,npy, ϑq :“ ´
?
nαi,ng
1py, ϑq
ˆ
ℓnpXi, ϑq ´
ż
ℓnpz, ϑqFipdzq
˙
, y P Rm, i P N.
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Thus, Wi,npy, ϑq “W i,npy, ϑq `W i,npy, ϑq. Using triangle inequality,ˇˇˇˇ
ˇˇˇa1
¨˚
˝Wi,npx1, ϑq...
Wi,npxp, ϑq
‹˛‚
ˇˇˇˇ
ˇˇˇ
2
“
ˇˇˇˇ
ˇˇˇa1
¨˚
˝W i,npx1, ϑq...
W i,npxp, ϑq
‹˛‚` a1
¨˚
˝W i,npx1, ϑq...
W i,npxp, ϑq
‹˛‚
ˇˇˇˇ
ˇˇˇ
2
ď
¨˚
˝?nαi,n|a|1 `
ˇˇˇˇ
ˇˇˇa1
¨˚
˝W i,npx1, ϑq...
W i,npxp, ϑq
‹˛‚
ˇˇˇˇ
ˇˇˇ‹˛‚
2
.
Furthermore, with a simple calculation,
a1
¨˚
˝W i,npx1, ϑq...
W i,npxp, ϑq
‹˛‚“ ´?nαi,nb1px, aqˆℓnpXi, ϑq ´ ż ℓnpz, ϑqFipdzq˙, i P N.
Finally, the inequality py ` zq2 ď 2y2 ` 2z2, y, z P R, yields the statement.
Proof of Theorem 4. Consider n sufficiently large. From Lemma 2, limnÑ8 ϑˆn “ ϑ in
probability. Therefore, assume without loss of generality that ϑˆn has realizations in Uϑ ,
with a set Uϑ given by (C1). Using Taylor expansion,
Gnpx, ϑˆnq “Gnpx, ϑq ` g1npx, ϑx,nqpϑˆn ´ ϑq, x P R
m
,
where ϑx,n is on the line between ϑˆn and ϑ. Using this and Fn “ Gnp¨, ϑq,
Unpx, ϑˆnq “
?
n
`
Fˆnpxq ´ Fnpxq
˘ ´ g1px, ϑq?npϑˆn ´ ϑq
` `g1px, ϑq ´ g1npx, ϑx,nq˘?npϑˆn ´ ϑq, x P Rm.
Because of (C3), this is equivalent to
Unpx, ϑˆnq “
?
n
`
Fˆnpxq ´ Fnpxq
˘´ g1px, ϑq?n nÿ
i“1
αi,n
ˆ
ℓnpXi, ϑq ´
ż
ℓnpy, ϑqFipdyq
˙
` `g1px, ϑq ´ g1npx, ϑx,nq˘?npϑˆn ´ ϑq ´ g1px, ϑqopp1q, x P Rm.
For simplicity, assume without loss of generality
ş
ℓnpy, ϑqFipdyq “ 0 for all i P N. Using
(C2), Lemma 2 and Slutsky’s Theorem,
sup
xPRm
ˇˇ`
g1px, ϑq ´ g1npx, ϑx,nq
˘?
npϑˆn ´ ϑq ´ g1px, ϑqopp1q
ˇˇ PÝÑ 0 as nÑ8.
Because of Slutsky’s theorem, Example 1.4.7 in [35], it is sufficient to show the convergence
statement for the process defined by
Vnpx, ϑq :“
?
n
`
Fˆnpxq ´ Fnpxq
˘´ g1px, ϑq?n nÿ
i“1
αi,nℓnpXi, ϑq, x P Rm.
The process defined by
?
npFˆnpxq ´ Fnpxqq, x P Rm, is asymptotically equicontinuous with
respect to the metric space pRm, ρq, see Lemma 1. In addition, from (C2) and Lemma 2, the
process defined by g1px, ϑq?nřni“1 αi,nℓnpXi, ϑq, x P Rm, is asymptotically equicontinuous
with respect to the metric space pRm, ρq, too. Finally, the process pVnpx, ϑq;x P Rmq is
asymptotically equicontinuous with respect to the metric space pRm, ρq. Consider Wi,np¨, ϑq
defined in (6.1), i P N. Thus,
Vnpy, ϑq “
nÿ
i“1
Wi,npy, ϑq, y P Rm.
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For arbitrary p P N, x P ˆpi“1R
m
, x “ px1, . . . , xpq, and arbitrary a P Rpzt0u, put
s2n :“
nÿ
i“1
Var
¨˚
˝a1
¨˚
˝Wi,npx1, ϑq...
Wi,npxp, ϑq
‹˛‚‹˛‚.
With a “ pa1, . . . , apq1, (C4) yields
lim
nÑ8
s2n “
ÿ
1ďj,kďp
ajakκ
´
G
`
minpxj , xkq, ϑ
˘´Gpxj , ϑqGpxk, ϑq
´ g1pxj , ϑqwpxk, ϑq ´ g1pxk, ϑqwpxj , ϑq ` g1pxj , ϑqvpϑqgpxk, ϑq
¯
.
Assume without loss of generality limnÑ8 s2n ą 0. With bpx, aq and |a|1 defined in Lemma
5, Lemma 5 and (C4) implies
@t ą 0 : 1
s2n
nÿ
i“1
E
¨˚
˚˝
ˇˇˇˇ
ˇˇˇa1
¨˚
˝Wi,npx1, ϑq...
Wi,npxp, ϑq
‹˛‚
ˇˇˇˇ
ˇˇˇ
2
I
¨˚
˝
ˇˇˇˇ
ˇˇˇa1
¨˚
˝Wi,npx1, ϑq...
Wi,npxp, ϑq
‹˛‚
ˇˇˇˇ
ˇˇˇ ąas2nt‹˛‚‹˛‹‚
ď 2
s2n
|a|21n
nÿ
i“1
α2i,n
ż
I
ˆ
p?n max
1ďjďn
αj,nq2b1px, aqℓnpy, ϑq
ℓ1npy, ϑqbpx, aq ą s2n
t2
2
´ p?n max
1ďjďn
αj,nq2|a|21
˙
Fipdyq
` 2
s2n
n
nÿ
i“1
α2i,n
ż
b1px, aqℓnpy, ϑqℓ1npy, ϑqbpx, aq
I
ˆ
p?n max
1ďjďn
αj,nq2b1px, aqℓnpy, ϑq
ℓ1npy, ϑqbpx, aq ą s2n
t2
2
´ p?n max
1ďjďn
αj,nq2|a|21
˙
Fipdyq ÝÑ 0 as nÑ8.
For that reason, Lindeberg’s condition is fulfilled and from Crame´r-Wold device, the con-
vergence of the finite dimensional marginal distributions of the process pVnpx, ϑq;x P Rmq
to centered multivariate normal distributions follows. Finally, (C4) yields
lim
nÑ8
Cov
`
Vnpx, ϑq, Vnpy, ϑq
˘ “ cpx, y, ϑq, x, y P Rm,
and the statement follows from Theorem 1.5.4 in [35].
Proof of Corollary 5. With Theorem 4, Lemma 2 and Lemma 4 analogous to the Proof
of Corollary 1.
Proof of Lemma 3. This follows analogous to the Proof of Lemma 2.
Lemma 6. Put
Zi,npy, ϑ˜q :“
?
nαi,n
˜
IpXpnqi ď yq´Gnpy, ϑ˜q´g1py, ϑqℓnpXpnqi , ϑ˜q
¸
, py, ϑ˜q P RmˆUϑ, i P N.
(6.2)
Assume (C1), (C2), (C5) and (C6). Then, for all p P N, x P ˆpi“1R
m
, x “ px1, . . . , xpq,
and all a P Rp, a “ pa1, . . . , apq1,ˇˇˇˇ
ˇˇˇa1
¨˚
˝Zi,npx1, ϑ˜q...
Zi,npxp, ϑ˜q
‹˛‚
ˇˇˇˇ
ˇˇˇ
2
ď 2nα2i,n|a|21`2nα2i,nb1px, aqℓnpXpnqi , ϑ˜qℓ1npXpnqi , ϑ˜qbpx, aq, ϑ˜ P Uϑ, i P N,
with bpx, aq and |a|1 defined in Lemma 5.
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Proof of Lemma 6. The proof is analogous to the Proof of Lemma 5.
Proof of Theorem 5. Consider n sufficiently large. From Lemma 3, limnÑ8 ϑˆ
pnq
n “ ϑ in
probability. Therefore, assume without loss of generality that ϑˆ
pnq
n has realizations in Uϑ
and ϑn P Uϑ, with a set Uϑ given by (C1). Put
Fˆ
pnq
n pxq :“
nÿ
i“1
αi,nIpXpnqi ď xq, x P R
m
.
Using Taylor expansion,
Gnpx, ϑˆpnqn q “Gnpx, ϑnq ` g1npx, ϑx,nqpϑˆpnqn ´ ϑnq, x P R
m
,
where ϑx,n is on the line between ϑˆ
pnq
n and ϑn. Then,
Unpx, ϑˆpnqn q “
?
n
`
Fˆ
pnq
n pxq ´Gnpx, ϑnq
˘´ g1px, ϑq?npϑˆpnqn ´ ϑnq
` `g1px, ϑq ´ g1npx, ϑx,nq˘?npϑˆpnqn ´ ϑnq, x P Rm.
Using (C5), this is equivalent to
Unpx, ϑˆnq “
?
n
`
Fˆ
pnq
n pxq ´Gnpx, ϑnq
˘´ g1px, ϑq?n nÿ
i“1
αi,nℓnpXpnqi , ϑnq
` `g1px, ϑq ´ g1npx, ϑx,nq˘?npϑˆpnqn ´ ϑnq ´ g1px, ϑqopp1q, x P Rm.
(C2), Lemma 3 and Slutsky’s Theorem yield
sup
xPRm
ˇˇ`
g1px, ϑq ´ g1npx, ϑx,nq
˘?
npϑˆpnqn ´ ϑnq ´ g1px, ϑqopp1q
ˇˇ PÝÑ 0 as nÑ8.
Because of Slutsky’s theorem, it is sufficient to show the convergence statement for the
process defined by
V pnqn px, ϑnq :“
?
n
`
Fˆ
pnq
n pxq ´Gnpx, ϑnq
˘´ g1px, ϑq?n nÿ
i“1
αi,nℓnpXpnqi , ϑnq, x P R
m
.
Because limnÑ8Gp¨, ϑnq “ Gp¨, ϑq uniformly on Rm, the process defined by
?
npFˆpnqn pxq ´
Gnpx, ϑnqq, x P Rm, is asymptotically equicontinuous with respect to the metric space
pRm, ρq, see Lemma 1. In addition, from (C2) and Lemma 3, the process defined by
g1px, ϑq?nřni“1 αi,nℓnpXpnqi , ϑnq, x P Rm, is asymptotically equicontinuous with respect
to the metric space pRm, ρq, too. Finally, the process pV pnqn px, ϑnq;x P Rmq is asymptot-
ically equicontinuous with respect to the metric space pRm, ρq. Consider Zi,n defined in
(6.2), i P N. Thus,
V pnqn py, ϑnq “
nÿ
i“1
Zi,npy, ϑnq, y P Rm.
For arbitrary p P N, x P ˆpi“1R
m
, x “ px1, . . . , xpq, and arbitrary a P Rpzt0u, put
s2n :“
nÿ
i“1
Var
¨˚
˝a1
¨˚
˝Zi,npx1, ϑnq...
Zi,npxp, ϑnq
‹˛‚‹˛‚.
With a “ pa1, . . . , apq1, (C6) yields
lim
nÑ8 s
2
n “
ÿ
1ďj,kďp
ajakκ
´
G
`
minpxj , xkq, ϑ
˘´Gpxj , ϑqGpxk , ϑq
´ g1pxj , ϑqwpqpxk, ϑq ´ g1pxk, ϑqwpqpxj , ϑq ` g1pxj , ϑqvpqpϑqgpxk, ϑq
¯
.
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Assume without loss of generality limnÑ8 s2n ą 0. With bpx, aq and |a|1 defined in Lemma
5, Lemma 6 and (C6) yields
@t ą 0 : 1
s2n
nÿ
i“1
E
¨˚
˚˝
ˇˇˇˇ
ˇˇˇa1
¨˚
˝Zi,npx1, ϑnq...
Zi,npxp, ϑnq
‹˛‚
ˇˇˇˇ
ˇˇˇ
2
I
¨˚
˝
ˇˇˇˇ
ˇˇˇa1
¨˚
˝Zi,npx1, ϑnq...
Zi,npxp, ϑnq
‹˛‚
ˇˇˇˇ
ˇˇˇ ąas2nt‹˛‚‹˛‹‚
ď 2
s2n
|a|21n
nÿ
i“1
α2i,n
ż
I
´
p?n max
1ďjďn
αj,nq2b1px, aqℓnpy, ϑnq
ℓ1npy, ϑnqbpx, aq ą s2n
t2
2
´ p?n max
1ďjďn
αj,nq2|a|21
¯
Gnpdy, ϑnq
` 2
s2n
n
nÿ
i“1
α2i,n
ż
b1px, aqℓnpy, ϑnqℓ1npy, ϑnqbpx, aq
I
´
p?n max
1ďjďn
αj,nq2b1px, aqℓnpy, ϑnq
ℓ1npy, ϑnqbpx, aq ą s2n
t2
2
´ p?n max
1ďjďn
αj,nq2|a|21
¯
Gnpdy, ϑnq ÝÑ 0 as nÑ8.
For that reason, Lindeberg’s condition is fulfilled and from Crame´r-Wold device, the conver-
gence of the finite dimensional marginal distributions of the process pV pnqn px, ϑnq;x P Rmq
to centered multivariate normal distributions follows. Finally, Lemma 4 and (C6) yields
lim
nÑ8
Cov
`
V pnqn px, ϑnq, V pnqn py, ϑnq
˘ “ cpqpx, y, ϑq, x, y P Rm,
and the statement follows from Theorem 1.5.4 in [35].
Proof of Corollary 6. With Theorem 5, Lemma 4 and Lemma 3 analogous to the Proof
of Corollary 1.
Proof of Corollary 7. Because the restriction of the covariance function (3.6) to the diag-
onal of R
mˆRm does not vanish everywhere or Gp¨, ϑq-almost everywhere, the distribution
function of supxPRm |Upx, ϑq| or
ş
U2px, ϑqGpdx, ϑq is strictly increasing on the non-negative
half-line. In addition, the assumptions yield that the covariance functions (3.6) and (3.8)
coincide. For that reason, limnÑ8 cn;1´α “ c1´α in probability, where c1´α is the p1 ´ αq-
Quantile of supxPRm |Upx, ϑq|, or limnÑ8 dn;1´α “ d1´α in probability, where d1´α is the
p1´αq-Quantile of şU2px, ϑqGpdx, ϑq, see Corollary 6 and Lemma 2. The statement follows
from Corollary 5.
Proof of Theorem 6. This follows with arguments similar to the arguments in the Proof
of Theorem 3 by using Lemma 4 and (C7).
Proof of Corollary 8. Because the restriction of the covariance function (3.8) to the diag-
onal of R
mˆRm does not vanish everywhere or Gp¨, ϑq-almost everywhere, the distribution
function of supxPRm |U pqpx, ϑq| or
şpU pqpx, ϑqq2Gpdx, ϑq is strictly increasing on the non-
negative half-line. For that reason, limnÑ8 cn;1´α “ c1´α in probability, where c1´α is the
p1´αq-Quantile of supxPRm |U pqpx, ϑq|, or limnÑ8 dn;1´α “ d1´α in probability, where d1´α
is the p1 ´ αq-Quantile of şpU pqpx, ϑqq2Gpdx, ϑq, see Corollary 6 and regard (C7). With
Theorem 6, the rest follows similar to the Proof of Corollary 4.
Lemma 7. It is
lim
minNÑ8
sup
px,vqPRmˆRs
ˇˇˇˇ`
Fˆnpxq, Gˆrpvq
˘´ `F pxq, Gpvq˘ˇˇˇˇ “ 0 in probability.
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Proof of Lemma 7. Applying Corollary 1 yields the convergence in distribution of?
n supxPRm |Fˆnpxq ´ Fnpxq| and
?
r supvPRs |Gˆrpvq ´ Grpvq|. Then, from Slutsky’s The-
orem, supxPRm |Fˆnpxq ´ F pxq|
PÝÑ 0 as n Ñ 8 as well as supvPRs |Gˆrpvq ´ Gpvq|
PÝÑ 0 as
r Ñ8.
Proof of Theorem 7. Consider n sufficiently large. Denote by MN,m :“ pMN,mpxq;x P
R
mq the process
MN,mpxq :“ 4
?
nr
`
Fˆnpxq ´ Fnpxq
˘
, x P Rm,
denote by MN,s :“ pMN,spvq; v P Rsq the process
MN,spvq :“ 4
?
nr
`
Gˆrpvq ´Grpvq
˘
, v P Rs,
put MN :“ pMN,m,MN,sq and MN :“ pMN,m,MN,sq. Thus, MN “ 4
?
nrppFˆn, Gˆrq ´
pFn,Grqq. Because the processes MN,m and MN,s are independent, Theorem 1 and (4.1)
yield the convergence in distribution
MN
dÝÑM as minN Ñ8
on the related product space, see [35]. T pFn,Grq “ QpFn,Grq and the continuity of T and
Q imply T pF,Gq “ QpF,Gq and therefore J “ jpF,Gq “ pF,Gq. Regarding Theorem 1.10.4
in [35], one can assume a.s. limminNÑ8MN “ M uniformly on Rm ˆ Rs without loss of
generality. Because T pFn,Grq “ QpFn,Grq,
UN “ 4
?
nr
ˆ
T
´
pFn,Grq ` 1
4
?
nr
MN
¯
´ T pFn,Grq
˙
´ dT pF,GqpMq
´
˜
4
?
nr
ˆ
Q
´
pFn,Grq ` 1
4
?
nr
MN
¯
´QpFn,Grq
˙
´ dQpF,GqpMq
¸
` dT pF,GqpMq ´ dQpF,GqpMq.
The assumtions on T and Q yield a.s. limminNÑ8 UN “ U uniformly on Ru.
Proof of Corollary 9. The continuity of T and j and Lemma 7 imply
lim
nÑ8
sup
zPRu
|T pJˆNqpzq ´ T pJqpzq| “ 0 in probability.
Theorem 7 yields J “ pF,Gq. The rest follows with Theorem 7 analogous to the Proof of
Corollary 1.
Proof of Theorem 8. Put
Fˆ
pNq
n pxq :“
nÿ
i“1
αi,nIpXpNqi ď xq, x P R
m
, (6.3)
as well as
Gˆ
pNq
r pvq :“
rÿ
i“1
βi,rIpV pNqi ď vq, v P R
s
, (6.4)
and Jˆ
pNq
N :“ jpFˆpNqn , GˆpNqr q. Denote by MpNqN,m :“ pM pNqN,mpxq;x P R
mq the process
M
pNq
N,mpxq :“ 4
?
nr
`
Fˆ
pNq
n pxq ´ JN,mpxq
˘
, x P Rm,
by M
pNq
N,s :“ pM pNqN,s pvq; v P R
sq the process
M
pNq
N,s pvq :“ 4
?
nr
`
Gˆ
pNq
r pvq ´ JN,spvq
˘
, v P Rs,
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putM
pNq
N :“ pMpNqN,m,MpNqN,sq andM pNqN :“ pM pNqN,m,M pNqN,s q. Thus,M pNqN “ 4
?
nrppFˆpNqn , GˆpNqr q´
JN q. The processes MpNqN,m and MpNqN,s based on triangular arrays of row-wise independent
and identically distributed random vectors. The asymptotic of this processes can be treated
similar to the approach related to Theorem 1 without any additional conditions by using
limminNÑ8 JN,m “ Jm uniformly on Rm and limminNÑ8 JN,s “ Js uniformly on Rs, the
uniformly continuity of Jm and Js and (4.1). Because the processes M
pNq
N,m and M
pNq
N,s are
independent, it follows that
M
pNq
N
dÝÑM as minN Ñ8
on the related product space. Again, one can assume a.s. limminNÑ8M
pNq
N “M uniformly
on R
m ˆ Rs without loss of generality. Because T pJNq “ QpJN q,
U
pNq
N “ 4
?
nr
ˆ
T
´
JN ` 1
4
?
nr
M
pNq
N
¯
´ T pJN q
˙
´ dT pJqpMq
´
˜
4
?
nr
ˆ
Q
´
JN ` 1
4
?
nr
M
pNq
N
¯
´QpJN q
˙
´ dQpJqpMq
¸
` dT pJqpMq ´ dQpJqpMq.
The assumtions on T , Q and JN yield a.s. limnÑ8 U
pNq
N “ U uniformly on R
u
and the
statement follows.
Proof of Corollary 10. The asymptotic of Fˆ
pNq
n and Gˆ
pNq
r defined in (6.3) and (6.4) can
be treated similar to the approach related to Corollary 1 and Lemma 7 without any addi-
tional conditions by using limminNÑ8 JN,m “ Jm uniformly on Rm, limminNÑ8 JN,s “ Js
uniformly on R
s
and the uniformly continuity of Jm and Js. The continuity of T and j yield
lim
minNÑ8
sup
zPRu
|T pJˆpNqN qpzq ´ T pJqpzq| “ 0 in probability,
where Jˆ
pNq
N is defined in the Proof of Theorem 8. The rest follows with Theorem 8 analogous
to the Proof of Corollary 1.
Proof of Corollary 11. The proof is analogous to the Proof of Corollary 7 by applying
Corollary 9, Corollary 10, Lemma 7 and the continuity of j. Regard that J “ pF,Gq, see
Theorem 7.
Proof of Theorem 9. This follows with arguments similar to the arguments in the Proof
of Theorem 3 by using Lemma 7 and the continuity of T , Q and j.
Proof of Corollary 12. The proof is analogous to the Proof of Corollary 8 by applying
Corollary 10, Lemma 7, the continuity of j and Theorem 9.
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