Because of its excellent small sample learning abilities and simple network structure, support vector machine (SVM) is widely applied in various pattern recognition fields, e.g., face recognition, scene classification, fault diagnosis, etc. Due to the complexity and diversity of analog circuit faults, the diagnosis accuracy and stability of SVM classifier optimized by traditional particle swarm optimization (PSO) are unsatisfactory. Therefore, this paper proposes an improved hybrid particle swarm optimization (IH-PSO) algorithm to optimize SVM, which is applied in the fault diagnosis of analog circuits. Compared with the traditional PSO algorithm, the proposed IH-PSO mainly has three improvements, namely, the oppositionbased learning population initialization, the nonlinear time-varying inertia weight, and the new position updating strategy with a spiral convergence mechanism. The performance of the proposed IH-PSO algorithm is verified by 12 commonly used benchmark functions and experimental results show that the proposed IH-PSO algorithm overcomes the deficiencies of the traditional PSO algorithm, such as slow convergence speed and trapping into local optimums. In addition, to further verify the performance of IH-PSO algorithm, the IH-PSO optimized SVM is applied to solve analog circuits fault diagnosis problems. Extensive experiments are carried out and results indicate that the proposed method has better performances both in diagnosis accuracy and stability compared with that of the traditional method.
I. INTRODUCTION
With the broad application of analog circuits in the fields of communication, military, aviation, medical care, etc. [1] , individuals have put forward higher demands for their security and reliability. Fault diagnosis is the key to ensure normal operations of the complex electronic system, which is also an important research field at present [2] - [4] . As a result, the analog circuit fault diagnosis is attracting more and more attention. Faults occurred in an analog circuit generally can be divided into two categories, namely the hard fault and the soft fault. The occurrence of hard fault usually indicates a catastrophic failure, referring to some The associate editor coordinating the review of this manuscript and approving it for publication was Venkata Rajesh Pamula . variations in the circuit topology, which will lead to severe damage to the circuit hardware system, such as opencircuiting or short-circuiting. Soft fault, also known as parametric fault [5] , [6] is caused by parametric drift, which will not cause damage to the circuit hardware. Due to the continuity of components parameters, the insufficiency of diagnostic information in actual test circuits, as well as the tolerance impact of analog components [7] - [9] , parameter fault diagnosis is rather complicated. It is rather troublesome for traditional methods like signal processing or analytical models to meet the needs.
In related researches, the data-driven approaches, such as fuzzy inference system (FIS) [10] , artificial neural network (ANN) [11] and support vector machines (SVM), have been widely adopted to analog circuit fault diagnosis and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ have achieved good diagnosis results [12] . Among them, the fuzzy analysis method requires a long execution time and a large number of test nodes. Additionally, the neural network has the limitations of complex construction and requirement of a numerous training group. In contrast, support vector machines stand out on account of their simple structure and inexpensive computational overhead. SVM was proposed by Cortes and Vapnik [13] as a pattern classification technique and now it is extensively used in analog circuit fault diagnosis. To obtain a higher diagnosis accuracy, Ma et al. [14] described a new hybrid circuit fault diagnosis method which combined the decision tree approach and the binary support vector machine (BSVM). Song et al. [15] obtained the optimal features by reducing the dimension of candidate features through FRFT, thereby improving the diagnosis accuracy of the SVM. In [16] , Chen et al. presented the double chains quantum genetic algorithm to optimize the SVM and applied the proposed method to realize the fault diagnosis of a fouropamp biquad high-pass filter circuit. Although SVM has achieved remarkable results in circuit fault diagnosis, its classification accuracy is considerably influenced by its parameters, such as the kernel parameter and the penalty parameter. Nevertheless, attaining the optimal SVM parameters is quite challenging. In previous studies, various algorithms were adopted to tune SVM parameters [17] - [19] . Experimental results revealed that the PSO algorithm has the merits of implementation simplicity and strong global search ability, and is suitable for the parameters tuning of SVM. However, the traditional PSO has the shortcomings of easily trapping into local optimums and premature convergence.
To overcome the above problems, this paper proposes an improved hybrid particle swarm optimization (IH-PSO) algorithm to optimize the SVM parameters. In the IH-PSO, we make three improvements: first, the opposition-based learning (OBL) strategy [20] is adopted to initialize the particle swarms. By this way, the quality of the initial population and the possibility of finding a global optimal solution will be improved. Second, the nonlinear time-varying inertia weight is introduced to accelerate the convergence speed of population. Third, a new population location updating strategy with a spiral convergence mechanism is presented to enrich population diversity and enable particles to jump out of local optimums. Extensive experiments are carried out to testify the effectiveness of the IH-PSO. In the first group of experiments, the performances of the proposed method on twelve commonly used benchmark functions are compared with that of four other well-known population-based metaheuristic optimization algorithms. Numerical function optimization results show that the proposed IH-PSO has better performances in both convergence rate and search accuracy for the majority of the selected benchmark functions. In the second group of experiments, the SVM optimized by IH-PSO method is applied to fault diagnosis of analog circuit and contrast experiments are conducted between the proposed IH-PSO and the original PSO. Fault diagnosis experimental results show that the IH-PSO optimized SVM has obvious advantages in diagnosis accuracy and stability, which indicate that the proposed IH-PSO has a good balance between global exploration and local exploitation.
The remainder of this paper is organized as follows: Section II offers a detailed explanation of the related theory about the proposed IH-PSO algorithm. Section III briefly introduces the principle of SVM and the fault diagnosis process based on IH-PSO optimized SVM. The method of signal fault feature extraction based on wavelet packet decomposition is presented in Section IV. Section V goes to the experimental results of IH-PSO under twelve benchmark functions and its application in the fault diagnosis of Sallen-Key bandpass filter circuit and Chebyshev filter circuit. Section VI describes the conclusions and future works.
II. IMPROVED HYBRID PARTICLE SWARM OPTIMIZATION ALGORITHM A. RELATED THEORY ABOUT PSO
Particle swarm optimization, proposed by Kennedy and Eberhart, simulates the foraging behavior of bird flocks [24] , [25] . During the predation, they usually search the area around the bird closest to the target or judge the position of the target according to their own flight experience to achieve the purpose. When applying this idea to computer algorithms, the search space of an optimization problem is equivalent to the space where birds fly. Each bird is considered as a particle, and food can be seen as the target to be searched.
The PSO is completed after multiple iterations. In the t th iteration, the i th particle in the search space can be represented as X t i = (x i1 , x i2 , · · · , x id ), and d is the dimension of the solution space. The flying speed is V t i = (v i1 , v i2 , · · · , v id ). According to the above two representation methods, P t i = (p i1 , p i2 , · · · , p id ) indicates the best historical position of individuals during the process, and P t g = p g1 , p g2 , · · · , p gd denotes the best position found by the entire particle swarm. The update formula for speed and position can be defined by:
where c 1 and c 2 are two constants, and r 1 and r 2 are two random numbers in [0, 1].
B. OPPOSITE LEARNING STRATEGY
In the absence of any prior information, the traditional PSO method initializes the swarm randomly, which may influence the convergence speed and the accuracy of the final solution.
According to probability theory, in random cases, there are 50% of possibilities that a solution is better than another one. therefore, based on OBL [20] , a solution with better fitness from two opposite solutions is selected to initialize particles. under this circumstance, the quality of the initial swarms may be improved. Moreover, the convergence speed will be accelerated. the followings are steps to initialize the swarm by OBL: 1) Initialize the swarm M = {x i,j }, i = 1, 2, · · · , N , j = 1, 2, · · · , D (N represents the number of particles and D is the dimension of the solution space). 2) The reverse swarm OM = ox i,j can be calculated by:
where x min,j and x max,j denote the searching lower and upper bounds of x i,j respectively. 3) In the union {M ∪ OM }, choose half of the particles with smaller fitness as the initial positions of the swarm.
C. NONLINEAR TIME-VARYING INERTIA WEIGHT
The inertia weight ω controls the impacts of the previous velocity of particles on the current one [26] , [27] , which plays a crucial role in searching for the optimal value. In general, individuals in the swarm are expected to have strong exploration capabilities at the beginning iterations of PSO algorithm. Besides, in the late phase of iterations, local exploitation abilities should be strengthened, to locate the global optimal position swiftly and effectively. Therefore, a nonlinear time-varying inertia weight updating formula, which is defined by equation (4), is introduced to balance the exploration and exploitation capability.
In the above formula, ω max and ω min are constants equal to 0.9 and 0.4 respectively, and T and T max are the current number and the maximum number of iterations, respectively.
The new particle velocity updating formula which introduced the nonlinear time-varying inertia weights can be written as:
The whale optimization algorithm (WOA) [28] proposed by Seyedali Mirjalili and Andrew Lewis, mainly include three behaviors: encircle prey, bubble-net attack and random search. The bubble-net attack involves two approaches: shrink enclosing mechanism and spiral updating position. Due to the application of bubble-net attack strategy, WOA has the advantages of fast convergence speed and powerful global optimization capability. Inspired by the WOA algorithm, a new position updating strategy with a spiral convergence mechanism is proposed for PSO. The position updating formula can be modified as follows:
In the t th iteration, the i th particle in space is represented as X t i = (x i1 , x i2 , · · · , x id ) and the flying speed is
. P t−1 best denotes the optimal position of previous generation, and D t i = (d i1 , d i2 , · · · , d id ) implies the distance between the position of one particle and P t−1 best .
Above all, the mathematical model of the particle position spiral updating can be defined as:
where D t i = X t i − P t−1 best signifies the distance from the i th particle to the global optimal position of the previous generation, h is a constant used to define the shape of the logarithmic spiral, and r is a random number in [−1, 1].
In the iteration process of the proposed IH-PSO algorithm, the spiral updating mechanism and the classical PSO updating mechanism are selected based on adaptive probability. The specific update formulas are defined as follows:
where, p is a random number in [0, 1], T indicates the current number of iterations, and T max means the maximum number of iterations.
E. PROCEDURES OF THE PROPOSED IH-PSO ALGORITHM
Based on the above explanation, the procedures of the proposed IH-PSO algorithm are presented as follows and the flow chart is illustrated in Fig. 1 .
Step 1: Initialize parameters. Generate initial values of the positions and velocities for the N particles according to the strategy of OBL.
Step 2: Calculate the fitness of each particle, and set the P 1 i and P 1 g in the swarm.
Step 3: Renew the inertia weight factor according to formula (4), and update the position and velocity of the particle by equations (7) - (9) .
Step 4: Recalculate the fitness of each particle and compare it with that of the previous generation. If better solutions are found, the individual and population optimal position will be updated.
Step 5: Check whether the number of iterations reaches the maximum. If so, exit the program. Otherwise, continue to execute from step 3.
III. IH-PSO OPTIMIZED SVM FOR FAULT DIAGNOSIS A. THEORY OF SVM
SVM is a supervised learning model typically applied for classification tasks. Aiming at minimizing the training error, an optimal classification hyperplane can be obtained. SVM is extensively utilized in many pattern recognition tasks because of its strong small sample learning abilities and excellent generalization ability. Samples to be classified are denoted as 1] represents the set of training labels, l is the number of samples, and n denotes the input dimension. The optimization goal of SVM can be written as the following conditional optimization problem [13] .
where, c is the penalty factor, ω is a weight vector, b is the offset value, and ξ i means a relaxation factor ranges from 0 to 1. In order to deal with the above quadratic programming problem, the Lagrange multiplier method is introduced to obtain the following decision function [13] .
In formula (11) , sgn(·) is the signum function and a i is the Lagrangian coefficient. For nonlinear classification problems, the raw data can be mapped to a high-dimensional feature space by the kernel function and in this paper the radial basis kernel function k (x, y) = exp −γ x − y 2 is adopted.
B. FAULT DIAGNOSIS PROCESS BASED ON IH-PSO OPTIMIZED SVM
The process of fault diagnosis based on IH-PSO optimized SVM is shown in Fig. 2 . Firstly, the IH-PSO algorithm is employed to tune the kernel parameter and the penalty parameter of SVM, and then the trained SVM is utilized for diagnosis. The specific steps are presented as follows:
Step 1: Data acquisition. Randomly select part of analog circuit output signals as the training set, and the rest part will be applied as the testing set. The fault feature vectors can be extracted by a three-layer wavelet packet decomposition.
Step 2: Parameter initialization. Initialize the parameters such as learning factors, inertia weights, and the number of iterations.
Step 3: SVM Training. The training set is applied to train the SVM model, which gradually obtain a better classification ability. The classification accuracy is considered as the fitness function during the optimization process.
Step 4: Optimize the parameters of SVM by IH-PSO. The penalty parameter C and kernel parameter γ of SVM are tuned according to IH-PSO. According to formulas (7) to (9), the position and velocity of the particles are updated to generate a new particle group.
Step 5: Termination condition detection. If the termination condition is met, stop the parameters optimization process and the parameters with best diagnosis accuracy are selected as the final optimal parameters for SVM. Otherwise, repeat steps 3 to 5 until the termination condition is reached.
Step 6: Finally the trained SVM is applied to fault diagnosis of the testing data.
IV. FAULT FEATURE EXTRACTION BASED ON WAVELET PACKET DECOMPOSITION
Wavelet packet decomposition enables a more thoroughly analysis of the signal due to its simultaneous decomposition of the high-frequency and low-frequency signal components. In this way, it will receive more excellent time-domain resolution at high-frequency, as well as the frequency-domain resolution at low-frequency. Accordingly, it can adaptively determine the resolution of different frequency bands so that greater local analysis capability of the time-frequency signal can be achieved [21] - [23] .
A. PRINCIPLE OF WAVELET PACKET DECOMPOSITION
Let ω 0 (t) = ϕ(t), ω 1 (t) = φ(t), where ϕ(t) means the scaling function and φ(t) means the wavelet function. If equation (12) is satisfied, the function {w n } named a wavelet packet [8] with respect to ϕ(t) = ω(t).
where h(k) and g(k) = (−1) k n(1−k) are functions of the low pass and high pass filters respectively.
B. WAVELET PACKET ENERGY SPECTRUM
The output voltage signals are decomposed by wavelet packet decomposition for extracting energy of different frequency bands. The energy extracted from different frequency bands is recorded as E i,j , which can be described as follows:
where m j i (k) is the wavelet coefficient of the j th node in i th layer. Therefore, the energy corresponding to each frequency band can be written as the following from.
A schematic diagram of a three-layer wavelet packet decomposition is shown in Fig. 3 , where a j is the voltage signal of the original output.
V. NUMERICAL OPTIMIZATION AND ANALOG CIRCUITS FAULT DIAGNOSIS EXPERIMENTS
In order to verify the effectiveness of the proposed IH-PSO algorithm, extensive experiments are conducted in this paper. First, the performance of IH-PSO is compared with the other four swarm intelligence (SI) algorithms using twelve benchmark functions. Then, the proposed IH-PSO is applied to tune the parameters of SVM which is adopted for analog circuit fault diagnosis. All experiments are carried out independently on the PC with the same configurations. The experimental platform is configured as follows: 64-bit Window 10 operating system, Intel Core i5-8300 2.30 GHz central processing unit, MATLAB R2016a and Multisim 14.
A. NUMERICAL OPTIMIZATION EXPERIMENTS
In this subsection, the proposed IH-PSO is compared with four well known metaheuristic algorithms, namely Moth-Flame Optimization (MFO) algorithm [29] , Krill-Herd (KH) algorithm [30] , Biogeography-Based Optimization (BBO) algorithm [31] and PSO [24] algorithm. The population size and the maximum number of iterations for each algorithm are set to 50 and 2000 respectively, and other parameters are listed in Table 1 . Table 2 demonstrates twelve thirty-dimensional benchmark functions which are widely applied for the performance evaluation of SI algorithms. From Table 2 , we can see that f 1 − f 7 are 7 unimodal functions and the remainder are 5 multimodal functions which have many local optimums causing more difficulties for the global optimization. In Table 2 , dim is a variable which represents the dimension of the solution space for each objective function, s is the search range in the dim-dimensional search space and f min stands for the global minimum.
To make a fair and objective comparison of the 5 SI algorithms listed in Table 1 , thirty replicate experiments are performed for each benchmark function. The best fitness value (best), the worst fitness value (worst), the average result (mean) and the standard deviation (s.d.) are recorded during the 30 optimization processes for each test function. The detailed experimental results are presented in Table 3 . Table 3 shows that the proposed IH-PSO algorithm has a better performance for the benchmark function optimization task compared with BBO, MFO, KH and PSO. Table 3 shows that for most unimodal functions (f 1 , f 2 , f 3 , f 5 and f 7 ), the proposed IH-PSO exhibits apparent advantages over the other four algorithms in terms of the best value, worst value, mean value and standard deviation, which indicates that IH-PSO achieves a better optimization accuracy and a good balance between the global exploration and local exploitation. For function f 4 , KH stands out in terms of the standard deviation but the standard deviation of the IH-PSO is very close to that of the KH algorithm and the IH-PSO is superior to the other four SI algorithms in the mean value, best value and worst value. Additionally, for function f 6 , the IH-PSO algorithm's worst value and standard deviation are not superior to BBO, which means that the BBO algorithm is more stable for function f 6 . For multimodal functions (f 8 , f 9 , f 10 , f 11 and f 12 ), the proposed IH-PSO surpasses the other four methods on three benchmark functions (f 10 , f 11 and f 12 ). While for function f 8 and f 9 , the KH algorithm and the MFO algorithm have slightly better performances in terms of the standard deviation and best value. In summary, it can be concluded that the proposed IH-PSO is a promising tool for solving the numerical optimization task.
Figs. 4 -10 illustrate the convergence curves of the five SI algorithms for the unimodal functions. As shown in Figs. 4-6, 8 and 10 , with a strong ability to escape from local optimum, the proposed IH-PSO achieves obvious advantages in optimization accuracy for functions (f 1 , f 2 , f 3 , f 5 and f 7 ). As shown in Fig. 7 , MFO is the worst-performing algorithm for function f 4 and PSO and BBO has very similar optimization results for this function. In addition, KH algorithm has the fastest convergence speed among all 5 SI algorithms but its accuracy is not as good as that of the proposed IH-PSO. From Fig. 9 , it can be seen that all 5 SI algorithms have very close optimization accuracy but the IH-PSO achieves a faster initial convergence speed.
For the multimodal functions (f 8 , f 9 , f 10 , f 11 and f 12 ), the optimization results are shown in Figs. 11 to 15 , from which we can see that the superiority of IH-PSO on the multimodal functions is more obvious than its performance on the unimodal functions. As shown in Figs. 12, 13 and 15 , the other four SI algorithms have similar performances. All of them trap into local optimums, which indicates that it is difficult to escape from the local optimums for functions f 9 , f 10 and f 12 . However, the proposed IH-PSO shows a strong ability to escape from local optimums, and exceed the other four SI algorithms in the initial iterations. From Fig. 11 , it can be seen that KH and IH-PSO are similar in search accuracy, but IH-PSO can find the global minimum in less time. Fig. 14 shows that compared with the other three SI algorithms (BBO, MFO and KH) PSO has a stronger global search capability for the function f 11 . In addition, the performance of the proposed IH-PSO is enhanced compared with PSO and it achieves a more accurate result for the function f 11 .
B. ANALOG CIRCUIT FAULT DIAGNOSIS EXPERIMENTS
In this section, using the feature extraction method and the fault diagnosis algorithm proposed in section IV and section III respectively, we carry out two groups of analog circuits fault diagnosis experiments to further illustrate the effectiveness of the proposed method. The Multisim14 software is employed to model and simulate the Sallen-Key band-pass filter circuit and the Chebyshev filter circuit. We set the soft faults with 40% and 50% deviation of the components respectively, and the Monte Carlo analysis is conducted on the circuits with different running states. In addition, only one component fault exists at a time in the experiment, which means that the remaining components' parameters fluctuate within the tolerance range. Numerous comparative experimental results show that the proposed IH-PSO has better ability in optimizing the parameters of SVM compared with the traditional PSO algorithm, which leads to a higher fault diagnosis accuracy. 
1) SALLEN-KEY BAND-PASS FILTER CIRCUIT
Sallen-key band-pass filter circuit, which contains a low pass filter followed by a high pass filter, is widely applied in many electronic devices. As shown in Fig. 16 , sallen-key second order topology is applied which requires one op-amp (U 1 ) and four passive components (C 1 , C 2 , R 2 and R 3 ) to attain tuning. The nominal values of the components are exhibited in Fig. 16 and Table 4 . The resistance tolerance in the circuit is set to 5%, and the capacitance tolerance is valued at 10%. A sinusoidal excitation signal with a valid value of 5 V and a period of 10 kHz is applied to the circuit. Moreover, the voltage signals of the output node during the 0µs-150µs period are collected. A 40% deviation of the nominal value is considered as a fault condition. A total of 9 fault classes, including the normal state of circuit, are simulated and the corresponding components' parameters at different running states are listed in Table 4 (↑ represents higher than the assigned value and ↓ refers to lower than the nominal value).
Monte Carlo analyses are performed 80 times under each operation state, and the output voltage signals are illustrated in Fig. 17 . Half of them are selected randomly as the training set and the other half as the testing set.
2) CHEBYSHEV FILTER CIRCUIT
The second circuit, a Chebyshev filter is shown in Fig. 18 . The nominal values of the components, the parameters of the excitation signal, the fault types and the tolerance range of components are presented in Fig. 18 and Table 5 . In this test the key components, namely C 1 , C 3 and R 1 are selected as fault components with a 50% deviation of the nominal value. Monte Carlo simulations are carried out 80 times under each running state and the output voltage signals are illustrated in Fig. 19 .
3) COMPARISON OF EXPERIMENTAL RESULTS
After data acquisition, feature extraction is a very important issue for all classification problems. In this paper, a threelayer wavelet packet decomposition is performed to obtain the energy spectrum of fault features at each frequency band. As shown in Figs. 20 and 21, the features extracted by the wavelet packet decomposition are different for different fault categories, which indicates that the wavelet decomposition is a powerful tool for feature extraction. However, a strong classifier is needed to get good fault diagnosis results, because the fault features of some fault categories are very similar. Support vector machine is especially suitable for small sample learning, which is frequently used in fault diagnosis of analog circuits. However, the classification accuracy of SVM is considerably influenced by the parameters. Therefore, it is of vital importance to tune the parameters of SVM. To verify the superiority of the proposed method, PSO and IH-PSO are utilized to tune the parameters of SVM. Parameters for two groups of experiments are initialized as the same: the swarm population size is 20, the maximum iteration number is 100, the penalty factor C ∈ [0.1, 100], and the kernel parameter g ∈ [0.1, 1000]. Fault diagnosis experiments for two kinds of analog circuits (Sallen-Key and Chebyshev filter circuit) are carried out for 20 times to eliminate some uncertain and Table 6 . It can be seen from Table 6 , for the Sallen-Key bandpass filter circuit, the average fault diagnosis accuracy of SVM optimized by IH-PSO is 2.96% higher than that of SVM optimized by PSO, the best diagnosis value increases by 0.28%, and the worst value goes up by 9.72%. Moreover, the diagnosis accuracy variance of the IH-PSO scheme is considerably smaller than that of PSO scheme, which indicates the stability of the fault diagnosis accuracy is considerably enhanced. The diagnosis results for the Chebyshev filter circuit are also demonstrated in Table 6 , from which we can see that although the optimal values of two algorithms are the same, the average diagnosis accuracy and the worst diagnosis accuracy of the proposed method rise by 6.05% and 8.57% respectively. The diagnosis accuracies of all 20 independent experiments are more than 90% by using the proposed method, while there are only 5 experiments with an accuracy of 90% or more by using the SVM optimized by PSO. Additionally, the variance of the proposed method is only 0.13% of the variance obtained by the SVM optimized by PSO, which indicates that SVM optimized by the IH-PSO algorithm does better in fault diagnosis. Figs. 23 and 25 show that the optimal accuracy is not improved throughout the whole process because PSO algorithm is prone to trap into local optimums. While Figs. 22 and 24 indicate that the IH-PSO is able to escape from the local optimal solutions, which makes up for the deficiencies of the original PSO algorithm and increases the final diagnosis accuracy.
VI. CONCLUSION
In summary, this paper proposes an IH-PSO algorithm for analog circuit fault diagnosis. In order to balance the global exploration and local exploitation ability, nonlinear timevarying inertia weight, opposition-based learning, and spiral convergence mechanism are introduced to the original PSO algorithm.
Extensive experiments are carried out to verify the effectiveness of the proposed method. In the first group of experiments, the proposed IH-PSO is compared with other four well-known SI algorithms (BBO, MFO, KH and PSO) using 12 benchmark functions which are widely applied for performance evaluation of SI algorithms. The numerical optimization experimental results show that the proposed IH-PSO has higher convergence accuracy and stronger ability to escape local optimums than the other four SI algorithms. In the second group of experiments, the IH-PSO is adopted to tune the parameters of SVM which is applied for fault diagnosis of analog circuits. The Sallen-Key band-pass filter circuit and Chebyshev filter circuit are used to carry out the fault diagnosis experiments. Experimental results indicate that compared with the original PSO optimized SVM the proposed method has a significant improvement in diagnosis accuracy and stability. Therefore, SVM optimized by IH-PSO algorithm is verified to be effective and can be applied to fault diagnosis of analog circuits.
In the future work, the proposed IH-PSO will be applied to solve some other real-word problems, such as robot path planning, and some more powerful tools such as the deep neural network will be adopted to further improve the analog circuits fault diagnosis accuracy. 
