(1) To determine the gravity comparison reference values; (2) To determine the offsets of the absolute gravimeters; and (3) As a pilot study to accumulate experience for the CIPM Key Comparisons.
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Introduction
Since the 1st ICAG [1] and associated RGC [2] held at the BIPM in 1981, repeated comparisons have been undertaken every 4 years [4, 5] . Following ICAG 2001 [6, 7] , the BIPM became the designated pilot laboratory. Table 1 The only way to assess the uncertainty in absolute g-measurements and to determine the offset of an AG with respect to the Comparison Reference Value (CRV) [11, 12] is to compare results obtained from AG instruments of the highest metrological quality, which takes place regularly at the BIPM during ICAG meetings. The CRV are G values obtained in the final data processing of the ICAG gravity measurements taken at designated BIPM stations.
An ICAG may be organized as a CIPM key comparison (KC) or as a pilot study [11] . The purpose of a KC is to establish the equivalence of national measurement standards, while a pilot study is more flexible in that participating bodies may involve other organizations in addition to national metrology institutes or designated laboratories responsible for metrology in gravimetry. These organizations can include geodetic, geophysical and geological institutes or services.
The ICAG 2005 was carried out as a metrological pilot study, following the rules for KCs as defined in the technical protocol (TP) [12] . The TP specified the organization, 1st  1981  7  2nd  1985  6  3rd  1989  9  4th  1994 11  5th  1997 15  6th  2001 17  7th  2005 19 measurement and data processing strategy, calculation of the uncertainties, and presentation of the results and reports. A steering committee (SC) responsible for all technical issues arising in ICAG-RGC 2005 comprised the following members: M Becker (IPGD, Germany), O Francis (University of Luxembourg), A Germak (INRiM, Italy), J Wang (NIM, China), L Vitushkin and Z Jiang (BIPM). The SC also drafted and approved the TP [12] under the guidance of the CIPM KC [11] . Responsibilities of individual members: L Vitushkin, organization; A Germak, Technical Protocol; O Francis, pre-processed raw Absolute Gravimeter data, Z Jiang and M Becker, Relative Gravimeter Comparison and Z Jiang, final data processing.
The number of participating instruments in ICAG-RGC 2005 was 19 Absolute Gravimeters (AGs) [8] and 15 Relative Gravimeters (RGs) [9] brought by 26 institutes from 14 countries (table 2) . Of the 19 AGs, there were seven different models built by different manufacturers or institutions (figure 5). Of the 15 RGs, there were three different models, i.e. 8 Scintrex (models CG-3 and CG-5) and 6 LaCoste & Romberg (models G, D and EG) as well as 1 ZLS (model Burris). The Relative Gravity Campaign (RGC) was held in July to August 2005. Final results and precise levelling measurements from RGC have been published [10] . This paper focuses on ICAG 2005.
The following sections introduce the BIPM micro-gravity network, ICAG 2005 participants, AGs and raw measuring data, the data processing strategy, main results of the measurand and analyses. Finally, some open points are discussed and the conclusions presented.
ICAG 2005 organization and gravity network stations at the BIPM
The different gravity sites at the BIPM headquarters provide a unique network. Some of the stations are indoors with small gravity differences. Outdoor stations present large gravity differences and are well suited for the calibration of relative gravimeters. Here, we present a complete description of the BIPM gravity network and list all organizations and AG instruments participating in ICAG 2005.
The BIPM micro-gravity network
The BIPM gravity network was designed to achieve the best accuracy in the determinations of g, δg, δg/δH and O AG under laboratory conditions. Figures 1, 2, 3 and 4 clearly identify the ties, sites, stations and points located in the BIPM local gravity network. The network is composed of 6 outdoor relative ties (dotted lines) between 4 sites (A, B, C1 and C2) and indoor ties between the 12 stations. At each station, 3 points are defined; these correspond to 3 different levels above the ground benchmark at 0.30 m, 0.90 m and 1.30 m, respectively. The heights of the points were chosen to be close to the reference heights of AGs, cf table 3. C1 and C2 have only 2 points at 0.90 m and 1.30 m. In total there are 34 points, named by station plus height, e.g. A.030, B.090 and C1.130, etc. Site L, stations L1, L2, L3 and L4 used in earlier ICAGs, was located in the basement of the former laser building. The nonlinearity of δg/δH is pronounced in site L. Moreover, the stations were unstable so were not selected for occupation during ICAG 2005. The station A0 between A and A1 was dropped also to make more room for the AG measurements.
Participants and AGs
In total 19 AGs comprising seven different instrument types participated in the comparison (table 2). Figure 5 shows the instruments FG5 (12), JILAg (2), IMGC (1), A10 (1), FGC (1), GABL (1) and TBG (1) . Since the 4th ICAG in 1994, the FG5 succeeded the JILAg to become the AG instrument of choice. At ICAG 1994 there was one IMGC, one JAEGER, four JILAg and five FG5 absolute gravimeters. Special attention was paid to avoid potential bias in the CRV due to a dominant model (see discussion in section 3.3).
Raw AG measurements
The raw AG measurements (measurands) are represented by absolute gravity accelerations of particular AGs at corresponding reference heights. Geophysical corrections are applied to obtain gravity accelerations from measured free-fall accelerations [14, 15] :
• gravimetric Earth tides (zero-tide system) and oceanic attraction and loading effects; • atmospheric effects with respect to the normal atmosphere using the constant admittance of −0.3 µGal hPa −1 and local air pressure measurements;
• polar motion effects estimated from the pole positions as published by the International Earth Rotation and Reference Systems Service (IERS). Table 3 lists all raw AG measurements. By convention, an independent AG result is the one-day mean value of an occupation at a station. To reduce the influence of background noise from human activities, the measurements were taken at night. Table 3 shows 96 totally independent AG determinations taken over the 11 stations of the BIPM network (B4 was not occupied by the AGs). Here, the column numbers stand for the following: 3: Stn-station; 4: Sets#/drop#-number of the total sets and number of the total drops in a set; 5: Scl fringes-scaled fringes, 'start fringe:total fringes' used in the equation of free-fall motion for the (table 8) . Variation in FG5 108 measurement is symmetrical around the CRV +4 µGal, so averaged out during the period of the ICAG meeting. RGC was performed to measure ties (δg) in July 2005, so any variations in the δg during the comparison can be excluded. In conclusion, no gravity field variations higher than the claimed uncertainties of the gravity meters were observed at the BIPM during the study period. Therefore, no additional gravity corrections for geophysical or hydrological effects were deemed necessary.
Data processing and main results
In this section, we present the data processing methods used and the final results obtained. The official CRV is derived from the combined adjustment of AG and RG data (indicated below as AiRi). Most of the numerical analyses and conclusions are based on this solution. 
Data processing methods
For the purposes of the study classic least-squares adjustment was used. The mathematical model is described in detail [3, 7] , and only an overview is given here. Three models were developed to adjust the AG and RG data, i.e. RG-only, AG-only and combined AG + RG. RG-only and AG-only are entirely independent solutions. They can be used to cross-check both solutions and to assess the precision. The AG + RG combined solution takes advantage of both independent solutions, so providing an improvement in the precision, accuracy and robustness of the CRV.
The RG-only solution.
A network adjustment [10] was undertaken. The adjusted unknowns are the linear scale coefficients (or calibration factors) of the RGs and the point g values. The RG-only solution is independent of the AG measurements; therefore it can be used to verify the AG-only solution. The RG-only solution is self-scaled. The starting g value used is the g value at the point B.090, i.e. 0.90 m above the benchmark of station B at site B measured in ICAG 2001. The maximum gravity difference of the BIPM network is 8.8 mGal between C1 and C2 (figure 2). This AG-determined baseline was used to verify the linear scale used with the RGonly solution, as defined by earlier RG calibrations.
Assume the linear scale of an RG q is S q . The zero-drift and the Earth tide free readings at the points i and j are R i and R j , of which the corresponding adjusted gravity values are G i and G j . The measured relative tie is then (R i − R j ) q . The observation equation of a tie measured by the RG q between points i, j is
where V ij is the adjustment residual of the tie (R i -R j ) and w ji is the weight. Because the zero-drift of an RG is independent of both the measured g value and the other RGs or AGs, the best approximation is to model it within a limited operating period with its self-closure measurements. A normal zero-drift model has a maximum life of 2.5 h and contains a minimum of 3 closures and is a second order polynomial determined by a least-squares adjustment. The latter calculation gives the RMSE of the adjusted tie. This calculated RMSE is used to weight the related observation equation. A major source of errors in the Relative Gravity Campaign is the residuals of the zero-drift polynomial fit. The ties are designed to be short, symmetric and closed from a geometrical point of view and are scheduled to minimize the zero-drift effects. The linear scale coefficient S q is defined with respect to instruments Scintrex CG5 S010 and S539. These instruments were selected as the scale-fixed RG-only adjustment because they are best fitted to the absolute baseline C1 and C2 and they perform high quality measurements and full schedule without missing data or outliers, cf [10] for details. The vertical gravity gradients of the stations were determined using adjusted gravity value G between three points (0.30 m, 0.90 m and 1.30 m above ground level) divided by precisely known and fixed distances. One of the three levelling screws of a RG must be fixed to be less than 1 mm to control the height differences between setups. The second order polynomials are fitted to the observations to approximate the gravity variation along the vertical distance (H ) above the ground benchmark:
As mentioned above, at each station, 3 points were measured at heights of 0.30 m, 0.90 m and 1.30 m above the benchmark. Hence, the coefficients a, b and c in the above equation can be uniquely determined. Table 5 lists the coefficients of the second order polynomials. It is then easy to calculate the gradient at height H o using the equation:
In practice, the vertical gravity gradient correction from H 1 to H 2 , e.g. from the FG5 reference height ∼1.30 m to the ICAG reference height of 0.90 m, is often used with the equation:
The AG-only solution.
The AG-only observation equation for an AG k over point i is
with the condition
Here g ki is the measured g value of an AG k over point i, w k,i is the weight of the g ki , G i is the adjusted g value at the point i, V i is the adjustment residual of g ki , δ k is the systematic error or bias of the AG k which was assumed to be constant The RMSE of the RG-only tie (δg) is approximately 1 µGal which is no worse than the δg measured by the best performing AGs. Figure 5 shows the 7 types of AGs; many have a measurement scatter larger than 2 µGal (cf table 8 ). The combined solution AG + RG is a priori scientifically the most precise and accurate solution.
The three basic models are mentioned above. By varying hypotheses of the uncertainty estimates and to gain experience for the CIPM KCs, of which the first one has been successfully performed in 2009, numerous different solutions were computed and analysed using the automatic processing procedure supported by the BIPM software package Gsoft (GraviSoft). In the following section we discuss and define six solutions. The AG suppliers have worked with the pilot laboratory at the BIPM (Task Group on Technical Protocol and Budget of Uncertainties of the CCM WGG and the IAG SGCAG 2.1.1) to reach agreement over potential distortions and it was decided that for ICAG 2005 the conventional assignment of the instrument u depending on the type of AGs would be used [8] . The expanded uncertainty U of an AG was then evaluated in principle, according to the International Standardization Organization (ISO) Guide [13] . Table 4 lists the conventional instrument u and the other sub-uncertainties and expanded uncertainties for each type of AG.
Uncertainties of
The evaluation of instrument and site-dependent u was based on current knowledge of the variability of input quantities, the results of verification of laser and Rb-clock frequencies, theoretical models of the geophysical effects (tides, ocean loading) and the manufacturer's specifications. The expanded U was then used to determine weightings of the AG measurements in the CRV calculations. Based on conventional uncertainties and methods of adjustment used, we tested numerous methods. Six typical solutions are presented here:
(1) A8: AG-only adjustment of equal weights of all AGs (nominal expanded U was 4.5 µGal for all) (2) Ax: AG-only weighted adjustment with AG ownersupplied instrument u (see table 3 column 14) (3) Ai: AG-only weighted adjustment with conventional u (see tables 3 columns 8 to 13 and 4) (4) Ri: RG-only weighted adjustment with g fixed at ICAG
2001 result g(B.090) = 28018.8 µGal [7, 10] (5) AxRi: Ax + RG combined unequal weight adjustment using the data sets of Ax and Ri (6) AiRi: Ai+RG combined unequal weight adjustment using the data sets of Ai and Ri.
The solutions described above use the same naming convention as used in the ICAG electronic documentation held at the BIPM for data processing. The final and official solution of the ICAG 2005 is AiRi. As explained above, the steering committee approved the use of the sub-uncertainty budget as listed in table 4 and the preferred AG + RG combination method. The complete results, based on this AiRi, are presented in the following sections. 
Main results of ICAG 2005
The main results determined are the following adjusted gravity values G and the derived results, comparison reference values CRV, the gradients δg/δH , the gravity differences δG and offsets O AG .
CRV and other derivative results of the AiRi method.
The main results of the AiRi method calculated using equation (3.1.3-1) are shown in tables 5, 6 and 7. AiRi is derived using the combination of the data set Ai (all AG measurements weighted with the conventional u, as detailed in table 4), and the RG data set of Ri [10] . Table 5 (left side) gives the adjusted G values at 31 points for different H, i.e. at 0.30 m, 0.90 m and 1.30 m. The G values at height 0.90 m on sites A and B were used as the reference CRV. Based on these data, the offsets O AG were computed. The RMSE of the adjusted G values is listed and varies between 0.7 µGal and 0.8 µGal on sites A and B, which were scheduled to have high density AG and RG occupations. The RMSE of C1 and C2 are 1.1 µGal and 1.3 µGal respectively. The RMSE of C1 and C2 are 1.1 µGal and 1.3 µGal, respectively. Table 5 (middle section) lists the polynomial coefficients a, b and c, which were computed using equation (3.1.1-2). Table 5 (right side) shows the averaged gradient values between two segments at 0.30 m to 0.90 m and 0.90 m to 1.30 m. Table 6 lists the gravity differences δG at height 0.90 m for the 12 BIPM network stations. The maximum δG observed was 8756.8 µGal between stations C1 and C2. This maximum serves as the calibration baseline for the RGs. As illustrated in table 3 or 8, the stations C1 and C2 were occupied by the AG FG5 108 and A10-08. The RMSE of the δG is about √ 2 on sites A and B. The above discussion is also valid for outputs from other tested methods, cf sections 3.1.4 and 3.2.2.
An offset of an AG is defined as the average of the differences of CRV − g. Table 7 lists the offsets of the 19 AGs and the Std. Note that the Std here is not the total uncertainty of the offset but rather its deviation versus the CRV. As discussed above, the RMSE of the CRV is approximately 1 µGal. The uncertainties of the offset cannot be better than this limit, according to the error propagation law. Table 8 N in the table denotes the number of total occupations of an AG. The N of FG5 108 is 29, which was the largest determined. Six AGs had an O AG within ±1.5 µGal and nine AGs had an O AG within ±2.5 µGal, seven AGs had absolute O AG , i.e. between 2.5 µGal and 5 µGal, and three AGs recorded an O AG higher than 5 µGal. Concerning the Std: six AGs had an Std lower than 1 µGal, of these five AGs were FG5 instruments and the sixth was an IMGC; for eight AGs (FG5 and JILA) the Std was between 1 µGal and 2 µGal. The IMGC instrument was the only AG based on a symmetrical free-fall principle; its 2 occupations and differences versus CRV were −1.2 µGal and 0.6 µGal, recording an average of -0.3 µGal. This discrepancy, when compared with the FG5 dominated CRV, suggests that the CRV is not biased by FG5. Table 8 shows two sub-plots (left) and (right) each based on the same data set. The left sub-plot is arranged in order of AG and measurement schedule while the right is ordered by point. Column 2 of each plot demonstrates the raw g value of the AGs vertically transferred to the ICAG reference height of 0.90 m, using the polynomial vertical gravity gradient coefficients given in 
Adjusted gravity G and offset O AG values by other methods.
In addition to the AiRi that defines the CRV, using a series of different data sets and different weightings, we computed the data by five other methods indicated in section 3.1.4. Without detailed discussions, we list here only the main results. Table 9 shows the adjusted G values. Table 10 highlights the differences between the AiRi (CRV) and other methods. Table 11 lists the offsets and their RMSE obtained by the six adjustment methods: O AG ± RMSE. Table 12 gives their differences versus the AiRi.
Discussion
The total number of AG occupations is 96. The occupations were not homogeneous in terms of AG and the stations. This behaviour is to be avoided in the CIPM KCs. It is useful to look at the influence of this non-homogeneity in data processing for ICAG 2005. This was one of the questions raised by colleagues and AG owners.
The simplest way to explain non-homogeneity is to remove all redundant observations and to keep only one occupation per station, with a maximum of three occupancies per AG. Using this method the number of occupations was reduced to 57. Ultimately, we decided to compute the CRV using all 96 occupations from all AGs for the following reasons:
• Equation (3.1.2-1b) limits the contribution of the bias of a particular AG regardless of the number of occupations.
• No significant difference was observed in tests using 57 or 96 occupations.
• Considering the completely independent solution Ri, there was no evidence that overoccupancy biased the Ai and AiRi solutions.
• Historically, ICAGs used all data obtained from AG and RG instruments. Only the statistical outliers were rejected.
Of the 96 AG occupations observed ( Table 9 . Adjusted gravity values and RMSE of the 6 methods (G ± RMS/µGal). occupations, or completely remove it from the adjustments, no significant differences were found. Table 11 lists the results' RG-only solution (Ri) versus all others. Note that the RG-only Ri is totally independent of the AG-only solutions: A8, Ai and Ax. The differences with them are 0.4 ± 0.2, 0.5 ± 0.1 and 0.3 ± 0.1. Of the total 19 AG, an overoccupying AG may bias the CRV, but this distortion would be very limited. In contrast from table 2 and figure 5, it can be seen that there are 12 FG5 instruments from a total of 19 AGs. The CRV is defined as the mean of all participating AGs in an ICAG; therefore, a dominant and biased model could bias the CRV positively or negatively. There is no reason to limit the participation of FG5s in the ICAGs. Manufacturers should be encouraged to reduce instrument uncertainty, operators to document the site-dependent factors, and as many types of AGs as possible be encouraged to participate in ICAGs. In this way, it will be possible to average out any particular bias. Averaging out any bias in the AGs is the challenge for the CIPM KC.
A8
Five stations were measured twice, once in ICAG 2001 and also in ICAG 2005. Table 13 lists the G values and the differences obtained during these measurements. The biggest difference was observed at station B1, −1.6 µGal. The mean value was −0.12 µGal, the standard deviation of the difference of ±0.86 µGal is covered by the uncertainties in the CRV and possible gravity variation occurring over the previous 4 years. This indicated the stability of the local gravity field at the BIPM and also guaranteed the quality of the CRV evaluations.
A major challenge for accurate absolute gravity determination is the biases due to various causes. The technical protocol [12] of the ICAG 2005 fully considered these biases. Table 4 presents the conventional uncertainty based on thestate-of-the-art estimation in 2005. However, a latest study shows that the AG apparatus self-attraction-effect (SAE) as a bias is about an order bigger than what we believed it to be. Reference [16] estimated the SAE for different types of AG and their influence on the CRVs and offsets. The SAE at the effective position of the free-fall [17] is as follows: 1.6 µGal for the old type of FG5 (with bulk interferometer), 1.2 µGal for the new type of FG5 (with optical fibre interferometer), 0.5 µgal for A-10, 0.9 µGal for JILAg and −1.9 µGal for FGC-1. Above the uncertainty of the SAE evaluation is about 0.3 µGal for JILLAg and 0.1 µGal for other types. However, the conventional instrumental uncertainties given in table 4 are 2.3 µGal for FG5, 1.6 µGal to 2.6 µGal for JILAg and 2.3 µGal for FGC-1. The SAE is not included. Furthermore, the signs of the SAE are not '±' but either '+' or '−', basically biases. Unfortunately the SAE report [16] came too late to be taken into account in the ICAG 2005 data processing. We can, however, compute their influences on the ICAG 2005. Because in the adjustment, the FG5 takes about 90% of the total weight, it therefore dominates the determinations of the CRVs and the offsets. Their SAE has a strong influence of up to −1.5 µGal on the CRV and less on the offsets, about 0.2 µGal for FG5 and 0.5 µGal for the other models. Considering the major result of the ICAG is the offset, the influence of the SAE on the offsets is limited. However, the CRV given in table 5 is biased and the related uncertainties should be enlarged respectively.
Conclusions
The proposals for the CIPM KC involved ICAG 2005 being carried out as a BIPM pilot study. A steering committee was set up to oversee the project. This committee designed and approved the Technical Protocol describing the organization, Almost all O AG values with respect to the CRV are within the expanded uncertainty. The rise-and-fall AG and the freefall AG are in good agreement. The independent RG-only solution, Ri, proved its importance for ICAG by providing the vertical gravity gradients, the independent verification of AG-only solutions, and, in particular, contributing to the CRV through the combined adjustment (AiRi).
The results of individual AGs in table 8 show that the systematic offsets, i.e. O AG , are the major error sources in most of the absolute gravity measurements. This result clearly shows the importance of ICAG for AG users.
The CRV of ICAG 2005 is in good agreement with that of ICAG 2001.
Open points which remain to be investigated are the following: why some AGs have an O AG bigger than the extended U ; and if the conventional u for a type of AG is the best choice for a CIPM KC. Uncertainty is a key issue for the planned KC, and must be agreed before the ICAG is performed. The delay in producing this final report was partly due to time spent unifying the different estimates of uncertainty and then the time taken to submit them to the BIPM pilot laboratory for final data processing.
Disclaimer. Any mention of a particular model of gravimeter does not imply any preference on the part of the authors for any one absolute or relative gravimeter instrument.
