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Abstract
In this article, we consider the stochastic wave equation on R+ × R, driven by a
linear multiplicative space-time homogeneous Gaussian noise whose temporal and
spatial covariance structures are given by locally integrable functions γ (in time)
and f (in space), which are the Fourier transforms of tempered measures ν on R,
respectively µ on R. Our main result shows that the law of the solution u(t, x) of
this equation is absolutely continuous with respect to the Lebesgue measure.
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1 Introduction
In this article, we study the absolute continuity of the law of the solution to the stochastic
wave equation with linear multiplicative noise, in spatial dimension d = 1:
∂2u
∂t2
(t, x) =
∂2u
∂x2
(t, x) + u(t, x)W˙ (t, x), t > 0, x ∈ R,
u(0, x) = 1, x ∈ R,
∂u
∂t
(0, x) = 0, x ∈ R.
(1)
where W is the spatially-homogeneous Gaussian noise considered in [3, 2], whose precise
definition is given in Section 2 below.
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The goal of this article is to show that the law of the solution to equation (1) has a
density with respect to the Lebesgue measure. This problem has a long history which we
outline below. Before this, we recall from [3] the definition of the solution, referring to
Section 3 below for the precise definition of the Skorohod integral. We denote by G the
fundamental solution of the wave equation on R+ × R:
G(t, x) =
1
2
1{|x|<t}.
Definition 1.1. We say that a process u = {u(t, x); t ≥ 0, x ∈ R} with u(0, x) = 1 for all
x ∈ R is a (mild Skorohod) solution of equation (1) if u has a measurable modification
(denoted also by u) such that sup(t,x)∈[0,T ]×R E|u(t, x)|
2 < ∞ for all T > 0, and for any
t > 0 and x ∈ R, the following equality holds in L2(Ω):
u(t, x) = 1 +
∫ t
0
∫
R
G(t− s, x− y)u(s, y)W (δs, δy), (2)
where the stochastic integral is understood in the Skorohod sense, and the process v(t,x) =
{v(t,x)(s, y) = 1[0,t](s)G(t− s, x− y)u(s, y); s ≥ 0, y ∈ R} is Skorohod integrable.
The existence of the solution to the wave equation with general initial condition and
space-time homogeneous Gaussian noise has not been studied in the literature so far.
Article [2] examined the heat equation with initial condition given by a measure, and the
same noise W as in the present paper.
In the case of constant initial condition, it was proved in [3] that the wave equation has
a unique solution in any spatial dimension d, provided that the spatial spectral measure
µ of the noise satisfies Dalang’s condition:∫
Rd
1
1 + |ξ|2
µ(dξ) <∞. (3)
Condition (3) was introduced simultaneously in articles [9] and [30], and plays a crucial
role in the study of stochastic partial differential equations (SPDEs) with spatially homo-
geneous Gaussian noise (see for instance [9, 29, 27, 17] for a sample of relevant references).
Owing to Remark 10(b) in [9], note that (3) holds automatically if d = 1.
The problem of absolute continuity of the law and smoothness of the density for the
solution of an SPDE goes back to article [7], in which the authors studied the equation:
Lu(t, x) = σ(u(t, x))W˙ (t, x) + b(u(t, x)) (4)
with space-time white noise W , smooth functions σ and b, and L the wave operator on
R+ × I, for an interval I ⊂ R which could be bounded, semi-bounded, or even R, with
Dirichlet boundary conditions when I has a finite endpoint. These authors showed that
the mild solution (defined similarly to (2) using the Green function of the wave operator)
coincides with the weak solution (defined using integration against test functions) and
proved that this solution has a smooth density. In [28], [5] and [24], it was shown that
the same property holds for equation (4) in which L is replaced by the heat operator on
2
R+× [0, 1], with Dirichlet (respectively Neumann) boundary conditions. (In this case, the
fact that the mild and weak solutions coincide was known from Walsh’ lecture notes [36].)
In the recent years, several authors revisited the problem of existence and smoothness
of density for the mild solution of an SPDE of form (4) on the entire space Rd, with
Lipschitz functions σ and b, driven by the more general Gaussian noise introduced in
[10, 9]. This noise is spatially homogeneous (with spatial spectral measure µ as above),
but white in time, i.e. has temporal covariance structure given formally by the Dirac
distribution at 0. The function σ is assumed to satisfy the condition:
|σ(x)| ≥ c > 0 for all x ∈ R. (5)
This non-degeneracy condition guarantees the genuine stochastic nature of the solution
u, since the noise term will never vanish, and turns out to be crucial in order to prove
conditions (7) and (8) below. Nevertheless, in the case of the stochastic heat equation,
condition (5) can be substantially weaken (see [24, 28]).
We refer the reader to [23] for the wave equation in spatial dimension d = 2, [27] for
the heat equation in any dimension d and the wave equation in dimension d = 1, 2, 3 (see
also [22, 32, 33]), and [34, 35] for the wave equation in dimension d ≥ 4.
In the case of the space-time Gaussian noise which is colored in time (i.e. has tempo-
ral covariance structure given by a non-negative-definite locally integrable function), all
references related to the problem of existence and smoothness of the density of the law
of the solution focus on the stochastic heat equation with linear multiplicative noise (i.e.
σ(x) = x and b = 0):
∂u
∂t
(t, x) =
1
2
∆u(t, x) + u(t, x)W˙ (t, x), t > 0, x ∈ Rd, (6)
with initial condition u(0, x) = u0(x), where u0 is a continuous bounded function. In this
case, the noise is not a martingale in time, and the techniques of Itoˆ stochastic integration
cannot be used. This leads to several types of solution: the mild Skorohod solution defined
similarly to (2) using the Skorohod integral involving the Green function Gh of the heat
operator, the mild Stratonovich solution defined using a Stratonovich-type integral of
the same term as in (2) involving Gh, and the weak solution defined using Stratonovich
integration against test functions. According to some well-known criteria from Malliavin
calculus, to show that u(t, x) has a density it is enough to prove that
‖Du(t, x)‖H > 0 a.s. (7)
and this density is smooth if u(t, x) is infinitely differentiable in the Malliavin sense and
E‖Du(t, x)‖−2pH <∞ for all p > 0. (8)
The notation H stands for the Hilbert space associated to the space-time correlation of
the noise (see Section 2 for the precise definition).
In [16], it was proved that relation (8) holds for the weak solution of (6), if the
covariance functions of the noise are given by γ(t) = ρH(t) := H(2H − 1)|t|
2H−2 and
f(x) =
∏d
i=1 ρHi(xi) with parameters H,H1, . . . , Hd ∈ (1/2, 1). This result was obtained
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using the Feynman-Kac (FK) representation of the weak solution, which holds only when
the parameters of the noise satisfy the condition 2H +
∑d
i=1Hi > d+ 1. Under the same
condition, it might be possible to prove that the mild Skorohod solution of equation (6)
satisfies (8), using the FK formula of this solution given in [16]. In the case of general
covariance functions γ and f , the authors of [14] established the FK formula for the mild
Stratonivich solution to equation (6), assuming that 0 ≤ γ(t) ≤ Cβ|t|
−(1−β) and∫
Rd
(
1
1 + |ξ|2
)β
µ(dξ) <∞, (9)
for some β ∈ (0, 1) and Cβ > 0. Under this assumption, it may be possible to show that
the mild Stratonovich solution satisfies relation (8). In the recent preprint [15], it was
proved that the mild Skorohod solution u(t, x) to equation (6) satisfies (8) by deriving
estimates for the small ball probability P(‖Du(t, x)‖H ≤ a) as a→ 0+. This was proved
using an FK formula for the regularization of the solution, and assuming that the noise
is white in either space or time, or c1t
α0 ≤ γ(t) ≤ c2t
−α0 for all t ∈ R, for some c1, c2 > 0
and α0 ∈ [0, 1), and f satisfies the scaling property f(cx) ≤ c
−αf(x) for all c > 0 and
x ∈ Rd, for some α ∈ (0, 2). In addition, these authors assume that γ = γ0 ∗ γ0 and
f = f0 ∗ f0 for some functions γ0 and f0.
In the present article, we will prove the absolute continuity of the law of the solution
to the wave equation (1) with space-time homogeneous Gaussian noise, under Assumption
A given below. For the wave equation, it is not known if there is a FK formula for the
solution. Our method for proving (7) is similar to the one used in [27] for the white noise
in time. Since σ(x) = x fails to satisfy condition (5), we will prove (7) by localizing on
the event Ωm = {|u(t, x)| > m
−1} and let m → ∞. Note that, compared to parabolic
type equations, the solution of the stochastic wave equation does not verify a comparison
principle and therefore can hit zero with positive probability.
A closer look at the inner product in H reveals that it is enough to prove that (see
Corollary 2.4 below): ∫ t
0
∫
R
|Dr,zu(t, x)|
2dzdr > 0 a.s. on Ωm. (10)
For this, we will show that the process {Dr,zu(t, x); r ∈ [0, t], z ∈ R} has a jointly mea-
surable modification and satisfies a certain integral equation involving a Hilbert-space
valued Skorohod integral. As shown in Sections 3, 4 and 5 below, the proofs of these facts
contain some of the main technical difficulties encountered throughout the article, which
are mainly due to the time-space correlation of the underlying noise.
The recent preprints [18, 12] contain some estimates which are related to the present
article. More precisely, Lemma 5.1 of [18] shows that if u is the solution of the stochastic
heat equation with space-time white noise, then for any T > 0 and (t, x) ∈ [0, T ]× R,
E|Dr,zu(t, x)|
2 ≤ CTG
2(t− r, x− z), for all (r, z) ∈ [0, t]× R, (11)
where G(t, x) = (2pit)−1/2 exp(−x2/(2t)) is the heat kernel and CT > 0 is a constant
depending on T . In the case of the wave equation in dimension d = 1 with Gaussian noise
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which is white in time and fractional in space (with Hurst index H ≥ 1/2), Lemma 2.2 in
[12] gives an estimate similar to (11), except that it holds for almost all (r, z) ∈ [0, t]×R.
In the present article, we could not obtain such a nice estimate for the solution of the wave
equation in dimension d = 1, with general space-time homogeneous Gaussian noise. But
we prove that E‖Dr,·u(t, x)‖
2
L2(R) is uniformly bounded in r ∈ [0, t] and (t, x) ∈ [0, T ]×R,
which implies that Dr,·u(t, x) belongs to L
2(R) a.s. (see Theorem 3.11 below).
We suppose that the following assumption holds, which is important for describing
the space H and its inner product, as shown by Theorem 2.3 below.
Assumption A. µ(dξ) = (2pi)−dg(ξ)dξ, ν(dτ) = (2pi)−1h(τ)dτ and 1/(hg)1{hg>0} is a
slow growth (or tempered) function, i.e. there exists an integer k ≥ 1 such that∫
{hg>0}
(
1
1 + τ 2 + |ξ|2
)k
1
h(τ)g(ξ)
dτdξ <∞.
Our basic example is γ(t) = H(2H − 1)|t|2H−2 with 1/2 < H < 1 and f is the Riesz
kernel of order α, i.e. f(x) = |x|−1+α with 0 < α < 1 . In this case, h(τ) = |τ |2H−1 and
g(ξ) = cα|ξ|
−α for some constant cα > 0 depending on α. Assumption A is satisfied for
this example.
The following theorem is the main result of the present article.
Theorem 1.2. Let u be the solution of equation (1). If Assumption A holds, then the
restriction of the law of the random variable u(t, x)1{u(t,x)6=0} to the set R\{0} is absolutely
continuous with respect to the Lebesgue measure on R\{0}.
This article is organized as follows. In Section 2, we describe our space-time homoge-
neous Gaussian noise and we characterize the space H and its inner product. In Section 3,
we review some basic elements of Malliavin calculus, we prove that the solution to equa-
tion (1) is infinitely differentiable in the Malliavin sense, and examine some properties of
its Malliavin derivative. In Section 4 we examine the second order Malliavin derivative
of the solution. In Section 5, we prove that the Malliavin derivative satisfies a certain
integral equation. In Section 6, we give the proof of Theorem 1.2. In Appendix A, we
discuss a Parseval-type identity, while in Appendix B we give a criterion for the existence
of a measurable modification of a random field. Both these results are used in the present
article.
2 Characterization of the space H
In this section, we define the space-time homogeneous Gaussian noise W , we provide an
alternative definition of the inner product in H in terms of the Fourier transform in the
space and time variables, and we give a characterization of the space H (which is due
essentially to [6]). This characterization plays an important role in the present article,
because it allows us to focus on (10), instead of (7). The results in the present section
are valid for any space dimension d ≥ 1.
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The noise W is given by a zero-mean Gaussian process {W (ϕ);ϕ ∈ D(Rd+1)} defined
on a complete probability space (Ω,F ,P), with covariance
E[W (ϕ1)W (ϕ2)] =
∫
R2×R2d
γ(t− s)f(x− y)ϕ1(t, x)ϕ2(s, y)dxdydtds =: J(ϕ1, ϕ2),
where γ : R → [0,∞] and f : Rd → [0,∞] are continuous, symmetric, locally integrable
functions, such that
γ(t) <∞ if and only if t 6= 0;
f(x) <∞ if and only if x 6= 0.
Here D(Rd+1) is the space of C∞-functions on Rd+1 with compact support. We denote by
H the completion of D(Rd+1) with respect to 〈·, ·〉H defined by 〈ϕ1, ϕ2〉H = J(ϕ1, ϕ2).
We assume that f is non-negative-definite (in the sense of distributions), i.e.∫
Rd
(ϕ ∗ ϕ˜)(x)f(x)dx ≥ 0, for all ϕ ∈ S(Rd),
where ϕ˜(x) = ϕ(−x) and S(Rd) is the space of rapidly decreasing C∞-functions on
Rd. By the Bochner-Schwartz theorem, there exists a tempered measure µ on Rd such
that f = Fµ, where Fµ denotes the Fourier transform of µ in the space S ′
C
(Rd) of
C-valued tempered distributions on Rd. We emphasize that this does not mean that
f(x) =
∫
Rd
e−iξ·xµ(dξ) for all x ∈ Rd, since µ may be an infinite measure. It means that∫
Rd
f(x)ϕ(x)dx =
∫
R
Fϕ(ξ)µ(dξ) for all ϕ ∈ SC(R
d),
where SC(R
d) is the space of C-valued rapidly decreasing C∞-functions on Rd, and
Fϕ(x) =
∫
Rd
e−iξ·xϕ(x)dx is the Fourier transform of ϕ. Here ξ · x denotes the scalar
product in Rd. Similarly, we assume that γ is non-negative-definite (in the sense of dis-
tributions), and so there exists a tempered measure ν on Rd such that γ = Fν in S ′
C
(Rd).
Note that, by the definition of the measure µ, for any ϕ1, ϕ2 ∈ SC(R
d)∫
Rd
∫
Rd
f(x− y)ϕ1(x)ϕ2(y)dxdy =
∫
Rd
Fϕ1(ξ)Fϕ2(ξ)µ(dξ). (12)
Similarly, for any φ1, φ2 ∈ SC(R
d)∫
R
∫
R
γ(t− s)φ1(t)φ2(s)dtds =
∫
R
Fφ1(τ)Fφ2(τ)ν(dτ). (13)
Building upon a remarkable result borrowed from [21], in Appendix A, we show that
relation (12) holds for any functions ϕ1, ϕ2 ∈ L
1
C
(Rd) whose absolute values have “finite
energy” with respect to the kernel f . This fact is used in the proof of Lemma 3.1 below.
By Lemma 2.1 of [3], for any ϕ1, ϕ2 ∈ D(R
d+1),
〈ϕ1, ϕ2〉H =
∫
Rd+1
Fϕ1(τ, ξ)Fϕ2(τ, ξ)ν(dτ)µ(dξ), (14)
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where F denotes the Fourier transform in both variables t and x.
Similarly to [20, 6], we consider the space:
U = {S ∈ S ′(Rd+1);FS is a (measurable) function and
∫
Rd+1
|FS(τ, ξ)|2ν(dτ)µ(dξ) <∞}.
The space U is endowed with the inner product
〈S1, S2〉U :=
∫
Rd+1
FS1(τ, ξ)FS2(τ, ξ)ν(dτ)µ(dξ).
By (14), 〈ϕ1, ϕ2〉H = 〈ϕ1, ϕ2〉U for any ϕ1, ϕ2 ∈ D(R
d+1). We denote ‖S‖2U = 〈S, S〉U .
Note that if S ∈ S ′(Rd+1) is such that FS is a function, then
FS(−τ,−ξ) = FS(τ, ξ) for almost all (τ, ξ) ∈ R× Rd. (15)
The proof of this fact is very similar to that of Lemma 3.1 of [20]. This property and
the symmetry of the measures ν and µ imply that 〈·, ·〉U is a well-defined R-valued inner
product, provided that we identify two elements S1 and S2 such that ‖S1 − S2‖U = 0.
We let L2
C
(ν × µ) be the space of functions v : Rd+1 → C such that∫
Rd+1
|v(τ, ξ)|2ν(dτ)µ(dξ) <∞,
and L˜2
C
(ν×µ) be the subset of L2
C
(ν×µ) consisting of functions v such that v(−τ,−ξ) =
v(τ, ξ) for almost all (τ, ξ) ∈ R× Rd.
The next result generalizes Theorem 3.2 of [20] to higher dimensions. Assumption A
is not needed for this result.
Theorem 2.1. The space D(Rd+1) is dense in U , with respect to 〈·, ·〉U , and hence U is
included in H. Moreover, 〈S1, S2〉U = 〈S1, S2〉H for any S1, S2 ∈ U .
Proof. We only need to prove that D(Rd+1) is dense in U , with respect to 〈·, ·〉U , i.e. for
any S ∈ U , there exists a sequence (ϕn)n≥1 ⊂ D(R
d+1) such that ‖ϕn − S‖U → 0 as
n→∞. For this, it suffices to prove that
F
(
D(Rd+1)
)
is dense in L˜2C(ν × µ), (16)
where F
(
D(Rd+1)
)
is the image of D(Rd+1) under the Fourier transform, and L˜2
C
(ν×µ) is
endowed with the topology of L2
C
(ν×µ). (To see this, let S ∈ U be arbitrary. Since FS ∈
L˜2
C
(ν × µ), there exists a sequence (ϕn)n≥1 ⊂ D(R
d+1) such that ‖Fϕn − FS‖L2
C
(ν×µ) =
‖ϕn − S‖U → 0 as n→∞.)
It remains prove (16). First, we claim that
F
(
DC(R
d+1)
)
is dense in L2C(ν × µ). (17)
Indeed, this is an extension of Theorem 4.1 in [19], which is proved as follows. First,
F
(
DC(R
d+1)
)
is dense in SC(R
d+1), because the Fourier transform defines an homeomor-
phism from SC(R
d+1) onto itself. Secondly, using that ν and µ are tempered measures,
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one obtains that SC(R
d+1) ⊂ L2
C
(ν×µ) and that convergence in SC(R
d+1) implies conver-
gence in L2
C
(ν × µ). These two facts imply the third one, namely F
(
DC(R
d+1)
)
is dense
in SC(R
d+1) with respect to the topology of L2
C
(ν × µ). Finally, the conclusion follows by
observing that SC(R
d+1) is dense in L2
C
(ν × µ), since DC(R
d+1) is so. This proves (17).
We now prove (16). Let v ∈ L˜2
C
(ν × µ) be arbitrary. By (17), there exists a sequence
(ϕn)n≥1 in DC(R
d+1) such that Fϕn → v in L
2
C
(ν × µ). Note that this implies that the
following limits hold in L2(ν × µ):
lim
n→∞
Re(Fϕn) = Re(v) and lim
n→∞
Im(Fϕn) = Im(v).
Let us construct a sequence (ψn)n≥1 in D(R
d+1) such that Fψn → v in L
2
C
(ν×µ). For this,
we will use the following notation. Namely, for any C-valued function κ, e(κ) := 1
2
(κ+ κ˜)
and o(κ) := 1
2
(κ− κ˜) denote the even and odd parts of κ, respectively.
Since v belongs to L˜2
C
(ν×µ), we have that Re(v) is a even function and Im(v) is an odd
function. Here, we say that a function g is even if g(−x) = g(x) for almost all x ∈ Rd+1
and is odd if g(−x) = −g(x) for almost all x ∈ Rd+1. These properties, together with the
symmetry of the measures ν and µ, imply that the following limits hold in L2(ν × µ):
lim
n→∞
e(Re(Fϕn)) = Re(v) and lim
n→∞
o(Im(Fϕn)) = Im(v).
Define ψn := F
−1
(
e(Re(Fϕn)) + io(Im(Fϕn))
)
. Then, ψn is a real function, belongs to
D(Rd+1) and, by construction, Fψn → v in L
2
C
(ν × µ).
The following result not only generalizes Theorem 3.4 of [20] to higher dimensions,
but also specifies the necessary and sufficient condition for the completeness of U . This
result is an immediate consequence of Theorem 3.5.(2) of [6], applied to the space Rd+1
and the measure F = ν × µ.
Theorem 2.2. Assume that µ(ξ) = (2pi)−dg(ξ)dξ and ν(dτ) = (2pi)−1h(τ)dτ . Then U is
complete if and only if for any function ϕ ∈ L2
C
(ν × µ) there exists an integer k ≥ 1 such
that ∫
{h>0,g>0}
(
1
1 + τ 2 + |ξ|2
)k
|ϕ(τ, ξ)| dτdξ <∞.
In particular, U is a complete if 1/(hg)1{hg>0} is a slow growth function.
Combining Theorems 2.1 and 2.2, we obtain the following result, which can be viewed
as a generalization of Theorem 3.5 of [20] to higher dimensions.
Theorem 2.3. If Assumption A holds, then H coincides with the space U . Moreover, for
any S1, S2 ∈ H,
〈S1, S2〉H =
∫
Rd+1
FS1(τ, ξ)FS2(τ, ξ)ν(dτ)µ(dξ).
Corollary 2.4. If Assumption A holds and S is a measurable function on R+ × R such
that S ∈ H and ∫ ∞
0
∫
Rd
|S(t, x)|2dxdt > 0, (18)
then ‖S‖H > 0.
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Proof. Suppose that ‖S‖H = 0. By Theorem 2.3, FS(τ, ξ) = 0 for almost all (τ, ξ) ∈
R× Rd. Hence S(t, x) = 0 for almost all t > 0 and x ∈ Rd, which contradicts (18).
Despite its complicated nature, the space H contains a nice space of functions, called
|H|, which is defined as the set of all measurable functions ϕ : R+ × R
d → R such that
‖ϕ‖2|H| :=
∫
(R+×Rd)2
|ϕ(t, x)||ϕ(s, y)|γ(t− s)f(x− y)dtdxdsdy <∞.
Note that |H| is a Banach space equipped with the norm ‖ · ‖|H|, and ‖ϕ‖H ≤ ‖ϕ‖|H| for
any ϕ ∈ |H|. By Lemma A.1 (Appendix A), for any integrable functions ϕ, ψ ∈ |H|,
〈ϕ, ψ〉H =
∫
(R+×Rd)2
ϕ(t, x)ψ(s, y)γ(t− s)f(x− y)dtdxdsdy.
3 Malliavin derivative of the solution
In this section, we examine some properties of the Malliavin derivative Du(t, x) of the
solution u(t, x) to equation (1).
We recall some basic elements of Malliavin calculus. We refer the reader to [26] for
more details. Any random variable F ∈ L2(Ω) which is measurable with respect to the
σ-field generated by {W (ϕ);ϕ ∈ H} admits the representation F =
∑
n≥0 JnF where JnF
is the projection of F on the n-th Wiener chaos space Hn for n ≥ 1, and J0F = E(F ).
We denote by In the multiple integral of order n with respect to W , which is a linear
continuous operator from H⊗n onto Hn.
Let S be the class of “smooth” random variables, i.e. random variables of the form
F = f(W (ϕ1), . . . ,W (ϕn)), where n ≥ 1, ϕ1, . . . , ϕn ∈ H and f is in the set C
∞
b (R
n) of
bounded infinitely differentiable functions on Rn whose partial derivatives are bounded.
The Malliavin derivative of a random variable F of this form is the H-valued random
variable given by:
DF =
n∑
i=1
∂f
∂xi
(W (ϕ1), . . . ,W (ϕn))ϕi.
We let D1,2 be the completion of S with respect to the norm ‖F‖1,2 =
(
E|F |2+E‖DF‖2H
)1/2
.
Similarly, the iterated derivative DkF can be defined as aH⊗k-valued random variable,
for any natural number k ≥ 1. For any p > 1, let Dk,p be the completion of S with respect
to the norm
‖F‖k,p =
(
E|F |p +
k∑
j=1
E‖DjF‖p
H⊗j
)1/p
.
It can be proved that: (see p. 28 of [26])
F ∈ Dk,2 if and only if
∑
n≥1
nkE|JnF |
2 <∞.
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For p > 1, it can be shown that
F ∈ Dk,p if
∑
n≥1
nk/2(p− 1)n/2(E|JnF |
2)1/2 <∞ (19)
(see p. 28 of [1]).
The divergence operator δ is defined as the adjoint of the operator D. The domain of
δ, denoted by Dom δ, is the set of u ∈ L2(Ω;H) such that
|E〈DF, u〉H| ≤ c(E|F |
2)1/2, ∀F ∈ D1,2, (20)
where c is a constant depending on u. If u ∈ Dom δ, then δ(u) is the element of L2(Ω)
characterized by the following duality relation:
E(Fδ(u)) = E〈DF, u〉H, ∀F ∈ D
1,2. (21)
If u ∈ Dom δ, we will use the notation
δ(u) =
∫ ∞
0
∫
R
u(t, x)W (δt, δx),
even if u is not a function in (t, x), and we say that δ(u) is the Skorohod integral of u
with respect to W .
We return now to the solution u of equation (1). From [3], we know that u(t, x) has
the Wiener chaos expansion
u(t, x) = 1 +
∑
n≥1
In(fn(·, t, x)),
where In is the multiple Wiener integral of order n with respect to W , and
fn(t1, x1, . . . , tn, xn, t, x) = G(t− tn, x− xn) · · ·G(t2 − t1, x2 − x1)1{0<t1<...<tn<t}.
It follows that
E|u(t, x)|2 =
∑
n≥0
1
n!
αn(t),
where αn(t) = (n!)
2‖f˜n(·, t, x)‖
2
H⊗n and f˜n(·, t, x) is the symmetrization of fn(·, t, x).
In Section 6 of [1], it was proved that if f(x) = |x|−α with α ∈ (0, d) and γ(t) =
H(2H − 1)|t|2H−2 with 1/2 < H < 1, then for any integer k ≥ 1 and for any p > 1,
u(t, x) ∈ Dk,p.
We will now extend this result to general functions f and γ (in the case d = 1).
We begin with a maximum principle, which is a refinement of Lemma 4.2 of [3],
specific to the cases d = 1 and d = 2. Its proof is based on a Parseval-type identity given
in Appendix A.
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Lemma 3.1. If G is the fundamental solution of the wave equation in spatial dimension
d = 1 or d = 2, then
sup
η∈Rd
∫
Rd
|FG(t, ·)(ξ + η)|2µ(dξ) =
∫
Rd
|FG(t, ·)(ξ)|2µ(dξ).
Proof. We denote by Ef(ϕ) the energy of ϕ with respect to f given by (84) (Appendix
A). Note that G(t, ·) is a non-negative integrable function with
∫
Rd
G(t, x)dx = t and
Ef(G(t, ·)) =
∫
Rd
(
G(t, ·) ∗G(t, ·)
)
(x)f(x)dx =
∫
Rd
|FG(t, ·)(ξ)|2µ(dξ) <∞.
For any η ∈ Rd, we let Gη(t, x) = e
−ix·ηG(t, x). Then Gη(t, ·) ∈ L
1
C
(Rd) and
Ef(|Gη(t, ·)|) =
∫
Rd
(
|Gη(t, ·)| ∗ |Gη(t, ·)|
)
(x)f(x)dx
≤
∫
Rd
(
G(t, ·) ∗G(t, ·)
)
(x)f(x)dx = Ef(G(t, ·)) <∞.
Moreover, FGη(t, ·)(ξ) = FG(t, ·)(ξ + η) for any ξ ∈ R
d. It follows that
0 ≤
∫
Rd
|FG(t, ·)(ξ + η)|2µ(dξ) =
∫
Rd
|FGη(t, ·)(ξ)|
2µ(dξ)
=
∫
Rd
(Gη(t, ·) ∗Gη(t, ·))(x)f(x)dx =
∣∣∣∣∫
Rd
(Gη(t, ·) ∗Gη(t, ·))(x)f(x)dx
∣∣∣∣
≤
∫
Rd
(
|Gη(t, ·)| ∗ |Gη(t, ·)|
)
(x)f(x)dx ≤ Ef(G(t, ·)),
where for the second equality above, we used Lemma A.2 (Appendix A).
The next result gives a stronger form of relation (4.10) of [3] (with a simplified proof).
Its proof is based on Lemma 3.1.
Lemma 3.2. For any k ≥ 0, ∑
n≥0
nk
n!
αn(t) <∞.
Proof. We will borrow notations from [3, Theorem 4.4]. Recall that
αn(t) =
∫
[0,t]2n
n∏
j=1
γ(tj − sj)ψn(t, s)dtds, (22)
where t = (t1, . . . , tn) and s = (s1, . . . , sn),
ψn(t, s) =
∫
Rn
Fg
(n)
t
(·, t, x)(ξ1, . . . , ξn)Fg
(n)
s (·, t, x)(ξ1, . . . , ξn)µ(dξ1) . . . µ(dξn)
and
g
(n)
t
(·, t, x) = n!f˜n(t1, ·, . . . , tn, ·, t, x). (23)
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If the permutation ρ of {1, . . . , n} is chosen such that tρ(1) < . . . < tρ(n), then
Fg
(n)
t
(·, t, x)(ξ1, . . . , ξn) = e
−i
∑n
j=1 ξj ·xFG(tρ(2) − tρ(1), ·)(ξρ(1))
FG(tρ(3) − tρ(2), ·)(ξρ(1) + ξρ(2)) . . .FG(t− tρ(n), ·)(ξρ(1) + . . .+ ξρ(n)). (24)
By relation (4.15) of [3],
αn(t) ≤ Γ
n
t
∫
[0,t]n
ψn(t, t)dt,
where Γt := 2
∫ t
0
γ(s)ds.
To estimate ψn(t, t) we use the first inequality in (4.16) of [3]. We denote uj =
tρ(j+1) − tρ(j) for j = 1, . . . , n and tρ(n+1) = t. We have:
ψn(t, t) ≤
n∏
j=1
(
sup
η∈R
∫
R
|FG(uj, ·)(ξj + η)|
2µ(dξj)
)
≤
n∏
j=1
∫
R
sin2(uj|ξj|)
|ξj|2
µ(dξj),
where for the last equality we used Lemma 3.1. Therefore,
αn(t) ≤ Γ
n
t n!
∫
{0<t1<...<tn<t}
∫
Rn
sin2((t2 − t1)|ξ1|)
|ξ1|2
. . .
sin2((t− tn)|ξn|)
|ξn|2
µ(dξ1) . . . µ(dξn)dt.
From Lemma 2.2 of [4], we know that for any β > 0 and ξ ∈ R,
Iwβ (ξ) :=
∫ ∞
0
e−βt
sin2(t|ξ|)
|ξ|2
dt =
2
β
·
1
β2 + 4|ξ|2
.
Using the change of variables t2 − t1 = u1, . . . t− tn = un, we obtain:∫
{0<t1<...<tn<t}
sin2((t2 − t1)|ξ1|)
|ξ1|2
. . .
sin2((t− tn)|ξn|)
|ξn|2
dt1 . . . dtn
=
∫
{(u1,...,un)∈[0,t]n;
∑n
j=1 uj<t}
e−Mu1
sin2(u1|ξ1|)
|ξ1|2
. . . e−Mun
sin2(un|ξn|)
|ξn|2
eM(u1+...+un)du1 . . . dun
≤ eMt
n∏
j=1
(∫ t
0
e−Muj
sin2(uj|ξj|)
|ξj|2
duj
)
≤ eMt
n∏
j=1
IwM(ξj) = e
Mt
(
2
M
)n n∏
j=1
1
M2 + 4|ξj|2
.
It follows that
αn(t) ≤ e
Mtn!
(
2Γt
M
)n(∫
R
1
M2 + 4|ξ|2
µ(dξ)
)n
= eMtn!
(
2Γt
M
KM
)n
, (25)
where KM =
∫
R
1
M2+4|ξ|2
µ(dξ). By the dominated convergence theorem and (3), KM → 0
as M →∞. Hence, using the fact that n ≤ en for any n ≥ 0, we have:∑
n≥0
nk
n!
αn(t) ≤ e
Mt
∑
n≥0
nk
(
2Γt
M
KM
)n
≤ eMt
∑
n≥0
(
ek
2Γt
M
KM
)n
<∞,
if we choose M sufficiently large.
12
Lemma 3.3. Let u be the solution of equation (1) and fix (t, x) ∈ R+×R. Then u(t, x) ∈
D
k,p for any k ≥ 1 and p > 1.
Proof. We apply (19) to the variable F = u(t, x). Let Jn(t, x) := Jnu(t, x) = In(fn(·, t, x)).
Then E|Jn(t, x)|
2 = n!‖f˜n(·, t, x)‖
2
H⊗n =
1
n!
αn(t). By (25), we have:∑
n≥1
nk/2(p− 1)n/2
(
1
n!
αn(t)
)1/2
≤ eMt/2
∑
n≥1
enk/2(p− 1)n/2
(
2Γt
M
KM
)n/2
<∞,
if we choose M large enough.
Remark 3.4. Lemmas 3.2 and 3.3 remain valid in the case d = 2.
We begin now to examine the Malliavin derivative of the variable u(t, x). Recall that
the solution u has the chaos expansion:
u(t, x) = 1 +
∑
n≥1
In(fn(·, t, x)) = 1 +
∑
n≥1
In(f˜n(·, t, x)),
where f˜n(·, t, x) is the symmetrization of fn(·, t, x). By Proposition 2.4 of [1], the Malliavin
derivative of u(t, x) has the chaos expansion:
Du(t, x) =
∑
n≥1
nIn−1(f˜n(·, ∗, t, x)), (26)
where ∗ denotes the missing (r, z)-variable and the convergence of the series is in L2(Ω;H).
We emphasize the presence of the symmetrized kernel f˜n(·, t, x) in this relation.
We now examine the series
∑
n≥1 nIn−1(f˜n(·, r, z, t, x)) for fixed (r, z) ∈ [0, t]×R. Note
that f˜n(·, r, z, t, x) is the sum of n terms corresponding to the possible positions of (r, z)
among the n variables of f˜n(·, t, x):
f˜n(·, r, z, t, x) =
1
n
n∑
j=1
h
(n)
j (·, r, z, t, x), (27)
where h
(n)
j (·, r, z, t, x) ∈ H
⊗(n−1) is a symmetric function given by:
h
(n)
j (t1, x1, . . . , tn−1, xn−1, r, z, t, x) = (28)
1
(n− 1)!
∑
ρ∈Sn−1
fn(tρ(1), xρ(1), . . . , tρ(j−1), xρ(j−1), r, z, tρ(j), xρ(j), . . . , tρ(n−1), xρ(n−1), t, x).
Clearly, h
(n)
j (·, r, z, t, x) is the symmetrization of the function f
(n)
j (·, r, z, t, x) given by:
f
(n)
j (t1, x1, . . . , tn−1, xn−1, r, z, t, x) (29)
= fn(t1, x1, . . . , tj−1, xj−1, r, z, tj , xj , . . . , tn−1, xn−1, t, x)
= G(t− tn−1, x− xn−1) . . . G(tj − r, xj − z)G(r − tj−1, z − xj−1) . . . G(t2 − t1, x2 − x1)
1{0<t1<...<tj−1<r<tj<...<tn<t}.
13
We have the following result, whose proof uses in an essential way the form of the
fundamental solution G of the wave equation for d = 1. In its proof, we will use the space
P0, which is defined as the completion of D(R) with respect to the inner product
〈ϕ, ψ〉0 =
∫
R
∫
R
ϕ(x)ψ(y)f(x− y)dxdy. (30)
Similarly to Theorem 2.3, it can be proved that P0 coincides with the space of distributions
S ∈ S ′(R) whose Fourier transform FS is a measurable function such that ‖S‖20 :=∫
R
|FS(ξ)|2µ(dξ) < ∞. But P0 includes the space |P0| of all measurable functions ϕ :
R → R such that ‖ϕ‖+ :=
∫
R
∫
R
|ϕ(x)||ϕ(y)|f(x− y)dxdy <∞. Note that ‖ϕ‖0 ≤ ‖ϕ‖+
for all ϕ ∈ |P0|. By Lemma A.1 (Appendix A), for any ϕ, ψ ∈ L
1(R) ∩ |P0|,
〈ϕ, ψ〉0 =
∫
R
∫
R
ϕ(x)ψ(y)f(x− y)dxdy.
Lemma 3.5. For any (r, z) ∈ [0, t]× R, f˜n(·, r, z, t, x) ∈ H
⊗(n−1). Moreover, the series∑
n≥1
nIn−1(f˜n(·, r, z, t, x)) converges in L
2(Ω),
uniformly in (r, z) ∈ [0, t]× R.
Proof. Fix (r, z) ∈ [0, t] × R. Due to (27), to prove that f˜n(·, r, z, t, x) ∈ H
⊗(n−1), it
is enough to show that f
(n)
j (·, r, z, t, x) ∈ H
⊗(n−1) for any j = 1, . . . , n. If j = n, this
is clear since f
(n)
n (·, r, z, t, x) = G(t − r, x − z)fn−1(·, r, z). So we let j ≤ n − 1. Since
f
(n)
j (·, r, z, t, x) ≥ 0, and similar to the proof of the fact that |H| ⊂ H, it is enough to
show that the following integral is finite:
‖f
(n)
j (·, r, z, t, x)‖
2
H⊗(n−1) =
∫
([0,t]×R)2(n−1)
n−1∏
i=1
γ(tk − sk)
n−1∏
k=1
f(xk − yk)
f
(n)
j (t1, x1, . . . , tn−1, xn−1, r, z, t, x)f
(n)
j (s1, y1, . . . , sn−1, yn−1, r, z, t, x)dxdydtds,
where here x = (x1, . . . , xn−1), t = (t1, . . . , tn−1) and similarly for y and s. The problem
in this integral is caused by the terms G(tj − r, xj − z) and G(sj − r, yj − z) for which
there is no corresponding integral drdz. Due to the form of G in dimension d = 1, we can
bound these terms by 1/2. The remaining terms can be separated into two integrals, one
on ([0, r]×R)2(j−1) and the other on ([r, t]×R)2(n−j). The second integral can be written
as an integral on ([0, t− r]× R)2(n−j), using a change of variables. It follows that
‖f
(n)
j (·, r, z, t, x)‖
2
H⊗(n−1) ≤
1
4
‖fj(·, r, z)‖
2
H⊗(j−1)‖fn−j(·, t− r, x)‖
2
H⊗(n−j) <∞.
Next, we treat the summability of the sum. We denote
An(r, z, t, x) := nIn−1(f˜n(·, r, z, t, x)) =
n∑
j=1
In−1(h
(n)
j (·, r, z, t, x)). (31)
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Using the inequality (
∑n
j=1 aj)
2 ≤ n
∑n
j=1 a
2
j , we have:
E|An(r, z, t, x)|
2 ≤ n
n∑
j=1
E|In−1(h
(n)
j (·, r, z, t, x))|
2
= n
n∑
j=1
(n− 1)!‖h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1)
= n
n∑
j=1
1
(n− 1)!
‖(n− 1)!h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1) . (32)
To evaluate ‖(n − 1)!h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1)
, we proceed as in Lemma 3.2. For t =
(t1, . . . , tn−1) ∈ [0, t]
n−1, we denote
g
(n)
t,j,r,z(x1, . . . , xn−1, t, x) = (n− 1)!h
(n)
j (t1, x1, . . . , tn−1, xn−1, r, z, t, x).
Then
‖(n− 1)!h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1) =
∫
[0,t]2(n−1)
n−1∏
k=1
γ(tk − sk)ψ
(n)
j,r,z(t, s)dtds,
where ψ
(n)
j,r,z(t, s) = 〈g
(n)
t,j,r,z(·, t, x), g
(n)
s,j,r,z(·, t, x)〉P⊗(n−1)0
. Using Cauchy-Schwarz inequality
and Lemma 4.3 in [3], it follows that
‖(n− 1)!h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1) ≤ Γ
n−1
t
∫
[0,t]n−1
‖g
(n)
t,j,r,z(·, t, x)‖
2
P
⊗(n−1)
0
dt
= Γn−1t (n− 1)!
∫
0<t1<...<tj−1<r<tj<...<tn−1<t
∫
R2(n−1)
n−1∏
i=1
f(xi − yi)
× fn(t1, x1, . . . , tj−1, xj−1, r, z, tj , xj , . . . , tn−1, xn−1, t, x)
× fn(t1, y1, . . . , tj−1, yj−1, r, z, tj, yj, . . . , tn−1, yn−1, t, x)dxdydt.
Similarly as above, we bound the terms G(tj− r, xj − z) and G(sj− r, yj− z) by 1/2. The
remaining terms can be separated into two integrals, one on {t1 < . . . < tj−1 < r}×R
2(j−1)
which is bounded by eMr
(
2
M
)i−1
Kj−1M , and the other on {r < tj < . . . < tn−1 < t}×R
2(n−j)
which is bounded by eM(t−r)
(
2
M
)n−j
Kn−jM , for any M > 0. Hence, for any j = 1, . . . , n,
‖(n− 1)!h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1) ≤
1
4
Γn−1t (n− 1)! e
Mt
(
2
M
)n−1
Kn−1M .
Coming back to (32), we obtain that for any (r, z) ∈ [0, t] ∈ R
E|An(r, z, t, x)|
2 ≤
1
4
n2Γn−1t e
Mt
(
2
M
)n−1
Kn−1M .
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By choosing M = Mt large enough, and using the orthogonality of the Wiener chaos
spaces, we see that
sup
(r,z)∈[0,t]×R
E
∣∣∣∣∣
m∑
k=n
Ak(r, z, t, x)
∣∣∣∣∣
2
→ 0 as n,m→∞.
Remark 3.6. (The case d = 2) The proof of Lemma 3.5 does not work for the case d = 2.
Unfortunately, we could not find another argument to prove that f
(n)
j (·, r, z, t, x) ∈ H
⊗(n−1)
for j < n, when d = 2. To see where the problem appears, consider n = 2 and j = 1:
f
(2)
1 (t1, x1, r, z, t, x) = G(t− t1, x− x1)G(t1 − r, x1 − z)1{r<t1<t}
Even in this case, we could not show that the function f
(2)
1 (·, r, z, t, x) is in H when d = 2.
Our next goal is to establish the measurability of the function (ω, r, z) 7→ Dr,zu(t, x)(ω),
which will be needed for the application of Corollary 2.4 (in the proof of Theorem 1.2).
We recall the following definitions.
Definition 3.7. A random field {X(t, x); t ≥ 0, x ∈ R} defined on a probability space
(Ω,F ,P) is measurable if the map (ω, t, x) 7→ X(ω, t, x) is measurable with respect to
F × B(R+)× B(R).
Definition 3.8. The random fields {X(t, x); t ≥ 0, x ∈ R} and {Y (t, x); t ≥ 0, x ∈ R}
are modifications of each other if X(t, x) = Y (t, x) a.s. for all t ≥ 0 and x ∈ R.
Theorem 3.9. The process {Dr,zu(t, x); r ∈ [0, t], z ∈ R} has a measurable modification.
Proof. We use definition (26) of Dr,zu(t, x), and relation (31) in which we separate the
term corresponding to j = n. More precisely, we write:
Dr,zu(t, x) =
∑
n≥1
A∗n(r, z) +
∑
n≥1
A(n)n (r, z) =: T (r, z) + T
′(r, z), (33)
with A∗n(r, z) =
∑n−1
j=1 A
(n−1)
j (r, z) and A
(n)
j (r, z) = In−1(f
(n)
j (·, r, z, t, x)) for j = 1, . . . , n.
We treat separately the two terms on the right-hand side of (33).
Step 1. (The first term)We will show that the random field T = {T (r, z); r ∈ [0, t], z ∈
R} has a measurable modification. By Proposition B.1.a) (Appendix B), it suffices to
show that T is L2(Ω)-continuous. Let Tn(r, z) =
∑n
k=1A
∗
k(r, z). The same argument as
in the proof of Lemma 3.5 shows that Tn(r.z) converges to T (r, z) in L
2(Ω), uniformly
in (r, z) ∈ [0, t] × Rd. To prove that T is L2(Ω)-continuous, it suffices to show that Tn
is L2(Ω)-continuous for any n ≥ 1. For this, it is enough to prove that A∗n is L
2(Ω)-
continuous for any n ≥ 1.
We prove that A
(n)
j is L
2(Ω)-continuous, for any n ≥ 1 and j = 1, . . . , n− 1.
We fix j = 1, . . . n− 1. We will prove two things:
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(i) as h→ 0,
E|A
(n)
j (r + h, z)−A
(n)
j (r, z)|
2 = (n− 1)!‖h
(n)
j (·, r + h, z)− h
(n)
j (·, r, z)‖H⊗(n−1) → 0,
uniformly in z ∈ R.
(ii) as |k| → 0,
E|A
(n)
j (r, z + k)−A
(n)
j (r, z)|
2 = (n− 1)!‖h
(n)
j (·, r, z + k)− h
(n)
j (·, r, z)‖H⊗(n−1) → 0,
for every r ∈ [0, t] fixed.
We sketch the proof of (i), the continuity in time. The proof of (ii) can be performed
in a similar way. As in the proof of Lemma 3.5, this involves a difference of the form
fn(t1, x1, . . . , tj−1, xj−1, r + h, z, tj , xj , . . . , tn−1, xn−1, t, x)−
fn(t1, x1, . . . , tj−1, xj−1, r, z, tj , xj , . . . , tn−1, xn−1, t, x),
which is equal to
G(t− tn−1, x− xn−1) · · · [G(tj − r − h, xj − z)G(r + h− tj−1, z − xj−1)
−G(tj − r, xj − z)G(r − tj−1, z − xj−1)] · · ·G(t2 − t1, x2 − x1).
We examine the difference [...] above. By inserting plus and minus the mixed term G(tj−
r − h, xj − z)G(r − tj−1, z − xj−1), the modulus of this difference is smaller than
G(tj − r − h, xj − z)|G(r + h− tj−1, z − xj−1)−G(r − tj−1, z − xj−1)|
+ |G(tj − r − h, xj − z)−G(tj − r, xj − z)|G(r − tj−1, z − xj−1) =: A +B.
When we take the norm in H⊗(n−1) of the term involving A, we proceed as follows, First,
we bound the term G(tj − r − h, xj − z) by
1
2
(indeed, we bound two terms of this kind,
because we have a norm in |P0|). The remaining expression splits into a product of
two integrals, one of which on {r < tj < . . . < tn−1 < t} × R
2(n−j) and is bounded by
eM(t−r)
(
2
M
)n−j
Kn−jM , for any M > 0. Regarding the other term, using the arguments in
the proof of Lemma 3.2 it can be bounded, up to some constant, by∫ t
0
∫
R2
f(xj − x
′
j)|G(r + h− tj−1, z − xj−1)−G(r − tj−1, z − xj−1)|
× |G(r + h− tj−1, z − x
′
j−1)−G(r − tj−1, z − x
′
j−1)|dxj−1dx
′
j−1dtj−1
=
∫ t
0
∫
R2
f(xj − x
′
j)|G(r + h− tj−1, xj−1)−G(r − tj−1, xj−1)|
× |G(r + h− tj−1, x
′
j−1)−G(r − tj−1, x
′
j−1)|dxj−1dx
′
j−1dtj−1, (34)
where we have applied a change of variables in order to get rid of z. Finally, in (34) we
apply the bounded convergence theorem thanks to the continuity of the map t 7→ G(t, x)
for fixed x and taking into account that, assuming 0 < h < 1,
|G(r + h− tj−1, xj−1)−G(r − tj−1, xj−1)| ≤ G(r + h− tj−1, xj−1) ≤ G(T, xj−1),
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for some T > 0.
We now deal with the norm in H⊗(n−1) of the term involving B. In this case, this
norm can be directly written as a product of two terms, one of which is an integral on
{t1 < . . . < tj−1 < r} × R
2(j−1) that is bounded by eMr
(
2
M
)i−1
Kj−1M , for all M > 0. The
other term is given by
Γn−jt
∫
[0,t]n−j
∫
(R2)n−j
f(xj − x
′
j) · · ·f(xn−1 − x
′
n−1)|G(tj − r − h, xj − z)−G(tj − r, xj − z)|
×G(tj+1 − tj , xj+1 − xj) · · ·G(t− tn−1, x− xn−1)|G(tj − r − h, x
′
j − z)−G(tj − r, x
′
j − z)|
×G(tj+1 − tj , x
′
j+1 − x
′
j) · · ·G(t− tn−1, x− x
′
n−1) dxj · · · dxn−1dx
′
j · · ·dx
′
n−1dtj · · ·dtn−1.
In order to get rid of the dependence on z, we make a series of changes of variable and
move z from the terms involving xj and x
′
j to those involving xn−1 and x
′
n−1. Another
change of variable allows us eventually remove the variable z. In the remaining term, one
can easily apply the bounded convergence theorem, because the differences in absolute
value can be bounded by a constant. This would let us conclude the proof of item (i).
Step 2. (The second term) Note that T ′(r, z) =
∑
n≥1A
(n)
n (r, z) = G(t−r, x−z)F (r, z),
where
F (r, z) =
∑
n≥1
nIn−1(fn−1(·, r, z)) =
∑
n≥0
(n+ 1)Jn(r, z),
and Jn(r, z) = In(fn(·, r, z)). Since the map (r, z) 7→ G(t − r, x − z) is measurable on
[0, t] × R, it suffices to show that F has a measurable modification. This will follow by
Proposition B.1.a) (Appendix B), once we show that F is Lp(Ω)-continuous, for any p ≥ 2.
For this, we use the same argument as in the proof of Theorem 7.1 of [3]. We denote by
‖ · ‖p the L
p(Ω)-norm.
Using the equivalence of norms ‖ · ‖p for random variables in the same Wiener chaos
space (see last line of p.62 of [26]) and (25), for any r ∈ [0, t] and z ∈ Rd, we have:
‖Jn(r, z)‖p ≤ (p− 1)
n/2‖Jn(r, z)‖2 = (p− 1)
n/2
(
1
n!
αn(r)
)1/2
≤ (p− 1)n/2eMr/2
(
2Γr
M
KM
)n/2
.
Using the fact that n+ 1 ≤ en and choosing M sufficiently large, it follows that∑
n≥0
(n+ 1) sup
(r,z)∈[0,t]×Rd
‖Jn(r, z)‖p ≤ e
Mt/2
∑
n≥0
en(p− 1)n/2
(
2Γt
M
KM
)n/2
<∞.
Hence, the sequence {Fn(r, z) =
∑n
k=0(k+1)Jk(r, z);n ≥ 1} converges to F (r, z) in L
p(Ω),
uniformly in (r, z) ∈ [0, t] × Rd. Note that Fn is L
p(Ω)-continuous for any n, since Jn is
Lp(Ω)-continuous for any n (by Lemma 7.1 of [3]). Therefore, F is Lp(Ω)-continuous.
Remark 3.10. For the remaining part of the article, we fix t > 0 and x ∈ R, and we
work with the measurable modification given by Theorem 3.9, which will be denoted also
by {Dr,zu(t, x); r ∈ [0, t], z ∈ R}.
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We aim to prove that for any fixed r ∈ [0, t], the Malliavin derivativeDr,·u(t, x) satisfies
an equation in L2(Ω;L2(R)). For this, we first need to prove that Dr,·u(t, x) belongs to
L2(R) a.s. This fact is established by the following result.
Theorem 3.11. For any T > 0,
sup
(t,x)∈[0,T ]×R
sup
r∈[0,t]
E
∫
R
|Dr,zu(t, x)|
2dz ≤ CT ,
where CT > 0 is a constant depending on T (which may not be increasing in T ).
Proof. Using the orthogonality of Wiener chaos spaces, we have
E
∫
R
|Dr,zu(t, x)|
2dz =
∫
R
E
∣∣∣∑
n≥1
nIn−1(f˜n(·, r, z, t, x))
∣∣∣2dz
=
∑
n≥1
∫
R
E
∣∣nIn−1(f˜n(·, r, z, t, x))∣∣2dz. (35)
The proof of Lemma 3.5 shows that f
(n)
j (·, r, z, t, x) ∈ H
⊗(n−1) and
E
∣∣nIn−1(f˜n(·, r, z, t, x))∣∣2
≤ n
n∑
j=1
1
(n− 1)!
‖(n− 1)!h
(n)
j (·, r, z, t, x))‖
2
H⊗(n−1)
≤ n
n∑
j=1
1
(n− 1)!
Γn−1t (n− 1)!
∫
0<t1<...<tj−1<r<tj<...<tn−1<t
∫
R2(n−1)
n−1∏
i=1
f(xi − yi)
× fn(t1, x1, . . . , tj−1, xj−1, r, z, tj , xj, . . . , tn−1, xn−1, t, x)
× fn(t1, y1, . . . , tj−1, yj−1, r, z, tj , yj, . . . , tn−1, yn−1, t, x)dxdydt.
Taking the integral dz and applying Fubini’s theorem, we have∫
R
E|nIn−1(f˜n(·, r, z, t, x))|
2dz ≤ nΓn−1t
n∑
j=1
∫
0<t1<...<tj−1<r<tj<...<tn−1<t
×
{∫
R
∫
R2(n−1)
n−1∏
i=1
f(xi − yi)fn(t1, x1, . . . , tj−1, xj−1, r, z, tj , xj, . . . , tn−1, xn−1, t, x)
× fn(t1, y1, . . . , tj−1, yj−1, r, z, tj , yj, . . . , tn−1, yn−1, t, x)dxdydz
}
dt. (36)
Observe that the expression inside {...} above has the same structure as ψn(t, t) in the
proof of Lemma 3.2, except that one of the covariances f is replaced by a Dirac delta
(that is a white covariance), whose spectral measure is the Lebesgue measure on R.
Equivalently, expression inside {...} can be seen as a norm in |P0|
⊗(j−1)⊗L2(R)⊗|P0|
⊗(n−j)
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(since everything is non-negative). Hence, using inequality (4.16) of [3], we obtain that
{...} in (36) is bounded by(
sup
η∈R
∫
R
|FG(t2 − t1)(ξ1 + η)|
2µ(dξ1)
)
× · · · ×
(
sup
η∈R
∫
R
|FG(r − tj−1)(ξj−1 + η)|
2µ(dξj−1)
)
×
(
sup
η∈R
∫
R
|FG(tj − r)(ξ + η)|
2dξ
)
×
(
sup
η∈R
∫
R
|FG(tj+1 − tj)(ξj + η)|
2µ(dξj)
)
× · · · ×
(
sup
η∈R
∫
R
|FG(t− tn−1)(ξn−1 + η)|
2µ(dξn−1)
)
.
Moreover, applying a change of variable and Plancherel’s formula, it holds that∫
R
|FG(tj − r, ·)(ξ + η)|
2dξ =
∫
R
|FG(tj − r, ·)(ξ)|
2dξ = 2pi
∫
R
|G(tj − r, x)|
2dx
=
pi
2
∫
R
1{|x|<tj−r}dx = pi(tj − r) ≤ pit. (37)
Therefore, using Lemma 3.1 we have proved that:∫
R
E|nIn−1(f˜n(·, r, z, t, x))|
2dz ≤ pitnΓn−1t
n∑
j=1
H
(n)
j , (38)
where
H
(n)
j :=
∫
0<t1<...<tj−1<r<tj<...<tn−1<t
∫
Rn−1
sin2((t2 − t1)|ξ1|)
|ξ1|2
. . .
sin2((r − tj−1)|ξj−1|)
|ξj−1|2
sin2((tj+1 − tj)|ξj|)
|ξj|2
. . .
sin2((t− tn−1)|ξn−1|)
|ξn−1|2
µ(dξ1) . . . µ(dξn)dt1 . . . dtn−1. (39)
Next, we make the change of variables
u1 = t2 − t1, . . . , uj−1 = r − tj , uj = tj+1 − tj, . . . , un−1 = t− tn−1.
Note that
∑j−1
k=1 uk = r − t1,
∑n−1
k=j uk = t− tj , and hence
∑n−1
k=1 uk < 2t. In the previous
integral, after we change the variables, we insert the terms e−Muk for k = 1, . . . , n − 1,
and we use the fact that eM(u1+...+un−1) ≤ e2Mt. Then,
H
(n)
j ≤
∫
[0,t]n−1
1{
∑n−1
k=1 uk<2t}
eM(
∑n−1
k=1 uk)
∫
Rn−1
e−Mu1
sin2(u1|ξ1|)
|ξ1|2
· · · e−Muj−1
sin2(uj−1|ξj−1|)
|ξj−1|2
e−Muj
sin2(uj|ξj|)
|ξj|2
· · · e−Mun−1
sin2(un−1|ξn−1|)
|ξn−1|2
µ(dξ1) · · ·µ(dξn−1)du1 · · · dun−1
≤ e2Mt
(
2
M
)n−1 ∫
Rn−1
n−1∏
k=1
1
M2 + 4|ξk|2
µ(dξ1) · · ·µ(dξn−1)
= e2Mt
(
2
M
)n−1(∫
R
1
M2 + 4|ξ|2
µ(dξ)
)n−1
= e2Mt
(
2
M
)n−1
Kn−1M , (40)
20
where we have applied the same arguments used in the proof of Lemma 3.2 (and the same
notations). Note that the above estimate provides an upper bound for H
(n)
j which does
not depend on j.
Using (38), it follows that∫
R
E|nIn−1(f˜n(·, r, z, t, x))|
2dz ≤ pitn2Γn−1t e
2Mt
(
2
M
)n−1
Kn−1M . (41)
We now return to (35). We use the fact that n ≤ en for all n ≥ 1. We conclude that
for any M > 0, t ∈ [0, T ], x ∈ R and r ∈ [0, t],
E
∫
R
|Dr,zu(t, x)|
2dz ≤ piTe2MT e2
∑
n≥1
(
e2ΓT
2
M
KM
)n−1
.
Choose M =MT > 2 large enough such that e
2ΓTKMT < 1/2. Then
E
∫
R
|Dr,·u(t, x)|
2dz ≤ piTe2MTT e2
∑
n≥1
(
1
2
)n−1
. (42)
The conclusion follows with CT = 2piTe
2MTT e2.
Remark 3.12. Fix 0 < r < t and x ∈ R. Theorem 3.11 shows that with probability 1,
the functions z 7→ In−1(f˜n(·, r, z, t, x)) and z 7→ Dr,zu(t, x) belong to L
2(R). We denote
by Fz[In−1(f˜n(·, r, ·, t, x))] and Fz[Dr,·u(t, x)] the Fourier transforms of these functions.
Similarly to the proof of relation (60) below, it can be proved that for almost all ξ ∈ R,
Fz
[
Dr,·u(t, x)
]
(ξ) =
∑
n≥1
nFz
[
In−1(f˜n(·, r, ·, t, x))
]
(ξ) =
∑
n≥1
nIn−1
(
Fzf˜n(·, r, ·, t, x)(ξ)
)
,
which gives the chaos expansion of the Fourier transform of Dr,·u(t, x). Hence,
E‖Dr,·u(t, x)‖
2
0 = E
∫
R
|Fz[Dr,·u(t, x)](ξ)|
2µ(dξ)
=
∑
n≥1
n2(n− 1)!
∫
R
‖Fzf˜n(·, r, ·, t, x)(ξ)‖
2
H⊗(n−1)µ(dξ)
=
∑
n≥1
n2(n− 1)! ‖f˜n(·, r, ·, t, x)‖
2
H⊗(n−1)⊗P0
,
where for the last equality we expressed the norm in H⊗(n−1) using the Fourier transform
with respect to the variables (t1, x1), . . . , (tn−1, xn−1). Similarly to the proof of Theorem
4.6 below, it can be shown that E‖Dr,·u(t, x)‖
2
0 < ∞, and hence Dr,·u(t, x) ∈ P0 a.s.
Moreover,
sup
(t,x)∈[0,T ]×R
sup
r∈[0,t]
E‖Dr,·u(t, x)‖
2
0 <∞.
These facts will not be used in the present article.
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4 The second order Malliavin derivative
In this section, we study the second order Malliavin derivative of the solution.
Note that
D2(θ,w),(r,z)u(t, x) = Dθ,w
(
Dr,zu(t, x)
)
= Dθ,w
(∑
n≥1
nIn−1(f˜n(·, r, z, t, x))
)
=
∑
n≥2
n(n− 1)In−2(f˜n(·, θ, w, r, z, t, x)). (43)
We will show below that f˜n(·, θ, w, r, z, t, x) ∈ H
⊗(n−2) and the series above converges
in L2(Ω). First, note that for any j = 1, . . . , n
h
(n)
j (·, θ, w, r, z, t, x) =
1
n− 1
n∑
i=1,i 6=j
h
(n)
ij (·, θ, w, r, z, t, x), (44)
where
h
(n)
ij (t1, x1, . . . , tn−2, xn−2, θ, w, r, z, t, x) =
1
(n− 2)!
∑
ρ∈Sn−2
fn(tρ(1), xρ(1), . . . , tρ(i−1), xρ(i−1), θ, w, tρ(i), xρ(i), . . . , tρ(j−1), xρ(j−1), r, z,
tρ(j), xρ(j), . . . , tρ(n−2), xρ(n−2), t, x).
In the definition of h
(n)
ij (·, θ, w, r, z, t, x), (θ, w) is on position i and (r, z) is on position j,
as arguments of the function fn(·, t, x). Since the function fn(·, t, x) contains the indicator
of the set {0 < t1 < . . . < tn < t}, this means that if θ < r, then h
(n)
ij (·, θ, w, r, z, t, x) = 0
for all i > j; on the other hand, if θ > r, then h
(n)
ij (·, θ, w, r, z, t, x) = 0 for all i < j.
For θ < r and i < j, h
(n)
ij (·, θ, w, r, z, t, x) is the symmetrization of the function
f
(n)
ij (·, θ, w, r, z, t, x) defined by:
f
(n)
ij (t1, x1, . . . , tn−2, xn−2, θ, w, r, z, t, x)
= fn(t1, x1, . . . , ti−1, xi−1, θ, w, ti, xi, . . . , tj−1, xj−1, r, z, tj , xj, . . . , tn−2, xn−2, t, x)
= G(t− tn−2, x− xn−2) · · ·G(ti − θ, xi − w)G(θ − ti−1, w − xi−1) · · ·G(tj − r, xj − z)
G(r − xj−1, z − xj−1) · · ·G(t2 − t1, x2 − x1)1{0<t1<...<ti−1<θ<ti<...<tj−1<r<tj<...<tn−2<t}.
If r < θ and j < i, the function f
(n)
ij (·, θ, w, r, z, t, x) is defined similarly and contains the
indicator of the set {0 < t1 < . . . < tj−1 < r < tj < . . . < ti−1 < θ < ti < . . . < tn−2 < t}.
By (27) and (44),
f˜n(·, θ, w, r, z, t, x) =
1
n(n− 1)
n∑
i,j=1,i 6=j
h
(n)
ij (·, θ, w, r, z, t, x). (45)
If θ < r, then h
(n)
ij (·, θ, w, r, z, t, x) = 0 if i > j. So the previous sum has only
n(n−1)
2
terms.
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Lemma 4.1. For any (r, z), (θ, w) ∈ [0, t]× R, f˜n(·, θ, w, r, z, t, x) ∈ H
⊗(n−2). Moreover,
the series ∑
n≥2
n(n− 1)In−2(f˜n(·, θ, w, r, z, t, x)) converges in L
2(Ω),
uniformly in (r, z), (θ, w) ∈ [0, t]× R.
Proof. For the first statement, we fix (r, z), (θ, w) ∈ [0, t]× R. Say θ < r. To prove that
f˜n(·, θ, w, r, z, t, x) ∈ H
⊗(n−2), it suffices to show that f
(n)
ij (·, θ, w, r, z, t, x) ∈ H
⊗(n−2) for
any 1 ≤ i < j ≤ n. We proceed as in the proof of Lemma 3.5. In the computation of the
squared H⊗(n−2)-norm of f
(n)
ij (·, θ, w, r, z, t, x), we bound by 1/2 the terms G(tj − r, xj −
z), G(ti − θ, xi − w), G(sj − r, yj − z), G(si − θ, yi − w). We obtain that:
‖f
(n)
ij (·, θ, w, r, z, t, x)‖
2
H⊗(n−2) ≤
1
16
‖fi−1(·, θ, w)‖
2
H⊗(i−1)‖fj−i(·, r − θ, z)‖
2
H⊗(j−i)‖fn−j−1(·, t− r, x)‖
2
H⊗(n−j−1) <∞.
To prove the convergence of the series, we let
Bn(θ, w, r, z, t, x) := n(n−1)In−2(f˜n(·, θ, w, r, z, t, x)) =
n∑
i,j=1,i 6=j
In−2(h
(n)
ij (·, θ, w, r, z, t, x)).
Using the inequality (
∑N
i=1 ai)
2 ≤ N
∑N
i=1 a
2
i , we see that
E|Bn(θ, w, r, z, t, x)|
2 ≤ n(n− 1)
n∑
i,j=1,i 6=j
E|In−2(h
(n)
ij (·, θ, w, r, z, t, x))|
2
= n(n− 1)
n∑
i,j=1,i 6=j
1
(n− 2)!
‖(n− 2)!h
(n)
ij (·, θ, w, r, z, t, x))‖
2
H⊗(n−2).
(46)
Proceeding as in the proof of Lemma 3.5, we see that for any i < j and θ < r,
‖(n− 2)!h
(n)
ij (·, θ, w, r, z, t, x))‖
2
H⊗(n−2) ≤ (47)
Γn−2t (n− 2)!
∫
t1<...<ti−1<θ<ti<...<tj−1<r<tj<...<tn−2<t
∫
R2(n−2)
n−2∏
k=1
f(xk − yk)
G(t− tn−2, x− xn−2) · · ·G(tj − r, xj − z)G(r − tj−1, z − xj−1) · · ·G(ti − θ, xi − w)
G(θ − ti−1, w − xi−1) · · ·G(t2 − t1, x2 − x1)G(t− tn−2, x− yn−2) · · ·G(tj − r, yj − z)
G(r − tj−1, z − yj−1) · · ·G(ti − θ, yi − w)G(θ − ti−1, w − yi−1) · · ·G(t2 − t1, y2 − y1)
dxdydt (48)
We bounded each of the terms G(tj − r, xj − z), G(ti− θ, xi−w), G(tj − r, yj − z), G(ti −
θ, yi − w) by 1/2. The remaining integrals are separated into three integrals, one on
{t1 < . . . < ti−1 < θ} × R
i−1 which is bounded by eMr
(
2
M
)i−1
Ki−1M , the second on
{θ < ti < . . . < tj−1 < r} × R
j−i which is bounded by eM(r−θ)
(
2
M
)j−i
Kj−iM , and the last
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one on {r < tj < . . . < tn−2 < t}×R
n−j−1 which is bounded by eM(t−r)
(
2
M
)n−j−1
Kn−j−1M ,
for any M > 0. A similar bound holds for j < i and r < θ.
Hence, for any i, j = 1, . . . , n with i 6= j,
‖(n− 2)!h
(n)
ij (·, θ, w, r, z, t, x))‖
2
H⊗(n−2) ≤
1
16
Γn−2t (n− 2)! e
Mt
(
2
M
)n−2
Kn−2M .
Coming back to (46), we obtain that for any (θ, w), (r, z) ∈ [0, t] ∈ R
E|Bn(θ, w, r, z, t, x)|
2 ≤
1
16
[n(n− 1)]2Γn−2t e
Mt
(
2
M
)n−2
Kn−2M .
By choosing M = Mt large enough, and using the orthogonality of the Wiener chaos
spaces, we see that
sup
(θ,w),(r,z)∈[0,t]×R
E
∣∣∣∣∣
m∑
k=n
Bk(θ, w, r, z, t, x)
∣∣∣∣∣
2
→ 0 as n,m→∞.
Theorem 4.2. For any T > 0,
sup
(t,x)∈[0,T ]×R
sup
θ,r∈[0,t]
E
∫
R
∫
R
|D2(θ,w),(r,z)u(t, x)|
2dwdz ≤ C ′T ,
where C ′T > 0 is a constant depending on T .
Proof. Fix θ < r < t. Using (43), Fubini’s theorem and orthogonality, we have:
E
∫
R
∫
R
|D(θ,w),(r,z)u(t, x)|
2dwdz =
∑
n≥2
∫
R
∫
R
E
∣∣n(n− 1)In−2(f˜n(·, θ, w, r, z, t, x))∣∣2dwdz.
(49)
To estimate the second moment of n(n− 1)In−2(f˜n(·, θ, w, r, z, t, x)), we will use (46).
Let 1 ≤ i < j ≤ n. Using (47) and Fubini’s theorem,∫
R
∫
R
‖(n− 2)!h
(n)
ij (·, θ, w, r, z, t, x))‖
2
H⊗(n−2)dwdz
≤ Γn−2t (n− 2)!
∫
t1<...<ti−1<θ<ti<...<tj−1<r<tj<...<tn−2<t∫
R2
∫
R2(n−2)
fn(t1, x1, . . . , ti−1, xi−1, θ, w, ti, xi, . . . , tj−1, xj−1, r, z, tj , xj , . . . , tn−2, xn−2, t, x)
fn(t1, y1, . . . , ti−1, yi−1, θ, w, ti, yi, . . . , tj−1, yj−1, r, z, tj , yj, . . . , tn−2, yn−2, t, x)dxdydwdzdt.
We evaluate separately the inner integral dxdydwdz above, for fixed t = (t1, . . . , tn−2).
This integral is equal to the norm in P
⊗(i−1)
0 ⊗L
2(R)⊗Pj−i0 ⊗L
2(R)⊗Pn−j−10 of the function
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fn(t1, ·, . . . , ti−1, ·, θ, ·, ti, ·, . . . , tj−1, ·, r, ·, tj, ·, . . . , tn−2, ·, t, x), which in turn is equal to:∫
Rn
|FG(t2 − t1, ·)(ξ1)|
2 · · · |FG(θ − ti−1, ·)(ξ1 + . . .+ ξi−1)|
2|FG(ti − θ, ·)(ξ1 + . . .+ ξi−1 + ζ)|
2
· · · |FG(r − tj−1, ·)(ξ1 + . . .+ ξj−1 + ζ)|
2|FG(tj − r, ·)(ξ1 + . . .+ ξj−1 + ζ + ξ)|
2
· · · |FG(t− tn−2, ·)(ξ1 + . . .+ ξn−2 + ζ + ξ)|
2
n−2∏
k=1
µ(dξk)dζdξ.
To estimate this norm, we use Lemma 3.1 for the integrals µ(dξk) with k = 1, . . . , n− 2,
the bound (37) for the dξ integral, and a similar bound for the dζ integral:
sup
η∈R
∫
R
|FG(ti − θ, ·)(ζ + η)|
2dζ ≤ piT.
Therefore, the norm mentioned above is bounded by
(piT )2
∫
Rn−2
sin2((t2 − t1)|ξ1|)
|ξ1|2
. . .
sin2((θ − ti−1)|ξi−1|)
|ξi−1|2
. . .
sin2((r − tj−1)|ξj−1|)
|ξj−1|2
. . .
sin2((t− tn−2)|ξn−2|)
|ξn−2|2
n−2∏
k=1
µ(dξk).
We now come back and take the integral dt1 . . . dtn−2. We use the change of variable
u1 = t2 − t1, . . . , ui−1 = θ − ti−1, . . . , uj−1 = r − tj−1, . . . , un−2 = t − tn−2. Inserting
the terms e−Muk for k = 1, . . . , n and using the fact that eM(u1+...+un−2) ≤ e3Mt, and
proceeding similarly as in the proof of Theorem 3.11, we see that∫
R
∫
R
‖h
(n)
ij (·, θ, w, r, z, t, x)‖H⊗(n−2)dwdz ≤ Γ
n−2
t (n− 2)!(piT )
2e3Mt
(
2
M
)n−2
Kn−2M ,
for any M > 0. Using (46), it follows that
E
∫
R
∫
R
|n(n−1)In−2(f˜n(·, θ, w, r, z, t, x))|
2dwdz ≤ [n(n−1)]2Γn−2t (piT )
2e3Mt
(
2
M
)n−2
Kn−2M .
(50)
Coming back to (49), it follows that
E
∫
R
∫
R
|D2(θ,w),(r,z)u(t, x)|
2dwdz ≤ (piT )2e3Mt
∑
n≥2
[n(n− 1)]2Γn−2t
(
2
M
)n−2
Kn−2M .
The conclusion follows as in the last part of the proof of Theorem 3.11.
Remark 4.3. Fix 0 < r < t and x ∈ R. Taking the integral dθ on [0, t] in (50), we infer
that with probability 1, for almost all z ∈ R, the map (θ, w) 7→ In−2((f˜n(·, θ, w, r, z, t, x)))
belongs to L2(R2). We denote by Fθ,w[In−2((f˜n(·, ∗, r, z, t, x)))] its Fourier transform with
respect to the missing (θ, w)-variable, denoted by ∗.
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Similarly, by Theorem 4.2, with probability 1, for almost all z ∈ R, the map (θ, w) 7→
D2(θ,w),(r,z)u(t, x) belongs to L
2(R2). We denote by Fθ,w[D
2
∗,(r,z)u(t, x)] the Fourier trans-
form of this function. We claim that:
Fθ,w[D
2
∗,(r,z)u(t, x)] =
∑
n≥2
n(n− 1)Fθ,w
[
In−2(f˜n(·, ∗, r, z, t, x))
]
. (51)
Indeed, using the proof of Theorem 4.2 one verifies that the series on the right-hand side
of (51) converges in L2(Ω;L2(R)); for this, it suffices to prove that∑
n≥2
n(n− 1)‖Fθ,w
[
In−2(f˜n(·, ∗, r, z, t, x))
]
‖L2(Ω;L2(R)) <∞.
Next, fix N > 2 and observe that
Fθ,w
[ N∑
n=2
n(n− 1)In−2(f˜n(·, ∗, r, z, t, x))
]
=
N∑
n=2
n(n− 1)Fθ,w
[
In−2(f˜n(·, ∗, r, z, t, x))
]
.
In order to conclude that (51) holds, it suffices to prove that the left-hand side above con-
verges to Fθ,w[D
2
∗,(r,z)u(t, x)], as N → ∞. This follows by applying Plancherel’s theorem
and using the arguments in the proof of Lemma 4.1.
Lemma 4.4. For any t > 0, x ∈ R and (t1, x1), . . . , (tn−2, xn−2), (r, z) ∈ [0, t] × R, the
function (θ, w) 7→ f˜n(t1, x1, . . . , tn−2, xn−2, θ, w, r, z, t, x) is in L
2(R2), If we denote by
Fθ,wf˜n(t1, x1, . . . , tn−2, xn−2, ∗, , r, z, t, x) the Fourier transform of this function, then
Fθ,wf˜n(·, ∗, , r, z, t, x)(τ, ξ) ∈ H
⊗(n−2) (52)
for almost all z ∈ R and for almost all (τ, ξ) ∈ R2.
Proof. By (45), it is enough to prove that (θ, w) 7→ f
(n)
ij (t1, x1, . . . , tn−2, xn−2, θ, w, r, z, t, x)
is in L2(R2) for any i, j = 1, . . . , n with i 6= j. This is clear since, if for instance i < j,∫ t
0
∫
R
G(tj − θ, xj − w)G(θ − tj−1, w − xj−1)dwdθ <∞.
We now prove (52). By (50),
∫ t
0
∫
R
E|In−2(f˜n(·, θ, w, r, z, t, x))|
2dwdθ < ∞, for almost
all z ∈ R. This integral is equal to (n− 2)! multiplied by the following quantity:∫
R
∫
R
‖f˜n(·, θ, w, r, z, t, x)‖
2
H⊗(n−2)dwdθ
=
∫
R2
∫
R2(n−2)
|Ft1,x1,...,tn−2,xn−2 f˜n(·, θ, w, r, z, t, x)(τ1, ξ1, . . . , τn−2, ξn−2)|
2
×
n−2∏
i=1
ν(dτi)
n−2∏
i=1
µi(dξi)dwdθ
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where Ft1,x1,...,tn−2,xn−2 f˜n(·, θ, w, r, z, t, x) denotes the Fourier transform with respect to
the variables t1, x1, . . . , tn−2, xn−2. We apply Fubini’s theorem, followed by Plancherel’s
theorem:∫
R2
|Ft1,x1,...,tn−2,xn−2 f˜n(·, θ, w, r, z, t, x)(τ1, ξ1, . . . , τn−2, ξn−2)|
2dwdθ
=
1
(2pi)2
∫
R2
|Fθ,w[Ft1,x1,...,tn−2,xn−2 f˜n(·, ∗, r, z, t, x)(τ1, ξ1, . . . , τn−2, ξn−2)](τ, ξ)|
2dτdξ,
where ∗ denotes missing (θ, w)-variable and Fθ,w is the Fourier transform with respect to
this variable. Since f˜n(·, ∗, r, z, t, x) ∈ L
1(Rn−1), we can switch the order of the variables
(t1, x1), . . . , (tn−2, xn−2) and (θ, w) when calculating the Fourier transform, i.e.
Fθ,w[Ft1,x1,...,tn−2,xn−2 f˜n(·, ∗, r, z, t, x)(τ1, ξ1, . . . , τn−2, ξn−2)](τ, ξ)
= Ft1,x1,...,tn−2,xn−2[Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)](τ1, ξ1, . . . , τn−2, ξn−2) (53)
= F f˜n(·, r, z, t, x)(τ1, ξ1, . . . , τn−2, ξn−2, τ, ξ). (54)
Applying Fubini’s theorem again, we conclude that for almost all z ∈ R,∫
R2
∫
R2(n−2)
|Ft1,x1,...,tn−2,xn−2[Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)](τ1, ξ1, . . . , τn−2, ξn−2)|
2
×
n−2∏
i=1
ν(dτi)
n−2∏
i=1
µi(dξi)dτdξ <∞.
Hence, for almost all z ∈ R and for almost all (τ, ξ) ∈ R2, the integral
‖Fθ,w
[
f˜n(·, ∗, r, z, t, x)
]
(τ, ξ)
)
‖2H⊗(n−2) (55)
=
∫
R2(n−2)
|Ft1,x1,...,tn−2,xn−2 [Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)](τ1, ξ1, . . . , τn−2, ξn−2)|
2
×
n−2∏
i=1
ν(dτi)
n−2∏
i=1
µi(dξi) (56)
is finite. Relation (52) follows using a characterization of the space H⊗(n−2) (in terms of
the integral of the squared Fourier transform) similar to the one given by Theorem 2.3
for space H.
The next result shows that in our context, we can interchange the order of the Fourier
transform and the multiple integral, a fact which is highly non-trivial in the general case.
Lemma 4.4 shows that the integral In−2
(
Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)
)
is well-defined.
Lemma 4.5. With probability 1, for all r ∈ [0, t] and for almost all z ∈ R and (τ, ξ) ∈ R2,
Fθ,w[In−2(f˜n(·, ∗, r, z, t, x))](τ, ξ) = In−2
(
Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)
)
.
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Proof. Let h1(τ, ξ) = Fθ,w[In−2(f˜n(·, ∗, r, z, t, x))](τ, ξ) and h2(τ, ξ) = In−2(Fθ,wf˜n(·, ∗,
r, z, t, x)(τ, ξ)). For an arbitrary function g ∈ L2(R2), we denote
Xg =
∫
R2
h1(τ, ξ)Fg(τ, ξ)dτdξ and Yg =
∫
R2
h2(τ, ξ)Fg(τ, ξ)dτdξ.
We will show that for any g ∈ L2(R2) fixed,
E(GXg) = E(GYg) for all G ∈ L
2(Ω), (57)
which implies that Xg = Yg a.s., the negligible set depending on g. Since L
2(R2) is
separable, there exists a countable dense set S in L2(R2). Hence, there exists an event Ω0
of probability 1 on which Xg = Yg for any g ∈ S. Since {Fg; g ∈ S} is dense in L
2(R2), it
follows that on Ω0, 〈h1, φ〉L2(R2) = 〈h2, φ〉L2(R2) for all φ ∈ L
2(R2), and hence h1 = h2 a.e.
First, we prove that Xg ∈ Hn−2. (A similar argument shows that Yg ∈ H.) For this, it
suffices to prove that E[Im(hm)Xg] = 0, for all m 6= n− 2 and all symmetric hm ∈ H
⊗m.
By Plancherel’s theorem,
Xg = (2pi)
∫
R2
In−2(f˜n(·, θ, w, r, z, t, x))g(θ, w)dwdθ, (58)
and hence,
E[Im(hm)Xg] = (2pi)E
[∫
R2
Im(hm)In−2(f˜n(·, θ, w, r, z, t, x))g(θ, w)dwdθ
]
. (59)
Now, we would like to apply Fubini theorem, for which we need to check that
E
∫
R2
|Im(hm)In−2(f˜n(·, θ, w, r, z, t, x))g(θ, w)|dwdθ <∞.
But we have, by Fubini theorem (because the integrand is now non-negative) and Cauchy-
Schwarz inequality (applied twice),
E
∫
R2
|Im(hm)In−2(f˜n(·, θ, w, r, z, t, x))g(θ, w)|dwdθ
=
∫
R2
E[|Im(hm)In−2(f˜n(·, θ, w, r, z, t, x))|] |g(θ, w)|dwdθ
≤
∫
R2
(
E[Im(hm)
2]
) 1
2
(
E[In−2(f˜n(·, θ, w, r, z, t, x))
2]
) 1
2 |g(θ, w)|dwdθ
= (m!)1/2‖hm‖H⊗m
∫
R2
(
E[In−2(f˜n(·, θ, w, r, z, t, x))
2]
) 1
2 |g(θ, w)|dwdθ
≤ (m!)1/2‖hm‖H⊗m
(∫
R2
E[In−2(f˜n(·, θ, w, r, z, t, x))
2]dwdθ
) 1
2
‖g‖L2(R2) <∞,
where we have applied (50). By Fubini’s theorem, we obtain that for any m 6= n− 2,
E[Im(hm)Xg] =
∫
R2
E[Im(hm)In−2(f˜n(·, θ, w, r, z, t, x))]g(θ, w)dwdθ = 0.
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We now prove (57). Since both Xg and Yg are in Hn−2, it is enough to assume that
G = In−2(gn−2) for some symmetric gn−2 ∈ H
⊗(n−2). Using Fubini’s theorem and (58),
E(GXg) = (2pi)
∫
R2
E
[
In−2(gn−2)In−2(f˜n(·, θ, w, r, z, t, x))
]
g(θ, w)dθdw
= (2pi)
∫
R2
(n− 2)!〈gn−2, f˜n(·, θ, w, r, z, t, x)〉H⊗(n−2)g(θ, w)dθdw
and
E(GYg)
=
∫
R2
E[In−2(gn−2)In−2(Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ))]Fg(τ, ξ)dτdξ
=
∫
R2
(n− 2)!〈gn−2,Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ))〉H⊗(n−2)Fg(τ, ξ)dτdξ
= (n− 2)!
∫
R2
∫
R2(n−2)
Ft1,x1,...,tn−2,xn−2(Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ))(τ1, ξ1, . . . , τn−2, ξn−2)
Fgn−2(τ1, ξ1, . . . , τn−2, ξn−2) Fg(τ, ξ)
n−2∏
i=1
ν(dτi)
n−2∏
i=1
µ(dξi)dτdξ.
We use (53), followed by Fubini’s theorem. For the dτdξ integral, we use Plancherel’s
theorem to eliminate the Fourier transform in the (θ, w)-variable. We obtain:
E(GYg) = (n− 2)!
∫
R2(n−2)
(
2pi
∫
R2
Ft1,x1,...,tn−2,xn−2 f˜n(·, θ, w, r, z, t, x)(τ1, ξ1, . . . , τn−2, ξn−2)
g(θ, w)dθdw
)
Fgn−2(τ1, ξ1, . . . , τn−2, ξn−2)
n−2∏
i=1
ν(dτi)
n−2∏
i=1
µ(dξi)
= (n− 2)!(2pi)
∫
R2
〈gn−2, f˜n(·, θ, w, r, z, t, x)〉H⊗(n−2)g(θ, w)dθdw.
This proves (57).
In summary, relation (51) and Lemma 4.5 show that for all r ∈ [0, t] and almost all
z ∈ R and for almost all (τ, ξ) ∈ R2,
Fθ,w
[
D2∗,(r,z)u(t, x)
]
(τ, ξ) =
∑
n≥2
n(n− 1)Fθ,w
[
In−2(f˜n(·, ∗, r, z, t, x))
]
(τ, ξ)
=
∑
n≥2
n(n− 1)In−2
(
Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)
)
, (60)
which gives the chaos expansion of the Fourier transform of D2∗,(r,z)u(t, x).
Theorem 4.6. Let D2ru(t, x) denote D
2
∗,(r,·), where ∗ is the missing (θ, w)-variable and ·
is the missing z-variable. For any T > 0,
sup
(t,x)∈[0,T ]×R
sup
r∈[0,t]
E‖D2ru(t, x)‖
2
H⊗L2(R) ≤ C
′′
T ,
where C ′′T > 0 is a constant depending on T .
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Proof. By (60), we have:
E‖D2ru(t, x)‖
2
H⊗L2(R) = E
∫
R
‖D2∗,(r,z)u(t, x)‖
2
Hdz
= E
∫
R
∫
R2
|Fθ,w
[
D2∗,(r,z)u(t, x)
]
(τ, ξ)|2ν(dτ)µ(dξ)dz
=
∑
n≥2
n2(n− 1)2(n− 2)!
∫
R
∫
R2
‖Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)
)
‖2H⊗(n−2)ν(dτ)µ(dξ)dz.
Using relation (55) for expressing ‖Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)
)
‖2
H⊗(n−2)
, followed by (54),
we see that∫
R2
‖Fθ,wf˜n(·, ∗, r, z, t, x)(τ, ξ)
)
‖2H⊗(n−2)ν(dτ)µ(dξ) = ‖f˜n(·, r, z, t, x)‖
2
H⊗(n−1) .
Hence,
E‖D2ru(t, x)‖
2
H⊗L2(R) ≤
∑
n≥2
n2(n− 1)2(n− 2)!
∫
R
‖f˜n(·, r, z, t, x)‖
2
H⊗(n−1)dz.
By (41), for any t ∈ [0, T ], x ∈ R, r ∈ [0, t] and M > 0,
n2(n− 1)!
∫
R
‖f˜n(·, r, z, t, x))‖
2
H⊗(n−1)dz ≤ pitn
2Γn−1t e
2Mt
(
2
M
)n−1
Kn−1M ,
and hence,
E‖D2ru(t, x)‖
2
H⊗L2(R) ≤ pite
2Mt
∑
n≥2
n2(n− 1)Γn−1t
(
2
M
)n−1
Kn−1M .
We use the fact that n ≤ en for all n ≥ 1. We conclude that for any M > 0, t ∈ [0, T ],
x ∈ R and r ∈ [0, t],
E‖D2ru(t, x)‖
2
H⊗L2(R) ≤ piTe
2MT e3
∑
n≥2
(
e3ΓT
2
M
KM
)n−1
.
Choose M =M ′T > 2 large enough such that e
3ΓTKM ′
T
< 1/2. Then
E‖D2ru(t, x)‖
2
H⊗L2(R) ≤ piTe
2M ′
T
T e3
∑
n≥1
(
1
2
)n−1
. (61)
The conclusion follows with C ′′T = 2piTe
2M ′
T
T e3.
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5 Equation satisfied by Dr,·u(t, x)
In this section, we show that Dr,·u(t, x) satisfies an integral equation.
By Theorem 6.7 of [1], we know that Malliavin derivative Du of the solution satisfies
the following equation in L2(Ω;H):
D·u(t, x) = G(t− ·, x− ·)u(·) +
∫ t
0
∫
R
U(s, y)W (δ∗s, δ∗y) (62)
where U = U (t,x) ∈ L2(Ω;H⊗H) belongs to the domain of the δ∗ and is given by:
U((r′, z′), (s, y)) = G(t− s, x− y)Dr′,z′u(s, y).
Here δ∗ is the Skorohod integral with values in H.
In what follows we will show that Dr,·u satisfies an equation similar to (62), but in
L2(Ω;L2(R)) for fixed r ∈ [0, t].
Let δ be the L2(R)-valued Skorohod integral defined in Section 6 of [1] with A = L2(R).
By Proposition 6.2 of [1], D1,2(H⊗L2(R)) ⊂ Dom δ. Let (un)n≥0 be the sequence of Picard
iterations given by: u0(t, x) = 1 and
un(t, x) = 1 +
n∑
k=1
Ik(fk(·, t, x)).
We fix t > 0, x ∈ Rd and r ∈ [0, t]. For any s ∈ [0, t], y ∈ Rd and z ∈ Rd, we let
K(r)
(
(s, y), z
)
= 1[0,t](s)G(t− s, x− y)Dr,zu(s, y),
K(r)n
(
(s, y), z
)
= 1[0,t](s)G(t− s, x− y)Dr,zun(s, y).
We denote
φ(t) :=
∫
[0,t]2
∫
R2
G(s, y)G(s′, y′)γ(s− s′)f(y − y′)dydy′dsds′ = α1(t), (63)
where we recall that α1(t) has been defined in (22).
The following result is similar to Lemma 6.5 of [1].
Lemma 5.1. For any r ∈ [0, t], K(r) ∈ D1,2(H ⊗ L2(R)) and K
(r)
n ∈ D1,2(H ⊗ L2(R)).
Hence, K(r) and K
(r)
n belong to Dom δ, for any r ∈ [0, t].
Proof. To prove that K(r) ∈ D1,2(H⊗L2(R)) it suffices to show that ‖K(r)‖2
D1,2(H⊗L2(R)) <
∞, where
‖K(r)‖2
D1,2(H⊗L2(R)) = E‖K
(r)‖2H⊗L2(R) + E‖DK
(r)‖2H⊗H⊗L2(R).
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It suffices to show that both terms above are finite. Note that ‖K(r)‖H⊗L2(R) ≤ ‖K
(r)‖|H|⊗L2(R).
Applying Cauchy-Schwarz inequality twice and Theorem 3.11, we have
E‖K(r)‖2|H|⊗L2(R)
= E
∫
[0,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)
∣∣〈Dr,·u(s, y), Dr,·u(s′, y′)〉L2(R)∣∣
× γ(s− s′)f(y − y′)dydy′dsds′
≤ E
∫
[0,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)‖Dr,·u(s, y)‖L2(R)‖Dr,·u(s
′, y′)‖L2(R)
× γ(s− s′)f(y − y′)dydy′dsds′
≤
∫
[0,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)
(
E‖Dr,·u(s, y)‖
2
L2(R)
)1/2(
E‖Dr,·u(s
′, y′)‖2L2(R)
)1/2
× γ(s− s′)f(y − y′)dydy′dsds′
≤ Ctφ(t) <∞. (64)
A similar calculation shows that E‖K
(r)
n ‖2|H|⊗L2(R) < Ctφ(t). For the second term, we
proceed similarly. First, note that ‖DK(r)‖H⊗H⊗L2(R) ≤ ‖DK
(r)‖|H|⊗H⊗L2(R). Applying
Cauchy-Schwarz inequality twice and Theorem 4.6, we have
E‖DK(r)‖2|H|⊗H⊗L2(R)
= E
∫
[0,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)
∣∣〈D2ru(s, y), D2ru(s′, y′)〉H⊗L2(R)∣∣
× γ(s− s′)f(y − y′)dydy′dsds′
≤ E
∫
[0,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)‖D2ru(s, y)‖H⊗L2(R)‖D
2
ru(s
′, y′)‖H⊗L2(R)
× γ(s− s′)f(y − y′)dydy′dsds′
≤
∫
[0,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)
(
E‖D2ru(s, y)‖
2
H⊗L2(R)
)1/2
×
(
E‖D2ru(s
′, y′)‖2H⊗L2(R)
)1/2
γ(s− s′)f(y − y′)dydy′dsds′
≤ C ′′t φ(t) <∞. (65)
A similar calculation shows that E‖DK
(r)
n ‖2|H|⊗H⊗L2(R) <∞.
We use the following more suggestive notation:
δ(K(r)) =
∫ t
0
∫
R
G(t− s, x− y)Dr,·u(s, y)W (δs, δy)
δ(K(r)n ) =
∫ t
0
∫
R
G(t− s, x− y)Dr,·un(s, y)W (δs, δy).
By Lemma 5.1, these stochastic integrals are well-defined.
The following result establishes a recursive relation involving the Malliavin derivative
of the Picard iteration scheme (see Proposition 6.6 of [1] for a similar result).
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Proposition 5.2. For any r ∈ [0, t], the following equality holds in L2(Ω;L2(R)):
Dr,·un(t, x) = G(t−r, x−·)un−1(r, ·)+
∫ t
0
∫
R
G(t−s, x−y)Dr,·un−1(s, y)W (δs, δy). (66)
Proof. For clarity, we split the proof into several steps.
Step 1. To prove (66), we will show (in Step 2 below) that for all ϕ ∈ L2(R) fixed, the
following equality holds in L2(Ω):
〈ϕ,Dr,·un(t, x)〉L2(R) = 〈ϕ,G(t− r, x− ·)un−1(r, ·)〉L2(R)
+
∫ t
0
∫
R
G(t− s, x− y)〈ϕ,Dr,·un−1(s, y)〉L2(R)W (δs, δy). (67)
The integral on the right-hand side of (67) is a real-valued Skorohod integral. In this
step of the proof, we show that this integral is well-defined. For this, let
vn(s, y) = G(t− s, x− y)〈ϕ,Dr,·un−1(s, y)〉L2(R).
Since D1,2(H) ⊂ Dom δ, it is enough to prove that vn ∈ D
1,2(H), i.e. E‖vn‖
2
H < ∞ and
E‖Dvn‖
2
H⊗H <∞. By Cauchy-Schwarz inequality and Theorem 3.11, it follows that
E‖vn‖
2
H ≤ E‖vn‖
2
|H|
= E
∫
([0,t]×R)2
γ(s− s′)f(y − y′)G(t− s, x− y)G(t− s′, x− y′)
× |〈ϕ,Dr,·un−1(s, y)〉L2(R)| · |〈ϕ,Dr,·un−1(s
′, y′)〉L2(R)|dydy
′dsds′
≤ ‖ϕ‖2L2(R)Ctφ(t) <∞.
We now prove that:
E‖Dvn‖
2
H⊗H <∞. (68)
Note that
Dθ,wvn(s, y) =
∫
R
G(t− s, x− y)ϕ(z)D2(θ,w),(r,z)un−1(s, y)dz.
Then, we have
E‖Dvn‖
2
H⊗H ≤ E‖Dvn‖
2
|H|⊗H
= E
∫
([0,t]×R)2
γ(s− s′)f(y − y′)G(t− s, x− y)G(t− s′, x− y′)
×
∣∣∣∣〈∫
R
ϕ(z)D2∗,(r,z)un−1(s, y)dz,
∫
R
ϕ(z)D2∗,(r,z)un−1(s
′, y′)dz
〉
H
∣∣∣∣ dsds′dy′dy′.
By Cauchy-Schwarz inequality, in order to have (68) it suffices to check that
sup
(s,y)∈[0,t]×R
E
∥∥∥∥∫
R
ϕ(z)D2∗,(r,z)un−1(s, y)dz
∥∥∥∥2
H
<∞.
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Observe that
E
∥∥∥∥∫
R
ϕ(z)D2∗,(r,z)un−1(s, y)dz
∥∥∥∥2
H
= E
∫
R2
∣∣Fθ,w [∫
R
ϕ(z)D2∗,(r,z)un−1(s, y)dz
]
(τ, ξ)
∣∣2ν(dτ)µ(dξ).
One verifies that, with probability 1, for all r ∈ [0, t] and (s, y) ∈ [0, t]× R, the function
(θ, w)→
∫
R
ϕ(z)D2(θ,w),(r,z)un−1(s, y)dz belongs to L
2(R2) and
Fθ,w
[∫
R
ϕ(z)D2∗,(r,z)un−1(s, y)dz
]
=
∫
R
ϕ(z)Fθ,w
[
D2∗,(r,z)un−1(s, y)
]
dz.
Indeed, for the latter equality to be fulfilled, it suffices to show the equality of the respec-
tive inner products against an arbitrary element of L2(R2). Thus, by Cauchy-Schwarz
inequality and Fubini theorem,
E
∥∥∥∥∫
R
ϕ(z)D2∗,(r,z)un−1(s, y)dz
∥∥∥∥2
H
= E
∫
R2
∣∣∣ ∫
R
ϕ(z)Fθ,w
[
D2∗,(r,z)un−1(s, y)
]
(τ, ξ)dz
∣∣∣2ν(dτ)µ(dξ)
≤ ‖ϕ‖2L2(R)E
∫
R2
∫
R
∣∣Fθ,w[D2∗,(r,z)un−1(s, y)](τ, ξ)∣∣2dzν(dτ)µ(dξ)
= ‖ϕ‖2L2(R)E
∫
R
‖D2∗,(r,z)un−1(s, y)‖
2
Hdz
≤ ‖ϕ‖2L2(R) sup
(t,x)∈[0,t]×R
sup
r∈[0,t]
E‖D2run−1(t, x)‖
2
H⊗L2(R),
and this is finite by Theorem 4.6. This concludes the proof of (68).
Step 2. We now give the proof of (67). By (26) and (31),Dr,zun(t, x) =
∑n
k=1Ak(r, z, t, x)
with An(r, z, t, x) =
∑n
j=1A
(n)
j (r, z, t, x) and
A
(n)
j (r, z, t, x) =
∫
0<t1<...<tj−1<r<tj<...<tn−1<t
G(t− tn−1, x− xn−1) . . . G(tj − r, xj − z)
G(r − tj−1, z − xj−1) . . . G(t2 − t1, x2 − x1)W (dt1, dx1) . . .W (dtn−1, dxn−1),
where the integrals are taken on the set ([0, t]× R)n.
We take n = 3 for simplicity. The general case is similar. We drop (t, x) from the
notation. We proceed as in Step 2 in the proof of Proposition 6.6 in [1]. We have
〈ϕ,Dr,·u3(t, x)〉L2(R) =
∫
R
Dr,zu3(t, x)ϕ(z)dz
=
∫
R
(
A1(r, z) +
2∑
j=1
A
(2)
j (r, z) +
3∑
j=1
A
(3)
j (r, z)
)
ϕ(z)dz.
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In this sum, we put together the terms which have the common factor G(t− z, x− z):
A1(r, z) = G(t− r, x− z),
A
(2)
2 (r, z) = G(t− r, x− z)
∫
t1<r
G(r − t1, z − x1)W (dt1, dx1)
and
A
(3)
3 (r, z)
= G(t− r, x− z)
∫
t1<t2<r
G(r − t2, z − x2)G(t2 − t1, x2 − x1)W (dt1, dx1)W (dt2, dx2).
It follows that for every z ∈ R fixed,
A1(r, z) + A
(2)
2 (r, z) + A
(3)
3 (r, z) = G(t− r, x− z)u2(r, z).
Multiplying by ϕ(z) and taking the integral dz on R, we see that∫
R2
(
A
(1)
1 (r, z) + A
(2)
2 (r, z) + A
(3)
3 (r, z)
)
ϕ(z)dz = 〈ϕ,G(t− r, x− ·)u2(r, ·)〉L2(R).
For the remaining terms, we perform some changes of notation. If we denote (t1, x1)
by (s, y), then
A
(2)
1 (r, z) =
∫
r<t1<t
G(t− t1, x− x1)G(t1 − r, x1 − z)W (dt1, dx1)
=
∫
r<s<t
G(t− s, x− y)G(s− r, y − z)W (ds, dy).
Similarly, if we denote (t2, x2) by (s, y), then
A
(3)
1 (r, z)
=
∫
r<t1<t2<t
G(t− t2, x− x2)G(t2 − t1, x2 − x1)G(t1 − r, x1 − z)W (dt1, dx1)W (dt2, dx2)
=
∫
r<t1<s<t
G(t− s, x− y)G(s− t1, y − x1)G(t1 − r, x1 − z)W (dt1, dx1)W (ds, dy),
A
(3)
2 (r, z)
=
∫
t1<r<t2<t
G(t− t2, x− x2)G(t2 − r, x2 − z)G(r − t1, z − x1)W (dt1, dx1)W (dt2, dx2)
=
∫
t1<r<s<t
G(t− s, x− y)G(s− r, y − z)G(r − t1, z − t1)W (dt1, dx1)W (ds, dy).
With this change of notation, G(t − s, x − y) becomes a common factor in the inte-
grals W (ds, dy) above. The remaining factors in these integrals are easily recognized as
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A1(r, z, s, y), A
(2)
1 (r, z, s, y), respectively A
(2)
2 (r, z, s, y). We obtain that, for any z ∈ R
fixed,
A
(2)
1 (r, z) + A
(3)
1 (r, z) + A
(3)
2 (r, z)
=
∫ t
r
G(t− s, x− y)
(
A1(r, z, s, y) + A
(2)
1 (r, z, s, y) + A
(2)
2 (r, z, s, y)
)
W (ds, dy)
=
∫ t
r
G(t− s, x− y)Dr,zu2(s, y)W (ds, dy)
=
∫ t
r
G(t− s, x− y)Dr,zu2(s, y)W (δs, δy).
We multiply by ϕ(z) and we take the integral dz on R. Using stochastic Fubini theorem,
we obtain: ∫
R
(
A
(2)
1 (r, z) + A
(3)
1 (r, z) + A
(3)
2 (r, z)
)
ϕ(z)dz
=
∫ t
r
G(t− s, x− y)〈ϕ,Dr,·u2(s, y)〉L2(R)W (δs, δy).
This concludes the proof of (67) for n = 3.
Step 3. Finally, we give the proof of (66), based on (67). By the duality relation
characterizing δ, we have to prove that for any F ∈ D1,2(L2(R)),
E〈F,Dr,·un(t, x)−G(t− r, x− ·)un−1(r, ·)〉L2(R) = E〈DF,K
(r)
n−1〉H⊗L2(R).
Using a density argument, it is enough to show that this holds for F = F0ϕ with ϕ ∈ L
2(R)
and F0 a smooth random variable. By (67), and the duality relation characterizing δ,
E〈F,Dr,·un(t, x)−G(t− r, x− ·)un−1(r, ·)〉L2(R)
= E[F0〈ϕ,Drun(t, x)−G(t− r, x− ·)un−1(r, ·〉L2(R)]
= E [F0δ(vn)] = E[〈DF0, vn〉H]
= E
∫
([0,t]×R)2
vn(s, y)(Ds′,y′F0)γ(s− s
′)f(y − y′)dydy′dsds′
= E
∫
[0,t]2
∫
R2
∫
R
G(t− s, x− y)Dr,zun−1(s, y)ϕ(z)(Ds′,y′F0)
× γ(s− s′)f(y − y′)dyd′dsds′dz
= E〈DF,K
(r)
n−1〉H⊗L2(R).
For the third last equality we used the fact that vn ∈ |H| a.s. (since E‖vn‖
2
|H| <∞) and
we assumed (without loss of generality) that DF0 ∈ |H|, so that the inner product in
H can be expressed as an integral on ([0, t] × R)2, according to Lemma A.1 (Appendix
A).
In the following theorem, we prove that the Malliavin derivative Du(t, x) satisfies an
equation in the space L2(R).
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Theorem 5.3. For any r ∈ [0, t], the following equality holds in L2(Ω;L2(R)):
Dr,·u(t, x) = G(t− r, x− ·)u(r, ·) +
∫ t
0
∫
R
G(t− s, x− y)Dr,·u(s, y)W (δs, δy). (69)
Proof. Recall that the stochastic integral on the right-hand side of (69) is δ(K(r)). By
duality, it suffices to prove that for any F ∈ D1,2(L2(R)),
E〈Dr,·u(t, x)−G(t− r, x− ·)u(r, ·), F 〉L2(R) = E〈DF,K
(r)〉H⊗L2(R). (70)
By Proposition 5.2, we know that for any F ∈ D1,2(L2(R)),
E〈Dr,·un(t, x)−G(t− r, x− ·)un−1(r, ·), F 〉L2(R) = E〈DF,K
(r)
n−1〉H⊗L2(R). (71)
Relation (70) is obtained by taking n→∞ in (71). We justify this below.
On the right-hand side, using duality and Cauchy-Schwarz inequality, we have:
E〈DF,K
(r)
n−1 −K
(r)〉H⊗L2(R) = E〈δ(K
(r)
n−1 −K
(r)), F 〉L2(R)
≤
(
E‖δ(K
(r)
n−1 −K
(r))‖2L2(R)
)1/2(
E‖F‖2L2(R)
)1/2
.
By applying Proposition 6.2 of [1] with A = L2(R),
E‖δ(K
(r)
n−1 −K
(r))‖2L2(R) ≤ E‖K
(r)
n−1 −K
(r)‖2H⊗L2(R) + E‖DK
(r)
n−1 −DK
(r)‖2H⊗H⊗L2(R).
Repeating the same calculations as in the proofs of Theorems 3.11 and 4.6 for the series
u(t, x)− un−1(t, x) =
∑
k≥n Ik(fk(·, t, x)), we arrive at the following estimates (similar to
(42) and (61) with t = T ): for any r ∈ [0, t],
E‖Dr,·u(t, x)−Dr,·un−1(t, x)‖
2
L2(R) ≤ pite
2Mtte2
∑
k≥n
(
1
2
)k−1
=
1
2
Ctan, (72)
E‖D2ru(t, x)−D
2
run−1(t, x)‖
2
H⊗L2(R) ≤ pite
2M ′tte3
∑
k≥n
(
1
2
)k−1
=
1
2
C ′′t an,
where an =
∑
k≥n
(
1
2
)k−1
. Using these bounds, and proceeding as in the proof of Lemma
3.8 for relations (64) and (65), we obtain that:
E‖K
(r)
n−1 −K
(r)‖2H⊗L2(R) ≤
1
2
Ctanφ(t)→ 0 as n→∞
and
E‖DK
(r)
n−1 −DK
(r)‖2H⊗H⊗L2(R) ≤
1
2
C ′′t anφ(t)→ 0 as n→∞.
We now treat the left-hand side of (71), which is a difference of two terms. For the
first term, by the Cauchy-Schwarz inequality,
E〈Dr,·un(t, x)−Dr,·u(t, x), F 〉L2(R) ≤
(
E‖Dr,·un(t, x)−Dr,·u(t, x)‖
2
L2(R)
)1/2(
E‖F‖2L2(R)
)1/2
,
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which converges to 0 as n → ∞, by (72). For the second term, we use again Cauchy-
Schwarz inequality, and we observe that
E‖G(t− r, x− ·)(un−1(r, ·)− u(r, ·))‖
2
L2(R) =
∫
R
G2(t− r, x− z)E|un−1(r, z)− u(r, z)|
2dz
which converges to 0 as n → ∞. This follows by the dominated convergence theorem,
using the fact that
∫
R
G2(t− r, x− z)dz <∞ and
sup
(s,y)∈[0,t]×Rd
E|un(s, y)− u(s, y)|
2 → 0,
which was shown in the proof of Theorem 7.1 of [3].
Remark 5.4. In what follows, we will use the following important consequence of Theo-
rem 5.3. If we denote by B(r, ·) the right-hand side of (69), then obviously
E
∫ t
0
‖Dr,·u(t, x)−B(r, ·)‖
2
L2(R)dr = 0.
Hence, there exists a measurable set N ⊂ Ω× [0, t] with (P × λ)(N) = 0 (where λ is the
Lebesgue measure on R), such that for all (ω, r) ∈ (Ω× [0, t])\N
‖Dr,·u(t, x)(ω)‖L2(R) = ‖B(r, ·)(ω)‖L2(R). (73)
6 Proof of Theorem 1.2
In this section, we give the proof of Theorem 1.2, which is based on Corollary 2.4 and
Lemma 6.3 below.
We begin with a general result about absolute continuity of the law of a random
variable, which corresponds to the remark right after the proof of Theorem 2.1.1 in [26].
We include the proof for the sake of completeness.
Lemma 6.1. If F is a random variable such that F ∈ D2,p for some p > 1, then the
measure (‖DF‖2H · P) ◦ F
−1 is absolutely continuous with respect to the Lebesgue measure
on R. In particular, for any Borel set B ⊂ R with Lebesgue measure zero,
P(F ∈ B, ‖DF‖H > 0) = 0. (74)
Proof. Let ϕ ∈ C∞b (R) be arbitrary. By the chain rule for the Malliavin derivative (see
Proposition 1.2.3 of [26]), ϕ(F ) ∈ D1,2 and D(ϕ(F )) = ϕ′(F )DF . Taking the scalar
product with DF , we obtain that
〈D(ϕ(F )), DF 〉H = ϕ
′(F )‖DF‖2H.
Note that F ∈ D2,p implies that DF ∈ D1,p(H). (Recall that D1,p(H) is the completion
of the space S(H) of “smooth” H-valued random variables F with respect to the norm
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‖F‖D1,p(H) =
(
E‖F‖pH + E‖DF‖
p
H⊗H
)1/p
.) Since D1,2(H) ⊂ Dom δ, it follows that DF ∈
Dom δ. By definition (20) of Dom δ, we have∣∣E(‖DF‖2Hϕ′(F ))∣∣ = ∣∣E(〈Dϕ(F ), DF 〉H)∣∣ ≤ c(E|ϕ(F )|2) 12 ≤ c‖ϕ‖∞.
We have thus proved that, for all ϕ ∈ C∞b (R),∣∣∣∣∫
R
ϕ′(x)
(
(‖DF‖2H · P) ◦ F
−1
)
(dx)
∣∣∣∣ ≤ c‖ϕ‖∞.
By Lemma 2.1.1 of [26], the measure µ = (‖DF‖2H · P ) ◦ F
−1 is absolutely continuous
with respect to the Lebesgue measure.
To prove the last statement, let B ⊂ R be a Borel set with Lebesgue measure zero.
Then
∫
F−1(B)
‖DF‖2HdP = µ(B) = 0, which implies (74).
We continue with a result about existence of density of a truncated random variable.
First note that if Γ is a Borel set in R such that 0 6∈ Γ, then the law of the truncated
variable G = F1{F∈Γ} is a probability measure PG on Γ∪{0} given by PG(A) = P(F ∈ A)
for any Borel set A ⊂ Γ, and PG({0}) = P(G = 0) = P(F 6∈ Γ).
Lemma 6.2. Let Γ be a Borel set in R such that 0 6∈ Γ. Let F ∈ D2,p for some p > 1 be
such that
‖DF‖H > 0 a.s. on {F ∈ Γ}. (75)
Then, the restriction of the law of the variable G = F1{F∈Γ} to the set Γ is absolutely
continuous with respect to the Lebesgue measure on Γ.
Proof. Let B ⊂ R be a Borel set with zero Lebesgue measure. By (75), we have
P(F ∈ Γ, ‖DF‖H = 0) = 0. (76)
By (74) and (76), we obtain:
P(F ∈ B,F ∈ Γ) = P(F ∈ B,F ∈ Γ, ‖DF‖H > 0) + P(F ∈ B,F ∈ Γ, ‖DF‖H = 0) = 0.
Lemma 6.3. Let (Γm)m≥1 be a sequence of open sets in R such that 0 6∈ Γm and Γm ⊂
Γm+1, for all m ≥ 1. Let Γ = ∪m≥1Γm. Let F ∈ D
2,p for some p > 1 be such that, for all
m ≥ 1,
‖DF‖H > 0 a.s. on {F ∈ Γm}.
Then, the restriction of the law of the variable F1{F∈Γ} to the set Γ is absolutely continuous
with respect to the Lebesgue measure on Γ.
Proof. Let B ⊂ R be a Borel set with zero Lebesgue measure. By Lemma 6.2, P(F ∈
B,F ∈ Γm) = 0 for allm ≥ 1. By takingm→∞, we infer that P(F ∈ B,F ∈ Γ) = 0.
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In the proof of Theorem 1.2, we will use the following notation:
ψ(t) :=
∫ t
0
∫
R
G(r, z)2dzdr =
1
4
∫ t
0
∫
R
1{|z|<r}dzdr =
1
4
t2 (77)
and
ψ0(t) :=
∫ t
0
∫
R2
G(r, z)G(r, z′)f(z − z′)dzdz′ =
∫ t
0
∫
R
|FG(r, ·)(ξ)|2µ(dξ)dr.
By relation (A.3) in [32], for any t ∈ (0, 1),
ψ0(t) ≤ c0t, (78)
where c0 =
4
3
∫
R
1
1+|ξ|2
µ(dξ).
Recall that φ(t) is defined by (63) and Γt = 2
∫ t
0
γ(s)ds. We will use the following
lemma.
Lemma 6.4. For any t > 0,
φ(t) ≤ Γtψ0(t).
Proof. By Cauchy-Schwarz inequality and the inequality ab ≤ 1
2
(a2 + b2),
〈G(s, ·), G(s′, ·)〉0 ≤ ‖G(s, ·)‖0‖G(s
′, ·)‖0 ≤
1
2
(
‖G(s, ·)‖20 + ‖G(s
′, ·)‖20
)
.
By symmetry, it follows that
φ(t) =
∫ t
0
∫ t
0
γ(s− s′)〈G(s, ·), G(s′, ·)〉0dsds
′ ≤
∫ t
0
∫ t
0
γ(s− s′)‖G(s, ·)‖20dsds
′.
The last integral is bounded by Γtψ0(t) by Lemma 4.3 of [3] (with n = 1).
Proof of Theorem 1.2: We will apply Lemma 4.3 in the case F = u(t, x) and
Γm = {v ∈ R; |v| >
1
m
}. For any m ≥ 1, let Ωm := {|u(t, x)| >
1
m
} ∩ Ω˜, where Ω˜ is an
event of probability 1 which will be defined below. By Lemma 3.3 u(t, x) ∈ D2,p for any
p > 1. We will prove that
‖Du(t, x)‖H > 0 a.s. on Ωm.
In view of Corollary 2.4 (applied to S = Du(t, x)(ω) for fixed ω), it is enough to prove
that ∫ t
0
∫
R
|Dr,zu(t, x)|
2dzdr > 0 a.s. on Ωm. (79)
By Remark 3.7 the map (r, z) 7→ Dr,zu(t, x)(ω) is measurable on R+ × R, for any ω ∈ Ω.
We use Remark 5.4. By Fubini’s theorem, (P×λ)(N) =
∫
Ω
λ(Nω)P(dω), where Nω :=
{r ∈ [0, t]; (ω, r) ∈ N} is the section of N at point ω ∈ Ω. Since (P × λ)(N) = 0,
λ(Nω) = 0 for P-almost all ω ∈ Ω. Say this happens on the event Ω˜ of probability 1.
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Let A =
(
Ω× [0, t]
)
\N . Note that the section of A at ω ∈ Ω is the set
Aω := {r ∈ [0, t]; (ω, r) ∈ A} = {r ∈ [0, t]; (ω, r) 6∈ N} = [0, t]−Nω.
Fix ω ∈ Ω˜. For the remaining part of the proof, we use an argument similar to the
proof of Theorem 5.2 of [27] (for the white noise in time).
For any r ∈ Aω, equality (73) holds. Using the inequality ‖a + b‖
2
L2(R) ≥
1
2
‖a‖2L2(R) −
‖b‖2L2(R), we obtain:
‖Dr·u(t, x)‖
2
L2(R) =
∥∥∥∥G(t− r, x− ·)u(r, ·) + ∫ t
0
∫
R
G(t− s, x− y)Dr·u(s, y)W (δs, δy)
∥∥∥∥2
L2(R)
≥
1
2
‖G(t− r, x− ·)u(r, ·)‖2L2(R) −
∥∥∥∥∫ t
0
∫
R
G(t− s, x− y)Dr·u(s, y)W (δs, δy)
∥∥∥∥2
L2(R)
.
Let δ ∈ (0, 1) be arbitrary. Taking the integral with respect to r on Aω (and using the
fact that λ(Nω) = 0), we obtain that on Ω˜,∫ t
0
‖Dr·u(t, x)‖
2
L2(R) dr ≥
∫ t
t−δ
‖Dr·u(t, x)‖
2
L2(R) dr
≥
1
2
∫ t
t−δ
‖G(t− r, x− ·)u(r, ·)‖2L2(R) dr − I(δ), (80)
where
I(δ) =
∫ t
t−δ
∥∥∥∥∫ t
0
∫
R
G(t− s, x− y)Dr·u(s, y)W (δs, δy)
∥∥∥∥2
L2(R)
dr
=
∫ t
t−δ
∥∥∥∥∫ t
t−δ
∫
R
G(t− s, x− y)Dr·u(s, y)W (δs, δy)
∥∥∥∥2
L2(R)
dr.
The second equality is due to the fact that Dr·u(s, y) = 0 if r > s, and so we must have
s ≥ r ≥ t− δ.
On the event Ωm,∫ t
t−δ
∫
R
|G(t− r, x− z)u(r, z)|2dzdr ≥
1
m2
∫ t
t−δ
∫
R
G(t− r, x− z)2dzdr − J(δ)
=
1
m2
ψ(δ)− J(δ) =
1
4m2
δ2 − J(δ),
where
J(δ) =
∫ t
t−δ
∫
R
G2(t− r, x− z)
(
u(t, x)2 − u(r, z)2
)
dzdr.
So, by (80), we have that∫ t
0
∫
R
|Dr,zu(t, x)|
2dzdr ≥
1
8m2
δ2 −
1
2
J(δ)− I(δ). (81)
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Let us now estimate the first moment of J(δ) and I(δ), respectively. To start with,
we have
E[|J(δ)|] ≤
∫ t
t−δ
∫
R
G2(t− r, x− z)E
[
|u(t, x)2 − u(r, z)2|
]
dzdr,
and we have
E
[
|u(t, x)2 − u(r, z)2|
]
= E
[
|u(t, x) + u(r, z)| × |u(t, x)− u(r, z)|
]
≤
(
E
[
|u(t, x) + u(r, z)|2
]) 1
2
(
E
[
|u(t, x)− u(r, z)|2
]) 1
2
≤ 2 sup
(s,y)∈[0,t]×R
(
E
[
|u(s, y)|2
]) 1
2
(
E
[
|u(t, x)− u(r, z)|2
]) 1
2
= 2C∗t
(
E
[
|u(t, x)− u(r, z)|2
]) 1
2 ,
using the fact that C∗t := sup(s,y)∈[0,t]×R E[|u(s, y)|
2] <∞, by Theorem 7.1 of [3]. Thus,
E[|J(δ)|] ≤ 2C∗t
∫ t
t−δ
∫
R
G2(t− r, x− z)
(
E
[
|u(t, x)− u(r, z)|2
]) 1
2 dzdr
≤ 2C∗t
∫ t
t−δ
∫
R
G2(t− r, x− z) sup
t−δ<s<t
sup
|x−y|<t−s
(
E
[
|u(t, x)− u(s, y)|2
]) 1
2 dzdr
≤ 2C∗t gt,x(δ)
∫ t
t−δ
∫
R
G2(t− r, x− z)dzdr
=
1
2
C∗t gt,x(δ) δ
2, (82)
with
gt,x(δ) := sup
|t−s|<δ
sup
|x−y|<δ
(
E
[
|u(t, x)− u(s, y)|2
]) 1
2 .
Note that limδ→0 gt,x(δ) = 0 because u is continuous in L
2(Ω), by Theorem 7.1 of [3].
Now we proceed to bound E[I(δ)]. By Fubini’s theorem,
E[I(δ)] =
∫ t
t−δ
E
∥∥∥∥∫ t
t−δ
∫
R
G(t− s, x− y)Dr,·u(s, y)W (δs, δy)
∥∥∥∥2
L2(R)
dr.
Note that the integrand of the divergence operator δ appearing above is the L2(R)-
valued process K
(r)
δ defined by
K
(r)
δ ((s, y), ·) = 1[t−δ,t](s)G(t− s, x− y)Dr,·u(s, y).
This process is similar to K(r), but contains the indicator of [t − δ, t] instead of 1[0,t].
Similarly to Lemma 5.1, it can be proved that K
(r)
δ ∈ Dom δ.
At this point, we apply Proposition 6.2 of [1] (with A = L2(R)) to get that:
E‖δ(K
(r)
δ )‖
2 ≤ E‖K
(r)
δ ‖
2
H⊗L2(R) + E‖DK
(r)
δ ‖
2
H⊗L2(R)⊗L2(R).
Hence
E[I(δ)] ≤ I1(δ) + I2(δ)
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where
I1(δ) =
∫ t
t−δ
E‖K
(r)
δ ‖
2
H⊗L2(R)dr and I2(δ) =
∫ t
t−δ
E‖DK
(r)
δ ‖
2
H⊗L2(R)⊗L2(R)dr.
Similarly to (64) and (65), using Theorems 3.11 and 4.6, we obtain:
E‖K
(r)
δ ‖
2
|H|⊗L2(R)
≤
∫
[t−δ,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)
(
E‖Dr,·u(s, y)‖
2
L2(R)
)1/2
×
(
E‖Dr,·u(s
′, y′)‖2L2(R)
)1/2
γ(s− s′)f(y − y′)dydy′dsds′
≤ Ctφ(δ),
and
E‖DK
(r)
δ ‖
2
|H|⊗H⊗L2(R)
≤
∫
[t−δ,t]2
∫
R2
G(t− s, x− y)G(t− s′, x− y′)
(
E‖D2ru(s, y)‖
2
H⊗L2(R)
)1/2
×
(
E‖D2ru(s
′, y′)‖2H⊗L2(R)
)1/2
γ(s− s′)f(y − y′)dydy′dsds′
≤ C ′′t φ(δ).
Here D2ru(t, x) denotes D
2
∗,(r,·), where ∗ is the missing (θ, w)-variable and · is the missing
z-variable. By Lemma 6.4 and relation (78), φ(δ) ≤ Γδψ(δ) ≤ c0Γδδ, and hence
I1(δ) ≤ c0Ctδ
2Γδ and I2(δ) ≤ c0C
′′
t δ
2Γδ.
We obtain:
E[I(δ)] ≤ c0(Ct + C
′′
t )δ
2Γδ, (83)
Taking into account the later estimate and the one obtained for E[|J(δ)|] (see (82)),
we will be able to conclude the proof, as follows. Using (81) and Markov’s inequality, for
any n ≥ 1, we have
P
({∫ t
0
∫
R
|Dr,zu(t, x)|
2 dzdr <
1
n
}
∩ Ωm
)
≤ P
(
I(δ) +
1
2
J(δ) >
1
8m2
δ2 −
1
n
)
≤
(
1
8m2
δ2 −
1
n
)−1 (
E[I(δ)] +
1
2
E[|J(δ)|]
)
≤
(
1
8m2
δ2 −
1
n
)−1
δ2
(
c0(Ct + C
′′
t )Γδ +
1
4
C∗t gt,x(δ)
)
.
Taking n→∞, one gets
P
({∫ t
0
∫
R
|Dr,zu(t, x)|
2 dzdr = 0
}
∩ Ωm
)
≤
(
1
8m2
δ2
)−1
δ2
(
c0(Ct+C
′′
t )Γδ+
1
4
C∗t gt,x(δ)
)
.
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Next, we take δ → 0. Since limδ→0 Γδ = 0 and limδ→0 gt,x(δ) = 0, we obtain:
P
({∫ t
0
∫
R
|Dr,zu(t, x)|
2 dzdr = 0
}
∩ Ωm
)
= 0.
This concludes the proof of (79) and the proof of Theorem 1.2.
A A Parseval-type identity
In this section, we give the Parseval-type identity which is used in the proof of Lemma
3.1. We begin by recalling a remarkable result of [21], and comment on a small correction
of a related result from the same paper.
Let f : Rd → [0,∞] be a kernel of positive type, i.e. f is locally integrable and its
Fourier transform in S ′(Rd) is a function g which is non-negative almost everywhere. In
addition, we suppose that f is continuous, symmetric and f(x) <∞ if and only if x 6= 0.
By Lemma 5.6 of [21], for any Borel probability measure µ on Rd, we have:∫
Rd
∫
Rd
f(x− y)µ(dx)µ(dy) =
1
(2pi)d
∫
Rd
|Fµ(ξ)|2g(ξ)dξ =: Ef(µ).
In particular, if µ(dx) = ϕ(x)dx where ϕ is a density function on Rd,∫
Rd
∫
Rd
f(x− y)ϕ(x)ϕ(y)dxdy =
1
(2pi)d
∫
Rd
|Fϕ(ξ)|2g(ξ)dξ =: Ef(ϕ). (84)
It follows that relation (84) holds for any non-negative function ϕ ∈ L1(Rd).
Relation (5.37) of [21] says that∫
Rd
∫
Rd
f(x− y)µ(dx)ν(dy) =
1
(2pi)d
∫
Rd
Fµ(ξ)Fν(ξ)g(ξ)dξ (85)
for any Borel probability measures µ and ν on Rd. When ν = δ0 and µ = δx for x ∈ R
arbitrary, this relation becomes
f(x) =
1
(2pi)d
∫
Rd
e−iξ·xg(ξ)dξ, x ∈ R,
which is not true if g is not integrable. The problem is caused by the fact that in the
proof of (5.37), on the right hand side of (5.39), we may have ∞−∞.
But (85) does hold for any Borel probability measures µ and ν on Rd such that Ef(µ) <
∞ and Ef(ν) <∞. In particular,∫
Rd
∫
Rd
f(x− y)ϕ(x)ψ(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ(ξ)Fψ(ξ)g(ξ)dξ =: Ef(ϕ, ψ) (86)
for any density functions ϕ and ψ on Rd with Ef(ϕ) <∞ and Ef(ψ) <∞.
It follows that relation (86) holds for any non-negative functions ϕ, ψ ∈ L1(Rd) with
Ef(ϕ) <∞ and Ef(ψ) <∞. (To see this, we write (86) for the density functions ϕ/‖ϕ‖1
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and ψ/‖ψ‖1 and then we multiply by ‖ϕ‖1‖ψ‖1.) Moreover, in this case |Ef(ϕ, ψ)| < ∞
since by the Cauchy-Schwarz inequality∣∣∣∣∫
Rd
Fϕ(ξ)Fψ(ξ)g(ξ)dξ
∣∣∣∣ ≤ (∫
Rd
|Fϕ(ξ)|2g(ξ)dξ
)1/2(∫
Rd
|Fψ(ξ)|2g(ξ)dξ
)1/2
In fact, we have the following more general result.
Lemma A.1. Relation (86) holds for any functions ϕ, ψ ∈ L1(Rd) with Ef(|ϕ|) <∞ and
Ef(|ψ|) <∞, and in this case |Ef(ϕ, ψ)| <∞.
Proof: We write ϕ = ϕ+ − ϕ−, where ϕ+ = max(ϕ, 0) and ϕ− = max(−ϕ, 0). Similarly,
ψ = ψ+ − ψ−, where ψ+ = max(ψ, 0) and ψ− = max(−ψ, 0). Then |ϕ| = ϕ+ + ϕ−. Since
ϕ+(x) ≤ |ϕ(x)| for any x ∈ R, we have
Ef(ϕ
+) =
∫
Rd
∫
Rd
f(x− y)ϕ+(x)ϕ+(y)dxdy
≤
∫
Rd
∫
Rd
f(x− y)|ϕ(x)||ϕ(y)|dxdy = Ef(|ϕ|) <∞.
Similarly, we obtain that Ef(ϕ
−) <∞, Ef(ψ
+) <∞ and Ef(ψ
−) <∞.
Hence relation (86) holds for the pairs (ϕ+, ψ+), (ϕ−, ψ−), (ϕ+, ψ−) and (ϕ−, ψ+):∫
Rd
∫
Rd
f(x− y)ϕ+(x)ψ+(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ+(ξ)Fψ+(ξ)g(ξ)dξ∫
Rd
∫
Rd
f(x− y)ϕ−(x)ψ−(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ−(ξ)Fψ−(ξ)g(ξ)dξ∫
Rd
∫
Rd
f(x− y)ϕ+(x)ψ−(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ+(ξ)Fψ−(ξ)g(ξ)dξ∫
Rd
∫
Rd
f(x− y)ϕ−(x)ψ+(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ−(ξ)Fψ+(ξ)g(ξ)dξ
and all the integrals appearing above are finite. We take the sum of the first two relations
above and from this, we subtract the sum of the last two. We obtain∫
Rd
∫
Rd
f(x− y)(ϕ+(x)− ϕ−(x))(ψ+(y)− ψ−(y))dxdy =
1
(2pi)d
∫
Rd
(Fϕ+(ξ)− Fϕ−(ξ))(Fψ+(ξ)−Fψ−(ξ))g(ξ)dξ,
which is exactly relation (86). Finally, we note that
|Ef(ϕ, ψ)| ≤
∫
Rd
∫
Rd
f(x− y)|ϕ(x)||ψ(y)|dxdy = Ef(|ϕ|, |ψ|) ≤ Ef(|ϕ|)
1/2Ef(|ψ|)
1/2 <∞.

For complex-valued functions, we have the following result.
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Lemma A.2. For any functions ϕ, ψ ∈ L1
C
(Rd) with Ef(|ϕ|) < ∞ and Ef(|ψ|) < ∞, we
have:∫
Rd
∫
Rd
f(x− y)ϕ(x)ψ(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ(ξ)Fψ(ξ)g(ξ)dξ =: Ef(ϕ, ψ), (87)
and in this case, |Ef(ϕ, ψ)| <∞.
Proof: We write ϕ = ϕ1 + iϕ2 and ψ = ψ1 + iψ2, where ϕ1, ϕ2, ψ1, ψ2 ∈ L
1(Rd). Note
that |ϕ|2 = |ϕ1|
2 + |ϕ2|
2. It follows that |ϕ1(x)| ≤ |ϕ(x)| for all x ∈ R, and hence
Ef(|ϕ1|) =
∫
Rd
∫
Rd
f(x− y)|ϕ1(x)||ϕ1(y)|dxdy
≤
∫
Rd
∫
Rd
f(x− y)|ϕ(x)||ϕ(y)|dxdy = Ef(|ϕ|) <∞.
Similarly, Ef(|ϕ2|) <∞, Ef(|ψ1|) <∞ and Ef(|ψ2|) <∞.
Note that
ϕ(x)ψ(y) = [ϕ1(x) + iϕ2(x)][ψ1(y)− iψ2(y)]
= [ϕ1(x)ψ1(y) + ϕ2(y)ψ2(y)] + i[ϕ2(x)ψ1(y)− ϕ1(y)ψ2(y)]
and
Fϕ(ξ)Fψ(ξ) = [Fϕ1(ξ) + iFϕ2(ξ)][Fψ1(ξ)− iFψ2(ξ)]
= Fϕ1(ξ)Fψ1(ξ) + Fϕ2(ξ)Fψ2(ξ) + i[Fϕ2(ξ)Fψ1(ξ)− Fϕ1(ξ)Fψ2(ξ)].
We apply Lemma A.1 to the pairs of functions (ϕ1, ψ1), (ϕ2, ψ2), (ϕ2, ψ1), (ϕ1, ψ2):∫
Rd
∫
Rd
f(x− y)ϕ1(x)ψ1(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ1(ξ)Fψ1(ξ)g(ξ)dξ∫
Rd
∫
Rd
f(x− y)ϕ2(x)ψ2(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ2(ξ)Fψ2(ξ)g(ξ)dξ∫
Rd
∫
Rd
f(x− y)ϕ2(x)ψ1(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ2(ξ)Fψ1(ξ)g(ξ)dξ∫
Rd
∫
Rd
f(x− y)ϕ1(x)ψ2(y)dxdy =
1
(2pi)d
∫
Rd
Fϕ1(ξ)Fψ2(ξ)g(ξ)dξ,
where all the integrals above are finite. We take the sum of the first two relations and
then we add the difference between the third and fourth relations multiplied by i. We
obtain:∫
Rd
∫
Rd
f(x− y){ϕ1(x)ψ1(y) + ϕ2(x)ψ2(y)− i[ϕ2(x)ψ1(y) + ϕ1(x)ψ2(y)]}dxdy =
1
(2pi)d
∫
Rd
{Fϕ1(ξ)Fψ1(ξ) + Fϕ2(ξ)Fψ2(ξ) + i[Fϕ2(ξ)Fψ1(ξ)−Fϕ1(ξ)Fψ2(ξ)]}g(ξ)dξ,
which is exactly relation (87). The fact that |Ef(ϕ, ψ)| <∞ follows as in Lemma A.1. 
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B Existence of measurable modifications
In this section, we prove a result about existence of measurable modifications of random
fields, which is used frequently in the literature on SPDEs using Walsh’ approach [36].
Parts a) and b) of this result are extensions to random fields of Theorem 30 in Chapter
IV of [13], respectively Proposition 3.21 of [31].
Part a) of this result is used in the proof of Theorem 3.9. Part b) of this result is not
needed in the present article, but we include it here since its proof requires only a minor
modification of the proof of part a). We include the proof for the sake of completeness.
A random field is a collection X = {X(t, x); t ≥ 0, x ∈ Rd} of random variables defined
on the same probability space (Ω,F , P ). We say that X is stochastically continuous if it is
continuous in probability, i.e. X(tn, xn)
P
→ X(t, x) if tn → t and xn → x. X is predictable
with respect to a filtration (Ft)t≥0 if the map (ω, t, x) 7→ X(ω, t, x) is measurable with re-
spect to the predictable σ-field on Ω×R+×R
d, which is the σ-field generated by elementary
processes. (An elementary process is a process of the form Y (ω, t, x) = Y0(ω)1(a,b](t)1A(x),
where Y0 is Fa-measurable, 0 < a < b and A ∈ B(R
d) is a bounded set.) X is adapted
with respect to a filtration (Ft)t≥0 if X(t, x) is Ft-measurable, for any t ≥ 0 and x ∈ R
d.
Proposition B.1. a) Any stochastically continuous random field has a measurable mod-
ification. b) Any stochastically continuous random field which is adapted with respect to
a filtration (Ft)t≥0 has a predictable modification, with respect to the same filtration.
Proof. a) Let X = {X(t, x); t ≥ 0, x ∈ Rd} be a stochastically continuous random field
defined on a probability space (Ω,F , P ). Let (Em)m≥1 be an increasing sequence of
compact sets in Rd such that ∪mEm = R
d. Fix m ≥ 1 and let I = [0, m] × Em. Since
X is stochastically continuous, it is uniformly stochastically continuous on I, i.e. for any
ε > 0 there exists δε > 0 such that for any (t, x), (s, y) ∈ I with |t− s|
2 + |x− y|2 ≤ δ2m,
P(|X(t, x)−X(s, y)| > 2−m) ≤ 2−m.
Let 0 = t
(m)
0 < t
(m)
1 < . . . < t
(m)
nm = m be a partition of [0, m] into subintervals of length
smaller than δm and (U
(m)
l )l=1,...,Km be a partition of Em into Borel sets of diameter smaller
than δm. (The diameter of a set S is defined as sup{|x − y|; x, y ∈ S}.) Let x
(m)
l ∈ U
(m)
l
be arbitrary. For any t ∈ (t
(m)
k , t
(m)
k+1] and x ∈ U
(m)
l ,
P(|X(t
(m)
k , x
(m)
l )−X(t, x)| > 2
−m) ≤ 2−m. (88)
Define
Xm(ω, t, x) =
nm−1∑
k=0
Km∑
l=1
X(ω, t
(m)
k , x
(m)
l )1(t(m)
k
,t
(m)
k+1]
(t)1
U
(m)
l
(x).
Note that Xm is a measurable process, since X(t
(m)
k , x
(m)
l ) is F -measurable.
Let A = {(ω, t, x) ∈ Ω×R+×R
d; (Xm(ω, t, x))m≥0 converges}. Then A ∈ F×B(R+)×
B(Rd) and the process X˜ defined by
X˜(ω, t, x) = 1A(ω, t, x) lim
m→∞
Xm(ω, t, x)
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is measurable.
We now show that X˜ is a modification of X . Let (t, x) ∈ R+×R
d be arbitrary. Then
(t, x) ∈ Im for m large enough, and t ∈ (t
(m)
k , t
(m)
k+1] for some k = km and x ∈ U
(m)
l for
some l = lm. Let
Am = {|X(t
(m)
k , x
(m)
l )−X(t, x)| > 2
−m}.
By (88),
∑
m P(Am) < ∞. By the Borel-Cantelli Lemma, P(Ωt,x) = 1 where Ωt,x =
lim infmA
c
m = ∪m0 ∩m≥m0 A
c
m. Let ω ∈ Ωt,x. Then there exists m0 = m0(ω) such that
|X(ω, t
(m)
k , x
(m)
l )−X(ω, t, x)| ≤ 2
−m ∀m ≥ m0(ω).
By the definition of Xm, it follows that
|Xm(ω, t, x)−X(ω, t, x)| ≤ 2
−m ∀m ≥ m0(ω).
From this, we infer that limm→∞Xm(ω, t, x) = X(ω, t, x), i.e. (ω, t, x) ∈ A. This shows
that X˜(ω, t, x) = X(ω, t, x) for any ω ∈ Ωt,x. Since P(Ωt,x) = 1, we infer that P(X˜(t, x) =
X(t, x)) = 1, as required.
b) In this part, we assume, in addition, that X is adapted. Then Xm is predictable,
being a linear combination of elementary processes. Hence A and X˜ are predictable.
Remark B.2. Proposition B.1.a) follows from a general result of Cohn: see Theorem 3
of [8], and the (first) Remark on page 164 of [8].
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