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The hydrodynamic limit for the Boltzmann equation to the com-
pressible Euler equation as Knudsen number ε vanishes is a diﬃ-
cult and challenging problem in the mathematics. When the cor-
responding compressible Euler equation has a single rarefaction
wave, Xin and Zeng (2010) [23] recently veriﬁed the hydrodynamic
limit as ε tends to zero with a convergence rate ε
1
5 | lnε|. In this
paper, the convergence rate of Xin and Zeng (2010) [23] is im-
proved to ε
1
3 | lnε|2 by different scaling arguments.
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1. Introduction
Consider the Boltzamnn equation with slab symmetry
ft + ξ1 fx = 1
ε
Q ( f , f ), ( f , t, x, ξ) ∈R×R+ ×R×R3, (1.1)
where f (x, t, ξ) is the density distribution function of particles at time t and space x with velocity ξ ,
ε > 0 is the Knudsen number which is proportional to the mean free path, and Q ( f , f ) is a bilinear
collision operator (cf. [3]). In this paper, we consider the hard sphere model, for which Q ( f , g) takes
the form:
Q ( f , g)(ξ) ≡ 1
2
∫
R3
∫
s2+
(
f
(
ξ ′
)
g
(
ξ ′∗
)+ f (ξ ′∗)g(ξ ′)− f (ξ)g(ξ∗) − f (ξ∗)g(ξ))∣∣(ξ − ξ∗) · Ω∣∣dξ∗ dΩ,
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X. Li / J. Differential Equations 252 (2012) 3972–4001 3973where ξ ′ , ξ ′∗ are the velocities after an elastic collision of two particles with velocities ξ , ξ∗ before the
collision, and the unit vector Ω is in s2+ = {Ω ∈ s2: (ξ − ξ∗) · Ω  0}. The conservation of momentum
and energy gives the following relation between the velocities before and after collision:
ξ ′ = ξ − [(ξ − ξ∗) · Ω]Ω,
ξ ′∗ = ξ∗ +
[
(ξ − ξ∗) · Ω
]
Ω.
Hilbert introduced the famous Hilbert expansion to show formally that the ﬁrst order approxima-
tion of the Boltzmann equation gives the compressible Euler equations when the Knudsen number ε
tends to zero, that is,
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ρt + (ρu1)x = 0,
(ρu1)t +
(
ρu21 + p
)
x = 0,
(ρui)t + (ρu1ui)x = 0, i = 2,3,(
ρ
(
e + |u|
2
2
))
t
+
{
ρu1
(
e + |u|
2
2
)
+ pu1
}
x
= 0,
(1.2)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ(x, t) =
∫
R3
ϕ0(ξ) f (x, t, ξ)dξ,
ρui(x, t) =
∫
R3
ϕi(ξ) f (x, t, ξ)dξ, i = 1,2,3,
ρ
(
e + |u|
2
2
)
(x, t) =
∫
R3
ϕ4(ξ) f (x, t, ξ)dξ.
(1.3)
Here, ρ is the mass density, u = (u1,u2,u3) is the macroscopic velocity, e is the internal energy and
the pressure p = Rρθ with R being the gas constant, θ is the temperature which is related to the
internal energy by e = 32 Rθ , and ϕi(ξ) (i = 0,1,2,3,4) are the collision invariants given by⎧⎪⎪⎨
⎪⎪⎩
ϕ0(ξ) = 1,
ϕi(ξ) = ξi, i = 1,2,3,
ϕ4(ξ) = 1
2
|ξ |2,
(1.4)
that satisfy
∫
R3
ϕi(ξ)Q (h, g)dξ = 0, for i = 0,1,2,3,4.
How to justify the above limit mathematically is a diﬃcult and challenging open problem. For the
case when the Euler equation has smooth solutions, the zero Knudsen number limit of the Boltzmann
equation has been studied even in the case with an initial layer, cf. Ukai and Asano [21], Caﬂish [4],
Lachowicz [15] and Nishida [19] etc. However, solutions of the Euler equations (1.2) in general develop
singularities such as shock waves, contact discontinuities and rarefaction waves. Therefore how to ver-
ify the ﬂuid dynamic limit from Boltzmann equation to the Euler equations with basic wave patterns
is a natural problem. In this direction, Yu [25] ﬁrst veriﬁed the above limit when the solution of the
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the ﬂuid dynamic limit of the Boltzmann equation to the Euler equations for a single contact dis-
continuity. And Xin and Zeng [23] proved the ﬂuid dynamic limit of the compressible Navier–Stokes
equations and Boltzmann equation to the Euler equations with non-interacting rarefaction waves.
It is noted that in [23] Xin and Zeng constructed a sequence of global smooth solutions (υε,uε, θε)
to the CNS and a sequence of global solution f ε(x, t, ξ) to the Boltzmann equation. Through the same
scaling argument, that is, y = ε−1x, τ = ε−1t , they proved the ﬁrst sequences converges to the rar-
efaction wave at a rate ε
1
4 | lnε|, the second sequence converges to the local Maxwellian deﬁned by
the rarefaction wave at a rate ε
1
5 | lnε| which is lower than the ﬁrst one. One reason for the difference
of convergence rate between CNS and Boltzmann equations is that the later one contains terms arising
from the non-ﬂuid component G even in the ﬂuid part (see (1.7)), and the coupling of the ﬂuid com-
ponents and non-ﬂuid components causes various analytic diﬃculties. Another reason is that in the
process of closing the a priori estimate, the lower order estimate cannot be obtained independently
in the Boltzmann system, while in the CNS system, it can be obtained independently. So the Boltz-
mann system cannot be estimated as well as the CNS. However, in this paper, using a different scaling
argument, that is, y = ε− 23 x, τ = ε− 23 t , we can show that the corresponding sequences converge to
the rarefaction wave at the same rate ε
1
3 | lnε|2. This kind of scaling argument was ﬁrst used in [9]
to study the Zero dissipation limit to the rarefaction wave for the 1-D compressible Navier–Stokes
equations. The mainly advantage of it is that the lower and the higher order estimates possess the
same convergence rate of the Knudsen number ε, so ﬁnally we can get the converge rate ε
1
3 | lnε|2 to
both systems. It is well known that the asymptotic relation between the Boltzmann equation and the
systems of ﬂuid dynamics, that is, the Euler equations and the Navier–Stokes equations has been in-
vestigated intensively in the literature for either small mean free path or large time, see [1,2,5,12–14,
17,18] and the references therein. In this paper, we will specify the dynamic limit for the Boltzmann
equation.
We begin to formulate our main result. We brieﬂy introduce the micro–macro decomposition
around the local Maxwellian deﬁned by the solution to the Boltzmann equation, cf. [16]. For a so-
lution f (x, t, ξ) of the Boltzmann equation (1.1), we decompose it into
f (x, t, ξ) = M(x, t, ξ) + G(x, t, ξ),
where the local Maxwellian M and G represent the ﬂuid and non-ﬂuid components in the solution
respectively. Here M is naturally deﬁned by the ﬁve conserved quantities, i.e., the mass density ρ(x, t),
the momentum ρu(x, t), and the total energy ρ(e + 12 |u|2) in (1.3), through
M ≡ M[ρ,u,θ ](x, t, ξ) = ρ(x, t)√
(2π Rθ(x, t))3
exp
(
−|ξ − u(x, t)|
2
2Rθ(x, t)
)
. (1.5)
In the sequel, the inner product of h, g in L2ξ (R
3) with respect to a given Maxwellian M˜ is deﬁned
by
〈h, g〉M˜ ≡
∫
R3
1
M˜
h(ξ)g(ξ)dξ,
where the integral is well deﬁned. If M˜ is the local Maxwellian M deﬁned in (1.5), with respect to
the corresponding inner product, the macroscopic space is spanned by the following ﬁve pairwise
orthogonal base:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
χ0(ξ) ≡ 1√
ρ
M,
χi(ξ) ≡ ξi − ui√
Rθρ
M, for i = 1,2,3,
χ4(ξ) ≡ 1√
6ρ
( |ξ − u|2
Rθ
− 3
)
M,
〈χi,χ j〉 = δi j, i, j = 0,1,2,3,4.
Using these ﬁve basic functions, we deﬁne the macroscopic projection P0 and microscopic projection
P1 as follows:
⎧⎪⎨
⎪⎩
P0h =
4∑
j=0
〈h,χ j〉χ j,
P1h = h − P0h,
(1.6)
here, we use the simpliﬁed notation 〈·,·〉 to denote the inner product 〈·,·〉M . The projections P0 and
P1 are orthogonal and satisfy
P0P0 = P0, P1P1 = P1, P0P1 = P1P0 = 0.
A function h(ξ) is called microscopic or non-ﬂuid if
∫
R3
h(ξ)ϕi(ξ)dξ = 0, i = 0,1,2,3,4.
Under this decomposition, the solution f (x, t, ξ) of the Boltzmann equation (1.1) satisﬁes
P0 f = M, P1 f = G,
and the system (1.1) becomes
(M + G)t + ξ1(M + G)x = 1
ε
[
2Q (M,G) + Q (G,G)],
which is equivalent to the following ﬂuid-type system (see [16,18] for details):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρt + (ρu1)x = 0,
(ρu1)t +
(
ρu21 + p
)
x = −
∫
ξ21 Gx dξ,
(ρui)t + (ρu1ui)x = −
∫
ξ1ξiGx dξ, i = 2,3,(
ρ
(
e + |u|
2
2
))
t
+
{
ρu1
(
e + |u|
2
2
)
+ pu1
}
x
= −
∫
1
2
ξ1|ξ |2Gx dξ,
(1.7)
together with the equation for the non-ﬂuid part G:
Gt + P1(ξ1Mx) + P1(ξ1Gx) = 1
[
LMG + Q (G,G)
]
. (1.8)ε
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LMh = 2Q (M,h).
And the null space N of LM is spanned by the macroscopic variables:
χ j(ξ), j = 0,1,2,3,4.
Furthermore, there exists a positive constant σ0(ρ,u, θ) > 0 such that for any function h(ξ) ∈N⊥ ,
cf. [7],
〈h, LMh〉−σ0
〈(
1+ |ξ |)h,h〉. (1.9)
It follows from (1.8) that
G = εL−1M
[
P1(ξ1Mx)
]+ Θ, (1.10)
with
Θ = L−1M
[
ε
(
Gt + P1(ξ1Gx)
)− Q (G,G)]. (1.11)
Plugging (1.10) into (1.7) gives
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρt + (ρu1)x = 0,
(ρu1)t +
(
ρu21 + p
)
x =
4ε
3
(
μ(θ)u1x
)
x −
∫
ξ21Θx dξ,
(ρui)t + (ρu1ui)x = ε
(
μ(θ)uix
)
x −
∫
ξ1ξiΘx dξ, i = 2,3,(
ρ
(
e + |u|
2
2
))
t
+
{
ρu1
(
e + |u|
2
2
)
+ pu1
}
x
= ε(κ(θ)θx)x + 4ε3
(
μ(θ)u1u1x
)
x
+ ε
3∑
i=2
(
μ(θ)uiuix
)
x −
∫
1
2
ξ1|ξ |2Θx dξ,
(1.12)
where the viscosity coeﬃcient μ(θ) > 0 and the heat conductivity coeﬃcient κ(θ) > 0 are smooth
functions of the temperature θ , we normalize the gas constant R to be 23 so that e = θ and p = 23ρθ .
The explicit formula of μ(θ) and κ(θ) can be found for example in [24], we omit it here for brevity.
Since our problem is in one-dimensional space x ∈ R, in the macroscopic level, it is more con-
venient to rewrite the system by using the Lagrangian coordinates. That is, consider the coordinate
transformation:
x ⇒
x∫
0
ρ(y, t)dy, t ⇒ t.
We will still denote the Lagrangian coordinates by (x, t) for simplicity of notation. System (1.1) and
(1.2) in the Lagrangian coordinates become, respectively,
ft + ξ1 − u1 fx = 1 Q ( f , f ), (1.13)
υ ε
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
υt − u1x = 0,
u1t + px = 0,
uit = 0, i = 2,3,(
θ + |u|
2
2
)
t
+ (pu1)x = 0,
(1.14)
where υ = 1ρ represents the speciﬁc volume. Also, (1.7)–(1.12) take the form
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
υt − u1x = 0,
u1t + px = −
∫
ξ21Gx dξ,
uit = −
∫
ξ1ξiGx dξ, i = 2,3,(
θ + |u|
2
2
)
t
+ (pu1)x = −
∫
1
2
ξ1|ξ |2Gx dξ,
(1.15)
Gt − u1
υ
Gx + 1
υ
P1(ξ1Mx) + 1
υ
P1(ξ1Gx) = 1
ε
[
LMG+ Q (G,G)
]
, (1.16)
with
G= εL−1M
[
1
υ
P1(ξ1Mx)
]
+ Θ1, (1.17)
Θ1 = L−1M
[
ε
(
Gt − u1
υ
Gx + 1
υ
P1(ξ1Gx)
)
− Q (G,G)
]
(1.18)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
υt − u1x = 0,
u1t + px = 4ε
3
(
μ(θ)
υ
u1x
)
x
−
∫
ξ21Θ1x dξ,
uit = ε
(
μ(θ)
υ
uix
)
x
−
∫
ξ1ξiΘ1x dξ, i = 2,3,(
θ + |u|
2
2
)
t
+ (pu1)x = ε
(
κ(θ)
υ
θx
)
x
+ 4ε
3
(
μ(θ)
υ
u1u1x
)
x
+ ε
3∑
i=2
(
μ(θ)
υ
uiuix
)
x
−
∫
1
2
ξ1|ξ |2Θ1x dξ.
(1.19)
Without loss of generality, we study the 1-rarefaction wave case. Let’s consider the Euler system
(1.14) with the Riemann initial data
(υ,u, θ)(x,0) =
{
(υ−,u−, θ−) x < 0,
(υ+,u+, θ+) x > 0,
(1.20)
where ui− = ui+ = 0, i = 2,3. It is well known that when
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where
R1(υ−,u−, θ−) =
{
(υ,u, θ)
∣∣∣ s = s−, u1 = u1− −
υ∫
υ−
λ1(η, s−)dη, υ > υ−, ui = 0,
i = 2,3, λ1 = −
√
γ p
υ
}
,
the Euler system (1.14) admits a 1-rarefaction wave (υr,ur, θ r)(x, t), see [20] for details.
Since the rarefaction wave (υr,ur, θ r)(x, t) is not smooth, it is necessary to construct smooth ap-
proximate rarefaction wave. Following [22], the approximate rarefaction wave (V ,U ,Θ)(x, t) is given
by ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
λ1(V , s−) = ωδ(x, t),
U1(x, t) = u1− −
V∫
υ−
λ1(η, s−)dη,
Ui(x, t) = 0, i = 2,3,
Θ = θ−(υ−)γ−1(V )1−γ ,
(1.22)
where ωδ(x, t) is the solution of the Burger equation⎧⎨
⎩
ωt + ωωx = 0, (x, t) ∈R×R+,
ω|t=0 = ω+ + ω−
2
+ ω+ − ω−
2
tanh
(
x
δ
)
,
(1.23)
with ω± = λ1(υ±, s−).
Let M∗ = M[υ∗,u∗,θ∗] be a global Maxwellian satisfying{ 1
2
< θ∗ < θ(x, t), for t  0, x ∈R,
|υ − υ∗| + |u − u∗| + |θ − θ∗| < η0,
(1.24)
where η0 = η0(υ,u, θ;υ∗,u∗, θ∗) is the constant to be given in Lemma 4.2.
Our main result is as follows:
Theorem 1.1. Suppose (1.21) holds, let (υr,ur, θ r)(x, t) be the solution of (1.14) and (1.20), if
α ≡ |υ+ − υ−| + |u+ − u−| < η0, sup
x∈R, t0
θ r(x, t) < 2 inf
x∈R, t0 θ
r(x, t),
then there exists a small constant ε0 such that for each ε  ε0 , we can construct a global solution f (x, t, ξ)
to the Boltzmann equation (1.1). Furthermore, for any given positive constant h, there is a constant c(h) 0,
independent of ε, so that
sup
th
∥∥ f (x, t, ξ) − M(υr ,ur ,θ r)(x, t, ξ)∥∥L∞x L2ξ ( 1√M∗ )  c(h)ε
1
3 | lnε|2, (1.25)
where the norm ‖ · ‖L2ξ ( 1√ ) is ‖
·√
M∗
‖L2ξ (R3) .M∗
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tion wave is given; in Section 3, the system (1.13) is reformulated to a perturbed system and the
a priori estimates are presented; ﬁnally in Section 4, the proof of a priori estimates is given.
Notation. Throughout this paper, we denote several generic positive constants by C . For function
spaces, Hl(Rx) denotes the lth order Sobolev space with the norm ‖ · ‖Hl(Rx) , and ‖ · ‖ = ‖ · ‖L2(Rx)
denotes the usual L2(Rx) norm.
2. Approximate rarefaction wave
Consider the Riemann problem for the inviscid Burgers equation:
⎧⎨
⎩
wt + wwx = 0,
w(x,0) =
{
w−, x < 0,
w+, x > 0.
(2.1)
If w− < w+ , then (2.1) has a centered rarefaction wave solution wr(x, t) = wr(x/t) given by
wr(x, t) =
⎧⎨
⎩
w−, x/t  w−,
x/t, w−  x/t  w+,
w+, x/t  w+.
(2.2)
Since the above rarefaction wave is only Lipschitz continuous, we shall construct a smooth approxi-
mation for the rarefaction wave in the following. We set for each δ > 0,
wδ(x) = w
(
x
δ
)
=: (w+ + w−)
2
+ (w+ − w−)
2
tanh
(
x
δ
)
and solve the following initial value problem
{
wt + wwx = 0,
w(x,0) = wδ(x). (2.3)
Denote the solution of (2.3) by wrδ(x, t). We can show that the smooth rarefaction wave w
r
δ(x, t)
approaches the centered rarefaction ware wr(x/t) as δ goes to zero. That is,
Lemma 2.1. The problem (2.3) has a unique smooth global solution wrδ(x, t) for each δ > 0 such that
(1) w− < wrδ(x, t) < w+ , ∂xwrδ(x, t) > 0, for x ∈R1 , t  0, δ > 0,
(2) the following estimates hold for all t > 0, δ > 0 and p ∈ [1,∞]:
∥∥∂xwrδ(x, t)∥∥Lp  C(w+ − w−)1/p(δ + t)−1+1/p,∥∥∂ lxwrδ(x, t)∥∥Lp  Cδ−l+1+1/p(δ + t)−1, l = 2,3,
(3) there exists a constant δ0 ∈ (0,1) such that for δ ∈ (0, δ0], t > 0,
∥∥wrδ(·, t) − wr(·, t)∥∥L∞  Cδt−1(ln(1+ t) + | ln δ|).
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We now turn to 1-rarefaction wave for the Euler equation (1.14). Here and in what follows,
the constant states (υ±,u±, θ±) are ﬁxed so that (υ+,u+, θ+) lies on the 1-rarefaction wave curve
through (υ−,u−, θ−) (see (1.21) or [20]). Set w− = λ1(υ−, s−) and w+ = λ1(υ+, s−) in (2.1)–(2.3).
It is easy to check that the 1-rarefaction wave (υr,ur, θ r)(x, t) to the Riemann problem (1.14), (1.20)
and (1.21) is given by
λ1
(
υr(x, t)
)= wr(x, t), (2.4)
ur1(x, t) +
υr(x,t)∫
υ−
λ1(ν)dν = u1−, uri = 0, i = 2,3, (2.5)
θ r = θ−(υ−)γ−1
(
υr
)1−γ
. (2.6)
Now for each positive constant δ, we deﬁne smooth functions (urδ,υ
r
δ , θ
r
δ ) by
λ1
(
υrδ
)= wrδ(x, t), (2.7)
ur1δ(x, t) +
νrδ (x,t)∫
υ−
λ1(ν)dν = u1−, uriδ = 0, i = 2,3, (2.8)
θ rδ = θ−(υ−)γ−1
(
νrδ
)1−γ
, (2.9)
where wrδ(x, t) is deﬁned by (2.3). Then (u
r
δ,υ
r
δ , θ
r
δ ) is a smooth 1-rarefaction wave of (1.14). It follows
from Lemma 2.1.
Lemma 2.2. (υrδ ,u
r
δ, θ
r
δ ), as described above, is a smooth solution to the Euler equations (1.14) satisfying
(1) ∂xur1δ  0, for ∀x ∈R, t  0,
(2) the following estimates hold for all t > 0, δ > 0 and p ∈ [1,∞]:
∥∥(∂xurδ(·, t), ∂xυrδ(·, t), ∂xθ rδ (·, t))∥∥Lp  C(w+ − w−)1/p(δ + t)−1+1/p,∥∥(∂ lxurδ(·, t), ∂ lxυrδ(·, t), ∂ lxθ rδ (·, t))∥∥Lp  Cδ−l+1+1/p(δ + t)−1, l = 2,3,4,
(3) there exists a constant δ0 ∈ (0,1) such that for δ ∈ (0, δ0], t > 0,
∥∥(ur − urδ,υr − υrδ , θ r − θ rδ )∥∥L∞  Cδt−1(ln(1+ t) + | ln δ|).
3. Reformulation of the problem
In this section, we will reformulate the system and introduce a scaling for the independent variable
and the perturbation. Firstly, suppose f ε(x, t, ξ) be the solution of (1.13) with the initial data
f ε(x,0, ξ) = M[υrδ ,urδ ,θ rδ ](x,0, ξ). (3.1)
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(V ,U ,Θ)(x, t) =: (υrδ ,urδ, θ rδ )(x, t).
Since the approximate rarefaction waves for the Boltzmann equation M[V ,U ,Θ] are not suﬃciently
accurate for the energy method, we have to subtract from G(x, t, ξ) the term G¯:
G¯(x, t, ξ) = ε L
−1
M {P1[ξ1( |ξ−u|
2
2θ Θx + ξ · Ux)M]}
Rυθ
, (3.2)
which is the ﬁrst term in the Chapman–Enskog expansion, cf. (1.17).
Secondly, we deﬁne the scaled independent variables
y = ε− 23 x, τ = ε− 23 t. (3.3)
Correspondingly, set the scaled perturbation as
(φ,ψ, ζ, G˜)(y, τ ) = (υε,uε, θε,G)(x, t) − (V ,U ,Θ, G¯)(x, t).
Then they satisfy the following equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φτ − ψ1y = 0,
ψ1τ +
(
p(υ, θ) − p(V ,Θ))y = −
∫
ξ21Gy dξ,
ψiτ = −
∫
ξ1ξiGy dξ, i = 2,3,
ζτ + p(υ, θ)ψ1y +
(
p(υ, θ) − p(V ,Θ))U1y = −
∫ (
1
2
|ξ |2 − u · ξ
)
ξ1Gy dξ,
(3.4)
or
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φτ − ψ1y = 0,
ψ1τ +
(
p(υ, θ) − p(V ,Θ))y = ε 13
(
4μ(θ)
3υ
u1y
)
y
−
∫
ξ21Θ1x dξ,
ψiτ = ε 13
(
μ(θ)
υ
uiy
)
y
−
∫
ξ1ξiΘ1y dξ, i = 2,3,
ζτ + p(υ, θ)ψ1y +
(
p(υ, θ) − p(V ,Θ))U1y = ε 13
(
κ(θ)
υ
θy
)
y
+ ε 13
(
4μ(θ)
3υ
)
u21y
+ ε 13
3∑
i=2
μ(θ)
υ
u2iy −
∫ (
1
2
|ξ |2 − u · ξ
)
ξ1Θ1y dξ
(3.5)
and
G˜ − ε− 13 LM G˜ = − 1
Rυθ
P1
[
ξ1
( |ξ − u|2
2θ
ζy + ξψy
)
M
]
+ u1
υ
Gy
− 1 P1(ξ1Gy) + ε− 13 Q (G,G) − G¯τ . (3.6)
υ
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g(y, τ , ξ) = f (x, t, ξ) − M[V ,U ,Θ](x, t, ξ)
to be
X(0, τ1) =
{
g(y, τ , ξ)
∣∣∣ ∂α g√
M∗
∈ C0(0, τ1; L2y,ξ (R1 ×R3)),
√
1+ |ξ |∂α g√
M∗
∈ L2(0, τ1; L2y,ξ (R1 ×R3)), |α| 2
}
,
with the differential operator ∂α = ∂(α0,α1) = ∂α0τ ∂α1y , |α| = α0+α1, where α0 and α1 are non-negative
integers.
We now focus on the reformulated system (3.4) (or (3.5)) and (3.6). Since the local existence of the
solution to (3.4) (or (3.5)) and (3.6) is standard, cf. [6], to prove the global existence and the estimate
(1.25), we only need to prove the following a priori estimate.
Proposition 3.1 (A priori estimate). Suppose that the Cauchy problem (1.13) and (3.1) has a solution f with
f − M[υrδ ,urδ ,θ rδ ] ∈ X(0, τ1) for some τ1 > 0 satisfying
N2(0, τ1) = sup
0ττ1
{∥∥(φ,ψ, ζ )(τ )∥∥2 + ∥∥∂y(φ,ψ, ζ )(τ )∥∥2 +
∫ ∫ |G˜|2(τ )
M∗
dξ dy
+
∑
|α′|=1
∫ ∫ |∂α′G|2(τ )
M∗
dξ dy + ε 13
∑
|α|=2
∫
R1
∫
R3
|∂α f |2(τ )
M∗
dξ dy
}
 ε 23 , (3.7)
then there exist positive constants ε1 , C , independent of ε, δ and τ1 , such that if
0< ε  ε1, ε
1
3 | lnε| δ, (3.8)
it holds
N2(0, τ1) + ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + ε− 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
+
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ  Cε 56 δ− 12  1
2
ε
2
3 . (3.9)
Once we have Proposition 3.1, we can take δ = ε 13 | lnε|. Then (3.9) implies that there exists a
positive constant C independent of ε such that
sup
0τ+∞
{∣∣(φ,ψ, ζ )(τ )∣∣+ ∥∥G(y, τ , ξ)∥∥L2ξ ( 1√M∗ )
}
 Cε 13 .
Therefore, under Lemma 2.2, the Boltzmann equation (1.13) has a global solution f (x, t, ξ) satisfying
∥∥ f (x, t, ξ) − M(υr ,ur ,θ r)(x, t, ξ)∥∥L∞x L2ξ ( 1√M∗ )  Cε
1
3 | lnε|2, (3.10)
for all t ∈ [h,+∞). Then the proof of Theorem 1.1 is completed.
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This section is devoted to Proposition 3.1. First we note that the a priori assumption (3.7) also
gives
∥∥(φ,ψ, ζ )∥∥2L∞  Cε 23 , (4.1)∥∥∥∥
∫ |G˜|2
M∗
dξ
∥∥∥∥
L∞(y)
 C
(∫ ∫ |G˜|2
M∗
dξ dy
) 1
2
(∫ ∫ |G˜ y|2
M∗
dξ dy
) 1
2
 Cε 23 . (4.2)
We compute directly form the system (3.4) lead to
∥∥∂τ (φ,ψ, ζ )∥∥2  Cε 23 . (4.3)
Hence, we have
∥∥(υτ ,uτ , θτ )∥∥2  C(∥∥(φτ ,ψτ , ζτ )∥∥2 + ∥∥(Vτ ,Uτ ,Θτ )∥∥2) Cε 13 . (4.4)
In addition, (3.7) also implies that
∥∥(υy,uy, θy)∥∥2  C(∥∥(φy,ψy, ζy)∥∥2 + ∥∥(V y,U y,Θy)∥∥2) Cε 13 . (4.5)
Let |α| = 2, deﬁnition (1.3) gives
ε
1
3
∥∥∥∥∂α
(
ρ,ρu,ρ
(
e + |u|
2
2
))∥∥∥∥
2
 Cε 13
∫ ∫
(∂α f )2
M∗
dξ dy  Cε 23 , (4.6)
this yields
ε
1
3
∥∥∂α(φ,ψ, ζ )∥∥2  Cε 13 (∥∥∂α(υ,u, θ)∥∥2 + ∥∥∂α(V ,U ,Θ)∥∥2) Cε 23 . (4.7)
Finally, from the fact that f = M + G, we can obtain for |α| = 2,
ε
1
3
∫ ∫ |∂αG|2
M∗
dξ dy  Cε 13
∫ ∫ |∂α f |2
M∗
dξ dy + Cε 13
∫ ∫ |∂αM|2
M∗
dξ dy
 Cε 13
∫ ∫ |∂α f |2
M∗
dξ dy + Cε 13 ∥∥∂α(υ,u, θ)∥∥2
+ Cε 13
∑
|α′|=1
∫ ∣∣∂α′(υ,u, θ)∣∣4 dy
 Cε 23 , (4.8)
and for |α′| = 1,
∥∥∥∥
∫ |∂α′G|2
M∗
dξ
∥∥∥∥
L∞(y)
 C
(∫ ∫ |∂α′G|2
M∗
dξ dy
) 1
2
(∫ ∫ |∂α′Gy|2
M∗
dξ dy
) 1
2
 Cε 12 . (4.9)
Before proving the a priori estimate (3.9), we list some basic lemmas based on the celebrated
H-theorem for later use. The ﬁrst lemma is from [8].
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∫
(1+ |ξ |)−1Q ( f , g)2
M˜
dξ  C
{∫
(1+ |ξ |) f 2
M˜
dξ
∫
g2
M˜
dξ +
∫
f 2
M˜
dξ
∫
(1+ |ξ |)g2
M˜
dξ
}
,
where M˜ can be any Maxwellian so that the above integrals are well deﬁned.
Based on Lemma 4.1, the following three lemmas are proved in [17].
Lemma 4.2. If θ2 < θ∗ < θ , then there exist two positive constants σ = σ(ρ,u, θ;ρ∗,u∗, θ∗) > 0 and η0 =
η0(ρ,u, θ;ρ∗,u∗, θ∗) > 0 such that if |ρ − ρ∗| + |u − u∗| + |θ − θ∗| < η0 , it holds that for h(ξ) ∈N⊥
−
∫
hLMh
M∗
dξ  σ
∫
(1+ |ξ |)h2
M∗
dξ.
Lemma 4.3. Under the assumptions in Lemma 4.2, we have for each h(ξ) ∈N⊥ ,
∫
1+ |ξ |
M
∣∣L−1M h∣∣2 dξ  σ−2
∫
(1+ |ξ |)−1h2
M
dξ,
∫
1+ |ξ |
M∗
∣∣L−1M h∣∣2 dξ  σ−2
∫
(1+ |ξ |)−1h2
M∗
dξ.
Lemma 4.4. Under the conditions in Lemma 4.2, for any positive constants k and λ, it holds that
∣∣∣∣
∫
g1P1(|ξ |k g2)
M∗
dξ −
∫
g1|ξ |k g2
M∗
dξ
∣∣∣∣ Ck,λ λ|g1|2 + λ−1|g2|2M∗ dξ.
4.1. Lower order estimates
We now derive the lower order estimates. Set
η(y, τ ) = 2
3
ΘΦ
(
υ
V
)
+ 1
2
(u − U )2 + ΘΦ
(
θ
Θ
)
,
with Φ(s) = s − ln s − 1. Direct computations give that
ητ + q1U1y + ε 13 μ(θ)Θ
υθ
(
|ψy|2 + 1
3
ψ21y
)
+ ε 13 κ(θ)Θ
υθ2
ζ 2y
= ε 13
[
ζ
(
κ ′(θ)
υθ
Θyζy − κ(θ)
υ2θ
Θyφy + κ(θ)
υ2θ
Θyζy + 8μ(θ)
3υθ
U1yψ1y
)
+ ψ1
(
4μ′(θ)
3υ
U1yζy − 4μ(θ)
3υ2
U1yφy
)]
+ ε 13
[
ζ
κ(θ)
υθ
Θyy + ψ1 4μ(θ)
3υ
U1yy
]
+ ε 13
[
ζ
(
κ ′(θ)Θ2y
υθ
− κ(θ)ΘyV y
υ2θ
+ 4μ(θ)
3υθ
U21y
)
+ ψ1
(
4μ′(θ)
3υ
U1yΘy − 4μ(θ)
3υ2
U1yV y
)]
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∫ [( |ξ |2
2
− ξ · u
)
Θ
θ2
ζy + Θ
θ
ξ · ψy
]
ξ1Θ1 dξ
− ζ
∫ [
ξ · U y
θ
+
( |ξ |2
2
− ξ · u
)
Θy
θ2
]
ξ1Θ1 dξ + (· · ·)y, (4.10)
with q1 = p(υ, s) − p(V , S) − pυ(V , S)(υ − V ) − ps(V , S)(s − S) 0 by the convexity of p(υ, s).
Integrating the above equation with respect to τ and y over [0, τ ] ×R yields that
∫
R
η(τ )dy +
τ∫
0
∫
R
U1yq1 dy dτ + ε 13
τ∫
0
∫
R
(|ψy|2 + |ζy|2)dy dτ
 C
τ∫
0
∫
R
(R1 + R2 + R3 + R4 + R5)dy dτ , (4.11)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
R1 = ε 13
{(|ζψ1y| + |ψ1ζy| + |ψ1φy|)|U1y| + (|ζ ζy| + |ζφy|)|Θy|},
R2 = ε 13
{|ζ |(|Θy|2 + |ΘyV y| + |U1y|2)+ |ψ1U1y|(|Θy| + |V y|)},
R3 = ε 13
{|ψ1U1yy| + |ζΘyy|},
R4 =
∣∣∣∣ψy
∫
ξξ1Θ1 dξ
∣∣∣∣+
∣∣∣∣ζy
∫ (|ξ |2 − 2ξ · u)ξ1Θ1 dξ
∣∣∣∣,
R5 = |ζ |
{∣∣∣∣U1y
∫
ξξ1Θ1 dξ
∣∣∣∣+
∣∣∣∣Θy
∫ (|ξ |2 − 2ξ · u)ξ1Θ1 dξ
∣∣∣∣
}
.
We estimate Ri , i = 1,2,3,4,5 respectively. First, using Lemma 2.2, we have
τ∫
0
∫
R
R1 dy dτ  γ ε
1
3
τ∫
0
∫
R
|ψ1y|2 dy dτ + Cγ ε 13
τ∫
0
∫
R
U21yζ
2 dy dτ
+ Cε 13
τ∫
0
‖ψ1‖ 12 ‖ψ1y‖ 12
(‖ζy‖2 + ‖φy‖2 + ‖U1y‖2)dτ
+ γ ε 13
τ∫
0
∫
R
(|ζy|2 + |φy|2)dy dτ

(
γ ε
1
3 + Cε 23 )
τ∫
0
∫
R
(|ψ1y|2 + |ζy|2)dy dτ + Cγ εδ−1
τ∫
0
∫
R
|U1y|ζ 2 dy dτ
+ Cγ ε 13
τ∫
0
‖ψ1‖ 23 ‖U1y‖ 83 dτ +
(
Cε
2
3 + γ ε 13 )
τ∫
0
∫
R
|φy|2 dy dτ

(
γ ε
1
3 + Cε 23 )
τ∫ ∫ (|ψ1y|2 + |ζy|2)dy dτ + Cγ εδ−1
τ∫ ∫
|U1y|ζ 2 dy dτ
0 R 0 R
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τ∫
0
∫
R
φ2y dy dτ + γ sup
0ττ1
‖ψ1‖2 + Cε 56 δ− 12 , (4.12)
and
τ∫
0
∫
R
R2 dy dτ  Cε
1
3
τ∫
0
(‖ζ‖ 12 ‖ζy‖ 12 + ‖ψ1‖ 12 ‖ψ1y‖ 12 )‖Θy‖2 dτ
 γ ε 13
τ∫
0
∫
R
(|ζy|2 + |ψ1y|2)dy dτ + γ sup
0ττ1
(‖ζ‖2 + ‖ψ‖2)
+ Cε 56 δ− 12 , (4.13)
τ∫
0
∫
R
R3 dy dτ  γ ε
1
3
τ∫
0
∫
R
(|ζy|2 + |ψ1y|2)dy dτ + γ sup
0ττ1
(‖ζ‖2 + ‖ψ‖2)
+ Cε 56 δ− 12 , (4.14)
where γ is a small positive constant. Next, noting the fact that for any polynomial g(ξ), we have
∣∣∣∣
∫
g(ξ)Θ1 dξ
∣∣∣∣
2

(∫
g2(ξ)Mdξ
)(∫
Θ21
M
dξ
)
 C
∫
Θ21
M
dξ, (4.15)
then we can estimate R4, R5 as follows,
τ∫
0
∫
R
R4 dy dτ  C
τ∫
0
∫
R
(|ψy| + |ζy|)
(∫
Θ21
M
dξ
) 1
2
dy dτ
 γ ε 13
τ∫
0
∫
R
(|ψy|2 + |ζy|2)dy dτ + Cγ ε− 13
τ∫
0
∫ ∫
Θ21
M
dξ dy dτ , (4.16)
and
τ∫
0
∫
R
R5 dy dτ  Cε
2
3 δ−1
τ∫
0
∫
R
|U1y|ζ 2 dy dτ + C
τ∫
0
∫ ∫
Θ21
M
dξ dy dτ . (4.17)
It follows from (1.18), Lemma 4.3 and Lemma 4.1 that
ε−
1
3
τ∫
0
∫ ∫
Θ21
M
dξ dy dτ  Cε− 13
τ∫
0
∫ ∫
Θ21
M∗
dξ dy dτ
 Cε 13
∑
|α′|=1
τ∫ ∫ ∫
(1+ |ξ |)−1|∂α′G|2
M∗
dξ dy dτ0
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τ∫
0
∫ ∫ |L−1M Q (G,G)|2
M∗
dξ dy dτ
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
+ Cε− 13
τ∫
0
∫
R
(∫
(1+ |ξ |)G2
M∗
dξ
)(∫
G2
M∗
dξ
)
dy dτ
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
+ Cε 13
τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ + Cε
τ∫
0
∫
R
(|Θy|2 + |U y|2)2 dy dτ
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
+ Cε 13
τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ + Cε 73 δ−2. (4.18)
Substituting (4.12)–(4.18) into (4.11), and let γ and ε be suﬃciently small, we obtain
∥∥(φ,ψ, ζ )∥∥2 +
τ∫
0
∫
R
U1y
(|φ|2 + |ζ |2)dy dτ + ε 13
τ∫
0
∫
R
(|ψy|2 + |ζy|2)dy dτ

(
Cε
2
3 + γ ε 13 )
τ∫
0
∫
R
φ2y dy dτ + Cε
1
3
τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ
+ Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ + Cε 56 δ− 12 , (4.19)
where we have used the assumption ε
1
3 | lnε| δ.
It remains to estimate the microscopic component G and the double integral for |φy|2. First, mul-
tiplying (3.6) by G˜M∗ , and integrating the products over [0, τ ] ×R×R3, we get
∫ ∫
G˜2
M∗
dξ dy + σε− 13
τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ
 Cγ ε
1
3
τ∫ ∫ ∫
(1+ |ξ |)−1P1[ξ1( |ξ−u|22θ ζy + ξψy)M]2
M∗
dξ dy dτ0
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τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ + Cγ ε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cγ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)−1Q (G,G)2
M∗
dξ dy dτ + Cγ ε 13
τ∫
0
∫ ∫
(1+ |ξ |)−1G¯2τ
M∗
dξ dy dτ ,
where we have used Lemma 4.2. From (3.2), direct calculation gives
ε
1
3
τ∫
0
∫ ∫
(1+ |ξ |)−1G¯2τ
M∗
dξ dy dτ
 Cε
τ∫
0
∫
R
(|Θyτ |2 + |Θy|2(|υτ | + |uτ | + |θτ |)2)dy dτ
 Cε 73 δ−2
τ∫
0
∫
R
(|φτ |2 + |ψτ |2 + |ζτ |2)dy dτ + Cε 73 δ−2.
Combining the above two estimates, let γ be suﬃciently small, we have
∫ ∫
G˜2
M∗
dξ dy + ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ
 Cε 13
τ∫
0
∫
R
(|ζy|2 + |ψy|2)dy dτ + Cε 13 ∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 73 δ−2
τ∫
0
∫
R
(|φτ |2 + |ψτ |2 + |ζτ |2)dy dτ + Cε 73 δ−2. (4.20)
We continue to estimate the double integral for |φy|2 and |∂τ (φτ ,ψτ , ζτ )|2. Multiplying (3.4)2 by
(−φy) and integrating the product over [0, τ ] ×R lead to
−
∫
R
ψ1φy dy −
τ∫
0
∫
R
pυ |φy|2 dy dτ
=
τ∫
0
∫
R
[
(pυ − p¯υ)V yφy + (pθ − p¯θ )Θyφy
]
dy dτ +
τ∫
0
∫
R
pθ ζyφy dy dτ
+
τ∫
0
∫
R
|ψ1y|2 dy dτ +
τ∫
0
∫
R
φy
∫
ξ21Gy dξ dy dτ ,
here p = p(υ, θ), p¯ = p(V ,Θ), note that pυ < 0, we have
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0
∫
R
|φy|2 dy dτ  C‖ψ1φy‖L1 + C
τ∫
0
∫
R
(|φ| + |ζ |)V yφy dy dτ
+ C
τ∫
0
∫
R
|ζyφy|dy dτ + C
τ∫
0
∫
R
|ψ1y|2 dy dτ + C
τ∫
0
∫
R
φy
(∫ G2y
M∗
dξ
) 1
2
dy dτ
 C
(‖ψ1‖2 + ‖φy‖2)+ γ
τ∫
0
∫
R
|φy|2 dy dτ + Cγ
τ∫
0
∫
R
|U y|2
(|φ|2 + |ζ |2)dy dτ
+ Cγ
τ∫
0
∫
R
(|ζy|2 + |ψ1y|2)dy dτ + Cγ
τ∫
0
∫ ∫ G2y
M∗
dξ dy dτ ,
or
ε
1
3
τ∫
0
∫
R
|φy|2 dy dτ  Cε 13
(‖ψ1‖2 + ‖φy‖2)+ Cεδ−1
τ∫
0
∫
R
|U y|
(|φ|2 + |ζ |2)dy dτ
+ Cε 13
τ∫
0
∫
R
(|ζy|2 + |ψ1y|2)dy dτ + C
τ∫
0
∫ ∫ G2y
M∗
dξ dy dτ . (4.21)
On the other hand, from the system (3.4), we can get the estimate for
∫ τ
0
∫
R
(|φτ |2 + |ψτ |2 +
|ζτ |2)dy dτ as follows
τ∫
0
∫
R
(|φτ |2 + |ψτ |2 + |ζτ |2)dy dτ
 ε 13
τ∫
0
∫
R
(|φτ | + |ζτ |)|ψ1y|dy dτ + ε 13
τ∫
0
∫
R
|ψ1τ |
∣∣(p − p¯)y∣∣dy dτ
+ ε 13
τ∫
0
∫
R
|U1yζτ |
∣∣(p − p¯)∣∣dy dτ + 3∑
i=1
ε
1
3
τ∫
0
∫
R
|ψiτ |
∣∣∣∣
∫
ξiξ1Gy dξ
∣∣∣∣dy dτ
+ ε 13
τ∫
0
∫
R
|ζτ |
∣∣∣∣
∫ (
1
2
|ξ |2 − u · ξ
)
ξ1Gy dξ
∣∣∣∣dy dτ
 γ ε 13
τ∫
0
∫
R
(|φτ |2 + |ψτ |2 + |ζτ |2)dy dτ + Cγ ε 13
τ∫
0
∫
R
(|φy|2 + |ψy|2 + |ζy|2)dy dτ
+ Cγ ε 13
τ∫
0
∫
R
|U1y|
(|φ|2 + |ζ |2)dy dτ + Cγ ε 13
τ∫
0
∫ ∫ G2y
M∗
dξ dy dτ . (4.22)
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∥∥(φ,ψ, ζ )∥∥2 +
τ∫
0
∫
R
U1y
(|φ|2 + |ζ |2)dy dτ + ∫ ∫ G˜2
M∗
dξ dy
+ ε 13
∑
|α′=1|
τ∫
0
∫
R
∣∣∂α′(φ,ψ, ζ )∣∣2 dy dτ + ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)G˜2
M∗
dξ dy dτ
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ + Cε 13 ‖φy‖2 + Cε 56 δ− 12 . (4.23)
4.2. Derivative estimate
In this subsection, we shall estimate the derivatives of (φ,ψ, ζ ). Multiplying (3.5)i+1 by −ψiyy , i =
1,2,3, (3.5)5 by 1Θ ζy respectively, adding up all the resulting equations and integrating the products
over [0, τ ] ×R, then using (3.5)1 we get
∥∥(φy,ψy, ζy)∥∥2 + ε 13
τ∫
0
∫
R
(|ψyy|2 + |ζyy|2)dy dτ +
τ∫
0
∫
R
U1yφ
2
y dy dτ
 C
τ∫
0
∫
R
(|φ| + |ζ |)(|ζyψ1yy| + |φyψ1yy| + |V yψ1yy|)dy dτ
+ C
τ∫
0
∫
R
|Θτ |
(|φy|2 + |ζy|2)dy dτ + C
τ∫
0
∫
R
|V yψ1yy|
(|φ|2 + |ζ |2)dy dτ
+ Cε 13
τ∫
0
∫
R
(|ψ1y| + |U1y|)(|ζy| + |φy| + |V y|)|ψ1yy|dy dτ + Cε 13
τ∫
0
∫
R
|U1yyψ1yy|dy dτ
+ C
τ∫
0
∫
R
(|φy| + |ζy| + |V y|)|ζyψ1y|dy dτ
+ C
τ∫
0
∫
R
(|φy| + |ζy| + |V yφ| + |V yζ |)|U1yζy|dy dτ
+ C
τ∫
0
∫
R
(|φ| + |ζ |)|U1yyζy|dy dτ + Cε 13
τ∫
0
∫
R
|Θyy|
(|ζyy| + |Θyζy|)dy dτ
+ Cε 13
τ∫ ∫ (|φy| + |ζy| + |V y|)[(|ζy| + |Θy|)(|ζyy| + |Θyζy|)+ |ζy|(|ψy|2 + |U y|2)]dy dτ0 R
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τ∫
0
∫
R
[(|ψ1y| + |U1y|)(|ψ1yy| + |U1yy|)+ 3∑
i=2
|ψiy||ψiyy|
]
|ζy|dy dτ
+ Cε 53 δ−2
τ∫
0
∫
R
|ψiy|2 dy dτ + C
3∑
i=1
τ∫
0
∫
R
|ψiyy|
∣∣∣∣
∫
ξ1ξiΘ1y dξ
∣∣∣∣dy dτ
+ C
τ∫
0
∫
R
|ζyy|
∣∣∣∣
∫ (
1
2
|ξ |2 − u · ξ
)
ξ1Θ1y dξ
∣∣∣∣dy dτ . (4.24)
To estimate the microscopic part Θ1, we note that the linearized operator L
−1
M satisﬁes, for any
h ∈N⊥ ,
∂α
(
L−1M h
)= L−1M (∂αh)− 2L−1M {Q (L−1M h, ∂αM)}, |α| = 1,
and the projection P1 satisﬁes, for any h,
∂α
(
P1(ξ1h)
)= P1(ξ1∂αh)− 4∑
i=0
〈ξ1h,χi〉P1
(
∂αχi
)
.
Thus, from (1.18), we have
ε−
1
3
τ∫
0
∫ ∫ |Θ1y|2
M∗
dξ dy dτ
 Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + Cε 13
τ∫
0
∫
R
(|υy|2 + |u1y|2)
×
∫
(1+ |ξ |)|Gy|2
M∗
dξ dy dτ + Cε 13
τ∫
0
∫
R
(|υy|2 + |uy|2 + |θy|2)
∫ |Gy|2
M∗
dξ dy dτ
+ Cε− 13
τ∫
0
∫
R
|L−1M [Q (Gy,G)]|2
M∗
dξ dy dτ + Cε 13
τ∫
0
∫
1
M∗
∫ (
1+ |ξ |)−1
× Q
(
L−1M
[
Gτ − u1
υ
Gy + 1
υ
P1(ξ1Gy) − ε− 13 Q (G,G)
]
,My
)2
dξ dy dτ . (4.25)
We estimate the last two terms in the right-hand side of (4.25) by Lemma 4.1 and Lemma 4.3 as
follows
ε−
1
3
τ∫
0
∫
R
|L−1M [Q (Gy,G)]|2
M∗
dξ dy dτ  Cε− 13
τ∫
0
∫
R
[(∫
(1+ |ξ |)|Gy|2
M∗
dξ
)(∫ |G|2
M∗
dξ
)
+
(∫
(1+ |ξ |)|G|2
M
dξ
)(∫ |Gy|2
M
dξ
)]
dy dτ∗ ∗
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τ∫
0
∫ ∫
(1+ |ξ |)|Gy|2
M∗
dξ dy dτ
+ C
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ , (4.26)
and
ε
1
3
τ∫
0
∫ ∫
(1+ |ξ |)−1Q (L−1M [Gτ − u1υ Gy + 1υ P1(ξ1Gy) − ε−
1
3 Q (G,G)],My)2
M∗
dξ dy dτ
 C
τ∫
0
∫
R
∣∣(υy,uy, θy)∣∣2
(
ε
1
3
∑
|α′|=1
∫
(1+ |ξ |)(∂α′G)2
M∗
dξ
+ ε− 13
∫
(1+ |ξ |)−1Q (G,G)2
M∗
dξ
)
dy dτ
 Cε 23
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 13
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 73 δ−2, (4.27)
where we have used (4.1)–(4.9). Substituting (4.26), (4.27) into (4.25), we obtain
ε−
1
3
τ∫
0
∫ ∫ |Θ1y|2
M∗
dξ dy dτ  Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
+ C
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 73 δ−2. (4.28)
Now combining (4.24), (4.18), and using the Cauchy inequality, Sobolev’s inequality, we derive the
estimate
∥∥(φy,ψy, ζy)∥∥2 + ε 13
τ∫
0
∫
R
(|ψyy|2 + |ζyy|2)dy dτ +
τ∫
0
∫
R
U1yφ
2
y dy dτ
 Cε 13
τ∫ ∫ (|φy|2 + |ψy|2 + |ζy|2)dy dτ + C
τ∫ ∫
|U1y|
(|φ|2 + |ζ |2)dy dτ
0 R 0 R
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∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ + Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
+ C
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 56 δ− 12
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ + Cε 56 δ− 12 . (4.29)
Using (4.29) and the lower estimates, we can obtain the estimate for (φτ ,ψτ , ζτ ) through multiplying
(3.4)i , i = 1,2,3,4,5 by φτ , ψiτ , ζτ respectively, and integrating the products over R
∥∥(φτ ,ψτ , ζτ )∥∥2  C∥∥(φy,ψy, ζy)∥∥2 + C
∫
R
|V y|2
(|φ|2 + |ζ |2)dy + C ∫ ∫ |Gy|2
M∗
dξ dy
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ + Cε 56 δ− 12 . (4.30)
To control the derivatives of G and the higher order estimates, we need to estimate the integral for
ε
1
3 ‖φyy‖2, ε 13 ‖(φyτ ,ψyτ , ζyτ )‖2 and ε 13 ‖(φττ ,ψττ , ζττ )‖2. We use the system (3.4) or (3.5) again,
multiplying (3.5)i by −ψiτ , i = 2,3,4 and (3.5)5 by ζτΘ respectively, and adding them together, after
integrating the products over [0, τ ] ×R, we have
ε
1
3
τ∫
0
∥∥(ψyτ , ζyτ )∥∥2 dτ  Cε 13 ∑
|α′|=1
τ∫
0
∥∥∂α′(φ,ψ, ζ )∥∥2 dτ
+ C
τ∫
0
∫
R
|U1y|
(|φ|2 + |ζ |2)dy dτ + Cε 13
τ∫
0
∥∥(ψyy, ζyy)∥∥2 dτ
+ Cε− 13
τ∫
0
∫ ∫ ( |Θ1τ |2
M∗
+ |Θ1y|
2
M∗
)
dξ dy dτ + Cε 53 δ−2. (4.31)
We estimate the term with respect to |Θ1τ |
2
M∗ like (4.28), yield
ε−
1
3
τ∫ ∫ ∫ |Θ1τ |2
M∗
dξ dy dτ  Cε 13
∑
|α′|=1
τ∫ ∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ0 0
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∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ
+ C
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 73 δ−2. (4.32)
Combining (4.29)–(4.32), using the lower estimates and the fact φτ = ψ1y , lead to
∥∥(φτ ,ψτ , ζτ )∥∥2 + ε 13
τ∫
0
∫
R
(|φyτ |2 + |ψyτ |2 + |ζyτ |2)dy dτ
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + Cε 56 δ− 12 . (4.33)
Similarly, we have
ε
1
3
τ∫
0
∫
R
(|φττ |2 + |ψττ |2 + |ζττ |2)dy dτ
 Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ + Cε 56 δ− 12 . (4.34)
It remains to estimate the double integral for |φyy|2. We use equation (3.4)2. Differentiating (3.4)2
with respect to y twice, and multiplying it by −φyy , then integrating the products over [0, τ ] × R
give
τ∫
0
∫
R
|φyy|2 dy dτ  Cε 13
∑
|α′|=1
τ∫
0
∫ ∫
(1+ |ξ |)(∂α′G)2
M∗
dξ dy dτ
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
+ γ ε 13 ‖φyy‖2 + Cε 56 δ− 12 . (4.35)
We now turn to estimate the derivatives of G. For |α′| = 1, multiplying (1.16) by ∂α′GM∗ and integrating
the product over [0, τ ] ×R×R3, we have
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M∗
dξ dy + ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
 ε− 13
τ∫
0
∫ ∫
∂α
′
G
M∗
[
∂α
′
(LMG) − LM
(
∂α
′
G
)]
dξ dy dτ
−
τ∫
0
∫ ∫
∂α
′
G
M∗
∂α
′
(
P1(ξ1Gy)
υ
− u1Gy
υ
)
dξ dy dτ
−
τ∫
0
∫ ∫
∂α
′
G
M∗
∂α
′
(
P1(ξ1My)
υ
)
dξ dy dτ
+ ε− 13
τ∫
0
∫ ∫
∂α
′
G
M∗
∂α
′
Q (G,G)dξ dy dτ . (4.36)
Noting that
∂α
′
(LMG) = LM
(
∂α
′
G
)+ 2Q (∂α′M,G),
the ﬁrst term in the right-hand side of (4.36) can be estimated as follows
ε−
1
3
τ∫
0
∫ ∫
∂α
′
G
M∗
[
∂α
′
(LMG) − LM
(
∂α
′
G
)]
dξ dy dτ
= 2ε− 13
τ∫
0
∫ ∫
∂α
′
G
M∗
Q
(
∂α
′
M,G
)
dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
+ Cγ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)−1Q (∂α′M,G)2
M∗
dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ + Cε
τ∫
0
∫
R
∣∣∂α′(φ,ψ, ζ )∣∣2 dy dτ
+ C
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 53 δ−2,
where we have used Lemma 4.1. Since
P1(ξ1My) = 1
Rθ
P1
[
ξ1
( |ξ − u|2
2θ
θy + ξ · uy
)
M
]
,
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τ∫
0
∫ ∫
∂α
′
G
M∗
∂α
′
(
P1(ξ1My)
υ
)
dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ + Cε 13
∑
|α|=2
τ∫
0
∥∥∂α(φ,ψ, ζ )∥∥2 dτ
+ Cε 23
∑
|α′|=1
τ∫
0
∥∥∂α′(φ,ψ, ζ )∥∥2 dτ + Cε 53 δ−2.
Similarly, we also obtain
τ∫
0
∫ ∫
∂α
′
G
M∗
∂α
′
(
P1(ξ1Gy)
υ
)
dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ + Cε 23
τ∫
0
∫ ∫
(1+ |ξ |)|Gy|2
M∗
+ Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ .
ε−
1
3
τ∫
0
∫ ∫
∂α
′
G
M∗
∂α
′
Q (G,G)dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ + Cε− 13
τ∫
0
∫ ∫
(1+ |ξ |)−1Q (∂α′G,G)2
M∗
dξ dy dτ

(
γ ε−
1
3 + Cε 13 )
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ . (4.37)
Combining the above estimates, and using (4.29)–(4.35) and (4.23), we obtain
∑
|α′|=1
{∫ ∫ |∂α′G|2
M∗
dξ dy + ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ
}
 Cε 13
∑
|α′|=1
τ∫
0
∥∥∂α′(φ,ψ, ζ )∥∥2 dτ + Cε 13 ∑
|α|=2
τ∫
0
∥∥∂α(φ,ψ, ζ )∥∥2 dτ
+ C
τ∫ ∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 13
∑
|α|=2
τ∫ ∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ0 0
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∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + γ ε 13 ‖φyy‖2 + Cε 56 δ− 12 . (4.38)
As a consequence of (4.29)–(4.38) and the lower estimate, the following inequality holds
∑
|α′|=1
{∥∥∂α′(φ,ψ, ζ )∥∥2 + ∫ ∫ |∂α′G|2
M∗
dξ dy
}
+
∑
|α′|=1
ε−
1
3
τ∫
0
∫ ∫
(1+ |ξ |)|∂α′G|2
M∗
dξ dy dτ + ε 13
∑
|α|=2
τ∫
0
∥∥∂α(φ,ψ, ζ )∥∥2 dτ
 Cε 13
∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ + γ ε 13 ‖φyy‖2 + Cε 56 δ− 12 . (4.39)
4.3. Higher order estimates
We estimate the higher order estimates, that is,
∫∫
(1+|ξ |)(∂αG)2
M∗ dξ dy with |α| = 2, and ‖φyy‖2.
To do so, it is suﬃcient to study the estimate for
∫∫ |∂α f |2
M∗ dξ dy because of (4.6)–(4.8). For this, we
multiply ∂α (1.13) by ∂
α f
M∗ , and integrate the products over [0, τ ] ×R×R3, we get
∫ ∫ |∂α f |2
M∗
dξ dy + ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
 Cε− 13
∣∣∣∣∣
τ∫
0
∫ ∫
∂αM
M∗
LM
(
∂αG
)
dξ dy dτ
∣∣∣∣∣+ C
∣∣∣∣∣
τ∫
0
∫ ∫ |∂α f |2
M∗
(
ξ1 − u1
υ
)
y
dξ dy dτ
∣∣∣∣∣
+ C
∣∣∣∣∣
τ∫
0
∫ ∫
∂α f
M∗
{
ε−
1
3
[
∂α(LMG) − LM
(
∂αG
)]+ ε− 13 ∂αQ (G,G)
−
[
∂α
(
ξ1 − u1
υ
f y
)
−
(
ξ1 − u1
υ
)
∂α f y
]}
dξ dy dτ
∣∣∣∣∣. (4.40)
Now we estimate (4.40) term by term. Note that P1(∂αM) does not contain the term ∂α(υ,u, θ) for
|α| = 2, thus, we have
ε−
1
3
τ∫
0
∫ ∫
∂αM
M
LM
(
∂αG
)
dξ dy dτ = ε− 13
τ∫
0
∫ ∫
LM(∂αG)P1(∂αM)
M
dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
+ Cγ
∑
|α′|=1
τ∫ ∫ ∣∣∂α′(φ,ψ, ζ )∣∣2 dy dτ + Cεδ−2. (4.41)
0 R
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ε−
1
3
τ∫
0
∫ ∫
LM
(
∂αG
)
∂αM
(
1
M∗
− 1
M
)
dξ dy dτ
 γ ε− 13
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + Cγ ε 13
∑
|α′|=1
τ∫
0
∫
R
∣∣∂α′(φ,ψ, ζ )∣∣2 dy dτ
+ Cγ ε 13
∑
|α|=2
τ∫
0
∫
R
∣∣∂α(φ,ψ, ζ )∣∣2 dy dτ + Cε 53 δ−2. (4.42)
The combination of (4.41) and (4.42) gives the estimation of ε− 13
∫ τ
0
∫∫
∂αM
M∗ LM(∂
αG)dξ dy dτ . Next
we compute the second term in the right-hand side of (4.40) as
τ∫
0
∫ ∫ |∂α f |2
M∗
(
ξ1 − u1
υ
)
y
dξ dy dτ

τ∫
0
∫ ∫ |∂αG|2 + |∂αM|2
M∗
(
ξ1 − u1
υ
)
y
dξ dy dτ
 Cε 16
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + Cε 13
∑
|α′|=1
τ∫
0
∫
R
∣∣∂α′(φ,ψ, ζ )∣∣2 dy dτ
+ Cε 16
∑
|α|=2
τ∫
0
∫
R
∣∣∂α(φ,ψ, ζ )∣∣2 dy dτ . (4.43)
Note that
∂α(LMG) − LM
(
∂αG
)= 2 ∑
|β|=1
Q
(
∂α−βM, ∂βG
)+ 2Q (∂αM,G),
and
∂αQ (G,G) = 2Q (∂αG,G)+ ∑
|β|=1
Q
(
∂α−βG, ∂βG
)
.
Here, we only compute one of the above terms as follows, the other terms can be calculated similarly
ε−
1
3
τ∫
0
∫ ∫
∂α f
M∗
Q
(
∂αG,G
)
dξ dy dτ
 γ ε− 13
τ∫ ∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + C
τ∫ ∫ ∫
(1+ |ξ |)|∂αM|2
M∗
dξ dy dτ0 0
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τ∫
0
∫
R
{(∫
(1+ |ξ |)|∂αG|2
M∗
dξ
)(∫ |G|2
M∗
dξ
)
+
(∫
(1+ |ξ |)|G|2
M∗
dξ
)(∫ |∂αG|2
M∗
dξ
)}
dy dτ

(
γ ε−
1
3 + C)
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + C
τ∫
0
∫ ∫
(1+ |ξ |)|∂αM|2
M∗
dξ dy dτ
+ Cε− 13
τ∫
0
∫ ∫
(1+ |ξ |)(|Gy|2 + |G˜|2)
M∗
dξ dy dτ
+ Cε 13
τ∫
0
∫
R
∣∣∂y(φ,ψ, ζ )∣∣2 dy dτ + Cε 43 δ−2

(
γ ε−
1
3 + C)
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ
+ Cε− 13
τ∫
0
∫ ∫
(1+ |ξ |)(|Gy|2 + |G˜|2)
M∗
dξ dy dτ + C
∑
|α|=2
τ∫
0
∫
R
∣∣∂α(φ,ψ, ζ )∣∣2 dy dτ
+ Cε 13
∑
|α′|=1
τ∫
0
∫
R
∣∣∂α′(φ,ψ, ζ )∣∣2 dy dτ + Cε 43 δ−2. (4.44)
We estimate the last term in (4.40) directly
τ∫
0
∫ ∫
∂α f
M∗
[
∂α
(
ξ1 − u1
υ
f y
)
−
(
ξ1 − u1
υ
)
∂α f y
]
dξ dy dτ

(
γ ε−
1
3 + Cε 13 ) ∑
|α|=2
τ∫
0
∫ ∫
(1+ |ξ |)|∂αG|2
M∗
dξ dy dτ + C
∑
|α|=2
τ∫
0
∫
R
∣∣∂α(φ,ψ, ζ )∣∣2 dy dτ
+ Cε 13
∑
|α′|=1
τ∫
0
∫
R
(∣∣∂α′(φ,ψ, ζ )∣∣2 + ∫ (1+ |ξ |)|∂α′G|2
M∗
dξ
)
dy dτ + ε 53 δ−2. (4.45)
Thus multiplying (4.40) by ε
1
3 and recalling all the above estimates imply
∑
|α|=2
{
ε
1
3
∫ ∫ |∂α f |2
M∗
dξ dy +
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
}
 Cε 13
∑
|α|=2
τ∫ ∫ ∣∣∂α(φ,ψ, ζ )∣∣2 dy dτ
0 R
4000 X. Li / J. Differential Equations 252 (2012) 3972–4001+ Cε 13
∑
|α′|=1
τ∫
0
∫
R
(∣∣∂α′(φ,ψ, ζ )∣∣2 + ∫ (1+ |ξ |)|∂α′G|2
M∗
dξ
)
dy dτ
+ C
τ∫
0
∫ ∫
(1+ |ξ |)|G˜|2
M∗
dξ dy dτ + Cε 43 δ−2. (4.46)
Combining (4.23), (4.39) and (4.46), let ε be suﬃciently small, we ﬁnally obtain
∥∥(φ,ψ, ζ )∥∥2 + ∑
|α′|=1
(∥∥∂α′(φ,ψ, ζ )∥∥2 + ∫ ∫ |∂α′G|2
M∗
dξ dy
)
+
∫ ∫
G˜2
M∗
dξ dy
+ ε 13
τ∫
0
( ∑
|α′=1|
∥∥∂α′(φ,ψ, ζ )∥∥2 + ∑
|α|=2
∥∥∂α(φ,ψ, ζ )∥∥2)dτ
+ ε− 13
τ∫
0
∫ ∫ (
(1+ |ξ |)G˜2
M∗
+
∑
|α′|=1
(1+ |ξ |)|∂α′G|2
M∗
)
dξ dy dτ
+
∑
|α|=2
{
ε
1
3
∫ ∫ |∂α f |2
M∗
dξ dy +
τ∫
0
∫ ∫
(1+ |ξ |)(∂αG)2
M∗
dξ dy dτ
}
 Cε 56 δ− 12 . (4.47)
Thus letting δ = ε 13 | lnε|, we complete the proof of Proposition 3.1.
Acknowledgment
The author would like to express thanks to professor Feimin Huang for his enlightenment.
References
[1] C. Bardos, F. Golse, D. Levermore, Fluid dynamic limits of kinetic equations. I. Formal derivations, J. Stat. Phys. 63 (1–2)
(1991) 323–344.
[2] C. Bardos, S. Ukai, The classical incompressible Navier–Stokes limit of the Boltzmann equation, Math. Models Methods Appl.
Sci. 1 (1991) 235–257.
[3] L. Boltzmann, Lectures on Gas Theory, Dover Publications, Inc., New York, 1964.
[4] R.E. Caﬂish, The ﬂuid dynamical limit of the nonlinear Boltzmann equation, Comm. Pure Appl. Math. 33 (1980) 491–508
(MR0586416).
[5] R.E. Caﬂish, B. Nicolaenko, Shock proﬁle solutions of the Boltzmann equation, Comm. Pure Appl. Math. 86 (1982) 161–194.
[6] Y. Guo, The Boltzmann equation in the whole space, Indiana Univ. Math. J. 53 (2004) 1081–1094.
[7] H. Grad, Asymptotic theory of the Boltzmann equation II, in: Rareﬁed Gas Dynamics, vol. 1, Academic Press, 1963, pp. 26–
59.
[8] F. Golse, B. Perthame, C. Sulem, On a boundary layer problem for the linear Boltzmann equation, Arch. Ration. Mech.
Anal. 103 (1986) 81–96.
[9] F. Huang, X. Li, Zero dissipation limit to rarefaction wave for the 1-D compressible Navier–Stokes equations, preprint.
[10] F. Huang, M.J. Li, Y. Wang, Zero dissipation limit to rarefaction wave with vacuum for 1-D compressible Navier–Stokes
equations, preprint.
[11] F. Huang, Y. Wang, T. Yang, Hydrodynamic limit of the Boltzmann equation with contact discontinuities, Comm. Math.
Phys. 295 (2) (2010) 293–326.
[12] F. Huang, T. Yang, Stability of contact discontinuity for the Boltzmann equation, J. Differential Equations 229 (2006) 698–
742.
[13] F. Huang, T. Yang, Z. Xin, Contact discontinuity with general perturbation for gas motion, Adv. Math. 219 (2008) 1246–1297.
X. Li / J. Differential Equations 252 (2012) 3972–4001 4001[14] S. Kawashima, A. Matsumura, T. Nishida, On the ﬂuid-dynamical approximation to the Boltzmann equation at the level of
the Navier–Stokes equation, Comm. Math. Phys. 70 (1979) 97–124.
[15] M. Lachowicz, On the initial layer and the existence theorem for the nonlinear Boltzmann equation, Math. Methods Appl.
Sci. 9 (1987) 342–366.
[16] T. Liu, T. Yang, S. Yu, Energy method for the Boltzmann equation, Physica D 188 (2004) 178–192.
[17] T. Liu, T. Yang, S. Yu, H. Zhao, Nonlinear stability of rarefaction waves for the Boltzmann equation, Arch. Ration. Mech.
Anal. 181 (2006) 333–371.
[18] T. Liu, S. Yu, Boltzmann equation: Micro–macro decompositions and positivity of the shock proﬁles, Comm. Math. Phys. 246
(2004) 133–179.
[19] T. Nishida, Fluid dynamical limit of the nonlinear Boltzmann equation to the level of the compressible Euler equation,
Comm. Math. Phys. 61 (1978) 119–148.
[20] J. Smoller, Shock Waves and Rarefaction–Diffusion Equations, Springer-Verlag, New York–Berlin, 1983.
[21] S. Ukai, K. Asano, The Euler limit and the initial layer of the nonlinear Boltzmann equation, Hokkaido Math. J. 12 (1983)
303–324 (MR0719971).
[22] Z. Xin, Zero dissipation limit to rarefaction waves for the one-dimensional Navier–Stokes equations of compressible isen-
tropic gases, Comm. Pure Appl. Math. 46 (1993) 621–665.
[23] Z. Xin, H. Zeng, Convergence to rarefaction waves for the nonlinear Boltzmann equation and compressible Navier–Stokes
equations, J. Differential Equations 249 (2010) 827–871.
[24] T. Yang, H. Zhao, A half space problem to the Boltzmann equation, Comm. Math. Phys. 268 (2006) 569–605.
[25] S. Yu, Hydrodynamic limits with shock waves of the Boltzmann equations, Comm. Pure Appl. Math. 58 (2005) 397–431.
