In spacecraft networks, the time-varying topology, intermittent connectivity, and unreliable links make management of the network challenging. Previous works mainly focus on information propagation or routing. However, with a large number of nodes in the future spacecraft networks, it is very crucial regarding how to make efficient network topology controls. In this article, we investigate the topology control problem in spacecraft networks where the time-varying topology can be predicted. We first develop a model that formalizes the time-varying spacecraft network topologies as a directed space-time graph. Compared with most existing static graph models, this model includes both temporal and spatial topology information. To capture the characteristics of practical network, links in our space-time graph model are weighted by cost, efficiency, and unreliability. The purpose of our topology control is to construct a sparse (low total cost) structure from the original topology such that (1) the topology is still connected over space-time graph; (2) the cost efficiency ratio of the topology is minimized; and (3) the unreliability parameter is lower than the required bound. We prove that such an optimization problem is NP-hard. Then, we provide five heuristic algorithms, which can significantly maintain low topology cost efficiency ratio while achieving high reliable connectivity. Finally, simulations have been conducted on random space networks and hybrid low earth orbit/geostationary earth orbit satellite-based sensor network. Simulation results demonstrate the efficiency of our model and topology control algorithms.
Introduction
Space information research has added a new scientific and engineering era to the space exploration history. In most typical scenarios, ground stations use radio signal shot toward spacecraft antennas whenever they come into view. However, the service ability of the system is limited using such point-to-point mode. For instance, low earth orbit (LEO) satellite-based sensors usually have short visibility windows with ground stations, and hence most sensing data cannot be sent to the Earth timely. The immediate answer is to develop a spacecraft network that can be interconnected, standardized, and evolved over the future decades. [1] [2] [3] Such motivations led to the development of various spacecraft networking architectures which can support better service ability, for example, the Deep Space Network (DSN), 4 Interplanetary Internet (IPN), 5 and space information network (SIN). 6, 7 In spacecraft networks, the timevarying topology, lack of continuous connectivity, unreliable links, and long propagation delays pose new challenges in management of the network. Recently, a lot of new routing algorithms have been proposed for spacecraft networks considering time-varying topology and intermittent connectivity. [8] [9] [10] [11] However, little research has been done on how to maintain a timevarying spacecraft topology with low-cost efficiency ratio and low unreliability.
Network topology is always a key issue to the maintenance of any network system. It is especially important for spacecraft networks. The cost of each link in spacecraft network is very high both in terms of energy consumption (energy is precious for spacecraft) and monetary cost. Extensive research has been done in ground wireless network, especially in wireless sensor networks 12, 13 and ad hoc networks. 14, 15 These works mainly focus on how to build a low-cost structure from a static and connected original topology. However, in spacecraft networks, topologies are usually timevarying and may not have continuous connectivity which makes static topology methods unavailable. Fortunately, although spacecraft network is one kind of mobile networks with heterogeneous and independent nodes, the nodes in spacecraft networks do not move spontaneously. In contrast, with regular operation, each spacecraft has a predictable trajectory which can be computed well beforehand. For this kind of time-varying and predictable networks, the space-time graph model 16 is quite suitable to capture both the temporal and spatial dimensions topology information. With this space-time graph which includes all possible temporal and spatial links, the topology control problem is to find a sparse sub-graph of the original spacetime graph which can maintain the space-time connectivity between any two nodes while meeting other requirements, for example, minimizing the cost.
Huang et al. 17 first studied the basic topology control problem in time-varying and predictable delay tolerant networks (DTNs). They proposed several heuristics topology control algorithms with the assumption that prediction of the network is perfect and links are all completely reliable. In spacecraft networks, this assumption is obviously too optimistic. Nodes in spacecraft networks may not maintain perfect links due to some reasons, for example, spacecraft antenna slewing and acquisition maneuvers, unknown space noise that degrades the signal-to-noise ratio (SNR), and system failures. Furthermore, although each spacecraft's trajectory can be predicted based on historical orbit, the prediction cannot be perfect considering complicate celestial mechanics, and links may be shadowed by unknown celestial factors. Li et al. 18 researched the DTNs topology control problem based on Huang's work considering links may not be completely reliable.
They improved Huang's algorithms using probability of link reliability. But they only considered how to minimize the total cost of the DTNs as Huang's work. In spacecraft networks, some links may be low cost (e.g. links with small size antenna, low power), but the efficiency (e.g. link capacity) of these links may be low as well. It is clearly not enough for spacecraft networks to consider low total network cost only. Efficiency of each link should also be considered. Shen et al. 19 considered the time-varying and unreliable links in the neural networks, they subject to unreliable links in a unified way, but they paid more attention to the estimation error.
In this article, we study the topology control problem in time-varying spacecraft networks with unreliable links considering link cost efficiency ratio. The main contributions of this article are summarized as follows:
1. We develop a model that formalizes timevarying but predictable spacecraft network topologies as a directed space-time graph. In this new model, we remove the strong assumptions such as completely reliable links, perfect network prediction. Links in our model are weighted by cost, efficiency, and unreliability. The purpose of our spacecraft network topology control (SNTC) problem is to construct a sparse (low total cost) structure from the original topology such that (a) the topology is still connected over space-time graph; (b) the cost efficiency ratio of the topology is minimized; and (c) the unreliability parameter is lower than the required bound. 2. Then, we prove that such an optimization problem is NP-hard and then provide five heuristic algorithms that can significantly maintain low total cost efficiency ratio while achieving high reliable connectivity. 3. Extensive simulations have been conducted on random space networks and hybrid LEO/geostationary earth orbit (GEO) satellite-based sensor network. Simulation results demonstrate the efficiency of our model and topology control algorithms.
The rest of this article is organized as follows. Section ''Related works'' summarizes related works in spacecraft networks and modeling time-varying networks. Section ''Topology model'' gives a formal definition of the network model and notations. In section ''Topology control problem,'' we formally define the SNTC problem and prove its NP-hardness. Then, our proposed heuristics topology control algorithms are presented in section ''Heuristic algorithms for SNTC problem.'' Section ''Simulation results and discussions'' presents the simulation results over random space networks and LEO/GEO satellite network. Finally, we make conclusion in section ''Conclusion.''
Related works

Spacecraft networks
Traditional space information system is usually one of two kinds: 1 either (1) using point-to-point links from ground stations to spacecrafts (e.g. satellite-based sensors and deep space explorer) or (2) relaying a data stream in bent-pipe communication applications (e.g. communication satellites). Neither approach uses network technologies. However, the service abilities of these systems are quite limited. The immediate answer is to develop a spacecraft network that can be interconnected, standardized, and evolved over the future decades. For example, if the LEO satellite-based sensors can be interconnected with GEO satellites, continuous sensing data stream can be download from GEO relay points. 20 The relay of GEO satellites eliminates the visibility bottleneck between LEO spacecrafts and ground stations. Furthermore, emerging applications for space missions require integrated and multi-function spacecraft networks supporting mobile or broadband communication, remote sensing, navigation, and so on. For instance, SIN is a new type of self-organizing system constituted of information systems of space, air, land, and sea. 6, 7 Topologies of spacecraft systems using the two traditional kinds of communication mode are simple. System control solutions are usually based on manual commanding of the individual point-to-point links. As the number of spacecrafts grows, such a nonautonomous mechanism becomes unmanageable from the perspective of planning and commanding. An attractive option here is to construct an autonomous spacecraft network. NASA, ESA, and other space agencies are already planning the next generation of networked space architectures to support various current and future space missions. For example, NASA has proposed a number of realistic mid-term scenarios, 21 including hybrid LEO/GEO satellite network.
The spacecraft networks are different from ground networks. Properties of them are summarized as follows, which we take into consideration when developing our topology model and control algorithms. 
Modeling time-varying networks
Time-varying networks often vary over time: changes in network topology occur if nodes move around, appear, or disappear. However, a lot of works often ignore such dynamics over time domain. They simply model this time domain information by pure randomness, such as the well-known random walk mobility model, 22 the aggregated graph model, 23, 24 and the adaptive updating mechanism model. 25 However, various time-varying networks can be certain predicted, such as vehicular networks based on public buses, 26 mobile social networks, 27 and spacecraft networks. The problem of how to model the predictable timevarying networks has been studied both in ground mobile networks 28, 29 and space networks. 11 Xuan et al. 30 first investigated routing problem in a scheduled dynamic network. They adopted an evolving graph model to capture the time-varying characteristic of such dynamic networks. The evolving graph consists of an indexed time sequence of sub-graphs, where the subgraph at a given index time point corresponds to the snapshot of the network topology. Then, Monteiro et al. 31 also used evolving graph model to evaluate the routing protocols in time-varying spacecraft networks. Merugu et al. 16 first considered the routing problem in time-varying networks using a space-time graph model. Cho and Byun 32 presented an efficient action detection method that takes a space-time graph optimization approach for real-world videos, by using a space-time graph representing the entire action video. The spacetime graph is one kind of directed graph which can capture both the temporal and spatial topology information. We adopt this space-time graph model in our work. In section ''Topology model,'' we will discuss it in detail. Liu and Wu 33 studied the routing problem in a cyclic mobispace using the space-time graph model too. However, except Huang et al.'s 17 and Li et al.'s 18 works as described in section ''Introduction,'' most of the previous works only focus on the routing problem in time-varying networks modeled by evolving graphs or space-time graphs. Furthermore, Huang and Li focused on DTNs and they did not consider the link efficiency in their works. In our work, we will investigate the topology control problem in time-varying spacecraft networks. We not only consider low total network cost but also consider the efficiency of each link.
Topology model
Space-time graph model
, v N g be the set of all individual nodes in the spacecraft network, where N is the number of nodes. Different nodes correspond to different spacecrafts or ground stations. Assume that the time is divided into discrete time slots, such as fT 1 , T 2 , . . . , T M g, where M is the number of time slots. Each time slot corresponds to a snapshot of the network topology. The concept of snapshot was first informally introduced by Gounder et al., 34 who used it to describe the mobility of an LEO satellite network. They explained that snapshot represents the network topology sample at a particular instance of time. We formalize the snapshot concept in spacecraft networks as follows. We associate the snapshot with a time interval, rather than a time instance. Definition 1: time intervals and transitions. Let the topology management time T be divided into discrete time slots T = fT 1 , T 2 , . . . , T M g, where M is the number of time slots. Each time slot T m is a time set. The elements of the set T m are called time points. For t 0 , t 00 2 T m , and t 0 \t 00 , we use ½t 0 , t 00 ) to represent the time interval ft 2 T m t 0 ł t\t 00 j g. If t 0 is the initial time point of a time slot T m , we call it transition point. Let T m = ½t mÀ1 , t m ), the set of all transition points is ft 0 , t 1 , . . . , t MÀ1 g. . The predictable evolution of the network can be described by a sequence of snapshots fS 1 , . . . , S m , . . . , S M g. The transition point t m represents the time point when the network topology evolves from S m to S m + 1 . As shown in Figure 1 (a), the predictable evolution of the network can be described by a sequence of snapshots. However, this sequence of static snapshots is not convenient to be directly used in the analysis of topology control or network routing. For instance, some of the snapshots may not be connected, such as the first three snapshots in Figure 1 (a), which makes the topology control and routing tasks challenging. Many existing works 23, 24 use the aggregated graph as shown in Figure 1 (b). In the aggregated graph, an edge exists if it has existed in any snapshots from S 1 to S 4 in Figure  1 which may cause failure of connection. For example, from Figure 1 
only exists in the last snapshot. The link v 2 v 4 ! is already disconnected, although its occurring probability is 0.75.
In this article, we use the space-time graph to model the time-varying spacecraft network. Instead of using aggregated graph, the sequence of snapshots is modeled as a space-time graph, which is a directed graph that can capture both the temporal and spatial topology information. Figure 2 illustrates the space-time graph of the same time-varying network in Figure 1 (a). Definition 3: space-time graph. Let there be a timeline from t 0 to t M in the graph, where T = ½t 0 , t M . For M time slots T = fT 1 , T 2 , . . . , T M g, let M + 1 layers of nodes be placed in the graph. The first M layers are placed at every transition points ft 0 , t 1 , . . . , t MÀ1 g in the timeline, the last layer is placed at time point t M . Thus, the vertex set V in the graph is V = fv m i ji = 1, . . . , Nm = 0, . . . , Mg, and there are N (M + 1) nodes in the graph, that is, jV j = N (M + 1). The space between adjacent node layers corresponds to each time slot or snapshot. Then, temporal and spatial links are added between adjacent node layers. A temporal link (horizontal links in Figure 2 
By defining the space-time graph G ! , any topology changes in the time-varying network can be captured using this directed graph. As shown in Figure 2 , a space-time path from the source node v 6 to the destination node v 1 is highlighted. v 6 stores the information during the first time slot, then transmits it to v 4 during the second time slot, and so on. Notice that, only onehop transmission is allowed during each time slot in this space-time graph model, that is, we assume the time slot is short enough. For instance, v 6 cannot transmit information to v 4 via v 5 during the first time slot. However, some links in the spacecraft may be very short. To allow multi-hop transmissions during a time slot, we can add virtual links to represent multi-hop transmissions during a single time slot. As shown in Figure 3 , if path v 6 v 5 v 4 ! during time slot is allowed, we add a virtual link v 0 6 v 1 4 ! in the space-time graph. In order to facilitate the analysis and topology design, hereafter, we assume multi-hop transmission during one single time slot is not allowed.
Then, we can define the connectivity of the spacetime graph. The connectivity of space-time graphs is quite different from that of static graphs. 
! guarantees that the information can be transmitted between any pair of nodes in the network over time T . Notice that, connectivity of G ! does not require that each snapshot is connected.
For example, the first three snapshots in Figure 1 (a) are not connected, but the corresponding space-time graph in Figure 2 is connected. In order to facilitate the analysis, hereafter, we assume that the original spacetime graph G ! = (V , E ! , T ) of the spacecraft network is always connected over time T (T is long enough). The simplest way to check whether G ! = (V , E ! , T ) is connected over time T is to run N rounds (N is the number of nodes in the spacecraft network) of breadth-first search (BFS). 35 For each BFS, we check that whether v 0 i , i 2 f1, . . . , N g, can reach every v M j , j = 1, . . . , N . As a result, the space-time graph model combines independent snapshots of the time-varying network into an integrated graph by using temporal and spatial links. Based on the predictability of the time-varying network, the proposed model converts the dynamic topology to the static topology. This makes it easier to control the topology of a time-varying network.
Capturing the characteristics of spacecraft networks
In space networks, nodes are generally energy constrained. Low link cost is very important to keep the network running efficiently. Furthermore, only considering the total cost of the topology is not enough. Some links may be low cost (e.g. links with small size antenna and low power), but the efficiency (e.g. link capacity) of these links may be low as well. Finally, unreliability of fading wireless spacecraft links should be considered. So, links in our space-time graph model are weighted by cost, efficiency, and unreliability. We discuss them in detail as follows.
1. Cost: for each link e ! 2 E ! , there is a corresponding cost c( e ! ). This cost can be energy consumption associated with transiting information on that link, or monetary cost to maintain that link. For temporal links, the cost corresponds to the energy consumption or monetary cost to store the data. The total cost of a space-time graph 
The cost efficiency ratio of a space-time graph
is the mean value of all links' cost efficiency ratio, denoted by f( G ! ). That is,
The cost efficiency ratio of a path p G
is the mean value of all links' cost efficiency ratio in that path, that is
3. Unreliability: as described in section ''Spacecraft networks,'' the prediction of spacecraft networks cannot be perfect. Considering the unreliability of fading wireless spacecraft links, we define the unreliability probability u( e ! ) for each link. For each spatial link, u( e ! ) represents the probability of transmission failure over link e ! . For each temporal link, u( e ! ) represents the probability of storage errors, but such errors are uncommon. Hence, it is fine to assume that all temporal links are perfect reliable, that is, u( e ! ) = 0. In addition, we can get the unreliability probability of each link through link estimation techniques at the physical layers. 36 Obviously, the unreliability of a path p G
In Figure 4 , a simple weighted space-time graph with only two individual nodes is illustrated. Each link in this graph is weighted by (c( e ! ), e( e ! ), u( e ! )). For instance, the cost of link v 0 1 v 1 2 ! is 5 and its efficiency and unreliability are 3 and 0.2, respectively. The cost effi-
! is 1.83, and its unreliability is 0.2. The total cost of the topology is 28, and its cost efficiency ratio is 1.79.
Then, we define the unreliability of space-time graph G ! = (V , E ! , T ) as follows.
Definition 5: unreliability of space-time graph. For each pair of nodes v i , v j 2 V N , there exists a least unreliability
In Figure 4 , for each pair of
. . , 2g, u = f0, 0:1, 0:2, 0:3g, and u( G ! ) = maxf0, 0:1, 0:2, 0:3g = 0:3. Thus, the unreliability of this space-time graph is 0.3.
Topology control problem
In this section, we first define the SNTC problem based on the weighted space-time graph described earlier. Then, we prove such a topology optimization problem is NP-hard.
The problem
Generally speaking, denser topology leads to better connectivity and reliability. However, as described in section ''Introduction,'' it is too expensive to maintain dense topology in spacecraft networks. Hence, the SNTC aims to find a sparse connected topology with low cost efficiency ratio and certain reliability. Here, we assume that the given space-time graph G ! = (V , E ! , T ) is connected, and the required bound b cannot be lower than u( G ! ). Figure 5 illustrates two different topology control results of Figure 4 . Both Figure  5 (a) and (b) are sub-graphs of Figure 4 . It is obvious that these sub-graphs are sparser but still connected over time. That is, each node can find a space-time path to any other node.
Notice that, in SNTC, we only consider the topology from time slot T 1 to time slot T M . It seems that packets should be generated at time t 0 . If a packet arrives at other time point t m , it may not be able to reach the destination in the end of the last time slot. However, in spacecraft networks, the predictable trajectories of spacecrafts are usually periodic and repeated. Hence, the routing is repeated. If time T is long enough, the delivery of packet still can be guaranteed in these cases.
If we want the packet generated at any time point to be able to reach the destination at the end of T, we can naively construct a space-time graph for every possible starting time. This will roughly add a factor of T to the complexity of topology control. However, this problem is actually much easier than solving the SNTC problem we study here. Hereafter, the connectivity and unreliability are only considered for a fixed time period T.
Hardness of the problem
The topology control problems of space-time graphs are much harder than those of typical static graphs. For a static graph without temporal information, we can use the spanning tree algorithm 37 to keep the connectivity of the graph. However, the connectivity of space-time graph G ! does not require that each snapshot is connected. Hence, it is not possible to simply apply the spanning tree algorithm in each snapshot. We now prove the NP-hardness of SNTC problem by reduction from the directed Steiner tree (DST) problem. 38 NP-hardness (non-deterministic polynomial-time hardness), in computational complexity theory, is the defining property of a class of problems that are, informally, ''at least as hard as the hardest problems in NP.'' A simple example of an NP-hard problem is the subset sum problem. The DST problem is a well-known NP-hard problem which can be described as follows. Given a directed graph G = (V , E), each link in the graph is weighted. Selecting a set of nodes U from V, that is, U V , and a root node v r 2 V , the DST problem is to find a minimum weight out-branching tree G (without loop) rooted at v r , such that all nodes in U are included in G.
Theorem 1. The SNTC problem based on space-time graphs is an NP-hard problem.
Proof of Theorem 1. In order to prove SNTC problem is NP-hard, we show how to reduce the DST problem into the SNTC problem. As described earlier, in DST problem, the root v r needs to reach every node in U V . Let U = fu 1 , . . . , u D g, D is the number of nodes in U. Correspondingly, an instance of SNTC problem is constructed as follows. Assume that, in the DST problem, h max is the maximum hop count (without loop) from root v r to all other nodes in G = (V , E). If the number of nodes in G is V j j= N , we have h max \N . We first construct a space- From this construction, it is easy to find that the solution of G ! = (V , E ! , T) has the same total weight as the solution of DST in G. Hence, we can take DST problem as a special case (0 weighed temporal links, time slots represent hops) of SNTC problem. Since the DST problem is NP-hard, and any algorithm for solving the SNTC problem will also solve the DST problem, so the SNTC problem is NP-hard. Figure 6 (a) illustrates a simple DST problem with six nodes. Figure 6(b) is the corresponding constructed space-time graph. In Figure 6(a) , v 2 is the root node (the red node), and U = fv 4 , v 5 g (blue nodes). The maximum hop count (without loop) from root v r to all other nodes in Figure 6 (a) is 5, hence, there are five time slots in Figure 6 
Heuristic algorithms for SNTC problem
Since we have proved that the SNTC problem based on weighted space-time graphs is NP-hard, we propose several heuristic algorithms to construct a sparse structure from the original topology while achieving the connectivity, cost, efficiency, and reliability requirements.
Union of reliable paths with least cost efficiency ratio
The idea of union of reliable paths with least cost efficiency ratio (URPLR) algorithm is to find all the reliable paths with least cost efficiency ratio (RPLR) for each pair of nodes
Obviously, the union of these paths is a sparse sub-graph which can keep the connectivity and satisfies the requirement of SNTC problem. Where, the RPLR is the path with the least cost efficiency ratio among all paths between v 0 i and v M j , and the unreliability of this path is lower than the required bound b. We denote this kind of path as
is the same as restricted shortest path problem, [39] [40] [41] which is a wellknown NP-hard problem.
Reeves and Salama 42 proposed a heuristic backward-forward method (BFM) algorithm to solve the restricted shortest path problem. They used the BFM algorithm to find a delay-constrained and least cost (DCLC) path in the graph. We adopt this BFM algorithm in our URPLR algorithm. The basic idea of BFM is as follows.
In order to find RPLR from node v 0 i to v M j . The path is constructed one node at a time, from the source node to the destination node. Any node at the head of the partially constructed path can choose to add one of only two alternative outgoing links. For example, head node v 0 i first determines the least cost efficiency ratio 
y is selected. Then, the selected node is taken as the head of current partially constructed path and goes on to select the next node. With these selections, a path from v 0
. As a result of a heuristic algo-
is not the optimal answer. However, Kuipers et al. 43 compared BFM with other existing methods. They pointed out that BFM is one of the most efficient methods. The computational complexity of BFM is lower, and it usually generates good quality path compared with the optimal. When there is one initial node and a set of destination nodes, the computational complexity of the BFM is basically three times 42,43 that of Dijkstra's algorithm. 44 Our URPLR algorithm is based on the BFM. We use BFM to find all the RPLR for each pair of nodes
, and the union of these paths forms a sparse sub-graph which satisfies the requirement of SNTC problem. The detail of URPLR algorithm is described in Algorithm 1.
The time complexity of the URPLR algorithm is O(N 2 M(log(NM) + N )) because we need to compute N 2 RPLR for N 2 pairs of (v 0 i , v M j ) 2 V , i, j 2 f1, . . . , N g. 
Greed algorithm based on reliable paths with least cost efficiency ratio
In the greed algorithm based on reliable paths with least cost efficiency ratio (GRPLR) algorithm, we simply make a union of all the RPLR. However, this union may contain more links than necessary. Hence, we propose a greedy algorithm based on RPLR to improve the union process. The details of the GRPLR algorithm are described in Algorithm 2. Its basic idea is as follows. First, we need to guarantee the connectivity of N 2
Algorithm 1: Union of Reliable Paths with Least Cost Efficiency Ratio (URPLR)
1: Input:
Find the reliable paths with least cost efficiency ratio 
5: Begin:
6: E 0 ! ;
11:
Let
. . , N gg be the set of all the pairs of initial and destination nodes in G ! , jU j = N 2 . In each round, we find all the RPLR p G
then we select the one whose cost efficiency ratio is the least among all these p G 
Union of LRP and RPLR
In this LRP&RPLR (union of LRP and RLRP) algorithm, we combine RPLR and LRP to construct the sub-graph H ! . There are two steps in this algorithm. The details of the LRP&RPLR algorithm are described in Algorithm 3. Its basic idea is as follows. In the first step, the unreliability bound b is not considered. We find LRPs for each pair of initial and destination nodes
. . , N g:g. Then, we make a union of these LRPs and add the links of them to the sub-graph H ! . After the first step, each pair of initial and destination nodes 
Greed algorithm based on link addition
The basic idea of greed algorithm based on link addition (GLA) algorithm is quite simple. It also has two steps. The first step is the same as Algorithm 3, that is, it starts from constructing a connected sparse topology without considering the unreliability bound b. In the second step, we sort all links in G ! in ascending order 
Find the least cost efficiency ratio path p G 
18:
Greed algorithm based on link deletion
The last algorithm greed algorithm based on link deletion (GLD) is also a greedy algorithm. Compared with Algorithm 4 which adds links into H ! , it delete unnecessary links from G ! to get a sparse H ! , which satisfies the requirement. The details of the GLD algorithm are described in Algorithm 5. First, we just add all links in G ! into H ! . Then, we sort all the links in H ! in the des- 
Simulation results and discussions
In this section, we present several sets of simulation results to evaluate the effectiveness of five proposed algorithms. Two different scenarios are considered in our simulations, including random space networks and hybrid LEO/GEO satellite-based sensor network. We implement our five proposed algorithms (URPLR, GRPLR, LRP&RPLR, GLA, and GLD) jointly using MATLAB and system tool kit (STK). Furthermore, we compare our algorithm with Huang et al.'s 17 algorithms (ULCP and GrdLCP) and Li et al.'s 18 algorithms (UMCRP and GMCRP). As described in section ''Introduction,'' Huang's algorithms only considered the total cost of the network, and Li's algorithm did not consider the efficiency of links.
Simulation for random space networks
We now evaluate the abovementioned algorithms in a simulation setting that networks are randomly generated, independent of any specific spacecraft-network scenario. Here, we first generate a sequence of snapshots fS 1 , . . . , S m , . . . , S M g with 10 nodes (N = 10) spreading over 10 time slots (M = 10). In each snapshot S m , we add link for every pair of nodes with a fixed probability g. That is, smaller g leads to sparser network topology. If g = 0, there will be no links in the network, and g = 1 implies a complete graph in snapshot S m . Then, we model this sequence of snapshots fS 1 , . . . , S 10 g in a space-time graph G ! with N (M + 1) = 110 nodes. Notice that, we assume the original space-time graph G ! is connected in this article.
Hence, we check the connectivity of the generated G ! . If the generated space-time graph G ! is not connected, we discard it and only use those connected graphs in the simulation. Each link in the space-time graph G ! is Algorithm 4: Greed Algorithm Based on Link Addition (GLA) Input:
Find the least cost efficiency ratio path p G
for all links e ! 2 p G ! then weighted by uniform random number as follows:
(1) cost of each link is chosen from 10 to 50, (2) link efficiency is chosen from 1 to 10, and (3) link unreliability is chosen from 0.01 to 0.20. Finally, we implement the proposed algorithms on the graph G ! . For each set of simulation settings, we generate 100 random connected space-time graphs and report the average result.
In the first set of simulations, the density of network changes with the increase in probability g from 0.3 to 0.7. The unreliability bound b = 0:4. Figure 7 (a) shows the total cost ratio between topology control result H ! and the original graph G ! with the increase in g. Figure   7 (b) shows total links number ratio between H ! and G ! . The ratio between H ! and G ! implies how much saving can be done by the topology control algorithms. Obviously, all algorithms can construct a sparse (low total cost) sub-graph H ! from the original topology G ! while maintaining the connectivity. Even when with the least network density (g = 0:3), most algorithms expect that the GLA algorithm can save more than 55% total cost and 50% number of links. When the network is denser, the algorithms play a more important role. For g = 0:7, most algorithms can save more than 70% total cost and 60% number of links. Comparing all the algorithms, we can find that (1) Huang's algorithms (ULCP and GrdLCP) have the least costs because they only consider the total cost of the network; (2) the total cost of our algorithms is higher than Huang's and Li's (UMCRP and GMCRP) since our algorithms consider the link efficiency which is not mentioned in their algorithms; (3) GLA algorithm has the largest cost as it simply add too many low cost efficiency ratio links in the ascending order; (4) the cost of the LRP&RPLR algorithm is lower than URPLR because it combines LRP and URPLR; and (5) overall, GRPLR and GLD have the best cost performance among all our five proposed algorithms. Figure 7 (c) shows the cost efficiency ratio of each subgraph H ! generated by all the algorithms. Comparing all the algorithms, it is obvious that (1) the cost efficiency ratios of Huang's and Li's algorithms are much higher than our algorithms, and sometimes are higher than the original topology G ! ;
(2) when the network is denser, our algorithms can achieve lower cost efficiency ratio since there are more proper links for selection; and (3) GRPLR and GLD have the best performance. Figure 7(d) shows the unreliability of each sub-graph H ! generated by all the algorithms. Obviously, Huang's algorithms (ULCP and GrdLCP) cannot satisfy the unreliability bound requirement b = 0:4, because they only consider the total cost of the network. Other algorithms can achieve the unreliability bound requirement, and the reliability performances of them are close. However, considering the cost efficiency ratio, our algorithms GRPLR, LRP&RPLR, and GLD are better choices. When the original topology G ! is sparse, for example, g = 0:3. In this case, the unreliability parameter of the original G ! is just lower than 0.4, but our algorithms can remove around 50% links, make the cost efficiency ratio about 20% lower than G ! , and still achieve the unreliability requirement.
In the second set of simulations, the link density of the original topology G ! is kept fixed at g = 0:5. We implement all the algorithms with different values of unreliability requirements, that is, b varies from 0.3 to 0.7. From the simulation results shown in Figure 8 , it is easy to observe that stricter unreliability requirement leads to higher cost efficiency ratio of our algorithms. When the unreliability requirement becomes weaker (b varies from 0.3 to 0.7), more links can be removed or be replaced by low cost efficiency ratio links. Notice that, in Figure 8 (a), Huang's (ULCP and GrdLCP) and Li's algorithms (UMCRP and GMCRP) are not affected by the unreliability requirement. In addition, the GLA algorithm performs better when the unreliability requirement is weak (b = 0:7). Figure 8(b) shows the unreliability of each sub-graph H ! generated by all the algorithms. Our algorithm can always achieve the unreliability requirement. So far, we only implement our algorithms in smallscale networks with 10 nodes (N = 10) spreading over 10 time slots (M = 10). However, when the number of nodes or the number of time slots increase, all the algorithms need much more running time to find topology solutions. Hereafter, the running time of each algorithm is defined as the total time to find the topology solution H ! . In the third set of simulations, we implement all the algorithms over larger random networks with 50 nodes and 50 time slots, that is, in a space-time graph G ! with N (M + 1) = 2550 nodes. Different from the first two sets of simulations, link unreliability here is chosen from 0.01 to 0.05 because paths here are longer. All the other parameters are kept the same as previous two sets of simulations. Due to the long computing time (nearly 1 h for each space-time graph using Intel Core2 T9600 CPU with 4GB Random-Access Memory), we only generate five random connected space-time graphs and report the average result. Figure 9 shows the simulation result in larger networks with different link densities (g varies from 0.3 to 0.6) and fixed unreliability bound b = 0:4. Obviously, the conclusions in small-scale networks are still valid. Our algorithms can significantly reduce the cost efficiency ratio of the network. In Figure 9 (b), we can see that every algorithm needs more running time for denser network. Huang's algorithms (ULCP and GrdLCP) run most fast, because they only consider the total cost of the network. Our most fast algorithm is URPLR. It has similar running time with Li's UMCRP algorithm. It is interesting that the GLD algorithm usually uses more running time than the GLA algorithm although the time complexities of them are the same (O(N 4 M 2 (log(NM) + N ))). This is mainly because the GLD algorithm repetitively computes the unreliability of the network if a link is deleted. That makes GLD iterates almost all links in G ! in the decreasing order of cost efficiency until the unreliability requirement cannot be satisfied. We also perform other simulations with different settings, for instance, various unreliability requirement, network sizes. The results and conclusions of these simulations are similar, so we omit them here due to space limit.
Simulation for hybrid LEO/GEO satellite-based sensor networks
LEO satellite-based sensors are increasingly used in the Earth observations. The high-resolution measurements of these LEO satellite-based sensors generate substantial quantities of scientific data that must be transmitted to the ground station. However, due to the low orbit (400-900 km altitude), LEO satellite usually has small visibility windows (around 10 min) with ground stations. These small visibility windows reduce the communication chance between LEO satellite-based sensors and ground stations and result in a communication bottleneck. To address this problem, many space agencies have proposed the use of GEO satellites as stationary relay points, for example, the Transformational Satellite Communications System (TSAT) 45 The topology control of it is important. As shown in Figure 10 , in this simulation scenario, we consider a hybrid LEO/GEO satellite-based sensor network with three GEO satellites, six LEO satellitebased sensors, and three ground stations. Both LEO and GEO satellites are operated in Walker Constellation. 47 The detailed orbit parameters of each satellite are described in Table 1 . We use 554 km as the altitude of LEO satellites because the recursive period 48 of orbits with this altitude is 1 day. Furthermore, LEO satellite-based sensors are usually in sun-synchronous orbit, 48 so the inclination of the orbit is 97.5°. The longitudes of three GEO satellites' foot node are 110°E, 10°W, and 130°W, respectively. The locations of ground stations are shown in Table 2 . The downward beam-width of each GEO satellite and LEO satellite is 18°and 129.9°, respectively. Therefore, possible links in this network are shown in Figure 11(a) , which form the LEO/GEO network topology among all nodes. For clarity, not all possible links are shown here (e.g. inter-LEO and GEO satellite links). Since all ground stations are connected by Internet, we can use a virtual node to replace them (in STK, ground stations are combined into a constellation). Figure 11(b) shows the corresponding space-time graph model of Figure 11 (a), where three ground stations are merged into one single virtual node. Notice that, unlike the connectivity from nodes to all other nodes in random networks, we only concern the connectivity from LEO satellites to the ground stations. Each link of space-time graph in this simulation is weighted as follows. For all spatial links: (1) link cost is proportional to the average distance of two vertices during one time slot; (2) link efficiency is randomly chosen from 1 to 10; and (3) link unreliability is randomly chosen from 0.01 to 0.05. For all temporal links, we assume that they have zero cost and perfect reliability, that is, both the cost efficiency ratio and unreliability are 0. Since the cost efficiency ratio of each temporal link is 0, we only compute the cost efficiency ratio of spatial links here.
In this simulation, we use STK to calculate node parameters (e.g. position, etc.) and link parameters (e.g. range, duration, etc.). Then, node and link parameters generated from STK are exported to MATLAB for further processing and analysis. Figure 12 shows a snapshot from STK scenario. The start epoch and stop epoch of the STK scenario are 1 July 2015 12:00:00 UTCG and 2 July 2015 12:00:00 UTCG, respectively, that is, 24-hduration. We divide this 24 h into 144 topology management time equally, that is, there are 144 space-time graphs with T = 10 min. Then, we further divide this T = 10 min into 10 time slots. That is, for each space-time graph, M = 10. Our simulation result is the statistic average of these 144 space-time graphs. Notice that, in some space-time graphs, one LEO satellite cannot be covered by any GEO satellites. That is, the connectivity between LEO satellite and ground station cannot be guaranteed. In this condition, this LEO node stores the information and waits for the next space-time graph. Figure 13 shows the simulation results over this LEO/GEO satellite network, the unreliability bound here is b = 0:07. Similar conclusions which are consistent with those in random space networks can be drawn from these following results. First of all, our algorithms can significantly reduce the total cost/links usage of the LEO/GEO satellite network while maintaining low network cost efficiency ratio. Obviously, our proposed heuristic algorithms can solve the SNTC problem well. Furthermore, the cost efficiency ratio of Huang's and Li's algorithms is much higher than our algorithms, and even higher than that without control. Because our algorithms consider the link efficiency which is not mentioned in their algorithms. Last but not least, all proposed algorithms can satisfy the unreliability requirement, except for ULCP and GrdLCP algorithms. Because ULCP and GrdLCP algorithms only consider the total cost of the network. This simulation also confirms the efficiency of our proposed algorithms in the real-world spacecraft network.
Conclusion
We studied the topology control problem in predictable time-varying spacecraft networks with unreliable links, using a space-time graph model weighted by cost, efficiency, and unreliability. Compared with most existing models, this model includes both temporal and spatial topology information. We first proved that this topology control problem is NP-hard, then we proposed five heuristic algorithms. Different from previous works, our algorithms not only consider the total cost of the network topology but also consider the cost efficiency ratio and unreliability. Simulation results from random space networks and hybrid LEO/GEO satellite-based sensor network demonstrated the efficiency of our proposed algorithms.
However, it is also seen that our algorithms still have some limitations: (1) we have assumed that only onehop transmission is allowed during each time slot in this space-time graph model, which makes multi-hop to be transformed to virtual links; (2) we still assumed that the predictions of links and unreliability are feasible, hence the performance may degrade when unpredictable events happen. Therefore, in our future works, we will (1) design more efficient space-time graph model which allows multi-hop in one time slot; (2) design algorithms to adapt the unpredictable events rather than take them as unreliable probability.
