String Quantum Symmetries From Picard-Fuchs Equations And Their
  Monodromy by D'Auria, R. & Ferrara, S.
ar
X
iv
:h
ep
-th
/9
30
60
20
v1
  3
 Ju
n 
19
93
CERN-TH.6777/93 POLFIS-TH.24/93
STRING QUANTUM SYMMETRIES FROM PICARD FUCHS
EQUATIONS AND THEIR MONODROMY ∗
R. D’AURIA
Department of Physics, Politecnico di Torino
and INFN Sezione di Torino, Torino, Italy
S. FERRARA
CERN, 1211 Geneve 23, Switzerland
ABSTRACT ∗∗
Local and global properties of the moduli space of Calabi–Yau type
compactifications determine the low energy parameters of the string
effective action. We show that the moduli space geometry is entirely
encoded in the Picard–Fuchs equations for the periods of the Calabi–
Yau H(3)–cohomology.
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1. Introduction
It is well known that among the possible vacua of heterotic string theory the (2,2),
c=9 world–sheet superconformal field theories (SCFT) are of prominent impor-
tance since they give rise to N=1 supersymmetry in four dimensions, which is cur-
rently believed to be a necessary ingredient of the low–energy effective Lagrangian
1.
In general it is quite difficult to compute the correlators of a Superconformal
Field Theory (SCFT) and usually more insight into their structure can be gained
by using the Landau–Ginzburg approach to N=2 SCFT 2 or else in the context
of the N=2 topological field theory 3. The description of the (2,2)–string vacua in
terms of the Landau–Ginzburg superpotential (possibly in its twisted topological
version) is strictly related to the geometrical description in terms of the compact-
ification of the heterotic string on a Calaby–Yau 3–fold (C.Y.) and in fact the
determination of the physical low–energy parameters in both frameworks can be
performed by using the same techniques of algebraic geometry 4,5. One is actually
faced with the problem of computing such low–energy quantities in terms of the
properties of the moduli space of a given SCFT. Moduli space is the space of all
the marginal deformations of the underlying N=2 SCFT or, in the geometrical
picture of Calabi–Yau compactifications, is the space of the parameters ϕα, ψa
describing respectively the deformations of the Ka¨hler class and/or of the complex
structure of the C.Y. manifold 6. In the low energy theory the moduli parameters
ϕα(x), ψa(x) appear as neutral massless scalar fields with vanishing potential.
The low energy objects that we are interested in as functions of the moduli
are: i) the moduli and family metrics; ii) the Yukawa couplings. Another important
moduli dependent effect is: iii) the running of the gauge couplings due to one–loop
stringy effects.
These quantities appear in the effective N=1 Lagrangian in the following
form:
i)
gij¯∂µM
i∂νM¯
j¯Gµν (1.1)
2
g
(27)
αβ¯
∂µφ
α
27∂ν φ¯
β¯
27G
µν (1.2)
g
(27)
ab¯
∂µφ
a
27
∂ν φ¯
b¯
27
Gµν (1.3)
ii)
Wαβγ(ϕ)φ
α
27φ
β
27φ
γ
27 (1.4)
Wabc(ψ)φ
a
27
φb
27
φc
27
(1.5)
iii)
1
g2(S, ϕ, ψ)
TrFµνF
µν + θ(S, ϕ, ψ)TrFµν F˜
µν (1.6)
where M i denote any of the two sets of moduli ϕα, ψa, S = D+ ia is the dilaton–
axion scalar field, gij¯ , g
(27)
αβ¯
, g
(27)
ab¯
are the metrics for moduli, families and antifam-
ilies respectively, Wabc, Wαβγ are the Yukawa couplings, g
2 and θ are the gauge
coupling and the θ–angle for the gauge field strength Fµν (F˜µν is the dual of Fµν).
We note that the moduli space M has the structure of a product space
M =M1 ×M2 (1.7)
where M1,M2 are parametrized by the ϕα and ψa, respectively. This can be
proven either in SCFT or by supersymmetry arguments 7. The two spaces are
actually related by the mirror hypothesis 8 which establishes that exchanging the
role of the two parameters ϕα, ψa associated to the Ka¨hler class and complex
structure deformations of the C.Y. 3–fold,one obtains a mirror C.Y.-3-fold in which
the H(2) and H(3) cohomology classes are exchanged,due to the isomorphism of
the underlying SCFT’s under sign change of the U(1)-charge. In the following
we shall restrict our attention only to the manifold M of the complex structure
moduli. The results thus obtained are also valid for the moduli space of the Ka¨hler
class deformations of the associated mirror C.Y. manifold.
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The structure of the quantities appearing in eq.s (1.1–6) is completely de-
termined by the local and global properties of the moduli space. These properties
in turn are encoded in the Picard–Fuchs equations for the periods XA(ψ), FA(ψ)
of the Calabi–Yau family parametrized by the ψa
′
s. Once we know the periods
we may reconstruct the Ka¨hler potential of the moduli space and the Yukawa
couplings as follows 6:
K(ψ, ψ¯) = − log i(XAF¯A − X¯AFA) (1.8)
Wabc =
∂XA
∂ψa
∂XB
∂ψb
∂XC
∂ψc
∂3F
∂XA∂XB∂XC
(1.9)
where F = F (XA) is a degree two homogeneous function such that
XAFA = 2F → FA ≡ ∂F
∂XA
(1.10)
Notice that the characterization of the local geometry of the moduli space given
by eq.s (1.8–1.10) coincides with the definition of Special Ka¨hler 9,10,11 geometry
and indeed the periods (XA, FA) of the Calabi–Yau 3–fold can be indentified with
a set of globally defined holomorphic sections in terms of which the special Ka¨hler
geometry can be defined. In this lecture however we will be mainly concerned
with the global properties of the moduli space M which are consequence of the
fact that M possesses a group Γ of discrete isometries which is generally referred
to as the target space duality group, or modular group 12. The duality group
describes quantum symmetries of the string effective actions and is the discrete
version of the non–compact symmetries of old supergravity Lagrangians (no–scale
supergravities). The most celebrated example is the effective Lagrangian obtained
by compactification of the heterotic string on a 6–torus, modded out by some
discrete symmetry ( orbifold ) with residual N = 1 space-time supersymmetry.
The Ka¨hler class untwisted modulus (corresponding to the volume size) t = 2(R2+
i
√|g|) parametrizes the homogeneous space 13:
SU(1, 1)
U(1)
(1.11)
This sector of the theory is obviously invariant under PSL(2,R) The Ka¨hler
potential of the scalar fields t,φ27 is
4
K = −3 log [i(t− t¯)− φ27φ¯27] (1.12)
and the superpotential W is given by W = Cφ327 corresponding to a constant
Yukawa coupling, W = C. The theory is obviously invariant under
t′ =
at+ b
ct+ d
, φ′27 = −
1
ct+ d
φ27 , ad− bc = 1 (1.13)
However,when other (twisted) sectors are introduced and/or quantum corrections
computed, the duality (quantum symmetry) group is given by SL(2,Z) with gen-
erators
t→ t+ 1 t→ −1
t
(1.14)
For Calabi-Yau manifolds W is no longer a constant, but in general it depends on
the moduli : Wαβγ = Wαβγ(M) because of the instanton corrections to the σ–
model perturbative result ( large radius limit). In the one modulus case, however,
it turns out that t→ t+1 is still an exact symmetry if t is the special coordinate of
the Ka¨hler Special Geometry, or, equivalently, the flat coordinate of the associated
topological field theory. Actually one is led to consider the possibility that the
translational symmetry is exact for any number of moduli since invariance under
ta → ta+1, a = 1, ..., n has its stringy origin in the presence of the antisymmetric
axion field Bij in the σ–model action, and means that the t
a–variables are periodic.
For example the Yukawa coupling in the one modulus case can be written as follows
W (t) =
∞∑
n=0
dn e
2πint (1.15)
and for many variables we have analogous expansions. In the large radius limit,
t→ i∞, eq. (1.15) gives
W (t) = d0 = const. (1.16)
which implies that F(t) ≡ |X0|−2F (XA) is cubic in t. Actually the most general
prepotential such that W (t) and the Ka¨hler potential (1.8) are invariant under
t→ t+ 1 is (Cecotti et al.7)
5
F (XA) = (X0)2[t3 + λ(t) + P2(t)] (1.17)
where P2(t) is a polynomial of degree two with purely real coefficients and λ(t)
a periodic function of t. If instead invariance under arbitrary shifts is required,
t→ t+ c, c ∈ R, then λ is a constant. Note that a non vanishing λ is generated in
σ-model perturbation theory at the four loop level4. Under the inversion t→ −1
t
the Ka¨hler potential transforms as follows
K → K + f(t) + f(t¯) (1.18)
so that W , which has a non trivial Ka¨hler weight undergoes a non trivial trans-
formation.
In the next section we will show that the generalization of the inversion for
a generic duality group is given by
ta → fa(ta, ∂aF ,F ;A,B,C,D) a = 1, ..., n (1.19)
where n is the number of moduli, F(ta) = (X0)−2F (XA) and A,B,C,D are
(n + 1) × (n + 1) matrices parametrizing a generic Sp(2n + 2;Z) transformation
M :
M =
(
A B
C D
)
∈ Sp(2n+ 2;Z) (1.20)
For example in the case of the quintic studied by Candelas et al. the duality
group acting on the single modulus t is generated by two transformations:
t→ t+ 1 (1.21)
t→ t
tF ′t − 2F + 1
(1.22)
The knowledge of the duality group is very important since the physical
quantities appearing in the effective Lagrangian must transform in a definite way
under the group: for example the gauge coupling g−2a (t, t¯) is a real function which
must be modular invariant in t, t¯.
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Moreover some of the duality transformations may induce target–space
anomalies in the effective Lagrangian 14. These anomalies arise when the Ka¨hler
potential is not invariant under the duality transformations, but undergoes the
transformation (1.18). In this case all the Ka¨hler gauge dependent quantities get
transformed and anomalies can be generated. From the above discussion we see
that in general possibly anomalous transformations belong to the coset Γ
T
where
Γ is the duality group and T generates the discrete translations under which the
Ka¨hler potential is invariant. The modular group described here acts on the special
coordinates ta which are the coordinates which flatten the holomorphic connec-
tion of the associated topological field theory. The modular coordinate γ on which
the two transformations described earlier act as SL(2, R) transformations (for any
F–function) is described in the next section and the relation of this coordinate
with the special coordinate as well as with the Landau–Ginzburg coordinate of
the defining polynomial in CP(d+1) will also be given. In this respect the target
space duality group Γ is closely related to the monodromy group ΓM of the Picard–
Fuchs equations which determine the period matrix for Calabi–Yau manifolds, the
precise relation being discussed in the following.
2. Monodromy of the Picard-Fuchs equations and the quantum modular
group
The periods (XA, FA) of a given family of Calabi–Yau d–folds are known to satisfy
a coupled set of linear partial differential equations called Picard–Fuchs equations
(PFE). A general property of these equations is that they are of Fuchsian type, that
is they only have regular singular points. They can be derived from the defining
polynomial equation W (yi, ψα) = 0 of the Calabi–Yau manifold by using simple
algorithms which have been described in ref. [15]. If one solves the PFE for the
periods and uses eq.s (1.8) and (1.9), then one reconstructs the Ka¨hler potential of
the moduli space and the Yukawa couplings associated to that particular class of
C.Y. compactifications. Furthermore the PFE also encode essential informations
on the global structure of the moduli space through their monodromy group.
Let us denote by Γ the target space duality group (quantum modular group)
and by ΓW the group of invariance of the superpotential W (y
i, ψa). ΓW consists
7
of these diffeomorphisms of the moduli ψα which leave W = 0 invariant except for
a (quasi)–homogeneous change of the CP (d+ 1) coordinates:
W (yi, ψα) = 0 −→
ΓW
W (y˜i(y); ψ˜α(ψ)) = 0 (2.1)
where y˜i = U ijy
j and i, j run over all chiral fields with same U(1) charge.
Finally let us denote by ΓM the monodromy group of the PFE’s. To define
it in the simplest way we restrict our attention to the case of one single modulus,
in which case the PFE’s are ordinary differential equations.
Then, if we denote by (f1(z), ..., fn(z)) a basis of solutions of the differential
equation at a point z, by analytically continuing (f1, ..., fn) along a closed loop
around a singularity z1 of the equation we arrive at a new solution at z1 which
must therefore be expressible as a linear combination of the basis (f1, ..., fn):
(f1, ..., fn) → (fˆ1, ..., fˆn) = (f1, ..., fn) Az1 (2.2)
where the n×n non singular matrix Az1 defines the monodromy around z1. If the
equation has r singular points we obtain r monodromy matrices Az1 , ..., Azr , and
if we compose closed loops around zi and zj in the usual way it is clearly seen that
to the loop γi ◦ γj ≡ γij encircling zi and zj corresponds the monodromy matrix
Azj · Azi , and that more generally Az1 , ..., Azr generate a group, the monodromy
group of the differential equation (here the inverse A−1zi is the matrix obtained
by running around zi in the opposite direction, and 1 corresponds to a circuit
contractible to a point).
It turns out that in the known cases the monodromy group ΓM is a normal
(generally infinite) subgroup of Γ and that
Γ/ΓM ≃ ΓW (2.3)
Following the proposal of Lerche et al.15 we assume that (2.3) is true in
general, possibly also for the case of many moduli. Equation (2.3) suggests that
in order to reconstruct Γ we can compute the monodromy group of the PFE’s and
the invariance group of W = 0, so that Γ ≃ ΓW ⊘ΓM . In this section we give two
explicit examples of such construction: the 1–dimensional C.Y. manifold described
by a cubic polynomials in CP(2):
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W =
1
3
(y31 + y
3
2 + y
3
3)− ψy1y2y3 = 0 (2.4)
and the 3–dimensional C.Y. manifold describe by a quintic polynomial in CP(4):
W =
1
5
(y51 + y
5
2 + y
5
3 + y
5
4 + y
5
5)− ψy1y2y3y4y5 = 0 (2.5)
where yi, i = 1, ..., d+2 are homogeneous coordinates in CP(d+1), d is the complex
dimension equal to 1 or 3 in our case and ψ is a single modulus parametrizing the
complex structure deformations of the hypersurface. Note that while in the case
of the torus the space of complex structure deformations is one–dimensional, in
the case of the quintic W0 =
1
5
(y51 + y
5
2 + y
5
3 + y
5
4 + y
5
5) there are 101 indipendent
complex structure deformations so that the moduli space is 101–dimensional. The
particular 1–dimensional subspace described by the simple deformation (2.5) is
such that 1, y1...y5, (y1...y5)
2, (y1...y5)
3 close a subring of the chiral ring of all the
marginal operators associated to the deformations of the quintic.
Let us begin to study the case of the torus. From (2.4), using known algo-
rithms, (see ref. [15]),one obtains the following PFE’s:
d
dψ
(
ω0
ω1
)
=
(
0 1
ψ
1−ψ3
3ψ2
1−ψ3
)(
ω0
ω1
)
(2.6)
This can be traded for a single 2nd-order differential equation for ω0
( d2
dψ2
− 3ψ
2
1− ψ3
d
dψ
− ψ
1− ψ3
)
ω0 = 0 (2.7)
which exhibits four regular singular points at ψ3 = 1, ψ =∞.
The monodromy group of this equation can be studied as follows. First
of all we note that it is sufficient to compute the monodromy matrix T0 around
ψ = 1. In fact the effect of a closed loop around ψ = α and ψ = α2 (α = e2πi/3)
can be computed from the monodromy matrix T0 around ψ = 1 by conjugation
with A, where A represents the operation ψ → αψ:
T1 =A1T0A−1
T2 =A2T0A−2
(2.8)
Furthermore a closed loop which encloses all the singular points, including
∞, is contractible and therefore
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T∞T2T1T0 = 1 → T∞ = (T2T1T0)−1 (2.9)
To compute T0 it is convenient to perform the substitution z = ψ
3 in the
differential equation (2.7). We obtain
{
9z(1− z) d
2
dz2
+ (6− 15z) d
dz
− 1
}
ω = 0 (2.10)
This is a hypergeometric equation of parameters a = b = 1/3, c = 2/3 and
therefore a set of independent solutions around z ≡ ψ3 = 0 is given by


U1 =
Γ2(1/3)
Γ(2/3)
F (1/3, 1/3, 2/3;ψ3)
U2 =
Γ2(2/3)
Γ(4/3) ψF (2/3, 2/3, 4/3;ψ
3)
(2.11)
where F (a, b, c; z) is the hypergeometric functions.
These 2 solutions can be continued around ψ3 = 1 by known formulae 16:
one finds
U1 = − log(1− z)F (1/3, 1/3, 1; 1− ψ3) +B1(1− ψ3)
U2 = − log(1− z)F (1/3, 1/3, 1; 1− ψ3) +B2(1− ψ3)
(2.12)
where B1 and B2 are regular series around ψ
3 = 1. (The appearance of the
logarithmic factor in (2.12) is traceable to the equality of the roots of the indicial
equation around z ≡ ψ3 = 1). A closed loop around ψ = 1 gives
(
U1
U2
)
→
(
U ′1
U ′2
)
=
(
U1
U2
)
− 2πi F (1
3
,
1
3
, 1; 1− ψ3)
(
1
1
)
(2.13)
The Kummer relations 16 among hypergeometric functions allow us to re-
express F ( 1
3
, 1
3
, 1; 1− ψ3) in terms of the original basis (U1, U2) around ψ = 0,
F
(1
3
,
1
3
, 1; 1− z
)
=
Γ( 13)
Γ2( 2
3
)
F
(1
3
,
1
3
,
2
3
; z
)
+
Γ(−13 )
Γ2( 1
3
)
F
(2
3
,
2
3
,
4
3
; z
)
(2.14)
Therefore, using the relation Γ(z)Γ(1− z) = πsinπz one obtains
(
U ′1
U ′2
)
=
(
1 + i tg 2π
3
i tg 2π
3
i tg 2π3 i− i tg 2π3
) (
U1
U2
)
(2.15)
that is the monodromy matrix around ψ = 1 is
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T0 =
(
1− i√3 i√3
−i√3 1 + i√3
)
(2.16)
To find T1, T2 we need to represent A : ψ → αψ on U1, U2. From (2.6), (2.7)
and (2.11) we see that under ψ → αψ the differential operator is invariant while
(
U1
U2
)
→
(
1 0
0 α
)(
U1
U2
)
(2.17)
Since we are interested in the projective representation of the monodromy
group we may rescale our basis in such a way that detA = 1 (note that T0 already
satisfies detT0 = 1). Hence we have
A =
(
α−1/2 0
0 α1/2
)
(2.18)
and from (2.8)
T1 =
(
1− i√3 α−1i√3
−αi√3 1 + i√3
)
T2 =
(
1− i√3 α−2i√3
−α2i√3 1 + i√3
)
(2.19)
Let us now recall that the modular group is given by the group of trans-
formations on the variable ψ which leaves the theory invariant. The monodromy
group ΓM of the PFE’s must therefore be a subgroup of the modular group. In
our case the modular group of the torus is known a priori to be Γ = SL(2;Z)
and therefore it should be possible to perform a change of basis on the periods Ui
such that the entries of the generators T0, T1, T2 are integer numbers. Actually it
is known since the last century that ΓM is isomorphic to Γ(3), where Γ(3) is the
group of matrices equivalent to the identity modulo 3. The basis (F1,F2) where
ΓM ≃ Γ(3) is obtained by the following linear transformation 17
(F1
F2
)
=
1
3(1 + α−1/2)
(
3α1/2 −3
1 + α1/2 α2 − 1
) (
U1
U2
)
(2.20)
The transformed ΓM generators Tˆi take the following form:
Tˆ0 =
(
1 3
0 1
)
; Tˆ2 =
(−5 12
−3 7
)
; Tˆ1 =
(−2 3
−3 4
)
Tˆ∞ ≡ (Tˆ2Tˆ1Tˆ0)−1 =
(
1 0
−3 1
)
(2.21)
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The transformation A : ψ → αψ is obviously an invariance of W = 0 (and
of the differential operator (2.17)) since it can be undone by the coordinate trans-
formation yi → α−1/3yi. Less evident is the invariance under the transformation
B:
B : ψ′ = −ψ + 2
1− ψ (2.22)
which can be undone by the change of coordinates

 y
′
1
y′2
y′3

 = i√
3

 1 1 11 α α2
1 α2 α



 y1y2
y3

 (2.23)
In the basis (F1,F2) A and B take the form
Aˆ =
(
1 −3
1 −2
)
; Bˆ =
(
2 1
1 1
)
(2.24)
We note that the ΓW generators A,B satisfy the relation A
3 = B2 = 1,
(AB)3 = 1 which are the defining relations of the tetrahedral group ∆. Indeed
Γ(3) is a normal subgroup of Γ ≡ SL(2,Z), the modular group of the torus ,and
Γ/Γ(3) ≡ ΓW .
We have thus verified that the relation Γ/ΓM ≃ ΓW actually holds in the
case of the torus.
Let us now consider the case of the quintic (2.5) describing a C.Y. 3–fold in
CP(4). The PFE for the periods is given by the following fourth–order
equation 4,5,15:
d4V
dψ4
− 10ψ
4
1− ψ5
d3V
dψ3
− 25ψ
3
1− ψ5
d2V
dψ2
− 15ψ
2
1− ψ5
dV
dψ
− ψ
1− ψ5 V = 0 (2.25)
The four independent solutions of this equation represent the four periods
of the uniquely defined (3,0)–form Ω which always exists on a C.Y. space; in our
case it can be explicit computed from the defining polynomial (2.5), but we do
not need its explicit form in the following. The periods are defined by integrating
Ω(y, ψ) on a basis (γA, γ
B) of 3–cycles of W satisfying
γA ∩ γB = −γB ∩ γA = δAB ; γA ∩ γB = γA ∩ γB = 0 (2.26)
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The basis (2.26) is defined only up Sp(4;Z) transformations, which leave
the intersection properties (2.26) invariant. We define
V = (X0, X1, F0, F1) ≡ (XA, FA) (2.27)
where
∫
γA
Ω = XA(ψ) ;
∫
γA
Ω = FA(ψ) (2.28)
Actually on a C.Y. 3–fold the four periods V are not functionally indepen-
dent, but satisfy the relation (1.10) where F is a homogeneous function of degree
two in X0, X1. That has its counterpart in a functional relation satisfied by the
coefficients of the differential equation (2.25), namely18,19
W3 = a1 − da2
dψ
− 1
2
d2a3
dψ2
= 0 (2.29)
where ai is the coefficients of
di
dzi in the differential equation (2.25).
The reason why we have calledW3 the l.h.s. of eq. (2.29) is that it coincides
with the W3 generator of the W4–algebra associated to a generic 4–th order linear
differential operator (2.25). Actually W3 = 0 is an invariant statement since W3
transforms as a covariant tensor of order 3 under ψ–reparametrizations
W ′3(ψ
′) = J−3W3(ψ) (2.30)
where J is the Jacobian of the transformation. The fact theW3 = 0 for the Picard–
Fuchs equation of the quintic was first noted by Lerche et al. [15]. Actually this
constraint has been proven to hold quite generally as a consequence of the fact
that the moduli space geometry is a special Ka¨hler geometry 18,19. Indeed one
finds that in the one modulus case W3 = 0 is equivalent to the statement that the
associated 4× 4 linear system
( d
dψ
+A
)
Vˆ = 0 (2.31)
where Vˆ ≡ (V, V ′, V ′′, V ′′′)t, has a Drinfeld–Sokolov connection A which is gauge
equivalent to a Sp(4)–connection 20.
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The gauge group acting on (2.31) is the group generated by the strictly lower
triangular matrices which leave invariant the top component of Vˆ and therefore
also the differential equation (2.26).* Note that in the gauge where A is valued in
the Lie Algebra of Sp(4) the matrix of solutions of (2.31) is an element of Sp(4)
Vˆ =


V1 V2 V3 V4
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆

 ∈ Sp(4) (2.32)
In (2.32) the top row is the set of gauge invariant solutions of (2.25). Of
course the gauge (2.32) is not completely fixed since arbitrary Sp(4) gauge trans-
formations on (2.31) keep the matrix Vˆ in the symplectic gauge. Another conse-
quence of the relation of the PFE’s with Special Geometry is that the coefficient
a3 of
d3
dz3 has always the following form
18:
a3 = −W−1 dW
−1
dz
(2.33)
where W (ψ) is the Yukawa coupling of the effective N = 1 theory obtained by
compactification on the given C.Y. 3–fold. As an example in the quintic case by
comparing (2.33) with (2.25) we find
W (ψ) =
1
1− ψ5 (2.34)
The important thing to observe is that many of the properties that we
discussed in the one modulus case can be easily extended to the case of n moduli,
where the PFE’s are partial differential equations. Indeed, as it has been shown in
ref.[19] in the n- moduli case the linear system (2.31) can be generalized as follows:
( ∂
∂ψα
+Aα(ψ)
)
V (ψ) = 0 (2.35)
where V is now a 2n+ 2-dimensional vector and Aα is a 1-form matrix which in
general is valued in the Lie Algebra of GL(2n + 2). The set of 2n + 2 linearly
independent vectors of (2.35) is now given by a (2n+ 2)× (2n+ 2) matrix of the
form
* If one allows for rescaling of the solutions of (2.25) then the gauge group
can be extended to the Borel subgroup of GL(4).
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V =


X0 Xa Fa −F0
⋆nx1 ⋆nxn ⋆nxn ⋆nx1
⋆nx1 ⋆nxn ⋆nxn ⋆nx1
⋆ ⋆1xn ⋆1xn ⋆

 (2.36)
where XA = (X0, Xa), FA = (F0, Fa), a = 1, ..., n represent the periods of the
holomorphic 3-form Ω defined in (2.28), with the proviso that the index A now
takes the values A = 0, 1, ..., n. It can be shown that for C.Y. 3-folds the higher
order differential equations equivalent to the linear system (2.35) is always a cou-
pled set of partial differential equations of order four.( Eq.(2.25) is in fact an
example of this general rule in the case of a single modulus).This result can be
shown in general by using the Special Geometry identities,which are equivalent to
the Picard-Fuchs equations19.Furthemore the same identities also tell us that one
can take advantage of the aforementioned gauge invariance of the linear system
(2.35) in such a way that the Aα- connection becomes valued in the Lie Algebra
of Sp(2n+ 2).Specifically if we perform the gauge transformation
V → NV ; N =


⋆ 01×n 01×n 0
⋆n×1 ⋆n×n 0n×n 0n×1
⋆n×1 ⋆n×n ⋆n×n 0n×1
⋆ ⋆1×n ⋆1×n ×

 (2.37)
A′ = N−1AN +N−1dN (2.38)
where N belongs to the Borel subgroup of GL(2n + 2) then it is always possible
to choose N in such a way that the linear system be transformed in the ”Special
Geometry gauge”,namely:
(∂α +Aα)V = 0 (2.39)
where Aα = Γα +Cα, is given by:
Γα =


−∂αKˆ 0 0 0
0 (Γˆα − ∂αKˆ1)γβ 0 0
0 0 (∂αKˆ1− Γˆα)βγ 0
0 0 0 ∂αKˆ


(2.40)
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Cα =


0 δγα 0 0
0 0 (Wα)γβ 0
0 0 0 δβα
0 0 0 0

 (2.41)
The hatted holomorphic connections ∂αKˆ(z) and Γˆ
γ
αβ(z) are given by
∂αKˆ = −∂α logX0(z) (2.42)
Γˆγαβ = e
−1
a (z)∂βe
a
α(z) (2.43)
where eaα = ∂αt
a(z), ta(z) = Xa/X0. They obviously vanish in the “special coor-
dinate” frame ta = Xa/X0, X0 = 1. Thus we see in particular that the special co-
ordinates ta coincide with the “flat coordinates” of the Landau–Ginzburg formula-
tion of SCFT. Note that in the special coordinate frame the connection Cα ≡ Aα.
The set of Cα-matrices is easily seen to satisfy the following abelian,nilpotent sub-
algebra of Sp(2n+ 2):
CαCβCγCδ = 0 (2.44)
[
Cα,Cβ
]
= 0 (2.45)
whose importance for the determination of the duality group of a general C.Y.3-
fold will be discussed later on. Note also that Cα is given in terms of the Yukawa
coupling Wαβγ and that CαCβCγ = EWαβγ where E is the (2n + 2) × (2n + 2)
matrix with zeros everywhere except a 1 in the right upper corner.
The holomorphic form of the special geometry equations give more insight
into the group–theoretical properties of the Picard Fuchs.equations. Indeed the
matrix A of the linear system is not the most general one: in the gauge (2.40-41)
one easily verifies that actually it is valued in the Lie algebra of Sp(2n + 2) ⊂
GL(2n+ 2). Indeed from (2.40-41) one has
AαQ = (AαQ)
t (2.46)
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where Q is the symplectic metric satisfying Q2 = −1, Qt = −Q
Q =


1
−1n
1n
−1

 (2.47)
This in turn implies that the period matrix V is valued in the Sp(2n + 2)
group. In particular the top row V of the gauge invariant solutions is defined only
up to symplectic transformations M
V ′ = VM, M ∈ Sp(2n+ 2) (2.48)
These transformations leave invariant the Ka¨hler potential defined in (1.8)
since it can be rewritten as K = − log(V (−iQ)V †). For more details on the many
moduli case see Ceresole et al.19.
Let us now come back to the discussion of a single modulus. Our aim is to
discuss the modular group Γ of the moduli space of the quintic polynomial (2.5).
Let us first consider the duality group ΓW of the defining polynomial equa-
tion W = 0 given by (2.5). It is obvious that A : ψ → αψ, where α ≡ e2πi/5,
is a symmetry of W = 0 since it can be undone by a rescaling of the CP (4)
homogeneous coordinates: (y1, y2, y3, y4, y5) → (α−1y1, y2, y3, y4, y5). Obviously
A5 = 1 and this excludes a priori the possibility that we can represent the modu-
lar group as a subgroup of SL(2;Z) acting projectively on a function of ψ, since
SL(2,Z) does not possess elements of order 5. Since there are apparently no other
ψ–transformations which can be undone by linear transformations of the y′is, ΓW
is simply the cyclic group Z5. According to our previous discussion to reconstruct
the full modular group we must now compute the monodromy group ΓM of eq.
(2.25).
ΓM will be represented by 4×4 matrices on the four periods (V1, V2, V3, V4)
solutions of (2.25). The same is true for ΓW since A : ψ → αψ leaves invariant the
differential operator of eq. (2.25) and therefore induces just a linear combinations
of the periods. Furthermore by using the gauge (2.32),(or,in particular,the Special
Geometry gauge),we may represent ΓM and ΓW by Sp(4;Z)–matrices.
Let us first compute ΓM . We sketch briefly the procedure, for further details
see ref. [4].
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The differential equation (2.25) is a Fuchsian equation with regular singular
points at ψ = αk, (k = 0, 1, ..., 4), α = e2πi/5, and ψ = ∞. As in the case of
the torus it is sufficient to study the monodromy matrix T0 around ψ = 1, since
around ψ = αk the corresponding monodromy matrices Tk, k = 1, 2, 3, 4 are given
by
T0 → Tk = AkT0A−k (2.49)
where A represents ψ → αψ. The monodromy around ψ = ∞ depends on the
other generators around ψ =∞ through the relations T∞T4T3T2T1T0 = 1.
As in the torus case it is convenient to transform eq. (2.25) into a generalized
hypergeometric equation through the substitution z = ψ−5. We obtain
{ d4
dz4
− 2(4z − 3)
z(1− z)
d3
dz3
− 72z − 35
5z2(1− z)
d2
dz2
− 24z − 5
5z3(1− z)
d
dz
−
− 24
625z3(1− z)
}
V (z) = 0
(2.50)
which has singular Fuchsian points at z = 0, 1,∞ with associated Riemann P–
symbol
P


0 ∞ 1
0 1/5 0
0 2/5 1 ;ψ−5
0 3/5 2
0 4/5 1


(2.51)
We notice that in the variable z = ψ−5 we have introduced a new singular
point around ψ = 0 so that the monodromy around z =∞ corresponds exactly to
the representation of ψ → αψ on the periods. In other words the duality generator
A becomes part of the monodromy generators of the new equation (2.50).* A
solution of (2.50) around z = 0 (ψ =∞) is given by
ω0(ψ) = 4F3
(1
5
,
2
5
,
3
5
,
4
5
; 1, 1, 1;ψ−5
)
(2.52)
* The same observation can be done in the case of the torus previously
discussed.
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In order to represent A in a simple way we may construct a basis of solutions
around ψ = 0 as follows4. We first continue ω0(ψ) around ψ = 0 by using a
Barnes–type integral representation and we obtain:
ω0(ψ) = − 1
5 · 16π4
∞∑
n=0
Γ5(n
5
)
Γ(n)
(αn − 1)4(5ψ)n (|ψ < 1) (2.53)
Then we recall that ψ → αψ leaves the differential operator (2.25) invariant
so that
ωj(ψ)
.
= ω0(α
jψ) j = 0, 1, 2, 3, 4 (2.54)
are also solutions of (2.50). The five functions ωj are subject to the linear relations∑4
n=0 ωj = 0, as it follows from their explicit expression by the power series (2.53)
and the analogous ones derived from (2.54).
If we take ω0, ω1, ω2, ω4 as a basis of solutions around ψ = 0 it follows
immediately that ψ → αψ is represented on (ω2, ω1, ω0, ω4)t as follows
A =


−1 −1 −1 −1
1 0 0 0
0 1 0 0
0 0 1 0

 (2.55)
Next one examines the monodromy T0 around ψ = 1. For this purpose one
observes that since z = 1 has the double root ρ = 1 for the indicial equation, the
continuation of the series ωj(ψ), |ψ| < 1, to the neighbourhood |ψ − 1| < 1 will
contain logarithms. Indeed one can write
ωj(ψ) =
1
2πi
cjω˜(ψ) log(ψ − 1) + reg. (2.56)
where ω˜ is a linear combination of regular solutions around ψ = 1. It turns out
that
ω˜(ψ) = − 1
c1
(ω1(ψ)− ω0(ψ)) = 1
c1
(ψ − 1) +O(ψ − 1)2) (2.57)
It follows
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dωj
dψ
=
1
2πi
cj
(dω˜
dψ
log(ψ − 1) + ω˜(ψ) 1
ψ − 1 + ......
)
=ψ→1
1
2πi
cj
c1
log(ψ − 1) + · · ·
(2.58)
We see that in order to compute the monodromy coefficients cj one has to compute
the asymptotic behaviour of
dωj
dψ
and look at the coefficient of log(ψ − 1). Using
the series expansion for ωj derived from (2.39) and (2.40) one finds (see [4] for
details)
cj = (1, 1,−4, 6,−4) (2.59)
From eqs. (2.56-59), one easily finds that the monodromy matrix around ψ = 1
acting on the basis (ω2, ω1, ω0, ω4)
t is given by
T0 =


1 4 −4 0
0 0 1 0
0 −1 2 0
0 4 −4 1

 (2.60)
The matrices A and T0 given by eqs. (2.55) and (2.60) are integer valued, but not
symplectic, since the ωj–basis is not a symplectic basis. According to our previous
discussion there must exist a matrix m such that
Tˆ0 = mT0m
−1 ; Aˆ = mAm−1 (2.61)
are not only integer–valued but also symplectic.
A solution for m has been found in ref. [4] which is unique up to Sp(4;Z)
transformations.
We choose the following solution:
Aˆ =


1 −1 −5 3
0 1 8 5
1 −1 −4 3
0 0 1 1

 ; Tˆ0 =


1 0 0 0
0 1 0 0
−1 0 1 0
0 0 0 1

 (2.62)
which act on the right of the row vector (2.27). The other monodromy generators
Tˆk, Tˆ∞ around ψ = α
k and ψ = ∞ are finally computed from eqs. (2.49) and
T∞ = (T4T3T2T1T0)
−1.
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The conclusion is the following: the duality group Γ of the moduli space
of the C.Y. 3–fold (2.5) can be given a 4× 4 representation on the integer valued
and symplectic basis of the periods. Γ is a subgroup of Sp(4;Z) generated by the
matrices Aˆ, Tˆk(k = 0, 1, 2, 3, 4), where Aˆ is a representation of the Z5 subgroup
of Sp(4;Z) which leaves W = 0 invariant and the Tˆk’s generate the monodromy
group of the PFE (2.25).
We have already observed that the group Γ cannot be a subgroup of SL(2,Z)
since SL(2,Z) does not contain elements of order 5. We may however represent
Γ as a subgroup of SL(2,R) since Z5 ∈ SL(2,R). To find the representation we
need a variable γ(ψ) such that A : ψ → αψ and the transport around ψ = 1
are represented as PSL(2,R) transformations on γ(ψ). The determination of
γ(ψ) and the associated 2 × 2 representation of Γ ∈ SL(2,R) has been given in
ref. [4] by requiring that γ(ψ) be a modular parameter on which A and T0 act
as transformations of order five and infinity, respectively, on the upper γ–plane.
Standard formulae of the theory of the automorphic functions then determine
γ(ψ). We give here a different, but closely related derivation, which is based only
on the structure of the PFE (2.25).
Let us observe that if we denote by V (ψ(γ)) the four–dimensional row vector
of the periods as a function of γ, then we must have:
V
(
ψ
(aiγ + bi
ciγ + di
))
= V (ψ(γ))Γi (2.63)
where Γi is any of the matrices Aˆ, Tˆk and Si ≡ aiγ+biciγ+di the corresponding 2–
dimensional action on γ. If V is required to be a uniform function of γ, then
ψ = ψ(γ) must be uniform and such that the entire ψ5–plane is mapped into a
fundamental region of the γ–plane for the group Γ ≡ {Si}. That amounts to say
that γ is a modular variable and ψ is an automorphic function of γ with respect to
Γ. There is a general procedure to construct the uniformizing variable γ directly
from the PFE for V . It consists in associating to the main differential equation,
eq. (2.50) in our case, a second order differential equation with the same singu-
lar points (z = 0, 1,∞ in our case) and with exponents determined as follows.
If all the integrals of the main equation are regular around the given singularity
(no two roots of the indicial equation differ by integers) and if all the roots are
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commensurable quantities multiple of 1/k (k integer), then the difference of the
roots of the indicial equations of the associated 2nd–order equation is taken equal
to 1/k. In all the other cases the difference of roots is taken equal to zero. The
uniformizing variable γ is then given by the ratio of two solutions of the associated
2nd–order equation. Let us see how this works in our case. To adhere to the same
notations as in [4] we perform the substitution z → 1z in the equation (2.50). The
P–Riemann symbol (2.37) becomes transformed into
P


0 ∞ 1
1/5 0 0
2/5 0 1 ;ψ5
3/5 0 2
4/5 0 1

 (2.64)
From (2.64) we see that at z−1 ≡ ψ5 = 0 all the roots are multiple of 1
k
≡ 1
5
and do not differ by integers. At z−1 = ∞ and z−1 = 1 instead we have at least
two coincident roots. Therefore calling λ, µ, ν the differences of the roots of the
indicial equation for the associated 2nd–order equation we have
λ = 1/5 ; µ = ν = 0 (2.65)
Given the exponent we can immediately write down the associated 2nd–
order equation, which, having regular singular points at z = 0, 1,∞ is a hyperge-
ometric equation of parameters
a =
1
2
(1− λ− µ+ ν) = 2
5
; b =
1
2
(1− λ− µ− ν) = 2
5
; c = 1− λ = 2
5
(2.66)
that is
z(1− z)F ′′ +
(4
5
− 7
5
z
)
F ′ − 4
25
F = 0 (2.67)
The uniformizing variable is then given by
γ =
F1
F2 (2.68)
where
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F1 ≡
Γ2( 2
5
)
Γ( 45)
F (2/5, 2/5, 4/5;ψ5) (2.69)
F2 ≡
Γ2( 3
5
)
Γ( 65)
F (3/5, 3/5, 6/5;ψ5) (2.70)
are two linearly independent solutions of (2.67). From the theory of the auto-
morphic functions we know that γ maps the ψ5–plane onto a couple of adjacent
triangles inside the circle |γ|2 = 1 with internal angles (0, 0, π/5); they constitute
a fundamental region for the projective action of the modular group Γ, and the
inverse function ψ = ψ(γ) is automorphic with respect to Γ.
It is now easy to derive the explicit representation of A and T0 as a subgroup
of SL(2,R) on F1,F2: one has simply to perform the study of the monodromy
group of the differential equation (2.53) in exactly the same way as we did it in the
case of the torus, eq. (2.10). One obtains in this case, with completely analogous
calculations:
A =
(
e−iπ/5 0
0 eiπ/5
)
; T0 =
(
1− itg 2π
5
itg 2π
5−itg 2π5 1 + itg 2π5
)
(2.71)
and
Tk = A
kT0A
−k (k = 1, 2, 3, 4); T∞ = (T4T3T2T1T0)
−1 ≡ (AT )−5 (2.72)
Note that the matrices quoted in the Candelas et al. 4 are related to those given
in (2.57) by the change of basis
(
Z1
Z2
)
=
(
i −iα2
1 −α2
)(F1
F2
)
(2.73)
which map the interior of the circle |γ|2 = 1 into the upper half–plane Imγ > 0.
Till now we have considered the representation of the modular group Γ
on the periods as 4× 4 Sp(4;Z)–valued matrices, or as SL(2;R)–matrices acting
projectively on the unformizing variable γ. There is however another important
variable, the special variable t, in terms of which we may give an interesting
representation of Γ which we now discuss.
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To introduce it let us recall that in general, for any number n of moduli, a
symplectic transformation on the period vector V = (XA, FA) ≡ (X0, Xa, F0, Fa),
a = 1, ..., n, induces a reparametrization on the special coordinates ta ≡ XaX0 .
Indeed from
V˜ = VM
M =
(
A C
B D
)
∈ Sp(2n+ 2,R) (2.74)
where A,B,C,D are (n+ 1)× (n+ 1) matrices obeying
AtB = BtA
CtD = DtC
AtD −BtC = 1
(2.75)
we readily obtain 19
t˜a =
X˜a
X˜0
=
AaBX
B +BaBFB
A0BX
B +B0BFB
(2.76)
Recalling that FA =
∂F
∂XA
where F (X) is a homogeneous function of degree two
we have
F (XA) = (X0)2F(ta)
F0(X
A) ≡ ∂F
∂X0
= X0[2F(ta)− ta∂aF(ta)]
Fa(X
A) ≡ ∂F
∂Xa
= X0∂aF(ta)
(2.77)
and substituting in (2.76) we find
t˜a =
Aab t
b +Aa0 +B
abFb +Ba0(2F − tbFb)
A0bt
b + A00 +B
abFb +B00(2F − tbFb) (2.78)
where Fa ≡ ∂aF . If we now restrict the generic Sp(2n+2,R) matrixM to belong
to Γ ⊂ Sp(2n + 2,Z) we obtain the representation of Γ on the variables ta. In
particular the subgroup of Sp(2n+ 2;R) consisting of matrices of the form
(
A C
0 D
)
D = (At)−1
C = ACt(At)−1
(2.79)
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act on the ta
′
s as a group of linear fractional transformations. It is compelling to
assume that the subgroup T ⊂ PSL(2,Z) of discrete integer translations
ta → ta + na ; na ∈ Zn (2.80)
is always contained in Γ. Indeed the symmetry (2.80) has its stringy origin in the
Wess–Zumino term for the Bij axion 2–form in the σ–model.
Indeed the σ–model term
∫
W.S.
d2σ∂αY
i∂β Y¯
j¯Bij¯ǫ
αβ =
∫
T
Bij¯dY
i ∧ dY¯ j¯ (2.81)
where T is the image of the world-sheet (W.S.) in the C.Y. 3–fold, is topological in
nature and the Bij are analogous to the θ–parameters of Q.C.D. If the complexified
Ka¨hler (1,1)–form is parametrized as
gij¯ + iBij¯ = −i
n∑
a=1
taLaij (2.82)
where the La
ij¯
are a basis of the (1,1)–cohomology, a shift ta → ta + na, na ∈ Z
induces a topologically non trivial mapping from the world sheet to the C.Y. and
corresponds to an instanton correction to the σ–model perturbative result. Such
integral shift is an invariance of the quantum action.
In the one modulus case the existence of the translation symmetry t→ t+1
has been verified in the case of the quintic by Candelas et al.4 and proven for a
large class of 3–fold by Morrison 5. Let us verify it for the quintic. From the
explicit form of the two generator A, T0 given by eq. (2.48) we find that on the
(X0, X1, F0, F1)–basis
(T0A)
−1 =


1 1 5 −8
0 1 −3 −5
0 0 1 0
0 0 −1 1

 (2.83)
so that
t˜ ≡ X˜
1
X˜0
=
X1
X0
+ 1 ≡ t+ 1 (2.84)
The t–transformations realized by A and T0 are instead non linear:
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A : t˜ =
X1 − (X0 + F 0)
X0 + F 0
=
t− 1− (2F − tF ′)
2F − tF ′ (2.85)
T0 : t˜ =
X1
X0 − F0 =
t
1− 2F + tF ′ (2.86)
We note that while (T0A)
−1 corresponds to a circuit around z = 0, the monodromy
around ψ =∞ is represented by (T0A)−5 so that
(T0A)
−5 : t˜→ t+ 5 (2.87)
The transformations (2.87) and (2.85) or (2.86) generate the whole modular group
on the t–modulus.
Coming back to the case of n moduli ta, we may also write down the trans-
formation law of the prepotential F (X) in the general case. Indeed recalling the ho-
mogeneity relation 2F (X) = XAFA one finds for a generic Sp(4)–transformations
(2.74) 21:
2F˜ (X˜) = (XA, FA)
(
ACt ADt
BCt BDt
)(
XA
FA
)
= 2F (X) + 2FA(BC
t)ABX
B +XA(ACt)ABX
B + FA(BD
t)ABFB
(2.88)
where we have used the conditions of symplecticity of the transposed matrix M t
in order to reconstruct F (X) on the r.h.s. of (2.88).
IfM ⊂ Γ, then F˜ = F since a modular transformation is a discrete isometry.
In particular for a translation (2.74) gives
F (XBAAB) = F (X
A) +XA(ACt)ABX
B (2.89)
since B = 0 and A =
(
1 na
0 δab
)
. In the ta–variables eq. (2.89) becomes
F(ta + na) = F(ta) + (ACt)abtatb + 2(ACt)0btb + (ACt)00 (2.90)
Thus F (or F) is periodic in the XA (or ta) up to quadratic additions.
In particular the Yukawa coupling Wabc =
∂3F
∂ta∂tb∂tc
is periodic, Wabc(t
a + na) =
Wabc(t
a) and can be expanded in a multiple Fourier series:
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Wabc(t
a) =
∑
~m∈Zn
dabc(~m)e
2πi~m·~t (2.91)
or, by changing variables qi = e
2πiti , i = 1, ..., n
Wabc(qi) =
∑
~m∈Zn
dabc(~m)Π
n
i=1q
mi
i (2.92)
Note that qi = 0 means ti → i∞, that is large radius limit. Therefore the
series (2.92) has a constant term correspondig to ~m = 0 which gives the constant
perturbative Yukawa coupling dabc(0) while the ~m 6= 0 terms classify the instanton
corrections to the perturbative result.
In the quintic case the number d111(m) have been identified with the number
of rational curves of degree n existing in the quintic4. The basic observation now is
that the n abelian elements of the quantum duality group, related to the discrete
Peccei–Quinn symmetry (2.84) are n symplectic Sp(2n+2)–matrices entirely deter-
mined by the intersection numbers dabc(0), which are topological classical objects
computable in the large “radius” limit, ta → i∞. This can be explicitly shown in
the one modulus case using the monodromy properties of the PFE around qi = 0.
It has been verified in a two–moduli case by Candelas et al. 22.
Actually in the one–modulus case the monodromy matrices can be computed
from the Aα–connection of the linear system (2.31). Using the change of variable
ψ ≡ t→ 12πi log q the linear system becomes:
[
q
∂
∂q
+
1
2πi
A(q)
]
V (q) = 0 (2.93)
The monodromy generator T around q = 0 is then given by (see Morrison, ref.
[5]):
T = exp A(q = 0) (2.94)
and it has the property (T−1)4 = 0 which corresponds to the maximal nilpotency
dictated by the order of the differential equation.
If we now recall the structure of the A–connection in special coordinates
(see (2.39-2.41), with Γ = 0):
27
ddt
V = C(t)V ≡


0 1 0 0
0 0 Wttt 0
0 0 0 1
0 0 0 0

V (2.95)
we see that for any W
(exp C− 1)4 = 0 (2.96)
as a consequence of C4 = 0 (eq. 2.44).
Therefore the symmetry (T0)A
−1
: t→ t+1, is identified,up to a symplectic
transformation, with expC(t = i∞), where W (i∞) ≡ d111.
In the n–moduli case the n–monodromy generators Ti = expCi(i∞) =
1+ Li satisfy the following relations:
[Li,Lj] = 0
LiLjLk = dijkE
LiLjLkLl = 0
(2.97)
which follow from eqs. (2.44), (2.45) and the related ensuing observation.
3. Conclusions
In theses lectures we have described at some length the mathematical origin of
target space duality symmetry, its relation to N = 2 Superconformal field theories,
algebraic geometry and effective actions described by Supergravity Lagrangians.
The important discovery of mirror symmetry in the case of Calabi–Yau
string compactifications allows one to compute instanton non–perturbative σ–
model corrections to the effective action purely in terms of algebraic geometri-
cal methods supplemented with the notion of special geometry. When applied to
space–time fermions, target space duality, which is a discrete isometry of the mod-
uli space, is seen as a compensating (field dependent) holonomy transformation.
Since fermions live in a complex representation of the holonomy group H ∈ U(N)
(N is the dimension of the Ka¨hler manifold), target space duality transformations
induce σ–model types of anomalies and in particular mixed U(1) gauge anomalies
14. In supersymmetric effective gauge theories derived from strings the anomaly
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cancellation mechanism which takes place originated from a 4D Green–Schwarz
mechanism for the 4D antisymmetric tensor bµν as well as by the existence of local
Wess–Zumino terms which involve automorphic functions of the target space mod-
ular group. By supersymmetry they induce a moduli dependence on the gauge
coupling constant, ∆a, with important effects for the running toward the string
unification scale:
1
g2a(µ)
= ka
1
g2string
+
ba
16π2
log
M2string
µ2
+∆a (3.1)
where ka are the levels of the Kac–Moody algebra for the gauge group factors
Ga, g
−2
string is the v.e.v. of the dilaton field, M
2
string is the string mass scale,
M2string = aα
′−1 (a numerical constant), and ba is the field theoretic 1–loop β–fun
ction for the gauge group factor Ga
ba = −3T (Ga) +
∑
R
T (R) (3.2)
( T (Ga) is the Casimir of the adjoint and T (R) are the quadratic Casimirs of the
representations R of chiral multiplets).
For a C.Y. manifold with G = E6 ⊕E8 the MGUT –scale occurs then at the
value
M2X =M
2
string
(Y8
Y6
) 1
b8−b6
(∆a =
1
16π2
logYa) (3.3)
where Ya are automorphic functions of the target space duality group Γ. The
non–harmonic part of ∆a can be entirely computed from quantities in special
geometry constructed out of the holomorphic period vector (XA, FA), namely the
norm XAF¯A − X¯AFA and det
(
∂2F
∂XA∂XB
)
.
Threshold effects at the string scale, due to moduli dependence, may play a
crucial role for the discussion of supersymmetry breaking when non–perturbative
stringy effects, such as gaugino condensation, are suitably incorporated.
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