We present a new methodology to estimate dynamic discrete choice models with aggregate data; the estimation allows for a multi-dimensional state space, but still retains signicant computational benets. We specically build upon the literature pertaining to the dynamic single-agent models with conditional choice probabilities by including both observed and unobserved population state variables in estimation. We demonstrate that the approach performs well in accurately recovering the estimated parameters via Monte Carlo simulations, and that it compares favorably with the current state-ofthe-art methods. We illustrate with an empirical application to assess the impact of dynamics in the digital camera market.
Introduction
Discrete choice models are among the most commonly used models in Marketing and Economics, where agents (e.g. consumers) choose from among a limited set of mutually exclusive alternatives (e.g. products or brands). Dynamic intertemporal considerations, which allow agents to trade o current actions for future outcomes, are increasingly playing an increasingly important role in these models.
We seek to make the following contributions. We provide a new computationally attractive method, called the aggregate CCP estimator (ACCP) , to estimate dynamic discrete models when the researcher only has access to aggregate or market level data, rather than individual choice data. Such market data is often easier to obtain and arguably more representative of the population than a selected sample of individuals.
Second, we seek to compare the performance of the ACCP estimator in Monte Carlo simulations with an alternative approach, using the idea of inclusive values. Third, we provide an example application to demonstrate the feasibility and practical applicability of this new estimator, using data from a study that was among the rst to include dynamics in a setting with aggregate data [Song and Chintagunta, 2003 ].
We connect two streams of literature that have previously remained separate, the rst stream models dynamic discrete choice, using conditional choice probabilities to approximate the ex-ante expected value function, and the second stream focuses on aggregate data models, but has typically developed static models without intertemporal tradeos or forward-looking agents. We detail them in turn below.
Models for Dynamic Discrete Choice with Individual level Data
Models of discrete choice have been extended to include dynamic or inter-temporal considerations by Miller [1984] , Rust [1987] and Erdem and Keane [1996] , among others. These studies typically use the Bellman equation and recover the unobserved value function within their estimation approach. These models have typically been challenging to estimate for large state spaces, since the value function must be evaluated at each point in a potentially large state space, and the challenge is further magnied with the need to do this several times during the estimation procedure (once for each guess of the candidate parameter values).
The idea of using conditional choice probability (CCP), developed in Hotz and Miller [1993] (HM), demonstrates the connection between the choice probabilities for each choice at a specic state (i.e., conditional) and the value function. The primary advantage of this approach is that the CCPs are typically observable in data, and the value function can be obtained from the CCPs with a simple estimation approach. HM demonstrated when agents are forward-looking, the probability of making a choice reects information about future values obtained from making that choice. Thus, the probability of dierent choices observed in the data at dierent points in the state space can be mathematically inverted to obtain an estimate of the dierences between choice-specic value functions corresponding to those choices. To our knowledge, such an approach based on CCPs has only been used with individual level panel data, and we adapt it to enable its use with aggregate data.
In addition to the idea of using CCPs, there are other approaches to reduce the computational burden of dynamic models, including interpolation, suggested by Keane and Wolpin [1994] , the random grid approach of Rust [1997] , and related two-step methods [Aguirregabiria and Mira, 2002, Aguirregabiria, 2004 ]. An excellent survey of this literature is provided in Aguirregabiria and Mira [2010] . We next turn our focus to the literature on models of individual discrete choice developed for work with aggregate data, which we detail below.
Models for Aggregate Data
Aggregate data is typically more commonly available from market research rms for a wide range of industries. Such data is typically specied as market shares for products or brands over a number of time periods, and for a number of dierent markets. We focus here on individual-level models based on microfoundations, i.e. they specify the consumer's utility maximizing behavior and obtain market outcomes by aggregating choices across consumers.
In this stream of literature, Berry [1994] rst demonstrated how individual choice behavior involving product characteristics were linked to product market shares, and how consumer utility parameters could be estimated by inverting the log ratio of market shares; this approach essentially transforms the estimation process into an instrumental-variable linear regression of the log-transformed market shares on product characteristics to obtain the parameters of the utility function. The advantage of this approach was that it allowed the researcher to incorporate not just observed product characteristics, but also account for unobserved characteristics, and more crucially, allow consumer and rm choices to respond to these characteristics. Unobservable product characteristics (e.g. quality) often play a crucial role , and their presence results in rm choices like price or advertising to become endogenous.
These models provide a simple alternative used by many researchers even in modeling markets with signicant dynamics. Examples include the automobile market, which is a durable good with frequent new product introductions, but is often modeled for tractability as a static setting [Berry et al., 1995] . Even consumer packaged goods can display signicant dynamics due to learning or inventory eects, as is well known from individual-level models estimated from household panels. Another important setting includes the purchase of technology products, which causes signicant interdependencies between hardware and software [Melnikov, 2013 , Derdenger and Kumar, 2013 , Derdenger, 2014 . Thus, intertemporal eects are highly important across a wide variety of settings in marketing and economics, and our aim is to provide a method that enables a highly tractable approach to such settings, which includes incorporating both observable and unobservable states evolving over time, and the exibility to model evolution for each product separately, unlike the current state-of-the-art approach for aggregate data.
Dynamic structural models of forward-looking consumers used with aggregate data are based on extending Berry [1994] , and are typically based on the simplication of an inclusive value, rst suggested by McFadden [1973] , to obtain a tractable specication. Recent studies based on the inclusive value approach have appeared in a number of settings including storable and durable goods markets [Melnikov, 2013 , Hendel and Nevo, 2006a , Gowrisankaran and Rysman, 2012 , For example, Gowrisankaran and Rysman [2012] formulate a model of dynamic demand where the evolution of the market is captured by a single inclusive value variable representing dynamic purchase utility that is specic to an individual consumer and varies over time. This specication has an intuitive interpretation and captures the dynamics in a parsimonious manner, enabling the development of a tractable model that aggregates the behavior of forward-looking consumers, and allows for estimation with market-level data. The idea of collapsing the entire state space into an inclusive variable allows the authors to capture multiple sources of dynamics and the recovery of the expected value function in a tractable manner.
An Overview of the ACCP Estimator for Aggregate Data
The ACCP estimator for aggregate data incorporates elements from both streams of literature discussed above, i.e. CCP from dynamic discrete choice models and having both observable and unobservable product characteristics in the estimation.
A simplication in the CCP estimator is possible when there is at least one terminal choice (with no future utility). The value function for the terminal choice can then be trivially specied as the static period utility, implying that the value functions corresponding to all other choices can also be directly obtained without requiring any recursion or iteration.
We combine and build upon these two ideas of (a) inverting the observed choice probabilities to obtain dierences between conditional value functions, and (b) the (simplied) computation of the value function in the presence of a terminal choice. Using these two ideas, our method is simple to implement, computationally light, and is applicable to estimating dynamic discrete choice models with aggregate market level data. Hence, the results represent either a reasonable estimate, or can be used as a starting point for a more complex model.
An important innovation of this ACCP estimator is the incorporation of unobserved states into both the structural model as well in the smoothing of conditional choice probabilities suggested by Hotz and Miller [1993] . Since demand models designed for use with aggregate sales data typically lead to endogeneity concerns from correlation between unobserved product characteristics and price (see Berry [1994] ), it is important to correct for this correlation in the smoothing of conditional choice probabilities. Without doing so, estimates pertaining to the CCPs would be inconsistent and generate inaccurate estimates of CCPs for states not observed in the data. We explicitly incorporate the unobserved product characteristics ξ t in the smoothing process with the use of MPEC. Our estimation process recovers ξ t that are consistent with both individual expectations and with the unobservable quality that would rationalize the market shares of each product in each time period.
We run Monte Carlo estimates of the CCP estimator for aggregate data, simulating a market with durable goods, where the consumer exits after making a purchase. The state variables include prices and unobserved product characteristics of all the products in the market. We nd that the CCP estimator for aggregate data recovers the parameters from the data generating process. We compare the estimator with the alternative approach that has been used in recent years, based on the idea of inclusive value.
We nd that the CCP approach performs comparably and in some cases better than inclusive value along a number of dimensions. First, we obtain parameter estimates employing the ACCP estimator that are close to the true parameters governing the data generating process. Second, the standard deviation of the recovered parameters from a number of data sets is smaller for the ACCP estimator compared with the inclusive value approach. Third, we also compared the mean squared deviation of the inclusive value statistic across both approaches, and nd the CCP for aggregate data approach to have lower deviation, implying that its performance is better.
Next, we demonstrate how to apply our method using data from the market for digital cameras from April 1996 to May 1999. This data is the exact same data as used in Song and Chintagunta [2003] . We nd that our recovered parameter estimates using the ACCP estimator are similar to those obtained in Song and Chintagunta [2003] . Next, we use the parameter estimates to recover price elasticities.
Although our approach helps make progress on the state-of-the-art for a signicant class of models in the literature, it has limitations, and is currently applicable in settings that demonstrate the following characteristics. First, a terminal or renewal choice is present in the setting. A renewal choice that eectively resets the consumer's state (e.g. the classic bus engine replacement choice in Rust [1987] ) also makes our method applicable, though for expositional purposes we will focus on terminal choice settings in the rest of the paper. Second, we can incorporate any observable consumer heterogeneity in the data, and the method's computational advantage is most benecial in this case. However, we cannot incorporate unobserved heterogeneity and retain all of the computational benet of using the ACCP approach. Third, like in any two-step approach Miller, 1993, Bajari et al., 2007] , having accurate estimates of the rst step conditional choice probabilities is critical, since the the second-step estimation of structural parameters relies on these estimates. This requirement is best satised by data that provides sucient observations across the support of the state space to make non-parametric, semi-parametric or parametric rst-step estimation feasible and appropriate.
We expect our approach to provide an additional useful tool for the researcher, which helps make the estimation of dynamic discrete choice models with aggregate data more accessible and feasible in a wider variety of settings, especially ones where researchers currently use other approaches to deal with the complexity, e.g. assuming a static decision making process, or using approximations of the value function, etc.
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The rest of the paper is organized as follows. In §2, we present the demand model and in §3 we describe our estimation procedure. In §4 we present a linear regression estimator. §5 provides Monte Carlo evidence, and compares our approach to the inclusive value specication. We present an application of the estimator using the setting of the digital camera market in §6 and conclude in §7.
Model
Our model follows previous literature on dynamic discrete choice models of demand, particularly those that employ aggregate level data. Although the model is general, it is especially appropriate for durable 1 The estimates from this method might also be used as a better starting point, or initial parameter values for heterogeneous models or maximum likelihood estimation.
products, since consumers in such markets are typically forward looking, and weigh the trade-o of making a purchase versus the option value of waiting. Before entering the market, consumers consider numerous product and market characteristics that may aect their current and future purchase utilities, such as price, age of product and quality.
The sequence of events in the model is as follows: consumer i ∈ I considers whether or not to purchase a product from the available set J t ⊆ {0, 1, ...J}. In each period t ∈ T, a consumer purchases or chooses not to purchase a product. Once a consumer has purchased a product, he exits the market completely.
Purchasing a product is a terminal action in our model, and once a purchase is made, the consumer has no active role in the market. The consumer decision process is thus equivalent to an optimal stopping problem, with a few qualications. 
Consumer Utility
Consumer i determines in period t whether or not to purchase any product j, by observing a vector of state variables ϑ i,t specic to the consumer and time period. The state can be described as ϑ i,t = (x t , ξ t , i,t ), where x t is a matrix of observed market level states, ξ t is a vector of the unobserved product characteristics for each product (also called the unobserved population level states), and i,t the vector of individual choice-specic idiosyncratic shocks, which are not observable to the researcher.
Typically, in a product choice model, we can include all the product variables in the state space, x t = (x 1t , . . . , x Jt ) where x jt = x c jt , p jt , with x c jt denoting a vector of observable product characteristics and p jt the price for choice j in period t.
The unobservable states or structural errors in the model are denoted:
where ξ j,t is a time-varying choice-specic variable that is unobservable (to the econometrician) , typically thought of as a measure of functional or design quality. If the consumer does not purchase in period t, he receives a period utility of 0.
Denote the market-level states as Ω t = (x t , ξ t ), which includes both observable and unobservable states. Thus, the vector of state variables ϑ i,t = (x t , ξ t , i,t ) = (Ω t , it ).
2 The consumer model is a stationary innite horizon model and is denoted as such below. Note the model and estimation procedure below will hold for a nite horizon problem (see Arcidiacono and Miller [2013] ).
When a consumer chooses to purchase product j at time t he receives a net ow utility in each of the
Note that this ow utility in period τ is xed at the time of purchase t and depends on the observable and unobservable characteristics at t. Thus, when a consumer i purchases j at time t, his utility during the purchase period t is:
where α p is the price coecient. He then receives the ow utility f j,τ (x c t , ξ t ) in each period τ > t following his purchase.
We require the following assumptions, most of which are based on the literature on dynamic discrete choice models [Rust, 1987] (Ω t+1 | Ω t ) ⊥ it ∀i, t 3. Conditional Independence over time : Individual-level unobservables evolve independently over time.
Specically:
i,j,t ⊥ i,j,t−1 .
Condition (3) essentially removes the individual shock from the state space, since there is no dependence over time, and the idiosyncratic unobservables do not need to be tracked. 
Dynamic Decision Problem
The consumer makes tradeos between buying in the current period t and waiting so he can decide whether to make a purchase in the next period. The crucial intertemporal tradeo is in the consumer's expectation of how the state variables x t evolve in the future. For example, if the product characteristics (or price) are expected to improve over time, then the consumer is incentivized to wait.
Consumer i in period t chooses from the set of choices J t , which includes the option 0 to wait without purchasing any product. However, if the consumer purchases, recall that he exits the market immediately upon purchase. A consumer's purchase period utility is impacted by the observable state vector x t , the unobservable ξ t (both included in Ω t ) as well as the idiosyncratic shocks as specied in 1.
For a consumer in the product market faced with a state Ω t in period t, we can write the Bellman equation in terms of the value function V (Ω t , t ) as follows:
where the rst term within brackets is the present discount utility associated with the decision to not purchase any product in period t. The choice of not purchasing in period t provides a per period ow utility, the realized value of an error term for option j = 0 in period t and a term that captures expected future utility associated with choice j = 0 conditional on the current state being Ω t . This last term is the option value of waiting to purchase. The second term within brackets indicates the value associated with the purchase of a product. Given the fact that consumers exit the market after the purchase of any product a consumer's choice specic value function can be written as the sum of the current period t utility and the stream of utilities in periods following purchase:
We write the ex-ante value function V , which represents the value of being in state Ω t before the value of the shock t is realized, as the expectation over the shocks:
where φ is the multivariate distribution of idiosyncratic errors.
We assume that the idiosyncratic errors are distributed as Type I extreme value random variables, and can then rewrite the Bellman equation in terms of the ex-ante value function as:
which is obtained from the choice-specic value function of waiting, i.e. with v 0 (
The market shares s j (Ω t ) of choosing each j ∈ J given the state Ω t can then be written in closed form as:
.
Estimation
Our model integrates two hitherto disparate but well-known approaches based on the ideas of individuallevel discrete choice models aggregated to apply to market share data, and leveraging the conditional choice probability for dynamic models applied to individual-level data. In order to understand the ACCP model, it is necessary to understand these two approaches in detail.
The paper by Berry [1994] builds from micro-foundations to connect individual preferences to aggregate market shares, which can the be estimated when using aggregate sales data. Berry [1994] demonstrated 4 The ex-ante value function is not consumer specic given the only form of consumer heterogeneity in the state variables is the idiosyncratic error term and is easily integrated out.
how to estimate individual consumer preferences in a static framework using a simple linear regression. 5 Hotz and Miller [1993] (HM) developed the idea of conditional choice probability (CCP), demonstrating the existence of an analytic mapping between the ex-ante value function, the conditional choice probabilities, and the choice-specic value function. This allows us to treat the market shares observed in data as representing aggregate choice probabilities, when there is no additional unobserved consumer heterogeneity outside of the idiosyncratic error term , and easily compute the value function. The advantage with the CCP approach is that it alleviates the need for computationally expensive procedures (e.g. value function iteration and policy function iteration) to recover the expected value function . 6 The most challenging part of estimation is the recovery of the expectation of the ex-ante value function
. Consumers' expectation of the evolution of the states have a crucial impact on their current period choices. Without E Ω t+1 |Ω t V (Ω t+1 ) , estimation is not feasible. To obtain this term, we use the result from Hotz and Miller [1993] which illustrates the existence of a mapping between the ex-ante value function and the choice-specic value functions and choice probabilities (or market shares).
HM demonstrate that for any choice k the ex-ante value function can be written as:
Note that v k is the choice-specic value function for choice k and ψ k is a function that derives from the distribution of error terms. Specically, when is Type I extreme value, we have
With the recovery of the ex-ante value function we are able to determine the choice specic value function for the outside option 0, as follows:
We now discuss the estimation procedure. The specic steps for estimation are detailed in the computational supplement, and we provide an overview and intuition here. Broadly, the procedure combines the idea of matching simulated market shares to observed market shares and within each guess of the structural parameters smoothed CCPs are obtained to estimate choice probabilities for states not seen in the data. We use a constrained optimization framework to estimate the underlying structural utility parameters because it seamlessly allows for the inclusion of ξ t in the smoothing of the conditional choice probabilities, s(Ω t+1 ), which constructs the dynamic adjustment term ψ k [s(Ω t+1 )] and determines the choice-specic value function v 0 associated with the outside option. The estimates of the smoothed CCPs could be biased as a result of omitted variables or endogeneity from correlation between prices and the error term, so we control for omitted variables and correlation by accommodating the unobserved state variables ξ t in the smoothing process. Our estimation recovers ξ t which are consistent with two dierent requirements. First, the unobserved variables must evolve in a manner that is consistent both consumer expectations. Second, they must match with the unobservable quality that would rationalize the market shares of each product in each time period.
We can specify the estimation procedure as a Mathematical Programming with Equilibrium Constraints (MPEC) formulation. The specication is detailed below, where Z is a set of instruments and W is a weighting matrix.
Lastly, we like to highlight a few signicant dierences between the unobservable state ξ j,t in our model, and those in the model of Arcidiacono and Miller [2011] (AM). In AM, the unobservable states are specied for each individual agent, whereas we model a common market or population level structural error, in the spirit of Berry [1994] . Thus, in the AM framework, it would be appropriate to specify a probability distribution for the unobservable state in the current period, since any realization of the unobservable state could produce the discrete choice outcomes present in the data. However, in our framework, we have continuous market share data obtained as a result of aggregating the consumer choice process; hence, there can only be one realization of the unobservable that matches the data. Thus, our approach does not involve specifying probability distributions for the current period unobservables as a function of the observed data. Rather, we compute its exact realization ξ j,t that will produce the observed market share for choice j in period t, given the parameters and data.
The Role of Future Expectations
The role of expectations is critically important in the consumer model. Specically, in the above estimator
we must obtain conditional expectations of the choice specic value function for the terminal choice k in the
which we denote as the dynamic adjustment term. Note both of these expectations depend on the structural parameters of consumer utility
To specify these expectations, we are required to make assumptions regarding what the consumer expects regarding the evolution of the state variables in the future. Knowing how the state variables evolve beyond the sample period or even two periods into the future is unnecessary to estimate the model since the expectations about how these processes aect the [consumer's] decision in the future are fully captured by the one-period-ahead probability of purchasing [Arcidiacono and Ellickson, 2011] . We follow standard practice from prior research in assuming that consumers have rational expectations regarding how state variables evolve over time. In the recovery of φ x (x c t+1 x c t ) and φ p (p t+1 p t , ξ t+1 ) one can nonparametrically, semi-parametrically or parametrically estimate the transition process for the observed state variables. Note, the estimation of φ p cannot be done outside of the structural parameter routine since the structural error component, which is unobserved, enters into the transition process. For the dynamic adjustment term, we can again use a nonparametric, semi-parametric or parametric method to obtain the estimates of market shares at future states. These procedures are detailed in the computational appendix.
Generalized Extreme Value Distribution
Above, we presented an estimator corresponding to a Type I Extreme Value distributional assumption for the random variable ε. We now relax this assumption to a generalized extreme value distribution but still retain the computation eciency associated with the estimator. One form would be the well known nested logit structure, which captures the correlation in preferences between choices that are grouped in the same nest. Consider the nesting of choice groups r ∈ {1, . . . , R} as the nests, and j ∈ {1, . . . , J r } as the choices within these nests. The utility function corresponding to equation (1) can be specied as:
where f j,r,t represents the ow utility from choice j in nest r, and σ denotes the within-nest correlation.
The procedures to estimate this model follows exactly as above but the market share equation adjusts to account for the recovery of the correlation parameter σ. Furthermore, Arcidiacono and Miller [2011] show the adjustment or correction term for a nested logit model to be:
and with some further simplication we can rewrite it as
is the within group share of product k. With this information we are able to analytically determine a consumer's conditional choice probability or market share s j (Ω t ) as: Aguirregabiria and Mira [2002] developed an approach for use with individual level data to increase the precision of the conditional choice probabilities, leading to increased eciency of the CCP estimator.
Using Multiple Terminal Choices to Compute Ex-ante Value Function
Their concern was with limited data and the role it played on the accuracy of the CCP's. We face a concern regarding limited data as well, but it is not with regard to the accuracy of CCP's, since we see precise CCP's given they are observed market shares. Rather the question is regarding the precision of the smoothing process with limited data (small T). As discussed above, we smooth the CCP's in order to obtain the values associated with state variables not observed in the data. In order to better leverage the data, and to produce more accurate approximations to the ex-ante expected value function, another approach is to use all available terminal choices in constructing the choice specic value function for the outside option. In such a case the choice specic value function for the outside option takes the form:
where Λ is the set of terminal choices. As we will show with Monte Carlo exercises, the use of all terminal choices increases the precision of the ex-ante expected value function and provides a more ecient estimator.
A Linear Regression Estimator
In section (3) 
where S j (Ω t ) is the observed market share for product j in state (Ω t ), S 0 (Ω t ) is the observed market share of the outside option, v j (Ω t ) is the choice-specic value function for j at state Ω t and v 0 (Ω t ) is the choice specic value function for the outside option. Note that in a static setting, v j (Ω t ) would just be the corresponding static period utility for choice j. 8 In the rst stage transition processes are specied as a AR(1) process.
Observe that since j = 0 is a terminal choice (consumer purchases j and exits the market), we can substitute the choice specic value functions into (5) to obtain:
At this point, we still do not have an estimating equation, since we do not know the ex-ante value function V , and without having V , computing E Ω t+1 |Ω t V (Ω t+1 ) is not feasible. As earlier, we combine the above equation with the result of Hotz and Miller [1993] (HM) to obtain :
Omitting the unobserved product characteristics as a state variable in the smoothing of CCPs, estimates of s k reduce to a function of only observed states (e.g. time varying product characteristics) x t ; thus s k (Ω t+1 ) = s k (x t+1 ). Simplifying, we obtain the estimating equation:
Note that the structural error term in period t + 1 drops out, since the conditional expectation of the unobservable ξ k,t+1 in time period t is zero (E Ω t+1 |Ωt [ξ k,t+1 ] = 0). 9 Also, the special case of β = 0 9 Implementation of product xed eects as presented in Equation 6 requires a careful selection of the normalizing product to recover xed eects from. We select the terminal choice k to normalize xed eects o of leading to αj = α + γj ∀j = k directly corresponds to the estimating equation in the static model of Berry [1994] . Thus, when the choice utilities are linearly parametrized and the idiosyncratic utility shocks are distributed Type 1 extreme value, the second stage structural parameters can be estimated using any of the standard linear regression methodologies (ordinary least squares, instrumental variable regression, GMM, etc.) when one ignores the unobserved state variables in the rst stage smoothing process.
Perfect Foresight
As was the case above, we must still obtain two sets of conditional expectations to operationalize equation 6. However, unlike the above MPEC method with rational expectations, the dynamic adjustment term, on the left hand side, can be computed independent of the value of the structural parameters (stage 1), whereas the second expectation,
still depends on the structural parameters of consumer utility. One option regarding how consumers form expectations is to simply assume that consumers have perfect foresight about next periods state variables, rather than rational expectations, in which case next periods choice-specic choice probabilities will suce to capture the dynamics of the problem. In such a case, the expectation of a random variable is the actual observed data value.
Under the perfect foresight assumption the above regression equation (6) takes the simple form:
Generalized Extreme Value Distribution Equation (6) can be transformed in order to accommodate a generalized extreme value error distribution. Employing the mapping of the ex-ante value function to choice specic value functions and market share shown above in Subsection (3.1) and the nested logit and α k = α. By employing this normalization, the estimation equations is as shown above. 10 We can also employ a linear regression when using multiple terminal choices to form the ex-ante value function. Note this is only true when product xed eects are not used. If xed eects are employed then a GMM estimator will need to be used. The regression takes the form log Berry [1994] log
where s j/r (Ω t+1 ) is the within group share of product j in nest r, we can generate a linear regression equation that possesses all the simplicities of estimation of the static model of Berry [1994] , but accounts for the dynamic aspects of the consumer's decision problem. The regression equation takes the form:
An important special case is when σ = 0, the model converges to the standard logit model where again
is denoted as the dynamic nested logit adjustment term.
Estimation Issues There are several concerns regarding our linear regression estimator that need to be addressed before moving to the Monte Carlo simulations. They focus on consistency and bias of the rst stage estimators. We begin by discussing the estimation of the state transition processes, with consumers having rational expectations regarding state variables. We are particularly interested in φ p (p t+1 p t , ξ t+1 ), specifying how product prices transition from one period to the next.
11 Rather than estimating φ p (p t+1 p t , ξ t+1 ), as we do in §3, we eectively estimate φ p (p t+1 p t ) = α+ρp t +η t+1 . A possible consequence of leaving out the structural error ξ t is omitted variable bias if the error term associated with the estimate of φ p (p t+1 p t ) is correlated with p t , i.e. (cov(η t+1 , p t ) = 0) . Note that with this simplied AR(1) process, the error term η t+1 depends on ξ t+1 . However, given our assumption 5 of limited feedback in §2, the concern of omitted variable bias is eliminated given the fact that cov(p t , ξ t+1 ) = 0 by assumption.
The estimate of φ p (p t+1 p t ) therefore should be an unbiased estimate of φ p (p t+1 p t , ξ t+1 ), but likely not an ecient estimate.
The second concern is with regard to ensuring the process, which smooths CCPs so that the As with typical demand models, we assume x c t is exogenous.
inversion can be employed for states not seen in the data, produces consistent and unbiased results. We employ a parametric regression in order to smooth CCPs. A necessary condition for a parametric regression to generate consistent parameter estimates is that it does not suer from omitted variable or endogeneity bias. A simple rst stage estimator would regress a constant term and all product price onto log(S k,t ).
Yet we know from the above model that CCPs or market shares are a function of (p t , ξ t ). Therefore the smoothing process for log(S k,t ) will exhibit endogeneity bias. We correct for this endogeneity with the use of instrumental variables, specically using lagged prices. Again, similar to the state transition process, the correction eliminates endogeneity concerns, but does not produce as ecient an estimate as the estimator that incorporates the structural error into the smoothing process. Consequently, the recovered structural parameters will exhibit larger standard errors than the ACCP estimator which includes ξ in all steps of the the estimation process.
Monte Carlo Simulations
We use a simple a logit model of consumer demand in a market for dierentiated durable goods. Below we verify that the above ACCP based approach can recover model parameters via Monte Carlo simulations.
We also present Monte Carlo results for an alternative estimation procedure based on inclusive values used in previous dynamic demand models with aggregate data. Specically we determine how well the inclusive value approach approximates the underlying dynamics in several dierent settings. Monte Carlos show how variation in the underlying state transition processes and the standard AR(1) assumption leads to dierences in the value function resulting from the inclusive value approximation, which lead to inaccuracies in the recovered parameter estimates. We note that this inaccuracy diminishes as the number of observations increases.
CCP Estimator for Aggregate Data
Consumer i determines in period t = 1, . . . , T = 50 whether or not to purchase each product j.
12 The product is durable, so the consumer obtains ow utility, and after purchase he exits the market. If 12 In all Monte Carlo simulations we generate data based on T=100 periods but only use the rst 50 to estimate the model. Details of this data generating process is provide in the appendix.
consumer i decides to purchase product j in period t , he obtains a period utility given by:
where p j,t is an observable population level state variable associated with product j, ξ j,t is unobservable product quality, a population level state variable which varies over product and time and i,j,t is a random variable drawn from a Type 1 Extreme Value distribution. We set α j = 1 and α x = −0.75 in the data generating process.
We next detail the transition process for the observed population level state variable p j,t . We specifically allow the observed state variable to be correlated with the unobserved state variable ξ j,t . Such a formulation is motivated by the price endogeneity problem researchers face when employing aggregated data. Consider that a rm sets prices p j,t , based on past price as well as the current period demand shock ξ j,t , which is specied as iid across products and time periods in the data generating process
The price is generated according to the process:
where lagged p j,t−1 is uncorrelated with the current period unobserved product characteristic ξ j,t . η j,t is also normally distribution with mean zero and variance σ 2 p . Finally, the initial price for each product is set at p j,0 = 15.
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Since the state variable p j,t is endogenous, we employ an instrumental variable to estimate the model primitives and account for the correlation between the structural error term ξ j,t and p j,t . We use lagged price as an instrument given it is uncorrelated with the structural error but correlated with p j,t . Observe from equation 6 that we can also use the expected price for the terminal choice k in period t in the instrumental variable. We therefore specify the excluded instrument as Z = (p j,
We present results for four dierent estimation methods based on the ACCP framework developed previously. These methods vary on two dimensions, rst based on whether we use one terminal choice (k = 1) or all the terminal choices (All) in the estimating equation, and second based on whether we include the unobservable product characteristic in the smoothing process to generate the CCPs. The results are detailed in Table 1 below. First, we estimate the model using the single terminal choice ACCP 13 We present the details of the Monte Carlos in the appendix below.
estimator that uses just one terminal choice (choosing k = 1) to compute the ex-ante value function, but it does not include the unobserved state variable in the the smoothing of conditional choice probabilities.
The second estimator uses all terminal choices to approximate the ex-ante value function, whereas the third and fourth are corresponding equivalents including the unobservable product characteristics in the smoothing process.
We nd all four procedures are able to recover the parameters used in the data generating process, although the average approach yields estimates that are slightly closer to the true values, and has a lower standard deviation across the simulations. More broadly, the average approach which includes moments from each terminal choice and accounts for the unobserved product characteristics in the estimation of the state transitions and CCP smoothing presents less small sample bias, and is more ecient than the alternative estimators.
The Inclusive Value Approach (IVA)
There are a few dierent approaches for estimating dynamic models with aggregate data. First, the researcher can specify the unobservable variable to be xed across time periods, i.e. there is no dynamic unobservable other than the idiosyncratic consumer-level shocks that are typically assumed iid and integrated out in aggregate model, e.g. Gordon [2009] . All state variables in such models are typically specied as observable, and their transition processes are simply estimated from the data in a rst stage.
Even in models developed for use with individual-level data, incorporating serial persistence in state variables is highly challenging from a computational perspective, and recent approaches that make advances in this area include Norets [2009] and Arcidiacono and Miller [2011] .
However, if the researcher wishes to incorporate unobservable state variables in a dynamic model with aggregate data, the only approaches we are aware of is based on the idea of an inclusive value, which works as follows. First, we dene and compute the expected value of the maximum of utilities from the purchase choice set as the inclusive value. Second, we assume that this inclusive value is sucient to capture all the dynamic factors into one state variable. Third, we model the inclusive value as evolving over time according to a specied process, typically AR(1), and consumers have rational expectations regarding its evolution. Finally, we separate out the probability of making any purchase from the probability of choosing each one of the J purchase options, conditional on making a purchase.
More specically, with our model specication above, dropping the consumer subscripts for clarity, the inclusive value is dened as:
where Ω t is the true state space including all product characteristics, prices etc. Note, the inclusive value is dierent from the ex-ante value function since it does not include the outside option, 0. The inclusive value is then modeled as evolving according to the AR(1) process:
where γ 0 is the constant term, γ 1 the serial correlation coecient and ζ t is an error term that is distributed as a independent standard normal random variable.
The common idea behind any approach based on the inclusive value is to drastically simplify the dynamics by assuming that the evolution of the single-dimensional inclusive value δ t is sucient to capture most of the multidimensional variation. The method assumes consumers form expectations about future values of this statistic rather than the realization of each attribute of each product. McFadden [1973] had characterized the idea of inclusive value in a static setting. Melnikov [2013] characterized the inclusive value in an application to a durable goods market, but does not include unobserved product characteristics (ξ t ) in his model formulation. Several others have developed it further for application in dierent settings, most notably Gowrisankaran and Rysman [2012] developed the idea in further detail specifying the assumptions required for this approach to work, and provided a demonstration of its value in the market for digital camcorders, a setting with signicant dynamics, including new product introductions, dynamic price trajectories that typically decline over time for each specic product model. They provide a characterization of the assumption of inclusive value suciency, which essentially holds that the variation in inclusive value across time is sucient to capture all the underlying variation in states, which the researcher does not even have to know or specify, leading to this tremendous simplication.
Although the benet of this method is that it reduces the computational burden of estimating the model primitives, given the assumption that consumers are expected to react somewhat identically to dierent types of changes, e.g. product availability or new product introduction versus price changes, it might not be able to capture certain dynamic trade-os. For example, the inclusive value could be large due to a large number of low quality products or because there is one product with high quality, and a consumer's decision could be quite dierent under these two scenarios.
Due to its advance in dealing with a challenging problem, the approach has been recently used across a range of dynamic settings, including an investigation of how consumers tradeo between new and used cars [Schiraldi, 2011] , the dynamic impacts of bundling as a product strategy Derdenger and Kumar [2013] , and consumer hardware and software purchases in settings with technological tying [Derdenger, 2014] , as well as in storable CPG goods with individual-level data [Hendel and Nevo, 2006a] .
Comparison of Approaches
We present Monte Carlo results for the Inclusive Value approach in Table 2 . To determine how well this assumption approximates the underlying dynamics, we run several additional simulations with varying the number of products available. For completeness, we also use two dierent simulation methods with the inclusive value approach. The rst simply assumes the standard estimation procedure for such a model where consumers form an expectation about how the inclusive value evolves over time that is consistent with an AR(1) process. The second method stacks the deck somewhat in favor of the IVA and determines the misspecication error associated with the AR(1) belief by assuming consumers use the true inclusive value term originating from the data generating process, but retains the AR(1) beliefs about how this term evolves, which is used in their decision making. To highlight how well the inclusive value suciency assumption approximates the state space, we present the root mean squared deviation (RMSD) of the inclusive value term δ t from its DGP value (δ t ) as a measure of t, given this is the statistic the IVA assumption is based upon. Specically, the measure take the form:
where T is the number of time periods and N S is the number of simulation runs.
The Monte Carlo results below illustrate a small sample bias in the model primitives associated with the rst standard IVA specication. This IVA estimator is also less ecient than all the above ACCP estimators, as measured by the larger standard deviations of the parameter estimates. Finally, the IVA estimator does appear to be a consistent estimator given the movement towards the true DGP parameter values as we generate more data.
These results, with particular emphasis on the small sample bias, have not received much attention in prior work.
14 Equally important, is evidence that the misspecication included in the rst IVA simulation is a signicant driver of the bias in the estimated model parameters. This is reective in the fact that the RM SD IV A in the second IVA simulations, column (ii) of Table 3 , decreases as J increases and is orders of magnitude smaller than the standard IVA estimator. The results presented in column (ii) illustrate that an estimator using the the true DGP inclusive value in forming how consumers believe the state space evolves is not biased and is more ecient and consistent than the estimator in (i). In order to isolate the impact of the incorrect beliefs regarding how the inclusive value evolves, we simply take the dierence between the recovered estimates in columns (ii) from the DGP values, which is extremely small, but does indicates the AR(1) belief becomes more appropriate as J increases for our specied setting. From these two additional Monte Carlo exercises we conclude that the inclusive value suciency assumption, which incorporates a simple AR(1) transition process of the inclusive value term, can form good approximations of the ex-ante value function as the sample size increases (J → ∞) . Nonetheless, in small samples the estimator appears to generate a nite sample bias, as evidenced by the dierence from the true value.
We also compute the corresponding model t statistic associated with our methodology in order to analyze how well our method performs relative to the inclusive value suciency assumption. We present these RM SD IV A estimates in columns (iii) through (v) in Table 3 with the mean and standard deviation of this statistic across the NS simulations. We observe that the ACCP approach generates lower values, indicating a better t with the data generating process, particularly for the two methods which include the unobserved state variables in the smoothing of conditional choice probabilities. With the help of numerous Monte Carlo simulations we concluded that our ACCP model and estimation process can recover the underlying data generation parameters and performs better than current practice of employing the inclusive value approach, given our Monte Carlo setting. 14 Gowrisankaran and Rysman [2012] do not specically perform any Monte Carlo simulations to determine whether the inclusive value approach is able to recover model parameters. 6 Empirical Applications
We have described the ACCP methodology to estimate dynamic discrete choice models for use with aggregate data. We have demonstrated the simplicity and eectiveness of the method with Monte Carlo simulations above. Next, we demonstrate the application of our methodology to the setting of the digital camera market, studied in prior research.
Digital Camera Market
Our application is based on the setting of the US Digital Camera market, studied by Song and Chintagunta
[2003] (S&C), among the rst papers on dynamic discrete choice models with aggregate data in Marketing.
The authors describe why forward looking behavior is important in this setting, and show in their data how product characteristics are improving, and prices are decreasing over time. Consumers make a purchase of a product and exit the market, or continue and wait for the next period. Our ACCP framework can be eectively utilized in this setting.
The setting consists of consumers choosing from 3 brands (Sony, Casio and Kodak). The data period covers April 1996 to May 1999, and includes monthly sales of each brand. The primary product characteristic is the number of pixels (or megapixels), arguably the most important factor in consumer preference during the time span considered.
We describe the consumer utility model next. Consumer i's utility from purchasing product j in period t is u ijt , where:
and the consumer continues to obtain ow utility of f jt = α j +α x x jt +ξ jt in each period τ > t following the purchase period. The seasonality eect is treated the same as a purchase period shock, and consumers do not anticipate this eect in their purchase behavior. The state space υ it = (Ω t , it ) where the market-level state Ω t = (x t , p t , m t , ξ t ) includes the product characteristics x t , prices p t (which is price per mega pixel), a seasonality variable (month of year) m t ∈ {1, 2, . . . , 12}, and unobservable characteristics for each of the brands ξ jt . We use an identical AR(1) specication for state evolution for x t , p t as in S&C, but the seasonality tracking is deterministic, and m t reects the month of year. The seasonality eect is present during the holiday season in the US (November and December). Consumers have rational expectations over all the state variables in Ω t , and expect the month to evolve deterministically but other variables to evolve stochastically.
Our model is similar to but not identical to that of S&C. They incorporate unobservable heterogeneity through a latent class approach, but do not include the unobservable product quality ξ jt in their estimation.
Rather, the only unobservable is the idiosyncratic ijt . The authors also use a maximum likelihood approach for estimation, based on the idiosyncratic error ijt , whereas we use a GMM approach, based on the structural error, ξ jt . Hence, we might expect that our results are close to those reported in Song and Chintagunta [2003] , but not identical to it.
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We detail our estimation results in Table 4 , and also include the results from Song and Chintagunta [2003] . We nd that the ACCP that employs all terminal choices to approximate the ex-ante value function and incorporates the structural error terms as unobserved population state variables obtains parameter estimates close to those reported by the authors. However, the other ACCP estimator appears to be unable to precisely recover model primitives. 16 We compute the standard errors in the ACCP approach using bootstrapping with B = 100 draws. Lastly, we present results from the inclusive value approach as well.
15 S&C do report results for a homogenous model, with which we compare our results. 16 We do not report the ACCP estimator without unobservables due to the inablility to nd instruments for the rst stage smoothing process. In order to consider how sensitive consumers are to price, we employ the rst step policy function estimates to aid in simulating consumer purchase behavior using data from the last 28 weeks. Typically, one is required to resolve the consumer's problem in order to recover the ex-ante value function associated with the new policy, to avoid the Lucas critique. We follow the arguments of Bajari et al. [2013] in advocating for the use of rst-step policy functions in simulating the eects of a new policy. They argue that the policy function is a valid description of optimal behavior for any realization of state variables in the empirical support and therefore one can use the rst-step policy function estimates to determine how outcomes would change so long as two criteria are met. The rst being that the scenario under consideration does not lead to simulated values of state variables lying outside the empirical support.
The second requirement is that the transitions of the state variables (and expectations about them) must be unchanged under the counterfactuals, because the rst-step policy function estimates are implicitly conditioned on the transition functions. Thus, in order to employ the rst stage policy functions in the simulation, the forward-simulated distribution of state variables must remain in the empirical support of the policy functions and that a consumer's expectations about how these state variables evolve do not change as a result of the new policy.
Our simulation exercise meets these requirements. Finally, it is important to remember that in the counterfactual experiment below, rival rms are unable to respond to any change by rm i and that the evolution of the state variables follow an exogenous process. The results therefore a partial equilibrium outcome, and a general equilibrium model wherein brand prices, and product quality are endogenously determined is beyond the scope of this paper. In particular, such a general approach would require modeling how each brand's decision would would impact the rivals decisiona nontrivial exercise when including structural demand side estimates. Table 5 provides the own-and cross-price elasticities estimates. The model predicts that a permanent 1% percent increase in the price of a digital camera from period t = 11 onward leads to an approximately 1 to 3% decrease in the market share during the time period. The own price elasticities range from -2.83 to -1.14, whereas the cross-price elasticities are small and range from approximately 0.01 to 0.07. We have proposed the ACCP estimation framework, a method to signicantly simplify the estimation of dynamic discrete choice models using aggregate data. We base our approach on now-classic methods to estimate static demand models with aggregate data, and combine that with recent advances that simplify the estimation of dynamic discrete choice models with individual data using conditional choice probabilities. Our method has the advantage of being able to handle unobservable population level state variables that aect choices, which may also be endogenous in that they may contemporaneously impact the choices made by rms and consumers.
Our method lays the ground for dramatically simplifying inference for dynamic models with market level data. Since this form of data is much more readily available than individual consumer data from various market research rms, we expect that several applications would be able to leverage this methodology. The simplicity of the method implies that the computational burden in the case with observable states can be reduced to that of estimating a linear regression, and in the case of unobservable states, a modication of the basic approach using an iteration procedure or as a constrained optimization problem (MPEC) is also computationally highly tractable, in contrast to other approaches that involve repeatedly solving for the value function.
We demonstrate that our method can eectively recover parameters using extensive Monte Carlo simulations. We compare our ACCP methodology with the commonly used alternative based on the inclusive value approach. Across a range of product market settings, we nd that the ACCP method obtains parameter estimates that are closer to the true or data generating parameter values. In addition, the standard deviation of parameter estimates from a number of dierent data sets is lower with the ACCP method than for inclusive value, and the mean squared deviation compares favorably as well. We then illustrate the practical utility of our approach using sales of digital cameras, a technology product setting studied by others, which features product improvements as well as declining prices. We compare our approach to others that have been used in the literature in an identical setting.
Our paper has limitations that we believe would be very useful to address in follow-up work. First, the simplication of the dynamic decision process requires the presence of either a terminal choice (e.g. exit from market) or a renewal choice. It would be challenging and interesting to extend this to other settings where neither of these conditions are satised. Second, our approach as presented here does not incorporate heterogeneity in consumer preferences. If such heterogeneity is observable and discrete (e.g. a demographic variable like gender), then it would be trivial to include it in our framework. However, it remains challenging to include continuous, unobservable heterogeneity of the type found in random coecient models with aggregate data, like Berry et al. [1995] . The diculty is that the unobservable heterogeneity results in dynamic selection, whereby the distribution of consumers varies dynamically as they self-select, which must then be accounted for in the choice probabilities and market share outcomes.
This is an area of current and future research, and we expect that making further progress on addressing this limitation would generalize and increase the practical utility of the approach. Finally, it would be helpful to extend this method to account for individual-specic persistent state variables which might reect the individual consumer's holdings, to incorporate the modeling of dynamic replacement choice.
(A1) Computational Appendix
We detail the computational steps for the ACCP method, beginning with the procedure for obtaining market shares, and then describing the estimation process in further detail.
Calculate the potential market size for digital cameras is a crucial step in estimating demand. We assume the initial market size in period t = 0 is 10 million consumers. We also allow the potential market size to account for previous sales. The construction of the potential market size for cameras reects the idea that a consumer is a rst-time buyer and does not re-enter the market to purchase additional drivers before the end of the data period. 17 The potential market size for cameras evolves according to
Given the state space is quite large (digital camera data and monte carlos) and the data is typically sparse in the state space, a variety of non-, semi, and parametric smoothing options can be used to obtain conditional choice probabilities using Hotz-Miller inversion. In practice we employ a parametric regression approach. Specically, we use a series estimator up to the second order to obtained smoothed conditional choice probabilities.
We have observations at points in state space (Ω 1 , Ω 2 , . . . , Ω n ). Consider a new point in state space, Ω i . Specically, details surrounding the calculation of the ex-ante expected value function and the underlying data generating process for the case with diering state variable transition processes and how they vary with number of products are presented.
In the creation of all Monte Carlo simulation data we assume the consumer has a nite horizon of T = 100. We therefore employ recursive methods to determine and calculate the underlying ex-ante expected value function corresponding to the specied model primitives. It should be noted that we only use T = 50 in the estimation procedures. With these assumptions, our nite horizon problem closely mimics an innite horizon problem given the discount factor is set at β = 0.9. Furthermore, in all of our Monte Carlo simulations we assume product specic state variables transition dierently. In order to generate the data for estimation for each case, we specify the transition process accordingly: the transition process for state variable p j,t where j = {1...J} follows process equal to p j,t+1 = ac j + ρ j p j,t + υ j 1 1 − β ξ j,t+1 + η j,t with η j,t ∼ N (0, σ 2 x ), where σ x = 0.33. Additionally, the the transition process for the structural error term ξ j is normally distributed with mean zero and standard deviation σ ξ j = 0.05. Lastly, the instruments used in the rst stage process for the ACCP without unobserved product characteristics are generated as follows:
IV j,t = √ ac j + ρ j p j,t−1 + η j,t , (ac j + ρ j p j,t−1 + η j,t ) 3 .
These instruments are naturally correlated with p j,t but are uncorrelated with ξ j+1 , as long as assumption 
