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0. Introduction
While it is well known that integral inequalities are of fundamental importance in the study of qualitative as well
as quantitative properties of solutions of differential and integral equations, it is less commonly recognized that ‘‘sharp’’
integral inequalities, that is, integral inequalities whose bounds are actually achievable, can be applied to solve Calculus
of Variations problems in a very effective manner. In fact, the classical treatment of the Calculus of Variations involves
the consideration of the Euler–Lagrange equations (see, e.g. [1]) which can be very complicated and in many situations
impossible to solve for explicit solutions, in which cases one would have to settle for conservation laws or first integrals,
which is, in many cases, rather unsatisfactory. But with ‘‘sharp’’ integral inequalities, certain types of Calculus of Variations
problems can be solved directly for the optimal solution without having to go through the classical steps of considering the
Euler–Lagrange equations, nor to determining whether the solution satisfies the sufficient condition for an extremum (for
details of this treatment, one is referred to [2,3]).
The present paper serves as a discretization of the aforesaid treatment of variational problems in [2,3]. We first establish
some new sharp discrete inequalities involving functions satisfying certain types of monotonicity. These are themselves
interesting inequalities in their own right.We then generalize these to sharp discrete inequalities involving convex functions
which cover a wide range of examples. These inequalities are then applied to solve certain types of discrete variational
problems directly for optimal solutions in a very effectivemanner. For the sake of simplicity,we onlywork on some relatively
simple situations. But as the method of the treatment is systematic and rather algorithmic, one easily sees that the same
technique also works for more complicated discrete variational problems.
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1. Some basic discrete inequalities
In this section, some sharp inequalities concerning discrete functions satisfying certain monotonicity are obtained. As
can be seen in Lemma 1.1 and Theorem 1.3, in certain situations the monotonicity condition can be lifted. Furthermore,
some results in this section will be generalized to more general settings in Section 2.
Throughout the paper,M ≥ 1 is a natural number. For any non-negative integer k, Zk denotes the lattice {0, 1, . . . , k−
1} ⊂ R. We write R+ := (0,∞), R0 := [0,∞).
Lemma 1.1. Let F ,G : [0,M − 1] → R be any functions with F continuous. It is elementary to see that there is a point
c ∈ [0,M − 1] such that
F(c) = 1
M
M−1∑
n=0
F(n).
Let F(x) := F(x)− F(c) and G(x) = G(x)− G(c).
(i) If F G ≤ 0 on ZM , then(M−1∑
n=0
F(n)
)(M−1∑
n=0
G(n)
)
≥ M
M−1∑
n=0
F(n)G(n).
(ii) If F G ≥ 0 on ZM , then(M−1∑
n=0
F(n)
)(M−1∑
n=0
G(n)
)
≤ M
M−1∑
n=0
F(n)G(n).
Furthermore, in either case the equality holds if and only if F G = 0 on ZM .
Proof. Since F is continuous and
min[0,M−1] F ≤ minZM F ≤
1
M
M−1∑
n=0
F(n) ≤ max
ZM
F ≤ max
[0,M−1]
F ,
by intermediate value theorem, there is a point c ∈ [0,M − 1] such that
F(c) = 1
M
M−1∑
n=0
F(n).
Now if F G ≤ 0 on ZM , then(M−1∑
n=0
F(n)
)(M−1∑
n=0
G(n)
)
= M
M−1∑
n=0
F(c)G(n)
= M
[M−1∑
n=0
F(n)G(n)−
M−1∑
n=0
F(n)G(n)
]
= M
M−1∑
n=0
F(n)G(n)−M
[M−1∑
n=0
F(n)G(n)+
M−1∑
n=0
F(n)G(c)
]
= M
M−1∑
n=0
F(n)G(n)−M
M−1∑
n=0
F(n)G(n)
≥ M
M−1∑
n=0
F(n)G(n)
and it is clear that the equality holds if and only if F G = 0 on ZM . This proves (i). The proof of (ii) is analogous. 
Theorem 1.2. Let f , g : ZM → R be functions such that f is monotonic increasing and g is monotonic decreasing. Then(M−1∑
n=0
f (n)
)(M−1∑
n=0
g(n)
)
≥ M
M−1∑
n=0
f (n)g(n), (1)
where the equality holds if and only if f = constant or g = constant.
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Proof. Extend f to a monotonic increasing, continuous function F on [0,M − 1] and g to a monotonic decreasing function
G on [0,M − 1]. By Lemma 1.1, there exists c ∈ [0,M − 1] such that
F(c) = 1
M
M−1∑
n=0
F(n) = 1
M
M−1∑
n=0
f (n).
Let F := F − F(c) and G := G− G(c). By monotonicity, it is clear that
F G ≤ 0 on [0,M − 1].
By Lemma 1.1, we have(M−1∑
n=0
F(n)
)(M−1∑
n=0
G(n)
)
≥ M
M−1∑
n=0
F(n)G(n),
or (M−1∑
n=0
f (n)
)(M−1∑
n=0
g(n)
)
≥ M
M−1∑
n=0
f (n)g(n),
where equality holds if and only if F G = 0 on ZM .
Now if f = constant (onZM ), by the choice of the point c ∈ [0,M−1], F(c)= the same constant and so F = F−F(c) = 0
on ZM (note that by the monotonicity of F , this forces F = 0 on the entire interval [0,M − 1], but we do not need this here).
On the other hand, if g = constant (on ZM ), G= constant on ZM . By the monotonicity of G, this forces G= constant on the
entire interval [0,M − 1] and so G ≡ 0. So in both cases, we have F G = 0 on ZM and so the equality in (1) holds.
Conversely, suppose the equality in (1) holds. By Lemma 1.1, we have F G = 0 on ZM . Now if F 6≡ 0 on ZM , there exists
t ∈ ZM\{c} such that F(t) 6= 0. Say t < c . Then as F ismonotonic increasing,wehave F(t) < 0 and F < 0 on [0, t]. Therefore,
G ≡ 0 on [0, t].
Meanwhile, since G is monotonic decreasing and G(c) = 0, we have
G ≡ 0 on [0, c].
Furthermore, since
M−1∑
n=0
F(n) = 0, F < 0 on [0, t], F(c) = 0, and F ≤ 0 on [0, c],
there must be an integer u ∈ (c,M − 1] such that F(u) > 0. Now repeating the above arguments, since F is monotonic
increasing, we have F > 0 on [u,M − 1] and so G ≡ 0 on [u,M − 1]. Moreover, since G is monotonic decreasing and
G(c) = 0, this forces G ≡ 0 on [c,M − 1]. Combining, we have G ≡ 0 on [0,M − 1] and so g = constant.
Finally, analogous arguments show that if G 6≡ 0 on ZM , we will have F ≡ 0 on [0,M − 1] and so f = constant.
Theorem 1.3. For any positive function f : ZM → R+,(M−1∑
n=0
f (n)k
)(M−1∑
n=0
1
f (n)
)k
≥ Mk+1
for all k ∈ N, and the equality holds if and only if f = constant.
Proof. Extend f to a continuous positive function F on [0,M−1] and let G := F k,H := 1F . Then both G andH are continuous.
By Lemma 1.1, there exists c ∈ [0,M − 1] such that
G(c) = 1
M
M−1∑
n=0
G(n).
Let G := G− G(c), H := H − H(c). It is elementary to check that
GH ≤ 0 on ZM .
By Lemma 1.1,(M−1∑
n=0
G(n)
)(M−1∑
n=0
H(n)
)
≥ M
M−1∑
n=0
G(n)H(n)
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with equality holds if and only if GH = 0 on ZM . Equivalently, we have(M−1∑
n=0
f (n)k
)(M−1∑
n=0
1
f (n)
)
≥ M
M−1∑
n=0
f (n)k−1 ,
with equality holds if and only if f = constant. Since this is true for all k ∈ N, we conclude that(M−1∑
n=0
f (n)k
)(M−1∑
n=0
1
f (n)
)k
≥ M
(M−1∑
n=0
f (n)k−1
)(M−1∑
n=0
1
f (n)
)k−1
...
≥ Mk
(M−1∑
n=0
f (n)0
)(M−1∑
n=0
1
f (n)
)0
= Mk+1,
with equality holds if and only if f = constant. 
Theorem 1.4. Let f , g : ZM → R be both monotonic increasing (or both monotonic decreasing). Then(M−1∑
n=0
f (n)
)(M−1∑
n=0
g(n)
)
≤ M
M−1∑
n=0
f (n)g(n) ,
where the equality holds if and only if f = constant or g = constant.
Proof. This follows immediately by applying Theorem 1.2 to the functions f and −g . It can also be proved by using
arguments analogous to those in the proof of Theorem 1.2. 
Corollary 1.5. If fi : ZM → R0 are non-negative and monotonic increasing (or all monotonic decreasing) for i = 1, . . . , k, then
k∏
i=1
(M−1∑
n=0
fi(n)
)
≤ Mk−1
M−1∑
n=0
( k∏
i=1
fi(n)
)
.
Furthermore, if none of the fi’s is the zero function, then the equality holds if and only if at most one of the fi’s is non-constant.
Proof. The inequality clearly follows from Theorem 1.4 by induction. Now suppose none of the fi’s is the zero function. If
two of them, say f1 and f2, are non-constant, then by Theorem 1.4,(M−1∑
n=0
f1(n)
)(M−1∑
n=0
f2(n)
)
 M
M−1∑
n=0
f1(n)f2(n).
Since
∏k
i=3
∑M−1
n=0 fi(n) > 0, we have
k∏
i=1
(M−1∑
n=0
fi(n)
)
 M
(M−1∑
n=0
f1(n)f2(n)
)( k∏
i=3
M−1∑
n=0
fi(n)
)
≤ Mk−2
(M−1∑
n=0
f1(n)f2(n)
)(M−1∑
n=0
k∏
i=3
fi(n)
)
≤ Mk−1
M−1∑
n=0
k∏
i=1
fi(n)
and so the equality will not hold. Finally, the converse is obvious. 
Corollary 1.6. Let f : ZM → R be monotonic. If
(i) k is even, or
(ii) k is odd and f ≥ 0,
then (M−1∑
n=0
f (n)
)k
≤ Mk−1
M−1∑
n=0
f (n)k,
where the equality holds if and only if f = constant.
Proof. (i) follows from Theorem 1.4 by induction on k2 , while (ii) is a simple consequence of Corollary 1.5. 
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Corollary 1.7. If fi : ZM → R0 are non-negative and monotonic increasing for i = 1, . . . , k, and gj : ZM → R are non-positive
and monotonic decreasing for j = 1, . . . , `, then
(i) if ` is odd,
k∏
i=1
(M−1∑
n=0
fi(n)
)∏`
j=1
(M−1∑
n=0
gj(n)
)
≥ Mk+`−1
M−1∑
n=0
( k∏
i=1
fi(n)
)(∏`
j=1
gj(n)
)
;
(ii) if ` is even,
k∏
i=1
(M−1∑
n=0
fi(n)
)∏`
j=1
(M−1∑
n=0
gj(n)
)
≤ Mk+`−1
M−1∑
n=0
( k∏
i=1
fi(n)
)(∏`
j=1
gj(n)
)
.
Furthermore, if none of the fi’s and gj’s is the zero function, then the equality in either case holds if and only if at most one of
f1, . . . , fk, g1, . . . , g` is non-constant.
Proof. This follows immediately by applying Corollary 1.5 to the functions f1, . . . , fk,−g1, . . . ,−g`. 
2. Some generalized difference inequalities
In this section, some sharp difference inequalities involving mean values of convex functions are obtained. These are, in
turn, applied to establish further useful difference inequalities and, in particular, improvements of certain results obtained
in Section 1.
Theorem 2.1. Let f : ZM → R be a function, U ⊂ R an open interval containing the image of f , and φ : U → R be convex
(resp., concave). Then
1
M
M−1∑
n=0
φ
(
f (n)
) ≥ φ( 1
M
M−1∑
n=0
f (n)
)
(resp., the reverse inequality). Furthermore, if φ is strictly convex (resp., strictly concave), the equality holds if and only if
f = constant.
Proof. Extend f to a continuous function F on [0,M − 1]. By Lemma 1.1, there exists c ∈ [0,M − 1] such that
F(c) = 1
M
M−1∑
n=0
F(n).
Since φ is convex, there exists α ∈ R such that (see, e.g., [4])
φ
(
F(c)+ t) ≥ φ(F(c))+ αt for all t ∈ R. (2)
Therefore,
M−1∑
n=0
φ
(
f (n)
) = M−1∑
n=0
φ
(
F(n)
)
=
M−1∑
n=0
φ
(
F(c)+ (F(n)− F(c)))
≥
M−1∑
n=0
[
φ
(
F(c)
)+ α(F(n)− F(c))]
= Mφ(F(c)),
or
1
M
M−1∑
n=0
φ
(
f (n)
) ≥ φ( 1
M
M−1∑
n=0
f (n)
)
.
Finally, if f = constant, it is clear that the equality holds. Conversely, if φ is strictly convex, strict inequality in (2) holds for
all t 6= 0, that is,
φ
(
F(c)+ t) > φ(F(c))+ αt for all t 6= 0.
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Now if f 6= constant, there exists n0 ∈ ZM such that F(n0)− F(c) = f (n0)− F(c) 6= 0. Hence
φ
(
F(c)+ (F(n0)− F(c))) > φ(F(c))+ α(F(n0)− F(c))
and so
M−1∑
n=0
φ
(
F(n)
) = M−1∑
n=0
φ
(
F(c)+ (F(n)− F(c)))
>
M−1∑
n=0
[
φ
(
F(c)
)+ α(F(n)− F(c))]
= Mφ(F(c)),
or
1
M
M−1∑
n=0
φ
(
f (n)
)
> φ
( 1
M
M−1∑
n=0
f (n)
)
.
Hence the theorem. 
Corollary 2.2. Let f : ZM → R be a function, U ⊂ R an open interval containing the image of f , and φ : U → R be C2 with
φ′′ ≥ 0 (resp., φ′′ ≤ 0). Then
1
M
M−1∑
n=0
φ
(
f (n)
) ≥ φ( 1
M
M−1∑
n=0
f (n)
)
(resp., the reverse inequality). Furthermore, if φ′′ = 0 only at isolated points, the equality holds if and only if f = constant.
Proof. This follows immediately from Theorem 2.1 and the facts that a function φ with φ′′ ≥ 0 is convex, and a function φ
with φ′′ ≥ 0 and φ′′ = 0 only at isolated points is strictly convex. 
The following variation of Theorem 2.1 will be very useful in the sequel.
Theorem 2.3. Let f : ZM → R be a function, U ⊂ R an open interval containing the image of f , and ϕ,ψ be C1 functions such
that
(i) ϕ′ does not change sign and may vanish only at isolated points;
(ii) ψ ′ ≥ 0 and may vanish only at isolated points; and
(iii) ψ ◦ ϕ−1 is convex (resp., concave) on ϕ(U).
Then
ψ−1
[ 1
M
M−1∑
n=0
(ψ ◦ f )(n)
]
≥ ϕ−1
[ 1
M
M−1∑
n=0
(ϕ ◦ f )(n)
]
(resp., the reverse inequality). Furthermore, if ψ ◦ ϕ−1 is strictly convex (resp., strictly concave), the equality holds if and only if
f = constant.
Proof. By (i) and (ii), both ϕ−1 and ψ−1 exist. By Theorem 2.1,
1
M
M−1∑
n=0
(ψ ◦ ϕ−1)(ϕ ◦ f )(n) ≥ (ψ ◦ ϕ−1)
( 1
M
M−1∑
n=0
(ϕ ◦ f )(n)
)
,
that is
1
M
M−1∑
n=0
(ψ ◦ f )(n) ≥ (ψ ◦ ϕ−1)
( 1
M
M−1∑
n=0
(ϕ ◦ f )(n)
)
.
Since ψ is strictly increasing, this gives
ψ−1
[ 1
M
M−1∑
n=0
(ψ ◦ f )(n)
]
≥ ϕ−1
[ 1
M
M−1∑
n=0
(ϕ ◦ f )(n)
]
.
Finally, if ψ ◦ ϕ−1 is strictly convex, by Theorem 2.1, the equality holds if and only if ϕ ◦ f = constant, or equivalently, if
and only if f = constant. 
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Corollary 2.4. Let f : ZM → R be a function, U ⊂ R an open interval containing the image of f , and ϕ,ψ : U → R be C2
functions such that
(i) ϕ′ does not change sign and may vanish only at isolated points;
(ii) ψ ′ ≥ 0 and may vanish only at isolated points; and
(iii) ψ ◦ ϕ−1 ∈ C2, (ψ ◦ ϕ−1)′′ ≥ 0 (resp.,≤ 0) on ϕ(U).
Then
ψ−1
[ 1
M
M−1∑
n=0
(ψ ◦ f )(n)
]
≥ ϕ−1
[ 1
M
M−1∑
n=0
(ϕ ◦ f )(n)
]
(resp., the reverse inequality). Furthermore, if (ψ◦ϕ−1)′′ = 0 only at isolated points, the equality holds if and only if f = constant.
Proof. It follows immediately from Theorem 2.3 by arguments analogous to those in the proof of Corollary 2.2. 
Remark. Corollary 2.4 is a discrete analogue of a result in Ann. of Math. 11 (1909), p. 26.
The following results improve Theorem 1.3 and Corollary 1.6 to arbitrary real exponents.
Corollary 2.5. Let f : ZM → R+ be a positive function.
(i) If α < 0 or α > 1,
Mα−1
M−1∑
n=0
f (n)α ≥
(M−1∑
n=0
f (n)
)α
.
(ii) If 0 < α < 1,
Mα−1
M−1∑
n=0
f (n)α ≤
(M−1∑
n=0
f (n)
)α
.
Furthermore, in either case the equality holds if and only if f = constant.
Proof. Define φ : R+ → R+ by
φ(y) = yα, y ∈ R+.
Then
φ′′(y) = α(α − 1)yα−2, y ∈ R+,
and so in particular, φ is strictly convex in case (i) and strictly concave in case (ii). The results now follow from Corollary 2.2.
Corollary 2.6. Let f : ZM → R+ be a positive function.
(i) If α < −1 or α > 0,(M−1∑
n=0
1
f (n)
)α(M−1∑
n=0
f (n)α
)
≥ Mα+1.
(ii) If −1 < α < 0,(M−1∑
n=0
1
f (n)
)α(M−1∑
n=0
f (n)α
)
≤ Mα+1.
Furthermore, in either case the equality holds if and only if f = constant.
Proof. This follows from Corollary 2.5 by replacing f by 1f and α by−α. 
The following immediate consequences will be useful in Section 3.
Corollary 2.7. Let f : ZM → R be a function. Then
1
M
M−1∑
n=0
ef (n) ≥ e
1
M
M−1∑
n=0
f (n)
,
with equality holds if and only if f = constant.
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Proof. This follows from Corollary 2.2 by setting φ(y) = ey. 
Corollary 2.8. Let f : ZM → R+ be a positive function. Then
1
M
M−1∑
n=0
ln f (n) ≤ ln
( 1
M
M−1∑
n=0
f (n)
)
,
with equality holds if and only if f = constant.
Proof. This follows from Corollary 2.2 by setting φ(y) = ln y, y > 0. 
Similar to Corollaries 2.7 and 2.8, by choosing other suitable functions φ and applying Theorem 2.1 or Corollary 2.2, one
obtains other interesting discrete inequalities which are useful in discrete variational problems.
3. Applications to discrete variational problems
The inequalities obtained in Section 2 are ‘‘sharp’’ in the sense that the bounds can all be achieved by specific ‘‘optimal’’
functions. Because of this, these inequalities can be applied to solve certain types of discrete variational problems. In this
section, we shall illustrate how this can be done by working out some concrete examples. For the sake of simplicity, we
choose to work on examples which are less complicated, but it is obvious from our treatment on these examples that more
complicated situations can be dealt with by analogous methods.
Throughout this section, we assumeM ≥ 2.
Theorem 3.1. Let ϕ : ZM−1 → R+ be positive. For any strictly increasing non-negative function y : ZM → R0 satisfying
y(0) = 0, y(M − 1) = A > 0, consider the functional
Φ(y) :=
M−2∑
n=0
ϕ(n)1y(n)α, α ∈ R,
where1 is the Laplacian operator.
(i) If α < 0 or α > 1, the minimum of Φ occurs for
y(n) = C
n−1∑
j=0
ϕ(j)−
1
α , n = 1, . . . ,M − 1,
where C is a constant given by
C = A
M−2∑
j=0
ϕ(j)−
1
α
,
and
Φmin = (M − 1)Cα.
(ii) If 0 < α < 1, the maximum of Φ occurs for
y(n) = C
n−1∑
j=0
ϕ(j)−
1
α , n = 1, . . . ,M − 1,
where C is the constant defined in (i) and
Φmax = (M − 1)Cα.
Proof. (i) Apply (i) of Corollary 2.5 to the function ϕ
1
α1y on ZM−1, we have
(M − 1)α−1
M−2∑
n=0
ϕ(n)1y(n)α ≥
[M−2∑
n=0
ϕ(n)
1
α1y(n)
]α
, (3)
where the equality holds if and only if
ϕ(n)
1
α1y(n) = constant C for all n = 0, . . . ,M − 2.
Therefore,Φ attains its minimum for
ϕ(n)
1
α1y(n) = C , n = 0, . . . ,M − 2.
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Solving theseM − 1 equations and making use of the boundary condition y(0) = 0, we get
y(n) = C
n−1∑
j=0
ϕ(j)−
1
α , n = 1, . . . ,M − 1.
Since y(M − 1) = A, we thus have
C = A
M−2∑
j=0
ϕ(j)−
1
α
.
Finally, by (3)
Φmin = 1
(M − 1)α−1
[M−2∑
n=0
ϕ(n)
1
α1y(n)
]α
= 1
(M − 1)α−1 [(M − 1)C]
α
= (M − 1)Cα.
(ii) The proof is analogous to that of (i), making use of (ii) of Corollary 2.5. 
Theorem 3.2. Let ϕ : ZM−1 → R+ be positive. Among all functions y : ZM → R satisfying y(0) = 0, y(M − 1) = A, the
functional
Φ(y) =
M−2∑
n=0
ϕ(n)e1y(n)
attains its minimum for
y(n) = nC −
n−1∑
j=0
lnϕ(j),
where C is a constant given by
C = 1
M − 1
[
A+
M−2∑
j=0
lnϕ(j)
]
and
Φmin = (M − 1)eC .
Proof. Apply Corollary 2.7 to the function ln
(
ϕ(n)
)+1y(n), we have
Φ(y) =
M−2∑
n=0
eln
(
ϕ(n)
)
+1y(n)
≥ (M − 1)e
1
M−1
M−2∑
n=0
[
ln
(
ϕ(n)
)
+1y(n)
]
= (M − 1)e
1
M−1
[M−2∑
n=0
lnϕ(n)+A
]
,
where the equality holds if and only if
lnϕ(n)+1y(n) = constant C for all n = 0, . . . ,M − 2.
Solving theseM − 1 equations and making use of the boundary condition y(0) = 0, we obtain
y(n) = nC −
n−1∑
j=0
lnϕ(j) , n = 1, . . . ,M − 1.
Since y(M − 1) = A, this gives
C = 1
M − 1
[
A+
M−2∑
j=0
lnϕ(j)
]
.
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Finally, in this case it is clear that
Φmin = (M − 1)eC . 
Theorem 3.3. Let ϕ : ZM−1 → R+ be positive. Among all strictly increasing non-negative functions y : ZM → R0 satisfying
y(0) = 0 and y(M − 1) = A > 0, the functional
Φ(y) =
M−2∑
n=0
ln
(
ϕ(n)1y(n)
)
attains its maximum for
y(n) = C
n−1∑
j=0
ϕ(j)−1, n = 1, . . . ,M − 1,
where C is a constant given by
C = A
[M−2∑
j=0
ϕ(j)−1
]−1
and
Φmax = (M − 1) ln C .
Proof. Apply Corollary 2.8 to the function ϕ(n)1y(n), we have
Φ(y) =
M−2∑
n=0
ln
(
ϕ(n)1y(n)
)
≤ (M − 1) ln
( 1
M − 1
M−2∑
n=0
ϕ(n)1y(n)
)
,
where the equality holds if and only if
ϕ(n)1y(n) = constant C for all n = 0, . . . ,M − 2.
Solving theseM − 1 equations and making use of the boundary condition y(0) = 0, we obtain
y(n) = C
n−1∑
j=0
ϕ(j)−1, n = 1, . . . ,M − 1.
Since y(M − 1) = A, this gives
C = A
M−2∑
j=0
ϕ(j)−1
and in this case it is clear that
Φmax = (M − 1) ln
( 1
M − 1
M−2∑
n=0
ϕ(n)Cϕ(n)−1
)
= (M − 1) ln C . 
Remark. As mentioned earlier, the importance of our treatment lies in the fact that discrete variational problems
can be solved directly for the optimal solutions by using appropriate sharp discrete inequalities. It is believed that,
along the same lines, many other discrete inequalities including the Opial-type [5,6], Gronwall–Bellman-type [7–9],
Gronwall–Bellman–Ou–Iang-type [10,11], Poincaré-type [12,13], Wendroff-type [14–17], Wirtinger-type [5], etc. (see
[18,19] for the general theory of discrete inequalities), will also be useful in directly solving certain discrete variational
problems, as above.
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