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Abstract
Suppose we are given empirical data and a prior density about the distri-
bution of the data. We wish to construct a nonparametric density estimator
that incorporates the prior information. We propose an estimator that allows
for the incorporation of prior information in the density estimation procedure
within a non-Bayesian framework. The prior density is mixed with the avail-
able empirical data via a Langevin diffusion process. The diffusion process is
constructed so that the prior density is the limiting and stationary distribu-
tion of the process. We analyze the asymptotic bias and variance properties of
the estimator and compare them with the properties of the standard density
estimators. We present simulation examples in which the proposed estimator
outperforms the standard estimation procedures in terms of accuracy.
Keywords nonparametric density estimation, heat kernel, bandwidth selection,
Langevin process, diffusion equation
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1. Problem Formulation. Suppose we are given continuous data XN ≡ {X1, . . . , XN}
on X ⊆ R about which we have some prior knowledge in the form of a probability density
p(x). We model the data by assuming that X1, . . . , XN
i.i.d∼ f , i.e., the data are i.i.d.
realizations from an unknown continuous pdf f . The problem is: How can we construct a
meaningful nonparametric density esitmate g, given the N number of discrete observations
and the prior density p(x) ? We thus wish to obtain a nonparametric estimate for f that
takes into account the given prior information. The traditional solutions to this problem
are not entirely satisfactory.
1. The frequentist and Bayesian methodologies assume rigid standard parametric mod-
els for the data, e.g., a Gaussian model.
2. The Bayesian approach incorporates prior information about the distribution of the
parameters of a given probabilistic model and not about the distribution of the data
itself. Bayesian priors live on a parameter space and not on the domain of the data.
3. If the model is nonparametric, i.e., is not a rigid parametric model, the Bayesian
paradigm may not be helpful.
We will present a nonparametric density estimation procedure which allows for the incor-
poration of prior information within a non-Bayesian framework. The paper is organized
as follows. Firstly, we explain the standard solution to the problem in the absence of prior
information. Secondly, we explain how to construct a model that takes into account the
prior information. Finally, the practical benefits of the model are demonstrated through
simulation examples.
2. Background On The Standard Gaussian Kernel Estimator. Without any
prior information, a standard approach for estimating f is to use the kernel density esti-
mator (kde):
g˘(x; t) = E∆[K˘(x,X; t)] =
1
N
N
X
i=1
K˘(x,Xi; t), x ∈ X ≡ R, (1)
where K˘(x, µ; t) is a Gaussian pdf with mean µ and standard deviation (also referred to
as bandwidth)
√
t, and ∆(x) = 1
N
PN
i=1 δ(x−Xi) is the empirical pdf. The only unknown
in (1) is the parameter t. A lot of research has focused on the optimal choice of t, because
the performance of g˘ as an estimator of f depends crucially on its value; see, e.g., [7] and
the references therein. The most widely used criterion of performance of estimator (1)
that is the Mean Integrated Squared Error (MISE):
MISE{g˘}(t) = Ef
Z
[g˘(x; t)− f(x)]2dx =
Z

Ef [g˘(x; t)]− f(x)
| {z }
point-wise bias
2
dx+
Z
Varf [g˘(x; t)]dx
| {z }
integrated point-wise variance
.
Here we have written the MISE in terms of a bias and variance components. Note that
the expectation and variance operators apply to the random sample XN . The asymptotic
properties of (1) under the MISE criterion are well-known [7], but we summarize them
below for easy reference later on.
Theorem 1 (Properties of the Gaussian kernel estimator) Under the assumptions
that t depends on N such that limN→∞ t = 0, limN→∞N
√
t =∞ and f ′′ is a continuous
square integrable function, the estimator (1) has integrated squared bias and integrated
variance:
||Ef [g˘(·; t)]− f ||2 = 1
4
t2||f ′′||2 + o(t2), N →∞ (2)
Z
Varf [g˘(x; t)] dx =
1
2N
√
pit
+ o((N
√
t)−1), N →∞. (3)
Here || · || denotes the standard L2 norm. The first-order asymptotic approximation of
MISE, denoted AMISE, is thus given by AMISE{g˘}(t) = 1
4
t2||f ′′||2 + (2N√pit)−1. The
asymptotically optimal value of t is the minimizer of AMISE: t˘∗ =
 
2N
√
pi ||f ′′||2−2/5.
The minimizer gives the minimum value
AMISE{g˘}(t˘∗) = N−4/5 ×
 ||f ′′||2
2pi2
1/5
. (4)
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3. A Diffusion Interpretation of the Gaussian kde. We can view the Gaussian
kde (1) as the solution of the heat propagation model:
∂
∂t
g˘(x; t) =
1
2
∂2
∂x2
g˘(x; t), x ∈ R, t > 0, (5)
with initial condition g˘(x; 0) = ∆(x) = empirical density. In other words, the analytical
solution of the pde (5) is given by (1). In this interpretation, the Gaussian kernel in (1)
is the so-called Green’s function for the diffusion pde (5). Moreover, finding the optimal
bandwidth of the kde (1) is equivalent to finding the optimal mixing time, say t˘∗, of the
diffusion process governed by (5). The analogy between statistical smoothing and heat
dissipation models has been noted by Chaudhuri and Marron [2]. We will, however, go a
step further in exploiting this analogy.
4. The solution given the prior density p. To accommodate for the existence of
the prior information p, we will consider a diffusion model which in many ways generalizes
the simple model in (5). Our more elaborate model is based on the information mixing
properties of the linear diffusion governed by the pde:
∂
∂t
g(x; t) = L[g(x)], x ∈ X , t > 0, (6)
where the linear differential operator L[ · ] = 1
2
d
dx

a(x) d
dx

·
p(x)

, a(x) is an arbitrary
positive function on X and the initial condition is g(x, 0) = ∆(x). If the set X has
boundaries, we add the boundary condition ∂
∂x

g(x;t)
p(x)

= 0 on ∂X . While we can easily
interpret the solution (1) to (5) as a mixture of Gaussian pdfs, it is not immediately clear
what the solution to (6) represents. The solution to the non-constant coefficient pde (6)
is a density g( · ; t) such that:
1. at time t = 0, the density g( · ; 0) is identical to the empirical density of the data,
i.e., the initial condition of the pde;
2. in the limit as t→∞ the density converges to the prior density p, i.e., the limiting
and stationary density of the diffusion process is p.
3. there exists an intermediate time t ∈ (0,∞), which mixes the prior density p with
the initial condition ∆ in an optimal way under the AMISE criterion;
4. we can calculate this optimal mixing time (which can be interpreted as a bandwidth
or smoothing parameter), say t∗, and thus construct a posterior nonparametric non-
Bayesian density that combines the prior density with the empirical data.
5. Heat propagation interpretation. We again use the heat diffusion analogy
to gain insight into the statistical properties of the solution to (6). If we think of each
empirical observation as a point source of heat, then ∆(x) is an initial heat profile and
the pde (6) models the dissipation of this heat in a medium with nonuniform diffusivity.
The nonuniform diffusivity depends on the prior p(x) in such a way that in regions where
we expect a lot of observations (i.e., high prior density), the empirical data is diffused (is
smoothed away) at a slow rate. In regions where we expect few observations (low prior
density) or features, the empirical data is diffused at a fast rate. This gives rise to a
nonparametric model which applies different levels of smoothing in different regions of the
domain. This variable smoothing makes the diffusion process (6) a powerful nonparametric
statistical model in cases where we have prior information.
6. Random Walk Interpretation. One can write the solution of (6) in the same
mixture form as the solution of (5), namely:
g(x; t) =
1
N
N
X
i=1
K(x,Xi; t). (7)
This time, however, the kernel K(x,Xi; t) is not a Gaussian pdf, but the transition prob-
ability function of the Langevin SDE:
dYt = µ(Yt)dt+ σ(Yt)dWt, Y0 = Xi, (8)
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where µ(x) = a
′(x)
2p(x)
and σ2(x) = a(x)
p(x)
and the process is started from the i-th observation.
The kernel K has the property that for a given t, it applies more smoothing (i.e., faster
diffusion) or data sharpening (i.e., drift toward states with higher density) in regions of
small p(x) (i.e., low prior density) and less smoothing or data sharpening in regions of large
p(x) (i.e., high prior density). The kernel satisfies the so-called detailed balance equation
for the Markov process {Yt, t > 0}:
p(θ)K(y, θ; t) = p(y)K(θ, y; t), ∀t > 0, x, θ ∈ X .
This equation guarantees that limt↑∞ Yt ∼ p( · ), i.e., the prior density p is the limiting
and stationary density of the diffusion process. We can thus interpret the smoothing
kernel K as the transition function of a time-homogeneous state dependent Ito-diffusion
with limiting density p.
7. How is t∗ computed? To compute the optimal mixing time, we need the small
time behavor of the kernel K. For the more general model (6), deriving the small time
asymptotic behavor is not as easy as for (5). We make use of the WKB method [3], where
one makes the ansatz (as t ↓ 0)
K(θ, x; t) ∼ u(θ, x; t) = e−d(x,θ)/t
∞
X
m=0
tm−1/2C(m)(x, θ)
for some unknown functions d(x, θ) and {C(m)(x, θ)}. One then substitutes u(θ, x; t) into
the pde (6) and equates coefficients of powers of t. The coefficient matching leads to
solvable odes which determine the unknown {C(m)(x, θ)} and d(x, θ). Using the WKB
method then, the leading small-time asymptotic approximation of the kernel is:
K(x, θ; t) ∼ 1√
2pitσ(x)
s
p(θ)σ(x)
p(x)σ(θ)
e
−
h
R
x
θ
dρ
σ(ρ)
i2
/(2t)
, t ↓ 0. (9)
We have omitted the details for the derivation, but it is easy to verify by direct substitution
that (7) with the approximation in (9) satisfies (6) up to terms of order O(t−1/2e−d(x,θ)/t).
Persistent application of the WKB method yields the following
Theorem 2 (Asymptotic properties of diffusion model) Under the same condtions
on t as in Theorem 1 and assuming sufficient smoothness of f on R:
1. The integrated squared bias behaves as:
||Ef [g(·; t)]− f ||2 ∼ t2 ||L[f ]||2 = 1
4
t2||(a (f/p)′)′||2, N →∞. (10)
Note that in the unlikely even that p ≡ f , then the bias is 0. Moreover, if a = p ∝ 1, then
the bias term is equivalent to the bias term of the Gaussian kde (2).
2. The pointwise variance is:
Varf [g(x; t)] =
f(x)
2N
√
pit σ(x)
− f
2(x)
N
+O(
√
t/N).
It follows that in regions where our prior density p(x) is large (which is equivalent to
small diffusivity σ(x)) and/or the true f(x) is large, the point-wise variance will be large.
Conversely, in regions with few observations (that is, where the diffusivity σ(x) is high
and/or f(x) is small) the variance is low. The integrated variance becomes:
Z
Varf [g(x; t)] dx =
Ef [σ
−1(X)]
2N
√
pit
+ o((N
√
t)−1), (11)
which, excepting the dependence on the diffusivity σ(x), is similar to (3).
3. Combining the previous results gives the asymptotic behavior of MISE: AMISE{g}(t) =
1
4
t2||(a(f/p)′)′||2 + Ef [σ
−1(X)]
2N
√
pit
. Hence, the asymptotically optimal mixing time is
argmin
t>0
AMISE{g}(t) = t∗ =

2Ef [σ
−1(X)]
N
√
pi ||L[f ]||2
2/5
,
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giving the minimum
AMISE{g}(t∗) = N−4/5 ×

Ef [σ
−1(X)]4||L[f ]||2
2pi2
1/5
. (12)
Observe that the rate of convergence of (12) is the same as of (4). The multiplicative
constant, however, can be made arbitrarily small by choosing the prior p close to f .
8. What to do when there is no Prior information. In many practical situations
we do not have prior information (i.e., p ∝ 1). Similar to Abramson’s approach [1] we
can, however, perform a preliminary (pilot) estimation step of f (stage 1) and then use
the pilot estimate fˆ as a prior (stage 2). This suggest the following
Algorithm 1
Stage 1. Given the data XN , let fˆ(x) = g˘(x; t˘∗) be the pilot estimate for f . Here g˘(x; t˘∗) is
the standard estimator (6) with bandwidth
√
t˘∗ chosen using, for example, the well-known
Sheather-Jones method [7].
Stage 2. Given the data and the pilot estimate fˆ , solve the diffusion equation (6) with
p(x) = fˆ(x) and (for simplicity) a(x) = 1 to obtain the estimator g(x; t∗), where the
mixing time
t∗ = t˘∗ × Ef [σ−1(X)].
In the algorithm we have chosen the mixing time t∗ in stage 2. such that the asymptotic
variance (3) of the pilot estimator (5) is equalized with the asymptotic variance (11) of
the diffusion estimator (6). In this way any difference in the AMISE of the first (5) and
second stage (6) estimators is solely due to a difference in the asymptotic biases (2) and
(10).
9. Unification of existing methods. There are various modifications of the stan-
dard kde (1) that have been studied in the literature and are subsumed as special cases in
our model:
1. If we choose a(x) = p(x) ∝ 1, then K reduces to a Gaussian and we get the standard
kde (1).
2. If a(x) ∝ 1 and p(x) = fˆ(x), then K(x,Xi; t) is asymptotically equivalent (as t ↓ 0
or N →∞) to a Gaussian with mean Xi and bandwidth σ(Xi)
√
t =
p
t/p(Xi). We
thus obtain Abramson’s variable bandwidth kde [1]. We recover the square root law
of Abramson, which states that the asymptotically optimal bandwidth of the kernel
is proportional to fˆ−1/2(Xi) = p−1/2(Xi).
3. If we choose a(x) = p(x) = fˆ(x), then the kernel K(x,Xi; t) is asymptotically
equivalent to a Gaussian with mean Xi+µ(Xi)t = Xi+
fˆ ′(Xi)
2fˆ(Xi)
t and bandwidth
√
t.
This is equivalent to the data sharpening technique described in [6]. In other words,
data sharpening with a Gaussian kernel is asymptotically equivalent to modifying
the drift term µ(Xi) of the smoothing process (8).
4. If we choose p(x) = fˆ(x) and a(x) = pα(x), α ∈ [0, 1], then the kernel K(x,Xi; t)
behaves asymptotically like a Gaussian kernel with variable mean and bandwidth
that depend upon the point of estimation. Such variable location and scale kde were
first considered in [5].
We have thus unified many of the already existing ideas for variable scale and location
kde.
10. Simulation Experiments. We compared the diffusion estimator of Algorithm 1
against the estimator (1), using Ratio = ||g−f ||2Æ||g˘−f ||2 as our criterion. Table 1 shows
the average results over 10 independent trials for seven different test cases. The second
column displays the target density and the third column shows the sample size used for
the experiments. The standard Gaussian mixture test problems are taken from [4]. Figure
1 shows the results of a single simulation for the test problems 1 through 4 in Table 1.
Note how in test case 2 the diffusion estimator has fewer spurious modes in regions of low
density and a suitably peaked mode in the high density region. The improvement is due
to the adaptive application of different levels of diffusion in regions of different density.
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Test Problem target density f(x) N Ratio
1 1
2
N
(
0,
(
1
10
)2)
+ 1
2
N(5, 1) 200 0.254
2 2
3
N(0, 1) + 1
3
N
(
0,
(
1
10
)2)
300 0.602
3 1
2
N(0, 1) +
∑
4
k=0
1
10
N
(
k
2
− 1,
(
1
10
)2)
400 0.762
4
∑
7
k=0
1
8
N
(
3
((
2
3
)k
− 1
)
,
(
2
3
)2k)
400 0.583
5 3
4
N(0, 1) + 1
4
N
(
3
2
,
(
1
3
)2)
400 0.878
6 Log-Normal with µ = 0 and σ = 1 400 0.716
7 Exponential with mean µ = 1 400 0.395
Table 1: Results over 10 independent simulation experiments.
11. Conclusions. We have introduced a diffusion model which can be used for
nonparametric statistical modeling of data in the presence of a prior density. The diffusion
process is constructed so that the prior density is its limiting and stationary density. It
is interesting to compare the traditional Bayesian paradigm to the incorporation of prior
information with the diffusion approach. The diffusion approach incorporates prior density
information about the data itself. In contrast, the Bayesian approach deals with the priors
of parameters of a pre-existing parametric model. The Bayesian priors live on a parameter
space, not on the space of the observed data. The priors in the diffusion approach live on
the domain of the data itself. Similar to the Bayesian approach, the larger the number
of observations, the less preponderance is given to the prior density in the “posterior” g.
Thus, if the prior is bad, it will eventually be over-ridden by the a large enough sample
size. The consistency of g as estimator of f , no matter what the prior is, can be seen from
the fact that (12) goes to zero as N →∞. Just like in the Bayesian paradigm, the diffusion
prior is useful when we have few data. The fewer the empirical data, the more the prior
affects the posterior of the diffusion model. As we have seen, however, the diffusion model
can be used even in cases where no prior information is given: We can use the two-stage
estimation procedure of Algorithm 1 to obtain an estimator with improved performance.
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Figure 1: Simulation results for test problems 1 through 4 in Table 1.
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