The paper gives (a) an integral formula for eigenfunctions of invariant differential operators on the homogeneous space O(p, q)/O(p, q -1) and (b) a direct integral decomposition of its Le-space under the regular representation of O(P, d.
INTRODUCTION
The real hyperbolic spaces O(p, q)/O(p, q -1) are examples of semisimple symmetric spaces. This is a rather extensive class of homogeneous spaces of semisimple real Lie groups, which includes (non-Euclidean)
Riemannian symmetric spaces and semisimple real Lie groups themse1ves.l Even though the real hyperbolic spaces are very special cases, it seems (and this is what I offer by way of motivation) that they are in many ways representative of semisimple symmetric spaces in general. Thus, many concepts from analysis on Riemannian symmetric spaces and on semisimple real Lie groups, such as principal series, intertwining operators, Eisenstein integrals, or spherical functions, have natural analogs with immediate geometric interpretations.
But leaving motivation aside, the content of the following pages can be described like this: the homogeneous space O(p, q)/O(p, q -1) may be realized as the hypersurface X = {x E Rp+Q ( --xi2 -... This bilinear form turns X into a pseudo-Riemannian manifold, on which G acts by isometries. (The metric on X is definite only if p = 0 or q = 1. I shall always assume that p, q > 1.) The corresponding regular representation p of G on L2(X) (defined by p( g)f(x) = f( g-lx)) is therefore unitary.
It is the business of L2-harmonic analysis on X to decompose L2(X) as a direct integral of irreducibles, i.e., to find a family {HW ( w E J22) of unitary, irreducible representations of G, and a measure m on the index set s2, so that L2(X) cz s, H, Mm) (unitary G-isomorphism), where jn H, dm(u) consists of all suitably "measurable," square integrable eIements of the direct product no H, .
To construct such a family of representations one can introduce the asymptotic cone c" = (5 E Rp+Q 1 (5, 5) where the sum is over the residues in the right half-plane of the meromorphic function of Y in parentheses. These residues occur at the values of v and E described above.
For v E r, ~JJ~," E LfJE) is unique and given by (Pa,&!) = jx I&, tWofY skw(x, Of(x) dx.
This direct integral decomposition of L2(X) can be identified with the spectral decomposition of the Laplace operator A, on X, and this is the way in which it will be proven.
The basic tools for the proof are K-finite functions, i.e., functions whose transforms by elements of the compact subgroup K = O(p) x O(q) of G span a finite-dimensional vector space. These functions play a fundamental role throughout, a phenomenon which can be easily understood from general facts of representation theory (see [3] , 3.6, 3.17, for example). Incidentally, one should note that the above formulas can be regarded as a generalization of Poisson's integral formula for harmonic functions on the unit disc in terms of their boundary values. In fact, if p = 2 and q = 1, X essentially "is" the unit disc. The K-finite functions q~ on Y play the role of boundary values off in an asymptotic sense (see Lemmas 4 and 7).
The asymptotics of K-finite eigenfunctions of A, also determines the Plancherel measure (i.e., C(E, v)), in analogy with Riemannian symmetric spaces and semisimple Lie groups [8, 9, 191 . The geometric basis for this phenomenon (and indeed also for the appearance of the representations L:,,(E) in L2(X)) is the asymptotic relation between X and 9. This may at first seem an accident, depending on the simultaneous embedding of X and E in Rp+q, but is actually an intrinsic relation between the actions of G on X and E, which holds for all semisimple symmetric spaces and their (appropriately defined) "asymptoic cones."
The distinguished role which d, plays in the analysis on X can be understood by noting that every G-invariant differential operator on X is a polynomial in d, . This follows from the fact that every (O(p, 4 -1) invariant polynomial is a polynomial in --xl2 -. .. -xg2 + x",+r + . .. + x",+q-, (as in [lo, Chap. X, 2.101).
I would like to emphasize that the methods and results of this paper are certainly not all new. A Plancherel formula for O(p, q)/O( p, Q -1) has been proven by Gelfand, Graev, and Viler&in [7] , Vilenkin [20] , Molcanov [ lJ7, Shintani [17] , and Faraut [4] for special values of p and 4; by Limit, Niederle, and Raczka [14] , and Strichartz [18] in general. Strichartz's description of the continuous spectrum is in fact exactly the same as the one in this paper (except for a minor error in his computation of the Plancherel measure); his description of the discrete spectrum is formally different from (but can be shown to be equivalent to) the one given here. His methods, however, are different in an essential way: they rely heavily on the embedding of O(p, &O(p, Q -1) in Rr+Q. For the methods used here this embedding is not essential : everything can be interpreted solely in terms of the symmetric space structure of O(p, 4)/O@, 4 -l), as one can see from [16] .
The technique for analyzing the series (rEay} of representations of G employed in Section 2 is well known. It originates with Bargmann [l] and has been used by Vilenkin [20, X.2.31, and by Strichartz [18] to prove the irreducibility criterion "p + v $ Z". More details about the decomposition of the reducible r<,,'s are mentioned (without proof) by Molcanov [15] .
The integral formulas for the K-finite eigenfunctions of the invariant differential operators on 0( p, Q)/O( p, 4 -1) I b e 1 ieve to be new. The formula related to the continuous spectrum (Theorem 6) is the exact analog to a recent result of Helgason on K-finite eignefunctions on Riemannian symmetric spaces [12] (and in fact a special case thereof if Q = 1). The formula related to the discrete spectrum, on the other hand, is the analog to the Knapp-Wallach intertwining operators between the principal series and the discrete series of a semisimple Lie group [13] (and a special case thereof if p = q = 2 and 0(2,2)/0(2, 1) is identified with SL(2, R)). Formulas for the O(p, q -1)-invariant eigendistributions on O(p, q)/O(p, q -1) can be found in [5, 15, 171. I believe that the methods of this paper are capable of some generalizations, at least to the case of semisimple symmetric spaces of rank one. I hope to return to this question elsewhere. Reducibility questions concerning these representations can be handled by analyzing the corresponding derived representations of the Lie-algebra g of G on the K-finite functions. (This method goes back to Bargmann [l] ; see also [15, 18, 201) . One starts with the observation that restriction to Y is a K-isomorphism of L:, where Hmsn is the space spanned by the products of spherical harmonics of degree m on .!+-I with those of degree n on S-l. As is well known, the Hm*n'~ are irreducible, pairwise inequivalent representations of K. The algebraic sum x:m+n-Cm,& Hmsn can be identified with the space of K-finite functions in L&(E) and is stable under the representation of g obtained from n,,, by derivation (and also denoted nC,"). Now one notes that a subspace OfE m+n-Em,,ds Hm*n is g-stable as soon as it is stable under f (the Lie-algebra of K) and a single element X of g not in I. This follows from the fact that f acts irreducibly on g/f by the quotient of the adjoint representation. Such an element X of g is the algebraic sum C {~m-n 1 u(m + $( p -2)) + v(n + h(q -2)) < Y, m + n = E mod 2)
is K, g-stable. For if i.e., u(m + HP -2)) + v(n + a(4 -2)) < v,
then (1) shows that (2) holds also with m replaced by m + u' and n by n + v', unless u = u' and v = v' and one has equality in (2) in the first place. Finally, the G-stable subspaces of L&(E) are precisely the closures of the K, g-stable subspaces of the K-fin&es (by [3, 3.17] )." Treating the cases p > 1, q = 1, and p = 1, q > 1, similarly one gets Of course, not all of these G-stable subspaces are nontrivial (i.e., nonzero and proper). To get a clearer picture of the situation one can represent H"," by the point (m, n) in the plane. For p, q 3 1 a G-stable subspace of L&(S) then corresponds to the points (m, n) with 0 < m, n E Z and m + n z E mod 2 which lie in the intersection of some of the four half-planes described by the inequalities
K-FINITE

EIGENFUNCTIONS
Introduce "spherical coordinates" on X:
if y = y' + y", withy' E 9-l C R p+q and y" E S-r C Rp+q (in the obvious way). This map is evidently analytically invertible on its image X' = {x E X / Xl2 + .'. + xp2 # 0). For the G-invariant measure dx on X (derived from the pseudo-Riemannian metric) one has the integration formula 
where Asp-l and Asp-1 are the Laplacians on S-1 and on S-r.
To the right-hand side of (4) d fi e nes a differential operator D on E(Y)-valued functions on (1, co), and formally the eigenvalue equation
Difficulties arising from the infinite dimensionality of E(Y) can be avoided as follows: if a subspace V of E(Y) is Asp-l , A,,-l-stable then D can be restricted to V-valued functions on (1, 00). In particular, if f is a K-finite function on X, then the corresponding z' takes on values in a finite-dimensional K-stable subspace I; of E(Y), which is necessarily Asp and Asq-, , one could even restrict oneself to scalar-valued functions in (6) . But this does not result in any essential simplifications and fails in more general situations, where the operators corresponding to Asp--l and Asp-1 do not commute.)
Of course, one could also introduce K-finite distributions on X to analyze (5). This, however, is superfluous: Proof. (a) As remarked earlier, every G-invariant differential operator on X is a polynomial in A, . Hence an eigendistribution of A, is actually an eigendistribution of all G-invariant differential operators on X. The assertion now follows from the regularity theorem for K-finite eigndistributions on semisimple Lie groups [3, 3. a distributionfon X can be "pulled back" to G by the dual map, D'(X) + D'(G), between distribution spaces.) (b) By assumption, w = v, : (1, co) + V is analytic at 01 = 1. Changing variables by (Y = e*, we can therefore write
?I=0 convergent in a neighborhood of zero. This power series must be a formal solution of (6); substitution into (6) gives recurrence relations of the form n-1 (n2 + (p -2)n + ds.-')% = c %P, , WI=0 for certain a, E Endc( V), and the first nonzero w,, , say unO , satisfies (n,2 + (p -2)% + ~sP-l)%o = 0, and hence is an eigenvector of LI,,-~ with eigenvalue -(no2 + (p -2) no). Given such a wnO , (8) determines vu, , 71 > no , uniquely until we reach an n, > no so that -(n12 + (p -2) nl) is another eigenvalue of A,,-1 on V. In particular, if p -2 >, 0 and -(no2 + (p -2) no) is the least eigenvalue of this form, then given any eigenvector wnO there is a unique formal solution (7) for which the first nonzero v, is v,,~ .
If n, is the next integer >n, for which -(n12 + (p -2) n,) is another eigenvalue of dSgml on V, and w,~ a corresponding eigenvector, then (8) determines the solutions (7) starting with tnlvnl + ... at least mod solutions beloning to no . Continuing this type of argument we find that the dimension of the space of formal solutions (7) is the sum of the dimensions of the eigenspaces of dSPml in V for which the corresponding eigenvalues have the form -(n2 + (p -2) n) for some 1z = 0, 1,2... (Actually-as is well known--all eigenvalues of ASP-' are of this type, and the solution space of (5) has dimension = dim(V), as will be seen later on.)
If p = 1, this argument fails. In fact, in that case (6) is regular at 01 = 1, hence the solution space has dimension 2 dim (V). But only "half" of them correspond to solutions of (5): if p = 1, then E(Y) s E(S-1) x E(SQ-l), and if v = (vl , v2): (1, co) -+ E(Y) corresponds to a function f on X, then the relation f(x(a-1, y' + y") = ~(x(LY, -y' + y")) shows that ~~(01-1) = ~~(a).
Much more precise information is available concerning the behavior of solutions of (6) at the other endpoint, a = 00. (The reason is, of course, the simple asymptotics of d, : d, N (ar(d/d~r))~ + 2p(a(d/&)), as 014 co). ovp, depends meromorphically on v mith at most simple poles for v E N.
can be written as j = @&J+ + @4P-
The proof is a standard argument from the theory of the regular singular point. Briefly, one tries a formal soution of (6) of the form z(tY) = a? f a-%, , 00 # 0, converges uniformly on compact subsets of C -N. Reformulating tcis<n terms of the corresponding solutions of (5) on x' gives (a).
As for (b), one only has to note that for v $Z, the map p+ , q-F+ oi,p+ + @+F-is an injection of V x V into the solution space of (5) on x' (or, equivalently, of (6) on (1, co)), hence an isomorphism, by dimensionality.
Remark. It is clear from the proof that K-finite can be replaced by Cm or by analytic in (a), but not in (b).
THE INTERTWINING OPERATORS
By an intertwining operator between two representations of G I mean a G-map defined on a dense G-invariant subspace. Proof. (a) It suffices to show that for fixed x0 E X the distribution 1(x0 , y)l-n+ signE(x, , y) on Y has the required meromorphic dependence on v. If q = 1, this is clear because in this case (x, y) # 0 for all x E X and y E Y. If q > 1, then (x,, , y) = 0 for some y E Y, but the differential of y w (x0 , y) does not vanish at such a point. So in a neighborhood of a point y0 E Y for which (xc, , yo) = 0, th ere is a coordinate system containing the function y H (x0, y) . This reduces the question to the behavior of the distributions ] x I--8+ signc(x) on R in a neighborhood of x = 0, which is well known [6] . (c) is proved for Re(p + v) < 0 by differentiating under the integral sign and therefore holds for all v by analyticity.
The following result is now immediate: THEOREM 6. Iffp + v is not an integer, then every K-Jinite distribution f on X satisfying
is an analytic function and can be represented in the form
for unique K-finite v)E E E,(Y). These K-finite functionsf are dense in the spaces of all distributions, Cm functions, OY analytic functions on X which satisfy (11) .
Proof. The regularity of the K-finite distributions satisfying (11) is a restatement of Lemma 3 (a); their density properties a consequence of the general theorem quoted earlier. To see that formula (12) gives all of them, one only has to note that F,,, must be injective if p + v .$Z (b ecause of the irreducibility of 7rCE,"), so that the assertion follows from Lemma 3 (b) by comparing dimensions.
Remark.
In the statement of this theorem one can evidently replace v by -V without affecting the eigenvalue -p2 + 9. The reason for this will become clear later on (Lemma 8 (a)). It follows that for p + v E Z there must be an intertwining operator between the (irreducible) representations rC," and nE,--Y , namely, F;ltF,.-, , where F;rt denotes the inverse of FE," on its image in EcJX). A formula for this intertwining operator can be extracted from the asymptotics of functions in E,,,,(X) as follows: Thinking of FE,, as a map E,(Y) -E(X) one sees from Lemma 4 (b) that it must be possible to express F,,, in terms of the restrictions @c.*V : E<(Y) + E(X') of @*, to E,(Y). More precisely: V) is a scalar).
The computation of C-( E, v 1s ) ' t rivial: one only has to note that (x(01, y), r') N (Y . (y, y') as CL ---f 00 and that one can take the limit under the integral sign for Re(p + V) < 0 in using the formula valid for Re(v) < 0.
The intertwining operators satisfy the following identities, which will be needed later on: 
Because of its asymptotic behavior, the right-hand side (if applied to any v E EJY)) is square integrable at OL = co for Re(v) > 0. The left-hand side is square integrable (even Cm) at OL = 1. Being equal, these expressions are square integrable over all of X if Re(v) > 0. On the other hand, they are eigenfunctions of d, with eigenvalue -p2 + v2. Since d, is self-adjoint (see Lemma 9) it can have no nonzero, square integrable eigenfunction unless the eigenvalue is real. This shows that (13) 
THE SPECTRUM
The Laplacian A, , considered as an operator on the space of distributions on X, D'(X), can be restricted to a self-adjoint operator on L*(X) (also denoted by Ax) in a natural way: Remark. The lemma and its proof hold for any formally self-adjoint, invariant differential operator A, on a homogeneous space X.
As a self-adjoint operator on L*(X), A, has a spectral decomposition:
A, = s m X dE(X).
--co The spectral measure is determined by the singularities in the resolvent as a function of the eigenvalue according to (14) ; and from (16) one sees that there are two kinds of such singularities: one consists of all h in (-co, -p*), due to the singularity of v as a function of X = -p2 + Vz; the other one consists of the poles of the resolvent, which lie in [-p2, oo), due to the poles of K, .
I start by analyzing the second kind. According to (14) , the spectral projections at these eigenvalues are the residues of R(X). By (16) these residues correspond to integral operators on Ls(I, v) whose kernels are the residues of 2vk,, at the poles in [0, co); now, res(2-2p+1vk,(q , a2)l = C resW, v)-'fJ4 P)L(~~)~ where E = p + v -q mod 2 and p is a K-jkitefunction on Y. These K-finite e&nfunctiom are analytic functions on X and are dense in the spaces of all mea.~~k, c", or analytic square integrable eigenfunctions with this etgenvalue.
It is not difficult to get a more explicit formula for res(c(E, v)-lFE,J. In fact, one sees from the preceding discussion of the singularities of C(E, v)-'F,,, that its residue at v,, is a nonzero multiple of the value of the entire function r(+(p + v + E + l))YFc,, at v = vn . If p+v,=n~N, n=e+qmod2, and if 4 > 1 is even, this is a nonzero multiple of F,,,, which exists in this case; if Q > 1 is odd, one finds (using formulas (23) and (24) of [6] 
if v E EJ Y) and dol = dt/t as before. The last integral can be written as The last statement is an immediate consequence of the preceding one together with the Corollary to Lemma 1. For domains of these intertwining operators one can take the Cm functions in the appropriate spaces. It should be noted that these intertwining operators are not unitary with respect to the Hilbert space structure of Lz,+&E), which is not G-invariant. (A G-invariant inner product on the quotient of E#) can be constructed using a "regularization" of the intertwining operator C-(E, u).)
This finishes the analysis of the discrete spectrum.
To determine the spectral measure on the continuous spectrum (-cc, -p2) I again use formulas (14) and (16) . In this case one finds that, under the isomorphism L2(X), E L2(1, V), the spectral projection j; &?(A), -cc < A1 < A, < -p2, restricted to L2(X), corresponds to the integral operator on L2(1, V) whose kernel is ,"y+ T&-I"' (L+u -k"+J 2v dv = & I"* (k-, -k,) 2v dv, Strictly speaking, these formulas hold first for f E D(X) and vC," E E,,, (9) and must then be extended to the L2-spaces by continuity. As for the proof, (24) shows that F-l o F (F-l defined by (24) coincides with f--c HE(X), which is the projection onto Lc2(X). So F is a unitary isomorphism onto its image with the inverse is given by (24).
It remains to be shown that F is surjective. From if q is even. If p = 1 or q = 1 one gets the same formulas, as one can verify by another coputation. Of course, all of these coputations are purely formal; in fact, the integral in (A2) diverges for all v. To see that they are nevertheless valid one can proceed as follows: choose for IJI a function such that &v(u, v)) = vi(u) p)a(e)) with q~r E D(Rpl) and v2 E D(R*-1). The integral in (Al) converges for Re(p + v) < 0 and, proceeding as above, can be transformed into where the fi" E D(R) converge to constants as OL + co in the topology of E(R). The first integral is obviously an entire function of v, and if Re(v) is large, one can take the limit under the integral sign. The second integral can be analytically continued to a meromorphic function of v by regularization at y = 1 (see [6] , for example, for a discussion of regularization). If Re(v) is large, one can again take the limit under the integral sign, provided the resultant (divergent) integral is also interpreted by regularization and evaluated by breaking it up into two parts, each of which converges for suitable v, as in (A3). Using the fact that, for real X, 1 tan&r + ix)1 = 1 if n = I, 3 mod(4) one finds that fm purely imaginary v for all x, y E V'. (Of course, one needs only one of these formulas, since u+(h)* = u-(X).) To apply these formulas to the operator D of Section 3 one first has to make the transformation w w Wso (8 as in (3) where e, is the projection of V = CE V, onto I', .
In view of (B2), the Green's function of D is indeed given by (16) .
