1. Introduction. For the error E(f) of the numerical quadrature E(f) = { fix)dx -E akfixk) , Ja k~l Davis [1] was the first to give bounds of the kind <j]|/|| which do not involve derivatives of the function /, but / is assumed to be analytic in a region containing the interval [a, b] . Since then such estimates have been developed in various directions, e.g., different norms of/, influence of the interval length, or optimal choice of the coefficients ak and Xk.
In this paper, we show that similar bounds can also be derived for quadrature rules based on suitable weight functions w(x). We especially consider Gaussian rules with the weight w(x) = (1 -x2)~112 over the interval [ -1, 1]:
In this connection we also refer to Stenger [4] who gives general error developments. 
we obtain the expression In the theory of numerical integration, it is shown that the error R(f) can be expressed by R(f) = afi2N)(£) where a > 0 and -1 S £ ^ 1 ; hence (for n ^ N), n ^ p, 2n f (2n -1)!! 1 v */2y -1 \\ o^ä(* ) = ^ (2ft)ü -ätScos Vrärv;
Thus, we get the general estimate ft») i«wi * g^ssS ClT^ry)" w •
The bound (2.10) is also valid for A/ = 1, 2, 3. Using Stirling's formula for w!, we get from (2.10) (2-u> |ß(/)l=r"^A^(73l)1/2|l/ll for every N S; 1.
