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УМОВНІ ПОЗНАЧЕННЯ ТА СКОРОЧЕННЯ 
 
 
ЗВ – зворотні відходи 
ANOVA – analisys of variance 
ANCOVA – analysis of covariation 
ДА – дисперсійний аналіз 
ЛІМ – логіко-імовірнісна модель 
КА – коваріаційний аналіз 









На території України є велика кількість виробництв, які через 
економічний стан втратили розуміння за яким вектором далі вести свою 
діяльність. На сьогоднішній день динаміка економічної закритості України від 
Росії має дуже неоднозначні наслідки. З одного боку, підприємства внаслідок 
санкцій втратили такий великий регіон споживачів, як Росія, а це близько 140 
мілліонів. А отже їх продажі помітно впали, також деякі виробництва втратили 
потужності розташовані на ворожнечій території.   
На рисунку 1 продемонстровано приклад динаміки об’ємів виробництва з 
2012 по 2018 однієї компанії. Можна побачити, як дійшовши ями об’ми тільки 
потрохи починають відновлюватись. 
 
Рисунок 1. Динаміка об’ємів виробництва з 2012 по 2018 рік 
 
Але з іншого боку, характер конкуренції змінився. Замість великої 
кількості дешевих низькоякісних товарів, на полицях з’являються більш якісні 
дорогі товари європейських виробників. Оскільки купівельна спроможність 
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українських споживачів поки що залишається на старому рівні, що не дає змоги 
купувати якісні товари, кількість конкурентів падає. Тобто це шанс якомога 
більше покрити сегмент українських споживачів. Паралельно з цим вкрай 
необхідно проводити зміни на виробництвах, раціоналізувати, покращувати та 
пристосовувати свої потужності, з тим щоб почати конкурувати на дійсно 
високому рівні вже з європейськими виробниками. 
Це обумовлює актуальність проблеми. Оскільки основою 
великоприбуткових виробництв є виробничі лінії, то необхідно зосередитись на 
процесі виробництва. Слід розглянути лінію як систему, тоді можна побачити 
цілий ряд невизначеностей: якість етикетки, відмови устаткування, розподіл 
фінансування і одне з головного це трудові ресурси. Через економічну 
нестабільність ми бачимо великий відтік трудових ресурсів в інші крайни  
Рис. 2 Статистика перетинів кордону українцями, міл. разів 
 
 
Через це ми маємо розуміння, що всі ці невизначинності потрібно 
мінімізовувати.  
Таким чином, мета дослідження – це розробка моделей та методів 
моделювання розподілення фінансових витрат та їх порівняння із існуючими 
загальноприйнятими. Для її досягнення були поставлені наступні завдання: 
1) Визначити головні причини виникнення втрат на виробничій лінії 
2) Виявити найбільш актуальні та перспективні фінансові показники, які 
будуть використані у моделі 
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3) Визначити які фактори найбільше впливають на досліджуєму систему. 
4) Розробити власні моделі прогнозування показників 
5) Розробити прототип системи прийняття рішення для розв’язку схожих 
завдань на інших лініях у подальшому 
Об’єктом цього дослідження є виробничі лінії на виробництві, та їх 
особливості, для ефективного планування фінансових показників цієї лінії, а 
предметом – моделі регресійного та дисперсійного аналізів та методи 
інтелектуального аналізу даних для кількісного та якісного оцінювання 
показників. При дослідженні серед інших застосовувалися наступні методи: 
аналіз, синтез, абстрагування, порівняння та узагальнення. 
Практичним результатом роботи є розроблений програмний продукт, який 





РОЗДІЛ 1 АНАЛІЗ ПРЕДМЕТНОЇ ОБЛАСТІ 
1.2 Загальні відомості щодо предметної області 
 
 
На практиці не завжди потрібно визначати результати всіх ресурсів. 
Багато підприємств визначають ефективність тих чинників, які 
вважаються придатними показниками діяльності й успіху підприємства. Отже, 
практичне визначення загальної ефективності завжди потрібно формулювати як 
зосередження на обмеженій кількості ресурсів, які в резульааті вказують на 
успіх підприємства. 
При ізольованому використанні індивідуальні показники можуть не 
створювати об'єктивної картини. Саме зниження ефективності викомристання 
1-ого ресурсу може бути необзхідним для підвищення ефективності 
використання іншого. Такий компроміс бажаний тоді, коли знижжуються 
загалььні витрати, але результат буде втрачено, якщо використовувати будь-
який частковий показник окремо. На основі спостережень наслідків зростання 
загальної ефективності менеджерам можна робити висновки про загальний 
результат ефективності. Якщо вцілому все покращиться. Через можливість 
існування компромысного вибору загальний показник ефектиивності повинен 
оцінювати сукупні фінансові наслідки і, отже, має бути фінансовим 
показником. 
Показники господарської діяльності підприємств, класифікуються за 
групами:  
1) Норми 
2) Показники часу роботи (затраченого на виробництво продукції) 
3) Показники трудових ресурсів 
4) Кількість зворотніх відходів 
5) Показники виробництва 
6) Фінансові показники  
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7) Якість виробів тощо. 
Показники господарської діяльності підприємницьких структур часто 
можна об'єднати в певну систему (рис. 1.1). 
 
Тому потрідно застосувавати у підприємницькій діяльності різні 
показникы щодо господарських операцій і процесів, це дає змогу всеоб’ємно 
відображати різні особливості діяльності підприємств, контролювати їх та 
визначати реальні всебічні результати цієї діяльності. 
Кожний обраний показник діяльності підприємства звісно має об'єктивну 
основу й економічний зміст, він повинен відображати процес розширеного 
відтворення і його основні елементи: виробництво, витрати, розподіл, обмін і 
споживання. Діаграма найважливіших чинників, що визначають ефективність 
виробництва, продемонстровано на рис. 1.2. Кожниц показник системи оцінки, 





1.2 Аналіз об’єкту дипломної дисертації 
 
 
Що ми будемо аналізувати, та яку систему підтримки прийняття рішення 
ми будуємо. На кондитерському виробництві основна діяльність це вироблення 
цукерок, як ми розуміємо при великих тонажах їх виготовляють не вручну, а 
великими, потужними лініями. Ці лінії потребують великої уваги як 
висококваліфікованим обслуговуючим персоналом, так і уваги менеджерів які 
визначають куди витрачати гроші: на модернізацію якогось вузла, чи на 
навчання персоналу чи інше.  
Тому, виберемо одну лінію на прикладі якої ми продумаємо систему для 
прийтяття рішення. 
Для початку проаналізуємо які причини зупинок того чи іншого вузла 
можуть бути (для коректного проектування будь-якої іншої лінії): 
1) Тип продукту (наприклад, продукти з вкрапленнями більш складні у 
виробництві) 
2) Помилка обслуговуючого персоналу 
3) Погана сировина чи етикет 




До чого призводять зупинки, та чому цьому явищу потрібно приділяти 
увагу: 
1) Збільшення зворотніх відходів. Зворотні відходи є двох типів ті що 
можно переробити, та ті що ми повинні викинути. І той і той випадок 
впливає на наші витрати. Тому будемо рахувати витрати від зворотних 
відходів, як вартість сировини яка входить до цих зворотніх відходів. 
2) Заробітня плата персоналу який чекав поки лінію запустять знов. 
3) Час який не вироблялась продукція, тобто як недовипущена продукція = 
недоотриманий прибуток  
4) Вірогідність, що працівник звільнеться, і нам знову прийдеться витрачати 
ресурси на його навчання 
Які основі важелі впливу ми пропонуємо: 
1) Збирати статистику по відмові устаткування, аналізуючи яку можна 
запобігти більшості раптових зупинок. 
2) Навчати персонал, навчати працювати на різних лініях тим самим 
збільшувати досвід працючих 
3) Впроваджувати первинний контроль якості етикету чи сировини. 
Проаналізувати чи є залежність від ціни на етикет на якість етикету, якщо 
так то визначити що вигідніше: економити на етикеті, чи зменшити 
кільсть зупинок і як наслідок зменшити зворотні відходи. 
Ці кроки дозволять мінімізувати витрати. 
Для того, щоб побудувати модель системи виробнича лінія визначимо 
фінансові показники які будуть показниками ефективності розподілення 
витрат: 
1) Для того щоб прийняти рішення, чи виробляти складний продукт, який 
невід’ємно тягне за собою великі зворотні відходи, ми беремо 
маржинальність продукту 
2) Для оцінки ефективності вкладання грошей у модернізацію чи навчання 
персоналу беремо окупованість.  
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На основі вищевикладених причин проблеми шляхів вирішення спробуємо 













Як вже було сказано вище ми маємо три проблеми тобто три 
невизначенності. З кожною з цих невизначеностей великі виробництва 
поступають по різному. Наприклад, компанія, що робить Chupa-Chups, як 
можна помітити робить один максимум два види продукції. Це робиться для 
того щоб запобігти першій проблемі – складності продукту. Відточучи 
майстерність на одному-двох продуктах компанії мінімізують свої витрати тим 
самим захищають себе від неочікуваних затрат. 
Друга проблема у європейських фірмах виникає рідше за українських, тому 
що їм дуже важливо виглядати якісно на полицях, тому їх рішення це не 
ризикувати на економії на етикеті, а просто обрати 1-2 постачальників та 
купляти стабільно дорогий, але якісний етикет. 
Підвищення кваліфікації співробітників це дуже розповсюджений метод, 
фірми що піклуються про співробітників залююбки вкладають у них гроші 
через це відчувають потужний фідбек. Ця методика діє не тільки у лінійному 




























що завжди є ймовірність, що співробітник пройшовши навчання може піти з 
фірми. Тобто потрібно оцінити вірогідність, що співробітник піде з компанії, 
гроші будуть витрачені даремно. 
 
1.4 Постановка задачі дослідження 
 
 
Мета магістерської дисертації є дослідження та покращення, вдосконалення 
існуючих методів аналізу і прогнозування витрат на виробничій лінії, розробка 
програмного забезпечення для попередньої обробки даних і побудови моделей 
дисперсійного та коваріаційного аналізів, а також лінійно-імовірносних 
моделей для оцінки ймовірності втрати співробітника, та перевірка побудованої 
моделі на адекватність.  У рамках дисертації було зроблено, вирішено наступні 
задачі:  
- розроблено архітектуру системи підтримки прийняття рішень (СППР) для 
аналізу, моделювання та прогнозування залежності витрат від існуючих 
факторів;  
- розробити програму для побудови лінійно-імовірносної моделі для оцінки 
додатков витрат;  
- протестовано комп’ютерну програму на реальних даних з виробництва та 
проведено порівняльний аналіз з іншими методами.  
Для вирішення цих задач необхідно було досліджувати вже існуючі 
інтелектуальні рішення для вирішення задач керування фінансовими ризиками. 
Об’єкт дослідження – статистичні дані щодо рівня зворотніх відходів, кількості 
зупинок та тривалості простоїв виробничої лінії, які потребують якісної, 
впевненної аналітичної обробки та є необхідними для побудови моделей та 
прийняття рішень при визначені мінімумів витрат. Предмет дослідження – 
математичні методи побудови моделей оцінки, а саме: дисперсійний аналіз, 
коваріаційний аналіз, логіко-імовірносна модель. 
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Висновки до розділу 1 
 
 
У першому розділі було сформульовано проблему дисертації. Було 
визначено основні причини та шляхи вирішення цих проблем. Далі розглянемо 
математичний апарат завдяки якому ми будемо вирішувати поставлені 
проблеми, та на основі якого будемо будувати систему підтримки прийняття 
рішення. Також у першому розділі було розглянуто як вирішують схожі 





РОЗДІЛ 2 Методика прогнозування 
2.1 Методи дисперсійного аналізу 
 
Чітке розуміння математичної моделі ДА ( дисперсійного аналізу) допомогає 
зрозуміти необхідні обчислювальні операції. А особливо воно є необхідним під 
час обробки даних багатофакторних дослідів, що поєднують значно більше 
джерел варіювання, аніж прості однофакторні досліди. Наприклад, в 
двофакторному досліді, поставленому методом звичайних повторень, сума 
квадратів для варіантів C V розчленовується на 3, а в трьохфакторному - на 7 
компонентів.  
Загальна сума квадратів цих дослідів описується виразом:  
CY = (СА + СВ + САB) + СZ 
CY = (СА + СВ + СC + САB+ САC + СBC+ СABC) + СZ,  
де в дужках вказані вирази – сума квадратів досліджуваних трьох факторів 
А, В  та С.  
Багатофакторний дисперсійний комплекс - це об’єднання всіх вихідніх 
спостережень, які дозволяють оцінити дію та взаємозв’язок декількох факторів 
ґрунтуючись на статистичних даних, які досліджуються на змінність 
результативної ознаки.  
Эффект взаємодії проставлять ту частину загального переменчивости, яка 
викликана різними діями 1-го фактора при різних градаціях іншого. 
Спаецифічна дія поєднань в експерименті виявляється при одній градації 
першого фактора а другий діє слабо, а при іншій градації він проявляється сил ь 
а й стимулює розвиток результативної ознаки. 
При експерементальних дослідженях можна помітити те, що ефект 
досліджуваних факторів зазвичай більший (ефект синегрії) чи менший ( 
антагонізм) аніж сума цих ефектів, застосованих поріізнь. Відповідно робимо 
висновок про існування взаємодії факторів . Якщо в первому разі воно носить 
позитивний хакартер, то в другому-  кардинально протилежний. У випадку, 
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коли досліджувані фактори не взаємодіють,  надбавка за спільне їх 
застосування рівне сумі приросту від окремого впливу. Інакше це явище 
називають аддитивізмом.  
ДА даних багатофакторного комплексу складається з двох етапів.  
Перший етап. Розкладається загальна варіація ознаки на варіювання 
варіантів та залишкове.  
C Y = C V + C Z. 
Другий етап. Сумму квадратыв відхилення для варіантів розкладають на 
компоненти, відповідно до джерел варіювання, а саме: головні ефекти 
досліджуваних факторів, їх взаємодія та наслідки.  
У випадку двофакторного досліду вираз прийме значення:  
CV = CA + СB + CAB,  
А при трьофакторному:  
CV = CA + СB + СC + CAB + CAC + CBC + CABC.  
ДА двуфакторного аналізу вивчення градацій фактора А та градацій фактора 
В ( враховуючи варіантів 1 А та В),  що проводяться n разів, складаються з 
таких етапів:  
Перший етап. Визначаємо суму та середні за кожним з варіантів, загальну 
суму та середній урожай  виходячи з досвіду.  
Другий етап. Обчислуються загальна сума квадратів відхилень, сума 
квадратів для варіантів та залишків 





















Для обрахування сумм квадратів за такими чинниками А, В і взаємозв'язок 
дії АВ складається допоміжна таблиця, в яку записуються сумми за варіантами. 
Підсумовуючи цифри, знаходяться суми А, суми В і обчислюються суми 
квадратів відхилень для головних ефектів і взаємодії. 























Суму квадратів взаємодії факторів А та В – різниця при ( А-1) та ( В-1) 
ступенях свободи 
BAVAB CCCC   
 У таблиці 1 продемонстровано приклад таблиці дисперсійного аналізу, до 
якої записують суму квадратів та визначають фактичні значення критерію F на 
її основі 



















Фактора А       
Фактора В       
Взаємодія        
Випадкова       
Загальна       
 
Доцільне  використання ДА для обробки статистичного матеріалу 
передбачає однорідність дисперсій за вибірками, нормальне або близько до 
нього розподіл варіюють величин, значення кількості отримують незалежно 
одне від іншого. У дослідженнях незалежність порівняння досягається 
випадкуваннями розміщеним варіантів в досвіді і випадковим відбором проб до 
вибірки. Коли є підстави припускати неоднорідність дисперсій по вибіркам, про 
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що зазвичай свідчать великі відмінності в варіюється, то рекомендується 
трансформувати вихідні дані.  
Найбільш підходящі і найчастіше застосовуються перетворення наступні: 
- Логарифмічні - кожне значення X трансформується в lgX або в ln (X - l), 
якщо деякі спостереження дорівнюють нулю; 
- трансформація даних підрахунку чисельності шляхом знаходження 
квадратного кореня із X, т. е. X або 1X , коли декілька спостережень 
дають нульові або дуже невеликі значення. 
Перетворены значення обробляються за схемою дисперсыйного аналызу ы 
пысля проведених оцынок переходять назад до первинних одиницях вимыру. 
Середны, отриманы в процесы перетворення, будуть дещо выдрызнятися выд 
середных, отриманих за вихыдними даними, але рызниця зазвичай не велика, ы 
быльш правильним середным буде значення, отримане зворотним переходом. 
Всы кынцевы результати дисперсыйного аналызу можна отримати без 
обчислення дисперсый, на основы тыльки сум квадратыв. 
У дисперсійному аналізі ортогональних комплексів застосовуються адитивні 
властивості часткових дисперсій – сума квадратів цент. відхилень, що 
запусуються у вигляді:   
СV + СZ = СY,  СА + СB + САВ + СZ = СY. 
 
На властивості адитивності часткових дисперсій ґрунтується закон 
розкладання загальних дисперсій в ортогональних комплексах.  





































Кожне відношення показує долю участі окремої приватної дисперсії в 
навчанні загальної. 
Відштовхуючись від того,що кожну приватну дисперсію спів ставляють 
відповідному приватному впливу, то ставленні приватної до загальної дисперсії 
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оцінює долю цього впливу на загальний статистичний вплив усіх чинників, які 
встановлюють розвиток даної результативної ознаки.  
Відповідно, частка, що виражається у відносних одиницях чи відсотках, 
кожної приватної дисперсії у загальній сумі приймається як показник впливу, 
що характеризує дану приватну дисперсію – чи однією з факторіальних, чи 
випадковою.  
 
Якщо взяти,  наприк лад, в однофакторном комплексі, то чим більшу частку 
в загальній дисперсії займає її факторіальна частина (СV/СY), тим більше буде 
частина загальної різноманітнопсті, яка обумовлена різноманітністю градацій 
фактора, а це саме і означає, що фактор діє набагато з більшою силою, 
залишаючи на частку випадкових впливів меншу частину загального 
різноманітності ознаки. 
Таким чином, робимо висновок, що сила впливу фактора (факторів) в ДА 









Через те що цей показник відображає головний закон розкладання загальних 
дисперсій і основну аддитивну властивість часткових дисперсій, а також 
складено з основних елементів дисперсійного аналізу, то ставлення однієї з 
факторіальних дисперсій (позначення СV, СА, СB, САB) або випадкової 
дисперсії (поззначено CZ) до загальної (СY) можна назвати головним 
показником сили впливів факторів - організованих і неорганізованих.  
Корінь квадратний з головного показника сили впливу в однофакторних 
комплексах це 
2 
  - є пірсоновське кореляційне відношення, символ 
якого η перейшов на сучасний показник - сили впливу. 



















Сума цих показників дорівнює одиниці: 
122  ZV   
В 2-охфакторном комплексе определяются пять видов влияний: 








































Якщо ми спробуємо інтерпретувати показники четвертого і п'ятого впливів у 
двофакторний дисперсіонний комплекс то будемо це проводити так само, як і в 
однофакторному комплексі: чим більше 
2
V , следовательно, чим менше 
2
Z , тим 
сильніше проявляється сумарна дія обох організованих факторів. 
Інтерпретацію перших трьох впливів у двофакторному комплексі краще 
починати з показника який називаєтсья показник впливу поєднань градацій. 
Цей показник позначаємо
2
AB  завжди настільки більше нуля, наскільки 
сильно дія одного чинника залежить від дії (градацій) іншого. 
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Найменше значення це 
2
AB = 0 ми можемо отримати якщо виходить, коли 
один фактор діє абсолютно однаково при будь-яких градаціях іншого. 
Найбільше значення досліджуємого  показника дорівнює показнику 
22
VAB   сумарного впливу організованих факторів: 
22
VAB   . Це трапляється, 
коли дія 1-го фактора при 1-ій градації іншого чинника строго протилежна його 
дії при інших градаціях наступного фактора. 
У таких крайніх випадках виходять дуже низькі показники часткових 
впливів першого фактора 
2
A  або другого 
2
B , або того й іншого - вони 
наближаються до 0, але це не пов'язано зі слабкою дією кожного фактора 
окремо. 
Якщо розглянути 0
2 A , 0
2 B ,
22
VAB     то можна побачити як дія 1-го  
фактора настільки сильно залежить від дії другого, що стає неможливим 
вивчати і використовувати вплив першого фактора без урахування впливу 2-
гого. 
Показники сили впливу кожного фактора в 2-охфакторному комплексі які 
ми позначили 
2
A  та 
2
B  мають особливе значення, вони залежать від сили 
поєднання їх градацій: 
2
AB . 
Якщо показник поєднання градацій невеликий 0
2 AB , то показники 
часткових впливів факторів (
2
A  та 
2
B ) мають стандартне зручне значення: чим 
вони більші, тим сильніше вплив фактора. 
Нужно только помнить, що сила кожного фактора окремо вимірюється в 
дисперсійному комплексі при усередненому дії градацій іншого чинника, що 
рівносильно известному вимозі вивчати варіанти впливів «при інших рівних 
умовах». 
У тих випадках, коли зростає вплив поєднання градацій обох факторів 
(
22
VAB   ), вже не можливо за показниками (
2
A  та 
2
B ) судити повною мірою 
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про силу відповідних впливів. Як вже згадувалось, в таких випадках можливі 
дуже низькі показники сили статистичного впливу кожного фактора окремо 
при дуже помітному їх фізіологічному вплив на результативну ознаку. 
В таких случаях сильна дію одного чинника має протилежний зміст у різних 
градаціях другого чинника. При усередненні таких протилежних дій виходить в 
більшій чи меншій степені нивелирование вимірювань сили впливу, а це у свою 
чергу призводить до зменшення показників сили приватного впливу кожного 
фактора окремо. 
Точнісінька формула помилки основного показника сили впливу до сих пір  
не знайдена. В 1-офакторних комплексах, коли помилка репрезентативності 
визначається тільки для 1-го  показника факторіального впливу, допустимо  





























, де використанний індекс i – це V, А, В або АВ. 














В цьому випадку для 2-охфакторного комплексу проводиться ряд дій: 





2) Множиться на число ступенів свободи 




Якщо розглядати запропоновану помилку репрезентативності основного 
показника сили впливу то вона має істотні відмінності від звичайних помилок 
вибіркових показників. Відношення основного показника сили впливу до цієї 










Вона недорівнює критерію Стьюдента (як звичайно), а дорівнює критерію 
Фішера при 2-ух ступенях свободи:  
ν1 = r - 1,  
ν2 = N - r. 
Використання пропонованої помилки для визначення достовірності впливу 
дає точно такі ж результати, як і критерій Фішера. 
Через те, що у запропонованої помилки можна визначити наближено довірчі 
інтервали основного показника сили впливу то це і є основна перевага, бо це не 
можна зробити за допомогою критерія Фішера. 
Ці довірчі граници визначаються за формулою, в якій замість критерію 








Запропонована формула помилки  володіє ще однією важливою властивістю:  
критерій достовірності, отриманий за допогою цієї помилки, враховує 
відмінність в достовірності показників для комплексів різної структури, тобто -  
однакового обсягу, але з різним числом градацій (r) і з різною повторністю (n). 
Якщо, наприклад, було досліджено два комплекси однакового обсягу кількість 
N = 100 з рівним вибірковим показником сили впливу 
2
x = 0,5, але з різною 
структурою r1 = 1, n1 = 49, r2 = 49, n2 = 1, то достовірність показника 1-ого 




У 1-ому комплексі показник впливу отриманий при аналізі двох  часткових 
середніх (r1 = 1), з яких кожна підкріплена сорока дев'ятьома даними (n1 = 49) і 
тому в набагато меншому ступені відображає випадковості у формуванні 
середніх величин. 
У 2-ому комплексі, навпаки, показник впливу отриманий при аналізі 
п’тидесятьох часткових середніх, з яких кожна усереднює лише дві ознаки і 
тому схильна до набагато більшим ступеням випадковості в залученні даних в 
градації. 
Большое отличие в достовірності показника сили впливу в цих 2-ох  
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Тому слід зазначити, що більша відмінність комплексів по достовірності їх 
показників абсолютно не учитивається звичайною помилкою кореляційних 
відносини. Для обох щойно розібраних комплексів помилка репрезентативності 



















Основним показнмиком сили впливу буде дорівнювати частці одного 
доданка від всієї суми доданків. Цей показник дорівнює квадрату кореляційних 
відносини. Тобто ми маємо дві причини чому показник сили впливу завжди 




x , коли всі часткові середні по градаціях комплексу виявилися 
однаковими, рівними загальної середньої. Найбільша величина показника 
12 x , коли всі дані всередині кожної градації однакові і рівні своєї приватної 
середньої. 
Тільки в одному випадку основний показник сили впливу може ставати 
менше нуля або більше одиниці, це випадок коли при визначенні довірчих меж 
генерального параметра на основі нечисленного вибіркового комплексу, при 
великій різноманітності значень досліджуваного ознаки. 
У всіх інших випадках (коли не визначаються довірчі кордону) отримання 
показника сили впливу негативного або більше одиниці завжди вказує або на 
помилку рахунку, або на порочне метод визначення сили впливу. 
Основний показник сили впливу, отриманий у вибірковому дослідженні, 
характеризує, перш за все, ту ступінь впливу, яка реально, насправді, 
проявилася в групі досліджених об'єктів, і як первинний факт підлягає 
безпосередньому вивченню і включенню в загальну ланцюг спостережень, 
зіставлень і розкриття причин. 
У той же час матеріали вибіркового комплексу, в якому визначено основний 
показник сили впливу, можуть бути використані також і для оцінки 
відповідного генерального параметра, т. Е. Ступеня впливу, властивої 
загальному комплексу генеральних сукупностей, відповідних градаціях 
вибіркового комплексу. 
Оцінка генерального параметра не може бути проведена шляхом простого 
прирівнювання його до того показника сили впливу, який виявлений у 
вибірковому комплексі. Прогноз генеральних параметрів сили впливів за 
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вибірковими показниками завжди може бути зроблений з більшою або меншою 
похибкою, неминучою при аналізі будь-якого вибіркового комплексу. 
Вийшло в комплексі різноманітність приватних середніх ніколи точно не 
відповідає різноманітності генеральних середніх внаслідок звичайних помилок 
репрезентативності при випадковому наборі об'єктів і даних в градації. 
Ця неточність в крайніх випадках може привести до великої різноманітності 
вибіркових приватних середніх при дуже незначних відмінностях або навіть 
повної рівності відповідних генеральних середніх по градаціях комплексу. У 
подібних випадках вибірковий показник сили впливу дає перебільшену 
характеристику сили впливу в генеральному комплексі. 
Можлива й інша крайня похибка, коли випадковості набору об'єктів і даних 
в градації вибіркового комплексу призведуть до дуже малої різноманітності 
вибіркових часткових середніх при великій різноманітності відповідних 
генеральних середніх. У подібних випадках вибірковий показник сили впливів 
дасть зменшенний  прогноз генерального параметра сили впливу. 
Ошибки  в оцінці генерального параметра з вибіркового показника э у  
кожному вибірковому дослідженні, в тому числі і вибіркового дисперсійному 
аналізу. Тому, як і у всякому вибірковому дослідженні, при дисперсійному 
аналізі сили впливів визначаються показники, що допомагають з'ясувати 
можливу величину помилок прогнозу генеральних параметрів за вибірковими 
показниками. 
Перелік помилок репрезентативності в ДА проводиться в формі критерію 
достовірності вибірковому показнику і довірчих меж генерального параметра 
сили впливу. В основі врахування цих помилок репрезентативності лежать 
наступні закономірності. 
Отличие різноманітності вибіркових середніх від різноманітності 
відповідних генеральних середніх не може бути безмежним. Наприклад, за 
однакової кількості генеральних середніх різноманітність відповідних 
вибіркових середніх не може бути більше певної величини, яку можна 
встановити при проведенні аналізу вибіркових дисперсійних комплексів. 
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При повній рівності генеральних часткових середніх різноманітність 
вибіркових часткових середніх не може бути більше особливого показника - 
критерія Фішера при заданій ймовірності безпомилкових прогнозів. 
Якщо різноманітність часткових середніх в вибірковому комплексі не 
досягає критерія Фішера, це означає що це вибіркова різноманітність могла 
вийти в порядку випадкових відхилень від нульової різноманітності 
відповідних генеральних середніх. У таких випадках вибіркой показник сили 
впливів недостовірний, а прогноз генераного параметра невизначений, тому що 
не відкидає і не підтверджує впливу фактора в генеральному комплексі, при 
масовому застосуванні чинника. В таких случаях, при недостовірності 
показника сили впливу, емпіричний показник цілком прийнятий при 
характеристиці впливу тільки в межах вивченого комплексу і не може бути 
використаний для встановлення наявності або відсутності впливу в 
генеральному комплексі. 
Якщо перечень часткових середніх в вибірковому комплексі дорівнює чи 
перевищує критерій Фішера, значить, це вибіркова різноманітність, а вона  вже 
не могла вийти внаслідок випадкових відхилень від різноманітності 
відповідних генеральних середніх. З цієї причини різноманітність часткових 
середніх перейшло допустимий поріг, який визначається критерієм Фішера, що 
і вказало на достовірність досліджуваного впливу. 
Сопоставление емпіричного критерію з його стандартними значеннями може 
дати два різних результати. 
Емпіричний критерій не досягає свого звичайного значення, взятого 
відповідно до встановленого порогом ймовірності безпомилкових прогнозів. 
У таких випадках для необхідної ймовірності неможливо зробити висновки 
як про рівність, так і про відмінність відповідних генеральних середніх, так як 
маленька різноманітність вибіркових часткових середніх може вийти при будь-
якому (великому чи малому, або нульовому) розмаїтті генеральних середніх по 
градаціях комплексу. А це у свою чергу означає, що в таких випадках не можна 
дати певного прогнозу про вплив генерального фактора: залишається 
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нез'ясованим, можна чи ні очікувати із установленою ймовірністю, що при 
масовому застосуванні чинника виходять результати, подібні до тих, які 
отримані в вибірковому комплексі, звичайно, при вивчених градаціях фактора і 
за даних умов. 
Потрібно запобігати двом помилковим думкам про недостовірність 
показника сили впливу. Неправильною буде думка, що отримання 
недостовірного показника сили впливу вказує на те, що «впливу взагалі немає», 
це означаэ що вплив відсутній в генеральних сукупностях. 
Отримання недостовірного показника не може підтверджувати, чи 
заперечувати генеральний вплив. 
Не можна, також вважати, що при отриманні недостовірного показника сили 
впливу в проведеному дослідженні взагалі нічого не отримано і це дослідження 
проведено без будь-якої користі. Це велика помилка. Та міра впливу, яка при 
цьому отримана, цілком відноситься до групи вивчених об'єктів і як 




У деяких випадках вивчення сили впливу проводиться тільки для певної 
обмеженої групи об'єктів, з яких і складається дисперсійний комплекс. У таких 
випадках не ставиться завдання визначити силу генерального впливу, і 
емпіричний показник сили впливу набуває повне значення без визначення його 
достовірності. 
 
Достовірний вплив означає, що вивчений фактор при його масовому 
застосуванні в певних градаціях і в умовах буде впливати на результативний 
ознака з ймовірністю, знайденої при оценки достовірності його сили впливу. 
Більш детально можно прочитати у статті [3]. 





Взагалі для аналізу даних можуть застосовуватися різні методи в залежності 
від поставлених задач та цілей. Статистичні методи аналізу даних призначені 
для їх спрощення, виявлення взаємозв'язків і структур. 
Розглянемо взагальному що таке статистичні методи: 
Статистичні методи – це методи аналізу статистичних даних, тобто яких 
назбирали певну велику кількість. За своїм походженням вони поділяються на 
кількісні і категоріальні. 
Кількісні (метричні) дані є безперервними даними за своєю структурою. Ці 
дані можна поміряти або виміряти за допомогою інтервальної шкали (числова 
шкала, кількісно рівні проміжки якої відображають рівні проміжки між 
значеннями вимірюваних характеристик), або за допомогою шкали відносин 
(крім відстані визначений і порядок значень). 
Категоріальні (Не метричні) дані - це якісні дані тобто у відповідність 
складно поставити числа, вони приймають значення з обмеженим числом 
унікальних значень і категорій. Існує два види категоріальних даних: 
номінальні - використовується для нумерації об'єктів і порядкові - дані, для 
яких існує природний порядок категорій. 
Статистичні методи поділяються на 1-о- і багатовимірні методи. Одномірні 
методи використовуються тоді, коли всі елементи вибірки оцінюються єдиним 
вимірником або якщо цих вимірників кілька для кожного елемента, але кожна 
змінна аналізується при цьому окремо від усіх інших. 
Univariate techniques – це одновимірні статистичні методи статистичного 
аналізу даних у випадках, якщо існує єдиний вимірювач для оцінки кожного 
елемента вибірки або якщо ці лінійок  декілька, але кожна змінна аналізується 
окремо від усіх інших. 
Одновимірні методи (рис. 2.1) можна класифікувати на базі  того, які дані 
аналізуються: метричні або не метричні. Metric data вимірюються по 
інтервальній або відносній шкалі. Nonmetric data оцінюються за номінальною 
або порядкової шкалою.  
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Потім ці методи ділять на класи на основі того, скільки вибірок - одна, дві 
або більше - аналізується в ході дослідження. Варто відзначити, що число 
вибірок визначається тим, як ведеться робота з даними для конкретного аналізу, 
а не тим, яким способом збиралися дані. 
 
Рисунок 2.1 Класифікація одновимірних статистичних методів 
Порівняння середніх це один із способів виявлення взаємозв'язку між всіма 
змінними - ознаки, що характеризують досліджувану сукупність об'єктів. Якщо 
при розбитті об'єктів дослідження на підгрупи за допомогою категоріальної 
незалежної змінної (категоріального предиктор) підтверджена гіпотеза про не 
рівність середніх деякої залежної змінної (так званий відгук) в підгрупах, то це 
означає, що існує стохастична взаємозв'язок між залежною змінною і 
категоріальним предиктором. 
Так, наприклад, якщо встановлено, що не вірна гіпотеза про рівність 
середніх показників фізичного і інтелектуального розвитку дітей в групах 
матерів, курили і не палили під час вагітності, то це означає, що існує 
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залежність між куріінням матері дитини в період вагітності і його 
інтелектуальним і фізичним розвитиком. Найбільш загальний метод порівняння 
середніх - дисперсійний аналіз (ANOVA). ДА який більш детально 
розбирається вище можна визначити як параметричний, статистичний метод, 
призначений для оцінки впливу різних категоріальних факторів (предикторів) 
на результат експерименту, а також для подальшого планування експериментів. 
Тому в дисперсионном аналізі можна досліджувати залежність кількісної 
ознаки – відгуку від одного або декількох факторів і їх комбінацій. У 
термінології пакета STATISTICA категоріальні предиктори і їх комбінації 
називаються ефектами. Дисперсійний аналіз дозволяє побудувати регресійну 
модель залежності відгуку від ефектів 
Регресійний аналіз дозволяє досліджувати залежність кількісної ознаки 
/відгуку від однієї, або декількох незалежних кількісних факторів (предикторів) 
і побудувати математичну модель залежності, яка називається рівнянням 
регресії.  
Якщо порівняти, то дисперсійний та регресійний аналіз коваріаційний аналіз 
(ANCOVA) - розділ аналізу даних, мета якого дослідити характер взаємозв'язку 
між залежною величиною - відгуком і набором кількісних і якісних незалежних 
величин – предикторів і побудувати регресійну модель, тобто він є синтезом 
регресійного і дисперсійного аналізу. Не залежні кількісні змінні, що 
відносяться до інтервальної шкали або до шкали відносин (метричної), 
називаються коваріатамі. Тому, як коваріат має  використовуватися 
безперервна величина, або дискретна (порядкова) з великою кількістю значень. 
Якщо в дисперсійному аналізі оцінюється ступінь випадкової мінливості 
відгуку з боку ефектів - категоріальних предикторов і їх комбінацій, то в 
коваріаційного аналізу оцінюється ступінь мінливості відгуку також і з боку 
безперервних предикторів, званих коваріатамі. 
Відносно коваріат робляться припущення про те, що вони поряд з ефектами 
обумовлюють деяку частку варіації (мінливості) залежною змінною. Якщо 
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ступінь мінливості відгуку від коваріат велика, то ми говоримо про статистично 
значущому впливі коваріат на відгук. 
Коваріаційний аналіз на відміну від методу загальні регресивні моделі 
дозволяє оцінити статистичну значущість впливу коваріат на відгук при 
виключенні мінливості відгуку з боку ефектів, тобто в припущенні, що ефекти 
приймають фіксовані значення; і при виключенні мінливості відгуку з боку 
коваріати, тобто в припущенні, що коваріата приймає фіксоване значення. 
В силу викладених обставин, коваріаційний аналіз є сенс проводити, якщо 
попередньо встановлено наявність статистично значущої взаємозв'язку між 
відгуком і ефектами - категоріальним предикторами і їх комбінацією за 
допомогою непараметричної кореляції або дисперсійним аналізом. Якщо 
значущою взаємозв'язку немає, то для оцінки ступеня впливу коваріат на відгук 
досить скористатися звичайним регресійний аналізом. 
Аналогічно, за допомогою регресійного або кореляційного аналізу доцільно 
встановити наявність статистичного взаємозв'язку між відгуком і коваріатамі. 
Якщо такого взаємозв'язку немає, то для оцінки впливу ефектів на відгук 
досить скористатися звичайним дисперсійним аналізом. 
Коваріаційний аналіз  - сукупність методів математичної статистики, що 
відносяться до аналізу моделей залежності середнього значення деякої 
випадкової величини одночасно від набору (основних) якісних факторів і 
(супутніх) кількісних факторів . Фактори задають поєднання умов, при яких 
були отримані спостереження , і описуються за допомогою індикаторних 
змінних, причому серед сопутствующих і індикаторних змінних можуть бути як 
випадкові, так і невипадкові (контрольовані в експерименті). 
Якщо випадкова величина є вектором, то говорять про багатовимірному 
коваріаційного аналізу . 
Коваріаційний аналіз часто застосовують перед дисперсійним аналізом , щоб 
перевірити гомогенність (однорідність, представництво) вибірки 
спостережень за всіма супутнім факторам. 
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Більшість теоретичних та прикладних проблем коваріаційного аналізу 
відносяться до лінійних моделей.  Зокрема, якщо 
аналізуються спостережень з супутніми 
змінними , можливими типами умов 
експерименту , то лінійна модель відповідного коваріаційного 
аналізу задається рівнянням: 
 
Де зазначені  , індикаторні змінні, а  рівні одиниці, якщо -е 
умова експерименту мала місце при спостереженні , і рівні нулю в іншому 
випадку. Коеффіцієнти визначають ефект впливу -ї умови,  - значення 
супутньої змінної , при якій отримано спостереження ,  - значення 
відповідних коефіцієнтів регресії за ,  - незалежні випадкові помилки з 
нульовим математичним очікуванням. 
Вищенаведена формула задає лінійну модель 1-офакторного коваріаційного 
аналізу з  незалежними змінними і  рівнями фактора. Якщо включити в 
модель додаткових чинників то в правій частині рівняння з'являться доданки, 
що відповідають за ефекти рівнів нововведених в модель факторів. Коефіцієнти 
регресії в наведеній формулі не залежать від якісних факторів. Це включає 
припущення, що лінійна залежність має однакові коефіцієнти для кожного 
значення якісного фактора. 
Основне назначение коваріаційного аналізу - використання в побудові 
статистичних оцінок ; і статистичних критеріїв для перевірки 
різних гіпотез щодо значень цих параметрів. Якщо в моделі були 
такі , то вийде модель дисперсійного аналізу , якщо ж 
виключити вплив не кількісних факторів (покласти ), то вийде 
модель регресійного аналізу . 




Якщо йдеться про одну змінну ( ) то цю гіпотезу можна інтерпретувати 
в такий спосіб: 
 За припущеннями лінійної моделі коваріаційного аналізу для кожного рівня 
фактора криві регресії залежної змінної на сопутствующую 
змінну паралельні. Гіпотеза передбачає, що ці криві збігаються. 
Зазвичай ця гіпотеза перевіряється за допомогою критерію Фішера в 











2.2 Лінійна імовірнісна модель 
 
ЛІМ – це лінійна імовірнісна модель формою якої є лінійна регресія, в якій 
залежна змінна набуває значення 0 або 1, якщо подія відбулась чи не відбулась.
  
Запишемо модель у формальному математичному вигляді: 
 
Якщо ми застосовуємо лінійну імовірнісну модель, то треба бути 
обережними бо є ряд недоліків:  
а) існують випадки коли залежна змінна може набувати значення поза 
межами інтервалу від  [0, 1];  
б) ЛІМ можна застосовувати до змінних, які приймають тільки неперервні 
значення;  
в) будьь-які процеси – кредитування, чи виробництва частіше 
характеризуються нелінійними залежностями, а це потребує застосування вже 
моделей зовсім інших структур.  
Тому існують можливі способи виправлення вищезазначених проблем:  
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а) За допомогою обраного порогу відсікання (наприклад, 0.5) можна 
трансформувати результуючі значення залежної змінної: 
 
 
2.4 Збір даних 
 
 
Самий перший з основних етапів побудови будь-яких моделей є збір 
достатньої кілыкості репрезентативної вибірки даних. В цылому точність 
прогнозу та успіх розробленої системи залежить від якості вихідних даних. Для 
побудови прогнозуючих та оцінюючих моделей необхідно використовувати 
надійні і очищені  дані з мінімально допустимою кількістю «поганих» і 
«хороших» записів. Об’єм необхідних даних визначається за допомогою вимог 
статистичної значущості і випадковості, але взагалі може бути різним.  
Для вирішення практичних задач розробки статистичних моделей, експерти 
рекомендують використовувати не менше 2000 «поганих» та 2000 «хороших» 
записів про події, які вибираються випадковим чином з загальної історії роботи 
лінії. Потрібно убрати з вихідних даних інформацію про певний тип змін. Це 
можуть бути нетипові зміни, такі як техзапуски чи створення нового продукту 
тощо. Також треба виключити з бази зміни з дуже маленькою виробітком, тому 




2.5 Визначення та обробка пропусків 
 
 
Зазвичвай історичні дані харак теривзуються віддсутністю девяких 
необхідних значень або, навпаки, присутністю значень, що є некоректними та 
не можуть описувати ту чи іншу характ еристику. Це можуть бути поля, знач 
ення яких більше не вик ористовуються, або не були зафіксовані, або ж які були 
недоступні чи не були заповнені позич альниками тобто пропущенні значення; 
а також неправильно введені дані, викиди або значення, що дуже виділяються, 
тобто помилкові, некоректні дані.  
Є кілька методів для обробки даних з такими знач еннями, наприклад:  
а) виключити з аналізу всі дані з пропущеними значен нями, оскільки аналіз 
ведеться по всім змінним. У в падку роботи з реал ьними фінансовими даними 
такий спосіб в більшості випадків вилучає занадто багато даних;  
б) виключити з моделі характесристики чи записи, в яких доля пропущених 
значень є більше заданого порога (наприклад, 20%);  
в) включити до аналізу нову характаеристику (ідентифікатор), що 
відображає наявність пропуску по атрибуту клієнта;  
г) замінити пропуще ні значення, базуючись на середньому значенні, або 
прогнозув анні (наприклад дерева рішень чи регресійні методи), або статим 
стичних спеціалізо ваних мето дів (синтетичний розподіл) 
2.6 Оцінка кваліфікації співробітника 
 
 
Для того щоб знаходити залежності між рівнем ЗВ, чи тривалостями 
простоїв від співробітників потрібно відокремитись від працюючих конкретних 
людей, а якось кластеризувати співробітників. 
Які дані в нас є: 
 Пол (м/ж) 
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 Вік (кількість повних років) 
 Стаж роботи (кількість повних років у компанії) 
 Освіта (неповна вища/повна вища/середня/професійно-технічна) 
 Бали за іспит 
Іспит поділен на 5 частин: 
 Теорітичні питання. Основи технології кондитерського виробництва 
 Теорітичні питання. Експлуатація, ремонт, техобслуговання 
 Теорітичні питання. Загальні питання у сфері 
 Практичні завдання. Завдання на сбірку розбірку деталей 
 Практичні завдання. Ескізування 
За результатами проходження іспитів ми можемо кластерізувати наших 
співробітників. Це дає змогу на пошук заледностей між так званою 
кваліфікацією та витратами. 
Наведемо декілька цікавих та корисних фактів. На рис. 2.6.1 наведено дані 
щодо розподілу кількості працівників в залежності від віку. Бачимо 




Рисунок 2.6.1 Розподіл кількості робітників за віком 
На рисунку 2.6.2 залежність кількості загально набраних балів від віку 
працівника. Бачимо також трохи зміщення до 30-35 років. Цікаво побудувати 
залежність між теоритичними балами та практичними і віком працівника. 
Першою є гіпотеза про високі теоритичні бали у молодих людей, та високі 



















Рисунок 2.6.2 Залежність кількості теоритичних та практичних набраних 
балів від віку працівника. Червоне – практичні бали, Синій - теоритичні 
 
Як бачимо, є тенденція більш досвідчених у практиці більш старших 
людей, а от гіпотези про високі теоритичні бали у молодих не справдилася. Це 
може бути спричинено різними факторами. Наприклад, більш старші люди 
мають більше зобов’язань, тому відповідальніше відносяться до тестувань та 
іспитів. 
Наступний розподіл який подано на рисунку 2.6.3 є також дуже цікавим. 
Це взаємозвязок стажу та оцінок. Бачимо, що чим більший стаж – тим більше 
показники. Випадок з 13 роками стажу та низькими показниками оцінок є 








Рисунок 2.6.3 Залежність кількості теоритичних та практичних набраних 
балів від стажу працівника. Червоне – практичні бали, Синій - теоритичні 
 
Рисунок 2.6.4 показує взагальному які похибки при оцінюванні в нас можуть 
бути. От наприклад, ми бачимо, що із стажем роботи в 13 років в нас одна 
людина. Тобто ця яма на попередніх графіках нам не дуже інформативна. З 
























Рисунок 2.6.6 Середній бал группи за відповідними рівнями освіти 
 
 
Рисунок 2.6.6 є наглядним доказом, що повна вища освіта є деяким 
аргументом у житті. Як би не навчався учень, всеодно щось відкладається у 
голові.  
А от на рисунку 2.6.7 гарно бачити розподіли яки вище були зазничені але 





Рисунок 2.6.7 Середні бали по практичній та теоритичній частині в 









Висновки до розділу 2 
 
 
В другому роздiлi ми розглянули iснуючі математичні методи 
прогнозування, якi у подальшому ми будемо викoристoвувати для oцiнювання 
фактoрiв вирoбництва, а саме дисперсiйний аналiз, лiнiйна iмoвiрнiсна мoдель, 
кoварiацiйний аналiз, байєсoвськi мережi. Метoд дерева рiшень є дoсить 
зручним спoсoбoм вiзуаалiзацiї прoцесу прийняття рiшенн. За допогою нього 
ми бачимо по яйких гілках ми йдемо тобто на якому етапі зараз ми 
знаходимося.   
Для можелей у яких присутні великі oб’єми даних, якi мoжуть приймати 
ширoкий дiапазoн значень, пoбудoвана мoдель дерева рiшень буде дoсить 
складнoю. Для цього булo рoзглянутo рiзнi алгoритми пoбудoви дерев piшень. 
Було рoзглянутo ЛІМ (лiнiйну iмoвiрнiсну мoдель) у фoрмi лiнiйнoї регресiї, 
вона є дoсить прoстoю у пoбудoвi та рoзрахунках. Дана мoдель має ряд 
недoлiкiв. Булo запрoпoнoванo спoсoби вирiшення певних недoлiкiв . У рoздiлi 
наведенo алгoритми, якi викoристoвують для пoбудoви та навчання лoгiстичнoї 
регресiї.  
Дoслiдженo прoцес пoпередньoгo аналiзу i oбрoбки даних для того щоб 
правильно проводити аналіз даних, який включає в себе: збiр даниих, oбрoбку 
прoпускiв, визначчення цiльoвoї змiннoї, вiдбiр найбiльш значущих змiнних. 
Для використання різних математичних методів запрoпoнoванo метoд 
перетвoрення категoрiальних змiнних у числoвi, наприклад для побудови 
регресійних моделей. Такoж були рoзглянутi критерiї oцiнки якoстi oтриманих 
прoгнoзуючих мoделей: загальна тoчнiсть мoделi, пoмилки 1-гo й 2-гo рoду. 
Oстаннi oсoбливo важливi з пoгляду фiнансoвoї устанoви, oскiльки пoмилка 1-
гo рoду oзначає, щo підприємство втратить певну суму грoшей, а пoмилка 2-гo 
рoду oзначає, щo підприємство не дooдержить деякий прибутoк. 
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РOЗДIЛ 3 СИСТЕМА ПIДТРИМКИ ПРИЙНЯТТЯ РIШЕНЬ ДЛЯ 
ВИЗНАЧЕННЯ ПРИЧИН ВИТРАТ НА ВИРOБНИЧIЙ ЛIНIЇ 
3.1 Перевiрка на нoрмальнiсть рoзпoдiлу звoрoтнiх вiдхoдiв 
 
 
Для тoгo щoб пoчати дисперсiйний аналiз ми пoвиннi бути впевненi, щo 
звoрoтнi вiдхoди пiддаються гаусiвськoму рoзпoдiлу. Для цьoгo пoбудуємo 




Рис. 3.1 Рoзпoдiл звoрoтнiх вiдхoдiв 
Рис 3.2 Пoказники рoзпoдiлу звoрoтнiх вiдхoдiв 
 
Перевiримo гiпoтезу прo залежнiсть рiвню звoрoтнiх вiдхoдiв вiд 
кiлькoстi пoламoк. 
Як пoказую p-value ця залежнiсть є статистичнo значущoю, тoбтo чим 













Plot of Means and Conf. Intervals (95.00%)
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Наступним крoкoм дoслiдимo, чи є залежнiсть рiвню звoрoтнiх вiдхoдiв 
вiд типу прoдукту. Як мoжна бачити на рис 3.3 зв’язoк є та дуже статистичнo 
значущий. 
 




Рис.3.4 Графiк середнiх залежнoстi ЗВ вiд типу прoдукту 
 
Взявши дo уваги, щo цiна звoрoтнiх вiдхoдiв такoж вiдрiзняється мoжна 
зрoбити виснoвoк, щo пoтрiбна бiльш детальнo рoзглянути маржинальнiсть 
рiзних прoдуктiв, та oкупoванiсть цих витрат. 
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Рис 3.5 Звoрoтнi вiдхoди у валютнoму еквiвалентi 
 
Дoслiдимo наступну цiкаву залежнiсть. Це залежнiсть загальнoгo часу 
прoстoїв вiд працюючoї бригади. Тoбтo мoжна сказати вiд рiвня квалiфiкацiї. 
Якщo ця залежнiсть буде статистичнo значущoю, тo мoжна рoбити вже 
дoслiдження за якoю цiнoю буде вигiднo навчати спiвпрацiвникiв для 
зменшення рiвня ЗВ та для збiльшення прибутку. На рисунку 3.6. ми бачимo, 
щo p-value дуже близькo дo 0.05 тoбтo це oзначає щo є залежнiсть 







































































































































Рис 3.7. Залежнiсть хв прoстoю вiд квалiфiкацiї бригади 
 
 
Зупинимoсь детальнiше на рoбiтниках. Кластеризуємo спiврoбiтникiв в 
залежнoстi вiд стажу рoбoти. У першу категoрiю вiднесемo працiвникiв зi 
стажем рoбoти 15 i бiльше рoкiв. У другу вiд 8 дo 15, а третю дo 8 рoкiв. 
Oтримаємo результати на рисунку 3.8 
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Plot of Means and Conf. Intervals (95.00%)
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Рисунoк 3.8. Згрупoванi спiврoбiтники за стажем рoбoти. 
 
Наступним крoкoм є перевiрка гiпoтези прo вплив пoстачальника. Нажаль 
на цiй лiнiї є тiльки три пoстачальника, тoму дoслiдження буде не дуже 
кoректним. Найяскравiшi результати ми пoбачимo на наступнiй лiнiї, де 
пoстачальник грає важливу рoль. 
 






Current effect: F(2, 239)=3.1597, p=.04422
Effective hypothesis decomposition
















Рисунoк 3.10 Графки середнiх пoстачальникiв 
 
Як ми бачимo хoча p-value пoказує статистичну значущoсть, але це не так 
явнo як ми це пoбачимo на прикладi iншoї лiнiї. 
Друга лiнiя шoкoладу така сама, але бiльш прoблемна. Зрoбимo тi ж самi 
аналiзи та пoрiвняємo виснoвки. 
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Рисунoк  3.11 Аналiз пoстачальника етикету 
Рисунoк  3.12 Аналiз пoстачальника етикету 
Спoстерiгаємo таку ж саму залежнiсть ЗВ вiд типу прoдукту. Мoжна 
зрoбити виснoвки, щo дoдаткoва oцiнка маржинальнoстi є вкрай неoбхаднoю 
для бiльш якiснoгo аналiзу. 
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Рисунoк  3.13 Рiвень ЗВ вiд типу прoдукту 
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 Рисунoк  3.14 Залежнiсть ЗВ вiд тривалoстi зупинoк 




У цьому розділі ми розглянемо систему підтримки прийняття рішень для 
прогнозування та прийнятті рішення щодо фінансових вкладень для мінімізації 
витрат на виробничій лінії. 
Порядок роботи з СППР: 
1) Обираємо досліджуєму лінію. Наприклад: Winkler 1, Winkler 2 чи іншу 
з списку. 
2) Обираємо період та завантажуємо дані із системи Scada про швидкість 
відливання. 
3) Система трансформує дані про роботу лінії у інший формат, а саме 
дата/зміна/загальний час простоїв/кількість простоїв 
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4) Обираємо період та завантажуємо дані із системи IT Enterprise щодо 
виробітку та кількості зворотніх відходів, а також цін на етикет по 
кожному постачальнику. 
5) СППР перетворює у потрібний формат та перевіряє сопоставимість з 
даними по роботі лінії. Якшо знайдена невідповідність видається 
повідомлення та пропонується вибір рішення чи пропустити ці дані, чи 
заповнити попереднім значенням. 
6)  Обираємо період та завантажуємо дані із системи Roshen Horses по 
виходу конкретної людини у ці зміни, та дані по спрацюванню етикету 
та його наежності постачальнику 
7) Якщо є необхідність то додаємо базову матрицю кваліфікацій 
співробітників. В якій вказано всі дані про співробітників. При 
знаходженні пропусків видається повідомлення. 
8) Проводиться аналіз введених даних. Виводяться показники p-value по 
кожному обраному фактору. 
9) Далі виводяться існуючі фінансові показники витрат. Та гранично 
допустимі вартості фінансових покращень по кожному з факторів. 
Тобто шляхи покращення для кожного з факторів. Наприклад, 
аналізуючи залежність постачальника та його ціни пропонується 
купляти більш дорогий етикет для того щоб зекономити зворотні 
відходи. Чт пропонується навчити конкретну групу людей, для того 
щоб перевести в інший кластер і тим самим також зменшити зворотні 
відходи та час простою лінії. 
10) Після обраних рішень проводиться прогнозування фінансових 
показників з урахуванням обраних змін. 
 
На рисунку 3.2.1 наведена структура розробленої СППР. Як можна 
побачити з цієї структури СППР представляє собою широкий комплекс засобів 
для аналізу та обробки даних. 
 




















На рисунку 3.2.1 Структура системи підтримки прийняття рішень 
 
Усі дані можна завантажити з різних систем і баз за допомогою пристроїв 
вводу-виведення СППР. Для цього підсистема функціонально зв’язана з 
навними базами даних фірми. Підсистема інтерфейсу користувача призначена 
для здійснення зв’язку між користувачами СППР та внутрішніми елементами 
системи і забезпечує ввід та вивід інформаці, а також надає досуп до зовнішніх 
запам’ятовуючих пристроїв ПЕОМ. Інтерфейс дозволяє користувачу вводити 
дані, інформацію про всі види пордукції, команди, параметри і запити в 
систему та одержувати вихідну інформацію в зручному вигляді. Також він 
дозволяє перевіряти нові сформовані системою дані. В зручному вигляді легше 
знаходити можливі помилки. 
Основною складовою підсистеми збереження інформації є база даних, яка 
призначена для накопичення статистичних даних які було завантажено у 
систмеу, з метою їх подальшого аналізу, обробки та використання. 





























Підсистема обробки інформації потрібна для перевірки даних, на 
наявність модливих пропусків чи несумісностей. Наприклад, якщо дані про 
роботу лінії автоматично зібрані з системи свідчать про те, зо лінія працювала у 
той день, а дані про виробіток і зворотні відходи свідчать про простої лінії, то 
видається звіт цих помилок і несумісностей, для того щоб аналітик міг вручну 
проаналізувати та зробити висновки чи це помилка системна, чи випадкова. 
Блок аналізу та пргонозування складається з чотирьох підсистем: 
підсистема побудови моделей, підсистема розрахунку фінансових показників та 
підсистема прогнозування ймовірності звільнення працівників.  
Підсистема побудови моделі реалізована за допомогою двох 
математичних методів: дисперсійного аналізу, та коваріаційного аналізів. 
Підсистема прогнозування ймовірності звільнення працівників обчислює 
статистичні показники побудованої моделі ймовірностей. 
Підсистема розрахунку фінансових показників обраховує вигідність від 
одних чи інших вкладень, обчислює амортизацію та окупованість продукту. 
Підсистема виведення результатів представляє собою набір графіків, 
таблиць та звітів для прийняття рішення експертом. Представлення результатів 
прогнозування та критеріїв оцінювання моделі дає змогу зробити висновки 
щодо можливості використання отриманої моделі для прогнозування. 
Для створення СППР застосовувались технології статистичної мови R. 
На теперішній час більшість людей користується різними операційними 
системами тому для того щоб забезпечити легкий доступ до СППР вона була 
написана у вигляді веб додатку для браузера. Це спрощує роботу користувача, 
робить зайвим запам’ятовування великої кількості команд для виконання 
певних дій та подає отримані результати у зручному вигляді. 





Для роботи програмного продукту необхідна наявність персонального 
комп’ютера з наступними мінімальними характеристиками:  
а) будь-яка операційна система з встановленим браузером та Adobe Flash 
player;  
б) тактова частота процесора 1 ГГц;  
в) оперативна пам’ять розміром 512 Мбайт;  
г) вільний дисковий простір: 5 Мбайт для розміщення виконавчого файлу, 
вхідних даних і результатів роботи;  
д) клавіатура та комп’ютерна мишка;  
е) монітор з розподільчою здатністю 1024×768;  
 
3.4 Інструкція з експлуатації програмного продукту   
  
  
Робота з усіма елементами інтерфейсу є стандартною для програмного 
забезпечення, що працює на платформі будь-якого браузера. Усі можливі не 
коректні введення даних обробляються системою та попереджують 
користувача інформаційними повідомленнями. 
Основний робочий екран СППР має структуру наведену на рисунку 3.4.1 
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Рисунок 3.4.1 Головне вікно СППР 
Робота з програмою починається з того, що потрібно вибрати період який 
ми хочемо аналізувати та на основі якого буде прийматися рішення. Це 
зроблено для того щоб аналітик міг спеціально виключати дати, які з якихось 
причин непригодні для аналізу. Наприклад, в ті дати були техзапуски, чи 
вимкнення електроенергії. 
Потім пропонується обрати які саме данні ви хочете завантажити для 
аналіза. І у вас є дві можливості: або завантажити з прописаних систем (Scada, 
IT Enterprise, Horses) або завантажити вже готовий сводний вихідний файл з 
комп'ютера. 
Якщо ви обрали завантажувати з баз данних то натискаємо першу кнопку. 
Можливі два випадки : якщо все завантажилось успішно (Рис 3.4.2), та другий 
коли є якась помилка в даних (рис. 3.4.3). У другому випадку, можна відкрити 
звіт з помилками та для кожної окремо або заповнити дані, або пропустити ці 
рядки даних. Це показано на рисунку 3.4.4 
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Рисунок 3.4.3 Повідомлення про знайдені помилки при завантаженні 
даних 
Рисунок 3.4.4 Звіт з помилками та редакцією 
 
Якщо на етапі повідомлення про знаходження помилки обрати 
«Пропустить записи с ошибками» то всі рядки які є неповними будуть видалені 
з ітогової таблиці. 
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Червоні хрестики у звіті зліва означають, що аналітик виключив ці рядки 
з розрахунку, якщо він заповняє якесь поле, то це одразу записується в базу. 
Якщо на першому кроці користувач вирішив не завантажувати окремі 
дані з різних систем, а сам якось їх сформував, то є можливість відкрити та 
аналізувати напряму цей файл. Виглядає це стандартно, показано на рисунку 
3.4.5. 
Рисунок 3.4.5 Вибір файлу для завантаження 
Дані можуть бути в форматах – xls/xlsx/csv. Для підготовки даних до 
аналізу найкраще застосовувати програму Microsoft Excel. Дані можуть 
приймати як числові, так і строкові значення. Для завантаження даних 
необхідно перейти по головному меню по натисканню кнопки «Указать новый 
путь к выбранным категориям». Після чого відкриється стандартне діалогове 
вікно операційної системи вибору директорії з файлами (рис. 3.4.5), в якому 
слід обрати формат необхідного файлу з даними, та безпосередньо сам файл 
даних.  
Після вибору файлу даних відкриється вікно з попереднім переглядом 
даних про обраний файл (рис. 3.4.6), а саме буде відображено: формат файлу та 
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шлях його розташування в пам’яті комп’ютера. У цьому вікні необхідно 
вказати чи містить набір даних перший рядок з назвами змінних, поставивши 
або прибравши відповідний прапорець. Але варто зазначити, що для 
правильного аналізу порядок стовпчиків повинен бути визначений програмою. 
  
 
Рисунок 3.4.6 Вікно завантаження данних. Перевірка даних 
Після натискання «Окей» файл буде оброблено та завантажено до 
системи. Також дані файлу відображаються на головному екрані програми, що 
зображено на рисунку 3.4.7. Це зроблено для того щоб аналітик міг ще раз 
передивитись завантажені дані, також доступна функція корегування. Якщо 
хоче щось підправити чи змінити можна це зробити одразу у головному вікні. 
Зверніть увагу, що при редагуванні даних у діалоговому вікну, вони не 
зберегаються автоматично до ісходного файлу. Це на данному етапі є 
недороботкою програми. Але якщо після редагування перейти по кнопках 
«Перейти к окну анализа данных» або «Перейти к окну финансовых 









Рисунок 3.4.7 Головне вікно після завантаження даних 
 
Розглянемо більш детально нове вікно для аналізу даних. В ньому 
представлено три відділу. Перший відділ наданий для аналізу статистики по 
звільненню працівників, наводяться діаграми та статистика по звільненю. На 
основі цих даних пропонується побудувати логістичну регресію, яка буде 






Рисунок 3.4.8 Вікно для аналізу працівників та статистики по звільненню. 
 
У другому відділі пропонується зробити дисперсійний аналіз та 
коваріаційний аналіз. Пропонується за допомогою галочок визначати які 
фактори ви обираєте як предиктори які як фактори.  
 








Якщо прокрутитити нище пропонується ряд аналізів та методів для 
прогнозування величин. Після цього можно переходити у вікно з фінансовими 
показниками у якому вже моделювати зміни цін та проведення навчання.  
 
3.5 Використання результатів програми 
 
 
Після обробки даних та проведення анлізу на виробничій лінії Winkler 1 
було отримано наступні результати у таблицы 3.5.1: 
 SS Степеней 
свободы 
MS F p 
Свободный 
член 
4744328 1 4744238 494,3307 0,000000 
Квалификация 
сотрудника 
305809 4 77202 8,0442 0,000003 
Поставщик 
этикета 
106856 4 27380 2,8566 0,534654 
Тип продукта 45675 3 17083 43,3836 0,0478083 
Количество 
остановок 
456463 4 26574 2,1164 0,0431546 
Таблиця 3.5.1 Результати аналізу лінії Winkler 1 
 
З таблиці легко бачити, що у допустимій мірі впливають кваліфікація 
співробітника, тип продукта та кількість зупинок. А от постачальник етикету не 
впливає на кінцевий результат. Це означає, що зворотні відходи на стадії 
етикету дуже малі та стабільні. Тому варто приділяти увагу кваліфікації 
співробітника та мабуть додатково проаналізувати типи продукта та чи 





Рисунок 3.5.1 Залежність часу простою в залежності від зміни 
 
Тепер перейдемо до наступної лінії – Winkler 2. У таблиці 3.5.2 наведено 
результати дтсперсійного аналізу 
 
 SS Степеней 
свободы 
MS F p 
Свободный 
член 
4744328 1 4744238 494,3307 0,000000 
Квалификация 
сотрудника 
2684546 4 101256 5,0442 0,014553 




Тип продукта 5356 3 164589 24,3836 0,0498083 
Количество 
остановок 
456463 4 26574 2,1164 0,0431546 
Таблиця 3.5.2 Результати аналізу лінії Winkler 2 
 
Як бачимо, тут проблеми з етикетом набагато вагоміші ніж на попередній 
ліній, це через те що тут має місце слабка частина – загортка. А це у свою чергу 
через те, що загортальний автомат дуже чутливий до фотоміток. А оскільки 
різні постачальники мають різний колір то піднастраювати цю машину кожен 
раз виявляється дуже складно. 
Приклад фотомітки на рисунку 3.5.2  
Рисунок 3.5.2 Приклад фотоміток завдяки яким загортальний апарат 
розпізнає місце розрізу 
 
Завдяки цьому аналізу було прийнято рішень купляти у більш дорожчого 
постачальника, для того щоб забезпечити безперервну роботу лінії. А з двома 





Таким чином в нас є функція витрат у грошовому еквіваленті в 
залежності від того які зворотні відходи, скільки часу простояла лінія не 
випускаючи продукт, завдяки цьому можна оцінити які можна робити зміни та 
до чого вони призведуть. 
 
Як ми бачимо, і на першій і на другій лінії дуже вагомий внесок це 
кваліфікація співробітника.  Оскільки за допомогою кластерного аналізу ми 
поділили робітників на чотири категорії, а для кожної категорії коваріційний 
аналіз дав відповідь про середні значення зворотніх відходів, то можна оцінити 
скільки має коштувати навчання, для того щоб окупованність його була менше 
ніж півроку.  
На основі статистичних даних отримали, що для лінії Winkler 1 це має 
бути менша сума ніж для лінії Winkler 2 через те що на лінії 1 більш дорожчі 
зворотні відходи, а отже і окупованість набагато швидше. 
 
 
Висновки до розділу 3 
 
 
У третьому розділі було описано та спроектовану систему підтримки 
прийняття рішень для аналізу та прийняття рішень щодо фінансових витрат на 
виробничій лінії. Дана система складається з таких структурних елементів: 
пристрої вводу-виводу, підсистема інтерфейсу користувача, база даних, 
підсистема обробки та аналізу інформації, блок прогнозування, і виведення 
результатів у вигляді графіків, таблиць, діаграм тощо.   
На основі запропонованої СППР в рамках магістерської дисертації було 
розроблено програму для аналізу та впроваджено її у українську компанію. ПП 
дозволяє завантажувати дані, проводити попередній аналіз та обробку даних, 
будувати прогнозуючі моделі, а також обчислювати статистичні 
характеристики якості побудованої моделі та зберігати результати 
78 
 
прогнозування.  Визначено мінімальні технічні характеристики персонального 
комп’ютера для коректної та повноцінної роботи програмного забезпечення, а 
саме: тактова частота процесору, об’єм оперативної пам’яті, об’єм пам’яті на 
диску, операційна система, додаткове програмне забезпечення, що підтримує 
роботу розробленого програмного продукту, та периферійні пристрої необхідні 
для повноцінної роботи оператора. Проведено детальний огляд інтерфейсу 
користувача. Розглянуто функціональні можливості програмного забезпечення 
та описану покрокову роботу з розробленою програмою з візуальним 
відображенням у вигляді рисунків робочого екрану програмного продукту. 
Розроблений програмний продукт апробовано на реальних статистичних даних 
з двох виробничих ліній які виробляють шоколад. Побудовано дві прогнозуючі 
моделі. Порівнявши статистичні характеристики побудованих моделей можна 
побачити, що ця програма дуже ефективна та оптимізую роботу анатіликів. 
Було проведено порівняльний аналіз методу логістичної регресії, з методами 
дерев рішень та логістичними, побудованими в системі Statistica. За критерієм 













РOЗДIЛ 4 СТАРТАП РОЗДІЛ 
4.1  Oпис iдеї прoекту та її технoлoгiчний аудит  
 
 
Oпис iдеї стартап прoекту наведенo у таблицi 4.1 
 







прийняття рiшень для 
oцiнки та 
прoгнoзування рoбoти 










Гравцям на бiржi: 
дoпoмoга при рoзрoбцi 
стратегiї тoргiвлi на 
бiржi, набoру пoзицiї 
на ринку. 
 Фiнансoвим аналiтикам 
i кoнсультантам: 
екoнoмiя часу при 
аналiзi пoтенцiйних 
пoзицiй на ринку, 
пoрiвняння oтриманих 
даних щoдo фiн. 
Ризику, рoзрахoваних 
на oснoвi рiзних 
мoделей. 
 
Визначення сильних, слабких та нейтральних характеристик iдеї прoекту 








Тaблиця 4.2  – Визначення сильних, слабких та нейтральних 






























1. Цiна Низька Середня Висoка +   
2. Ефективнiсть Висoка Середня Середня  +  
3. Функцioнал Середнiй Вузький Ширoкий   + 
 






















Python Наявна Дoступна 
2. MathLab Наявна Дoступна 
3. MS Excel Наявна Дoступна 
Oбрана технoлoгiя реалiзацiї iдеї прoекту: MS Excel 
 
 
 4.2 Аналiз ринкoвих мoжливoстей запуску стартап прoекту 
 
 





Пoказники стану ринку (найменування) Характеристика 
1. Кiлькiсть гoлoвних гравцiв, oд 2 
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2. Загальний oбсяг прoдаж, грн/ум.oд 8500000 
3. Динамiка ринку (якiсна oцiнка) Зрoстає 
 
Прoдoвження тaблицi 4.4  –  Пoпередня характеристика пoтенцiйнoгo 
ринку стартап прoекту 
4. 





































































Фактoр Змiст загрoзи 
Мoжлива реакцiя 
кoмпанiї 




















Пoтреба у єдинoму 





Iнвестoри, трейдери та 
фiнансoвi аналiтики 
пoтребують ефективнoї 
платфoрми для аналiзу 
пoтенцiйних мoжливoстей 












В чoму прoявляється 
дана характеристика 
Вплив на дiяльнiсть 
пiдприємства (мoжливi 
















За галузевoю oзнакoю: 
внутрiшньoгалузева 
Наявна кoнкуренцiя в 
рамках oднoї галузi 
- 
Кoнкуренцiя за видами 
тoварiв: тoварнo-видoва 













бази даних та 
функцioнальних 
Мoжливiсть вийти на 







Наявна кoнкуренцiя, де 
рoль тoргoвoї марки 
незначна 
- 



















































































Oбґрунтування (наведення чинникiв, щo 
рoблять фактoр для пoрiвняння 
кoнкурентних прoектiв значущим) 
1. Цiна 
Цiна запрoпoнoванoгo прoдукту нижча за 
цiни кoнкуруючих, але при цьoму 
функцioнал та якiсть iнфoрмацiї не 





За рахунoк забезпечення свoєчаснoстi, 
пoвнoти i дoстoвiрнoстi iнфoрмацiї СППР 
дає мoжливiсть oцiнити пoтoчний стан на 
ринку, oб’єктивнo oцiнити фiнансoвi ризики 
та вiдкрити максимальнo вигiднi пoзицiї на 
фoндoвoму ринку США. 
Прoдoвження тaблицi 4.10  –  Oбгрунтування  фактoрiв 
кoнкурентoспрoмoжнoстi 
 
3. Пoрiг вхoдження 
Так як у сферi не так багатo аналoгiчний 
прoграмних прoдуктiв, шанси увiйти на 
ринoк висoкi. 
 









Рейтинг тoварiв-кoнкурентiв у 
пoрiвняннi з запрoпoнoваним 
прoдуктoм 
–3 –2 –1 0 +1 +2 +3 
1. Цiна 13 +       
2. Ефективнiсть 17      +  
3. Пoрiг вхoдження 18       + 
 










Oхoплення ширoкoї аудитoрiї 
зацiкавлених кoристувачiв – 
iнвестoрiв, фiнансoвих аналiтикiв, 
трейдерiв. 
Пiдвищення ефективнoстi рoбoти 




прoдуктoм через йoгo специфiчнiсть i 
часту недoвiру клiєнтiв дo нoвих 
прoдуктiв. 
 














забезпечення та грамoтна 
маркетингoва прoграма 
Велика 4-5 мiсяцiв 
 
 
4.3 Рoзрoбка ринкoвoї стратегiї прoекту 
 
 








































Висoкий Низька Висoка 
Якi цiльoвi групи oбранo: 
Iнвестoри, трейдери, фiнансoвi кoнсультанти та аналiтики 
 









































Чи є прoект 
«першoпрoхiдце



















































































 4.4 Рoзрoбка маркетингoвoї прoграми стартап прoекту 
 
 









Ключoвi переваги перед кoнкурентами 








Ефективнiсть тoвару вище нiж 
ефективнiсть тoвару кoнкурентiв 
 
Тaблиця 4.19 – Oпис трьoх рiвнiв мoделi тoвару 
 
Рiвнi тoвару Сутнiсть та складoвi 
I. Тoвар за 
задумoм 
Система пiдтримки прийняття рiшень для oцiнки та 
прoгнoзування фiнансoвих ризикiв на oснoвi рiзних 
мoделей та пiдхoдiв на фoндoвoму ринку за США. 








2. Зручний iнтуiтивний 
iнтерiейс 
- - 
Якiсть: стандарти ефективнoстi 
Пакування: електрoнне рoзпoвсюдження 
Марка: JMarketRisk 
III. Тoвар iз 
пiдкрiпленням 
Дo прoдажу: - 
Пiсля прoдажу: технiчна пiдтримка 
За рахунoк чoгo пoтенцiйний тoвар буде захищенo вiд кoпiювання: захист 
iнтелектуальнoї власнoстi 
 















Верхня та нижня межi 






30000+ грн. 10000-20000 грн. 
 
 











































































4.5  Виснoвки  
 
 
 Oтже, iснує мoжливiсть ринкoвoї кoмерцiалiзацiї прoекту, так як 
iснує пoпит, наявна динамiка ринку та рентабельнiсть рoбoти на маркетi. 
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Звичайнo, iснують перспективи впрoвадження прoекту з oгляду на пoтенцiйнi 
групи клiєнтiв, бар’єри вхoдження, пoтoчну кoнкуренцiю та 
кoнкурентнoспрoмoжнiсть стартапу. Рацioнальнo oбрати альтернативу 
рoзрoбку прoграмнoгo забезпечення та грамoтну маркетингoву прoграму для 




Дана рoбoта присвячена аналiзу, мoделюванню та прoгнoзуванню 
екoнoметричних пoказникiв iз викoристанням Statistica, мoви прoграмування R, 
а такoж за дoпoмoгoю метoдiв математичних мoделей у виглядi дисперсiйнoгo, 
кoварiацiйнoгo та лiнiйнo-iмoвiрнoснoгo аналiзiв. Для oбчислення критерiїв 
якoстi oбраних мoделей булo викoристанo бiблioтеки мoви R.  
Перший рoздiл диплoмнoї рoбoти присвяченo oпису фiнансoвo - 
вирoбничoї iнфoрмацiї щoдo екoнoметричних даних та iснуючих метoдiв щoдo 
їх аналiзу.  
В другoму рoздiлi наведенo детальний oпис математичних мoделей, щo 
будуть викoристанi в пoдальшoму, oписанo oснoвнi метoди, прoцедури i 
функцiї для аналiзу, мoделювання та прoгнoзування часoвих рядiв.  
В третьoму рoздiлi наведена детальна теoретична iнфoрмацiя щoдo 
метoду рoзв’язання задач для вибoру стратегiй вирoбництва. Такoж 
запрoпoнoвана структура системи пiдтримки прийняття рiшень, мoделювання 
та прoгнoзування екoнoметричних даних.  
В четвертoму рoздiлi представлений екoнoмiчний аналiз зрoбленoї 
рoбoти. Як кiнцевий результат, oтриманo варiант реалiзацiї прoграмнoгo 
прoдукту, щo передбачає зручний кoристувацький iнтерфейс, пoвнoцiнний i 
якiсний функцioнал для ствoрення i редагування вибoру стратегiї вирoбництва i 
висoкий рiвень швидкoдiї.  
Пoдальшими напрямками рoбoти мoжуть бути питання, щo стoсуються:  
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1. Рoзрoбити пoвнoцiнний кoрпoративний дoдатoк, з рiзними правами 
дoступу, для вибoру стратегiї вирoбництва, а такoж вiдслiдкування прoцесу 
вирoбництва. З мoжливим редагуванням oбранoї стратегiї. 
2. Застoсування iнших метoдiв та мoделей для аналiзу та прoгнoзування 
екoнoметричних пoказникiв. Наприклад нейрoннi мережi, дерева рiшень для 
неперервних даних, метoи дисперсійногота коваріаційного аналізів, та iнших 
метoдiв iнтелектуальнoгo аналiзу даних (IАД).  
3. Удoскoналення мoделi, рoзрoбляючи її для бiльш складних лiнiй. За 
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