ABSTRACT To improve the accuracy of surface electromyography (sEMG)-based gesture recognition, we present a novel hybrid approach that combines real sEMG signals with corresponding virtual hand poses. The virtual hand poses are generated by means of a proposed cross-modal association model constructed based on the adversarial learning to capture the intrinsic relationship between the sEMG signals and the hand poses. We report comprehensive evaluations of the proposed approach for both frame-and window-based sEMG gesture recognitions on seven-sparse-multichannel and four-high-density-benchmark databases. The experimental results show that the proposed approach achieves significant improvements in sEMG-based gesture recognition compared to existing works. For frame-based sEMG gesture recognition, the recognition accuracy of the proposed framework is increased by an average of +5.2% on the sparse multichannel sEMG databases and by an average of +6.7% on the high-density sEMG databases compared to the existing methods. For window-based sEMG gesture recognition, the state-of-the-art recognition accuracies on three of the high-density sEMG databases are already higher than 99%, i.e., almost saturated; nevertheless, we achieve a +0.2% improvement. For the remaining eight sEMG databases, the average improvement with the proposed framework for the window-based approach is +2.5%.
I. INTRODUCTION
The surface electromyography (sEMG) signal is a kind of biological signal collected by putting myoelectric electrodes on the skin. The sEMG-based gesture recognition plays an significant role in muscle-computer interface (MCI) since it provides a way to understand the user's intention. The sEMG-based gesture recognition has been employed in three major areas [1] : assistive technology [2] , [3] , rehabilitative technology [4] , [5] and input technology [6] .
From the perspective of the input data streams, sEMG-based gesture recognition can be further categorized into unimodal methods (based only on sEMG signals) and multimodal methods (involving data streams of no less two modalities, e.g., sEMG + inertial measurement unit (IMU)).
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In general, multimodal MCIs can achieve higher gesture recognition accuracies than unimodal MCIs can [7] , [8] . However, the multimodal MCI requires users to wear additional sensors, which degrades the user experience during interaction. Unimodal systems have the advantage of higher usability since they require the user to wear only sEMG electrodes; however, their gesture recognition accuracy is relatively low. If a hybrid system combining the advantages of unimodal and multimodal systems could be built, it would be possible to improve sEMG-based gesture recognition accuracy while ensuring usability.
There is an intrinsic physiological relationship between sEMG signals and the concurrently performed gestures since each hand movement is driven by specific muscle groups [9] . Most existing sEMG benchmark databases contain synchronously captured hand poses. If we could establish a crossmodal association model between sEMG signals and hand poses, this model could be used to generate corresponding virtual hand poses based on real sEMG signals. On this basis, a multimodal classifier could be constructed for sEMGbased gesture recognition. Considering the quality of the user experience, we wish to collect only unimodal data during system operation to achieve higher recognition accuracy without degrading the usability of the user interface.
The recognition accuracy increases as the observation delay increases [10] . To satisfy real-time usage constrains for MCI, the response time should be shorter than 300ms [11] . Therefore, we need to trade off between the observation delay (window length) and recognition accuracy. Depending on the requirements of application scenarios for the observational latency, the existing works can be divided into framebased and window-based methods. The frame-based method [12] , [13] only recognizes one frame sEMG signal which has the shortest observation delay, and is often used in areas such as prosthetic control that requires low response time. For a higher recognition accuracy, the window-based method [7] , [14] - [16] classifies a segment of the sEMG signal in the window and is often applied in muscle-computer interaction.
The main contributions of this work are threefold:
• We propose a novel generative adversarial network (GAN)-based approach to construct a cross-modal association model through adversarial learning. The resulting model can better capture the intrinsic relationship between sEMG signals and hand poses and can be effectively used to generate corresponding hand poses based on input sEMG signals.
• To achieve higher accuracy without compromising the user experience, we design a two-step pipeline classification solution for gesture recognition in an MCI that is different from traditional gesture recognition based solely on classification. In step one, virtual hand poses are generated using the aforementioned crossmodal association model relating sEMG signals and hand poses. In step two, each sEMG signal is paired with its corresponding virtual hand pose and fed into the classifier for gesture recognition. From the perspective of the input and output, this solution functions in a ''unimodal'' manner because the virtual hand poses are ''unseen'' from the external point of view.
• We report comprehensive evaluations of both framebased and window-based sEMG gesture recognition conducted on 7 sparse multichannel sEMG databases and 4 high-density sEMG databases. The results show that the proposed framework achieves better performance than state-of-the-art traditional unimodal methods. For frame-based sEMG gesture recognition, the improvements are +5.2% and +6.7% on the sparse multichannel and high-density sEMG databases, respectively. For window-based sEMG gesture recognition, the state-of-the-art recognition accuracies on 3 of the highdensity sEMG databases are already higher than 99%, i.e., almost saturated; nevertheless, we achieve a +0.2% improvement. For the remaining 8 sEMG databases, the average improvement with the proposed framework for the window-based approach is +2.5%.
II. RELATED WORK
The applications of gesture recognition are multifaceted, from sign language to medical rehabilitation to virtual reality [27] . Great progress has been achieved on vision-based gesture recognition, mainly exploiting hand RGB and depth images acquired by RGB cameras [28] , [29] , depth cameras [30] - [32] and binocular cameras [28] , [33] as input to track hand movements or recognize gestures. To this end, sEMG signals provide a novel means for humans to communicate with computers; such signals are collected by recording the electrical activity produced by the skeletal muscles [34] by means of noninvasive sEMG electrodes placed on the skin. Recently, Phinyomark and Scheme [35] published an excellent survey on sEMG pattern recognition and divided the existing approached into two categories: feature engineering and feature learning. Simão et al. [36] also presented an extensive review of sEMG pattern recognition for humancomputer interfaces, summarizing the current feature extraction techniques and novel classification methods. We summarize the related sEMG-based gesture recognition works in recent years from various perspectives in Table 1 , such as the number of modalities, electrode arrangement, observational latency, application scenarios, classification methodology, etc. The unimodal methods are based merely on sEMG signal during runtime while the multimodal methods recognize gestures through data of not less than two modalities. The sparse multi-channel methods mainly focus on the sEMG signal which is collected by placing a small number of electrodes on specific muscles, while the highdensity methods employ the array of sEMG electrodes for signal acquisition. The frame-based methods classify gesture based on one frame of sEMG signal, but the window-based methods apply a segment of sEMG signal for recognition. The intrasubject and intersubject evaluations simulate different sEMG gesture recognition application scenarios. Specifically, the training and test sets of intrasubject evaluation are from the same subject, while those of intersubject evaluation are from different subjects. The intrasubject evaluation simulates the usage of sEMG-based gesture recognition in practical application scenarios, such as assistive technology and rehabilitative technology. In this study, we mainly focus on improving the performance of gesture recognition in intrasubject evaluation with unimodal input. The existing works can be categorized into unimodal and multimodal methods in terms of the number of modalities during runtime.
Unimodal methods provide better user experience, and many researchers have focused on developing novel sEMGbased models to achieve higher classification accuracy. Depending on the classification methodology used, unimodal methods can be broadly divided into conventional machine learning based method and deep learning based method [35] . The conventional machine learning based method consists of signal preprocessing, feature extraction, feature normalization and gesture classification. The core of conventional machine learning based method is to present novel handcrafted feature sets with high distinguishability [11] , [37] - [39] . Hudgins et al. [11] proposed the most commonly used feature set, which contains zero crossings (ZC), slope sign changes (SSC), mean absolute values (MAV), and waveform lengths (WL). Khushaba et al. [38] designed a novel feature set containing 7 time-domain descriptors for the extraction of spatiotemporal information. After discovering the optimal feature set, the traditional machine learning classifiers has been employed for sEMG-based gesture recognition, such as Support Vector Machine (SVM) [20] , [40] , [41] , Linear Discriminative Analysis (LDA) [42] , [43] , k-Nearest Neighbor (kNN) [22] , [44] , Random Forests [17] , [20] , etc. In recent years, feature learning methods based on deep learning have been applied for sEMG-based gesture recognition. Researchers have converted sEMG signals into various types of sEMG images and have presented multiple deep learning architectures for gesture recognition [12] , [14] , [15] . To address the problem of insufficient labeling of sEMG data, a semi-supervised learning architecture was recently presented [13] . Subsequently, researchers have considered intermuscle relationships to propose multistream CNN architectures [7] , [45] . Since sEMG signal is sequential data by nature, a hybrid CNN-RNN architecture has been proposed to achieve a higher recognition accuracy by modeling both spatial and temporal information [16] .
The multimodal approach is an effective way to improve recognition accuracy because it provides information on the same gesture from multiple perspectives. Existing works have combined sEMG signals with data of other modalities (e.g., IMU data) to enhance the recognition accuracy and robustness of gesture recognition systems. The conventional methods consist of signal preprocessing, feature extraction from the sEMG and IMU signals, feature fusion, and gesture classification. Kyranou et al. [18] trained a linear discriminant analysis (LDA) classifier to recognize six hand grip patterns and showed that the consideration of additional sensory modalities improved the robustness of prosthetic control. Jiang et al. [8] designed a wristband that fused sEMG and IMU signals for sEMG-based gesture recognition. Kim et al. [19] presented a novel wearable human-computer interface combining sEMG and IMU sensors. Deep-learningbased methods treat multimodal data as input to a multistream network and apply various fusion strategies for different sensors [7] , [26] . Tao et al. [25] captured IMU and sEMG signals from a Myo armband and fed them into a CNN architecture to recognize human activities. The Myo armband is a commercial product that collects sEMG and IMU data from the user. Shin et al. [24] proposed an automatic Korean sign language recognition system based on sEMG and IMU sensors and group-dependent neural network models. Du et al. [13] proposed a novel semi-supervised CNN architecture that used dataglove data in the training phase to capture more discriminative features of sEMG signals.
GAN-based cross-modal generation provides association information between multimedia data, such as text, image and audio, which has become an active research topic [46] . The cross-modal generation can recover the missing modality from the existing one and researchers first explored the relationship between text and image [47] - [49] . Visual and audio are two symbiotic modalities behind the video, including common and complementary information [50] , and it is an interesting research to minner the relation underlying the two modalities. Chen et al. [51] employed GAN to solve the cross-modal audio-image mutual generation for the first time and composed two datasets with paired images and sounds. Hao et al. [50] presented a cross-modal cycle GAN. As human can imagine a scene based on sound, Wan et al. [52] introduces a novel task to make machine thinking like humans and successfully used conditional GAN to generate images from sounds.
In general, multimodal systems achieve higher recognition accuracy than the unimodal systems do. However, the need to wear additional sensors during operation degrades the user experience. In this work, we build upon a novel two-step pipeline classification solution to improve the recognition accuracy achieved in intrasubject evaluation by exploiting multimodal data during training but using only sEMG signals for recognition at run time to ensure the quality of the user experience.
III. PROPOSED METHOD
A diagram of our hybrid framework for sEMG-based gesture recognition is shown in Figure 1 . The overall workflow of the proposed hybrid framework is separated into two phases. During the offline preparation, we collect sEMG signals and the corresponding hand poses to construct a crossmodal association model to capture the intrinsic relationship between the signals and poses. During run-time testing, the only input collected consists of sEMG signals, and we establish a multimodal gesture classifier by incorporating the virtual hand poses generated by the pretrained cross-modal association model constructed in the offline preparation phase.
A. CROSS-MODAL ASSOCIATION MODEL WITH ADVERSARIAL LEARNING
], where FS t is the frame of the sEMG signal collected at time t and C1 is the number of sEMG signal channel), we need to generate the corresponding virtual hand pose for each frame (denoted by
], where FM t is the virtual hand pose corresponding to frame FS t of the sEMG signal and C2 is the hand pose channel number). Therefore, we build a function to describe the cross-modal association, where the input to and output of this function are the sEMG signal and the hand pose, respectively. To visualize the correlation between sEMG signals and hand poses, we plot the sEMG signal waveforms, dataglove data and the corresponding 3D virtual hand poses for the thumbs-up gesture in Figure 2 . The gesture begins with the neutral hand pose and moves continuously into the static thumbs-up gesture; the changes in hand pose from one frame to the next are controlled by the sEMG signal. Based on the hypothesis of the continuity of hand movement, we can transform the problem of solving the above function into the following problem. Suppose that the neutral hand pose is denoted by FM 0 ∈ R C2 . Given single-frame sEMG signals 
FS t ∈ R C1
, we can calculate the corresponding virtual hand poses FM t ∈ R C2 using the following solution procedure.
, where FM 1 is the virtual hand pose at time 1. 2) For t = 2, ..., m, first repeat step 1, and then calculate
Therefore, our target is to build a deep learning network to solve for the cross-modal association model f g .
2) GAN-BASED ASSOCIATION MODEL
The usual means of solving for the cross-modal association model f g is to transform the problem into a prediction or regression problem [53] . The sEMG signals and hand poses are of different modalities, and each frame of an sEMG signal and its corresponding hand pose have an intrinsic correlation. One of the key requirements in cross-modal generation is that the output data generated in one modality should be matched with the input data, which are of another modality. Therefore, we need to employ suitable expertise to decide whether each hand pose does indeed match the corresponding input sEMG signal. However, unlike classical cross-modal generation problems (e.g., the generation of images from text or vice versa), it is difficult for human experts to judge whether an sEMG signal is properly matched with a hand pose. Motivated by the application of the ''discriminator'' in a GAN for image generation to judge whether an image is real [54] , we similarly employ a GAN to help judge whether a generated hand pose is correctly matched with the corresponding sEMG signal; thus, the GAN implicitly plays the role of ''expert judgment'' during training. We further introduce adversarial learning into the construction of the function f g . The backbone network is a conditional GAN (CGAN) [55] that takes the sEMG signal as the condition input in the discriminator in addition to the virtual hand pose. Under the assumption that all paired samples can be labeled as belonging to one of two categories (matched or unmatched), the trained ''discriminator'' in the GAN will provide a ''yes/no'' answer for each paired sample, thus mimicking expert judgment on whether the paired sample is matched or not. The pose feature and sEMG feature are combined to form the paired sample. The input of discriminator is hand pose data with its corresponding sEMG signal, and the output label is matched or unmatched. We supply the positive case (matched, ground-truth hand pose with its sEMG signal) and the negative case (unmatched, generated hand pose with its sEMG signal) for training. The GAN-based association model consists of a generator module (f g ) and a discriminator module (f d ); the detailed architecture is shown in Figure 3 256 hidden units. The hand pose stream consists of 2 FC layers with 128 and 256 hidden units. To prevent overfitting, we apply dropout to the FC layers and the last convolutional layer. Then, we concatenate the output from the last FC layers of both the sEMG and hand pose streams to form the input of a long short-term memory (LSTM) layer with 512 hidden units, followed by 3 FC layers. The 3 FC layers have 256, 128 and 18 hidden units, where 18 is the dimensionality of the hand pose data. We design a neural network to serve as the discriminator f d , taking both the sEMG feature vector and the hand poses as input, where the sEMG feature vector is specified as the condition. The high-level sEMG feature vector and hand poses are concatenated and fed into the discriminator, which is composed of 4 FC layers with 128, 256, 512 and 1 hidden units. Then, the discriminator outputs the probability that each input hand pose is ''real'' (a groundtruth hand pose) or ''fake'' (a generated virtual hand pose).
3) LOSS FUNCTIONS
The loss functions of the GAN-based cross-modal association model are as follows:
(1)
where 
B. GESTURE CLASSIFICATION WITH THE HYBRID FRAMEWORK
We embed the virtual hand poses into the sEMG-based gesture classification framework and construct a multimodal gesture classifier label t = f c (FS t , FM t ) with two modalities. The first modality is the real sEMG signal FS t , and the second modality is the virtual hand pose. The cross-modal association model is trained in advance using real sEMG signals and hand poses and subsequently remains unchanged during the classification process. In general, we establish the function f c through multimodal learning, for which the multimodal fusion strategy is key. The available strategies for this purpose mainly include modelagnostic approaches (including early, late and hybrid fusion) and model-based approaches (including kernel-based models, graphical models and neural networks) [57] . The proposed hybrid framework can be utilized in both frame-based and window-based applications and the network structure diagrams are shown in Figure 4 .
There are two main differences between the frame-based and window-based methods: the input images generation and classification network architecture. Frame-based method respectively converts one frame raw sEMG signal and its corresponding virtual hand pose into images. Window-based method extracts traditional feature sets from a segment of sEMG signal to reform sEMG images and converts the segment of virtual hand poses associated with the segment of sEMG signal into an image. The specific image representation method described above can be found in Hu et al. [16] . The network architecture of frame-based method consists of sEMG stream and virtual hand pose stream. The early fusion technique is applied in frame-based sEMG gesture recognition, in which the input sEMG stream and the virtual hand pose stream are fused via simple concatenation. The concatenated data are utilized as the input to GengNet [12] for sEMG-based gesture recognition, which has 2 convolutional layers, 2 locally connected (LC) layers and 3 FC layers. In the window-based method, the input sEMG images from three traditional feature sets and the virtual hand pose image are treated as four views and the WeiNet [7] with an additional FC layer at the beginning of the virtual hand pose view is applied for multi-view learning to fuse the multimodal data for sEMG-based gesture recognition. The number of hidden units in this FC layer is equal to the number of channels of the sEMG signal.
During run-time recognition, our classification solution is a two-step pipeline; it is not based solely on a classifier. In step one, virtual hand poses are generated from the input sEMG signals via the learned cross-modal association model. In step two, each input sEMG signal is paired with its corresponding virtual hand pose and fed into the learned multimodal classifier for gesture recognition. From the perspective of the input and output, this solution functions in a ''unimodal'' manner because the virtual hand poses are ''unseen'' from the external point of view.
IV. EXPERIMENTAL RESULTS
In this section, we first introduce the experimental setup and then compare the proposed method with the state-of-theart methods on seven benchmark databases. Subsequently, we evaluate and discuss the effects of different parts of the proposed architecture.
A. EXPERIMENTAL SETUP 1) DATA PREPARATION
We conducted evaluations on 7 subdatabases of the sparse multichannel sEMG benchmark database NinaPro [17] [20]- [22] (denoted by NinaDB1-NinaDB7), 3 subdatabases of the high-density sEMG benchmark database CapgMyo [12] and the csl-hdemg database [56] .
The NinaPro database is the largest, best known sparse multichannel sEMG benchmark database [35] . It contains 7 subdatabases; detailed information on each subdatabase can be seen in Table 2 . It collects sEMG signals from 117 able-bodied subjects and 13 amputees performing a subset of 61 predefined hand movements and represents more than 48,000 trials and 326,000 s of muscle contractions in total [35] . Data in other modes were also synchronously acquired, including IMU data and hand kinematic data. The CapgMyo and csl-hdemg databases are two widely used highdensity sEMG benchmark databases [35] . The CapgMyo database contains 128 channels constituting a 16 * 8 array. The csl-hdemg database contains 192 channels, but, following previous work [56] , we used only 168 of these channels, forming a 24 * 7 array.
To facilitate the performance comparison, we adopted the same database split for intrasubject gesture recognition used in previous works [12] , [17] , [20] - [22] , [56] . In previous studies on the NinaPro databases [14] , [15] , the training set consisted of approximately 2/3 of the gesture trials for each subject, and the remaining trials constituted the test set. However, for NinaDB6, which contains 120 trials for each gesture, the odd trials constituted the training set, and the remaining trials formed the test set. We followed the leave-one-out cross-validation (LOOCV) evaluation procedure described in previous works [12] , [13] , [56] for the CapgMyo and csl-hdemg databases.
We evaluated the proposed method on a total of 11 benchmark databases, as described above, but only the NinaDB1, NinaDB2 and NinaDB5 databases contain dataglove data that provide the hand poses associated with each gesture. For the other databases, which contain only sEMG signals, we artificially specified a static hand pose (finger joint angles) for each gesture based on the gesture images provided in each database and generated the corresponding dynamic process of hand pose variation. The detailed generation process is as follows: (1) Each repetition was divided into three parts. The second part corresponds to the static gesture, and the first and third parts are the dynamic gesture processes.
(2) A hand possesses 18 joint points. We specified that the joint angles of the neutral hand pose are all equal to 0. Referring to the neutral hand pose, we rotated each joint as necessary to achieve each gesture, and the corresponding rotation angles were defined as the final joint angles for that gesture. (3) For the static gesture, the hand pose in each frame was defined by the specified finger joint angles. (4) For the dynamic gesture processes, the hand poses were obtained through spherical interpolation between the neutral hand pose and the specified gesture.
We assume that the subjects have similar neutral hand pose and the neutral hand pose collected during training can be used as the FM 0 during evaluation. Since only NinaDB1, NinaDB2 and NinaDB5 databases contain dataglove data, we calculate the average value of the neutral hand pose in training data as the FM 0 applied for testing. For the other 9 benchmark databases merely contain the sEMG signals, the hand poses data relative to neutral hand pose are generated by the process described in the previous paragraph, and the joint angles of the neutral hand pose are set to 0.
Existing works have mainly focused on window-based recognition. Accordingly, to ensure fair comparisons, we divided the sEMG signals into small segments to evaluate the proposed framework. The sliding window strategy was utilized for this division of the sEMG signals. We set the window length to 200 ms in accordance with previous work [13] .
2) EVALUATION METRICS AND PROTOCOLS
There are two classical evaluation approaches for sEMGbased gesture recognition, i.e., intrasubject evaluation and intersubject evaluation. Methods based on intrasubject evaluation involve mining the similarities between gestures performed by the same subject to enable more accurate recognition [12] , [38] , [45] . Methods based on intersubject evaluation aim to eliminate the differences between subjects via domain adaptation [23] , [58] and transfer learning [59] , [60] . In this work, we mainly focused on improving the intrasubject performance for sEMG-based gesture recognition.
For each subject i, the corresponding data were divided into a training subset (T i ) and a test subset (S i ), and the evaluation metrics and protocols presented in [13] , [17] were applied. The network for each subject was trained based on that subject's own sEMG training data (T i ). Then, for a database with N subjects, each of the N learned models was evaluated on the test subset for the same subject (i). For each classification solution j, its accuracy was calculated as given below:
Number of correct samples Total number of test samples × 100% (3) Then, we calculated the average accuracy over all subjects to obtain the final gesture recognition accuracy for each database. In our experiments, we obtained 203 classification solutions in total over the 11 benchmark databases. 
3) NETWORK TRAINING
The proposed framework was implemented with TensorFlow and trained via stochastic gradient descent (SGD). We performed intrasubject evaluation on each of the 11 benchmark databases, meaning that the sEMG signals used for training and evaluation were obtained from the same subject. The training subset T i was used for network training, and the test subset S i was used to evaluate the performance of the proposed method. To achieve faster convergence, we employed a pretraining strategy in which the network for each subject was first trained on T , the union of the training subsets for all subjects, i.e., T = {Union of all T i from subjects i, i = 1, ..., N }. The network for each subject was initialized with the pretrained model and was then refined based on that subject's own sEMG training data (T i ). In each experiment, 28 training epochs were performed to fine-tune the model parameters, and dropout and batch normalization were applied to make the training processes easier and faster. The learning rate was initially set to 0.1 and was subsequently divided by 10 after the 16th and 24th epochs.
B. EFFECT OF ADVERSARIAL LEARNING ON THE CROSS-MODAL ASSOCIATION MODEL
The achitecture of cross-modal association model with adversarial learning is shown in Figure 3 , which has both the generator (f g ) and discriminator (f d ). The architecture of compared cross-modal association model without adversarial learning merely contains the generator f g and there is no discriminator VOLUME 7, 2019 (f d ) to judge the correlation between sEMG signals and hand poses. To make an objective comparison, the generator (f g ) of both cross-modal association model without and with GAN has the same network architecture.
To demonstrate the advantages of exploiting adversarial learning when constructing the cross-modal association model, we carried out two types of experiments. First of all, we compared the L2 loss between the ground-truth hand poses and virtual hand poses; the results are presented in Figure 5 (a) , where the hand poses are represented by the corresponding finger joint angles (in radians). Then, we embedded virtual hand poses into the proposed sEMG-based gesture recognition framework and compared the recognition accuracies achieved with the hybrid approach with and without the GAN, as shown in Figure 5 (b) . The experimental results show the following: (1) The virtual hand poses generated by the cross-modal association model constructed with adversarial learning have fewer errors than those generated by the model constructed without the GAN on both sparse multichannel and high-density sEMG databases. (2) The hybrid approach with GAN outperforms the hybrid approach without GAN for both frame-based and windowbased sEMG gesture recognition. Therefore, we conclude that adding GAN during training can help the cross-modal association model better capture the intrinsic relationship between sEMG signals and hand poses.
C. ABLATION STUDIES ON THE PROPOSED METHOD
We conducted an ablation study of the proposed framework in which we compared the accuracy of four approaches to sEMG-based gesture recognition, as shown in Figure 6 : (1) merely based on virtual hand poses, in which only the generated virtual hand poses were applied for gesture recognition; (2) merely based on sEMG signals, in which only the sEMG signals were used for gesture recognition; (3) hybrid approach without GAN, in which the sEMG signals were combined with the virtual hand poses generated by the model learned without the GAN; and (4) hybrid approach with GAN (proposed).
The networks of the approach (1), approach (2) and approach (3) are parts of the network of the approach (4). For fair comparisons, the parameter settings of the four networks are consistent. The virtual hand pose applied for gesture recognition in approach (1) is generated by the GAN-based association model. Since the proposed framework (hybrid approach with GAN) fuses the sEMG signal stream and the virtual hand pose stream in the classification stage, the network used in approach (1) is the same as that for the virtual hand pose stream, and the network used in approach (2) is the same as that for the sEMG signal stream. The detailed network architecture can be found in Section III.B.
We compare the gesture recognition accuracy of the above four approaches in Figure 6 . The upper histogram shows the accuracies of frame-based sEMG gesture recognition and the lower histogram indicates the accuracies of window-based sEMG gesture recognition. The experimental results show that whether or not the GAN is introduced, the proposed hybrid approach yields a better classification accuracy than the traditional unimodal method based solely on the sEMG signals for both frame-based and window-based sEMG gesture recognition. This finding indicates that the embedding of the virtual hand poses generated by the cross-modal association model can effectively improve the recognition accuracy. Overall, the hybrid approach with the GAN outperforms the other three approaches on all 11 sEMG benchmark databases for both frame-based and window-based sEMG gesture recognition.
D. COMPARISONS WITH STATE-OF-THE-ART APPROACHES
We compared the proposed framework with the state-of-theart approaches [7] , [12] - [17] , [20] - [22] on the 7 sparse multichannel and 4 high-density sEMG benchmark databases; the results are presented in Table 3 . Five state-of-the-art unimodal approaches based only on sEMG signals were considered in the comparison: AtzoriNet [14] , ZhaiNet [15] , GengNet [12] , DuNet [13] , HuNet [16] and WeiNet [7] . We also considered state-of-the-art traditional machine learning methods, such as random forest classifier (Atzori [17] , Palermo [21] ), SVM classifier (Pizzolato [20] ) and LDA classifier (Krasoulis [22] ). Previously, the best three existing works [7] , [13] , [16] had not been tested on all 11 benchmark databases considered in their works. To better compare with the best three existing works, we evaluate them on all 11 benchmark databases and show the results in Table 3 . For DuNet [13] , evaluations had been conducted only on the NinaDB1, CapgDBa, CapgDBb, CapgDBc and csl-hdemg databases; we fill in the frame-based and majority voting results on the other 6 databases in Table 3 . For HuNet [16] , evaluations had been conducted only on NinaDB1, NinaDB2, CapgDBa and csl-hdemg, and we fill in the window-based results on the other 7 databases in Table 3 . WeiNet [7] was mainly designed to improve the recognition accuracy based on sparse multichannel sEMG signals but had been evaluated on only 6 of the NinaPro subdatabases. Therefore, in Table 3 , we fill in the window-based results on NinaDB4 for WeiNet.
The proposed framework achieves a classification accuracy of 81.9% for 52 gestures based on single-frame sEMG signals and generated hand poses; this accuracy result is 5.8% higher than that of GengNet [12] and 3.8% higher than that of DuNet [13] . Our framework also achieves 4.1% higher accuracy than GengNet with a 200 ms window. For NinaDB2, the accuracy of our framework for 40 gestures is 66.6%, which is 17.0% higher than that of GengNet and 14.4% higher than that of DuNet. The proposed framework also achieves improved accuracy for frame-based gesture recognition on NinaDB5, with a result of 79.6%, which is higher than that of DuNet [13] . For NinaDB5, the accuracy of frame-based gesture recognition is 10.6% higher than that of windowbased gesture recognition with a support vector machine classifier [20] . The state-of-the-art recognition results for window-based sEMG gesture recognition (200 ms) on the high-density databases are already very high and the recognition accuracies on 3 of the high-density sEMG databases are already higher than 99%, i.e., almost saturated; nevertheless, our framework achieves a +0.2% improvement. For the remaining 8 sEMG databases, the average improvement with our framework for the window-based approach is +2.5%. For the frame-based approach, our average improvement over all 11 databases compared with the existing works is +5.7%. The overall improvements achieved with our approach are statistically significant and the detailed improvements can be seen in Table 3 . These experimental results show that the proposed framework outperforms other state-of-the-art sEMG gesture recognition methods on both sparse multichannel and highdensity sEMG databases.
V. CONCLUSION AND DISCUSSION

A. CONLUSION
Multimodal systems can achieve higher accuracy that unimodal systems for sEMG-based gesture recognition, but the additional required sensors reduce usability. Therefore, we propose a novel two-step pipeline classification solution for sEMG-based gesture recognition, which we have evaluated on 7 sparse multichannel and 4 high-density sEMG benchmark databases. First, we present a cross-modal association model with adversarial learning to capture the intrinsic relationship between sEMG signals and hand poses. Experimental results indicate that compared with a crossmodal association model constructed without adversarial learning, the proposed model enables improved gesture recognition accuracy based on both sparse multichannel and high-density sEMG signals, although the improvements achieved on sparse multichannel sEMG databases are higher than those achieved on high-density sEMG databases. Then, we propose our two-step pipeline classification solution for sEMG-based gesture recognition. In step one, we generate virtual hand poses using the pretrained cross-modal association model. In step two, we pair each sEMG signal with the corresponding virtual hand pose and feed the paired samples into a multimodal classifier for gesture recognition. More specifically, during the learning phase, multimodal data samples are used to train the classifier; then, during the runtime phase, our solution functions like a unimodal pipeline, recognizing gestures based solely on sEMG signals, while achieving higher accuracy.
B. DISCUSSION
Evaluations conducted on 11 sEMG benchmark databases show that the proposed two-step solution achieves significant improvements in recognition rate without requiring the user to wear additional sensors. The main reason is that we incorporate data from another mode during the training phase to establish a common basis for gesture recognition. Finally, we compare the proposed method with existing traditional machine learning and novel deep learning approaches on 11 sEMG benchmark databases. The experimental results show that the proposed method achieves significant improvements in both frame-based and window-based sEMG gesture recognition compared with state-of-the-art methods.
The ability to significantly improve the recognition accuracy through the embedding of virtual hand poses can be partially attributed to the fact that we implicitly make use of the intrinsic relationship between sEMG signals and hand poses, which provide information from different perspectives for use in sEMG-based gesture recognition. Because hand movements are driven by sEMG signals [9] , we can construct a cross-modal association model, which we then can use to generate virtual hand poses based on the intrinsic physiological relationship between sEMG signals and hand poses. Then, we embed these virtual hand poses into a multimodal gesture classifier to serve as a foundation for the hybrid recognition approach. In this way, the proposed hybrid framework achieves superior recognition accuracy compared with traditional unimodal classification without the need for additional sensors. Moreover, there are many sEMG benchmark databases available that contain both sEMG signals and hand pose data, thus supporting the feasibility of the proposed framework.
Our future work will focus on incorporating new data modalities, such as IMU data, to further improve the robustness and accuracy of the proposed framework. The upgraded system will allow both users with fully intact limbs and amputees to interact with computers more efficiently and freely. We will also attempt to mine the hidden relationships among data of different modalities using the latest deep learning approaches, such as unsupervised domain adaptation and transfer learning.
