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Abstract
We consider the Hamiltonian formulation of Horˇava gravity in arbitrary dimensions, which has been
proposed as a renormalizable gravity model for quantum gravity without the ghost problem. We study
the full constraint analysis of the non-projectable Horˇava gravity whose potential, V(R), is an arbitrary
function of the (intrinsic) Ricci scalar R but without the extension terms which depend on the proper
acceleration ai. We find that there exist generally three distinct cases of this theory, A, B, and C,
depending on (i) whether the Hamiltonian constraint generates new (second-class) constraints or just
fixes the associated Lagrange multipliers, or (ii) whether the IR Lorentz-deformation parameter λ is
at the conformal point or not. It is found that, for Cases A and C, the dynamical degrees of freedom
are the same as in general relativity, while, for Case B, there is one additional phase-space degree
of freedom, representing an extra (odd) scalar graviton mode. This would achieve the dynamical
consistency of a restricted model at the fully non-linear level and be a positive result in resolving the
long-standing debates about the extra graviton modes of the Horˇava gravity. Several exact solutions
are also studied as some explicit examples of the new constraints. The structure of the newly obtained,
“extended” constraint algebra seems to be generic to Horˇava gravity and its general proof would be a
challenging problem. Some other challenging problems, which include the path integral quantization
and the Dirac bracket quantization are discussed also.
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I. INTRODUCTION
11 years ago, Horˇava proposed a renormalizable, higher-derivative gravity theory, without
the ghost problem in the usual tensor graviton modes, which reduces to Einstein gravity in
low energy (IR) at the full action level but with improved high-energy (UV) behaviors, by
abandoning the Lorentz symmetry from non-equal-footing treatment of space and time [1,
2]. However, due to absence of the full diffeomorphisms (Diff), extra graviton modes can be
expected generally and there have been questions about the recovery of general relativity (GR)
in IR, and more generally, the consistency of Horˇava gravity [3–16].
In this paper, we reconsider the Hamiltonian formulation of the non-projectable Horˇava
gravity whose potential, V(R), is an arbitrary function of the (intrinsic) Ricci scalar R in ar-
bitrary dimensions but without the extension terms which depend on the proper acceleration
ai = ∂iN/N , for simplicity. We study the full constraint analysis and find that there exist
generally three distinct cases of this theory, A, B, and C, depending on (i) whether the Hamil-
tonian constraint generates new (second-class) constraints, or just fixes the associated Lagrange
multipliers, according to Dirac’s method [17], or (ii) whether the IR Lorentz-deformation pa-
rameter λ is at the conformal point, λ = 1/D, or not. It is found that, for Cases A and C, the
dynamical degrees of freedom are the same as in general relativity, while, for Case B, there is
one additional phase-space degree of freedom, representing an extra (odd) scalar graviton mode.
This would achieve the dynamical consistency of a restricted model at the fully non-linear level
and be a positive result in resolving the long-standing debates about the extra graviton modes
of the Horˇava gravity.
The organization of the paper is as follows. In Sec. II, we consider the set-up for the
Hamiltonian formulation of the non-projectable Horˇava gravity in arbitrary dimensions. In
Sec. III, we consider Dirac’s constraint analysis when λ 6= 1/D for the IR Lorentz-deformation
parameter λ and study two cases, A and B, depending on whether the Hamiltonian constraint
generates new (second-class) constraints or just fixes the associated Lagrange multipliers. In
Sec. IV, we consider the third case, C, when λ = 1/D, which is at a conformal point and
generates new (second-class) constraints similar to CaseA. We show that the dynamical degrees
of freedom are the same as in GR for Cases A and C, while there is one additional phase-space
degree of freedom for Case B which representing an extra (odd) scalar graviton mode. In Sec.
V, we study several exact solutions as some explicit examples of the new constraints. In Sec.
VI, we conclude with remarks on several challenging theoretical problems, which include the
path integral quantization and the Dirac bracket quantization.
II. THE HAMILTONIAN FORMULATION IN ARBITRARY DIMENSIONS: SET-
UP
In this section, we consider the Hamiltonian formulation of the non-projectable Horˇava
gravity in arbitrary dimensions. To this ends, we start by considering the ADM decomposition
of the metric [18]
ds2 = −N2dt2 + gij
(
dxi +N idt
) (
dxj +N jdt
)
(1)
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with the arbitrary space-time dependent lapse and shift functions 1, N,N i, and induced met-
ric gij (i, j = 1, 2, · · ·D) on a time-slicing hypersurface Σt. Then, the action on a (D + 1)-
dimensional manifold M with the boundary ∂M is given by
S =
∫
M
dtdDx
√
gN
{
2
κ2
(
KijK
ij − λK2
)
− V[gij ]
}
+ S∂M (2)
with an appropriate boundary action 2 S∂M and the potential V[gij ], which depends only on
the metric gij and its spatial derivatives [1, 2]
3. Here,
Kij =
1
2N
(g˙ij −∇iNj −∇jNi) (3)
is the extrinsic curvature (the overdot ( ˙ ) denotes the time derivative) of the hypersurface Σt
and K ≡ gijKij denotes its trace.
It is well known that GR is not renormalizable in the conventional way. Its Lorentz invariant
higher-curvature modifications have some improvements of UV behaviors but there are more
dynamical degrees of freedom than those of GR generally, and the existence of negative kinetic
energy modes in the additional degrees of freedom, called ghost modes, is unavoidable due to
higher-time derivatives [24–26]. In order to avoid the possible problems of ghost degrees of
freedom, we do not simply consider the higher-time-derivative terms, like K4, (KijK
ij)2, etc.,
but only consider the second-order time-derivative terms, likeKijK
ij andK2, in the kinetic part
of the action (2). Whereas, in order to achieve the renormalizable theory with the improved UV
behaviors, we consider the higher-spatial-derivative terms, like R2, RijR
ij , etc., in the potential
part V[gij] with the intrinsic Ricci curvature Rij and its trace R ≡ gijRij. In order that the
theory be power-counting renormalizable, the potential part needs to contain “2×D” (spatial)
derivatives at least, which is sometimes represented by the dynamical critical exponent, z = D
[2]. In order that this construction of a renormalizable action is not spoiled by the mixing
of space and time (derivatives) in the general coordinate transformations, we need to further
constrain the allowed coordinate transformations into the foliation-preserving diffeomorphisms
(Diff F),
δxi = −ζ i(t,x), δt = −f(t),
1 For the projectable case, where the lapse function depends only on time coordinate, i.e., N(t), there is no
“local” Hamiltonian constraint so that there is no smooth way to recover the usual constraint algebra in GR
[1, 6]. Later, we will comment about other alternative formulation which can provide a smooth limit to the
non-projectable case.
2 The explicit form of boundary terms is not essential in this paper and will not be considered in detail. But,
due to the similarity to GR or its Lorentz invariant higher-curvature gravity theories, the required boundary
terms are also quite close [19], whose IR limit agrees with those of [20, 21], for example.
3 The UV Lorentz violation due to higher-spatial-derivative terms in the potential part is originated from the
works of E. M. Lifshitz [22] in the study of, so called, “Lifshitz field theories”. On the other hand, the IR
Lorentz violation due to the deformation parameter λ 6= 1 in the kinetic part was first studied by B. S.
DeWitt in the study of “canonical quantum gravity” [23]. So, it would be desirable to call the bulk part of
action (2) as DeWitt-Horˇava-Lifshitz (DHL)’s action, more precisely.
3
δgij = ∂iζ
kgjk + ∂jζ
kgik + ζ
k∂kgij + f g˙ij,
δNi = ∂iζ
jNj + ζ
j∂jNi + ζ˙
jgij + fN˙i + f˙Ni,
δN = ζj∂jN + fN˙ + f˙N. (4)
In Diff F , each term in the kinetic part is invariant separately and λ can be arbitrary
4 [23]. If
we consider λ = 1 and V[gij] = −(2/κ2)R−Λ as in GR, then there is an “accidental” symmetry
enhancement which mixes each term in the action so that the full Diff is recovered [8]. So, there
are two sources of the Lorentz violations, either from the higher-spatial-derivative (UV) terms
in the potential part or from the deformation of kinetic part with an arbitrary λ in IR, generally.
For the potential part, one may consider any function having 2D spatial derivatives for
the power-counting renormalizability, but in this paper we consider only the function of Ricci
curvature scalar, R, i.e., V[gij ] ≡ V(R), for simplicity 5. Then, the first-order formulation of
the action (2) is given by
S =
∫
M
dtdDx
{
piij g˙ij −NH−NiHi − ∂iγi
}
(5)
with appropriate boundary terms, ∂iγ
i, the conjugate momenta,
piij ≡ δS
δg˙ij
=
2
√
g
κ2
(
Kij − λKgij
)
, (6)
and
H ≡ κ
2
2
√
g
[
piijpiij −
(
λ
Dλ− 1
)
pi2
]
+
√
gV, (7)
Hi ≡ −2∇jpiij, (8)
where pi ≡ gijpiij. Here, we first consider the case λ 6= 1/D so that H in (7) and the first-order
action (5) are not singular.
The Poisson brackets for the canonical variables are given by
{gij(x), pikl(y)} = δklij δD(x− y) (9)
with δklij ≡ (δki δlj + δliδkj )/2.
III. CONSTRAINT ANALYSIS A` LA DIRAC (λ 6= 1/D)
The primary constraints of the action (2) are given by
Φt ≡ piN ≈ 0, Φi ≡ pii ≈ 0, (10)
4 For the case λ = 1/D, where the theory becomes singular, a separate consideration is needed [10, 21]. We
will consider this case later, in Sec. IV.
5 The terms of ∇2R,RijRij , etc. could also produce some other peculiar UV behaviors due to ingenious combi-
nations of terms depending on space-time dimensions, but we will not consider this possibility in this paper.
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from the definition of conjugate momenta, piN ≡ δS/δN˙ and pii ≡ δS/δN˙i. Here, the weak
equality ‘≈’ means that the constraint equations are used only after calculating the Poisson
brackets.
The preservation of the primary constraints, Φµ ≡ (Φt,Φi), i.e., Φ˙µ = {Φµ, HC} ≈ 0, as
being required by the consistency of the constraints, with the canonical Hamiltonian,
HC =
∫
Σt
dDx
{
NH +NiHi
}
+HB (11)
produces the secondary constraints,
H ≈ 0, Hi ≈ 0. (12)
Here, HB is an appropriate boundary Hamiltonian, HB =
∮
B d
Dx nˆiγ
i, for the intersection B of
an arbitrary time-like boundary (nˆi is its unit normal) with a time slice Σt so that the total
boundaries are ∂M = Σtf ∪Σti ∪B. On the other hand, the dynamical equations for gij and pikl
are obtained as follows, neglecting boundary contributions (see Appendix A for the details),
g˙ij = {gij, HC} = δHC
δpiij
=
(
κ2
2
)
2N√
g
(
piij − λ˜gijpi
)
+∇iNj +∇jNi, (13)
p˙iij = {piij, HC} = −δHC
δgij
=
(
κ2
2
)
N√
g
[
1
2
gij
(
pimnpi
mn − λ˜pi2
)
− 2
(
piimpijm − λ˜pipiij
)]
−N√g
[
1
2
gijV(R)−RijV ′(R)
]
−√g
[
∇i∇j (NV ′(R))− gij∇m∇m (NV ′(R))
]
+∇m
(
Nmpiij
)
−
(
∇mN i
)
pijm −
(
∇mN j
)
piim, (14)
where λ˜ ≡ λ/(Dλ− 1) and ( )′ ≡ d( )/dR.
With the primary constraints in (10), one can consider the extended Hamiltonian with the
Lagrange multipliers uµ,
HE = HC +
∫
Σt
dDx (uµΦ
µ), (15)
from the arbitrariness in the equations of motion, due to the primary constraints. Then, after
tedious computations, we obtain the following constraint algebra (see Appendix A for the
details),
{H(x),H(y)} = C i(x)∇xi δD(x− y)− C i(y)∇yi δD(x− y), (16)
{H(x),Hi(y)} = −H(y)∇yi δD(x− y), (17)
{Hi(x),Hj(y)} = Hi(y)∇xj δD(x− y) +Hj(x)∇xi δD(x− y), (18)
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or, for the smeared constraints, 〈ηH〉 ≡ ∫ dDx ηH, etc., with the smearing functions η and ηi,
{〈ηH〉 , 〈ζH〉} =
〈
(η∇iζ − ζ∇iη)C i
〉
, (19)
{〈ηH〉 ,
〈
ζ iHi
〉
} = −
〈
ζ i∇iηH
〉
, (20)
{
〈
ηiHi
〉
,
〈
ζjHj
〉
} =
〈(
ηi∇iζj − ζ i∇iηj
)
Hj
〉
, (21)
where 6
C i ≡ √gV ′2(R)∇j
(
Kij
V ′(R)
)
=
(
κ2
2
)
2V ′2(R)∇j
(
piij − λ̂gijpi
V ′(R)
)
=
(
−κ
2
2
) [(
Hi + 2λ̂∇ipi
)
V ′(R) + 2
(
piij − λ̂gijpi
)
∇jV ′(R)
]
(22)
with λ̂ ≡ (λ− 1)/(Dλ− 1). If we consider −V(R) ≡ Λ + ξR+ αRn as a typical example with
an arbitrary power n, we can obtain
C i =
(
κ2
2
) [(
Hi + 2λ̂∇ipi
) (
ξ + αnRn−1
)
+ 2
(
piij − λ̂gijpi
)
αn∇jRn−1
]
. (23)
Note that, when the higher-derivative contributions are absent, i.e., α = 0, (23) reduces to
C i = (κ2/2)ξHi ≈ 0 and the Hamiltonian constraint, H ≈ 0, becomes the first-class constraint
as in GR, for either (i) λ = 1, i.e., λ̂ = 0, or (ii) pi ≈ 0, representing the maximal slicing, for
an arbitrary λ [18]. However, when the higher-derivative terms are present, C i does not vanish
generally, so that “ the Hamiltonian constraint, H ≈ 0, becomes the second-class constraint ”
even for the maximal slicing, pi ≈ 0, due to the genuine dynamical degrees of freedom in piij ,
other than the trace part, pi.
On the other hand, we note that the momentum constraint, Hi ≈ 0, in (12) has the same
canonical form as in GR with no higher-derivative corrections 7 so that we also have the same
constraint algebra for Hi, (18) or (21), which representing the spatial Diff generator,
δζgij = {gij,
〈
ζkHk
〉
} =
δ
〈
ζkHk
〉
δpiij
= ∇iζj +∇jζj, (24)
6 From the Jacobi’s identity, one may obtain some non-trivial relations about Ci. For exam-
ple, from {{〈ηH〉 , 〈ζH〉}, 〈ρH〉} + {{〈ζH〉 , 〈ρH〉}, 〈ηH〉} + {{〈ρH〉 , 〈ηH〉}, 〈ζH〉} = 0, one obtains
“
〈
(η∇iζ − ζ∇iη) Θi|N→ρ
〉
+(cyclic permutations about η, ζ, ρ) = 0”, where Θi is defined by Θi ≡ {Ci, 〈NH〉}
and its explicit form is given by (34), wherein the momentum constraint, Hi ≈ 0, is imposed.
7 This is a key observation for the proof of Birkhoff’s theorem in Horˇava gravity [27], in contrast to other
general higher-curvature gravities [25, 26]. But the IR Lorentz-deformation parameter λ enters still in the
momentum constraint through the relation (6).
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δζpi
ij = {piij,
〈
ζkHk
〉
} = −
δ
〈
ζkHk
〉
δgij
= ∇m
(
ζmpiij
)
−
(
∇mζ i
)
pijm −
(
∇mζj
)
piim, (25)
as in GR. Moreover, the algebras (17) and (18) show that
δζH = {H,
〈
ζkHk
〉
} = ∇k
(
ζkH
)
, (26)
δζHi = {Hi,
〈
ζkHk
〉
} = ∇k
(
ζkHi
)
+
(
∇iζk
)
Hk, (27)
which tells that H and Hi behave as, under the spatial Diff, the scalar and vector densities,
respectively, as in GR.
Using the above constraint algebra, one can easily find that the preservation of the secondary
constraints give
H˙ = {H, HE}
=
1
N
∇i(N2C i) +∇i(N iH) ≈ 1
N
∇i(N2C˜ i), (28)
H˙i = {Hi, HE}
= H∇iN +∇j(N jHi) +Hj∇iN j ≈ 0, (29)
which produces the tertiary constraint,
Ω˜ ≡ ∇i(N2C˜ i) ≈ 0, (30)
where
C˜ i ≡ C i|Hi≈0 =
(
κ2
2
) [
2λ̂∇ipi
(
ξ + αnRn−1
)
+ 2
(
piij − λ̂gijpi
)
αn∇jRn−1
]
(31)
from the preservation of H ≈ 0 in (28), excluding the trivial case of N = 0 for all space-time.
Here we note that, in the above computations, there are no contributions from the multiplier
terms in HE so that we need to consider further steps of preserving the constraints until the
multipliers are determined.
Now, one more step of preserving the new tertiary constraint, Ω˜ ≈ 0, gives
˙˜
Ω = {Ω˜, HE}
= {Ω˜, HC}+ 2Ω˜
(
ut
N
)
+ 2C˜ iN2∇i
(
ut
N
)
≈ {Ω˜, HC}+ 2C˜ iN2∇i
(
ut
N
)
≈ 0. (32)
Then, there are two different constraint systems, with different subsequent procedures,
depending on whether C˜ i = 0 or C˜ i 6= 0.
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A. Case C˜ i = 0: In this case 8, (32) does not determine the multiplier ut but reduces to
˙˜
Ω ≈ {Ω˜, HC}
≈ ∇i
(
N2Θ˜i
)
≡ Ξ˜ ≈ 0 (33)
for preserving the tertiary constraint Ω˜ with
Θ˜i ≡ {C˜ i, 〈NH〉}
= −
(
κ2
2
)2
2λ̂
(λD − 1)√gV
′(R)
{[
(2λ+ 1)gijpi − 2(λD − 1)piij
]
N∇jpi + pi2∇iN
}
−
(
κ2
2
)
2λ̂(D − 1)√gV ′(R)∇i
[(
ξR +
ΛD
D − 1 +
D − n
D − 1αR
n
)
N +∇2(NV ′)
]
−
(
κ2
2
) [
2λ̂∇ipi{V ′(R), 〈NH〉}+ {2(piij − λ̂gijpi)∇jV ′(R), 〈NH〉}
]
, (34)
where −V ′(R) ≡ (ξ + αnRn−1). Here, the higher-derivative contributions come, either from
the constraint (30), Ω˜, i.e., C˜ i in (31), or from the Hamiltonian constraint H in (7) and (11).
One can compute the explicit forms of the higher-derivative contributions with the help of (13)
and (14) (see Appendix B for some more details; see also [15] for the case of n = 2) but, due
to its messy expression, we will not consider the explicit forms in the analysis below unless it
is crucial.
Then, one more time-evolution of the new constraint, Ξ˜ ≈ 0, will read,
˙˜
Ξ = {Ξ˜, HE}
= {Ξ˜, HC}+∇i
(
N2 Θ˜i|N→ut + 2NutΘ˜i
)
≈ 0. (35)
After a long computation, we obtain (see also Appendix B for the details) 9
∇i
[
N2 Θ˜i|N→(ut−Ni∇iN) + 2(ut −Ni∇iN)NΘ˜i
]
≈ −{Ξ˜, HC}
=
(
κ2
2
)2
4ξλ̂(D − 1)∇i
{
N2
[
2Npiij∇j
[(
ξR+
ΛD
D − 1
)
N − ξ∇2N
]
+ ξ∇i
[
pijk
(
RjkN
2 − 2N∇j∇kN −∇jN∇kN
)]]}
−∇j
(
N jΞ˜
)
+ (pi,∇ipi − dependent terms) + (higher-derivative contributions). (36)
8 Here, the condition C˜i = 0 does not necessarily mean the constraint equation, which is stronger than the orig-
inal constraint (30). Actually, the constraint (30) implies that all the components of C˜i are not independent
so that the condition C˜i = 0 may be subject to more fundamental conditions or constraints.
9 For convenience, we consider the modified momentum constraint [28], Hi ≡ Hi + πN∇iN , by redefining the
multiplier, ut → ut −Ni∇iN in (15) so that HE = HC +
〈
(ut −Ni∇iN)πN + uiπi
〉
, HC ≡
〈
NH+NiHi
〉
and {Ξ, 〈NjHj〉} = ∇j(N jΞ˜). In this way, one can compactly collect all Ni-dependent terms in the left hand
side, up to the weakly vanishing term, ∇j(N jΞ˜) ≈ 0. Interestingly, this modified constraint Hi satisfies the
same constraint algebra (16)-(18) or (19)-(21).
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Here, it is important to note that the multipliers, ut,∇iut, etc., have generally non-vanishing
coefficients in the left-hand side so that (36) may provide the equation for determining the
multiplier ut. However, the similar equation for ui does not exist and ui is still undetermined
but this is just a reflection of the first-class nature of the constraint, pii ≈ 0, in (10). This
would now complete the Dirac’s procedure for finding the complete set of constraints, though
we would not try to solve for the explicit solution of the multiplier ut. Then, the full set of
constraints are given by χA ≡ (piN ,H, Ω˜, Ξ˜) ≈ 0,ΓB ≡ (pii,Hi) ≈ 0. Here, the constraints
χA ≈ 0 are the second-class constraints with the constraint algebra,
{piN(x),H(y)} = 0,
{piN(x), Ω˜(y)} = −2∇yi
(
NC˜ i(y)δD(x− y)
)
≈ 0,
{piN(x), Ξ˜(y)} = ∆(x− y),
{H(x),H(y)} = C i(x)∇xi δD(x− y)− C i(y)∇yi δD(x− y) ≈ 0,
{H(x), Ω˜(y)} ≈ {piN(x), Ξ˜(y)}, etc., (37)
whose determinant, det{χA, χB}, is generally non-vanishing,
det{χA(x), χB(y)} ≈
(
det{H(x), Ω˜(y)}
)2 (
det{Ω˜(x),H(y)}
)2
≈ (det[∆(x− y)∆(y − x)])2 , (38)
where
∆(x− y) ≡ −∇yi
[
2NΘ˜i(y) δD(x− y) +N2(y)
(
δΘ˜i(y)
δN(x)
)]
= −2Ξ˜ δD(x− y)− 2N2Θ˜i(x)∇xi
(
δD(x− y)
N(x)
)
−∇yi
[
N2(y)
(
δΘ˜i(y)
δN(x)
)]
(39)
with(
δΘ˜i(y)
δN(x)
)
= −
(
κ2
2
)2
2λ̂V ′
(λD − 1)√g
{[
(2λ+ 1)gijpi − 2(λD − 1)piij
] (
∇jpi(y) + pi2∇iy
)
δD(x− y)
}
−
(
κ2
2
)
2λ̂(D − 1)√gV ′∇iy
[(
ξR+
ΛD
D − 1 +
D − n
D − 1αR
n
)
δD(x− y) +∇2
(
V ′δD(x− y)
)]
−
(
κ2
2
) [
2λ̂∇ipi{V ′(R)(y),H(x)}+ {2(piij − λ̂gijpi)∇jV ′(R)(y),H(x)}
]
. (40)
On the other hand, the constraints, ΓA ≡ (pii,Hi) ≈ 0, are the first-class constraints with the
vanishing determinant, det({ΓA,ΓB}) = 0. Then, the resulting number of dynamical degrees
of freedom in the “configuration” space is given by
s =
1
2
(P − 2N1 −N2)
=
1
2
[(D + 1)(D + 2)− 2× 2D − “4”]
=
1
2
(D + 1)(D − 2), (41)
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where P = (D + 1)(D + 2) is the number of canonical variables in the “phase” space
(N, piN , Ni, pi
i, gij, piij), N1 = 2D is the number of the first-class constraints (pi
i,Hi) ≈ 0, and
N2 = “4” is the number of the second-class constraints, (piN ,H, Ω˜, Ξ˜) ≈ 0. Note that, for Case
A, the dynamical degrees of freedom are the same as that of GR (in arbitrary dimensions)
though the constraint structure is different 10: Actually, in GR, i.e., λ̂ = 0, α = 0 or the
λ-deformed GR (λR model) with the condition, pi = 0, we have N1 = 2(D + 1), N2 = 0
so that the 2 first-class constraints, (piN ,H) ≈ 0, in GR or λ-deformed GR, transform into
the 4 second-class constraints, (piN ,H, Ω˜, Ξ˜) ≈ 0, in the Case A of full Horˇava gravity, with
maintaining the same dynamical degrees of freedom s. This completes the previous linear
analysis in [10, 33], but now at the “fully non-linear” level. (cf. [14, 27]).
B. Case C˜ i 6= 0: This is the more generic case where the conjugate momenta piij and the
(scalar) curvature R are arbitrary, with the generic higher-derivative potential, V(R). In this
case, (32) does not yield new constraints but determines the multiplier ut generally 11 so that the
Dirac’s procedure may be completed, without further iterations. Then, in contrast to Case A,
there are the second-class constraints, χ˜A ≡ (piN ,H,Ω) ≈ 0, whose determinant det({χ˜A, χ˜B})
is non-vanishing, generally,
det{χ˜A(x), χ˜B(y)} = −det{piN (x), Ω˜(y)} det{H(x),H(y)} det{Ω˜(x), piN (y)}
≈ 4 det
(
NC˜j(y)∇yjδD(x− y)
)
det
(
NC˜k(x)∇xkδD(x− y)
)
× det
(
C i(x)∇xi δD(x− y)
)
− (x↔ y), (42)
whereas the first-class constraints, ΓA ≡ (pii,Hi), are the same as in Case A. Hence, the
resulting number of dynamical degrees of freedom is
s =
1
2
[(D + 1)(D + 2)− 2× 2D − “3”]
=
1
2
(D + 1)(D − 2) + 1
2
, (43)
with N1 = 2D and N2 = “3”, which shows one extra degree of freedom in phase space, in
addition to the usual (D+1)(D− 2) graviton (transverse traceless) modes in arbitrary (D+1)-
dimensions 12. In particular, in (2+1)-dimensions, the extra mode is the only dynamical degree
of freedom. This result supports the previous case-by-case results [15, 27] but in a more generic
set-up with arbitrary dimensions and cosmological constant.
10 Recent constructions of, so called, “minimally-modified” gravity theories [29–32] may correspond to this case
also.
11 For some detailed discussion about the determination of the multiplier ut, see [15] (see also [13] for an earlier
discussion).
12 Here, we do not consider the extension terms which depend on the proper acceleration, ai = ∂iN/N , for
simplicity. If we include these terms, in addition to the standard action (2) [1, 2], the extra modes have “two”
phase space degrees of freedom, like the ordinary scalar fields [7, 20, 21, 34], and this may become another
different case, say, Case D. Actually, this corresponds to an alternative formulation of the projectable case
but now a smooth limit to the non-projectable case exists [7].
10
The usual increase of dynamical degrees of freedom with higher-time derivatives is the result
of the competition between the increased canonical momenta for the higher-time derivative fields
and their increased, associated new constraints [25, 26]. However, for Horˇava gravity, there are
no increased canonical momenta but exist only the increased second-class constraints: For
Case A, the increased second-class constraints are enough to preserve the dynamical degrees
of freedom of GR, whereas for Case B, they are not enough and one extra degree of freedom
persists in the phase-space.
IV. CONSTRAINT ANALYSIS AT THE CONFORMAL POINT, λ = 1/D: CASE C
The kinetic part of Horˇava action (2) can be written formally as,
SK ≡
(
2
κ2
) ∫
dtdDx
√
gN
(
KijG
ijklKkl
)
, (44)
where Gijkl ≡ δijkl − λgijgkl is the (generalized) DeWitt metric [1, 2, 23] 13. In the previous
sections, we have considered the case, λ 6= 1/D, so that the DeWitt metric is not degenerated.
Then the first-order action (5) can be obtained by considering the Legendre transformation of
SK ,
SK =
(
κ2
2
) ∫
dtdDx
N
2
√
g
(
piijGijklpikl
)
, (45)
with the conjugate momenta, piij = (2
√
g/κ2)GijklKkl, and the inverse DeWitt metric, Gijkl =
δijkl − λgijgkl/(Dλ− 1), satisfying GijmnGmnkl = GklmnGmnij = δijkl [1, 2].
On the other hand, for λ = 1/D, the DeWitt metric is degenerated and we need to project
out the non-degenerate parts only when considering the appropriate inverse of the DeWitt
metric. Actually, using the fact that Ĝijkl ≡ Gijkl|λ=1/D has a null eigenvector gij,
Ĝijklgij = 0, (46)
it is easy to see that its inverse, Ĝijkl, is given by
Ĝijkl = δijkl − 1
D
gijgkl,
Ĝijklgij = 0, ĜijmnĜmnkl = δ˜klij (47)
with the (projected) Kronecker-delta, δ̂klij = δ
kl
ij − gijgkl/D, satisfying δ̂klij gij = δ̂klij gkl = 0 [10].
(See also [25, 26] for the corresponding analyses in Lorentz invariant higher-curvature gravities.)
In the Hamiltonian formulation, the existence of a null eigenvector in gij is reflected in the
primary constraint,
χ ≡ p̂iii ≡ gijp̂iij ≈ 0 (48)
13 λHorava = −λDeWitt/2.
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for the momenta,
p̂iij ≡ δS
δg˙ij
=
2
√
g
κ2
ĜijklKkl, (49)
in addition to the usual primary constraints, Φµ, in (10).
Then, one can find the canonical Hamiltonian, up to boundary terms,
ĤC =
∫
Σt
dDx
{
NĤ +NiĤi
}
(50)
with
Ĥ ≡ κ
2
2
√
g
p̂iij p̂iij +
√
gV, (51)
Ĥi ≡ −2∇j p̂iij. (52)
Now, the preservation of the additional primary constraint (48),
χ˙ = {χ, ĤC}
≡ Ψ ≈ 0 (53)
produces a new secondary constraint,
Ψ ≡
(
κ2
2
)(
D
2
)
N√
g
p̂imnp̂i
mn −N√g
[(
D
2
)
V(R)− RV ′(R)
]
+
√
g(D − 1)∇2 (NV ′(R))
=
D
2
NĤ −N√g [DV(R)−RV ′(R)] +√g(D − 1)∇2 (NV ′(R)) ≈ 0 (54)
from (A18), in addition to the usual (reduced) Hamiltonian and momentum constraints in (12),
Ĥ ≈ 0, Ĥi ≈ 0. (55)
The extended Hamiltonian is then given by
ĤE = ĤC +
∫
Σt
dDx(uµΦ
µ + vχ) (56)
with a new Lagrange multiplier v. The constraint algebra, (16)-(18), are reduced to
{Ĥ(x), Ĥ(y)} = Ĉ i(x)∇xi δD(x− y)− Ĉ i(y)∇yi δD(x− y), (57)
{Ĥ(x), Ĥi(y)} = −Ĥ(y)∇yi δD(x− y), (58)
{Ĥi(x), Ĥj(y)} = Ĥi(y)∇xj δD(x− y) + Ĥj(x)∇xi δD(x− y), (59)
where
Ĉ i =
(
−κ
2
2
) [(
Ĥi + 2∇ip̂i
)
V ′(R) + 2
(
p̂iij − gijp̂i
)
∇jV ′(R)
]
. (60)
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Using the above reduced constraint algebra, one can find that
˙̂H = {Ĥ, ĤE}
=
1
N
∇i(N2Ĉ i) +∇i(N iĤ) + {Ĥ, 〈vpi〉}, (61)
˙̂Hi = {Ĥi, ĤE}
= Ĥ∇iN +∇j(N jĤi) + Ĥj∇iN j + p̂i∇iv ≈ 0, (62)
where
{Ĥ, 〈vpi〉} =
[
− v
N
Ψ+
√
g(D − 1)
(
v
N
∇2 (NV ′(R))− V ′(R)∇2v
)]
. (63)
For the potential, −V(R) ≡ Λ + ξR + αRn, (63) becomes
{Ĥ, 〈vpi〉} = −
[
v
N
Ψ+
√
g(D − 1)
(
− v
N
∇2
(
N(ξ + αnRn−1)
)
+
(
ξ + αnRn−1
)
∇2v
)]
. (64)
Since we are considering the non-trivial case of −V ′(R) ≡ ξ + αnRn−1 6= 0, preserving the
Hamiltonian constraint, Ĥ ≈ 0, i.e., ˙̂H ≈ 0 in (61), does not produce new constraints but
determines the Lagrange multiplier v: For the λ-deformed GR (α = 0), where Ĉ i = 0, (61) and
(64) determine v = N .
On the other hand, for the preservation of the secondary constraint, Ψ˜ ≡ Ψ
Ĥ≈0
,
Ψ˜ ≡ N√g [DΛ + (D − 1)ξR+ (D − n)αRn] +√g(D − 1)∇2 (NV ′), (65)
one can find that
˙˜Ψ = {Ψ˜, ĤE}
= {Ψ˜, ĤC}+ {Ψ˜, 〈utpiN〉}+ {Ψ˜, 〈vp̂i〉}, (66)
where 14
{Ψ˜, 〈utpiN 〉} = ut
N
Ψ˜ +
√
g(D − 1)
(
∇2 (utV ′)− ut
N
∇2 (NV ′)
)
, (67)
{Ψ˜, 〈vpi〉} = vN√g
[
D2
2
Λ +
(D − 1)(D − 2)
2
ξR +
(D − 2)(D − 2n)
2
αRn
]
+
√
g(D − 1)
[
(D − 2)
2
∇i
(
v∇i (NV ′)
)
−N∇2v
(
(D − 1)ξ + (D − n)αnRn−1
)]
+ αn(n− 1)(D − 1)√g∇2
[
Rn−2N
(
Rv + (D − 1)∇2v
)]
. (68)
14 Useful relations for these computations are {√g(x), π(y)} = (D/2)√g(x)δD(x − y) and {R(x), π(y)} =
−R(x)δD(x− y)− (D − 1)∇2xδD(x− y) from (A7).
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Now, (61) and (66) determine the multipliers v and ut, respectively, so that one can finish the
Dirac’s procedure without generating further constraints. Then, the complete set of constraints
are χ̂A ≡ (piN , Ĥ, pi, Ψ˜) ≈ 0 and ΓA ≡ (pii,Hi) ≈ 0. Here, the constraints, χ̂A ≈ 0, are the
second-class constraints with the algebra,
{piN (x), Ĥ(y)} = 0, {piN (x), χ(y)} = 0,
{piN (x), Ψ˜(y)} = ∆̂(x− y),
{Ĥ(x), Ĥ(y)} = Ĉ i(x)∇xi δD(x− y)− Ĉ i(y)∇yi δD(x− y),
{Ĥ(x), pi(y)} ≈ {piN(x), Ψ˜(y)}, etc., (69)
whose determinant, det({χ̂A, χ̂B}), is generally non-vanishing,
det{χ̂A, χ̂B} ≈
(
det{Ĥ(x), pi(y)}
)2 (
det{pi(x), Ĥ(y)}
)2
≈
(
det
[
∆̂(x− y)∆̂(y − x)
])2
, (70)
where
∆̂(x− y) ≡ −√g [DΛ+ (D − 1)ξR+ (D − n)αRn] δD(x− y)
+
√
g(D − 1)∇2y
[
δD(x− y)
(
ξ + αnRn−1
)
(y)
]
. (71)
On the other hand, the constraints, ΓA ≡ (pii,Hi) ≈ 0, are the first-class constraints, as in
Cases A and B. So, the resulting number of dynamical degrees of freedom is the same as in
Case A,
s =
1
2
(P − 2N1 −N2)
=
1
2
(D + 1)(D − 2), (72)
which is the same as in GR. This provides the fully non-perturbative proof of the previous
perturbative analysis (see also [35] for an earlier work), which does not show the extra degrees
of freedom at the linear level [10]. There may exist some similarities with Case A due to the
same physical degrees of freedom. Actually, one can consider the maximal slicing condition, i.e.,
pi = 0, for λ-deformed GR (with an arbitrary λ), as an example satisfying the condition, C˜ i = 0
for Case A. But, an importance difference is that Case C does not depend whether Ĉ i = 0, i.e.,
commuting Hamiltonian constraint Ĥ, or Ĉ i 6= 0, i.e., non-commuting Hamiltonian constraint
Ĥ: If we consider the maximal slicing, pi = 0, for Case B with an arbitrary λ 6= 1/D, we have
basically the same results as Case C ! This implies that the constraint structure of Case C and
so its number of dynamical degrees of freedom do not depend on spatially-higher-derivative
terms in the potential, which are important for distinguishing Cases A and B. In other words,
Case C does not depend on the UV conformal symmetry for the Cotton square term, C ijCij ,
in the Horˇava’s original potential [1, 2] and this is essentially due to the kinematic origin of the
constraint, χ = p̂i ≈ 0, in (48) 15.
15 This case corresponds to the β˙ = 0 case in the Birkhoff’s analysis of spherically symmetric system since π ∼ β˙
and the results are in a good agreement [27].
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V. EXAMPLES
In this section, we consider several exact solutions for our typical potential, −V(R) ≡ ξR+
αRn + Λ, as some explicit examples of the constraint analysis.
A. Non-Rotating Black Holes in Arbitrary Dimensions
For non-rotating, spherically symmetric black holes with Ni ≡ 0, the extrinsic curvature, Kij ,
and the conjugate momentum, piij , vanish so that the Hamiltonian constraint becomes simply
H = √gV(R) ≈ 0. The general solution is ‘R = constant’, whose constant value depends on
the theory parameters, ξ, α,Λ, and n. If we consider, as an explicit example, D = 3, n = 2,
i.e., z = 2 case in (3+1)-dimensions [36] 16, then the solution is given by
ds2 = −N2(r)dt2 + dr
2
f(r)
+ r2dθ2 + r2sin2θdφ2 (73)
with
N2 = f = 1− 2M
r
+
(
ξ −√ξ2 − 4αΛ
12α
)
r2, (74)
R =
−ξ +√ξ2 − 4αΛ
2α
. (75)
In this case, even though there are higher-derivative contributions, we have C˜ i = 0, trivially,
due to piij = 0 in (31). This would be a trivial example though its result is generally valid for
arbitrary power n and dimension D. If we consider the more general, spherically symmetric
solutions with Nr 6= 0 (cf. [37]), it would be a more non-trivial example with the extrinsic
curvature and conjugate momenta.
B. Black String Solutions in (3+1)-Dimensions
For stationary black strings in (3 + 1)-dimensions, the general ansatz is given by
ds2 = (−N2 +NrN r +NφNφ)dt2 + 2(Nrdr +Nφdφ)dt+ dr
2
f
+ r2dφ2 + gdz2, (76)
where all the metric functions, N,Ni, f , and g depend on the radial coordinate r. For z = 2
black string solution which satisfies the vanishing Cotton tensor, Cij = 0, for simplicity, a
simple solution with g = constant,Nφ = 0, and λ = 1, which is called BTZ-type black string,
16 This can be also the solution for z = 3 case with the Cotton square term, CijC
ij , since the Cotton tensor
vanishes, Cij ≡ ǫikl∇k
(
Rj l − δj lR/4
)
= 0, for the spherically symmetric cases.
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is given by (with g ≡ 1)
N2 = f = ηr2 −m, (77)
N2r = f
−1
[
δ +
κ4µ2
64
(
η2 − 2(ΛW + ω)− 3Λ2W
)]
, (78)
where η,m, δ are integration constants [38] and the other parameters κ, µ,ΛW , ω are introduced
by the usual parametrization,
ξ ≡ κ
4µ2(ΛW + ω)
8(1− 3λ) , α ≡
κ2µ2(1− 4λ)
32(1− 3λ) , Λ ≡ −
2κ2µ2Λ2W
8(1− 3λ) . (79)
In this case, even though the extrinsic curvatures and conjugate momenta are non-vanishing, it
has a constant curvature, R ∼ f ′/r = 2η = constant. Since this is the solution for λ = 1, one
can easily find that C˜ i = 0 in (31) is trivially satisfied 17: The first term in (31) vanishes due
to λ = 1 and the second term vanishes due to R = constant. If we consider the more general
solutions with λ 6= 1 or the λ = 1 solution without the condition, Cij = 0, it would be more
non-trivial examples with the non-constant extrinsic curvatures and conjugate momenta.
C. Rotating Black Holes in (3+1)-Dimensions
The exact solutions for rotating black holes in (3 + 1)-dimensions has not been found yet.
However, for slowly rotating black holes, one can consider the ansatz [39, 40],
ds2 = −N2(r)dt2 + dr
2
f(r)
+ r2dθ2 + r2sin2θdφ2 + 2ag(r)sin2θdtdφ. (80)
At the linear order in the rotation parameter a, the solution of g(r) for n = 2 is given by
g(r) = σr2 +
γ
r
(81)
with the integration parameters, σ, γ, and the same solution of N2 = f(r) as in (74). In this
case, the extrinsic curvature has a non-vanishing component, Krφ = O(a) but K = 0, pi = 0, at
the linear order in ‘a’. Since the curvature scalar is constant as in (75), we will have the case
C˜ i = 0 again and this result is valid for arbitrary power n and dimensions D 18. If we consider
higher orders in the rotation parameter a so that K or pi is non-vanishing or R is non-constant,
it would be a more non-trivial example.
17 This result is still valid with the angular shift vector, Nφ.
18 In [39, 40], λ = 1,ΛW = 0 case for the IR-modified Horˇava gravity was considered. But our result is generally
valid for arbitrary λ and ΛW .
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D. Rotating Black Holes in (2+1)-Dimensions
For stationary black holes in (2 + 1)-dimensions, the most general ansatz is given by
ds2 = (−N2 +NrN r +NφNφ)dt2 + 2(Nrdr +Nφdφ)dt+ dr
2
f
+ r2dφ2, (82)
where all the metric functions, N,Ni, f , depend on the radial coordinate r, as in (76), due to
the symmetry property in (2 + 1)-dimensions. The general solution for the metric (82) is not
known yet. For the simple case, however, of Nr = 0, one can find that the there is non-vanishing
conjugate momentum, piφr = (f/2N)(Nφ)′, whose trace is vanishing trivially, pi = 0, with the
solution (for the n = 2 case) [41, 42]
f = −M+ br
2
2
[
1−
√
a+
c
r4
+
√
c
r4
ln
(√
c
ar4
+
√
1 +
c
ar4
)]
,
N2/f = 1/
(
1 +
c
ar4
)
,
Nφ = −J
2
√
a
c
ln
[√
c
ar4
+
√
1 +
c
ar4
]
, (83)
where
a = 1− 4αΛ
ξ2
, b =
ξ
2α
, c =
2αJ 2
ξ2
. (84)
In this case, even though K = 0, pi = 0 trivially, the curvature scalar is non-constant,
R = −f
′
r
= −b
(
1−
√
a+
c
r4
)
, (85)
so that we have a non-vanishing component of C˜ i,
C˜φ ∼ αpiφr∂rR 6= 0. (86)
But, it easy to find that the constraint Ω˜ ≈ 0 is satisfied again
Ω˜ ∼ ∂φ
(
N2C˜φ
)
= 0, (87)
due to the spherical symmetry, i.e., no φ-dependence, in the solution. It is important to note
that the non-vanishing C˜ i is the genuine result of higher-derivative terms (α 6= 0) with a rotation
(piφr 6= 0). In other words, if we turn off the higher-derivative term, i.e., α = 0, similarly to
BTZ black hole in GR, the system is reduced to the case with the vanishing C˜ i ∼ ξλ̂∇ipi = 0.
Of course, this does not correspond to Case B but Case C, due to the fact of pi = 0 for the
solution (83), as can be seen by checking the constraint, Ψ˜ ≈ 0, in (65). However, if we consider
the Nr 6= 0 case, one obtains pi 6= 0 generally so that it may correspond to a “genuine” case of
Case B. This example would show the importance of higher-derivative terms for Case B, where
the extra scalar graviton mode is involved.
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VI. CONCLUDING REMARKS
We study the full constraint analysis of the non-projectable Horˇava gravity whose potential,
V(R), is an arbitrary function of the (intrinsic) Ricci scalar R in arbitrary dimensions but
without the extension terms which depend on the proper acceleration ai, for simplicity. We
find that there are generally three distinct cases in this theory, depending on
(i) whether the Hamiltonian constraint, H ≈ 0, generates new (second-class) constraints
(Cases A, C) or just fixes the associated Lagrange multipliers (Case B), or
(ii) whether the IR Lorentz-deformation parameter λ is at the conformal point, λ = 1/D
(Case C), or not (Cases A, B).
We find that, for Cases A and C, the dynamical degrees of freedom of Horˇava gravity are the
same as in GR, while for Case B, there is one extra phase-space degree of freedom, representing
an extra (odd) scalar graviton mode. This would achieve the dynamical consistency of a
restricted model at the fully non-linear level and be positive in resolving the long-standing
debates about the extra graviton modes of the Horˇava gravity. Several further remarks about
other challenging problems are in order.
1. We have obtained the new “extended” constraint algebra for the Hamiltonian and
momentum constraints, (16)-(18) ((57)-(59) for Case C) or (19)-(21), for the non-projectable
Horˇava gravity whose potential is an arbitrary function of the Ricci scalar R. The structure
of the newly obtained “extended” constraints algebra seems to be generic to Horˇava gravity
itself, analogous to that of general higher-curvature gravities [25, 26], where C i becomes the
momentum constraint Hi with higher-curvature corrections. An important difference is that
the momentum constraint Hi in Horˇava is the same form as in GR with no higher-derivative
corrections and satisfies the same algebra as in GR [23] but the full algebra with the
Hamiltonian constraint, H, is not closed, whereas the momentum constraints, Hi ≡ C i, in
generic higher-curvature gravities satisfy exactly the same closed algebra as in GR, “as has
been argued generically in [43]”, even with the generic higher-curvature terms which include
Riemann tensors also [25, 26, 44]. We suspect that a similar general argument in Horˇava
gravity exists also so that the extended constraint algebra reflects the generic space-time
structure of our Lorentz violating gravities with Ricci and Riemann tensors, Rij, Rijkl, etc., i.e.,
with the potential, V(R,Rij , Rijkl, · · ·) 19, and its general proof would be a challenging problem.
2. Our constraint analysis shows the dynamical degrees of freedom in a restricted model
of the Horˇava gravity at the fully non-linear level. Comparison to the previous linear pertur-
bation analyses [8, 10, 33], which do not show the extra degrees of freedom, implies that the
extra modes would be the genuine consequence of non-linear effect (around the homogenous
background) with Lorentz-violating higher-derivative terms [27]: For a direct proof in the n = 2
19 This implies the generic absence of the third and second-derivative terms in (2.24) of [4], which is the case of
λ = 1 and V ∼ CijCij .
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constraint algebra, see [15]. On the other hand, it has been also argued that the extra mode may
appear when considering (even linear) perturbations around the spatially-inhomogeneous and
time-dependent background [5], even with the IR Lorentz-violating terms only, as anticipated
from the usual connection between non-linear perturbations for a homogenous background
and linear perturbations for a corresponding inhomogeneous background 20. This may be in
contrast to the Birkhoff’s theorem analysis in spherically symmetric, vacuum configuration
which does not show time-dependent solutions, representing the “extra gravitational” modes
[27]. However, this might be due to its high symmetry, i.e., lower inhomogeneity, and there
might exist still some possibilities for higher inhomogeneities: This might be consistent with
a related analysis in [15] which does not show the extra mode only up to the first order of
inhomogeneity, L−1. So, a direct proof of the argument of [5] in the generic constraint algebra
would be an interesting open problem. The role of non-linear, UV scalar graviton in Big Bang
cosmology and gravitational wave physics for compact objects with strong gravities, like black
holes and neutron stars, would be also a challenging problem.
3. In the literature, there have been claims of inconsistencies of the Horˇava gravity,
in its original form. It seems that some originate from the limited analysis, like linear
approximations [7], or incomplete constraint analysis [4, 11]. Here, we consider the second
case 21, especially about the claim in [11], which seems to be the most rigorous criticism
against the (non-projectable) Horˇava gravity. The basic claim in [11] is that “N = 0 is the
only possible solution” for the constraint (4.1), ∇i(N2∇ipi) ≈ 0, which corresponds to our
constraint (30), Ω˜ ≡ ∇i(N2C˜ i) ≈ 0, for the asymptotically flat (Λ = 0) and λ-deformed GR,
otherwise N blows up at infinity, generically 22. But, the elaborate analysis in [11] is just
another proof of an adequacy of the condition, pi = 0, in that example, which is the only
remaining solution for the constraint (4.1) in [11] or (30) in this paper, as has been argued
also in [14, 15]. Actually, contrary to the argument in [11], the perturbations from pi = 0 are
not arbitrary but restricted by another constraint (33), Ξ˜ ≈ 0 in this paper (or (20) in [14]),
when λ 6= 1. Moreover, when the metric is not asymptotically flat (Λ 6= 0), the argument
of [14] (and possibly of [11] or [5] also) would not be valid generally, as can be seen in the
general, (2+1)-dimensional solution, (82) with Nr 6= 0, which shows the non-vanishing pi and N .
4. With the full set of constraints, we can now consider Feynman’s path-integral for the
S-matrix elements [45, 46], whose Hamiltonian expression for Case A, for example, is given by
Z =
∫
DgijDpiijDNDNiδ(Hi)δ(γj)δ(H)δ(Ω˜)
∫
DcjDc¯i exp
{
i
∫
dtdDx c¯i [{Hi, γj}|pii≈0] cj
}
×
∫
DbDb¯ exp
{
i
∫
dtdDx b¯
[
{H, Ω˜}{Ω˜,H}|piN≈0
]
b+ iS/h¯
}
, (88)
where we have integrated out for the primary constraints piN , pi
i ≈ 0 with the Faddeev-
20 MIP thank K. Koyama and A. E. Gumrukcuoglu for discussion about this matter.
21 The first case has been discussed in several places, like [15] (footnote 3) and [4] (Note added).
22 This result corresponds to exactly what has been argued in [5], which shows “instabilities for perturbations
around a non-vanishing K background”, though given at the linear level.
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Popov’s anti-commuting fields, cj, c¯i, b, b¯, the gauge-fixing conditions, γj = 0, for the
first-class constraint, Hi ≈ 0, and the determinant factor for the second-class constraints,
(det{χA, χB})1/2 ≈ det
(
{H, Ω˜}{Ω˜,H}
)
. One can obtain similarly the path integral for Cases
B and C also. It would be desirable to study the renormalizability for the non-projectable
Horˇava gravity, based on the above S-matrix elements, beyond the recent proof of (perturba-
tive) renomalizability for the projetable cases [47–49] 23.
5. In the canonical quantization with the second-class constraints, we need to compute the
Dirac brackets [17] 24, whose definition for Case A, for example, is given by, for any variable
P,Q,
{P,Q}∗ ≡ {P,Q} −
∫
dDz
∫
dDw {P, χA(z)}C−1AB(z, w){χB(w), Q}, (89)
where C−1AB is defined as
∫
dDz C−1AB(x, z)CBC(z, y) =
∫
dDz CCB(y, z)C
−1
BA(z, x) = δACδ
D(x− y)
for the Poisson brackets of the second-class constraints CAB ≡ {χA, χB}, and given by
C−1AB(x, z) =

0 −∆−1(z − x) 0 0
∆−1(x− z) 0 0 0
0 0 0 −∆−1(z − x)
0 0 ∆−1(x− z) 0

with ∆−1, defined by
∫
dDz ∆−1(x− z)∆(z− y) = ∫ dDz ∆(y− z)∆−1(z−x) = δD(x− y). The
bracket satisfies {χA, Q}∗ = 0 for any variable Q so that the second-class constraints, χA ≈ 0,
can be imposed consistently in the Hamiltonian dynamics, i.e., {H,H}∗ = 0, {H,Hi}∗ = 0, etc.
25, which corresponds to the delta-function insertions for the constraints, χA ≈ 0, in the path
integral, (88). If we consider the gauge-fixing conditions as in the path integral formalism,
we can obtain further corrections to the Dirac brackets. Then the Dirac’s quantization rule is
given by [P̂ , Q̂] ≡ (i/h¯){P,Q}∗ for the quantum operators, P̂ and Q̂, corresponding to classical
variables P and Q, respectively, with the“appropriate” operator orderings. One can consider
also Cases B and C similarly, but it would be more involved for the former case.
Note added: After finishing this paper, a related paper [53] appeared which is overlapping
with ours for D = 2 case. But due to the (full) ai extensions in [53], it shows a different
constraint structure, as noted in our footnote No. 9.
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Appendix A: Computing {H,H}, {H,Hi}, and {Hi,Hj}
In this Appendix, we compute the constraint algebra, {H,H}, {H,Hi}, and {Hi,Hj} in
(16)-(18). To this ends, it is useful to consider the variations of the smeared constraints,
〈ηH〉 ≡ ∫ dDx ηH ≈ 0, etc., with the smearing functions, η, ηi (neglecting the boundary
terms),
δ 〈ηH〉 =
〈
Aklδgkl +Bklδpi
kl
〉
, (A1)
δ
〈
ηiHi
〉
=
〈
Cklδgkl +Dklδpi
kl
〉
. (A2)
After long computations, one can obtain the coefficients, A,B,C,D as follows:
Akl ≡ δ 〈ηH〉
δgkl
=
(
κ2
2
)
η√
g
[
−1
2
gkl
(
pimnpi
mn − λ˜pi2
)
+ 2
(
pikmpilm − λ˜pipikl
)]
+ η
√
g
[
1
2
gklV(R)− RklV ′(R)
]
+
√
g
[
∇k∇l (ηV ′(R))− gkl∇m∇m (ηV ′(R))
]
, (A3)
Bkl ≡ δ 〈ηH〉
δpikl
=
(
κ2
2
)
2η√
g
(
pikl − λ˜gklpi
)
, (A4)
Ckl ≡ δ 〈η
iHi〉
δgkl
= −∇m
(
ηmpikl
)
+
(
∇mηk
)
pilm +
(
∇mηl
)
pikm, (A5)
Dkl ≡ δ 〈η
iHi〉
δpikl
= ∇kηl +∇lηk. (A6)
As a byproduct, one can also obtain a useful formula,
{R(x), pikl(y)} = δR(x)
δgkl(y)
= −Rkl(x)δD(x− y) +∇kx∇lxδD(x− y)− gkl∇2xδD(x− y). (A7)
Then, after some manipulations, one can find the Poisson bracket algebras for the smeared
constraints as follows:
{〈ηH〉 , 〈ζH〉} =
∫
dDz
[
δ 〈ηH〉
δgkl(z)
δ 〈ζH〉
δpikl(z)
− δ 〈ηH〉
δpikl(z)
δ 〈ζH〉
δgkl(z)
]
=
〈
(η∇iζ − ζ∇iη)C i
〉
, (A8)
{〈ηH〉 ,
〈
ζ iHi
〉
} =
∫
dDz
[
δ 〈ηH〉
δgkl(z)
δ 〈ζ iHi〉
δpikl(z)
− δ 〈ηH〉
δpikl(z)
δ 〈ζ iHi〉
δgkl(z)
]
= −
〈
ζ i∇iηH
〉
, (A9)
{
〈
ζ iHi
〉
,
〈
ζjHj
〉
} =
∫
dDz
[
δ 〈ζ iHi〉
δgkl(z)
δ 〈ζjHj〉
δpikl(z)
− δ 〈ζ
iHi〉
δpikl(z)
δ 〈ζjHj〉
δgkl(z)
]
=
〈(
ζ i∇iζj − ζ i∇iζj
)
Hj
〉
, (A10)
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where
C i =
(
−κ
2
2
) [(
Hi + 2λ̂∇ipi
)
V ′(R) + 2
(
piij − λ̂gijpi
)
∇jV ′(R)
]
. (A11)
Now, one can easily check that the Poisson algebra for the local constraints are given by (16)-
(18):
{H(x),H(y)} = C i(x)∇xi δD(x− y)− C i(y)∇yi δD(x− y), (A12)
{H(x),Hi(y)} = −H(y)∇yi δD(x− y), (A13)
{Hi(x),Hj(y)} = Hi(y)∇xj δD(x− y) +Hj(x)∇xi δD(x− y). (A14)
Moreover, from (A1)-(A6), one can easily obtain the dynamical equations of motion (13)-(14)
as follows,
g˙ij = {gij,
〈
NH +NiHi
〉
} = δ 〈NH〉
δpiij
+
δ 〈NiHi〉
δpiij
=
(
κ2
2
)
2N√
g
(
piij − λ˜gijpi
)
+∇iNj +∇jNi, (A15)
p˙iij = {piij,
〈
NH +NiHi
〉
} = −δ 〈NH〉
δgij
− δ 〈NiH
i〉
δgij
=
(
κ2
2
)
N√
g
[
1
2
gij
(
pimnpi
mn − λ˜pi2
)
− 2
(
piimpijm − λ˜pipiij
)]
−N√g
[
1
2
gijV(R)−RijV ′(R)
]
−√g
[
∇i∇j (NV ′(R))− gij∇m∇m (NV ′(R))
]
+∇m
(
Nmpiij
)
−
(
∇mN i
)
pijm −
(
∇mN j
)
piim. (A16)
Combining (A15) and (A16), one can also obtain the dynamical equation for
√
g and the
momentum trace pi as follows,
√˙
g =
(
κ2
2
)
Npi
1−Dλ + 2∇iN
i, (A17)
p˙i =
(
κ2
2
)(
D
2
)
N√
g
(
pimnpi
mn − λ˜pi2
)
+∇m (Nmpi)
−N√g
[(
D
2
)
V(R)−RV ′(R)
]
+
√
g(D − 1)∇2 (NV ′(R))
=
D
2
NH−N√g [DV(R)−RV ′(R)] +√g(D − 1)∇2 (NV ′(R)) +∇m (Nmpi) . (A18)
Appendix B: More Details of computations in Sec. III A
In this Appendix, we present some more details of the computations in Sec. III A.
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First, we consider the variations of the smeared constraints,
〈
ηΩ˜
〉
≡ ∫ dDx ηΩ˜ and 〈ζΞ˜〉 ≡∫
dDx ζΞ˜ with the smearing functions η and ζ ,
δ
〈
ηΩ˜
〉
= 〈Emnδgmn + Fmnδpimn〉 , (B1)
δ
〈
ζΞ˜
〉
= 〈Gmnδgmn +Hmnδpimn〉 . (B2)
After quite tedious computations, we obtain the coefficients, E, F,G,H as follows 26:
Emn ≡
δ
〈
ηΩ˜
〉
δgmn
= −
(
κ2
2
)
2λ̂V ′(R)
[
pimn∇i(N2∇iη)− 1
2
gmn∇i(N2pi∇iη) +N2∇(mpi∇n)η
]
−
(
κ2
2
)
2λ̂
〈
η∇i
[
N2∇ipiδV
′(R)
δgmn
+N2
(
piij − λ̂gijpi
) δ∇jV ′(R)
δgmn
−N2
(
δijmnpi + g
ijpimn
)
∇jV ′(R)
]〉
, (B3)
Fmn ≡
δ
〈
ηΩ˜
〉
δpimn
= −
(
κ2
2
)
2λ̂V ′(R)∇i
[
gmnN
2∇iη
]
−
(
κ2
2
)
2
〈
η∇i
[
N2
(
δijmn − λ̂gijgmn
)
∇jV ′(R)
]〉
, (B4)
Gmn ≡
δ
〈
ζΞ˜
〉
δgmn
=
(
κ2
2
)
2(D − 1)ξ2λ̂√g
{
1
2
gmnN2∇iζ(∇i∇j∇jN −N∇iR− R∇iN)
+N2
[
∇i(NRmn)∇iζ −∇(m∇i∇iN ∇n)ζ +∇(m(NR)∇n)ζ −∇i∇m∇nN∇iζ
]
+
ΛD
2ξ(D − 1)
[
2N2∇(mN∇n)ζ − gmnN2∇iN∇iζ
]
+∇i
[
N2(X imnkll∇j∇kN ∇jζ
+2X imnkjl∇l∇kN ∇jζ −NRmn∇iζ)
]
+∇k∇i
[
N2(Xkmnll
i −Xkmnill)∇jN∇jζ
−N2Xkmnjll∇jN∇iζ
]
+∇k∇j∇i
[
N3∇iζ(Xkmnjll −Xkmnllj)
]}
+
(
κ2
2
)2
ξλ̂
(λD − 1)√g
{
(2λ+ 1)
[
2pimnpi∇i(N3∇iζ)− gmn∇i(N3pi2∇iζ)
+gmnN3pi∇ipi∇iζ + 2N3pi∇(mpi∇n)ζ
]
+N2
[
gmnpi2∇iN∇iζ + 2pi2∇(mN∇n)ζ
−4pimnpi∇iN∇iζ
]
+ 4(λD − 1)
[(
1
2
gmnpiijpi − pimnpiij
)
∇j(N3∇iζ)
]}
+(higher-derivative contributions), (B5)
Hmn ≡
δ
〈
ζΞ˜
〉
δpimn
=
(
κ2
2
)2
4ξ√
g
λ̂
{
N3∇(mpi∇n)ζ − gmn∇i(N3piij∇jζ)
26 Due to the messy expressions, we have used “xAct” for cross-checking our computations.
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+
N2gmn
2(λD − 1)
[
(2λ+ 1)Npi∇i∇iζ + (6λ+ 1)pi∇iN∇iζ
] }
+ (higher-derivative contributions), (B6)
where f(ij) ≡ (fij + fji)/2, −V ′(R) ≡ (ξ + αnRn−1), and
−δV
′(R)(y)
δgmn(x)
= αn(n− 1)Rn−2 δR(y)
δgmn(x)
= −αn(n− 1)Rn−2
(
RmnδD(x− y) + Amnpqklgkl∇p∇qδD(x− y)
)
= −αn(n− 1)Rn−2
[
RmnδD(x− y)−(∇n∇m − gmn∇2)δD(x− y)
]
, (B7)
Amnpqkl ≡ gpiXqmnikl − gijXqmnij(kδpl),
Xmijnkl ≡ 1
2
[
gmkg
(i
lg
j)
n + g
m
lg
(i
ng
j)
k − gmng(ikgj)l
]
. (B8)
Then, after some manipulations one can find the Poisson bracket algebras as follows:
{
〈
ηΩ˜
〉
,
〈
ζΩ˜
〉
} =
(
κ2
2
)
λ̂(D − 2)
∫
dDz
[
∇iη∇j(N2∇jζ)−∇iζ∇j(N2∇jη)
]
V ′(R)N2C˜ i
+ (higher-derivative contributions),
{
〈
ηΩ˜
〉
, 〈ζH〉} ≈ −
∫
dDz (∇iη)ζN Θ˜i,
{
〈
ηΩ˜
〉
,
〈
ζkHk
〉
} = −
∫
dDz ζk
[
(∇kη) Ω˜− (∇kN2) C˜ i∇iη
]
,
{
〈
ηΞ˜
〉
, 〈ζH〉} ≈ −
∫
dDz (∇iη)ζN Σ˜i + (higher-derivative contributions),
{
〈
ηΞ˜
〉
,
〈
ζkHk
〉
} = −
∫
dDz ζk
[
(∇kη)Ξ˜− (∇kN2) Θ˜i∇iη −∇kN
〈
N2
(
δΘ˜i
δN(z)
)
∇iη
〉]
,
+ (higher-derivative contributions) (B9)
where,
Σ˜i =
(
κ2
2
)
2(D − 1)N
[
(2λ+ 1)
(λD − 1) pi Θ˜
i − 2piik Θ˜k
]
+
(
κ2
2
)2
2ξ2(D − 1)λ̂
[
∇iU + 2V
i
(λD − 1)
]
+
(
κ2
2
)3
8ξλ̂√
g
W i, (B10)
U ≡ (2N∇j∇kN +∇kN∇jN)
[
2pijk − (2λ− 1)
(λD − 1)pi g
jk
]
+ 2N2
[
λ
(λD − 1)piR− pi
jkRjk
]
,
V i ≡ pi
(
−N2∇iR −∇iN∇j∇jN +N∇i∇j∇jN
)
+∇ipi
[
Λ(D + 2)
2ξ(D − 1)N
2 − (2λ−D − 1)
2(D − 1)
(
N2R−N∇j∇jN
)]
+
(λD − 1)
(D − 1) ∇jpi
(
N2Rij −N∇j∇iN
)
− (λ− 1)∇i(N2∇j∇jpi)− (6λ− 5)
2
∇i(∇jpiN∇jN),
24
W i ≡ −(2λ+ 1)(D − 2)
2(λD − 1)2 pi
3N∇iN − (2λ+ 1)(D(2λ+ 1)− 3λ− 2)
2(λD − 1)2 N
2pi2∇ipi
+
(D − 2)
(λD − 1)pi
ijpi2N∇jN − (2D − 3)N2piikpijk∇jpi + (4D(2λ+ 1)− 12λ− 7)
2(λD − 1) N
2piijpi∇jpi.
(B11)
The Poisson algebra for the local constraints are given by
{Ω˜(x), Ω˜(y)} =
(
κ2
2
)
λ̂(D − 2)∇xi
[
V ′(R)N2C˜ i(x)∇yj
(
N2∇jyδD(x− y)
)]
+ (higher-derivative contributions),
{Ω˜(x),H(y)} ≈ NΘ˜i(y)∇xi δD(x− y),
{Ω˜(x),Hk(y)} = −Ω˜(y)∇ykδD(x− y)− C˜ i∇xi δD(x− y)∇kN2(y),
{Ξ˜(x),H(y)} ≈ NΣ˜i(y) ∇xi δD(x− y) + (higher-derivative contributions),
{Ξ˜(x),Hk(y)} = −Ξ˜(y)∇ykδD(x− y)− Θ˜i(y)∇xi δD(x− y)∇kN2(y)
−∇xi
[
N2(x)
(
δΘ˜i(x)
δN(y)
)]
∇kN(y) + (higher-derivative contributions). (B12)
Here, we have used
{Ω˜(x), piN (y)} = ∇xi
[
2NC˜ i(x)δD(x− y)
]
, (B13)
{Ξ˜(x), piN (y)} = ∇xi
[
2NΘ˜i(x)δD(x− y) +N2(x)
(
δΘi(x)
δN(y)
)]
, (B14)
where(
δΘ˜i(x)
δN(y)
)
= −
(
κ2
2
)2
2λ̂
(λD − 1)√gV
′
{[
(2λ+ 1)gijpi − 2(λD − 1)piij
]
∇jpi(x)δD(x− y)
+pi2(x)∇ixδD(x− y)
}
−
(
κ2
2
)
2λ̂(D − 1)√gV ′∇ix
[(
ξR+
ΛD
D − 1 +
D − n
D − 1αR
n
)
δD(x− y)
+∇2
(
V ′δD(x− y)
)]
−
(
κ2
2
) [
2λ̂∇ipi{V ′(R)(x),H(y)}+ {2(piij − λ̂gijpi)∇jV ′(R)(x),H(y)}
]
.
(B15)
From (B9) or (B12), one can now compute
{Ω˜, HC} = {Ω˜,
〈
NH +NiHi
〉
}
≈ ∇i
[
N2Θ˜i −Nk(∇kN2)C˜ i
]
+∇k(NkΩ˜), (B16)
{Ξ˜(x), HC} = {Φ˜(x),
〈
NH +NiHi
〉
}
≈ ∇i
[
N2 Σ˜i −Nk(∇kN2)Θ˜i
]
+∇k(NkΞ˜)−∇xi
[
N2(x)
〈(
δΘ˜i(x)
δN
)
Nk∇kN
〉]
+(higher-derivative contributions), (B17)
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which reduce to (33) and (36), respectively, for the case C˜ i = 0.
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