Abstract-This paper investigates the nonlinear generation of ultra-flat broadband spectra suited to communication applications. The technique is based on the inclusion of a linear pulse shaping element prior to a nonlinear fiber, where highly controllable spectral broadening is enabled. An adaptive pulse shaping system exploiting optimization algorithms (evolution strategy-ES) allows for automatic convergence to the desired spectrum. Using this technique, a spectrum exhibiting a 3-dB bandwidth of nm and a 0.5-dB bandwidth of nm is reported. The technique can be used to generate even broader spectra or indeed spectra exhibiting more exotic shapes.
I. INTRODUCTION
A S the techniques for generating and detecting signals become ever more complex in modern communication systems the need to develop more sophisticated methods for harnessing both linear and nonlinear effects in optical fibers emerges. Kerr effects in optical fibers have been widely used in the literature for a variety of applications, including the spectral broadening of pulsed laser signals using self-phase modulation (SPM), often in combination with other nonlinear effects. The generated broadband spectra can be useful in a variety of applications in optical communications. For example, they can be sliced to generate several wavelength division multiplexing (WDM) channels from a single laser source [1] . More recently, they have also been used to generate subcarriers for optical orthogonal frequency division multiplexing (OFDM) systems [2] . All of these applications ideally require the generation of spectra with accurately controlled shapes and bandwidths.
Recent developments in optical fiber technology have allowed significant advances in the tailoring of nonlinearly generated broadband spectra. Specially designed microstructured fibers offering suitable dispersion and nonlinear characteristics have been extensively used to generate smooth broadband spectra. In a recent example, an SPM-induced 800 nm wide spectrum with dB ripples was generated in a photonic crystal fiber offering appropriately engineered nonlinear and dispersive properties [3] . On the other hand, rather than relying on the special characteristics of the highly nonlinear fiber (HNLF), one could directly shape the broadened spectrum by applying filtering after the nonlinear propagation [4] . However, this technique is rather power inefficient, since it can only remove portions of power through filtering, from a signal which has previously been amplified in order to give rise to nonlinear effects in the HNLF. Moreover, the bandwidth is also limited by the capabilities of the shaper itself. A more power efficient approach would be to shape the spectrum prior to the nonlinear element (and amplifier) and to rely on the nonlinear generation itself to directly generate the desired spectrum. This approach also potentially allows at the same time for the generation and manipulation of light over a spectral range that greatly exceeds the operating bandwidth of the pulse shaper itself. This concept was previously used for the generation of a 15-nm flat spectrum with power fluctuations of dB starting from a laser source emitting 1.8 ps soliton pulses (with a corresponding 3 dB spectral bandwidth of 2.5 nm) at a repetition rate of 10 GHz [5] .
Essential to this approach is the capability to calculate the exact pulse shape which, after nonlinear propagation, yields the desired output spectrum. For a nonlinear element with given characteristics, this can be achieved using backward propagation calculations based on the inverse split-step Fourier method (ISSFM) [5] . Once the desired input pulse shape to the nonlinear medium is known then a filter which allows precise shaping (in both amplitude and phase) of the incident pulse (generated directly from the seed pulse source) is required. Various pulse shaping technologies have been developed previously [5] - [8] . In [5] , precise pulse shaping was achieved in a superstructured fiber Bragg grating, where the required filter transfer characteristics were imprinted on the spatial structure of an otherwise uniform fiber grating [7] . Using the same technology and shaping into parabolic pulses, a flat SPM-induced spectrum with a 3-dB bandwidth of 29 nm and dB ripples was generated [9] . An alternative type of pulse shaper, which is already commercially available, is based on liquid crystal on silicon (LCOS) technology [8] . Such devices combine a high spectral resolution (7 GHz) with acceptable insertion losses ( dB) and the possibility to dynamically change the filtering characteristics.
As shown in the block diagram of Fig. 1 , our arbitrary spectral synthesis system comprises a programmable high resolution phase and amplitude filter (linear manipulation stage), followed by the nonlinear broadening stage (typically an amplifier and a HNLF). A HNLF with normal dispersion is needed in our work as the normal dispersion can serve to smoothen out the spectrum obtained from nonlinear propagation. We use a commercial LCOS-based pulse shaper to shape the pulses emitted from a 10 GHz ps-pulse mode-locked laser (MLL) before spectral broadening in an HNLF according to backward propagation calculations. Starting with a 2-nm Gaussian spectrum, the target is to generate a flat output spectrum with a bandwidth exceeding 10 nm. Our results are compared against spectra generated when no pulse shaping has taken place. Subsequently, in order to overcome uncertainties in both the original pulse characteristics and the absolute transfer function of the pulse shaper, we adopt an adaptive system to dynamically change the transfer function in the pulse shaper so as to improve the quality of the achieved spectrum. Recently, genetic algorithms were used to improve the quality of Gaussian pulses [10] . In our work, we experimentally test two different evolution strategy (ES) algorithms of varying complexity [11] , [12] , namely the two-membered ES [13] and the covariance matrix adaptation (CMA) ES [14] . Using either of the two versions of ES, we demonstrate an ultra-flat broadened spectrum with a 3-dB bandwidth of nm and a central region of nm where the power fluctuations are smaller than 0.5 dB. The performance of the two versions of ES is compared in the paper. The paper concludes by discussing the achieved performance and possible future extensions of the technique.
II. INVERSE PROPAGATION APPROACH
In this section, we focus on the nonlinear generation of ultra-flat spectra based on inverse propagation calculations. A simulation procedure for the calculation of the pulse shaping function is established and tested in a proof-of-principle experiment.
A. Pulse Shaping Function Calculation
The procedure for the calculation of the pulse shaping function starts with the definition of the target spectrum. The ISSFM is then used to calculate the waveform required at the input of the HNLF. Prior knowledge of the pulse characteristics generated by the source allows us to calculate the pulse shaping function which needs to be fed to the programmable filter. The procedure assumes that: (a) the exact characteristics of both the original pulses (in both phase and intensity) and the HNLF are known, (b) the amplifier prior to the HNLF is strictly linear, and (c) the phase and amplitude characteristics of the filter are accurately calibrated.
For the work presented in this paper, we have chosen a target spectrum with a third-order super-Gaussian shape and a 3-dB bandwidth of nm. In order to avoid demanding the generation of ultrashort pulses, we have allowed the output pulses to be linearly chirped. Then for sufficiently large chirp values, the waveform corresponding to this target spectrum is (1) and represent the half-width (at 1/e-intensity point) and the chirp parameter of the pulse, respectively. The pulse source used in our experiments was a 10 GHz MLL generating almost transform-limited Gaussian pulses with a full width at half maximum (FWHM) of 2 ps. Fig. 2 shows the measured temporal and spectral profiles of these pulses and compares them with the numerical profiles we assumed when designing the pulse shaping function (which will be presented in Fig. 5 below). For all our calculations we have assumed that the signal average power at the output of the system is going to be 0.5 W, a power level readily provided by several telecommunication erbium doped fiber amplifiers (EDFAs).
The exact bandwidth and shape of the target spectrum then clearly depend on the combination of and . In order to illustrate this dependence, we define a group of target spectra by varying the value of from 8.5 ps to 26.5 ps and the value of from 10 to 100. With the HNLF parameters shown in Table I (corresponding to a fiber which is available in our labs), the required waveforms at the input of the HNLF can be calculated from the ISSFM for each target spectrum with a unique combination of and . It is clear that only a subset of the waveforms obtained from the ISSFM calculations can be implemented with our available pulse source. Since the input spectral pulse shaping is a passive linear process in which new frequency components cannot be generated, the root mean square bandwidth of the shaped waveforms needs to be narrower than that of the original MLL pulses , i.e.,
where, represents the ratio between and . Additionally, after pulse shaping, the adjacent pulses should not overlap with each other in the time domain. As the MLL pulses have a duty cycle of 0.02, the temporal root mean square width of the shaped waveforms cannot be larger than 50 times the root mean square width of the original MLL pulses . In order to completely avoid any interference at the wings between adjacent pulses after shaping, is further restricted to be less than 10 times shorter than , i.e.,
where, represents the ratio between and . Since they are functions of the shaped waveform, the two ratios defined in (2) and (3) are also functions of and , and they can be plotted on contour plots against these two parameters (Fig. 3) . On each contour plot, there is an area satisfying each corresponding inequality. The intersection between these two areas, as shown in the shadowed area of Fig. 3 , is where the feasible waveforms are located.
From all the feasible waveforms, we have chosen the one with the minimum value for our experimental demonstration presented in Section II.B below. A comparison between this waveform and the assumed original MLL pulses is shown in Fig. 4 . It is worth to note that this waveform is not transform-limited, and its frequency chirp is represented by the green dashed line in Fig. 4(a) . After the nonlinear propagation in the HNLF, this waveform evolves into a third-order super-Gaussian spectrum with a 3-dB bandwidth of 11 nm and a linearly chirped third-order super-Gaussian pulse with ps and . The transfer function that needs to be programmed to the shaping filter in order to implement this waveform is shown in Fig. 5 . This has been calculated by dividing the spectrum of the shaped waveform by the original MLL spectrum, and includes both the response in the amplitude and the phase.
B. Proof-of-Principle Experiment
Our experimental setup is shown in Fig. 6 . The MLL emitted 10 GHz, Gaussian pulses at 1550 nm with a temporal full width at half maximum of 2 ps. The pulses passed through the programmable phase and amplitude filter (Finisar Waveshaper-W/S). The W/S has a dynamic range of 35 dB, an insertion loss of 5 dB, a polarization loss of 0.2 dB and its individual spectral features can be programmed at 1-GHz steps, much finer than the spectral line spacing of the 10 GHz source itself. The setting resolutions of the power attenuation and phase change of the W/S are 0.1 dB and 0.001 rad, respectively. The shaped pulses at the output of the W/S were amplified to 0.8 W and launched into the HNLF with the parameters shown in Table I . Taking into the account the loss of the HNLF, the power at its output was 0.5 W. The output of the HNLF was monitored by an OSA.
The pulse shaping function fed into the W/S was the function directly obtained from simulations described in the previous subsection. The temporal profile (as measured with an optical sampling oscilloscope) and spectrum of the shaped pulses at the output of the W/S are shown in Fig. 7 . In both temporal and spectral domains, the experimentally generated pulses were very close to the calculated waveforms. In order to benchmark the flatness of the nonlinear spectrum generated using our technique, we first experimented with (unshaped) Gaussian pulses of the same power and width as the pulses of Fig. 7 . In this case, the spectrum at the output of the HNLF exhibited the familiar multitude of spectral peaks, typical of SPM in a normal dispersion fiber (Fig. 8(a) ). The spectrum obtained when the shaped pulses were used is presented in Fig. 8(b) . The number of peaks on the generated spectrum was reduced. However, there is a substantial discrepancy between the generated and the target spectrum manifesting itself as a spectral lobe developing at the centre of the spectrum, which could be caused by any of the assumptions made while calculating the pulse shaping function, as outlined in Section II.A. 
III. ADAPTIVE APPROACH
In order to overcome the limitations imposed by the assumptions described previously and obtain a more precisely shaped spectrum, we have employed a feedback mechanism that controls the shaping function with a view of optimizing the shape of the final spectrum. In this section, we introduce the adaptive pulse shaping system and the evolutionary algorithms adopted in the system. The performance of the adaptive approach is tested in proof-of-principle experiments.
A. Adaptive Pulse Shaping
Our adaptive pulse shaping approach aims at minimizing the difference between the generated spectrum and the target spectrum by dynamically adjusting the pulse shaping function fed into the programmable pulse shaper. The misfit function is used to quantify this differenc (4) In this work, since our goal is to improve the flatness at the top of the generated spectra , evaluation of the function is restricted to include contributions from only wavelengths lying within the 5% bandwidth of . We have chosen to act only on the phase profile of the pulse shaping function, since the power spectrum of the shaped signal can be accurately monitored using an OSA. The adjustment of the phase profile fed into the programmable pulse shaper is accomplished by adding a smaller perturbation represented by a weighted summation of first kind Chebyshev polynomials up to order . The value of represents a trade-off between the accuracy of the optimization process and its efficiency. The use of Chebyshev polynomials has the advantage that when the weights are the same for all of the terms, their contribution to the entire summation is comparable. Consequently, instead of the phase profile itself, the weights of Chebyshev polynomials become the objective of the optimization process.
The optimization algorithm chosen in our adaptive pulse shaping system is the evolution strategy (ES), which is a stochastic search algorithm, designed for the minimization of a nonlinear objective function [13] . In each generation of the ES, the offspring candidates are generated from parent candidates in the mutation process. The mutation is always carried out by adding a Gaussian distributed vector with zero mean. The variance of the Gaussian distribution plays an important role in the performance of the ES. It is called strategy parameter and updated in a specially defined fashion for each version of ES. With the fitness function, which is the in this work, all of the candidates in each generation can be sorted according to their fitness value. Distinguished by the eligibility of the parent candidates for the selection of the candidates that will become the new parents in the following generation, there are two categories of ES [13] that are considered here.
The first category is named -ES. In each generation of the ES in this category, offspring candidates are generated from parent candidates. The parent candidates for the next generation are the best out of both parent and offspring candidates. A typical ES in this category is the two-membered ES, which is selected in our work.
In two-membered ES, only one offspring candidate is generated from one parent candidate in each generation. These two candidates are both eligible for the selection of the parent candidate for the next generation. Between them, the one with the smaller value of is selected. In the optimization process, the initial parent candidate is an array of zero weights. This enables the algorithm to evaluate the calculated phase profile at the beginning of the process. Then, an offspring candidate is generated by adding an array of weights which is Gaussian distributed with zero mean over the parent candidate. The variance of the Gaussian distribution, is updated according to the one-fifth rule [13] , which is specially designed for the -ES. The algorithm is terminated when the converges to an adequately low value indicating an acceptable agreement between the generated and target spectra. Overall, the search area in the two-membered ES is in the vicinity of the theoretical phase profile. This algorithm is expected to be efficient as its strategy is simple. Meanwhile, its drawback is the risk of being stuck at a local minimum as it only explores a fraction of the whole search space.
The second category of evolution strategies is called -ES. In each generation of the ES in this category, offspring candidates are generated from parent candidates. Only the offspring candidates are eligible to be selected and the best candidates out of them are selected to be the parent candidates for the next generation. We have chosen the covariance matrix adaptation (CMA) ES, which is a variation of -ES, for use in our work. In each generation of the CMA-ES, the offspring candidates are generated by adding an array of weights which is Gaussian distributed with zero mean over the parent candidate and repeating this procedure times. Apart from the first generation, in which the parent candidate is an array of zero weights, the parent candidate is a weighted average of the best out of offspring candidates from the previous generation, with the offspring candidate with the smallest value being rewarded with the largest weight. Since there are weights for the order Chebyshev polynomials, and are determined according to the following equations [14] : (5) (6) The variance of the Gaussian distribution is updated in a selfadaptation manner based on the concept of derandomization and cumulation [14] . As before, the algorithm is terminated when the minimum value in each generation converges to a low value. In CMA-ES, the optimization process is carried out over a much broader search space and consequently has a much higher probability of finding the global minimum compared with the two-membered ES. However, it is less efficient due to the exploration over a much broader search space.
B. Setup of the Proof-of-Principle Experiments
The experimental setup for the implementation of the adaptive approach was exactly the same as the setup in the inverse propagation approach except for the inclusion of a feedback loop (see Fig. 9 ). The output of the HNLF was monitored by an OSA and used as a feedback signal to the optimization algorithm which dynamically updated the filtering characteristics (the phase profile in this work) of the W/S.
C. Experimental Results Using Two-Membered ES
The simple two-membered ES was used as the first attempt to improve the flatness at the top of the generated spectrum. A weighted summation of Chebyshev polynomials up to 20th order represented the phase perturbation in the algorithm. Consequently, the two-membered ES was required to optimize 21 weights of the summation. According to the principle of the two-membered ES, these 21 weights were normally distributed with zero mean and a variance of , which was set to an initial value of 0.06 and updated during the optimization process. Fig. 10(a) shows the generated spectrum when the adaptive system using two-membered ES was in place. The flatness of the generated spectrum was dramatically improved relative to the result of Fig. 7(b) . A spectrum exhibiting a 3-dB bandwidth of 11 nm with a central region of 7 nm where the fluctuation was less than 0.5 dB was nonlinearly generated. The value of this spectrum was 0.078 (for comparison the spectrum obtained when using the inverse propagation approach alone exhibited a value of 0.312). In order to appreciate the quality of the generated spectrum, the same trace is also presented in Fig. 10(b) on a logarithmic scale. The phase transfer function of the W/S that gave rise to this spectrum is shown in the blue solid trace in Fig. 10(c) and compared to the numerically calculated one (red dashed trace). Even though the differences between the two traces are only subtle, the improvement in the flatness of the resultant spectrum has been significant. This implies that the spectral phase shaping was very important for our application. When the optimum phase profile was applied, the shaped pulse at the input of the HNLF represented the case for which any discrepancies between the simulated and experimental system have been compensated for. Consequently, the uniformity of the generated spectrum was improved. Finally, the value of the function versus the number of algorithm iterations is plotted in Fig. 10(d) . A ten-fold improvement in the achieved value was observed within 300 iterations. In the experiment, the algorithm took about 20 mins to converge to this value.
D. Experimental Results Using CMA-ES
As mentioned previously, the search space in the two-membered ES is limited; it is therefore likely that the search can be trapped at a local minimum. In order to explore a broader search space and search for a better result with a higher probability to correspond to the global minimum, the CMA-ES was tested.
The phase perturbation was still represented by a weighted summation of Chebyshev polynomials up to 20th order. According to (5) and (6), in each generation, 13 offspring candidates were generated and the best 6 out of them were eligible to form the parent candidate for the next generation through the weighted average process. As in the previous case, the variance of the normally distributed weights was also set to an initial value of 0.06.
The best spectrum achieved when the CMA-ES was employed is shown in both linear (Fig. 11(a) ) and logarithmic scales (Fig. 11(b) ). The flatness of the generated spectrum was further improved relative to the case of the two-membered ES algorithm, and a 3-dB bandwidth of 12 nm with a central region of 8 nm where the ripples were less than 0.5 dB was achieved. The value of this spectrum was 0.041. The inset to Fig. 11(d) is a high resolution ( nm) measurement result of this spectrum. The dense spectral lines accommodated in the spectrum can be observed. The uniform extinction ratio of the spectral lines across the entire spectrum (limited by the resolution bandwidth of the OSA) is an indication of the good coherence properties of the generated spectrum.
It is clear from Fig. 11(c) , that a more significant adjustment had been made to the numerically calculated initial phase profile, implying that the solution found by CMA-ES had a longer distance in the search space from the origin compared to the two-membered ES. The exploration of a broader search area provides the CMA-ES the ability to escape from being trapped in a possible local minimum during the optimization process. Fig. 11(d) records the minimum value in each generation. A five-fold improvement in the value was observed within 130 generations. As there were 13 offspring candidates evaluated in each generation, the CMA-ES algorithm evaluated 1690 candidates in total. This large amount of candidates and the substantially increased complexity made the algorithm more robust, but also less efficient. In the experiment, CMA-ES took about 2 hours to reach this solution. The better result was obtained at the cost of sacrificing the efficiency of the optimization process.
IV. CONCLUSION
We successfully demonstrated the generation of an ultra-flat broadband spectrum based on adaptive pulse shaping applied prior to nonlinear spectral broadening. The generated spectra exhibited a 3-dB bandwidth of nm and a 0.5-dB bandwidth of nm, which, to the best of our knowledge, are the flattest spectra achieved using SPM-based broadening.
Our technique relies upon adaptively shaping the short pulses generated by a MLL into a waveform that forms the desired spectrum after nonlinear propagation in an HNLF. This approach has several advantages: Firstly, it is no longer tied directly to the characteristics of either the pulse source or the HNLF. These are only treated as parameters in the ISSFM-based simulation procedure for the calculation of the pulse shaping function. Therefore in principle, without modifying the hardware of the system, one should be able to generate several different spectral shapes. Secondly, this approach is power-efficient since the shaping is carried out before nonlinear spectral broadening takes place, i.e., there is no power loss once the signal has been amplified prior to the nonlinear element. Meanwhile, the bandwidth of the nonlinearly generated spectrum depends on the power at the input of the HNLF, and not the characteristics of the pulse shaper, which is only required to be capable of shaping the (much narrower than the final spectrum) MLL pulses. Another feature of our work is the use of adaptive pulse shaping based on ES. The difference between the generated and the target spectrum is used as a feedback parameter in order to dynamically update the phase profile fed into the W/S until a satisfactory solution has been achieved. Both the two-membered ES and CMA-ES algorithms have been shown to improve the accuracy of the generated spectrum substantially. The simple strategy of the two-membered ES provides higher efficiency in terms of the number of iterations required, but also less reliability with respect to the likelihood of finding the best solution possible. On the other hand, the CMA-ES explores a much broader search space and has higher probability to reach the global minimum, albeit at the expense of a lower efficiency. An interesting next step in the exploration of this technique would be to increase the power at the input of the HNLF and to investigate the nonlinear generation of spectra spanning over several tens of nanometers.
