Niet lineaire programmering by Westrhenen, S.C. van
STICHTING 
. MAJHEMATISCH CENTRUM 
2e BOERHAAVESTRAAT. 49 
<'A M:S TE f{D'AM 
ST ATIST!SCHE AFDELING 
Rapport S 263 (ov 7) 
Niet lineaire programmering 
door 
S.C. van Westrhenen 
December 1959 
Inhoud, 
Hoofdstuk I, Stellingen van Kuhn en Tucker, 
1, Definities en notaties. 
2. Inleiding. 
J. Lemmata, 
4. Aequivalentie LI en K II. 
5, Toepassing op lineaire programmering. 
Hoofdstuk II. Quadratische programmering. 
1 . I nl e id i ng . 
2. Aleorithme van Beale. 
3. 11 Hildreth 11 • 
4. 11 Wolfe en Franke 11 • 
5. "Wolfe 11 • 
Hoofdstuk III. Bruikbaarheid van de algorithmen. 
1. Locale extr~ma. 
2. Programmeren van algorithmen. 




I, Stellingen van Kuhm en Tucker. 1) 
1. Definities en notaties, 
1 .1. Als f(x) en gk(x) (k = 1., ... ,m) willekeurige differentieer-
bare functies 3 gedefinieerd over een ~-dimensionale 
E~clidische ruimte zijn, dan worden de volgende groot-
heden gedefinieerd: 
I r ~ , 
½-f)(X,Y)= ~(;:<_) +L )\-01JX)... Y= (Y1' ' ... ,)t:.C,) 
. d) 1· 
'r~"' r = 
k= I ~ .._,.1 
.. , ( c,rp(x,yJ )- -) 
(),>(n x,y 
analoog. 
( C\~~ ~~) ) Y- ' . . .. .. . ) ( 'o ~ ~~J ) X ) 
( \,(= 1 J ..... ,,rn) analoog. 
1.2. (x,y) heeft een zadelpunt (i,j) als geldt., voor wille-
keurige x en y, 
\ ) 
1.J. De problemen KI en K II warden als volgt gedefinieerd: 
KI JV!axima1iseer f(x) onder de nevenvoorwaarden 
gk(x)::;,c., x:;cO (k=1.,.,.,m). 
K II Bepaal het zad.el 
¢(x 3 y) in het 








. v k het inwendig product voor. 
2. Inleiding. 
leem KI n als een generalisatie van 
programmeringsprobleem besch warden, 
t line aire 
Kuhn en Tucker ~5] bewijzen, dat, onder bepaalde voor-
1) De bedoeling van t memorandum is slechts een overzicht te 
geven van een aantal stellingen betreffende niet lineaire en 
kwadratische programmering. De bewijzen zijn in het algemeen 
geschematiseerd. 
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waarden, dit probleem aequivalent is met de bepaling van een 
zadelpunt (x;y) van de functie ¢(x,y) (zie def,). 
Als de voorwaarden x '?,0 y ?,, O van K II vervallen en de 
nevenvoorwaarden alle door 11 nevengeli jkheden'1 vervangen worden, 
dan stelt ¢(x,y) de Lagrange functie voor uit de analyse 
(multiplicatorenmethode). 
Zie voor andere generalisat ies [ 10], [ 1 en [20] , voor 
meer analytische aanpak 1111 l _./ I 0 
- j 
3. J,emmata. 
3,1, Voor iedere differentieerbare concave functie geldt: 
r-cx)< re )+ F. (X-X) 
Voor convexe functies, onder dezelfde voorwaarden 
q 
v 
Voor bewiJS zie bi [10] en [15], 
3. 2. Lemma van Farkas , Indien iedere x ? O, waarvoor geld t bx-?:- O, 
ook voldoet aan ~OJ b, x en A resp. n-kolom vectoren 
en m x n-matrix, dan bestaat er een niet negatieve m-
kolomvector u, zodanig dat geldt b = u 1 A. 
Zie voor bewijs o.a. [8] en r 14 1 
C J 
3 ,3. J:1ls x'lV en 141 bestaan en conttnue zijn in (x;y);:,, O, 
dan zijn (1) en (2) 





is van (x,y) in 
-




(1) en (2) noemt men ook wel de voorwaarden van Kuhn en 
Tucker. 
X 
etc" zijn analo definieerd als 
orontwikkeling van 
~ etc. Het 
:ln x en y af-bewijs volgt t de 
zonderli en het it dat maximaal in x en minimaal is 
in y voor (x,y). 
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3,4. Als 'o/(x,y) concaaf is in x en convex in yen 'ox~J en 
dy l\f bestaan en continu zijn in (x,y) :?> o, dan is de 
geldigheid van de voorwaarden van Kuhn en Tucker in 
(x,y) noodzakelijk en voldoende opdat ¢(x,y) een zadel-
punt van 'o/(x,y) is. 
Noodzakelijkheid zie Lemma 3.3. 
'11 ( X > y ) s; ~f ( X 'y ) + t) X \If - ( X - X ) 
<\Jf(x,y) 
-<: "V ( X 'y ) - by '¥ - ( y - y ) 
-::: 'if (X,Y) 
dus ook voldoende. 
(L 3,1.) 
( L 3. 3 . en x ~ O) 
(L 3,1.) 
(L 3.3. en y:;;,:.-0); 
3,5. Opdat x ~O, gk(x) >0 l{=1,,. ,,rn, een oplossing is van lt I, 
is het voldoende, dat er een y > O bestaat zodat (x, y) een 
oplossing is van K II waarin ¢(x,y) concaaf is in x voor 
(x,y) :)-0 terwijl bx'--V en oy~J bestaan en continu zijn in 
(x,y). 
4. Aequivalentie KI en K II. 
Stelling 4,1. 
Als f(x) en gk(x) k=1, ... ,m) continu differentieerbaar 
zijn voor x ~G, f(x) maximaal is voor x = x en gk(x) ¢ O, 
x ;;,- O ( k=1, ... , mL dan bes taat er een m-vector y ~ O, zodanig 
dat ¢(x,y) in (x,y) aan de voorwaarden van Kuhn en Tucker 
voldoet. 
Voor k€ . ./\ en jsr geldt gk(x) = 0 resp, xj = 0, /\en\ 
zijn deelverzamelingen van resp. {1, ... ,m} en {1,,. ,,n}, 
a) Stel /\=T=¢. Voor y=O wordt aan de voorwaarden van Ken T 
voldaan. (¢ is de nulverzameling) 
b) Stel (een van) beide (is) zijn niet gelijk aan de nulverza-
meling. f (x) is maximaal dus: - Ox F d x > o, 
6xadx ~o 
, 0k 
0.><-J ::;:,, 0 
ks/\ 
J s r 
x + dx is een vector waarvoor geldt gk( x + dx) >- O 
k=1,.,,,m; 
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of, anders geschreven 
- bx f -d X ~ 0 
oXgk dx > 0 
ej dx ~o 
kid\ (e. is een vector waarvan de jde 
jc I l,cgmponent 1 is en de overige nul zijn. 
Pas nu Lemma 3,2, toe 
( 1) 
(uk en wj zijn niet negatieve scalairen) 
Definieer nu y = (y-1', .• ,ym) en w=(~,••!,wn) met 
-yk = Uk voor Ke/\ 
- 0 K ii\ y = voor k 
Met behulp hiervan 1rnn ( 1 ) als 
'o,} + f 'uXgkyk + \j\/ = Q 
k:I 
( 3) w1=o voor 
jE:: r w_ = w. voor J J 
0 j ¢ r W· = voor J 
volgt beschreven worden 
Cy:;,,o,v-1~0) 
X ._L(; 
'J T (zie def. w) 
Uit (2) en (3) volgt: 
b;<cp.x = 6"f. x +~ ( bx C?k-5\) x = 'u} ><-+E c bx gk•)\J x+w.x ::cO 
( 4) 
(5) 
by ¢ = ( g, ( x ') , 
b//5,Y=O 
. , q (x))),:, O ( zie voorwaarden s telling) 
Jtn 
want y.=0 als g.(x)jo. (zie def.) 
J J 
Uit de formules (1),, .• ,(5) volgt dat aan de voorwaarden van 
Ken T voldaan is. 
Stelling 4.2. 
Als de functies f(x) en gk(x) (k=-1, .•. ,m) concaaf en 
continu differentieerbaar zijn in het gebied x:;:,, O., dan zijn de 
problemen KI en K II aequivalent. 
Stel KI heeft een oplossing x ~o. Volgens stelling 4.1. 
~ 
bestaat er een y ~ o, zodat ¢(x, y) in (x, y) aan de voorwaarden 
van Ken T voldoet, m.a.w. K II heeft een oplossing volgens 
Lemma 3.4. Als K II een oplossing (x,y)> O heeft, dan wordt aan 
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de voorwaarde van Ken T voldaan (Lemma 3.3,); m.a.w. i is 
een oplossing van KI volgens Lemma 3.5. 
5, Toepassing op lineaire programmering. 
Voor het lineaire programmeringsprobleem luiden KI en 
K II n.::s volgt: 
K I 
n 





onder de nevenvoorwaarden: g/><) = bk- ~ akj Xj ~ o (k =1, ... ,m) 
(j=1 , .. ,n,o'6rn~n) 
of met vectoren (zie [6]): 
K'I Maximaliseer c.x, 
onder de nevenvoorwaarden: F;' x 1 -1- • • · • + Pn x n= P0 ( R, =I= o) 
P is een m-vector. 
r 
xj ) o (j =1, ... , n 1 
( r =0 , 1 , 2, , . , , n; O < m ~ n) 
K II Bepaal het zadelpunt (x,y) van: 
cb(.x,y) =f_ Ci XJ+ f bkYv.-~ akjxJyl< 
· j~ \ " k a I k • j 
in het gebied (x,y) ?,0, (o~ m~n). 
K'II Analoog aan K1 I. 
Uit de concaviteit en differentieerbaarheid van f(x) en 
gk(x), (k=1,, .. ,m) in bovenstaande KI en K II volgt (zie 
stelling 4.2.), dat KI en K II voor het lineaire program-
meringsprobleem aequivalent zijn. 
Uit de aequivalentie van KI en K II volgt dat onderstaande 
problemen dezelfde optimale waarde hebben, en beide opgelost 
warden door het zadelpunt van ¢(x,y) (zie boven). 
n rn 
Maximaliseer 2.. c. xi 
.)=• J ~ Maximaliseer - L bkyk k=1 
onder £ akj XJ L bk 
Jk,, " 
...... 
onder 6 a.kj Yi., > cj 
xj.) o yk)-0 
k=1:. .... ,m j=l, .... ,n k=1, ... ,m. 
Het is eenvoudig in te zien, dat voor de Lagrange functies 
van beide problemen resp. P1 (x,y) en ¢2(y,x) geldt~ 
G\(x,y) = ¢(><,y) en ¢2.(Y,X) = -cp(x,y)-
en 
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