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Abstract 
An experimental study of frost growth under the influence of streamwise vortices in a laminar 
channel flow is presented. A new model of frost growth is developed to normalize the growth 
rate of frost with respect to the effects of environmental parameters and time. This 
normalization and a scale analysis show that the dimensionless frost thickness grows with the 
square root of environmental time, a single parameter capturing environmental and temporal 
effects. Experimental plain-channel data obey this relationship to within the uncertainty of the 
measurements. Also in agreement with the model, the data show no significant dependence on 
channel location or on Reynolds number (for 5OO<Re<2500 based on hydraulic diameter). 
Comparisons of model predictions to data from previous studies demonstrate good agreement 
with these independent data obtained under other conditions. The growth patterns of frost 
behind a delta-wing fixed to the surface of the channel are explained using flow visualization 
results. The appearance of frost on the surface occurs sooner, and the frost has an internal 
structure in regions where the vortices impose a flow toward the surface different from regions 
unaffected by vortices. Horseshoe vortices form at the junction of the channel and wing and 
the interaction of tip vortex and horseshoe vortex were qualitatively observed. The maximum 
frost height behind the delta wing in the spanwise direction is compared to the plain channel 
results: frost growth rate under the influence of the streamwise vortex was approximately 13% 
higher than for the plain-channel case. 
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Introduction and Literature Review 
Introduction 
Finned heat exchangers are common in many refrigerant-to-air applications, and in such 
applications the air-side heat transfer often has the largest thermal resistance and thus limits the 
efficiency. One promising method of enhancing air-side heat transfer is to induce streamwise 
vortices in the flow between the fins. The spiraling fluid motion is advected down the fin by 
the bulk flow, and the thermal boundary layer is effectively thinned, improving heat transfer. 
Various methods of generating these vortices have been studied and are reported in the 
literature. 
Frost forms on the fins of these heat exchangers if they are used in applications where 
the fin temperature is below the freezing point of water and the dew point of the humid air 
stream. Frost has a deleterious effect on heat exchanger performance; it can add a thermal 
resistance and reduce the airflow through a blockage effect in the flow passages. The rate of 
growth and the properties of frost are extremely sensitive to the environmental and flow 
conditions. Frost formation has been studied for many simplified configurations such as flow 
across cylinders and over flat plates. To our knowledge, no studies have been conducted of 
frost formation in flows with streamwise vortices. 
This thesis will explore the influence of streamwise vortices on the growth and 
structure of frost. The structure and growth will be mapped to the flow field to explain the 
relevant physical mechanisms. Comparisons to plain channel behavior will be drawn, allowing 
a clear evaluation of the impact of streamwise vortices on frost growth in a channel flow. 
-
Literature Review: Vortex generation 
Jacobi and Shah [1] and Fiebig [2] provided two thorough reviews of the literature on 
heat transfer enhancement with longitudinal vortices. These reviews cover many methods of 
active and passive vortex generation. Because these extensive reviews are available, only a 
survey of the relevant literature is presented in this section. 
In early work by Edwards and Alker [3], the effect of delta winglets and cubes on flat 
plate heat transfer was studied. They found that delta winglets provided better overall heat 
transfer enhancement, and that cubes provided higher local enhancement. Corotating vortices 
were less effective than counterotating vortices. 
Kataoka [4] experimentally examined the physical mechanisms related to vortex-
induced heat transfer enhancement. In that experiment, a rotating cylinder was placed in a 
stationary cylinder with an axial velocity in the annulus, creating a system of Taylor vortices. 
Heat transfer was locally enhanced in the region where two neighboring vortices imposed a 
flow toward the surface (downwash) and locally decreased where two vortices imposed a flow 
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away from the surface (upwash). The results indicate that the boundary layer is locally 
thinned by the down wash thus causing the local heat transfer enhancement. 
Fiebig et al. [5] conducted an experimental comparison of four vortex generation 
methods: delta wings, delta winglets, rectangular wings, and rectangular winglets·. Their 
study was conducted for Reynolds numbers (based on channel height) from 1000 to 2000, 
aspect ratios (A) from 0.8 to 2, and angles of attack (a) from 10° to 60°. The heat transfer 
enhancement ratio (Nu with vortex generator / Nu without vortex generator) was found to be 
independent of Reynolds number and to increase with angle of attack; overall enhancements 
reached 60% higher than the baseline channel flow case. Delta wings and winglets were found 
to be more effective for heat transfer enhancement than rectangular wings and winglets. 
This work was extended [6] to study single and double rows of delta winglets in 
channel flows for Reynolds numbers between 2000 and 8000. Using double rows of delta 
winglets, the overall Nusselt number showed a stronger dependence on Reynolds number than 
did a single row of winglets or the plain duct. Overall enhancements of nearly 80% and local 
enhancements of 460% more than the plain-channel flow were reported with two rows of 
winglets. 
Biswas et al. [7] considered the influence of Reynolds number and angle of attack on 
skin friction and heat transfer. In this computational study, the effect of a stamped hole 
underneath the wing was considered; such a hole results when fin material is used to form the 
wing. The computations indicated that vortex circulation is reduced when a hole is present 
under the wing because fluid flows into the adjacent channel rather than rolling up around the 
wing. Enhancements in overall heat transfer up to 34% over the plain-channel case were 
predicted for th~ case without stamping and enhancements up to 10% were predicted for wings 
with stamping. Friction factor tended to follow the same trends, increases in heat transfer are 
met with increases in friction factor. 
Gentry and Jacobi [8] presented a method for selecting delta-wing generators for heat 
transfer enhancement on a flat plate with a single delta wing located at the leading edge. Flow 
visualization was conducted for a wide range of aspect ratios, angles of attack, and Reynolds 
numbers. A single parameter "goodness" factor was developed based on the idea that a high 
circulation vortex placed near the edge of the thermal boundary layer was preferred. This 
method of evalu~ting promising geometries based on the goodness factor was verified through 
naphthalene sublimation experiments. 
'" A wing is attached to the surface along the wing base while a winglet is attached along its chord. 
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Literature Review: Frost Formation 
In early work, Coles [9] experimentally studied the thermal conductivity of frost 
formation on aircraft wings in forced convection for Mach numbers between 0.45 and 0.85. 
The frost thermal conductivity correlated well with density and agreed with data for packed 
snow. Yonko and Sepsy [10] conducted experiments to correlate frost thermal conductivity 
forming under conditions found in refrigeration applications. The results indicated that while 
thermal conductivity had a strong correlation with density, other factors were important. 
Yonko and Sepsy found frost deposit height to be independent of Reynolds number. 
Brian et al. [11] experimentally studied frost formation for flow between parallel plates. 
The experiments showed that for a constant-temperature surface, the heat flux becomes 
essentially constant with time after an initial decrease. The authors concluded that this behavior 
was due to densification of the frost layer with time. The rate of densification nearly matched 
the rate of growth, resulting in a frost layer of nearly constant thermal resistance. The 
experimental results were compared to a mathematical model developed in earlier work [12]. 
The model relied on the numerical solution of differential equations for mass conservation, 
energy conservation, and water vapor diffusion, with the frost layer assumed to be an 
isotropic, homogeneous porous medium. Such a model shows that water vapor diffuses from 
the frost surface to the colder interior due to a partial pressure gradient of water vapor inside the 
frost layer. This gradient in saturation pressure is caused by the temperature gradient in the 
frost layer. The model predicted the general trends of the experimental data, but no quantitative 
comparison was provided, nor was generality of the model over a range of environmental 
conditions tested. The model required initial values of frost height and density after the frost 
became porous~ and it was not valid in the early stages of nucleation and frost growth where 
the frost cannot be assumed a porous medium. 
Biguria and Wenzel [13] measured the thermal conductivity of frost forming on a flat 
plate for a variety of environmental conditions with velocities from 2.7 rnls to 12.5 rnls. These 
experiments showed the deposit height to decrease and thermal conductivity to increase with 
increasing air velocity. The deposit height was found to be constant and the thermal 
conductivity was found to decrease with distance down the plate. Biguria and Wenzel 
explained their observations of frost growth in terms of a critical cluster mechanism. They 
stated that once-~ critical cluster forms into a crystal, its growth is independent of location on 
the plate; however the distribution of these clusters depends on location and conditions. The 
cluster density is higher closer to the leading edge of the plate and increases with air velocity. 
Higher humidity was observed to produce a less dense frost layer due to the increase in the 
crystal growth rate and a decrease in cluster density. The results indicate the thermal 
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conductivity of low density frost is influenced by convective heat transfer effects within the 
frost layer. 
Yamakawa et al. [14] measured heat and mass transfer coefficients over a frost layer in 
channel flow for a wide range of environmental conditions. The experiments indicated the heat 
transfer coefficient increases with mass flux to the plate. The authors hypothesized that when 
water vapor condensed in the thermal boundary layer, the boundary layer was thinned by the 
release of the latent heat. No direct evidence of condensation within the boundary layer was 
provided. Temperature measurements of the thermal boundary layer show a thinner layer for 
the case of higher mass flux to the frost surface. The heat transfer coefficients were higher 
than expected through the Lewis or Chilton-Colburn analogy. The Nusselt number on a 
frosted surface was higher than that predicted by channel flow correlations, and this 
discrepancy was attributed to mass flux and surface roughness effects. 
Hayashi et al. [15] conducted an experimental study to classify the stages and formation 
types occurring in frost growth. They divided the growth into three periods: crystal growth, 
frost layer growth, and frost layer full-growth. The crystal growth period is characterized by 
one-dimensional growth of ice crystal columns normal to the wall. A thin layer forms initially, 
then crystals grow away from the plate. In the frost layer growth period, these crystals begin 
to branch together and the. frost becomes more homogeneous. The frost densifies and 
continues to grow in height during this period. The frost layer full-growth period begins when 
the surface of the frost reaches the freezing point. At this condition, condensate is deposited at 
the frost surface, soaks into the frost and refreezes, causing a sudden increase in the density 
and thermal conductivity of the frost. Since the thermal conductivity increases, the frost 
surface temper'!ture decreases allowing ice deposition to occur until the surface again reaches 
the freezing point. This process repeats until eqUilibrium is reached and the frost structure is 
nearly solid ice. 
Hayashi et al. further classified the frosting process by defining frost formation types. 
These types are distinguished by regions on the plane of plate temperature and the 
concentration difference between the plate and the free stream. A reproduction of their graph 
illustrating this idea is shown in Figure 1. The formation types describe the microstructure of 
the frost layer and were used to correlate and understand the data. Correlating thermal 
conductivity wit~ density alone showed that other factors were important. A structural model 
of the layer was developed in which the frost was assumed to be a parallel composite material 
composed of ice columns and a porous ice-air material. Woodside's equation [16] was used to 
predict the effective thermal conductivity of the porous material, while the ratio of ice column 
area to total area was determined experimentally. This model predicts the relationship between 
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thennal conductivity and density for different frost structures and explains the observed 
behavior. 
10 
8 
u 
<14 
2 
o 
-..l 
D-ll 
I 
-~-­
I 
I I 
--1--+--1--
I I I D-J 
I I I 
-5 -10 -15 
Plate Temp (OC) 
-20 
Figure 1: Reproduction of figure from Hayashi et al. [15] showing the classification of 
formation types based the plane of plate temperature and the difference of water vapor 
concentration between the plate and freestream. The there are four regions on the plane A, B, 
C, and D separated by the curved lines. These regions are then subdivided into different types, 
which are labeled in the figure. The location of these types is not exact and the borders 
between regions do not clearly exist. For a complete description of the characteristic structure 
of the different regions, the original reference should be consulted. 
Having introduced Woodside's equation above, it is useful to note that this equation is 
inconsistently used in the existing technical literature. In evaluating Woodside's equation for 
predictions of frost thennal conductivity, Hayashi [15], Yonko and Sepsy [10], and Biguria 
and Wenzel [13] rewrote the original equation appearing in [16] - sometimes erroneously. The 
original equation is incorrect in its printing, and the correct fonn of the equation is given in 
Equation (1). The equation in the original text did not include the 112 multiplier on the In tenn 
in Equation (1 a). This error appears to be a typographical mistake, as it can be easily verified 
that the numerical results given in Woodside's paper agree with Equation (1). Since there is no 
reference to the error in the literature, we can only assume that the incorrect fonn of the 
equation has been used by other researchers. 
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where: 
and: 
a'=[I+_4 ~]112 
7r( ks / kg -1)(68 / 7r i/3 
(la) 
(lb) 
(lc) 
Schneider [17] conducted experiments of frost growing on a cylinder in cross flow. 
The results showed the growth rate of frost was independent of Reynolds number and location 
on the cylinder. The author presented a theory assuming that nucleation is dependent on 
transfer conditions (i.e. Reynolds number and arrangement of the test surface), but growth is 
dependent on the ratio of supersaturation and the ability of the frost to conduct the heat of 
sublimation across the layer. A model of heat transfer in a single needle of ice, combined with 
scaling arguments and empirical results provided an equation to predict frost deposition height 
as a function of environmental parameters and time. The equation predicts Schneider's 
experimental data and data from other studies within 10%. 
Tao et al. [18] developed a mathematical model of the frost layer growth stage that 
treated the frost as a porous medium with distributed porosity and a moving boundary. The 
model was based on the local volume averaging technique and allowed density to vary within 
the frost layer. _ The model predictions showed a spatial variation of frost density which was 
consistent with that found experimentally by other investigators [19]. A simple crystal growth 
model was used for the early stages to provide initial conditions for the frost layer growth 
model, which is the focus of the paper. The model was compared to experimental data by Mao 
et al. [20] and predicted the general trends for the limited comparisons given. No quantitative 
comparison of the model to the data was provided, nor was generality of the model over a 
range of environmental conditions tested. 
Georgiadis et al. [21] studied the early nucleation of frost with scanning confocal 
microscopy to ac.hieve sub-micron visualization. Each test was started by suddenly exposing a 
cold plate to humid air. Following dropwise condensation on the plate, ice crystals formed 
around the edges of the drops, taking a ring-like shape. If the test surface was wiped clean, 
then the next cycle of frost grew from sub-micron nucleation sites. Quantitative information 
from the images shows the area of the ice crystals to grow linearly with time. This observation 
is consistent with those of Fukota [22] and others in the study of ice crystal growth in clouds. 
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Sahin [23] presented a theoretical model of the crystal growth period. A simple model 
was proposed using information on the growth of ice crystals in clouds. The model assumed 
that cylindrical frost columns grew in height and radius with time. At each time step in the 
calculation, the density of the added mass was equal to the density of ice crystals forming at the 
computed frost surface temperature. The model required an initial value of the ratio of frost 
column area to total area. Sabin selected a value so that the model predicted the experimental 
results from earlier work [24] with a minimization in error. No other comparison was made to 
experimental values for this area ratio, nor was any discussion provided of what is a physically 
reasonable value. 
Fractal models have been applied to many surface growth phenomena and also to 
snowflake growth. To our knowledge, no fractal model of the frost deposition process has 
been published in the literature. This approach to modeling frost growth may hold promise, 
and comprehensive reviews of fractal modeling can be found in numerous books (e.g., [25, 
26, 27]). 
Objectives 
In the literature, considerable effort has been focused on both frost growth in simple 
flow geometries and on the impact of longitudinal vortices on heat transfer. However, the . 
existing work does not consider the impact of longitudinal vortices used in frosting conditions. 
Therefore, it is unclear from the existing literature what impact the vortices will have on frost 
growth. In order to explore this problem, the objectives of this research are: 
1. Introduce a new non-intrusive m~thod of accurately measuring the height of 
frost at multiple locations on the plate. 
2. Develop a method to compare the frost growth on a similar time scale based 
on different environmental conditions. 
3. Acquire new data for frost growth in a laminar plain-channel flow. 
4. Investigate the mechanism by which streamwise vortices affect the deposition 
and structure of frost. 
5. Measure the impact of a single vortex-generator geometry on the growth rate 
of frost and compare it to the plain-channel data. 
These objectives will add to the current understanding of frost growth in laminar 
channel flows and will provide new results for frost growth in laminar channel flows with 
streamwise vortices. 
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Experimental Apparatus 
Experimental Setup 
The experiments were conducted in a small test channel connected to a large closed-
loop wind tunnel that provided air temperature, humidity, and flow rate control. The large 
wind tunnel, described in detail by Davis [28], was capable of supplying air temperatures from 
-23 to 49 DC and channel Reynolds numbers up to 10,000. Upon entrance to the test channel, 
the air flowed through a set of screens and honeycombs before passing through a 4: 1 
contraction into the 12.7 mm high by 50.8 mm wide test channel. A development length of 
632 mm (31 hydraulic diameters) preceded the test section. The test section was 260 mm long 
and its lower surface was cooled to the desired surface temperature. The upper surface was 
made of clear acrylic to allow optical access, and it was removable so the plate could be cleaned 
before each test. The inlet air temperature was measured using a grid of five thermocouples 
and the humidity was measured using a capacitance-film sensor. The air flow rate was 
measured using an ASME standard orifice plate located in the return pipe. A schematic of the 
apparatus is shown in Figure 2. 
Flow 
Direction 
• 
Plano-Convex Lens 
--Optical Rail 
I 
Contraction 
Section 
Flow Development I 
Section I 
Cylindrical Lens 
Test 
Section 
Glycol 
Supply 
Cooling Block 
and Test Surface 
Figure 2: Schematic of the experimental apparatus. The air flow enters the contraction 
from an environmentally controlled wind tunnel. 
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The test section consisted of an aluminum block with passages through which ethylene 
glycol, supplied by a chiller, circulated to provide cooling. A thin copper plate bolted to the 
chilled block provided a uniform surface temperature distribution. Thermally conductive paste 
between the two metals ensured good thermal contact. The copper plate was machined to allow 
7 thermocouples and 3 heat flux sensors to be mounted flush to its surface. Thermally 
conductive epoxy held the sensors in their grooves. A thin piece of aluminum fin stock served 
as the test surface, and it was held between the instrumented copper plate and the wind tunnel 
walls. Channel surface temperature measurements showed that the variation of test surface 
temperature in the span wise direction was within the uncertainty of the instrument. The surface 
temperature in the streamwise direction varied by less than 0.5°C, depending on the air velocity 
and temperature gradient between the plate and the air. 
The frost height was measured with a laser-sheet imaging technique. A 15 m W 
Helium-Neon laser beam was focused and spread into a sheet using a cylindrical lens. The 
sheet was directed at the test surface and a CCD camera recorded the reflection of the laser 
sheet. This laser imaging system also provided flow visualization if smoke was introduced 
upstream of the test section. 
The instruments were connected to a data acquisition system, and 20 readings from 
each instrument were sampled and averaged (a period of approximately 30 seconds). These 
averages were logged and later processed to determine the average environmental conditions of 
the test. The frost surface images were acquired at regular intervals depending on the desired 
length of the test. A more detailed description of the experimental apparatus is found in 
Appendix A. 
Experimental Procedure & Measurement Uncertainty 
Each test was initiated by setting the wind tunnel inlet air temperature, humidity, and 
velocity. A PID controller regulated the flow of steam into the large wind tunnel to control the 
inlet air humidity. The inlet air temperature was controlled manually with a set of heaters and 
coolers in the large wind tunnel. The chiller system was set to the desired temperature and was 
allowed to bypass the test surface until the start of the test. The experiments began by opening 
the valve to allow cold glycol to flow to the test surface. Conditions were held constant during 
the course of an experiment with small variations in temperatures and humidity during a test 
depending on the conditions. The average value of the 20 variation of the control variables for 
all tests was: air temperature O.3°C, plate temperature I.O°C, Reynolds number 2%, and 2.2 % 
relative humidity. 
The optical system was arranged to provide the desired laser sheet size, orientation, and 
location for each test. The camera was held by a tripod and was located to provide the desired 
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field of view. Once the optical system was in place, several calibration images were recorded. 
A calibration block, a machined aluminum block with several steps of known height, was 
placed in the channel for this purpose. Data from the calibration images provided a relationship 
between image pixel location and the known step size. Several images of the calibration block 
were recorded to get an average calibration value and to help estimate the calibration error. 
After each system calibration, the surface was cleaned with a soft cloth and alcohol. 
The calibration images were analyzed with intensity profile plots. An intensity profile 
plot shows the image intensity averaged over a window width plotted against the pixel location 
along a defined line on the image. If that defined line is perpendicular to the calibration 
surface, the average intensity distribution due to the laser reflection is qualitatively similar to a 
normal distribution, with the peak of this distribution taken to be the calibration surface 
location. The beam was measured at several locations on the different steps and the known 
height of the block gave an average height calibration factor (y-direction). The calibration 
factor in the direction of the channel surface (x-direction) was found in a similar manner using 
the step edges instead of the faces. Once the calibration was complete, both channel position 
and height could be determined for any image pixel location. The calibration method was 
found to be quite accurate and repeatable with a typical uncertainty in height calibration less 
than ± 50 Jlm and width calibration ± 200 Jlm. 
A slightly different technique was used to capture the measurable frost surface 
variations due to the streamwise vortices. The maximum intensity value in the direction normal 
to the clean plate (y-direction) at each pixel location along the plate (x-direction) was found, 
then a high-order polynomial was fit to these data using a least-squared error approach. This 
method served !o locally smooth the data and was found to be superior to other methods such 
as changing the profile plot window size. 
The frost was difficult to analyze early in the crystal growth period due to the non-
homogeneous nature and crystal-like structures that caused a diffuse and scattered reflection. 
The laser imaging method would be more effective in the early growth stage if a high 
magnification camera lens was used to interrogate the frost structure. This study needed a lens 
with a wide field of view to capture spanwise frost surface variations due to the streamwise 
vortices. The laser imaging method and the corresponding analysis tools are explained in more 
detail in Appendix B. 
The uncertainty in the laser imaging system was dependent on the setup and the nature 
of the frost. During early crystal growth, the uncertainty in frost height measurement was as 
high as ±300 Jlm, while in the mature growth the average uncertainty was approximately ±100 
Jlm. 
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Data Interpretation 
Due to the sensitivity of the frost height to environmental conditions, it is important to 
normalize the effects of the environmental conditions. Such a normalization is suggested by 
considering the following simple model equations for frost growth: 
(2) 
(3) 
and 
m~ = hm{ Pv, .. - Pv-r) (4) 
Equations (2) and (3) are based on a frost surface energy and mass flux continuity; 
Equation (4) is a rate equation for convective mass transfer in a dilute solution. 
Hayashi's data [15] show the relationship between frost thermal conductivity and 
density falls on a family of curves. The variation of the thermal conductivity with density is 
nearly the same for all conditions while the value of the conductivity depends on the 
environment. Therefore, the thermal conductivity can be assumed a function of density and, 
to a first approximation, 
(5) 
where the intercept, A, is dependent on the environment but the slope, B, is constant for a wide 
range of conditions. This simple representation breaks down at very low and very high frost 
densities. In addition, the following assumptions will be adopted: 
1. Mass flux of water to the frost surface is constant. This behavior has been 
observed experimentally by many previous investigators for many different 
environments and geometries (e.g., [14,20,29]). 
2. The frost density in the equations is assumed to be an average density and 
spatial variations are neglected. 
3. The heat and mass transfer coefficients are analogous. 
4. The temperature distribution in the frost layer is linear. Vapor diffusion and 
transient effects could vitiate this assumption, but theoretical modeling, [18] 
and [23], shows these effects are small for the conditions used in the current 
study. 
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5. A « Bp f . This assumption is valid as time progresses and the density 
increases and invalid at early times. 
Through these assumptions and Equations (2)-(5), the frost layer is found to obey the 
following scaling relation: 
(6) 
where: 
ATw = Ts - Tw, AT .. = T .. - Ts and Ap .. = P ..... - P .. ,s 
Heat and mass transfer coefficients for a boundary-layer flow are related through the heat and 
mass transfer analogy: 
h = h Il C Lel - n 1nI" a po 
(7) 
where the Lewis number is Le = a / Dab' and the power 1- n = 2 / 3 for a boundary layer 
flow. Using Equation (7) in (6) and rearranging yields: 
where: 
Fo _ e(Le2l3 +_1 ) 
r2 tP Ja 
Bt 
FO=--2' 
cpaH 
r= Lf Ja = cpoAT .. , e = AT. and 
H ' .:tag ATw ' 
(8) 
In Equation (8), B is an unknown constant; however, using the definitions provided above, an 
expression for B can be developed in dimensional form as 
C L 2 (Le2l3 1) B= po 'f e --+-
t tP Ja 
(9) 
Experimental data can be used to determine B through Equation (9). With the floating constant 
in the scaling relation determined from experiments, the complete relationship between frost 
thickness, environmental conditions, and time can be written. However, it is a further 
convenience to first introduce the frost Biot number. The conventional form of the Biot 
number can be obtained by rearranging Equation (2). The Biot number can then be written as a 
function of the environmentally dependent dimensionless parameters. 
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hL Ja·Le2l3 Bi = _'I = ----:;--------.-
k f e( Ja . Le2/ 3 + cp ) (10) 
The Biot number represents the relative magnitudes of heat transfer resistance due to 
conduction through the frost layer to the convection resistance at the frost surface. Finally, 
using the definition of the Biot number, Equation (8) can be rearranged as follows: 
r=~ (11) 
where the frost environmental time, 't, is defined as: 
Fo·Bi· cP 
'r = Le2/ 3 (12) 
The frost environmental time, 't, is simply the time scaled by a constant that depends on the 
environmental conditions. This equation shows how the growth of frost is effected by the 
environment. It is useful to note a few important features of the frost growth relation given by 
Equation (11). 
To a first-order approximation, the effect of the heat transfer coefficient (and 
consequently Reynolds number and location on the plate) cancels out through the heat and 
mass transfer analogy. This result is consistent with experimental observations reported in the 
literature. While the effect of Reynolds number on frost height is not clearly determined in the 
existing literature, it is evident that the effect is small compared to that of environmental 
variables. 
Equation (11) shows that frost grows proportionally to the square root of time. This 
time dependent behavior has been observed by many to be valid in mature frost growth. 
Growth with the square root of time was also found to hold true in the crystal growth period by 
Georgiadis [21] and also in the growth of ice crystals in clouds [22]. 
The frost environmental time must be evaluated for a frost surface temperature. This 
temperature must be assumed since it was not measured in these experiments. Published data 
show that frost surface temperature tends to the freezing point as time progresses. Therefore, 
Equation (12) is evaluated at the freezing point for this work. In reality the frost surface 
temperature changes with time, which effects the terms in 'to Evaluating 't at the freezing point 
can be thought of as correlating the data using the final value that the environmental terms will 
reach. It is reasonable to assume that this method will work as a scaling relationship since the 
frost will eventually reach this behavior. The validity of this assumption is further evaluated in 
Appendix C. 
It should be noted that scaling frost height with the channel height is somewhat 
arbitrary. The channel height does not affect the growth rate of the frost, nor is the channel 
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height physically relevant to the frost growth equations. The channel height was conveniently 
chosen so that when r=l, the frost reached the top of the channel. The analysis can be 
extended to other geometries by assuming any convenient length scale. In Equation (11), the 
length scale appears on both sides of the equation so it effectively cancels out of the analysis. 
Scaling the frost height data with the channel height is also convenient for computing the 
pressure drop caused by the frosted channel. Assuming laminar flow, the pressure drop in the 
frosted channel can be computed analytically as a function of r. This pressure drop calculation 
is done in Appendix D. 
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Results and Discussion 
Plain-Channe. Results and Discussion 
In order to evaluate the effect of vortex generators on frost growth rate and frost 
properties, baseline experiments over a wide range of environmental conditions for flow in a 
plain channel were conducted. The experimental range and the measurement uncertainty are 
summarized in Table 1. These plain-channel data add to the current literature since few data 
exist for laminar flow conditions. Most of the data in these tests were collected for Reynolds 
numbers below 1200. Appendix E contains a complete listing of the data taken for the plain-
channel geometry. 
In order to validate the relationship predicted by Equation (11), the value of B must first 
be determined from the experimental data. Using 291 data points, the mean value of B was 
8.7xlO-4 W·m2/kg·K with an RMS deviation of 13%. Data at early times (t < 0.1) were not 
used for this calculation because the assumptions that were used in the derivation break down 
as time goes to zero. 
Tab Ie 1: Range and uncertainty of controlled environmental vari abIes 
Variable Range Uncertainty 
Too -20°C ±0.2°C 
Tw -23 to -6°C ±0.2°C 
RH 30t070% ±2%RH 
Re 300 to 2500 ±2.5% 
x 3 and 13 cm -0 
Figure 3 shows the relationship between r and the square root of the frost 
environmental time, .fi, using the above empirical value for B. The data display the predicted 
behavior within the uncertainty of the measurements. The initiation of frost growth (time zero) 
was determined by noting a spike in the measured heat flux associated with the release of latent 
heat of fusion. The relationship given by Equation (11) collapsed dimensional frost heights 
that were up to 2.5 times different. The data at early times deviated from this relationship 
somewhat, most likely caused by the breakdown of the assumptions and the larger 
experimental uncertainty at early times. 
The experimental uncertainties in r and t depends on the specific operating conditions 
and testing times. Uncertainties in both variables increase at early times. The typical 
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uncertainty for 't under mature growth conditions was ±8% while the uncertainty under mature 
growth for r was ±O.Ol depending on the conditions. A complete uncertainty analysis is given 
in Appendix F. 
0.4 
0.35 
0.3 
0.25 
~ 0.2 
0.15 
0.1 
0.05 
0 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 {t 
Figure 3: Non-dimensional frost height vs. the square root of frost environmental time. 
According to the theory derived in Equations (2) through (12), the data should fallon the solid 
line shown in the plot. 
It shoulCi now be noted that Equatio~ (11) can be rearranged to show a functional form 
similar to the equation developed by Schneider [17]. Schneider's equation was developed 
using different arguments but resulted in identical effects of time and plate temperature on frost 
height. The effect of humidity and air temperature on frost growth was derived from 
completely different arguments and resulted in equations of completely different form. While 
the final equations are different, they predict very similar behavior. The behavior of the models 
are more similar as the gradient in vapor density between the freestream and the frost surface 
increases. The models diverge from each other somewhat as this gradient becomes small. The 
similarity of the two different models validates both developments since they were created from 
different arguments but give similar results. The development of Equation (11) shows that 
frost growth is independent of Reynolds number, something that was not directly shown by 
Schneider's model. Schneider's model was also empirically adjusted for the case of a cylinder 
in cross flow. 
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The data from Mao [30] are plotted using Equation (11), in Figure 4, with the value of 
B given earlier. These data were recorded at a higher Reynolds number (3000 to 7000) and a 
slightly different range of operating conditions; nevertheless, most data fall within the 
experimental uncertainty. Using Mao's data, a different value for B could have been 
determined (1. Ix 10-3 W·m2/kg·K) - 26% higher than the value computed for the plain-channel 
data set. As will be explained later, this difference is most likely due to the significantly higher 
Reynolds number at which the data of Mao were taken. 
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Figure 4: Data from Mao [30] plotted with Equation (11) using the value of B derived from 
the plain-channel data. 
Qualitative information about the frost microstructure can also be obtained from the 
laser imaging method. Figure 5 shows a comparison of images taken under different formation 
conditions, plate locations, and times. The figure shows images from three different tests as 
they evolved in time. The time given below each image is the.time from the onset of freezing. 
The images recorded early in the frost growth show small ice crystals coating the plate. The 
reflection was sharp at these early times since the frost layer was thin and barely covered the 
plate. This thin layer of crystals eventually formed into larger ice columns which grew normal 
from the plate. The space between these columns filled in, and the frost became more 
homogeneous and dense with time. These images show the densification with time, 
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represented by the progression to a sharp laser reflection with time. These observations are 
consistent with those of Hayashi et al. [15]. 
Bi = 0.483, <I> = 2.93e-3, x = 13 cm, Re = 1040 
T 
1.6mm 
1 
~=0.015 0.089 0.124 0.152 0.175 
Bi = 0.328, <I> = 5.73e-3, x = 13 cm, Re = 1070 
T 
1.6mm 
1 
~ =0.038 0.107 0.147 0.178 0.204 
Bi = 0.473, <I> = 3.01e-3, x = 3 cm, Re = 1020 
~ =0.018 0.089 0.125 0.153 0.176 
Figure 5: Images of the frost surface taken at different times and conditions. These images 
show the qualitative effect of environment and plate location on the frost structure. 
The blurred images were caused by a frost structure that was rough and porous, 
therefore absorbing and reflecting the laser sheet in many directions. The inlet conditions 
dictated the structure and the accuracy to which the frost height could be measured. The height 
could be measured quite accurately closer to the leading edge, where the frost structure was 
more dense. A comparison of the first and third row of images in Figure 5 shows a much 
more defined reflection for the data taken 3 cm from the leading edge as opposed to 13 cm 
under similar environmental conditions. A comparison of the first and second row of images 
shows that the frost structure evolved more rapidly in a high humidity environment. 
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The data showed frost height was not significantly dependent on plate location or 
Reynolds number, in agreement with Equation (11). This result helped validate the image 
analysis program. Even though the frost height may appear to be difficult to determine when 
the structure is porous, the image analysis method produced good agreement between cases 
that theoretically should have the same height. The measurement technique worked in these 
conditions because the brightest portion of the image came from the frost surface that was 
directly illuminated by the laser sheet, even though the reflection was scattered. 
Delta-Wing Results and Discussion 
For this study, streamwise vortices were created by a single delta wing fixed to the 
lower surface of the channel and centered in the spanwise direction. The wing generated a 
common inflow, counterotating pair of tip vortices which caused local enhancement in the heat 
and mass transfer coefficients. The plain-channel results showed that the frost height was 
independent of the Reynolds number and the position on the plate (and therefore local transfer 
coefficients) but the frost structure was dependent on the local transfer coefficients. A porous, 
rough, and less dense frost was found in conditions corresponding to lower heat and mass 
transfer (lower Reynolds number, further distance downstream). 
The effects of vortices on frost structure were consistent with the plain-channel results. 
The frost appeared denser in the areas where the heat transfer was enhanced by the down wash 
of the vortices and frost inception occurred first in these locations. Figure 6 shows 
photographs of early frost deposition patterns behind the delta wing at different times. For 
these photographs the channel surface was painted black to provide good visual contrast 
between frosted and unfrosted locations. Frost inception first occurred directly behind the 
wing and followed the path where the two tip vortices spread apart as they were advected down 
the plate. A horseshoe vortex system formed around the base of the delta wing since the flow 
must separate upstream of the wing (there was no stamped hole to allow the flow to divert to 
another channel). The horseshoe vortex system caused the streaks of frost wrapping around 
the wing and continuing down the sides. 
Figure 7 shows photographs of the frost structure for different flow conditions and 
delta-wing geometries. The Reynolds number and angle of attack had a large effect on the 
horseshoe vortex system and its interaction with the tip vortex. The tip vortices spread apart 
from each other as the Reynolds number and the angle of attack increased due to the increased 
vortex circulation. The strength of the horseshoe vortex also increased with angle of attack and 
Reynolds number as seen in frost deposition patterns. The frost deposition patterns caused by 
the tip and horseshoe vortex were dependent on the flow and geometry parameters. Many 
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different geometries and flow conditions were observed, all providing the same qualitative 
information. 
Figure 6: Photographs of frost surface behind delta wing b=7.5 mm,A=1, a= 40°. Re = 
1030. Photographs are from top to bottom at approximately 130,280, and 490 seconds from 
the start of the t~st. Each image is approximately 150 mm in length. 
The flow field was investigated to map the local frost growth to the flow conditions. 
The flow field was visualized using the same laser imaging method used in height 
measurement, only smoke was injected into the flow at an upstream location. The laser 
illuminated a cross section of the flow and images were recorded at several streamwise 
locations. The flow field could only be investigated on the unfrosted plate since the frost 
surface scattered the laser light and therefore blurred the flow field images. 
Figure 8 shows one side of the symmetric vortex flow and the corresponding frost 
growth at the same location. The increase in frost density in the region of the tip vortex 
corresponded to the down wash and transverse velocity regions. The flow structure on the 
right side of the image was caused by the main horseshoe vortex and will be explained in more 
detail later. Note that the horseshoe vortex was not imaged in this figure - it was above the 
induced secondary flow structure that was imaged in Figure 8. It was difficult to image both 
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the tip and horseshoe vortex simultaneously since the two vortices originate from different 
streamlines. 
A 
B 
c 
Figure 7: Photographs of ~rost growth at different conditions, each image is 
approximately toO mm in length. (A) Re = 5to b=7.5 mm, A =1, a= 40° (B) Re = 330, 
b=7.5 mm, A =1, a= 40° (C) Re = 5 to, b:;:7.5 mm,A =1, a= 20°. 
Figure 8 shows that the local growth rate was highest where the vortex was forcing the 
fluid toward the plate and effectively thinning the boundary layer. The frost deposition height 
dropped off drastically when the vortex began to tum upwards, and little frost growth has 
occurred in the upwash region. The outer region (the extreme right side of the image), where 
the effects of the vortices were not felt, grew at a similar rate as the region under the vortex. 
The frost in this outer region was still in the crystal growth stage while the frost under the 
vortex was solid and homogeneous. Even though the structure was very different, the height 
of the crystals in the outer region is close to the height under the tip vortex. 
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Figure 8: Images of the flow and frost structure. The flow (upper image) was imaged on the 
flat plate. The camera remained in place and then the frost was allowed to grow. The images 
were then lined up so that the frost structure and flow conditions can be "mapped" to each 
other. 
Figure 9 shows the interaction of the tip and horseshoe vortices at different stream wise 
locations. The tip vortex is the larger vortex on the left side of each image and the horseshoe 
vortex is on the right. The images were taken at the same Reynolds number as image B in 
Figure 7. The two vortices rotate in the same direction, causing the two vortices to orbit each 
other according to potential flow theory. The tip vortex had higher circulation than the 
horseshoe vortex for the conditions shown, therefore the tip vortex quickly lifted the horseshoe 
vortex off the plate and stretched it around into the tip vortex. As the two vortices were 
advected down the plate they apparently merged to form a single vortex. 
The lifting of the horseshoe vortex explains the frost surface patterns that wrap around 
the wing and then fade away with distance down the plate (Figures 6 and 7). The 
disappearance of the effect of the horseshoe vortex on the surface deposition corresponded to 
the lifting of the horseshoe vortex away from the surface. When close to the surface, the 
horseshoe vortex worked as the tip vortex and enhanced the heat transfer locally by pushing 
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fluid toward the surface. As the horseshoe vortex is lifted away from the plate, this effect is 
diminished. This surface growth and flow interaction is shown schematically in Figure 10. 
Base of Wing: Tip Vortex Base of Wing: Horseshoe vortex 2 cm: Vortex Interaction 
4 cm: Vortex Interaction 7 cm: Vortex Interaction 9 cm: Vortex Interaction 
Figure 9: Interaction of horseshoe and tip vortex. The tip vortex is the large circular 
structure and the horseshoe vortex is the smaner structure on the right side of the figure. This 
figure shows the tip vortex lifting the horseshoe vortex off the plate and merging into a single 
vortex. Circulation of both vortices is counterclockwise. Reynolds number is 330 and wing is 
of geometry: b=7.5 mm, A =1, cx= 40°. 
The interaction of the two vortices was complicated and dependent on many parameters 
of the flow field and geometry. Figure 11 shows images of the horseshoe and tip vortex at the 
base of the wing for different Reynolds numbers. The higher Reynolds number caused both 
vortices to spread further from the centerline due to the increase in the vortex circulation. The 
increased circulation of the horseshoe vortex can be seen by the tighter spiral of the vortex. At 
low Reynolds numbers the two vortices interacted at the base of the wing but the increase in 
Reynolds number made the two vortices appear more independent. This observation is 
consistent with the frost deposition photographs shown in Figure 7. As the Reynolds number 
increased, the streaks of frost deposition due to the horseshoe vortex became more 
pronounced. If the Reynolds number was too high, the horseshoe vortex broke down and the 
flow features could not be resolved. The tip vortex also broke down as the Reynolds number 
was further increased. The actual Reynolds number that caused vortex breakdown was not 
investigated, but both vortices were stable up to a Reynolds number of approximately 600. 
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The frost deposition photograph at Reynolds number of 1030 (Figure 6) show the surface 
patterns caused by the horseshoe vortex to be less pronounced than at a Reynolds number of 
510 (Figure 7-B). 
Frost Surface Flow Cross Section 1------1 
I Tip Vortex 
: ~orseshoe Vorlo> 
1_______ Surface 
r------, I~: 
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~~~----~I ~: 
I I 
L _______ I 
Figure 10: Schematic of frost surface growth and flow interaction. The tip vortex lifts the 
horseshoe vortex off the plate and the horseshoe vortex stretches into the tip vortex. The tip 
vortex moves away from the centerline and towards the half-height of the channel. 
The general behavior of the vortex interaction was investigated in order to understand 
the frost deposition patterns seen on the test surface: no quantitative measurements of the flow 
were made. A more detailed study is necessary to understand whether this vortex interaction 
could be exploited for heat transfer benefit. To our knowledge, the vortex interaction seen in 
this geometry has not been previously observed. Studies in the literature investigated delta-
wing generators fixed to leading edges of plates or stamped out of the fin material; geometries 
that will not cause a horseshoe vortex. Jacobi and Shah [1] comment that computational work 
with a wing fixed to a channel surface did not exhibit a horseshoe vortex system as would be 
expected. The current observations confirm that the horseshoe vortex does in fact form and 
interacts with the tip vortex as to potentially alter the heat transfer behavior. 
The next step in understanding the influence,ofstreamwisevorticeson frost growth 
was to examine the mature frost surface height variations in the spanwise direction. Figure 12 
shows spanwise height profiles of frost forming behind a delta wing at different times. Figure 
12 shows little variation in frost height with spanwise location at early times. As time 
progressed, the frost grew faster in the area influenced by the main vortex than in the outer 
region. The location of maximum frost height shifted to the centerline as time progressed; most 
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likely due to the decrease in exposed wing area as the frost grew around the wing. The bumps 
in frost height on the right side of the figure seen at early times were caused by the horseshoe 
vortex. 
A 
B 
c 
Figure 11: Tip and horseshoe vortices at the base of the wing for progressively higher 
Reynolds numbers. The tip vortex is on the left and the horseshoe vortex is on the right. The 
higher Reynolds number images are more blurred due to the low density of smoke tracers. 
Reynolds numbers are A - 210, B - 330, C - 480 with constant wing geometry of: b=7.5 
mm,A=l, a=40°. 
Figure 13 shows spanwise frost height profiles for different conditions than those used 
in Figure 12. The apparent variation in spanwise frost height can be explained by the decrease 
in frost initiation time in the downwash region of the vortex. The shape of the spanwise frost 
height profile is maintained throughout, indicating that once inception occurs the growth rate is 
nearly constant across the span wise direction. 
In order to evaluate the impact of streamwise vortices on the frost growth rate, a series 
of tests were run for experimental conditions similar to those used for the plain-channel data. 
For these tests a single delta-wing (b=7.5 mm, A = 1, and a= 40°) was fixed to the leading 
edge of the cold plate. A fun tabulated record of the frost growth data taken with the delta wing 
fixed to the channel is found in Appendix G. Tables of data and figures showing the spanwise 
frost height profiles are given in this Appendix. 
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Figure 12: Span wise profiles of frost height at increments of 1000 seconds from the start of 
the test (not inception). Note that the growth rate changes after initially being nearly constant. 
Also note that the location of peak frost height moves towards the centerline with time due to 
the decreased size of the delta wing as the frost grows around the wing. Conditions and 
geometry were: Bi = 0.586, cP = 5.84e-3, Re = 1000, x = 13 em, b=7.5 mm, A =1, a= 40°. 
Figure 14 shows the maximum frost height value at each image time plotted against the 
square root of the frost environmental time, using the value of B given from the plain-channel 
data. The frost height behind the delta wing deviated from the plain-channel correlation 
somewhat, yet maintained the predicted linear behavior. The value of B computed for the 
delta-wing data set based on 137 data points was 1.0xlO-3 W.m2Ik.g.~ with an RMS error of 
13 %. The value of B obtained for the delta-wing data was approximately 13 % higher than the 
value obtained for the plain-channel case. 
The behavior shown in Figure 14 helps explain the spanwise frost height profiles of 
Figures 12 and 13. In Figure 12 the frost height profile showed little dependence on spanwise 
location for some time, before deviating in the area influenced by the vortex. This noticeable 
deviation at later times is explained by the slightly enhanced slope of the frost height data with 
square root of frost environmental time shown in Figure 14. At low values of't, the frost 
height behind the delta-wing deviates little from the plain channel data (or outer region). As 't 
increases, the deviation from the plain channel is more pronounced. In Figure 13, all the data 
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were taken for lower values of 't and therefore the enhancement due to the vortices is less 
pronounced. 
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Figure 13: Spanwise profiles of frost height at increments of 1000 seconds from the start 
of the test (not inception). Note that the initial profile is nearly maintained with time. This 
indicates that the differences in height at a given time are due to differences in inception time. 
Conditions were: Bi = 0.495, <I> = 2.84e-3, Re = 520, x = 13 cm, b=7.5 mm, A =1, a = 40°. 
Figure 14 is indicative of the high local heat and mass transfer enhancement due the 
streamwise vortices, as the plain-channel results showed no significant dependence on 
Reynolds number or channel location. The local enhancement in growth rate was likely due to 
a deviation from the boundary layer heat and mass transfer analogy that was assumed (similar 
to the observations of Yamakawa [14 D. If the actual h-hm relationship deviated from the heat 
and mass transfer analogy in the manner as shown by Yamakawa's data, then the data in 
Figure 14 should deviate from the plain channel results in the manner that the data showed. In 
agreement with the above explanation, Mao's data (Figure 4) were taken for higher Reynolds 
numbers and turbulent flows consequently resulting in a higher value of B. More research in 
the measurement of local frost properties and transfer coefficients is necessary in order to fully 
understand the physics. 
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Figure 14: Maximum height in the spanwise direction plotted versus the square root of 
environmental time using the value of B obtained from the plain-channel data. The frost 
growth shows the predicted linear behavior, but has a slightly higher value for B than the plain-
channel data. 
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Summary and Conclusions 
Frost formation is a complex phenomenon that is sensitive to the environmental 
parameters and growth history. A simple semi-analytical correlation was developed for frost 
deposition height and was shown to be valid over the experimental range of this study. A new 
non-dimensional number, the frost environmental time ('t), captures the complex effects of 
environment and time on frost deposition height. The frost height data displayed a linear 
relationship with the square root of the frost environmental time, as expected from the 
analysis. This study showed that Reynolds number and channel location had little or no effect 
on frost height over the experimental range studied. Comparisons to other work and the results 
of the delta-wing data indicate that the frost environmental time could be slightly modified to 
account for different Reynolds numbers or flow conditions. 
Streamwise vortices affect frost growth and properties in the down wash region of these 
vortices. The placement of a delta wing on the channel surface was found to create a horseshoe 
vortex system that interacts with the tip vortex. These vortices create frost deposition patterns 
that correspond to regions of enhanced heat and mass transfer. Data taken on frost growing 
under the influence of a delta-wing vortex generator, found maximum frost height to be 
approximately 13% higher than the plain-channel data. 
Delta-wing vortex generators have been reported to provide local heat transfer 
enhancements of several hundred percent. These experiments showed the existence of vortices 
locally produced only a 13% increase in frost height. Assuming that the heat and mass transfer 
analogy is valid, the overall impact of the vortex generators is to locally deposit more frost 
mass in only a-slightly thicker frost layer, creating a denser frost layer. Therefore, vortex 
generators simultaneously increase the local heat transfer coefficient and decrease the thermal 
resistance of the frost, providing an overall improvement in heat transfer performance. The 
additional. pressure drop in the channel due to the frost is minimal since the height is not 
significantly increased. 
This research points to several areas that require further work. Measurements of local 
density, heat transfer, mass transfer, and frost surface temperature would provide further 
insight to the physics of the problem. These measurements could also be used to develop a 
more accurate correlation than was developed in this paper. The correlation developed here 
assumed a frost surface temperature and a relationship between thermal conductivity and 
density. Detailed measurements could be used in this development of more accurate and 
generalized correlations and models. Detailed measurements could also provide further insight 
into the validity of the heat and mass transfer analogy in frosting conditions. 
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Overall heat transfer and pressure drop behavior should be evaluated for promising 
geometries to determine the overall impact of vortex generators in frosted heat exchanger 
applications. The current research indicates that there is overall heat transfer benefit from using 
delta wings, but this benefit should be quantified experimentally. 
Finally, the interaction of the tip and horseshoe vortices should be further explored for 
heat transfer benefit. No measurements were made to see if the interaction and merging of the 
two vortices created a vortex of increased circulation and therefore higher enhancement. The 
observed vortex interaction indicates that geometries with multiple vortices could be 
intelligently designed so the that vortex interaction and merging provided maximum heat 
transfer benefit. 
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Appendix A: Experimental Setup 
This appendix will describe in detail the experimental apparatus used to collect the data 
for this thesis. The primary wind tunnel, test channel and surface, measurement instruments, 
laser imaging system, and data acquisition system are described in this section. 
A.I Primary Wind Tunnel 
The frost growth experiments were performed in a closed loop wind tunnel with 
environmental control. A large primary wind tunnel provided the air stream to a smaller 
subsection where all the frost formation experiments were performed. This primary wind 
tunnel was described in detail by Davis [28], therefore only a brief description follows. The 
entire apparatus is shown schematically in Figure A.l. 
Return Pipe 
Steam ~"';;"'~"';;"'-I 
Cooling Coils~~~~""4 
Laser & Optics 
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Glycol 
Figure A.I: Schematic of entire wind tunnel apparatus. The apparatus consists of two test 
sections and two flow conditioning test sections. The primary test section was not used for 
these experiments. 
Temperature and humidity in the wind tunnel were controlled with a 46 x 61 x 122 cm 
thermal conditioning section. This section consisted of a set of four 500 watt preheaters, a 
steam injection tube, cooling coils, four small mixing fans, and two 500 watt after-heaters. 
The cooling coils were necessary for both temperature and humidity control. The low rate at 
which the moisture was removed from the environment by the test plate alone caused 
difficulties in the humidity control. If the test plate was providing the only dehumidification, 
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the time for the humidity to return to the set point was too long if the controller slightly 
overshot. Therefore, the cooling coils were always used to provide additional dehumidification 
to acheive better humidity control. 
The mixing fans were necessary for the low air velocity experiments to prevent thermal 
and moisture stratification in the chamber. Stratification in the chamber made the 
environmental control difficult. The heaters were controlled manually by variable transformers 
and the coolant flow rate supplied to the cooling coils were manually adjusted with a ball valve. 
A PID controller attached to the steam boiler system maintained the relative humidity control by 
regulating the flow of steam into the thermal conditioning chamber. Nygard [31] describes the 
details of the steam boiler and controller. 
A 3-HP blower pulled the air through the thermal conditioning chamber and sent it into 
the flow conditioning section. Two small fans in the 60 x 61 x 61 cm flow conditioning 
section mixed the air to prevent thermal stratification at low air flow rates. The air flowed 
through a set of screens and honeycombs to obtain a steady laminar flow before entering the 
12: 1 contraction ratio nozzle. The air then entered the 5.08 cm high by 61 cm wide primary 
test section. This primary test section is used for full scale heat exchanger testing and was not 
relevant to this work. 
The cooling coils and test surface were connected to a chiller system circulating a single 
phase ethylene glycol mixture (DOWTHERM 4000). Copper tubing and valves were used to 
control the amount of glycol going to the test plate and the cooling coils. The chiller system 
was capable of supplying flow rates greater than 450 kglhr. The flow rate of glycol was not 
measured. 
A.2 Test Channel and Test Surface 
After leaving the primary wind tunnel, the air flow was contracted in width to a 5.08 by 
5.08 cm flow area. The air flow passed though a second set a screens and honeycombs to 
control turbulence in the test channel. The flow was contracted in height to a enter the 1.27 x 
5.08 cm test channel. The flow had 63.2 cm of development length before passing over the 26 
cm cooled plate located on the bottom side of the test section. At the exit of the test section the 
air passed through a final set of screens and honeycomb to provide smooth exit flow from the 
test section. The pow went into a return pipe, passed through an orifice plate, and was returned 
to the mixing chamber. The test channel walls were fabricated from 1.27 cm thick clear acrylic 
and were insulated with Celotex Tuff-R insulation. A schematic of the test section is shown in 
Figure A.2. 
The channel surface was cooled by passing cold ethylene glycol through a machined 
passage inside an aluminum block. Ribs were machined in the rectangular passage to help mix 
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the flow and provide a better coolant-side heat transfer coefficient. The maximum flow rate to 
the cooling block was used to provide an isothermal surface. The cooling block is shown 
schematically in Figure A.3. 
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Flow Development 
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Flow n ........ f·.nn 
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and screens 
Channel Cross Section 
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Figure A.2: Schematic of the frost formation test channel. 
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A 3.175 mm copper plate was bolted to the chilled aluminum block. The high thermal 
conductivity of the copper he~ped to provide an isothermal surface. The copper plate had 
grooves so that seven 30 gauge type-T thermocouples could be placed flush with the plate 
surface. These thermocouples were offset from the centerline to help detect variations in 
surface temperature in the span wise direction. Square grooves were also machined for the 
placement of three heat flux meters (Omega HFS-4). The heat flux meters were placed along 
the spanwise centerline and located at distances of 3, 13, and 23 cm from the leading edge of 
the plate. The sensors and thermocouples were held to the copper plate with thermally 
conductive epoxy. Figure A.4 shows a schematic of the instrumented test plate. The test 
material was then clamped between the upper surface of the copper plate and the side walls of 
the test section. Thermally conductive paste was placed between the copper plate and the test 
material to ensure good thermal contact. 
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Figure A.3: Schematic of the machined aluminum block that provides cooling to the surface. 
The copper plate with sensors is bolted to the top surface of this block. 
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Figure A.4: Instrumented cooling plate for frost deposition. A thin piece of aluminum fin 
stock is placed on top of this to provide the test surface. 
A thin piece of metal heating foil was placed between the acrylic test section walls and 
the upper surface. The foil was heated by passing an electric current through it. The warm foil 
prevented the cold plate temperature from conducting through the walls and into the upper 
surface of the acrylic test section. This design prevented the upper surface of the test section 
from falling below the dew point of the air stream. If the temperature of the upper surface fell 
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below the dew point then condensate would fonn on the acrylic and the camera could no longer 
see the frost surface. Figure A.5 shows a schematic assembly diagram of the test section and 
its components. 
A surface thennocouple was used to show the temperature distribution in the span wise 
direction was constant. The temperature distribution in the streamwise direction was dependent 
on the inlet air velocity and temperature of the plate and air stream. At extreme conditions the 
temperature was observed to vary by less than 1 DC from the leading to trailing edge. Under 
typical conditions this variation was less than 0.5 DC. 
I......,: 1----------,:..,...: I Top Surface 
~ rttJ Heating Foil 
luJ luJ Side Rails 
-:"I-:"I--------~ Test Surface 
I Instrumented Copper Plate 
I I 
Cold Glycol 
Cooling Block 
Glycol Passages 
"'--- Cooling Block 
Housing 
Figure A.S: End view of the assembly of the test channel. Air flow is coming out of the 
page. Bolts pass through the top surface to the cooling housing block to hold the assembly 
together. . 
A.3 Measurement Instruments 
Air temperatures at the inlet and plate temperatures were measured with type-T 
thennocouples manufactured with ANSI special limits of error. The inlet of the contraction 
into test section had five thermocouples placed in a staggered grid to measure the air 
temperature. The inlet air humidity was measured with a capacitance thin film sensor (Vaisala 
HMD 30YB) loc·atedjust upstream of the contraction into the test section. 
The air flow rate was measured with a ASME standard orifice in the 5.25 cm diameter 
return pipe. Two orifice plates with bore diameters of 1.575 and 1.05 cm were used, 
depending on the air flow rate. Four pressure taps were placed at 90 degree circumferential 
intervals 5.25 cm upstream and 2.63 cm downstream of the orifice plate. The pressure drop 
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across the orifice plate was measured with a precision electronic manometer (Dwyer #1430,0-
2 in WC .0005 in WC)). The configuration of the flow measurement was in accordance of 
ASME standard MFC-3M-1989 [32]. The orifice plate was preceded by 84 cm of flow length 
after a 90 degree bend. A honeycomb was located immediately after the 90 degree bend to 
ensure proper flow conditions preceded the orifice plate. 
A.4 Laser Imaging System 
The height of the frost was measured with a laser sheet imaging technique. A 15 mW 
Helium-Neon laser (Melles-Griot #05-LLR-851) provided the light source at a wavelength of 
632.8 nm. A plano-convex lens with a focal length of 50.8 mm (Melles-Griot #01 LPX 
332/078) focused the laser beam. The focused beam then passed through a two of cylindrical 
lenses (Newport Corp. #CKV050ar.14 and Melles-Griot #01 LCN 001). These lens spread 
the laser beam in one dimension only. The distance between these lenses could be arranged to 
provide a laser sheet of the desired size. The sheet was reflected with a coated mirror (Melles-
Griot #02 MFG 019) and aimed at the test surface. All the optics were mounted above the test 
section on an optical rail (NewportlKlinger #170223) and the arrangement is shown in Figure 
A.6. 
Plano-Convex Lens 
Optical Rail 
L...--Laser 
Figure A.6: Laser sheet imaging setup. 
The reflection of the frost from the test surface was recorded digitally with a CCD 
camera (Panasonic #WV -BL200). The camera had a sublens (Titan Tool #SD35), zoom 
objective (Titan Tool #TZOV A), and view expanding converter (Titan Tool #CVN-l 0.5X). A 
computer (PC 80386) and imaging software (IRIS VOl.05) were used to record the images. 
The images were then converted to Tagged Input File Format (TIFF) so that standard imaging 
software could analyze the images. 
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A.S Data Acquisition 
The thermocouples, heat flux meters, and humidity sensor output were connected to a 
HP 3497 A Data Acquisition/Control Unit. A HP 3456A digital voltmeter measured the 
voltages from the sensors and thermocouples. The HP 3497 A provided the analog/digital 
conversion and the multiplexing while the digital values were recorded by a MAC IIci 
computer. Each instrument was recorded in sequential order and 20 measurement averages 
were recorded in a file. A post processing program averaged the values so that a single value 
for inlet and plate temperature and relative humidity was given for each test. The program 
estimated the error due to values being slightly variable with time, and averaging multiple 
thermocouples as one. 
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Appendix B: Image Analysis and Interpretation 
This appendix explains in more detail how quantitative measurements were made from 
images of the frost surface. The methods of image calibration and frost surface measurement 
are explained below. 
B.t Image Calibration 
The laser measurement system was setup by adjusting the camera and optics to provide 
the desired laser sheet orientation and camera field of view. The calibration block was placed 
on the bottom of the channel and the calibration images were taken. The block could be 
oriented in either direction to calibrate height or width. The calibration block was a machined 
aluminum block that consisted of several steps and is shown in Figure B.I. The location of the 
block in the channel was measured with calipers so that the correct span wise or streamwise 
location was known. The pixel height of the steps was measured from the images using 
intensity profile plots as described in Experimental Procedure of the thesis. 
~7 
... ,.------ 49 nun -----I.~, 2.5 nun 
Figure B.t: Image calibration block. 
To obtain pixel distance between steps, images were superimposed on each other. An 
example is shown graphically in Figure B.2. The profile plot window is shown as well as the 
plotting and averaging directions of the window. The image intensity was averaged over each 
pixel column in the averaging direction and plotted against each pixel row in the plotting 
direction. The resulting profile plot is shown in the figure and the pixel distance between the 
two steps was taken as the distance between the two peaks of the profile plot. The uncertainty 
estimate was based on the width of the peak in the profile plot, the repeatability at different 
locations, different numbers of steps. The uncertainty in the known size of the block was 
small compared to the uncertainty of the image calibration and was therefore neglected. The 
actual value of calibration uncertainty depended on the orientation of the optics and camera, 
with a typical uncertainty estimate of ±SO ~m. 
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The width calibration factor was found in a similar manner. The distance between the 
edges of the steps were used, rather than the heights, for computing the pixel width of the 
calibration steps. Profile plots could also be used to locate the step edges: similar to what was 
done for the height calibration. The block location was measured with calipers and the width 
calibration factor could be used to obtain the absolute span wise or streamwise location. 
2.Smm 
131.41 "--_________ "----' 
o Pixels: 174 
r- 2.5 mm---I 
Figure B.2: Example of calibrating images using profile plots. In the profile plot 256 
corresponds to black and 0 to white in the image. 
:8.2 Frost Surface Image Interpretation 
A different method was used for analysis of frost surface images. A program analyzed 
images in the following manner, which is shown graphically in Figure B.3. The program 
moves in the direction of the initial, unfrosted surface. At each pixel location the maximum 
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intensity value of the reflection in the direction normal to the initial surface was found. The 
distance of this pixel from the surface was recorded at each pixel location along the plate. A 
high order polynomial was fit through these points so the frost surface profile was represented 
by a polynomial expression. 
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Figure B.3: Example of obtaining peak intensity values from the frost surface images. The 
surface nonnal and scanning direction are indicated in the original image. 
The order of the polynomial depended on the discernible features of the frost surface. 
The fits were carefully watched to ensure that the discernible features were captured and false 
features were not introduced. The polynomial fit was one method of locally averaging the frost 
height in a variable region. For the plain-channel case a first order polynomial (line) was used 
for span wise images since the surface contour should be a constant. The polynomial method 
was found to be more repeatable than the profile plot method. With profile plots, the 
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discernible features are averaged out if the window is too large and scatter in the data results if 
the window is too small. 
The uncertainty of this measurement was dependent on the orientation of the optical 
system as well as the frost surface properties and internal frost structure. The uncertainty was 
estimated based on the width of the band of peak intensity points. In the above example, the 
scatter of the band of points was approximately ±3 pixels. This corresponds to a measurement 
uncertainty estimate of ±100 ).1m given a calibration factor of 31 pixlmm for these images. 
Typical overall uncertainties in height ranged from ±100).1m for mature growth and ±300).1m 
for early crystal growth. 
B.3 Image Interpretation Program 
For reference, the image interpretation program is listed below. The program was 
written as a Matlab function and should be called from the Matlab prompt with the path to the 
data as the function argument. The program took each image and computed the height above 
the initial unfrosted plate, then fit a high order polynomial through these data points. The 
program assumed all the data files are named in order the order taken as dataOI, data02, ... 
datann and the name of the initial unfrosted plate image is named init.. The parameters such as 
the order of the polynomial fit and the number of data files are modified inside the program if 
necessary. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% Image Analysis Program 
%%% Call f~om matlab with path of data 
%%% as the argument. Data files should 
%%% be named data01, data02, .... datann. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [values] = analyze_irnages(data-path} 
% Set path to images files 
clear; 
direct = ['cd' data-path]i 
eva I (direct) 
% Set up paths 
p = path; 
figure (1) 
clg 
path(p, '/tmp_rnnt/homes/ehhpx1a/stdt/b-storey/images'}i 
% Set color parameters 
color = st~2mat('y-', 'r-', 'g-', 'y:', 'r: " 'g:', 'y--', 'r--', 'g--
, ) ; 
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% Order of polynomial for fit for initial image 
init_order = 2; 
values = []; 
% fit the initial picture as a refernce 
init_coef =' fit_image('init',init_order,O); 
% order of fit of other eqns 
order = 10; 
c = 1; 
% Process images 1 to 15 
for J = 1:15 
fprintf(1, 'Processing file %5d\n',J); 
% Name of data file 
% Convention is data01, data02, ... data10 .. 
number = int2str(J); 
if (length (number) == 1) 
number = [' 0' number]; 
end 
file_name = ['data' number]; 
% Fit image wi poly and save matrix of height 
% values vs position 
coef = fit_image(file_name,order,O); 
y = plot_fit (init_coef,coef,order,color(c, :)); 
values = [values;y]; 
end 
% Alternate the colors 
c = c+1; 
if (c > length(color)) 
c = 1; 
end 
% Plot this point so scale will be from auto 
% but include the zero point 
plot ( 0 , 0, 'y. ' ) ; 
grid on 
xlabel('pixel distance'); 
ylabel('Height in Pixels'); 
hold off; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% Fit Image Function 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [coef] = fit_image (name, order, flag) 
data = []; 
start = 1; 
[data,cm] = tiffread(name); 
[height width] = size(data); 
peak = []; 
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for i=start:width 
vector = data(:,i); 
maxm = find(vector == max(vector)); 
[1 w ] = size(maxm); 
if (1 > 1) 
end 
avg = sum(maxm)/l; 
maxm = round(avg); 
peak = [peak maxm]; 
end 
peak = height - peak; 
pix = [start:width]; 
% Add end points to prevent curve fit 
% from curving at edges 
peak = [peak(10) peak peak(width-start-10)]; 
pix = [-10 pix width+10]; 
avg = mean(peak); 
out1ie = find (abs (peak-avg) > 80); 
for i = 1:1ength(out1ie) 
peak(out1ie(i)) = avg; 
end 
if (length (out1ie) > 0) 
fprintf(l, '\nWARNING:: %5d out1iers\n\n',length(out1ie)); 
end 
[coef] = polyfit(pix,peak,order); 
if (flag == 1) 
plot (pix, peak, 'yo '); 
end 
-
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% Plot the Fit Eqn 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [y] = plot_fit (init_coef, coef, order, color, values) 
start = 1; 
width = 512; 
x = [start:width]; 
y = []; 
init_order = 2; 
y = coef(l) . *x. Aorder-init_coef (1) .*x.Ainit_order; 
for i=l:order 
y = y+coef(i+1) .*x.A(order-i); 
end 
for i=1:2 
y = y -init_coef(i+1) .*x.A(init_order-i); 
end 
p1ot(x,y,co1or) 
hold on 
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Appendix C: Validity of Assuming Frost Surface is at the 
Freezing Point 
When evaluating Equation (11) for the frost environmental time, 1:, the surface 
temperature of the frost layer must be known or assumed. Due to the difficult and intrusive 
nature of measuring the frost surface temperature, this quantity was not measured during these 
experiments. To evaluate 1:, the frost surface was assumed to be at the freezing point of water. 
This appendix will evaluate the validity and impact of making this assumption. 
C.I Literature Review 
There are few efforts in the existing literature to measure and record the frost surface 
temperature. All existing literature shows that the frost surface will eventually reach the 
freezing point if the frost is allowed to age. In work by Brian et al. [11], the plate temperature 
was approximately -200°C and the measured temperature profiles in the frost layer indicate 
surface temperatures approaching the freezing point quite rapidly. The data collected by 
Yamakawa [14] show frost surface temperatures all approaching the freezing point. Most of 
the data fell within 4°C of the freezing point within 50 minutes of starting the test. The data 
show that frost surface temperature increases with air temperature, humidity, and Reynolds 
number. Biguria and Wenzel [13] present data that support the same general trends. 
C.2 Effect of Surface Temperature Assumption on 1: 
The equation for frost environmental time, 1:, can be evaluated for different conditions 
to, examine the effect of the assuming the surface temperature. The equation for r is rewritten 
below for reference. 
T={i (C.l) 
where 
Fo· Bi· tIJ 
't'=-~~-
Le2/3 
It is unclear from the form of this equation how 1: is dependent on the frost surface 
temperature. From the dimensionless groups it is easy to see that Fo is not dependent on the 
surface temperature assumed. For convenience, a new parameter that is dependent of surface 
temperature will 'be defined as follows: 
BitIJ 
,= Le2l3 (C.2) 
Figure C.l shows ~ evaluated at several relative humidities, for a fixed air and wall 
temperature, plotted as a function of surface temperature. This figure shows that the frost 
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surface temperature plays a significant role in the evaluation of~. For the environmental 
conditions used in the figure, the partial density of water vapor in the freestream equals the 
saturation density of water vapor at the freezing point when the relative humidity is 
approximately 28%. This explains the decrease of ~ at low humidities as the surface 
temperature approaches the freezing point. For conditions plotted, aTw = 0 when Ts = -15°C, 
explaining why all the curves approach zero as the frost surface temperature is decreased. 
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Figure C.I The effect of assumed frost surface temperature on the parameter ~. Lines for 
different values of relative humidity are shown, while the air temperature is 20°C and the wall 
temperature is -15°C. 
It is clear from Figure C.1 that the choice of surface temperature can potentially have a 
large influence on the evaluation of the frost environmental time. The following sections will 
predict the effect .of the assumed surface temperature. 
C.3 Prediction of Surface Temperature 
Equation (C.3) is an empirical relationship between frost surface temperature and frost 
density given by Hayashi et al. [29]. 
PI = 650exp(. 277TsJ (C.3) 
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In the development of't it was assumed that m; was constant over the course of the 
experiment. This assumption gives a relationship between height, density, and time. 
Combining this assumption with Equation (C.3) gives the relationship given by Equation (C.4) 
where T s is given in DC. 
( m;t ) In . 
T = 650Lf 
s .277 (C.4) 
,~t 3 Equation (C.3) approaches DoC as the term - (or the density) approaches 650 kglm . This 
Lf 
empirical relation can be used to show the general evolution of the frost surface temperature 
with time as shown in Figure C.2. The relationship between Lf and time was derived from 
Equation (C. I ) using the value of B found for the plain channel data and a heat transfer 
coefficient was assumed to evaluate ;";. This figure shows that predicted frost surface 
temperatures fall below DoC for all conditions evaluated. It should be noted that Equation 
(C.3) was developed for different conditions than were used in this paper, and the accuracy 
under these conditions is questionable. If the functional form of the surface temperature and 
density relation holds true, then the general behavior will hold while the actual values will vary. 
The overall effect of this surface temperature assumption can be assessed using the 
predicted surface temperatures to evaluate a new value for 'to This new 't can be plotted as a 
function of r, as shown in Figure C.3. This figure shows the effect of using the predicted 
surface temperature: the predicted behavior of Equation (C.I) is shifted with respect to the 
results assuming the frost surface temperature to be the freezing point. The linear behavior 
between the square root of 't and r is nearly maintained. These results could explain some of 
the scatter in the experimental results. The scatter resulting from the frost surface temperature 
assumption is not large enough to be discerned from the experimental error. Figure C.3 shows 
that the overall effect is not dramatic and that to a reasonable approximation, the equations used 
in this thesis are valid. 
C.4 Conclusions 
This section shows that the assumption of the frost surface temperature being at the 
freezing point potentially has a large effect on the evaluation of 't.The predictions of surface 
temperature and the results in the existing literature all imply that the surface temperature will 
eventually approach the freezing point as time progresses. Predictions of frost surface 
temperature for environmental conditions seen in this thesis show that the surface temperature 
is potentially well below the freezing point. The overall impact of the assumption however, 
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induces additional scatter in the data that is not outside the experimental uncertainty. This 
appendix has shown that evaluating Equation (C.l) at the freezing point is a reasonable 
approximation. The fact that the data in the thesis obey Equation (C.l) provides additional 
support to the validity of the assumption. 
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Figure C.2: Evolution of predicted frost surface temperatures with time. The curves are for 
different environmental conditions. The figure shows the same type of evolution between 
different conditions. For the conditions evaluated, the surface temperature falls well below the 
freezing point. The air temperature was fixed at 20°C and the wall temperature at -15°C. 
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Figure C.3: r vs. the square root of't. The frost surface temperature for evaluating 't was 
obtained from Equation (C.4). This figure shows that the result of evaluating 't at the predicted 
frost surface temperature is to shift the linear behavior from that assuming the frost surface is at 
the freezing point. The air temperature was fixed at 20°C and the wall temperature at -15°C. 
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Appendix D: Plain Channel Frictional Losses Due to Frosting 
Frost buildup in a channel results in higher frictional losses over the length of the 
channel. For laminar flow, this pressure drop can be determined analytically. The following 
analysis assumes that the frost height is uniform down the channel and that the frost buildup 
occurs at the entrance of a developing flow between infinite parallel plates. The analysis could 
be easily extended to a rectangular channel. This appendix looks at the frictional loss if the 
mass flow through the channel or the pressure drop across the channel is fixed. 
D.I Mass flow rate fixed 
The apparent friction factor for a developing laminar flow between infinite parallel 
plates is given as (Shah and London [33] ): 
0.674 
lapp· Re = 24 + -- where x+ > 0.01 (D.I) 
4x+ 
The apparent friction factor is based on the total pressure drop from x+=O to x+. This 
definition is used in a developing flow to account for skin friction and the change in the 
momentum due to a varaiable velocity profile. The apparent friction factor is defined as: 
_ Mlr. 
lapp - (V2 12g).(x I Dh ) (D.2) 
Assuming that the mass flow rate through the channel is fixed, the pressure drop can be 
computed for different frost heights. Using continuity it is easy to show that the following 
relationships hold true where the subscript f refers to a frosted channel and i refers to the initial 
clean channel. 
Dh,f = H -Lf 
Dhj H 
(D.3) 
Using the constant mass flow condition, the above equations can be rearranged to give the ratio 
frosted to unfrosted pressure drop as follows: 
24 + 0.674x: Xi + 2 
L1Pf _ 4x; Vf Dh,i Rei 
Mi - 24x+ + 0.674 . V; . Dh,f . Ref 
1 4 
(D.4) 
Using the relations given in Equation (D.3), Equation (D.4) can be rearranged as 
L1Pf 24x: + ~ H ~ Lf ( H J3 (D.5) 
L1Pj = 24x+ + 0.674 . H -Lf 
1 4 
which is simplified further under fully developed conditions: 
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~ =(H~LJ =(I~rJ (0.6) 
Equation (0.5) is plotted in Figure 0.1 to show the general behavior. The pressure drop ratio 
is plotted as a function of x+ for different values of r. Using the relation given in the thesis, 
r = ~ , pressure drop can be computed as a function of time and environment. 
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Figure D.I: Ratio of pressure drop over a frosted channel to an unfrosted channel as a 
function of x+. Lines are for different values of r. 
D.2 Pressure drop' fixed 
Assuming that the pressure drop is fixed, the ratio of mass flow rates through the 
frosted and unfrosted channel can be determined in a similar fashion as above. Assuming a 
fixed pressure drop and using Equation (0.1) and (0.2), the ratio of air mass flow rates is 
given as: 
. 24x+ + 0.674 3 ~ I 4 (H-4) 
mi = 24' + 0.674x:· H 
Xi + 4 + 
xf 
(0.7) 
Since mass flow is not fixed, no explicit relation exist for the ratio of x+: 
xj _ H Vi 
--- .-X; H-Lf Vf (D.8) 
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If fully developed conditions exist, then Equation (D.7) simplifies to: 
~f =(H-Lf )3 =(l-rY 
mj H (D.9) 
Equation (D.7) must be solved implicitly and the behavior is shown in Figure D.2. As in 
Figure D.1, the equation is plotted for different values ofr, which is equal to the square root 
of the frost environmental time. 
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Figure D.2: Ratio of mass flow rate through a frosted channel to an unfrosted channel as a 
function of x+. -Lines are for different values of r. 
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Appendix E: Plain Channel Data 
This appendix contains tables of the data collected for the case of the plain channel. 
Data were logged constantly during the tests but these tables show the data only every 500 
seconds from the start of the test. The fluctuations of the humidity control were faster than 500 
seconds, explaining why the humidity values seem somewhat random when looking at the data 
tables. Some tests are shorter than others as sometimes a certain environmental variable would 
fallout of control, leaving only the data at the beginning of the test valid. It should be noted 
that some of the data contain some points where the humidity deviates significantly for a short 
period due to the humidifier system refilling when it runs out of water. This problem only 
occurred in a small number of data sets. If the deviation did not induce a sudden cycle of 
melting and freezing in the frost layer then the data were kept. The data for these sets were 
determined to be valid and the temporary loss of humidity control did not seem to effect the 
data. These cases are noted by a "*" next to the humidity ratio value. 
Table E.1: Test # 1, x = 30 mm, Re = 1060, Freeze Time 240 S 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.0 260.4 10.1 585 0.79 
1000 293.0 260.0 10.2 547 1.38 
1500 293.0 259.9 10.1 537 1.76 
2000 293.0 259.9 10.2 534 1.99 
2500- 293.0 259.9 10.2 540 2.21 
3000 293.0 259.9 10.1 541 2.43 
3500 293.0 259.8 10.1 542 2.60 
4000 293.1 259.9 10.3 552 2.68 
4500 293.1 259.8 10.1 553 2.85 
5000 293.1 259.9 10.2 555 3.03 
5500 293.0 259.9 10.1 562 3.21 
6000 293.1 259.9 10.1 564 3.35 
6500 293.1 259.5 10.2 574 3.50 
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Table E.2: Test # 2, x = 30 mm, Re = 1020, Freeze Time 250 S 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 292.5 259.5 7.0 595 0.30 
1000 292.5 259.0 7.0 510 0.94 
1500 292.5 258.9 7.0 485 1.30 
2000 292.5 259.3 7.0 465 1.63 
2500 292.5 259.4 7.0 459 1.84 
3000 292.6 259.3 7.0 456 2.07 
3500 292.6 259.3 7.0 450 2.30 
4000 292.6 259.3 7.0 450 2.44 
4500 292.7 259.3 7.0 447 2.61 
5000 292.7 259.4 7.0 447 2.74 
5500 292.7 259.4 7.1 451 2.86 
6000 292.8 259.4 7.0 453 3.00 
6500 292.8 259.4 7.1 453 3.11 
7000 292.9 259.4 7.1 452 3.22 
7500 292.9 259.3 7.1 445 3.36 
Table E.3: Test # 3, x = 30 mm, Re = 1070, Freeze Time 110 S 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 292.5 250.4 10.1 633 1.21 
1000 292.6 249.7 10.1 594 1.90 
1500 292.7 249.4 10.4 586 2.36 
2000 292.8 249.3- 10.3 583 2.69 
2500 292.9 249.3 10.5 591 2.93 
3000 293.0 249.3 10.3 594 3.20 
3500 293.0 249.2 10.2 594 3.50 
4000 293.0 249.2 10.3 604 3.68 
4500 293.1 249.2 10.3 608 3.83 
5000 293.2 249.2 10.3 610 4.03 
5500 293.2 249.2 10.1 613 4.15 
6000 293.2 249.2 10.2 624 4.30 
6500 293.3 249.1 9.9 628 4.50 
7000 293.2 249.1 9.9 642 4.60 
7500 293.2 249.1 10.2 641 4.68 
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Table E.4: Test # 4, x = 30 mm, Re = 570, Freeze Time 210 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.8 260.4 7.1 503 0.19 
1000 293.8 260.0 7.0 437 0.66 
1500 293.7 260.0 7.1 405 0.97 
2000 293.7 259.9 7.0 384 1.27 
2500 293.6 259.9 7.0 374 1.51 
3000 293.6 259.8 7.0 365 1.73 
3500 293.5 259.9 7.0 362 1.90 
4000 293.4 259.8 7.1 361 2.08 
4500 293.4 259.9 7.1 356 2.30 
5000 293.3 259.9 7.1 352 2.45 
5500 293.3 259.8 7.1 354 2.55 
6000 293.2 259.8 7.1 353 2.70 
6500 293.2 259.8 7.0 347 2.83 
7000 293.1 259.8 7.0 350 2.93 
7500 293.1 259.8 7.1 352 3.05 
Table E.5: Test # 5, x = 30 mm, Re = 1060, Freeze Time 140 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.2 259.9 8.5 559 0.45 
100Q 293.3 259.6 8.5 504 0.99 
1500 293.4 259.6- 8.7 486 1.31 
2000 293.5 259.7 8.7 476 1.61 
2500 293.5 259.8 8.7 468 1.89 
3000 293.5 259.8 8.8 468 2.09 
3500 293.6 259.7 8.6 466 2.28 
4000 293.6 259.7 8.6 462 2.45 
4500 293.6 259.7 8.6 463 2.58 
5000 293.5 259.8 8.7 470 2.69 
5500 293.6 259.7 8.7 470 2.83 
6000 293.5 259.7 8.6 467 2.98 
6500 293.5 259.7 8.6 471 3.07 
7000 293.5 259.7 8.5 472 3.19 
7500 293.5 259.7 8.6 473 3.31 
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Table E.6: Test # 6, x = 30 mm, Re = 1060, Freeze Time 210 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.6 260.1 5.9 559 0.18 
1000 293.5 259.7 5.9 500 0.54 
1500 293.5 259.6 6.0 479 0.83 
2000 293.4 259.5 5.9 467 1.08 
2500 293.4 259.5 5.9 454 1.28 
3000 293.3 259.5 5.8 446 1.46 
3500 293.2 259.5 5.9 445 1.60 
4000 293.2 259.4 5.8 438 1.75 
4500 293.1 259.4 5.8 432 1.89 
5000 293.1 259.4 5.8 . 434 2.00 
5500 293.0 259.3 5.7 431 2.12 
6000 293.0 259.3 5.8 427 2.24 
6500 292.9 259.3 5.7 429 2.33 
7000 292.9 259.3 5.7 430 2.42 
7500 292.9 259.3 5.7 426 2.54 
Table E.7: Test # 7, x = 30 mm, Re = 1060, Freeze Time 1270 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.1 267.2 7.1 459 0.06 
1000 293.0 267.1- 7.1 450 0.04 
1500 293.0 267.1 7.1 464 0.20 
2000 293.0 267.0 7.0 430 0.54 
2500 293.0 267.0 7.1 418 0.76 
3000 293.0 267.0 7.0 412 0.92 
3500 293.0 267.0 7.1 404 1.10 
4000 292.9 267.0 7.1 403 1.21 
4500 292.9 267.0 7.1 404 1.34 
5000 292.9 266.9 7.1 399 1.47 
5500 292.9 267.0 7.1 398 1.56 
6000 . 292.9 267.0 7.1 400 1.63 
6500 292.9 266.9 7.1 397 1.74 
7000 292.9 266.9 7.1 399 1.82 
7500 292.9 267.0 7.1 403 1.87 
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Table E.8: Test # 8, x = 30 mm, Re = 1050, Freeze Time 0 S 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 293.5 251.8 7.5 624 0.85 
1000 293.5 251.1 7.5 575 1.44 
1500 293.4 250.8 7.3 550 1.86 
2000 293.4 250.7 7.4 537 2.16 
2500 293.4 250.6 7.4 531 2.43 
3000 293.3 250.5 7.3 521 2.70 
3500 293.3 250.5 7.3 518 2.95 
4000 293.3 250.5 7.4 517 3.16 
4500 293.4 250.5 7.4 518 3.35 
5000 293.2 250.4 7.3 513 3.56 
5500 293.2 250.4 7.3 516 3.70 
6000 293.3 250.4 7.3 518 3.86 
6500 293.2 250.4 7.1 515 4.02 
7000 293.1 250.3 7.2 517 4.16 
7500 293.2 250.3 7.3 523 4.28 
Table E.9: Test # 9, x = 30 mm, Re = 650, Freeze Time 320 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 294.9 261.2 8.2 591 0.19 
1000 294.9 260.7 8.3 519 0.82 
1500 295.0 260.2- 7.9 495 1.07 
2000 ·295.0 260.1 8.0* 473 1.36 
2500 294.9 261.1 8.7* 475 1.52 
3000 295.0 260.7 8.5* 477 1.88 
3500 295.0 260.2 8.1 467 2.02 
4000 295.0 260.3 7.9 545 2.27 
4500 295.0 260.5 8.3 468 2.46 
5000 295.0 260.2 8.3 474 2.63 
5500 295.1 259.9 8.3 475 2.76 
6000 295.1 259.7 8.2 472 2.95 
6500 295.0 259.7 7.9 461 3.13 
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Table E.I0: Test # 10, x = 30 mm, Re = 500, Freeze Time 350 S 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 296.2 261.0 8.4 573 0.17 
1000 296.1 261.5 8.7 497 0.62 
1500 296.1 260.8 8.7 494 1.37 
2000 296.0 260.6 8.6 469 1.57 
2500 295.9 261.4 9.2* 473 1.86 
3000 295.9 260.6 9.2* 483 2.07 
3500 295.9 259.7 8.5 469 2.25 
4000 295.7 259.6 8.3 458 2.44 
4500 295.7 259.8 8.6 462 2.61 
5000 295.8 259.9 8.7 466 2.76 
5500 295.9 259.8 8.7 463 2.92 
6000 296.0 259.7 8.6 460 3.09 
6500 295.7 259.8 8.6 465 3.13 
7000 295.7 259.7 8.5 467 3.30 
7500 295.6 259.6 8.5 468 3.44 
Table E.11: Test # 11, x = 30 mm, Re = 500, Freeze Time 250 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.7 259.8 7.5 541 0.13 
1000 293.7 259.6· 7.6 470 0.50 
1500 293.7 259.4 7.5 439 0.75 
2000 293.7 259.3 7.5 428 1.15 
2500 293.7 259.3 7.6 423 1.45 
3000 293.7 259.2 7.6 411 1.82 
3500 293.7 259.1 7.5 412 1.98 
4000 293.8 259.1 7.3 409 2.10 
4500 293.8 258.8 7.1 * 396 2.27 
5000 293.8 260.5 8.3* 402 2.38 
5500 293.8 260.0 8.4* 422 2.55 
6000 . 293.9 259.0 7.2 404 2.69 
6500 293.8 259.2 7.3 392 2.80 
7000 293.9 259.5 7.9 410 3.00 
7500 294.0 259.3 7.8 412 3.17 
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Table E.12: Test # 12, x = 30 mrn, Re = 990, Freeze Time 220 S 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 295.9 260.8 8.7 637 0.40 
1000 295.9 260.5 8.8 593 0.96 
1500 295.9 260.4 8.6 575 1.43 
2000 295.9 260.6 8.6 566 1.78 
2500 295.7 260.0 7.2* 547 1.97 
3000 295.7 261.1 9.4* 580 2.05 
3500 295.7 260.8 8.9* 582 2.27 
4000 295.6 260.2 8.3 559 2.58 
4500 295.5 260.3 8.5 560 2.69 
5000 295.5 260.1 8.4 559 2.79 
5500 295.4 260.2 8.4 555 2.96 
6000 295.3 260.2 8.3 562 3.08 
6500 295.2 260.1 8.2 559 3.27 
7000 295.1 260.2 8.2 557 3.39 
Table E.13: Test # 13, x = 30 mrn, Re = 630, Freeze Time 30 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.7 259.7 8.9 544 0.67 
1000 293.8 259.4- 9.1 509 1.09 
1500 293.8 259.2 9.2 498 1.34 
2000 293.9 259.2 8.8* 484 1.67 
2500 293.9 259.3 10.4* 507 1.83 
3000 293.8 259.2 9.2 493 2.17 
3500 293.9 258.9 9.1 485 2.42 
4000 293.9 258.9 9.2 487 2.56 
4500 293.9 258.9 9.1 483 2.72 
5000 293.9 258.9 9.3 492 2.82 
5500 293.9 258.9 9.2 497 2.98 
62 
Table E.14: Test # 14, x = 130 mm, Re = 1040, Freeze Time 400 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 291.5 260.3 7.2 411 0.02 
1000 291.5 259.8 7.2 398 0.17 
1500 291.7 259.8 7.3 362 0.97 
2000 291.9 259.8 7.1 341 1.28 
2500 292.0 259.8 6.9 334 1.47 
3000 292.2 259.8 6.8 318 1.60 
3500 292.3 259.8 7.2 322 1.82 
4000 292.3 259.8 7.2 317 2.01 
4500 292.3 259.8 7.1 313 2.14 
5000 292.3 259.8 7.1 313 2.21 
5500 292.2 259.7 7.0 313 2.40 
6000 292.1 259.8 7.1 309 2.62 
6500 292.1 259.8 7.1 308 2.75 
7000 292.0 259.7 7.0 308 2.90 
7500 291.9 259.7 6.9 309 3.01 
Table E.15: Test # 15, x = 130 mm, Re = 1070, Freeze Time 290 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500_ 293.4 261.0 10.0 504 0.09 
1000 293.5 261.0 - 10.2 421 0.97 
1500 293.5 261.0 10.1 397 1.52 
2000 293.4 261.0 10.2 389 1.69 
2500 293.4 261.0 10.2 383 1.87 
3000 293.4 261.0 10.1 380 2.06 
3500 293.4 261.0 10.2 378 2.23 
4000 293.3 261.0 10.2 377 2.40 
4500 293.3 261.0 10.1 378 2.47 
5000 293.4 261.0 10.0 380 2.62 
5500 293.3 261.0 10.0 383 2.78 
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Table E.16: Test # 16, x = 130 mm, Re = 1210, Freeze Time 240 S 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 293.0 252.0 7.2 487 0.63 
1000 292.7 251.3 7.0 442 1.38 
1500 292.9 251.1 7.1 413 1.75 
2000 293.0 250.9 7.1 395 2.06 
2500 293.0 250.8 7.1 388 2.36 
3000 292.9 250.8 7.1 380 2.57 
3500 292.9 250.7 7.1 374 2.68 
4000 293.0 250.7 7.1 373 2.90 
4500 293.0 250.7 7.1 371 3.03 
5000 292.9 250.7 7.1 367 3.18 
5500 293.0 250.7 7.1 366 3.31 
6000 293.0 250.7 7.0 366 3.48 
6500 293.0 250.7 7.1 364 3.65 
7000 293.0 250.7 7.1 362 3.78 
7500 293.1 250.7 7.2 364 4.02 
Table E.17: Test # 17, x = 130 mm, Re = 1100, Freeze Time 100 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.3 252.0 10.4 468 0.89 
1000 293.3 251.1 10.2 432 2.11 
1500 293.3 250.6 10.1 419 2.33 
2000 293.3 250.4" 10.2 409 2.72 
2500 293.3 250.3 10.2 403 2.98 
3000 293.3 250.2 10.2 402 3.28 
3500 293.3 250.2 10.1 400 3.45 
4000 293.3 250.2 10.2 401 3.64 
4500 293.3 250.2 10.2 404 3.82 
5000 293.3 250.2 10.2 409 4.00 
5500 293.3 250.2 10.2 410 4.12 
6000 293.3 250.2 10.2 412 4.27 
6500 " 293.3 250.1 10.2 415 4.42 
7000 293.3 250.2 10.2 416 4.59 
7500 293.3 250.1 10.2 418 4.70 
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Table E.IS: Test # 18, x = 130 nun, Re = 550, Freeze Time 250 S 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 . 293.0 260.5 7.3 367 0.04 
1000 293.0 260.1 7.1 366 0.51 
1500 293.0 260.0 7.0 354 0.64 
2000 293.0 260.0 7.1 341 0.97 
2500 293.0 259.9 7.1 330 1.20 
3000 293.0 259.9 7.1 321 1.42 
3500 293.0 259.9 7.1 312 1.62 
4000 293.0 259.9 7.2 307 1.84 
4500 293.0 259.9 7.1 303 2.04 
5000 293.0 259.8 7.1 302 2.19 
5500 293.0 259.8 7.1 298 2.30 
6000 293.0 259.8 7.1 297 2.35 
Table E.19: Test # 19, x = 130 nun, Re = 2600, Freeze Time 140 S 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 292.7 259.9 7.2 684 0.37 
1000 292.8 259.4 7.2 616 0.86 
1500 292.8 259.2 7.1 586 1.18 
2000 292.9 259.1 7.1 571 1.43 
2500- 292.9 259.0 7.2 564 1.67 
3000 293.0 259.0- 7.1 551 1.91 
3500 292.9 259.0 7.1 544 2.08 
4000 292.8 259.0 7.2 538 2.27 
4500 292.7 258.9 7.0 526 2.47 
5000 292.6 258.9 7.1 520 2.59 
5500 292.5 258.9 7.0 516 2.72 
6000 292.4 258.9 6.9 515 2.87 
6500 292.3 258.9 6.9 511 2.97 
7000 292.2 258.9 7.0 513 3.10 
7500 292.2 258.9 6.9 516 3.21 
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Table E.20: Test # 20, x = 130 mm, Re = 2560, Freeze Time 280 S 
Time (S) Ta (K) Ts (K) W 2Ik2 FluxW/m2 H (mm) 
500 . 292.2 260.2 10.4 543 0.36 
1000 292.2 258.9 9.9 480 1.05 
1500 292.3 258.7 10.0 459 1.59 
2000 292.3 258.6 10.2 454 1.95 
2500 292.4 259.5 10.3 443 2.11 
3000 292.5 259.9 10.3 441 2.28 
3500 292.5 260.0 10.4 445 2.43 
4000 292.5 260.1 10.3 444 2.56 
4500 292.5 260.1 10.2 440 2.75 
5000 292.6 260.2 10.0 429 2.92 
5500 292.6 260.3 10.4 453 3.04 
6000 292.5 260.2 10.1 444 3.22 
6500 292.6 260.2 10.1 443 3.37 
Table E.21: Test # 21, x = 130 mm, Re = 2560, Freeze Time 170 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/in2 H (mm) 
500 292.3 254.9 10.2 561 0.81 
1000 292.4 252.4 10.2 512 1.53 
1500 292.4 251.2 10.2 490 2.04 
2000 292.5 250.5- 10.1 478 2.50 
2500 .292.5 250.2 10.2 468 2.88 
3000 292.5 250.1 10.2 465 3.16 
3500 292.6 250.1 10.2 466 3.44 
4000 292.6 250.1 10.2 466 3.69 
4500 292.6 250.1 10.2 467 3.87 
5000 292.7 250.1 10.2 466 4.08 
5500 292.7 250.0 10.2 464 4.30 
6000 292.7 250.0 10.3 468 4.40 
6500 292.8 250.1 10.3 475 4.46 
7000 292.9 250.1 10.3 480 4.57 
7500 292.9 250.1 10.4 486 4.66 
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Table E.22: Test # 22, x = 30 mm, Re = 2560, Freeze Time 70 S 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 292.5 251.2 10.2 535 1.25 
1000 292.5 250.5 10.2 477 1.86 
1500 292.6 250.1 10.3 456 2.25 
2000 292.6 250.0 10.5 448 2.58 
2500 292.6 249.9 10.0 438 2.85 
3000 292.7 249.9 10.2 444 3.08 
3500 292.7 249.9 10.3 442 3.36 
4000 292.8 249.9 10.4 453 3.43 
4500 292.7 250.0 9.8 456 3.56 
5000 292.7 249.9 10.1 459 3.91 
5500 292.7 249.9 9.9 458 4.09 
6000 292.8 250.0 10.6 463 4.17 
6500 292.7 250.0 9.7 462 4.55 
7000 292.7 249.9 10.3 462 4.76 
7500 292.7 249.9 10.4 465 4.91 
Table E.23: Test # 23, x = 30 mm, Re = 1000, Freeze Time 250 S 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500- 293.6 261.1 8.9 651 0.66 
1000 293.8 261.0- 9.1 594 1.12 
1500 293.9 260.7 9.2 589 1.54 
2000 294.0 260.6 9.2 589 1.82 
2500 294.1 260.6 9.3 591 2.05 
3000 294.2 260.6 9.4 593 2.19 
3500 294.3 260.6 9.4 600 2.38 
4000 294.5 260.6 9.5 603 2.56 
4500 294.6 259.7 8.7* 586 2.85 
5000 294.6 260.9 10.1 * 633 2.78 
5500 294.7 260.7 9.7 623 3.02 
6000 294.8 260.7 9.7 631 3.25 
6500 294.8 260.7 9.7 634 3.42 
7000 294.8 260.6 9.8 661 3.41 
7500 294.9 260.3 9.8 650 3.72 
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Table E.24: Test # 24, x = 30 mm, Re = 1000, Freeze Time 30 S 
Time (8) Ta (K) Ts (K) W g1kg FluxW/m2 H (mm) 
500 . 293.1 257.5 7.3 643 0.83 
1000 293.0 256.9 7.4 580 1.26 
1500 292.9 256.7 7.2 551 1.57 
2000 292.7 256.5 7.1 532 1.87 
2500 292.5 256.4 7.1 523 2.12 
3000 292.5 256.3 7.1 517 2.32 
3500 292.4 256.2 7.5 517 2.50 
4000 292.2 256.3 7.5 510 2.69 
4500 292.3 256.2 7.2 503 2.86 
5000 292.4 256.3 7.4 509 3.00 
5500 292.3 256.2 7.6 520 3.13 
6000 292.3 256.2 7.4 513 3.34 
6500 292.4 256.2 7.4 511 3.51 
7000 292.5 256.1 7.5 511 3.67 
7500 292.5 256.1 7.5 508 3.81 
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Appendix F: Uncertainty Analysis 
F.l Uncertainty in Measured Parameters 
The random error in the the measured variables was essentially fixed for all test 
conditions. All temperatures were measured with type-T thermocouples manufactured with 
ANSI special limits of error. The uncertainty associated with the each thermocouple was 
estimated as ±O.2°C. The humidity was measured with a capacitance thin film sensor with an 
uncertainty given by published data to be ±2% relative humidity. The Reynolds number in the 
channel was inferred by measuring the mass flow rate in the return pipe with an ASME 
standard orifice plate. A precision electronic manometer with an uncertainty of 0.124 Pa was 
used to measure the pressure drop across the orifice plate. 
The uncertainty in determining the frost height was explained both in the thesis and in 
Appendix B. This uncertainty was dependent on the conditions of the test and arrangement of 
the optical system. 
F.2 Uncertainty in Calculated Parameters 
Many of the parameters relevant to this experiment are inferred from these 
measurements. To estimate the uncertainty of these computed parameters caused by the 
propagation of error through the measured values, the method of Kline and McClintock [34] 
was used. 
F.2.1 Uncertainty in Humidity Ratio 
The error in humidity ratio is a result of an error in the dry bulb temperature and the 
relative humidity. The humidity ratio can 00 computed from: 
0.622Pv 0.622lfJPsalT) w= =::--..:.........;=..:..,.......;... (F.l) 
P-Pv P 
where Psat can be approximated by integrating the Clapyeron equation between the air 
temperature and a reference state of known properties (273.15 K was used here): 
P .. (T):p,ex{t:U -~)] (F.2) 
The uncertainty in humidity ratio is calculated by Equation (F.3). 
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(F.3) 
The partial derivatives were obtained from Equations (P.l) and (F.2) and the uncertainties in 
temperature and relative humidity are given above. Using typical test conditions, the 
uncertainty in humidity ratio is approximately 0.3 glkg. 
F.2.2 Uncertainty in Reynolds Number 
The uncertainty in mass flow rate through the return pipe is given by Equation (FA). 
(FA) 
The equation for computing mass flow rate through the orifice plate based on the pressure drop 
is given in the ASME standard [32]. Over the experimental scope the uncertainty of the 
discharge coefficient C was ± 1.2 percent and the uncertainty in the diameter ratio 6 was taken 
to be ± 0.5 percent. The uncertainty in mass flow rate was determined through these equations 
and was estimated to be ± 1.3 percent. The velocity in the test section was obtained through 
the continuity equation and its uncertainty was found to be ±1.7 percent. Propagating these 
uncertainties into the test channel Reynolds number yields an uncertainty in Reynolds number 
of ±2A percent. 
F .2.3 Uncertainty in 't 
-
The uncertainty in 't is given by Equation (F.5). The derivatives with respect to each of 
the measured variables are given in Equations (F.6) - (F.9). 
[( WI a'f)2 +(Wrw ~J2 +(Ww a'f)2 + (Wr_ ~J2] 
'f at 'f aTw 'f aw 'f aToo (F.5) 
(F.6) 
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(F.7) 
(F.8) 
(F.9) 
Jpvoo p 
--'------
aw RT 00 O. 622 
The above equations show the uncertainty in 't was dependent on the environmental 
conditions and the time but a conservative estimate for average mature growth conditions is 8 
percent. These equations show that uncertainty increases as the vapor pressure of the air 
approaches thai of the frost surface, the wal.1 temperature is close to the frost surface, and time 
is small. As with the evaluation of't the frost surface temperature is always assumed to be at 
the freezing point. The above equations (F.S - F.9) show that the correlation with 't is not 
useful in the limits as the uncertainty becomes too large. These uncertainty equations are useful 
in determining the experimental range over which the correlation can be used. 
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Appendix G: Delta-Wing Data Tables and Frost Surface Profile 
Plots 
Table G.I: Test # 1-DW, x = 30 nun, h=7.5 nun, A=l, a=40°, Re = 1080 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.8 251.5 10.2 865 1.21 
1000 293.8 250.9 10.1 822 1.83 
1500 293.8 250.5 10.1 841 2.15 
2000 293.7 250.4 10.2 821 2.54 
2500 293.7 250.5 10.1 802 2.88 
3000 293.7 250.6 10.1 794 3.23 
3500 293.7 250.7 10.1 772 3.60 
4000 293.6 250.8 10.1 772 3.80 
4500 293.7 250.7 10.1 759 4.14 
5000 293.6 250.8 10.0 744 4.49 
5500 293.6 251.1 10.1 748 4.63 
6000 293.6 251.3 10.1 739 4.89 
6500 293.6 251.5 10.0 739 4.95 
7000 293.5 251.6 10.0 735 5.28 
7500 293.4 251.6 10.0 744 5.41 
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Figure G.I: Spanwise profile for test #l-DW 
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Table G.2: Test # 2-DW, x = 30 mm, b=7.5 mm, A=l, a=40°, Re = 1100 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.0 260.4 9.9 867 0.84 
1000 293.0 260.3 10.1 847 1.26 
1500 293.0 260.3 10.1 819 1.67 
2000 292.9 260.2 10.1 833 1.95 
2500 292.9 260.2 10.1 810 2.27 
3000 292.9 260.2 10.0 791 2.53 
3500 292.9 260.1 10.0 774 2.77 
4000 292.8 260.2 10.1 772 3.00 
4500 292.9 260.2 10.0 762 3.21 
5000 292.8 260.1 10.0 742 3.53 
5500 292.8 260.2 10.1 813 3.43 
6000 292.8 260.1 9.9 745 3.81 
6500 292.8 260.1 10.0 745 4.01 
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Figure G.2: Span wise profile for test .#2-DW 
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Table G.3: Test # 3-DW, x = 130 mm, b=7.5 mm, A=l, a=40°, Re = 1090 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 
500 293.3 261.0 10.4 602 
1000 293.3 260.0 10.1 526 
1500 293.3 259.9 10.2 505 
2000 293.3 259.9 10.2 510 
2500 293.3 259.8 10.1 497 
3000 293.2 259.8 10.2 491 
3500 293.2 259.8 10.1 488 
4000 293.2 259.8 10.2 480 
4500 293.2 259.7 10.1 467 
5000 293.2 259.8 10.2 468 
5500 293.2 259.7 10.1 470 
6000 293.2 259.7 10.1 457 
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Figure G.3: Spanwise profile for test #3-DW 
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Table G.4: Test # 4-DW, x = 130 mm, b=7.5 mm, A=I, 0.=40°, Re = 1090 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 . 293.2 250.3 9.8 591 1.22 
1000 293.3 250.8 10.2 543 1.83 
1500 293.2 251.1 10.2 526 2.16 
2000 293.2 251.3 10.3 516 2.65 
2500 293.2 251.3 10.3 503 2.94 
3000 293.2 251.4 10.3 499 3.33 
3500 293.2 251.4 10.2 497 3.59 
4000 293.2 251.3 10.2 490 3.99 
4500 293.1 251.3 10.4 493 4.23 
5000 293.0 251.2 10.2 487 4.66 
5500 293.0 251.2 10.1 476 4.66 
6000 293.0 251.2 10.1 476 5.04 
6500 293.0 251.2 10.1 472 5.30 
7000 292.9 251.1 10.0 471 5.47 
7500 292.9 251.1 10.1 473 5.45 
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Figure G.4: Spanwise profile for test #4-DW 
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14 16 
Table G.S: Test # 5-DW, x = 130 mm, b=7.5 mm, A=I, a=40°, Re = 520 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 291.6 260.2 7.1 423 0.08 
1000 291.6 259.9 7.0 379 0.43 
1500 291.6 259.7 7.1 349 0.78 
2000 291.6 259.7 7.1 344 1.08 
2500 291.6 259.7 7.1 332 1.49 
3000 291.6 259.6 7.1 323 1.79 
3500 291.6 259.6 7.1 316 1.96 
4000 291.6 259.7 7.2 310 2.14 
4500 291.6 259.6 7.1 305 2.36 
5000 291.6 259.6 7.1 305 2.44 
5500 291.7 259.3 7.3 305 2.52 
6000 291.7 259.8 7.5 304 2.70 
6500 291.7 259.7 7.1 296 2.85 
7000 291.7 259.6 7.1 293 2.97 
7500 291.7 259.6 7.2 293 3.05 
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Figure G.S: Span wise profile for test #5-DW 
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Table G.6: Test # 6-DW, x = 30 nun, b=7.5 nun, A=I, a=40°, Re = 1020 
Time (S) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 292.2 251.4 7.1 792 1.07 
1000 292.2 250.4 7.0 720 1.58 
1500 292.3 250.3 7.2 701 1.95 
2000 292.4 250.2 7.3 687 2.30 
2500 292.5 250.2 7.1 670 2.60 
3000 292.5 250.2 7.2 666 2.85 
3500 292.6 250.1 7.1 657 3.09 
4000 292.6 250.1 7.3 646 3.35 
4500 292.6 250.1 7.2 643 3.50 
5000 292.6 250.1 7.1 643 3.64 
5500 292.6 250.0 6.9 630 3.87 
6000 292.5 250.0 7.2 633 4.10 
6500 292.5 250.0 7.0 638 4.18 
7000 292.5 250.0 7.0 622 4.34 
7500 292.4 250.0 7.1 626 4.49 
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Figure G.6: Spanwise profile for test #6-DW 
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Table G.7: Test # 7-DW, x = 30 mm, b=7.5 mm, A=I, a=40°, Re = 550 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 
500 . 293.2 260.3 7.0 584 
1000 293.3 260.1 7.0 537 
1500 293.3 260.0 7.0 502 
2000 293.3 260.0 7.1 499 
2500 293.3 259.9 7.1 472 
3000 293.3 259.9 7.0 467 
3500 293.3 259.9 7.1 463 
4000 293.3 259.9 7.1 463 
4500 293.3 259.9 7.1 464 
5000 293.3 259.9 7.1 459 
5500 293.2 259.9 7.2 452 
6000 293.3 259.9 7.2 449 
6500 293.3 259.8 7.0 442 
7000 293.2 259.9 7.0 441 
7500 293.2 259.8 7.1 444 
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Figure G.7: Spanwise profile for test #7-DW 
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Table G.8: Test # 8-DW, x = 30 mm, b=7.5 mm, A=I, a=40°, Re = 1010 
Time (8) Ta (K) Ts (K) W glkg FluxW/m2 
500 
1000 
1500 
2000 
2500 
3000 
3500 
4000 
4500 
5000 
5500 
6000 
6500 
7000 
7500 
292.0 260.4 7.1 754 
292.1 260.0 7.0 666 
292.2 260.0 7.1 644 
292.4 260.0 7.2 638 
292.6 260.0 7.1 624 
292.6 260.0 7.1 622 
292.6 260.1 7.2 622 
292.5 260.0 7.1 616 
292.5 260.1 7.1 608 
292.5 260.1 7.1 608 
292.4 260.0 7.0 591 
292.4 260.0 7.0 599 
292.3 260.0 7.1 586 
292.3 259.9 7.0 569 
292.2 259.9 6.9 562 
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Figure G.8: Span wise profile for test #8-DW 
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Table G.9: Test # 9-DW, x = 30 mm, b=7.5 mm, A=I, a=40°, Re = 1120 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 . 291.9 260.3 5.7 711 0.34 
toOO 292.0 260.0 5.6 648 0.74 
1500 292.0 259.8 5.5 613 0.99 
2000 292.2 259.8 5.5 600 1.17 
2500 292.4 259.8 5.6 601 1.35 
3000 292.4 259.8 5.5 587 1.53 
3500 292.5 259.8 5.5 582 1.69 
4000 292.6 259.8 5.6 579 1.80 
4500 292.8 259.8 5.7 574 1.97 
5000 292.8 259.9 5.7 570 2.12 
5500 292.9 259.8 5.6 564 2.24 
6000 293.0 259.7 5.7 570 2.34 
6500 293.0 259.6 6.0 583 2.50 
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Figure G.9: Spanwise profile for test #9-DW 
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Table G.I0: Test # 1O-DW, x = 30 mm, b=7.5 mm, A=I, a=40°, Re = 1050 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 293.0 261.1 8.5 802 0.84 
1000 293.1 260.9 8.7 762 1.14 
1500 293.2 260.8 8.8 746 1.42 
2000 293.1 260.8 8.7 768 1.65 
2500 293.1 260.8 8.7 736 1.99 
3000 293.2 260.7 8.8 728 2.17 
3500 293.2 260.7 8.8 713 2.39 
4000 293.1 260.7 8.7 708 2.57 
4500 293.2 260.7 8.8 711 2.72 
5000 293.3 260.7 8.9 689 2.89 
5500 293.2 260.7 8.8 690 3.06 
6000 293.2 260.7 8.8 672 3.26 
6500 293.3 260.7 8.9 678 3.36 
7000 293.3 260.7 8.8 681 3.48 
7500 293.2 260.7 8.8 662 3.77 
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Figure G.I0: Spanwise profile for test #1O-DW 
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Table G.II: Test # 11-DW-2, x = 30 nun, b=4.5 nun, A=l, cx.=40°, Re = 1120 
Time (8) Ta (K) Ts (K) W g/kg FluxW/m2 H (mm) 
500 293.5 252.5 10.3 700 1.31 
1000· 293.5 251.9 10.2 653 1.85 
1500 293.5 251.6 10.3 631 2.24 
2000 293.5 251.5 10.3 627 2.48 
2500 293.6 251.5 10.2 645 2.72 
3000 293.6 251.5 10.1 653 2.99 
3500 293.6 251.5 10.2 656 3.34 
4000 293.6 251.5 10.2 665 3.65 
4500 293.7 251.5 10.2 680 3.80 
5000 293.7 251.5 10.2 685 4.13 
5500 293.7 251.5 10.1 684 4.43 
6000 293.7 251.5 10.3 696 4.55 
6500 293.8 251.5 10.2 694 4.85 
7000 293.8 251.5 10.3 698 5.05 
7500 293.8 251.5 10.3 695 5.27 
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Figure G.ll: Spanwise profile for test #11-DW-2 
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Table G.12: Test # 12-DW-2, x = 30 mm, b=4.5 mm, A=I, a=40°, Re = 1050 
Time (S) Ta (K) Ts (K) W glkg FluxW/m2 H (mm) 
500 . 292.7 260.1 7.0 614 0.69 
1000 292.7 259.9 7.1 549 1.18 
1500 292.7 259.8 7.1 516 1.44 
2000 292.7 259.8 7.1 499 1.68 
2500 292.8 259.8 7.3 489 1.87 
3000 292.8 259.7 7.1 478 2.08 
3500 292.8 259.7 7.1 477 2.26 
4000 292.8 259.7 7.1 478 2.40 
4500 292.8 259.7 7.1 477 2.56 
5000 292.9 259.7 7.4 479 2.71 
5500 292.9 259.7 7.2 478 2.88 
6000 292.9 259.7 7.3 481 3.00 
6500 292.9 259.7 7.2 478 3.14 
7000 292.9 259.7 7.1 480 3.29 
7500 293.0 259.7 7.2 477 3.46 
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Figure G.12: Spanwise profile for test #12-DW-2 
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