In this talk we will summarize the steps we have followed towards highly scalable solver codes tailored for Finite Element (FE) analysis in our simulation software FEMPAR. In the first part of the talk, we will introduce the Balancing Domain Decomposition by Constraints (BDDC) preconditioning approach and some of the salient properties that make it highly suitable for extreme scale solver design. Then, in the second part of the talk, we will cover how we progressively took profit of these properties in MPI-parallel computer implementations of the method. In particular, we will focus on two major milestones in the development process.
The first milestone is a (2-level) BDDC preconditioner, with the coarse-grid problem still centralized in one of the MPI tasks, that exploits two of the aforementioned properties, namely, the fact that fine-grid and coarse-grid duties can be: (1) computed in parallel, i.e., overlapped in time [1] , and (2) computed only approximately, e.g., by means of a single Algebraic MultiGrid (AMG) cycle [2] . These two enhancements are shown to boost scalability up to O(10 4 ) IBM BG/Q cores [2] .
The second milestone is based on a third salient property of the BDDC preconditioning approach, namely the fact that the coarse-grid space can be further approximated by the recursive application of a 2-level BDDC method. For such an approximation, an aggregation (coarsening) of subdomains into higher-level subdomains is required, resulting in a coarse-grid problem distributed among (a subset of) MPI tasks. This process can be recursively applied across several levels, leading to a MultiLevel (MLBDDC) extension of the method, till finally the coarsestgrid problem is assembled and solved by one of the MPI tasks. Besides, we will show how we extended (1) to the multilevel setting in such a way a high degree of overlapping among levels can be exploited [3] .
A comprehensive set of numerical experiments reveals remarkable weak scalability up to 458,752 IBM BG/Q cores and 1.8M MPI tasks (full JUQUEEN) for the 3/4-level BDDC preconditioner in the solution of 3D Laplacian and Linear Elasticity discrete problems with up to several dozens of billions of unknowns [3] . These remarkable results have been used to qualify FEMPAR for the Juelich Supercomputing Center (JSC)'s High-Q Club, a set of codes that are capable to take successful profit of the full JUQUEEN supercomputer. Besides, to the best of our knowledge, these are the best scalability results and the largest scale problems solved with exact domain decomposition preconditioners (i.e., equipped with sparse direct solvers) so far.
