Comprehending the neural language: How people understand the language of machine translation engines by Bordon, David
 
 
UNIVERZA V LJUBLJANI 
FILOZOFSKA FAKULTETA 
ODDELEK ZA PREVAJALSTVO 
 
 
 
 
 
 
DAVID BORDON 
 
Razumevati nevronščino 
Kako si ljudje razlagamo jezik strojnih prevajalnikov 
 
Magistrsko delo 
 
 
 
 
 
 
 
 
 
Mentorica: red. prof. dr. Špela Vintar              Magistrski program Prevajanje 
 
 
Ljubljana, 2021 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Na tem mestu bi se rad zahvalil vsem, ki ste sooblikovali tako mene kot to nalogo.  
Tini, za vseobsegajočo navzočnost.  
Mami in tatiju hvala za neomajno oporo – tudi v najhujši Burji.  
Sestri Valentini in v svetu najdeni družini – Evi, Brini, Maruši, Ivanu, Aljažu in ostalim sotrpinom.  
Sveti Trojici – Špeli, Vojkotu in Damjanu – in vsem ostalim, ki ste me navdušili nad študijem.  
Robertu, Urši, Primožu in Amaliji, hvala, da ste vse, kar si vedoželjen študent lahko želi. 
 
 
Izvleček 
V magistrski nalogi preverjam razumljivost nerevidiranih strojno prevedenih spletnih besedil pri 
končnih uporabnikih. Raziskavo sem izvedel z anketo, ki je vsebovala primere strojnih prevodov 
splošnih besedil, ki sem jih prevedel s prevajalnikoma Google Translate in eTranslation. Primeri 
vključevali napake štirih vrst, ki so bile predstavljene v kontekstu. Ta je lahko bil izključno 
besedilni, kombinacija besedilnega in vizualnega dveh vrst – s slikovnim gradivom, ki vpliva na 
razumevanje ali ne – ali vezan na pravilen izbor slike, na katero se besedilo nanaša. Vzorec 120 
anketirancev je pokazal približno 59 % stopnjo razumevanja primerov, rezultati pa so bili boljši v 
kategorijah, kjer je bilo razumevanje vezano na slikovno gradivo oz. na izbor pravilne slike. 
Ključne besede: razumevanje strojnih prevodov, nevronsko strojno prevajanje (NMT), 
nerevidirani prevodi, nevronščina, končni uporabniki 
 
Abstract 
This thesis tackles the issue of end-user comprehensibility of unedited machine translated web 
texts. The research was carried out by using a questionnaire, which contained examples of general 
texts, translated with Google Translate and eTranslation. The examples included four different 
types of errors, which were presented in context. The latter was either purely textual, a combination 
of textual and visual of two types – with pictures that affected comprehension or did not – or linked 
to the correct selection of a picture the text referred to. A sample of 120 respondents showed a 
comprehensibility rate of roughly 59 %, while the results were better in the categories where 
comprehensibility was tied to the visual material or the correct selection of an image. 
Keywords: machine translation comprehensibility, neural machine translation (NMT), unedited 
texts, neural language, end-users 
  
 
 
Kazalo vsebine: 
1 Uvod .............................................................................................................................................. 1 
1.1 Namen dela ............................................................................................................................. 2 
1.2 Hipoteze .................................................................................................................................. 3 
2 Strojno prevajanje in sorodne raziskave ........................................................................................ 4 
2.1 Razvoj jezikovnih tehnologij .................................................................................................. 4 
2.2 Sodobni razvoj strojnega prevajanja ....................................................................................... 6 
2.3 Nevronsko strojno prevajanje ................................................................................................. 7 
2.3.1 Eksperimentalne metode multimedijskega strojnega prevajanja ..................................... 8 
2.4 Neznane besede, enote manjše od besede, »nevronščina« in razdvoumljanje ....................... 8 
2.4.1 Neznane besede ................................................................................................................ 8 
2.4.2 Enote, manjše od besede, in kodiranje bajtnih parov ....................................................... 9 
2.4.3 »Nevronščina« ............................................................................................................... 10 
2.4.4 Razdvoumljanje večpomenskih besed ........................................................................... 10 
2.5 Nevronska strojna prevajalnika eTranslation in Google Translate ...................................... 11 
2.5.1 eTranslation .................................................................................................................... 11 
2.5.2 Google Translate ............................................................................................................ 11 
2.6 Načini evalvacije kakovosti strojnih prevodov .................................................................... 12 
2.6.1 Avtomatska evalvacija ................................................................................................... 12 
2.6.2 Ročna evalvacija ............................................................................................................ 13 
2.6.3 Vpliv napak strojnih prevodov na bralce ....................................................................... 13 
2.7 Razumevanje strojnih prevodov s perspektive končnih uporabnikov jezika ....................... 14 
3 Metodologija ............................................................................................................................... 15 
3.1 Izbor besedil ......................................................................................................................... 15 
3.2 Kontekst ................................................................................................................................ 16 
3.3 Prevodi besedil ..................................................................................................................... 17 
3.4 Kategorizacija napak ............................................................................................................ 18 
3.5 Oblikovanje vprašalnika ....................................................................................................... 19 
3.5.1 Format odgovorov na vprašanja ..................................................................................... 19 
3.5.2 Primeri vprašanja in odgovorov v vprašalniku .............................................................. 20 
3.5.3 Distribucija vprašalnika ................................................................................................. 23 
 
 
4 Analiza ........................................................................................................................................ 24 
4.1 Splošno razumevanje ............................................................................................................ 24 
4.2 Razumevanje glede na prevajalnik ....................................................................................... 25 
4.3 Razumevanje glede na tip napake ........................................................................................ 26 
4.4 Razumevanje glede na tip konteksta .................................................................................... 27 
4.5 Razumevanje glede na tip odgovora ..................................................................................... 28 
4.6 Skupina prevajalcev .............................................................................................................. 29 
5 Razprava ...................................................................................................................................... 30 
5.1 Splošni komentar rezultatov ................................................................................................. 30 
5.2 Komentar zanimivejših primerov ......................................................................................... 31 
5.2.1 Primer 6 – Kaj je mednopni vložek? .............................................................................. 31 
5.2.2 Primera 7 in 16 – Kaj je »cuppa« čaj? Kaj je »seznam vedr?« ...................................... 32 
5.2.3 Primera 5 in 11 – »Globoki izpirki« in torba za pedal za bas boben ............................. 32 
5.2.4 Primera 8 in 24 – »Krompirjevi klini« in »čučanj« ....................................................... 33 
5.2.5 Primer 14 – Utež, ki je kot nalašč za izolacijo ............................................................... 34 
6 Sklep ............................................................................................................................................ 36 
7 Summary ..................................................................................................................................... 38 
8 Literatura ..................................................................................................................................... 40 
Priloga 1: Struktura vprašalnika ..................................................................................................... 43 
 
Kazalo tabel: 
Tabela 1: Rast svetovne jezikovne industrije 2009–2019 ................................................................ 5 
Tabela 2: Pravilni odgovor glede na vprašanje .............................................................................. 24 
 
Kazalo slik: 
Slika 1: Dvopojasni Wi-Fi .............................................................................................................. 20 
Slika 2: Pearl Demon pedal ............................................................................................................ 21 
Slika 3: Samodejno namakanje ...................................................................................................... 22 
Slika 4: Krompirjevi klini .............................................................................................................. 33 
Slika 5: Čučanj ............................................................................................................................... 34 
 
 
Kazalo krožnih diagramov: 
Diagram 1: Pravilni odgovori pri prevajalniku Google Translate .................................................. 25 
Diagram 2: Pravilni odgovori pri prevajalniku eTranslation ......................................................... 25 
Diagram 3: Pravilni odgovori v kategoriji izmišljena beseda ........................................................ 26 
Diagram 4: Pravilni odgovori v kategoriji neprevedena beseda .................................................... 26 
Diagram 5: Pravilni odgovori v kategoriji razdvoumljanje večpomenske besede ......................... 26 
Diagram 6: Pravilni odgovori v kategoriji pomenska napaka ........................................................ 26 
Diagram 7: Pravilni odgovori v kontekstu besedila, ki mu ni priloženo slikovno gradivo ............ 27 
Diagram 8: Pravilni odgovori v kontekstu besedila in slike, ki ne vpliva na razumevanje ........... 27 
Diagram 9: Pravilni odgovori v kontekstu besedila in slike, ki vpliva na razumevanje ................ 27 
Diagram 10: Pravilni odgovori v kontekstu izbora pravilne slike, na katero se nanaša besedilo .. 27 
Diagram 11: Število pravilnih odgovorov odprtega tipa ................................................................ 28 
Diagram 12: Število pravilnih odgovorov zaprtega tipa ................................................................ 28 
Diagram 13: Število pravilnih odgovorov vezanih na izbor in razlago ......................................... 28 
1 
 
1 Uvod 
V magistrski nalogi se posvečam razumljivosti strojno prevedenih besedil pri končnih uporabnikih, 
ki nimajo dostopa bo izvirnega besedila in ne vedo, da prebirajo strojne prevode. Uporabil sem 
različna splošna spletna besedila, prevode pa sem pridobil s prevajalnikoma Google Translate in 
eTranslation. Besedila so bila končnim uporabnikom predstavljena v nerevidirani obliki, točno 
taka, kot bi jih potencialno lahko srečali na spletu v spontanih okoliščinah. Šlo je za slovenske 
prevode angleških izvirnikov s splošnih področij, kot so spletno nakupovanje, turizem ipd. 
Z bliskovitim razvojem sodobnih tehnologij so strojni prevajalniki začenjali dosegati zelo dobre 
rezultate, nevronski modeli pa se človeškim prevodom še bolj približajo zaradi boljše berljivosti. 
Ker so strojni prevodi za nekatere že dovolj dobri in seveda brezplačni, so uporabniki spleta bolj 
izpostavljeni možnosti, da bodo prebirali nerevidirane strojne prevode, saj se lahko lastniki 
določenih tekstovnih spletnih vsebin odločijo, da jih bodo javno objavili, uporabniki pa imajo že 
sedaj možnost uporabiti funkcijo samodejnega prevajanja celotnih spletni strani, kar omogoča 
integracija prevajalnikov v določenih brskalnikih. Mnoge raziskave so že pokazale, da se pri 
potencialnih kupcih poviša možnost nakupa, če so jim spletne strani prilagojene ali so prevedene 
v njihov jezik. Strojni prevodi lahko tako predstavljajo popolnoma brezplačno ad hoc lokalizacijo, 
uporabniki pa tvegajo, da bodo prejeli napačne informacije. Do nedavnega se je strojno prevedena 
besedila dalo zelo enostavno ločiti od človeških, saj so statistični modeli pri prevajanju upoštevali 
sobesedilo do petih besed – prevodi so tako bili slovnično nekonsistentni in težko berljivi. Od 
sredine prejšnjega desetletja so nevronski modeli prevzeli primat natančnosti in berljivosti prevoda, 
saj je izboljšava modela privedla do tega, da prevajalnik prevaja na nivoju povedi, posledično so 
prevodi bolj konsistentni, mnogo bolj podobnim človeškim, hkrati pa je veliko težje ugotoviti, kje 
so storili napako. S tem imajo že veliko težav popravljalci strojnih prevodov, nov poklicni profil, 
ki počasi nadomešča klasično delo prevajalcev. V svojem delotoku primerjajo izvirnik in prevod, 
iščejo pomenske napake in besedilo še bolj optimizirajo s slovničnega in skladenjskega vidika. Za 
splošne uporabnike, ki dostopa do izvirnika nimajo, je naloga razumevanja bistveno težja. 
Najpogostejše napake sodobnih strojnih prevajalnikov so vezane na razdvoumljanje pomenov 
besede in prevajanje neznanih besed. Besedni pomen je stroju težko razumljiv – človeška bitja 
imamo inherentno lastnost, da lahko pravilno zaznamo pomen besede glede na sobesedilo. Stroju 
moramo to lastnost priučiti z dovolj veliko in dovolj kvalitetno podatkovno zbirko, s katero ga 
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učimo. Z zbirko je povezana tudi druga težava – prevajanje neznanih besed. Če ima v učni množici 
neka beseda zelo nizko pojavnost ali je v množici sploh ni, si mora prevajalnik njen prevod 
preprosto izmisliti. To težavo se da premostiti s kodiranjem na nivoju enot, manjših od besede 
(Sennrich et al. 2016). Ta metoda podatkovne kompresije omogoča, da se besede razdelijo na 
manjše enote, prevajalnik pa lahko te enote ponovno sestavi v ciljnem jeziku v novo besedo. 
Rezultati so običajno dobri, pogosto pa se zgodi, da si prevajalnik izmisli besedo, ki v nekem jeziku 
ne obstaja. Poleg tega so pri strojnem prevajanju možne hujše pomenske napake, ki niso vezane na 
razdvoumljanje besednega pomena ter napake v slovnici in skladnji, nekatere besede pa lahko 
prevajalnik tudi pusti neprevedene. 
Pri razumevanju napačno prevedenih segmentov si uporabnik lahko pomaga s sobesedilom. 
Kontekst igra ključno vlogo pri tem, da lahko iz sestavin v okolici ugotovimo, kaj je bil izvorni 
pomen besedila. Macken et al. (2019) so izvedli raziskavo, kjer so preverjali razumljivost 
izmišljenih besed, ki so nastale pri strojnem prevajanju iz angleščine v nizozemščino. Pri tem so 
besede predstavili posamično ali v nekem kontekstu. Rezultati so bili boljši, ko so bile besede 
predstavljene s sobesedilom. Ta raziskava predstavlja navdih za mojo nalogo, sicer pa se moja 
metoda od nje razlikuje – pri vseh primerih sem vključil kontekst, saj skušam poustvariti stvarne 
razmere, v katerih napačne posamične besede ne bodo nikoli izolirane. Ker se osredotočam na 
spletno okolje, sem kontekst razširil z zgolj besedilnega na besedilnega in slikovnega. Slikovno 
gradivo sem dodal, ker je grafična opremljenost inherentna lastnost mnogih spletnih strani, še 
posebej tistih, ki so vezane na spletno nakupovanje. Ostalih raziskav na razumevanje strojnih 
prevodov pri končnih uporabnikih je razmeroma malo, saj se jih večina osredotoča na industrijski 
vidik storilnosti ob popravljanju strojnih prevodov, za slovenščino pa takšna raziskava še ni bila 
izvedena. 
1.1 Namen dela 
Namen dela je ugotoviti, v kolikšni meri so nerevidirani strojni prevodi prevajalnikov Google 
Translate in eTranslation razumljivi, če so v njih hujše napake in če jih prebirajo končni uporabniki 
brez vednosti, da prebirajo strojne prevode in poleg tega nimajo dostopa do izvirnika. 
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1.2 Hipoteze 
Za to nalogo si postavljam tri hipoteze: 
1) Povprečna stopnja razumevanja besedila kljub napaki strojnega prevajalnika je višja od 40 %.1 
2) Prevajalnik Google Translate daje boljše rezultate kot prevajalnik eTranslation, saj je slednji 
urjen z bolj formalnimi besedili, Googlov pa z bolj splošnimi. 
3) Primeri, ki v sobesedilu vključujejo slikovno gradivo, so bolj razumljivi kot primeri, ki so vezani 
zgolj na besedilo. 
  
 
1 Toliko je znašal povprečni rezultat raziskave Macken et al. (2019). Višje rezultate pričakujem, ker so bili v 
vmesnem času prevajalniki deležni nadgradenj. 
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2 Strojno prevajanje in sorodne raziskave 
V tem poglavju najprej predstavim stanje razvoja jezikovnih tehnologij v obziru do strojnega 
prevajanja, nato bolj podrobno opišem delovanje nevronskih strojnih prevajalnikov (NMT). 
Posvetim se tudi določenim pomanjkljivim vidikom teh sistemov, ki lahko privedejo do napak, ki 
jih analiziram v nalogi. Ob tem predstavim kodiranje na nivoju segmentov, manjših od besede 
(byte-word encoding), težave, ki jih prevajalniku predstavljajo neznane besede (OOV), 
razdvoumljanje besednega pomena in t. i. »nevronščino« oz. besede, ki si jih lahko prevajalnik 
izmisli, ko skuša prevesti neznane besede in besedne zveze. Nadaljujem s predstavitvijo nevronskih 
strojnih prevajalnikov Google Translate in eTranslation, ki sem ju v svoji raziskavi uporabil za 
prevajanje besedilnih segmentov. Na koncu predstavim raziskave, osredotočene na razumljivost 
strojnih prevodov pri končnih uporabnikih. 
2.1 Razvoj jezikovnih tehnologij 
Hiter tehnološki razvoj omogoča strojne prevode vedno večje kakovosti, ki v marsikaterem primeru 
v nerevidirani obliki dosežejo tudi končne uporabnike jezika oz. splošne bralce. Strojni prevodi 
tako postajajo vse bolj pogosti, kar še posebej velja za besedila, objavljena na spletu. 
S skokovitim razvojem strojne opreme se je v zadnjih desetletjih odprlo ogromno možnosti za 
razvoj nove, boljše programske opreme. Končni uporabniki lahko dostopajo do zelo zmogljivih 
programov in aplikacij, ki so jim bili še do nedavnega nedosegljivi. Enako velja tudi za raziskovalce 
in razvijalce jezikovnih tehnologij, ki lahko posegajo po procesorsko bolj zahtevnih metodah, kot 
so urjenje globokih nevronskih mrež z namenom prevajanja.  
Vedno večja vloga računalniškega strojnega prevajanja prinaša velike spremembe v industriji 
jezikovnih tehnologij. Klasična podoba prevajalca, ki prevaja celotna besedila samo z uporabo 
slovarjev, je v industriji bolj izjema kot pravilo. K takemu delovnemu toku so bolj nagnjeni 
prevajalci, ki se ukvarjajo s prevajanjem ustvarjalnih besedil, saj so na tem področju strojni 
prevajalniki še vedno v rahlem zaostanku. Strojno prevajanje za potrebe gospodarstva pa doživlja 
veliko rast, od leta 2009 do leta 2019 se je velikost trga podvojila, povprečna letna rast pa znaša 
7,76 %.2 
 
2 https://csa-research.com/Insights/ArticleID/550/language-industry-market-size  
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Tabela 1: Rast svetovne jezikovne industrije 2009–2019 
Veliko večino korpusov besedil za potrebe gospodarstva sestavljajo formulaična besedila, ki sledijo 
vnaprej določenim vzorcem. Primeri takih besedil so denimo navodila za uporabo, tehnična 
dokumentacija, programska oprema ipd. Ravno pri takih besedilih kažejo nevronski prevajalniki 
izjemno dobre rezultate (Delo 2017). 
Posledično lahko spremljamo nastanek novih poklicnih profilov. Prevajalci in prevajalske agencije 
več pozornosti posvečajo popravljanju strojnih prevodov (PEMT), krepi se vloga t. i. digitalnih 
jezikoslovcev oz. strokovnjakov za jezik, ki imajo tudi računalniško izobrazbo, v bolj kreativni 
sferi pa se uveljavlja transkreacija – proces, v katerem se določene vsebine, običajno marketinške 
narave, popolnoma prilagodi ciljni kulturi s celovitim preoblikovanjem (ibid.). 
Nekatere napovedi predvidevajo, da bodo leta 2029 strojni prevajalniki dosegli nivo kakovosti 
človeških prevodov, toda do te točke je potrebno rešiti še nekaj večjih težav pri samem modelu 
strojnega prevajanja. Cilj je, da bi se besedilo prevajalo kot celota in ne le kot skupek posamičnih 
povedi (Vintar 2019, 7). 
Potrebe po prevajanju se na trgu povečujejo, človeški prevajalci pa takega tempa ne morejo 
dohajati. Pričakujemo lahko, da bo zaradi tega zaostanka in rastočega povpraševanja vedno več 
23,5
26,3
28,34
33,05
34,78
37,19 38,16
40,27
43,08
46,52
49,6
2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Rast svetovne jezikovne industrije 2009–2019
Promet v milijardah ameriških dolarjev
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strojno prevedenih besedil, ki bodo dosegla končne uporabnike jezika. Veliko strojnih prevodov je 
že objavljenih in mnogo je takšnih, ki v nobenem primeru ne bi bili deležni človeškega prevoda 
(ibid.; Delo 2017). Pri pisanju te naloge sem naletel na nekaj spletnih strani s kuharskimi recepti, 
ki ponujajo možnost branja v velikem številu jezikov.3 
2.2 Sodobni razvoj strojnega prevajanja 
V tem podpoglavju predstavljam določene vidike nevronskih strojnih prevajalnikov, ki so 
relevantni za mojo raziskavo. Za obsežen vpogled v razvoj metod strojnega prevajanja v Sloveniji 
in po svetu gl. Kuzman (2019). 
Najsodobnejši model strojnega prevajanja je nevronsko strojno prevajanje (NMT). Sloni na urjenju 
z globokimi nevronskimi mrežami in omogoča boljše prevodne rezultate, pri čemer upošteva širši 
besedilni kontekst. V večini primerov gre za bistveno boljšo metodo, kot so jo do sedaj nudili 
klasični statistični modeli prevajalnikov (Koehn 2017, 5–6), največji napredek pa kaže pri 
prevajanju zahtevnih jezikovnih parov (npr. pari, ki vsebujejo kitajščino in arabščino), saj so 
prevodi natančnejši in bolj tekoči (Donaj in Sepesy Maučec 2018, 62). 
Zametki sodobnih nevronskih strojnih prevajalnikov so se oblikovali že v osemdesetih in 
devetdesetih letih prejšnjega stoletja, toda takratna strojna oprema ni bila dovolj zmogljiva za 
procesiranje tako kompleksnih algoritmov, virov za urjenje ni bilo veliko in sam razvoj je bil preveč 
zahteven (Koehn 2017, 5). 
V vmesnem času je bilo ob vedno večji priljubljenosti statističnih modelov nekaj poskusov, da bi 
prišlo do integracije nevronskih mrež v statistične strojne prevajalnike, sodobni pristopi pa 
temeljijo na popolnem odmiku od statističnega modela. Njihov razvoj se je začel v sredini 
prejšnjega desetletja in kmalu postal najbolj razširjen (ibid., 6). 
Nevronsko strojno prevajanje je doživelo zelo hitro izboljšanje v le nekaj letih (Donaj in Sepesy 
Maučec 2018, 62). Leta 2015 se je v tekmovalnem delu konference o strojnem prevajanju WMT 
prvič pojavil sistem, ki je v celoti temeljil na nevronskih mrežah. Sistem je kazal dobre rezultate, 
toda vsi statistični strojni prevajalniki so ga prekosili. Leta 2016 je prišlo do preobrata, saj je bila 
večina zmagovalnih sistemov osnovanih na nevronskih mrežah. Med prijavljenimi sistemi leta 
 
3 https://slv.drinkpinkonline.com/4217215-how-can-i-bake-potato-wedges-in-the-oven – 34 jezikov. 
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2017 skoraj ni bilo več statističnih strojnih prevajalnikov – razvoj je ubral nevronsko pot (Koehn 
2017). V času pisanja te naloge je razvoj nevronskega strojnega prevajanja v polnem razmahu in 
zelo redno lahko spremljamo izboljšave v prevodih največjih javno dostopnih prevajalnikov.  
Višja kakovost nevronskih strojnih prevodov je spremenila delotok človeškega prevajanja – vedno 
več je popravljanja strojnih prevodov – raziskovalci pa že razvijajo sisteme za samodejno 
popravljanje, ki bodo prevode še dodatno izboljšali (Kuzman 2019, 16–17 po: Pérez-Macías in 
drugi 2018; Khalilov 2018; Koehn in Knowles 2017, 29). 
2.3 Nevronsko strojno prevajanje 
Nevronske strojne prevajalnike urimo z vzporednim korpusom besedil in jih lahko kategoriziramo 
pod prevajalnike na osnovi podatkov, njihova kakovost pa je odvisna od velikosti in kakovosti 
korpusa. Večji in kakovostnejši je korpus, boljši bo prevod (Kuzman 2019, 21 po: Forcada 2017, 
292–304; Robnik Šikonja 2019). 
Računalniško nevronsko omrežje posnema živčni sistem bioloških organizmov. Najpomembnejši 
sestavni deli nevronskega strojnega prevajalnika so kodirnik, dekodirnik in mehanizem pozornosti. 
Nevronske mreže najprej kodirajo stavek v izvornem jeziku, dekoder pa s pomočjo mehanizma 
pozornosti ustvari prevod v ciljnem jeziku (Kadivec 2016, 19). 
Če se delovanju nevronskih strojnih prevajalnikov posvetimo bolj podrobno, je mehanizem 
delovanja sledeči: kodirnik ustvarja prikaze besed v izvirnem in ciljnem jeziku s pomočjo 
vektorskih vložitev. Vsaki besedi dodeli niz številčnih vrednosti, s katerim jo umesti v prostor. 
Vektorji besed s podobnim pomenom imajo podobne numerične vrednosti in so v tem prostoru 
umeščeni bližje drug drugemu. Sistem dodeli vsaki besedi svoj vektor, poleg tega pa upošteva širši 
kontekst povedi tako, da vsaki besedi v povedi pošlje informacije o vseh besedah, ki se nahajajo 
pred njo. Kodirnik lahko besedne enote razdeli na morfeme oz. enote, manjše od besede, in tako 
prevaja neznane besede, ki jih nima v učnem korpusu (Kuzman 2009, 22 po: Forcada 2017, 292–
304; Donaj in Sepesy Maučec 2018a, 64; Robnik Šikonja 2019). 
Funkcija dekodirnika je prevajanje besedila. Pri tem ustvari dva vektorja – prvi je vektor, ki ga je 
ustvaril kodirnik, drugi pa vsebuje vse možne prevode za izbrano besedo. Pomemben sestavni del 
dekodirnika je mehanizem pozornosti, ki analizira vse vektorje pred dano besedo v povedi in določi 
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verjetnost, katera beseda v ciljnem jeziku bi lahko sledila besedi, ki jo prevaja.4 S tem lahko doseže 
bolj naraven in berljiv končni prevod (Kuzman 2019, 22 po: Forcada 2017, 292–304; Brownlee 
2017; Robnik Šikonja 2019). 
2.3.1 Eksperimentalne metode multimedijskega strojnega prevajanja 
Na tem mestu velja omeniti, da so se nedavno začele pojavljati bolj eksperimentalne metode 
prevajanja, katerih značilnost je upoštevanje multimedijskega konteksta, denimo zvočnega ali 
slikovnega. Lala in Specia (2018) sta razvila model multimedijskega leksikalnega prevajanja, 
katerega namen je prevajanje dvoumnih večpomenskih besed s pomočjo slikovnega konteksta. 
Sulubacak et al. (2020) so predstavili odmevne raziskave, uporabne podatkovne zbirke in metode 
raziskovanja na področju multimedijskega strojnega prevajanja, ki so vezane na prevajanje z 
zvokom, sliko in videom. Pričakujemo lahko, da se bo to področje v bodoče še hitreje razvijalo, 
predvsem zaradi tehnološkega v drugih panogah (prepoznavanje slik, sinteza govora, avtomatsko 
podnaslavljanje ipd.). 
2.4 Neznane besede, enote manjše od besede, »nevronščina« in razdvoumljanje 
V tem podpoglavju se posvetim vidikom nevronskih strojnih prevajalnikov, ki lahko privedejo do 
napak, ki jih analiziram v nalogi. Ti so: 
▪ neznane besede (OOV – out of vocabulary), 
▪ segmentacija na enote, manjše od besede (subword encoding oz. byte-pair encoding), 
▪ izmišljene besede (»nevronščina«), 
▪ razdvoumljanje besednega pomena. 
2.4.1 Neznane besede 
Največja pomanjkljivost nevronskih strojnih prevajalnikov je prevajanje redkih besed, tj. besed z 
nizko pojavnostjo, še posebej ko gre za jezikovne pare, za katere ni veliko učnega gradiva (Thi-
Vinh et al. 2019, 207; Koehn in Knowles 2017, 28, 31–33). Pri tem je problematično dejstvo, da 
se sistemi NMT običajno odločajo za prevodne ustreznice, ki imajo višjo frekvenco, manj pogoste 
besede pa prevedejo napačno (Thi-Vinh et al. 2019, 207; Nguyen in Chiang 2017, 1). Še bolj 
problematične so besede, ki v učnem korpusu nimajo prevodne ustreznice, saj si za take besede 
 
4 https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html  
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strojni prevajalnik prevod enostavno izmisli oz. ga sestavi iz več segmentov, manjših od besede. 
Ta proces bolj natančno opišem v nadaljevanju. 
Obstaja že nekaj metod, kako izboljšati prevajanje neznanih besed. Thi-Vinh et al. (2019, 209) 
denimo ponujajo rešitev z uporabo sopomenskih povezav v WordNetu, ampak so rezultati skromni 
(izboljšanje za eno točko po metriki BLEU). 
2.4.2 Enote, manjše od besede, in kodiranje bajtnih parov 
Vsako besedo sestavlja zaporedje znakov (v najbolj osnovnem primeru so to črke). V kontekstu 
strojnega prevajanja tovrstno kodiranje uporabimo za segmentacijo besed na enote, manjše od 
besede (subword), ki jih nato pretvorimo v novo, krajše zaporedje znakov. Najbolj pogoste pare 
znakov ali kombinacij znakov lahko tako spremenimo v manjšo enoto, ki jo predstavlja nov znak. 
V kontekstu nevronskega strojnega prevajanja je prednost tega pristopa v tem, da lahko nevronska 
mreža več zgoraj omenjenih enot, manjših od besede, sestavi v novo besedo, kar bistveno izboljša 
kakovost prevodov za besede, ki jih prevajalnik ni še srečal oz. za katere ima malo pojavnic v 
korpusu (Sennrich et al. 2016, 3). Delovanje metode lahko predstavim na sledečem nizu: 
Za izhodišče vzamemo niz znakov ABABCABCD. Paru 'AB' dodelimo nov, neuporabljen bajt 'X' 
in tako dobimo skrajšan niz XXCXCD. S tem dobimo nov par 'XC', ki ga spremenimo v bajt 'Y'. 
Rezultat je niz XYYD. Sekvenca kodiranja torej izgleda tako: ABABCABCD → XXCXCD → 
XYYD.5 
Enota, manjša od besede, lahko nosi semantični pomen ali ne. Razlikuje se od morfema, ki 
predstavlja najmanjšo pomenonosno enoto (Banerjee in Bhattacharya 2018, 55). 
To razliko lahko predstavim s segmentacijo besede 'prti' (množina samostalnika 'prt'): 
▪ 'pr' + 'ti' = dve podbesedi, ki ne nosita semantičnega pomena, 
▪ 'prt' + 'i' = dve podbesedi in hkrati dva morfema (koren prt in končniški morfem 'i'). 
Metoda je najbolj primerna za prevajanje jezikovnih parov, ki so si etimološko blizu. Za zelo 
različne jezikovne pare kodiranje na enote, manjše od besede, kaže nekoliko slabše rezultate (ibid.). 
 
5 http://www.pennelynn.com/Documents/CUJ/HTML/94HTML/19940045.HTM  
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Kodiranje bajtnih parov (byte pair encoding) oz. BPE je metoda podatkovne kompresije, ki je zelo 
učinkovita pri prevajanju neznanih besed, saj prevajalnik lahko iz posamičnih besednih segmentov 
ugotovi pravilno obliko besede, ki jo sreča prvič, hkrati pa se zgodi, da prevajalnik segmente sestavi 
napačno, kar privede do novih skovank, ki v ciljnem jeziku ne obstajajo. 
2.4.3 »Nevronščina« 
Z izrazom »nevronščina« se nanašam na izmišljene besede, ki jih med prevajanjem ustvarijo 
sistemi NMT. Njihov nastanek je težko docela pojasniti, vezan pa je na poskus prevajanja neznanih 
besed, česar se nevronski strojni prevajalniki lotevajo na bolj »kreativen« način kot klasični 
prevajalniki. Iz prakse je razvidno, da statistični modeli neznane besede običajno pustijo 
neprevedene, kar olajša popravljanje strojnih prevodov, NMT-sistemi pa lahko sproducirajo na 
videz običajno, berljivo besedo, ki ima glede na izvirnik napačen pomen, ali izmišljeno besedo, ki 
jo bralec težje identificira. 
Za lažjo predstavo ponazarjam nevronščino z nekaj primeri, vezanih na prevajanje NMT-sistema 
iz angleščine v slovenščino; več napak, ki sem jih vključil v raziskavo, pa bom predstavil v analizi: 
▪ non-karst areas → nekarska območja, 
▪ aerially exposed → ajerno izpostavljeni (Vintar 2018, 3–4). 
2.4.4 Razdvoumljanje večpomenskih besed 
Razdvoumljanje večpomenskih besed je eden izmed najtežje rešljivih problemov pri strojnem 
prevajanju. Človeški možgani lahko samodejno odkrijejo pravi pomen določene večpomenske 
besede, strojni prevajalniki pa imajo s tem bistveno več težav. Pomen lahko razberejo iz danega 
konteksta besedila, saj jim trenutno primanjkuje človeške zmožnosti abstrahiranja in povezovanja 
s širšim vedenjem o svetu (Škerl 2016, 245). 
Glede na raziskavo Jureta Škerla (ibid.) sta statistična verzija prevajalnika Google Translate in 
statistični predhodnik prevajalnika eTranslation (MT@EC) dosegla prvi 78 in drugi 67,6-odstotno 
natančnost razdvoumljanja. Natančnost razdvoumljanja nevronskih različic obeh prevajalnikov v 
jezikovni kombinaciji s slovenščino še ni bil predmet nobene raziskave, sklepamo pa lahko, da so 
glede na lastnosti sodobnih modelov in povečanja volumna gradiva za urjenje rezultati nekoliko 
boljši. 
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2.5 Nevronska strojna prevajalnika eTranslation in Google Translate 
V nadaljevanju opišem strojna prevajalnika eTranslation in Google Translate, s pomočjo katerih 
sem izvedel raziskavo. 
2.5.1 eTranslation 
Statistični strojni prevajalnik Evropske unije MT@EC, osnovan na sistemu Moses, je bil leta 2017 
deležen nadgradnje na nevronski model. Prevajalnik podpira 27 jezikov in od samega začetka 
vključuje tudi slovenščino. V času pisanja naloge je na voljo zaposlenim v javni upravi katere koli 
države članice EU, malim in srednje velikim podjetjem ter univerzam. 
Prevajalnik je domensko specializiran in lahko prevode prilagodi specifičnemu področju. V 
spustnem meniju izberemo domeno, denimo pravni jezik EU, javno zdravstvo ali kulturo. Podpira 
vse najbolj pogoste datotečne formate in samodejno zazna izvorni jezik. Prevode lahko vnesemo 
tudi v pogovorno okno, pri tem pa smo omejeni na 2500 znakov. Prevodni rezultati so identični ne 
glede na to, če se odločimo za prevajanje v pogovornem oknu ali za prevod celotnega dokumenta, 
ki ga nato prejmemo po e-pošti.6 Glede na to, da je prevajalnik na voljo podjetjem, obstaja 
verjetnost, da bo za nekatere kakovost prevodov zadovoljiva brez človeškega posega in bodo ti 
strojni prevodi tudi javno objavljeni. 
2.5.2 Google Translate 
Google Translate je najbolj znan strojni prevajalnik na svetu. Prva različica je bila objavljena leta 
2006 in je temeljila na statističnem modelu, leta 2016, ob desetletnici obstoja, pa je bil deležen 
nadgradnje na nevronski model; sprva za 8 največjih jezikov, danes pa je na voljo za 109 jezikov 
– med njimi je tudi slovenščina. Nudi veliko modalitet prevajanja v več različnih medijih. Sposoben 
je transkribirati in prevajati govor, lahko prepozna in prevede rokopis, s pomočjo obogatene 
stvarnosti pa lahko zazna besedilo skozi lečo kamere in ga nadomesti s prevodom. Nudi prevajanje 
besedila, ki ga vnesemo v pogovorno okno (pri tem smo omejeni na 5000 znakov), in dokumentov 
v najbolj pogostih datotečnih formatih; v slednjem primeru kaže slabše rezultate, saj po določenem 
številu znakov besedila ne prevaja več in prikazuje izvirnik. Veliko prednost nudi tudi integracija 
 
6 https://ec.europa.eu/info/resources-partners/machine-translation-public-administrations-etranslation_en  
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prevajalnika v brskalniku Google Chrome, saj lahko prevajamo celotne spletne strani iz in v kateri 
koli jezik, ki ga prevajalnik podpira.7,8,9 
2.6 Načini evalvacije kakovosti strojnih prevodov 
Zaradi tehnološkega razvoja in relativne cenovne ugodnosti strojne opreme, ki jo potrebujemo, da 
lahko sami gradimo svoje modele strojnih prevajalnikov, poleg tega pa vedno večjega števila 
zasebnih ponudnikov, ki omogočajo razvoj prevajalnikov na svojih platformah, smo priča nastanku 
ogromnih količin sistemov za prevajanje. Če denimo želimo preveriti, ali je novejša različica 
nekega prevajalnika boljša od prejšnje oz. če je nek model prevajalnika boljši od drugega, 
potrebujemo način, da strojne prevode ocenimo. V grobem lahko metode evalvacije strojnih 
prevajalnikov razdelimo na avtomatske in ročno.  
2.6.1 Avtomatska evalvacija 
Avtomatske metode izvedemo z uporabo računalniške metrike, ki primerja strojni prevod z 
referenčnim človeškim prevodom – take metrike so izjemno nezahtevne ter stroškovno in časovno 
učinkovite. Negativni vidiki so vezani na nezmožnost ocenjevanja prevoda kot celote, saj ga 
ocenijo z neko univerzalno numerično vrednostjo, ki nam da bežno predstavo o njegovi kakovosti. 
Metrike za samodejno evalvacijo so zgolj zasilno nadomestilo za človeški pregled. Dva primera 
takih metrik sta denimo BLEU in TER.  
Metrika BLEU ponazarja število ujemanj med strojnim prevodom in referenčnim človeškim 
prevodom. Pri tem na nivoju segmentov preverja, če so bile v strojnem prevodu uporabljene vse 
besede, ki so prisotne v človeškem prevodu. Več je besed, ki se ujemajo, višja bo ocena. Metrika 
izračuna kvaliteto celotnega prevoda glede na število ujemanj vseh besed, pri tem pa se ne ozira na 
skladnjo, ampak zgolj na ujemanje besed (Papineni 2002). Metrika TER izmeri razliko med 
strojnim in referenčnim prevodom, in sicer oceni število potrebnih izbrisov, vstavljanj in zamenjav 
v strojnem prevodu (Vintar 2016, 74). S ponavljanjem analize na večjem številu vzorčnih prevodov 
je možno oceniti, koliko popravkov bo treba vnesti v strojni prevod, da bo dosegel kakovost 
človeškega. Nižja kot je vrednost TER, boljši je prevod in manj popravkov bo potrebnih. 
 
7 https://translate.google.com/intl/en/about/languages/ 
8 https://www.blog.google/products/translate/ 
9 https://ai.googleblog.com/ 
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2.6.2 Ročna evalvacija 
Ročna evalvacija je bistveno bolj zamudna in cenovno neugodna, velja pa za referenčno, saj lahko 
človeški ocenjevalci zaenkrat bolje ocenijo prevod kot avtomatske metrike. Za to potrebujemo 
ustrezno usposobljen kader, ki pa je vseeno človeško zmotljiv in subjektiven, saj se lahko pri načinu 
popravljanja ene osebe pojavijo nedoslednosti pri podobnih primerih (Armeni et al. 2014). Enako 
variira tudi stopnja strogosti med enim in drugim popravljalcem; posledično je določitev 
univerzalne lestvice kakovosti prevoda nemogoča, ocena je torej prepuščena interpretaciji. 
2.6.3 Vpliv napak strojnih prevodov na bralce 
O'Brien (2006) je izvedla eno izmed prvih raziskav berljivosti strojnih prevodov z uporabo sledilca 
očesnih gibov. Ugotovila je, da obstaja korelacija med premorom pri branju in povečanem 
kognitivnem naporu (ibid.). V nadaljnji študiji sta O'Brien in Doherty (2009) ugotovila, da več 
premorov pri branju sovpada z nižjo kakovostjo prevoda, ki jo pokaže ročna evalvacija. 
Leta 2014 je bila izvedena raziskava berljivosti strojnih prevodov v slovenščini s pomočjo sledilca 
očesnih gibov (Armeni et al. 2014). Predpostavljeno je bilo, da postanki med branjem, ki so daljši 
od 100 ms (t. i. fiksacije) predstavljajo večji kognitivni napor, slabšo berljivost besedila in 
posledično slabši prevod. Udeležencem so v branje dali nerevidiran strojni prevod, deloma 
popravljeno besedilo in popolnoma popravljeno besedilo. Podatki, pridobljeni s sledilcem očesnih 
gibov, in odgovori, ki so jih udeleženci podali po raziskavi, so potrdili, da je bil najbolje berljiv 
popolnoma popravljen prevod, v nerevidiranem prevodu pa je prišlo do največjega števila fiksacij. 
Z nerevidiranim strojnim prevodom so bili udeleženci tudi najmanj zadovoljni. Napake, ki so jih 
navajali kot najbolj moteče, so bile napačen besedni red, napačen sklon, spol, oblike besed, 
napačno postavljene vejice in ponavljanje istih besed. Tudi študija, ki so jo izvedli Stymne et al. 
(2012), je potrdila, da je za berljivost najbolj moteč neustrezni besedni red, z vidika natančnosti pa 
sta Martindale in Carpuat (2018) pokazali, da bralce bolj zmoti slaba berljivost kot nenatančnost. 
Mandl (2021) je nadgradila zgoraj omenjeni eksperiment iz leta 2014 in ponovno potrdila njegove 
rezultate, analize vpliva določene vrste napake na berljivost prevoda pa ni izvedla; posamične 
napake je namreč težko izolirati, ker se v sobesedilu pojavlja več napak različnih tipov. 
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2.7 Razumevanje strojnih prevodov s perspektive končnih uporabnikov jezika 
V tem poglavju predstavljam raziskave o razumevanju strojnih prevodov, ki se osredotočajo 
predvsem na splošno bralstvo in ne na prevajalce, saj se v okviru moje raziskave posvečam 
razumevanju nerevidiranih strojnih prevodov pri ciljnih bralcih. Raziskav na tem področju je 
razmeroma malo, saj se bistveno bolj preučuje storilnost popravljalcev strojnih prevodov.  
Navdih za pisanje te naloge je projekt ArisToCAT Univerze v Gentu, v sklopu katerega je bila 
izvedena raziskava o razumevanju izmišljenih besed pri splošnem bralstvu (Macken et al. 2019). 
Na vzorcu 86 oseb so preverjali pravilno razumevanje 5 izmišljenih besed in 10 samostalniških 
besednih zvez, ki so nastale s prevajanjem iz angleščine v nizozemščino s strojnima prevajalnikoma 
Google Translate in DeepL. Pri tem so bile besede predstavljene samostojno ali v sklopu povedi, 
udeleženci pa so morali tudi oceniti, s kolikšno mero gotovosti se odločajo za določen odgovor. 
Dostopa do izvirnega besedila niso imeli. V povprečju je bil pri 60 % primerov podan napačen 
odgovor; rezultati so bili boljši, če je bila beseda predstavljena s kontekstom, ob tem pa so 
udeleženci bili tudi bolj prepričani v svoje odgovore. 
V sklopu projekta ArisToCAT je bila izvedena še ena analiza razumevanja strojnih prevodov. V 
testu bralnega razumevanja je 99 udeležencev odgovarjalo na vprašanja, vezana na človeški in 
nepopravljen strojni prevod. Človeški prevodi so bili ocenjeni bolje z vidika jasnosti, z vidika 
razumevanja pa je bila razlika manjša (Macken in Ghyselen 2018). 
Castilho in Guerberof Arenas (2018) sta izvedli primerjalno analizo bralnega razumevanja za 
sistema NMT in SMT. Udeleženci so morali prebrati izvirnik ali strojno prevedeno besedilo, 
odgovoriti na vprašanja, vezana na njegovo razumljivost, in besedilo oceniti z oceno od 1 do 3. Na 
koncu so udeleženci še podali mnenje o splošnem zadovoljstvu z besedili. Glede na omejen vzorec 
(6 udeležencev) in nedoslednost rezultatov je končna ugotovitev, da sistemi NMT izkazujejo 
najboljše rezultate, občasno še boljše kot angleški izvirnik, nedokončna. 
Martindale in Carpuat (2018) sta v raziskavi primerjali, kako se končni bralci odzivajo na tekočnost 
in natančnost nevronskih strojnih prevodov z vidika zaupanja informacijam, ki jih nudijo. Ugotovili 
sta, da bralce zelo zmotijo prevodi, ki niso tekoči, medtem ko se ob samo natančnost besedila 
obregne veliko manjši vzorec bralstva. 
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3 Metodologija 
V metodološkem delu predstavljam proces izbora besedil in besedilnega konteksta, njihovega 
prevajanja, kategorizacijo napak in končno oblikovanje vprašalnika. Namen raziskave je bil 
preverjanje razumljivosti nerevidiranih strojnih prevodov pri splošni publiki, ki ni imela dostopa 
do izvirnika in ni bila posebej obveščena, da bere strojni prevod. 
Najprej predstavim proces izbora relevantnih besedil, ki bi jih lahko uporabniki srečali tudi v praksi 
na spletu. Sledi obrazložitev vključitve besedilnega in slikovnega konteksta, katerega namen je 
simulacija realnih pogojev. V nadaljevanju se posvetim prevajanju besedilnih segmentov s 
prevajalnikoma Google Translate in eTranslation in določitvi tipov semantičnih napak, ki so bile v 
prevodih najbolj izrazite. Na koncu predstavim format vprašalnika in primere, ki sem jih vanj 
vključil. 
3.1 Izbor besedil 
V svoji nalogi se osredotočam na končne uporabnike, običajne uporabnike spleta, in izhajam iz 
tega, če bi lahko razumeli pomen nerevidiranih strojno prevedenih besedil. V praksi bi bilo najbolj 
verjetno, da bodo to spletne strani in besedila, po katerih je na prevajalskem trgu manj 
povpraševanja. Takih vsebin je na spletu veliko, saj predstavljajo ugodno obliko ad hoc 
»lokalizacije« na področjih, kjer prevajalska storitev za naročnika ne bi bila stroškovno učinkovita. 
Namen izbora besedil je bil pridobiti vsebine, za katere obstaja največja možnost pojavitve v 
resničnem življenju. 
Najprej sem pregledal tržni delež spletnih iskalnikov v Sloveniji in ugotovil, da približno 96 % 
vseh uporabnikov spleta uporablja iskalnik Google.10 Na osnovi najbolj iskanih pojmov v 
brskalniku11 sem določil kategorije besedil, ki imajo potencial, da bi lahko bile prevedene. Veliko 
pojmov je vezanih na vsebine, ki nimajo potenciala za prevajanje, to so denimo družbena omrežja, 
slovenske spletne strani in slovenski medijski portali. Posvetil sem se tudi dejanskim aktualnim 
potrebam na prevajalskem trgu. Iz vprašalnika, ki ga je med prvim valom širjenja koronavirusa v 
Evropi pripravila Evropska komisija,12 je razvidno, da večje prevajalske družbe obvladujejo t. i. 
 
10 https://gs.statcounter.com/search-engine-market-share/all/slovenia  
11 https://ahrefs.com/keyword-generator  
12 https://ec.europa.eu/info/sites/info/files/2019_language_industry_survey_report.pdf  
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»varne« sektorje oz. sektorje, ki nudijo največ dobička (tehnika, zdravstvo, pravo, finance ipd.). 
Tovrstna besedila morajo nujno skozi človeško revizijo; v manj dobičkonosnih sektorjih pa obstaja 
večji potencial za direktno objavljanje strojnih prevodov. 
Kategorije, ki sem jih vključil v izbor besedil, so glede na izsledke o najbolj iskanih pojmih v 
brskalniku Google vezane predvsem na spletno nakupovanje in turizem, vključil pa sem še nekaj 
področij iz manj dobičkonosnega spektra prevajalskega trga. Dokončni izbor kategorij besedil je 
sledeči: spletno nakupovanje, turizem, elektronika, multimedija in videoigre, luksuzne storitve, 
moda, osebno zdravje (telesna vadba in prehrana). 
3.2 Kontekst 
Izbranim besedilom sem glede na okoliščine spletnega pojavljanja določil kontekst, ki je lahko 
dveh vrst: izključno besedilni ali besedilni in vizualni. Slednjega sem vključil pri besedilih, ob 
katerih so se na spletu pojavljale slike. Te so bile pri nekaterih primerih zgolj vizualni dodatek, pri 
drugih pa je bilo razumevanje besedila vezano na prepoznavanje pravilnega vizualnega elementa. 
Določena vprašanja so bila oblikovana tako, da so anketiranci med več slikami morali izbrati tisto, 
na katero se je nanašalo besedilo. 
Raziskava Macken et al. (2019) je pokazala, da je pri razumevanju izmišljenih besed kontekst 
izjemno pomemben; pri besedah, ki so bile predstavljene izolirano, so bili rezultati slabši, v 
povprečju je bilo 60 % odgovorov napačnih – če je bil besedam dodan kontekst povedi, pa so bili 
rezultati boljši. V svoji nalogi besed nikoli ne predstavljam v izolaciji, saj to v praksi ne obstaja – 
izmišljene besede in napake v objavljenih strojnih prevodih bodo vedno predstavljene v nekem 
sobesedilu. Model sem še dodatno nadgradil z vpeljavo preverjanja razumevanja na podlagi 
slikovnega gradiva. S tem želim primerjati stopnjo razumevanja strojnih prevodov le z besedilnim 
kontekstom na eni in s kombinacijo besedilnega in slikovnega konteksta na drugi strani. 
Besedila so nerevidirana, anketirancem so bila predstavljena v točno takšni obliki, kot bi jih lahko 
našli na spletu – vključno z vsemi slovničnimi in pomenskimi napakami. 
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3.3 Prevodi besedil 
Po izboru besedil sem testiral različne pristope k strojnemu prevajanju danih segmentov in 
ugotovil, da Googlov prevajalnik proizvede različne prevode glede na to, na kakšen način mu 
besedila naložimo v obdelavo. 
Google Translate omogoča tri vrste prevajanja glede na vnos besedila: 
▪ prevajanje besedila, ki ga vnesemo v polje na spletni strani,13 
▪ prevajanje celotnega dokumenta, 
▪ prevajanje celotne spletne strani. 
Po primerjavi sem ugotovil, da so prevodi, ki jih Google Translate ustvari s prevajanjem v vnosnem 
polju in s prevajanjem celotnih spletnih strani, enaki, prevod celotnega dokumenta pa je nekoliko 
manj kakovosten. 
Prevod iz vnosnega polja oz. samodejni 
prevod strani 
Prevod, pridobljen s funkcijo »prevedi 
dokument« 
Naj bo topla - mikrovalovna pečica ohranja 
hrano, kot so zelenjava, juhe, jedi, graviža, 
omake in sladice, topla in okusna v pečici, 
dokler niso pripravljene za postrežbo 
Naj bo toplo funkcijo - Mikrovalovna ohranja 
živila, kot so zelenjava , juhe , 
nerazporejenega d'oeuvres , gravies , omake 
in sladice toplo in okusno v pečice , dokler oni 
propravljeni , da služijo 
 
 
 
eTranslation z uporabo različnih terminoloških virov omogoča prevajanje v slovenščino glede na 
temo besedila, in sicer ponuja štiri različne domene oz. štiri različne verzije prevajalnika, ki so 
prilagojene določeni domeni. Za prevajanje splošnega besedila kaže najboljše rezultate ravno 
prevajalnik za splošna besedila (General Text), prevodi pa so enake kakovosti ne glede na to, kako 
jih naložimo v obdelavo – če besedilo prevedemo v vnosnem polju ali naložimo celoten dokument. 
 
 
 
13 https://translate.google.com/  
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General text EU Formal 
language 
Court of Justice 
case Law 
Public health 
Ohraniti toplo funkcijo – 
Microwave ohranja hrano, 
kot so zelenjava, juhe, 
predjedi, omake, omake in 
sladice tople in okusne v 
pečici, dokler niso 
pripravljeni za postrežbo 
Ogrevati toplo – 
mikrovalovna hrana 
ohranja živila, kot so 
zelenjava, juhe, 
impulze d’oeuvre, 
omake in posladki, 
toplo in sokusno v 
peči, dokler niso 
pripravljeni za 
uporabo. 
 
Funkcija dežurstva 
– mikrowave hrani 
hrano, kot so 
vrtnine, luknja, 
orodja, srajca, 
srajca ter ceste in 
občutljiva dela v 
peči, dokler niso 
pripravljene. 
Vzdrževanje toplote - 
mikrovalovna valova 
hrani, kot so 
zelenjava, mladiči, 
horji d’oeuvres, 
diavice, gosi ter 
bradavicami in 
deliciozni vosek, 
dokler niso 
pripravljeni na 
uporabo. 
 
V raziskavi skušam poustvariti najbolj optimalne razmere, ki so v praksi mogoče danes, zato sem 
uporabil najboljše možne prevode: v prevajalniku Google sem besedila prevedel v pogovornem 
oknu, v prevajalniku eTranslation pa sem izbral domeno General Text. 
3.4 Kategorizacija napak 
Pri pregledovanju strojnih prevodov sem označil najpogostejše napake, vezane na razumljivost 
besedil, ki niso bile slovnične narave. Najbolj pogosti tipi napake so bili: 
1. Neprevedena beseda 
Prevajalnik besede ali besedne zveze ne prevede in v prevodu se pojavlja beseda v enaki 
obliki kot v izvirniku. Dopustil sem možnost spremembe začetnih ali končnih morfemov, če 
bi prevajalnik besedo preoblikoval [primer 7: cuppa čaj (skodelica čaja)]. 
2. Napaka pri razdvoumljanju večpomenske besede 
Prevajalnik denotativni pomen večpomenske besede ali besedne zveze razume narobe in 
pomen prevedene besede ne ustreza pomenu izvirne besede [primer 9: Ušesna skodelica (ear 
cup – slušalka)]. 
3. Pomenska napaka 
Prevajalnik v prevodu napravi hujšo pomensko napako, ki otežuje razumevanje celotnega 
besedila [primer 5: Globoki izpirki]. 
4. Izmišljena beseda 
Prevajalnik si izmisli novo besedo, ki je na prvi pogled videti slovenska, a ne spada v 
slovensko besedišče [primer 6: Mednopni vložek]. 
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3.5 Oblikovanje vprašalnika 
Končni nabor je znašal 24 primerov – 12 za vsak prevajalnik. Pogostejše napake so bile izkazane 
v več primerih, redkejše pa v manj primerih, kar je privedlo do končne sestave vprašalnika: 
▪ neprevedena beseda: 2 primera za vsak prevajalnik, 
▪ pomenska napaka: 3 primeri za vsak prevajalnik, 
▪ izmišljena beseda: 3 primeri za vsak prevajalnik, 
▪ napaka pri razdvoumljanju večpomenske besede: 4 primeri za vsak prevajalnik. 
Anketo sem ustvaril na platformi Google Forms, ki nudi podporo za prikaz slik in dober vmesnik 
za pregled in izvoz rezultatov. Pomembno je poudariti, da anketirancem nisem razkril, da bodo 
brali strojno prevedena besedila. Omenil sem, da bodo »prebrali več kratkih besedil, ki so napisana 
v nekoliko okorni slovenščini«.  
3.5.1 Format odgovorov na vprašanja 
Za vsako vprašanje sem vnaprej določil, kakšen tip odgovora bo udeležencem na voljo. Odgovori 
so lahko bili treh vrst: 
▪ odgovor zaprtega tipa (A, B, C ali D): 13 takih odgovorov, 
▪ izbor (A ali B) in razlaga (za pojasnilo odločitve): 7 taki odgovori, 
▪ odgovor odprtega tipa (prazno vnosno polje): 4 takih odgovorov. 
Vrste odgovorov niso sledile nobeni logični metodi, določil sem jih subjektivno glede na vsebino 
primera in vrsto napake. Z metodološkega vidika mi je sam format vprašanj predstavljal najbolj 
nezanesljivo spremenljivko, saj bi lahko udeležencem že s formulacijo vprašanja sugeriral, kateri 
odgovor bi lahko bil pravilen. Posledično tej kategoriji nisem posvečal večje pozornosti; v 
raziskavo je bilo vpetih že veliko spremenljivk in težko bi določil kakšno utemeljeno korelacijo, ki 
bi upoštevala vrsto napake, prevajalnik, vrsto konteksta in vrsto odgovora – anketa je bila za takšno 
raziskavo prekratka, vzorec pa premajhen. Zanimalo me je predvsem, če prihaja do večjega 
odstopanja pravilnega izbiranja med različnimi tipi odgovorov. 
 
 
20 
 
3.5.2 Primeri vprašanja in odgovorov v vprašalniku 
V tem podpoglavju predstavljam par praktičnih primerov vprašanj iz ankete. Izbral sem tri različne 
primere; vsak ima različno vrsto odgovora, konteksta in napake. Celoten vprašalnik je dostopen na 
spletu,14 njegova struktura pa je na voljo v prilogi. 
 
3.5.2.1 Primer 15 – Dopojasni Wi-Fi 
▪ Vrsta napake: Izmišljena beseda 
▪ Vrsta konteksta: Samo besedilni 
▪ Vrsta odgovora: Zaprti tip 
  
 
14 https://forms.gle/NKnEHrcEgJa7Tydo9 
Slika 1: Dvopojasni Wi-Fi 
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3.5.2.2 Primer 11 – Torba za pedal za bas boben 
▪ Vrsta napake: Napaka pri razdvoumljanju večpomenske besede 
▪ Vrsta konteksta: Besedilni in slikovni, kjer slika vpliva na razumevanje 
▪ Vrsta odgovora: Izbor (A ali B) in razlaga 
 
Slika 2: Pearl Demon pedal 
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3.5.2.3 Primer 22 – Samodejno namakanje 
▪ Vrsta napake: Neprevedena beseda 
▪ Vrsta konteksta: Besedilni in slikovni, kjer slika ne vpliva na razumevanje 
▪ Vrsta odgovora: Odprti tip 
 
Slika 3: Samodejno namakanje 
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3.5.3 Distribucija vprašalnika 
Vprašalnik sem delil na družbenih omrežjih Facebook in Instagram. Svoje znance sem pozval, naj 
vprašalnik posredujejo naprej svojcem in znancem, če je le mogoče starejšim. Po demografskih 
podatkih anketirancev nisem vprašal, saj se mi zdijo popolnoma nerelevantni. Povprečni sodelujoči 
v anketi je bil »naključno človeško bitje, ki uporablja splet«. Na vprašalnik sem prejel 120 
odgovorov, verjamem, da razmeroma naključnih oseb. 
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4 Analiza 
Na vprašalnik je odgovorilo 120 oseb. Rezultate predstavljam po naslednjih parametrih: 
▪ splošno razumevanje, 
▪ razumevanje glede na prevajalnik, 
▪ razumevanje glede na tip napake, 
▪ razumevanje glede na tip konteksta. 
V tem poglavju so rezultati predstavljeni kvantitativno, zanimivejšim primerom se posvečam v 
razpravi. 
4.1 Splošno razumevanje  
Vprašalnik je obsegal 24 vprašanj, s 120 odzivi je bilo vseh možnih odgovorov 2880. Vseh 
pravilnih odgovorov je bilo 1697 oz. 58,96 %.  
Pri nekaterih vprašanjih je bilo več možnih odgovorov, anketiranci pa so morali izbrati en odgovor 
od denimo treh ali štirih. V splošnem pregledu rezultatov vseh odgovorov zategadelj vključujem 
še statistiko, kolikokrat so bili pravilni odgovori največkrat izbrani med vsemi. To pomeni, da če 
so odgovori ABCD prejeli 20, 30, 30 in 40 glasov vsak, je bil odgovor D največkrat izbran, četudi 
ni prejel 50 odstotkov vseh glasov. Po taki metriki so bili pravilni odgovori izbrani v 18 od 24 
primerov, več kot 50-odstotni delež pa so dosegli pri 16 primerih. 
Tabela 2: Pravilni odgovor glede na vprašanje 
74
46
93
101
50
2
112
81 79
74
83
47 46
77
66
56
87
45
99
62
89
54
101
73
0
20
40
60
80
100
120
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Število primera
Število pravilnih odgovorov glede na primer
25 
 
4.2 Razumevanje glede na prevajalnik 
Pri vprašanjih, vezanih na prevod prevajalnika Google Translate, je bil delež vseh pravilnih 
odgovorov 51,3 % oz. 739 od 1440 odgovorov. Rezultati so nekoliko nižji kot pri prevajalniku 
eTranslation zaradi primera št. 6 (Kaj je mednopni vložek?),15 ki je bil med vsemi primeri bistveno 
pod povprečjem – nanj sta pravilno odgovorila le dva udeleženca ankete. 
Prevajalnik eTranslation je kazal boljše rezultate, saj je na vprašanja, vezana na njegov prevod, 
pravilno odgovorilo 66,6 % vprašanih. Povprečje zvišuje primer št. 7 (Kaj je »cuppa« čaj?),16 ki je 
prejel 112 pravilnih odgovorov. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
15 Primer 6 – Mednopni vložek: glej poglavje 5.2.1. 
16 Primer 7 – Cuppa čaj: glej poglavje 5.2.2. 
eTranslation
Pravilni odgovori Napačni odgovori
Google Translate
Pravilni odgovori Napačni odgovori
Krožni diagram 1:  
Pravilni odgovori pri prevajalniku Google Translate 
Krožni diagram 2:  
Pravilni odgovori pri prevajalniku eTranslation 
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4.3 Razumevanje glede na tip napake 
V vprašalniku so bili vključeni štirje tipi različnih napak. Anketiranci so pravilno razbrali pomen 
48,5 % izmišljenih besed, 64,8 % neprevedenih besed, 65,9 % napačno razdvoumljenih 
večpomenskih besed in 56,3 % pomenskih napak. Izmišljene besede spet kažejo odstopanje od 
povprečja, kar znova lahko pripišemo primeru št. 6. Najboljši rezultati so bili pri primerih 
nepravilno razdvoumljenih večpomenskih besed, dobri rezultati pa so bili tudi v kategoriji 
neprevedenih besed. 
 
 
 
 
 
 
 
Pomenska 
napaka
Pravilni odgovori
Napačni odgovori
Izmišljena 
beseda
Pravilni odgovori
Napačni odgovori
Neprevedena 
beseda
Pravilni odgovori
Napačni odgovori
Razdvoum. 
večpomen.
Pravilni odgovori
Napačni odgovori
Krožni diagram 3: 
Pravilni odgovori v kategoriji 
izmišljena beseda 
Krožni diagram 4: 
Pravilni odgovori v kategoriji 
neprevedena beseda 
Krožni diagram 5: 
Pravilni odgovori v kategoriji 
razdvoumljanje večpomenske 
besede 
Krožni diagram 6: 
Pravilni odgovori v kategoriji 
pomenska napaka 
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4.4 Razumevanje glede na tip konteksta 
Vsa besedila so bila predstavljena v kontekstu – ta je lahko bil štirih vrst: samo besedilni; besedilni 
in slikovni, toda slika ni bila pomembna za razumevanje; besedilni in slikovni, pri čemer je slika 
pomagala pri razumevanju primera; besedilni in slikovni, pri čemer so anketiranci morali izbrati 
pravilno sliko, na katero se nanaša besedilo. 
Pri vprašanju, ki je vključeval le besedilni kontekst, so anketiranci izbrali pravilni odgovor v 60,4 
% primerov. Ko je bila besedilu priložena slika, ki ni vplivala na pomen, je bila ta vrednost 44 %. 
Najboljši rezultati so bili v kontekstu besedila in slike, ki je pomembna za pravilno razumevanje 
pomena: 69,8 %. Dobre rezultate so kazali tudi primeri, kjer so udeleženci morali izbrati sliko, na 
katero se nanaša besedilo: 64,2 %. 
 
 
 
 
Izbor slike
Pravilni odgovori
Napačni odgovori
Samo besedilo
Pravilni odgovori
Napačni odgovori
Besedilo, slika
(ne vpliva na razu.)
Pravilni odgovori
Napačni odgovori
Besedilo, slika
(vpliva na razu.)
Pravilni odgovori
Napačni odgovori
Krožni diagram 7: 
Pravilni odgovori v kontekstu 
besedila, ki mu ni priloženo 
slikovno gradivo 
Krožni diagram 8: 
Pravilni odgovori v kontekstu 
besedila in slike, ki ne vpliva 
na razumevanje 
Krožni diagram 9: 
Pravilni odgovori v kontekstu 
besedila in slike, ki vpliva na 
razumevanje 
Krožni diagram 10: 
Pravilni odgovori v kontekstu 
izbora pravilne slike, na katero 
se nanaša besedilo 
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4.5 Razumevanje glede na tip odgovora 
Za vsak primer sem glede na njegove lastnosti izbral določen tip odgovora, ki je bil anketirancem 
na voljo. Odgovori so bili treh vrst: odgovor odprtega tipa (vnosno polje), odgovor zaprtega tipa 
(A, B, C ali D) in izbor z razlago (A ali B, zakaj?). Ti odgovori so bili določeni naključno in povsem 
subjektivno glede na ustreznost. Kategoriji ne posvečam večje pozornosti, saj je spremenljivk glede 
na število vprašanj že tako veliko, zanimalo pa me je, če se je v statistiki pokazalo kakšno večje 
odstopanje od povprečja, ki je bilo vezano na vrsto odgovora. 
Analiza je pokazala podobne rezultate za kategoriji »zaprti tip« in »izbor z razlago«: v prvi 
kategoriji je bilo pravilnih 60,8 % odgovorov, v drugi pa 68,3 %. Kategorija »odprti tip« je zelo 
odstopala od povprečja, saj je bilo pravilnih 36,3 % odgovorov – ta rezultat pa je potrebno jemati 
z rezervo, saj so bili primeri s tako vrsto odgovora zgolj štirje, med njimi je bil primer št. 6, ki je 
najbolj iznakazil povprečje (brez tega primera je stopnja razumevanja 47,8 %). Samo določanje 
pravilnosti odgovora je pri takih primerih težje, osebno pa sem bil zelo strog ocenjevalec, saj sem 
vse odgovore, ki niso bili popolnoma pravilni, označil za napačne. Iz vsega tega sledi, da je težko 
izpeljati kakšen relevanten zaključek glede razumevanja glede na tip odgovora. 
 
Odprti tip
Pravilni odgovori
Napačni odgovori
Zaprti tip
Pravilni odgovori
Napačni odgovori
Izbor z razlago
Pravilni odgovori
Napačni odgovori
Krožni diagram 11: 
Število pravilnih odgovorov odprtega tipa 
Krožni diagram 12: 
Število pravilnih odgovorov zaprtega tipa 
Krožni diagram 13: 
Število pravilnih odgovorov vezanih na 
izbor in razlago 
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4.6 Skupina prevajalcev 
Zadnje vprašanje v anketi se je glasilo: »Se ukvarjate s prevajanjem?« Pritrdilno je odgovorilo 24 
udeležencev od 120. V tem delu analize preverjam, če rezultati za skupino prevajalcev bistveno 
odstopajo od povprečja. Analiziral sem odgovore pri vseh vprašanjih in odgovore glede na vrsto 
napake, pri tem pa sem odgovore prevajalcev izvzel iz statistike neprevajalcev in ti dve skupini 
primerjal. 
Nasploh so prevajalci pravilno odgovorili v 63,7 % primerov (+ 6 %), glede na napake pa so bili 
rezultati sledeči: izmišljena beseda v 53,5 % (+ 6,3 %), neprevedena beseda 65,6 % (+ 1 %), 
razdvoumljanje večpomenske besede 70,8 % (+ 6,7 %) in pomenska napaka 63,9 % (+ 9,6 %). 
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5 Razprava 
V prvem delu razprave se posvečam splošnemu komentarju rezultatov, v drugem delu pa se 
osredotočam na zanimivejše posamične primere. 
5.1 Splošni komentar rezultatov 
Pri pregledu rezultatov sem ugotovil, da povprečna stopnja razumevanja znaša 59 %, s čimer sem 
potrdil prvo hipotezo, da bo povprečna stopnja razumevanja višja od 40 %. Od vseh 2880 
odgovorov je bilo 1697 pravilnih. 
Rezultati glede na prevajalnik so bili nekoliko presenetljivi; eTranslation je bil v povprečju za 15 
% boljši od prevajalnika Google Translate, s čimer sem ovrgel drugo hipotezo. Dosegla sta prvi 
66,6-% in drugi 51,3-% pravilnost, potrebno pa je poudariti, da so rezultati pri prevajalniku Google 
nižji zaradi primera št. 6, ki je bil nasploh najtežje razumljiv in je močno znižal povprečje rezultatov 
v vseh ostalih kategorijah, v katerih se je pojavil. Sicer pa je prevajalnik eTranslation kazal nasploh 
boljše rezultate. Glede na tip napake so bili rezultati najboljši v kategoriji razdvoumljanje 
besednega pomena (65,9 %), kar kaže na to, da je inherentna človeška sposobnost razbiranja 
pomena iz sobesedila na res visokem nivoju, na drugem mestu pa so bile neprevedene besede (64,8 
%), kar lahko pripišemo dobremu znanju angleščine med udeleženci v anketi. Rezultati so bili 
nekoliko slabši, ko je prevajalnik napravil hujšo pomensko napako (56,3 %), daleč najslabše 
rezultate pa je bilo moč opaziti v kategoriji izmišljena beseda (48, 5 %), v kateri je bil prej omenjeni 
primer št. 6. 
Razumevanje glede na tip konteksta je bilo vezano na različne oblike sobesedila, ki je lahko bil 
štirih vrst: samo besedilni kontekst; besedilni kontekst s sliko, ki ne vpliva na razumevanje; 
besedilni kontekst s sliko, ki vpliva na razumevanje; pravilni izbor slike, ki je vezana na besedilo. 
Najboljši rezultati so bili pri primerih, kjer je slika vplivala na razumevanje (69,8 %) in kjer so 
udeleženci morali izbrati sliko, na katero se je nanašalo besedilo (64,2 %). Nekoliko slabši rezultati 
so bili v kategoriji, kjer je bilo samo besedilo (60,4 %), najslabši rezultati pa so bili v kategoriji, 
kjer je bila besedilu priložena slika, ki ne vpliva na razumevanje (44 %) – v tej kategoriji je bil tudi 
primer št. 6. S tem sem delno potrdil tretjo hipotezo, ki pravi, da primeri, ki v sobesedilu vključujejo 
slikovno gradivo, kažejo boljše rezultate kot primeri, ki so vezani zgolj na besedilo. Rezultati so 
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namreč resda boljši, ko besedilo spremlja slikovno gradivo, vendar le, ko slika vpliva na 
razumevanje besedila. 
Skupina prevajalcev je bila na splošno boljša za 6 % od povprečja, najmanjši razkorak je bil pri 
kategoriji neprevedena beseda (+ 1 %), največji pa pri pomenski napaki (+ 9,6 %), kar kaže na to, 
da zaradi »poklicne deformacije« bolj učinkovito razumejo kontekst. V ostalih dveh kategorijah 
napak, izmišljena beseda in razdvoumljanje večpomenske besede, so bili rezultati boljši za 6,3 % 
pri prvi in 6,7 % pri drugi. 
5.2 Komentar zanimivejših primerov 
V tem delu razprave se bolj poglobljeno posvečam zanimivejšim rezultatom pri posamičnih 
primerih. 
5.2.1 Primer 6 – Kaj je mednopni vložek? 
Analiza je pokazala, da je bil najtežje razumljiv primer št. 6, izmišljena beseda »mednopni vložek«, 
ki je v vseh kategorijah, v katerih je bila vključena, bistveno poslabšala povprečje, saj sta bila od 
120 odgovorov pravilna zgolj 2. Primer opisuje postopek, kako lahko sodelujemo v žrebu za 
grafično kartico. Potrebno se je prijaviti na spletni forum in objaviti komentar oz. »mednopni 
vložek«. 
Besedilo vsebuje veliko zgrešenih prevodov in je posledično težko razumljivo. Prevajalnik je 
giveaway ('nagradna igra') prevedel kot »predvajanje«, post ('objava') kot »postaja«, giveaway 
widget ('gradnik za oddajo prijave') kot »pripomoček za oddajo« in entry ('vnos' oz. v tem primeru 
'komentar') kot »mednopni vložek«. 
Anketirance sem vprašal po pomenu izmišljene besede »mednopni vložek«. Gre za oddajo vnosa 
oz. komentarja v spletnem forumu. Pravilna odgovora sta bila 2, nihče od njiju pa ni bil popolnoma 
prepričan v svojo odločitev. Največ odgovorov, 72, je bilo »ne vem«, ostali odgovori pa so bili: 
vložki, gesla, ključniki, URL povezave, spletne strani, uporabniška imena ipd. Besedilo je 
semantično zahtevno, toda se v korakih, ki so oštevilčeni 1–3, lahko razbere, da je za sodelovanje 
v nagradni igri potrebno zgolj komentirati na forumu. Zmedo je povzročila ravno končna poved, 
kjer se nahaja izmišljena beseda, njen pomen pa je izjemno težko določiti, saj ni nikjer izraženo, 
da gre za povzetek zgornjih korakov. 
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5.2.2 Primera 7 in 16 – Kaj je »cuppa« čaj? Kaj je »seznam vedr?« 
V prvem delu razprave sem omenil, da je bilo poznavanje angleškega jezika in kulture med 
anketiranci na razmeroma visokem nivoju. To lahko predstavim na dveh primerih: primeru št. 7 in 
primeru št. 16. 
Primer 7 vsebuje kratek opis tega, kaj lahko počnemo v Londonu oz. to, da ko smo utrujeni, si 
lahko privoščimo skodelico čaja. Pri tem je prevajalnik besedo cuppa pustil neprevedeno in prevod 
se je glasil »cuppa čaj«. Primer 16 opisuje stvari, ki jih lahko počnemo v Londonu, med drugim 
tiste, ki jih lahko obkljukamo na seznamu stvari, ki jih v življenju želimo videti ali narediti. Idiom 
bucket list je prevedel kot »seznam vedr«. Pri primeru 7 je bilo pravilnih 112 odgovorov, pri 
primeru 16 pa 56, še dodatnih 11 odgovorov je je bilo povezanih z »znamenitostmi«, toda niso 
točno omenili seznama in jih posledično nisem štel za pravilne. Kljub dobrim rezultatom pri obeh 
primerih je bila količina pravilnih odgovorov pri primeru 7 višje. Možna razlaga za to je, da beseda 
cuppa vseeno zveni nekoliko podobno bolj formalni besedi cup oz. skodelica, ki je v vokabularju 
bolj splošnega bralstva. V primeru besede bucket list je potrebno izpostaviti to, da gre za idiom, 
katerega pomen ni jasen iz posamičnih sestavnih besed in ga več ljudi ne bi prepoznalo iz 
dobesednega prevoda »seznam vedr«. 
5.2.3 Primera 5 in 11 – »Globoki izpirki« in torba za pedal za bas boben 
Za analizo sta zanimiva tudi primera 5 in 11, saj sta bila oba iz kategorije, kjer je bilo razumevanje 
besedila vezano na slikovno gradivo. Anketiranci so pri teh dveh primerih kazali drugačno mero 
zaupanja slikovnemu kontekstu. 
Primer 5 opisuje funkcijo globokega izpiranja pralnega stroja. Ta funkcija izpira detergente in 
mehčalce za perilo. 
Anketirance sem vprašal, če pri omenjeni funkciji potrebujemo detergent in mehčalec, saj v 
besedilu piše, da ne, besedilo na sliki pa sporoča nasprotno. Večina odgovorov je bila napačnih; 
pravilnih je bilo 50. 
Sklepam, da so se udeleženci odločali glede na medij sporočanja – tisti, ki so bolj zaupali besedilu 
v opisu, so se odločili napačno, tisti, ki so bolj zaupali besedilu na sliki, pa so se odločili pravilno. 
Slikovno gradivo je bilo ključnega pomena, saj bi bilo verjetno v primeru, da bi bil tudi na sliki 
prevod napačen, pravilnih odgovorov bistveno manj. 
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Primer 11 prikazuje opis izdelka s spletne strani z glasbeno opremo, bolj natančno gre za pedal za 
bas boben in torbo, v kateri ga lahko prenašamo. 
Anketirance sem vprašal, če je torba priložena pedalu. Ta je tudi prikazana na dveh fotografijah 
med fotografijami izdelka. Namenoma sem vprašal po »torbi«, saj če bi v vprašanje vključil besedo 
»kovček«, bi bilo vprašanim lažje prevesti nazaj v angleški case in nato v »primer«. 
Pravilnih odgovorov je bilo 83. Tisti, ki so odgovorili pravilno, so svojo odločitev najpogosteje 
utemeljili na dva načina. Nekateri so pravilno ugotovili, da gre za zgrešen prevod in case ni 
»primer«, temveč »torba«, drugi pa so se sklicevali na dejstvo, da je v oglasu vključena slika torbe, 
torej je torba tudi vključena. 
Tisti, ki so odgovorili napačno, so dejali, da v oglasu ne piše nič glede torbe (31 odgovorov). Sedem 
izmed teh 31 udeležencev je dejalo, da torba ni vključena, kljub temu da je na sliki, ker ni omenjena 
v besedilu. 
5.2.4 Primera 8 in 24 – »Krompirjevi klini« in »čučanj« 
Zanimiva sta bila tudi primera 8 in 24, ki sta od anketirancev zahtevala, da izberejo pravilno sliko, 
ki je vezana na besedilo. V primeru 8 so to bili »krompirjevi klini«, v primeru 24 pa vaja za telo 
»čučanj«.  
Pri primeru št. 8 je prevajalnik naredil napako pri razdvoumljanju besede wedge oz. 'krhelj', 
krompir narezan po dolžini. V prevodu je to izraženo z besedo »klin«. Anketiranci so odločali glede 
oblike krompirja na slikah. Kljub umetno ustvarjenim dvoumnim pogojem – še na dveh slikah je 
namreč krompir predstavljen v obliki klina ali majhnih klinčkov – je bila velika večina odgovorov 
pravilnih (81 odgovorov). 
 
 
 
 
Slika 4: Krompirjevi klini 
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Pri primeru 24 je bila v besedilu prisotna izmišljena beseda »čučanj«, prevod za squats oz. 'počepi'. 
Do napake je verjetno prišlo zato, ker je prevajalnik skušal iz segmentov manjših od besede 
sestaviti besedo v slovenščini. Beseda čučanj sicer obstaja v hrvaškem jeziku – možno je tudi, da 
je prevajalnik pri tem primeru zaradi morfološke bližine slovenščine in hrvaščine izbral prevod v 
drugem jeziku.  
 
 
 
 
Večina odgovorov je bila pravilnih (73 odgovorov; slika št. 3), kar lahko prisodimo temu, da 
vprašani poznajo to besedo iz hrvaščine, kjer pomeni 'počep', beseda »čučanj« pa zveni podobno 
pogovornemu izrazu za sedenje “čičati”, kar je verjetno vplivalo na to pravilno izbiro pri 
anketirancih, ki ne znajo hrvaško. Pri tistih, ki ne znajo hrvaško, pa je verjetno vplivalo na pravilno 
izbiro odgovora to, da “čučanj” zveni podobno kot slovenski otroški izraz za sedenje ‘čičati’. Druga 
najbolj pogosta izbira (35 odgovorov) je bila št. 4, ki prikazuje podobno vajo. Opazimo lahko, da 
so se skoraj vsi anketiranci nagibali k vajam, ki vključujejo čepenje. 
5.2.5 Primer 14 – Utež, ki je kot nalašč za izolacijo 
Zadnji primer, ki ga izpostavljam, je vezan na subjektivno doživljanje stvarnosti v določenem 
časovnem obdobju. V primeru št. 14 so opisane različne značilnosti uteži za vadbo telesa. Ena 
izmed teh je, da je utež primerna za vadbo specifičnih mišičnih skupin. Anketirance sem vprašal, 
če je v opisu izdelka zapisano, da je orodje za vadbo »kot nalašč za karanteno«, saj v besedilu piše 
»kot nalašč za izolacijo«. Pri tem gre za napačno razdvoumljanje večpomenske besede »izolacija«, 
dobesednega prevoda besede isolations ali insulation, kar je seveda privedlo do napačnega 
razdvoumljanja. Pravilni prevod bi bil 'vadba za specifične mišične skupine'. Večina odgovorov je 
bila pravilnih (77), največkrat navedena utemeljitev za pravilen odgovor pa je bila, da gre za 
izolirano vadbo specifičnih mišic. Pri napačnih odgovorih je večina anketirancev dejala, da v 
besedilu piše, da je orodje primerno za izolacijo oz. karanteno. Vprašanje je zanimivo zaradi 
dejstva, da sem odgovore zbiral ravno v času, ko je bila odrejena splošna karantena zaradi 
Slika 5: Čučanj 
35 
 
omejevanja širjenja bolezni Covid-19, torej v času, ko so nam oglaševalci ponujali veliko artiklov, 
ki nam lahko izboljšajo kakovost življenja v karanteni. Izsledki bi bili verjetno drugačni, če bi 
vprašalnik izpolnjevali pred pandemijo koronavirusa. 
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6 Sklep 
V magistrski nalogi sem preverjal razumljivost nerevidiranih strojno prevedenih spletnih besedil 
pri končnih uporabnikih, ki niso bili posebej obveščeni, da prebirajo strojne prevode in niso imeli 
dostopa do izvirnika. 
Razumevanje besedil sem preverjal s pomočjo ankete, ki sem jo postavil na spletni platformi 
Google Forms. Vsebovala je strojne prevode splošnih besedil, ki sem jih prevedel s prevajalnikoma 
Google Translate in eTranslation. Besedila so bila nerevidirana, vsebovala so napake, ki so bile 
predstavljene v več različnih kontekstih, bodisi s slikovnim gradivom ali brez. 
Pri pregledu rezultatov sem ugotovil, da povprečna stopnja razumevanja znaša 59 % – od vseh 
2880 odgovorov je bilo 1697 pravilnih. 
Prevajalnik eTranslation je bil boljši od Googlovega prevajalnika za 15,3 %. Kljub temu da je 
primer št. 6 prevajalniku Google Translate opazno znižal končni rezultat, je imel eTranslation pri 
vseh odgovorih nasploh višje povprečje. 
Rezultati glede na kategorijo napake so bili skoraj v vseh kategorijah nad 55 %, z izjemo kategorije 
izmišljena beseda, kar lahko znova pripišemo primeru št. 6, ki je bil med šestimi izmišljenimi 
besedami najmanj razumljen. Anketiranci so pravilno razumeli 64,8 % neprevedenih besed, kar 
lahko pripišemo dobremu splošnemu poznavanju angleškega jezika in kulture. Še nekoliko boljše 
rezultate je kazala kategorija razdvoumljanje večpomenskih besed, kjer je bilo pravilnih 65,9 % 
odgovorov. Možna razlaga za takšno mero uspešnega razumevanja pomena je morda ravno 
človeška sposobnost razumevanja pravega pomena besede v širšem sobesedilu. 
Glede na tip konteksta so bili najboljši rezultati v kategorijah, kjer je bilo pravilno razumevanje 
besedila vezano na pomožno slikovno gradivo. V kontekstu besedila in slike, ki je pomembna za 
pravilno razumevanje pomena, je bilo pravilnih skoraj 70 % odgovorov, 64 % pa v primerih, kjer 
so anketiranci morali izbrati pravilno sliko, na katero se nanaša besedilo.  
Po analizi se je izkazalo, da je bil nekoliko problematičen način izbire odgovorov, saj sem 
anketirancem naključno vnaprej določil, na kakšen način bodo odgovarjali. Odgovori odprtega tipa 
so kazali slabše rezultate kot izbirni odgovori in odgovori zaprtega tipa, toda zaradi majhnega 
števila vprašanj je težko ugotoviti kakšno smiselno korelacijo. 
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V bodoče bi bilo zanimivo raziskati, če se razumevanje nerevidiranih strojno prevedenih besedil 
izboljšuje skupaj z nadgradnjami strojnih prevajalnikov. Podobno raziskavo bi bilo morda tudi 
zanimivo opraviti za kakšno drugo, manj pogosto jezikovno kombinacijo, ali pa celo kar iz 
slovenščine v angleščino. Menim, da bo v prihodnje nekoliko manj raziskav storilnosti pri 
popravljanju strojnih prevodov in veliko več raziskav, ki bodo vezane na razumljivost takih besedil 
v praktičnih situacijah. 
Situacij, ko se končni bralec lahko sreča z nerevidiranimi strojnimi prevodi, je že sedaj mnogo, 
lahko pa pričakujemo, da bo zaradi še dodatnih izboljšav strojnih prevajalnikov, novih metod in 
razširjenosti prakse takih potencialnih stikov med strojnimi prevajalniki in bralci brez vmesnega 
posega človeškega popravljalca vedno več. V raziskavi sem skušal poustvariti pogoje, ki so kolikor 
se da možni v stvarnem svetu, tj. da se splošni bralec na spletu sreča s tovrstnimi besedili in ne ve, 
da prebira strojne prevode. 
Toda svet je vselej nepredvidljiv, razvoj pa neustavljiv – samo nekaj mesecev po objavi vprašalnika 
sem izvorna besedila znova prevedel s strojnima prevajalnikoma in večina napak je bila 
odpravljenih. To je lahko nekaj izjemno dobrega ali izjemno slabega – odvisno skozi kakšne oči 
gledamo na svet. Spomnim se, ko smo se na fakulteti, ki jo bom iz srca pogrešal, še na začetku 
študija pogosto pogovarjali o tem, da stroji še vsaj 100 let ne bodo prevajali tako dobro kot ljudje 
– še posebej v kombinaciji s slovenščino. Z današnje perspektive menim, da so bile te napovedi 
zgolj tolažba. Z upanjem na ohranitev starih načinov v naslednjih desetletjih skušamo odlašati z 
neizbežnim. Napredki umetne inteligence pri marsikomu sprožajo nelagodne občutke o vlogi 
človeka v prihodnosti, toda ta tema zahteva resno obravnavo, z vsemi svojimi pozitivnimi in 
negativnimi učinki. 
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7 Summary 
This MA thesis examines the end-user comprehensibility of unedited machine translated web texts. 
The users in question were not notified that the texts were machine translations and they had no 
access to the original text. 
I assessed the comprehensibility of the texts by using a questionnaire made on Google Forms. It 
contained machine translations of general texts obtained by using Google Translate and 
eTranslation MT engines. The texts were unedited and contained errors, which were presented in 
different contexts, with either an image or without. 
The analysis has shown that the comprehension rate averaged at 59% – 1697 answers out of 2880 
were correct. 
The eTranslation MT engine outperformed Google Translate by 15,3%. Even though Google’s 
performance was lowered by example nr. 6, which received only 2 correct answers, eTranslation 
was consistently better. 
The results based on the error category were above 55% for three categories (untranslated word, 
semantic error, word sense disambiguation error), the fourth, ‘invented word’ was below this 
threshold, for which the fault lies in example nr. 6. The participants correctly understood 64,8% of 
non-translated words. We can attribute this result to a good knowledge of the English language and 
culture. The category ‘word sense disambiguation’ has shown even better result, with 65,9% 
answers being correct. A possible explanation for this rate of comprehension might be the human 
ability to understand a word’s meaning from its context. 
Regarding the type of context, the best results were observed in the categories, where the correct 
understanding of the text was linked to the accompanying visual material. Almost 70% of the 
answers in the context category ‘text and picture, which aids comprehensibility’ were correct; the 
same applied to 64% of answers in the category ‘picture selection, based on text’. 
The analysis has shown a shortcoming in the way of selecting an answer, since I myself defined 
how the participants will be able to respond. The open type of answer showed worse results than 
its closed type counterpart, but due to a small number of examples it is difficult to draw any 
conclusion. 
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Regarding future work, it would be interesting to examine if the comprehensibility of unedited MT 
texts grows proportionally with the updates to the MT engines. A research, similar to this one, 
could be conducted on another, less frequent language pair, or even from Slovene into English. I 
expect future research to shift its focus from PEMT performance to assessing MT 
comprehensibility in practical real-life situations. 
There are already many situations in which an end-user can come in contact with unedited MT 
texts, and we can expect that this will become even more common in the future due to the upgraded 
engines, new methods and the prevalence of the practice. In this experiment, I tried to create a 
situation which is already possible in real-life – with the end-user coming into contact with machine 
translated content without an explicit reference to its origin. 
However, real life is unpredictable, while development is unstoppable – a few months after the 
publishing of the questionnaire I re-translated the source texts. Most of the mistakes had not been 
repeated by the MT engines. This can be both remarkable or worrying – depending on our outlook. 
I remember that, at the beginning of my studies, there was a lot of discussion about machine 
translation not reaching human parity for decades to come – especially for Slovene. From today’s 
viewpoint, I think that these predictions were just a means to seek consolation. By hoping to 
preserve our ‘safe old ways’ in the coming decades, we are just trying to defer the inevitable. The 
rapid advancement of AI oftentimes evokes uneasiness about the role of humans in the future, 
however, this topic requires serious consideration regarding its positive and negative impacts. 
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Priloga 1: Struktura vprašalnika 
Št. Primera Prevajalnik Vrsta napake Vrsta 
konteksta 
Vrsta 
odgovora 
1 eTranslation Izmišljena beseda B ZT 
2 Google 
Translate 
Neprevedena beseda B+S (-p) ZT 
3 eTranslation Razdvoumljanje večpomenske besede B+S (-p) A/B+R 
4 Google 
Translate 
Pomenska napaka B+S (+p) A/B+R 
5 eTranslation Pomenska napaka B+S (+p) ZT 
6 Google 
Translate 
Izmišljena beseda B+S (-p) OT 
7 eTranslation Neprevedena beseda B ZT 
8 Google 
Translate 
Razdvoumljanje večpomenske besede S+I ZT 
9 Google 
Translate 
Razdvoumljanje večpomenske besede S+I ZT 
10 eTranslation Pomenska napaka B A/B+R 
11 Google 
Translate 
Razdvoumljanje večpomenske besede B+S (+p) A/B+R 
12 eTranslation Izmišljena beseda S+I ZT 
13 Google 
Translate 
Pomenska napaka B ZT 
14 eTranslation Razdvoumljanje večpomenske besede B+S (-p) A/B+R 
15 Google 
Translate 
Izmišljena beseda B ZT 
16 eTranslation Razdvoumljanje večpomenske besede B OT 
17 eTranslation Izmišljena beseda S+I ZT 
18 Google 
Translate 
Pomenska napaka B+S (-p) A/B+R 
19 eTranslation Neprevedena beseda S+I ZT 
20 Google 
Translate 
Razdvoumljanje večpomenske besede B OT 
21 eTranslation Pomenska napaka B ZT 
22 Google 
Translate 
Neprevedena beseda B+S (-p) OT 
23 eTranslation Razdvoumljanje večpomenske besede B+S (+p) A/B+R 
24 Google 
Translate 
Izmišljena beseda S+I ZT 
B Besedilni kontekst 
B+S (-p) Besedilni in slikovni kontekst, kjer slika ne vpliva na razumevanje 
B+S (+p) Besedilni in slikovni kontekst, kjer slika vpliva na razumevanje 
S+I Besedilni in slikovni kontekst, vezan na izbor pravilne slike 
OT Odprt tip odgovora (vnosno polje) 
ZT Zaprt tip odgovora (A, B, C ali D) 
A/B+R Izbor z razlago (A ali B, zakaj?) 
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