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Abstract
Interactions between neutral and ionized atoms are medium-range, and the
spiraling nature of these collisions can lead to long interaction times and large cross-
sections. The field of ion-neutral interactions is bolstered by methods from atomic
physics, which allow us to accurately control and determine the quantum-states
of the reactants. Trapping techniques allow us to study these interactions over a
large range of energies, in order to observe interesting effects from the ultracold to
hot temperature regimes. This control allows us to analyze and determine specific
channels for the reaction, allowing for theoretical verification.
The hybrid-trap enables the concentric trapping of a sample of cold atoms and
ions. This work discusses our exploration into the controlled reactions in the Na−Ca+
system, including measurements of sympathetic cooling and charge-exchange rates
which change as a function of energy and molecular state. The quantum-state
distributions of Na in our magneto-optical trap is also explored, as well as its
agreement and subsequent deviation based on a predictive model. The measurements
of reaction rate reveal that there are reaction-energy thresholds in two separate
reaction pathways, which can be attributed to either an endothermic reaction pathway
or an activation barrier due to quantum-mechanical interactions.
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Chapter 1
Introduction
1.1 Quantum chemistry
Traditionally, chemistry involves the observations of reactions and interactions
between different chemical compounds, which could consist of atoms, molecules, or
more advanced structures like proteins. In a chemistry lab, one has control over the
bulk properties of these materials. Controlling and changing things like pressure and
temperature can cause reactions, and yield interesting results. Being able to measure
and understand these properties enables the researcher to quantify what happened
during that reaction (e.g. an endothermic reaction which requires energy to take
place).
In quantum chemistry, we expand the list of properties which we are able to
control during a chemical reaction. One of these properties is the electronic state,
which makes up part of the quantum state of the atom. Categorized by its location on
the periodic table, an atom has a specific number of protons, neutrons and electrons.
The electronic state of an atom is a determination of the energies and orbitals of
1
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each electron orbiting around the atom. Changing the electronic state of the atom
changes the energy stored in the atom, and can vastly change its behavior around
other elements. By introducing the atom into a light field which is tuned such that
photons are near or at the energy required to excite the electron, we are able to
manipulate the atom’s electronic state. We call light that excites a specific electronic
transition resonant. In general, this resonant light is the workhorse in many atomic
physics experiments, and enables control over the temperature and location of our
reactants.
1.2 Cold physics
The ability to study cold physics arises from the interactions between atoms and light.
By tuning this resonant force, one can create optical molasses, which slows and cools
atoms. The first demonstration of optical molasses was in a hot beam of Na atoms
[1]. They demonstrated that the resonant force of light was sufficiently strong to cool
and temporarily trap Na at a temperature near ≈ 250 µK. This discovery sparked a
whole new field of science known as cold and ultracold physics. Steven Chu, Claude
Cohen-Tannoudji, and William Phillips were then awarded the 1997 Nobel prize in
physics for this invention. Progressively, the technology has become better and more
refined. Since the creation of the magneto-optical trap (MOT), the internal states of
cold atoms have been used to measure many precise things. One critical example is
the creation of a frequency standard, measured in an atomic clock [2]. The atomic
clock precisely measures the internal frequency of an element, which is then used
to interpolate a value for the second. Without the idea of cold atom trapping, the
measurements could not have been nearly as accurate.
After the invention of laser cooling, many groups became interested in the cooling
1.2. COLD PHYSICS 3
limitations in nature. Doppler-cooling has a fundamental limit set by the recoil
momentum of photons. However, using more advanced techniques, scientists were
able to create a Bose-Einstein condensate (BEC), which is created by bringing a gas
of Bosons into a common motional and electronic ground-state [3]. Wolfgang Ketterle,
Carl Wieman, and Eric Cornell were awarded the 2001 Nobel prize in physics for their
work in the realization of a BEC in Rb and Na.
It is natural to wonder why physicists would be interested in cooling atoms to
such low temperatures. One example of an application of cold atoms is the field of
atom-interferometry. Interferometry involves a measurement of interference between
two waves to infer a perturbation on one wave relative to the other. If a wave is split
and travels along two separate paths to be recombined, the encoded phase will give
information about the path-length difference. On a quantum level, an atom acts like
a wave with a characteristic de Broglie wavelength λdB = h/p, where h is Planck’s
constant and p is the momentum of the atom. A room-temperature gas of 87Rb has
a de Broglie wavelength of λdB = 160 pm, which is 4 orders of magnitude smaller
than a typical optical wavelength. In an interferometer, one’s ability to measure
interference scales inversely with the wavelength of the wave [4]. This means that an
interferometer made with room-temperature 87Rb atoms is 104 times more sensitive
than an optical interferometer with a similar geometry. The de Broglie wavelength
scales inversely with momentum, meaning that this ratio can be greatly increased by
cooling the atoms.
Another interesting application of cold atoms is the application to quantum
computing. Quantum computation involves the use of qubits, which can encode a
value continuously between 0 and 1, unlike a classical bit which is 0 or 1. Quantum
computing relies on the fidelity and coherence of two or more quantum states. In
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order to preserve a quantum state, cooling is generally a good first-step. The colder
a sample, the less likely it is to undergo any sort of reaction or collision which would
cause the qubit to lose coherence. Typically, samples of atoms loaded into quantum
computers are done via a BEC into an optical-lattice, which does not interfere with
the quantum-state of the qubits. However, there are many possible avenues to viable
quantum-computing, including using cold atomic ions. The use of cold ions can,
however, lead to increased interactions with neutral atoms. Quantifying these in-
teractions can help to explore the use of and understand the limits of using ions in a
quantum computer.
1.3 Ion-neutral interactions
The ion-neutral interaction is characterized by a V ∝ −1/R4 potential, a consequence
of the ion’s attraction to the polarized neutral atom. Although these interactions are
considered to be intermediate-range, between that of atom-atom and ion-ion collisions
[5], the elastic and/or charge-exchange cross sections can be millions of times larger
than that of atom-atom interactions at ultracold temperatures [6].
Ion-neutral interactions from the low-energy down to the ultracold regime had
remained relatively unexplored until the first hybrid apparatus was proposed [7], a
device capable of co-trapping and cooling both the ionic and neutral species [8]. Since
the inception of the hybrid trap [9], there has been great interest in using the co-
trapped laser-cooled neutral-atoms to sympathetically cool atomic ions’ translational
motion and molecular ions’ internal degrees of freedom [10–16].
Most successfully, the hybrid trap has been used to study ion-neutral reactions in
the cold quantum regime. As compared to a traditional chemistry, the hybrid trap
allows for precise control over the reactants’ electronic-state and temperature [15],
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allowing both accurate and precise measurements of reaction-rates and branching-
ratios. There is great interest in studying ion-neutral reaction rates theoretically and
experimentally, as they play a major role in our understanding of the formation of
the universe and [17–19] the interstellar medium [17]. Additionally, these studies offer
the possibility of creating mesoscopic molecules [20], studying charge mobility[5, 6],
creating sources of ultracold molecular ions [21–23], and understanding both the
beneficial and potentially undesirable chemistry of atom-ion interactions with ionic
candidates for atomic-clock or quantum-information applications [15, 24, 25].
Perhaps most importantly, ion-neutral quantum-chemistry experiments help the-
oreticians evaluate the accuracy of their computational efforts to calculate fully-
quantal molecular-potential curves and associated ion-neutral reaction-rates. For
example, in cosmological modeling, the variation in the predicted ion-neutral reaction-
rates, like those of associative-detachment reactions, can lead to orders-of-magnitude
discrepancies in protogalactic collapse models [26], making the accuracy of com-
putational predictions critical.
Hybrid traps have been used to measure charge exchange reactions, which involve
the transfer of an electron from the neutral to the ion, in many heteronuclear atomic
systems, including Rb − Yb+ [27], Rb − Ba+ [14], Rb − Sr+ [28], Rb − Ca+ [29],
Rb−K+ [30], Rb−Cs+ [10], Li−Ca+ [31], Li−Yb+ [32], Ca−Yb+ [33], Ca−Ba+
[34], Na− Ca+ [35], and Cs− Rb+ [30]. Additionally, studies have been done in the
molecular system Rb−N+2 [36], as well as the homonuclear systems Rb−Rb+ [14, 27],
Cs− Cs+ [10], Yb− Yb+ [9], and Na− Na+ [37].
Previously, our group reported evidence for a Na−Ca+ charge-exchange reaction
[35], which was originally predicted to be too small to observe (∼ 10−16 cm3/s)
[38]. Here, we have revisited the Na− Ca+ experiment and expand upon that initial
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work discussed in Ref. [35]. Specifically, we measure the charge-exchange rate over a
range of collision-energies and we investigate individual reaction entrance channels,
by controlling the electronic-state of the reactants. Also, we utilize our study of the
MOT excited-state fraction [39] to more accurately determine the quantum-state of
the neutral Na in our experiment, thus increasing accuracy and specificity of our
rate-coefficient measurements.
1.4 Dissertation outline
This dissertation is organized into six chapters. In the Chapter 2, we discuss the
fundamental theories behind atom-ion interactions, and introduce the concept of
scattering and collisions in an atom-ion system. In Chapter 3, we explore the in-
teractions of atoms and ions with light, including the fundamental two-level model
for an atom in a laser field. We will also explore techniques in order to analyze the
properties of atoms in the presence of a near-resonance light field. In Chapter 4,
we detail our ion-neutral hybrid trap apparatus, including the ion trap, the atom
trap, and all of the mechanical and laser systems involved in creating these traps.
We also discuss systems in place to make measurements using our hybrid trap. In
Chapter 5 and 6, we will discuss the experiments that allow us to measure charge-
exchange collisions in our hybrid trap, including a measurement of the quantum-state
distribution of our Na MOT. Finally, in Chapter 7 we will explore potential future
work and applications derived from the results presented here.
Chapter 2
Atom-ion interaction
The interaction between an atom and an ion is primarily defined by the polarization
potential, V ∝ 1/R4. The neutral atom is polarized, where the electronic cloud is
slightly offset from the center of the nucleus. Each charge in the atom experiences a
force F⃗ = qE⃗, where q is the charge of the electron. The electric field E⃗ is the electric
field of the ion, which can be treated as a point charge q for a singly ionized atom.
We can think of the atom as having an electric dipole moment of d⃗ = qr⃗, where r⃗ is
the distance between the center of the positive and negative charge distributions. In a
uniform electric field, an electric dipole experiences only a torque, d⃗× E⃗. However, a
single charge does not create a uniform electric field, and its field has some divergence.
In this case, there is a net force on the dipole F⃗ = (d⃗ · ∇⃗)E⃗. We can define the
polarizability of the atom d⃗ = αE⃗, which is an inherent property of the atom (e.g.
Na has a polarizability of α = 24.1× 10−30 m3).
To determine the potential of the atom-ion interaction, we can integrate the force
7
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over the separation between the atom and ion, R. The potential is
V (R) = −
∫
F⃗ · dR⃗ =
∫
(d⃗ · ∇⃗)E⃗ · dR⃗, (2.1)
where E⃗ is the field from the ion. We can employ a vector identity to make this
equation more easily solvable. Recall that
(d⃗ · ∇⃗)E⃗ = d⃗× (∇⃗ × E⃗) + E⃗ × (∇⃗ × d⃗) + (d⃗ · ∇⃗)E⃗ + (E⃗ · ∇⃗)d⃗. (2.2)
Since the electric field has no curl, ∇⃗ × E⃗ = 0, and Eq. (2.2) reduces to
(d⃗ · ∇⃗)E⃗ = (d⃗ · ∇⃗)E⃗ + (E⃗ · ∇⃗)d⃗ = 2(d⃗ · ∇⃗)E⃗. (2.3)
This modification simplifies Eq. (2.1) to
V (R) =
∫
1
2
∇⃗(d⃗ · E⃗) · dR⃗ = −1
2
d⃗ · E⃗. (2.4)
Substituting our definition for polarizability, d⃗ = αE⃗, this expression becomes
V (R) = −α
2
E⃗ · E⃗. (2.5)
Because the electric field is from a charged monopole, it takes the form |E⃗| = q
4piϵ0
1
R2
.
We can thus rewrite Eq, (2.5) as
V (R) = − αq
8piϵ0
1
R4
= − C4
2R4
, (2.6)
where C4 is sometimes also called the atomic polarizability, and is sometimes defined
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without the factor of 1/2. This classical prediction of the attractive ion-atom potential
can describe the long-range motion of atoms and ions. Depending on the atom-
ion pair, quadrupole interactions can also significantly contribute to the interaction
potential. Typically, a fully-quantal model is the best way to predict the behavior of
two colliding species. We will discuss this in Sec. 2.3.
2.1 Effective Potential
In order to examine the behavior of the atom-ion pair, we can examine the potential
which governs the interatomic motion. The determination of the potential energy
of the atom-ion pair will allow us to better understand the motion of the reactants
during the reaction. The total energy of the atom-ion system is given by the sum of
center-of-mass kinetic energy, the relative kinetic energy of the two colliding masses,
and the long-range potential V (R), as
E =
1
2
(mI +mN)v
2
COM +
1
2
mImN
mI +mN
v2 + V (R), (2.7)
where mI and mN are the masses of the ion and neutral respectively, and vCOM is the
center-of-mass motion. We can simplify this discussion by converting into center-of-
mass coordinates, and using the reduced mass µ = mImN/(mI +mN). Additionally,
since angular momentum is conserved, we will convert to the spherically-symmetric
polar coordinate system. In this system, v2 = R˙2 + R2θ˙, where θ is the cyclic polar
angle. We have reduced Eq. (2.7) to the 2D equation
E =
1
2
µR˙2 +
l2
2mR2
+ V (R), (2.8)
10 CHAPTER 2. ATOM-ION INTERACTION
where l = mr2θ˙ is the conserved angular momentum. We define the effective-
potential, so that the total energy becomes
E =
1
2
µR˙2 + Veff (R) (2.9)
with an effective potential
Veff (R) =
l2
2µR2
+ V (R). (2.10)
We can re-express the angular momentum l in terms of the impact parameter b =
l/µv0, such that l = b
√
2µE. This impact parameter determines whether or not a
collision will occur. A lower impact parameter implies a lower angular momentum,
which implies a closer approach of the atom-ion pair.
Now, we can include our previously determined polarization potential, Eq. (2.6),
into the determination of our effective potential, which gives
Veff (R) =
b2E
R2
− C4
2R4
. (2.11)
The shape of this potential will reveal how the atom-ion interaction plays out. If we
assume that the atom-ion pair has some probability of reacting while the internuclear
separation R is low, then the shape of Veff will determine whether or not the pair will
react depending on the impact parameter b. There is a potential barrier that arises
due to the angular momentum term in the effective potential.
The reaction will only be able to happen if the atoms can pass over that potential
barrier. To see if this can occur, we must determine the height of the potential barrier.
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Reaction Region
-C4/2R4
Veff(R)
Figure 2.1: The potential Veff (R) determines the interatomic motion. The
repulsive (red) and attractive (blue) portions of Veff (R) are plotted individually.
This figure assumes some reaction probability inside some interatomic radius,
labeled as the reaction region. In order for the atom-ion pair to reach the reaction
region, the impact parameter must satisfy b < b0. Otherwise, the atom-ion pair
will make an unstable orbit, as the centrifugal barrier will higher than the initial
kinetic energy.
We start by computing the derivative of Veff (R), to find where the peak occurs.
dVeff (R)
dR
=
−2b2E
R3
+
2C4
R5
. (2.12)
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The peak occurs at R∗, when dVeff
dR
∣∣∣
R∗
= 0. This gives us
R∗ =
√
C4
b2E
. (2.13)
When we substitute this in to find the peak of the potential R∗ into Eq. 2.11, we find
that the maximum potential energy of the system is
Veff (R
∗) =
E2b4
2C4
. (2.14)
This reveals a critical impact parameter,
b0 =
(
2C4
E
)1/4
. (2.15)
If the impact parameter of the system is below b0, then the atom-ion pair surpass
the potential barrier allowing for a reaction. However, if the impact parameter is too
high, then the pair bounce off of the potential wall due to the angular momentum,
and never come close enough to react. This relation can be seen in Fig. 2.1, which
shows Veff plotted for different impact parameters b.
One of the pieces missing from this story is the inner potential. It is not physical
for the potential to go to −∞, which is reconciled by a hard-sphere repulsive term
due to repulsive forces between the electronic clouds or Pauli repulsion. Typically,
the potential is plotted with an inner term like the repulsive Lennard-Jones potential
(1/R12) [40], or the Buckingham potential (e−R) [41].
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2.2 Classical collisions
We can predict the classical scattering rate by assuming unit-efficiency electron
capture. In other words, whenever an atom-ion pair bounce off of one-another (the
inner repulsive potential), they react. This assumption leads to a model that is often
referred to as the Langevin scattering model [9]. The scattering rate given by this
model is
kL = 2pi
√
C4
µ
, (2.16)
which is independent of the relative velocity between the ion and neutral collision
partners. Here, C4 = 24.11 × 10−30 m3 and C∗4 = 53.4 × 10−30 m3 are the atomic
polarizabilities for the Na[S] and Na[P] states respectively [42]. The reduced mass
of the colliding system is µ = 2.44 × 10−26 kg. Substituting into Eq. (6.15), we find
that kL ≈ 2.995× 10−9 cm3/s and k∗L ≈ 4.457× 10−8 cm3/s for the Ca+ - Na[3S] and
Ca+ - Na[3P] collisions, respectively. Because of our assumption of unit-efficiency
of electron capture, the Langevin rate coefficient represents a classical upper bound
for a long-range V ∝ 1/R4 potential. However, Hall et al. found a charge-exchange
rate in the Rb + Ca+ system which was a factor of 4 over the classical Langevin
prediction. They attributed this enhancement to a dominant quadrupole interaction
(V ∝ 1/R3) as well as near-resonance of the entrance and exit states [36]. This is only
relevant when the neutral atom has a quadrupole moment. In our system, Na[P] has
a quadrupole moment which scales with the quadrupole moment of Rb by its mass.
This could lead to a similar enhancement in our system for Na[P].
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2.3 Quantum collisions
In order to accurately model the collisions of atoms at close range, we must analyze
the behavior in a quantum-mechanical context. The first step of this analysis is
creating potential energy curves. To do this, we would typically consider the full
quantum-mechanical energy of the system. Due to coupling between the electron and
the nuclear motion, there is an energy term which depends on both the electron and
nucleus. In order to eliminate this term, we consider the motion under the Born-
Oppenheimer approximation. This approximation relies on the assumption that the
nucleus is much larger and more massive than the electron, and as a result, the
nuclear and electronic motion can be decoupled. The Born-Oppenheimer potential
energy curves are created under the adiabatic assumption. There are many advanced
methods to calculating these curves, but the general premise is that the electrons
will transition between molecular states on a time-scale much faster than the overall
nuclear motion. For example, this means that a charge-exchange collision is in-
stantaneous in our approximation.
Typically, these states are labeled based on conventions from molecular physics
as
2S+1Λ
(+/−)
Ω,(u/g). (2.17)
In this notation, S is the total spin quantum number, Λ is the projection of the
orbital angular momentum on the internuclear axis, Ω is the projection of the total
angular momentum, (+/−) refers to the reflection symmetry along an arbitrary
plane containing the internuclear axis, and (u/g) refers the effect of the point
group operation i. When two states cross, the potential energies of these states are
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degenerate. However, if the two states have the same symmetry they cannot cross, as
this is disallowed by quantum mechanics. This is called the Wigner non-crossing rule,
and it results in an avoided crossing. By adding a perturbation to the Hamiltonian,
the states will be “pushed” away from one another. As the atoms spend time at inter-
nuclear distances which correspond to an avoided crossing, there is some probability
of a diabatic transition of the valence-electron from one atom to the other, otherwise
known as charge-exchange.
Charge-exchange collisions can also involve the emission or absorption of a photon.
When a charge-exchange collision releases a photon, it is called radiative charge-
exchange. This typically occurs in reactions with a large difference in energy between
the entrance and exit-channels, or the states from which the atom-ion pair enter and
exit. Because the radiation corresponds to some amount of released energy, it can
result in the formation of molecules, if the atom-ion pair end in a potential well.
There have been theoretical predictions that this would occur in the NaCa+ system
[38], however we have found no such evidence in our experiment. We believe this is
due to the rate being too low to observe with our atomic and ionic densities.
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Chapter 3
Atom-light interaction
The interaction of atoms with near-resonance light is the fundamental force behind
many atomic physics experiments. Here, we will discuss the interaction of a
continuous laser nearly resonant with a two-level atom. As the famous saying goes
(commonly attributed to Prof. William Phillips, Nobel laureate), “There is no such
thing as a two-level atom, and sodium isn’t one of them.” However, in practice we can
model our atoms as two-level. Any perturbations to this model can be modeled by
much more complicated, multi-level models. However, as we find later in this work,
the two-level model is sometimes good enough to adequately describe the system,
provided we perform our experiment in the proper regime. Here we will explore the
two-level model, as well as some of the necessary and sometimes useful perturbations
to our system.
3.1 Two-level model
Consider a two-level atomic system in a near-resonant, monochromatic laser field. We
can begin our analysis of the system, as with any system, by analyzing the energies.
17
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We do this with the Hamiltonian, which is the operator corresponding to the energy of
our system. We assume the atomic center of mass Hamiltonian is small relative to the
atomic structure and light interactions. In this semi-classical picture, the field energy
Hamiltonian is a constant which can be ignored. This means that the Hamiltonian
exclusively consists of terms relating to the atomic energy and atom-light interaction,
such that
Hˆ = Hˆatomic + Hˆint, (3.1)
Writing our Hamiltonian in terms of the basis vectors |1〉 and |2〉 with energies of E1
and E2 respectively, we see that
Hˆ = E1|1〉〈1|+ E2|2〉〈2|+ Hˆint. (3.2)
Since energy is relative, we can simplify our calculation by setting E1 = 0. Since we
are considering the energies in relation to the optical frequency ω0 of the transition,
we can write the energy as E = ℏω0. Our Hamiltonian is simplified, and becomes
Hˆ = ℏω0|2〉〈2|+ Hˆint. (3.3)
Our term representing the atom-light interaction, Hˆint, is written in terms of the
atom’s dipole moment µ⃗ and the electric field of the light E⃗, such that Hˆint = − ˆ⃗µ · E⃗.
In order to assess this term with respect to the atomic state, we can rewrite ˆ⃗µ in
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terms of an expansion of atomic projectors, as
ˆ⃗µ =
∑
i
|i〉〈i|µ⃗
∑
j
|j〉〈j|,
= µ11|1〉〈1|+ µ12|1〉〈2|+ µ21|2〉〈1|+ µ22|2〉〈2|. (3.4)
We also know that the electric dipole coupling between one state and itself is zero
(for states of definite parity) so that µii = 0. This eliminates two of our dipole terms,
and leaves us with
ˆ⃗µ = µ12|1〉〈2|+ µ21|2〉〈1|,
= µ12|1〉〈2|+ µ∗12|2〉〈1|. (3.5)
Now we introduce the electric field from the laser, with a magnitude E , a po-
larization vector ϵ⃗, a frequency ωL, and wavenumber kL. Written out, we find
E⃗(z, t) = E(z, t)ϵe−i(ωLt−kLz) + [E(z, t)ϵe−i(ωLt−kLz)]∗ . (3.6)
A typical polarization vector is a unit vector in the complex plane. For linearly
polarized light, ϵ points in one of the chosen basis dimensions. Circular polarization
is a rotation through the complex plane. For example, we represent σ⃗+ light by
ϵ = 1√
2
(xˆ+ iyˆ) and σ⃗− by ϵ = 1√
2
(xˆ− iyˆ). It is convenient to define our polarization
vectors so that we have a right-handed coordinate system. That is, ϵ1×ϵ2 = ˆ⃗k where ˆ⃗k
is the unit vector in the direction of the light beam’s propagation. In order to further
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expand and understand our Hamiltonian, we must now expand the dot product,
ˆ⃗µ · E⃗ = (µ12|1〉〈2|+ µ∗12|2〉〈1|) ·
(Eϵe−i(ωLt−kLz) + E∗ϵ∗ei(ωLt−kLz)) ,
= µ12Eϵe−i(ωLt−kLz)|1〉〈2|+ µ∗12E∗ϵ∗ei(ωLt−kLz)|2〉〈1|+ µ12E∗ϵ∗ei(ωLt−kLz)|1〉〈2|
+ µ∗12Eϵe−i(ωLt−kLz)|2〉〈1|. (3.7)
If we carry all of these terms through, we will ultimately see that the first and second
terms disappear due to the rotating wave approximation, which states that terms that
oscillate faster than the optical frequency can be neglected. For simplicity’s sake, we
can eliminate them now. We are left with
ˆ⃗µ · E⃗ = µ12E∗ϵ∗ei(ωLt−kLz)|1〉〈2|+ µ∗12Eϵe−i(ωLt−kLz)|2〉〈1|. (3.8)
Reintroducing Eq. 3.8 into our Hamiltonian gives us
Hˆ = ℏω0|2〉〈2| − µ12E∗ϵ∗ei(ωLt−kLz)|1〉〈2| − µ∗12Eϵe−i(ωLt−kLz)|2〉〈1|. (3.9)
We may now introduce the Rabi frequency, which represents the oscillation
frequency of the atom in a specific atomic transition in the laser field. In this case,
we only have one atomic transition, so we only have one frequency,
Ω ≡ 2(µ⃗
∗
12 · ϵ)E
ℏ
. (3.10)
Substituting this into the Hamiltonian, the terms are simplified:
Hˆ = ℏω0|2〉〈2| − ℏ
2
Ω∗ei(ωLt−kLz)|1〉〈2| − ℏ
2
Ωe−i(ωLt−kLz)|2〉〈1|. (3.11)
3.1. TWO-LEVEL MODEL 21
This Hamiltonian gives us a complete picture of the two-level atomic system from
an energy perspective. We can now use this operator to infer the behavior of the
system, including our ultimate goal which is to understand the temporal behavior of
the state-population.
3.1.1 Density matrix equations of motion
The density operator, ρˆ = ∑i,j |ψi〉〈ψj|, is a useful way to solve for the dynamics
of our system. The operator consists of a weighted sum of projectors onto our state
vectors, and gives us an easy way to define state population, as well as the coupling
between states. We introduce the Heisenberg equation of motion (Liouville equation)
[43, 44]
˙ˆρ = − i
ℏ
[Hˆ, ρˆ], (3.12)
where [Hˆ, ρˆ] is the commutator of the Hamiltonian and the density matrix operator.
This formula gives us equations of motion for our atomic system. Using the
Hamiltonian of our two-level system from Equation 3.11, we find that
˙ˆρ = −iω0(|2〉〈2|ρˆ− ρˆ|2〉〈2|) + i
2
Ω∗ei(ωLt−kLz)(|1〉〈2|ρˆ− ρˆ|1〉〈2|)
+
i
2
Ωe−i(ωLt−kLz)(|2〉〈1|ρˆ− ρˆ|2〉〈1|). (3.13)
We can define our operator ρˆ in terms of the matrix
ρˆ =
 ρ11 ρ12
ρ21 ρ22
 ,
where ρij = 〈i|ρˆ|j〉 is the expectation value of the density operator between states i
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and j. These individual terms give us information about the individual states, and
the coupling between the states. First we calculate ρ˙11 by computing the expectation
value
ρ˙11 = 〈1| ˙ˆρ|1〉
= 〈1|
[
iω0(|2〉〈2|ρˆ− ρˆ|2〉〈2|) + i
2
Ω∗ei(ωLt−kLz)(|1〉〈2|ρˆ− ρˆ|1〉〈2|)
+
i
2
Ωe−i(ωLt−kLz)(|2〉〈1|ρˆ− ρˆ|2〉〈1|)
]
|1〉
=
i
2
Ω∗ei(ωLt−kLz)(〈1|1〉〈2|ρˆ|1〉 − 〈1|ρˆ|1〉〈2|1〉) + i
2
Ωe−i(ωL−kLz)(〈1|2〉〈1|ρˆ|1〉 − 〈1|ρˆ|2〉〈1|1〉)
=
i
2
Ω∗ei(ωLt−kLz)ρ21 − i
2
Ωe−i(ωL−kLz)ρ12. (3.14)
Similarly for the excited state |2〉, we obtain
ρ˙22 = − i
2
Ω∗ei(ωLt−kLz)ρ21 +
i
2
Ωe−i(ωL−kLz)ρ12. (3.15)
By adding together these equations, we can confirm population conservation, or that
ρ˙11 + ρ˙22 = 0. Additionally, we have conveniently defined things so that the total
atomic population in the system ρ11 + ρ22 = 1. We can now calculate the equation
for ρ˙12:
ρ˙12 = iω0ρ12 +
i
2
Ω∗ei(ωLt−kLz)(ρ22 − ρ11)
= iω0ρ12 +
i
2
Ω∗ei(ωLt−kLz)(2ρ22 − 1) (3.16)
We must now transform coordinates into a reference frame rotating at the laser
frequency in order to simplify the calculation. The terms that oscillate more quickly
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than the reference frame can be neglected. That is,
ρii = ρ˜ii, (3.17a)
ρ12 = ρ˜12e
i(ωLt−kLz), (3.17b)
where a tilde indicates the slowly varying solution of a parameter. We can compute
the time derivative of our density matrix, ˙ˆρ =
(
∂
∂t
+ v ∂
∂z
)
ρˆ. Substituting the trans-
formations 3.17a,b into Eqs. 3.14, 3.15, and 3.16, we deduce that
ρ˙12 = ˙˜ρ12e
i(ωt−kLz) + i(ωL − kv)ρ˜12ei(ωLt−kLz). (3.18)
Also, by substituting 3.18 into 3.16, we find an expression for the slowly varying
solution ˙˜ρ12.
˙˜ρ12e
i(ωt−kLz) + i(ωL − kv)ρ˜12ei(ωLt−kLz) = iω0ρ12 + i
2
Ω∗ei(ωLt−kLz)(2ρ22 − 1),
˙˜ρ12e
i(ωt−kLz) + i(ωL − kv)ρ˜12ei(ωLt−kLz) = iω0ρ˜12ei(ωLt−kLz) + i
2
Ω∗ei(ωLt−kLz)(2ρ˜22 − 1),
˙˜ρ12 + i(ωL − kv)ρ˜12 = iω0ρ˜12 + i
2
Ω∗(2ρ˜22 − 1). (3.19)
This ultimately gives us a usable expression for ˙˜ρ12:
˙˜ρ12 = −i(δ − kv)ρ˜12 + i
2
Ω∗(2ρ˜22 − 1). (3.20)
We can also determine ˙˜ρ22, keeping in mind that ρ21 = ρ∗12. We have defined δ ≡
ωL−ω0 as the detuning of the laser frequency from the atomic resonance. We calculate
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the following expression for ˙˜ρ22:
˙˜ρ22 = − i
2
Ω∗ρ˜21e−i(ωLt−kLz)ei(ωLt−kLz) +
i
2
Ωei(ωt−kLz)e−i(ωLt−kLz),
=
i
2
(Ωρ˜12 − Ω∗ρ˜21). (3.21)
Equations for ˙˜ρ22 and ˙˜ρ12 are coherent changes in state population and atomic po-
larization. Now we can introduce an incoherent term, Γij, to account for spontaneous
emission from state i to state j. We must also include a term for the “transverse
decay rate” γij = Γij/2 + γc, which includes a term γc that models collisions [45].
This term can cause decay when atomic collisions occur, but we can generally ignore
it for dilute gasses. We will still carry this term through the calculations. In order to
model decay, we can start with the atomic state population terms,
˙˜ρi22 = −Γ21ρ˜22 + Γ12ρ˜11, (3.22a)
˙˜ρi11 = +Γ21ρ˜22 − Γ12ρ˜11. (3.22b)
We note here that spontaneous decay from i to j when j > i are unlikely at room
temperature. We therefore assume that these terms are zero, such that
˙˜ρi22 = −Γ21ρ˜22, (3.23a)
˙˜ρi11 = +Γ21ρ˜22. (3.23b)
For the sake of convenience, we will simply write Γ ≡ Γ21 as the characteristic decay
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rate in the system.
˙˜ρ12 = −[γ12 + i(δ − kv)]ρ˜12 + i
2
Ω∗(2ρ˜22 − 1),
˙˜ρ21 = −[γ12 − i(δ − kv)]ρ˜21 − i
2
Ω∗(2ρ˜22 − 1),
˙˜ρ22 = −Γρ˜22 + i
2
(Ωρ˜12 − Ω∗ρ˜21). (3.24)
These are formally known as the optical Bloch equations, and they determine
the temporal behavior of the states over time. The quantity of interest here is the
steady-state solution of ρ˜22, or the population of |2〉. This can give us information
about the rate at which we scatter our resonant light, as well as the quantum-state
distribution of our system. In order to solve the coupled differential equation, we
express our function in the form
ψ˙ = Lψ + I, such that ψ =

ρ˜12
ρ˜21
ρ˜22
 .
We know a steady-state solution exists because there are no time dependancies in L
and I. In this format, we have
ψ˙ =

˙˜ρ12
˙˜ρ21
˙˜ρ22
 =

−γ12 − i(δ − kv) 0 iΩ∗
0 −γ12 + i(δ − kv) −iΩ
i
2
Ω − i
2
Ω∗ −Γ


ρ˜12
ρ˜21
ρ˜22
+

− i
2
Ω∗
i
2
Ω
0
 .
We can see L and I given in the above formula. These can later be used in calculating
a steady state solution.
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3.1.2 Steady State Solutions
We know that our steady-state solution will satisfy the condition ψ˙ = 0, so we know
that ψ(∞) = L−1I. Inverting L gives the following expression:
L−1 =
1
−k2v2Γ− Γγ212 + 2kvΓδ − Γδ2 − γ|Ω|2
M, where
M11 = ikvΓ + Γγ12 − iΓδ + 1
2
|Ω|2, (3.25a)
M12 =
(Ω∗)2
2
, (3.25b)
M13 = −kvΩ∗ + iγ12Ω∗ + δΩ∗, (3.25c)
M21 =
1
2
Ω2, (3.25d)
M22 = −ikvΓ + Γγ12 + iΓδ + 1
2
|Ω|2, (3.25e)
M23 = −kvΩ− iγ12Ω + δΩ, (3.25f)
M31 = −1
2
kvΩ +
i
2
γ12Ω +
1
2
δΩ, (3.25g)
M32 = −1
2
kvΩ∗ − i
2
γ12Ω
∗ +
1
2
δΩ∗, (3.25h)
M33 = k
2v2 + γ2 − 2kvδ + δ2, (3.25i)
From this, we can calculate ρ˜22:
ρ˜22 = L
−1
31 I1 + L32I
−1 + L−133 I3. (3.26)
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This means that
ρ˜22 =
i
2
Ω∗
(−1
2
kvΩ + i
2
γ12Ω +
1
2
Ωδ
)− i
2
Ω
(−1
2
kvΩ∗ − i
2
γ12Ω
∗ + 1
2
δΩ∗
)
−k2v2W21 −W21γ212 + 2kvW21δ −W21δ2 − γ12|Ω|2
=
i
2
|Ω|2 (−1
2
kv + i
2
γ12 +
1
2
δ + 1
2
kv + i
2
γ12 − 12δ
)
W21(γ212 − δ2 + 2kvδ − k2v2)− γ12|Ω|2
=
−1
2
|Ω|2γ12
W21(γ212 − δ2 + 2kvδ − k2v2)− γ12|Ω|2
=
1
2
|Ω|2γ12
W21(γ212 + δ
2 − 2kvδ + k2v2) + γ12|Ω|2
=
1
2
|Ω|2γ12
W21[(δ − kv)2 + γ212] + γ12|Ω|2
(3.27)
This is a general solution to the steady-state population of state |2〉. However,
there are some assumptions and clarifications we can make so that the result becomes
more useful. First, we are considering an atom purely in a laser field and discounting
any external collisions, we know that our “transverse” decay term is simply γ21 =
W12/2. Additionally, we want to regroup our Rabi frequencies into a ratio, in order
to represent the equation in terms of physical parameters in our system. We can
rewrite our excited-state population as
ρ˜22 =
1
4
(Ω/γ12)
2
1 + 4[(δ − kv)2/γ212] + (Ω/γ12)2
(3.28)
We can now rewrite the Rabi frequency in terms of our laser-field intensity I =
(1/2)cϵ0E
2
0 as
I
Isat
= 2
(
Ω
γ12
)2
, (3.29)
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with a defined saturation intensity of
Isat =
cϵ0γ
2
12ℏ2
4|⃗ϵ · µ⃗|2 . (3.30)
The saturation intensity is a characteristic quantity of a two-level system, and can
be used to quantify its behavior with a simple model. Rewriting our steady-state
solution, we see a much more familiar result for the state population,
ρ˜22 =
(
1
2
)
I/Is
1 + I/Is + (2(δ − kv)/Γ)2 , (3.31)
In order to keep in agreement with typical literature, we have redefined our specific
decay rate γ12 ≡ Γ. By integrating over all velocities with a velocity distribution
P (v), we can observe the macroscopic behavior of the sample, such that
ρ˜22 =
∫ ∞
−∞
ρ˜22(v)P (v) dv. (3.32)
In a typical gas sample, we will define our velocity distribution as Maxwell-Boltzmann,
such that
P (v) =
1√
pivmp
e−v
2/v2mp , (3.33)
where the most probable velocity vmp is given as
vmp =
√
2kT
m
. (3.34)
Here, kB is the Boltzmann constant, T is the sample temperature, and m is the
mass of the atom. Defining the velocity distribution in this way gives the so-called
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Voigt profile. This is the line-profile of an atomic resonance that takes the power and
Doppler-broadening into effect. However, in the limit of cold atoms, this contribution
is eliminated and we are left with a purely Lorentzian line-profile,
ρ˜22 ≡ fe =
(
1
2
)
I/Isat
1 + I/Isat + (2δ/Γ)2
. (3.35)
We have defined the quantity fe, which is the excited-state fraction of our sample.
Since our total population is 1, our excited state fraction is equivalent to ρ˜22. Accurate
knowledge of the excited-state fraction is very important for our measurements of
atom number in a trap purely consisting of light.
3.1.3 Extensions to real atoms
Unfortunately, there is no element we are fortunate enough to work with that is
elegant enough to earn the two-level atom designation. There are, however, a few
perturbations to our original assumptions that we can take into account in order to
determine precisely how close our system is to “two-level”.
Atomic structure
The electrons in atomic orbitals are actually encoded with many different states,
which can become degenerate under the right conditions. The principal quantum
number, n, is determined by the overall energy of the electron. Within these levels, the
electrons have angular momentum. This is typically referred to as a letter (s,p,d,· · · ),
or the angular momentum quantum number l. Within that orbital, electrons can
have a spin. For fully closed orbitals, the electrons have opposite spin, but electrons
in the valence orbital can have either spin. The spin quantum number ms determines
the spin of each electron, while S represents the total spin of the atom. Finally,
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the orientation of an orbital determines how susceptible the electron is to magnetic
fields. This is determined by the projection of the orbital onto a magnetic field, and
is labeled by ml, where ml = −l, · · · , l. In the classical treatment of an atom, only
the principal quantum number and angular momentum of the electrons determine
the total atomic energy.
Fine splitting
By considering a perturbation to the previous treatment of atomic energies, we find
that the atomic energies are not degenerate with respect to other quantum numbers
like ms and ml. When we consider the coupling of the electronic spin with the
angular momentum of the electron around the atom, we can see that the levels are
non-degenerate. In particular, there are three separate effects which make the energy
levels non-degenerate: the relativistic correction, the spin-orbit coupling, and the
Darwin term, which arises from the Coulomb potential. This fine splitting is the
largest perturbation to the atomic level-structure from the classical model.
Hyperfine splitting
The hyperfine correction is around 4 orders of magnitude smaller than the fine
splitting, hence the name. The hyperfine splittings involve the interaction of the
electronic dipole with the field created by the nuclear spin. The good quantum
numbers are determined by the nuclear spin, I, of which there are F = J + I
combinations. These levels are not always distinguishable in a thermal gas, but
addressing of individual hyperfine states is necessary for laser-cooling, as will be
discussed later.
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Zeeman splitting
When a magnetic field is applied to the electron which is stronger than the nuclear
dipole field, the degeneracy of the hyperfine levels F is broken into mF magnetic
sublevels. The strength of the field determines the shift of each mF sublevel. This
effect will be discussed in more detail later, when we talk about trapping in a MOT.
The interaction of Zeeman sublevels with the magnetic field is crucial to the trapping
process.
3.2 Saturation spectroscopy
In order to address individual atomic states, we require enough precision to distinguish
individual hyperfine states of an atom because our cooling cycle is between hyperfine
transitions. In order to maintain the correct laser frequency, we require a signal to
which we can lock. The experimental discussion on our saturation spectroscopy setup
takes place later in Sec. 4.4.1. Here, we will discuss the physics behind the general
technique of saturation spectrum locking.
A saturated-absorption setup begins with a typical pump-probe beam orientation.
A beam is sent through a gas of atoms (in our case, hot Na), and the Doppler
absorption profile can be observed on a photodiode. If we then add a counter-
propagating beam on top of this probe beam, we will sometimes, for low velocities,
match the resonance condition for each laser. At these low velocities, the atom will
be excited and then resonantly decay via the spontaneous emission process. This
causes dips in the resonance profiles, which will occur at each hyperfine resonance.
If we compare this signal with the signal from an additional laser beam through the
cell, we will see the large Doppler profile as well as the doppler profile with pieces
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Figure 3.1: The input laser beam (1) is sent through a thick optic (2) which
splits the beam into 3 portions. The two reflected portions are weak compared
to the one beam that passes. The passed beam is reflected back onto one of the
beams in the cell (3) whose power is controlled by one of the two waveplates (4).
Both of the probes are sent to a photodetector (5), giving the absorption signal.
Since Na is solid at room temperature, the cell (3) must be heated in order to get
a sufficient signal to perform locking.
missing, corresponding to the hyperfine structure. This allows us to derive a signal
proportional to only the hyperfine structure, to which we can lock. A typical ex-
perimental setup for Doppler-free saturated-absorption spectroscopy can be seen in
Fig. 3.1. The model behind this effect will be discussed in the next section.
3.2.1 Theoretical model
We begin again with the Hamiltonian for our system. In this case, we have two
counter-propagating laser fields, so our Hamiltonian is
Hˆ = ℏω0|2〉〈2| − µ⃗ · E⃗ (3.36)
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where
E⃗ =
[Epϵpe−i(ωLt−kLz) + c.c.]+ [Eprϵpre−i(ωLt+kLz) + c.c.] . (3.37)
Here, there are two components of the electric field each with their respective complex
conjugtate. These fields are counter-propagating, which is what gives rise to the
difference in signs of the kLz term between the two lasers. The subscripts p and pr
stand for the pump and probe, respectively. Since the atoms are the same, we use
the same µ⃗ as before. In the rotating wave approximation we then have that
µ⃗ · E⃗ = µ12|1〉〈2|Epϵpei(ωLt−kLz) + µ∗12|2〉〈1|Epϵpe−i(ωLt−kLz) (3.38)
+ µ12|1〉〈2|E∗prϵprei(ωLt+kLz) + µ∗12|2〉〈1|Eprϵpre−i(ωLt+kLz). (3.39)
As before, we define the Rabi frequencies of our pump and probe beam to be
Ωp ≡ 2µ
∗
12 · ϵpEp
ℏ
and Ωpr ≡ 2µ
∗
12 · ϵprEpr
ℏ
, (3.40)
respectively. This gives us that
µ⃗ · E⃗ = 1
2
ℏΩ∗pei(ωLt−kLz)|1〉〈2|+
1
2
ℏΩpe−i(ωLt−kLz)|2〉〈1|+ 1
2
ℏΩ∗prei(ωLt+kLz)|1〉〈2|
+
1
2
ℏΩpre−i(ωLt+kLz)|2〉〈1|. (3.41)
We can determine the time-dependence of our operator ρ with the Heisenberg equation
of motion:
˙ˆρ =
−i
ℏ
[Hˆ, ρˆ]. (3.42)
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This gives us the following for ρ12 and ρ22:
ρ˙12 = iω0ρ˜12 +
i
2
(Ω∗pe
i(ωLt−kLz) + Ω∗pre
i(ωLt+kLz))(ρ22 − ρ11) (3.43a)
ρ˙22 =
i
2
(
Ω∗pe
−i(ωLt−kLz) + Ω∗pre
−i(ωLt+kLz)) ρ12 + c.c. (3.43b)
At this point, we transform our density operators into a rotating reference frame,
defining the substitutions
ρ22 = ρ˜22, (3.44a)
ρ12 = ρ˜12e
i(ωLt−kLz). (3.44b)
Computing the derivative of ρij, we find that
ρ˙22 = ˙˜ρ22 (3.45a)
ρ˙12 = ˙˜ρ22e
i(ωLt−kLz) + iρ˜22(ωL − kv)ei(ωLt−kLz). (3.45b)
In order to find the final equations of motion, we can plug Eqs. (3.45a,3.45b) into
our equations of motion [Eqs. (3.43a,3.43b)]. We start by analyzing the equation of
motion for ρ˜12.
˙˜ρ22e
i(ωLt−kLz) + i(ωL − kv)ρ˜12ei(ωLt−kLz)
= iω0ρ˜12e
i(ωLt−kLz) +
i
2
(
Ω∗pe
i(ωLt−kLz) + Ω∗pre
i(ωLt+kLz)
)
(ρ˜22 − ρ˜11). (3.46)
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We know that our population is conserved, so ρ˜22 + ρ˜11 = 1, which implies that
ρ˜22 − ρ˜11 = 2ρ˜22 − 1. This substitution means that
˙˜ρ12 = [i(ω0 − ωL) + ikv] ρ˜12 + i
2
(
Ω∗p + ω
∗
pre
2ikLz
)
(2ρ˜22 − 1). (3.47)
After inserting the incoherent state population and polarization decay into our
equations,
˙˜ρ12 = − [γ12 + i(δ − kv)] ρ˜12 + i
2
(
Ω∗p + Ω
∗
pre
2ikLz
)
(2ρ˜22 − 1). (3.48)
Moving onto the equation of motion for ρ˜22, we follow a similar substitution to obtain
a simplified result:
˙˜ρ22 =
i
2
(
Ωp + Ωpre
−2ikLz) ρ˜12 − i
2
(
Ωp + Ωpre
2ikLz
)
ρ˜21. (3.49)
Again inserting incoherent state decay we obtain the following:
˙˜ρ22 = −W21ρ˜22 + i
2
(
Ωp + Ωpre
−2ikLz) ρ˜12 − i
2
(
Ωp + Ωpre
2ikLz
)
ρ˜21. (3.50)
At this point we want to analyze the steady-state solution. We can separate the
solution into multiple components as to simplify our final calculation. First, we
represent our ρ˜’s in a series expansion, expanding in powers of a small parameter ϵ:
ρ˜ ≡ ρ˜(0) + ϵρ˜(1) : ϵ ≡ Ωpr
Ωp
. (3.51)
36 CHAPTER 3. ATOM-LIGHT INTERACTION
This gives us the following equations, substituting the perturbed ρ’s:
˙˜ρ
(0)
12 + ϵ ˙˜ρ
(1)
12 = − [γ12 + i(δ − kv)] (ρ˜(0)12 + ϵρ˜(1)12 )
+
i
2
(
Ω∗p + Ω
∗
pre
2ikLz
)
(2ρ˜
(0)
22 + 2ϵρ˜
(1)
22 − 1). (3.52a)
˙˜ρ
(0)
22 + ϵ ˙˜ρ
(1)
22 = −W21(ρ˜(0)22 + ϵρ˜(1)22 ) +
i
2
(
Ωp + Ωpre
−2ikLz) (ρ˜(0)12 + ϵρ˜(1)12 )
− i
2
(
Ωp + Ωpre
2ikLz
)
(ρ˜
(0)
21 + ϵρ˜
(1)
21 ). (3.52b)
Our “zeroth order” solution consists of all of our terms which do not contain an
element of ϵ or Ωpr:
˙˜ρ
(0)
12 = −[γ12 + i(δ − kv)]ρ˜(0)12 +
i
2
Ω∗p(2ρ˜
(0)
22 − 1). (3.53a)
˙˜ρ
(0)
22 = −W21ρ˜(0)22 +
i
2
Ωpρ˜
(0)
12 −
i
2
Ω∗pρ˜
(0)
21 (3.53b)
We see that for the zeroth order, we have the previously found two-level atom
equations in the strong pump laser field with Rabi frequency Ωp. This makes sense,
since in the zeroth order we are only considering one laser. Now we can examine
the more interesting case: the first order. We propose an Ansatz where our solutions
take the form of coefficients that oscillate at 2ikLz and −2ikLz respectively. Consider
solutions in the form,
ρ˜
(1)
12 = αpe
2ikLz + αme
−2ikLz, (3.54a)
ρ˜
(1)
22 = βpe
2ikLz + βme
−2ikLz. (3.54b)
We must calculate an expression for the derivatives of each of these substitutions in
order to substitute in for the derivatives in the equations as well. Keep in mind that
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α and β can be time/position dependent. Expanding the derivative,
˙˜ρ
(1)
12 = α˙pe
2ikLz + α˙me
−2ikLz + 2ikv
(
αpe
2ikLz − αme−2ikLz
)
, (3.55a)
˙˜ρ
(1)
22 = β˙pe
2ikLz + β˙me
−2ikLz + 2ikv
(
βpe
2ikLz − βme−2ikLz
)
. (3.55b)
We can now find the first-order components of the equations of motion.
ϵ ˙˜ρ
(1)
12 = −[γ12 + i(δ − kv)]ϵρ˜(1)12 + iΩ∗pϵρ˜(1)22 +
i
2
Ω∗pr(2ρ˜
(0)
22 − 1), (3.56a)
ϵ ˙˜ρ
(1)
22 = −W21ϵρ˜(1)22 +
[
i
2
(
Ωpϵρ˜
(1)
12 + Ωpre
−2ikLzρ˜(1)12
)
+ c.c.
]
. (3.56b)
When we substitute in for the Ansatz, we obtain a solution which we can equate to
our derivatives with the equation of motion. This will allow us to divide the equations
based on the orthogonal oscillatory frequency components:
˙˜ρ
(1)
12 = −[γ12 + i(δ − kv)]
(
αpe
2ikLz + αme
−2ikLz)+ iΩ∗p (βpe2ikLz + βme−2ikLz)
+
i
2
Ω∗pr
ϵ
(2ρ˜
(0)
22 − 1), (3.57a)
˙˜ρ
(1)
22 = −W21
(
βpe
2ikLz + βme
−2ikLz)+ [ i
2
(
Ωp
(
αpe
2ikLz + αme
−2ikLz)
+
Ωpr
ϵ
e−2ikLz
(
αpe
2ikLz + αme
−2ikLz))+ c.c.] . (3.57b)
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We can now separate the frequency components out and obtain equations for each of
the positive and negative components of α and β.
α˙p = −[γ12 + i(δ + kv)]αp + Ω∗pβp +
i
2
Ω∗pr
ϵ
(2ρ˜
(0)
22 − 1), (3.58a)
α˙m = −[γ12 + i(δ − 3kv)]αm + Ω∗pβm (3.58b)
β˙p = −(W21 + 2ikv)βp + i
2
Ωpαp − i
2
Ω∗pα
∗
m −
i
2ϵ
Ω∗prρ˜
(0)
21 , (3.58c)
β˙m = −(W21 − 2ikv)βp + i
2
Ωpαm − i
2
Ω∗pα
∗
p −
i
2ϵ
Ωprρ˜
(0)
21 . (3.58d)
These are the equations of motion for the perturbed Hamiltonian. With these, we
can determine the steady-state behavior of our system, which is what we will see in
the experiment. Typically, the absorption of the probe beam is monitored as the light
scans across where the suspected transition is. We can calculate what this absorption
profile will look like. First we consider the absorption of the probe given by
Gpr =
〈
Epr(z, t)
d
dt
P (z, t, v)
〉
z,t
, (3.59)
where P is the macroscopic polarization of the light. The time derivative of the
macroscopic polarization is averaged along with the electric field over position and
time, yielding the absorption of the probe. We can recall for our polarization vector
that P = N〈µˆ〉, where N is a constant and 〈µˆ〉 = Tr[ρˆµˆ]. In order to calculate our
coefficient of absorption, we can substitute our Ansatz for ρ, Eq. (3.54a,3.54b). We
start by calculating P . The trace of our matrix is given by the diagonal elements, so
we know that
P (z, t, v) = N (〈1|ρµˆ|1〉+ 〈2|ρµˆ|2〉) . (3.60)
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We previously calculated that µˆ = µ12|1〉〈2|+µ∗12|2〉〈1|. By substituting this into our
equation, we obtain
P = N (µ∗12ρ12 + µ12ρ21) . (3.61)
We now need to substitute into our rotating reference frame for ρ˜12 and ρ˜21, as well
as take into account the perturbative treatment of our solution.
P = Nµ∗12ρ˜12ei(ωLt−kLz) + c.c.
= Nµ∗12
{
ρ˜
(0)
12 + ϵ
[
αpe
2ikLz + αme
−2ikLz]} ei(ωLt−kLz) + c.c. (3.62)
Taking the derivative of our macroscopic polarization, we also assume that we are in
the steady state. This eliminates any terms ρ˙ij. This leaves us with
d
dt
P = Nµ∗12iωL
{
ρ˜
(0)
12 + ϵ
[
αpe
2ikLz + αme
−2ikLz]} ei(ωLt−kLz) + c.c. (3.63)
We also know the electric field of the probe from before as
Epr = Epr ϵ⃗pre−i(ωLt+kLz) + c.c. (3.64)
With this we can calculate a value for E d
dt
P , which we can then average over the
positions in the cell and the time. We now know that
Epr
d
dt
P = Nµ∗12 · ϵ⃗prEpriωL
{
ρ˜
(0)
12 + ϵ
[
αpe
2ikLz + αme
−2ikLz]} ei(ωLt−kLz)e−i(ωLt+kLz) + c.c.
= Nµ∗12 · ϵ⃗prEpriωL
{
ρ˜
(0)
12 + ϵ
[
αpe
2ikLz + αme
−2ikLz]} e−2ikLz + c.c.
= Nµ∗12 · ϵ⃗prEpriωL
{
ρ˜
(0)
12 e
−2ikLz + ϵ
[
αp + αme
−4ikLz]}+ c.c. (3.65)
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After we average over the positions, the oscillatory terms will average to zero, and we
are left with
〈
Epr(z, t)
d
dt
P (z, t, v)
〉
z,t
= Nµ∗12 · ϵ⃗prEpriωLϵαp + c.c. (3.66)
Originally we assumed that αp ∈ C, so we know that there exists an x, y so that
αp = x+ iy. Thus, we have
Gpr(v, ω) = Nµ∗12 · ϵ⃗prEprωLϵ [i(x+ iy) + c.c.]
= Nµ∗12 · ϵ⃗prEprωLϵ [ix− y − ix− y]
= −2Nµ∗12 · ϵ⃗prEprωLϵIm[αp]. (3.67)
As we can see, the absorption of the probe, Gpr ∝ Im[αp]. This means that we can
model the lineshape that is characteristic of a beam in a saturated absorption setup.
To do this, first we must consider the velocities of the atoms in the cell. The cell
is around room temperature, and so we must use a Maxwell-Boltzmann distribution
given by
P (v) =
1√
pivmp
e−v
2/v2mp : vmp =
√
2kT
m
. (3.68)
We can consider the absorption profile that can be observed after the cell, G˜pr(ω).
We average over the given velocity distribution, giving
G˜pr(ω) =
∫ ∞
0
P (v)Gpr(v, ω) dv (3.69)
∝
∫ ∞
0
P (v)Im[αp] dv. (3.70)
Ignoring all of the other constant parameters, we see that we can plot the signal
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Figure 3.2: The lineshape G˜pr(ω) is plotted as a function of detuning (a)
for a room-temperature T = 300 K sample of atoms, assuming the associated
parameters for the Na atom. Near resonance, the signal spikes upwards due to
the counter-propagating pump beam. The small lineshape is Lorentzian, and only
depends on the linewidth of the transition and the ratio I/Isat. When an atom
has multiple states, the line-shape is averaged over all transitions in the atom (b).
We achieve “Doppler-free” spectroscopy by subtracting the probe-signal (black)
from another beam of light without a pump-beam (dotted, black), revealing the
hyperfine structure. The predicted structure is plotted assuming I/Isat = 2 for
a laser scanning across the D2 manifold from the F = 1 (d) and F = 2 (c)
ground states. Frequencies are plotted relative to the unperturbed frequency of
the atomic transition. The black lines represent the actual states, while red dashed
lines represent crossover resonances and the blue represents the overall sum, which
would be seen on a detector.
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seen on the detector by integrating the velocity profile multiplied by the imaginary
part of αp over all velocity classes of atoms. The matrix can be solved, and the
imaginary component of αp is numerically integrated along the range of velocities.
Shown in Fig. 3.2a, we see the lineshape assuming room-temperature atoms and after
integrating across the distribution.
If we want to extend this example to a real atomic scenario, we can consider the
Na atom, which we trap here. Simulations of the saturation-absorption signal from
a gas of Na is shown in Fig. 3.2b, as well as the close-up, Doppler-free signals from
each hyperfine manifold in Figs. 3.2c,d.
3.3 Doppler cooling and trapping
Our light field imparts a resonant force on the atoms within it. Tuning this force will
allow us to both cool and trap our atom. Doppler cooling has been demonstrated
in many alkali atoms, and rare-earth alkalis, as well as some molecules. The key
here is that the atoms have an electronic transition that can be probed with a laser
that is closed or semi-closed, such that the atoms fall back into the state from which
they start. This is easiest in alkali atoms since they have one valence electron. It
is possible as well in rare-earth alkalis, however most transitions are in the UV due
to the orbital being full. Traversing further along the periodic table, the outer-shell
electron will require more energy to excite, and the transition will fall closer to X-ray
wavelengths. The technical requirements laser cooling will be explained here.
3.3.1 Cooling
In order to analyze the effects of the laser field on the atom, we will first consider
a single atom in the laser field. We can assume that the first laser we consider is
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pointing in the opposite direction (−) of atomic motion (+), and that our laser field
is slightly detuned by a fixed amount from the resonance of the atom by δ > kv. This
value is typically around δ = Γ/2. In the two-level atom, our scattering rate for the
laser traveling in the (−) direction is determined as
R(−)sc =
(
Γ
2
)
I/Is
1 + I/Is + (2(δ − kv)/Γ)2 . (3.71)
This equation represents a Lorentzian line profile, with some offset due to the Doppler
shift of the atom relative to the laser field. Since δ > kv, it is clear that the velocity
of the atom causes the (δ − kv) term to become smaller which in turn causes Rsc
to increase. We refer to this as the atom Doppler-shifting into resonance with the
laser. The result here is that an atom traveling towards the laser will be more likely
to scatter. Each scattering event will cause the absorption of one photon worth
of momentum ℏk, and the emission of a photon in a random direction after some
time. Since each absorption is from a laser in the same dimension, and each emission
is isotropic, then the net result of each photon scattering event is a loss of atomic
momentum. If we introduce a second laser of the same frequency, propagating against
the first laser (+), and in the same direction of the atomic motion, we have a new
formula for scattering from that laser:
R(+)sc =
(
Γ
2
)
I/Is
1 + I/Is + (2(δ + kv)/Γ)2
. (3.72)
The only difference here is that the Doppler shift is in the opposite direction,
+kv. We can calculate the local solution of velocity at which the two scattering
rates are equal, as v = 0. Since the force on the atoms will be proportional to the
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Figure 3.3: A cooling simulation based on Doppler cooling demonstrates the
effectiveness at light at cooling atoms. The expression R(−)sc − R(+)sc is plotted
(a) for typical parameters in a Na MOT, where δ ≈ Γ/2 and I/Isat = 1 as a
function of atom velocity v. As R(−)sc − R(+)sc becomes positive, the atoms will
experience a negative shift in velocity due to preferentially scattering from the
negative traveling laser, while the opposite is true when the expression becomes
negative. The simulation calculates the velocity of the individual atoms in the laser
field as a function of time (b), after being initialized into a Maxwell-Boltzmann
distribution with a temperature T ≈ 300 K. After 1 second has elapsed (d),
the velocity distribution has narrowed significantly due to cooling forces from the
counter-propagating beams of near-resonant light. In a typical experiment, atoms
in the wings of this distribution with high velocities are never cooled sufficiently
to be trapped.
scattering rates, we can infer that the atom is initially closer to the resonance of the
(−) traveling laser, which causes the atom to slow down. Eventually, as v changes,
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R
(+)
sc and R(−)sc will change, until they equilibrate at v = 0 [See Fig. 3.3(a)]. This
method of velocity-selective cooling causes a molasses effect in the dimension of the
lasers, often referred to as optical molasses [1]. Any atom with a reasonable velocity
v < δ/k will be slowed due to a resonance laser from the laser opposing its velocity.
A simulation of optical molasses is shown in Fig. 3.3 for Na atoms in one dimension.
We can easily extend this idea from one dimension to three, by applying a laser field
consisting of three pairs of orthogonal counter-propagating lasers.
3.3.2 Trapping
In order to trap our atoms, we must also institute a spatial dependence on our light
force, such that atoms are pushed towards the center of some trapping region. In order
to accomplish this, we take advantage of the fact that the energy-level structure will
change under the presence of a magnetic field. The Zeeman shift causes the energy
levels of the atom to shift, depending on the magnetic quantum number of the state.
We know that due to the conservation of angular momentum, we are limited with the
states we may excite based on the polarization of our light. In other words, if our
light-polarizaiton is σ+, we may only excite on a transition where ∆m = +1. The
opposite is true for left-handed light polarization, where σ− light may only excite a
state with ∆m = −1. Linearly polarized light has no such rule, since it is a linear
combination of both σ+ and σ−.
We can utilize the Zeeman shift in conjunction with our optical transition selection
rules in order to manipulate our optical force. We assign our counter-propagating
beams σ+ and σ− light, and orient a magnetic field along our sample such that
it points in the direction of the σ− light. This results in resonant laser force to
push the atoms inwards as they get further out from the center. This technique, in
46 CHAPTER 3. ATOM-LIGHT INTERACTION
-30 -20 -10 0 10 20 30
-2.0x106
-1.5x106
-1.0x106
-5.0x105
0.0
5.0x105
1.0x106
1.5x106
2.0x106
R
(-)
sc
-R
(+
) s
c
Magnetic Field (G)
0
+1
-1
ground
state
 
  
B Gradient
δ
σ
+ σ
-
v
Na
Figure 3.4: We orient the lasers such that the right-traveling laser is comprised
of σ+ light and the left-traveling laser is σ− light. As the atom travels away from
the center where magnetic field B = 0, the levels split according to the Zeeman
shift, which is shown in an energy-level schematic (right). Since the cooling laser is
detuned from resonance (dotted line), the atom will be more likely to absorb from
the laser pointing in towards the center of the trap where B = 0. The differential
scattering rate is plotted (left). The functional form is the exact same as in Fig. 3.3
(a), except the x-axis is magnetic field, which is correlated with position.
combination with the cooling effects, can trap and hold large populations (∼ 109)
atoms at/near the Doppler limit, which is determined as a function of the photon
recoil velocity. For example, a trap made of Na can reach temperatures of ≈ 250 µK.
Colder temperatures can be reached via additional cooling methods, but will not be
discussed here.
Chapter 4
Hybrid trap
The hybrid trap was an idea proposed in 2003 [7], which allows the study of ion-
neutral interactions in a controlled setting. The hybrid trap consists of a neutral
trap as well as an ion-trap, and enables the trapping of a wide range of atoms and
atomic molecules and ions concentric with one another. Through the use of lasers, we
can control the quantum-state of our reactants, in order to observe interesting state-
dependent effects. We have control over the temperature of each of our samples,
enabling us to explore these interactions over a wide range of interaction energies.
In this chapter, we will discuss the individual traps involved in a hybrid trap,
laying out all of the parameters for each of our traps. We will discussed the laser
systems involved which enable us to perform our state-selective measurements of
charge-exchange in the Na − Ca+ system. We will conclude the chapter with a
presentation of our laser table as well as the final combination of our traps and
measurement devices we use to measure excited-state fraction and charge-exchange
data.
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4.1 Laser systems
Lasers are the workhorse of almost any atomic-physics experiment. Relative to the
AMO field as a whole, we investigate relatively low-energy phenomena, so all of the
lasers here are continuous and low power.
4.1.1 Diode laser
The primary laser system present in all of our lasers is a resonant cavity known as a
laser diode. A laser diode consists of some optically-active material, which will create
photons when a current is applied. These photons resonate throughout the diode
cavity, and will adopt the same phase and color as the other photons in the diode.
One end of the cavity is slightly transmissive, which results in emission of light after
a certain threshold current.
When addressing atomic transitions, we require a laser which is more wavelength
stable with a more narrow frequency distribution than a free-running laser diode.
Generally, a free-running diode is too wide in the frequency spectrum to do anything
relevant to atomic physics. Distinguishing individual atomic hyperfine transitions
may not be possible with a free-running diode. However, in our experiment we do
have a required process which has a less stringent frequency requirement: ionization.
For the atoms considered here (Na and Ca), ionization from the ground-state of
the atom is not feasible, since the energy required is on the order of ∼ 5 eV (deep
UV). We can, however, use a two-step ionization process in order to excite the atoms,
and then ionize with a second laser. The initial pumping into the excited state
requires additional stabilization beyond a diode laser. However, the final step in this
process does not require a frequency-stable laser, since the only requirement is that
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Figure 4.1: We can control the power output of the 405 nm laser via an
input modulation voltage. The control voltage is linear in power over a range
of modulation voltages.
it elevate the electron above the ionization barrier. The photoionization threshold for
excited Na[32P1/2] is ≈ 409 nm. Similarly, the photoionization threshold for excited
Ca[32P3/2] is ≈ 390 nm [46].. We implement ≈ 70 mW RGBLase diode lasers at
405 nm and 375 nm to ionize excited Na and Ca respectively. This power can be
modulated by a control voltage. The dependence of power on control voltage can be
seen in Fig. 4.1.
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4.1.2 External cavity diode laser
For certain atomic processes, we require that the frequency spread of our lasers
be smaller than the atomic linewidth. Because of this, a free-running diode is
not sufficient. To solve this problem, we turn to an external-cavity for additional
frequency stabilization.
The external cavity diode laser (ECDL) was designed to reduce the linewidth
of a typical diode laser. It operates under the principle that if we inject light of a
very specific wavelength back into the diode, the diode will lock on to this mode and
oscillate only with that specific color. This is accomplished by using a grating and a
mirror, such that the grating angle will change the color of light reflected back into
the laser diode. There are two common optical setups used to accomplish this; The
Littrow configuration [47–49] involves reflecting the -1 grating order directly back into
the diode [See Fig. 4.2 (left)] and the Littman-Metcalf [50, 51] method involves using
an additional mirror to stabilize the output beam [See Fig. 4.2 (right)]. By including
the external cavity, we have added the diode angle as a method of laser-frequency
manipulation. This method will reduce the linewidth of the free-running diode by
many orders of magnitude, more than enough to address specific atomic hyperfine
transitions. However, we must now stabilize the lasers to prevent frequency drift.
By nature, an ECDL is sensitive to many perturbations in its environment.
The main quantities of importance here are the laser-diode current, the laser-diode
temperature, and the angle of the cavity grating. Depending on the length and
construction of the cavity, the angle of the cavity may also become dependent on
the temperature of the entire laser. This means that the laser requires active current
and temperature stabilization. A constant current can be ensured by using a low-
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Figure 4.2: Two different methods for narrowing a diode laser’s linewidth via
external cavity are shown. The Littrow (left) configuration feeds the -1 order from
the diffraction grating back into the laser diode to create a cavity (dashed line).
The output beam scans as the angle of the grating is scanned. The Littman-Metcalf
method (right) adds a mirror, which makes a longer external cavity (dashed). This
method has a lower coupling back into the diode, and has an output which is
insensitive to frequency scanning. A steering mirror can be added to a Littrow
configuration to make output alignment insensitive to laser frequency.
noise power supply for the laser-diode. A constant temperature must be maintained
to sub-degree precision, which can be accomplished using electronic coolers in direct
thermal contact with the laser-diode head.
In addition to these stringent requirements on laser parameters, we also require
that back-scattered light not be introduced into the diode. Since the cavity is
extremely important to the single-mode operation of the laser, additional light from
another source would be bad for the stable operation of the diode. Because of this,
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we implement an optical isolator after every ECDL used in our experiment. An
optical isolator consists of two polarizers rotated by pi/4 from one another and a
highly magnetic polarization-rotation element (Faraday rotator) in the center. If
we match the output polarization with the input polarizer of the isolator, the light
enters the Faraday rotator and is rotated to match the polarization of the output.
However, backwards-traveling light will enter the output of the isolator and rotate
−pi/4, making it completely orthogonal to the input polarizer. As a result, backwards-
propagating light is absorbed by the isolator and does not reach the laser-diode.
In addition to wavelength spread, another important quality of an ECDL is mode-
hop free tuning. A mode-hop occurs when the laser preferentially chooses a different
mode to lase on, which is typically a few hundredths of a nm away from the previous
mode. This is all determined by the mode spacing of the laser. This can be a problem
when scanning the laser, or looking for a resonance. All of our lasers implement a
feed-forward, which feeds a voltage proportional to the laser-current to the piezo
controlling the grating angle. This will match the cavity conditions over a larger
range of tuning, and can drastically improve the mode-hop free scan range.
In the experiments here we require the atomic transitions of both Na and Ca
to be addressed, as well as those of ionized Ca+. Because we would like to address
individual states with accuracy, we require an ECDL. The neutral Ca is pumped with
a commercial 423 nm ECDL as the first step to the ionization process. The 375 nm
laser mentioned earlier ionizes this excited Ca. In order to address the individual
states of the Ca+ ion, we require 397 nm and 866 nm radiation to pump on the
S → P and D → P transitions respectively. All of the lasers mentioned here
are Toptica diode lasers. The 866 nm laser is a new Toptica DL Pro, which has
increased stability and power output. Previous incarnations of the 866 nm laser were
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homebuilt, and were very susceptible to environmental factors like construction noise
and temperature variability. Unfortunately, it could not be stabilized using the above
mentioned methods1.
4.1.3 Additional methods
The color palette available to researchers using laser-diodes is limited, mostly by the
materials with which the diodes are constructed. Unfortunately, this means that
lights in the mid-visible must be created by some other method. For example, there
is no laser diode that operates at 589 nm, which is the wavelength of the Na atomic
transition. Typically, these wavelengths are created by dye lasers, which consist of
a jet of dye in the laser cavity. The dye is made up of highly conjugated molecules,
such that when they’re pumped into a large range of higher energy states, they will
relax and radiate at a single wavelength. These lasers are notoriously awful to work
with2, and thankfully there is another way.
Second harmonic crystals have a non-linear index of refraction, and cause
spontaneous combination of photons. We can use this to our advantage, by im-
plementing one of these crystals into a laser-cavity. Since diodes in the IR are readily
available, we can pump this cavity with 1178 nm light, which in turn will double the
frequency and create 589 nm light. Specially placed mirrors which only transmit 589
can be placed on the output of the cavity, allowing for only the doubled 589 nm light
to emerge. A laser like this presents its own challenges of stability, and generally the
cavity has to be locked to the frequency of the IR, and hence the frequency of the
visible light.
1The UCONN construction team was nice enough to buy us a DL Pro as part of a vibration
mitigation effort
2Thankfully the previous members of the group were the only ones who had to deal with this.
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A method like this can be very lossy, and thus may require additional power before
the input stage. A tapered amplifier is essentially a laser diode which is pumped, and
will cause an enhancement in the power of the input beam. In order to create 589 nm
light, we utilize a commercial Toptica laser3 which implements an ECDL at 1178 nm,
a tapered amplifier to amplify this light, and a second-harmonic generation cavity in
order to ultimately output 589 nm light.
4.1.4 Beam profile measurement
4
Many measurements in our system rely on a measurement of the spatial mode of the
laser beams. We are particularly interested in the 589 nm laser, since one of our
traps is completely based on the forces from that laser. However, our Ca+ creation
and trapping lasers will also play a role in the loading and cooling of the sample of
Ca+ ions. Here, we measured the beam-profiles of our laser beams with a ThorLabs
BP209 scanning slit beam-profiler. This beam-profiler operates by spinning a cylinder
with a small line of light-sensitive measurement pixels. These pixels scan across the
profile of the beam, which is then interpreted by the software. The beam profiles
of our 589 nm, 866 nm, 423 nm, and 397 nm lasers are shown in Fig. 4.3. This
profiler gives us an accurate look at the shape and intensity distribution of the lasers,
which can help diagnose problems in the apparatus. For example, the 397 nm laser is
not collimated equally in both dimensions, and we required a prism-pair to slow the
divergence of the beam in one dimension. While this prism-pair introduced a loss into
the system, the critical parameter in laser-cooling is intensity, which was increased
3This laser was bought by our wonderful PI, Win Smith. Personal purchase of a laser is a first
in Toptica’s history.
4Fig. 4.4 and portions of the text from this section are directly reproduced from our manuscript
[39] with permission. c⃝ 2018 American Physical Society.
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Figure 4.3: The beam profiles are shown for the 589 nm (top left), 866 nm
(top right), 423 nm (bottom left), and 397 nm (bottom right) lasers. The numeric
scales correspond to units of µm.
by our prism-pair.
The characterization of our 589 nm beam is crucial to experiments discussed here,
mainly including the measurements of fe in the Na MOT. For this measurement,
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Figure 4.4: The 1/e2 beam width is measured in the two transverse dimensions
(red circles and black squares) along a range of distances from the EOM. The
data were fit to Eq. (4.1). This can be used to predict the size of each of the
cooling-laser beams at the MOT, taking into account extra distance traveled by
the retro-reflection by each beam. The MOT is ≈ 1.3 m away from the lens,
though a precise value is measured for each path independently. The inset shows
the beam profile of a single measurement, and its corresponding fit to a Gaussian.
the measurement of MOT beam intensity can represent a large error in the final
determination of fe. Because of this, we must understand the beam-profile at the
MOT. The EOM introduces some divergence to the laser beam, so in order to properly
quantify the cooling-laser intensity at the MOT location, we measure the beam profile
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at several distances from the EOM. The beam profile approximates and is fit to a
Gaussian TEM00 spatial mode. With these data, we calculate the divergence of the
beam by performing a two-parameter fit to the expected Gaussian 1/e2 beam width’s
dependence w on the position along the beam z, given by
w(z) = w0
√
1 +
(
z − z0
zR
)2
, (4.1)
where w0 is the beam waist, z0 is the position of the beam waist, and zR ≡ piw20/λ
is the Rayleigh range. A fit to this equation is shown in Fig. 4.4, allowing us to
extrapolate the size of each beam at the center of the MOT. During the fe experiment,
we measured this daily to account for any day-to-day fluctuations in the uncertainty
of the measurement of the beam size.
4.2 Linear Paul trap
In the previous chapter, we discussed using light as a trapping force. This involved
a damped force that increased as the atoms strayed from the center of the trap. If
we think about this in terms of a trapping potential, the forces would create a well.
When considering the force responsible for trapping, the existence of a potential well
requires that the divergence of the force is negative. Unfortunately, ions have very
long-range (1/r) interaction potentials, which means that light is not strong enough
to trap and hold a cloud of ions. Instead, we choose an electric field to trap our ions,
interacting with the ions using the charge of the ions to our advantage. If we recall
Laplace’s equation, we know that the divergence of the electric field ∇ · E⃗ = 0. This
implies that there may be no monopole of electric field, or more importantly that we
cannot use a static electric field to trap ions. We get around this using a dynamic
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trap called a Paul trap [52].
The core-concept of a linear Paul trap is that we must use oscillating fields to keep
the ions trapped within. Earnshaw’s theorem says you can’t trap a charged particle
in a DC field configuration. In order to create a potential-well, we oscillate a saddle-
potential electric field fast enough that the ions remain trapped. In a linear Paul trap,
we get one dimension of trapping for free, since divergence in one dimension does not
preclude Laplace’s equation from being satisfied in three dimensions. We will refer
to the static trapping axis, which consists of two trap-elements held at a constant
positive voltage as the axial dimension. In the radial dimension, the potential is in
the form of a saddle, where we apply alternating voltages to a set of four rods.
4.2.1 Equations of motion
For a more precise look at this motion, we can analyze the formulas which govern
motion in this rotating potential. The force on each particle in the trap is
F⃗ = qE⃗, (4.2)
with an electric field E⃗ and the charge q. Our electric field is split up into two
components, a DC and AC field. In the static dimension, our force is simply
Fdc = qEdc(x). (4.3)
In each radial dimension, our force is
Fac = qEac(x, t) = qE0(x) cos(Ωrf t). (4.4)
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At this point, note that the Ωrf must be much faster than the resonance frequency
of the particle in that potential. If this is true, than the potential will oscillate fast
enough to create what we call a pseudopotential well. This time-averaged potential
shows that on average, the ion sees a conservative trapping force. For a linear Paul
trap, we can express the field near the center of the electrical potential (r ≪ r0) as
approximately
V (x⃗, t) ≈ Vac cos(Ωrf t)x
2 − y2
r20
+
ηVdc
z20
(
z2 − x
2 + y2
2
)
, (4.5)
where x and y represent the radial dimensions, and z represents the static trapping
axis. The voltages Vac cos(Ωrf t) and Vdc are applied to our central rods and end rods
as shown in Fig. 4.5
When expressed as a differential equation, the potential takes the form of the
Mathieu equation [53, 54]:
d2xi
dτ 2
+ [ai − 2qi cos(2τ)]xi = 0. (4.6)
Here, we have defined the stability parameters
a1 = a2 = −a3
2
=
−4qηVdc
mIz20Ω
2
rf
, (4.7)
and
q3 = 0, q1 = −q2 = 4qVac
mIr20Ω
2
rf
, (4.8)
Also, our time was transformed into τ = Ωrf t/2. We can solve the Mathieu equations
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Figure 4.5: The LPT consists of four segmented rods which enable the trapping
of Ca+ (blue ellpisoid). We apply a constant Vdc = 30 V to the end caps to ensure
axial trapping, and an r.f. oscillating voltage V +rf = V0sin(ωt) and the inverse
V −rf = V0sin(ωt − pi) to the rods to trap radially. During extraction, we gate the
end caps near the mesh to −20 V to send the ions through the −1 V mesh and
into the high, negative-voltage CEM. We can image bright ions with the CCD and
CMOS cameras, and detect total fluorescence with a PMT.
with a series expansion solution
xi(τ) = Ae
iβiτ
∑
n
C2ne
i2nτ +Be−iβiτ
∑
n
C2ne
i2nτ (4.9)
where βi(ai, qi) is a function of the stability parameters and C2n is the continued
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fraction [54, 55]. The stability parameters determine whether or not this solution will
remain oscillatory. We choose a frequency Ωrf = 780 kHz in our experiment so that
we have stable trapping for both Na+ and Ca+, as well as possible reactant products
NaNa+ and NaCa+. Typically, this means that |ai| ≪ 1 and q2i ≪ 1 for each species.
If we expand Eq. (4.9)[56, 57], we see that our equation for particle motion in the
trap takes the form
xi(t) ≈ X0,i cos(ωit+ φ0,i)
[
1 +
qi
2
cos (Ωrf t)
]
, (4.10)
where X0,i and φ0,i are determined by initial conditions, and the frequency ωi is
determined as a function of the stability parameters:
ωi ≡ βiΩrf
2
≈ Ωrf
2
√
ai +
q2i
2
. (4.11)
Interestingly, the ion motion solution takes the form of an oscillation with two distinct
frequencies, ωi and the r.f. driving frequency Ωrf . Typically, ωi ≪ Ωrf , which means
that the overall motion of the ion is at a much lower frequency than the driving
field. We call this overall motion secular motion. There is a smaller contribution
to the motion which occurs at a frequency of the r.f. driving field, which we call
micromotion. As we can see in Eq. 4.10, the micromotion contribution to the overall
motion scales with the stability parameter qi.
4.2.2 Ion cooling
We can cool the Ca+ ions by using the methods of laser-cooling mentioned earlier.
However, since the ions are already spatially trapped, we do not require the magnetic
field dependence on the light force. Since Ca is a rare-earth alkali, Ca+ has a similar
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Figure 4.6: The Ca +40 ion level structure does not have hyperfine splitting,
due to a lack of nuclear spin. We cool on the S1/2 → P1/2 transition with a 397
nm laser (blue). We repump out of the D3/2 state with an 866 nm laser (red).
Sometimes, the D5/2 state can be populated either through collisional mixing or
incident excitation by the 397 nm diode laser. These ions remain in the D5/2 state,
due to an extremely long lifetime ∼ 1 s.
atomic structure to the alkalis, so we are able to optically access the ion with lasers.
The same is not true for Na+, since the electronic structure is closed, and any electron
in Na+ would require more energy to excite than is available in optical wavelengths.
We can control the electronic state of our Ca+ ions with Toptica 397 nm and 866 nm
lasers. We excite the Ca+ on the transition between the S1/2 and P1/2 with the 397
nm light. Ions in the P1/2 state can decay into the D3/2 state, which is metastable,
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Figure 4.7: A linear (top left) and two 3D (top right, bottom) Coulomb crystals
are shown. A calibration stick of length 30 µm is drawn in each image. As
population increases, the crystal forms different structures. For large ion numbers
(bottom), the ions form shells. In each figure, the far right of the crystal is lower
in brightness compared to the rest of the crystal. We attribute this to the 397 nm
laser indirectly exciting into the D5/2 state, which is not repumped by the 866 nm
laser. The bright ions are all pushed to the left side due to the cooling laser only
propagating in one direction.
with a ∼ 1 s lifetime [46]. When laser cooling on the Ca+ S1/2 → P1/2 transition, we
can repump on the D3/2 → P1/2 transition at 866 nm. Alternatively, we can optically
pump the Ca+ into the metastable D3/2 state by withholding the 866 nm radiation.
A level schematic of the Ca+ ion can be seen in Fig. 4.6.
Since the ion motion is coupled in the radial and axial dimensions, we must only
cool one axis of motion in order to cool the entire cloud. We choose to cool in
the axial dimension, out of pure convenience. When the ions are cooled, the space
charge repulsion begins to get larger, until the ions pass an energy barrier and become
ordered. This ordering is known as a Coulomb crystal [58, 59]. We image our crystal
with a CCD camera oriented in one of the radial dimensions. Examples of ion crystals
can be seen in Fig. 4.7.
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Unfortunately, the cooling transition is not completely closed, and sometimes the
397 nm laser will excite the P3/2 state. This can result in a decay to the D5/2 state,
which is not repumped by our 866 nm laser. This causes some of the ions to remain
dark for their characteristic lifetime of ∼ 1 s. Since our cooling laser is only in one
dimension and in one dimension, the bright ions are pushed away from the cooling
laser. This effect can be seen in Fig. 4.7. We conducted tests with a bandpass filter on
the 397 nm laser, and found that the fraction of dark ions was greatly reduced. This
could be due to collisions with background atoms mixing the D3/2 and D5/2 states.
4.2.3 Ion population measurement
In order to measure the ion population, we gate one of the end caps into a dipole
configuration. This dipole causes the ions to travel towards the mesh and channeltron
electron multiplier (CEM), as seen in Fig. 4.5. The ions will travel out of the trap,
and to the mesh. We hold the mesh at a slightly negative voltage −1 V, in order
to re-focus the ions. The ions pass through the mesh, and are accelerated into the
CEM, which is held at a high negative voltage. In the data presented here, the CEM
voltage varied between −1500 V and −2500 V. When ions hit the CEM, they are
converted into a current, which is output into our data acquisition system.
We can calibrate the CEM to determine the amount of current generated by
each extracted ion. We accomplish this by separately measuring the population
with imaging. Since Na+ ions are dark, we must perform this type of calibration
measurement with bright Ca+ ions. We repeatedly image a linear crystal of ions in
order to count the number of ions in the chain. We then extract this in order to
determine the converted voltage per ion. This measurement is shown in Fig. 4.8.
Unfortunately, the extraction is not always 100% efficient. As the sample of
4.2. LINEAR PAUL TRAP 65
0 1 2 3 4 5 6 7 8 9
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
C
EM
 S
ig
na
l (
V)
Ion Number
Figure 4.8: In order to calibrate the CEM, we load ions, crystallize the ions,
count the number of ions in the crystal, and extract. The plot here shows the
CEM signal as a function of ion number in the crystal. The slope of this line gives
a calibration of ions per volt, which can be modified to represent the calibration
at other CEM high voltage settings.
ions gets larger, the space-charge repulsion does as well. This means that for large
numbers of ions, the extraction efficiency of the cloud is determined based on the
starting positions of the ions. We find that cooling our ions causes the extraction
to be less efficient, due to a more dense, more repulsive initial sample of ions. For
example, with a sample of ≈ 5000 ions, we notice a ≈ 40 % drop in extraction
efficiency between a cloud and a crystal (See Fig. 4.9). On the other hand, we find
that there is not a measurable difference between a crystallized and uncrystallized
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Figure 4.9: We study the extraction efficiency as a function of extraction end-
cap voltages for a hot (left) and cold (right) sample of 5000 Ca+ ions. In the region
below -5 V of end-cap near-mesh voltage, the efficiency is roughly the same in each
scenario. The extraction efficiency drops ≈ 60 %. when the sample is crystallized
prior to extraction.
sample of Ca+ when N ≈ 50. We must account for this error in our experiments.
In our experiment to measure excited-state fraction, the loaded number of Na+
ions is very small. At these numbers, the change in extraction efficiency with
temperature is smaller than our error in the measurement, so we believe that our
calibration is representative of the actual number of ions being extracted. Ad-
ditionally, we have investigated differences in mass, and found based on the specs
for the CEM that there would be no measurable difference between ions of mass 40
and of mass 23. We believe that our calibration is accurate for this experiment.
However, considering the charge-exchange measurements, our ion-number is 102
larger than in the excited-state fraction measurement. We found that during the
initial stages of charge-exchange, our Ca+ sample would be cooled by trapped Na,
which would cause the extraction efficiency to change. Since we do not care about the
absolute number in this experiment, we conduct our charge-exchange experiment by
cooling the sample of Ca+ ions before each extraction. This ensures that the sample is
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the same temperature each time at extraction, and thus the same extraction efficiency.
We do not make measurements over a large range of populations, so we believe that
by crystallizing, we have accounted for this effect. We can confirm by noting that the
ion decays are exponential in the fitted region of constant temperature.
4.2.4 Mass selective resonance quenching
There are many processes which can cause the trapping an element other than the
one we would like to measure. In prior iterations of the trap, an electron gun was
used to load the trap, which would cause many different ionized elements to be loaded
into the trap. However, since we now use two-photon ionization, we eliminate the
ions from that process. Despite this, we still have avenues with which additional ions
can be created. In the MOT, Na +2 can be created via photoassociative ionization
from the 589 nm trapping light. This heavy ion, when subject to 589 nm radiation
will quickly photodissociate into Na + Na+, leaving a trapped sodium ion.
To ensure our extracted ion signal is entirely Ca+, we continuously quench the
Na+ by applying a small AC voltage (1 V, ≈ 280 kHz) to the rods resonant with the
trapped Na+ secular frequency, a process called mass-selective resonance quenching
(MSRQ) [60]. With the MSRQ field on, it is a good approximation to assume that
as soon as an Na+ ion finds itself in the trap, it is practically instantaneously (within
a fraction of a trap cycle) expelled from the trap [13].
As we scan the MSRQ frequency, we can see that different ions are extinguished
from the trap. An example of this can be seen in Fig. 4.10. Typically, we run the
MSRQ frequency with an amplitude of 1 V, though the amplitude varies at the rods
due to resonances in the r.f. circuit (See the lower panel of Fig. 4.10).
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Figure 4.10: The ion signal (top) changes as a function of MSRQ frequency for
a pure sample of Ca+ ions (black squares) and Na+ ions (red squares). At each
ion’s secular frequency, all of the ions of that species are ejected. The figure here
shows the first and second resonance for each species. The MSRQ amplitude at
the rods varies, since the signal is being run through a resonant circuit (bottom).
4.3 Magneto-optical trap
5
The MOT is the workhorse of any cold atomic physics experiment. Here, we will
discuss the experimental details of the UCONN Na MOT.
The MOT is loaded from background gas produced from SAES and Alvatec Na
5Portions of the text from this section are directly reproduced from our manuscript [39] with
permission. c⃝ 2018 American Physical Society.
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getters. The getters contain a module of Na, and running a current through the
getter causes the Na to heat and disperse throughout the chamber. We use an ion
pump to maintain a low background-pressure in the trapping chamber while the
getters are operating. Our pressure is off-scale on the ion-pump gauge, which ends at
0.1× 10−9 Torr, so we presume our operating pressure is ∼ 10−10.
The MOT is then made from the background Na with six (three retro-reflected)
beams of circularly-polarized light tuned near the sodium D2 line (See Fig. 4.11). The
radiation force in conjunction with magnetic-field gradients of ≈ 30 G/cm spatially
confines and cools the atoms in the center of the trap, as discussed in Sec. 3.3. Sodium
has two different hyperfine cycling transitions that can be used for trapping, resulting
in two different types of MOTs, the type-I and type-II MOTs. A type-I MOT uses a
cooling transition where F ′ = F + 1; in sodium F ′ = 3 and F = 2. A type-II MOT
uses a cooling transition where F ≥ F ′; in sodium F ′ = 0 and F = 1 [61, 62]. The
level structure of the Na D2 line can be seen in Fig. 4.12. Our type-I MOT typically
holds ∼ 106 atoms in steady-state at a temperature of ≈ 300 µK and a peak density of
∼ 1010 cm−3. Our type-II MOT holds ∼ 107 atoms in steady-state at a temperature
of ≈ 4 mK and a peak density of ∼ 109 cm−3.
We control the detuning of the cooling-laser by passing it through two acousto-
optical modulators (AOMs) and locking the shifted laser to the peak of a known
hyperfine transition in Na using saturation spectroscopy on a heated Na cell. From
this, we use the modulation frequencies of the two AOMs to determine the detuning
of the cooling-laser from the cycling transition resonance. We use an electro-optic
modulator (EOM) to add sidebands to our cooling laser light. The EOM is driven
with a frequency close to the ground-state spacing of sodium. One sideband is used
to repump the Na atoms out of the dark ground-state, F = 1 for the type-I MOT
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Figure 4.11: The MOT is created via six counter-propagating opposite-
polarization (circular) light beams of ≈ 589 nm light. Each beam is modulated
to create a sideband which repumps the atoms into the correct atomic transition.
The current flows in opposite directions in the magnetic field coils (black) in an
anti-Helmholtz configuration to create appropriate magnetic fields for trapping.
The MOT can be imaged with a CCD and CMOS camera, and its fluorescence
can be monitored with a PMT.
and F = 2 for the type-II MOT. The EOM creates adjustable-strength sidebands up
to 25% of the intensity of the carrier.
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Figure 4.12: The Na level structure is conducive to creating a MOT. There
are two different closed cycling transitions. The type-I MOT (red) is created on
the F = 2 → F ′ = 3 transition, while the type-II MOT (blue) is created on the
F = 1→ F ′ = 0 transition. Each MOT requires a repump laser (dashed), to pump
any atoms lost from the cycling transition back into the proper ground-state.
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4.3.1 Temperature measurement
An important quantity in the charge-exchange experiment is the temperature of the
MOT. In order to understand the interaction energy between the atoms and ions, we
would like to know the temperature of the MOT. We can measure the temperature
of the MOT by observing the MOT as it undergoes ballistic expansion when the 589
nm cooling laser is turned off suddenly. Since the vacuum chamber is at low-vacuum,
if we quickly modulate the trapping forces in the chamber off, the atoms will travel
without collisions, and result in purely ballistic expansion.
We use the EOM, which creates the sideband in our MOT laser. Depending on
the type of MOT and the transition we lock to, the carrier is either the cooling-laser
or the repump. If we shut off the EOM, the laser only shines at the carrier frequency.
Since this is near an atomic resonance, it will pump all of the atoms into the ground-
state out of resonance with the carrier laser. After some pumping time, the MOT
atoms are all in a dark state, which means that the laser will no longer cool the
atoms. After some off-time, the laser is turned back on. We use the CCD camera
with a quick exposure to determine the size of the MOT after this ballistic expansion.
We can model the ballistic expansion of the MOT by assuming the atoms are all
non-interacting after the trapping forces are shut off. This assumption means that
under ballistic expansion, our MOT distribution width σ will follow the relation [63]
σ2 = σ20 +
kBT (∆t)
2
m
, (4.12)
where σ0 is the initial distribution width, kB is the Boltzmann constant, T is the
initial atom temperature, and ∆t is the time passed since the trapping forces are
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Figure 4.13: The squared radius is proportional to time squared during purely
ballistic expansion. Each data point represents multiple measurements of the size
of the MOT after the corresponding off-time. Each curve is fit to Eq. (4.13), to
determine the temperature of the MOT.
turned off. Unfortunately, our detection system has its own characteristic Gaussian
width (the trapping lasers). To account for this, we can implement a parameter into
our fit which depends on (∆t)4. Thus, Eq. (4.12) becomes
σ2 = σ20 +
kBT (∆t)
2
m
+ a(∆t)4. (4.13)
This is the formula we use to fit our data, seen in Fig. 4.13. We can extract T as a
direct fitting parameter from this fit, giving us the MOT temperature.
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Figure 4.14: The ion creation rate is plotted vs. the relative phase of the chop,
δ. As the duty cycle of the chop increases, the region of unchanged ion creation
rate becomes smaller. We choose to chop at 45% duty cycle, since it results in
the maximal decrease in ionization rate, while maintaining a favorable ratio of
MOT on-time to 397 nm laser on-time. At optimal phase, we measure a 99.96%
reduction in ionization rate from the non-chopped scenario.
4.3.2 MOT chopping
There are some complications when trying to cool the ions with a Na MOT present.
The photoionization threshold for excited Na[32P1/2] is ≈ 409 nm [46], which means
that the 397 nm used for cooling and shelving Ca+ will very efficiently photoionize
the excited Na in our MOT [64]. The continuous quenching of photoionized Na+
via MSRQ is sympathetically heats the co-trapped Ca+ ions. To eliminate the pho-
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Figure 4.15: The percentage increase in MOT volume is plotted as a function of
chopping frequency in kHz. This is fit to Eq. (4.13) with transformed coordinates
into frequency and normalized to the initial MOT size. This analysis can be used
to determine the optimal chopping frequency. We chose to chop at 5 kHz.
toionization process, we asynchronously chop the 397 nm beam with a mechanical
chopper-wheel and modulate the MOT’s 589 nm beam with the EOM. We run our
chop at a MOT duty-cycle of 45%, which results in a 99.96% reduction in pho-
toionization rate on the MOT by the 397 nm laser.
Due to ballistic expansion, which was discussed in the previous section, the MOT
will expand some amount during the chopping of the laser. Using the same data as
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in Fig. 4.14, we can instead plot our resultant MOT volume as a function of chopping
frequency. We find that there is a critical frequency, above which the size does not
noticeably change. This, of course, is dependent on the temperature of the MOT.
For the largest, hottest MOT, we find that 5 kHz is adequate so that the MOT does
not significantly change size. We must balance this with the time it takes the atomic
states to relax, so that none of the ballistic atoms are excited. Thus, we chop our
397 nm laser beam and MOT EOM signal at 5 kHz. It is worth noting here that the
chop period is much less than the D-state relaxation time, which means that any ions
shelved in the D state will stay there during the 397 nm laser-off phase of the chop
cycle. During the charge-exchange measurement, we can estimate the average MOT
size by imaging the MOT continuously during the chop.
4.4 Laser Locking
In order to achieve the frequency stability required to consistently address atomic
transitions, we must lock our lasers. Depending on the frequency-stability
requirement, we can perform more or less-rigorous locking methods. However, the
basis of most locking methods rely on proportional-integral-derivative (PID) locking.
The PID loop is part of an active-feedback mechanism which will stabilize our laser. In
the case of the 589 nm sodium laser, the PID loop gets an input from the saturation-
spectrum signal, which will be discussed here. This signal is distilled into an indicator
which varies near the set-point of the lock. The PID algorithm is then applied to the
signal, which gives an output f(t) to the laser to bring the laser closer to the set-point,
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s. In the PID locking method, we can express the output of the PID circuit, f(t), as
f(t) = CP [e(t)− s]︸ ︷︷ ︸
proportional
+CI
∫ t
0
[e(t′)− s] dt′︸ ︷︷ ︸
integral
+CD
de(t)
dt︸ ︷︷ ︸
derivative
, (4.14)
where CP , CI , and CD are the proportional, integral, and derivative gains, and e(t) is
the error function which is proportional to the frequency of the laser in this context.
By adjusting the individual gains, we can change the quickness and ringing behavior
of the lock. The PID lock is the crux of all of the locks considered in this section.
There are other, more advanced methods which are used to lock lasers in our
experiment. For example, the SHG cavity in the 589 nm laser is locked using the
Pound-Drever-Hall method. This method is used to lock to the resonance of a cavity,
and is essential for continuous operation of the cavity with an uninterrupted mode. It
operates by locking the backwards-reflected signal from the cavity in order to ensure
the cavity stays at its resonance. We will not discuss that here, since it is beyond the
scope of our experiment.
4.4.1 Saturation spectrum lock
The saturation spectrum locking method was discussed in detail earlier. When locking
our 589 nm laser, we can use this method in order to lock to specific hyperfine
transitions in the Na D2 line. In order to lock to a variable point in the manifold, we
employ two AOMs in our optical setup in order to shift the frequency of the locked
light. We double-pass the AOMs which makes it such that shifting the frequency of
the AOM does not affect the output angle of the beam. We shift one AOM up, and
the other AOM down, which results in a wide range of frequency shifts allowed in our
setup. Typically, for the Type I MOT, we utilize frequency shifts which correspond to
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Figure 4.16: The relationship between AOM frequency and tuning voltage is
shown for the Isomet (left) and Brimrose (right) AOMs. Typically, the Brimrose
AOM is operated at 6.7 V, while we use the Isomet to vary our detuning for the
type I and type II MOTs. The frequency ranges corresponding to these two MOTs
(left) is shown in orange and blue respectively.
an atomic detuning between 7 MHZ and 22 MHz. Similarly, we utilize frequency shifts
which correspond to atomic detunings between 0 MHz and 22 MHz. These frequency
ranges correspond to the “good” MOT. The typical AOM voltages corresponding with
these frequency shifts are plotted in Fig. 4.16, for locking from the F = 2 ground state.
Typically we lock to the same point when locking the laser on the transition from
the F = 2 ground-state. The strongest transition in the saturation-spectrum signal
is the F = 2 → F ′ = 2/F = 2 → F ′ = 3 crossover resonance. We employ a small
oscillation into our saturation-spectrum signal, and use lock-in detection to determine
the derivative signal. We can use the derivative signal to lock our laser with a set-
point of 0. A typical scan and derivative can be seen in Fig. 4.17. By locking to this
point, we can vary the frequency anywhere along the AOM shift range. This gives us
more than enough room to shift across the entire excited-state manifold, and allows
us to study the behavior of the two MOTs over a wide range of detunings.
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Figure 4.17: The saturation spectrum for stabilizing the 589 nm reference laser
(left) has peaks at each of the hyperfine transitions and crossovers in sodium. Two
known peaks were fit and the distance between them was calibrated to the known
frequency separation of 29.163(43) MHz.[45] The derivative (right) is used to lock
to the peak of the central crossover resonance and the local slope at the lock point
is used to calibrate the frequency jitter.
4.4.2 Fabry-Perot laser lock
6
In order to lock our lasers which do not have accessible optical transitions, we require
a more sophisticated locking mechanism. In this experiment, we have employed
a simple, low-cost method of locking a laser to a highly stable reference laser
within a single FP cavity and a single software proportional-integral-derivative (PID)
regulator. Many contemporary atomic physics experiments require multiple lasers,
and it is common for atomic physics laboratories to use at least one stabilized laser
system. The method presented here enables us to lock both ultraviolet (UV) and
infrared (IR) laser diodes to our reference laser using widely available dichroic mirrors,
FP cavities, and National Instruments’ (NI) hardware and software (LabVIEW). We
take advantage of our stabilized laser at 589 nm used for the cooling and trapping of
neutral sodium atoms (which is already stabilized to an atomic standard) to lock the
6The majority of the text and figures from this section are directly reproduced from our
manuscript [65] with permission.
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ion-cooling laser at 397 nm and the repumper laser at 866 nm.
The locking method discussed here is similar to those that lock a FP cavity to
a stabilized reference beam (transfer cavity)[66–71]. In the transfer cavity lock, the
cavity is locked to an independently stabilized reference laser first, then the secondary
laser is locked to the cavity. To achieve independent stabilization of the Fabry-
Perot (FP) cavity requires additional equipment, usually including an electro-optic
modulator and independent PID circuit. P. Bohlouli-Zanjani et al. created a lock
using a transfer cavity with a stability of ∼ 1MHz [70]. We achieve comparable
stability results at less cost and sophistication. With a more sophisticated and costly
setup, F. Rhode et al. obtained a lock stability of 130 kHz by using custom-built
analog PID modules in addition to the required modulators [71]. However, many
laser locking applications do not require such a robust lock, such as the Doppler
cooling of ions (which often have wider atomic transition linewidths as compared to
neutral alkali atoms). Thus, we propose a much simpler digital lock where the FP
cavity length is continuously scanned and the two laser signals are compared with
each other. This simplifies the lock setup significantly and eliminates the need for
any temperature stability or extra feedback systems.
Nizamani, et al. [72] also use a continuously scanned FP cavity, but in that
case, two IR wavelengths are locked to one another. The beams have different po-
larizations and are combined using polarizing beamsplitters (PBS). However, at UV
wavelengths efficient PBS optics can be prohibitively expensive. Also, optics designed
for one wavelength regime are often ineffective at other wavelengths. For this reason,
our method uses dichroic mirrors. An additional notable outcome of our work is
that it shows how easily this technique can be to generalized to lock very different
wavelengths or even multiple lasers to the same reference laser.
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For most uses, locking UV lasers with a hollow cathode lamp is a sufficient atomic
reference to frequency lock, as in the experiments with E. W. Streed et al. [73] and
S. C. Burd et al. [74]. In addition, J. Smith et al. [75] were able to lock using an
atomic vapor cell reference. However, these schemes are limited by the Stark and
Doppler-broadened linewidth width of the transition, which is sometimes too broad
for locking. Also, locking with a hollow cathode lamp is very specific, only allowing
locking to specific ionic transitions. Our use of an offset lock allows for locking to any
wavelength, simply limited by the optics in the FP cavity.
Equipment
The long-term frequency stability of the 589 nm laser is narrow (150 kHz), as
compared to any of the Na D2 transition linewidths. We use this laser as a reference
beam for the locking the other lasers. We lock the 397 nm and 866 nm laser with
separate Thorlabs SA200 FP interferometers (free spectral range of 1.5 GHz) and
four photodiodes from Advanced Photonix Inc. (SD100-13-23-222-ND, (2) SD100-
12-22-021-ND, SD100-14-21-021-ND), two for each wavelength pair.
We create two sets of colinear beams: one 589-866 nm beam and one 589-397
nm beam, which are directed into separate FP cavities, labeled FP1 and FP2 in
Fig. 4.18. After the light passes through the cavities, a dichroic mirror separates
the two wavelengths and the transmitted intensity of each wavelength is separately
measured by wavelength specific photodiodes. An operational-amplifier (op-amp)
current-to-voltage circuit is used to change each photodiode current measurement
into a voltage before feeding the signal into our National Instruments (NI) DAQ
hardware, as seen in Fig. 4.19. Using the circuit to change the current measurement
to a voltage measurement gives better impedance matching between the photodiode
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Figure 4.18: (Color Online) The optical table contains three lasers, two of which
are paired with the 589 nm reference laser. The frequency stabilization of the 589
nm laser itself is not shown here. Each pair of beams is combined with a dichroic
mirror (D) before being sent through its respective FP cavity (FP 1,2) and then
separated by a second dichroic mirror. The four photodiodes (PD) convert the
light into a current signal which is then sent to the DAQ system and a control
computer via current-to-voltage conversion in the PD box. Each arrow represents
an electronic connection, and BS represents a visible beamsplitter.
and the DAQ input, resulting in a cleaner input signal.
As the length of each cavity is scanned with a sawtooth waveform, each FP cavity
will transmit light when the cavity length is an integer multiple of the wavelength.
We observe peaks from each of the lasers in the cavity, as shown in Fig. 4.20. We
obtain the peaks as a function of sample number, recorded by the LabVIEW VI,
which varies directly with cavity length during a scan. We then plot as a function
of the relative frequency of each laser, calibrating our horizontal scales to the free
spectral ranges for each color as seen in Fig. 4.20.
The signal fed back to the diode lasers’ piezo-controlled grating is the sum of
the error signal generated via the locking algorithm (discussed in Sec. IIB) and an
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Figure 4.19: The LabVIEW program reads the voltage measurements from the
photodiodes (PD), analyzes the peaks, and outputs an analog error signal signal
which is added to any additional externally controlled offsets. The total error
signal is then fed to the diode lasers piezo-controlled diffraction grating. The
starred resistor controls the input gain. All other resistors have the same equal
values.
externally controlled offset. The addition of the signals is performed using an op-amp
voltage adding circuit shown in Fig. 4.19, which allows us to scan the diode laser
frequencies while the laser is locked or add a manual offset.
LabVIEW locking interface
The LabVIEW interface incorporates an NI 9215 analog input board along with an
NI 9205 output board in order to interact with the electronic elements on the optical
table. The inputs and outputs are noted in Fig. 4.18 as arrows entering or exiting each
of the optical components. The program runs in a loop which is repeatedly executed
until a stop command is given. It begins by initializing a continuously running scan of
the FP cavities. The LabVIEW built-in virtual instrument (VI) peak-find algorithm
determines the relative location of each laser’s FP signal peak (in units of sample
number) from its respective photodiode signal. The feedback loop tries to keep the
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Figure 4.20: Each FP ramp scans over resonances of both the lasers in the
cavity. The solid signal is from the transmission of 397 nm laser, while the dashed
signal is from the transmission of the 589 nm laser. The x-axes are expressed
in terms of the relative laser frequency of each color. While scanning the cavity
length, the peak interval varies in proportion to the laser wavelength, so the 589
nm peaks are farther apart than the 397 nm peaks. The linewidths of the 397 nm
and 589 nm signal are 80.7(6) MHz and 101(2) MHz respectively.
relative transmission peak location constant. The continuously updated value of the
relative peak locations is considered the input process variable for the LabVIEW
built-in PID VI.
The PID VI is a digitally programmed and implemented PID regulator that works
similarly to its analog counterpart with a set point, process variable, and error output.
In our case, the set-point is the desired peak separation and the process variable is the
actual peak separation. The process variable is compared to the set-point and their
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Figure 4.21: The initial locking behavior of the 397 nm laser is demonstrated.
The PID set point is set to a relative frequency difference of 0. In this figure, the
laser locks to a steady state in less than 0.5 seconds.
difference is converted into an output via the typical PID formula, an adaptation of
Eq. 4.14, adopted to our discrete system,
F (t) = Cpf(t) + Ci
t∑
τ=0
f(τ) + Cd
∆f(t)
∆t
. (4.15)
In this formula, F (t) is the output value, f(t) is the input process variable, and Ck
are the PID parameters. The quantity ∆t is set by the time of one iteration of the
program.
For example, once the 397 nm laser is at the desired frequency and the lock is
engaged, an error signal is generated that attempts to maintain the relative peak
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signal separation between the 589 nm FP signal peak and the 397 nm FP signal
peak. The immediate locking behavior is demonstrated in Fig. 4.21. The relative
position between the independently stabilized 589 nm signal and the 397 nm FP
signal passing through a single FP cavity stays constant, even when the FP signals
undergo thermal drift, because the two peaks drift together, so the relative position
is a thermal-drift-insensitive lock point. This scheme requires that the length of the
FP cavities be continuously scanned, so that the current FP signal peak difference
can be continually measured and the error signal be continually updated once each
iteration of the program’s loop. Each iteration of the program takes roughly 160 ms,
which is the limit to the speed of the lock. This entire locking process is pictured
schematically in Fig. 4.19.
Our particular National Instruments (NI) DAQ analog input hardware runs at
100 kS/s (kilo-samples per second) per channel, which in practice limits our ability
to resolve signals. However, NI boards with much higher rates, 1 MHz, do exist.
This means, in our experiment, that the factor limiting our locking speed is the FP
ramp and the speed of the LabVIEW program. Thorlabs sells separately a control
box (that we do not use in our setup) to ramp their FP, which has a maximum scan
rate of 100 Hz. In practice, it has been our experience that we can scan the FP faster
than 100 Hz without damage to the FP. In principle, a more streamlined program
could improve the speed of the lock.
Lock Stability
To accurately quantify the stability of the cooling lasers, we must first quantify the
lock stability of the reference laser (589 nm). The reference laser is locked to the top
of a peak in the Na Doppler-free saturation spectrum by using lock-in modulation
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and locking the derivative to the signal’s zero crossing. Since we are locking to the
top of a peak, there is a well-defined slope of the derivative signal at the locking
point (0V, or slope 0), as seen in Fig. 4.17. We can use the known values of the
transition hyperfine splitting between the F = 2 → 3′ hyperfine transition and the
crossover between the F = 2 → 2′ and F = 2 → 3′ transitions in the Na D2 line
to calibrate how much our laser has deviated while locked. The difference between
these two transition frequencies is half that of the difference between F = 2→ 2′ and
F = 2→ 3′ transitions, which is known to be 58.326(43) MHz, therefore the distance
between the transition and crossover as 29.163(22) MHz.[45] Using this as a reference
and the local slope of the derivative at our lock point, a number entirely based upon
our lock-in amplifier settings, we obtain the calibrated jitter of the locked laser. The
distribution of the lock jitter, when sampled every 5 ms, while locked for 100 seconds,
yields a FWHM linewidth of ∼ 150 kHz when the distribution was fit to a Gaussian
profile, as seen in Fig. 4.22. The stability of the reference laser gives an upper-bound
on the stability of the Ca+ cooling diode lasers.
Our continuous scanning lock scheme requires enough long-term temperature
stability that the features being scanned do not drift beyond the scan window,
eventually wrapping around the scan. The Thorlabs FPs that we use exhibit thermal
drift such that the cavity typically drifts less than a free spectral range in 3 hours.
For certain applications that require a longer lock-time, a secondary lock could be
implemented that fixes the position of the peak on the LabVIEW screen of the 589
nm reference beam relative to the FP ramp. This secondary lock could easily be
implemented using a command in LabVIEW to adjust the ramp offset in order to
fix the location of the 589 nm peak relative to the scan window. Unlike the transfer
cavity lock or temperature stabilized FP cavities, this lock is internal to the LabVIEW
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Figure 4.22: The 589 nm reference laser has a long term linewidth of ∼ 150
kHz as measured via the derivative lock signal. The bin size of the histogram is
20 kHz. These data were taken over the time period of 100 sec.
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Figure 4.23: The 397 nm laser (a) and 866 nm laser (b) distributions are
fit while locked and unlocked. The fit line indicates a fit of the locked laser
frequency deviation to a normal distribution. Each laser was locked using a FP
ramp frequency of 90 Hz, accumulating data for 1 hour in each case.
program, and would not require any extra equipment.
The cooling and repumping transitions are at 396.847 nm and 866.216 nm
4.5. LIGHT DETECTION SYSTEMS 89
in vacuum, with their respective natural linewidths of 2pi × 20.7 MHz and 2pi ×
1.7 MHz.[76] Each laser is stabilized to better precision than the transition linewidth
in order to effectively laser-cool the ions. The stabilities of these two lasers were
determined by compiling the locked and unlocked frequency data over the course of
an hour. The FP signal jitter was measured and calibrated using the FP free spectral
range. As we can see in Fig. 4.23 (a), the 397 nm laser is very stable without a lock,
resulting in the lock only slightly improving the laser linewidth from 2pi×13.8(2) MHz
to 2pi×6.7(2) MHz, but much smaller than the transition linewidth of 2pi×20.7 MHz.
In Fig. 4.23 (b), the custom-built 866 nm laser exhibits dramatic improvements when
locked, reducing its linewidth from 2pi× 89.1(5) MHz to 2pi× 8.6(2) MHz, somewhat
larger than the repump transition linewidth of 2pi × 1.7 MHz. This is adequate,
however, to repump the atoms into the cooling cycle. While our method does not
lock well enough for applications requiring sub-MHz precision, it is more than robust
enough to lock the Doppler-cooling and repumping transitions in Ca+ ions, and we
have achieved smaller linewidths than similar techniques[72] previously reported.
4.5 Light detection systems
Many measurements in our system reduce to a measurement of light. In this section,
we will discuss the different light detection systems, as well as how we make use of
them.
4.5.1 Photomultiplier Tube
In order to measure very small signals of light, we use a photomultiplier tube (PMT).
A PMT consists of a highly sensitive photocathode creates electrons from incident
photons. These electrons then travel through a medium where the generated electron
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is multiplied in a dynode chain, which creates a current proportional to the incoming
flux of photons.
A PMT only outputs one current, meaning that any light incident anywhere on
the PMT’s active area will create a similarly amplified pulse. This means that the
PMT does not give a spatial distribution of light. However, it is useful for measuring
the total brightness of our system. We position the PMT outside the chamber, and
focus light from the MOT/LPT trapping region via a 1:1 focused lens.
To determine the collection efficiency of the PMT, η, we need measurements of
the object distance to the lens, the radius of the chamber arm’s viewport in front
of the lens, and the transmission coefficient. The first is measured by measuring
the distance to a projected MOT image, from which we can determine the distance
from the lens to the MOT. The radius of the chamber arm was measured with a
caliper, and the transmission coefficient was determined by measuring the power
transmitted by the laser through the window and lens. Through this method, we
determined η = (1.59±0.05)×10−3. The overall PMT calibration was determined by
shining a weak probe into the PMT, and comparing the measurement of a calibrated
power meter to the PMT voltage. The final value for that calibration is κPMT =
(7.19± 0.23)× 105 atoms/V.
4.5.2 Cameras
For measurements which require a spatial record of the brightness, we use cameras
to image each trap. We have two cameras in our setup, a Thorlabs 1.3MP CMOS
camera, and a Mightex 1.3MP monochrome CCD camera. The CMOS camera has
color resolution, but much worse sensitivity in the UV than the CCD camera. The
advantage of having two cameras is the ability to image the same thing (MOT or
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Figure 4.24: A ruler was imaged by the CCD (left) and CMOS (right) camera
using the same lens orientation as when viewing the MOT/LPT. Each line in the
figure on the left represents 1 mm, while the right image is in inches. Image analysis
software was used to determine the calibration of pixels/mm for each image.
ion crystal) from two orientations. We orient the cameras orthogonally, which allows
us to measure the complete distributions of each trap. This allows us to calculate
the overlap between the MOT and ion distributions when performing the studies of
charge-exchange.
Our images are focused onto the camera sensors via lenses. The CMOS camera
has a compound lens system which is built into the camera. This lens can change the
depth of focus as well as the focus. The CCD camera is mounted separately from a
single lens which focuses light from the center of the chamber. The lens on the CCD
camera has a 10 cm focal length, and is achromatic to prevent spherical aberration
when imaging multiple ions. The size calibrations of each camera is performed by
imaging a ruler at the focus distance of the MOT. We then analyze these images to
determine the ratios of pixels/mm in each camera. The ruler images can be seen in
Fig. 4.24. This analysis reveals a calibration of 75.1 pixels/mm for the CMOS camera
and 312 pixels/mm for the CCD camera.
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4.6 Apparatus
The experimental apparatus consists of a concentric MOT and LPT, seen in Fig. 4.25.
The spatial distribution of each trap is imaged by a CMOS and CCD camera, and
the brightness of trapped atoms or fluorescing trapped ions can be measured with the
PMT. We can measure the population of the LPT by extracting the ions through the
mesh and into the CEM. A false-colored image of the ion crystal and MOT can be
seen in the overlay of Fig. 4.25. This experimental apparatus is all contained within
a vacuum chamber, which is kept at low pressure ∼ 10−10 Torr. In this section, we
will discuss the intricacies of the optical setup, including some problems that were
solved by modifications in the order of optical components on the table. We will also
discuss the experimental timing used for our general experiment.
4.6.1 Optical layout
Outside the vacuum chamber, we must manipulate our lasers in order to cool, trap,
and ionize our neutral and ionized atoms within the chamber. A schematic drawing
of our optical table is shown in Fig. 4.26. The 589 nm laser is the workhorse of our
experiment. We use saturation spectrum locking in order to lock the 589 to the proper
transition from a heated Na cell. We incorporate two AOMs in the optical path in the
saturation spectrum lock, to shift the frequency of the light being locked. In previous
iterations of this experiment, one of the AOMs was directly in the beam path, before
the EOM. However, due to the large amount of optical power at that juncture in
the optical path, the AOM would introduce divergence into the optical beam. As a
function of power, this divergence is shown in Fig. 4.27. We have mitigated this issue
by putting the AOMs in the low-power saturation-spectrum lock.
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Figure 4.25: The hybrid trap consists of a concentric Na MOT (yellow sphere)
and LPT (blue ellipse). The MOT is created using six counter-propagating 589
nm lasers (yellow) of a specifically chosen polarization as well as anti-Helmholtz
magnetic field coils shown at the top and bottom of the figure. The LPT traps
ions, and is created by using four segmented rods (copper). We apply a r.f. voltage
to the center segments for radial confinement, as well as a constant positive voltage
to the end-segments for axial confinement. We can measure the ion population in
the LPT by gating the end-segments into a dipole configuration, which causes the
ions to extract through the equipotential mesh and into the high-voltage CEM. Ion
lasers include lasers to excite (423 nm) and ionize (375 nm) neutral Ca, as well as
cool (397 nm) and repump (866 nm) the ionized Ca+. Measurements of the bright
ion and atom-distributions can be made using one of the two cameras. A false-
colored image (top right) from the CCD shows the MOT overlapped with the ion-
cloud. Additional fluorescence measurements can be made of either distribution
by the calibrated PMT.
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Figure 4.26: The laser table contains six lasers in order to trap and cool Na,
create Na+, and create and cool Ca+. The EOM is used to create sidebands in
the 589 nm light in order to repump or trap Na, depending on the MOT type.
The 397 nm, 423 nm, and 866 nm lasers are all combined via dichroic mirrors and
enter the chamber coaxially (referred to as ion lasers in Fig. 4.25). The chopper
wheel is used to chop these lasers (primarily the 397 nm light) in order to perform
the D-state charge-exchange measurement. We use two double-passed AOMs to
shift the light before it enters the saturation spectrum lock, so that we can vary
the lock-point.
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Figure 4.27: The beam width is measured 1 m after an AOM (left) and EOM
(right) for variable powers. The power in these figures is calculated from a pick-
off, and the total power is approximately 10 times larger through the AOM/EOM.
Clearly, there is a changing divergence introduced by high optical power traveling
through the AOM. Also, note the changing in ellipticity as power increases. The
data on the right show a constant behavior of size and divergence with optical
power.
In order to lock our other Ca+ lasers, we utilize the LabVIEW Fabry-Perot
locking scheme, discussed previously. This scheme is pictured on the top right of
the table, and includes dichroic mirrors, which will pass and reflect distinct ranges
of wavelengths. The signals coming out of the Fabry-Perot cavities are read on a
photodiode and into the computer. Our chopper is depicted in Fig. 4.26. We shrink
and re-expand the beam around the chopping region so that the switching time is
small compared to the chop frequency. The vacuum chamber is also depicted in
Fig. 4.26, which contains the apparatus depicted in Fig. 4.25.
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Chapter 5
MOT excited-state fraction1
Accurate knowledge of the steady-state fraction of MOT atoms in the excited-state,
fe, is a critical and fundamental characteristic of a MOT. For example, fe is tra-
ditionally used in determining the total number of atoms within a MOT [77]. In
fact, most measurements of cold atomic clouds reduce to some record of the cloud’s
brightness, either under normal trapping conditions or when illuminated by a weak
probe beam. In either case, the interpretation of those data is entirely dependent on
the excited-state fraction of the trapped atomic cloud [45].
Additionally, measurements of cold-atom ionization cross-sections [78–80] for cold
quantum chemistry [9, 81–86] require accurate knowledge of the excited-state and
ground-state populations. Experiments [84] and ab initio calculations [87, 88] show
that knowledge of the electronic state of the reactants is necessary to determine these
multi-channel reaction rates and corresponding branching ratios.
Surprisingly, fe is almost never directly measured, but is instead indirectly
1The majority of the text and figures from this section are directly reproduced from our
manuscript [39] with permission. c⃝ 2018 American Physical Society.
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determined using an idealized two-level model. For example, a model-dependent
measurement was performed for a Rb MOT by Dinneen et al. [80]. More recently,
Glover et al. [89] performed a model-dependent measurement on a Ne MOT.
The commonly used idealized two-level model is based on the steady-state solution
to the optical Bloch equations was determined in Chapter 3 (Eq. 5.1), but we will
reiterate it here:
fe =
(
1
2
)
I/Is
1 + I/Is + (2δ/Γ)2
, (5.1)
where I is the total MOT laser intensity summed over the six beams, δ is the detuning
from atomic resonance, and Γ is the transition’s natural linewidth [45, 90]. Here, the
saturation intensity Is is consistent with the definition from Refs. [45, 90], e.g., for
circularly polarized light, the theoretical saturation intensity is given by
Is = Is,σ =
ℏω3Γ
12pic2
, (5.2)
where ω is the angular frequency of the atomic transition, ℏ is Planck’s constant
divided by 2pi, and c is the speed of light in vacuum. By defining a saturation
parameter
s ≡ I/Is
1 + (2δ/Γ)2
, (5.3)
we can write an alternative expression for Eq. (5.1) as
fe =
1
2
(
s
1 + s
)
. (5.4)
Despite the fact that MOTs have been commonly used in many cold atomic physics
laboratories since the late 1980s [91], only recently has there been any direct model-
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independent measurements of a MOT’s excited-state population [92, 93]. Moreover,
these studies were limited in scope to two commonly used isotopes of rubidium
(Rb). Unexpectedly, those studies found that the simple two-level model has better
predicting power than more sophisticated models [94, 95], if an experimentally
determined effective saturation intensity Ise is used. These model-independent Rb
measurements were able to precisely quantify this effective saturation intensity,
demonstrating that its value remained constant over a wide range of trap settings.
References [92, 93] found that the experimentally determined effective saturation
intensity for 87Rb is about 2.8 times larger than the circularly-polarized theoretical
saturation intensity and 1.3 times larger than the isotropically-polarized theoretical
saturation intensity [96]. In a sodium (Na) MOT, we expect the excited-state fraction
of Na to show an even greater departure from the idealized two-level system than
was measured in Rb. This is because the excited-state hyperfine structure in Na is
narrower, making repumper conditions more sensitive in Na than in Rb.
For example, a rough calculation shows that if we assume the cycling and re-
pumper transition strengths are comparable and that I ≪ Is, the photon scattering
rates2 for the type-I Na or 87Rb MOT’s cycling transition (F = 2 to F ′ = 3) and
“leakage” transition (F = 2 to F ′ = 2) are
Rcycle ≈ Γ
2
I/Is
1 + (2δ/Γ)2
(5.5)
and Rleak ≈ Γ
2
I/Is
1 + [2(∆− δ)/Γ]2 , (5.6)
respectively. Here, ∆ is the splitting between the excited cycling F ′ = 3 state and the
2Here we assume I ≪ Is for simplicity, but this approximation does not apply during the
experiment. However, the qualitative conclusion that the Na has more sensitive repumper conditions
than Rb remains the same, even if I > Isat.
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leakage F ′ = 2 state for the type-I MOT. By taking the ratio of these two rates and
using the values from Refs. [45, 96] for Γ and ∆, as well as assuming that δ ≈ Γ/2,
we get an estimate that on average, the leakage excited-state is populated about once
every 60 cooling cycles for Na, but only once every 3900 cooling cycles for 87Rb. Last,
we would expect the effective saturation intensity for Na or Rb to be greater than
the two-level model would predict since leakage to other states necessitates greater
intensity to saturate the cycling transition.
5.1 Experiment
A model-independent measurement of fe can be made by comparing two methods of
measuring the number of ions created from the MOT via PI within our hybrid trap:
directly, with our LPT and calibrated CEM, and indirectly by monitoring the change
in MOT fluorescence when exposed to the PI laser. We will begin with a discussion
of the latter method. The total PI rate of the MOT, γpi, which is proportional to the
MOT’s excited-state fraction, is defined as
γpi =
σpifeIpi
hνpi
≡ ζIpi, (5.7)
where σpi is the PI cross section, Ipi is the intensity of the PI laser, and hνpi is the
energy per PI photon [97–100].
We operate our MOT in the temperature-limited regime [37, 98, 101], where the
volume of the MOT VMOT remains constant during loading, and thus the temperature
remains constant since the two are proportional. Meanwhile, the MOT density nMOT
increases linearly with increasing atom population Na. Collisions between two MOT
atoms lead to a quadratic two-body loss rate βnMOT [102]. Collisions with constant
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density uncooled background Na atoms result in a linear loss rate γb. We model the
MOT loading behavior with a non-linear rate equation
dNa
dt
= LMOT − γtNa − β
VMOT
N2a , (5.8)
where LMOT is the constant rate at which atoms are loaded into the MOT, and γt is
the total single-body linear loss rate [98]. If the only single-body loss rate is due to
background gas collisions, then γt = γb. The general solution to Eq. (5.8) is
Na(t) =
2LMOT (1− e−γet)
γe + γt + (γe − γt) e−γet , (5.9)
where
γe =
√
γ2t +
4βLMOT
VMOT
. (5.10)
The steady-state atom population N˜a can be found by taking the limit of Eq. (5.9)
as t→∞, which yields
N˜a =
2LMOT
γt +
√
γ2t +
4βLMOT
VMOT
. (5.11)
To convert from atom units to PMT signal (voltage) units we use the energy per
589 nm photon EMOT, the known detector collection efficiency factor related to the
fraction of the total solid angle imaged on to the PMT η, and most importantly, the
excited-state fraction of atoms fe. The geometric collection efficiency η = (1.59 ±
0.05) × 10−3 remains constant throughout the experiment. The absolute calibration
of the PMT at the MOT wavelength is captured in the variable cPMT, which was
discussed in Sec. 4.5.1 We can express LMOT in terms of the PMT measured loading
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rate LPMT (volts per second) as
LMOT =
(
1
ηcPMTEMOTΓ
)
LPMT
fe
≡ κPMT
fe
LPMT, (5.12)
where we have combined the prefactors into an overall PMT calibration, κPMT
multiplied by the PMT measured loading rate LPMT. In a typical experiment for
the type-I MOT, κPMT = (7.19± 0.23)× 105 atoms/V. Clearly, it is also true that
NMOT =
κPMT
fe
NPMT, (5.13)
where NPMT is the PMT voltage signal proportional to the excited atom number.
For convenience, we group several of the constants into a directly measured MOT
loss rate D, which is equivalent to βκPMT/(VMOTfe). Rewriting Eq. (5.9) in terms of
parameters we experimentally measure yields
NPMT(t) =
2LPMT (1− e−γet)
γe + γt + (γe − γt) e−γet , (5.14)
where we have rewritten γe as
γe =
√
γ2t + 4DLPMT, (5.15)
When the MOT is also experiencing PI, there is an additional one-body loss rate
γpi, which increases the total loss rate
γt = γb + γpi = γb + ζIpi. (5.16)
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Figure 5.1: (Color online) The MOT loss rate changes as a function of PI
intensity Ipi. Each curve is fit to Eq. (5.14). The inset shows the fitted value of
the total loss rate γt vs. the PI intensity Ipi. The the slope of the linear fit within
the inset is equivalent to ζ and the y intercept is equivalent to γb, from Eq. (5.16).
By fitting the MOT loading curves to Eq. (5.14), we obtain fit values for LPMT, D,
and γt. The fit values of LPMT and D do not change with Ipi, but Eq. (5.16) suggests
that γt changes linearly with Ipi. A fitted slope and y-intercept of a γt vs. Ipi scatter
plot will yield ζ and γb, respectively. Figure 5.1 shows a plot of the PMT MOT-
loading data with a corresponding fit to Eq. (5.14). A representative plot of γt vs.
Ipi can be seen in the inset, fit to Eq. (5.16).
By suddenly turning on the LPT while the MOT is in steady-state and subjected
to PI radiation, we can load the LPT for a variable duration tload. We use the
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Figure 5.2: (Color online) A typical curve of LCEM vs. Ipi is shown. A one-
parameter fit with Eq. (5.19) gives a model-independent value for fe. All other
variables in Eq. (5.19) are directly measured independently. Each value for LCEM
is calculated from a linear fit of a CEM loading curve, shown in the inset. Each
loading curve corresponds to a specific PI intensity, which is plotted on the cor-
responding LCEM vs. Ipi curve with the same data point shape and color. The
PI intensity was measured before each LPT loading curve. The uncertainty in PI
intensity comes from the standard deviation of this set of intensities.
calibrated CEM to measure the number of Na+ ions created during this loading time.
As discussed earlier, we assume that every ion created from the MOT becomes an ion
loaded into the LPT. The loading rate becomes
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LI = N˜aγpi = N˜a(Ipi) ζ(IMOT) Ipi, (5.17)
where we have emphasized that N˜a is a function of Ipi, due to its dependence on γt
in Eq. (5.11) and that ζ is a function of the total cooling-laser intensity IMOT, due to
its dependence on fe in Eq (5.7). We have verified experimentally that nearly all of
the ions loaded into the LPT come from the MOT and not the excited uncooled
background Na vapor. This is a consequence of the MOT being several orders
of magnitude more dense than the background gas. For small values of tload, as
compared to the time it takes the LPT to saturate, we expect NI = LItload, making
LI extractable from plots of NI vs. tload, as previously shown in Refs. [37, 64] and
shown here in the inset of Fig. 5.2. If the CEM is calibrated, then LI can be expressed
in units of ions per second, i.e.,
LI = LCEMκCEM, (5.18)
where LCEM is the loading rate measured in CEM signal-voltage per second and κCEM
is the calibration for the number of ions trapped per CEM signal volt.
Substituting Eq. (5.18) into the left-hand-side of Eq. (5.17) and substituting
Eq. (5.11) into the right-hand-side of Eq. (5.17) gives
LCEM =
1
fe
(
κPMT
κCEM
)
2LPMTζIpi
γb + ζIpi +
√
(γb + ζIpi)2 + 4DLPMT
, (5.19)
where we have also substituted Eq. (5.12) for LMOT in Eq (5.11). Except for fe, all
of the parameters in Eq. (5.19) are directly determined experimentally: LPMT and D
are determined by a fit to Eq. (5.14), γb and ζ were determined by a fit to Eq. (5.16),
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Figure 5.3: (Color Online) The model-independent measurement of excited-state
fraction fe is shown vs. saturation parameter s for the type-I (left) and type-II
(right) MOTs. The solid (red) line shows a fit to Eq. (5.20) with only one free-
fitting parameter, the ratio Is/Ise. The data shown in both the type-I and type-II
plots were taken over a wide range of MOT settings to demonstrate that the fitted
curve is universal. To begin with, we considered a range of magnetic-field gradients
from 25 G/cm to 40 G/cm. The repump intensity in each case was varied between
5% and 25% of the total cooling-laser intensity. Finally, the data shown for the
type-I MOT were taken for 5 different cooling-laser detunings between 7 MHz and
18 MHz, and for 4 different cooling-laser detunings between 10 MHz and 22 MHz
for the type-II MOT.
and κPMT and κCEM were determined directly and remain constant throughout the
experiment. Therefore, a plot of LCEM vs. Ipi has a single fitting parameter, which is
the model-independent fe at a fixed IMOT. A typical data set for the type-I MOT is
shown in Fig. 5.2.
To determine the uncertainty in fe, we average the propagated uncertainty from
each data point in Fig. 5.2. Some of the variables in the fit are correlated. However,
an analysis reveals that these errors were much smaller than the error in κCEM and
κPMT, which are by far the dominant sources of error in this measurement. Thus,
the correlated error correction was not included in the final analysis for each fe data
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point.
Last, by separately fitting a family of LCEM vs. Ipi plots for different values of
IMOT, we can generate a model-independent plot of fe vs. s, as seen in Fig. 5.3. In
order to model this behavior with the effective two-level model, we must substitute
an effective saturation intensity Ise for Is. To do this, we rewrite Eq. (5.4) as
fe =
1
2
(
sIs/Ise
1 + sIs/Ise
)
, (5.20)
where the ratio (Is/Ise) is a free fitting-parameter. Each data point’s s
value is calculated using the isotropically polarized theoretical value for Is =
13.4144(45) mW/cm2 [45]. Last, with the theoretical value for Is and fitting result
for the ratio Is/Ise, we solve for Ise.
5.2 Two-level fit
For low cooling-laser intensity, we see that our data follow the simple predictive
two-level model, regardless of the chosen value for the cooling-laser detuning,
repump intensity, or magnetic-field gradient, as shown in Fig. 5.3. Here, we only
consider repump intensities which sufficiently saturate the repump transition, leaving
effectively no population in the dark ground state. For the type-I MOT, the fit
in Fig. 5.3 predicts an effective saturation intensity Ise = 22.9 ± 5.1 mW/cm2. To
determine the uncertainty in Ise we calculate the propagated uncertainty predicted by
each data point and then average those uncertainties, which show little variance. The
average propagated uncertainty is much larger than the purely statistical uncertainty
of 1.3%, determined using the standard deviation of the mean of Ise nominal values.
Our experimental result is approximately 1.7 times larger than the theoretical
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isotropically-polarized saturation-intensity reported in Ref. [45]. We find that there is
some critical intensity, above which fe becomes systematically dependent on detuning,
repump intensity, or MOT magnetic-field gradient. The plots in Fig. 5.3 only include
data up to this point. The critical intensity for our Na MOT is dependent on
the cooling-laser detuning, as one might expect. For the type-I MOT, the lowest
measured critical total intensity of the six MOT beams was about 100 mW/cm2
which corresponded with the greatest detuning that was tested. Thus, the effective
two-level model can accurately predict the excited-state fraction for typical type-
I MOT operating conditions. Determination of the critical intensity value is the
subject of Sec. V.
A similar analysis was done on the type-II MOT, as seen in the right side
of Fig. 5.3. However, in the type-II MOT, there is a much smaller range of
intensities for which fe is independent of detuning, repump intensity, and magnetic-
field gradient. We were able to fit these data, yielding a saturation intensity of
Ise = 49± 11 mW/cm2 with a separate statistical uncertainty of 1.4%. Unfortunately,
there were certain detunings where fe was dependent on detuning, repump intensity,
and magnetic-field gradient, regardless of intensity. Data for these small detunings
(δ < 10 MHz) were not included in the fit for saturation intensity, shown in
Fig. 5.3. Consequently, the type-II MOT’s fe must be measured directly with
a model-independent method, if an accurate excited-state fraction is desired for a
type-II MOT.
5.3 State-mixing behavior
The region above the critical trapping-laser intensity where fe systematically depends
on specific apparatus settings, in a manner that is not captured by the simple two-
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Figure 5.4: (Color Online) The scattering rate given in Eq. (5.21) is plotted
as a fraction of the decay rate Γ against the cooling-laser detuning for the states
discussed for the type-I MOT. The solid (I/Isat = 1) and dashed (I/Isat = 5)
curves show the effects of power broadening on the scattering rate. The cooling-
laser is shown as a solid blue vertical line, a frequency of δ detuned from the F ′ = 3
state. The frequency difference between the F ′ = 2 and F ′ = 3 states is labeled
as ∆23. The inset shows the level structure, as well as the pumping due to the
cooling-laser into the cooling (blue dotted arrow) and leakage (red dotted arrow)
states. As the cooling-laser intensity is increased, the probability of leakage is
enhanced.
level model, is problematic for the greater experimental community. Therefore, we
must analyze the mechanism behind the model breakdown and try to predict when
the two-level model is no longer valid.
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Figure 5.5: (Color Online) The representative behavior of fe in the type-I MOT
is shown as we change the ratio of repump to cooling intensity (left) and magnetic-
field gradient (right). Below some critical intensity (in both cases, approximately
150 mW/cm2), these points seem to fall along the same universal curve. Above
that critical intensity, fe becomes dependent on the repump-laser intensity ratio as
well as the magnetic-field gradient. We estimate the point at which the two curves
split by interpolating the points in one data set and comparing the difference in
fe to the other data set. Once the difference is greater than the error in the
measurement, we fit the deviation to extrapolate backwards and find Ic, shown
in the inset of the left figure. The fit included is the same as in Fig. 5.3, and is
included to guide the eye.
When the cooling-laser intensity is low, the leakage state’s linewidth can
be considered narrow enough that atoms primarily follow the cycling transition.
However, as the intensity of the cooling-laser increases, power broadening of the
leakage state by the cooling-laser results in more efficient population transfer out of
the cycling transition, shown in Fig. 5.4.
We will qualitatively discuss this effect in the context of the type-I MOT. Once
atoms are in the leakage F ′ = 2 state, they can fall to the F = 1 ground-state. Since
the repump-laser couples the F = 1 ground-state to the leakage state, our steady-state
population in the leakage state becomes significant and dependent on the coupling of
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the cooling-laser to the leakage state F = 2 → F ′ = 2, the coupling of the repump-
laser to the leakage state F = 1 → F ′ = 2, and the spontaneous decay out of the
leakage state into both ground-states. In the case where the coupling into the leakage
state is strong compared to the decay out of it, we see an enhancement in fe over the
two-level model, since our measurement of fe includes both the F ′ = 2 and 3 states.
Alternatively, when atoms decay out of the leakage state more efficiently than they
can be repumped, we see a decrease in fe below the two-level model. This results
in a decrease in the overall excited-state population of the MOT. The magnetic-field
gradient and repump-laser intensity both affect the coupling of the repump-laser into
the excited leakage state, and as a result will change the steady-state populations in
the total excited-state hyperfine manifold. In both cases, we only make quantifiable
predictions in a limited regime of intensities, seen in Fig. 5.5.
In their studies of the Rb MOTs, Shah and Veshapidze [103, 104] found that
the fe in their MOT followed the two-level model up to a saturation parameter
of s = 1.25 regardless of repump intensity, magnetic-field gradient, or detuning
settings. In a Na MOT however, there is a critical intensity3 Ic, above which fe
diverges from the two-level model in a manner that depends on the particular repump
intensity and/or magnetic-field gradient settings, as seen in Fig. 5.5. Specifically, we
see fe increase/decrease as a function of increased/decreased repump intensity and
magnetic-field gradient for intensities I > Ic. Both of these behaviors are consistent
with a state-mixing effect.
In order to model the onset of significant state-mixing for either MOT, we
will introduce the power broadened photon absorption rate per ground-state atom
3Note that while saturation parameter and intensity are proportional, we observe an effect which
depends on the detuning and intensity, so we discuss our deviation from the two-level model as a
critical intensity rather than a critical saturation parameter.
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involved in the cycling transition into the leakage hyperfine state (e.g., F ′ = 2 in the
type-I MOT or the F ′ = 1 state in the type-II MOT) due to the cooling-laser as
R(dn, I) =
(
χΓ
2
)
(I/Ise)
1 + 4(dn/Γ)2 + (I/Ise)
, (5.21)
where dn is the detuning of the cooling-laser to the leakage state for the type-n MOT,
and the hyperfine transition strength factor χ = 1/4 (type-I) and χ = 5/12 (type-II)
[45]. This rate approximation doesn’t account for stimulated emission, since we are
working in the limit of low population in the leakage state. When working with the
type-I MOT, the excited-state spacing between the cooling and leakage states is ∆23.
If our cooling-laser detuning is δ, then the difference in frequency to the leakage state
is d1 = ∆23 + δ as shown in Fig. 5.4. For the type-II MOT, the cooling transition is
lower in frequency than the leakage transition, so d2 = δ −∆01.
By comparing the scattering rate of the leakage state to the decay rate out of the
leakage state, we can determine the excitation rate which causes significant population
to be transferred into the leakage state, thus violating the two-level assumption. We
assume that this happens when the rate becomes some critical fraction fc of the
spontaneous decay rate out of the leakage state, Γ. For a fixed detuning, we can
determine the critical cooling-laser intensity Ic, above which the two-level model no
longer holds. At this critical intensity, we set fcΓ = R(dn, Ic), which gives us
fcΓ =
(
χΓ
2
)
(Ic/Ise)
1 + 4(dn/Γ)2 + (Ic/Ise)
. (5.22)
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Figure 5.6: The critical intensity (above which fe diverges as a function of
cooling-laser intensity) is shown as a function of the cycling transition’s detuning
from atomic resonance for the Na type-I MOT (left) and the type-II MOT (right)
is shown. Each data point is calculated from a plot of fe vs. cooling-laser intensity.
The error of each Ic is determined through the fit of the differences in fe. The data
in the left and right plot fit with Eq. (5.23). These fits use the defined detunings
d1(δ) = ∆23+δ and d2(δ) = δ−∆01 for the type-I and type-II MOTs, respectively.
Solving this equation for the critical intensity, we see that
Ic(dn, fc) =
2Ise(Γ2 + d2n)
Γ2
fc
2fc − χ (5.23)
Using this function with fc as a single fitting parameter, we obtain the fits in
Fig. 5.6 and find fc = 0.80(4)% and fc = 0.72(6)% for the type-I and II MOTs,
respectively. Since this state-mixing effect is only dependent on the rate into the
leakage state, fc should be consistent across MOTs, since the hyperfine transition
strength was accounted for. This is consistent with our findings. For comparison, to
reach a fractional excitation rate of 0.72% of the leakage state in a 87Rb MOT, with
a cooling-laser detuning of d = Γ/2 and saturation intensity of 9.2 mW/cm2 [103],
would require a cooling-laser intensity Ic ≈ 4000 mW/cm2. This is far outside the
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range of typical experimental parameters, explaining why previous studies did not
observe a similar effect.
5.4 Conclusions
We have demonstrated a novel method to directly measure the excited-state
fraction in a Na MOT using an ion-neutral hybrid trap. We found that for low
cooling-laser intensities, the Na MOT follows a two-level model with an effective
saturation intensity Ise = 22.9 ± 5.1 mW/cm2 for the type-I Na MOT and Ise =
49 ± 11 mW/cm2 for the type-II MOT. These two saturation intensities represent
significant departures from the theoretically predicted saturation intensity reported
in Ref. [45] of 13.4144(45) mW/cm2.
At large enough intensities, we have observed a departure from the two-level
model as a function of cooling-laser detuning, repump-laser intensity, and magnetic-
field gradient. The critical cooling-laser intensity required to observe this departure
changes as a function of cooling-laser detuning as expected. We find that the critical
intensity for the type-I MOT is much higher than for the type-II MOT, due to
the much smaller energy difference between the excited-state hyperfine levels cor-
responding to the cooling and leakage states. This means that the two-level model
is predictive over the typical operating parameters for the type-I MOT. We have
implemented a model in Sec. V to predict when the leakage state is efficiently excited
by the cooling-laser. This model, along with the behavior of the excited-state fraction
for high cooling-laser intensity suggests that the deviation from the predictive model
is due to state-mixing between the cycling and leakage hyperfine states, caused by
power broadening from the cooling-laser.
Chapter 6
Charge Exchange
Our previous measurement of the excited-state fraction will play a role in our
calibration of decay rate to charge-exchange. However, many more measurements
are required to quantify our rates. Namely, we must measure the overlap of the dis-
tributions which goes hand-in-hand with the temperatures of each distribution. This
measurement reveals very interesting effects within our system, which can possibly
be explained by quantum-mechanical deviations in the potential curves shown earlier.
Here we will discuss the experimental process to measure charge-exchange reactions,
as well as potential interpretations of our results for four different combinations of
reactant products.
6.1 Experiment
Here we discuss the experimental process to measure charge-exchange reactions. First,
in Sec. 6.1.1 we discuss the decay model, including its limitations. In Sec. 6.1.2, we
discuss the decay measurement itself. In Sec. 6.1.3, we explain how the atom and ion
temperatures are determined, and how these results are used in our analysis of the
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decay results. Last, in Sec. 6.1.4, we discuss the measurement of the ion cloud size,
which we use to quantify the spatial overlap of our atom and ion distributions.
6.1.1 The Decay Model
The loss of ions from the trap can be modeled by the rate equation,
dNI
dt = −(γia + γb)NI , (6.1)
where NI is the ion number, and γia and γb are the loss rates due to charge-exchange
(with MSRQ of the Na+ product) and non-charge-exchange loss, respectively. The
non-charge-exchange term comes from the inherent ion-trap loss-mechanism such as
excess micromotion [57] or rf heating [105]. The trap’s characteristic lifetime is τ =
1/γb.
The solution to Eq. (6.1) is,
NI(t) = Ae
−(γia+γb)t, (6.2)
with a total rate of γia + γb. We normalize our decays to the first measured data
point, so A = 1. The charge-exchange rate coefficient is defined as
kia =
γia
〈n〉 , (6.3)
where 〈n〉 is a measure of the average overlap density between the atom and ion
clouds. Assuming a Gaussian distribution of both atoms and ions [9, 33, 34, 37], we
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can model their overlap as
〈n〉 = Na
∏
i={x,y,z}
(∫ ∞
−∞
e−(xi−x0,i)
2/r2a,i
√
pira,i
e−x
2
i /r
2
I,i
√
pirI,i
dxi
)
. (6.4)
Here, ra,i and rI,i represent the radius of the i’th dimension of the atom and ion
distribution respectively. Additionally, x0,i is the offset of the atom distribution from
the center of the ion distribution and Na represents the total atom number. Before
taking ion decay data, we first image the MOT and the laser-cooled Ca+ ion-cloud
separately, to ensure maximum concentricty of the two clouds, such that x0,i ≈ 0,
where x0,i varies by less than 5% of a MOT radius for i = 1, 2, and 3.
6.1.2 Decay Measurement
To determine kia, we separately measure γia, γb, and 〈n〉. First, we measure the non-
charge-exchange loss rate γb by measuring the Ca+ decay with the MSRQ fields turned
on (resonant with Na+), but the MOT turned off. As expected, the MSRQ field has
almost no effect on the Ca+ lifetime, and we typically find the trap’s characteristic
lifetime without charge exchange to be τ ≈ 4000 s, as seen in Fig. 6.1. Second, we
repeat this measurement, but now with the MOT turned on and observe a faster
decay rate, γia + γb.
In the absence of Ca+ excitation lasers, the ions remain in the S-state and react
with a mixture of excited and ground-state Na. Alternatively, we can use the 397 nm
laser to shelve the Ca+ within the D-state and observe this reaction with the same
mixture of excited and ground-state Na. The results of a typical charge-exchange
measurement with S and D-state Ca+ can be seen in Fig. 6.1, which shows that the
D-state reaction is significantly faster than that of the S-state.
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Figure 6.1: (Color Online) The Ca+ trapped ion-population decay from Ca+[S]
(a) and Ca+[D] (b) as a function of trapping time on a log-linear plot. The non-
charge-exchange loss (black squares) is shown in plot (a) and the corresponding
fit (solid black line) is shown in both plots (a) and (b). When we introduce a
MOT into the hybrid trap, there is an additional loss rate from the LPT due
to charge-exchange reactions between the ionized Ca+ and Na. By changing the
electronic-state of the Ca+, we observe drastically different reaction rates between
the Ca+ S-state (red circles) and D-state (blue triangles) entrance channels. The
decay curves are not purely exponential, a behavior that is correlated with a
change in ion-cloud temperature and may be indicative of a reaction collision-
energy threshold. After heating the sample (filled markers), the initial single-
exponential behavior is observed over a larger percentage of the decay. We fit the
curves to the exponential solution of Eq. (6.1) in the initial region of constant ion-
cloud temperature, as seen in Fig. (6.2). The error bars are statistical, calculated
from repeated measurements.
Equation (6.2) can be applied to the initial part of the decay curve, but eventually
breaks down. There is a clear deviation from simple exponential decay in the reaction
decay curves, whose onset depends on a change in temperature of the ion cloud,
as discussed in Sec. 6.1.3 and shown in Fig. 6.2. We found that the temperature
decreases after the breakaway point. However, a temperature decrease should
increase the overlap density 〈n〉, making the decay steeper (faster), not shallower
as seen in Fig. 6.1. The slowing of the decay rate suggests that the now colder
ion-neutral reactants essentially stop reacting, possibly due to a collision-energy
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reaction threshold. This hypothesis is further supported by the observation that
the domain of the single-exponential decay behavior increases with increasing ion-
cloud temperature, as seen by comparing the curves with filled markers to those with
unfilled markers in Fig. 6.1. Presumably, the hotter Ca+ population has a larger
fraction of ions whose energy is above the collision-energy threshold.
To rule out any systematic errors with our destructive CEM detection scheme, we
independently measured the Ca+ population decay using our PMT. The measurement
procedure was the same, except just before the ions are extracted, the Ca+ cloud
was illuminated with resonant 397 nm radiation and the resulting Ca+ fluorescence
was observed with the PMT. We found that the decay in the brightness of the Ca+
cloud followed the the same curve as that of the CEM data shown in Fig. 6.1. Ad-
ditionally, to ensure that the only ions trapped were Ca+ (and not molecular NaCa+),
we repeated the experiment, but with a sudden switch of the MSRQ frequency to that
of the Ca+ secular frequency right before detecting the ion population with the CEM.
Consequently, any trapped Ca+ was quickly ejected before detection and no ion signal
was observed, suggesting that the only ions trapped were indeed Ca+.
6.1.3 Ion and Atom Temperature
To compare with theory and to better understand the decay curve’s deviation from
Eq. (6.2), the ion and atom cloud temperatures needed to be determined. The
ion cloud temperature can be measured via ion fluorescence using both a fast and
weak 397 nm laser scan, so as to measure the ion cloud’s temperature without si-
multaneously cooling the cloud. We fit this scan to a Voigt profile, with a power-
broadened Lorentzian linewidth [106]; examples of these temperature measurements
are shown in the inset of Fig. 6.2. By performing the temperature scan periodically
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Figure 6.2: (Color online) The temperature of the ion cloud changes as a function
of time in the trap. The temperature of the ion cloud is determined by fitting a
fluorescence measurement of a scanning 397 nm laser over an electronic transition
in Ca+ (inset). This measurement is fit to a Voigt profile, to give an estimate of the
temperature distribution in the cloud. Without a MOT present (black squares),
the trap heats due to inherent LPT heating-mechanisms until the ion cloud is too
dilute to make an accurate measurement with our PMT. With a MOT present,
the ion cloud is sympathetically cooled to different steady-states, depending on the
ion target state (S-state, red circles; D-state blue triangles). The arrows near the
x-axis show the range of times used for fitting decay curves, like those shown in
Fig. 6.1. The horizontal dashed lines are drawn to illustrate that the temperature
does not measurably change during our range of decay-times chosen (horizontal
arrows) for fitting Ca+ decay curves to Eq. (6.2). Temperature is converted to
secular energy by Eq. (6.5). Each error in temperature is statistical, calculated
from repeated measurement.
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throughout the charge-exchange reaction, we can better understand the temperature
evolution during the reaction.
For comparison with theory, we are primarily interested in the ion-atom collision
energy 1/2µv2, where µ is the two-body reduced mass and v is the relative ion-atom
velocity. We can convert the ion temperature into an average energy by considering
the secular and micromotion separately. Movement along the axial dimension of the
trap will only consist of secular motion [57]. According to the equipartition theorem,
the total secular energy in the trap is
Es = 3Es,i = 3/2kBT, (6.5)
where kB is the Boltzmann constant, T is the axially-measured temperature, and Es,i
is the secular energy in the i’th dimension. The micromotion energy will add to the
secular energy in each radial trapping dimension [57], where the average ion energy
in each dimension is
〈Ei〉 = Es,i
(
1 +
q2i
q2i + 2ai
)
. (6.6)
Here, qi and ai are the so-called stability parameters for the Mathieu equation, which
is the equation of motion for a single ion or dilute weakly-coupled cloud of ions
trapped near the center of the trap. The first term in Eq. (6.6) is due to the secular
energy and the second is due to the micromotion energy. Summing over all degrees
of freedom, the average energy per ion time-averaged over the secular period is
〈E〉 = 1
2
kBT
(
3 +
2q2
q2 + 2a
)
. (6.7)
In Eq. (6.7), we used the fact that for a linear Paul trap q1 = q2 ≡ q and q3 =
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0. Consequently, only a1 = a2 ≡ a contribute to the average energy calculation.
Typically in our experiment, q ≈ 0.33 and a ≈ 0.004, so the micromotion energy is
≈ 93% of the secular energy in each radial dimension, according to Eq. (6.6).
We found that co-trapping the ion cloud and MOT reduces the ion energy (as
seen in Fig. 6.2), presumably due to atom-ion sympathetic cooling of the non-laser
cooled Ca+ via elastic-scattering with the laser-cooled Na [12, 13]. On the time
scales of the charge-exchange reaction rates the sympathetic cooling is effectively
instantaneous. The sympathetically cooled temperature of the ion cloud can be
increased by introducing excess micromotion, allowing us to explore different ranges
of collision energy. The temperatures reported in Fig. 6.2 correspond to the excess
micromotion minimum, and thus the lowest achievable Ca+ temperatures in this
experiment.
We found that the D-state ions cooled more effectively than the S-state ions, which
could be an indication of a cooling enhancement from a barrier in the molecular curve
for the D-state entrance channel. Ignoring tunneling effects, a barrier in the entrance
channel could increase the elastic cross-section for collision energies less than the
barrier height.
To ensure that the ion cloud size (which is correlated with cloud temperature [57])
remains constant throughout the reaction, we are careful to fit our rate measurements
within the region of post-cooling stability, as indicated in Fig. 6.2. Additionally,
in order to compare with theoretical calculation of each kia, which are typically
averaged over a Maxwell-Boltzmann distribution of energies, we again must only
fit our exponential decay during times when the temperature is not changing.
To measure the energy distribution of the MOT atoms, we use the fast EOM
shutter to turn the MOT off for a variable amount of time, during which the MOT
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undergoes ballistic expansion. The change in size during this expansion can be used
to determine the temperature of the MOT [63, 107]. We found that the typical
temperature of the MOT to be ≈ 300(50) µK and ≈ 4(1) mK for the type-I and
type-II MOT, respectively. The MOT is many orders of magnitude colder than the
ion cloud, so the ion energy distribution is approximately equivalent to the ion-atom
relative collision-energy distribution.
6.1.4 Ion Cloud Size
With a value of γia, we can now determine kia by measuring 〈n〉. First, we determine
the total number of atoms Na and the MOT’s spatial distribution by imaging the
MOT with our cameras. Previously [39], our group demonstrated that we can directly
measure fe, and thus Na.
When the MOT is not chopped, as in the case in the Ca+ S-state measurements,
its size is determined by directly fitting the MOT image to a 2D Gaussian. However,
special care is taken to determine the MOT’s size while it is chopped, as in the
Ca+ D-state measurements. While chopped, the MOT undergoes ballistic expansion
during the off-phase of the cycle. Therefore, the time-averaged size of the MOT is
approximately the average of the MOT’s smallest size (bright-size) and largest size
(dark-size). The ballistic expansions data used in determining the temperature of the
MOT can also be used here to predict the MOT’s dark-size at the end of the chopped
off-phase.
The ion cloud cannot be imaged in the same way that the MOT was imaged, since
the target Ca+ states are the S-state and D-state, not the P-state. Depending on the
laser detuning, illuminating the dark cloud on the S to P transition would either result
in Doppler cooling or heating, changing the size of the cloud. Instead, we can measure
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each cloud radius rI,i for the ion distribution by probing the ion cloud with the MOT
itself. The presence of the MOT, too, influences the ion temperature. However, as
explained below, its effect is understood and controlled. Assuming that the trap is
radially symmetric about the extraction axis, we need only measure the axial and
radial distributions. The distribution of the ion cloud is monitored by observing the
change in the charge-exchange reaction rate as a function of MOT offset from the
center of the ion trapping region [37]. Evaluating Eq. (6.4) gives
〈n〉 = NaC
Via
, (6.8)
where we define the dimensionless concentricity function as
C =
∏
i={x,y,z}
e−x
2
0,i/(r
2
a,i+r
2
I,i), (6.9)
and overlap volume
Via = pi
3/2
∏
i={x,y,z}
√
r2a,i + r
2
I,i. (6.10)
Now, we can substitute Eq. (6.8) in Eq. (6.3) and solve for
γia
Na
=
kiaC
Via
. (6.11)
To determine the ion cloud size, we translate the MOT using electromagnetic
shim-coils along the radial (x, y) or axial (z) dimension and measure the reduction
in the ion-atom decay rate as the overlap between the clouds is reduced. For a given
dimension, almost all parameters in Eq. (6.11) can be grouped into a single constant,
such such that we only have one fitting parameter. For example, if the MOT is
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translated along the radial dimension i = x where x0,y = x0,z = 0, Eq. (6.11) reduces
to
γia
Na
= Ae−x
2
0,x/(r
2
a,x+r
2
I,x), (6.12)
where the remaining terms are grouped into
A =
kia√(
r2a,y + r
2
I,y
) (
r2a,z + r
2
I,z
) . (6.13)
We do not group Na into this set of constants so that we can re-measure and adjust
for small variations in atom number for each data point. Thus, we fit the normalized
rate γia/Na vs. MOT displacement, as seen in Fig. 6.3. We have assumed that kia
remains constant as the MOT is translated and we have directly confirmed with our
cameras that the time-averaged size of the MOT remains constant as the MOT is
translated.
However, the sympathetic cooling becomes less effective as the MOT is offset from
the center of the LPT [13]. A measurement of the ion temperature reveals the regime
in which we can accurately fit our MOT offset measurement, since temperature and
size are correlated in an LPT. For small offsets (less than 2 MOT radii), the cooled
temperature remains constant, as seen in Fig. 6.3. However, once the displacement
is too great, the temperature begins to rise, systematically causing the size of the
cloud to increase. Fitting the temperature-stable region to Eq. (6.12), we see that
our rate data agree well with our model, except where it is expected to systematically
disagree (after the temperature starts to rise due to extreme MOT offset). Because all
of our charge-exchange measurements were conducted with the MOT concentric with
the ion-cloud, our fit of the size in the temperature-stable region will be equivalent
126 CHAPTER 6. CHARGE EXCHANGE
to the size during the decay measurement. We determine our error in the ion-cloud
size by analyzing the error in the fit of the Gaussian over the region of unchanging
temperature. In this determination, we also account for the uncertainty in the MOT
size.
The cooling rate of the ion cloud depends on both the target-state of the Ca+
and the density of the MOT. To adjust for changes in temperature and size vs.
target-state, we separately measure the temperature and size for each combination of
reactants.
6.2 Rate Measurement Results
The atoms held within the MOT are in a mixture of excited Na[3P] and ground state
Na[3S] atoms. Thus, any measurement of charge exchange between the ion cloud and
the MOT measures at least two reaction channels simultaneously and our γia result
is actually a weighted average of rates from the excited and ground states of Na. If
we redefine the reaction rate between our target Ca+ state and the excited Na as k∗ia,
then we can rewrite Eq. (6.3) in terms of the MOT excited state fraction, fe, as
γia
〈n〉 = (1− fe)kia + fek
∗
ia
= kia + fe(k
∗
ia − kia). (6.14)
In other words, when fe = 0, γia〈n〉 = kia and when fe = 1, γia〈n〉 = k∗ia. The MOT
will typically have an fe ∈ [0.02, 0.2]. We can extrapolate a rate for Ca+ on both
excited and ground-state Na from a linear fit to a plot of γia/〈n〉 vs fe.
Measurements were performed using both S and D-state Ca+ ions, which can be
seen in Fig. 6.4. From these fits to Eq. (6.14), we extrapolate individual kia rates
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Figure 6.3: (Color online) The atom-number normalized charge-exchange rate
(blue solid triangles) changes as a function of MOT displacement in the radial
dimension of the LPT. The change in the charge-exchange rate can be modeled by
Eq. (6.12) (solid and dashed blue line). In an LPT, ion temperature is correlated
with size, so we only fit the data (solid blue line) where the temperature of the ion
cloud (red circles) remains constant. Beyond the region of constant temperature
(MOT Displacement > 1.3 mm), the concentricity function no longer fits. The
extrapolation of the fit into this region is shown with a dashed blue line. The
size of the cloud increases with the increase in temperature, so as expected, the
experimental data falls above the dashed line. Error was determined for γia via
a fit to the decay, and for Na by analyzing the systematic errors arising from the
detection system [39]. The ion-cloud temperature measurement error is calculated
by statistical averaging over many trials.
for the entrance channels Na[S] + Ca+[S or D] (Fig. 6.5a) and Na[P] + Ca+[S or D]
(Fig. 6.5b). In the D-state measurement, we must use an effective (0.45)fe, since the
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Figure 6.4: (Color online) The rate γia/〈n〉 is plotted as a function of MOT
excited-state fraction for S-state (a) and D-state (b) Ca+. A linear fit to the data
is used to extract the reaction rates of the ground- and excited-state Na atoms,
according to Eq. (6.14). As the temperature increases, there is an increase in
reaction rate for the Na[S] + Ca+[S] reaction channel. The Ca+ D-state reaction
is fairly independent of fe or temperature. The resulting rates for the individual
entrance channels are plotted in Fig. 6.5. The error in fe is discussed extensively
in Ref. [39]. Error in the rate γia/〈n〉 is calculated by propagating the fit-error of
γia and the uncertainty from the overlap measurements.
MOT laser is being chopped at a 45% duty cycle.
The error for each value of γia/〈n〉 was calculated by combining the fit-error from
γia with the propagated uncertainty from 〈n〉. Since 〈n〉 depends on Na and the ion
and atom-cloud sizes, we propagate all of those errors into the uncertainty in 〈n〉.
A classical upper bound, kL, on the charge-exchange rate is predicted by the
Langevin scattering model [9], defined as
kL = 2pi
√
αe2
µ(4piϵ0)2
, (6.15)
which is collision-energy independent. The singly ionized Ca+ has a net charge
e ≈ 1.6× 10−19 C. Here, α/4piϵ0 = 24.11× 10−30 m3, and α∗/4piϵ0 = 53.4× 10−30 m3
are the atomic polarizabilities for the Na[S] and Na[P] states, respectively [42]. The
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Figure 6.5: (Color online) The charge-exchange rate kia is shown as a function
of ion collision energy for the neutral Na S-state (a) and excited P-state (b). In
each plot, changing the state of the Ca+ results in very different rates for S-state
(red circles) and D-state (blue triangles) ions. For reference, the classical energy-
independent Langevin rate is shown as a dashed line. The reaction between Na[P]
and Ca+[D] is above the Langevin limit (see the text for details). There is an
increase in the Na[S]+Ca+[S] reaction channel as a function of temperature, while
the other reaction channels remain fairly temperature insensitive. Two points in
plot (b) were not determined to be significantly different from zero, so the only
thing plotted are the points’ error bars. The x-error bars are bolded to represent
the spread of energy of the ion distribution, as determined by the micromotion
energy.
reduced mass of the colliding system is µ = 2.44× 10−26 kg. Plugging into Eq. (6.15)
gives kL ≈ 2.995×10−9 cm3/s and k∗L ≈ 4.457×10−9 cm3/s for the Ca+ + Na[3S] and
Ca+ + Na[3P], respectively. The classical Langevin model assumes unit efficiency for
electron-capture within a critical radius. Thus, its rate coefficient is a classical upper
bound for a long-range V ∝ −1/R4 potential. Besides the Na[S] + Ca+[D] entrance
channel, the rates shown in Fig. 6.5 are smaller than, but close to the Langevin
threshold. Hall et al. found a charge-exchange rate in the Rb+Ca+ system which was
a factor of 4 over the classical Langevin prediction. They attributed this enhancement
to the quadrupole interaction (V ∝ −1/R3) with the P-state of Rb as well as near-
resonance of the entrance and exit states [36]. The increase we observe over Langevin
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in the Na[P]+Ca+[D] entrance channel is also likely due to an additional quadrupole
interaction.
Accounting for quantum effects can result in a kia temperature dependence.
Typically, the rate coefficient will increase as temperature increases, and can
exhibit resonance-like behavior for very low energies [6]. However, most often this
temperature dependence is weak (e.g., semiclassically ∼ T 1/6 [6]). We find that
the reaction rate for the Na[S] + Ca+[S] entrance channel varies by two orders of
magnitude over a factor of three change in energy, as seen in Fig. 6.5a. This is
atypical, providing further evidence that our reaction channel has some collision-
energy threshold (≈ 0.05 eV).
For the Na[S] + Ca+[S] entrance channel, there exists only one lower exit
channel, Ca[S] + Na+[S]. Charge-exchange via radiative charge transfer into this
exit state is the only possible exothermic process, but it is predicted to be very
slow, ∼ 10−16 cm3/s, according to Ref. [38]. Therefore, we predict that the dominant
process is endothermic. The closest endothermic exit channel has a separated atom
limit of Ca[4s4p 3P 0] + Na+[2p6 1S], which has an energy ≈ .914 eV above the
entrance channel of Na[S]+Ca+[S] [46]. The energy-gap between the separated-atom
limits is much larger than the trapped ion energies, so the reaction probably does not
occur at large internuclear separation. Alternatively, we predict that the molecular
curve of the exit channel dips below its asymptote at small internuclear separation,
allowing for charge exchange via non-radiative molecular association into the exit
channel. However, we did not find any evidence of co-trapped NaCa+, as discussed
at the end of Sec. 6.1.2. Therefore, we also predict that the newly-formed molecular
ions quickly dissociates via a secondary photodissociation process that uses the MOT
beams’ 589 nm radiation.
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The decay curves in Fig. 6.1 suggest that the the reaction with Ca+[D] should
also have a collision-energy threshold. However, the D-state kia data appear fairly
temperature insensitive in Fig. 6.5, suggesting that the D-state reaction threshold
is lower than our range of measured energies. The Ca+[D] reactions could also be
endothermic or be a result of non-radiative charge transfer via an avoided crossing.
However, we predict that the dominant process is an exothermic reaction with a
barrier in the entrance channel’s molecular curve, Na[S and/or P] + Ca+[D]. This
hypothesis is supported by our evidence of an increased elastic-scattering rate with
the Ca+ D-state, which could also be caused by the same entrance-channel barrier
[as discussed in Sec. 6.1.3].
6.3 Conclusions
In this work, we have measured charge-exchange reaction rates associated with four
individual entrance channels of the Na + Ca+ system. We measure a high rate
(between 10−11 and 10−9 cm3/s) of charge-exchange on the Na[S] + Ca+[S] entrance
channel, which shows a significant collision-energy dependence. We predict that this
reaction is an endothermic channel not considered by the original theoretical study on
this system [38]. The largest charge exchange rates were observed for the Na[S, P] +
Ca+[D] (∼ 10−8 cm3/s). In the Na[P] +Ca+[D] entrance channel, a rate higher than
the classical Langevin prediction was observed, which is likely due to an additional ion
and atomic-quadrupole interaction [36], not accounted for within the simple Langevin
model.
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Chapter 7
Future Work
The work done here raises some questions about potential future projects, which
could elucidate the results we have found. In this chapter, we will discuss some
experiments pertaining to the charge-exchange measurement, as well as some other
measurements that could be done in the system. These experiments discussed here
begin to scratch the surface of possible reactions to investigate in the Na + Ca+
system. Other experiments of interest include molecular creation by either associative
ionization or molecular association, as well as vibrational quenching of the molecule.
7.1 Cooling by heteronuclear charge-exchange
In Sec. 6.1.3, we discussed the measurements of ion temperature in our system. We
did this as a way of determining the range of times over which the temperature
remained unchanged in our ion-atom system. We found that there was some region
of constant temperature, and then a drop-off which seemed to correspond with the
sample reaching a certain number threshold. Interestingly, we found that the ions
cooled differently based on their target-state.
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The cooling of the ions is typically attributed to elastic scattering between the
ion-neutral pair, or sympathetic cooling. This interaction is classically mediated by
the polarization potential (1/R4) which arises from the polarization of the neutral
atom. This potential is solely determined by the polarizability of the neutral atom,
which does vary by state. However, the state we vary in Fig. 6.2 is the state of the
Ca+ ion, which results in vastly different cooling rates and steady-state temperatures.
We believe this can be explained by a combination of factors. First, our results
indicate that there is a reaction barrier in the D-state charge-exchange collision. This
could mean that our high reaction rate is causing accelerated evaporative cooling of
the sample. However, this does not tell the full story, since the reaction eventually
shuts off for low temperature. If the mechanism was primarily driven by evaporative
cooling, then the sample would heat once the reaction slows and shuts off. Instead,
the sample cools and stays below the activation barrier for the reaction. This cooling
could instead be due to the larger effective radius of interactions that arises from the
barrier in the quantum-mechanical Born-Oppenheimer curves. A larger interaction
range could make the elastic scattering rate much higher, which would result in more
effective cooling in the Ca+ D-state. This explanation would be supported by the
Born-Oppenheimer curves predicted by Brendan et al., since there is an apparent
barrier of ∼ 10 meV in the 63Π curve at 15 Bohr. It is feasible that for low numbers
of Ca+ that the ions could be cooled below this temperature, including micromotion
contributions. In addition, this channel involves P-state Na, which has a quadrupole
moment. This term in the potential could cause an even higher elastic scattering rate.
Further theoretical work can be done to prove or disprove this hypothesis, based
on the cooling data that we have presented here. In addition, a measurement of
the elastic-scattering rate, discussed in Sec. 7.3 could reveal a dependence of elastic
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scattering rate on the Ca+ target state. This would help us compare with the study
of cooling via resonant charge exchange by Dutta and Rangwala [10].
7.2 Charge exchange with the Ca+ P-state
Another logical step to making this experiment better is to increase the range of
temperatures and quantum-states for which we measure the charge-exchange reaction.
We can cool the Ca+ ions via the 397 nm cooling laser and the 866 nm repump laser.
Along with the cooling and crystallization processes, we will end up with a steady-
state number of ions in the S and P-state of Ca+. This will allow us to probe the
decay rates with a new combination of reactant states. In addition to this, we will be
able to analyze the endothermicity of the S-state reaction channel, since we cool the
ions.
The experimental procedure for this would be identical to the procedure outlined
here for measuring charge-exchange, with a few important caveats:
1. Temperature: The Ca+ ions will be maintained in a crystal/cooled cloud
throughout the reaction. We can measure the temperature of the crystal by
slowly scanning the 397 nm laser in order to fit a half-resonance curve for the
Ca+ ions. Alternatively, we must use molecular-dynamics simulations in order
to determine the crystal temperature of ions in a crystal.
2. Excited-state fraction: In order to quantify the distributions of ions between
the ground and excited-state of Ca+, we must perform a model-independent
measurement of the excited state fraction in the crystal. However, since we have
a calibrated destructive method of measuring the ion population, this greatly
decreases the complexity of this measurement. We must simply create a crystal,
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Figure 7.1: The false-colored overlap of the atom and ion distributions can be
measured directly when the ions are in a crystal. These images of the MOT and ion
crystal were taken separately. Because the overlap changes over time, the picture
can be continuously monitored to recalculate the overlap at regular intervals. The
asymmetry in the long-axis is due to dark ions in the long-lived D5/2-state. Ions
are pumped there due to a wide frequency-distribution in the 397 nm cooling laser.
These ions spend ∼ 1 s in this state, which is ample time for the bright ions to
be pushed to the other side of the crystal by the single propagating cooling laser
beam.
measure the brightness, and record the number of ions. From the brightness
measurement, we can determine the number of ions that were fluorescing, and
hence the excited-state fraction.
3. Overlap: The overlap of the atom-ion distribution will be determined by
directly imaging both the ion and atom distributions. This will need to be done
repeatedly, because the size of the ion crystal strictly depends on the number
of ions in the crystal for a given temperature. An example of an overlap image
is shown in Fig. 7.1.
A final measurement of the rate, however, will look identical to our current rate
measurements. We have not currently implemented a system to measure the crystal-
temperature, Ca+ excited-state fraction, or overlap. However, we have seen evidence
of charge-exchange in the P-state channel, which can be seen in Fig. 7.2. From this,
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Figure 7.2: The decay of the Ca+ population is shown for Ca+ in a crystal
with a combination of S and P-states (red circles) and a cloud with D-state ions
(blue triangles). This indicates that the reaction is not as fast as the D-state
reaction, but is still substantially faster than the background decay rate from the
trap. Note that the overlap, temperature, and quantum-state distribution between
S and P-state Ca+ are not measured.
we can see that there is some charge-exchange rate above what we would predict,
given that we would be below our expected reaction barrier for the endothermic
Na[S]+Ca+[S] entrance channel. We believe that this shows that there is a significant
rate from the Ca+ P-state channel, which would warrant further study.
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Figure 7.3: The loading rate of the MOT changes under the presence of an
ion cloud consisting of Ca+. With the ion-cloud (red), the MOT loads more
quickly, and to a lower steady state compared with an empty ion trap (black).
This behavior is defined by the MOT loading/decay formulas, discussed in the
Chap. 5. This is an indication of elastic scattering between the MOT and Ca+
ions.
7.3 Na−Ca+ total rate measurement
Study of the total scattering rate measurement reveals information about the elastic
scattering in an atom-ion system. This elastic scattering is the mechanism which
causes sympathetic cooling. Here, we could measure the total scattering rate via the
same method as Goodman et al. [37]. We can infer the scattering rate by measuring
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it indirectly via the loading behavior of the MOT. As the ion trap is populated, the
MOT dynamics will change, causing a different steady-state and loading behavior of
the MOT. A preliminary measurement can be seen in Fig. 7.3, where the trap was
loaded to saturation with Ca+ ions, and caused an increased loading rate as well
as a lower steady state for the Na MOT. A rate can be inferred from fits to the
loading data, which will consist of the total scattering rate. We can infer the elastic
scattering rate from this. This could be crucial in understanding the sympathetic
cooling dynamics of the Na − Ca+ system when the Ca+ is excited into the D-state
discussed in Sec. 7.1.
7.4 D-state lifetime quenching measurement
There are many different types of molecular interactions between atoms and ions,
including association to molecular ions. One such interaction is an inelastic collision,
which does not conserve kinetic energy throughout the collision process. If one of the
elements of a colliding system is excited, there is a possibility of collisional quenching
(A∗ + B+ → A + B+ + hν). In the case of interest here, compare the measured
lifetime of the Ca+ ion in the D-state to the lifetime when in the presence of cold
neutral sodium. The quenching reaction might be of interest, since it will modify the
lifetime of the long-lived D-state, and the mechanism may be different than what we
have measured in the charge-exchange measurements. These are just some examples
of interesting processes in the Na + Ca+ system
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Appendices
141

Appendix A
PMT Mechanical Drawings
In this section I document prints for elements of the PMT holder. These elements
were designed by our group and machined by the UConn Physics Department machine
shop.
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Figure A.1: Aluminum mount for the PMT.
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Figure A.2: Mask for the PMT with a small aperture.
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