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Abstract
The idea of systems that evolve via avalanches is a simple, yet powerful one. A collection of elements that
interact with one another, with each element possessing the ability to change the state of other elements
when it undergoes a change. These other newly changed elements may affect yet more, and in this way a
single initial event can trigger a cascade of activity.
I apply the ideas of non-equilibrium, avalanching models with quenched disorder to three different sys-
tems. The first system is the neuronal network in in vitro rat cortex; neurons generate electrical impulses
that travel along axons and dendrites to potentiall influence the behavior of other neurons. The second sys-
tem is the deformation characteristics of nanoscale metallic pillars; increasing stress dislodges dislocations
which interact elastically with other dislocations. The third system the random field Ising model, with the
twist of introducing long range correlations in the quenched disorder.
The differing nature of the systems emphasizes the very strong utility of these models, that are very
simple, yet enable powerful statistical predictions about a wide range of systems.
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Chapter 1
Neuronal Avalanches
1.1 Introduction
The human brain may be the most complicated physical system ever studied. Despite centuries of work,
we are still far from being able to explain consciousness and sentience in terms of scientific theories. While
these larger questions about the overall functioning of the brain remain unanswered, a great deal of progress
has been made understanding the small scale operation. When the cell was proposed as the fundamental
unit of living things, the nervous system was originally excluded from this formulation. However, further
work, particularly that of Golgi and Cajal, demonstrated that the brain was composed of cells that are now
known as neurons. Golgi and Cajal were awarded the Nobel Prize in Physiology and Medicine in 1906 for
their contributions to this discovery [1].
The key components of a typical neuron are the cell body (often known as the soma), the dendrites,
and an axon. The dendrites and axon extend far away from the soma, branching extensively and possibly
coming into contact with the axons and dendrites of other neurons. Electrical signals can be carried from
one neuron to another by traversing from the axon of one cell to the dendrite of another, over a synapse.
Neurons have been studied extensively, and much is known about their electrochemical properties. In
1952, Hodgin and Huxley developed an accurate quantitative model of membrane potentials in the neuron,
for which they were awarded the Nobel Prize in Physiology or Medicine in 1963 [2]. In particular, the model
correctly captures action potentials: rapid changes in membrane potentials that lead to the transmission of
signals along an axon.
The human brain has on the order of 100 billion neurons, which form a complex network of axons and
dendrites. The interactions between neurons are critical in our brain being able to display such sophisticated
behavior. Thus, it is reasonable to view much of the large-scale behavior of interest as collective phenomena
across the neuronal network. Statistical mechanics is concerned with exactly this class of problems: trying
to understand collective phenomena for a system where the atomistic components are modelled adequately
at the individual level, but are too numerous to all be modelled in the same fashion simultaneously.
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The common thread of my dissertation is the notion of an avalanche, and this notion applies itself very
naturally to this network of neurons. Neurons influence the firing of other neurons through a network
of axons, synapses and dendrites [3]. These connections allow neuronal firing to propogate, leading to
avalanches of activity [4]. Like avalanches seen in physical systems such as earthquakes, nanocrystals, and
magnets, the sizes of neuronal avalanches are typically power law distributed [4–7]. In condensed matter
systems, the power law distribution of avalanche sizes has been explained by use of the theory of critical
phenomena associated with phase transitions [6]. While power law distributions of neuronal avalanches
suggest that neuronal networks may also operate near a critical point, this hypothesis is controversial due to
the many possible mechanisms of generating power law distributions and the limited resolution of available
experimental data [8–12].
My collaborators and I extended the analysis of avalanches in neuronal networks beyond power laws,
demonstrating that data from high resolution measurements of cultured cortical slices taken from rats shows
the emergence of quantitative universal avalanche dynamics across many scales. These universal dynamics are
found by analysing the mean temporal profiles of the experimentally measured avalanches over a wide range
of durations. Standard rescaling of the axes according to theory with no adjustable parameters collapses
the data and yields a single universal scaling function [6]. The emergence of universality demonstrated by
data collapse is among the most striking and generic predictions of criticality, and is much less subject
to a multiplicity of explanations than power law analysis alone [6, 13–15]. Additional characteristics of
systems near criticality include relations between scaling exponents and two distinct phases on both sides
of the critical point, which were also present in our data. We emphasize that in addition to confirming the
presence of criticality, our results provide a highly detailed picture of neuronal avalanche dynamics.
1.2 Experiment
In order to acquire experimental data, I collaborated with a team that included a group at the University of
Indiana’s Biocomplexity Institute, headed by Professor John M. Beggs. Professor Beggs collects electrical
data from thin slices of brain tissue using high density electrode arrays. This work has been performed for
some time, for instance by Plenz [4]. Each electrode in the array reads the potential in the local area; the
combined array gives a picture of activity all across the slice. Such data is known as local field potential
(LFP) data, and has been used in the past to claim scale invariant behavior and criticality [4, 16].
However, there are significant problems with LFP data. At a fundamental level, we are interested in the
behavior of neurons, not the potential at arbitrary, widely spaced points in the tissue. The most observable,
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and one of the most important pieces of information about a neuron due to its ability to affect other neurons,
is the times at which it undergoes an action potential. This also known as firing. A dataset that records all
the times at which a set of neurons fire is known as spike data.
The exact relationship between LFP and spike data is not trivial. LFP data convolves all electrical
activity over a wide area; this convolution, combined with the fact that related analyses are usually limited
to seeking power laws, makes drawing conclusions about criticality difficult [8,11,12]. Other work successfully
samples from individual neurons, but samples a smattering of the available neurons in at wide intervals [17].
This is problematic as well: if electrically active neurons are highly undersampled, this will completely distort
our results, for example by causing a single large avalanche to be broken up into smaller ones by our failure
to measure intermediate neuron firings.
Ideally, one would sample most or all of the electrically active neurons in a region, but do so in a
manner that made it possible to identify spike data. With older electrode arrays, this simply is not possible.
Electrodes are typically spaced 200 microns apart; neurons are spaced on the order of 10’s of microns apart
and the electrical pattern corresponding to their firing can be detected roughly 100 microns away. A typical
neuron firing would typically only be detected at a single electrode. The electrode arrays used to collect
data here consist of 512 electrodes spaced 60 microns apart, as shown in Figure 1.1A [18]. These arrays
are sufficiently densely spaced so as for multiple electrodes to pick up the signal from a single neuron firing.
Since the same neuron will fire each time with similar amplitude and identical location, it will cause similar
readings to be picked up at each electrode each time. These data can be analyzed via a process known as
spike sorting, which generates a time series of firing from 100-340 individual neurons at a spacing where
synaptic connections are relatively likely (see Figure 1.1B-D) [19]. From this data we resolved avalanches of
firing events (Figure 1.1E-F). For further details on the experimental procedure, see Appendix A.1.
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Figure 1.1: Recording avalanches from cortical tissue. (a) Micrograph of cultured cortical slice on 512
electrode array. Black rectangle (1 mm x 2 mm) added to highlight location of array. (b) Voltage trace from
one electrode. Arrow marks a spike from an individual neuron, expanded in (c). Time of spike is marked by
black dot. (d) Raster plot of spike times (dots) from many neurons over a 48 s interval. Recordings lasted
up to 8 hrs. (e) Expanded view of network activity reveals an avalanche. Each frame represents the array
at one 5 ms bin. Small dots are electrode locations; large dots are spikes on array. An avalanche consists of
consecutively active frames, bracketed by inactive frames, as shown here. (f) Avalanche shape is given by
plotting the number of spikes in each frame versus time.
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1.3 Model
Our system consists of neurons that trigger one another. If each neuron that fires triggers many other
neurons to fire, than the behavior will be dominated by system spanning avalanches. If each neuron that
fires is very unlikely to trigger other neurons to fire, then the behavior will be dominated by very small
avalanches. Between these two phases there is a critical point, where the distribution of avalanche sizes
follows a power law. The renormalization group predicts that the dynamics near the critical point have
universal (i.e. detail independent) scale-invariant properties [6]. The independence from microscopic details
implies that an appropriate simple model will capture the universal dynamics near the critical point.
To probe the universality class, we use a modified version of the discrete time-step model studied by
DeVille et al. [20, 21] (see Appendix A.4). At any time step each of the N neurons in the system is either
firing or not firing. If neuron i fires at time t, then it has probability pij to trigger neuron j to fire at time
t+1. Here we use transfer entropy techniques to extract all triggering probabilities pij for each experimental
sample (see Appendix A.5). These probabilities are then built into the model simulations, so that for each
experiment we have a corresponding set of triggering probabilities and simulation results. Note that this
model is extremely simple and ignores factors such as synaptic fatigue, stored electrochemical potential, and
so on, but attempts to capture the complex network structure of each sample.
1.4 Data Analysis
The data taken from both experiment and simulation are structured as a collection of time series of firing
activity, one per neuron. In both cases an avalanche is defined by a consecutive sequence of time steps
for which there is firing activity, bounded before and after by a time interval of zero activity (see Figure
1.1, D-F). Each avalanche has a corresponding duration (number of time steps with uninterrupted activity),
size (total number of neurons that fired during the avalanche), and temporal profile or shape (a plot of the
number of neurons that fire in each time step during the avalanche).
Histograms of avalanche sizes and durations from experiments and simulations are shown in Figure 2.
Scaling theory predicts the functional forms for these distributions near a critical point,
f(S) ∼ S−τ (1.1)
f(T ) ∼ T−α (1.2)
〈S〉(T ) ∼ T 1/σνz (1.3)
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Figure 1.2: Contrasting size and duration distributions, and average size for fixed duration from a critical
data set (top) and a subcritical data set (bottom). Experimental data is shown by lines with markers and
data from the corresponding models is shown by smooth lines. Note that each experimental data set has its
own simulation as we use information from the experiment to determine the parameters of the simulation
(see Appendix A.5). The dashed lines in the top (near critical) row correspond to power laws with exponent
1.7, 1.9 and 1.3, corresponding to the critical exponents τ , α, and 1/σνz respectively. These values satisfy
the exponent relation α−1τ−1 =
1
σνz , as is expected for a system near criticality.
where f is the probability density function of the associated variable, S is the size of a neuronal avalanche,
T is the duration, and 〈S〉(T ) is the average size conditioned on a given duration [6]. The parameters τ ,
α, and 1/σνz are critical exponents of the system, and are expected to be independent of the details of the
system or model, i.e. to be the same for all systems in the same universality class [6]. These forms are valid
near criticality for intermediate length and time scales [6], although what constitutes “near” can vary from
exponent to exponent.
For some experiments, the power law region of the avalanche size distributions span two decades (Figure
2), which is the largest range that can be expected for experiments that track on the order of 100 neurons.
This range of scaling is comparable to cutting edge work on avalanching critical points in some condensed
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matter systems [15].
For the two critical data sets, we found the following exponents: τ = 1.6 ± 0.2, α = 1.7 ± 0.2, and
1/σνz = 1.3± 0.05. Consistent, well defined, critical exponents are only expected near criticality. Using the
experimental pij as input, the computational model predicts the best experimentally characterized exponent,
1/σνz to high accuracy and captures the form of the other distributions satisfactorily, especially considering
the model’s simplicity (Figure 1.2). If pij is a constant p for all pairs of neurons, 1/σνz = 2.0. The sensitivity
of the scaling parameters to the matrix pij clearly indicates that the structure of the network qualitatively
affects the critical dynamics.
Scaling theory also predicts exponent relations. In particular the above three exponents are related as
α− 1
τ − 1 =
1
σνz
, (1.4)
[6]. The experimental exponent values in the critical sample shown in Figure 2 (top row) are consistent
with this relation.
One of the most stringent predictions of the theory of dynamic critical phenomena is that the mean
temporal profile of avalanches is universal across scales (data collapse). For avalanches of duration T we can
write down the average number of neurons firing, s, at time t as
s(t, T ) ∼ T (1/σνz)−1F(t/T ), (1.5)
where F is a universal scaling function that determines the shape of the average temporal profile. S(T ) and
s(t, T ) are related by S(T ) =
∫ T
0
s(t, T )dt. Since a function has infinitely more degrees of freedom than a
single number, scaling functions contain more information than scaling exponents, and collapses fail faster
as one moves away from criticality. Near the critical point, plots of t/T versus s(t, T )T 1−(1σνz) for different
T will collapse onto the same universal scaling function, F .
The two critical data sets collapse extremely well to scaling functions F while the other data sets do not.
Figure 1.3 shows avalanche shapes for avalanches with three different durations. We fit the scaling functions
using a set of orthonormal polynomials [7], and found that the functions are very close to parabolas as
predicted by mean field theory, in contrast to experiments in other systems where large asymmetries or
flattening are present [7,15]. Each shape collapse contains data from tens of thousands of points, and is not
a statistical artifact, as shuﬄed data sets do not collapse (See Appendix A.6).
The other eight data sets are in either subcritical or supercritical phases. That cultured samples can
take on a range of non-critical behavior (Figure 1.4) has been suspected from LFP data and has even been
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Figure 1.3: Avalanche shape collapses. Shapes and attempted collapses from three data sets, two experi-
mental and one simulated. Shapes are produced by averaging the temporal profiles of all avalanches of a
particular duration; different colors here represent different durations. The collapses are plotted by rescaling
the horizontal and vertical axes. The left and right most data correspond to experimental data close to and
far from criticality respectively (note these are the same data sets used in Figure 2). Sample 8 clearly shows
the roughly parabolic shapes in the raw data, and a corresponding very clean collapse, as would be expected
from critical data. Sample 6 shows neither. The middle plots are a simulation of sample 8, using TE data
from that set. They clearly show similar shapes and collapse to a universal scaling function.
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subcritical critical supercritical
Figure 1.4: Avalanche size histograms from three different samples of rat cortex. The horizontal line repre-
sents a path in some complex parameter space of network, representing how critical the sample of interest
is. As we move along this path towards greater network connectivity, samples change from having early
exponential cut-offs, to straightforward power laws, to having humps in their distribution. These humps
could be caused by the possibility that the finite system size, rather than the degree of network connec-
tion, is constraining the size of the largest events. These histograms show that different samples exist at
different points in the network phase space, with different degrees of criticality. Simulations using a mean
field (all-to-all connectivity) version of our model can move along this space by tuning parameters [20, 21].
Experiments have used drugs to move the network along this line in the parameter space. [4, 22,23].
controlled by the use of drugs [4,22,23]. In Figures 1.2 and 1.3 we show two representative data sets. Based
on the histograms, exponent relations, and data collapse, it appears that sample 8 is close to the critical
point while sample 6 is subcritical. Our findings are consistent with cultured experiments showing that
networks slowly pass through subcritical, supercritical and critical phases over weeks of development [24].
For mature cortical tissue, departures from criticality may correspond to pathological states. Recent studies
suggest that epilepsy is one such state [25].
The above analysis focused on high resolution measurements of organotypic cortical cultures, as they are
thought to capture many of the gross patterns of connectivity found in the intact brain [26]. To confirm the
generality of these results, we also analyzed data from ten dissociated cultures of cortical neurons, where
connectivity is known to substantially differ from organotypic cultures [27]. While data from dissociated
cultures contained far fewer neurons (∼ 40) than in the organotypic data sets, we observed approximate
shape collapse for seven samples, but with different critical exponents than those observed in organotypic
samples (see Appendix A.7 for representative collapse).
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1.5 Conclusion
Power law histograms of avalanches in local field potential data have long been suggestive of non-equilibrium
critical behavior, but are not sufficient evidence of criticality. By collecting signals resolved for closely-spaced
individual neurons and extracting universal scaling exponents and functions, we provide compelling evidence
that networks of cortical neurons can operate near a critical point.
In contrast to condensed matter and geological systems, criticality in cortical tissue has additional signif-
icance through its relation to optimal information processing, information storage, dynamic response, and
computation [4, 22, 23, 28–31]. Near criticality, the correlation length diverges, which allows neurons to in-
fluence the behavior of other, distant neurons. This potentially allows a mechanism for microscopic neurons
to rapidly transmit information across a macroscopic brain.
The collapse of avalanche data onto a universal scaling function as predicted by the theory of dynamic
critical phenomena provides a clear demonstration of quantitative universality in a biological system [32–35].
The success of a simple model utilizing a complex, empirically determined network shows that the critical
dynamics depend intricately on a unique network structure. Finally, the existence of both critical and non-
critical samples and a criterion for distinguishing them opens the door for precise experimental tests of the
hypothesis that critical neuronal networks function optimally.
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Chapter 2
Deformation of Nanocrystals
2.1 Introduction
On macroscopic scales, the underlying atomistic nature of materials can be ignored, and their deformation
proceeds in a continuous fashion. However, as the scale of material, deformation, and measurement approach
sufficiently short length scales, the discreteness begins to impact the behavior of the materials. In particular,
deformation itself can be visibly observed to occur in discrete chunks as crystallographic planes shift and
realign in sudden bursts of activity.
Experiments on sheared small-scale crystals show that they deform via a sequence of discrete slips,
measurable either as steps in stress-strain curves or as acoustic emission pulses [5,36–47]. We show that the
statistical distributions of the slip sizes and their stress dependence (i) reflect tuned criticality, (ii) agree
with the predictions of a simple mean-field theory (MFT) model, down to 75-nm-diameter samples, and (iii)
reflect the same scaling behavior (universality) for a wide variety of materials, crystal structures, size scales,
and experimental parameters.
The slips are caused by dislocation slip avalanches resulting from rapid dislocation nucleation or sudden
releases of dislocations from pinned sources. They stop when all slipping dislocation segments have either
repinned or are annihilated. Recent experiments on the axial compression of micron- and submicron-sized
crystals reported that the stress-integrated distributions (histograms) Dint(S) of all slip sizes S (starting
from the initiation ofcompression to pillar failure) follow a power law Dint(S) ∼ S−1.5 over several decades
in S. Here S is the total axial displacement during an avalanche (see Appendix B.3). This has been seen in
experiments on micron and submicron pillars of face-centered cubic (fcc) metals (Cu, Al, Au, and Ni) and
one body-centered cubic (bcc) metal (Mo) [5, 43, 48–50]. However, up to now, the slip statistics were far
from understood. Here we report three main results that provide a new unified understanding.
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2.1.1 Tuned criticality
Previous experimental studies focused on fitting exponents κ to power-law distributions D(S) ∼ S−κ, similar
to self-organized criticality (SOC) [5, 40, 41]. SOC assumes that the size Smax of the largest observed
avalanche exclusively depends on the system size and not on other experimental parameters. However, a
simple analytical MFT model [37] and simulations [36] predict that the cutoff Smax can also depend on
the stress, implying that plasticity reflects tuned criticality. The long-standing fundamental debate of SOC
versus tuned criticality so far has remained unresolved for plasticity, due to a lack of experimental evidence
of cutoff tunability. Here we show for the first time that for nanocrystals the cutoff size grows as the stress
approaches the failure stress (or “critical stress”) τc as predicted by MFT and simulations [36,37]. Below the
critical stress, a slow stress increase in the material produces microscopically small slip avalanches. Above
the critical stress τc, the material deforms in a macroscopic slip avalanche until it fails. The model predicts
that the critical stress τc is a critical point separating these two regimes; the value of τc depends on the
details of the system [6,13,51]. Near τc the system shows universal (detail-independent) avalanche statistics,
as predicted by the theory of phase transitions and the renormalization group [6, 13, 37]. We extract a
predicted scaling collapse of the stress-dependent avalanche-size distributions from the experiments which
shows that plasticity indeed reflects the predicted tuned critical point with stress as a tuning parameter.
We also show why tuned criticality was not observed before in experiments and how it is reconciled with
previous experiments.
2.1.2 Agreement with MFT predictions
The MFT slip size distribution depends on stress τ as
D(S, τ) ∼ S−κfS
(
S · (τc − τ)1/σ
)
, (2.1)
where κ = 1.5, σ = 0.5, and fS(x) is an exponentially decaying universal scaling function [37]. Consequently,
the largest expected avalanche size Smax grows with stress as Smax(τ) ∼ (τc − τ)−1/σ. For the first time we
extract and collapse the experimental avalanche size distributions D(S, τ) from different stress bins. The
scaling collapse agrees with the MFT predictions for κ and σ, and the scaling function, which contains more
information than the traditionally fitted power-law exponent κ alone. This collapse thus constitutes a much
more stringent test of MFT, confirming that the slip statistics of plasticity indeed reflect the underlying
tuned nonequilibrium critical point predicted by MFT [36–38], as explained above. The model also explains
our observed dependence of the slip statistics on compression rate and system size.
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Figure 2.1: Nanopillar compression tests. (a), (b) SEM images of an 868 nm diameter Nb pillar at 52”
tilt, before and after compression, respectively. (b) Pillar after final catastrophic slip event; slip data at the
largest strains are excluded from the analysis. (c) Characteristic stress-strain curves (each contains thousands
of points) for four metals compressed at different displacement rates. Negatively sloped lines connect two
points at the beginning and end of fast slips, with springlike machine response. The Nb stress-strain curve
corresponds to the pillar in (a) and (b). The “criticality slope” line is fitted to the average slope of curve
4, near the critical (failure) stress (see the text). (d) Schematic of the compression test methodology. For
details, see Appendix B.4
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Figure 2.2: Stress-integrated cumulative histograms C(S) of slip sizes S (i.e., the fraction of slips with sizes
> S plotted versus S) for uniaxial compression of various materials, pillar sizes, and nominal displacement
rates, integrated over stress from zero to critical (failure) stress. The plot of C(S) contains hundreds of
points (one point per event). Error bars (from Bayesian 95 % confidence bounds, see Appendix B.8) are
shown for histograms with the most and the least points for clarity. Fitted probability density function
power-law exponents: 2.1 ± 0.1 (Au), 1.85 ± 0.1 (Mo), 1.8 ± 0.2 (Cu), and 1.9 ± 0.2 (Nb) (subtract 1 for
CDF exponents). Fits were obtained from maximum likelihood estimates [11] (see Appendix B.8 for error
bars and fitting techniques for all figures).
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Figure 2.3: Stress-integrated cumulative histograms C(S) of slip sizes S for uniaxial compression data:
comparison of the impact of nominal displacement rate for Mo and Au pillars of 800 nm diameter. The
nominal displacement rate impacts the apparent power laws of the cumulative slip-size histograms. The
fitted probability density function exponents are: 2.1 ± 0.1, 1.45 ± 0.1, 1.2 ± 0.2, 1.85 ± 0.1,1.8 ± 0.1, and
1.6± 0.3, in the order of the legend (subtract 1 for CDF exponents). The lowest rates are used to compare
with model predictions.
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Figure 2.4: Stress-integrated cumulative histograms C(S) of the slip size S for various sizes of Cu nanopillars
compressed at a displacement rate of 2 nm/s. Larger pillars have larger maximum slip events, except for
the 125 nm pillars, for which less data were taken (For power-law distributions, the largest expected slip size
increases with the total number of slips).
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Figure 2.5: Main figure: Stress-binned cumulative histogram C(S, τ) of slip sizes S as a function of applied
stress τ , using events from seven Mo nanopillars, of approximate diameter 800 nm, compressed at 0.1 nm/s
nominal displacement rate. The events from each pillar are normalized according to their respective maxi-
mum stress. Inset: Scaling collapse of the same data, f ≡ (τc − τ)/τc − c′, where c′ = 0.14 is an adjustable
parameter that compensates for finite system size (see Appendix B.7); κ = 1.5 and 1/σ = 2 (as predicted by
MFT), and the gray curve is the predicted MFT scaling function, g(x) ≡ ∫∞
x
dt e−Att−κ. We used A = 1.
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2.1.3 Universality
The simple MFT provides a unified understanding of plasticity at nano- and microscales [44–46]. In ex-
periments, at first sight, plasticity looks different on these two scales. At nanoscales the lattice structure
matters. For example, the dislocation dynamics and the criticality slope (defined as the slope of the stress-
strain curve prior to failure, see Figure 2.1(c)), depend on the material’s crystal structure [43–46,51]. Here,
we show (a) how MFT relates these features to the slip statistics and (b) that MFT applies to all crystal
structures on nano- and microscales, despite the apparent differences observed in experiments. In summary,
we show that MFT provides a unified explanation for plasticity as a tuned critical phenomenon under a wide
variety of conditions: for pillar sizes ranging from 75 nm to 1 µm, for strain rates less than or on the order
of 10−4 s−1, for different materials, and for different crystal structures. It predicts the power-law exponents
and scaling function of the slip-size distributions and the stress dependence of their cutoffs. In the following,
we first discuss the model predictions and then compare them to stress-integrated and stress-binned (i.e.,
stress-dependent) slip-size distributions measured during uniaxial compression of nanopillars for different
values of stress, deformation rate, and pillar size. The analysis tools and methods [13] applied here to exper-
iments are generally applicable to a much broader set of future experiments on plasticity and slip-avalanche
statistics [6, 7].
2.2 Simple MFT Model for Slow Shear
Our simple coarsegrained model is described in detail in Ref. [37]. It makes robust statistical predictions
for material deformation given the following assumptions: (i) A slowly sheared material has weak spots
where slip initiates when the local stress exceeds a random local threshold stress. (ii) Slip avalanches occur
at length scales that are large compared with the microscopic structure of the material. (iii) The material
is sheared sufficiently slowly so that slip avalanches do not overlap in time. (iv) The MFT approximation
replaces the long-range elastic interactions with infinite range interactions. A failed spot slips until the
local stress is reduced to a random arrest stress and then resticks. The stress released by a failed spot
triggers other elastically coupled weak spots to slip, creating a slip avalanche. According to assumption
(iii), avalanches occur faster than the slow, imposed material deformation. We extract detail-independent
(universal) analytical predictions [37], which agree with numerical studies of continuum models [36], phase
fields [52], phase field crystals [53], discrete 2D dislocation dynamics [36, 38, 54, 55], and full 3D dislocation
dynamics simulations [56]. At applied stress τ , the model predicts that the stress-dependent (stress-binned)
distribution D(S, τ) of slip sizes S follows a power law S−κ up to a stress-dependent cutoff size Smax ∼
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(τc − τ)−1/σ (this is the tunability prediction of MFT) [37]:
D(S, τ) ∼ S−κfS
(
S · (τc − τ)1/σ
)
. (2.2)
Here S is the total displacement during a slip avalanche (see Appendix B.3). The exponents κ = 3/2 and
1/σ = 2 and the scaling function fS(x) are universal [36, 37]. In MFT, fS(x) = exp(−Ax), where A is
a nonuniversal constant [37]. τc is again the failure stress, also called critical stress. The stress-binned
complementary cumulative distribution function is
C(S, τ) ∼
∫ ∞
S
dS′D(S′, τ) ∼ S−(κ−1)G
(
S · (τc − τ)1/σ
)
, (2.3)
where G(x) ≡ xκ−1 ∫∞
x
e−Att−κdt is the universal scaling function (see Figure 2.5, inset). MFT predicts
that the stress-integrated histogram Dint(S) of slip sizes follows a power law (see Appendix B.6):
Dint(S) ≡
∫
dτ D(S, τ) ∼ S−(κ+σ) (2.4)
with κ+ σ = 2. The stress-integrated complementary cumulative distribution function,
C(S) ≡
∫ ∞
S
Dint(S
′) dS′ ∼ S−(κ+σ−1) (2.5)
then scales as C(S) ∼ S−1 in MFT (Figures 2.2–2.4). MFT predicts identical power-law exponents for fcc
nanopillars (whose stress-strain curves end with the virtually vanishing criticality slopes), as for bcc metals
(with a finite, nonzero criticality slope) [37, 51]. The above predictions apply to slow compression rates
where avalanches are separated in time. At higher compression rates Ω, avalanches can overlap in time. A
general theory [57] predicts that merging of avalanches in time, i.e., activating new avalanches before the
previous ones complete, leads to smaller exponent values at higher Ω [57]: At higher compression rates we
expect κ+ σ < 2, while at lower rates we expect κ+ σ = 2 (Figure 2.3 and Equation 2.4).
2.3 Compression Experiments on Single-Crystalline Nanopillars
Experimental load and displacement data were obtained from uniaxial compressions of fcc and bcc single-
crystalline, cylindrical nanopillars with diameters ranging from 75 to 1000 nm and aspect ratios (height/
diameter) between 3:1 and 6:1 (Figure 2.1). The experimental procedure (methods section) provided time
series of applied load, axial displacement, and slip sizes S for each tested pillar. The sampling frequency
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was 25 Hz, and by noting where the slip distribution changes from power-law to Gaussian we concluded
that slip identification was reliable down to events as small as 0.3 nm. Au, Nb, Mo, Ta, and W nanopillars
were fabricated via focused ion beam methodology [43, 49, 50], and Cu pillars were created via templated
electroplating [58], and were compressed at various displacement rates. For a slowly increasing applied load,
the stress remains approximately constant during each slip, as assumed in the model. This applies to all
experiments, as the slip speed is much greater than the externally imposed strain rates [59]. The data
were collected on two nanoindenters: one with a high stiffness of 300 000 N/m and one with a stiffness of
300 000 N/m; no systematic difference based on machine stiffness was observed. Figures 2.2–2.5, respectively,
show experimental stress-integrated and stress-binned complementary cumulative histograms. The major
source of error is statistical, caused by small event numbers. Across all tested materials, the cumulative
histograms display a power-law regime with an exponent close to the theoretical value of −1 (see Figure
2.2). The data in Figure 2.2 were collected for large system sizes and at low nominal displacement rates—a
regime closest to the scaling regime of the MFT model. These plots show that both fcc and bcc nanocrystals
of different diameters and compressed at different displacement rates display the same power-law exponents
despite the distinct differences in their dislocation behavior reported previously [43,51]. The materials show
slight differences in how the changing nominal displacement rates affects the statistical data. Figure 2.3
shows the results for three different nominal displacement rates, varying by an order of magnitude, for
800 nm diameter Au and Mo pillars. The avalanche size distribution for Mo is fairly robust from 0.1 to
1 nm/ s, but the magnitude of the fitted scaling exponent of C(S) decreases at 10 nm/s. Au is much more
sensitive to the prescribed displacement rate: The magnitude of the scaling exponent of C(S) again decreases
with the increasing displacement rate. As discussed in the theory section and by White et al [57], at higher
driving rates avalanches can overlap in time, thereby reducing the scaling exponents of C(S). Note that
limited time resolution may also cause avalanches to appear as overlapping in time. Theory predicts that the
amounts by which the exponents change as the displacement rate is increased depend on the material [57],
as corroborated by our experiments. The results of Figure 2.3 for different nominal displacement rates are
thus consistent with previous theories [37,57]. We also considered the impact of system size on the slip size
distributions. Sufficiently close to the critical (failure) stress, the correlation length reaches the system size.
Consequently, the pillar diameter projected onto a shear slip plane determines the scale of the largest slip
events and, hence, the cutoff of the stress-integrated slip-size distribution. Figure 2.4 shows C(S) for Cu,
for various nanopillar sizes compressed at the same displacement rate of 2 nm/s. Although events are few
and statistical fluctuations pronounced, the trend of increasing maximum avalanche size with system size is
visible in Figure 2.4. Figure 2.5 shows that the cumulative slip-size histograms binned in stress also agree
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with the model’s prediction for C(S, τ) of Equation 2.3 (see Appendix B.6). The main figure shows data
from four distinct stress bins, while the inset shows a data collapse using the exponents κ − 1 = 0.5 and
1/σ = 2 predicted by MFT. Stress bins closer to the critical stress than those shown were not used in the
collapse, in order to avoid finite size effects (since near the critical stress, the correlation length is capped
by the system size; see Appendix B.7). The inset shows that the theoretically predicted collapse function
(continuous gray line) falls on top of the experimental collapse. This reveals that MFT not only predicts
the exponents used for the successful collapse but also predicts the scaling function [37]. This constitutes
the first experimental validation of a universal scaling function predicted by the simple MFT model. The
collapse also confirms the stress-integrated power law of -1 for C(S) seen in Figures 2.2–2.4.
2.4 Discussion
Recent uniaxial deformation experiments and simulations provide insight into the physical nature of disloca-
tion sources, size dependence of material strength, strain rate sensitivity, and amount of hardening [44–46].
The consensus is that these factors vary greatly between fcc and bcc crystals and from nano- to microscale.
The question emerges whether these differences are also manifested by the dislocation slip statistics. Our
experiments yield a stress-integrated exponent of κ+ σ = 2 for the slip-size distributions, for both bcc and
fcc nanopillars with diameters between 75 nm and 1µm, in agreement with the MFT prediction. In contrast,
previous experiments on Mo and Au [43, 48] have reported a size-distribution exponent of 1.5 for samples
ranging in size from 180 nm to 6 µm. Our model provides a unified understanding of the statistics in all
these cases: (i) The compression experiments of Zaiser et al [48] on submicron samples were performed at
higher effective compression rates (Figure 2.3), where lower exponents can be explained by the merging
of slip avalanches [57]. We observed significant impact on the exponent for rates as slow as 1 nm/s. (ii)
Many micron-sized samples display a large regime before failure where the stress-strain curve is linear due
to hardening [5, 45]. Such behavior can be captured by modifying the MFT model to include hardening
through incorporating an increased resistance to slip during deformation. In this case, the effective stress
distance from criticality remains constant [36], and the experiment effectively measures κ rather than κ+σ.
In this case the SOC assumption [5, 40, 41] with the measured value of κ = 1.5 is valid and agrees with the
MFT predictions [36,37,56,60].
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2.5 Conclusion
This study presents the first scaling collapse and scaling function extracted from compression experiments
on nanopillars and micropillars. It shows that plasticity is a tuned critical phenomenon. Both the expo-
nents and the scaling function of the stress-dependent strain-burst statistics agree with predictions from
a simple analytical MFT model. This agreement constitutes the most stringent test of the MFT model
and tuned criticality to date, since scaling functions contain much more information than the traditional
sets of exponents. The agreement between the MFT model and experiments for a wide variety of metallic
nanocrystals subjected to widely varying experimental conditions suggests that a single universality class
fully describes discrete crystalline deformation at these small length scales. This holds true under a wide
variety of conditions: for pillar sizes ranging from 75 nm to 1 µm, for strain rates less than or on theorder of
1× 10−4 nm/s, and for different materials including those with fcc and bcc crystal structures. This agree-
ment is observed both in the power-law scaling of the event frequency as well as in the stress dependence
of the slip-size distributions. This robustness indicates that these analysis methods are broadly applicable
to other nonequilibrium systems with driving-force dependent avalanche statistics [6]. In the context of
the renormalization group [6, 13, 37] our results imply that the same fundamental properties—symmetries,
dimensions, interaction range, etc.—control the statistics of slips in metallic crystals, down to the smallest
currently accessible length scales.
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Chapter 3
The correlated field Ising model
3.1 Introduction
Disordered systems are ubiquitous in nature. A wide variety of systems ranging from magnetic domains
to plate tectonics, to liquids permeating sponge-like materials, are slow to equilibrate contain defects or
other disorder affecting the collective nonequilibrium behaviour [61–63]. Many of these systems respond to
smooth external stimuli in discrete bursts and jumps. Their response is often called crackling, and the actual
bursts and jumps themselves are known as avalanches. Such avalanche behavior is typically seen far from
thermal equilibrium, in systems where the energy barriers to equilibration far exceed thermal fluctuations.
The large energy barriers are often caused by quenched (frozen-in) disorder in the system; for example
in the form of impurities or entangled, or pinned dislocations and grain boundaries. These avalanches
often lack characteristic size scales and follow a power law distribution across many orders of magnitude.
Power law distributions are found in completely unrelated and diverse physical situations: earthquakes size
distributions, Barkhausen noise pulse sizes in magnets, and even the power spectra of the sound made when
crumpling a paper, all follow power law distributions.
The random field Ising model is one of the most widely used models to study these systems. Since its
introduction in 1975 by Imry and Ma, it has been one of the canonical models of quenched disorder [64].
The RFIM is identical to the standard Ising model, but explicitly adds a randomly generated local field at
each lattice location. A typical choice is to generate the random field for each site from a Gaussian with
zero mean and standard deviation R. Thus, in equilibrium, the model’s behavior can be understood as a
competition between ordering induced by local interactions proportional to the coupling constant J , and
disordering by the random fields proportional to R.
The nonequilibrium RFIM has been particularly successful in predicting hysteresis and quantitative
aspects of the statistics of crackling noise in magnets, referred to as Barkhausen noise. These predictions
often take the form of exponents in power law distributions of measured quantities [61]. It may seem
surprising that a model as simple as the RFIM can make such successful predictions for a real physical
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system; after all, the picture presented by the RFIM’s Hamiltonian is highly simplified, and the microscopic
coupling coefficients are not specified. These quantities, however, can be calculated by looking at the
renormalization group (RG) flow of the model. The RG predicts that models with different microscopic
details will often still make the same predictions regarding long length-scale behavior [6]. Instead, models
are differentiated by properties such as interaction range, dimensions, and symmetry.
The RFIM has been studied predominantly with the random fields at different lattice sites generated
independently. This choice simplifies the numerics slightly, but the analytics tremendously. While such a
choice is convenient, it may not always be physical. Systems found in nature display long range correlations,
which have the potential to change the universality class of the system [63, 65–68]. We study the impact of
introducing correlations to the non-equilibrium RFIM; we term the resulting model the correlated field Ising
model (CFIM). We give a simple analytic argument that predicts what power is required for correlations to
affect the universality class, and verify our prediction numerically. We determine exponent values for the
CFIM, and discuss where they do and do not differ substantially from the RFIM. Based on the differences,
we suggest new ways in which an experiment can indirectly determine whether system disorder is correlated
without directly measuring it.
3.2 The Model
Like the RFIM, the CFIM considers a cubic lattice of discrete spins si in d-dimensional space that can take
the values {1,−1}. The CFIM also has the same Hamiltonian as the RFIM:
H = −
∑
i
si(H + hi)− J
∑
<i,j>
sisj . (3.1)
Here, H is the exeternally applied magnetic field, J is the strength of the ferromagnetic nearest-neighbor
coupling, the hi are the random local fields, and the sum
∑
<i,j> runs over all pairs of nearest neighbors.
The CFIM is distinguished by having long-ranged correlations between the random fields hi. The random
fields hi are non-independent, but identically distributed, with probability distribution
P(hi = x) =
1
R
√
2pi
e
−x2
2R2 , (3.2)
and with correlation
< hihj >= C(|~ri − ~rj |) = (1 + |~ri − ~rj |)−a , (3.3)
where ~ri is the position vector of spin i, a is the power of the decay of the correlations, R is the disorder,
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and C(r) is the correlation function. C(r) cannot be a simple power-law function due to the divergence
that would exist at ~ri = ~rj , and therefore we regularize the value at zero while keeping the same asympotic
behavior at large r.
Since thermal fluctuations are negligible in many experimental avalanche systems, we focus on the zero
temperature version of the model. In this case, the behavior of each spin is solely determined by the effective
field at that point in the lattice. The effective field at a spin is given by
Fi = H + J
∑
<i,j>
Sj + hi, (3.4)
meaning that spin si always has value equal to the sign of Fi. Since hi is quenched, a spin flip can be caused
in two ways: first, the external field can trigger it; second, the change of sign of one of its nearest neighbours
can trigger it. The former represents the nucleation of a new avalanche, while the latter represents the
propagation of an existing one. This system has a non-equilibrium critical point at a critical value of the
tuning parameter given by the ratio of the disorder, R, to the coupling, J . Approaching the critical point
from the large disorder side, the critical point is defined by the first appearance of a spanning avalanche:
an avalanche that, in an infinite system, would comprise an infinite number of spin flips. When J = 0, for
R > 0 there is no possibility of any avalanche larger than a single spin flip. In the limit as R approaches 0,
all spins have the same random field of 0. In that case, for J > 0, all spins will flip simultaneously, regardless
of the system size, which will clearly result in a system spanning avalanche. The value of R (we set J = 1
and thus measure R in units of J) at which the transition from having at least one spanning avalanche to
having none occurs is Rc, the critical point, and we study the properties of the system near this value.
It is clear that in the limit of large a—that is, short range interactions—we must recover the behavior
of the RFIM. We anticipate that for sufficiently large finite values of a > ac, the CFIM will have the exact
same long length-scale behavior (same universality class) as the RFIM; thus ac is the largest value of a for
which we see deviation from the behavior of the RFIM. In addition, we anticipate that ac is a function of the
dimension d of the system. As the dimension increases, there are more lattice sites within a fixed distance
of a particular site, and hence more opportunities for the correlations to change the behavior.
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3.3 Methods
3.3.1 Performing Simulations
We study the behavior in response to sweeps of the external field H in 3 dimensional simulations of the
CFIM. We begin the simulation with H extremely negative, so that all spins are initially pointing down.
H is then slowly increased, until it causes a spin to flip upwards. The spin flipping can cause its nearest
neighbours to flip, which in turn may trigger their neighbours to flip, and so on, propagating an avalanche.
The sweep of the external field is taken to be adiabatically slow so that the external field does not increase
while the avalanche propagates, and thus no new avalanches are nucleated while another is still propagating.
Our algorithm consists of two parts: first, an algorithm to sample random fields that have the distribution
we desire; second, an algorithm to run the simulation for any configuration of random fields.
In order to generate the random fields, we observe that our covariance function is translationally invariant,
and this suggests that working in Fourier space would be useful. The discrete analogue to the Wiener-
Khinchin theorem tells us that the power spectrum and autocovariance function (what we refer to as our
correlation function) are a Fourier transform pair [69]. In this case the finite system size means that the
requirement that the functions be in L1 can be dropped. The power spectrum is defined by
Si =
|h˜i|2
N
, (3.5)
where tilde is used to refer to the Fourier transform operation, and N = L3 is the number of spins in the
system. Since we have a prescribed correlation function, we can simply Fourier transform it to find the
desired power spectrum, that is Si = C˜i. We can then achieve this power spectrum by filtering white noise;
this can be done by multiplying in momentum space as shown in Eq. 3.6. If we generate a sequence of
independent, identically distributed (iid) standard normal variables xi, we have
h˜i = x˜i
√
N · C˜i, (3.6)
and we can simply inverse transform to recover the desired variables. Note that the time taken by this
algorithm goes as O(N logN); Fourier transforming is the most expensive step. This approach is similar to
that taken in previous work [70,71]. A proof of its validity is provided in Appendix C.1.
To run the simulation for an arbitrary collection of random fields naively would be very time-consuming.
It would be necessary to compute the change in H necessary to flip every unflipped spin, choose the smallest
change by which to increment H, flip the corresponding spin, and propagate the avalanche. This would need
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to be repeated after every avalanche; performing an operation that takes O(N) time, O(N) times would
take O(N2) time. We can improve this significantly if we make use of the sorted-list algorithm used to
study the RFIM [72–74]. In this algorithm, we create a sorted list of the random fields. Spins with higher
random fields are more likely to flip next, but it is necessary to check this against the number of nearest
neighbours that have already flipped. In this algorithm, the sorting itself is the most expensive step, which
takes O(N logN) time.
Since both the first and second step take O(N logN) time, that is the time taken by the overall algorithm.
The algorithm thus runs very efficiently. Using a parallel computing cluster, simulations for many realizations
of the disorder were run in the “embarrassingly parallel” fashion, where each node ran a different disorder
realization. J was set to 1, essentially defining R in units of J . The disorder R, system size N , and power
law decay a were varied systematically while recording the quantities listed in Table 3.2 to produce the
results presented in the next section.
3.3.2 Measured Quantities
We aim to quantify the universality class by measuring critical exponents of the CFIM and comparing to the
RFIM. In order to do this, we employ data collapse. Consider, for example, the probability Ds of finding an
avalanche of size s at some reduced disorder r, where r is defined in terms of the disorder and critical disorder
as r = R−RcR . In general, DS = f(s, r), where f is some unknown two variable function. Near a critical
point, however, Widom scaling predicts that one should be able to rewrite this as DS = s
−(τ+σβδ)fS(s ·r1/σ),
where fS is a function of one variable [13]. By plotting s · r1/σ against DS/s−(τ+σβδ), we can plot fS for
any choice of critical exponents. For simulations at different disorders with corresponding avalanche size
distributions, we choose critical exponents so that the plots of fs at different disorders lie on top of each
other. This process is known as data collapse. It is common that there are a variety of exponent values
that lead to a good collapse. To mitigate that, we collapsed six measured quantities with common and
related exponents simultaneously. The necessity of finding good collapses on all six plots for one choice
of exponents significantly reduces the range of possible exponent values. The quantities we used for this
multi-way collapse were [73–75]:
1. The avalanche size distribution. The size of an avalanche is the total number of spin flips that occur
before the avalanche peters out. We look at the distribution of this quantity, integrated over the sweep
of the external field (from all spins down, to all spins up). As mentioned before, it has a scaling form
given by
DS ∼ s−(τ+σβδ)fS(s · r1/σ), (3.7)
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where DS is the relative probability of observing an avalanche of size s for a system at reduced disorder
r, and τ + σβδ and 1/σ are scaling exponents.
2. The avalanche duration distribution. The duration T of an avalanche is the number of “generations” it
has. The initial spin flip is always the sole member of the first generation. Thereafter, the generation
of a flip is the generation of its triggering flip plus one. It has a scaling form given by
DT ∼ T−α2fT (T · rνz), (3.8)
where DT is the relative probability of observing an avalanche of duration T for a system at reduced
disorder r, and α2, ν and z are scaling exponents.
3. The average temporal avalanche profile, or shape. The shape of an avalanche is given by plotting the
number of spins that flip per generation, dS/dt ≡ S˙, versus the generation number. Note that the area
under such a graph is the size S of the avalanche. This shape is then averaged over all avalanches of
a particular duration T . It has a scaling form given by
〈
S˙|t, T
〉
∼ T 1/σνz−1fSh(t/T ), (3.9)
where
〈
S˙|t, T
〉
is the expected number of spins that flip at a specific generation t in an avalanche with
total duration T , and σ, ν and z are scaling exponents.
4. The avalanche correlation function. This measures the probability that two spins a certain distance x
apart flipped in the same avalanche. It has a scaling form given by
g ∼ x−(d+β/ν)fg(x · rν), (3.10)
where g is the relative probability that two spins a distance x apart flip as part of the same avalanche in
a system with reduced disorder r, d is the dimension of the system, and β and ν are critical exponents.
5. The number of spanning avalanches. A spanning avalanche in the infinite system would be one where
an infinite number of spins flipped. In our finite systems, we define it as an avalanche that completely
wraps around at least one of the three spatial dimensions. We measure this quantity as a function of
disorder and system size. It has a scaling form given by
Nspan ∼ L−θfN (r · L1/ν), (3.11)
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where Nspan is the number of spanning avalanches in a system of size L and reduced disorder r, and θ
and 1/ν are critical exponents.
6. The avalanche moments. This measures the nth moment of the avalanches as a function of disorder
and system size. It has a scaling form given by
〈
Sk
〉 ∼ L(k+1−τ−σβδ)/σνfM (r · L1/ν), (3.12)
where
〈
Sk
〉
is the kth moment of avalanche sizes in a system of size L and disorder r, and τ + σβδ, σ,
and ν are critical exponents.
The data collected are shown in Figures 3.1 and 3.2. Treating τ + σβδ ≡ τ2, these equations contain 7
critical exponents: τ2, σ, ν, z, α, θ, and β, as well as the critical disorder Rc (which must be determined
empirically). Thus, there are 7 + 1 = 8 free parameters. The 6 quantities listed above were collapsed
simultaneously, and a MATLAB script was used to continuously vary the 8 free parameters with sliders.
The values of the free parameters that provided the best fit over all six collapses were selected by eye. In
addition, one further quantity was collapsed as a check on the duration exponent α2 which often proves a
challenge. The joint distribution over observing an avalanche of given duration and size near criticality has
a scaling form given by
DT,S ∼ T−(α2+1/σνz)fT,S(T · S−σνz), (3.13)
where DT,S is the relative probability of observing an avalanche with duration T and size S. This data is
shown in Figure 3.4.
3.3.3 Analytic Argument For ac
The previous section clearly shows that for a = 2, we have a different universality class. In particular, the
exponents θ and ν change significantly. We try to develop an analytic argument for the expected value of
ac, the point at which the long-range correlations begin to change the universality class. We consider the
Fourier transform of the autocovariance function, which is the power spectrum of our data. For an isotropic
autocovariance function C(r) in three dimensions, we have
S(k) =
4pi
k
∫ ∞
r=0
dr r C(r)sin(kr) (3.14)
When we coarse grain, we move towards longer length scales, which means smaller values of k. If we
rescale by a factor c, our new power spectrum appears as S˜(k) = S(k/c). If S(0) is finite, then as we continue
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Figure 3.1: Simulation data of the six quantities of interest in the (uncorrelated) random field Ising model.
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Figure 3.2: Simulation data of the six quantities of interested in the correlated field Ising model.
30
Uncorrelated Duration Scaling
Reduced Disorder r
S
ec
o
n
d
M
o
m
en
t
<
T
2
>
10−0.9 10−0.8 10−0.7 10−0.6 10−0.5 10−0.4 10−0.3
101.2
101.4
101.6
101.8
102.0
102.2
102.4
(a)
Correlated Duration Scaling
Reduced Disorder r
S
ec
o
n
d
M
o
m
en
t
<
T
2
>
10−1.1 10−1.0 10−0.9 10−0.8 10−0.7 10−0.6 10−0.5 10−0.4 10−0.3 10−0.2
102.0
102.2
102.4
102.6
102.8
103.0
103.2
103.4
103.6
103.8
(b)
Figure 3.3: Figures showing the scaling of second duration moment versus reduced disorder. For an infinite
system, the data should form a straight line. However, the finite system size imposes a limit that can reduce
the moment at very low disorders. This is precisely the effect observed in Figure 3.3b; the leftmost datapoint
corresponds to the curve closest to criticality in the duration collapse of Figure 3.6. This means that finite
size effects are causing that curve to collapse poorly. In contrast, Figure 3.3a does not show this effect to
the same degree, and the corresponding duration collapse in Figure 3.5 works well for all curves.
coarse graining indefinitely, we eventually find that S˜(k) = S(0) which is a constant as r approaches infinity.
A constant power spectrum means that the noise is uncorrelated, meaning that on long length scales the
disorder appears uncorrelated. However, if S(0) is divergent, then this will not occur. Taking the limit as
k → 0, the integrand becomes r2C(r), which means that if C(r) ∼ r−a where a ≤ 3, S(0) diverges and we
expect a different universality class.
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Figure 3.4: Joint distributions over size and duration near criticality. This figure includes data for the
uncorrelated and correlated cases (with correlation decaying as r−2), both raw and collapsed for each case.
Each curve shows the duration distribution for a particular bin in size. The bins in size are chosen logarith-
mically with a factor of 1.2, with the smallest bin (the leftmost curve) corresponding to sizes near 2611 and
the largest bin (the rightmost curve) corresponding to sizes near 13473. This collapse yields the exponent
α2 + 1/σνz as given in 3.1, as well as confirming the value of 1/σνz determined by the shape collapse in
Figures 3.5 and 3.6.
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3.4 Results
3.4.1 Data Collapse of Measured Quantities
Exponent Uncorrelated Correlated as r−2
1/σνz 1.74(10) 1.90(20)
Rc 2.14(10) 0.90(8)
τ + σβδ 2.03(15) 2.03(15)
σ 0.22(5) 0.15(3)
ν 1.53(10) 2.25(15)
α2 2.40 (15) 2.28 (20)
β 0.06 (20) 0.02 (20)
θ 0.02 (2) -0.22 (5)
α2 + 1/σνz 4.00 (30) 4.50 (30)
Equlibrium Exponents
αeq 0 0
βeq 0.016(7) 0.01(3)
γeq 2.1(1) 1.7(3)
νeq 1.37(9) 1.2(2)
Table 3.1: Top: Critical exponent values in the nonequilibrium 3-dimensional random field Ising model and
correlated field Ising model, where the disorder is correlated as 1/r2, i.e. a = 2. To determine these exponent
values, 6 different measured quantities were collapsed simultaneously. These measured quantities include
information about the size and duration of non-spanning avalanches, the number of spanning avalanches,
and the effect of the system size [76]. Bottom: Exponents taken directly from the work of Ahrens et al on
the equilibrium versions of these two models [71].
Using the scaling forms listed in Table 3.2 and the data given in Figures 3.1 and 3.2, data collapses were
performed to find exponents, the results of which are shown in Table 3.1. Table 3.1 shows that adding corre-
lations to the equilibrium system does not change any of the exponents, while in the non-equilibrium system
several exponents do change significantly. For instance, the exponent ν changes significantly with added
correlation, and differs from the value found by Ahrens et al in the equilibrium version of the CFIM [71].
In the uncorrelated case, Liu et al showed that the exponents in the equilibrium and non-equilibrium cases
were identical [77, 78]. We find that in the CFIM they differ; that is long range correlations in the disorder
break the non-equilibrium/equilibrium symmetry that was previously established for the uncorrelated case.
We also considered several scaling relations that should hold for this non-equilibrium system in Table
3.3. We generally found good agreement, except where the duration distribution exponent was involved.
The results of the simulations and the subsequent collapses are presented in Figures 3.5 and 3.6. Each
figure consists of six subfigures, corresponding to each of the six quantities discussed above. Figure 3.5
shows the data for the RFIM (uncorrelated), while Figure 3.6 shows the data for the CFIM, with correlation
function decaying as r−2.
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Quantity Scaling Form Exponents
Distribution of sizes S DS ∼ S−τ2fS(S · r1/σ) τ2, σ
Distribution of durations T DT ∼ T−α2fT (T · rνz) α2, ν, z
Average # spins flipped at time t 〈S|t, T 〉 ∼ T 1/σνz−1fSh(t/T ) σ, ν, z
in avalanche of duration T
Avalanche correlation at distance x g ∼ x−(d+β/ν)fg(x · rν) β, ν
Average moment at disorder r
〈
Sk
〉 ∼ L(k+1−τ2)/σνfM (r · L1/ν) τ2, ν
# Spanning avalanches at disorder r Nspan ∼ L−θfN (r · L1/ν) θ, ν
# Joint duration/size distribution r DT,S ∼ T−(α2+1/σνz)fT,S(T · S−σνz) σνz, α2
Equation one α2σνz = τ2 + σνz − 1 α2, σ, ν, z, τ2
Equation two σβ = τ2 − 2 σ, β, τ2
Equation three νθ = νd− β − 1σ ν, θ, β, σ
Table 3.2: A table summarizing for the 3-dimensional CFIM the different quantities that were measured, their
scaling forms, and the exponents involved in each form. Existing work provides details and derivations of the
scaling form [74,75]. Each quantity of interest is a function of an independent variable and a parameter. The
parameter in the first four quantities is the reduced disorder r, and the parameter in the last two quantities
in the linear system size L. In addition, the scaling form for the moments applies to any positive integer
choice of moment k. At the bottom of the table, three equations relating the exponents are given [75]. For
brevity, τ2 has been substituted for τ + σβδ.
Scaling Relation
Uncorrelated Correlated as r−2
LHS RHS LHS RHS
σβ = τ2 − 2 0.01(3) 0.03(15) 0.00(3) 0.03(15)
β + 1/σ = ν(d− θ) 4.61(105) 4.56(31) 6.69(133) 7.25(50)
α2 = (τ2 − 1)/σνz + 1 2.40(15) 2.79(28) 2.28(20) 2.96(35)
Table 3.3: Scaling relations that should be satisfied for the CFIM [75]. In general, agreement is excellent.
The equation involving the duration distribution exponent α2 agrees more poorly than the others. Duration
distributions are typically more affected by finite size effects; previous work on similar models has had more
trouble finding good collapses for duration distributions than size distributions [60].
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Figure 3.5: Collapses in the (uncorrelated) random field Ising model.
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Figure 3.6: Collapses in the correlated random field Ising model, with a = 2. The data are noisier than in
the uncorrelated case. This leads to generally larger fractional error bars in the correlated case; see Table
3.1. Note also that Rc varies slightly from plot to plot: all plots except the fourth moment use Rc = 0.88,
while the fourth moment collapse uses Rc = 0.96. Both values are within the error bars given for Rc in
Table 3.1.
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3.4.2 Changing Behavior With a
Previously, we discussed spanning avalanches as one of the measured quantities. We review this now, as we
focus on these simulations to try to understand the changing behavior of the system with a. In the infinite
system, these avalanches are defined as those where an infinite number of spins flip. In the finite system, we
use the criteria of the extent of the avalanche wrapping around the periodic boundary condition in at least
one dimension. These are predicted to scale as
Nspan ∼ Lθf(r · L1/ν) (3.15)
where Nspan is the number of spanning avalanches, L is the linear system size, r = (R−Rc)/R is the reduced
disorder, and θ and ν are critical exponents.
Figure 3.7 shows the number of spanning avalanches as a function of disorder for various values of a. For
a significantly above 3 the behavior is very similar to the uncorrelated case, while for a significantly below
3 it is completely different. In particular the hyperscaling exponent θ changes sign; this means that in an
infinite system at criticality, the uncorrelated system will have an infinite number of spanning avalanches,
while the correlated system will have just one. The change in the exponents does not occur instantly at a = 3
but rather is smeared out around this point; this is expected since we are only able to perform finite size
scaling up to a maximum size. We expect that if we performed the collapse on larger and larger systems,
the transitions would become sharper. For values of a just above 3 that would appear uncorrelated on
length scales that are large compared to the sizes studied here, the finite system size limits the amount of
coarse-graining that can occur and prevents the exponents from taking the uncorrelated values. The values
of the exponents from the best collapses are summarized in Table 3.4.
In physical systems, θ may be difficult to measure. However, ν is very different between the RFIM and
CFIM and can be measured more easily. The exponent ν controls the finite size scaling of the system, and
therefore can be in principle measured from any quantity provided that the system size can be varied.
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Figure 3.7: Figures showing the raw and collapsed spanning avalanche data for several different choices of
the correlation exponent a. The legend on the right applies to all 4 figures. Near criticality, the dependence
of the number of spanning avalanches Nspan on the disorder R and system size L can be reduced to a scaling
form Nspan ∼ Lθf
(
r · L1/ν), where r = R−RcR is the reduced disorder, and θ and 1/ν are critical exponents.
The insets plot
Nspan
Lθ
versus r · L1/ν , in essence plotting f at several different values of L. Since f does
not depend on L, this should result in the curves lying on top of each other, within corrections stemming
from being a finite distance from criticality. The successful collapses are the basis for the exponents given
in Table 3.4.
a Rc θ 1/ν
1.6 0.79 -0.41 0.34
2.0 0.91 -0.35 0.38
2.4 1.0 -0.17 0.36
2.8 1.27 -0.07 0.55
3.2 1.42 -0.05 0.49
∞ 2.15 0.02 0.67
Table 3.4: Critical exponent values at various values of the correlation power law a in the 3-dimensional
CFIM. These exponents are obtained by performing scaling collapses of the number of spanning avalanches
at different disorders r and linear system sizes L. As the correlation exponent a is varied, the measured values
for the exponents θ and 1/ν change considerably, indicating that the universality class may be changing.
The error bars on the exponent values and Rc are on the order of 0.1.
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3.5 Conclusions
Based on the differences in the spanning avalanche behavior, we conclude that long-range correlations in the
disorder change the universality class. We also find that long-range correlations affect equilbrium and non-
equilibrium differently. While equilibrium and nonequilibrium RFIM belong to the same universality class
for uncorrelated disorder, they belong to different universality classes for correlated disroder. Since many of
the exponents in the RFIM and CFIM are similar, it is possible to mistake one for the other depending on
which quantities are measured.
Most of the work on Barkhausen magnets focuses on size distributions, on the basis of which it may
be difficult to determine with certainty whether the disorder is correlated [61]. By examining the scaling
behavior of spanning events, correlation functions, power spectra, and finite size scaling in general, it would
be possible to make that distinction. In systems such as helium aerogels the presence of correlated disorder
is already suspected [63].
More generally, these results could serve as a valuable tool for experimentalists. In many non-equilibrium
systems, it is impossible to directly measure local disorder, and therefore it is impossible to check directly
whether or not the disorder is spatially correlated. Our results suggest a way of probing indirectly whether
long range correlations exist. Thus, our work is useful both theoretically, in enhancing our understanding of
the impact of correlations on disordered models, and experimentally, in providing new testable results that
enable us to extract meaningful distinctions about our system.
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Appendix A
Neuronal
A.1 Tissue preparation and recording
All animal procedures were approved by the Indiana University Animal Care and Use Committee. Cortical
slice cultures were made as previously described [18]. Briefly, coronal sections including somatosensory
cortex and hippocampus of P2-6 rat pups were sliced to a thickness of 400 microns and grown in culture
medium in a heated, CO2 enriched incubator for 2-4 weeks. Upon maturation, tissue was gently placed on
the array so cortical or hippocampal brain regions would be recorded. Tissue was perfused with culture
medium during recordings. Extracellular signals were collected from 512 electrodes [18,79]. Raw waveforms
from each electrode were sampled at 20 kHz and stored to disk. With such a dense electrode array, it
was common to record the spiking signal from a single neuron on several adjacent electrodes. Signals that
crossed a threshold of 3 standard deviations were marked, and the waveforms found on the marked electrode
and its 6 adjacent neighbors were projected into five dimensional principal component space. We identified
individual neurons by the detailed features of their waveforms, taken from multi-Gaussian fitting, which
were fairly consistent. The details and accuracy of this process of spike sorting have been well established
by Litke et al [79].
This process of sorting, identifying and recording from individual neurons can introduce error. When
using a very dense microelectrode array (60 micron interelectrode distance), where many electrodes may be
near a spiking neuron, it is necessary to ensure that single neurons are not counted more than once in the
data. Typically we would get six copies of a waveform from a single neuron. These multiple waveform copies
actually helped us to clearly distinguish one neuron from another (on the basis of different waveform shapes)
and to pinpoint the locations of each neuron (by a triangulation process). The details of this spike sorting
procedure have been well-described in several papers [18,79,80]. We would like to note that this “problem”
rarely occurs in standard electrode arrays where the electrode spacing is often much greater (400 microns),
and where each neuron only produces one waveform on one electrode. There, it is much more difficult
to distinguish waveforms of individual neurons (as there are no waveform copies from other electrodes to
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verify selection) and there is virtually no ability to locate the neurons (as triangulation with one electrode is
impossible). Although there are inevitable errors in the spike-sorting process, these can be made relatively
small [81]. Ultimately the errors associated with the 512 electrode array system are likely to be less than
those with previous systems.
A.2 Summary of Samples Studied
The following table accounts for all of the cortical rat data that we studied using the culturing procedure
discussed above. Each sample is a slice of cortex removed from a different rat, allowed to mature for
approximately the same amount of time, and then recorded from over the course of hours on a specific date.
That is the date recorded in the table. The number of avalanches recorded is also given, to give an idea of
the quantity of data available for analysis from various recordings. Finally, we note what we suspect the
relationship of the sample is to criticality: the samples that have ’yes’ in this column have a successful shape
collapse. The samples that have ’close’ in this column do not show shape collapse, but have very linear size
and duration histograms. Sub- and super-critical samples had size and duration histograms that for larger
events either tailed off exponentially or showed a hump, respectively.
Sample # Date Recorded # Avalanches Critical?
1 09/11/10 71 631 super
2 07/29/10 54 311 yes
3 09/12/10 14 198 sub
4 09/13/10 104 679 super
5 09/14/10 89 158 super
6 08/01/10 145 624 sub
7 08/02/10 61 110 close
8 08/03/10 50 327 yes
9 08/04/10 74 675 super
10 09/09/10 64 097 close
A.3 Choice of Bins and Effect on Analysis
When the raw data is processed to give information regarding the firing times, each neuron has a sequence
of associated times at which it fired. For a particular experiment, we refer to the set of these firing times as
the time raster. For ease of data processing, we then bin this data. In other words, we divide the entire time
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axis into a contiguous sequence of uniformly-sized blocks, or time bins, and then count how many times each
neuron fires in each bin. We then have a time series associated with each neuron, consisting of non-negative
integer values and with length equal to the number of bins. The experiment as a whole is then represented
by a vector time series. The blocks described are the bins, and the size of these blocks in the time axis is
the bin width. If we choose a bin width of 1 ms, then the first value in the time series of a given neuron
represents how often it fired between 0 ms and 1 ms, the second value how often it fired between 1 ms and
2 ms, etc.
We now discuss the definition of an avalanche. First of all, by simply adding the time series of all the
neurons together we get a total activity time series that contains the total number of neurons firing in each
bin. An avalanche is then defined by the activity that occurs over some contiguous set of bins that all have
non-zero total activity (i.e., at least one neuron fired in each bin), but are preceded and succeeded by at
least one bin of zero activity. For a given avalanche, we can define the duration as the number of bins over
which it is active, the size by the total number of firings that occur over its duration, and its shape by the
plot of neurons firing as a function of time. The way in which we bin determines the separation timescale
for avalanches. If we bin at 1 ms, then avalanches are bounded by at least 1 ms of non-activity, whereas if
we bin at 5 ms avalanches are bounded by at least 5 ms of non-activity. In the limit of very small bins, every
avalanche consists of a single bin with a single neuron firing. In the limit of very large bins, the entire time
series yields a single enormous avalanche. Thus, a reasonable scale needs to be established for these bins.
The reason we look for avalanches in the first place in systems like these is because their statistical dis-
tributions give information about the interactions between the neurons in the neural network. Avalanches
should be propagated by neuron firings directly causing other neuron firings. However, this causal relation-
ship is not observable at this point. Therefore, we set the bin width comparable to the time it takes one
neuron firing to trigger another neuron firing. From ongoing work, we know this timescale to be around 4
ms. However, there is variation in this value and thus it is important that the analysis is robust against at
least reasonable modifications in bin size.
As we can see in Figure A.1, our results are quite robust against different choices of bin width in an
appropriate range around the observed triggering time of 4 ms.
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Figure A.1: Plots similar to those shown in Chapter 1, using several different bin widths, labelled by date
recorded. The legend in the bottom left figure applies to all sub-figures and shows which colour corresponds
to which bin width. 5 ms was the bin width used in Chapter 1; these plots show that significantly increasing
or decreasing the bin width does not greatly impact the slope or shape of the curves.
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A.4 Neuronal network model
We consider a neuronal network with N neurons, a weighted network given by pij (i, j = 1, . . . , N) and two
integer parameters K and R. The neurons are modeled by discrete-state integrate-and-fire elements which
need a fixed number of “kicks” to be promoted from reset voltage to firing voltage; this number is given by
the parameter K. Whenever neuron i is raised to threshold (level K − 1), it fires and promotes neuron j
with probability pij . After a neuron fires, it is returned to the reset voltage (level 0) and held at zero for R
time steps. Thus we can interpret K as the dimensionless ratio (Vthresh − Vreset)/Vkick.
We define an “avalanche” as any series of neurons firing which is initiated by a single neuron, i.e., an
avalanche begins whenever a neuron fires and continues while neurons are still firing. During an avalanche,
we also keep track of generations: the first generation always has the one neuron which originally fired;
those neurons promoted to threshold by the first neuron constitute the second generation, those which these
promote constitute the third, etc. The avalanche ends when there are no neurons that fire in the last
generation. Thus we can store the number of generations in a given avalanche, the number of neurons which
fire in each generation, etc.
To ensure that the network continues to show firing activity, we excite the network with exogenous input
which is uniform both in time and in neuron number. Specifically, we choose an exogenous firing rate κ and
assume that the probability that any neuron receives an input in time ∆t is given by κ∆t + o(∆t). If the
neuron that receives an input is raised to threshold, we compute an avalanche as described above; if not, we
do nothing until the next exogenous event. Note that κ only sets the overall timescale for the simulation
and does not affect avalanche size or duration.
This and related models have been studied extensively [3,20,21,31] and many aspects of their dynamical
structure are well understood—for example, it is known how to compute all the structural details of the
size-duration histograms in the asymptotic limit where N is large. The strength of this model is that many
of its observables can be computed analytically.
A.5 Transfer Entropy Methods
Transfer entropy (TE) is a measure of how much information is transmitted from one time series to another
at some particular time delay, quantifying to what degree the behavior of one time series affects the behavior
of another time series a certain number of time steps later. It allows us to quantify the functional connection
strength between two neurons; to what degree the firing of one influences the firing of the other at a later
time. The delay between the firing of two cortical neurons, where the two firings are causally related via
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synaptic connection, can last up to tens of milliseconds [82,83]. Thus, calculating the TE at only one delay
time is not sufficient. We calculated transfer entropies at a variety of delays to account for the corresponding
variety in synaptic connections [84]. Suppose we have two neurons, I and J , whose firing patterns are each
represented by time series it and jt that take on the values 0 or 1 at each time step. Then the transfer
entropy between them at delay d is
TJ→I(d) =
∑
it+1,it,jt+1−d
p(it+1, it, jt+1−d) log
(
p(it+1|it, jt+1−d)
p(it+1|it)
)
, (A.1)
where p is the probability distribution of the variables it acts upon with | indicating a conditional probability,
and the sum is taken over the different values that elements in the time series can assume. However, for
each pair of neurons, TEJ→I(d) is relatively low for most values of d since the cortical connection, if one is
present, has a specific delay time for a given pair of neurons. Thus we determine the connection strength
TJ→I by taking the maximum value over d:
TJ→I = max
1ms≤d≤30ms
TJ→I(d). (A.2)
Having a measure of the functional connection strength between every pair of neurons, we use this to
model the system. We use a model as described in the “Neuronal network model“ section of the Supporting
Information, with K = 1 and R = 0. Consider two neurons in this model, J and I with the following
quantities defined:
• fj : firing probability of neuron J at each time step
• fi: spontaneous (untriggered) firing probability of neuron I at each time step
• f ′i : total firing probability of neuron I at each time step
• pji: triggering probability from neuron J to neuron I
The activity of neuron I is elevated by neuron J : when neuron J does not fire, neuron I fires with likelihood
fi, whereas when neuron J does fire, neuron I fires with probability fi+pji. Thus we can calculate the total
firing probability as
f ′i = (1− fj)fi + fj(fi + pji) = fi + fjpji (A.3)
By using these variables, we can calculate all the components of the probability necessary to determine the
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Figure A.2: Intensity plots of transfer probabilities. Each plot uses color to plot log(pij) for the same two
experiments that are analyzed in Chapter 1 (labelled here by date). We can observe easily here the generally
greater degree of connection in the critical data (8-03) as opposed to the sub-critical data (8-01). Note that
the lines running down the main diagonals of each plot should be ignored, as neurons in our model do not
have the ability to triggers themselves to fire.
transfer entropy:
p(it+1 = 0, it = 0, jt+1−d = 0) = (1− fi)(1− f ′i)(1− fj)
p(it+1 = 0, it = 0, jt+1−d = 1) = (1− (fi + pji))(1− f ′i)fj
p(it+1 = 0, it = 1, jt+1−d = 0) = (1− fi)f ′i(1− fj)
p(it+1 = 0, it = 1, jt+1−d = 1) = (1− (fi + pji))f ′ifj
p(it+1 = 1, it = 0, jt+1−d = 0) = fi(1− f ′i)(1− fj)
p(it+1 = 1, it = 0, jt+1−d = 1) = (fi + pji)(1− f ′i)fj
p(it+1 = 1, it = 1, jt+1−d = 0) = fif ′i(1− fj)
p(it+1 = 1, it = 1, jt+1−d = 1) = (fi + pji)f ′ifj .
All the other conditional probabilities can be calculated using these values. Given the observed firing
probabilities of neurons I and J , the TE can be expressed as a monotonically increasing function of triggering
probability pji. Since we have already calculated the TE from the data, we can invert this relation and solve
for pji. Plots of pij for real data are shown in Figure A.2.We can calculate this for every directed pairwise
connection between neurons in the dataset, and use this to run a simulation as described in the previous
section.
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A.6 Data Shuﬄing
To verify that the avalanche shape collapses we obtained were not due to chance, we also attempted shape
collapses on randomized data sets. Data randomization, or “shuﬄing” is widely used in neuroscience [85–87],
but the literature has noted that some methods of randomization are more stringent than others [88,89].
Here we briefly describe several popular methods and explain our reasons for selecting the jittering
method. Frame shuﬄing takes the activity on the electrode array at a given time bin and swaps it with the
activity at another randomly chosen time bin, temporally randomizing events but preserving their spatial
relationships. Electrode shuﬄing takes the activity recorded on a given electrode and swaps it with the
activity at another randomly chosen electrode, spatially randomizing events but preserving their temporal
relationships. Spike swapping takes a spike event at a given time and places it in the time series of another
randomly chosen neuron, preserving its original spike time. In exchange, a randomly chosen spike event from
the recipient neuron is placed into the time series of the donor neuron, again preserving the original spike
time. Note that this procedure temporally and spatially randomizes events, although it preserves the number
of spikes fired by each neuron as well as the total number of spikes from the network at each time. Jittering
takes each spike event, from each neuron, and displaces it in time by an amount randomly chosen from a
Gaussian distribution with zero mean and a given standard deviation. This method temporally randomizes
events, but only by the width of the Gaussian distribution.
Because avalanche shapes contain only temporal information, the method we selected had to affect
temporal structure. Thus, of the methods discussed above, only frame shuﬄing or jittering could affect the
analysis. Of these two methods, jittering produces the least severe disruption to the data and is therefore the
most stringent test. In addition, jittering allows us to assess the temporal precision of avalanche structure
by selecting different standard deviations of the Gaussian distribution. We jittered the data of the two data
sets with successful shape collapses at scales of 10, 30, and 100 ms. We then redid our shape collapse on the
jittered data and compared it to the original. The results are shown in Figure A.3.
The timescales of the jitter are only several times the bin width or typical characteristic connection time
between neurons, and less than half the duration of the shortest avalanches used to produce shapes. Despite
this, we see that the jitter very quickly destroys the shape collapse. This highlights just how delicate and
unique a feature shape collapse is in data, and that it is very unlikely to happen by chance.
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Figure A.3: Shape collapses similar to those shown in Chapter 1, labelled by date, using different amounts
of jitter. The legend in the top left figure applies to all sub-figures; different colours represent the average
shapes of different duration avalanches. Each row shows one of the two data sets that exhibited successful
shape collapse. In each case, we can see that a comparatively small amount of jitter, just 10 ms, already
significantly degrades the shape collapse. 30 ms of jitter completely destroys it, despite the fact that this
jitter is less than half the duration of the shortest avalanches used. Hence we show that shape collapse is
extremely sensitive to shuﬄing.
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A.7 Shape collapses for dissociated cultures
Dissociated cultures have a network structure that is known to be different from that found in organotypic
cultures. It is important to explain the differences between these two neural preparations. Organotypic
cultures are prepared in such a way that the cellular organization of the tissue is preserved, or kept typical,
of the organ from which they are derived. An organotypic culture of brain, for example, is prepared from
a slice of brain and preserves the relative locations of the various neuron types. While so cultured, these
neurons form patterns of connections that are similar to those observed in mature, developed animals [26].
Dissociated cultures, in contrast, are formed by dis-associating neurons from each other so that the pattern of
connections they had in the intact brain is disrupted. This dissociation is performed by enzymes that lightly
digest connections between neurons. A suspension of disconnected neurons is formed, and then poured out
on the electrode array for culturing. Neurons cultured this way form connections that are far more random.
Our procedure for preparing dissociated cultures follows Tang et al. [18].
The data collected is spike data; that is once again we have a collection of neurons and a time series for
each indicating its precise firing pattern. The data analysis and shape collapse were performed identically to
the description in Chapter 1. We show an attempted collapse in Figure A.4. The quality of the collapse is
not as good as the best ones seen in cortical cultures; this can be expected from experimental considerations
alone. This data is collected using an older electrode array, which typically only detects approximately 40
neurons from each sample. This most likely represents considerable undersampling. Furthermore, fewer
avalanches were recorded than in the organotypic cultures, leading to greater statistical error. However,
collapses of the quality shown in Figure A.4 were more common than in cortical data; more than half of the
10 dissociated samples showed similar collapses. The shapes and exponents found in dissociated cultures
are different from those found in cortical cultures. This is to be expected, as dissociated cultures have a
different network structure from cortical cultures.
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Figure A.4: Shape collapse similar to those shown in Chapter 1 for a dissociated culture.
49
Appendix B
NanoCrystals
B.1 Experiments
Uniaxial compression tests were performed in a G200 Nanoindenter (Agilent Technologies) using the dynamic
contact module (DCM) fitted with a 7 micron diameter diamond flat punch. Each compression test was
conducted under nominal constant displacement rate ranging from 0.1 nm/s to 1000 nm/s, controlled through
a feedback loop method as the nanoindenter is inherently a load-controlled instrument. Compression tests
were performed on single-crystalline, cylindrical nano-pillars with diameters ranging from 75 nm to 1000
nm and aspect ratios (height/diameter) between 3:1 and 6:1. Nano-pillars of five different materials were
used: Au, Cu, Mo, Nb, and Ta. With the exception of Cu, all nano-pillars were prepared by a subtractive
technique using a focused ion beam (FIB) on well-annealed electropolished (100) crystals, which involves
milling out the matrix material and leaving the sample in the center [50]. Cu nano-pillars were prepared by
electroplating Cu into cylindrical holes patterned by electron beam lithography into PMMA template, as
described in more detail in [58]. Examples of a Nb pillar before and after compression along with examples
of resulting stress-strain curves are shown in Figure 2.1A-C in Chapter 2, with the schematic depiction of
the experiment presented in Figure 2.1D. Details of these experimental tests and results for Au, Cu, Mo,
Nb, and Ta can be found in [49, 50, 58, 90, 91]. A discussion of the displacement rates and the resolution
of the measurements is given in [59]. An in-situ uniaxial compression movie combined with instantaneous
stress-strain plot is included in the supplementary material.
B.2 Data Analysis
In order to identify the slips, the displacement time series d(t) (that is the height of the nano-pillar as a
function of time) was numerically differentiated to obtain V (t) = d(d(t))/dt. Linear interpolation between
discrete measurement times rendered V (t) for arbitrary times t. Slip-sizes were extracted from the fluctua-
tions of V (t) around the mean displacement rate Vthr. A slip beginning at time t1 and ending at time t2 is
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defined by
V (t1) = V (t2) = Vthr and
V (t) > Vthr for all t with t1 < t < t2.
The size of the slip is s = d(t2)−d(t1). This method is consistent with related analyses in [48,59]. Alter-
native definitions of the avalanche sizes used in the literature, and the associated avalanche size distribution
exponents are discussed in Appendix B.3.
B.3 Review of Measures of Avalanches
In the experiments described in Chapter 2, avalanches are characterized by a starting time tstart, an ending
time tend > tstart, and a slip velocity V (t), which is a function of t where tstart ≤ t ≤ tend. As explained in
Chapter 2, V (t) is obtained by differentiating the displacement time series d(t) of the nano-crystal during
compression V (t) = d(d(t))/dt. In general V (t) is a measure of the collective speed of the dislocations during
a slip event. In theory
V (tstart) = V (tend) = 0 and V (t) > 0 for tstart < t < tend. (B.1)
In practice our definitions of avalanche beginnings and endings are guided by threshold velocities,
V (tstart) = V (tend) = Vthr and V (t) > Vthr for tstart < t < tend (B.2)
with Vthr the mean displacement rate in each experiment. There are several ways to characterize the size of
such an avalanche. In our work, we discuss avalanche sizes in terms of the total slip displacement S,
S ≡
∫ tend
tstart
dt V (t) = d(tend)− d(tstart). (B.3)
In a related theoretical study (see Reference [54]) we have also used the energy that is released during an
avalanche:
E ≡
∫ tend
tstart
dt V 2(t). (B.4)
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For each of these quantities, we can use simulations and renormalization group theory to determine the scaling
behavior of the probability density functions of the avalanche sizes. The avalanche sizes are distributed
according to
D(S, τ) ∼ S−κfS
(
S(1− τ/τc) 1σ
)
, (B.5)
where D(S, τ) is the probability density function of S, τ is the stress, τc is the critical stress, κ and σ are
universal critical exponents, and fS(x) is a universal scaling function that drops off exponentially for large
values of x. Given this relation, we can derive the distribution of the energies as shown in [75] to be
DE(E, τ) ∼ E−1−
κ−1
2−σνz fE
(
E(1− τ/τc)
2−σνz
σ
)
, (B.6)
where DE is the density function of the energies, the exponent ν defines the correlation length ξ ∼ (1 −
τ/τc)
−ν , the dynamic exponent z is defined through the scaling of avalanche duration T ∼ ξz, and fE is a
universal scaling function. Another definition of avalanche size used in some reports (e.g. References [38–42])
is the peak amplitude A, defined as
A ≡ max
tstart≤t≤tend
{V (ti)}, (B.7)
where the ti are the times at which the slip velocity V (t) is measured, or the peak amplitude squared
E′ ≡
(
max
tstart≤t≤tend
{V (ti)}
)2
, (B.8)
which essentially measures the peak acoustic emission energy in an avalanche. There are some advantages
to using S and E over A and E′, in terms of theory, analysis and experiment.
Distributions of S and E have easily derived scaling forms. A is more complicated, it involves taking the
maximum on the set of measured velocities V (ti) within a given avalanche. Viewed as random variables,
the V (ti) in an avalanche are not independent. This can be seen by looking at the power spectrum (the
square modulus of the Fourier transform of V (ti)), which also exhibits a power law [54]. Since the power
spectrum is not white noise, the autocovariance function is not a delta function, which implies that the V (ti)
are not independent. This, combined with the complexity of conditioning on the definition of an avalanche
(V is zero at the beginning and end of an avalanche, but not in the middle), ensures that the scaling of A
is difficult to derive.
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A statistical analysis using extremal values like A and E′ as opposed to averaged quantities like S and
E is disadvantageous. Extremal values have more fluctuations than averaged values, meaning more data
will be necessary to see clear convergence of the distributions. Also, S and E provide different information
about an avalanche, which can be seen by the fact that D and DE involve different exponents. This is not
the case for A and E′, they are simply related algebraically and provide the exact same information about
avalanches.
Finally from an experimental perspective, S and E are associated with more easily observable physical
phenomena: S is the total displacement and E is the total released energy of an avalanche. Both can be
observed without the need to record the entire time series V (ti) of each avalanche. A on the other hand
requires the observation of the entire time trace V (ti), for example through acoustic emission experiments
[40]. Peak values have less significant interpretations as they do not represent the entire avalanche but just
its momentary behavior.
Based on the above arguments we chose S as the best suited definition for the size of an avalanche in
Chapter 2.
B.4 Details of Histograms Presented in Chapter 2
Here we provide details on the figures shown in Chapter 2. Recall that Figure 2.1C shows stress-strain curves
for various materials, while Figures 2.2-2.5 show cumulative histograms. Each table below corresponds to
one figure, and provides the following details for each plot:
1. the number of pillars used to produce each plot
2. the number of data points in the plot (which is equal to the number of measured avalanches used to
create the cumulative distributions)
3. whether the crystal structure of the respective material is face-centered cubic (fcc) or body-centered
cubic (bcc)
Figure 2.1C: stress-strain curves
Plot Name Symbol # of Pillars # of Data Points fcc/bcc
Nb 868 nm, 2 nm/s 1 1 6781 bcc
Mo 800 nm, 10 nm/s 2 1 444 bcc
Au 250 nm, 0.1 nm/s 3 1 1049 fcc
Ta 400 nm, 2 nm/s 4 1 1007 bcc
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Figure 2.2: various materials/sizes/rates
Plot Name Symbol # of Pillars # of Data Points fcc/bcc
Au 900 nm, 0.1 nm/s + 1 897 fcc
Mo 800 nm, 0.1 nm/s # 7 2975 bcc
Cu 500 nm, 0.2 nm/s ? 6 1350 fcc
Nb 900 nm, 2 nm/s M 9 15608 bcc
Ta 800 nm, 2 nm/s  7 644 bcc
Figure 2.3: Au & Mo, 800 nm, various rates
Plot Name Symbol # of Pillars # of Data Points fcc/bcc
Au 0.1 nm/s, 0.1 nm/s  1 897 fcc
Au 1 nm/s, 0.1 nm/s # 3 388 fcc
Au 10 nm/s, 0.2 nm/s M 1 29 fcc
Mo 0.1 nm/s, 2 nm/s  7 2975 bcc
Mo 1 nm/s, 2 nm/s  5 1444 bcc
Mo 10 nm/s, 2 nm/s N 9 352 bcc
Figure 2.4: Cu, 2 nm/s, various sizes
Plot Name Symbol # of Pillars # of Data Points fcc/bcc
75 nm + 3 146 fcc
125 nm ? 2 119 fcc
150 nm  9 839 fcc
250 nm O 4 684 fcc
500 nm M 5 2027 fcc
Figure 2.5: Mo, 800 nm, 0.1 nm/s, binned in stress
Plot Name Symbol # of Pillars # of Data Points fcc/bcc
0.5 to 0.6 of max Stress + 7 243 bcc
0.6 to 0.7 of max Stress # 7 425 bcc
0.7 to 0.8 of max Stress ? 7 409 bcc
0.8 to 0.9 of max Stress M 7 448 bcc
0.9 to 1.0 of max Stress  7 648 bcc
0 to 1 of max Stress 7 2966 bcc
54
B.5 Use of Cumulative Histograms
For a collection of displacement-time series taken at the same experimental parameters (material, size, and
nominal displacement rate) we find a collection of N slips of size Si, i = 1 . . . N . We characterize the
statistical properties of this collection of slips by computing a histogram. To make an M bin histogram, we
choose a set of bin edges {ej}M+1j=1 . We then plot {xj , yj}Mj=1 where
xj = m(ej , ej+1),
yj =
n (ej , ej+1, {Si})
N(ej+1 − ej) .
Here, m is a function that is generally chosen to be the mean of its arguments, either arithmetic or geometric.
The function n is just the number of slips that fall between ej and ej+1. Note that this normalization
guarantees that integrating the histogram numerically across its domain yields 1, imitating the probability
density function D(S). Hence when we plot the normalized histograms, we label the x-axis S and the y-axis
D(S).
In general, choosing smaller bins allows one to see the distribution with greater resolution. However
this reduces the number of counts in each bin and increases noise. Hence a balance is required. The most
common choice of edges corresponds to bins of uniform width. However, this is inconvenient for power law
distributions. Uniform bins are too large for the small events and too small for the large events because of
the rapid decay of the probability density function D(S), leading to a highly uneven distribution of statistical
noise.
Instead, for histograms of power-law distributed events, one generally chooses logarithmic binning. This
is achieved by choosing ej = ar
j−1, for some constants a and r. Generally, the function m is taken to be
the geometric mean. We can observe in Figure B.1a below that the logarithmic binning is an improvement
over the linear binning. However, the tail of the distribution D(S) at large S is still relatively noisy. This
is because (ej+1 − ej) ∼ xj , but D(S) ∼ S−α where in our case α = κ + σ = 2 is the exponent of the
integrated avalanche size distribution in Equation 2.4. Thus, in our case the number of counts in the jth bin
nj ≡ n (ej , ej+1, {Si}) will scale as nj ∼ x1−αj ∼ x−1j . Hence we still have a dearth of events at the largest
bins, and we still have difficulty balancing resolution at the small events with noise at the large ones.
An alternative approach is to avoid the use of bins entirely. Rather than calculate a histogram which
attempts to mimic the probability density function (pdf), we calculate a cumulative histogram which mimics
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the cumulative distribution function (cdf). The cdf is defined by
C(S) =
∫ S
−∞
D(S) dS.
Hence, it is the fraction of events below a certain value. In our case, this is particularly convenient: if our
density D(S) ∼ S−α is a power law, then C(S) ∼ S−α+1 is a power law as well. Note that C(−∞) = 0 and
C(+∞) = 1. In practice, we actually use the complement of this function 1 − C(S), the fraction of events
larger than S.
To create a cumulative histogram for {Si}Ni=1, we begin by sorting the {Sj} so that S1 is the size of the
smallest slip and SN is the size of the largest slip. We then plot {xj , yj}N−1j=1 , where
xj = m(sj , sj+1),
yj =
N − j
N
.
Again, m can be either the arithmetic or geometric mean of its arguments. In practice, the {Si} are so
closely spaced that this choice has barely any effect on the plot. The y-value ranges from just under 1 to
just over 0, as expected. Notice that no binning is necessary here; we avoid the trade-off between noise and
resolution. Every single individual event directly impacts the plot, so resolution is maximal. On the other
hand, because the distribution is integrated over x the statistical errorbars are reduced compared to the
probability density distribution. The reason is that the integration in the cumulative distribution avoids
distributing the data among bins with potentially low counts and high statistical error bars. It also avoids
the need to justify the choice of number of bins, a parameter that could conceivably impact the perceived
power law exponent. Figure B.1b shows the cumulative approach applied to the same data as in Figure
B.1a.
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Figure B.1: a) The same data plotted in two histograms with different binning. One plot shows linear
binning, the other shows logarithmic binning. Notice how the linear binning has poor resolution on small
events, and is noisy for large events. The logarithmic binning is much improved, as it is less noisy for the
large events. Both binning methods use 30 bins; the number of avalanches collected for the histogram is over
3000. b) The same data as in a), now plotted on a cumulative histogram. Excellent resolution and minimal
noise clearly show the scaling behavior of the cumulative distribution C(S) from small to large events. Also
clearly seen is the cut-off at large events.
B.6 Integrated vs Non-Integrated Exponents
In Section 2.2, we distinguish between distributions that are integrated in stress versus those that are binned
in stress. The stress-binned distribution of slip sizes is a function of stress, while the stress-integrated
distribution is obtained by integrating the stress-binned distribution over all stresses. The scaling form of
the stress-binned distribution is given by
D(S, τ) ∼ S−κfS
(
S · (τc − τ)1/σ
)
,
where D gives the relative likelihood of observing a slip of size S at stress τ , τc is the critical (flow) stress
and fS is the universal scaling function. κ and 1/σ are universal scaling exponents, with values in mean field
theory of 1.5 and 2.0 respectively. However, when we deform a crystal from stress 0 to some stress τmax ≤ τc
and consider the distribution of all the slips that occur along the way, we need to integrate D(S, τ) over
stress to find the integrated form:
Dint(S, τmax) ∼
∫ τmax
0
dτ S−κfS
(
S · (τc − τ)1/σ
)
.
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Substituting u = S(τc − τ)1/σ, we have
Dint(S, τmax) ∼
∫ S(τc−τmax)1/σ
Sτ
1/σ
c
−σ
S(u/S)σ(1/σ−1)
duS−κfS(u)
∼
∫ S(τc−τmax)1/σ
Sτ
1/σ
c
−σ · S−σ
u1−σ
duS−κfS(u)
∼ S−(σ+κ)
∫ Sτ1/σc
S(τc−τmax)1/σ
du
fS(u)
u1−σ
.
Notice that at the upper bound, the numerator of the integrand is fS(Sτ
1/σ
c ). This is just the scaling
function modifying the power law if we evaluate D(S, τ)|τ=0. At τ = 0 the system is far from criticality and
the cutoff size Smax ∼ 1/(τc − τ)1/σ of the power law region of Dint(S, τ) is small. Equivalently for almost
all S the scaling function fS
(
S(τc − τ)1/σ
)
= fS(u) is also small at τ = 0. Since fS(x) decays exponentially
for large x we can replace the upper bound of integration with infinity and obtain
Dint(S, τmax) ∼ S−(σ+κ)g
(
S · (τc − τmax)1/σ
)
. (B.9)
Note that the universal scaling function g(x) has the same argument as fS(x), x = S(τc − τmax)1/σ, while
the distribution exponent has changed from κ = 1.5 to κ+σ = 1.5+0.5 = 2.0. Evaluating this at the critical
stress, τmax = τc, we obtain the distribution of avalanche sizes integrated from zero stress to the critical
stress:
Dint (S, τmax = τc) ∼ S−(σ+κ)g(0) ∼ S−(σ+κ), (B.10)
recovering equation 2.4 in the thesis body.
In Chapter 2 we use experimental data to verify this prediction of the mean field theory, and test for the
exponents κ = 1.5 and κ + σ = 2.0 for the stress-binned and stress-integrated avalanche size distributions,
respectively. Testing the result for the stress-binned distribution D(S) is challenging: the theory describes
the distribution of slips that occur at an exact value of stress τ . Since with finite data essentially no events
occur at one exact value of stress, it is necessary to bin in stress. If the bins are too large, we are back in
the integrated regime. As the bins get small however, obtaining sufficient statistics to generate a meaningful
histogram with small statistical error bars becomes more and more difficult. It is therefore necessary to
collect large amounts of data to precisely test the predictions for the stress-binned distributions. The result
of such an analysis is shown in Figure 2.5.
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B.7 Finite-Size Effects
In the model described in [37], the parameter describing the distance of the system from criticality is the
stress. Above the critical stress τc, the system deforms continuously. For any stress below τc, the system will
eventually reach a pinned state where it stops deforming. As stress is increased slowly from 0 towards τc, the
system corresponds by deforming suddenly, transitioning from one pinned state to another. The maximum
size of these sudden deformations, or slips, is controlled by the closeness to criticality,
Smax ∼ 1
(τc − τ)1/σ . (B.11)
However, this is all based on a model where the system size is infinite. In a real, finite system, there is
always a hard limit to slip sizes based on some parameter of system size:
Smax ∼ Ldf , (B.12)
where L is the linear dimension of the system and df is an appropriate fractal dimension.
If we want to see how well the model captures the behavior of the system, we need to take finite-size
effects into account. In particular, we need to find a suitable range for the stress where finite size effects do
not distort the scaling form used for the stress-dependent scaling collapse of Figure 2.5. For stresses too far
from the critical (failure) stress, the scaling theory does not apply, and for stresses too close to the critical
stress, system size dominates the scaling behavior rather than the distance of the stress from the critical
stress
To understand how the real system experiences finite-size effects, we consider the average square slip size
as a function of stress. As we approach the critical stress, this quantity should diverge as a power law, which
can be shwon using the equations from the last section:
〈
S2
〉
(τ) =
∫ ∞
Smin
dS S2D(S, (τ))
∼
∫ ∞
Smin
dS S2 S−κfS
(
S · (τc − τ)1/σ
)
,
where Smin is the smallest measured avalanche size. Substituting u = S(τc − τ)1/σ we have
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〈
S2
〉
(τ) ∼ (τc − τ)
κ−3
σ
∫ ∞
Smin(τc−τ)1/σ
duu2−κfS(u).
Since κ = 1.5 < 2 and fS is of order unity near zero, the integrand is zero for u = 0. Now, the lower
bound of integration can be thought of as SminSmax which is close to zero near the critical stress for large systems.
Hence, to calculate the asymptotic behavior we can replace the lower bound of integration with zero. Thus
we find
〈
S2
〉 ∼ (τc − τ)κ−3σ .
Figure B.2 explains the choice of plots that were used for the collapse in Figure 2.5. We wanted to use
curves that were as close to criticality as possible, but that did not experience finite size effects. Hence we
excluded the first two bins which together include events from τc to 0.8τc as they clearly deviate from the
above scaling form due to finite size effects. Thus, to plot the curves shown in Figure 2.5, we used events
from ranges of stresses corresponding to the next 4 points in Figure B.2, with 4 equally sized stress bins
from 0.8τc to 0.4τc.
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Figure B.2: A plot showing how the scale of slips increases as one approaches criticality. τc − τ is plotted
in normalized units where τc is equal to 1. For farther distances from criticality towards the right of the
graph, there is a consistent, roughly power law increase of event scale with approach to criticality. However,
extremely close to criticality this breaks down as the finite system size limits what would otherwise be larger
events. Each plotted point comes from averaging over events occuring in consecutive ranges of 0.1 stress in
normalized units. So the point closest to criticality is from averaging over all slips that occured at stresses
between τc and 0.9τc, the next point from events between 0.9τc and 0.8τc, and so on.
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B.8 Fitting and Error Analysis
To put error bars on our cumulative histograms, we used a Bayesian technique with a 95% confidence
interval [92]. Consider a cumulative histogram that has N samples; suppose we are trying to compute the
value of the complementary cumulative distribution C(s) at some value of s for which k of the N samples
have a value greater than s. Let us refer to C(s) at the s value of interest as p; then p is the probability of a
sample being greater than s. Since k of the N samples were greater than s, our best estimate of p is clearly
p = kN . We can go farther than this however. The probability of p taking some value given our observation
of k (and holding N fixed) is given by
P (p|k) = P (k|p) ∗ P (p)/P (k), (B.13)
where P refers to the probability of the contained variable taking on a value, and | indicates a conditional
probability. P (k) can be ignored as we are only dealing with one value of k, and thus it is a constant. For
P (p), the priors, we assume a uniform distribution on [0, 1]. So we have
P (p|k) ∝ P (k|p) =
(
N
k
)
pk(1− p)N−k. (B.14)
Normalizing and integrating, we find the cumulative distribution function to be
P (p < x|k) = Ix(k + 1, N − k + 1) (B.15)
where Ix(a, b) is the regularized incomplete beta function. To find error bars, we set plow and phigh, the
upper and lower error bounds on p, such that
Iplow(k + 1, N − k + 1) = 0.025 (B.16)
Iphigh(k + 1, N − k + 1) = 0.975, (B.17)
That is, the lower and upper 2.5% of probability, leaving us with a 95% interval in between.
We used a similar approach to estimate the power law exponent α of real data, one that is slightly
modified from the approach used by Newman et al [11]. If we assume that data {xi} is distributed as a
power law between xmin and xmax, and once again assume uniform priors, we have
P (α|{xi}) ∝
N∏
i=1
α− 1
xmin
1
1− S1−α
(
x
xmin
)−α
, (B.18)
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where S ≡ xmaxxmin . We now have a probability density on α; we simply pick as our estimate the value of α
that has maximum probability. The statistical error in this case from fitting α is relatively small, however α
is quite sensitive to the choice of xmin. We thus determine the error in α by considering a reasonable range
of values for xmin and then using the amount by which α varied in that range as the error.
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Appendix C
Correlated Field Ising Model
C.1 Generating Correlated Disorder
In order to generate appropriate random fields for the CFIM, we make use of the Fourier filtering method
[70, 71]. We note that our two point correlation function depends only on the vector that connects the two
points of interest; this translational invariance suggests using Fourier transforms. Define X~r to be a sequence
of random variables on three-dimensional space with the following properties:
P (hi = x) =
1
R
√
2pi
exp
(−x2
2R2
)
(C.1)
〈hihj〉 = C(|~ri − ~rj |) = (1 + |~ri − ~rj |)−a , (C.2)
We consider the correlation function of the Fourier transform of this sequence, X˜~k:
〈
X˜∗~kX˜~k′
〉
=
〈∑
~r,~r′
ei
~k·~rX~re−i
~k′·~r′X~r′
〉
=
∑
~r,~r′
ei
~k·~re−~k
′·~r′ 〈X~rX~r′〉
=
∑
~r,~r′
ei
~k·~re−~k
′·~r′C~r−~r′ .
We switch variables to ~s = ~r, ~s′ = ~r − ~r′ and find
〈
X˜∗~kX˜~k′
〉
=
∑
~s,~s′
ei(
~k−~k′)·~sei~k
′·~s′C~s′
=
(∑
~s
ei(
~k−~k′)·~s
)(∑
~s′
ei
~k′·~s′C~s′
)
=
(
Nδ~k,~k′
) (
S~k
)
,
where S~k ≡ 1N
∣∣∣X˜~k∣∣∣2 is known as the power spectrum, and is the fourier transform of covariance function C~r
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by the Wiener-Khinchin theorem [69].
The key point here is that in momentum space our variables are uncorrelated. White noise has a flat,
uncorrelated fourier transform, so we can filter white noise in momentum space to get the desired result.
This leads to the following algorithm:
1. Choose the desired correlation function C~r and Fourier transform to find S~k =
∑
~r C~re
−i~k·~r.
2. Generate a sample Y~r taken from a distribution of standard iid Gaussians and Fourier transform to
find Y˜~k.
3. Compute X˜~k = Y~k ·
√
NS~k, and then inverse transform to find X~r.
We can verify the correctness of our approach by computing the covariance:
〈X∗~rX~r+~r′〉 =
1
N2
∑
~k,~k′
e−i~k·~rei~k
′·(~r+~r′)
〈
X˜∗~kX˜~k′
〉
=
1
N
∑
~k,~k′
e−i~k·~rei~k
′·(~r+~r′)
√
S~k
√
S~k′
∑
~s,~s′
ei
~k·~se−i~k
′·~s′ 〈Y ∗~s Y~s′〉
=
1
N
∑
~k,~k′
e−i~k·~rei~k
′·(~r+~r′)
√
S~k
√
S~k′
∑
~s
ei(
~k−~k′)·~s
=
1
N
∑
~k,~k′
e−i~k·~rei~k
′·(~r+~r′)
√
S~k
√
S~k′Nδ~k,~k′
=
∑
~k
ei
~k·~r′S~k
= C~r′ ,
where we have used the fact that 〈Y ∗~s Y~s′〉 = δ~s~s′ , since they are iid standard normal variables.
Since we have defined our random fields X~r in terms of simple independent Gaussian random variables
Y~r, we can now sample on X~r by sampling the Y~r independently from a standard normal distribution and
following the steps of the algorithm. Thus we can create spatially correlated hi as desired. Note that the
most expensive step in this algorithm is the Fourier transform; using the fast Fourier transform (FFT)
algorithm, this will take O(N logN) time.
C.2 Correlated Cube Source Code
The following source code was used to generate the correlated random fields, which in turn were fed into
code that performed a simulation given a set of random fields.
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#include ”corrCube . h”
#include <cmath>
#include <fstream>
#include <iostream>
#include <f f tw3 . h>
#include <math . h>
#include <g s l / g s l s f b e s s e l . h>
#include <g s l / g s l r n g . h>
#include <g s l / g s l r a n d i s t . h>
#include <g s l / g s l c d f . h>
using namespace std ;
void corrCube ( int L , double sigma , double eta ,
double corrpower , double ∗out , int seed ){
// Dec la ra t i ons
int N = L∗L∗L ;
f f tw complex ∗ c ; // c o r r e l a t i o n func t i on ;
f f tw complex ∗ cHat ; // ”Hat” r e f e r s to f o u r i e r transform
f f tw complex ∗ outComplex ;
f f tw complex ∗ outHat ;
f f t w p l a n p ;
double dis tSquared ;
double d i s tFac to r ;
double s c a l e ;
double shape ;
double ampSquared ;
double phase ;
double cHatNow ;
double r e a l ;
double imag ;
double const PI = 4 .0 ∗ atan ( 1 . 0 ) ;
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int index1 ;
int index2 ;
// A l l o c a t i on s
g s l r n g ∗ r = g s l r n g a l l o c ( g s l r n g r a n l x d 2 ) ;
c = ( f f tw complex ∗) f f t w m a l l o c ( s izeof ( f f tw complex ) ∗ N) ;
cHat = ( f f tw complex ∗) f f t w m a l l o c ( s izeof ( f f tw complex ) ∗ N) ;
outHat = ( f f tw complex ∗) f f t w m a l l o c ( s izeof ( f f tw complex ) ∗N) ;
outComplex = ( f f tw complex ∗) f f t w m a l l o c ( s izeof ( f f tw complex ) ∗N) ;
g s l r n g s e t ( r , seed ) ;
// 1) Populate c
for ( int x = 0 ; x < L ; x ++){
for ( int y = 0 ; y < L ; y ++){
for ( int z = 0 ; z < L ; z ++){
dis tSquared = min ( x∗x , (x−L)∗ ( x−L) ) + min ( y∗y , (y−L)∗ ( y−L) )
+ min ( z∗z , ( z−L)∗ ( z−L ) ) ;
c [ x∗L∗L + y∗L + z ] [0 ]= sigma∗ sigma /
pow(1+ s q r t ( d i s tSquared )/ eta , corrpower ) ;
c [ x∗L∗L + y∗L + z ] [ 1 ] = 0 . 0 ;
}
}
}
// 2) Create Y
for ( int x = 0 ; x < N; x++){
outComplex [ x ] [ 0 ] = g s l r a n g a u s s i a n ( r , 1 . 0 ) ;
outComplex [ x ] [ 1 ] = 0 ;
}
// 3) Fourier Transform Y and c
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p = f f t w p l a n d f t 3 d (L , L , L , c , cHat ,FFTWFORWARD, FFTW ESTIMATE) ;
f f t w e x e c u t e (p ) ;
p = f f t w p l a n d f t 3 d (L , L , L , outComplex , outHat ,FFTWFORWARD, FFTW ESTIMATE) ;
f f t w e x e c u t e (p ) ;
// 4) Mu l t i p l y them in Fourier Space
for ( int x = 0 ; x < N; x++){
outHat [ x ] [ 0 ] = outHat [ x ] [ 0 ] ∗ s q r t ( cHat [ x ] [ 0 ] ) ;
outHat [ x ] [ 1 ] = outHat [ x ] [ 1 ] ∗ s q r t ( cHat [ x ] [ 0 ] ) ;
}
// 5) Transform back to ge t output
p = f f t w p l a n d f t 3 d (L , L , L , outHat , outComplex ,FFTWBACKWARD, FFTW ESTIMATE) ;
f f t w e x e c u t e (p ) ;
// 6) Assign output p rope r l y
for ( int x = 0 ; x < N; x ++){
out [ x ] = outComplex [ x ] [ 0 ] /N; // N normal i zes iFFT
}
// f r e e memory
f f t w d e s t r o y p l a n (p ) ;
f f t w f r e e ( c ) ;
f f t w f r e e ( cHat ) ;
f f t w f r e e ( outHat ) ;
f f t w f r e e ( outComplex ) ;
return ;
}
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