INTRODUCTION
This letter introduces a new class of recursive power spectrum estimators (PSE) where the estimate is updated on a data sample by a data sample basis. Estimators belonging to the proposed class can be easily derived from one another. Yet, each estimator possesses different characteristics and, therefore, yields different performance under various time-varying conditions. In this class, the estimators with slow convergence and high resolution can be obtained from those of fast convergence and low resolution using a simple recurrence formula. The key to this formula lies in the use of multiple pole filters in the time-average estimation of the autocorrelation function.The Fouriertransform ( m o f the multiple pole based autocorrelation estimates provides recursive means to estimate the power spectrum. This recursion is not only in time n, but also in the order of multiplicity k, of the filter pole. Accordingly, all spectrum estimates obtained using filters with pole of order 1 to k -1 are generated in the process of obtaining the PSE which employs a multiple pole of order k. (The pole location is the same in all filters). Because the increase in the filter order changes the performanceof thecorresponding PSE, the estimates from various pole multiplicities have different variance, temporal and spectral resolution. The availability of these recursive estimators provides theflexibilitytoselecttheonewhich is mostapplicabletotheproblem.
ORDER-RECURSIVE PSE
A nonparametric spectrum estimator is uniquely defined by the filter's impulse responseh(n,O)which isemployed in thetime-average estimation of the autocorrelation function [I]. The autocorrelation estimate an, e) at time n and lag Pis, in general, given by When a causal multiple pole lag-independent IIR filter is used in the estimation procedure, (1) becomes [2]
The subscript k is added to associate i with the order of multiplicity of the pole y. After simplification, the above equation can be written as ik+An, 0) = y?k+l(n -1, P) + (1 -y) ?An, P) (4) which is recursive in both n and k. Similar forms may be derived when zeroes are introduced in the transfer function (2). Using a finite number of autocorrelation lags (2L + I), the FT of (4) yields
where Sk(n, U) denotes the power spectrum estimate which corresponds to the filter order k, calculated at time n and frequency U. The recursion equation (5) defines a discrete time system whose input is the PSE corresponds to the kth-order pole and the output is the PSE corresponds to the (k + 1)th-order pole. The block diagram of the successive implementation of (5) is depicted in Fig. l. According to this figure, the estimation of the single pole-based PSE Sl(n, U) i s sufficient for further estimation of the spectra of higher order pole Sk(n, U), k > 1. The recursive estimator Sl(n, U), on the other hand, can be easily formulated from the data, and it has been shown to offer interesting computational properties which can be extended for other estimates in the figure [3], [4] .
Theorder recursive spectrum estimation, as shown in Fig. 1 , consists of multiple systems,connected in cascade. Each system implements (5) for different value of k. If the PSE of a higher order pole is required, additional system, or stage, can be augmented to the diagram. The order-recursive spectrum estimation provides, therefore, a direct access to different spectrum estimators which vary in the variance and computational requirements. In additions, these estimators offer different tradeoff between the temporal resolution and the spectral resolution. Thedependenceof such tradeoff on the employed filter order k i s experimentally demonstrated through the following example.
Ill. SIMULATIONS
To illustrate the estimator's convergence as a function of the order k, we employed the estimator Sk(n, U), k = 1, 5, 10 to track two sinusoids which undergo an instantaneous step in frequency. In the example selected, the received data samples are x(n) = Al cos (wl n) + A2 cos (a2 n) + w(n) where w(n) is a white noise sequence of unit variance. The amplitudes A, and A2 provide 15-and 2OdB SNR, respectively. The signal frequencies took the values w1 = 1.16 radls, o2 = 2.75 radls for the first 300 samples of the data. Then both frequencies were reduced by AU = 0.375 radls for the following 200 samples. This behavior is shown by solid lines in Fig. 2 . The frequency estimates were the result of locating the highest two peaks of the spectral estimate SJn, 0) evaluated every five samples. The input parameters used for the spectral calculations are L = 8 ,~ = 0.9, and k = 1,5, IO. It is evident, from Fig. 2 , that the convergence time increases as k increases. On the other hand, the frequency estimates exhibit smaller variance for higher value of k.
To show the dependence of the estimator's spectral resolution on k, we derived the spectral windows associated with S,(n, U ) , S5(n, U), and Sl o(n, U) for L = 30 and n = 50. These windows were calculated by assuming stationarity and taking the expected value of the estimate. As shown in Fig. 3 , the bandwidth of the normalized 290 spectral window becomes narrower, i.e., resolution gets improved, for higher value of k.
IV. CONCLUSIONS
The use of multiple pole filter in the autocorrelation function estimation provides a recursive mean to update the power spectrum estimate in both timeand theorder of multiplicityof the filter pole. Since the increase of the filter order changes the tradeoff between the estimator's convergence and resolution, recursive generation of higher filter order, spectrum estimates can be performed until an acceptable compromise is reached.
INTRODUCTION
Power spectrum analysis is a powerful tool for the study of random and deterministic signals. It has been successfully applied to a wide range of signal characterization, detection, and classification problems. In cases where the power spectrum is time-varying, spectrograms generated via short-time Fourier transform methods are often used. We have recently seen a growing interest in high-order cumulant polyspectra, and, in particular, the bispectrum, as a means for extracting more detailed spectral information about a signal, and in the Wigner distribution as a means for obtaining greater time resolution than that provided by conventional spectrograms. In this letter we will combine these two approaches and derive a third-order Wigner distribution, or Wigner bispectrum.
The power spectrum, also called the power spectral density, and the covariance function of a second-order stationary stochastic process are a Fourier transform pair. Thus they contain equivalent information about the second-order structure of the process. A zero-mean Gaussian process is completely characterized by its second-order structure, i.e., by itscovariance. Hence, power spectrum analysis of a zero-mean Gaussian process provides all available information about its structure.
While many processes encountered in engineering applications are approximately Gaussian, few, and one might argue none, are exactly Gaussian. The high-order structure of a zero-mean stationary non-Gaussian process is not determined by the secondorder structure. Thus for such a process, the power spectrum pro-
