A parametric method similar to autoregressive spectral estimators is proposed to determine the probability density function (pdf) of a random set. The method proceeds by maximizing the likelihood of the pdf, yielding estimates that perform equally well in the tails as in the bulk of the distribution. It is therefore well suited for the analysis short sets drawn from smooth pdfs and stands out by the simplicity of its computational scheme. Its advantages and limitations are discussed.
Introduction
There are many applications in which it is necessary to estimate the probability density function (pdf) from a finite sample of observations is hermitian [21] . Note that we have applied a linear transformation to convert the support from ¤ to & ¤ . For a finite sample, an unbiased estimate of the characteristic function is obtained by inserting eq. 1 into eq. 5, giving
The main problem now consists in recovering the pdf from eq. 6 while avoiding the infinite summation. By working in dual space we have substituted the partition choice problem by that of selecting the number of relevant terms in the Fourier series expansion.
The simplest choice would be to truncate the series at a given "wave number" and discard the other ones , are then fixed self-consistently according to some criterion. We make use of this freedom to constrain the solution to a particular class of estimates. Without any prior information at hand, a reasonable choice is to select the estimate that contains the least possible information or is the most likely. It is therefore natural to seek a maximization of an entropic quantity such as the sample entropy 
We are a priori inclined to choose the entropy because our objective is the estimation of the pdf and not that of the characteristic function. However, numerical investigations done in the context of spectral density estimation rather lend support to the likelihood criterion [22] . A different and stronger motivation for preferring a maximization of the likelihood comes from the simplicity of the computational scheme it gives rise to. This maximization means that the tail of the characteristic function is chosen subject to the constraint
From eqs. 9 and 11 the likelihood can be rewritten as
The values of the coefficients . This solution has a number of remarkable properties, some of which are deferred to the appendix. Foremost among these are its positive definite character and the simple relationship which links the polynomial coefficients
t o the characteristic function on which they perform a regression. Indeed, we have
This can be cast in a set of Yule-Walker equations whose unique solution contains the polynomial coefficients
Advantage can be taken here of the Toeplitz structure of the matrix. The proper normalization (
) of the pdf is ensured by the value of , which is given by a variant of eq. 16
Equations 15 and 17 illustrate the simplicity of the method.
Some properties
A clear advantage of the method over conventional series expansions is the automatic positive definite character of the pdf. Another asset is the close resemblance with autoregressive or maximum entropy methods that are nowadays widely used in the estimation of spectral densities. Both methods have in common the estimation of a positive function by means of a Padé approximant whose coefficients directly issue from a regression (eq. 16). This analogy allows us to exploit here some results previously obtained in the framework of spectral analysis. One of these concerns the statistical properties of the maximum likelihood estimate. These properties are badly known because the nonlinearity of the problem impedes any analytical treatment. The analogy with spectral densities, however, reveals that the estimates are asymptotically normally distributed with a standard deviation [23, 24] §© (20) The key point is that kernel estimates are relatively less reliable in low density regions than in the bulk of the distribution, whereas the relative uncertainty of maximum likelihood estimates is essentially constant. The latter property is obviously preferable when the tails of the distribution must be investigated, e.g. in the study of rare events.
Some comments are now in order. By choosing a Fourier series expansion, we have implicitly assumed that the pdf was -periodic, which is not necessarily the case. Thus special care is needed to enforce periodicity, since otherwise wraparound may result [25] . The solution to this problem depends on how easily the pdf can be extended periodically. In most applications, the tails of the distribution progressively decrease to zero, so periodicity may be enforced simply by artificially padding the tails with a small interval in which the density vanishes. We do this by rescaling the support from to an interval which is slightly smaller than , say & ¤
[26]. Once the Padé approximant is known, the . We now proceed as follows : starting from the order is incremented until the information gain reaches a clear minimum; this corresponds, as it has been checked numerically, to the convergence toward a stationary shape; the corresponding order is then taken as the requested compromise. Clearly, there is some arbitrariness in the definition of a such a minimum since visual inspection and common sense are needed. In most cases, however, the solution is evident and the search can be automated. Optimal orders usually range between 2 and 10; larger values may be needed to model discontinuous or complex shaped densities.
Some examples
Three examples are now given in order to illustrate the limits and the advantages of the method. 
General properties
First, we consider a normal distributionwith exponential tails as often encountered in turbulent wavefields. We simulated a random sample with elements and the main results appear in Fig. 1 . The information gain (Fig. 1b) decreases as expected until it reaches a well defined minimum at , which therefore sets the optimal order of our model. Since the true pdf is known, we can test this result against a common measure of the quality of the fit, which is the Mean Integrated Squared Error (MISE)
The MISE, which is displayed in Fig. 1b , also reaches a minimum at ¤ and thus supports the choice of the information gain as a reliable indicator for the best model. Tests carried out on other types of distributions confirm this good agreement.
Now that the optimum pdf has been found, its characteristic function can be computed and compared with the measured one, see Fig. 1a . As expected, the two characteristic functions coincide for the lowest wave numbers (eq. 16); they diverge at higher wave numbers, for which the model tries to extrapolate the characteristic function self-consistently. The fast falloff of the maximum likelihood estimate explains the relatively smooth shape of the resulting pdf.
Finally, the quality of the pdf can be visualized in Fig. 1d , which compares the measured pdf with the true one, and an estimate based on a histogram with 101 bins. An excellent agreement is obtained, both in the bulk of the distribution and in the tails, where the exponential falloff is correctly reproduced. This example illustrates the ability of the method to get reliable estimates in regions where standard histogram approaches have a lower performance. 
Interpreting the characteristic function
The shape of the characteristic function in Fig. 1a is reminiscent of spectral densities consisting of a low wave number (band-limited) component embedded in broadband noise. A straightforward calculation of the expectation of . This bias is illustrated in Fig. 2 for independent variables drawn from a normal distribution, showing how the wave number resolution gradually degrades as the sample size decreases. Incidentally, a knowledge of the bias level could be used to obtain confidence intervals for the pdf estimate. This would be interesting insofar no assumptions have to be made on possible correlations in the data set. We found this approach, however, to be too inaccurate on average to be useful.
The presence of a bias also gives an indication of the smallest scales (in terms of amplitude of 
Influence of the sample size
To investigate the effect of the sample length , we now consider a bimodal distribution consisting of two normal distributions with different means and standard deviations. Such distributions are known to be difficult to handle with kernel estimators. Samples with respectively , and elements were generated; their characteristic functions and the resulting pdfs are displayed in Fig. 3 . Clearly, finite sample effects cannot be avoided for small samples but the method nevertheless succeeds relatively well in capturing the true pdf and in particular the small peak associated with the narrow distribution. An analysis of the MISE shows that it is systematically lower for maximum likelihoodestimates than for standard histogram estimates, supporting the former.
A counterexample
The previous examples gave relatively good results because the true distributionswere rather smooth. Although such smooth distributions are generic in most applications it may be instructive to look at a counterexample, in which the method fails.
Consider the distribution which corresponds to a cut through an annulus
A sample was generated with elements and the resulting information gains are shown in Fig. 4 . There is an ambiguity in the choice of the model order and indeed the convergence of the pdf estimates toward the true pdf is neither uniform nor in the mean. Increasing the order improves the fit of the discontinuity a little but also increases the oscillatory behavior known as the Gibbs phenomenon. This problem is related to the fact that the pdf is discontinuous and hence the characteristic function is not absolutely summable.
Similar problems are routinely encountered in the design of digital filters, where steep responses cannot be approximated with infinite impulse response filters that have a limited number of poles [20] . The bad performance of the maximum likelihood approach in this case also comes from its inability to handle densities that vanish over finite intervals. A minimization of the entropy would be more appropriate here.
Conclusion
We have presented a parametric procedure for estimating univariate densities using a positive definite functional. The method proceeds by maximizing the likelihood of the pdf subject to the constraint that the characteristic functions of the sample and estimated pdfs coincide for a given number of terms. Such a global approach to the estimation of pdfs is in contrast to the better known local methods (such as non-parametric kernel methods) whose performance is poorer in regions where there is a lack of statistics, such as the tails of the distribution. This difference makes the maximum likelihood method relevant for the analysis of short records (with typically hundreds or thousands of samples). Other advantages include a simple computational procedure that can be tuned with a single parameter. An entropy-based criterion has been developed for selecting the latter.
The method works best with densities that are at least once continuously differentiable and that can be extended periodically. Indeed, the shortcomings of the method are essentially the same as for autoregressive spectral estimates, which give rise to the Gibbs phenomenon if the density is discontinuous.
The method can be extended to multivariate densities, but the computational procedures are not yet within the realm of practical usage. Its numerous analogies with the design of digital filters suggest that it is still open to improvements. [20] A. V. Oppenheim and R. W. Schafer, Discrete-time signal processing (Prentice-Hall, Englewood Cliffs NJ, 1989).
[21] This is strictly speaking not the characteristic function, but its complex conjugate.
[ [23] K. N. Berk, Ann. Statist. 2, 489-502 (1974).
[24] E. Parzen, IEEE Trans. Autom. Control AC-19, 723-729 (1974).
[25] J. D. Scargle, Astroph. J. 343, 874-887 (1989).
[26] The width of the interval actually has little impact on the outcome as long as it is much less than . The width and its asymmetry could possibly be tailored to the pdf in order to improve the fit a little.
[27] The simplest one consists in symmetrizing the pdf: the initial sample
i s transformed into a new one which is twice a large
, and covers the interval & ¤
. The pdf of this new sample is computed and one half of it is kept to obtain the desired result. This procedure doubles the volume of data, but the computational cost remains approximately the same since one half only of the data is actually needed to estimate the characteristic function.
