Abstract. We present an efficient method to solve the problem of the constrained least squares approximation of the rational Bézier curve by the Bézier curve. The presented algorithm uses the dual constrained Bernstein basis polynomials, associated with the Jacobi scalar product, and exploits their recursive properties. Examples are given, showing the effectiveness of the algorithm.
Introduction
In CAGD, it is frequently important to approximate a rational Bézier curve by a polynomial one. In the last two decades, many approaches to this problem have been proposed [18, 19, 15, 5, 10, 17, 7] . The large spectrum of methods contains approximation by hybrid curves [18, 19, 15] , Hermite interpolation [5, 15] , progressive iteration approximation [17] , least squares approximation [10] and approximation by Bézier curves with the control points obtained by successive degree elevation of the rational Bézier curve [7] .
In this paper, we consider the following approximation problem. Problem 1.1. Let be given a rational Bézier curve R n of degree n, with control points r i ∈ R d and positive weights ω i ∈ R, (1.1) R n (t) = Q n (t) ω(t) = Note that in the case α = β = 0, the above problem as well the method proposed in this paper reduce to the form given in [14] .
The values of n and m are not related. However, if (m + 1)d < (n + 1)(d + 1) then the number of parameters of the approximating polynomial curve is smaller than the total number of parameters of the rational curve.
In [10] , an approximate solution to the above problem with m > n is obtained by solving a linear least squares problem. Paper [2] deals with more general problem of the constrained degree reduction of rational Bézier curves; one of the auxiliary problems discussed there contains the above problem as a particular case. We present a method which is based on the idea of using constrained dual Bernstein polynomial basis [20] to compute the control points p i . Our algorithm is efficient thanks to using fast schemes of 1 o evaluation the Bézier form coefficients of the dual polynomials [13] and 2 o numerical computation of the collection of integrals
The cost is significantly lower than in the case of the special variant of the method of [2] , which needs inverting a (n + m − k − l + 1) × (n + m − k − l + 1) matrix. Let us mention that the problem stated above can be also considered for other norms. However, even the simpler problem of constrained degree reduction of Bézier curves in L ∞ -norm requires higher computational complexity (see, e.g., [1] ). The most appropriate metric for curves in geometric terms would be the Hausdorff distance, but the computation of such distance of the nonlinear curves is not so easy. Hence, L 2 -norm seems to be a good choice as we can construct solution in explicit form using the Bernstein and dual Bernstein bases in a natural and convenient way.
The outline of this paper is as follows. Section 2 contains basic facts on the constrained dual Bernstein polynomials. Section 3 brings a complete solution to Problem 1.1; for implementation details, see Section 4. In Section 5, the proposed method is applied to some examples and compared with two other algorithms.
Constrained dual Bernstein polynomials
Let Π (k,l) m ,where k + l ≤ m, be the space of all polynomials of degree ≤ m, whose derivatives of order ≤ k − 1 at t = 0, as well as derivatives of order ≤ l − 1 at t = 1, vanish: 
, where δ ij is 1 if i = j and 0 otherwise, and the inner product ·, · is given by
Properties of the polynomials
are studied in [12, 13] and [20] . We need the following result.
Theorem 2.1 ([13]). The constrained dual basis polynomials have the Bézier-Bernstein representation
where the coefficients c ij ≡ c ij (m, k, l, α, β) satisfy the recurrence relation
The starting values are
where j = k, k + 1, . . . , m − l, and we use the notation
Observe that the quantities c ij can be put in a square table (see Table 1 ). Now, the Table 1 . The c-table 
the recurrence (2.2).
Constrained polynomial approximation of rational Bézier curve
Clearly, the Bézier curve being the solution of Problem 1.1 can be obtained in a componentwise way. Hence, it is sufficient to give the details of our method of solving this problem in case where R n , P m ∈ R 1 . Given the rational function
with r i ∈ R and ω i ∈ R + , we look for a degree m polynomial
which gives the minimum value of
with the constraints 
where c ij (m, k, l, α, β) are introduced in (2.1), while ̺ i0 and ̺ i1 are defined recursively for i = 0, 1, . . . by
Here we use the standard notation
Proof. Recall that for arbitrary polynomial of degree N,
the well-known formulas hold (see, e.g., [4, p. 49])
Using them in
gives equations (3.8), (3.9), where we denoted
n (h). Using the above equations in (3.4) , we obtain the forms (3.5) and (3.6) for the coefficients p 0 , p 1 , . . . , p k−1 and p m−l+1 , . . . , p m−1 , p m , respectively.
The remaining coefficients p i are to be determined so that
has the least value, where
m , we obtain the formula
where we use notation (3.10). Using results of [20] and [12] , we deduce that
where for h = 0, 1, . . . , N we define
being Hahn polynomials (see, e.g., [9, §9.5]). It is easy to see that
Hence, some algebra gives
which is formula (3.11). Now, (3.7) readily follows.
4. Implementation of the method 4.1. Computing integrals (3.10). Integrals (3.10) involving rational function cannot be evaluated exactly. However, we show that they can be computed numerically up to high precision using the method described in [8] .
Observe that formula (3.10) can be written as
Notice that by assumption on the positivity of the weights ω i , the polynomial ω(t) has no roots in the interval [0, 1], hence the function ϑ(x) is analytic in a planar region containing the interval [−1, 1]. This implies that the function ϑ can be well approximated by a sum of Chebyshev polynomials T j (x) of the first kind:
See, e.g., [6] . Clearly, J(a, b; ϑ) ≈ J(a, b; S M ). The coefficients γ j are determined so that S M interpolates ϑ at the abscissae
(The double prime on the sum means that the first and the last terms are to be halved.)
The right-hand side of (4.4) is known to be efficiently computed by means of the FFT for real data (see [6] , or [3, §5.1]; the authors recall that the FFT is not only fast, but also resistant to roundoff errors). In practical implementation, the coefficients γ j (0 ≤ j ≤ M) are computed repeatedly for doubled values of M (M = 32, 64, . . . ) until (4.5)
where ε is a prescribed tolerance. For better efficiency, in every step one should reuse all the previously computed values of the function ϑ. Now, we have the following result. 
Then we have
b is a solution of the differential equation 
for any continuous solution T of the differential equation
Further, using the approach of [11] yields the recurrence relation ( 
Algorithm 4.2 (Constrained polynomial approximation of the rational Bézier curve).
Given the coefficients r 0 , r 1 , . . . , r n and ω 0 , ω 1 , . . . , ω n of the rational function
the coefficients p 0 , p 1 , . . . , p m of the polynomial
minimising the error (3.3) with constraints (3.4) are computed in the following way.
Step 1:
Step 2: Compute p m , p m−1 , . . . , p m−l+1 by (3.6).
Step 3:
Step 4: Given ε > 0, compute the coefficients γ j of the polynomial S M (cf. (4.3) ) by using FFT, with M determined so that (4.5) holds.
Step 6: For i = k, k + 1, . . . , m − l, compute p i by (3.7) with I h replaced by
Examples
In this section, we present several examples of approximation of rational Bézier surfaces by Bézier curves with constraints, which we have described in Section 3. Computations were carried out on a computer with Intel Core i5 3.33GHz processor and 4GB of RAM. We used 18-digit arithmetic and set ε := 10 −16 in Step 4 of the Algorithm 4.2 to ensure that the integrals (3.10) are computed within the accuracy close to the representation error.
In the examples below, we use the notation
for the error function, and
for the maximum and least-squares approximation error, respectively.
Example 5.1 [Starling's sketch]
We consider the curve shown in Figure 1 (solid and red), obtained by joining two rational Bézier curves of degree eight each; we say that the composite curve has degree (8, 8) . The first curve is defined by the control points , constraints of C 1 -and C 2 -continuity, without and with subdivision, is shown in Figure 1 . Figure 1 . Left: Bézier composite curve approximation (dashed and blue) of degree (13, 8) to the rational composite Bézier curve (solid and red) of degree (8, 8) with the end-point interpolation (k = l = 1). The errors are e ∞ = {3.152, 2.814} and e 2 ( ) = {0.166, 0.284}, respectively. Right: Bézier composite curve approximation (dashed and blue) of degree (12, 11, 7, 6) to the same rational composite Bézier curve (solid and red) of degree (8, 8) , with one subdivision of each of its two parts, and the end-point derivative interpolation (k = l = 2). The errors are e ∞ = {0.559, 0.811, 0.146, 0.231} and e 2 ( In Examples 5.2 and 5.3, we compared our approach with the recently published methods of Huang et al. [7] and Lu [17] . The idea of the first method is the following. Given the rational curve (3.1), use degree elevation to obtain R n (t) = The weakness of this approach is that the convergence may be rather slow. Also, notice the increasing degree of the approximating curves.
In the iterative method of Lu [17] , the sequence of Bézier curves {V h n } is constructed,
where
with 0 = t 0 < t 1 < . . . < t n = 1, and
λ being a parameter. It is shown that
Also this process may be slow, even for carefully chosen factor λ (cf. [16] ). Another drawback of both methods is that only the simplest constraints (corresponding to k = l = 1) are accepted.
In the next two examples we let α = β = 0. Table 2 below lists the errors of approximation in each case (with the number iter of iterations performed in the method of [17] ). We see that the method of Huang et al., which is very simple and fast, gives much worse results than two other methods. The convergence of the method of Lu is slow: the result obtained after 100 iterations is 4 times less adequate than ours; also, the comparison of the execution times shows the advantage of our algorithm. Table 2 . Again, we see that the methods of Huang et al. and Lu give much less adequate results than our method. 
Conclusions
We present a method to solve the constrained least squares approximation of the rational Bézier curve by the Bézier curve. Important tools used are efficient evaluation of the Bézier coefficients of the constrained dual Bernstein basis polynomials associated with the Jacobi scalar product and numerical computation of some integrals involving rational functions. The new algorithm is particularly attractive when it is combined with the subdivision process.
