Introduction
In this paper we continue our study of the Petrov-Galerkin finite element (PGFE) methods [19] for the initial value problem of a nonlinear Volterra integro-differential equation (VIDE): Find y = y(t) such that (1.1) y (t) = f t, y(t) + where f = f (t, y): I × Ê → Ê and k = k(t, s, y): D × Ê → Ê (with D := {(t, s): 0 s t T }) denote given functions. The nonlinear Volterra integro-differential equation (1.1) plays an important role in the mathematical modeling of many physical and biological phenomena in which it is necessary to take into account the effect of past history. Particularly in such fields as heat transfer, nuclear reactor dynamics and thermoelasticity, there is often a need to have mathematical models which reflect the effects of the "memory" of the system. For example, the partial VIDE u t = ∆u + t 0 a(t − s)g u(x, s) ds + f has been used in the feedback heat control of some heat-conducting medium, where the control mechanism possesses some inertia. A similar control situation for a reaction-diffusion problem can be seen in [20] .
Mathematically, partial VIDEs like the one given above can be reformulated as abstract VIDEs of the type (1.1) in suitable function spaces. For the details of formulations of (1.1) and their physical interpretations we refer readers to [6] and [21] . On the other hand, the problem (1.1) can be viewed as a system of VIDEs obtained from the semi-spatial discretizations [10] or the methods of the lines [12] .
In recent years, various aspects of numerical methods for VIDEs have been studied. See, for example, [1] - [5] , [9] , [11] , [19] and [22] - [23] . At the same time, the superconvergence of finite element methods has received considerable attention. The literature on this subject is now quite extensive. The most recent survey paper by Křížek and Neittaanmäki [14] and the references cited therein convey a good picture on this topic. As our contribution to these researches, we present in this paper two (interpolation and iterative) defect correction schemes that can be used to improve the PGFE solutions. Using asymptotic expansions of the error in a PGFE solution, we will show that the defect correction schemes can yield higher order approximations to either the exact solution or its derivative. In particular, the approximation generated by applying the interpolation defect correction to a linear PGFE solution/derivative can have a convergence rate which is twice as high as that of the linear PGFE solution/derivative itself. Moreover, the iterative defect correction works even without imposing any extra regularity requirement on the exact solution.
Throughout the paper, it will always be assumed that the problem (1.1) possesses a unique solution y ∈ C 1 (I), namely, the given functions f (t, y) and k(t, s, y), which are, respectively, continuous for t ∈ I and (t, s) ∈ D, will be subject to the following (uniform) Lipschitz conditions [6] :
for all t ∈ I, (t, s) ∈ D, and |y i | < ∞ (i = 1, 2). This paper is organized in the following way. In Section 2, we recall the PetrovGalerkin finite element methods for (1.1) and some of their fundamental error estimates [19] . In Section 3, we discuss an interpolation defect correction that can be used to treat both the PGFE solution and the iterated PGFE derivative. In Section 4, we discuss an iterative defect correction scheme that can enhance the iterated PGFE derivative without extra regularity. At the end of both Sections 3 and 4, a posteriori error estimators based on these higher order approximations are developed. Numerical examples are provided in Section 5 to illustrate our theoretical results.
The PGFE solutions and their global convergence
In this section we will introduce the Petrov-Galerkin finite element (PGFE) method and recall the basic global convergence results obtained in [19] . First we define a nonlinear integral operator G :
Then, the problem (1.1) is reduced to: Find y = y(t) such that (2.1) y (t) = (Gy)(t), t ∈ I, and its Petrov-Galerkin weak form becomes: Find y ∈ H 1 0 (I) (and then y ∈ L 2 (I)) such that
where (·, ·) denotes the usual inner product in the L 2 (I)-space and H 1 0 (I) := {v ∈ H 1 (I): v(0) = 0} is the standard Sobolev space.
Let T h : 0 = t 0 < t 1 < . . . < t N = T be a given mesh for the interval I, and denote the finite element trial and test function spaces, respectively, by
where P r denotes the space of (real) polynomials of degree not exceeding r,
whose elements therefore have to be continuous, S
is not a subspace of C(I), and the superscript (−1) in S (−1) m−1 (T h ) emphasizes the fact that its elements may be discontinuous at the mesh points of T h .
The Petrov-Galerkin finite element approximation of (2.2) considered in this paper is defined as in [19] : Find u ∈ S (0) m (T h ) (and then u ∈ S (−1)
Then the problem (2.3) can be equivalently written as follows:
We have proved in [19] that if the conditions (V 1) and (V 2) are fulfilled, then the problem (2.3) (or (2.5)) is uniquely solvable whenever the mesh size h is sufficiently small. To approximate the derivative of the exact solution, we also introduce the iterated PGFE solution of (1.1)
where L is the integral operator defined by (Lf )(t) := t 0 f (s) ds. As for the accuracy, we call e = u − y the PGFE error and call e it := u it − y the iterated PGFE error. Then the convergence properties of u and u it can be summarized in the following theorem [19] :
. Then the PGFE error e = u − y and the iterated PGFE error e it = u it − y satisfy e 0,∞ := sup{|e (t)| : t ∈ σ j , 0 j N − 1} Ch m y m+1,∞ , e 0,∞ Ch m+1 y m+1,∞ and e it 0,∞ Ch m+1 y m+1,∞ .
The projection operator P h plays an important role in the investigation of the PGFE methods. For any v ∈ S (−1)
where A − B := {x : x ∈ A and x ∈ B}, we have v ∈ S (−1)
where, for any nonnegative integer r, v r,∞ := max
In this case, P h is defined on each element of the mesh T h , and it can be regarded as an interpolation operator of degree m − 1 (it is a kind of interpolation in average which is different from the standard Lagrange interpolation) associated with the mesh T h . Here and hereafter, C denotes a generic positive constant, independent of the PGFE solution u of (1.1) and the mesh size h, whose particular meaning will become clear by the context in which it arises.
Interpolation defect correction
In this section we propose and investigate an interpolation correction scheme [18] (also compare [8] and [15] ) that can be applied to the PGFE solution u ∈ S (0) m (T h ) and the iterated PGFE derivative u it to obtain approximations with higher convergence rates. In addition, these new approximations are naturally used to form a posteriori error estimators that can be used to access the actual error of a PGFE solution.
First, we need to define an interpolation operator that forms a piecewise polynomial with a degree higher than the PGFE solution. For ease of exposition, we demonstrate our idea mainly for the interpolation operator of degree 3. Let the number of elements N for the mesh T h be a multiple of 3 and let e k := σ k−1 ∪ σ k ∪ σ k+1 (σ k−1 , σ k and σ k+1 ∈ T h , 1 k N − 2) be an arbitrary element of the mesh T 3h with mesh size 3h (i.e., each element of T 3h is a combination of 3 adjacent elements in T h ), such that we can define a Lagrange interpolation operator I 3 3h of degree 3 associated with T 3h as follows:
where t i ∈ e k are all endpoints of σ k−1 , σ k and σ k+1 .
Similarly, we can also define a Lagrange interpolation operator I 2m (2m)h of degree 2m associated with the mesh T (2m)h .
In addition, we also need the following theorem [19] :
for the PGFE error e = u − y where u ∈ S (0) m (T h ), we have the following asymptotic expansions at the points t n (1 n N ) of the mesh T h :
where α ∈ C 4 (I) is invariable when the mesh is refined uniformly.
And now we can obtain Theorem 3.2. Suppose that the conditions of Theorem 3.1 hold. Then, for the PGFE solution u ∈ S (0) m (T h ) and each t ∈ I, we have the following global asymptotic expansions:
where α ∈ C 4 (I).
ÈÖÓÓ . For any t ∈ e k (1 k N − 2), denoting the basis function corresponding to {t j } by {ϕ j } (k − 1 j k + 2), we have
which, together with Theorem 3.1 and the uniform boundedness of {ϕ j } k+2 k−1 , yields
This leads to the global expansion
Then B h y is a solution of (2.3) if y is a solution of (1.1). Note that y − Gy on the right-hand side is the residual or the defect in y. By means of the
m−1 (T h ), the problem (3.3) can be equivalently written as the operator equation
since (B h y)(0) = 0, where L is the integral operator defined in Section 2. 
Thus, in order to prove Lemma 3.1, it is sufficient to show that the operator E * has a unique fixed point u * := B h y ∈ S (0) m (T h ). To this end, by the standard contraction mapping principle, we need only to prove that the operator E n * :
) is a contraction mapping as n and h are respectively sufficiently large and small since E * and E n * have the same fixed points. Decompose the operator E into
where I is the identity operator. For the operator E 1 , it follows from (2.7) and the conditions (V 1) and (V 2) that for any u 1 , u 2 ∈ S (0) m (T h ) and any t ∈ σ k (0 k N − 1) we have
For the operator E 2 , from the conditions (V 1) and (V 2) we obtain that for any
which, together with (3.5), yields that for any
And now,
This recurrently leads to
which yields that there exists a positive integer N 0 such that
with α ∈ (0, 1) whenever the mesh size h is sufficiently small; that is, E
) is a contraction mapping subject to the smallness of h. Thus, we have completed the proof of Lemma 3.1. Now, for each PGFE solution u ∈ S (0) m (T h ), we define its interpolation defect correction as follows:
Then the error estimates of these new approximations are given in the following theorem. 
ÈÖÓÓ . By means of (3.1), we derive from the boundedness of the operator
which, together with the global convergence of the linear PGFE solution in Theorem 2.1 that yields
where the left-hand side is simply
And hence, we obtain (3.6). Analogously, we can also obtain (3.7) by means of (3.2).
Next, we proceed to discuss the interpolation defect correction for the iterated PGFE derivative u it . To start, we recall a basic error expansion for the iterated PGFE derivative from [19] .
the iterated PGFE derivative error e it := u it − y produced by the PGFE solution u ∈ S
m (T h ) of (1.1), we have the following asymptotic expansions at the points t n (1 n N ) of the mesh T h :
where β ∈ C 3 (I) is invariable when the mesh is refined uniformly.
In parallel to Theorem 3.2, by virtue of Theorem 3.4 we can also obtain the following theorem. m (T h ) and each t ∈ I, we have the global asymptotic expansions
where β ∈ C 3 (I).
From (2.6) and the definition of the PGFE projection operator B h we derive that
Thus, we define the iterated PGFE derivative projection operator Q h :
by setting
Then Q h y is the iterated PGFE derivative of the problem (1.1) if y is its exact solution. In addition, from Lemma 3.1 we know that for any y ∈ L 2 (I), Q h y ∈ C(I) exists uniquely. Using this operator, for an iterated PGFE derivative we can similarly define its interpolation defect correction as
The following theorem shows the effects of the interpolation defect correction on the iterated PGFE derivative. Thus, we obtain from (3.8), (3.12) and from the boundedness of the operator (I −Q h ) that
where the left-hand side is just (I − Q h )(I As usual, the new approximations with higher convergence rates after the interpolation defect correction can be used to form a posteriori estimators for the PGFE methods by following the procedure of obtaining Theorem 2.4 in [19] . In fact, by Theorem 3.3, for a PGFE solution u ∈ S 
Similarly, from Theorem 3.6, the computable quantity (I − Q h )I 3 3h u it or (I − Q h )I 2m (2m)h u it can be used to access the actual error in the iterated PGFE derivative u it because
Iterative defect correction
In this section, we will discuss an iterative correction ( [8] ) for the iterated PGFE derivative u it produced by the PGFE solution u ∈ S (0) m (T h ) of the problem (1.1). It will be proved that the (n − 1)-fold application of the iterative correction leads to a global convergence rate of O(h m+n ) under a rather moderate regularity requirement on the exact solution: y ∈ C m+1 (I), which is independent of n. In addition, as a by-product of the iterative correction a posteriori error estimators are also obtained. To start, we recall the following results from [6] .
Lemma 4.1. Let the functions g and K characterizing the integral equation
be continuous on I and D := {(t, s): 0 s t T }, respectively. Then this equation has a unique solution y ∈ C(I) given by
where R ∈ C(D) is the resolvent kernel associated with the given kernel K and defined by R(t, s) :
. Moreover, the resolvent kernel satisfies the identities (usually called the Fredholm identities)
Now, let δ(t) := u (t) − (Gu)(t) (t ∈ I) be the residual (or defect) function. Then, it is easy to see from (2.5) that
Subtracting (2.1) from (2.5), we have by (4.1) that
with e(0) = 0. Thus, (4.2) and Taylor's formula imply that there are functions ξ * and η * whose values ξ * (t) and η * (t) at t are between y(t) and u(t), such that e (t) = δ(t) + (Gu − Gy)(t) (4.3) = δ(t) + f y t, y(t) e(t) + 
under the conditions that f yy (t, y) and k yy (t, s, y) are bounded, respectively, in a suitable region containing D 1 := { t, y(t) : t ∈ I} and another proper domain containing D 2 := { t, s, y(s) : 0 s t T }, where p(t) := f y t, y(t) and K(t, s) := k y t, s, y(s) .
By setting e * (t) := e(t) exp − t 0 p(s) ds , it is easy to see from a simple calculation that (4.4) becomes (4.5) e * (t) = δ * (t) + 
We further get via exchanging the order of the integration with respect to s and τ that
where the kernel function K * 1 (t, s) := t s K * (t, τ ) dτ . And then, setting F (t) := δ * (t) + O(h 2m+2 ), it follows from Lemma 4.1 that
where R * 1 (t, s) is the resolvent kernel associated with the given kernel K * 1 (t, s), which inherits the smoothness of K * 1 (t, s), defined by
And it is easy to see by integrating from 0 to t on both sides of (4.6) and exchanging the order of integration that
where R * 2 (t, s) := 1 + t s R * 1 (τ, s) dτ . Now, we know from (4.7) that (4.8)
where R * (t, s) := R * 2 (t, s) exp − s 0 p(τ ) dτ , and let G : C(I) → C(I) be the linear Volterra integral operator defined by
where y is the exact solution of the problem (1.1). Then one finds from (2.1), (4.1) and (4.3) that
where G * ϕ := G exp t 0 p(s) ds ϕ . We derive from (2.1), (2.6) and (4.10) that
Then (4.10) and (4.11) yield a recurrence formula ÈÖÓÓ . For any t ∈ σ k (0 k N − 1), from (4.9) we know that
which leads to
In particular, we derive from (4.13) that
Ch.
From (4.14), (4.15) and the boundedness of the operator G * we find that
Hence, we complete the proof of Lemma 4.2.
From (4.15) and the boundedness of the operator G * we have
which, together with Theorem 2.1, leads to
This, together with (4.12), implies that
Now, for an iterated PGFE derivative u it , we define its iterative defect correction asũ
where Q h is the iterated PGFE derivative projection operator defined in Section 3
and
is the usual binomial coefficient. The following theorem provides an error estimate on this new approximation generated by the iterative defect correction.
it,n of the iterated PGFE derivative u it corresponding to the PGFE solution u ∈ S (0)
ÈÖÓÓ . By definition, we havẽ
From (4.16) we derive that
Therefore, we obtain from the boundedness of the operator (I − Q h ) that
Then it is easy to see from (4.17) that
Substituting (4.19) into (4.18), we obtain
From Lemma 4.2 we know that (G * R * h ) 2 y is the principal part of (4.20) and
Inductively, we eventually obtain
it,n , which completes the proof.
Again, due to the error estimate in the above theorem, the iterative defect correction suggests that we can use (n − 1)
We can also useũ
it,n to estimate the actual error inũ
it,n 0,∞ + O(h m+n+1 ), 1 n m + 2.
Numerical examples
In this section we present some numerical results which illustrate the features of the defect correction methods. Unless otherwise specified, all the numerical solutions given here are generated by the PGFE methods with the space S f (t, y) = 1 − e sin(t) − t 2 + cos(t) + cos(t + 2y) − cos t + 2 sin(t) − t sin(t), so that y(t) = sin(t) is the exact solution. In all our computations, Newton's method is used to solve the nonlinear algebraic equations produced by the PGFE methods, and we have observed a quadratic convergence in Newton's iterations provided that the initial guess and the exact solution are close enough.
Ü ÑÔÐ 1. Let us first look at the numerical results generated by the interpolation defect correction. For any PGFE solution u ∈ S Ü ÑÔÐ 2. For the iterated PGFE derivative generated by the PGFE solu-
where Q h I 3 3h u it is the iterated PGFE derivative produced by the PGFE solution in S 
In addition to the errors of the iterated PGFE solutions, Table 2 also presents the errors of the approximations to the derivatives generated by the interpolation defect correction. The data in this table satisfy
which corroborates the error estimates given in Theorem 3.6. Table 2 . Errors of the iterated PGFE derivative and those generated by the interpolation defect correction.
Ü ÑÔÐ 3. We now consider some examples for the iterative defect correction. The 2-fold iterative defect correction of the iterated PGFE derivative induced by the PGFE solution in S
where Q h u it is the iterated PGFE derivative yielded by the PGFE solution in S
1 (T h ) for the initial value problem (5.1) with Table 3 . Errors of the iterated PGFE derivative and those generated by the iterative defect correction.
Ü ÑÔÐ 4. We present this example to show the capability of the iterative defect correction for handling the VIDE whose solution has limited regularity. Specifically, we consider the initial value problem (1.1) with k(t, s, y) = sin(t) + 2s + y 2 , f (t, y) = g(t) − cos(t + 2y),
where the function g(t) is such that y(t) = t t − 1 2 2 2.9/3
is the exact solution which is in H 2 (I) but not in H 3 (I). Obviously, the PGFE methods with higher degree elements will have difficulties when applied to this problem. In fact, Table 4 lists the numerical results in the quadratic finite element trial function space S
2 (T h ) for this problem from which we have u − y 0,∞ ≈ 0.0900h 1.2602 , u it − y 0,∞ ≈ 0.0121h 2.3242 , not up to the convergence rates given in Theorem 2.1. On the other hand, using the PGFE method with linear finite elements, we can obtain the results in Table 5 . The data in these computations obey u it − y 0,∞ ≈ 0.6681h
it,2 − y 0,∞ ≈ 0.1223h 2.9953 , which are not only within the prediction of Theorems 2.1 and 4.1, but also corroborate the fact that the iterative defect correction is a preferable choice for solving a nonlinear VIDE whose solution has limited regularity. Table 4 . Errors of the PGFE derivative and those generated by the iterated PGFE derivative corresponding to the PGFE solution in the space S Table 5 . Errors of the iterated PGFE derivative produced by the PGFE solution in S
1 (T h ) and those generated by the iterative defect correction. The exact solution is in H 2 (I) but not in H 3 (I).
