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Abstract
The capacity region of the K-user Gaussian interference channel (GIC) is a long-standing open problem and
even capacity outer bounds are little known in general. A significant progress on degrees-of-freedom (DoF) analysis,
a first-order capacity approximation, for the K-user GIC has provided new important insights into the problem of
interest in the high signal-to-noise ratio (SNR) limit. However, such capacity approximation has been observed to
have some limitations in predicting the capacity at finite SNR. In this work, we develop a new upper-bounding
technique that utilizes a new type of genie signal and applies time sharing to genie signals at K receivers. Based
on this technique, we derive new upper bounds on the sum capacity of the three-user GIC with constant, complex
channel coefficients and then generalize to the K-user case to better understand sum-rate behavior at finite SNR.
We also provide closed-form expressions of our upper bounds on the capacity of the K-user symmetric GIC easily
computable for any K. From the perspectives of our results, some sum-rate behavior at finite SNR is in line with
the insights given by the known DoF results, while some others are not. In particular, the well-known K/2 DoF
achievable for almost all constant real channel coefficients turns out to be not embodied as a substantial performance
gain over a certain range of the cross-channel coefficient in the K-user symmetric real case especially for large
K. We further investigate the impact of phase offset between the direct-channel coefficient and the cross-channel
coefficients on the sum-rate upper bound for the three-user complex GIC. As a consequence, we aim to provide
new findings that could not be predicted by the prior works on DoF of GICs.
I. INTRODUCTION
As the recent emerging wireless networks with a tremendous amount of mutually-interfering links tend
to be severely interference-limited, interference management plays a more central role to improve system
performance. The classical way to treat interference orthogonalizes the channel access in time, frequency,
or even code domain. However, this approach has been known to be suboptimal in general. The interference
channel has been one of the long-standing fundamental problems in network information theory since [1],
which finds an optimal way of managing interference and investigates the fundamental performance limit of
all interference management schemes, i.e., the capacity region of this channel. However, the sum capacity
of even the simplest 2-user Gaussian interference channel (GIC) [2]–[8] has not been fully understood,
although it was recently shown in [9] that a relatively small gap between the new upper bounds therein
and the time division (or frequency division) lower bound is left in the weak interference regime. The
well-known outer bounds on the capacity region of the two-user GIC are the Kramer bound [10] and the
Etkin-Tse-Wang (ETW) bound [2]. The capacity region of the K-user GIC with K ≥ 3 is unknown in
general, except for the sum capacity in some special cases including the very strong interference regime
[11] for the symmetric1 GIC and the K-user extension of the noisy (very weak) interference regime [3],
[4]. The notion of strong interference in the two-user case does not naturally extend to even the symmetric
three-user case [11]. For the cyclic K-user GIC (Z-interference channel), its capacity region to within a
constant gap is studied in [12] based on the well-known (HK) scheme and the ETW bounding approach.
It is in general quite difficult to obtain either a constructive lower bound or upper bound on the sum
capacity to better understand the more than two-user case. For instance, the HK scheme becomes extremely
complicated for K ≥ 3 even with Gaussian signals and without time sharing. To the best of the author’s
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1The special case where all cross-channel coefficients are the same and all users have the same SNR.
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1knowledge, only a few useful upper bounds that help understanding the capacity are known (e.g., [3], [13],
[14]). Hence, most of the related works have focused on a simplification of the problem of interest for the
K-user GIC and restricted our attention to the DoF capacity approximation. For the DoF characterization,
the significant progress has been made mainly owing to interference alignment [15], [16], deterministic
channel model [17], and structured codes [18], [19]. The notion of interference alignment is decoding the
sum of interfering signals rather than decoding a part of the individual interference in the HK scheme.
A. Prior Works
There are several generalizations of the above two-user upper bounds to more than two-user cases. In
[3], the ETW bound was extended to the K-user GIC by using a vector genie. However, the resulting
useful genie bound is not so tight in general. As a consequence, for the three-user symmetric case, the
genie-aided upper bound was further tightened by allowing correlation between all additive noise variables
and shown to be optimal in the noisy interference case. The Kramer bound was generalized to the three-
user GIC in [13] by using the linear minimum mean-squared error (LMMSE) estimation based proof [10]
and by following the Sato approach [20] that exploits the fact that the capacity of GIC depends only on
the marginal noise distributions so that correlation among Gaussian noises does not affect the capacity.
This bounding technique was further extended to more than three-user cases and some capacity results
of certain classes of K-user GICs were given in [14]. A multiple access upper bound was presented in
[21] for the sum capacity of the three-user symmetric GIC, where receivers are provided with sufficient
side information so as to decode a subset of the users in the corresponding multiple access channel. This
approach was extended to the K-user case in [22] but the resulting upper bound has not been evaluated
in the literature. Therefore, there have been only few known upper bounds on the capacity for more than
three-user GICs. A common framework in the existing bounds for more than two-user cases is based on
imposing mutual correlation between noise variables to tighten their bounds. Within this framework, a
major difficulty of such bounds is that they involve the numerical optimization of a covariance matrix
of jointly Gaussian noise variables, which makes it hard to generalize to the large K case. Even if the
generalization is available, it is infeasible to even compute the resulting upper bounds unless K is small.
For the fully connected GIC with more than two users, the interference channels that the existing
DoF-based capacity approximation results have considered can be categorized as the following two types:
time varying/frequency selective channels and constant (static) channels. Initially, Cadambe and Jafar
[16] showed that vector-space interference alignment can achieve K/2 DoF for time varying/frequency
selective channels. The ergodic interference alignment [23] allows each user to achieve 1/2 its interference-
free ergodic capacity at any SNR, but incurring very long delay due to its opportunistic matching of
complementary states. Assuming that channel coefficients in each channel use is drawn independently
from a continuous random distribution, this type of channels requires sufficiently fast-variation/high-
selectivity, which may not be common in practical systems. Hence, we rather focus on the constant GIC
in this work. For constant channels, the K/2 DoF was shown by Motahari et al. [24] to be achievable for
almost all channel realizations through the use of Diophantine approximation. More recently, Wu et al.
[25] recovered the same result by developing a general formula based on Re´nyi information dimension.
In the complex-valued GIC, phase alignment with asymmetric complex signaling [26] can be exploited
to achieve at least 1.2 DoF for almost all channel coefficients in the three-user case. In multiple-antenna
GIC, vector-space alignment is known in [27] to be feasible for K-user symmetric square MIMO GIC
if and only if the number of antennas is larger than or equal to d(K+1)
2
, where d is the number of DoF
per user. Meanwhile, the condition of almost all channel coefficients in [24] precludes only a subset of
Lebesgue measure zero in reals, R. However, the exceptional cases of measure zero include the set of
rational numbers, dense and infinitely many in R. In particular, Etkin and Ordentlich [28] showed that the
DoF of GIC with all rational coefficients is strictly less than K/2, thereby concluding that the DoF of GIC
with K ≥ 3 is everywhere discontinuous with respect to channel coefficients. Moreover, any irrational
number can be approximated by a rational number arbitrarily close to it. This implies that very next to
2every good channel is bad channel [29]. Consequently, the practical implication of the above remarkable
DoF results might be limited to some extent.
The above discontinuity phenomenon has also been observed in other DoF results that do not exploit the
irrationality of channel coefficients. Jafar and Vishwanath [30] showed that the well-known generalized
DoF characterization in [2] for the symmetric two-user GIC naturally extends to the symmetric (positive)
real K-user GIC, with the exception of a singularity when SNR and interference-to-noise ratio (INR) are
the same, i.e., the common cross-channel coefficient is 1, where DoF is only 1. It was also shown by
[26] that the three-user complex GIC has at least 1.2 DoF for almost all channel coefficients, while just 1
DoF for a measure-zero subset of channel coefficients satisfying certain phase and amplitude conditions.
Furthermore, the symmetric GIC has 1.5 DoF if all direct-channel coefficients are 1 and all cross-channel
coefficients are
√−1, which is an exceptional case where the exact capacity of K/2 log(1 + 2SNR) is
known [16]. More recently, it was reported that the discontinuity of DoF characterization with respect to
the channel coefficients might be in fact due to the asymptotic analysis in the high SNR limit and that it
may not appear any longer at finite SNR. For example, see [29] for the two-user Gaussian X channel and
[31] for the K-user symmetric GIC. They provided constant-gap capacity approximations to circumvent
the limitation of DoF characterization and to better understand the capacity of X channel and GIC at finite
SNR. However, even if the constant gap results hold at any SNR except for an outage set of channel
coefficients whose measure vanishes exponentially with a target gap c > 0 increasing, their constant gaps
seem to be large to date. In [31], their scheme approximates the sum capacity of the K-user symmetric
GIC to within a constant gap of c + log(K) + 10 bits up to an outage set of channel coefficients of
Lebesgue measure smaller than 2−c, implying that the constant-gap capacity approximation may be weak
to appropriately capture the sum-rate behavior at finite SNR. Therefore, understanding the capacity of the
K-user GIC at finite SNR still remains far from the two-user case. In particular, we have an intriguing
open problem as to how much the important asymptotic result on the achievability of K/2 DoF for almost
all constant channel realizations can be embodied as realistic performance gains outside of the high SNR
limit.
In this work, we would like to draw attention to careful interpretation of the DoF results by pointing
out that DoF is not necessarily translated into a substantial sum-rate performance gain for practical values
(e.g., 10 to 20 dB) of SNR This is the case with multiple-antenna communications such as multiple-input
multiple-output (MIMO) point-to-point/broadcast/multiple-access channels when the multiple-antenna
channels are highly correlated (e.g., [32]), where DoF is not fully attainable outside very high SNR.
Bearing this in mind, we would like to derive useful upper bounds on the capacity of complex-valued
GIC with more than two users for SNR of practical interest.
B. Contributions
We first develop new upper bounds on the sum capacity of the three-user complex GIC, inspired by
the Etkin-type upper bounding approach [2] and the change-of-interference approach [8]. The latter is
a new genie-aided approach where the noisy interference signals instead of the noisy input signals are
provided to the receivers and used to replace those arbitrary interference signals with independent and
identically distributed (i.i.d.) Gaussian signals. The known genie-aided bounds were shown to be tight
in the noisy interference regime. New ideas in deriving our bounds in this work are the use of genie
signals in a different way and a combination of the two bounding approaches in conjunction with time
sharing on the genie signals at the receivers. The resulting upper bounds are shown to be tighter than the
existing bounds over a certain range of channel coefficients. The three-user upper bounds are particularly
designed to be amenable to the extension to the general K-user case. In particular, we do not involve
any auxiliary random vector (e.g., vector genie) or optimization of a noise covariance matrix in contrast
to the aforementioned framework used in [3], [13], [21], [22]. Even if the resulting K-user upper bounds
have a relatively low computational complexity, the complexity still becomes prohibitively large even in
the symmetric case for K large. To overcome this difficulty, we further provide closed-form expressions
3of our upper bounds for the K-user GIC that is a continuous function for large K, whose domain is
R, whereby we can investigate the sum-rate behavior for any K and any real-valued channel coefficient
irrespectively of whether channel coefficients are irrational or rational. To this end, a key step is to identify
and exploit an intrinsic structure in our upper bounds, which lends themselves to canceling out some pairs
of differential entropies. This is because our bounds intentionally avoid the use of auxiliary random vectors
and the optimization of a noise covariance matrix. The analytical upper bounds have no discontinuous
point in the large K symmetric real case. This points out that the exact capacity behavior may not show
a large fluctuation due to the irrationality of channel coefficients for any K in this symmetric real case.
To be fair, the same observation can be found for the three-user case, e.g., in [13]. Another benefit of
the proposed analytical bounds is that they are amenable to an affine approximation in the large K and
high SNR regime, inspired by [33]. We show that as K grows, the performance benefit promised by the
well-known K/2 DoF results may not be realized even at high SNR over a certain range (around g2 = 1)
of channel coefficients for the K-user symmetric positive real case.
The second part of this work is devoted to the study of our sum-rate upper bounds for GICs with
complex-valued channel coefficients. For symmetric complex GICs, where the phases of the cross-channel
coefficients are the same but allowed to be different from those of the direct-channel, our study is motivated
by the well-known example in [16] where the sum capacity is K
2
log(1 + 2P ) when the common direct-
and cross-channel coefficients are 1 and
√−1, respectively. In sharp contrast, the sum capacity becomes
just log(1 + KP ) when the channel coefficients are all 1. Hence it would be interesting to trace the
trajectory of our upper bounds between the two extreme points, which implies that there could be a room
for performance gain achievable by sophisticated schemes including interference alignment and structured
codes when the phases of direct and cross-channel coefficients are sufficiently different. Then, the following
intriguing question naturally arises: Can we always do better by exploiting the phase difference of the
direct and cross-channel coefficients? To answer this question, the symmetric case is not appropriate
because the cross-channel coefficients are already aligned in this case.
Accordingly, we introduce a “semi-symmetric” GIC, where complex cross-channel coefficients for each
user are allowed to be different in contrast to the symmetric case but all users are restricted to experience
the same SNR and INR. This more general semi-symmetric GIC includes the above symmetric real
and complex GICs as special cases. For the three-user case, we find that there are “good” and “bad”
conditions for potential performance benefits achievable by sophisticated schemes, yielding a relevant
conjecture on certain conditions for such good and bad phase offsets among the direct-channel coefficient
and two different cross-channel coefficients. Interestingly, the bad conditions coincide with those of the
DoF result from [26, Thm. 3] in the high SNR limit. Therefore, it turns out that a large phase difference
between the direct and cross-channel coefficients does not suffice to achieve a substantial performance gain.
This suggests that the good conditions on the phase offset may deserve attention to design sophisticated
interference management schemes.
C. The Organization of the Paper
The remainder of this paper is organized as follows. Section II describes the channel model of the K-
user GIC that we study. In Section III, we derive new upper bounds on the sum capacity of the three-user
GIC. Section IV generalizes the three-user bounds to the K-user GIC, provides closed-form formulas
of our upper bounds for the K-user symmetric case, and also studies sum-rate behavior of the K-user
real GIC. In Section V, we investigate sum-rate behavior of the K-user complex GIC by introducing the
semi-symmetric case. We conclude this work in Section VI.
Notations: We use X for a random variable and Xn for a random sequence. Also, σ2X denotes the
variance of X . For c ∈ C, let R(c) denote the real part of c, and CN (0, 1) denotes the zero-mean
circularly symmetric complex Gaussian distribution.
4II. CHANNEL MODEL
The K-user complex GIC with constant channel coefficients can be defined by
Yk =
K∑
i=1
hkiXi + Zk (1)
where Xk ∈ C is the channel input for user k, subject to an average power constraint Pk, hki ∈ C
is the channel coefficient from transmitter i to receiver k in which hkk = 1 for k = 1, 2, · · · , K, and
Zk ∼ CN (0, 1) is drawn from the circularly symmetric complex Gaussian noise process that is i.i.d
over time and independent of the channel inputs. The channel coefficients remain constant during the
transmission period and are known to all transmitters and receivers. Since every K-user complex GIC
can be transformed to the standard form in (1) with the same capacity region, taking only the normalized
direct-channel coefficients into account involves no loss of generality.
Let M1, . . . ,MK be independent, uniformly distributed messages over [1 : 2nR1 ], . . . , [1 : 2nRK ], and
let Xn1 ∈ X 1, . . . , XnK ∈ XK and Y n1 ∈ Y1, . . . , Y nK ∈ YK be the random sequences induced by
encoders enck : [1 : 2nRk ] → X k and the channel, respectively, where X 1, . . . ,XK are the codebooks
with |X k| = 2nRk , where the channel input Xk satisfies the average power constraints of Pk such that
||Xnk ||2 ≤ nPk,∀k. A rate tuple (R1, . . . , RK) is achievable if there exists a sequence of (2nR1 , . . . , 2nRK , n)
codes with limn→∞ P
(n)
e = 0, where P
(n)
e is the average decoding error probability. The capacity region
is the closure of the set of all achievable rate tuple (R1, . . . , RK). The correlation among the Gaussian
noises is irrelevant since the capacity region of GIC only depends on the marginal distributions of Zk,
i.e., PYk|X1,...,XK , for all k.
Throughout this paper, the subscript G indicates Xk = XkG ∼ CN (0, Pk) so that all other variables
including Xk become complex Gaussian distributed. For instance, YkG =
∑K
i=1 hkiXiG+Zk for all k. The
user indices must be understood as modulo K such that XK+1 = X1. For the symmetric GIC, SNR and
INR are defined as SNR = P and INR = |g|2P , respectively.
III. THREE-USER GAUSSIAN INTERFERENCE CHANNEL
The standard channel model of the three-user GIC can be given by
Y1 = X1 + h12X2 + h13X3 + Z1
Y2 = X2 + h23X3 + h21X1 + Z2
Y3 = X3 + h31X1 + h32X2 + Z3. (2)
In order to derive useful upper bounds on the sum capacity of the three-user GIC which are amenable to the
more general K-user case, we utilize the Etkin-type and the change-of-interference bounding approach in
a separate or joint fashion. In this section, we will provide three sum-rate upper bounds, in which the first
bound is given by generalizing the change-of-interference approach in [8], [9, Thm. 3], a time-sharing
parameter with cardinality 2 was used on genie signals, for the there-user case. For the second upper
bound, the Etkin-type genie signals are used by constructing a new genie-aided channel in conjunction
with the conditional worst additive noise lemma [8] (see also [9]), which is a conditional version of the
worst additive noise lemma [34]. The last upper bound is to jointly make use of the above two bounding
approaches.
5A. Change-of-Interference Bound
The Z channel upper bound in [10, Thm. 1] was naturally extended in [12], [13] for the three-user case
as follows:
R1 +R2 +R3 ≤ 1
2
{
I(X1G;Y1G|X2G, X3G) + I(X1G;Y1G|X3G)
+ I(X2G;Y2G|X3G, X1G) + I(X2G;Y2G|X1G)
+ I(X3G;Y3G|X1G, X2G) + I(X3G;Y3G|X2G)
}
(3)
for channel coefficients satisfying |h12|2 ≤ 1, |h23|2 ≤ 1, and |h31|2 ≤ 1. Permuting the user indices, we
obtain 3! such bounds in total. The first upper bound that we derive is given by modifying (3) with the
change-of-interference genie-aided approach in [8], [9, Thm. 3]. Let Uk, k = 1, 2, 3, denote genie signals,
which we also call change-of-interference variables, defined as
U1 = h12X2 + h13X3 +W1
U2 = h23X3 + h21X1 +W2
U3 = h31X1 + h32X2 +W3 (4)
where the additive noise Wk is distributed as CN (0, σ2Wk) with σ2Wk ≤ 1, correlated to Zk with correlation
coefficient ρWk (i.e., E[ZkW ∗k ] = ρWkσWk) but independent of everything else, for k = 1, 2, 3.
Conditioned on the change-of-interference variable Un1 for the case of user 1, the arbitrary random
sequence h12Xn2 + h13X
n
3 (interference signal to user 1) is replaced with the i.i.d. Gaussian random
sequence W n1 , which is the main role of the change-of-interference variables. Replacing certain X2, X3,
and X1 in the side information terms of (3) with U1, U2, and U3, respectively, we can get the following
result.
Theorem 1. The sum capacity of the three-user complex GIC is upper-bounded by
R1 +R2 +R3 ≤ 1
2
{
I(X1G;Y1G|X3G, U1G) + I(X1G;Y1G|X3G)
+ I(X2G;Y2G|X1G, U2G) + I(X2G;Y2G|X1G)
+ I(X3G;Y3G|X2G, U3G) + I(X3G;Y3G|X2G)
+ I(U1G;Y1G + V˜W3|X3G) + I(U2G;Y2G + V˜W1|X1G)
+ I(U3G;Y3G + V˜W2|X2G)
}
(5)
for all channel coefficients and {W1,W2,W3} satisfying
|h12|2 ≤ 1, |h23|2 ≤ 1, |h31|2 ≤ 1 (6a)
σ2VW1
≥ |h12|2σ2Z2−W2 (6b)
σ2VW2
≥ |h23|2σ2Z3−W3 (6c)
σ2VW3
≥ |h31|2σ2Z1−W1 (6d)
where VWk∼ CN (0, σ2Wk| Zk−Wk) for all k and
V˜W1 =
√
|h12|−2 − σ−2VW1σ
2
Z2−W2 VW1
V˜W2 =
√
|h23|−2 − σ−2VW2σ
2
Z3−W3 VW2
V˜W3 =
√
|h31|−2 − σ−2VW3σ
2
Z1−W1 VW3 .
Permuting the user indices (i.e., changing the order of the users), we obtain 3! such bounds in total.
6Proof: Refer to Appendix A.
Remark 1. Comparing the bounds in Theorem 1 and the bound in (3), we can see that the more general
side information U1, U2, and U3 (noisy interference) than X2, X3, and X1 (noiseless interference) can
tighten upper bounds at the cost of the penalty terms I(U1G;Y1G+ V˜W3|X3G)+ I(U2G;Y2G+ V˜W1|X1G)+
I(U3G;Y3G + V˜W2|X2G) in (5). Hence the bound in Theorem 1 improves upon (3) at a certain range of
channel coefficients but also degrades due to the penalty terms and the constraints in (6b) – (6d) at some
other range, as will be shown later in Fig. 2.
B. Etkin-Type Bound
The second sum-rate upper bound to be derived in the following is inspired by the Etkin-type genie-
aided approach [2]–[5] for the two-user GIC. A generalization of this approach for more than two-user
cases is given by [3] in the standard form of
∑K
i=1Ri ≤
∑K
i=1 I(XiG;YiG, SiG). However, this type of
genie-aided bound is tight only in the noisy interference regime, where cross-channel coefficients are
very weak and transmission power should be restricted, and becomes quickly loose by construction, i.e.,
even quite larger than the interference-free upper bound as cross-channel coefficients get close to 1. It
is non-trivial to design a different genie-aided channel from the standard form,
∑K
i=1 I(XiG;YiG, SiG),
which should yield a new genie-aided upper bound useful for the moderately weak interference regime
rather than the noisy interference regime. In order to construct such a new form of genie-aided channel,
we first define the genie signals for the three-user case as
S1 = h31X1 + h32X2 +N1
S2 = h12X2 + h13X3 +N2
S3 = h23X3 + h21X1 +N3 (7)
where Nk is distributed as CN (0, σ2Nk) with σ2Nk ≤ 1, correlated to Zk with correlation coefficient ρNk
(i.e., E[ZkN∗k ] = ρNkσNk) but independent of everything else, for k = 1, 2, 3.
With the above definitions of genie signals and additive Gaussian noises, the following result presents
a new type of genie-aided upper bound.
Theorem 2. The sum capacity of the three-user complex GIC is upper-bounded by
R1 +R2 +R3 ≤ I(X1G;Y1G) + I(X2G;Y2G, S2G|X1G) + I(X3G;Y3G|X1G, X2G) (8)
for all N2 satisfying
|h13|2 ≤ σ2VN2 ≤ 1 or |h23|
2 ≤ σ2V ′N2 ≤ 1 (9)
where
VN1 ∼ CN (0, σ2N1| Z1−h12h−132 N1) (10a)
VN2 ∼ CN (0, σ2N2| Z2−h23h−113 N2) (10b)
VN3 ∼ CN (0, σ2N3| Z3−h31h−121 N3) (10c)
and
V ′N1 ∼ CN (0, σ2Z1| N1−h32h−112 Z1) (11a)
V ′N2 ∼ CN (0, σ2Z2| N2−h13h−123 Z2) (11b)
V ′N3 ∼ CN (0, σ2Z3| N3−h21h−131 Z3). (11c)
Permuting the user indices, we obtain 3! such bounds in total.
7Proof: Refer to Appendix B.
It follows from (90) that, for the first condition in (9), we can rewrite (8) as
R1 +R2 +R3 ≤ log
(
1 +
P1
|h12|2P2 + |h13|2P3 + 1
)
+ log
(
|h12|2P2 + |h13|2P3 + σ2N2
1 + |h23h−113 |2σ2N2 − 2R
{|h23h−113 |2ρN2σN2}
)
+ log
P2 + |h23|
2P3 + 1− |h
∗
12P2+h23h
∗
13P3+ρN2σN2|2
|h12|2P2+|h13|2P3+σ2N2
|h13|2P3 + σ2VN2
+ log (1 + P3) (12)
where
σ2VN2
= σ2N2 −
∣∣ρN2σN2 − h23h−113 σ2N2∣∣2
1 + |h23h−113 |2σ2N2 − 2R
{|h23h−113 |2ρN2σN2} . (13)
For the second condition in (9), we can also get the following expression:
R1 +R2 +R3 ≤ log
(
1 +
P1
|h12|2P2 + |h13|2P3 + 1
)
+ log
(
|h12|2P2 + |h13|2P3 + σ2N2
σ2N2 + |h13h−123 |2 − 2R
{|h13h−123 |2ρN2σN2}
)
+ log
P2 + |h23|
2P3 + 1− |h
∗
12P2+h23h
∗
13P3+ρN2σN2|2
|h12|2P2+|h13|2P3+σ2N2
|h23|2P3 + σ2V ′N2
+ log (1 + P3) (14)
where
σ2V ′N2
= 1−
∣∣ρN2σN2 − h13h−123 ∣∣2
ρ2N2 + |h23h−113 |2 − 2R
{|h13h−123 |2ρN2σN2} . (15)
Therefore, the upper bound in Theorem 2 is given by the minimum of (12) and (14) over all parameters
ρN2 and σN2 satisfying (9). For the symmetric case, (12) and (14) are equivalent. Interchanging the user
indices, we have additional (3!− 1) bounds as well.
Remark 2. The standard genie-aided channel is different from our genie-aided channel in (8) where
only a single receiver (receiver 2) is provided with the corresponding genie signal (Sn2 ), apart from the
condition on Xn1 . In general, the most difficult part to find a single-letter expression for genie-aided upper
bounds is how to handle the negative non-Gaussian entropy terms, as well addressed in [35]. To this end,
the key step in the proof of Theorem 2 was to carefully design the genie signal Sn2 and the additional
side information Xn1 so as to apply Lemma 1 to −h(Sn2 |Xn2 )− h(Y n2 |Xn1 , Xn2 , Sn2 ) in (25), thus replacing
h(Sn2 |Xn2 ) with the Gaussian entropy nh(Z2 − h23h−113 N2).
For the special case where the cross-channel coefficients are all unity, it is well known [30] that the
time division scheme achieves the sum capacity. We can easily show that the upper bound coincides
with the time division lower bound in this case. Letting N2 = Z2 for (8), we get h(Z2 − h23h−113 N2) =
h(Y2G|X1G, S2G) = 0. Then, (12) reduces to Rsum ≤ 16 log(1+3P ) for the symmetric real case. Therefore,
our upper bound is tight for this special case.
Notice that the generalized Z-channel bound in [36] has the same mutual information terms as Theorem
2. However the constraints are different from each other, and Ni in our bound are not restricted to have
the same marginal probability as Zi, which leads to different bounds in general.
8C. Hybrid Genie-Aided Bound
We point out that the previous upper bounds in Theorems 1 and 2 are restricted to the “mixed”
interference channel. The mixed (i.e., weaker and stronger interference signals than the intended signal)
interference channel is defined such that at least one of the amplitudes of cross-channel coefficients
|hki|, k 6= i, should be less than or equal to 1, as shown in (6a) and (9). Unlike the mixed interference
regime in the two-user case [4], our mixed interference scenario includes the weak interference regime
as well. Furthermore, the first bound in Theorem 1 in fact comes from the existing two-user bounds and
hence rather loose in the three-user real GIC, while the second bound in Theorem 2 is outperformed by
the first one when there is even small phase offset between direct link and cross link in the complex GIC,
as will be shown later in subsection V-A. Therefore, we need the third bound which is valid irrespectively
of channel coefficients.
Inspired by [9], we first introduce a time-sharing operation with respect to side information at the three
receivers. Let Q denote a time sharing random variable. In order to conduct time sharing on the genie
signals Sk and Uk with |Q| = 3, we define a new genie signal T nk as
T nk =
 0 if Q = 0Snk if Q = 1Unk if Q = 2 (16)
for k = 1, 2, 3. The order of 0, Sk, Uk with the equal probability does not change a resulting capacity
bound. The random sequences T nk are conditionally independent given Q. Using Fano’s inequality and
letting Pr(Q = 0) = Pr(Q = 1) = Pr(Q = 2) = 1/3, we can write
n(R1 +R2 +R3 − 3n) ≤ I(Xn1 ;Y n1 ) + I(Xn2 ;Y n2 ) + I(Xn3 ;Y n3 )
≤ I(Xn1 ;Y n1 , T n1 ) + I(Xn2 ;Y n2 , T n2 ) + I(Xn3 ;Y n3 , T n3 )
(a)
≤ I(Xn1 ;Y n1 , T n1 |Q) + I(Xn2 ;Y n2 , T n2 |Q) + I(Xn3 ;Y n3 , T n3 |Q)
=
1
3
3∑
k=1
{
I(Xnk ;Y
n
k ) + I(X
n
k ;Y
n
k , S
n
k ) + I(X
n
k ;Y
n
k , U
n
k )
}
(b)
≤ 1
3
3∑
k=1
{
I(Xnk ;Y
n
k ) + I(X
n
k ;Y
n
k , S
n
k ) + I(X
n
k ;Y
n
k |Unk )
}
≤ 1
3
3∑
k=1
{
I(Xnk ;Y
n
k ) + I(X
n
k ;Y
n
k , S
n
k |Xnk−1) + I(Xnk ;Y nk |Unk )
}
(17)
where (a) follows from the independence between Xnk and Q, and (b) is from the independence between
Xnk and U
n
k all by definition. Starting from (17), we can get the third upper bound for the three-user case
in the following hybrid fashion.
Theorem 3. The sum capacity of the three-user complex GIC is upper-bounded by
R1 +R2 +R3 ≤ 1
3
{
I(X1G;Y1G) + I(X2G;Y2G, S2G|X1G) + I(X3G;Y3G|U3G)
+ I(X2G;Y2G) + I(X3G;Y3G, S3G|X2G) + I(X1G;Y1G|U1G)
+ I(X3G;Y3G) + I(X1G;Y1G, S1G|X3G) + I(X2G;Y2G|U2G)
}
+min
{
I0, I1
}
(18)
where
I0 =
1
3
{
I(U1G;Y1G + V˜N3) + I(U2G;Y2G + V˜N1) + I(U3G;Y3G + V˜N2)
}
(19)
9Fig. 1. Graphical representation of the relation between mutual informations in Theorem 3. The solid lines correspond to the chain of
differential entropies α1X → α2X → α3X given by appropriately pairing of positive and negative entropies in (27), where X = A,B.
with the set of noise terms (N1, N2, N3,W1,W2,W3) satisfying
σ2VW1
≥ σ2N2 , σ2VN2 ≥ |h13|
2σ2Z3−W3 (20a)
σ2VW2
≥ σ2N3 , σ2VN3 ≥ |h21|
2σ2Z1−W1 (20b)
σ2VW3
≥ σ2N1 , σ2VN1 ≥ |h32|
2σ2Z2−W2 (20c)
where
V˜N1 =
√
|h32|−2 − σ−2VN1σ
2
Z2−W2 VN1
V˜N2 =
√
|h13|−2 − σ−2VN2σ
2
Z3−W3 VN2
V˜N3 =
√
|h21|−2 − σ−2VN3σ
2
Z1−W1 VN3
and VNk are given in (10a) – (10c), and
I1 =
1
3
{
I(U1G;Y1G + V˜
′
N3
) + I(U2G;Y2G + V˜
′
N1
) + I(U3G;Y3G + V˜
′
N2
)
}
(21)
with (N1, N2, N3,W1,W2,W3) satisfying
σ2VW1
≥ σ2W1 , σ2V ′N2 ≥ |h23|
2σ2Z3−W3 (22a)
σ2VW2
≥ σ2W2 , σ2V ′N3 ≥ |h31|
2σ2Z1−W1 (22b)
σ2VW3
≥ σ2W3 , σ2V ′N1 ≥ |h12|
2σ2Z2−W2 (22c)
where
V˜ ′N1 =
√
|h12|−2 − σ−2V ′N1σ
2
Z2−W2 V
′
N1
V˜ ′N2 =
√
|h23|−2 − σ−2V ′N2σ
2
Z3−W3 V
′
N2
V˜ ′N3 =
√
|h31|−2 − σ−2V ′N3σ
2
Z1−W1 V
′
N3
.
and V ′Nk are given in (11a) – (11c). Permuting the user indices, we obtain 3! such bounds in total.
Proof: We can bound R1 as
n(R1 − n) ≤ I(Xn1 ;Y n1 |Un1 )
= h(Y n1 |Un1 )− h(Y n1 |Xn1 , Un1 )
= h(Y n1 |Un1 )− h(h12Xn2 + h13Xn3 + Zn1 |h12Xn2 + h13Xn3 +W n1 )
= h(Y n1 |Un1 )− h(h12Xn2 + h13Xn3 + V nW1) + h(Un1 )− nh(Z1 −W1)
= h(Xn1 + Z
n
1 −W n1 |Un1 )− h(h12Xn2 + h13Xn3 + V nW1) + h(Un1 )− nh(Z1 −W1). (23)
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and also R2 as
n(R2 − n) ≤ I(Xn2 ;Y n2 , Sn2 |Xn1 )
= I(Xn2 ;S
n
2 |Xn1 ) + I(Xn2 ;Y n2 |Xn1 , Sn2 )
= h(Sn2 )− h(Sn2 |Xn2 ) + h(Y n2 |Xn1 , Sn2 )− h(Y n2 |Xn1 , Xn2 , Sn2 )
= h(h12X
n
2 + h13X
n
3 +N
n
2 )− h(h13Xn3 +Nn2 )
+ h(Xn2 + h23X
n
3 + Z
n
2 |Sn2 )− h(h23Xn3 + Zn2 |h13Xn3 +Nn2 ) (24)
(a)
= h(h12X
n
2 + h13X
n
3 +N
n
2 )− h(Zn2 − h23h−113 Nn2 )
+ h(Xn2 + h23X
n
3 + Z
n
2 |Sn2 )− h(h13Xn3 + V nN2) (25)
(b)
≤ h(Sn2 )− nh(Z2 − h23h−113 N2) + nh(X2G + h23X3G + Z2|S2G)− h(h13Xn3 + V nN2) (26)
where (a) follows from applying Lemma 1 in Appendix A to h(h23Xn3 +Z
n
2 |h13Xn3 +Nn2 ), and (b) follows
from [37, Lemma 1].
Using (23) and (26), we can write
I(Xn1 ;Y
n
1 ) ≤ nh(Y1G)− h(h12Xn2 + h13Xn3 + Zn1 )︸ ︷︷ ︸
, α1B
I(Xn1 ;Y
n
1 |Un1 ) = h(Xn1 + Zn1 −W n1 |Un1 )︸ ︷︷ ︸
, α9B
−h(h12Xn2 + h13Xn3 + V nW1)︸ ︷︷ ︸
, α2B
+ h(h12X
n
2 + h13X
n
3 +W
n
1 )︸ ︷︷ ︸
, α1A
−nh(Z1 −W1)
I(Xn2 ;Y
n
2 , S
n
2 |Xn1 ) ≤ h(h12Xn2 + h13Xn3 +Nn2 )︸ ︷︷ ︸
, α2A
−nh(Z2 − h23h−113 N2)
+ nh(X2G + h23X3G + Z2|S2G)− h(h13Xn3 + V nN2)︸ ︷︷ ︸
, α3B
I(Xn3 ;Y
n
3 ) ≤ nh(Y3G)− h(h31Xn1 + h32Xn2 + Zn3 )︸ ︷︷ ︸
, α4B
I(Xn3 ;Y
n
3 |Un3 ) = h(Xn3 + Zn3 −W n3 |Un3 )︸ ︷︷ ︸
, α3A
−h(h31Xn1 + h32Xn2 + V nW3)︸ ︷︷ ︸
, α5B
+ h(h31X
n
1 + h32X
n
2 +W
n
3 )︸ ︷︷ ︸
, α4A
−nh(Z3 −W3)
11
I(Xn1 ;Y
n
1 , S
n
1 |Xn3 ) ≤ h(h31Xn1 + h32Xn2 +Nn1 )︸ ︷︷ ︸
, α5A
−nh(Z1 − h12h−132 N1)
+ nh(X1G + h12X2G + Z1|S1G)− h(h32Xn2 + V nN1)︸ ︷︷ ︸
, α6B
I(Xn2 ;Y
n
2 ) ≤ nh(Y2G)− h(h23Xn3 + h21Xn1 + Zn2 )︸ ︷︷ ︸
, α7B
I(Xn2 ;Y
n
2 |Un2 ) = h(Xn2 + Zn2 −W n2 |Un2 )︸ ︷︷ ︸
, α6B
−h(h23Xn3 + h21Xn1 + V nW2)︸ ︷︷ ︸
, α8B
+ h(h23X
n
3 + h21X
n
1 +W
n
2 )︸ ︷︷ ︸
, α7A
−nh(Z2 −W2)
I(Xn3 ;Y
n
3 , S
n
3 |Xn2 ) ≤ h(h23Xn3 + h21Xn1 +Nn3 )︸ ︷︷ ︸
, α8A
−nh(Z3 − h31h−121 N3)
+ nh(X3G + h31X1G + Z3|S3G)− h(h21Xn1 + V nN3)︸ ︷︷ ︸
, α9A
. (27)
Using the worst additive noise lemma and its conditional version in [8, Lemma 3], we can upper-bound
the multi-letter expressions of α1A − α1B, α2A − α2B, and α3A − α3B as
1
n
(
α1A − α1B
) ≤ h(h12X2G + h13X3G +W1)− h(h12X2G + h13X3G + Z1) (28)
1
n
(
α2A − α2B
) ≤ h(h12X2G + h13X3G +N2)− h(h12X2G + h13X3G + VW1) (29)
1
n
(
α3A − α3B
) ≤ h(X3G + Z3 −W3|U3G)− h(X3G + Z3 −W3 + V˜N2 |U3G)− log |h13|2 (30)
where the last bound is valid for the conditions in (20a). Similar to (83), the second term in the right-hand
side of (30) can be expressed as
h(X3G + Z3 −W3 + V˜N2|U3G)
= h(X3G + Z3 −W3 + V˜N2|U3G)− h(X3G + h−113 VN2) + h(X3G + h−113 VN2)
= h(X3G + Z3 −W3 + V˜N2|U3G)− h(X3G + Z3 −W3 + V˜N2) + h(X3G + h−113 VN2)
= h(Y3G + V˜N2|U3G)− h(Y3G + V˜N2) + h(X3G + h−113 VN2)
= −I(U3G;Y3G + V˜N2) + h(X3G + h−113 VN2) (31)
since σ2
V˜N2
≥ 0 due to the second condition in (20a).
Plugging (31) into (30), we get
1
n
(
α3A − α3B
) ≤ h(X3G + Z3 −W3|U3G)
− h(h13X3G + VN2) + I(U3G;Y3G + V˜N2). (32)
In the above inequality, I(U3G;Y3G + V˜N2) is a penalty term due to the conditional worst additive noise
lemma. Repeating the same procedure to α4A − α4B through α9A − α9B, we arrive at (18) for I0 and the
conditions in (20a), (20b), and (20c).
As for I1 and the other conditions in (22a), (22b), and (22c), it suffices to relate α1A−α2B and α2A−α1B
instead of α1A−α1B and α2A−α2B, to replace the negative entropy terms −nh(Z2−h23h−113 N2)−h(h13Xn3+
V nN2) in I(X
n
2 ;Y
n
2 , S
n
2 |Xn1 ) in (27) with −nh(N2 − h13h−123 Z2)− h(h23Xn3 + V ′nN2) as already done in the
proof of Theorem 2, and to follow the above same steps. This completes the proof.
12
Remark 3. Constructing the relation shown in Fig. 1 among mutual information terms to handle the
negative non-Gaussian entropies was the key step to derive the upper bound in Theorem 3 by combining
Etkin-type and change-of-interference approaches. The resulting upper bound is not restricted to the mixed
interference regime any longer owing to the careful matching of α3A−α3B in (27). Notice that there are
several other possible matchings of positive and negative non-Gaussian entropies due to the conditional
worst case noise lemma, each of which clearly yields a valid upper bound. Nevertheless, such bounds
turn out not so useful (i.e., not tighter than the existing bounds).
Remark 4. On one hand, notice that it is generally possible to find a tighter upper bound by letting all
noise terms correlated to each other as in the existing bounds [3], [13], [36]. On the other hand, the
noises Wk and Nk in our bounds are not restricted to have the same marginal distribution as Zk. This
interesting tradeoff will be addressed in the context of the symmetric GIC and numerical results in the
following subsections.
Eventually, our new upper bound on the capacity of the three-user complex GIC is given by the minimum
of four upper bounds given in Theorems 1, 2, 3, and the bound in (3). This will be the same case in the
K-user case. All the upper bounds in this section are useful since they have their own ranges in terms of
channel coefficients and SNR, where one of them is tighter than the others. Finally, it should be pointed
out that the upper bounds in this work may be further tightened by using techniques in the two-user case
[9, Thms. 4 and 5].
D. Symmetric Case: Simplifying Upper Bounds
In this subsection, we focus on the special case of the symmetric GIC since it is sometimes useful to
provide new insights into understanding the capacity. The K-user symmetric complex GIC with constant
channel coefficients is given by
Yk = Xk + g
∑
i 6=k
Xi + Zk (33)
where Pk = P for all k. The amplitude and phase of the symmetric cross-channel coefficient g are denoted
by |g| and φ(g), respectively.
For the symmetric case, we evaluate sum-rate bounds of the symmetric three-user GIC at finite SNR to
see how useful the derived upper bounds are to investigate the sum-rate behavior, compared to the existing
bounds. We will use the normalized symmetric rate for which the sum rate is normalized by the number
of users and the number of dimension (real/complex) and hence its unit is bits/channel use/user/dimension
throughout this work. A generalization of the Han-Kobayashi coding scheme [38] has a prohibitively large
complexity as the number of users increases, since each user should decode a different common message
for every subset of non-intended receivers. Despite the overwhelming complexity, the resulting achievable
rate seems to be outperformed by interference alignment and structured codes. Therefore, throughout
this paper, we will use the simple lower bound that is given by the maximum symmetric rate of treating
interference as noise, time division (with power control), and simultaneous non-unique decoding schemes.
In the following, we briefly review some existing upper bounds to compare the new upper bound with.
First, the Kramer upper bound [10, Thm. 1] and ETW upper bound [2] on the symmetric capacity of the
symmetric two-user GIC can be used as a simple upper bound for the K-user case, as shown in [30].
Deactivating all but any two users, the symmetric capacity for the general K-user GIC is upper-bounded
by the the two-user case since removing interferers only increases the symmetric rates of the selected
users 1 and 2. Let Csym denote the symmetric sum capacity of the symmetric GIC. The Kramer upper
bound on the symmetric capacity of the two-user GIC can be written as [10, Thm. 1]
Csym ≤
{
1
2
log(1 + P ) + 1
2
log
(
1 + P
1+|g|2P
)
, |g| < 1
1
2
log(1 + P + |g|2P ), |g| ≥ 1 . (34)
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The ETW upper bound is given by [2]
Csym ≤ log
(
1 + |g|2P + P
1 + |g|2P
)
. (35)
The Kramer bound is extended in [13] to the three-user GIC by using the LMMSE estimation based
proof. For the symmetric three-user case, the generalized Kramer upper bound can be simplified as follows:
Csym ≤ log
(
P + 2|g|2P + 1
)
+ log
(
P + 1
(|g|2P + 1)(|g|2P + 1− ||g|2P+ρ|2|g|2P+1 )
)
+ log
(
P + |g|2P + 1− |g
∗(g + 1)P + ρ∗|2
2|g|2P + 1
)
(36)
for ρ satisfying [ g∗ g∗ ]
[
1 ρ
ρ∗ 1
]−1
[ gg ] < 1, where ρ is the correlation coefficient between Z1 and Z2. For ρ
satisfying [ g∗ g∗ ]
[
1 ρ
ρ∗ 1
]−1
[ gg ] ≥ 1, we have
Csym ≤ log
(
P + 2|g|2P + 1
1− |ρ|2
)
+ log
(
P + |g|2P + 1− |g
∗(g + 1)P + ρ∗|2
2|g|2P + 1
)
. (37)
In fact, the above two bounds coincide with each other for the symmetric GIC. Thus we will only consider
(37) in the following. Meanwhile, a generalized ETW upper bound for the three-user symmetric GIC is
proposed in [3, Sec. VII-C] using the vector genie SiG defined in Table II in [3] and allowing correlation
over all noise variables, as follows:
Csym ≤
3∑
i=1
I(XiG;YiG, SiG) (38)
for (Σ, µ1, µ2) satisfying Cov([Z1 gµ1W11]T |W12) − Cov([gµ1W11 gµ2W12]T )  0, where Σ is the
covariance matrix of the noise random vector [Z1 W11 W12]T , W1j, j = 1, 2, are the additive noises
in SiG, and µj denotes the variance of W1j .
For the symmetric case, we can naturally simplify our bounds to avoid the numerical optimization over
all possible ranges of the parameters. In this paper, we only simplify the bound in Theorem 3, which
reduces to
Csym ≤ log
(
P + 2|g|2P + 1
σ2Z−N
)
+ log
(
2|g|2P + σ2N
2|g|2P + 1
)
+ log
(
2|g|2P + σ2W
2|g|2P + σ2VW
)
+ log
P + |g|2P + 1− |g∗(g+1)P+ρ∗NσN |22|g|2P+σ2N
σ2Z−W
+ log
 P + σ2Z−W − |ρW σW−σ2W |22|g|2P+σ2W
|g|2P + σ2VN −
|gρW σW−gσ2W |2
2|g|2P+σ2W
 (39)
where the Gaussian noises Z,W,N are irrespective of user index k by symmetry.
To derive the simplified bound as a special case of (39), we will follow the technique in [9], which
exploits the fact that the equalities in the worst additive noise lemma in [34] and its conditional version
in [8] trivially hold true when σ2Z = 0 as well as when X
n = Xng (and U
n = Ung for the conditional
version). Therefore, those lemmas incur no loss in tightness of the resulting bounds if one can let σ2Z = 0.
Then we have the following result.
Theorem 4. The sum capacity of the three-user symmetric GIC is upper-bounded as
Csym ≤ min(R0,R1) (40)
where
R0 = min
σN
R (41)
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subject to 0 ≤ (|ρW |, |ρN |, σW , σN) ≤ 1 (42a)
σW = 1 (42b)
ρW = 2σ
2
N − 1 (42c)
ρN = 4|g|2
(
(σ−1N − σN)−
√
(1− (2|g|)−2)σ−2N + (1 + (2|g|)−2)σ2N − 2 + (2|g|)−4
)
(42d)
and
R1 = min
ρN
R (43)
subject to 0 ≤ (|ρW |, |ρN |, σW , σN) ≤ 1 (44a)
σN = 1 (44b)
σW = |ρW |2 (44c)
ρW =
√
1− 1 + ρN
2|g|2 (44d)
where
R = log
(
P + 2|g|2P + 1
|g|2σ2Z−Nσ2Z−W
)
+ log
(
P + |g|2P + 1− |g
∗(g + 1)P + ρ∗NσN |2
2|g|2P + σ2N
)
. (45)
Proof: We first consider (39) under the conditions in (20). For the symmetric GIC, there are four
parameters (ρW , ρN , σW , σN) and three inequalities including the two conditions in (20a) and the implicit
condition (i.e., σW ≤ 1) in (28) due to the worst additive noise lemma and its conditional version. Based
on the argument in [9, Thm. 6], we need to consider the equalities to optimize the parameters. Given σN ,
we do the following steps:
A1) Let σ2W = 1 to satisfy α1A − α1B = 0 in (28), which is simply (42b).
A2) Let σ2VW = σ
2
N to satisfy α2A − α2B = 0 in (29), which yields (42c) given (42b).
A3) Let σ2VN = |g|2σ2VN (i.e., σ2V˜N = 0) to satisfy α3A − α3B = −n log |g|
2 in (30), which yields (42d)
given (42b) and (42c).
Substituting (42b) – (42d) into (39), we have R0.
Similarly, we can do the same things for the conditions in (22) as follows:
B1) Given ρN , let σ2N = 1 to satisfy α1A − α2B = 0, which is simply (44b).
B2) Let σ2VW = σ
2
W to satisfy α2A − α1B = 0, which yields (44c) given (44b).
B3) Let σ2VN = |g|2σ2VN (i.e., σ2V˜ ′N = 0) to satisfy h(Y3G|U3G)−h(gY3G+ V˜
′
N |U3G) = − log |g|2 (for more
details, see the I1 part in the proof of Theorem 3), which yields (44d) given (44b) and (44c).
Substituting (44b) – (44d) into (39), we have R1.
We now show that R1 reduces to the generalized Kramer bound in (37). It immediately follows from
(44b) – (44d) that |g|2σ2Z−Nσ2Z−W = 1− |ρN |2 in (45), thus yielding that the objective functions in (43)
and (37) are the same by just letting ρN = ρ. It is easy to check that the constraints of R1 and the
generalized Kramer bound can be rewritten as ρ ≤ 2|g|2 − 1. Therefore, the two optimization problems
are equivalent. This is not necessarily the case with R1. The main difference between R0 and R1 is that
the noise Nk in R0 is not restricted to have the same marginal distribution as Zk, i.e., (44b).
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Fig. 2. Bounds on the sum capacity of three-user symmetric real GIC over 0 ≤ g2 ≤ 1 when P = 10.
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Fig. 3. Bounds on the sum capacity of three-user symmetric real GIC over −1 ≤ α ≤ 1 for P = 10. The new upper bound is given by
the minimum of bounds in Theorems 1, 2, 3.
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E. Numerical Results
In what follows, we focus on capacity bounds for the symmetric (positive) real GIC, which has been
widely used due to the simplicity of the resulting channel model (e.g., [30], [31]). The behavior of sum-rate
bounds for more general complex GICs will be deferred to Sec. V.
Fig. 2 depicts the symmetric rates of the four upper bounds derived in the previous section and the
lower bound for the three-user symmetric real GIC. For this symmetric case, the upper bounds in Theorem
1 and (3) reduce to [9, Thm. 3] and [10, Thm. 1], respectively. Notice that any of those bounds does
not contain the other bounds when complex channel coefficients are taken into account, as will be shown
later in Sec. V.
Fig. 3 compares our upper bound with the above two-user upper bounds, the generalized Kramer upper
bound, the generalized ETW upper bound, and the simple lower bounds in the previous subsection for
the three-user symmetric real GIC over −1 ≤ α ≤ 1 at SNR = 10 dB, where α = log INR
logSNR =
log |g|2P
logP
.
The new upper bound is shown to be tightest in the medium range of α by nature of the change-of-
interference approach in Theorem 3 because the change-of-interference variables in (4) are more general
than X1, X2, X3 (i.e., noiseless interference as side information), as mentioned in Remark 1. This is
consistent with [9] for the two-user case. Namely, the change-of-interference approach improves upon the
Kramer-type bounds in [10], [13] at a certain range of channel coefficients.
As mentioned in subsection III-D, we can see that the proposed bound coincides with the generalized
Kramer bound in a certain range of α. This is quite interesting as the former does not impose correlation
over all noise variables. The generalized ETW bound is tightest when α ≤ 0.07, i.e., interference is very
weak.
Fig. 4 depicts the same upper and lower bounds over 0 ≤ α ≤ 2 at high SNR of 20 dB. Our upper
bound is still tightest in a certain range of α and coincides with the generalized Kramer bound for
α > 0.71. For this high SNR, the two-user upper bounds are tightest in two different ranges of α,
respectively. A sophisticated lower bound based on lattice interference alignment using the compute-and-
forward approach was proposed in [31]. In particular, the readers are encouraged to refer to Fig. 7(a)
therein for a tighter lower bound than the simultaneous decoding lower bound plotted in Fig. 4 for α > 1.
Notice that g = P
α−1
2 . Furthermore, the multiple access upper bound in [21] is valid only when |g| ≥ 1
(i.e., α ≥ 1) and is shown in [13, Fig. 3] to coincide with the generalized Kramer bound in some range
of g and to be quite loose in the remaining range. One may consider a trivial upper bound obtained by
a multiple-access channel (MAC) formed by allowing the receivers to cooperate, which is also shown in
[13, Fig. 3] to be in general loose relative to the other bounds.
From Figs. 3 and 4, we observe that the gap between the upper bound and the simple lower bound over
a certain range around g2 = 1 is not significant. We will see in Sec. IV that the rate gap around g2 = 1
is still not significant at least for K = 4 symmetric real GICs. Moreover, the range of α over which the
new bound is tightest tends to shrink as P increases. Comparing R0 and R1 (equivalently, the generalized
Kramer bound) in Theorem 4, we can see that the rate difference of the two bounds vanishes as P →∞
irrespectively of σ2N .
IV. K-USER GAUSSIAN INTERFERENCE CHANNEL
In this section, we generalize the upper bounds on the sum capacity of the three-user GIC to the K-
user case. We first consider the K-user symmetric GIC and then the asymmetric case. A straightforward
generalization of Theorem 1 and (3) is skipped due to the space limitation.
A. Symmetric Case
In this subsection, we are interested in the symmetric case in (33), for which the three-user upper
bounds in Theorems 2 and 3 can be naturally extended to the K-user case. For the K-user symmetric
17
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Fig. 4. Bounds on the sum capacity of three-user real symmetric GIC over 0 ≤ α ≤ 2 for P = 100 (i.e., SNR = 20 dB).
case, we rewrite the genie random variables in (4) and (7) as
Uk = g
∑
i 6=k
Xi +Wk
Sk = g
∑
i 6=k−1
Xi +Nk.
With these definitions, we have the following generalization of Theorem 2 for the symmetric case.
Theorem 5. The sum capacity of the K-user symmetric complex GIC in the weak interference regime,
where |g|2 ≤ 1, is upper-bounded by
K∑
k=1
Rk ≤ I
(
X1G;Y1G
)
+
K−1∑
k=2
I
(
XkG;YkG, SkG
∣∣Xk−11G )+ I(XKG;YKG∣∣XK−11G ) (46)
for all (N1, N2 . . . , NK) satisfying
σ2VNk
≥ σ2Nk+1 for k = 2, . . . , K − 2 (47)
σ2VNK−1
≥ |g|2 (48)
where
VNk = Nk| Zk −Nk. (49)
Proof: See Appendix C.
In order to obtain the K-user extension of Theorem 3, we need to generalize the relation of mutual
informations for the three-user case in Fig. 1 to the K-user GIC. The extension to the four-user case will
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be given in Fig. 12 in Appendix D. The relation for more than four-user cases can be obtained in the
same manner. We have then the following result.
Theorem 6. The sum capacity of the K-user symmetric complex GIC is upper-bounded by
K∑
k=1
Rk ≤ I
(
X1G;Y1G
)
+
K−1∑
k=2
I
(
XkG;YkG, SkG
∣∣Xk−11G )
+ I
(
XKG;YKG
∣∣UKG)+ I(UKG;YKG + V˜NK) (50)
for all (N1, . . . , NK ,W1, . . . ,WK) satisfying
σ2VW1
≥ σ2N2 (51)
σ2VNk
≥ σ2Nk+1 , k = 2, . . . , K − 2 (52)
σ2VNK−1
≥ |g|2σ2ZK−WK (53)
where
V˜NK−1 =
√
|g|−2 − σ−2VNK−1σ
2
ZK−WKVNK−1 .
Proof: See Appendix D.
Remark 5. The “useful genie” upper bound in [3] for the symmetric three-user GIC defines a vector
genie and imposes correlation over all additive noise variables. However, this approach makes it hard
to compute the resulting outer bounds even in the symmetric four-user case. Specifically, not only we
have K(K−1)
2
complex correlation coefficients to optimize for the K-user symmetric case, but also matrix
inversions and positive semi-definiteness tests of (K − 1)-dimensional complex matrices. The dimension
of the noise covariance matrix increases exponentially with K for the asymmetric case. Similar difficulty
arises in generalizing the Kramer bound in [10, Thm. 1] to the more than two-user case due to the
optimization of a positive-definite covariance matrix of jointly Gaussian noises by imposing correlation
over all noise variables (e.g., see [13], [36] for the three-user case). In contrast, our noise variables Ni
defined in (7) are correlated only with Zi having the same user index, respectively. This is the same case
with the other noise variables Wi in Theorem 1. The parameters to be optimized are (K − 1) complex
correlation coefficients and (K − 1) variances. Therefore, we intentionally avoided the use of the above
optimization of the noise covariance matrix as well as vector genie in this work.
B. Closed-Form Upper Bounds for the K-User Symmetric GIC
This subsection is devoted to find appropriate closed-form expressions of our upper bounds that do
not involve the optimization of the covariance matrix of additive noise variables, which makes it hard to
compute upper bounds on the capacity of the K-user GIC unless K is quite small, as mentioned earlier.
By exploiting an intrinsic structure of our upper bounds, we will simplify upper bound formulas so as
to predict sum-rate behavior of the K-user symmetric GIC in the large-number-of-user regime. Notice
that the closed-form upper bounds in this subsection are given for the symmetric real GIC but they are
straightforwardly extendable to the symmetric complex case. We begin with the following proposition
based on Theorem 5.
Proposition 1. For the cross-channel coefficient |g| < 1, a closed-form upper bound on the capacity of
the K-user symmetric GIC is given by
Csym ≤ log
(
1 +
P
(K − 1)|g|2P + 1
)
+ log
(
1 + (K − 1)P
)
+
K−1∑
k=2
log
(
1 +
|1− g|2P
1− |g|2 ·
(k − 1)P + 1
kP + 1
)
. (54)
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Fig. 5. Closed-form upper bounds on the symmetric rate of the K-user symmetric GICs at SNR = 10 dB, where K = 3, 5, 10, 100.
Proof: We can rewrite (46) as
Csym ≤ min
K(1)sym
 log
(
1 +
P
(K − 1)|g|2P + 1
)
+ log
(
(K − 1)|g|2P + σ2N2
)
+
K−2∑
k=2
log
(
k|g|2P + σ2Nk+1
k|g|2P + σ2VNk
)
+ log
(
|g|2P + |g|2
|g|2P + σ2VNK−1
)
− log |g|2
+
K−1∑
k=2
log
 |1− g|2P + σ2Zk−Nk −
|(1−g)g∗P+ρNkσNk−σ2Nk |
2
(K−k+1)|g|2P+σ2Nk
σ2Zk−Nk

 (55)
where K(1)sym is the set of all (N2, . . . , NK−1) satisfying (47) and (48).
Letting ρ2Nk = σ
2
Nk
= |g|2 for any k, we get σ2VNk = |g|
2, which naturally satisfies (47) and (48) with
equality. Then, the third and fourth terms inside the brace in (55) are canceled out. Substituting these
values into (55), we get (54).
The next result is a closed-form expression of Theorem 6.
Proposition 2. A closed-form upper bound on the capacity of the K-user symmetric GIC is given by
Csym ≤ log
(
1 +
P
(K − 1)|g|2P + 1
)
+ log
(
1 + (K − 1)(1 + |g|2)P)
+
K−1∑
k=2
log
(
1 + |1− g|2(1 + |g|2)P ·
(k − 1)P + 1
1+|g|2
kP + 1
1+|g|2
)
. (56)
20
Proof: Similar to (55), we can rewrite (50) as
Csym ≤ min
K(2)sym
 log
(
1 +
P
(K − 1)|g|2P + 1
)
+ log
(
(K − 1)|g|2P + σ2N2
σ2Z1−W1
)
+ log
(
(K − 1)|g|2P + σ2W1
(K − 1)|g|2P + σ2VW1
)
+
K−2∑
k=2
log
(
k|gP + σ2Nk+1
k|g|2P + σ2VNk
)
+ log
 P + σ2ZK−WK −
(ρWKσWK−σ2WK )
2
(K−1)|g|2P+σ2WK
P + |g|−2σ2VNK−1 −
(ρWKσWK−σ2WK )
2
(K−1)|g|2P+σ2WK
− log |g|2
+
K−1∑
k=2
log
 |1− g|2P + σ2Zk−Nk −
|(1−g)g∗P+ρNkσNk−σ2Nk |
2
(K−k+1)|g|2P+σ2Nk
σ2Zk−Nk

 (57)
where K(2)sym is the set of all (W1,WK , N2, . . . , NK−1) satisfying (51), (52), and (53) .
Letting ρ2Wk = σ
2
Wk
= ρ2Nk = σ
2
Nk
= |g|
2
1+|g|2 ≤ 1 for any k by exploiting the symmetry of the noise
parameters of the upper bound in Theorem 6, we can get
σ2VWk
= σ2VNk
=
|g|2
1 + |g|2
σ2Zk−Wk = σ
2
Zk−Nk =
1
1 + |g|2 (58)
which satisfy all conditions in (51), (52), and (53) with equality. Then the third, fourth, and fifth terms
inside the brace in (57) are removed. After straightforward manipulation, we have (56).
Fig. 5 depicts the closed-from upper bounds given by the minimum of (54), (56), and (34) for different
numbers of users at SNR = 20 dB. Notice that these closed-form upper bounds are rather loose relative
to Theorems 5 and 6 since the closed forms are special cases of the latter bounds without optimizing the
parameters, e.g., see Fig. 4 for the three-user case. The closed-form upper bound in (56) can be further
tightened for large K in the following way.
Proposition 3. For the cross-channel coefficient |g| > 1 satisfying |g|2γ − |g|2 − 1 ≥ 0, where γ > 1 is a
positive real, a closed-form upper bound is given by
Csym ≤ log
(
1 +
P
(K − 1)|g|2P + 1
)
+ log
(
1 + (K − 1)|g|2γP)
+
K−1∑
k=2
log
(
1 +
|1− g|2P
1− |g|−2(γ−1) ·
(k − 1)P + |g|−2γ
kP + |g|−2γ
)
. (59)
Proof: It suffices to let ρ2Wk = σ
2
Wk
= 1−|g|−2γ and ρ2Nk = σ2Nk = |g|−2(γ−1) for any k. Then, we get
σ2Zk−Wk = σ
2
VNk
= |g|−2γ
σ2Zk−Nk = 1− |g|−2(γ−1)
σ2VWk
= 1− |g|−2γ (60)
which transforms (51) into
|g|2γ − |g|2 − 1 ≥ 0
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Fig. 6. Closed-form upper bounds on the symmetric rate of the K-user symmetric GIC at medium and high SNRs, where K = 105.
and satisfies (52) and (53) with equality. Notice that the above inequality holds true when |g| > 1. Plugging
(60) into (57), we obtain (59).
Fig. 6 shows the upper bounds given by the minimum of (54), (59), and (34) for the symmetric positive
real GIC with a very large number of users (K = 105) at medium and high SNRs, where γ is numerically
found and γ = 200 was used. For g > 1, the upper bound in (59) is shown to be tighter than (56). This
figure reveals that the sum-rate upper bound is still far from K/2 DoF near g2 = 1 at realistic SNRs for
the large number of user regime. For instance, the symmetric rates of our upper bound and TDM lower
bound are 0.0186 and 0.001 bit, respectively, whereas that of the Kramer bound representing K/2 DoF
is 0.8795 for g2 = 0.9 and P = 5.
Remark 6. The closed-form upper bounds were derived by exploiting an intrinsic structure2 of the
conditions in (47), (48), (51), (52), and (53) for the additional noise variables in our bounds. In fact, the
structure was possible by removing the need for the optimization of the noise covariance matrix, i.e., Ni is
only correlated with Zi in our upper bounds and so Wi is. Our closed-form upper bounds in Figs. 5 and
6 have no discontinuous point at g2 = 1 for large K and practical SNR, where the closed-form bounds
are a continuous function. The discontinuous point appears only in the high SNR limit and it ceases to
happen at high SNR of practical interest (e.g., 20 dB). Combined with the small K cases in Figs. 4 and
9, this result suggests that the sum capacity of the symmetric real GIC might have no drastic change at
least around g2 = 1 at SNR = 10, 20 dB for any K. Therefore, this finite SNR analysis is not in line with
the known DoF result in [28] that the DOF of K-user GICs is everywhere discontinuous with respect to
channel coefficients.
2This structure is represented by the fact that the proposed bounds are amenable to systematic canceling out some pairs of positive and
negative differential entropies.
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C. Large K Regime
Based on Propositions 2 and 3, we will focus on the large number of users regime and conduct the
large K analysis in this subsection. Inspired by the affine approximation of the capacity of code-division
multiple access with random spreading introduced by Shamai and Verdu´ [33], we first consider the high-
SNR approximation of the upper bound on the symmetric rate given by the upper bound in Proposition
2. For large K, the symmetric capacity C(K,P ) of K-user GICs can be approximated at high-SNR by
the zero-order and first-order terms in the expansion of the capacity as an affine function of K and SNR
(P )
C(K,P ) = dK
(
K logP −K`K
)
+ o(1)
where dK denote the per-user DoF (first-order term) for large K defined by
dK , lim
K→∞
lim
P→∞
C(K,P )
K logP
(61)
and `K is the power offset (zero-order term) in 3-dB units defined by
`K , lim
K→∞
lim
P→∞
(
logP − C(K,P )
dKK
)
.
Also o(1)→ 0 as K,P →∞. Let Rubsym denote the minimum of the upper bounds on the symmetric rates
given by the upper bound in Propositions 2 and 3. Then we have the following result.
Theorem 7. For large K and P , the symmetric-rate upper bound Rubsym is characterized as
Rubsym = logP + `∗K + o(1) (62)
where dK = 1 and the power offset is given by
`∗K =
{ − log (|1− g|2(1 + |g|2)) |g|2 ≤ 1
− log (|1− g|2) |g|2 > 1. (63)
Proof: Taking the limit of P →∞ on the right-hand side of (56), we have
Rubsym = log
(
(K − 1)(1 + |g|2)P)+ K−1∑
k=2
log
(
|1− g|2(1 + |g|2)P · k − 1
k
)
+O(1)
= log
(
(1 + |g|2)P)+ K−1∑
k=2
log
(|1− g|2(1 + |g|2)P)+O(1)
= K log
(|1− g|2(1 + |g|2)P)+O(logP ). (64)
Dividing the above equation by K and taking the limit of K →∞, we get (62) for all values of |g|2.
Similarly, we do the same steps to the right-hand side of (59), which yields (62) for |g|2 > 1. Noticing
that log
(|1− g|2(1 + |g|2)) ≥ log (|1− g|2), we obtain the desired result.
For large K with positive real symmetric GICs, we can characterize the following three regimes of the
ratio η , limK→∞ RsymK logP :
η =
 0 SNR ≤ `
∗
K
1 `∗K < SNR ≤ 2`∗K
1
2
2`∗K < SNR.
(65)
While the first two regimes are suggested by Theorem 7, the third regime η = 1
2
is due to the Kramer
bound. It is easy to see that at SNR = 2`∗K  1,Rubsym meets the DoF approximation given by 14 log(1+SNR)
for the capacity approximation of the 1/2 DoF per user.
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Fig. 7 shows how much the well-known 1/2 DoF (per user) result could be translated into a real
potential3 gain at finite SNR for different K. In Fig. 7(a), we can see the behavior of lower and upper
bounds when K = 3 to 1000 and g2 is close to 1, where `∗K = 43 in dB scales. Fig. 7(b) shows that (65)
is valid even when g2 is not so close to 1. However, a close look at `∗K reveals that `
∗
K decreases as g
2
tends to be far from unity. While the regime η = 0 is somewhat supported by the simultaneous decoding
or TDM lower bound, the regime η = 1 might be fundamental if one finds a matching lower bound in this
regime. Recall that our closed-form upper bound in Proposition 2 has been tightened in Proposition 3.
Hence, it is shown in Fig. 7(c) that the regime η = 1 can be shifted to the right by 10 log10(1+ |g|2) ≈ 4
dB, which validates (63).
An important implication of the above results is that for large K, the capacity gain promised by K/2
DoF may not be achievable if SNR is no more than the power offset (or threshold) `∗K . In other words,
the surprising performance benefit of sophisticated interference management schemes suggested by the
DoF results in [24], [25], [30] seems not realized at a realistic SNR (e.g., 10, 20 dB) over a certain range
(around g2 = 1) of channel coefficients for the (constant) K-user symmetric real case. Such a range of
g2 depends on the number of users and the SNR of interference networks. Namely, as SNR deceases
and K grows, the range of g2 gets wider according to the rule given by the SNR threshold `∗K in (63).
Therefore, the well-known DoF result should be carefully interpreted at finite SNR from the perspective
of our results.
D. Asymmetric Case
For the K-user asymmetric GIC, the upper bounds in Theorems 2 and 3 cannot be naturally generalized.
We can naturally extend the genie variables in (4) to the general K-user case as follow:
Uk =
∑
i 6=k
hkiXi +Wk
Sk =
∑
i 6=k−1
hk−1,iXi +Nk. (66)
Then, we present the following asymmetric version of Theorem 5 for the K-user GIC.
Theorem 8. The sum capacity of the K-user complex GIC in the mixed interference regime, where
|h1,K)|2 ≤ 1, is upper-bounded by
K∑
k=1
Rk ≤ I
(
X1G;Y1G
)
+ I
(
XKG;YKG
∣∣XK−11G )
+
K−1∑
k=2
{
I
(
XkG;S2G
∣∣Xk−11G )+ I(XkG;YkG∣∣Xk−11G , XK)(k+1)G, S2G)} (67)
for all N2 satisfying σ2N2 ≥ h1,K , where Nk and Zk are independent (i.e., ρNk = 0) for all k. Permuting
the user indices, we obtain K! bounds.
Proof: See Appendix E.
A major difficulty in the general asymmetric case with more than three users was that we cannot use
the technique of (25) and (91) in the proofs of Theorems 2 and 5, based on Lemma 1. As a result, the first
mutual information inside the brace in (67) serves as a penalty term for the asymmetric case, compared
to the symmetric case in (46) of Theorem 5. Similar to the Theorem 8, we can obtain the following result
on the asymmetric complex GIC.
3Notice that the solid curve in Fig. 7(a) comes from a simplified, closed-form (i.e., not the best bound we can get from our results) upper
bound on the achievable rate of any sophisticated interference management scheme.
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Theorem 9. The sum capacity of the K-user complex GIC is upper-bounded by
K∑
k=1
Rk ≤ 1
K
K∑
k=1
{
I
(
Xk,1G;Yk,1G
)
+ I
(
X
k,KG;Yk,KG
∣∣Uk,KG)+ I(Uk,KG;Yk,KG + N˜k,2)
+
K−1∑
`=2
{
I
(
Xk,`G;Sk,2G
∣∣Xk,`−1k,1G )+ I(Xk,`G;Yk,`G∣∣Xk,`−1k,1G , Xk,Kk,`+1G, Sk,2G)}
}
(68)
for all {Nk,Wk : k = 1, . . . , K} satisfying
σ2VWk,1
≥ σ2Nk,2 ≥ |hk,1,k,K |2σ2Zk,K−Wk,K (69)
where
N˜k,2 =
√
|hk,1,k,K |−2 − σ−2Nk,2σ2Zk,K−Wk,KNk,2.
Permuting the user indices, we obtain K! bounds.
Proof: See Appendix F.
In this case, I(Xk,`G;Sk,2G
∣∣Xk,`−1k,1G ) in (68) is a penalty term, compared to the symmetric case in (50)
of Theorem 6. In the sequel, we provide a special case where we can avoid the penalty terms.
If the channel coefficients satisfy
h14 =
h13
h23
h24, h15 =
h13
h23
h25, · · · , h1K = h13
h23
h2K
we can rewrite (94) in Appendix E using the same way in (25) for the three-user case as
I(Xn2 ;Y
n
2 , S
n
2 |Xn1 ) ≤ h(
∑K
i=2 h1iX
n
i +N
n
2 )− h(
∑K
i=3 h1iX
n
i +N
n
2 )
+ nh(Y2G|X1G, S2G)− h(
∑K
i=3 h2iX
n
i + Z
n
2 |
∑K
i=3 h1iX
n
i +N
n
2 )
= h(
∑K
i=2 h1iX
n
i +N
n
2 )− nh(Z2 − h23h−113 N2)
+ nh(Y2G|X1G, S2G)− h(
∑K
i=3 h1iX
n
i + V
n
N2
) (70)
where
VNk ∼ CN (0, σ2Nk| Zk−hk,k+1h−1k−1,k+1Nk). (71)
Repeating the same procedure for all k = 2, . . . , K and all permutations and doing the same things to
(97) in Appendix F, we arrive at the following result.
Corollary 1. Given a permutation in terms of user ordering, when channel coefficients satisfy the condition
hi−1,j =
hi−1,i+1
hi,i+1
hi,j (72)
for i = 2, . . . , K − 2, j = i + 2, . . . , K, the sum-rate upper bounds for the corresponding K-user
asymmetric GIC are equivalent to the symmetric case in Theorems 5 and 6.
V. SUM-RATE BEHAVIOR OF “ASYMMETRIC COMPLEX” GAUSSIAN INTERFERENCE CHANNELS
So far, we have focused on the sum-rate analysis of the K-user symmetric (positive) real GIC, where
the phases of channel coefficients are not taken into account. Some practical implications of the existing
DoF results have been revisited. In this section, we will investigate the sum-rate behavior of the K-user
asymmetric complex GIC at finite SNR, based on our upper bounds derived in the previous sections. Our
study is motivated by the well-known toy example in [16] where the sum capacity is K
2
log(1+2P ) when
the common direct- and cross-channel coefficients are 1 and
√−1, respectively. In sharp contrast, the sum
capacity becomes just log(1+KP ) when the channel coefficients are all 1. Hence it would be interesting
to figure out what happens between the two extreme points.
26
2pi
3pi/2
φ(g)
pi
pi/2
010.8
0.6
|g|2
0.40.2
0
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
Sy
m
m
et
ric
 ra
te
Lower bound
Upper bound
Capacity
Fig. 8. Bounds on the sum capacity of three-user symmetric GIC for different amplitudes |g|2 and phases φ(g) of cross-channel coefficient
g when P = 10 and φ(g) = 0 : pi
16
: 2pi. The points labeled by ‘capacity’ are φ(g) = pi
2
, 3pi
2
, respectively, with |g|2 = 1, which follows
from the well-known toy example in [16].
A. Symmetric Case
Bearing the somewhat negative result in subsections IV-B and IV-C for the symmetric positive real case
in mind, we first turn to the three-user symmetric complex GIC. We restrict our attention to |g|2 ≤ 1 for
ease of illustration. Although some existing upper bounds taken into account in this work are shown to be
tighter than our upper bound in the very weak interference regime (e.g, |g|2 ≤ 0.12 at SNR = 10 dB), we
consider only the moderately weak interference regime (0.12 < |g|2 ≤ 1), the main regime of practical
interest, where the proposed upper bound is tightest. Therefore, it suffices to investigate the behavior of
the new sum-rate upper bound.
Fig. 8 shows the symmetric-rate behavior of the three-user symmetric complex GIC with the phase
of the symmetric cross-channel coefficient g varying between 0 and 2pi. The four upper bounds derived
in Section III have their own range of |g|2, over which one is tighter than the other three, as the phase
φ(g) varies. Our capacity upper bound result improves upon understanding the potential impact of phase
difference between the direct-channel and the cross-channel coefficients on the three-user complex GIC.
This sum-rate behavior could not be predicted by the DoF results. For example, the known result in [26]
for the three-user complex GIC shows that DoF is discontinuous at a subset of channel coefficients with
measure zero. In particular, the result therein proved that the phase alignment scheme achieves only 1 DoF
under certain amplitude and phase conditions, while it can achieve the same 1.2 DoF for almost all values
of channel coefficients. Moreover, another result in [16] shows that the three-user constant complex GIC
has 1 DoF for g = 1 and 1.5 DoF for g =
√−1. This does not provide much insight on the prediction
of sum-rate behavior at finite SNR for particular values of |g| and φ(g). Hence we trace the trajectory of
our upper bounds for different φ(g) with |g| fixed.
Fig. 9 depicts the sum-rate behavior of the four-user symmetric complex GIC at SNR = 10 dB by
varying the phase φ(g) such that φ(g) = 0, pi/16, pi/8, 3pi/16, . . . , pi/2. We can see that the impact of
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Fig. 9. Bounds on the sum capacity of four-user symmetric Gaussian interference channel for different amplitudes |g|2 and phases
φ(g) = 0, pi/8, pi/4, 3pi/8, pi/2 (blue curves from bottom to top): P = 10.
phase offset on the capacity upper bound is very analogous to the three-user case in (b) of Fig. 8. We
also verified that this sum-rate upper bound behavior remains similar at least for the five-user symmetric
GIC, but the corresponding figure is omitted for compactness of this work.
In contrast to the symmetric real case, the capacity upper bound behavior for the complex GIC suggests
that one may improve the lower bound on the capacity of the complex GIC. This might be done by existing
sophisticated schemes exploiting the phase offset between direct-channel and cross-channel coefficients.
However, we need to carefully interpret Figs. 8 and 9 where the phases of cross-channel coefficients are
assumed to be already aligned, which is a very special case in realistic systems.
Remark 7. For φ(g) = pi
2
or 3pi
2
, the symmetric capacity (per dimension) is well known as 1
4
log(1 + 2P )
[16]. As seen from Figs. 8 and 9, the proposed upper bound is tight for those values of φ(g). This implies
that our bound may be useful in the complex symmetric case. In fact, the Kramer upper bound is tight at
those values of φ(g).
B. Semi-Symmetric Case
Studying the K-user symmetric real/complex GIC only is obviously insufficient to predict the sum-
capacity behavior since the probability that all interfering links have the same channel coefficient (or
even the same phase of channel coefficients) is quickly vanishing as K increases. Meanwhile, the fully
asymmetric case where all channel coefficients hij can be arbitrarily different is too difficult to evaluate
the resulting upper bounds and to provide an insight. To compromise between the symmetric and the fully
asymmetric case, we introduce a K-user “semi-symmetric” GIC, where complex cross-channel coefficients
for each user are different but all users experience the same SNR and interference situation, (e.g., the
same INR defined by INR =
∑K−1
i=1 |gi|2SNR). The K-user semi-symmetric GIC can be formally written
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Fig. 10. Upper bound on the sum capacity of three-user semi-symmetric GIC for different phases (φ(g1), φ(g2)) when P = 10.
as
Yk = Xk +
K−1∑
i=1
giXk,i+1 + Zk (73)
where Pk = P for all k = 1, . . . , K. In particular, the three-user semi-symmetric GIC is given by
Y1 = X1 + g1X2 + g2X3 + Z1
Y2 = X2 + g1X3 + g2X1 + Z2
Y3 = X3 + g1X1 + g2X2 + Z3 (74)
where Pk = P for k = 1, 2, 3.
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Fig. 11. Upper bound on the sum capacity of three-user semi-symmetric GIC for different phases (φ(g1), φ(g2)) when P = 10, |g1|2 = 0.3,
and |g2|2 = 0.7.
Fig. 10 illustrates the new upper bound on the sum capacity of three-user semi-symmetric complex
GIC for four different amplitudes (|g1|2, |g2|2) with phases (φ(g1), φ(g2)) varying between 0 and 2pi,
where |g1|2 = |g2|2. For all cases, the time division lower bound is 16 log(1 + 3P ) = 0.8257 (bit/channel
use/user/dimension). In Fig. 11, we depicts the same upper bound for |g1|2 6= |g2|2. In this case, our
upper bound depends on the order of users and hence it was obtained by the minimum of (12) and (14)
in Theorem 2. The upper bound behavior shows a large variation over the phase offset between φ(g1)
and φ(g2). However, it should be pointed out that the behavior observed on an upper bound that is not
matched by a lower bound may not be fundamental. Potentially, the upper bound behavior reveals some
interesting results. In accordance with a consistent observation from Fig. 10, Fig. 11, and other numerical
results with different settings not shown here due to compactness of this paper, we have the following
conjecture.
Conjecture 1. The sum capacity for the three-user semi-symmetric GIC may take its maximum values
along the intersection of the following two types of lines
2φ(g1)− φ(g2) + pi = 0 mod 2pi
2φ(g2)− φ(g1) + pi = 0 mod 2pi (75)
and it can be minimized along any of the following two types of lines
2φ(g1)− φ(g2) = 0 mod 2pi
2φ(g2)− φ(g1) = 0 mod 2pi. (76)
Notice that our conjecture does not necessarily imply that the points in the lines are always the extreme
points of the upper bound, i.e., its extreme points are not always continuous as shown in Figs. 10 and 11.
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Remark 8. As a special case, the above conjecture includes some discontinuous singularities shown in
some previous results (e.g., [26, Thm. 2 and 3]). For our semi-symmetric case, the conditions in Theorem
3 of [26] translate into
|g1|2 = |g2| and 2φ(g1)− φ(g2) = 0 mod 2pi
|g2|2 = |g1| and 2φ(g2)− φ(g1) = 0 mod 2pi.
If any of the above conditions is satisfied, the constant three-user complex GIC has only 1 DoF.
Interestingly, the conditions (76) in our conjecture and the above conditions from [26, Thm. 3] have
the common phase conditions.
The semi-symmetric rate behavior provides an insight into the good (or bad) condition in terms of the
phase offset between g1 and g2 for which a sophisticated scheme might (or could not in the bad condition)
achieve a significant performance gain over the simple time division scheme. This is unpredictable by the
existing DoF results. While the bad condition on our upper bound is supported to some extent by the TDM
lower bound, the good condition should be verified by a matching lower bound. Furthermore, we can infer
from the three-user semi-symmetric case that the capacity of the K-user complex GIC may significantly
depend on the phase offsets of channel coefficients unlike the two-user case in [9], which shows that the
phase offset between two cross-channel coefficients has a limited impact on the sum capacity.
Although the semi-symmetric GIC is shown to be very relevant for the three-user case, its sum-rate
upper bounds for K > 3 are given by Theorems 8 and 9 for the asymmetric case unless g1, g2, . . . , gK−1
in (73) satisfy (72). Therefore, the value of the semi-symmetric GIC in (73) may be undermined due to
the penalty terms in the asymmetric case that incur some loss of tightness of our bounds.
VI. CONCLUSION
We have developed upper bounds on the capacity of the K-user complex GIC using a new type of
genie-aided channels and a hybrid form of Etkin-type and change-of-interference bounding techniques.
The resulting upper bounds were shown to be tighter than the existing bounds over a certain range of
channel coefficients for the three-user case. We formulated closed-form expressions of the new upper
bounds for the K-user symmetric GIC. Based on the analytical bounds, this paper has investigated K/2
DoF achievable by interference alignment for almost all constant GICs at realistic SNR. In particular, we
showed that for large K, the performance benefit promised by the K/2 DoF results may not be realized
even at high SNR over a certain range around g2 = 1 for the symmetric real case. As a consequence, it has
been argued that the DoF results should be carefully interpreted at finite SNR. On the positive side, our
result showed that the potential gain proposed by the existing DoF results may be realized at moderate
SNR for the symmetric complex GIC, depending on the phase offset between the direct-channel and
the cross-channel coefficients. We have further introduced the semi-symmetric GIC and evaluated sum-
rate upper bounds for the three-user semi-symmetric case, yielding a conjecture with respect to certain
conditions on good and bad phase offsets between cross-channel coefficients.
We may leverage the conjecture with respect to potentially good and bad conditions, which suggests
that an interference management scheme exploiting the phase offset conditions might be promising. For
instance, one can perform phase rotation of multiple interference links to favorably align interfering signals
according to the good phase condition (e.g., [26]). Alternatively, one may exploit the opportunistic nature
of slow-fading wireless channels so that only user pairs whose channel coefficients are near the desirable
phase condition are opportunistically scheduled to communicate with each other. Therefore, the good
condition on phase offset with realistic values of SNR may deserve attention of a sophisticated scheme.
On the contrary, we need to avoid trying to achieve an appreciable performance benefit while channel
coefficients are near the bad condition.
An interesting future study would be finding an interference management scheme that provides a
matching lower bound to the good phase-offset condition of the upper bound in this work. The conditions
on the phase offsets of channel coefficients can be generalized to more than three-user cases by using
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the closed-form K-user upper bounds. Yet another item would be to improve the proposed upper bounds
based on a technique in the companion paper for two-user GICs in [9, Thm. 5].
APPENDIX A
PROOF OF THEOREM 1
We first present a lemma to be used in various proofs in this work. The proof of the above lemma is
skipped.
Lemma 1. Let Y ni = aiXn + Zni , i = 1, 2, . . . ,m, where Xn is a random sequence with the average
power constraint such that
∑n
j=1 E[X2j ] ≤ nP , and for all i, ai is a complex number and Zni is i.i.d.
CN (0, σ2Zi), independent of Xn. For i, k ∈ [1 : m], the jth components of Zi and Zk are correlated each
other with ρik = E[ZiZk]. Let S be the set of [1 : m − 1] and let Y nS = (Y n1 , Y n2 , . . . , Y nm−1). Then we
have
h(Y nS |Y nm) = h(amXn + V n) + nh(W )− h(Y nm) (77)
where W = (ZS(1) − aS(1)a−1m Zm, . . . , ZS(m−1) − aS(m−1)a−1m Zm) is an (m− 1)-dim zero-mean Gaussian
random vector whose i.i.d. sequence is denoted by W
n
and V n is i.i.d. N (0,Cov(Zm|W )).
Using Fano’s inequality and [37, Lemma 1], we have
n(R1 − n) ≤ I(Xn1 ;Y n1 )
(a)
≤ I(Xn1 ;Y n1 |Xn3 , Un1 )
= h(Y n1 |Xn3 , Un1 )− h(Y n1 |Xn1 , Xn3 , Un1 )
= h(Xn1 + Z
n
1 −W n1 |h12Xn2 +W n1 )− h(h12Xn2 + Zn1 |h12Xn2 +W n1 )
(b)
= h(Xn1 + Z
n
1 −W n1 |h12Xn2 +W n1 )− h(h12Xn2 + V nW1)
+ h(h12X
n
2 +W
n
1 )− nh(Z1 −W1) (78)
where (a) follows by definition of U1 and by the independence of the inputs, and (b) follows from Lemma
1. Similarly, we can get
n(R1 − n) ≤ I(Xn1 ;Y n1 )
≤ I(Xn1 ;Y n1 |Xn3 )
≤ nh(X1G + h12X2G + Z1)− h(h12Xn2 + Zn1 ). (79)
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Similar to (78) and (79), we have
I(Xn1 ;Y
n
1 |Xn3 ) ≤ nh(X1G + h12X2G + Z1)− h(h12Xn2 + Zn1 )︸ ︷︷ ︸
, B1
I(Xn1 ;Y
n
1 |Xn3 , Un1 ) ≤ h(Xn1 + Zn1 −W n1 |h12Xn2 +W n1 )︸ ︷︷ ︸
, A6
−h(h12Xn2 + V nW1)︸ ︷︷ ︸
, B2
+ h(h12X
n
2 +W
n
1 )︸ ︷︷ ︸
, A1
−nh(Z1 −W1)
I(Xn2 ;Y
n
2 |Xn1 ) ≤ nh(X2G + h23X3G + Z2)− h(h23Xn3 + Zn2 )︸ ︷︷ ︸
, B3
I(Xn2 ;Y
n
2 |Xn1 , Un2 ) ≤ h(Xn2 + Zn2 −W n2 |h23Xn3 +W n2 )︸ ︷︷ ︸
, A2
−h(h23Xn3 + V nW2)︸ ︷︷ ︸
, B4
+ h(h23X
n
3 +W
n
2 )︸ ︷︷ ︸
, A3
−nh(Z2 −W2)
I(Xn3 ;Y
n
3 |Xn2 ) ≤ nh(X3G + h31X1G + Z3)− h(h31Xn1 + Zn3 )︸ ︷︷ ︸
, B5
I(Xn3 ;Y
n
3 |Xn2 , Un3 ) ≤ h(Xn3 + Zn3 −W n3 |h31Xn1 +W n3 )︸ ︷︷ ︸
, A4
−h(h31Xn1 + V nW3)︸ ︷︷ ︸
, B6
+ h(h31X
n
1 +W
n
3 )︸ ︷︷ ︸
, A5
−nh(Z3 −W3). (80)
Applying the worst additive noise lemma in [34] to A1 and B1 in (80), and using the assumption of
σ2W1 ≤ 1, we can bound
h(h12X
n
2 +W
n
1 )− h(h12Xn2 + Zn1 ) ≤ nh(h12X2G +W1)− nh(h12X2G + Z1).
Noticing that h23Xn3 +W
n
2 and h12X
n
2 +V
n
W1
are independent and applying Lemma ?? in Appendix A to
A2 and B2, we can also bound
h(Xn2 + Z
n
2 −W n2 |h23Xn3 +W n2 )− h(h12Xn2 + V nW1) ≤
nh(X2G + Z2 −W2|h23X3G +W2)− nh(X2G + Z2 −W2 + |h12|−2V˜W1|h23X3G +W2)
− n log |h12|2 (81)
for |h12|2 ≤ 1 and σ2VW1 ≥ |h12|
2σ2Z2−W2 . Then, the second term in the right hand side of (81) can be
rewritten as
h(X2G + Z2 −W2 + V˜W1|h23X3G +W2)
= h(X2G + Z2 −W2 + V˜W1|h23X3G +W2)− h(X2G + h−112 VW1) + h(X2G + h−112 VW1)
= h(X2G + Z2 −W2 + V˜W1|h23X3G +W2)− h(X2G + Z2 −W2 + V˜W1) + h(X2G + h−112 VW1) (82)
= h(Y2G + V˜W1|X1G, U2G)− h(Y2G + V˜W1) + h(X2G + h−112 VW1)
= −I(U2G;Y2G + V˜W1|X1G) + h(X2G + h−112 VW1) (83)
where we used the fact that the Gaussian random variables h−112 VW1 and Z2 −W2 + V˜W1 are statistically
equivalent, and the condition in (6b) is intended to guarantee σ2
V˜W1
≥ 0.
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Substituting (83) into (81), we have
1
n
(
A2 −B2
) ≤ h(X2G + Z2 −W2|h23X3G +W2)
− h(h12X2G + VW1) + I(U2G;Y2G + V˜W1|X1G). (84)
In fact, I(U2G;Y2G + V˜W1|X1G) is a penalty term due to the conditional worst additive noise lemma.
However, it can be seen from (82) that this penalty would be marginal in general. This is because
assuming σ2
V˜W1
= 0,4 we have
I(U2G;Y2G|X1G) = h(X2G + Z2 −W2)− h(X2G + Z2 −W2|h23X3G +W2)
= (???)h(X2G + Z2 −W2)− h(X2G + Z2 −W2|h23X3G +W2, X3G)
≤ h(X2G + Z2 −W2)− h(X2G + Z2|W2)
= log
P2 + σ
2
Z2−W2
P2 + σ2Z2|W2
. (85)
Repeating the same techniques to the remaining A3 through B6, we can upper-bound 2(R1+R2+R3−3n)
as (5).
APPENDIX B
PROOF OF THEOREM 2
We first bound R1 and R3 as
n(R1 − n) ≤ I(Xn1 ;Y n1 )
≤ nh(Y1G)− h(Y n1 |Xn1 ) (86)
n(R3 − n) ≤ I(Xn3 ;Y n3 |Xn1 , Xn2 )
= h(Xn3 + Z
n
3 )− nh(Z3). (87)
Combining (86) and (26) and using the worst additive noise lemma and the definition of σ2Nk ≤ 1, we get
h(Sn2 )− h(Y n1 |Xn1 ) = h(h12Xn2 + h13Xn3 +Nn2 )− h(h12Xn2 + h13Xn3 + Zn1 )
≤ nh(S2G)− nh(Y1G|X1G). (88)
Combining (87) and (26), we similarly have
h(Xn3 + Z
n
3 )− h(h13Xn3 + V nN2) = h(Xn3 + Zn3 )− h(Xn3 + h−113 V nN2)− n log |h23|2
≤ nh(X3G + Z3)− nh(h13X3G + VN2) (89)
for VN2 satisfying σ
2
VN2
≥ |h13|2, the first condition in (9), which also implies that |h13|2 ≤ 1 should be
satisfied due to σ2VN2 ≤ 1. Substituting (88) and (89) into the sum of (86), (87), and (26), we get
R1 +R2 +R3 − 3n ≤ I(X1G;Y1G) + h(S2G)− h(Z2 − h23h−113 N2) + h(Y2G|X1G, S2G)
− h(h13X3G + VN2) + I(X3G;Y3G|X1G, X2G). (90)
We can then immediately translate (90) into (8) by reversely using Lemma 1.
As for the second condition in (9), it suffices to replace −h(h13Xn3 +Nn2 )−h(h23Xn3 +Zn2 |h13Xn3 +Nn2 )
in (24) with −h(h23Xn3 +Zn2 )−h(h13Xn3 +Nn2 |h23Xn3 +Zn2 ) and to follow the same steps. This completes
the proof.
4It will be later shown in Sec. III.D that this condition is used to tighten the bound in Theorem 1.
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Fig. 12. Graphical representation of the relation among mutual informations for the four-user case, where the solid lines corresponds to
one of the four components in (50) for K = 4 and the last column is redundant and just given for illustrative convenience. This shows how
positive and negative entropies should be paired with each other in (93) to derive a useful upper bound.
APPENDIX C
PROOF OF THEOREM 5
We begin with
I(Xn1 ;Y
n
1 ) ≤ nh(Y1G)− h(g
∑K
i=2X
n
i + Z
n
1 )︸ ︷︷ ︸
, β1B
I(Xn2 ;Y
n
2 , S
n
2 |Xn1 ) ≤ h(g
∑K
i=2X
n
i +N
n
2 )− h(g
∑K
i=3X
n
i +N
n
2 )
+ nh(Y2G|X1G, S2G)− h(g
∑K
i=3X
n
i + Z
n
2 |g
∑K
i=3X
n
i +N
n
2 )
= h(g
∑K
i=2X
n
i +N
n
2 )︸ ︷︷ ︸
, β1A
−nh(Z2 −N2)
+ nh(Y2G|X1G, S2G)− h(g
∑K
i=3X
n
i + V
n
N2
)︸ ︷︷ ︸
, β2B
(91)
I(Xn3 ;Y
n
3 , S
n
3 |Xn1 , Xn2 ) ≤ h(g
∑K
i=3X
n
i +N
n
3 )︸ ︷︷ ︸
, β2A
−nh(Z3 −N3)
+ nh(Y3G|X1G, X2G, S3G)− h(g
∑K
i=4X
n
i + V
n
N3
)
...
I(XnK−1;Y
n
K−1, S
n
K−1|Xn1 , . . . , XnK−2) ≤ h(g
∑K
i=K−1X
n
i +N
n
K−1)− nh(ZK−1 −NK−1)
+ nh(Y(K−1)G|X1G, . . . , X(K−2)G, S(K−1)G)− h(gXnK + V nNK−1)︸ ︷︷ ︸
, β3B
I(XnK ;Y
n
K |Xn1 , . . . , XnK−1) = h(XnK + ZnK)︸ ︷︷ ︸
, β3A
−nh(ZK). (92)
Notice that the cross-channel coefficient g in V nNi should be canceled out as shown in (49). Applying the
worst additive noise lemma to β1A − β1B, β2A − β2B for the condition in (47), and β3A − β3B for (48),
respectively, we get (46).
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APPENDIX D
PROOF OF THEOREM 6
By symmetry, we can write
I(Xn1 ;Y
n
1 ) ≤ nh(Y1G)− h(g
∑K
i=2X
n
i + Z
n
1 )︸ ︷︷ ︸
, γ1B
I(Xn2 ;Y
n
2 , S
n
2 |Xn1 ) ≤ h(g
∑K
i=2X
n
i +N
n
2 )︸ ︷︷ ︸
, γ2A
−nh(Z2 −N2)
+ nh(Y2G|X1G, S2G)− h(g
∑K
i=3X
n
i + V
n
N2
)︸ ︷︷ ︸
, γ3B
I(Xn3 ;Y
n
3 , S
n
3 |Xn1 , Xn2 ) ≤ h(g
∑K
i=3X
n
i +N
n
3 )︸ ︷︷ ︸
, γ3A
−nh(Z3 −N3)
+ nh(Y3G|X1G, X2G, S3G)− h(g
∑K
i=4X
n
i + V
n
N3
)
...
I(XnK−1;Y
n
K−1, S
n
K−1|Xn1 , . . . , XnK−2) ≤ h(g
∑K
i=K−1X
n
i +N
n
K−1,1)− nh(ZK−1 −NK−1)
+ nh(Y(K−1)G|X1G, . . . , X(K−2)G, SK−1)G)− h(gXnK + V nNK−1)︸ ︷︷ ︸
, γ4B
I(XnK ;Y
n
K |UnK) = h(XnK + ZnK −W nK |UnK)︸ ︷︷ ︸
, γ4A
−h(g∑K−1i=1 Xni + V nWK )︸ ︷︷ ︸
, γ2B
+ h(g
∑K−1
i=1 X
n
i +W
n
K)︸ ︷︷ ︸
, γ1A
−nh(ZK −WK). (93)
Noticing that h(g
∑K−1
i=1 X
n
i +V
n
WK
) and h(g
∑K−1
i=1 X
n
i +W
n
K) are statistically equivalent to h(g
∑K
i=2X
n
i +
V nW1) and h(g
∑K
i=2X
n
i +W
n
1 ), respectively, by symmetry and applying the worst additive noise lemma
to γ1A−γ1B for the condition in (51) and to γ2A−γ2B and γ3A−γ3B for (52), respectively, and applying
the conditional worst additive noise lemma to γ4A − γ4B for (53), we get (50).
APPENDIX E
PROOF OF THEOREM 8
Here, we cannot use the technique in (25) and (91). Therefore, rather assuming Nk and Zk are
independent, for 3 ≤ k ≤ K − 1, we can get the following upper bound:
I(Xnk−1;Y
n
k−1, S
n
2 |Xn1 , . . . , Xnk−2)
= I(Xnk−1;S
n
2 |Xn1 , . . . , Xnk−2) + I(Xnk−1;Y nk−1|Xn1 , . . . , Xnk−2, Sn2 )
(a)
≤ I(Xnk−1;Sn2 |Xn1 , . . . , Xnk−2) + I(Xnk−1;Y nk−1|Xn1 , . . . , Xnk−2, Xnk , . . . , XnK , Sn2 )
(b)
= h(
∑K
i=k−1 h1iX
n
i +N
n
2 )− h(
∑K
i=k h1iX
n
i +N
n
2 )
+ h(Xnk−1 + Z
n
k−1|h1,k−1Xnk−1 +Nn2 )− h(Znk−1)
≤ h(∑Ki=k−1 h1iXni +Nn2 )− h(∑Ki=k h1iXni +Nn2 )
+ nh(X(k−1)G + Zk−1|h1,k−1X(k−1)G +N2)− nh(Zk−1) (94)
I(Xnk ; Y
n
k , S
n
2 |Xn1 , . . . , Xnk−1)
≤ h(∑Ki=k h1iXni +Nn2 )− h(∑Ki=k+1 h1iXni +Nn2 )
+ nh(XkG + Zk|h1kXkG +N2)− nh(Zk) (95)
36
where (a) follows from the independence assumption between Xn1 , . . . , X
n
k−2, X
n
k , . . . , X
n
K and S
n
2 , and
in (b) we used the assumption that Xnk , Z
n
k , and N
n
k are mutually independent for all k. We can see that
the second term in (94) and the first term in (95) are canceled out. As before, using the worst additive
noise lemma, we get (67).
APPENDIX F
PROOF OF THEOREM 9
We rewrite some mutual information terms that are different from the symmetric case in Appendix D
as follow:
I(Xn1 ;Y
n
1 |Un1 ) = h(Xn1 + Zn1 −W n1 |Un1 )− h(
∑K
i=2 h1iX
n
i + V
n
W1
)︸ ︷︷ ︸
, δ1B
+ h(
∑K
i=2 h1iX
n
i +W
n
1 )− nh(Z1 −W1)
I(Xn2 ;Y
n
2 , S
n
2 |Xn1 ) ≤ h(
∑K
i=2 h1iX
n
i +N
n
2 )︸ ︷︷ ︸
, δ1A
−h(∑Ki=3 h1iXni +Nn2 )︸ ︷︷ ︸
, δ2B
+ nh(X2G + Z2|h12X2G +N2)− nh(Z2) (96)
I(Xn3 ;Y
n
3 , S
n
2 |Xn1 , Xn2 ) ≤ h(
∑K
i=3 h1iX
n
i +N
n
2 )︸ ︷︷ ︸
, δ2A
−h(∑Ki=4 h1iXni +Nn2 )
+ nh(X3G + Z3|h13X3G +N2)− nh(Z3)
I(XnK−1; Y
n
K−1, S
n
2 |Xn1 , . . . , XnK−2) ≤ h(
∑K
i=K−1 h1iX
n
i +N
n
2 )− h(h1KXnK +Nn2 )︸ ︷︷ ︸
, δ3B
+ nh(X(K−1)G + ZK−1|h1,K−1X(K−1)G +N2)− nh(ZK−1)
I(XnK ;Y
n
K |UnK) = h(XnK + ZnK −W nK |UnK)︸ ︷︷ ︸
, δ3A
−h(∑K−1i=1 hKiXni + V nWK )
+ h(
∑K−1
i=1 hKiX
n
i +W
n
K)− nh(ZK −WK) (97)
where (96) comes from (94). We can then apply the worst additive noise lemma to δ1A− δ1B for σ2VW1 ≥
σ2N2 , apply the conditional worst additive noise lemma to δ3A− δ3B for σ2N2 ≥ |h1K |2σ2ZK−WK , and notice
δ2A − δ2B = 0. Rewriting δ3A − δ3B in a similar fashion to (31), we can get (68).
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