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Large-scale Fourier modes of the cosmic density field are of great value for learning about cos-
mology because of their well-understood relationship to fluctuations in the early universe. However,
cosmic variance generally limits the statistical precision that can be achieved when constraining
model parameters using these modes as measured in galaxy surveys, and moreover, these modes
are sometimes inaccessible due to observational systematics or foregrounds. For some applications,
both limitations can be circumvented by reconstructing large-scale modes using the correlations
they induce between smaller-scale modes of an observed tracer (such as galaxy positions). In this
paper, we further develop a formalism for this reconstruction, using a quadratic estimator similar to
the one used for lensing of the cosmic microwave background. We incorporate nonlinearities from
gravity, nonlinear biasing, and local-type primordial non-Gaussianity, and verify that the estimator
gives the expected results when applied to N -body simulations. We then carry out forecasts for
several upcoming surveys, demonstrating that, when reconstructed modes are included alongside
directly-observed tracer density modes, constraints on local primordial non-Gaussianity are gener-
ically tightened by tens of percents compared to standard single-tracer analyses. In certain cases,
these improvements arise from cosmic variance cancellation, with reconstructed modes taking the
place of modes of a separate tracer, thus enabling an effective “multitracer” approach with single-
tracer observations.
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3I. INTRODUCTION
Our understanding of the Universe has benefited tremendously from measurements of the cosmic microwave back-
ground (CMB), primarily because of the linear relationship between fluctuations in the CMB and fluctuations gen-
erated in the very early universe. This relationship allows us to connect CMB measurements to the statistics of
the initial fluctuations and their time evolution, and has led to the establishment of the current cosmological model.
Extraction of similar information from the large-scale structure (LSS) of the universe is limited by nonlinear clustering
at smaller distances and lower redshifts, requiring more elaborate modelling to interpret observations. This modelling
burden is greatly reduced at the largest distances we can resolve with galaxy surveys, but this regime is in turn
obscured by both statistical and systematic errors. In this paper, we explore a method to access these large scales
while bypassing both types of errors: quadratic density reconstruction.
This idea of density reconstruction relies on the fact that a fixed long-wavelength density fluctuation correlates
two different small-scale modes due to non-linear evolution and higher-order biasing, with the amount of correlation
proportional to the long-wavelength mode. This can be understood as arising from a violation of statistical homo-
geneity if the long-wavelength mode is considered as fixed and the shorter-wavelength modes are averaged over in an
ensemble. Writing down a quadratic estimator that probes this induced correlation between two different modes, we
can estimate the long-wavelength modes from the statistical properties of the smaller-scale modes.1
There is a close analogy between this procedure and the common method of CMB lensing reconstruction, in
which a quadratic estimator, making use of the lensing-induced correlation between two different CMB temperature
modes, is used to reconstruct the lensing field (e.g. [1]). It is using this analogy that many of the methods for density
reconstruction were derived. The idea of using a standard quadratic estimator in the CMB lensing form to perform this
reconstruction was first proposed by [2], building on earlier work ([3–5], albeit with a somewhat modified estimator).
Significant further work in this area has been presented by [6–10]; see further discussion in Section V.
The work in this paper broadly divides in two parts. In the first part, we present a considerable expansion of
current technology for density reconstruction. We discuss the application of density reconstruction to biased tracers,
including, for the first time, a full non-linear bias model in such a formalism. We further validate our method on
a suite of realistic N -body simulations, demonstrating that our methods perform just as expected from theoretical
calculations for both the reconstruction and its noise level.
We note that this reconstruction has a wealth of applications. One simple application is the following: LSS surveys
are often plagued by observational systematics that manifest at large scales, impeding the direct observation of low-k
modes. Galaxy and quasar surveys are affected, for example, by variations in the density of foreground stars, seeing,
and galactic dust extinction (e.g. [11–13]), while 21 cm surveys cannot access modes with low line-of-sight wavenumbers
that are dominated by galactic foregrounds, and imperfect knowledge of the instrument can spread this contamination
throughout a wider region of Fourier space (e.g. [14–16]). A method of reconstructing these inaccessible modes using
correlations between smaller-scale modes will improve the constraining power of a given survey for large-scale signals
such as local non-Gaussianity, and allow cross-correlations involving 21 cm surveys that would otherwise be impossible
(e.g. [6]). In this paper, we parameterize large-scale systematics with a wavenumber Kmin below which the tracer
modes are assumed to be inaccessible, and explore the precision with which modes with K < Kmin can be recovered
by our estimator. We note that this assumes that the relevant systematics can be parameterized as a large-scale
additive component, rather than a possible modulation that might also significantly affect small scales; while there is
evidence that this is a reasonable assumption for some of the currently known systematics (e.g. [13]), it may not hold
in all cases.
In contrast to this general application, the second goal of our paper is to explore, in detail, a much more subtle
application of density reconstruction: improving constraints on local-type primordial non-Gaussianity. We will briefly
motivate the measurement of primordial non-Gaussianity and the utility of density reconstruction for improving these
constraints in the following paragraphs.
The CMB has taught us that the statistics of the primordial fluctuations can be accurately described by a red-tilted
power law. If the initial conditions are completely described by this power law, they have to be Gaussian distributed,
with statistics determined by only two degrees of freedom: the amplitude (As) and tilt (ns) of the power law. If
this is the case, however, it will be difficult to reach beyond our current understanding of the early Universe. The
most widely accepted theory is known as cosmic inflation, which postulates a short early period of accelerated cosmic
expansion. Effectively, the constraints we derive from the CMB tell us that inflation can be very well described
by a scalar field slowly rolling down a potential (“single-field slow roll”, or SFSR), with only (weak) gravitational
1 In fact, these statements are independent of the relative wavelengths of the modes, and the formalism we present in this paper is not
restricted to the so-called “squeezed limit” of the three modes involved. However, for our applications, the modes we are seeking to
reconstruct have longer wavelengths than the two modes whose correlations are used for the reconstruction, so we focus on that situation
in this paper.
4interactions. While such a model is certainly possible (it was the first to be considered [17–19]), it will not provide
us with simple opportunities to understand the physics of inflation. If a proposed model of the early Universe has
to comply with Gaussian initial conditions, effectively the model will observationally resemble SFSR. Any further
distinction could be extracted from the details of the scale dependence of the primordial power spectrum [20], but so
far, observations do not reveal any obvious deviations from a single parameter power law [21, 22].
A much more powerful model discriminator would be available if the initial conditions showed a (small) deviation
from Gaussianity. In the presence of non-Gaussianity, all moments beyond the power spectrum will generically be
excited (starting with the 3-point function or bispectrum). Technically, these higher-point spectra probe the dynamics
of the field(s) driving inflation. As a result, a measurement of non-Gaussianity would reveal details of inflation that can
be directly related to the underlying fundamental physics. For example, non-Gaussianity could reveal the presence of
more fields relevant during inflation, or could provide clues to how strongly coupled the inflation field is (see e.g. [23]
and references therein). These powerful constraints cannot be exposed through any other measurement, making
non-Gaussianities a unique probe of the early Universe.
To lowest order, primordial non-Gaussianities modulate the gravitational potential Φ via
Φ(k) = ϕG(k) + f
X
NL
∫
d3q
(2pi)3
GXNL(q,k − q)ϕG(q)ϕG(k − q) , (1)
where ϕG is the Gaussian potential and G
X
NL is a kernel that describes how the potential is modulated. In this paper,
we are interested in local non-Gaussianities for which GlocalNL = 1, i.e.
Φ(x) = ϕG(x) + fNL(ϕ
2
G(x)− 〈ϕ2G〉), (2)
where we have subtracted the mean to yield zero expectation value for the fluctuations and have renamed f localNL to fNL.
Current constraints set σ(fNL) ∼ O(5) [22], while fNL ∼ 1 has been identified as a compelling theoretical threshold [24]
which provides a strong motivation to go beyond current limits: if a measurement is made showing fNL above this
limit, it would effectively rule out SFSR inflation as a viable scenario. Future ground-based CMB experiments [25, 26]
may be able reach σ(fNL) ∼ O(1), but poor scaling and galactic and cosmological foregrounds will likely prevent
the CMB from reaching (far) beyond this limit. Fortunately, the large scale structure (LSS) in the universe provides
access to many more modes, for which σ(fNL) ∝ (k3max log kmax/kmin)−1/2 [27]. While increased dimensionality will
help to improve constraints, the use of LSS will introduce many complications. For one, the scaling argument breaks
down when kmax exceeds the nonlinear scale kNL, which is of order 0.2hMpc
−1 for current galaxy surveys [28, 29].
Furthermore, line-of-sight information, which will be crucial in obtaining a sufficient number of modes, will require a
careful treatment mainly due to redshift space effects [30]. Obtaining cosmological constraints from a measurement
of the full LSS bispectrum will therefore be challenging, not least because of non-Gaussian covariance [27, 31, 32]
which will likely require (a large number of) simulations to estimate [33]. Some of these difficulties can be overcome
by simplifying the full bispectrum into more compressed statistics [34–41]. The advantage of these statistics is that
they should capture nearly all the information [38], but are computationally and observationally less challenging.
Unlike in the CMB, in LSS local primordial non-Gaussianity can also significantly affect the power spectrum of
biased tracers, such as galaxies. Specifically, it has been shown [42–46] that tracer bias will be affected by the
primordial non-Gaussianity, with the bias acquiring a unique 1/k2 contribution, which is hard to produce otherwise.
This signature has been used to place constraints on fNL with current surveys [47–49]. Unfortunately, although
the signal should be distinguishable from other effects, on large scales, the precision with which we can measure
the power spectrum is ultimately limited by cosmic variance from the number of available modes. However, it was
shown that this cosmic variance can be mitigated [50–54] by using multiple tracers of the same underlying density
field (with different biases), which essentially allows a measurement of scale-dependent bias via a mode-by-mode
comparison of the different tracers. A combination of two (or more, e.g. [53, 55]) tracers will allow for cosmic variance
cancellation, limiting a measurement of the scale-dependent bias from local primordial non-Gaussianity only by the
number density of these tracers. Forecasts show that these techniques enable constraints to reach σ(fNL) ∼ 1 this
decade [25, 53, 55, 56].
In this paper, we show that this cosmic variance cancellation can also be achieved, to some extent, using only
a single tracer. In order to do this, we compare our reconstructed density field (which provides information from
higher-point functions) with a directly-measured tracer field. In the end, the constraints on fNL will depend on the
auto-correlation of the tracer field Pgg
2, the cross correlation of the tracer and the reconstructed field Pgr, and the
auto-correlation of the reconstructed field Prr. This idea is related to [40], where similar ideas are used to simplify
2 Since we will focus on the use of galaxies as tracers in this paper, we will use the subscript g to refer to these tracers, although the
method we describe is equally applicable to quasars, line intensity maps, or other tracers.
5a forecast of the combined information in the power spectrum, bispectrum and trispectrum. However, unlike in [40],
we examine the reconstruction approach as a possible analysis tool rather than a method for more easily computing
complex forecasts. In addition, whereas [40] relies on an extension of position-dependent power spectra [57–60], which
draw information only from the squeezed limit, here we use a quadratic estimator formalism for the reconstructed
field without imposing a squeezed-limit constraint.
Let us briefly summarize our most important results:
• The modes of the tracer overdensity will be coupled due to nonlinearities from gravity, nonlinear bias, and
primordial non-Gaussianity. The amplitudes (parameterized with bias coefficients) of several of these mode-
couplings are unknown a priori. We incorporate this in our characterization of the quadratic estimator for
long-wavelength modes, and marginalize over the unknown coefficients in our forecasts. We also highlight the
important contribution of tracer shot noise to the noise on the reconstructed modes.
• We demonstrate density reconstruction using dark matter halos in N -body simulations, verifying that the
performance agrees well with that predicted from analytical formulas. Though additional work using simulations
will be required for a practical analysis, our results indicate that our forecasts are realistic.
• We show that the quadratic estimator is able to reconstruct long-wavelength modes at high signal-to-noise for
a wide range of upcoming surveys (see Fig. 8).
• The addition of the reconstructed field to forecasts using the large-scale biased tracer field can improve con-
straints on fNL by tens of percents depending on the survey configuration. The improvement arises from a
combination of two sources: sample variance cancellation of signal in the large-scale tracer field, and additional
scale-dependent signal in the reconstructed field on scales where the tracer field may be obscured by obser-
vational systematics. The additional information in the reconstructed modes can be viewed as a signature of
non-Gaussian signal in the three and four-point functions, and our approach can be viewed as a simple method
to obtain combined information from the three- and four-point functions and the power spectrum.
• The performance of this approach to constraining fNL is limited by a combination of tracer number density and
maximum wavenumber of modes that can be used for reconstruction, with the details again depending on the
survey configuration. Potential improvements using response function approaches [61, 62] could be explored to
extend the reconstruction wavenumber and gain signal-to-noise.
The outline of our paper is as follows. In Section II, we describe our methodology for density reconstruction,
including the quadratic estimator formalism and bias expansion we use. In Section III, we apply this method to
halos in N -body simulations. In Section IV, we present our forecasts for the expected precision on reconstructed
modes, as well as constraints on local non-Gaussianity. We compare this reconstruction formalism to other work
involving higher-point statistics in Section V. Finally, we conclude in Section VI. Several derivations and technical
details are included in the appendices, and a summary of our notation can be found in Table I. Except for in Sec. III,
we use cosmological parameters from the Planck 2015 results, given in the “TT,TE,EE+lowP+lensing+ext” column
of Table 4 of [63].
II. DENSITY RECONSTRUCTION
A. Quadratic estimator: general case
In this section, we will develop the general formalism for reconstructing large-scale3 density modes using observations
of a biased tracer. This is largely based on the treatment in [2], but we have adapted their expressions to 3D
wavenumbers rather than a separate treatment of line-of-sight and transverse components of k.
Suppose that the overdensity field of the tracer, δg, is well-described by a linear bias with respect to the linear
matter overdensity δ1, plus a set of quadratic terms that couple modes of δ1 with kernels Fα and amplitudes cα:
δg(k, z) ≈ b1(z)δ1(k, z) +
∑
α
cα(z)
∫
q
Fα(q,k − q; z)δ1(q, z)δ1(k − q, z) , (3)
3 We again remind the reader that the our formalism is generally applicable, without any strong assumptions on the wavelenghts of the
modes.
6Quantity Symbol Defined in
Dirac delta function in 3d δD(k) —
Wavenumbers of modes used in reconstruction k, q, etc. —
Wavenumbers of modes used for fNL constraints K, K
′, etc. —
Amplitude of local primordial non-Gaussianity fNL Eq. (2)
Factor relating primordial potential and δ1 M(k, z) Eqs. (18)-(19)
Linear matter overdensity δ1(k, z) —
Linear matter power spectrum Plin(k, z) —
Tracer overdensity δg(k, z) Eq. (3) [generic];
Eq. (36) [second-order bias model]
Second-order mode-coupling Fα(k1,k2) Eq. (3) [generic];
Eq. (36) [second-order bias model]
Second-order response of small-scale power spectrum to long mode fα(k1,k2, z) Eq. (9)
Coefficient of Fα in second-order bias model for δg cα Eq. (36)
Linear tracer bias b1 ≡ bE10 Eq. (36)
Quadratic tracer bias b2 ≡ bE20 Eq. (36)
Other second-order bias parameters bEs2 , b
E
01, · · · Sec. II B
Quadratic estimator for mode with wavenumber K ∆ˆα(K) Eqs. (10), (16)
Weight function in ∆ˆα(K) gα(k1,k2) Eq. (14)
Normalization and Gaussian noise of ∆ˆα(K) Nαβ(K) Eq. (15)
Mode reconstructed with growth-coupling estimator ∆ˆG(K, z) δr(k, z) —
Power spectrum of δg, ignoring shot noise contribution Pgg —
Sum of Pgg and shot noise contribution Ptot Sec. II A
Cross power spectrum between δg and δr, ignoring shot noise contribution Pgr —
Power spectrum of δr, ignoring shot noise contribution Prr —
Shot noise contribution to δg power spectrum Pgg,shot Eq. (49)
Shot noise contribution to δr power spectrum Prr,shot Eqs. (B15)-(B16)
Shot noise contribution to δg-δr cross power spectrum Pgr,shot Eqs. (B20)-(B21)
Lowest wavenumber within survey volume Kf Sec. IV C 1
Wavenumber below which we assume δg cannot be measured Kmin Sec. IV C 1
Maximum wavenumber used for fNL constraints Kmax Sec. IV C 1
Maximum wavenumber used in quadratic estimator for reconstructed modes kmax Sec. IV C 1
Table I. Notation used for important quantities in this paper
where
∫
q
≡ (2pi)−3 ∫ d3q. For example, if we took δg to be the matter overdensity rather than a biased tracer, we
would have b1 = 1 and the sum would run over the second-order mode-couplings induced by gravitational evolution,
which take the form (e.g. [64])
FG(k1,k2; z) ≡ 17
21
, FS(k1,k2; z) ≡ 1
2
(
1
k21
+
1
k22
)
k1 · k2 , FT(k1,k2; z) ≡ 2
7
[
(k1 · k2)2
k21k
2
2
− 1
3
]
, (4)
with cG = cS = cT = 1 and the subscripts indicating that these functions arise from isotropic Growth, a large-scale
coordinate Shift, and a Tidal coupling. For a biased tracer, nonlinear biasing will lead to cα 6= 1 for the above
couplings, and primordial non-Gaussianity will introduce additional mode-couplings. In Sec. II B, we will introduce
the full set of mode-couplings that must be considered, but we note here that many of the corresponding cα coefficients
will not be known a priori, and this must be accounted for in the density reconstruction procedure. Henceforth, we
will drop the z-dependence from the quantities defined above.
Now, we would like to use the mode-couplings in Eq. (3) to construct a quadratic estimator for a given mode of δ1.
We will present the logic in some detail, for readers who may not be familiar with the relevant arguments, but a
reader who is comfortable with peak-background-split arguments or the CMB lensing formalism may wish to skip to
the final result in Eqs. (8)-(9).
The analogous procedure for CMB lensing is to first consider an ensemble average over CMB fluctuations while
keeping fluctuations in the lower-redshift matter density fixed. In this case, the fixed modes of the lensing potential φ
(which is a line-of-sight projection of the lower-redshift density field – see e.g. [1]) break the statistical isotropy
of the CMB fluctuations, inducing correlations between CMB fluctuation modes with different wavenumbers: for
temperature modes on the flat sky, the specific effect is given by
〈T (`)T (L− `)〉φ fixed = (2pi)2δD(L)CL + fφ(`,L− `)φ(L) . (5)
7When analyzing CMB simulations or data, the temperature two-point function is estimated by a (weighted) sum
over ` within a given CMB realization, and this in fact approximates the ensemble average above, with φ modes
effectively fixed because they do not explicitly enter the sum. Eq. (5) is an efficient starting point for deriving
quadratic estimators for a specific mode of φ, and we would like to find the analogous starting point for density
reconstruction.
To proceed, we consider an ensemble average over all modes of δ1 except those with wavenumbers in a small
neighborhood around K, with δ1(K) being the mode we will eventually want to reconstruct. (We must consider a
neighborhood around K because we are working in the continuum limit, where we have integrals instead of discrete
sums over wavenumbers; we will return to this point below.) In this ensemble average, which we denote by “∼K
fixed”, and using Eq. (3), the two-point function of δg is at next-to-leading-order in δ1 is
〈δg(k)δg(K − k)〉∼K fixed = b21〈δ1(k)δ1(K − k)〉
+ b1
∫
q
∑
α
cαFα(q,k − q) 〈δ1(q)δ1(k − q)δ1(K − k)〉∼K fixed + [k↔K − k] . (6)
In the first line, we have assumed that k is not within the chosen neighborhood of K or the equivalent neighborhood
of 0, so there is no difference between our special ensemble average and the standard one. In the second line, the
integrand evaluates to zero if q and K − q are not within the neighborhood of K, since in that case, all three δ1
modes are averaged over, and the three-point function is zero for K 6= 0. When q ∼K or K − q ∼K, where we use
“∼K” to indicate a vector falling within the neighborhood of K, then δ1(q) or δ1(K − q) factor out of the ensemble
average because they are held fixed, and the remaining two modes are averaged over:
〈δg(k)δg(K − k)〉∼K fixed = b21〈δ1(k)δ1(K − k)〉
+ b1
∫
q∼K
∑
α
cαFα(q,k − q)δ1(q) 〈δ1(k − q)δ1(K − k)〉+ [k↔K − k]
+ b1
∫
K−q∼K
∑
α
cαFα(q,k − q)δ1(K − q) 〈δ1(q)δ1(K − k)〉+ [k↔K − k] . (7)
From here, we simply evaluate the two-point correlators and use the resulting Dirac delta functions to collapse the q
integrals.4 The final result is
〈δg(k)δg(K − k)〉∼K fixed = (2pi)3δD(K) b21Plin(k) + b1
∑
α
cαfα(k,K − k)δ1(K) , (8)
where
fα(k1,k2) ≡ 2[Fα(k1 + k2,−k1)Plin(k1, z) + 1↔ 2] . (9)
In Eq. (8), we find the same structure as in the CMB lensing case in Eq. (5): the standard power spectrum term, plus
a term from off-diagonal correlations induced by the fixed background mode.
Eq. (8) suggests we can multiply two different modes of the measured tracer field and then simply “divide” by the
coupling strength b1
∑
α cαfα(k,K − k) to obtain an estimate of the linear field δ1 at large scales. Unfortunately,
in general we do not know the bias coefficients b1 or cα a priori, so the best we can do is to use the galaxy mode
couplings to estimate the product b1cαδ1 for a chosen α. To reduce variance on the estimate, we will sum over all
the mode couplings that involve the same large-scale mode. This can be achieved by writing the following general
quadratic estimator
∆ˆα(K) ≡ ̂b1cαδ1(K) = ∫
q
gα(q,K − q)δg(q)δg(K − q) , (10)
with weights gα, similar to what is done for CMB lensing [1] or “clustering fossils” from primordial gravitational
waves [65–67]. For an alternative derivation of this estimator, based on optimizing the cross-correlation of a quadratic
combination of measured modes with the true linear mode to be reconstructed, see Appendix A.
4 One must integrate in a neighborhood around the argument of a Dirac delta function for this collapse to take place, and this is why we
considered a neighborhood around K in the first place. In the discrete case, where we have sums instead of integrals over wavenumbers,
we could define our ensemble average to keep a single mode δ1(K) fixed, since we would then have Kronecker deltas instead of Dirac
delta functions.
8The covariance between two such estimators α and β of the biased matter density field on large scales can be split
into a Gaussian part, coming from all disconnected contributions, and a non-Gaussian part that includes all connected
contributions:
〈∆ˆα(K)∆ˆ∗β(K′)〉 − 〈∆ˆα(K)〉〈∆ˆ∗β(K′)〉 = (2pi)3δD(K −K′)
[
CovG(∆ˆα(K), ∆ˆ
∗
β(K
′)) + CovNG(∆ˆα(K), ∆ˆ∗β(K
′))
]
.
(11)
We constrain the weights to provide an estimator that is optimal in the sense of minimizing the Gaussian contributions
to its variance,
VarG[∆ˆα](K) ≡ CovG(∆ˆα(K), ∆ˆ∗α(K′)) , (12)
while requiring that it be unbiased if there were only a single mode-coupling, i.e.∫
q
gα(q,K − q)fα(q,K − q) = 1 . (13)
These criteria lead to the familiar quadratic estimator weights:
gα(k1,k2) = Nαα(k1 + k2)
fα(k1,k2)
2Ptot(k1)Ptot(k2)
, (14)
where Ptot is the sum of the clustering and shot noise contributions to the tracer power spectrum. The normalization
is given by
Nαβ(K) =
(∫
q
fα(q,K − q)fβ(q,K − q)
2Ptot(q)Ptot(|K − q|)
)−1
(15)
which guarantees that Nαα is equal to the Gaussian part of the variance of ∆ˆα. We will refer to Nαα as the
reconstruction noise, which incorporates cosmic variance in the reconstruction and the disconnected contribution
from shot noise of the tracer field. (It should be noted that Nαβ is not equal to the noise when α 6= β.) With the
weights in Eq. (14), the estimator in Eq. (10) becomes
∆ˆα(K) = Nαα(K)
∫
q
fα(q,K − q)
2Ptot(q)Ptot(|K − q|)δg(q)δg(K − q) . (16)
The non-Gaussian part of the variance includes a trispectrum contribution from clustering of the tracers, and further
contributions from tracer shot noise. We neglect the former, because it is subdominant to the latter; our comparisons
with simulations in Sec. III show that this is a valid approximation. Importantly, the shot noise contributions can
dominate over the Gaussian reconstruction noise in many cases, because these contributions couple to large-scale
modes with large variance, while the Gaussian contribution only involves small-scale modes, which have smaller
variance due to the shape of the matter power spectrum. We derive the full expressions for these contributions and
discuss their hierarchy further in Appendix B.
The expectation value of the estimator in Eq. (16), for a given realization of the linear field at wavevector K, is〈
∆ˆα(K)
〉
δ1(K) fixed
= b1
cα + ∑
β 6=α
cβ
Nαα(K)
Nαβ(K)
 δ1(K) . (17)
We clearly see that there is a contamination of the estimator with respect to the case of only a single mode-coupling,
given by the product of the (Gaussian) noise for the estimator α and a sum of bias terms divided by the cross
normalization between estimators α and β.5 If the goal is to just reconstruct the linear mode of interest, then it
is important to account for this contribution. One can attempt to construct a so-called “bias-hardened” estimator
by forming a linear combination of the original estimators that is free of this contamination at leading order (e.g.
[2, 68, 69]). However, for the specific mode-couplings relevant in this situation, the high degree of correlation between
the original estimators implies that the noise on the new estimator will be so high that it is no longer useful; see
Appendix C for details.
We claim that, for extracting non-Gaussianity, this contamination can actually be useful. As we will see later,
some of these contaminating terms induce scale-dependence that reproduces the 1/K2 scaling created by primordial
non-Gaussianity. Depending of the signs of these terms, they can either raise or lower the signal to noise on fNL from
the reconstructed field. We will discuss this further in Sec. II C.
5 It can be seen from Eq. (15) that as the overlap integral of the two mode-couplings goes to zero, Nαβ becomes very large and the
contamination vanishes.
9B. Non-Gaussianity and bias expansion
As we discussed in the introduction, primordial non-Gaussianity of the local type introduces a quadratic contribution
to the metric perturbation. The metric perturbation (gravitational potential) ϕ is related to the linear matter
overdensity through the usual Poisson equation (dropping the subscript G)
ϕ(k, z) =
δ1(k, z)
M(k, z)
, (18)
where the Poisson factor M(k, z) is given by
M(k, z) =
2c2
3H20 Ωm
D(z)k2T (k) . (19)
Here, the growth factor D(z) is normalized to agree with the scale factor 1/(1 + z) during matter domination.
Galaxies and 21 cm fluctuations of the density field are biased tracers of the underlying, dynamically dominant
matter distribution. In the presence of local primordial non-Gaussianity, the coupling of the long and short modes leads
to an additional modulation of the abundance of collapsed objects by the long wavelength potential fluctuations ϕ.
To describe biased tracers we thus follow [70, 71] in performing a double expansion of the Eulerian galaxy (or tracer)
density field in the non-linear density and linear potential6
δEg (x) =b
E
10δ(x) + b
E
01ϕ(xL[x]) + b
E
20δ
2(x) + bE11δ(x)ϕ(xL[x]) + b
E
02ϕ
2(x)
+ bEs2sij(x)s
ij(x) + ε(x) + εδ(x)δ(x) + εϕ(x)ϕ(xL[x]) + · · ·
(20)
Here the bEij are the Eulerian bias parameters
7, sij is the tidal tensor
sij(x) =
[∇i∇j
∇2 −
1
3
δ
(K)
ij
]
δ(x) , (21)
and ε is the stochasticity, which correlates with itself but not with the linear density field. In the simplest case where
galaxies are a Poisson sample of the underlying matter field, the stochasticity leads to the fiducial 1/n¯ power spectrum.
The higher order stochasticity contributions εδδ and εϕϕ lead to stochasticity contributions in the bispectrum [72],
as we review in App. B. In simple local-Lagrangian bias models, the tidal tensor bias bEs2 can be related to the linear
density bias as bEs2 = −2/7
(
bE10 − 1
)
[73]. Employing realistic simplifying assumptions, we will see that all of the
bias parameters bEij can be expressed in terms of b
E
10 and b
E
20. We are truncating the above expansion at second order,
since we will only consider tree level power spectra and bispectra as well as the Gaussian disconnected trispectrum
in our derivations. We can thus also neglect higher derivative contributions, such as k2δ1(k), as they are equivalent
to cubic contributions to the matter and galaxy density fields. Note that all of the δ terms in Eq. (20) refer to the
underlying non-linear matter density field including its quadratic couplings. The potential ϕ, in turn, is linear, as the
dependence of the halo abundance on long wavelength potential fluctuations is set up in the early Universe.
There is, however, a non-linearity in the potential terms that arises from the fact that the abundance of galaxies in
the peak-background split is set up in Lagrangian space with coordinates xL. These Lagrangian positions are related
to the Eulerian coordinates by xL[x] = x−Ψ(x) at leading order. The potential is thus advected by long wavelength
displacements as [74]
ϕ(xL[x]) = ϕ(x)−Ψ(x) ·∇ϕ(x) + · · · . (22)
The Fourier transform of the linear displacement field Ψ(x) is related to the linear matter overdensity by Ψ(k) =
i(k/k2)δ(k).
At second order, the matter density field picks up a new quadratic contribution from primordial non-Gaussianity
according to Eq. (2):
δ(k) = δ1(k) +
∫
q
 ∑
α=G,S,T
Fα(q,k − q)
 δ1(q)δ1(k − q) + fNLM(k)∫
q
ϕ(q)ϕ(k − q) + · · · , (23)
6 In the peak-background split formalism, the abundance of collapsed objects is given by e−ν
2/2 where ν = δc/σ with δc the collapse
threshold and σ the variance. The long wavelength density modulates the collapse threshold as δc → δc − δ, whereas the metric
perturbation ϕ modulates the variance σ → σ(1 + 2fNLϕ).
7 In the introductory discussion in Sec. II A, we employed the notation b1 ≡ bE10 for the sake of simplicity.
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where the growth, shift and tidal components of the gravitational coupling kernel are given by Eq. (4). For biased
tracers, this expression gets multiplied by bE10. We can rewrite the last term in terms of the density field using the
Poisson equation, resulting in a new quadratic coupling
Fϕϕ(k1,k2) =
M(|k1 + k2|)
M(k1)M(k2)
, (24)
such that
δ(k) = δ1(k) +
∫
q
 ∑
α=G,S,T,ϕϕ
cαf
pα
NLFα(q,k − q)
 δ1(q)δ1(k − q) + · · · , (25)
where now cα = {1, 1, 1, 1} and pα = {0, 0, 0, 1}.
Combining this result with the Fourier transform of the other second order bias terms in Eq. (20) yields
δEg (k) =
[
bE10 +
bE01
M(k)
]
δ1(k) + b
E
01
∫
q
1
2
[
q · (k − q)
q2M(|k − q|) +
q · (k − q)
|k − q|2M(q)
]
δ1(q)δ1(k − q)
+ bE10
∫
q
 ∑
α=G,S,T,ϕϕ
Fα(q,k − q)
 δ1(q)δ1(k − q)
+ fNLb
E
10
∫
q
M(k)
M(q)M(|k − q|)δ1(q)δ1(k − q) + b
E
20
∫
q
δ1(q)δ1(k − q)
+ bE11
∫
q
1
2
(
1
M(q)
+
1
M(|k − q|)
)
δ1(q)δ1(k − q) + bE02
∫
q
1
M(q)M(|k − q|)δ1(q)δ1(k − q)
+ bEs2
∫
q
[
[q · (k − q)]2
q2|k − q|2 −
1
3
]
δ1(q)δ1(k − q). (26)
The additional terms arising from the non-Gaussian bias can be encoded by the new quadratic coupling kernels
F01 =
1
2
k1 · k2
(
1
k22M(k1)
+
1
k21M(k2)
)
, F11 =
1
2
(
1
M(k1)
+
1
M(k2)
)
, F02 =
1
M(k1)M(k2)
. (27)
The Eulerian bias parameters can be related to their Lagrangian counterparts through a spherical collapse calcu-
lation [70, 71]:
bE10 = b
L
10 + 1 , (28)
bE20 = 2(a1 + a2)b
L
10 + a
2
1b
L
20 , (29)
bE01 = b
L
01 , (30)
bE11 = a1b
L
11 + b
L
01 , (31)
bE02 = b
L
02 , (32)
where a1 = 1 and a2 = −17/21 are spherical collapse expansion factors. The non-Gaussian Lagrangian bias parameters
can be obtained using the peak background split. They are given as the the derivatives of the mass function with
respect to the long wavelength potential fluctuations. Assuming a universal mass function, the derivatives with respect
to the potential can be related to the derivatives with respect to the long wavelength density, and consequently the
bias parameters of the potential terms can be related to the bias parameters of the density terms:
bL01 = 2fNLδc
(
bE10 − 1
)
, (33)
bL11 = 2fNL
(
δc
[
bE20 − 2(a1 + a2)
(
bE10 − 1
)
a21
]
− [bE10 − 1]
)
, (34)
bL02 = 4f
2
NLδc
(
δc
[
bE20 − 2(a1 + a2)
(
bE10 − 1
)
a21
]
− 2 [bE10 − 1]
)
, (35)
where δc is the spherical collapse threshold. Note that small deviations from this simple scaling of non-Gaussian bias
bL01 with Gaussian bias b
E
10 have been found in simulations [75] and seem to depend on the way halos are identified.
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Mode Coupling (α) pα cα Fα(k1,k2)
G 0 b1 +
21
17
b2
17
21
S 0 b1
1
2
[
1
k21
+ 1
k22
]
(k1 · k2)
T 0 b1 +
7
2
bs2
2
7
[
(k1·k2)2
k21k
2
2
− 1
3
]
ϕϕ 1 b1
M(|k1+k2|,z)
M(k1)M(k2)
01 1 2δc(b1 − 1) 12k1 · k2
(
1
k22M(k1)
+ 1
k21M(k2)
)
11 1 2
(
δc
[
b2−2(a1+a2)(b1−1)
a1
]
− a1 [b1 − 1]
)
+ 2δc (b1 − 1) 12
(
1
M(k1)
+ 1
M(k2)
)
02 2 4δc
(
δc
[
b2−2(a1+a2)(b1−1)
a21
]
− 2 [b1 − 1]
)
1
M(k1)M(k2)
Table II. Mode couplings, fNL exponents, bias parameters and coupling kernels of the quadratic interactions for Eq. (36).
10 3 10 2
K [h Mpc 1]
104
105
106
107
108
109
1010
N
 [h
3 M
pc
3 ]
G
S
T
c11
Figure 1. Reconstruction noise power spectra for estimators that use each of the quadratic mode-couplings discussed in
Sec. II B. We omit curves for the c01 and c02 estimators, which are greater than the upper limit of the plot. The G (“growth”)
estimator has the lowest noise by far. These curves are computed for a DESI-like survey, but the hierarchy between them is
unchanged for the other surveys we consider. The signal to noise on reconstructed modes (not shown) is likewise much higher
for the G estimator than for S or T, justifying our use of the G estimator for our main results.
In summary, we can write for the galaxy density field up to second order in the presence of local type primordial
non-Gaussianity:
δg(k) =
[
bE10 + fNL
c01
M(k)
]
δ1(k) +
∫
q
[∑
α
cαf
pα
NLFα(q,k − q)
]
δ1(q)δ1(k − q) , (36)
where α now runs over {G,S,T, ϕϕ, 01, 11, 02} with the couplings given in Table II. In this table, Eq. (36), and
throughout the rest of the paper, we have simplified the notation to b1 ≡ bE10, b2 ≡ bE20, and bs2 ≡ bEs2 . Note that
we have not included mode-couplings due to lensing, which are expected to be a subdominant contribution that is
somewhat degenerate with the S term [2], nor have we incorporated redshift space distortions or anisotropic selection
effects (see Sec. IV C 5 for discussion).
C. Reconstruction noise and contamination
With this formalism in place, we can now examine the noise of the reconstructed modes, and the contamination
arising from the presence of multiple mode-couplings in the tracer field used for reconstruction.8 We will show these
8 For producing matter power spectra for forecasts, we relied on the nbodykit code (https://github.com/bccp/nbodykit).
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Figure 2. Left: Contamination in the expectation value of G estimator, corresponding to separate multiplicative biases on
the amplitude of a reconstructed mode, computed for a DESI-like survey. Blue solid line is the estimator growth bias shown
for comparison. Dashed lines indicate negative values. Several of these curves inherit the k−2 scaling of the scale-dependent
bias in δg arising from nonzero fNL, implying that reconstructed modes can be used to constrain fNL in the same way. Right:
Ratio of scale-dependent bias from fNL (for a fiducial value of fNL = 1) to total bias for δg (solid) and δr (dot-dashed). Local
primordial non-Gaussianity has roughly the same relative contribution to the bias of δg or reconstructed modes.
quantities for a DESI-like survey (with specifications given in Sec. IV C), but we have checked that the conclusions
we draw from this case also apply to the other surveys we consider.
Fig. 1 shows the reconstruction noise power spectrum corresponding to estimators that use each of the quadratic
mode-couplings discussed in Sec. II B. We see that the “growth” estimator has the lowest noise by far. We compare
the predicted noise for the G, S, and T estimators with results from N -body simulations in Sec. III (among other
tests), finding good agreement. Thus, we use the growth estimator in our forecasts for reconstruction9, henceforth
referring to reconstructed modes as δr(K) instead of ∆ˆG(K). However, as we discussed in Sec. II A, the output of
the G estimator (or any other single estimator) will be contaminated by the other mode-couplings, with the specific
contamination given by Eq. (17), and we must incorporate this contamination into our forecasts.
We show this contamination in the left panel of Fig. 2, in the form of each term cβNGG/NGβ in the square brackets
of Eq. (17). These curves each represent separate multiplicative biases on the amplitude of a reconstructed mode.
Those arising from late-time gravitational evolution (S, T) or from advection of the primordial potential (c01) are
white in K. In contrast, those arising from couplings between δ and ϕ (c11) or ϕ and itself (ϕϕ, c02) scale like
M(K)−1 ∝ K−2. We derive these scalings analytically in the large-scale limit in Appendix D. Importantly, all terms
that scale like K−2 involve fNL, such that, as for δg, low-K scale-dependent bias in the reconstructed modes can be
used as a probe of local primordial non-Gaussianity. The right panel of Fig. 2 shows that the relative size of this
scale-dependent bias is comparable for δg and δr, reaching O(10%) at K ∼ 0.001hMpc−1 , assuming fNL = 1.
Fig. 2 also shows that the contamination from other mode-couplings is subdominant to the intrinsic bias on the
reconstructed field (i.e. the cG term in Eq. 17). Thus, using cG = b1 + (21/17)b2 from Table II, we can derive the
rough dependence of Prr and Pgr on b1 and b2:
Prr ∝ b21(b1 + b2)2 , Pgr ∝ b21(b1 + b2) . (37)
If galaxy shot noise is negligible compared to Pgg, then the reconstruction noise NGG satisfies NGG ∝ b41, implying
that Prr/NGG ∝ (1+b2/b1)2 in this regime. This scaling will be useful to help understand the behavior of our forecasts
when we change the fiducial value of b2.
9 Out of the G, S, and T estimators, the G estimator yields both the lowest noise and the highest signal to noise on reconstructed
modes. However, some of the other estimators (e.g. α = ϕϕ) also have signal to noise approaching that of the G estimator, since the
contaminating terms in Eq. (17) act as “signal” in a signal to noise computation. This indicates that a more optimal choice of estimator
weights may be possible, although we leave this to future work.
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Mass Bin Mean Halo Mass [1013h−1M] n¯ [10−6h3 Mpc−3] b1 cg ct cs
I 0.77 627 1.07 0.62 1.14 1.07
Table III. Properties of the halo mass bin employed in this study: the mean mass of the sample, the number density of halos n¯,
the linear bias b1, and the three relevant cα parameters defined in Table II. The measured bias parameters are taken from [78],
which is based on the same simulations and mass bin we use here.
III. SIMULATIONS
To validate the quadratic estimator framework presented in Sec. II, we use a suite of 15 realisations of a cosmological
N -body simulation. The initial conditions are generated with the second order Lagrangian Perturbation Theory (2-
LPT) code [76] at the initial redshift zi = 99 and are subsequently evolved using Gadget-2 [77]. The simulations are
performed with Np = 1024
3 dark matter particles in a cubic box of length L = 1500h−1 Mpc with periodic boundary
conditions. We assume a flat ΛCDM cosmology with the cosmological parameters Ωm = 0.272, ΩΛ = 0.728, h = 0.704,
ns = 0.967, σ8 = 0.81.
Dark matter halos in the final z = 0 density field are identified using a Friends-of-Friends (FoF) algorithm with
linking length l = 0.2 times the mean interparticle distance. The halos are binned in mass, with each bin spanning
a factor of three in mass. We have checked the viability of our reconstruction method for a range of masses, finding
qualitatively similar results in all cases; however, for simplicity, we present only the results for the lowest mass bin, the
properties of which are given in Table III. Particles and halos are assigned to a regular grid using the Cloud-in-Cell
(CIC) scheme. We Fourier transform the matter and halo density fields using the publicly available FFTW library10.
A. Generation of quadratic estimators
We generate quadratic estimators from the halo density field δg in N -body simulations using the convolution
theorem. This means that we use a sequence of multiplications with powers of wavenumbers in Fourier space, Fourier
transforms, and subsequent multiplication of the weighted fields in configuration space. We generate three quadratic
estimators corresponding to the growth term δ2, shift term Ψ ·∇δ, and the tidal term s2, with associated Fourier-space
kernels given in Eq. (4). The first step in our procedure is to remove very small scale modes by applying a cut-off kmax
in Fourier space through multiplication of the Fourier space density field with a filtering function. While the exact
form of the cutoff is not important, we adopt a Gaussian filter W (Rk) = exp
(−k2R2/2) for numerical stability. We
define the smoothed density field by δRg (k). We choose three external smoothing scales: R = 20h
−1 Mpc, R = 10h−1
Mpc, and R = 4h−1 Mpc, corresponding to maximum wavenumbers kmax ≈ 0.05hMpc−1 , kmax ≈ 0.1hMpc−1 , and
kmax ≈ 0.25hMpc−1 respectively. The smoothing scale removes all wavenumbers k > kmax, such that we reconstruct
long wavelength modes using modes k < kmax for three different cases.
The mode coupling functions gα(q,k− q) defined by Eq. (14) contain a Wiener filter, which we implement by first
generating the linear power spectrum on the simulation grid, and then defining two fields:
δA(k) =
δRg (k)
b21Plin(k) + n¯
−1 and δB(k) =
δRg (k)Plin(k)
b21Plin(k) + n¯
−1 , (38)
where b1 and n¯ are the linear bias and halo number density corresponding to the halo mass bin defined in Table III.
Using δA and δB we generate growth, shift and tidal estimators using multiplications of powers of wavenumbers in
Fourier space, Fourier transforms, and multiplication of fields in configurations space. For example, we generate the
growth estimator as follows. First, we inverse Fourier transform both fields defined in Eq. (38) to obtain δA(x) and
δB(x). Next, in configuration space, we multiply the product of both fields by 17/21 (Table II) and finally Fourier
transform back to obtain the growth estimator in Fourier space. We generate shift and tidal estimators with a similar
procedure.
Note that the main computational cost in generating the quadratic estimators comes from performing the Fourier
transforms. The auto- and cross-spectrum analysis of quadratic estimators only requires the computational cost of a
power spectrum analysis, which is quite efficient. In all our figures in this section, we estimate the errorbars of our
measurements using the standard deviation of 15 simulation realisations.
10 http://www.fftw.org
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Figure 3. Cross correlations of estimators ∆ˆα corresponding to the growth, shift, and tidal mode-couplings with the linear
density field δ1. We compare theory predictions (lines) with simulations (points) for three different smoothing scales, R = 20h
−1
Mpc, R = 10h−1 Mpc and R = 4h−1 Mpc, corresponding to maximum wavenumbers kmax = 0.05hMpc−1 , 0.1hMpc−1 , and
0.25hMpc−1 respectively. In this figure, we plot 〈∆ˆαδ1〉/Nαα (in contrast to what is defined in Eq. (16), in simulations we
define the estimators ∆ˆα without a prefactor Nαα). We find very good agreement for the growth estimator for all smoothing
scales, and also reasonably good agreement for the other estimators.
B. Cross-correlation of quadratic estimators with the initial linear field
In this section, we describe our results for the cross-correlations of three quadratic estimators ∆ˆα(k) with the initial
linear field δ1(k), and compare the theory predictions with simulations. The prediction is given by
〈∆ˆα(k)δ1(k′)〉′ = b1Nαα(k)
∑
β∈{G,S,T}
cβPlin(k)
∫
q
fα(q,k − q)fβ(q,k − q)
2Ptot(q)Ptot(k − q) W (Rq)W (R(k − q)) + Pα,shot(k)
= b1Plin(k)
∑
β∈{G,S,T}
cβ
Nαα(k)
Nαβ(k)
+ Pα,shot(k) , (39)
where the prime on the left-hand side denotes that the factor of (2pi)3δD(k + k
′) has been omitted, and cβ are bias
parameters corresponding to the growth, shift and tidal terms and can be measured from either simulations or data.
In our analysis we use the bias parameters from Table III, measured in simulations in [78]. In Eq. (39), Pα,shot is
the bispectrum shot noise term. Since one field is the linear field, all contribution to this shot noise comes from the
stochastic bias terms in the two galaxy fields δg in the quadratic estimator, such as ε and εδδ (see App. B or [72] for
more discussion about stochastic bias terms). The expression for this shot noise contribution in this case can also be
derived from Eq. (B20) and it takes the form
Pα,shot(k) =
b1
n¯
Plin(k)Nαα(k)
∫
q
fα(q,k − q)
2Ptot(q)Ptot(k − q)W (Rq)W (R(k − q)). (40)
In Fig. 3, we compare theory with simulations for three different values of kmax. Although for the Fisher analysis
in this work, we only use the growth estimator, here we also compare results in simulations for the shift and the tidal
estimators. For the growth estimator, we find that the theory predictions agree very well with simulation results for
up to kmax = 0.25hMpc
−1 at redshift z = 0. For the other estimators, we also find reasonably good agreement;
however, upon close inspection we can see small disagreements which might arise from higher-order terms ignored in
our theory predictions.
Interestingly, for kmax = 0.25hMpc
−1 , we can see in Fig. 3 that the shape of the cross-correlation of growth
estimators with the density field is very similar to the linear power spectrum on large scales. The scale-dependent
bias factor in Eq. (39) is flat on large scales, indicating that the reconstruction works very well for large kmax.
15
GG SS TT
0.005 0.010 0.050 0.100
10-10
10-8
10-6
10-4
0.01
K [h Mpc-1]
<Δ αΔ
β>/(N
ααN β
β)
R = 20 h-1 Mpc; kmax = 0.05 h Mpc-1
GG SS TT
0.005 0.010 0.050 0.100
10-10
10-8
10-6
10-4
0.01
K [h Mpc-1]
<Δ αΔ
β>/(N
ααN β
β)
R = 10 h-1 Mpc; kmax = 0.1 h Mpc-1
GG SS TT
0.005 0.010 0.050 0.100
10-10
10-8
10-6
10-4
0.01
K [h Mpc-1]
<Δ αΔ
β>/(N
ααN β
β)
R = 4 h-1 Mpc; kmax = 0.25 h Mpc-1
Figure 4. Auto-correlations of the quadratic estimators ∆ˆα, for the same smoothing scales shown in Fig. 3. The predictions
for the growth estimator agree with simulations for all smoothing scales. However, for other estimators predictions agree with
simulations for large smoothing scales but for the low smoothing scales, the predictions slightly disagree with simulation results
as higher-order terms become more important.
C. Auto- and cross-correlations of quadratic estimators
In this section we discuss our results for the auto- and cross-correlations of three quadratic estimators from simu-
lations and compare the results with our linear order theoretical prediction, given by
〈∆ˆα(k)∆ˆβ(k′)〉′ = b41Nαα(k)Nββ(k)
∫
q
fα(q,k − q)fβ(q,k − q)
[2Ptot(q)Ptot(k − q)]2
W (Rq)2W (R(k − q))2Plin(q)Plin(k − q)
+ b21Plin(k)
∑
i,j
cicj
Nαα(k)
Nαi(k)
Nββ(k)
Nβj(k)
+ Pαβ,shot(k) . (41)
The first term is of order O(δ41), while the second and third are of order O(δ61). The third term, Pαβ,shot, is the
contribution arising from halo shot noise, and is given in App. B.
In Fig. 4 we compare cross-correlation results from simulations with theory, for the growth, shift, and tidal es-
timators, using the same three smoothing scales as above. The simulations and theory agree very well up to
kmax = 0.1hMpc
−1 at z = 0. For larger kmax we see good agreement for the growth estimator and reasonable
agreement for the tidal and shift estimators. The small disagreement of linear predictions for the tidal and shift
estimators with simulations for the higher kmax show that higher-order terms become important for these estimators.
The detailed impact of these higher order corrections from biasing or scale dependent stochasticity will be subject of
future inquiry. Although we appear to have excellent agreement for the growth term at higher kmax, to be conser-
vative, we still set the scale kmax = 0.1h Mpc
−1 at redshift z = 0 in our forecasts in Sec. IV. We scale this to other
redshifts by making use of the fact that perturbation theory and the bias expansion at a given order will be valid at
higher k for higher redshifts.
In Fig. 5, we plot the auto spectra of the growth estimator, normalized with NGG (unlike in the previous plots),
in order to compare them to an approximation of the signal power spectrum, given by the second term in Eq. (41)
(the first and third terms represent noise). Since the contribution of the cross-shot noise is small, the signal part can
be approximated by cross-correlating the growth estimator with the linear density field and dividing it by the linear
power spectrum to ensure the correct normalization, i.e. (〈∆ˆGδ1〉)2/Plin; we show this in blue in Fig. 5. For the two
larger smoothing scales, the spectra of the estimator are dominated by the noise contribution (which is white at low
k). The excellent agreement between theory (red solid lines) and simulations (red points) for all smoothing scales
serves as an additional verification that the reconstruction procedure is working as expected for reasonable values of
kmax. In addition to the auto spectra, to check how well the reconstruction is working, we plot the cross-correlation
coefficients between the growth estimator and the linear density field in the bottom right panel of Fig. 5 for three
different kmax. The cross-correlation coefficient for low kmax is very low, rGδ1 < 0.4, explaining why the auto spectra
in the top left panel are noise dominated. However, for highest kmax we consider, 0.25hMpc
−1 , the cross-correlation
coefficient is rGδ1 > 0.9, which explains why the reconstruction works very well and the auto spectra for high kmax
are signal dominated.
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Figure 5. Comparison of the auto power spectrum of the growth estimator ∆ˆG, normalised by NGG computed from theory
(in red), with (〈∆ˆGδ1〉)2/Plin (in blue). We compare simulation results (points) with theory predictions (lines) for the same
smoothing scales as Figs. 3 and 4. We again find excellent agreement between simulations and theory. In the bottom right
panel, we plot the cross-correlation coefficient rGδ1 between the growth estimator and the linear density field for three smoothing
scales. We see that rGδ1 > 0.9 for R = 4h
−1 Mpc which is why in the bottom left panel, 〈∆ˆG∆ˆG〉 is signal dominated.
D. Visualization of reconstructed field
To visualize how well we are reconstructing the linear density field on large scales in simulations, we compare
2D slices of thickness 6h−1Mpc of the linear density field and the reconstructed field in Fig. 6. We perform the
reconstruction using kmax = 0.25h Mpc
−1, i.e., smoothing at a scale of R = 4h−1 Mpc. In the visualization, we apply
an external smoothing of R = 20h−1 Mpc to both the linear field and the reconstructed field, which removes all modes
with k > 0.05hMpc−1 . Our comparison of the linear and reconstructed fields in Fig. 6 shows that the reconstruction
indeed recovers most of the large scale features in the linear density field. In Fig. 7 we show histograms, probing
the one-point probability distribution functions, of the linear density field and the reconstructed field. We see that
the reconstructed field is nearly Gaussian, partially justifying our approximation of a Gaussian likelihood in the next
section.
IV. FORECASTS
A. Fisher matrix setup
To perform a Fisher forecast, we make the usual assumption that the measured tracer overdensity δg and the
reconstructed field δr obey a Gaussian likelihood. For the matter and galaxy field, this approximation is partially
justified by the fact that we are analyzing very large scales; for the reconstruction noise, this is partially justified by
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Figure 6. 2D slices of the 3D linear density field (left panel) and the growth estimator ∆ˆG (right panel). For the growth
estimator we used R = 4h−1 Mpc smoothing which corresponds to kmax = 0.25h Mpc−1. We apply an external smoothing of
R = 20h−1 Mpc to both the linear and reconstructed fields. As expected, we find that the reconstruction reproduces many of
the large-scale features in the linear density field.
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Figure 7. Probability distribution functions (histograms) of the linear density field and the reconstructed field from the halo
density field of mass bin I. As in Fig. 6, we use kmax = 0.25hMpc
−1 for the reconstruction and apply an external smoothing
scale of R = 20h−1 Mpc to both the linear field and the reconstructed field. The PDFs of the reconstructed field are scaled to
have the same variance as the linear field, and shifted to have mean 0. We find that the PDF of the reconstructed field is very
close to Gaussian. Note that here we have applied a low-k cutoff to the modes used for reconstruction of kmin = 0.05h Mpc
−1
in order to match the approach in our forecast section below.
the fact that the reconstruction sums over a large number of mode pairs, so that to some extent the central limit
theorem applies (although the pairs may not all be independent). Figure 7 supplies additional evidence that a simple
Fisher forecast is sufficient, in that the PDFs of the density field (smoothed to correspond with our analysis range)
do not greatly deviate from a Gaussian. This indicates that the influence of higher moments of the density field and
noise is comparatively small for the purposes of a forecast.
Making this approximation and including the fact that δg has zero statistical mean, the Fisher matrix per mode K
and redshift z is given by (e.g. [79])
F˜ab(K, z) =
1
2
Tr
[
∂aC(K, z)C
−1(K, z)∂bC(K, z)C−1(K, z)
]
, (42)
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where C is the total (signal plus noise) covariance matrix for our data vector d(K) = (δg(K), δr(K))
T
, Tr is the trace
matrix operator, ∂bC(K, z) ≡ ∂∂bC(K, z), and a,b are the parameters on which our quantities depend (in this case,
fNL and bias parameters). If the data vector is drawn from a Gaussian distribution and nothing is known about the
parameters, then the inverse of the Fisher matrix gives the covariance matrix of the parameters, and the square root
of the diagonal elements of F−1 give the errorbars on the parameters and represent the minimum error achievable.
Our goal is to calculate this minimum error, as it will determine our best ability to constrain parameters.
In reality, we do not just measure a single mode, but we measure several modes whose information can combined
together in an integrated Fisher matrix for a specific redshift bin, i.e.
Fab(z) =
V
(2pi)2
∫ Kmax
Kmin
dK
∫ 1
−1
dµK2F˜ab(K,µ, z). (43)
Here V is the survey volume, Kmin and Kmax are the minimum and maximum moduli of the modes probed, and we
already integrated over the azimuthal direction, supposing no dependence from it in the integrand.
For our specific case, the original field δg and the reconstructed field δr will give the total covariance matrix (which
only depends on the magnitude of K)
C(K, z) =
[
Cgg(K, z) Cgr(K, z)
Cgr(K, z) Crr(K, z)
]
, (44)
with elements
Cgg(K, z) =
(
b1(z) +
c01fNL
M(K, z)
D(z)
)2
Plin(K, z) + Pgg,shot(K, z) , (45)
Cgr(K, z) =
(
b1(z) +
c01fNL
M(K, z)
D(z)
)
br(K, z)Plin(K, z) + Pgr,shot(K, z) , (46)
Crr(K, z) = br(K, z)
2Plin(K, z) +NGG(K, z) + Prr,shot(K, z) , (47)
where
br ≡ b1
cG + ∑
β 6=G
cβ
NGG
NGβ
 , (48)
and the sum runs over the mode-couplings found in Table II. We do not include redshift space distortions in these
expressions; see Sec. IV C 5 for discussion.
The tracer shot noise is simply
Pgg,shot(K, z) =
1
n¯(z)
, (49)
where n¯ is the comoving number density of observed tracers, while Prr,shot and Pgr,shot are given in Eqs. (B15)-(B16)
and (B20)-(B21) respectively. We will neglect the dependence of the reconstruction shot noise on fNL. This is because
in general these shot noise terms include the small scale tracer power spectrum, whose response to a change of fNL is
negligible compared to the response experienced by the large scale power spectrum. Moreover, even when the large
scale tracer power spectrum enters the reconstruction shot noise, as in Prr,shot where there is a coupling between large
and small scales as we explain in Appendix B, a small change from fNL = 0, our fiducial value, is barely detectable. In
principle, it may be possible extract additional information from the fNL-dependence of the shot noise contributions,
but this will likely be difficult in practice, and therefore we conservatively choose not to consider these contributions
as observables.
Substituting Eq. (44) into Eq. (42), we can derive an explicit formula for the Fisher matrix per mode for our case,
which can then be inserted into Eq. (43):
F˜ab =
1
2
(
1
CrrCgg(1− r2cc)
)2 [
Cgg
{
∂bC
gr
(
− Cgr∂aCrr + Crr∂aCgr
)
+ ∂bC
rr
(
Cgg∂aC
rr − Cgr∂aCgr
)}
− Cgr
{
∂bC
gg
(
− Cgr∂aCrr + Crr∂aCgr
)
+ ∂bC
gr
(
Cgg∂aC
rr − Cgr∂aCgr
)}
− Cgr
{
∂bC
gr
(
− Cgr∂aCgr + Crr∂aCgg
)
+ ∂bC
rr
(
Cgg∂aC
gr − Cgr∂aCgg
)}
+ Crr
{
∂bC
gg
(
− Cgr∂aCgr + Crr∂bCgg
)
+ ∂bC
gr
(
Cgg∂aC
gr − Cgr∂aCgg
)}]
, (50)
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where rcc is the g-r cross correlation coefficient:
rcc ≡ C
gr
√
CggCrr
. (51)
For α = β, we obtain
F˜aa =
1
2(1− r2cc)2
[(
∂aC
gg
Cgg
− 2r2cc
∂aC
gr
Cgr
)2
+ 2r2cc
(
1− r2cc
)(∂aCgr
Cgr
)2
+ 2r2cc
∂aC
rr
Crr
(
∂aC
gg
Cgg
− 2∂aC
gr
Cgr
)
+
(
∂aC
rr
Crr
)2]
. (52)
On the other hand, if we only use δg, we get
F˜ (g only)aa =
1
2
(
∂aC
gg
Cgg
)2
. (53)
B. Analytical derivation of cosmic variance cancellation
Cosmic variance cancellation will occur in the limit of low noise on the measured fields – that is, low reconstruction
noise on the quadratic estimator, and low galaxy shot noise. To investigate this case analytically, let us work in the
limit of very low shot noise, so that
Cgg(K) = bg(K)
2Plin(K) ,
Cgr(K) = bg(K)br(K)Plin(K) ,
Crr(K) = br(K)
2Plin(K) +NGG(K) . (54)
Further, let us assume that fNL is the only unknown parameter. If we define
x(K) ≡ NGG(K)
br(K)2Plin(K)
, Rp(K) ≡
(
∂fNLbr(K)
br(K)
)(
∂fNLbg(K)
bg(K)
)−1
, (55)
where x(K) is the inverse of the signal to noise per mode of the reconstructed field and Rp(K) is a measure of
similarity between the response of the bias of the reconstructed field and the one of the original tracer field, then a
short calculation gives the unmarginalized errorbar on fNL per K-mode:
σ2fNL(K) = σ
2
fNL, g only(K)
2x(K)
(Rp(K)− 1)2
1
1 + 2 (Rp(K)− 1)−2 x(K)
, (56)
where σfNL, g only = [F
(g only)
aa ]−1/2.
Let us investigate the general behavior of this equation in some limiting cases. If (Rp − 1)−2 x is small, the Rp < 0
case (when ∂fNLbr and br have opposite signs) will result in smaller errorbars than the Rp > 0 case, because the
signatures of fNL in br and bg will be more distinguishable in that case. Expanding Eq. (56) in limit of small
(Rp − 1)−2 x gives
σ2fNL(K) = σ
2
fNL, g only(K)
2x(K)
(Rp(K)− 1)2
∞∑
n=0
[
−2 (Rp(K)− 1)−2 x(K)
]n
. (57)
As we will see in Appendix D, NGG ∝ k−3max in the low-K limit, so that we arrive at
lim
x→0
σ2fNL(K) ∝ 2σ2fNL, g only(K)
[
k−3max +O(k−6max)
]
, (58)
where we assume that Rp − 1 varies slowly with K. This demonstrates that constraints on fNL that use both
reconstructed modes and modes of the original tracer will improve on a tracer-only analysis in a way that is only
limited by the noise on the reconstructed modes (if shot noise is negligible).
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DESI-like MegaMapper-like PUMA-like
0.6 < z < 1.6 2 < z < 2.5 4.5 < z < 5 2 < z < 3 5 < z < 6
Survey parameters
Survey volume (Gpc3) 100 80 66 266 203
Mean galaxy density n¯ (Mpc−3) 10−4 6× 10−4 2× 10−5 2× 10−3 (6× 10−3) 1× 10−3 (2× 10−2)
Kmax for fNL constraint (hMpc
−1) 0.05 0.08 0.14 0.09 0.15
kmax for reconstruction (hMpc
−1) 0.15 0.24 0.4 0.26 0.47
Fiducial bias parameters
b1 1.6 2.9 7.0 2.1 3.7
b2 −0.30 1.1 17 0.041 2.8
bs2 −0.17 −0.54 −1.7 −0.31 −0.77
bE11 −3.0 −2.5 37 −3.5 0.58
bE02 −14 −21 85 −19 −16
Table IV. Survey characteristics used for our main forecasts. The DESI-like survey is based on the expected DESI emission-line
galaxy sample, the MegaMapper-like survey is a next-generation survey targeting high-redshift “dropout” galaxies, and the
PUMA-like survey represents a future 21 cm intensity mapping effort over half the sky. We marginalize over b1, b2, and bs2 in
our forecasts, and determine bE11 and b
E
02 using the relationships in Sec. II B. For the PUMA-like forecast, the main n¯ values
represent effective number densities that reproduce the same noise level as the sum of shot and instrumental noise power at
k = kmax, while the expected physical number densities are shown in parentheses. For this forecast, we also consider the effects
of the so-called “foreground wedge” that will prevent direct measurement of certain modes. See main text for details.
Cosmic variance cancellation clearly requires that δr and δg are measured at the same wavenumber and in the same
volume. To verify this, we can repeat the derivation above with Cgr = 0, corresponding to δr and δg being measured
in different volumes. In this case, Eq. (56) becomes
σ2fNL(K) = σ
2
fNL, g-only(K)
[1 + x(K)]
2
Rp(K)2 + [1 + x(K)]
2 , (59)
which approaches a finite limit as x→ 0; thus, the improvement realized in Eq. (58) is only possible if δr and δg can
be compared mode-by-mode in the same volume.
C. Assumptions and experimental configurations
1. Scales
In each forecast, for measuring fNL, we use δg modes and reconstructed modes with wavenumber K satisfying
Kmin < K < Kmax, and we also use reconstructed modes with Kf < K < Kmin, where Kf ≈ 0.002hMpc−1 is the
lowest measurable wavenumber within each survey volume. In this way, Kmin accounts for possible systematic effects
that can prevent direct measurements of δg on large scales, but that do not impede reconstruction of these large-scale
modes using smaller-scale correlations; an example is foreground contamination for intensity mapping experiments,
which as been a primary motivator for other work on reconstruction methods [2, 4–8]. As input to the density-field
reconstruction, we use modes with wavenumber k satisfying Kmax < k < kmax. We consider a range of possible Kmin
values in our forecasts, while kmax and Kmax are fixed for each survey, as described below.
2. Surveys
In our main forecasts, we consider three galaxy surveys, with properties summarized in Table IV. The first is similar
to the emission-line galaxy sample expected from DESI [80]. For this survey, following [56], we consider 14000 deg2 of
sky area over 0.6 < z < 1.6, which translates into a total comoving volume of roughly 100 Gpc3 and a mean redshift
of z¯ ≈ 1. We use a mean galaxy number density of n¯ = 10−4 Mpc−3, obtained by dividing the expected total number
of redshifts in the DESI ELG sample (1.7 × 107, from [80]) by the survey volume, and assume a mean linear galaxy
bias of b1 = 1.6. We take Kmax = 0.05hMpc
−1 , since linear bias is expected to be an acceptable approximation for
K < Kmax at z = 1, and kmax = 0.15hMpc
−1 , since our quadratic bias expansion is valid for k < kmax at z = 1 (see
Sec. III for justification based on simulations).
The second survey, which we call “MegaMapper-like”, is modelled on proposals for a next-generation spectroscopic
survey targeting high-redshift “dropout” galaxies in the southern hemisphere [81–83]. For this, we assume a 14000 deg2
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survey, and separately consider two redshift bins, at 2 < z < 2.5 and 4.5 < z < 5, which have volumes of 80 Gpc3 and
66 Gpc3 respectively. The mean number density and linear bias in each bin are obtained from averages of the values
at the bin edges, taken from Table 1 of [82]; this yields n¯ = 6 × 10−4 Mpc−3 and b1 = 2.9 for the lower-redshift bin,
and n¯ = 2× 10−5 Mpc−3 and b1 = 7.0 for the higher-redshift bin. For Kmax and kmax, we scale the DESI values using
the ratio of linear growth factors between the mean redshifts of each redshift bin, to account for the increased range
of validity of our perturbative expressions at higher redshift.11
The third survey is based on specifications for PUMA, an envisioned radio interferometer designed for 21 cm intensity
mapping [85, 86]. We assume a survey over half the sky, and again consider two redshift bins, this time at 2 < z < 3
and 5 < z < 6, with volumes 266 Gpc3 and 203 Gpc3 respectively. For simplicity, we treat this survey as observing
galaxy positions directly, rather than brightness temperature (which is just a rescaled biased tracer of the matter
density). To do so, we set the noise contribution to the tracer power spectrum Pgg to equal the sum of the shot
noise and instrumental noise power spectra computed using the PUMA noise calculator12, evaluated at k = kmax in
each redshift bin. We quote an effective number density that would result in the same noise level in Table IV. When
computing the shot noise contributions to Pgr and Prr, we use the expected number densities of 21 cm emitters, also
taken from the PUMA noise calculator and quoted in parentheses in Table IV. For the linear bias in each bin, we
use values from Fig. 33 of [85], evaluated at the mean redshifts. As for the MegaMapper-like survey, we scale Kmax
and kmax from DESI by the appropriate ratios of linear growth factors.
In our derivation of stochastic contributions to the noise of the estimator and the cross-correlation between estimator
and galaxy fields in App. B, we assume that the noise is Poissonian, i.e., that 〈εε〉 = (2pi)3δD(K +K ′)/n¯. There is
evidence for halo stochasticity being sub-Poissonian for high mass haloes and super-Poissonian for low mass haloes
[87, 88]. Since the stochasticity corrections arise from small-scale exclusion and higher order biases, the actual shot
noise levels cannot be theoretically predicted, implying that it may be advisable to marginalize over the stochasticity
parameter(s). This approach is indeed adopted by some for the fNL forecasting literature (e.g. [89]) but certainly not
all of it (e.g. [53, 56]). Here we decide to fix the stochasticity parameters to their fiducial Poissonian values and defer
a more detailed investigation of the impact of noise corrections on the reconstructed fields to future work. We do
note however, that we expect the impact of shot noise marginalization to be rather small, since we do not include the
additional non-Gaussian signal arising in combination with stochastic terms in Eqs. (45-47).
3. 21 cm foregrounds
An additional consideration for 21 cm intensity mapping is the presence of foreground radiation, dominantly syn-
chrotron from our own galaxy, that is brighter than the cosmological signal by several orders of magnitude. These
foregrounds are extremely smooth in frequency, which implies that they mainly populate Fourier modes with low line-
of-sight wavenumber k‖; these modes will therefore likely not be usable for cosmology. Furthermore, the chromatic
properties of interferometers generically spread foreground power from the low-k‖ modes into a wedge-shaped region
in the k‖− k⊥ plane (e.g. [14–16]), although this contamination can be removed with sufficiently precise instrumental
calibration (e.g. [90, 91]).
For constraining fNL, the wedge will have two effects: it will reduce the number of short-wavelength modes available
for the quadratic estimator, therefore increasing the noise NGG on the reconstructed modes, and it will also reduce
the number of long-wavelength δg modes available for measuring the scale-dependent bias induced by primordial
non-Gaussianity.
We account for both effects in our forecasts for the PUMA-like survey, assuming a foreground wedge defined
by 3 times the primary beam width, following [85]; see Appendix E 1 for details of how this is implemented in our
computations. In addition, we perform forecasts that ignore the wedge, to represent the case when it can be completely
eliminated via calibration. We account for lost low-K‖ modes in two ways: either by restricting δg to have K > K‖,min,
or by approximating K‖,min as an isotropic Kmin, matching our procedure for DESI and MegaMapper. The former
approach is more realistic, while the latter is easier to compare with the other surveys, so we present the latter in the
main text, and the former in Appendix E 2.
11 In reality, the scaling of kmax with redshift is more complicated, involving the power spectrum tilt at the relevant wavenumbers (e.g. [84]),
but the simple growth factor scaling we use here should at least be roughly indicative of the useful scales for our forecasts.
12 https://github.com/slosar/PUMANoise
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4. Bias parameters
For every survey, to perform forecasts, we assume a fiducial value of the quadratic bias parameter b2 derived from
the fitting formula of [92], which was fit to halo bias in separate-universe simulations over the range 1 <∼ b1 <∼ 10:
b2(b1) = 2
(
0.412− 2.143b1 + 0.929b21 + 0.008b31
)
, (60)
where the extra factor of 2 arises from our different definition of b2 compared to [92]. The fiducial value of the tidal
bias bs2 is found from
bs2 = −2
7
(b1 − 1) , (61)
which assumes that the tidal bias in Lagrangian space is zero. In our forecasts, b1, b2, and bs2 are allowed to vary
independently (i.e. are marginalized over when we estimate uncertainties on fNL), while b11 and b02 are assumed to
obey the relationships in Eqs. (31)-(32) and (33)-(35). We take wide, flat priors on b1, b2, and bs2 ; we have also
implemented 10% Gaussian priors on b2 and bs2 , but these have a negligible effect on our baseline results.
5. Redshift space distortions
The line-of-sight component of a galaxy’s position is observationally inferred from the galaxy’s redshift, and the
associated “redshift-space distortions” of δg should be included in a full treatment of the observed galaxy clustering.
The leading-order effect is to add a fµ2 term to the linear bias of δg, such that Eq. (36) is modified to
δg(k) =
[
b1 + fNL
c01
M(k)
+ fµ2
]
δ1(k) + · · · , (62)
where f ≡ d logD/d log a, µ ≡ k‖/k, and D is the linear growth factor [93]. Higher-order effects will create additional
mode-couplings that can be described in perturbation theory (e.g. [94, 95]). In a real tracer catalogue, there will also
be line-of-sight-dependent selection effects that can be treated perturbatively [96].
We do not include any of these effects in our baseline forecasts, leaving them for future work. However, as a first
step in this direction, we have checked the impact of including the Kaiser term. This raises the reconstruction noise
NGG by increasing Pgg,tot in the denominator of Eq. (16), while also increasing the amplitude of Pgg and Pgr, thereby
increasing the signal to noise on those quantities. For all surveys we consider, the former effect overcomes the latter,
with the result that σ(fNL) increases by roughly 10%, and the improvement in σ(fNL) from including reconstructed
modes decreases by no more than the same amount. Additional mode-couplings from nonlinear redshift-space effects
will likely dominate over this change, and a detailed analysis will be worthwhile to pursue, especially since some of
these mode-couplings could potentially carry additional information about fNL [89].
D. Expected precision on reconstructed modes
Aside from primordial local non-Gaussianity, there are many other applications of reconstructing large-scale modes,
including more general constraints on cosmology, tests of predictions for the power spectrum on the largest scales,
calibration of photometric redshifts [7], cross-correlations with other tracers (such as kSZ fluctuations in the CMB,
e.g. [6]), and removing contamination from measurements of lensing of 21 cm fluctuations [2]. To represent the
general utility of reconstructed modes from different surveys, in Fig. 8 we show the expected precision on the auto
power spectrum of the reconstructed modes (plotted using the fiducial bias parameters from Table IV), computed in
wavenumber bins with ∆K = 0.002hMpc−1 . While these errorbars are substantial for K <∼ 0.01hMpc−1 in DESI
and the high-z bin of MegaMapper, the precision is expected to be much better for MegaMapper at low z and across
the entire redshift range of PUMA, with most errorbars approaching the cosmic variance limit. This will enhance
many scientific applications of these surveys, particularly for PUMA, where large-scale modes can be reconstructed
at high precision even in the presence of the foreground wedge.
[85] also estimates the total signal to noise in reconstructed modes from PUMA over 1 < z < 6, following the
methodology of [2], finding O(1300) in the no-wedge case and O(500) for the same wedge model we use here. For
comparison, we find a total S/N of 135 (108) for 2 < z < 3 and 161 (134) for 5 < z < 6 in the no-wedge (wedge) case. A
direct comparison between the two sets of forecasts is difficult, because they use several distinct approximations: [85]
treats the 21 cm brightness temperature as a linearly biased tracer of the matter density, while we have incorporated
23
0.000 0.005 0.010 0.015 0.020
K [h Mpc 1]
103
104
105
P r
r(k
)
DESI
Rec. errorbars
CV-limited errorbars
0.000 0.005 0.010 0.015 0.020
K [h Mpc 1]
104
105
106
107
108
Low-z bin
High-z bin
MegaMapper
0.000 0.005 0.010 0.015 0.020
K [h Mpc 1]
103
104
105
106
Low-z bin
High-z bin
PUMA
Rec. errorbars, no wedge
Rec. errorbars, with wedge
CV-limited errorbars
Figure 8. Expected errorbars on the reconstructed power spectrum Prr for the surveys and redshift bins we consider (blue),
along with cosmic-variance-limited errorbars (orange), computed for bandpowers with ∆K = 0.002hMpc−1 . Downward arrows
indicate errorbars whose lower limits fall outside of the y axis range. High-precision measurements of the power spectrum of
reconstructed modes will be possible in several cases, even in the presence of a 21 cm foreground wedge for PUMA.
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Figure 9. Forecasts for a DESI-like survey. Left: Signal and noise power spectra involved in the forecast. The galaxy auto
spectrum is well above the shot noise, while the auto spectrum of reconstructed modes (Prr) is roughly an order of magnitude
below both the reconstruction noise (NGG) in the quadratic estimator and the shot noise contribution to the estimator variance.
Center: Expected constraints on fNL when only δg is used (solid), or when δr is also used (dotted). We assume that δg(K)
cannot be directly measured for K < Kmin, and marginalize over the b1, b2, and bs2 bias parameters. Right: Ratio of δg + δr
and δg-only cases from the center panel. We only notice an improvement for higher values of Kmin, corresponding to using δr
but not δg at K < Kmin.
second-order biasing; [85] neglects the shot noise contribution to the reconstructed mode power spectrum, while we
include it; [85] bias-harden their results against mode-couplings from gravitational lensing, while we do not; and, most
importantly, [85] only consider reconstruction of modes that are purely transverse to the line of sight (k‖ = 0), while
we use a 3d reconstruction formalism. Nevertheless, both forecasts reach the same broad conclusion that PUMA will
be able to reconstruct long-wavelength density modes with total signal to noise of several hundred, which is strong
motivation for continued studies of the density reconstruction method we have presented in this paper.
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Figure 10. The analog of the right panel of Fig. 9, with a variety of (mostly artificial) modifications to the forecasts. There
is no improvement in σ(fNL) when δr is neglected at K < Kmin, indicating that the inclusion of δr at K < Kmin drives the
improvement. Greater improvements are achieved for higher galaxy number density or if kmax can be increased by a factor
of 2, with milder changes if the fiducial b2 value is set to zero or shot noise on Prr and Pgr is neglected.
E. Results: constraints on non-Gaussianity
1. DESI
Fig. 9 shows the results of our forecasts for the DESI-like survey. The left panel shows the various power spectra
of interest, of linear matter density, galaxy number density, and reconstructed matter density modes, along with the
cross spectrum between galaxies and reconstructed modes. This panel also shows the shot noise on Pgg, Pgr, and Prr,
as well as the statistical noise (NGG) on reconstructed modes. For DESI, the galaxy power spectrum is well above
the shot noise, while the reconstructed power spectrum is about an order of magnitude lower than the reconstruction
noise. Despite the fact that galaxy shot noise is below Pgg, the shot noise contributions for both Pgr, and Prr are
above the signal power spectra. As explained in Appendix B, this is due to coupling between galaxy shot noise and
clustering at large scales, where the variance is larger than at small scales and therefore these shot noise spectra are
significantly boosted compared to the n¯−1 contribution.
The middle panel of Fig. 9 shows the expected constraints on fNL when only δg is used, or when reconstructed
modes are also incorporated. The right panel shows the ratio of σ(fNL) in these two cases. The improvement in
σ(fNL) is negligible at the lowest Kmin we consider, which corresponds to δg being measured on all scales resolvable
within the survey volume (Kmin = Kf). However, a larger improvement is seen when Kmin is assumed to be higher:
for Kmin = 0.02hMpc
−1 , for example, σ(fNL) improves by around 15% when reconstructed modes are used.
To determine the origin of this behavior, we show several modifications of this forecast in Fig. 10. In particular,
when reconstructed modes with K < Kmin are not included, there is no improvement of σ(fNL), indicating that these
modes are entirely responsible for the improvement. Therefore, DESI is not powerful enough to allow for cosmic
variance cancellation between δg and δr at the same scales; rather, the primary use of reconstruction is to access scales
(K < Kmin) where δg cannot be directly measured. This naturally explains why the improvement of σ(fNL) grows for
higher Kmin. While the absolute values of σ(fNL) are not impressive at such high Kmin – at Kmin = 0.02hMpc
−1 ,
for example, σ(fNL) ≈ 50 without reconstruction and 40 with reconstruction – the improvement comes “for free,”
without requiring any other datasets.
The other curves in Fig. 10 illuminate other aspects of this forecast. Increasing n¯ to an unrealistically high value of
102 Mpc−3 improves the δg-only forecast by roughly 10% (not shown), and also increases the improvement on σ(fNL)
from including δr, indicating that shot noise is a limiting factor in this improvement. Simply neglecting Prr,shot
and Pgr,shot has a similar effect, clarifying that shot noise in the galaxy power spectrum itself is comparatively less
important than in these other spectra.
Also, we see the same type of change if we alter the fiducial value of b2. As mentioned at the end of Sec. II C, if
Pgg  Pgg,shot (as it is here), then Prr/NGG ∝ (1 + b2/b1)2, so increasing b2 from −0.3 to 0 boosts the signal to noise
on the reconstructed modes. This would lead to a larger improvement if not for the large contribution of Prr,shot.
Boosting kmax by a factor of 2 leads to a better σ(fNL) improvement at low Kmin. This change lowers the Gaussian
reconstruction noise NGG, but also raises Prr,shot and Pgr,shot by different amounts, and the combination of these
25
10 3 10 2
k [h Mpc 1]
102
104
106
108
1010
P(
k)
Pgg
Pgg, shot
Prr
NGG
Prr, shot
Pgr
Pgr, shot
Plin
10 3 10 2
Kmin [h Mpc 1]
100
101
102
(f N
L)
g
g+r
10 3 10 2
Kmin [h Mpc 1]
0.0
0.2
0.4
0.6
0.8
1.0
(f N
L) 
ra
tio
(g+r)/g
MegaMapper-like survey, 2 < z < 2.5 bin
10 3 10 2
k [h Mpc 1]
102
104
106
108
1010
P(
k)
10 3 10 2
Kmin [h Mpc 1]
100
101
102
(f N
L)
10 3 10 2
Kmin [h Mpc 1]
0.0
0.2
0.4
0.6
0.8
1.0
(f N
L) 
ra
tio
MegaMapper-like survey, 4.5 < z < 5 bin
Figure 11. As Fig. 9, for low-redshift (top panels) and high-redshift (bottom panels) bins of a MegaMapper-like survey. The
former has greater signal to noise on reconstructed modes than DESI, leading to a greater improvement in σ(fNL) when these
modes are included in the forecast. For the latter, the shot noise contributions to Prr and Pgr are comparatively much larger,
leading to a different scale-dependence for the improvement in σ(fNL).
changes ends up slightly boosting the constraining power of δr.
It may seem counterintuitive that δr adds anything at all to our forecasts, since the reconstruction noise and shot
noise on Prr are much larger than Prr itself: one would expect such large noise to lead to a low cross-correlation
coefficient between δr and δg, and also make it difficult to extract information from the auto spectrum of δr. However,
the presence of a cross shot noise contribution to Pgr alters this picture, contributing to the δr-δg cross-correlation
coefficient and altering the structure of the covariance matrix. While it is not trivial to see in the Fisher matrix
expression in Eq. (52), the net effect is to enhance the information content of δr with respect to fNL. [54] reached a
similar conclusion when examining cosmic variance cancellation between different line intensity maps, noticing that
lowering the cross shot noise contribution led to worsened constraints on fNL.
2. MegaMapper
Our results for the MegaMapper-like survey are shown in Fig. 11. For the low-z bin, the signal to reconstruction
noise on the reconstructed modes is higher than for DESI, thanks to a combination of higher n¯, higher kmax, and
higher bias, and the signal to shot noise ratio is also correspondingly smaller. This leads to a greater improvement
in σ(fNL) when reconstructed modes are included. The left panel of Fig. 12 shows that, like DESI, this improvement
comes not from cosmic variance cancellation, but from reconstructed modes with K < Kmin, where we assume that
δg cannot be directly measured. We see large changes if n¯ is boosted or Pgr,shot and Prr,shot are neglected, indicating
that shot noise is a limiting factor in this bin. Changing the fiducial b2 from 1.1 to 0 reduces the usefulness of the
reconstructed modes for the same reason that changing b2 increased their usefulness for DESI.
We see rather different behavior in the high-z bin. There, we find that the reconstruction noise is of the same order
as Prr while the shot noise contribution is much greater than the signal, and the shot noise contribution to Pgr is also
greater than the signal. Despite this, the improvement in σ(fNL) is larger than for the low-z bin, reaching 50% at
Kmin = Kf . The right panel of Fig. 12 shows that the improvement is the same whether or not we include modes of
δr with K < Kmin, and therefore, cosmic variance cancellation between δg and δr is solely responsible for the change
in σ(fNL).
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Figure 12. Modifications to the base MegaMapper forecasts. For the low-redshift bin (left panel), as for DESI, the improvement
in σ(fNL) is driven mostly by modes of δr with K < Kmin, with further improvement possible for higher galaxy number density.
For the high-redshift bin (right panel), neglecting δr at K < Kmin makes no difference, indicating that for lower Kmin values,
cosmic variance cancellation between δg and δr at the same K is driving the improvement in σ(fNL). There are several ways
to obtain greater improvements, as discussed in the main text.
We also see from Fig. 12 that the low number density (n¯ = 2×10−5 Mpc−3) in the high-z bin is not a huge limiting
factor, with only a modest change if we use a much larger number density. This is because the reconstruction noise
remains comparable to Prr even for a much denser survey, while further improvements are possible for a higher kmax
but the same number density. If Prr,shot and Pgr,shot are ignored, the results revert to the same situation as the low-z
bin, with only slight gains in σ(fNL) possible for low Kmin. Finally, if b2 is changed from 17 to 0, there is significantly
more improvement in σ(fNL): the amplitudes of Prr and Pgr are reduced, but the relative uncertainty on fNL from
marginalizing over b2 is also reduced, and the latter effect wins.
3. PUMA
We show results for the PUMA-like survey in Fig. 13, either neglecting or including the effects of the foreground
wedge. Note that the left panels in Fig. 13 only show noise curves corresponding to the no-wedge case. As for the
other surveys, we assume an isotropic Kmin for δg in Fig. 13; we show results for a cutoff on K‖, which are qualitatively
similar to those in Fig. 13, in Appendix E 2.
For both redshift bins, the shot noise in Cgg, Crr, and Cgr is below the signal. However, the reconstruction noise
is high enough in the low-redshift bin that the effect of reconstructed modes on σ(fNL) is similar to DESI and the
low-z MegaMapper bin, with the vast majority of the extra constraining power coming from reconstructed modes with
K < Kmin (see the left panel of Fig. 14). The impacts of taking a higher kmax or tracer number density (equivalent
to thermal noise in the interferometer) would only be mild.
Meanwhile, in the high-z bin, the improvement in σ(fNL) arises from a combination of low-K reconstructed modes
and cosmic variance cancellation between δg and δr. There is greater improvement in the presence of the wedge,
as reconstruction helps to recover modes that would otherwise be lost. This improvement is around 20% at the
lowest Kmin, and increases as more δg modes are lost, implying that reconstruction will be extremely useful for single-
tracer constraints on fNL from PUMA or other high-z intensity mapping. The right panel of Fig. 14 shows that lower
thermal noise would lead to further improvements, while a lower value of b2 would worsen the results due to a lowering
of the signal to noise on Prr.
4. ...and beyond
To demonstrate how the constraints on fNL scale for surveys with extremely low shot noise and reconstruction
noise, we also examine forecasts for the PUMA high-redshift bin where kmax is artificially increased, assuming that
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Figure 13. As Fig. 9, for low-redshift (top panels) and high-redshift (bottom panels) bins of a PUMA-like survey, treating the
21 cm brightness temperature in the same way as δg in our other forecasts, and translating thermal noise on the brightness
temperature into an effective tracer number density for computing shot noise. We show σ(fNL) either neglecting or incorporating
the effects of the 21 cm foreground wedge; at high z, the benefit to σ(fNL) from including reconstructed modes is greater in
the presence of the wedge, since there are fewer δg modes that can be directly measured in that case. The results for the
low-redshift bin are similar to those for MegaMapper, while larger improvements in σ(fNL) are possible at higher redshift.
our quadratic bias model is valid to arbitrarily high k.13 We take the galaxy number density to infinity in these
forecasts, to prevent shot noise from becoming the limiting factor. In this case, we expect the uncertainty on fNL
to scale like the inverse of the signal to noise on the reconstructed modes (see Sec. IV B). In turn, in this limit, the
signal to noise scales like k
3/2
max because the reconstruction noise spectrum NGG becomes proportional to the number
of modes with kmin < k < kmax (see Eq. D13).
In Fig. 15, we show the ratio of σ(fNL) from g+r or g-only forecasts as a function of kmax for two representative
values of Kmin. We indeed find that as the signal to noise on reconstructed modes is increased, the improvement
on σ(fNL) also increases, with the unmarginalized forecasts quickly satisfying the expected scaling. (Marginalization
over bias parameters causes small deviations from this scaling.) This demonstrates the huge increases in constraining
power that are possible in principle for a survey with high galaxy number density and many small-scale modes whose
correlations can be used in reconstruction. We have also numerically verified that the σ(fNL) ratio stays flat with
increasing kmax if the noise in Pgg is taken very high, or if zero cross-correlation between δg and δr is assumed, further
demonstrating that the scaling seen in Fig. 15 arises from the joint constraining power between δg and δr measured
from the same volume.
V. DISCUSSION
The results presented here can be compared to other methods either utilizing reconstruction and/or combining a
tower of n-point correlation functions. Compared to most methods proposed in the literature, this work presents
an optimal quadratic estimator to reconstruct the large scale mode. As explained in Sec. IV D, in principle this
13 In practice the quadratic bias model will break down at sufficiently high k, but a theoretical framework such as the response function
formalism (e.g. [61, 62]) may allow the use of higher kmax, with suitable modifications of the reconstruction procedure. We leave this
topic to future work.
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Figure 14. Modifications to the base PUMA forecasts, neglecting the foreground wedge. In the low-z bin, modes of δr with
K < Kmin are entirely responsible for the improvement in σ(fNL), with most other modifications having little effect. In the
high-z bin, the blue dotted curve demonstrates that the σ(fNL) improvement comes from a combination of low-K modes of δr
and cosmic variance cancellation at higher K. The improvement would get better if the thermal noise could be reduced (which
maps onto a higher n¯ in these forecasts).
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Figure 15. The ratio of σ(fNL) for the δg + δr and δg-only forecasts for the high-z PUMA bin, where n¯ is taken to infinity
and kmax is artificially increased, assuming that our quadratic bias model is valid to arbitrarily high k. The left and right
panels correspond to two representatives values of Kmin. We show forecasts after marginalizing over bias parameters (black
points) and without any marginalization (red points), along with the expected k
−3/2
max scaling (dashed lines, each normalized to
the highest-kmax point plotted). We find the unmarginalized curves quickly approach the ideal scaling, while the marginalized
forecasts show small deviations from this scaling. This shows that large increases in constraining power are possible in principle
for surveys with very high number density and a large allowed value of kmax.
reconstructed mode can be used for several (cosmological) applications, and here we only explored fNL as an application
of interest. When comparing this work with previous works, the main question is if the amount of information captured
in the statistics of the tracer field is fully exploited. While it will be hard to compare methods directly, here we propose
some heuristic arguments where we think our methods overlap and where they differ.
As mentioned in the introduction, some publications have aimed to simplify the search for primordial non-
Gaussianities by proposing more compressed versions of the full bispectrum [34–41]. Common to these works is the
fact that the information accessed is captured by the 2- and 3-point functions. In this work, besides the 3-point
function, the 4-point function is also used and is important in obtaining cosmic variance cancellation. In other words,
as shown in Fig. 15, significant improvements are possible when some conditions are met that would not be possible
when considering the compressed statistics proposed in these earlier works.
Even if cosmic variance cancellation is not achieved, we generally observe improvements between 20− 50%. These
numbers are similar to those projected in for example [37] for compressed statistics, but direct comparisons between
our method and others are generally difficult. In the method presented in this paper, the improvement can roughly be
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attributed to coming from access to larger scales through the reconstruction, or, when both the linear and reconstructed
mode are combined, cosmic variance cancellation. The projected improvement on the amplitude fNL from compressed
statistics is the result of adding the bispectrum information on top of the power spectrum. For a detailed comparison
we would need to carefully associate every mode with improved signal-to-noise side by side for the two different
methods. Although this would be interesting by itself, as it would help us understand to what extent these methods
are overlapping or how they complement one another, we will leave this to future work.
The paper which our work has most in common with is [40], which discusses the information content of a joint
analysis of the two point function and squeezed three- and four-point functions. This work has several commonalities
with our analysis. To perform forecasts, [40] uses the squeezed-limit position-dependent power spectrum as a field,
in an approach that is quite similar to our long wavelength mode reconstruction. The author also makes similar
arguments for how sample variance cancellation can significantly influence and improve constraints.
However, there are also many important differences to our approach. Most importantly, the specific squeezed-limit
power spectrum picture in [40] is discussed as a tool to enable better forecasting of joint 2, 3 and 4-point analyses of
local non-Gaussianity, rather than a practical data analysis method. In contrast, our method has been proposed as an
analysis method and estimator to rapidly jointly analyze 2, 3 and 4- point functions, that is not only computationally
tractable, but has been tested (to some extent) on simulations.
There are also significant differences in the details of the methodology. Our reconstruction quadratic estimator can
infer the long wavelength mode from mode-pairs that are not much smaller than the mode to be reconstructed; in
contrast, [40] always operates in the squeezed limit when analyzing the position-dependent power spectrum. While it
is expected that the majority of information about local non-Gaussianity in the 3 and 4-point functions is contained in
very squeezed shapes, it is not clear that non-squeezed shapes do not contribute to long-wavelength mode reconstruc-
tion and hence sample variance cancellation. On the other hand, we note that in our analysis method we combine
all quadratic estimator mode pairs into one long-wavelength mode estimate; in contrast, [40] shows that additional
sample variance cancellation can be obtained when treating each mode pair (or position-dependent power spectrum
bin) as a separate tracer. Although this suggests that further improvements to our method might be possible, the
results of [40] suggest that this would only give significant improvements for very high k and very low noise, beyond
the capabilities of next-generation surveys.
Finally, shortly before the completion of this work, in a follow-up to [9], [10] presented results relating to reconstruc-
tion of large-scale density modes using biased tracers, although without discussing the application to constraining
non-Gaussianity. While the core of this work is similar (using a quadratic estimator as proposed by [2]), here we
explicitly account for the mode-coupling from higher-order biasing (which is non-negligible) in our estimator and
compare theoretical estimates of the reconstruction noise, including bi- and trispectrum shot noise with additional
contributions from primordial non-Gaussianity, to simulations. [10] include observations on the light-cone in their
formalism, and also include the effect of redshift space distortions up to second order in the linear density, which we
neglect in this work (although see Sec. IV C 5 for a discussion of the impact of the Kaiser term).
VI. CONCLUSIONS
In this paper, we have further developed a method for reconstructing modes of the cosmic density field using
a quadratic estimator. This estimator extracts information about (typically) large-scale modes from correlations
between smaller-scale modes, similar to standard methods for CMB lensing reconstruction. We have improved upon
the estimator introduced in [2] by incorporating nonlinear biasing and local-type primordial non-Gaussianity, up to
second order in the linear density field. At this order, there are several distinct sources of couplings between small-
scale modes of the tracer density field, with amplitudes (i.e. bias coefficients) that are unknown a priori. We have
found that an estimator based on the mode-coupling due to isotropic growth of the perturbations results in the lowest
noise on reconstructed modes, and have enumerated the various multiplicative biases that will accompany the output
of this estimator. We have also applied this estimator (along with those based on large-scale bulk flows and tidal
interactions) to halos in N -body simulations, verifying that the results agree with analytical predictions.
In the course of this study, we have identified that it is crucial to include the shot noise contribution to the covariance
between directly-observed tracer modes and reconstructed modes when performing an analysis. The shot noise not
only adds a white noise contribution to the tracer power spectrum itself (in the case that the tracers Poisson-sample
the density field, which we assume here), but also adds noise to the reconstructed-mode power spectrum and the cross-
spectrum with the tracer modes. For sufficiently low tracer number density, this contribution can actually overwhelm
the reconstruction noise from the quadratic estimator, and the cross spectrum alters the correlation coefficient between
the tracer and reconstructed modes. We self-consistently include these features in our forecasts.
We have carried out forecasts that apply this formalism to several upcoming large-scale structure surveys: the
emission-line galaxy survey from DESI [80], the high-z dropout survey envisioned in the MegaMapper proposal
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[82, 83], and the 21 cm line-intensity survey from the PUMA proposal [85, 86], treated like a galaxy survey with
effective number density derived from PUMA’s thermal noise model. Examining the expected errorbars on the power
spectrum of the reconstructed modes for K < 0.02hMpc−1 , we find that these errorbars are several times larger
than the signal for DESI and a high-redshift bin of MegaMapper. The latter is limited by the low number density of
tracers, leading to a high shot noise contribution to the reconstruction noise, while the former’s high reconstruction
noise is sourced both by shot noise and a low number of modes used in the reconstruction (i.e. low kmax). In the other
forecasts, we find that high-S/N reconstructions of the large-scale density power spectrum can be obtained, with the
caveat that this spectrum comes with multiplicative biases with known shapes but unknown amplitudes.
We have also computed the expected improvement in constraints on the amplitude of local-type primordial non-
Gaussianity, fNL, arising from analyzing reconstructed modes along with directly-observed tracer modes. For DESI
and low-z bins of MegaMapper and PUMA, the improvement arises solely from being able to access reconstructed
modes with K < Kmin, where Kmin denotes the minimum wavenumber at which we assume tracer modes can be
measured (for systematics obscuring tracer modes with K < Kmin but not affecting the modes used for reconstruction).
On the other hand, for a high-z bin of MegaMapper, the improvement in fNL constraints arises solely from cosmic
variance cancellation between tracer and reconstructed modes at the same wavenumbers, similar to what can happen
with different tracer populations or tracer-lensing cross-correlations [50, 51, 53, 54]. For a high-z bin of PUMA,
the σ(fNL) improvement comes from a combination of cosmic variance cancellation and reconstructed modes alone.
Generally, cosmic variance cancellation depends on having a sufficiently high cross-correlation coefficient between
the tracer and reconstructed modes, but this depends on shot noise in a somewhat complicated way, due to the
aforementioned cross shot noise contribution.
The improvement in σ(fNL) also depends on the assumed value of Kmin, so we have plotted the expected constraints
as a function of Kmin. In general, reconstructed modes improve σ(fNL) by tens of percents: for example, at Kmin =
0.01hMpc−1 , σ(fNL) improves by a few percent for DESI, 15% and 40% for the low-z and high-z MegaMapper bins
we consider, and at least 20% for both z-bins of PUMA, depending on what is assumed for the 21 cm foreground
wedge. We have also shown that in the limit of zero shot noise, and if our quadratic bias model were valid to arbitrarily
high k, σ(fNL) scales like k
−3/2
max , reflective of the number of small-scale modes used for reconstruction.
There are several possible ways that this work could be extended. For example, we have neglected redshift-space
distortions, but they should clearly be incorporated in advance of applying this technique to data. One could also
consider applying reconstruction to photometric surveys, after an assessment of the impact of photometric redshift
errors on the results. It would be interesting to see how things change if one were to consider the bias model from [97],
based on shifted versions of bias operators designed to more fully incorporate large-scale displacements. Finally, one
could consider investigating nonlinear response functions [61, 62] as a way to increase the number of small-scale modes
that could be used in the quadratic estimator. Overall, we expect there to be many applications for reconstructed
modes beyond constraints on local-type non-Gaussianity, and we therefore advocate for this reconstruction procedure
as a useful tool to increase the scientific returns of upcoming large-scale structure surveys.
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Appendix A: Derivation of density reconstruction from the bispectrum
We will here consider how we can reconstruct an unknown field X given the knowledge of i) its bispectrum B with
two other fields Y , Z, and ii) a measurement of these two other fields. While we write our argument exploiting the
connection between bispectra and quadratic estimators in a form that is generally valid, for this paper we will assume
that X = δ1, the linear density field, and both Y,Z are the observed non-linear density field Y, Z = δg; given that we
can calculate the δ1δgδg bispectrum, we can easily write an estimator for δ1 given an observed δg. We will assume
statistical homogeneity and isotropy of the fields and the bispectrum, which is a good approximation for large-scale
structure surveys (although it may be broken for other applications).
We begin by defining the bispectrum of the unknown field with two observed fields:
〈X(k1)Y (k2)Z(k3)〉 = (2pi)3δD(k1 + k2 + k3)BXY Z(k1, k2, k3) . (A1)
We will now write an ansatz for recovering the unknown field X from a quadratic estimator involving Y, Z:
Xˆ(K) =
∫
q
g(q,K − q)Y (q)Z(K − q) , (A2)
where we have introduced a function g which weights these pairs of modes. As we will see, the arguments of Y,Z
assumed here are a consequence of the delta function momentum constraint in the bispectrum.
We now derive this function g. The function must obviously give an unbiased estimator. In a situation where one
may not wish to average over Y, Z at fixed X (e.g. because they are the same fields), we will define unbiasedness by
the condition that
〈X(K ′)Xˆ(K)〉 = (2pi)3δD(K ′ +K)PXX(K) . (A3)
For the estimator, this implies that since
〈X(K ′)Xˆ(K)〉 =
∫
q
g(q,K − q)〈X(K ′)Y (q)Z(K − q)〉
= (2pi)3δD(K
′ +K)
∫
q
g(q,K − q)BXY Z(K, q, |K − q|) , (A4)
we have a normalization condition on g
I[g] ≡
∫
q
g(q,K − q)BXY Z(K, q, |K − q|)
PXX(K)
= 1 . (A5)
We would also like the estimator Xˆ to have as little variance per mode as possible. We will assume that, for the
purposes of variance calculation, the fields can be approximated as Gaussian and statistically isotropic. Under these
assumptions, the variance V [f ](K) is given by:〈
Xˆ(K)Xˆ(K ′)
〉
= (2pi)3 V [g](K) δD(K +K
′) (A6)
=
∫
q,q′
g(q,K − q)g(q′,K ′ − q) 〈Y (q)Z(K − q)Y (q′)Z(K ′ − q′)〉
=
∫
q,q′
g(q,K − q)g(q′,K ′ − q′)[〈Y (q)Y (q′)〉 〈Z(K − q)Z(K ′ − q′)〉
+ 〈Y (q)Z(K ′ − q′)〉 〈Z(K − q)Y (q′)〉]
=
∫
q,q′
g(q,K − q)g(q′,K ′ − q′)[(2pi)3PY Y (q)δD(q + q′)(2pi)3PZZ(|K − q|)δD(K +K ′ − q − q′)
+(2pi)3PY Z(q)δD(q +K
′ − q′)(2pi)3PY Z(|K − q|)δD(K − q + q′)] (A7)
= (2pi)3δD(K +K
′)
∫
q
[g(q,K − q)(−q,−K + q)PY Y (q)PZZ(|K − q|)
+ g(q,K − q)g(q −K,−q)PY Z(q)PY Z(|K − q|)] , (A8)
where we have used Wick’s Theorem. In the following we will specialize to the case of Y = Z (which is the relevant case
for our application) and can thus consider g to be symmetric under exchange of its arguments. With the requirement
for the reconstructed field to be real, this implies the following expression for the variance as a functional of g:
V [g](K) = 2
∫
q
g2(q,K − q)PY Y (q)PY Y (|K − q|) . (A9)
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We can thus solve for g by minimizing the variance V [g](K) subject to the constraint I[g] = 1. We can do this by
introducing a Lagrange multiplier Nαα and minimizing
V [g]−Nαα × I[g] , (A10)
with respect to g. Minimizing this expression, we obtain
g(q,K − q) = Nαα(K) 1
4PY Y (q)PY Y (|K − q|)
BXY Y (K, q, |K − q|)
PXX(K)
, (A11)
where from the constraint equation I = 1 we find
Nαα(K) =
[∫
q
1
4PY Y (q)PY Y (|K − q|)
(
BXY Y (K, q, |K − q|)
PXX(K)
)2]−1
. (A12)
Applying this to our choice of fields, i.e., evaluating the 〈δ1δgδg〉 bispectrum, we note that we recover a function g
which gives the same expression for the quadratic estimator as used in the main part of our paper. With Eq. (14) we
have for the bispectrum of a linear mode X = δ1 and two galaxy modes (ignoring biases) Y = Z = δg
Bδ1,δg,δg(k1, k2, k3) = 2 [Fα(k1,k3)Plin(k1)Plin(k3) + Fα(k1,k2)Plin(k1)Plin(k2)] . (A13)
Plugging this into Eq. (A12) we get
g(q,K − q) = Nαα(K)Fα(K,−q)Plin(q) + Fα(K,−K + q)Plin(|K − q|)
2Ptot(q)Ptot(|K − q|) , (A14)
which agrees with Eq. (14) in the main text.
Appendix B: Noise expressions for quadratic estimator
In this appendix, we derive expressions for the noise power spectrum corresponding to the auto-correlation of the
reconstructed field ∆ˆα(K) and its cross-correlation with the original input tracer field δg(K). We will see that the
noise comes from a combination of shot noise, due to discrete sampling of the underlying matter field, and cosmic
variance.
1. Noise for the auto correlation of the reconstructed field
In this appendix, we calculate the covariance of our quadratic estimators, which is defined as〈
∆ˆα(K)∆ˆβ(K
′)
〉− 〈∆ˆα(K)〉〈∆ˆβ(K′)〉 =∫
q
∫
q′
gα(q,K − q)gβ(q′,K′ − q′)
(〈
δg(q)δg(K − q)δg(q′)δg(K′ − q′)
〉− 〈δg(q)δg(K − q)〉〈δg(q′)δg(K′ − q′)〉) .
(B1)
To compute this expression we have to first derive the four point function for the input tracer field. It is possible
to derive the shot noise formulae directly in Fourier space, with a discretized version of the tracer field. Alternative
derivations of bispectrum shot noise can be found in [98] following [99]. We cross-checked our results with [33, 100].
Let us start by rederiving the stochasticity contributions to the power spectrum, bispectrum and trispectrum. Let
us consider a finite number N of point-like tracers, such as galaxies, at positions xi in a finite volume V .
14 Their
Fourier space density field is then given as a sum of plane waves
δg(k) =
1
n¯
∑
i
exp [ikxi] , (B2)
14 It is useful to recall that all wave vectors in a finite volume are integer multiples of the fundamental wavenumber. The Dirac delta
distribution thus becomes a Kronecker delta (2pi)2δD(k1 + k2)→ V δK(k1,k2).
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where n¯ = N/V . The power spectrum of the discrete tracers in the finite volume can then be computed as
Pg(k) =
1
V
〈δg(k)δg(−k)〉
=
V
N2
∑
i=j
〈exp [ik(xi − xj)]〉+ V
N2
∑
i 6=j
〈exp [ik(xi − xj)]〉
=
1
n¯
+ Pg,cont(k) .
(B3)
Here, the constant 1/n¯ is denoted the shot noise term and we have identified the non-zero lag expectation value
with the continuous part of the discrete tracer power spectrum Pg,cont(k). In the local bias model at linear order
we have Pg,cont(k) = b
2
1Plin(k), which becomes Pg,cont(k) = [b10 + b01/M(k)]
2Plin(k) in the presence of primordial
non-Gaussianities of the local kind. Let us now consider the bispectrum. Following the same steps that led to the
power spectrum above, we have to consider the case where all three positions coincide, the case where two positions
coincide but are different from the third, and finally the case where all three positions are distinct:
Bg(k1,k2) =
1
V
〈δg(k1)δg(k2)δg(−k1 − k2)〉
=
V 2
N3
∑
i=j=l
〈exp [ik1(xi − xl) + ik2(xj − xl)]〉
+
V 2
N3
∑
i=l 6=j
〈exp [ik1(xi − xl) + ik2(xj − xl)]〉+ 2 perm.
+
V 2
N3
∑
i 6=j,j 6=l,i6=l
〈exp [ik1(xi − xl) + ik2(xj − xl)]〉
=
1
n¯2
+
1
n¯
[Pg,cont(k1) + 2 perm.] +Bg,cont(k1,k2) .
(B4)
Again, the non-zero lag correlators are identified with the continuous power spectrum and bispectrum of the tracer
field. We see that two different stochasticity corrections arise: a 1/n¯2 constant shot noise term and a product of
the shot noise and the continuous power spectrum. As above for the power spectrum, in the presence of primoridal
non-Gaussianity, both of these continuous statistics contain the respective non-Gaussian bias corrections. Note that
there is now a coupling between stochasticity and clustering which is enhanced with respect to the pure noise term
on large scales.
Let us connect this result to the noise terms introduced in Eq. (20), where the relevant contributions are given by
δg ⊃ + δδ + ϕϕ . (B5)
The three-point correlator of the noise fields  can be associated with the white-noise term in Eq. (B4)
〈(k1)(k2)(k3)〉 = (2pi)3δD(k1 + k2 + k3) 1
n¯2
. (B6)
The contributions from δδ and ϕϕ arise by correlating with the linear δ and ϕ fields and the linear noise term 
〈(k1)([δ ? δ] + [ϕ ? ϕ])(k2)(b10δ + b01ϕ)(k3)〉 =
∫
q
[
〈(k1)δ(q)〉
(
b10 〈δ(k2 − q)δ(k3)〉+ b01 〈ϕ(k2 − q)δ(k3)〉
)
+ 〈(k1)ϕ(q)〉
(
b10 〈ϕ(k2 − q)δ(k3)〉+ b01 〈ϕ(k2 − q)ϕ(k3)〉
)]
.
(B7)
Using [72, 101] we have for the noise correlators
〈δ〉 = (2pi)3δD(k + k′)b10
n¯
, 〈ϕ〉 = b01
b10
〈δ〉 = (2pi)3δD(k + k′)b01
n¯
. (B8)
We finally obtain for the mixed contribution to the three-point correlator
〈(δδ + ϕϕ)(b10δ + b01ϕ)〉 =(2pi)3δD(k1 + k2 + k3)Plin(k3)
n¯
[
b10
(
b10 +
b01
M(k3)
)
+
b01
M(k3)
(
b10 +
b01
M(k3)
)]
.
(B9)
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In summary, we have
Bg(k1, k2, k3) =
1
n¯2
+
1
n¯
[(
b10 +
b01
M(k1)
)2
Plin(k1) + 2 perm.
]
+Bg,cont(k1, k2, k3) . (B10)
This is equivalent to Eq. (B4), as long as the galaxy power spectrum Pg,cont in that equation is taken to be the one
with the scale dependent non-Gaussian bias b10 + b01/M(k).
For the connected trispectrum, we have four positions, which allow for five different configurations: all positions
equal, three positions equal but different from the fourth one, two pairs of positions equal but different from the other
pair, one pair of positions equal but different from all other positions and finally, all four positions distinct. The
trispectrum can then be written as
Tg,conn(k1,k2,k3) =
1
V
〈δg(k1)δg(k2)δg(k3)δg(−k1 − k2 − k3)〉
=
V 3
N3
1
N
∑
i,j,s,t
〈exp [ik1(xi − xt) + ik2(xj − xt) + ik3(xs − xt)]〉
=
V 3
N3
1
N
∑
i=j=s=t
〈exp [ik1(xi − xt) + ik2(xj − xt) + ik3(xs − xt)]〉
+
V 2
N2
V
N2
∑
i=j=s6=t
〈exp [−ik4(xi − xt)]〉+ 3 perm.
+
V 2
N2
V
N2
∑
i=j 6=s=t
〈exp [i(k1 + k2)(xi − xt)]〉+ 2 perm.
+
V
N
V 2
N3
∑
i=j 6=s 6=t,j 6=t
〈exp [i(k1 + k2)(xi − xt) + ik3(xs − xt)]〉+ 5 perm.
+
V 3
N4
∑
i 6=j 6=s 6=t,i6=t,i6=s,j 6=t
〈exp [ik1(xi − xt) + ik2(xj − xt) + ik3(xs − xt)]〉
=
1
n¯3
+
1
n¯2
[Pg,cont(k4) + 3 perm.] +
1
n¯2
[Pg,cont(k1 + k2) + 2 perm.]
+
1
n¯
[Bg,cont(k1 + k2,k3) + 5 perm.] + Tg,cont(k1,k2,k3).
(B11)
Furthermore, there is a disconnected cosmic variance contribution for counter-aligned pairs of momenta
Tg,disconn(k1,−k1,k3) = 1
V
〈δg(k1)δg(−k1)δg(k3)δg(−k3)〉
=
V 3
N3
1
N
∑
i,j,s,t
〈exp [ik1(xi − xj) + ik3(xs − xt)]〉
=V
V
N2
∑
i,j
〈exp [ik1(xi − xj)]〉 V
N2
∑
s,t
〈exp [ik3(xs − xt)]〉 .
(B12)
In the continuous case this disconnected contribution to the four-point function becomes
〈δg(k1)δg(k2)δg(k3)δg(k4)〉 ⊃ (2pi)6δD (k1 + k2) δD (k3 + k4)
[
Pg,cont(k1) +
1
n¯
] [
Pg,cont(k3) +
1
n¯
]
+ 2 perm. (B13)
This will give the Gaussian contribution to the covariance of the estimator.
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Thus, the total covariance for the auto-spectrum of the reconstructed field is
〈
∆ˆα(K)∆ˆβ(K
′)
〉− 〈∆ˆα(K)〉〈∆ˆβ(K′)〉 =∫
q
∫
q′
gα(q,K − q)gβ(q′,K′ − q′)
×
[〈
δg(q)δg(K − q)δg(q′)δg(K′ − q′)
〉
− 〈δg(q)δg(K − q)〉〈δg(q′)δg(K′ − q′)〉]
=(2pi)3δD(K +K
′)
[
Nαα(K)Nββ(K)
Nαβ(K)
+Nαβ,shot(K)
]
, (B14)
where
NTαβ,shot(K) ≡
∫
q
∫
q′
gα(q,K − q)gβ(q′,−K − q′)Tg,conn(q,K − q, q′,−K − q′)
=
∫
q
∫
q′
gα(q,K − q)gβ(q′,−K − q′)
×
{
1
n¯3
+
1
n¯2
[
Pg,cont(q) + Pg,cont(K − q) + Pg,cont(q′) + Pg,cont(K + q′)
]
+
1
n¯2
[
Pg,cont(K) + Pg,cont(q −K − q′) + Pg,cont(q + q′)
]
+
1
n¯
[
Bg,cont(K, q
′,−K − q′) +Bg,cont(q + q′,K − q,−K − q′)
+Bg,cont(q −K − q′,K − q, q′) +Bg,cont(K − q + q′, q,−K − q′)
+Bg,cont(K − q −K − q′, q, q′) +Bg,cont(q′ −K − q′, q,K − q)
]}
. (B15)
For our forecasts, we use the “growth” estimator, and therefore the conversion to the notation of the main text is
Prr,shot(K) = N
T
GG,shot(K) . (B16)
Note an important feature of Eq. (B15): the shot noise contribution to the quadratic estimator’s noise power spectrum
depends on the tracer power spectrum and bispectrum at the same scale K as the mode being reconstructed. This
is to be contrasted with the Gaussian estimator noise in Eq. (15), which is mainly determined by the tracer power
spectrum at the smallest scale kmax used in the estimator. Since the tracer power spectrum and bispectrum both
increase at smaller wavenumbers (down to the matter-radiation equality scale), Eq. (B15)’s sensitivity to large scales
can cause it to dominate over the Gaussian estimator noise if n¯ is sufficiently low. In our forecasts in the main text,
this condition is met for DESI (Fig. 9) and MegaMapper (Fig. 11).
We can simplify the above expression by noticing that changes of variables can make some terms of the integrand
equivalent. For example, we can simplify the final 3 lines of Eq. (B15) into∫
q
∫
q′
gα(q,K − q)gβ(q′,−K − q′) 1
n¯
(
Bg,cont(K, q
′,−K − q′) + 4Bg,cont(−q − q′, q, q′) +Bg,cont(−K, q,K − q)
)
.
(B17)
In our calculations, we take the tree-level expression for the bispectrum, obtainable from Eq. (36) as (see also [71, 74])
Bg,cont(k1,k2,k3) = 2
(
b10 + fNL
c01
M(k1)
)(
b10 + fNL
c01
M(k2)
)∑
α
cαFα(k1,k2)Plin(k1)Plin(k2) + 2 perms. (B18)
2. Noise for the cross correlation of the reconstructed field with the tracer field
The noise calculation for the cross-correlation of the reconstructed field with the tracer field is very similar to
the one above. The variance of the cross-correlation of the reconstructed field with the tracer field depends on the
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bispectrum of the tracer field derived above in Eq. (B4) (see also [98]):〈
∆ˆα(K)δg(K
′)
〉
−
〈
∆ˆα(K)
〉〈
δg(K
′)
〉
=
〈
∆ˆα(K)δg(K
′)
〉
=
∫
q
gα(q,K − q)
〈
δg(q)δg(K − q)δg(K′)
〉
= (2pi)3δD(K+K
′)
∫
q
gα(q,K−q)
[
Bg,cont(q,K−q,−K)+ 1
n¯
(
Pg,cont(q)+Pg,cont(K−q)+Pg,cont(−K)
)
+
1
n¯2
]
.
(B19)
Then, the shot noise power is given by
NBα,shot(K) ≡
1
n¯
∫
q
gα(q,K − q)
[
Pg,cont(q) + Pg,cont(K − q) + Pg,cont(−K) + 1
n¯
]
. (B20)
For the growth estimator we use in our forecasts we thus have
Pgr,shot(K) = N
B
G,shot(K) . (B21)
Appendix C: Bias-hardening
In Sec. II A, we saw that a quadratic estimator designed to have unit response to a specific form of mode-coupling
will generically acquire a mean-field contamination from other forms of mode coupling that are not incorporated in
the estimator’s weights (see Eq. 17). Our main approach in this paper is to include that contamination in our model
for the estimator’s output, marginalizing over the associated free (bias) parameters where necessary. Alternatively,
one can attempt to define an estimator that is orthogonal to those extra mode-couplings; such a “bias-hardening”
procedure has been applied to weak lensing of the CMB (e.g. [68, 69]) and line intensity maps [2]. In this appendix,
we explore this approach and explain why we did not find it to be useful for this study.
1. General derivation
First, we derive a form of bias-hardening that is a light generalization of the standard form (e.g. [68]). Recall that
a quadratic estimator with weights gα is given by
∆ˆα(K) =
∫
q
gα(q,K − q)δg(q)δg(K − q) , (C1)
with expectation value 〈
∆ˆα(K)
〉
δ1(K) fixed
=
∑
β
[
cβ
∫
q
gα(q,K − q)fβ(q,K − q)
]
b1δ1(K) . (C2)
The estimator will be unbiased with respect to the α mode-coupling if∫
q
gα(q,K − q)fα(q,K − q) = 1 . (C3)
The β 6= α terms in the sum in Eq. (C2) could be subtracted if we knew the values of the cβ coefficients ahead of
time, but this will generally not be true. Instead, we can attempt to set the weights gα such that∫
q
gα(q,K − q)fβ(q,K − q) = 0 , (C4)
for all β 6= α.
We begin by assuming that there is only one additional mode-coupling β that we are concerned with, and requiring
that the estimator’s response to it is not necessarily zero, but a chosen constant c instead:∫
q
gα(q,K − q)fβ(q,K − q) = c , (C5)
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while also imposing Eq. (C3) and minimizing the Gaussian contribution to the variance of ∆ˆα(K), given by
VarG
[
∆ˆα(K)
]
= 2
∫
q
gα(q,K − q)g∗α(q,K − q)Ptot(q)Ptot(|K − q|) . (C6)
We find gα that satisfies these conditions by the method of Lagrange multipliers, starting with the following function:
L[gα, λ, λ∗] = 2
∫
q
gα(q,K − q)g∗α(q,K − q)Ptot(q)Ptot(K − q)
− λ
[∫
q
gα(q,K − q)fα(q,K − q)− 1
]
− λ∗
[∫
q
gα(q,K − q)fβ∗(q,K − q)− c
]
. (C7)
If we wanted to control the effect of other mode-couplings in Eq. (C2), we would simply add other terms with similar
constraints to this equation. We demand that the functional derivative of L with respect to gα(q
′,K − q′) vanishes:
0
!
=
δL[gα, λ, λ∗]
δgα(q′,K − q′) = 2
∫
q
[δD(q − q′)g∗α(q,K − q) + gα(q,K − q)δD(q − q′)]Ptot(q)Ptot(K − q)
− λ
∫
q
δD(q − q′)fα(q,K − q)− λ∗
∫
q
δD(q − q′)fβ(q,K − q)
= 4gα(q
′,K − q′)Ptot(q′)Ptot(K − q′)− λfα(q′,K − q′)− λ∗fβ(q′,K − q′) , (C8)
where in the last line, we took gα to be real. This implies that (relabelling q
′ → q)
gα(q,K − q) = λfα(q,K − q) + λ∗fβ(q,K − q)
4Ptot(q)Ptot(K − q) , (C9)
and plugging this into Eq. (C3) gives
λ = 2Nαα − λ∗Nαα
Nαβ
, (C10)
using the definition of Nαβ from Eq. (15). (Note that we obtain the original filter if λ∗ = 0.) Inserting Eqs. (C9)
and (C10) into (C5), we get15
λ∗ = 2
1
1− r2αβ
Nββ(K)
[
c(K)− Nαα(K)
Nαβ(K)
]
, (C11)
where
r2αβ ≡
NααNββ
N2αβ
. (C12)
Thus, the final form of the weight function is
gα(q,K − q) = Nαα(K)fα(q,K − q)
2Ptot(q)Ptot(K − q)
+
fβ∗(q,K − q)Nββ(K)− Nαα(K)Nββ(K)Nαβ(K) fα(q,K − q)
2Ptot(q)Ptot(K − q)
1
1− r2αβ
[
c(K)− Nαα(K)
Nαβ∗(K)
]
. (C13)
This is the standard filter for mode-coupling α, plus some additional terms related to the response to mode-coupling β.
For the case c = NααN
−1
αβ , one obtains the standard estimator and contamination term.
15 To generalise to several mode-couplings, the coefficients λi∗ are obtained from λ∗ = −2A−1c, where A has elements Aij = (N−1βiβj −
NααN
−1
αβj
N−1αβi ) and c has elements NααN
−1
αβi
.
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Figure 16. Cross-correlation coefficients between G, S, and T estimators, as given by Eq. (C12), for our DESI-like survey
forecast (the other surveys give similar results) We see that all three estimators are highly correlated, implying, through
Eq. (C14), that applying bias-hardening will strongly increase the noise of the resulting estimator.
2. Application to long-mode reconstruction
To relate the bias-hardened estimator derived above to the specific application we consider in this paper, let us
examine the variance of the estimator:
Var
[
∆ˆHα (K)
]
= Nαα(K) +Nββ(K)
[
c(K)− Nαα(K)Nαβ(K)
]2
1− r2αβ(K)
. (C14)
If |c(K)| < |Nαα(K)Nαβ∗(K)−1|, then the increase in the estimator’s variance scales with (1− r2αβ)−1, where rαβ is
the correlation coefficient between the un-hardened estimator ∆ˆα and the analogous estimator for the other mode-
coupling, ∆ˆβ . In Fig. 16, we show rαβ(K) for the growth, shift, and tidal mode-couplings introduced in Sec. II A.
It is clear that the corresponding estimators are highly correlated, so that any bias-hardened estimator will have a
much larger variance than without bias-hardening. In our numerical tests (with c = 0), when one of these three
estimators was bias-hardened with respect to the other two, we found that the variance increased enough to eliminate
any advantages of removing the mean-field contamination, and therefore we did not implement any bias-hardening in
our final forecasts.
In the course of this investigation, we derived a compact form for a bias-hardened quadratic estimator in the case of
three mode-couplings, and we reproduce this derivation here in case it may be useful in other contexts. Considering
only G, S, and T, the expectation values of the corresponding quadratic estimators (see Eq. 17) can be written in
matrix form:  〈∆ˆG〉〈∆ˆS〉
〈∆ˆT〉
 = b1
 1 NGGN−1GS NGGN−1GTNSSN−1SG 1 NSSN−1TS
NTTN
−1
TG NTTN
−1
TS 1
 cGcS
cT
 δ1 . (C15)
We can derive bias-hardened estimators (in the c(K) = 0 case) by inverting this system, solving for each b1cαδ1.
After some lengthy algebra, the results can be written in terms of the original variances plus certain combinations of
the original cross-correlation coefficients:
Var
[
∆ˆHG
]
= NGG × 1− r
2
ST
detM
,
Var
[
∆ˆHS
]
= NSS × 1− r
2
GT
detM
,
Var
[
∆ˆHT
]
= NTT × 1− r
2
GS
detM
, (C16)
where M denotes the matrix in Eq. (C15), and
detM = 1− r2GS − r2GT − r2ST + 2rGSrGTrST . (C17)
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There can be nontrivial cancellations within the above determinant, and in our case, these lead to large increases in
the variances of the bias-hardened estimators.
Finally, we mention a few other possible solutions to the problem of mean-field contamination. Instead of fixing
the contamination to some value, as in Eq. (C5), one could require it to be smaller than some fixed value, or one
could minimise some total function that depends on the contamination and the (Gaussian) variance. For example it
is possible to define a “bouncing estimator” by solving the following minimization problem:
L[gα, λ,K] = 2
∫
q
|gα(q,K − q)|2Ptot(q)Ptot(K − q) +A
[∫
q
gα(q,K − q)fβ(q,K − q)
]2
− λ
[∫
q
gα(q,K − q)fα(q,K − q)− 1
]
. (C18)
The intuition behind this is that we want to minimize the variance of the α estimator, trying also to take into account
the contamination from the other mode-coupling. The square is to ensure that the modulus of the contamination
is minimized in the combination that makes L the smallest. If we go to the standard minimum variance solution,
the solution here will “bounce” from it, because it would increase L, if we take into account the square of the
contamination. We also want to decrease the contamination, but without it taking a large negative value. The last
term enforces the standard unbiasedness condition.
We reiterate, however, that for some applications, such as the fNL constraints we consider in this paper, a mean-
field contamination can actually be advantageous. We leave the problem of finding a fully optimal estimator for
long-wavelength reconstruction to future work.
Appendix D: Contamination of quadratic estimator by fNL terms: analytical expressions
The overdensity of a biased tracer has second order contributions in the linear field coming from the presence of
primordial non-Gaussianity. In this appendix, we show that when reconstructing the new field on large scales, we
get an fNL term proportional to
1
M(K) . We will show this for the low-|K| limit, which is the relevant regime for the
reconstructed modes we are concerned with.
1. Expansion of basic quantities
We need to expand a few quantities first. Expanding the linear power spectrum around q gives
lim
|K|→0
Plin(|K − q|) = Plin(|q|)−∇qPlin ·K +O(|K|2)
= Plin(|q|)− ∂Plin
∂|q| ∇q|q| ·K +O(|K|
2) = Plin(q)
(
1− |K|µ|q|
∂lnPlin
∂ln|q|
)
+O(|K|2)
≡ Plin(q) (1 + ∆P ) +O(|K|2) ,
(D1)
where the last expression is useful because we can see the expansion in powers of |K||q| , and where µ is the cosine of
the angle between K and q. In the same way, we can also expand for
lim
|K|→0
PNL(|K − q|) = PNL(q)
(
1− |K|µ|q|
∂lnPNL
∂ln|q|
)
+O(|K|2) ≡ PNL(q) (1 + ∆NL) +O(|K|2) , (D2)
and
lim
|K|→0
M |K − q|) = M(q)
(
1− |K|µ|q|
∂lnM
∂ln|q|
)
+O(|K|2) ≡M(q) (1 + ∆M ) . (D3)
We can also write
lim
|K|→0
|K − q| = lim
|K|→0
√
|K|2 + |q|2 − 2|K||q|µ ≈ |q|
(
1− |K||q| µ
)
, (D4)
and the expression for the cosine of the angle between K and K − q as
µ′ = lim
|K|→0
≈ −µ+ (1− µ2) |K||q| +
|K|2
|q|2 µ ≈ −µ+ (1− µ
2)
|K|
|q| . (D5)
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2. Expansion of mode coupling expressions
As |K| → 0 for the next calculations we will assume |K||q|  1 so that we keep terms linear in this variable. If the
linear terms completely cancel, we include terms at the next order.
Recall the definition of fβ(q,K − q) from Eq. (9):
fβ(q,K − q) = 2
[
Fα
(
K,−q)Plin(|q|) + Fα(K,−K + q)Plin(|K − q|)] . (D6)
Starting from Eq. (D6), we have that for the ϕϕ term
fϕϕ(q,K − q) = 2
M(K)
[
M(K − q)
M(−q) Plin(q) + q →K − q
]
=
2Plin(q)
M(K)
[
M(q)(1 + ∆M (q))
M(q)
+
M(q)
M(q)(1 + ∆M (q))
(1 + ∆P (q))
]
≈ 2Plin(q)
M(K)
[2 + ∆P (q)] ,
(D7)
and for the b01 term
f01(q,K − q) = 2
M(K)
1
2
[
(K · (−q))( 1| − q|2 +
M(K)
|K|2M(−q) )Plin(−q) + q →K − q
]
=
1
2
2Plin(q)
M(K)
[
K · (−q)
(
1
|q|2 +
M(K)
|K|2M(q)
)
+K · (−1)(K − q)( 1|q|2 (1 + |K||q| µ) + M(K)K2M(q) (1−∆M (q)))
× (1 + ∆P (q))]
≈ 1
2
2Plin(q)
M(K)
[
−|K|
2
|q|2 −
|K|3
|q|3 µ−
M(K)
M(q)
(1 + ∆P (q)−∆M (q)) + |K|
2
|q|2 µ
2 +
qµM(K)
|K|M(q) (∆P (q)−∆M (q))
]
≈ 1
2
2Plin(q)
M(q)
[
−1−∆P (q)−∆M (q)− (1− µ2) |K|
2
|q|2
]
,
(D8)
where we remember that M(q) ∝ |q|−2. For the b11 term,
f11(q,K − q) = 2
M(K)
1
2
[(
1 +
M(K)
M(−q)
)
Plin(−q) + q →K − q
]
=
Plin(q)
M(K)
[
1 +
M(K)
M(q)
+ 1 +
M(K)
M(q)
(1−∆M (q))(1 + ∆P (q))
]
≈ Plin(q)
M(K)
[
2 +
M(K)
M(q)
(1 + ∆P (q)−∆M (q))
]
,
(D9)
and finally for the b02 term
f02(q,K − q) = 2
M(K)
[
Plin(−q)
M(−q) + q →K − q
]
=
2Plin(q)
M(K)
[
1
M(q)
+
1
M(q)
(1−∆M (q) + ∆P (q))
]
≈ 2Plin(q)
M(K)
1
M(q)
[
2−∆M (q) + ∆P (q)
]
.
(D10)
We wrote all of them in such a way that, when possible, we can factor out a 1M(K) . Finally the growth term can
be written as
fG(q,K − q) = 2
[
17
21
P (q) +
17
21
Plin(K − q)
]
= 2
17
21
P (q)
[
2 + ∆P (q)
]
. (D11)
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3. Writing the large scale contamination terms
Recall that the terms that contaminate the expectation value of the quadratic estimator are of the form cα
NGG
NGα
(see Eq. 17). Therefore, for the large scale limit, we need to consider
lim
|K|→0
N−1Gα(K) = lim|K|→0
2pi
(2pi)3
∫ 1
−1
dµ
∫ qmax
qmin
dqq2
fα(q,K − q)
2Ptot(q)Ptot(K − q)fg(q,K − q)
= lim
|K|→0
1
b41
2pi
(2pi)3
∫ 1
−1
dµ
∫ qmax
qmin
dqq2
fα(q,K − q)
2P 2NL(q)
2
17
21
Plin(q) [2 + ∆P(q)] (1−∆PN) ,
(D12)
where we assume no shot noise in the total galaxy power spectrum. Dropping any non-zero power of |K||q| , for small
K (with respect to reconstruction modes q), we obtain
NGG(K) ≈
[
1
b41
2pi
(2pi)3
(
2
17
21
)2
4
∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
[1 + ∆P(q)−∆PN(q)]
]−1
≈
[
1
b41
4pi
(2pi)3
8
(
17
21
)2 ∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
]−1
,
(D13)
and we can see that if we approximate Plin ≈ PNL for the small scales of reconstruction, then the Gaussian recon-
struction noise is roughly proportional to the volume shell between qmin and qmax. Thus, we can take the noise as
roughly proportional to q3max, although in practice this relation is not exactly correct.
At this point, we can start listing the NGα terms where α is a mode-coupling involving fNL. We begin with α = ϕϕ:
N−1Gϕϕ(K) ≈
1
b41
1
2pi2
(
136
21
)
1
M(K)
∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
, (D14)
such that multiplying by Eq. (D13), we have a scaling for the α = ϕϕ term in the bias of the reconstructed field:
NGG(K)N
−1
Gϕϕ(K) ≈
(
21
17
)
1
M(K)
. (D15)
Similarly we can calculate an approximate expression for the α = 01 term:
N−1G01(K) ≈ (−1)
1
b41
1
2pi2
1
2
68
21
∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
1
M(q)
. (D16)
Multiplying this by the approximate NGG expression, we obtain
NGG(K)N
−1
G01(K) ∝ −
42
17
, (D17)
implying that on large scales for the α = 01 term we do not have a 1K2 behaviour, but a negative constant bias.
Turning to the α = 02 and 11 terms, we find
N−1G02(K) ≈
1
b4
1
2pi2
(
136
21
)
1
M(K)
∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
1
M(q)
, (D18)
and
N−1G11(K) ≈
1
b4
1
2pi2
(
68
21
)
1
M(K)
∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
(
1 +
M(K)
2M(q)
)
. (D19)
In both cases we end up with a 1/K2 behavior:
NGG(K)N
−1
G02(K) = 21/17
1
M(K)
(∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
1
M(q)
/
∫ qmax
qmin
dqq2
P 2lin(q)
P 2NL(q)
)
, (D20)
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Figure 17. We plot the contamination curves from numerical and analytic approximation. It can be seen that for the
ϕϕ, b11 and b02 terms we have a
1
K2
behaviour. For the analytical calculation of the b02 term we use an approximation(∫ qmax
qmin
dqq2
P2lin(q)
P2NL(q)
1
M(q)
/
∫ qmax
qmin
dqq2
P2lin(q)
P2NL(q)
)
≈ 1
2M(qmin)
. We also show the absolute value of the numerical b01 curve, with an
approximate constant value on large scales.
NGG(K)N
−1
G11(K) =
1
2
21
17
1
M(K)
. (D21)
To summarise, we have found an induced contamination on the G estimator of the following form:∑
α∈{ϕϕ,01,11,02}
∫
q
cαgG(q,K − q)fα(q,K − q) = 1
M(|K|)
[
fNLA(K) + f
2
NLB(K)
]
, (D22)
where A,B are some functions that can be calculated from the definitions or numerically. In Fig. 17, we show that
the analytical approximations are in excellent agreement with the full numerical computations for the contamination
curves.
Appendix E: Foregrounds for 21 cm intensity mapping
1. Implementation in forecasts
As discussed in Sec. IV C, the presence of foregrounds in 21 cm intensity mapping limits the modes of δg that can
be directly observed. Specifically, foregrounds impose a minimum k‖ value for these modes, and also obscure modes
within a wedge-shaped region in the k‖ − k⊥ plane. The modes within this wedge satisfy (e.g. [85])
k‖ < β(z)k⊥ , (E1)
where
β(z) ≡ χ(z)H(z)
c(1 + z)
sin(θw) , (E2)
χ(z) is the comoving distance to redshift z, and θw is the maximum angle from the beam center at which the power of a
spectrally-smooth source will leak into other regions of Fourier space. The angle θw is typically related to the width of
the primary beam; following [85], we take it to be 3 times the primary beam width of PUMA, or θw ≈ 3×1.22λ(z)/Deff ,
where λ(z) = 21(1 + z) cm and Deff ≈ 5 m is the effective dish diameter (η1/2a × 6 m with aperture efficiency factor
ηa = 0.7). Using the mean redshifts of the low-z and high-z bins we use in our forecasts, this yields β ≈ 0.38 and 1.3
for each bin respectively.
The wedge will restrict the small-scale modes that can be used for reconstructing the longer modes via the quadratic
estimator in Eq. (16), and we can account for this by restricting the reconstruction noise integral in Eq. (15) to modes
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Figure 18. The fraction of small-scale modes lying outside the foreground wedge, for the low-z (solid) and high-z (dashed)
PUMA redshift bins we use in our forecasts. To a good approximation, the reconstruction noise integrals Nαβ will simply be
scaled by the inverse of these fractions in the presence of the wedge.
outside the wedge. This means that, when reconstructing a mode with wavevector K, the integration variable q must
satisfy
|q‖| > βq⊥ , |K‖ − q‖| > β (K − q)⊥ . (E3)
Rather than implementing these restrictions directly in the integral for Nαβ , which would cause the result to depend
on the full vector K instead of just the norm K, we use an approximation based on the fact that in the q  K limit,
Nαβ scales like the inverse of the number of modes that contribute to the reconstruction.
16 Thus, the effect of the
wedge is mostly to rescale Nαβ by the inverse of the fraction of modes that are outside of the wedge, i.e. the fraction
of the integration domain that satisfies Eq. (E3). This fraction will depend slightly on the direction of K, and we
account for this dependence by averaging the fraction over µK ≡ K‖/K, although the dependence is only mind.
We plot this angle-averaged fraction in Fig. 18 for both redshift bins we use for our PUMA forecast. In the 2 < z < 3
bin, we find that around 60% of the small-scale modes are untouched by the wedge, while for the 5 < z < 6 bin,
only 20% of the modes remain, corresponding to a factor of 5 increase in the reconstruction noise compared to the
no-wedge case.
For the shot noise contributions to the δr auto spectrum and δr-δg cross spectrum (Eqs. B15-B16 and B20-B21,
respectively), we directly implement the wedge in the angular limits of the integrals, but we find that it has a negligible
effect, since these integrals are normalized with Nαβ and the fractional change in the integrals and Nαβ is very similar.
We also need to incorporate the wedge when we integrate the Fisher matrix in Eq. (42) over long-wavelength modes
used for the fNL constraint (Eq. 43). Within the wedge, we will not have access to δg, but we will have access to
modes δr reconstructed with the quadratic estimator. Thus, as in our baseline forecasts with an isotropic Kmin, we
sum the outside-wedge and inside-wedge Fisher matrices, each restricted to the appropriate integration domain, with
the latter Fisher matrix determined solely by the covariance of the reconstructed modes.
In the next subsection, where we consider a K‖,min instead of an isotropic Kmin, we likewise implement the restriction
K > K‖,min in Eq. (43), and add the contribution from reconstructed modes with K < K‖,min.
2. PUMA forecasts with K‖,min
In Sec. IV E 3, we showed forecasts assuming an isotropic Kmin for δg. In Fig. 19, we repeat those forecasts, but
with a K‖,min, assuming that all values of K⊥ within the survey volume can be accessed. The absolute values we
find for σ(fNL) are slightly higher, due to the number of inaccessible modes being larger with a K‖,min cutoff, but the
results for the improvement in σ(fNL) due to the inclusion of reconstructed modes are qualitatively similar to those
16 This is identical to what happens to the noise on the standard quadratic estimator for CMB lensing in the ` L limit (e.g. [102]).
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Figure 19. Forecasts for a PUMA-like survey, analogous to Fig. 13 except for using a cutoff on the line-of-sight component of
accessible δg modes instead of an isotropic K cutoff. This is motivated by the fact that 21 cm foregrounds will preferentially
obscure modes with low wavenumber components along the line of sight. The absolute values of σ(fNL) are slightly higher when
using K‖,min instead of Kmin, since more modes are eliminated with a K‖ cut, but the improvement in σ(fNL) from including
reconstructed modes is qualitatively similar to the case with Kmin.
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