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Abstract. In this paper we propose a construction of a monoidal category of
“free-monodromic” tilting perverse sheaves on (Kac–Moody) flag varieties in
the setting of the “mixed modular derived category” introduced by the first and
third authors. This category shares most of the properties of their counterpart
in characteristic 0, defined by Bezrukavnikov–Yun using certain pro-objects
in triangulated categories. This construction is the main new ingredient in
the forthcoming construction of a “modular Koszul duality” equivalence for
constructible sheaves on flag varieties.
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CHAPTER 1
Introduction
1.1. Koszul duality
Algebraically, Koszul duality is a phenomenon that can link two seemingly unre-
lated rings A and A!. It often takes the form of an equivalence between the bounded
derived categories of finitely generated graded modules over A and A!, for suitable
nonnegative gradings on A and A!. This equivalence sends simple A-modules con-
centrated in degree 0 to injective graded A!-modules, and their projective covers to
simple graded A!-modules concentrated in degree 0. We summarize this informally
by writing
DbModfg,Z(A)
∼
→ DbModfg,Z(A!)
simple 7→ injective
projective 7→ simple.
See e.g. [BGS] for a detailed account of this construction. A key point is that in
this setting, Koszul duality is revealed by the construction of the gradings on A
and A!.
1.2. Koszul duality for constructible sheaves on flag varieties
The importance of this construction for the geometry of flag varieties was ad-
vocated in [BGS]. Consider a connected reductive algebraic group G over an
algebraically closed field F of characteristic p > 0, with a Borel subgroup B, and
set B := G/B. Let G∨ be the Langlands dual connected reductive group over F;
let B∨ be a Borel subgroup of G∨; and set B∨ := G∨/B∨. Finally, let
Perv(B)(B,Qℓ), resp. Perv(B∨)(B
∨,Qℓ),
be the category of perverse (e´tale) Qℓ-sheaves on B, resp. B∨, which are constant
along the B-orbits, resp. B∨-orbits.
In [BGS], in an attempt to interpret in a categorical way the inversion formula
for Kazhdan–Lusztig polynomials, the authors proved that these two categories
of perverse sheaves are Koszul dual to one another in the following sense: they
constructed “graded versions” of these categories, denoted by Pervmix(B)(B,Qℓ) and
Pervmix(B∨)(B
∨,Qℓ) respectively, along with an equivalence of triangulated categories
(1.1)
DbPervmix(B)(B,Qℓ)
∼
→ DbPervmix(B∨)(B
∨,Qℓ)
simple 7→ injective
projective 7→ simple.
(As above, this should be understood as saying that simple objects of weight 0 are
sent to injective objects.)
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Once again, Koszul duality is revealed by the construction of the graded version
Pervmix(B)(B,Qℓ). This construction is related to (but different from) the category of
mixed perverse sheaves Pm(B0,Qℓ) as developed in [BBD, §5]. (Here, B0 is the flag
variety for a split Fp-form of G, where Fp ⊂ F is the prime field.) Specifically, recall
that every object in Pm(B0,Qℓ) is equipped with a (functorial) weight filtration.
Then Pervmix(B)(B,Qℓ) is defined to be the full subcategory of the Serre subcategory
of Pm(B0,Qℓ) generated by (half-)Tate twists of intersection cohomology complexes
associated with constant local systems on the orbits of an Fp-form of B, consisting
of the objects F such that the associated graded gr•(F) of the weight filtration on
F is a semisimple perverse sheaf.1
The category Perv(B)(B,Qℓ) also participates in another interesting derived
equivalence called Ringel duality, whose features are summarized as follows:
(1.2)
DbPerv(B)(B,Qℓ)
∼
→ DbPerv(B)(B,Qℓ)
injective 7→ tilting
costandard 7→ standard
tilting 7→ projective
There is an analogous derived self-equivalence for Pervmix(B)(B,Qℓ) commuting with
Tate twist, but unlike Koszul duality, Ringel duality is visible in the ungraded
setting.
Following a suggestion of Be˘ılinson–Ginzburg [BG], we can now form a variant
of (1.1) by composing it with the graded version of (1.2). Of course, the result-
ing functor sends (suitably normalized) tilting perverse sheaves to simple perverse
sheaves (of weight 0). Remarkably, it also sends simple objects to tilting objects:
(1.3)
DbPervmix(B)(B,Qℓ)
∼
→ DbPervmix(B∨)(B
∨,Qℓ)
simple 7→ tilting
tilting 7→ simple.
The additional symmetry exhibited by (1.3) is rather useful as we pursue general-
izations in the following sections.
1.3. The mixed derived category
In the setting of sheaves with coefficients of positive characteristic, Deligne’s
definition of mixed perverse sheaves is not available. In [AR3], the first and third
authors of the present article propose a way to overcome this difficulty.
This solution has its roots in the earlier paper [AR1], dedicated to a detailed
study of the category DbPervmix(B)(B,Qℓ) defined by Be˘ılinson–Ginzburg–Soergel.
The results of [AR1] imply that there is an equivalence of triangulated categories
(1.4) DbPervmix(B)(B,Qℓ) ∼= K
bSemis(B)(B,Qℓ),
where Semis(B)(B,Qℓ) is the full additive subcategory of D
bPerv(B)(B,Qℓ) consist-
ing of semisimple complexes.
1In fact, the category considered in [BGS] is defined in slightly different terms, involving
certain parity conditions. See [AR1, §7.2] for the comparison with the definition given above.
1.4. THE CASE OF KAC–MOODY FLAG VARIETIES 3
Notably, the right-hand side of (1.4) does not refer to Deligne’s theory of
weights. In fact, on the right-hand side, we can replace G by the correspond-
ing complex connected reductive group, B by its flag variety, and the e´tale derived
category by the usual constructible derived category (in the analytic topology) to
obtain a description which does not even refer to the e´tale topology.
Let us therefore change our set-up: assume now that G, B, T , B and the Lang-
lands dual data are defined over C, and all sheaves are considered with respect to
the analytic topology. We seek to imitate the right-hand side of (1.4) for sheaves
with positive-characteristic coefficients. As suggested implicitly in [S1], and more
explicitly in [RSW], the correct replacement for semisimple complexes in this set-
ting are the parity complexes of Juteau–Mautner–Williamson [JMW]. If k is an
arbitrary field, this suggests defining the “mixed derived category” by
Dmix(B)(B, k) := K
bParity(B)(B, k),
where Parity(B)(B, k) is the full subcategory of the B-constructible derived category
Db(B)(B, k) whose objects are the parity complexes. This is the definition chosen
in [AR3].
One difficulty with this definition is that the perverse t-structure on Dmix(B) (B, k)
is not immediately visible, but this problem is solved in [AR3]. The heart of the
resulting t-structure, denoted by Pervmix(B)(B, k), is a graded highest weight category,
so it makes sense to consider tilting mixed perverse sheaves in Dmix(B) (B, k). Then, in
the case when the characteristic of k is good for G, building on the results of [AR2],
an equivalence of triangulated categories
(1.5)
Dmix(B)(B, k)
∼
→ Dmix(B∨)(B
∨, k)
parity 7→ tilting
tilting 7→ parity
is constructed. We call this equivalence Koszul duality, even though it does not in-
volve any Koszul rings in the algebraic sense in general. (In particular, the behavior
of simple objects under (1.5) is rather opaque.)
1.4. The case of Kac–Moody flag varieties
Let G be a Kac–Moody group (over either F or C, as appropriate), with
Borel subgroup B and maximal torus T . Let U ⊂ B be the maximal unipo-
tent subgroup. Recall that the U -orbits on the flag variety G /B are the same as
the B-orbits (and that these orbits are affine spaces). Any complex of sheaves
that is constant along B-orbits is automatically U -equivariant, so we can re-
place Db(B)(G /B,Qℓ) by the U -equivariant derived category D
b
U
(G /B,Qℓ), or,
in “stacky” notation, by
Db(U \G /B,Qℓ).
The benefit of this change in notation will be seen below.
In [BY], the authors prove an analogue of (1.3) for Perv(U \G /B,Qℓ). In
general, this category no longer has enough projective (or injective) objects, so the
proof cannot go through analogues of (1.1) or (1.2).
Instead, one of the main ideas of [BY] is to exhibit Dmix(U \G /B,Qℓ) as a
module category on both the left and right for certain monoidal categories. On
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the right, the construction is easy: the B-equivariant derived category of G /B,
denoted by
Dmix(B\G /B,Qℓ),
has a monoidal structure given by the convolution product ⋆. It also acts on
Dmix(U \G /B,Qℓ) on the right by convolution.
The situation on the left is much more complicated. One starts with the mon-
odromy construction of Verdier [Ve], which equips each F in Perv(U \G /B,Qℓ)
with a functorial group homomorphism
X∗(T )→ End(F)
×,
where each element of X∗(T ) acts by a unipotent automorphism. Taking the
logarithm of this action provides an algebra homomorphism
(1.6) S(V )→ End(F),
where V := Qℓ ⊗Z X∗(T ). Via this map, called the left monodromy map, each
element of V acts by a nilpotent endomorphism. Building on Verdier’s construction,
Bezrukavnikov and Yun explain how to define a “free-monodromic completion” of
Dmix(U \G /B,Qℓ). This category,
2 denoted by
Dmix(U
9
9
9G
9
9
9U ,Qℓ),
adds in certain pro-objects that live on the T -torsor U \G → B\G , and that are
equipped with free actions on both the left and the right by S(V ). This category
has a monoidal structure, given by a monodromic convolution product ⋆mon. It
contains lifts of tilting perverse sheaves, and it acts on Dmix(U \G /B,Qℓ) on the
left by monodromic convolution.
The main result of [BY] is a monoidal equivalence of categories
(1.7)
Dmix(U
9
9
9G
9
9
9U ,Qℓ), ⋆
mon ∼→ Dmix(B∨\G∨/B∨,Qℓ), ⋆
tilting 7→ simple.
Note that even when G is finite-dimensional (i.e., a reductive group), this is a new
result, not contained in (1.1) or (1.3). The Kac–Moody version of (1.3) is then
obtained as the middle column of the following commutative diagram:
(1.8)
Dmix(U
9
9
9G
9
9
9U ,Qℓ) Dmix(U \G /B,Qℓ) Dmix(B\G /B,Qℓ)
Dmix(B∨\G∨/B∨,Qℓ) Dmix(B∨\G ∨/U ∨,Qℓ) Dmix(U ∨
9
9
9G
∨
9
9
9U ∨,Qℓ),
≀ (1.7)
tilting
7→
simple
≀
simple
7→
tilting
≀ (1.7)
where the horizontal arrows are induced by the action on the skyscraper sheaf.
2To be precise, in [BY] the authors do not work with the category of perverse sheaves consid-
ered in §1.2, but drop the semisimplicity condition on the associated graded of the weight filtration.
This change is not relevant for our constructions, hence will be neglected in this introduction.
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1.5. Monodromy in the mixed modular derived category
One of the primary goals of this paper and its sequel [AMRW] is to prove
analogues of (1.7) and (1.8) with coefficients in positive characteristic. The first
step is to understand the proper replacement for the left monodromy map (1.6).
We cannot simply copy the construction of [BY], because “logarithm” does not
make sense in general in positive characteristic.
Henceforth, let V := k ⊗Z X∗(T ). The solution to our problem is based on
the following observation: the category Parity(U \G /B, k) is obtained from the
category of equivariant parity sheaves Parity(B\G /B, k) by “killing” the action of
H
•
B
(pt, k) = S(V ∗). Instead of tensoring with the trivial S(V ∗)-module, one might
lose less information by tensoring with its Koszul resolution Λ ⊗k S(V
∗), where Λ
is the exterior algebra of V ∗. This idea is made precise in §4.4, where we define
the left monodromic category Dmix(U )G /B, k). The objects of this category are
certain pairs (F , δ) which are “almost” (but not quite) complexes: F is a sequence
of objects in Parity(B\G /B, k), and δ is a “differential” living in
Λ⊗
⊕
i,j,k∈Z
HomParity(B\G/B,k)(F
i,F j{k})
and which satisfies κ(δ) + δ ◦ δ = 0, where κ is induced by the Koszul differential
on Λ ⊗k S(V
∗). (Here, {k} is the cohomological shift by k in Parity(B\G /B, k).)
The Hom-space from (F , δF ) to (G, δG) is defined as the degree-(0, 0) cohomology
of a complex of Z-graded k-vector spaces whose underlying vector space is
Λ⊗
⊕
i,j,k∈Z
HomParity(B\G/B,k)(F
i,Gj{k}).
The idea that complexes in Dmix(U \G /B, k) should be “deformed” by allowing
the square of the differential not to vanish is one of the keys to our constructions.
If (F , δ) is an object ofDmix(U )G /B, k), the “contraction” morphism V⊗Λ→
Λ acting on δ defines a morphism S(V ) →
⊕
j∈ZHom(F ,F〈j〉), which has all the
required properties to be called the left monodromy morphism. (Here, 〈j〉 is the
j-th power of the “Tate twist” 〈1〉 := {−1}[1].)
1.6. The free-monodromic derived category
Our construction of the right monodromy action is more brutal: such an action
is forced to exist by the definition of morphisms in the free-monodromic category
Dmix(U )G( U , k). The objects of this category are certain pairs (F , δ), where F
is again a sequence of objects in Parity(B\G /B, k), and the “differential” δ now
lives in
Λ ⊗
⊕
i,j,k∈Z
HomParity(B\G/B,k)(F
i,F j{k})⊗ S(V )
and is required to satisfy
κ(δ) + δ ◦ δ =
∑
i∈I
1⊗ (id ⋆ ei)⊗ eˇi,
where (ei : i ∈ I) and (eˇi : i ∈ I) are dual bases of V
∗ and V respectively, and ⋆ is a
graded version of the convolution product ⋆ on Parity(B\G /B, k). The Hom-space
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from (F , δF) to (G, δG) is defined as the degree-(0, 0) cohomology of a complex of
Z-graded k-vector spaces whose underlying vector space is
(1.9) Λ⊗
⊕
i,j,k∈Z
HomParity(B\G/B,k)(F
i,Gj{k})⊗ S(V ).
For (F , δ) in this category, we now have a natural algebra morphism
S(V )⊗ S(V )→
⊕
j∈Z
Hom(F ,F〈j〉),
defined on the first copy of S(V ) in terms of the contraction morphism V ⊗Λ→ Λ,
and on the second copy using the right-most factor in (1.9).
This definition is rather elementary, but it has a serious drawback: the asym-
metry between the left and right monodromy morphisms makes it difficult to define
a monodromic convolution product in Dmix(U )G( U , k). The main result of this
paper partially solves this problem.
1.7. Convolution
Let us briefly discuss the ideas that go into the construction of the monodromic
convolution product. The first step is to lift the monodromy action on Hom-spaces
to an action on the underlying complexes of graded vector spaces. This is possible on
a certain class of objects that we call convolutive (see §6.1), but not on arbitrary ob-
jects ofDmix(U )G( U , k). This class contains the free-monodromic tilting sheaves,
which are certain “lifts” of the tilting perverse sheaves in Pervmix(U )G /B, k).
On the subcategory of convolutive objects, we are able to produce a candidate
for monodromic convolution, denoted by ⋆̂. This operation is well defined on objects
and on morphisms, but one runs into serious problems when trying to check that
the product is bifunctorial. Specifically, we do not know how to show that it obeys
an “interchange law” on morphisms, except in the special case of certain “nice”
morphisms.
To proceed further, we restrict to the full subcategory Tilt(U )G( U , k) of free-
monodromic tilting sheaves. The intuitive idea is to show that there are “enough”
morphisms in Tilt(U )G( U , k) that are “nice” in the sense considered above.
We will not make the notion of “enough” precise here; our actual proof involves
a localization argument and a reduction to a computation in a rank-2 subgroup
(of finite type). We solve the problem in the rank-2 case by developing a theory
of free-monodromic lifts of “minimal Rouquier complexes.” As a consequence, we
obtain the desired monoidal structure on Tilt(U )G( U , k).
A summary of the principal categories considered in this paper is shown in
Figure 1.1. Note that we still do not know how to equip all of Dmix(U )G( U , k)
with a monoidal structure.
1.8. Application to Koszul duality
In the subsequent paper [AMRW], we will prove that there is an equivalence
of monoidal additive categories
(1.10) Tilt(U )G( U , k)
∼
→ Parity(B∨\G ∨/B∨, k);
this result is a positive-characteristic analogue of (1.7). (At the moment, it cannot
be upgraded to an equivalence of triangulated categories, since we do not know how
1.10. CONTENTS 7
Tilt(U )G( U , k), ⋆̂ Parity(B\G /B, k), ⋆
Dmix(U )G( U , k) Dmix(B\G /B, k), ⋆
Dmix(U )G /B, k) Dmix(U \G /B, k)
forget forget
∼
Figure 1.1. Various categories of sheaves on flag varieties
to make Dmix(U )G( U , k) into a monoidal category.) We will then use this to
establish the following analogue of (1.8):
Tilt(U )G( U , k) Dmix(U \G /B, k) Parity(B\G /B, k)
Parity(B∨\G ∨/B∨, k) Dmix(B∨\G∨/U ∨, k) Tilt(U ∨)G ∨( U ∨, k).
≀ (1.10)
tilting
7→
parity
≀
parity
7→
tilting
≀ (1.10)
The middle column is called “modular Koszul duality for Kac–Moody groups”; it
generalizes (1.3), (1.5), and (1.8).
1.9. The diagrammatic language
In this introduction, we have discussed our main results in the language of
equivariant parity complexes on Kac–Moody flag varieties. As shown in [RW], these
parity sheaves are equivalent to a special case of the Elias–Williamson diagrammatic
category defined in [EW], and one could ask whether it is possible to work in
that more general setting instead. In fact, the majority of the present paper—the
first nine chapters—are written in the diagrammatic language. This has two main
benefits:
(1) it prepares for an expected generalization of the Koszul duality formalism
developed in [AMRW] to more general Coxeter groups;
(2) it makes certain explicit computations much easier.
However, our main result relies on some results of [AR3] whose current proofs
require geometry. In Chapter 10, we translate the main constructions into the
language of parity complexes, in preparation for the main result in Chapter 11.
1.10. Contents
We begin in Chapter 2 with a review of the construction of the Elias–Williamson
diagrammatic category associated to a Coxeter group and a realization of this group.
In Chapter 3, we fix our conventions on graded modules and differential graded
graded algebras.
The next four chapters contain the core material on left- and free-monodromic
complexes. Chapter 4 explains the construction of the left monodromy action in
the mixed derived category, and Chapter 5 introduces our main object of study, the
free-monodromic category. In Chapter 6, we construct the convolution operation
for convolutive free-monodromic complexes. In Chapter 7, we lay the groundwork
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for showing that free-monodromic convolution is bifunctorial, by constructing the
unitor and associator isomorphisms.
Next, in Chapters 8 and 9, we focus on finite dihedral groups. Chapter 8 con-
tains a detailed study of the diagrammatic category in this case. In Chapter 9, we
use this study to construct “minimal Rouquier complexes” (in both the biequivari-
ant and the free-monodromic settings).
In the last two chapters, we restrict our attention to the case of Cartan real-
izations of crystallographic Coxeter groups. Chapter 10 explains the relation with
parity complexes and the constructions of [AR3]. Finally, in Chapter 11, we prove
the main result: for Cartan realizations of crystallographic Coxeter groups, the
convolution operation is a bifunctor on free-monodromic tilting sheaves.
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CHAPTER 2
Coxeter groups and Elias–Williamson calculus
In this chapter, we discuss definitions, background, and notation related to
realizations of Coxeter groups and the Elias–Williamson diagrammatic category.
2.1. Realizations of Coxeter groups
The 2-colored quantum numbers [n]x, [n]y ∈ Z[x, y] are defined by
[0]x = [0]y = 0, [1]x = [1]y = 1, [2]x = x, [2]y = y,
the recursive formula
(2.1) [n]x =
{
[2]x[n− 1]x − [n− 2]x for n ≥ 2 even;
[2]y[n− 1]x − [n− 2]x for n ≥ 2 odd,
and the same formula with x and y swapped.
Let (W,S) be a Coxeter system, where S is finite (this assumption will be
in force throughout the whole paper, though we will not repeat it), and let k be
a commutative ring. We assume we are given a free k-module V of finite rank,
together with subsets {α∨s : s ∈ S} ⊂ V and {αs : s ∈ S} ⊂ V
∗ := Homk(V, k).
Given a pair (s, t) of distinct simple reflections and n ∈ Z≥0, we denote by [n]s,
resp. [n]t, the value of [n]x, resp. [n]y, at x = −〈α
∨
s , αt〉 and y = −〈α
∨
t , αs〉. (Note
that [n]s really depends on the pair (s, t), and not only on s.) These are elements
of k.
We will call any word w in S an expression. We will denote its length by ℓ(w),
and the element of W defined as the product of these simple reflections by π(w).
We will denote by Ŵ the set of reduced expressions for elements of W .
Following [El, EW], we will say that h := (V, {α∨s : s ∈ S}, {αs : s ∈ S}) is a
realization of (W,S) over k if
(1) 〈α∨s , αs〉 = 2 for all s ∈ S;
(2) the assignment
s 7→
(
v 7→ v − 〈αs, v〉α
∨
s
)
defines a representation of W on V ;
(3) for any pair (s, t) of distinct simple reflections such that st has finite order
mst in W , we have
[mst]s = [mst]t = 0.
(See [EW, §3.1] for a discussion of condition (3).)
We will say that Demazure surjectivity holds if the morphisms of k-modules
αs : V → k and α
∨
s : V
∗ → k
9
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are surjective for any s ∈ S. Note that this property follows from condition (1)
above if 2 is invertible in k. We will say that the realization is balanced if for any
pair (s, t) as in (3) we have
[mst − 1]s = [mst − 1]t = 1.
(See [EW, §5.2] for a discussion of this condition.) Throughout this paper all
realizations are tacitly assumed to be balanced and satisfy Demazure surjectivity.
Throughout this paper, all realizations are tacitly assumed to be balanced and
to satisfy Demazure surjectivity. The main examples of realizations that we want
to consider are Cartan realizations of crystallographic Coxeter groups; see §10.1
below for details.
2.2. The Elias–Williamson diagrammatic category
Let (W,S) be a Coxeter system, let k be an integral domain,1 and let h =
(V, {α∨s : s ∈ S}, {αs : s ∈ S}) be a balanced realization of (W,S) over k which
satisfies Demazure surjectivity. We will consider the symmetric algebra S(V ∗) as a
graded ring with V ∗ in degree 2.
In [EW], the authors associate to such data a k-linear graded (strict) monoidal
category DBS(h,W ). The objects of this category are parametrized by expressions
w; the object attached to w will be denoted by Bw. The morphisms are generated
(under horizontal and vertical concatenation, and k-linear combinations) by four
kinds of morphisms depicted by diagrams (to be read from bottom to top):
(1) for any homogeneous f ∈ S(V ∗), a morphism
f
from B∅ to itself, of degree deg(f);
(2) for any s ∈ S, “dot” morphisms
•
s
and •
s
from Bs to B∅ and from B∅ to Bs, respectively, of degree 1;
(3) for any s ∈ S, trivalent morphisms
s
s s
and
s
ss
from Bs to B(s,s) and from B(s,s) to Bs, respectively, of degree −1;
(4) for any pair (s, t) of distinct simple reflections such that st has finite order
mst in W , a morphism
s
s
st
t t
· · ·
· · ·
s
t
if mst is odd or
s
s
st
t t
· · ·
· · ·
t
s
if mst is even
from B(s,t,...) to B(t,s,...) (where each expression has lengthmst, and colors
alternate), of degree 0.
1The assumption that k is an integral domain is not explicit in [EW], but it is necessary for
the “localization” techniques used in [EW, Section 5] to make sense.
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(Below we will sometimes omit the labels “s” or “t” when they do not play any
role.) We set:
:=
•
, := • .
These morphisms are subject to the following relations:
(1) the boxes add and multiply in the obvious way;
(2) Frobenius unit:
•
= • = ;
(3) Frobenius associativity:
= = ;
(4) needle relation:
= 0;
(5) barbell relation:
•
•
= αs
(where s is the color of the diagram on the left-hand side);
(6) nil-Hecke relation:
s
s
f =
s
s
s(f) +
s
s
•
•
∂s(f)
(where ∂s : f 7→
f−s(f)
αs
is the Demazure operator associated with s);
(7) cyclicity of the 2mst-valent vertex:
· · ·
· · ·
=
· · ·
· · ·
=
· · ·
· · ·
if mst is odd;
· · ·
· · ·
=
· · ·
· · ·
=
· · ·
· · ·
if mst is even;
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(8) 2-color associativity:
· · ·
· · ·
=
· · ·
· · ·
· · · if mst is odd;
· · ·
· · ·
=
· · ·
· · ·
· · · if mst is even;
(9) Jones–Wenzl relations:
•
· · ·
· · ·
s
t
st
s
s
s
= JW(s,t,...,s)
•
· · ·
· · ·
s t s
t s
if mst is odd;
•
· · ·
· · ·
s
t
st
s
t
t
= JW(s,t,...,t)
•
· · ·
· · ·
s t t
t t
if mst is even
(see §8.2 below for a review of the main properties of the “Jones–Wenzl
projectors” appearing on the right-hand sides of these relations);
(10) Zamolodchikov relations: see [EW, §5.1].
The composition of morphisms is induced by vertical concatenation. The
monoidal product in DBS(h,W ) is induced by the assignment Bv ⋆ Bw := Bvw,
and horizontal concatenation of diagrams.
When we consider DBS(h,W ) as a graded category as above, the graded k-
module of morphisms from Bw to Bv will be denoted
Hom•DBS(h,W )(Bw, Bv).
But sometimes it will be more convenient to consider it as a usual category endowed
with a “shift of grading” autoequivalence (1), whose n-th power will be denoted by
(n). From this perspective the objects of DBS(h,W ) are the Bw(n) where w is an
expression and n ∈ Z. The morphism space from Bw(n) to Bv(m), denoted
HomDBS(h,W )(Bw(n), Bv(m)),
is the k-submodule of Hom•DBS(h,W )(Bw, Bv) consisting of elements of degree m−n.
2.3. Additive hull of DBS(h,W )
We will denote by D⊕BS(h,W ) the additive envelope of DBS(h,W ). In other
words, D⊕BS(h,W ) is the category in which:
• an object F is a finite (formal) direct sum of objects of DBS(h,W );
• a morphism from F to G is a matrix of morphisms in DBS(h,W ) from the
summands of F to those of G.
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The bifunctor ⋆ : DBS(h,W ) × DBS(h,W ) → DBS(h,W ) and the autoequivalence
(1) : DBS(h,W ) → DBS(h,W ) extend to formal direct sums in an obvious way. In
particular, the bifunctor
⋆ : D⊕BS(h,W )×D
⊕
BS(h,W )→ D
⊕
BS(h,W ),
together with the unit object B∅, and the unitor and associator isomorphisms
induced by those of DBS(h,W ), make D
⊕
BS(h,W ) into a monoidal category. As in
any monoidal category, this operation obeys an “interchange law” with respect to
composition. That is, given morphisms f : F → G, g : G → H, f ′ : F ′ → G′, and
g′ : G′ → H′, we have an equality
(g ◦ f) ⋆ (g′ ◦ f ′) = (g ⋆ g′) ◦ (f ⋆ f ′)
of morphisms F ⋆F ′ → H ⋆H′. (This property is part of the statement that ⋆ is a
bifunctor.)
It will sometimes be convenient to pick out the “even” and “odd” parts of an
object F ∈ D⊕BS(h,W ). Suppose F =
⊕k
i=1 Bwi(ni). We put
Fev =
⊕
i∈{1,...,k}
ℓ(wi) + ni even
Bw
i
(ni) and Fod =
⊕
i∈{1,...,k}
ℓ(wi) + ni odd
Bw
i
(ni),
so that F = Fev⊕Fod. Note that HomDBS(h,W )(Bw(n), Bv(m)) = 0 unless ℓ(w)+n
and ℓ(v) + m have the same parity. As a consequence, morphisms in D⊕BS(h,W )
respect the decomposition above. Explicitly, any morphism f : F → G in D⊕BS(h,W )
can be written uniquely as
(2.2) f = fev + fod
where fev is a morphism Fev → Gev, and fod is a morphism Fod → God. As an
example, this decomposition interacts with ⋆ as follows:
(F ⋆ G)ev = Fev ⋆ Gev ⊕Fod ⋆ God,
(F ⋆ G)od = Fev ⋆ God ⊕Fod ⋆ Gev.
If k′ is another integral domain and ϕ : k→ k′ is a ring morphism, then k′⊗kV
affords a natural realization of W , which will be denoted k′ ⊗k h, and we have an
“extension of scalars” functor
k′ : DBS(h,W )→ DBS(k
′ ⊗k h,W ),
which induces a functor denoted similarly
k′ : D⊕BS(h,W )→ D
⊕
BS(k
′ ⊗k h,W ).
These functors are compatible with the monoidal products. The functor k′ induces
an isomorphism
k′ ⊗k HomD⊕BS(h,W )
(F ,G)
∼
→ Hom
D
⊕
BS(k
′⊗kh,W )
(k′(F), k′(G))
for any F ,G in D⊕BS(h,W ). (This fact follows from the existence of the “double
leaves basis” of [EW, Theorem 6.11], which does not depend on the choice of
coefficients.)
We will also denote by DBS(h,W ) the category obtained from DBS(h,W ) by
tensoring all morphism spaces over S(V ∗) (for the action induced by adding a box
on the left of any diagram) with the trivial module k (a right module category over
DBS(h,W )), and by D
⊕
BS(h,W ) the additive closure of DBS(h,W ).
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Finally, if k is a field or a complete local ring, we will denote by D(h,W )
the Karoubian envelope of D⊕BS(h,W ), and by D(h,W ) the Karoubian envelope of
D
⊕
BS(h,W ). According to [EW, Theorem 6.25], there is a bijection{
indecomposable objects in D(h,W )
up to isomorphism and grading shift
}
∼
↔W.
The indecomposable object corresponding to w ∈ W will be denoted by
Bw.
It can be characterized as follows: for any reduced expression w ∈ Ŵ with π(w) =
w, Bw is the unique indecomposable summand of Bw that does not occur as a
summand of any Bv(n) with v ∈ Ŵ and ℓ(v) < ℓ(w). We will study these objects
further in the case of dihedral groups in Chapter 8.
2.4. More on 2-colored quantum numbers
We conclude this chapter with brief statements of a few additional properties
of the 2-colored quantum numbers. These properties will be needed in Chapter 8.
First, by induction one can easily prove that
[n]x = [n]y for n odd;(2.3)
[2]y[n]x = [2]x[n]y for n even.(2.4)
If n is odd, we will sometimes write [n] for [n]x = [n]y. Using these formulas, (2.1)
may be rewritten
(2.5) [n]x = [2]x[n− 1]y − [n− 2]x for n ≥ 2
(and similarly for x and y swapped). It also follows that
(2.6) [n]x[m]y = [m]x[n]y for n ≡ m mod 2;
(2.7) [2]x[n]y[m]y = [2]y[n]x[m]x for n 6≡ m mod 2.
The following are 2-color analogues of the classical Clebsch–Gordan formulas.
They can be proved together by induction on m (with n fixed).
Lemma 2.4.1. Suppose that n ≥ m ≥ 0.
(1) If n,m are of the same parity, then
(2.8) [n]x[m]y =
∑
i∈[n−m+1,n+m−1]∩(2Z+1)
[i]x =
∑
i∈[n−m+1,n+m−1]∩(2Z+1)
[i]y.
(2) If n,m are of different parity, then
(2.9) [n]x[m]x =
∑
i∈[n−m+1,n+m−1]∩(2Z)
[i]x,
and similarly for y.
The following formulas are obtained by applying (2.8) to each product: for all
n ≥ 1, we have
(2.10) [n]x[n]y = [n− 1]x[n+ 1]y + 1 = [n− 1]y[n+ 1]x + 1
CHAPTER 3
Bigraded modules and dgg algebras
This chapter contains preliminaries, notation, and conventions (especially sign
conventions) for bigraded modules and dgg (differential graded graded) modules.
3.1. Gradings and differentials
Let k be a commutative ring. Consider a bigraded k-module
M =
⊕
i,j∈Z
M ij .
Elements of M ij are said to be homogeneous of bidegree (i, j). The cohomological
degree of an element m ∈ M ij , denoted by |m|, is defined to be i. (The integer j
is called its internal degree. We will not need separate notation for the internal
degree.) We define three kinds of shift-of-grading functors, acting on objects as
follows:
M [n]ij =M
i+n
j , M〈n〉
i
j =M
i
j−n, M(n)
i
j =M
i+n
j+n.
(The actions on morphisms are the obvious ones.) The three shift functors commute
with each other and are related by
〈n〉 = (−n)[n].
If M and N are two bigraded k-modules, their tensor product M ⊗N is equipped
with the bigrading given by
(M ⊗N)ij =
⊕
p+q=i
r+s=j
Mpr ⊗N
q
s .
Moreover, we equip the category of bigraded k-modules with the usual “super”
symmetric monoidal structure: that is, the isomorphism
τ :M ⊗N → N ⊗M
is given by τ(m⊗ n) = (−1)|m||n|n⊗m for homogeneous elements m ∈M , n ∈ N .
This sign rule makes numerous appearances in formulas below.
A dgg k-module is a bigraded k-module equipped with a map d : M → M [1],
called the differential, such that d ◦ d = 0. When M and N are dgg k-modules, we
equip M ⊗N with the differential
dM⊗N (m⊗ n) = dM (m)⊗ n+ (−1)
|m|m⊗ dN (n)
for m ∈M and n ∈ N . A dgg algebra is a dgg k-module A that is also a k-algebra,
with the unit 1 homogeneous of bidegree (0, 0), and such that the multiplication
map A⊗A→ A is a map of dgg k-modules.
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Given a dgg k-moduleM , the tensor algebra T(M) =
⊕
n≥0M
⊗n has a natural
structure of a dgg algebra. The symmetric algebra on M , denoted by Sym(M), is
the quotient of T(M) by the ideal generated by elements of the form
x⊗ y − (−1)|x||y|y ⊗ x
for x, y ∈M , and elements of the form
x⊗ x
for x ∈ M such that |x| is odd. The differential on T(M) induces a differential on
Sym(M), making it into a dgg k-algebra.
3.2. Symmetric algebras associated to realizations
We fix a Coxeter system (W,S), a commutative ring k, and a realization h =
(V, {α∨s : s ∈ S}, {αs : s ∈ S}) of (W,S) over k.
We will consider the dgg algebras
(3.1)
R = Sym
(
V ∗(−2)
)
, R∨ = Sym
(
V 〈−2〉
)
,
Λ = Sym
(
V ∗(−2)[1]
)
, Λ∨ = Sym
(
V 〈−2〉[1]
)
.
In other words, R is the symmetric algebra on the dgg k-module that consists of V ∗
in bidegree (2, 2), and likewise for the other rings. In particular, Λ is generated by
elements of bidegree (1, 2), R∨ by elements of bidegree (0,−2), and Λ∨ by elements
of bidegree (−1,−2). Note that R and R∨ are isomorphic to polynomial rings,
whereas Λ and Λ∨ are exterior algebras. We will also occasionally use
R♮ = Sym(V ∗〈2〉).
All of these are dgg algebras with trivial differential.
Let a be the cone of the identity map V ∗(−2) → V ∗(−2). Thus, we have
a22 = a
1
2 = V
∗; all other aij vanish; and the differential a
1
2 → a
2
2 is the identity map.
Let A be the symmetric algebra on a:
A = Sym
 deg. (2, 2): V ∗
deg. (1, 2): V ∗
id

Note that R is naturally a dgg subalgebra of A, whereas Λ is a quotient of A.
Let B denote one of the rings defined so far. Each of these rings admits obvious
unit and counit maps, denoted by
ηB : k→ B and ǫB : B → k.
For A, these maps are both quasi-isomorphisms. Moreover, the isomorphism
H
•
•(A)
ǫA−→
∼
k
is an isomorphism of bigraded R-modules. Thus, A can be regarded as a K-
projective resolution of the trivial R-module in the sense of [Spa].
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3.3. Derivations of symmetric and exterior algebras
Define a “contraction” map
⌢´ : V 〈−2〉[1]⊗ Λ→ Λ
as follows: for x ∈ V and r1, . . . , rk ∈ V
∗, we put
x ⌢´ (r1 ∧ · · · ∧ rk) =
k∑
i=1
(−1)i+1ri(x)r1 ∧ · · · ∧ r̂i ∧ · · · ∧ rk.
Given x, y ∈ V , the maps x ⌢´ (−), y ⌢´ (−) : Λ→ Λ〈2〉[−1] anticommute, so there
is an induced map
⌢´ : Λ∨ ⊗ Λ→ Λ.
It is easy to see that for x ∈ V , x ⌢´ (−) is a graded derivation of Λ:
(3.2) x ⌢´ (rs) = (x ⌢´ r)s+ (−1)|r|r(x ⌢´ s).
Similarly, we define a map
⌢` : R∨ ⊗ V ∗〈2〉 → R∨
as follows: for x1, . . . , xk ∈ V and r ∈ V
∗, we put
(x1 · · ·xk) ⌢` r =
k∑
i=1
r(xi)x1 · · · x̂i · · ·xk.
Given r, s ∈ V ∗, the maps (−) ⌢` r, (−) ⌢` s : R∨ → R∨〈−2〉 commute, so there is
an induced map
⌢` : R∨ ⊗R♮ → R∨.
It is easy to see that for r ∈ V ∗, (−) ⌢` r is a derivation of R∨:
(3.3) (xy) ⌢` r = (x ⌢` r)y + x(y ⌢` r).
3.4. Graded modules over polynomial rings
Let k be a commutative ring as above, and consider the k-algebra A :=
k[x1, . . . , xr] (for some r ∈ Z≥0), with the grading such that each xi has degree
−2. Below we consider k as a graded A-module, with each xi acting by 0.
The following lemma is an application of the graded Nakayama lemma. It is
similar to [MR, Lemma 2.8(2)], but the present assumptions are slightly different
since we do not assume that our complex M is bounded.
Lemma 3.4.1. Let M be a complex of graded A-modules. Assume that
(1) for each i ∈ Z, the graded A-module M i is free of finite rank;
(2) for any i ∈ Z r {0}, we have Hi(k⊗A M) = 0;
(3) the graded k-module H0(k⊗A M) is free of finite rank.
Then Hi(M) = 0 for any i ∈ Z r {0}, H0(M) is graded free over A, and moreover
the natural morphism
k⊗A H
0(M)→ H0(k⊗A M)
is an isomorphism of k-modules.
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Proof. For 0 ≤ j ≤ r, let A(j) = k[x1, . . . , xj ], regarded as a quotient of A by
the ideal (xj+1, . . . , xr). We also let M(j) = M/(xj+1, . . . , xr)M . This is a chain
complex whose differentials are denoted by di(j) : M
i
(j) → M
i+1
(j) . Note that each
termM i(j) of this complex is a free graded A(j)-module of finite rank. We will begin
by proving that
(3.4) Hi(M(j)) = 0 for all i 6= 0.
We proceed by induction on j. If j = 0, then this is just assumption (2) above. Now
suppose that j > 0, and that Hi(M(j−1)) = 0 for all i 6= 0. Let pj :M(j) →M(j−1)
be the obvious quotient map, and consider the commutative diagram
(3.5)
M i−1(j) M
i
(j) M
i+1
(j)
M i−1(j−1) M
i
(j−1) M
i+1
(j−1)
di−1
(j)
pi−1
j
di(j)
pij p
i+1
j
di−1
(j−1) d
i
(j−1)
The bottom row is exact by assumption. We will prove that the top row is as well
by a diagram chase. If the top row is not exact, there is a homogeneous element
y ∈M i(j) such that d
i
(j)(y) = 0 but that is not in the image of d
i−1
(j) . Choose such a
y of maximal internal degree. Of course, pij(y) is in the image of d
i−1
(j−1). In other
words, there is an element z ∈M i−1(j) such that y − d
i−1
(j) (z) ∈ ker p
i
j . That is, there
is an element u ∈M i(j) such that
y − di−1(j) (z) = xju.
Now apply di(j) to this equation: we obtain
0 = di(j)(xju) = xjd
i
(j)(u).
SinceM i+1(j) is a free A(j)-module, this implies that d
i
(j)(u) = 0. The equation above
shows that deg u = deg y + 2, so by the maximality of the degree of y, u must be
in the image of di−1(j) , say u = d
i−1
(j) (v). Then
y = di−1(j) (z + xjv),
contradicting the assumption that y is not in the image of di−1(j) . Thus, the top row
of (3.5) is exact, as desired.
The claim in (3.4) is now proved. In the special case where j = r, it says that
H
i(M) = 0 for all i 6= 0.
Now, let us prove that ker(d0) and ker(d1) are acyclic for the functor k⊗A (−).
The two cases are similar, so we only consider ker(d0). Consider the exact sequence
0→ ker(d0)→M0
d0
−→M1
d1
−→M2
d2
−→ · · ·
dr−2
−−−→M r−1
dr−1
−−−→ ker(dr)→ 0.
Then for any i > 0 we deduce an isomorphism
TorAi (k, ker(d
0)) ∼= TorAi+r(k, ker(d
r)) = 0,
proving the desired vanishing. (Here the fact that TorAi+r(k, ker(d
r)) = 0 follows
from the fact that one can compute this k-module using the Koszul resolution of k
over A, which has length r.)
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Next, we consider the truncated complex τ≤0M with
(τ≤0M)i =

M i if i < 0;
ker(d0) if i = 0;
0 if i > 0.
Then the natural morphism τ≤0M → M is a quasi-isomorphism since Hi(M) = 0
for i > 0. We claim that the induced morphism
k⊗A (τ
≤0M)→ k⊗A M
is also a quasi-isomorphism. Indeed, it is clear by construction and our assump-
tion (2) respectively that this morphism induces an isomorphism
H
i
(
(τ≤0M)⊗A k
) ∼
→ Hi
(
M ⊗A k
)
when i < −1 or when i > 0. The fact that this map is also an isomorphism when
i = 0 and i = −1 follows from the fact that the natural morphism k⊗A ker(d0)→
ker(k ⊗A d0) is an isomorphism, which itself follows from the observation that
ker(d1) ∼=M0/ ker(d0) is acyclic for the functor k⊗A (−).
Combining what we have proved so far we obtain the following isomorphisms
in the derived category of graded k-modules:
k
L
⊗A H
0(M) ∼= k
L
⊗A (τ
≤0M) ∼= k⊗A (τ
≤0M) ∼= k⊗A M.
(Here the second isomorphism uses the fact that ker(d0) is acyclic for k ⊗A (−).)
Then using [MR, Lemma 2.8(1)] and our assumptions (2) and (3) we deduce that
H0(M) is graded free over A. Applying H0(−) to the previous isomorphisms we
also deduce the desired isomorphism k⊗A H0(M) ∼= H0(k⊗A M). 

CHAPTER 4
Complexes of Elias–Williamson diagrams
Fix a Coxeter system (W,S), an integral domain k, and a realization h =
(V, {α∨s : s ∈ S}, {αs : s ∈ S}) of (W,S) over k. In this chapter, we will define
three triangulated categories in terms of this data, called BE(h,W ), RE(h,W ), and
LM(h,W ). They should be regarded as generalizations of the “mixed modular de-
rived categories” defined in [AR3]. The main result of this chapter, Theorem 4.6.2,
asserts that RE(h,W ) and LM(h,W ) are actually equivalent.
The definition of RE(h,W ) is quite a bit easier than that of LM(h,W ), but
there is an advantage to working with the latter: it reveals hidden structure in the
category, called the left monodromy action. The construction of this action extends
an earlier construction due to the second author [M].
4.1. D⊕BS-sequences
If A is an additive category, we define an A -sequence to be a sequence (X i)i∈Z
of objects of A such that X i = 0 for all but finitely many i’s. In particular we will
consider D⊕BS(h,W )-sequences, which we will simply call D
⊕
BS-sequences. Given a
D
⊕
BS-sequence F , we define three shift-of-grading functors as follows:
F [n]i = F i+n, F〈n〉i = F i+n(−n). F(n)i = F i(n).
These shift functors commute with each other and are related by the formula 〈1〉 =
[1](−1).
Given two D⊕BS-sequences F = (F
i)i∈Z and G = (G
i)i∈Z, we define a bigraded
k-module HomBE(F ,G) by
HomBE(F ,G)
i
j =
∏
q−p=i−j
Hom
D
⊕
BS(h,W )
(Fp,Gq(j)).
In this product, only a finite number of terms are nonzero, so the product can also
be written as a direct sum.
Remark 4.1.1. The notation “BE” stands for “biequivariant.” It is motivated
by the case of Cartan realizations of crystallographic Coxeter groups; see Chap-
ter 10.
Note that we have canonical identifications
(4.1) HomBE(F ,G)[n] = HomBE(F ,G[n]) = HomBE(F [−n],G),
and similarly for 〈n〉 and (n). In particular, for f ∈ HomBE(F ,G), we denote by
tn(f)
the corresponding element in any of the spaces in (4.1). Of course, if f is homoge-
neous, we have
|tn(f)| = |f | − n.
21
22 4. COMPLEXES OF ELIAS–WILLIAMSON DIAGRAMS
Suppose H is another D⊕BS-sequence. There is an associative and bigraded “com-
position” map
(4.2) ◦ : HomBE(G,H)⊗HomBE(F ,G)→ HomBE(F ,H)
defined (in the obvious way) as follows: if f is in Hom
D
⊕
BS(h,W )
(Fp,Gq(j)) and g is
in Hom
D
⊕
BS(h,W )
(Gq ,Hr(k)), then
g ◦ f = (g(j)) • f ∈ Hom
D
⊕
BS(h,W )
(Fp,Hr(j + k)),
where on the right-hand side • means composition in D⊕BS(h,W ). Obviously, com-
position commutes with t:
(4.3) tm(g) ◦ tn(f) = tm+n(g ◦ f).
As a special case, the composition map makes EndBE(F) := HomBE(F ,F) into
a bigraded ring. Consider in particular the ring EndBE(B∅), where we regard B∅
as the sequence (. . . , 0, B∅, 0, . . .) concentrated in degree 0. It is easy to check that
there is a canonical identification
(4.4) R ∼= EndBE(B∅).
Given D⊕BS-sequences F and G, we define their convolution product F ⋆ G by
(4.5) (F ⋆ G)i =
⊕
p+q=i
Fp ⋆ Gq.
For D⊕BS-sequences F , F
′, G, G′, we define a map
(4.6) ⋆ : HomBE(F ,G)⊗HomBE(F
′,G′)→ HomBE(F ⋆ F
′,G ⋆ G′)
as follows. Let f ∈ Hom(Fp,Gq(j)) and h ∈ Hom((F ′)p
′
, (G′)q
′
(j′)), and write
f = fev + fod as in (2.2). Then we set
f ⋆ h = (−1)p(q
′−p′+j′)fev ⋆ h⊕ (−1)
(p+1)(q′−p′+j′)fod ⋆ h,
One can check from the definitions that (4.2) and (4.6) obey a “signed inter-
change law”: if f ∈ HomBE(F ,G), g ∈ HomBE(G,H), f
′ ∈ HomBE(F
′,G′), and
g′ ∈ HomBE(G
′,H′), we have
(4.7) (g ◦ f) ⋆ (g′ ◦ f ′) = (−1)|f ||g
′|(g ⋆ g′) ◦ (f ⋆ f ′).
Note that convolution with B∅ on the left or on the right makes any HomBE(F ,G)
into both a left and right R-module. In fact, HomBE(F ,G) is free as both a left
and right R-module. (Again, this follows from the existence of the “double leaves
basis”; see [EW, Theorem 6.11].)
4.2. Biequivariant complexes
In this and the following sections, we will define various triangulated categories
in terms of D⊕BS-sequences. In each case, the objects will be D
⊕
BS-sequences with
additional data.
Definition 4.2.1. The biequivariant category of (h,W ), denoted by
BE(h,W ),
is the category whose objects are pairs (F , δ), where F is a D⊕BS-sequence, and
δ ∈ EndBE(F)
1
0 is an element such that δ ◦ δ = 0.
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Before defining morphisms, we observe that for any two objects (F , δF), (G, δG)
in BE(h,W ), the bigraded k-module HomBE(F ,G) can be made into a dgg k-module
with the differential
dHom
BE
(F ,G)(f) = δG ◦ f + (−1)
|f |+1f ◦ δF .
Then morphisms in BE(h,W ) are given by
HomBE(h,W )(F ,G) = H
0
0(HomBE(F ,G)).
Composition is defined in the obvious way (see below).
If k′ is another integral domain and ϕ : k → k′ is a ring morphism, then the
functor k′ of §2.3 induces a functor
BE(h,W )→ BE(k′ ⊗k h,W ),
which will also be denoted k′. In fact, for F and G in BE(h,W ), the morphism
HomBE(h,W )(F ,G)→ HomBE(k′⊗kh,W )(k
′(F), k′(G))
induced by k′ is obtained from the isomorphism
k′ ⊗k HomBE(F ,G)
∼
→ HomBE(k
′(F), k′(G))
induced by the functor of §2.3.
Note that BE(h,W ) is simply the bounded homotopy category of the additive
category D⊕BS(h,W ); in particular it has a natural triangulated structure, with shift
functor defined by
(F , δ)[1] = (F [1],−δ).
The operation 〈n〉 on D⊕BS-sequences induces an autoequivalence of BE(h,W ), de-
noted similarly and which satisfies
(F , δ)〈n〉 = (F〈n〉, δ).
Then we set (n) := 〈−n〉[n] (so that this equivalence multiplies differentials by
(−1)n).
We will denote the total cohomology of HomBE(F ,G) by
HomBE(F ,G) = H
•
•(HomBE(F ,G)).
This is a bigraded k-module. It is easy to check that with the differentials defined
above, the map (4.2) is a map of chain complexes, so it induces a map
◦ : HomBE(G,H)⊗HomBE(F ,G)→ HomBE(F ,H).
In particular, composition of morphisms in BE(h,W ) is defined by taking the
bidegree-(0, 0) component of each term above. Under the natural identification
BE(h,W ) ∼= Kb(D⊕BS(h,W )), we clearly have
HomBE(F ,G)
i
j = HomKb(D⊕BS(h,W ))
(
F ,G[i − j](j)
)
.
We also set EndBE(F) := HomBE(F ,F).
We define a convolution operation on objects of BE(h,W ) by equipping the
D
⊕
BS-sequence F ⋆ G with the differential
δF⋆G := δF ⋆ id + id ⋆ δG .
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Using the signed interchange law (4.7), one can check that δF⋆G ◦ δF⋆G = 0, as
required. Moreover, one can check using again the signed interchange law that the
convolution map (4.6) is a map of chain complexes, so we get an induced map
⋆ : HomBE(F ,G)⊗HomBE(F
′,G′)→ HomBE(F ⋆ F
′,G ⋆ G′)
that again obeys a signed interchange law. These considerations give us a well-
defined bifunctor
⋆ : BE(h,W )× BE(h,W )→ BE(h,W ),
making BE(h,W ) into a monoidal category, with unit object B∅, considered as a
D
⊕
BS-sequence concentrated in position 0, and endowed with the trivial differential.
Example 4.2.2. Let s ∈ S. Consider the D⊕BS-sequence
(. . . , 0, Bs, B∅(1), 0, . . .)
with nonzero terms in positions 0 and 1. We define ∆s ∈ BE(h,W ) to be the pair
consisting of this sequence together with the differential given by
δ = •
s
∈ HomDBS(h,W )(Bs, B∅(1)) = EndBE(∆s)
1
0.
A more concise way to describe this is with the following picture:
∆s =
B∅(1)
Bs.
•
Similarly, we define ∇s to be the object
∇s =
Bs
B∅(−1),
•
where the underlying D⊕BS-sequence is concentrated in positions −1 and 0.
More generally, for any expression w = (s1, . . . , sk), we define
∆w = ∆s1 ⋆ · · · ⋆∆sk and ∇w = ∇s1 ⋆ · · · ⋆∇sk .
In the case where w is a reduced expression, we call ∆w a standard object, and ∇w
a costandard object.
Remark 4.2.3. It is likely that, under suitable assumptions, for w ∈ Ŵ the
objects ∆w and ∇w depend only on π(w) ∈ W (up to isomorphism). We will see
that this holds in the case of Cartan realizations of crystallographic Coxeter groups
in Chapter 10. It also follows from Proposition 9.1.1 that this property holds if the
conditions of Chapter 8 are satisfied for any pair of simple reflections generating a
finite subgroup of W .
Lemma 4.2.4. Let s ∈ S. There exists isomorphisms
∆s ⋆∇s ∼= ∇s ⋆∆s ∼= B∅
in BE(h,W ).
4.3. RIGHT-EQUIVARIANT COMPLEXES 25
Proof. We will prove that ∆s ⋆ ∇s ∼= B∅; the proof that ∇s ⋆ ∆s ∼= B∅ is
similar.
By definition, the biequivariant complex ∆s ⋆∇s can be depicted as follows:
Bs(−1)

•
− •

−−−−−−−→ B∅ ⊕B(s,s)
[
• •
]
−−−−−−−−−−−→ Bs(1).
We consider the morphisms f : ∆s ⋆∇s → B∅ and g : B∅ → ∆s ⋆∇s defined by
the following diagram:
Bs(−1) B∅ ⊕B(s,s) Bs(1)
0 B∅ 0.
[
1
]  1
−

Then f ◦ g = id, and the following morphism h satisfies id− g ◦ f = d(h):
Bs(−1) B∅ ⊕B(s,s) Bs(1)
Bs(−1) B∅ ⊕B(s,s) Bs(1).
[
0 −
] 0
(This computation uses the equality
(4.8) + = • + •
in DBS(h,W ).) 
4.3. Right-equivariant complexes
Given D⊕BS-sequences F ,G, we define a new bigraded k-module HomRE(F ,G)
by
HomRE(F ,G) := k⊗R HomBE(F ,G).
Note that the composition map (4.2) induces a map
◦ : HomRE(G,H)⊗HomRE(F ,G)→ HomRE(F ,H).
We will also write EndRE(F) for HomRE(F ,F).
Remark 4.3.1. Here, “RE” stands for “right equivariant.” Again, this termi-
nology is motivated by the case of Cartan realizations of crystallographic Coxeter
groups; see Chapter 10.
Definition 4.3.2. The right-equivariant category of (h,W ), which we denote
by
RE(h,W ),
is the category whose objects are pairs (F , δ), where F is a D⊕BS-sequence, and
δ ∈ EndRE(F)
1
0 is an element such that δ ◦ δ = 0.
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For two such objects (F , δF) and (G, δG), we make HomRE(F ,G) into a chain
complex with the differential
dHom
RE
(F ,G)(f) = δG ◦ f + (−1)
|f |+1f ◦ δF .
Then morphisms in RE(h,W ) are given by
HomRE(h,W )(F ,G) = H
0
0(HomRE(F ,G)),
with the natural composition maps.
As in §4.2, if k′ is another integral domain and ϕ : k→ k′ is a ring morphism,
then we have an “extension of scalars” functor
k′ : RE(h,W )→ RE(k′ ⊗k h,W ),
induced on morphisms by the natural isomorphism of complexes
k′ ⊗k HomRE(F ,G)
∼
→ HomRE(k
′(F), k′(G))
for F ,G in RE(h,W ).
It is clear from the construction that RE(h,W ) is equivalent to the bounded
homotopy category of the additive category D⊕BS(h,W ); in particular this category
has a natural triangulated structure. The operation 〈n〉 on D⊕BS-sequences induces
an autoequivalence of RE(h,W ), which we will also denote 〈n〉. Then we set (n) :=
〈−n〉[n].
As in §4.2, we also put
HomRE(F ,G) := H
•
•(HomRE(F ,G)), EndRE(F) := HomRE(F ,F).
For any two D⊕BS-sequences F ,G, there is an obvious map
(4.9) HomBE(F ,G)→ HomRE(F ,G)
that commutes with composition. This lets us define a functor
For
BE
RE : BE(h,W )→ RE(h,W )
as follows: it sends an object (F , δ) to the pair (F , δ¯) where δ¯ is the image of δ
under EndBE(F)→ EndRE(F), and it acts on morphisms by the map
H
0
0(HomBE(F ,G))→ H
0
0(HomRE(F ,G))
induced by (4.9). This functor is triangulated.
The category RE(h,W ) is not monoidal, but it retains a convolution action of
BE(h,W ) on the right:
⋆ : RE(h,W )× BE(h,W )→ RE(h,W ).
The following result is immediate from the definitions.
Lemma 4.3.3. For F ,G ∈ BE(h,W ), there is a natural isomorphism
For
BE
RE(F ⋆ G)
∼= For
BE
RE(F) ⋆ G.
Example 4.3.4. Let s ∈ S. Consider the D⊕BS-sequence
(. . . , 0, B∅(−1), Bs, B∅(1), 0, . . .),
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with nonzero terms in positions −1, 0, and 1. We define the object T ′s as the pair
consisting of this D⊕BS-sequence together with the differential given by
δ = •
s
⊕ •
s
∈ Hom
DBS(h,W )
(B∅(−1), Bs)⊕HomDBS(h,W )(Bs, B∅(1)) =
EndRE(T
′
s )
1
0.
A more concise way to describe this is with the following picture:
B∅(1)
Bs
B∅(−1).
•
•
In the setting of Cartan realizations of crystallographic Coxeter groups, this
object corresponds to a tilting mixed perverse sheaf in the sense of [AR3]; see §10.3
for details. In general, writing explicitly the complex EndRE(T
′
s ), it is not difficult
to check that EndRE(T ′s )
i
j = {0} unless (i, j) ∈ {(0, 0), (0,−2)}. The k-module
EndRE(T
′
s )
0
0 is free of rank 1, generated by idT ′s , while EndRE(T
′
s )
0
−2 is also free of
rank 1, and generated by the morphism
B∅(1)
Bs
B∅(−1) B∅(−1)
Bs(−2)
B∅(−3).
•
•
id
•
•
Lemma 4.3.5. For any expression w, we have
EndRE(For
BE
RE(∆w))
∼= k.
Proof. Suppose w = (s1, . . . , sr). We have
For
BE
RE(∆w)
∼= ForBERE(B∅ ⋆∆s1 ⋆ · · · ⋆∆sr )
∼= ForBERE(B∅) ⋆∆s1 ⋆ · · · ⋆∆sr
by Lemma 4.3.3. Now, Lemma 4.2.4 implies that the functor RE(h,W )→ RE(h,W )
given by F 7→ F ⋆∆s is an equivalence of categories. The calculation above then
implies that EndRE(For
BE
RE(∆w))
∼= EndRE(B∅) ∼= k. 
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4.4. Left-monodromic complexes
Given D⊕BS-sequences F ,G, we define a new bigraded k-module HomLM(F ,G)
by
HomLM(F ,G) := Λ⊗k HomBE(F ,G).
We equip it with a composition map
(4.10) ◦ : HomLM(G,H) ⊗HomLM(F ,G)→ HomLM(F ,H)
given by
(r ⊗ f) ◦ (s⊗ g) = (−1)|f ||s|(r ∧ s)⊗ (f ◦ g),
where r, s ∈ Λ, f ∈ HomBE(G,H), and g ∈ HomBE(F ,G). We will also write
EndLM(F) for HomLM(F ,F). (Here “LM” stands for “left monodromic.”)
Let s : HomLM(F ,G)→ HomLM(F ,G) be the map given by
s(r ⊗ f) = (−1)|r|r ⊗ f
for r ∈ Λ and f ∈ HomBE(F ,G). It is clear that s is an involution, and it is easy to
check that for f ∈ HomLM(F ,G) and g ∈ HomLM(G,H), we have
(4.11) s(g ◦ f) = s(g) ◦ s(f).
The morphism t : HomBE(F ,G) → HomBE(F ,G[1]) induces a morphism from
HomLM(F ,G) to HomLM(F ,G[1]), which will also be denoted t. Note that, un-
like in (4.3), composition in HomLM does not commute with t. Instead, it is easy
to check that we have
(4.12) tm(g) ◦ tn(f) = tm+n(g ◦ sm(f)).
(This formula is easier to remember if one thinks of t as an operation on the right.
Then pulling t across a morphism f results in applying s to f .) Note also that t
and s commute.
Let κ : HomLM(F ,G)→ HomLM(F ,G)[1] be the map given by
κ((r1 ∧ · · · ∧ rk)⊗ f) =
k∑
i=1
(−1)i+1(r1 ∧ · · · ∧ r̂i ∧ · · · ∧ rk)⊗ (ri ⋆ f)
for r1, . . . , rk ∈ V
∗ and f ∈ HomBE(F ,G). (Note that on the left-hand side of the
tensor sign, the rj ’s belong to Λ
1
2, while on the right-hand side, they belong to R
2
2.)
It is easy to check that
(4.13) κ ◦ κ = 0
and that for all f ∈ HomLM(F ,G) and g ∈ HomLM(G,H) we have
κ(t(f)) = t(κ(f)),(4.14)
κ(s(f)) = −s(κ(f)),(4.15)
κ(g ◦ f) = κ(g) ◦ f + (−1)|g|g ◦ κ(f).(4.16)
Lemma 4.4.1. Let F and G be two D⊕BS-sequences. Regard HomLM(F ,G) as a
chain complex with differential κ. Then HomLM(F ,G) is naturally a K-projective
left dgg A-module. Moreover, there is a natural isomorphism of bigraded k-modules
k⊗A HomLM(F ,G)
∼
→ HomRE(F ,G).
Proof. The first assertion follows from the last sentence in §4.1. The second
assertion is clear from the definitions. 
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Definition 4.4.2. The left-monodromic category of (h,W ), denoted by
LM(h,W ),
is the category defined as follows.
• The objects are pairs (F , δ), where F is a D⊕BS-sequence and δ is an element
of EndLM(F)
1
0 such that δ ◦ δ + κ(δ) = 0.
• For two such objects (F , δF ) and (G, δG), we make HomLM(F ,G) into a
dgg k-module with the differential
dHom
LM
(F ,G)(f) = κ(f) + δG ◦ f + (−1)
|f |+1f ◦ δF .
Then morphisms in LM(h,W ) are given by
HomLM(h,W )(F ,G) = H
0
0(HomLM(F ,G)).
• For three objects (F , δF ), (G, δG) and (H, δH), using (4.16) one can check
that the composition map (4.10) is a morphism of dgg k-modules; hence
it induces a morphism
HomLM(h,W )(G,H)⊗HomLM(h,W )(F ,G)→ HomLM(h,W )(F ,H),
which defines the composition in LM(h,W ).
Let us verify that the differential given above actually makes HomLM(F ,G) into
a chain complex. We have:
(4.17) d(d(f)) = κ(κ(f)) + κ(δGf) + (−1)
|f |+1κ(fδF)
+ δGκ(f) + δ
2
Gf + (−1)
|f |+1δGfδF
+ (−1)|f |κ(f)δF + (−1)
|f |δGfδF − fδ
2
F .
Using (4.13) and (4.16), this simplifies to
κ(δG)f + δ
2
Gf − fκ(δF)− fδ
2
F .
The definition of left-monodromic complexes tells us that this vanishes.
We will use the term chain map to refer to an element f ∈ HomLM(F ,G)
0
0
satisfying dHom
LM
(F ,G)(f) = 0. Such an element defines a morphism from F to G in
LM(h,W ).
As in §§4.2–4.3, if k′ is another integral domain and ϕ : k → k′ is a ring
morphism, then we have an “extension of scalars” functor
k′ : LM(h,W )→ LM(k′ ⊗k h,W ),
induced on morphisms by the natural isomorphism of complexes
(4.18) k′ ⊗k HomLM(F ,G)
∼
→ HomLM(k
′(F), k′(G))
for F , G in LM(h,W ).
The operation 〈n〉 on D⊕BS-sequences defines an autoequivalence of the category
LM(h,W ) (which does not change the differential); this autoequivalence will also
be denoted by 〈n〉.
As in the previous sections, we also put
HomLM(F ,G) := H
•
•(HomLM(F ,G)), EndLM(F) := HomLM(F ,F).
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4.5. Triangulated structure
We now explain how to equip LM(h,W ) with the structure of a triangulated
category. For an object (F , δF ) ∈ LM(h,W ), we define the shift operation by
(F , δF )[1] = (F [1],−s(δF)).
(Using (4.11) and (4.15), one can see that −s(δF) satisfies the defining condition
for a differential, so that the right-hand side is indeed an object of LM(h,W ).) For
a morphism f : F → G, we define
f [1] : F [1]→ G[1] by f [1] = s(f).
To be more precise, choose a chain map f˜ corresponding to f , and define f [1] to
be the morphism corresponding to s(f˜) ∈ HomLM(F ,G) = HomLM(F [1],G[1]). It is
left to the reader to check that s(f˜) is indeed a chain map F [1] → G[1], and that
the corresponding morphism in LM(h,W ) is independent of the choice of f˜ .
Next, given a chain map f : F → G, we will define a new left-monodromic
complex denoted by cone(f). Its underlying D⊕BS-sequence will be F [1] ⊕ G. We
will write elements of EndLM(F [1]⊕ G) by writing them as matrices[
a b
c d
]
∈
[
EndLM(F [1]) HomLM(G,F [1])
HomLM(F [1],G) EndLM(G)
]
.
Let cone(f) = (F [1]⊕ G, δcone(f)) be the complex with differential given by
δcone(f) =
[
−s(δF) 0
t−1(f) δG
]
.
Let us check that this is indeed a differential: we have
δcone(f) ◦ δcone(f) + κ(δcone(f))
=
[
−s(δF) 0
t−1(f) δG
] [
−s(δF) 0
t−1(f) δG
]
+
[
κ(−s(δF)) 0
κ(t−1(f)) κ(δG)
]
=
[
s(δF ◦ δF + κ(δF)) 0
κ(t−1(f)) + δG ◦ t
−1(f)− t−1(f) ◦ s(δF) δG ◦ δG + κ(δG)
]
The diagonal entries clearly vanish. For the lower left entry, using (4.12) and (4.14),
we have
κ(t−1(f)) + δG ◦ t
−1(f)− t−1(f) ◦ s(δF )
= t−1
(
κ(f) + δG ◦ f − f ◦ δF
)
= t−1
(
dHom
LM
(F ,G)(f)
)
= 0,
as desired.
Any diagram in LM(h,W ) isomorphic to one of the form
F
f
−→ G
α(f)
−−−→ cone(f)
β(f)
−−−→ F [1]
for f a chain map is called a distinguished triangle. Here, α(f) and β(f) are the
obvious chain maps, given by
α(f) =
[
0
idG
]
, β(f) =
[
idF [1] 0
]
.
Proposition 4.5.1. With the definitions above, LM(h,W ) has the structure of
a triangulated category.
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Proof sketch. The arguments of [KS, Lemma I.4.2 and Proposition I.4.4]
can readily be adapted to our setting. For instance, the proof of axiom (TR3)
from [KS, Proposition I.4.4] involves the study of the following diagram of chain
maps:
G cone(f) F [1] G[1]
G cone(f) cone(α(f)) G[1].
α(f) β(f) −f [1]
φ
α(f) α(α(f)) β(α(f))
ψ
Here, cone(α(f)) has underlying D⊕BS-sequence G[1] ⊕ F [1] ⊕ G, and φ : F [1] →
cone(α(f)) and ψ : cone(α(f))→ F [1] are the chain maps given by
φ =
−f [1]idF [1]
0
 , ψ = [0 idF [1] 0] .
One can check directly that ψ ◦ φ = idF [1], that ψ ◦ α(α(f)) = β(f), and that
β(α(f)) ◦ φ = −f [1]. Finally, we claim that the chain map φ ◦ ψ gives rise to
the identity morphism of cone(α(f)) in LM(h,W ). This claim follows from the
observation that
(4.19) idcone(α(f)) − φ ◦ ψ = dEnd
LM
(cone(α(f)))(r),
where
r =

0 0 t(idG)0 0 0
0 0 0

 ∈

 EndLM(G[1]) HomLM(F [1], G[1]) HomLM(G,G[1])Hom
LM
(G[1],F [1]) End
LM
(F [1]) Hom
LM
(G,F [1])
Hom
LM
(G[1], G) Hom
LM
(F [1], G) End
LM
(G)

 .
To check (4.19), observe that
δcone(α(f)) =
 −s(δG) 0 00 −s(δF) 0
t−1(idG) t
−1(f) δG
 .
Using (4.12), one can check that
idcone(α(f)) − φ ◦ ψ = κ(r) + δcone(α(f)) ◦ r + r ◦ δcone(α(f)),
as claimed. We omit the proof of the other axioms. 
Remark 4.5.2. For F ,G ∈ LM(h,W ), we have a canonical identification of
bigraded k-modules
HomLM(F ,G[1]) = HomLM(F ,G)[1]
induced by (4.1), but the two sides do not have the same differential: for f ∈
HomLM(F ,G[1]) we have
dHom
LM
(F ,G[1])(f) = κ(f)− s(δG) ◦ f + (−1)
|f |+1f ◦ δF ,
dHom
LM
(F ,G)[1](f) = −t(dHom
LM
(F ,G)(t
−1(f)))
= −κ(f)− t(δG ◦ t
−1(f))− (−1)|t
−1(f)|+1t(t−1(f) ◦ δF )
= −κ(f)− δG ◦ f − (−1)
|f |f ◦ s(δF).
From these equations, one can see that
dHom
LM
(F ,G[1])(s(f)) = s(dHom
LM
(F ,G)[1](f)).
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In other words, s : HomLM(F ,G[1]) → HomLM(F ,G)[1] is an isomorphism of dgg
k-modules, which therefore induces an isomorphism of k-modules
HomLM(h,W )(F ,G[1])
∼
→ HomLM(F ,G)
1
0.
From this we obtain an isomorphism of bigraded k-modules
HomLM(F ,G)
∼
→
⊕
n,m∈Z
HomLM(h,W )(F ,G[n]〈−m〉).
Below we will use this isomorphism to identify the two sides.
4.6. Right-equivariant versus left-monodromic complexes
In this section, we will show that the categories RE(h,W ) and LM(h,W ) are
actually equivalent.
Lemma 4.6.1. The category LM(h,W ) is generated as a triangulated category
by the objects in DBS(h,W ).
Here, we regard an object of DBS(h,W ) as an object of LM(h,W ) by viewing
it as a D⊕BS-sequence concentrated in degree 0, and then equipping it with the zero
differential.
Proof. Let F ∈ LM(h,W ). In the underlying D⊕BS-sequence
(. . . ,F−1,F0,F1, . . .),
let n be the largest integer such that Fn 6= 0. Define two new D⊕BS-sequences
F ′ = (. . . , 0,Fn, 0, . . .) and F ′′ = (. . . ,Fn−2,Fn−1, 0, . . .)
where in each case F i is the i-th entry, so that F = F ′′ ⊕F ′. Write its differential
as a matrix
δF =
[
a b
c d
]
∈
[
EndLM(F
′′) HomLM(F
′,F ′′)
HomLM(F
′′,F ′) EndLM(F
′)
]
.
We claim that b = 0. Indeed, degree considerations show that HomBE(F
′,F ′′)ij can
be nonzero only when i− j ≤ −1, but
b ∈ HomLM(F
′,F ′′)10 =
⊕
k≥0
Λk2k ⊗HomBE(F
′,F ′′)1−k−2k = {0}.
Similar reasoning shows that d = 0 as well.
Next, the condition δF ◦δF+κ(δF) = 0 implies that a also satisfies the defining
condition for differentials. In other words, (F ′′, a) is an object of LM(h,W ), as is
(F ′, 0).
Finally, consider the element t(c) ∈ HomLM(F
′′[−1],F ′). The condition on δF
implies that κ(c) + ca = 0, or
κ(t(c)) + 0 ◦ t(c)− t(c) ◦ (−s(a)) = 0.
This says that t(c) is a chain map F ′′[−1]→ F ′. Moreover, the diagram
F ′′[−1]
t(c)
−−→ F ′ → F → F ′′
is a distinguished triangle, since it can be identified with F ′′[−1]
t(c)
−−→ F ′ →
cone(t(c))→ F ′′.
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Now, F ′ is a cohomological shift of an object of D⊕BS(h,W ), and F
′′ has an
underlying D⊕BS-sequence with fewer nonzero terms than that of F . By an induction
argument on the number of nonzero terms, we conclude that LM(h,W ) is generated
by DBS(h,W ). 
For any two D⊕BS-sequences F ,G, there is a natural map
(4.20) HomBE(F ,G)→ HomLM(F ,G)
induced by the unit ηΛ : k → Λ. If δ ∈ EndBE(F), then its image δ¯ ∈ EndLM(F)
under (4.20) satisfies κ(δ¯) = 0. In particular, if δ ◦ δ = 0, then we deduce that
δ¯ ◦ δ¯ + κ(δ¯) = 0. We can therefore define a functor
For
BE
LM : BE(h,W )→ LM(h,W )
that sends (F , δ) to (F , δ¯). (Once this notation is introduced, one can restate
Lemma 4.6.1 as saying that LM(h,W ) is generated by the essential image of the
functor ForBELM.)
Next, consider the natural map
HomLM(F ,G)→ HomRE(F ,G)
that is induced by the counit ǫA : A → k together with the isomorphism from
Lemma 4.4.1. Considerations similar to those above give us a functor
For
LM
RE : LM(h,W )→ RE(h,W ).
It is clear that the functors ForLMRE and For
BE
LM are triangulated, that they com-
mute with the functors 〈n〉, and that we have
For
BE
RE = For
LM
RE ◦ For
BE
LM.
Theorem 4.6.2. The functor ForLMRE : LM(h,W )→ RE(h,W ) is an equivalence
of triangulated categories.
Proof. In view of Lemma 4.6.1 and the fact that objects of DBS(h,W ) also
generate RE(h,W ), it is enough to show that ForLMRE is fully faithful on cohomological
shifts of these objects. In fact, we will show that if F ,G ∈ DBS(h,W ), then the
natural map
HomLM(F ,G)→ HomRE(F ,G)
is a quasi-isomorphism, which will be enough by Remark 4.5.2. Since F and G have
zero differentials, the differential on HomLM(F ,G) is just κ, while HomRE(F ,G) and
HomBE(F ,G) have zero differential.
Recall that A is isomorphic as a bigraded k-module to Λ ⊗ R. We define an
isomorphism of bigraded k-modules
(4.21) h : A⊗R HomBE(F ,G)
∼
→ HomLM(F ,G)
by setting
h(r ⊗ x⊗ f) = r ⊗ (x ⋆ f) where r ∈ Λ, x ∈ R, and f ∈ HomBE(F ,G).
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It is easy to see that h is a morphism of dgg k-modules. Consider the following
commutative diagram:
A⊗R HomBE(F ,G) HomLM(F ,G)
k⊗R HomBE(F ,G) = HomRE(F ,G).
h
∼
ǫA⊗id ForLM
RE
Since ǫA : A → k is a quasi-isomorphism of R-modules, and since HomBE(F ,G) is
free over R (see §4.1), the left-hand diagonal arrow is a quasi-isomorphism. We
conclude that the right-hand diagonal arrow is a quasi-isomorphism as well, as
desired. 
Example 4.6.3. Consider B∅ as an object of LM(h,W ). (This object will
often be denoted by T∅.) As a special case of (4.21), using (4.4), we obtain an
isomorphism of dgg algebras
EndLM(T∅)
∼= A.
Taking cohomology, we find that
(4.22) EndLM(T∅) ∼= k.
Example 4.6.4. Let us write down concretely the object in LM(h,W ) that
corresponds to the object T ′s ∈ RE(h,W ) from Example 4.3.4 under the equivalence
of Theorem 4.6.2. (This object will be denoted Ts.) The D
⊕
BS-sequence is the same
as in Example 4.3.4, but the differential is now given by
δ = •
s
⊕ •
s
⊕ (−αs ⊗ id)
∈ Hom(B∅(−1), Bs)⊕Hom(Bs, B∅(1))⊕ (Λ
1
2 ⊗Hom(B∅(−1), (B∅(1))(−2)))
= EndLM(Ts)
1
0.
We depict this differential as follows:
B∅(1)
Bs
B∅(−1).
•
•
(−2)
−αs⊗id
Using the fact that ǫs ◦ ηs = αs ⋆ id (see the barbell relation in §2.2), one can check
that δ2 and −κ(δ) are both given by
B∅(1)
Bs
B∅(−1).
1⊗(αs⋆id)
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As for the category RE(h,W ), the category LM(h,W ) admits a natural convo-
lution action of BE(h,W ) on the right
(4.23) ⋆ : LM(h,W )× BE(h,W )→ LM(h,W ),
defined as follows. First, for D⊕BS-sequences F ,F
′,G,G′ and for f = r ⊗ f ′ ∈
HomLM(F ,G) (where r ∈ Λ and f
′ ∈ HomBE(F ,G)), g ∈ HomBE(F
′,G′) we set
f ⋆ g := r ⊗ (f ′ ⋆ g) ∈ HomLM(F ⋆ F
′,G ⋆ G′).
Then the convolution product of the objects (F , δF ) ∈ LM(h,W ) and (G, δG) ∈
BE(h,W ) is defined as the pair
(F ⋆ G, δF ⋆ idG + idF ⋆ δG).
The functors ForBELM and For
LM
RE are compatible with this action in the sense that
if F , G belong to BE(h,W ) and H belongs to LM(h,W ), then there exist functorial
isomorphisms
For
BE
LM(F ⋆ G)
∼= ForBELM(F) ⋆ G, For
LM
RE (H ⋆ G)
∼= ForLMRE (H) ⋆ G.
4.7. The left monodromy action
The main motivation for introducing the left-monodromic category LM(h,W )
is the construction given in Theorem 4.7.2 below. It provides an analogue in our
setting of the construction of the monodromy action in [Ve].
Recall from §3.3 the map ⌢´ : Λ∨ ⊗ Λ → Λ. This map induces a morphism of
bigraded k-modules
⌢´ : Λ∨ ⊗HomLM(F ,G)→ HomLM(F ,G)
for any two D⊕BS-sequences F ,G.
Lemma 4.7.1. Let f ∈ HomLM(F ,G) and g ∈ HomLM(G,H). For any x ∈ V =
(Λ∨)−1−2, we have
x ⌢´ (g ◦ f) = (x ⌢´ g) ◦ f + (−1)|g|g ◦ (x ⌢´ f)
and
x ⌢´ κ(f) = −κ(x ⌢´ f).
Proof. The first formula follows from (3.2); the second one can be checked
easily. 
Theorem 4.7.2. Let F ∈ LM(h,W ). There is a bigraded k-algebra homomor-
phism
µF : R
∨ → EndLM(F)
determined by setting µF(x) = x ⌢´ δ for x ∈ V = (R
∨)0−2. More generally, for any
F ,G ∈ LM(h,W ), the bigraded k-module HomLM(F ,G) is equipped with a canonical
structure of a left R∨-module
(4.24) ⋆̂ : R∨ ⊗HomLM(F ,G)→ HomLM(F ,G)
given by x ⋆̂ f = µG(x) ◦ f = f ◦ µF (x). This action is compatible with composition
in the following way: if f ∈ HomLM(F ,G), g ∈ HomLM(G,H), and x ∈ R∨, then
(4.25) x ⋆̂ (g ◦ f) = (x ⋆̂ g) ◦ f = g ◦ (x ⋆̂ f).
The action of R∨ on HomLM(F ,G) defined in this theorem is called the left
monodromy action.
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Proof. Consider the linear map
µ˜F : V 〈−2〉 → EndLM(F)
given by µ˜F(x) = x ⌢´ δ. We first observe that d(µ˜F (x)) = 0:
d(x ⌢´ δ) = κ(x ⌢´ δ) + δ ◦ (x ⌢´ δ)− (x ⌢´ δ) ◦ δ = −x ⌢´ κ(δ)− x ⌢´ δ2 = 0
by Lemma 4.7.1. Therefore, µ˜F does indeed induce a map µF : V 〈−2〉 → EndLM(F).
To prove that this map extends to a k-algebra morphism R∨ → EndLM(F), we must
show that µF(x) ◦ µF (y) = µF (y) ◦ µF(x). We will instead prove more generally
that for any f ∈ HomLM(F ,G), we have
(4.26) µG(x) ◦ f = f ◦ µF(x).
Choose a representative f˜ ∈ HomLM(F ,G) of f . Using Lemma 4.7.1, it is easy to
check that
x ⌢´ d(f˜) = d(−x ⌢´ f˜) + (x ⌢´ δG) ◦ f˜ − f˜ ◦ (x ⌢´ δF).
But the left-hand side is zero (since d(f˜) = 0), so now this equation says that
(x⌢´δG)◦ f˜ and f˜ ◦ (x⌢´ δF) become equal in HomLM(F ,G). In other words, (4.26)
holds. This shows that we have the desired map µF : R
∨ → EndLM(F). It also
shows that ⋆̂ is well-defined. Lastly, (4.25) is an easy consequence of (4.26). 
Lemma 4.7.3. If F ∈ BE(h,W ), then the map µF : R
∨ → EndLM(For
BE
LM(F))
factors through ǫR∨ : R
∨ → k.
Proof. The differential δ for ForBELM(F) lies in Λ
0
0 ⊗EndBE(F)
1
0 ⊂ EndLM(F)
1
0,
so it is clear from the definition of ⌢´ that x ⌢´ δ = 0 for all x ∈ V . 
Example 4.7.4. Consider the object Ts from Example 4.6.4. For x ∈ V , the
map µTs(x) ∈ EndLM(Ts)
0
−2 or µTs(x) : Ts → Ts〈2〉 is given by
B∅(1)
Bs
B∅(−1) B∅(−1)
Bs(−2)
B∅(−3).
•
•
(−2)
−αs⊗id
−αs(x)
•
•
(−2)
−αs⊗id
In particular, the monodromy action of R∨ on EndLM(Ts) is nontrivial. In light of
Lemma 4.7.3, this shows that the object Ts ∈ LM(h,W ) is not in the essential image
of ForBELM, and then that the object T
′
s ∈ RE(h,W ) is not in the essential image of
For
BE
RE; see §10.3 for more details.
Using the description of EndRE(T ′s ) in Example 4.3.4 and the “Demazure sur-
jectivity” assumption, we see that µTs : R
∨ → EndLM(Ts) is surjective, and induces
an isomorphism
R∨/((R∨)s+ · R
∨)
∼
→ EndLM(Ts),
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where (R∨)s+ = {x ∈ ker(ǫR∨) | s · x = x}.
4.8. Another triangulated structure on LM(h,W )
For later use, in this section we introduce a second triangulated structure on
the category LM(h,W ). For clarity, here we write Σℓ for the functor on LM(h,W )
that was denoted by [1] in §4.5, reserving [1] for the shift of a D⊕BS-sequence. Using
this notation, in §4.5 we defined a triangulated structure on the category with shift
(LM(h,W ),Σℓ). Call this the left triangulated structure and use a subscript ℓ to
denote the associated constructions; for example, for any chain map f , we have the
left cone coneℓ(f) and left standard triangle involving morphisms αℓ(f), βℓ(f).
Let F ,G be D⊕BS-sequences. Define
uF ,G : HomLM(F ,G)→ HomLM(F ,G)
by
uF ,G(f) = (−1)
pfev + (−1)
p+1fod for f ∈ HomD⊕BS(h,W )
(Fp,Gq(j)),
and extending Λ-linearly. (See (2.2) for the decomposition f = fev + fod. The
subscript “F ,G” is necessary in this notation since for instance under the canonical
identification HomLM(F ,G) = HomLM(F [1],G[1]), the maps uF ,G and uF [1],G[1] do
not coincide.) The map uF ,G is clearly an involution. Let f ∈ HomLM(F ,G) and
g ∈ HomLM(G,H). The following formulas are clear:
(4.27) κ(uF ,G(f)) = uF ,G(κ(f))
(4.28) g ◦ uF ,G(f) = uF ,H(g ◦ f).
One can also check directly that
(4.29) uG,H(g) ◦ f = (−1)
|f |uF ,H(g ◦ s(f))
if f is homogeneous.
Let F ,G,F ′,G′ be D⊕BS-sequences, let f ∈ HomD⊕BS(h,W )
(Fp,Gq(j)), and let
h ∈ HomBE(F
′,G′). The following formulas may be checked directly:
tn(f ⋆ h) = (−1)npfev ⋆ t
n(h) + (−1)n(p+1)fod ⋆ t
n(h);
uF⋆F ′,G⋆G′(f ⋆ h) = (−1)
pfev ⋆ uF ′,G′(h) + (−1)
p+1fod ⋆ uF ′,G′(h).
It follows that for any f ∈ HomLM(F ,G) we have
(4.30) tn(uF⋆F ′,G⋆G′(f ⋆ h)) = f ⋆ t
n(uF ′,G′(h)) for n odd.
We now define a new shift autoequivalence Σr on LM(h,W ). For an object
(F , δF) ∈ LM(h,W ), define
Σr(F , δF) = (F [1], δF ).
For a morphism f : F → G, define
Σr(f) : ΣrF → ΣrG by Σr(f) = f.
Let us now define the right triangulated structure, a triangulated structure
on the category with shift (LM(h,W ),Σr). Given a chain map f : F → G, the
right cone coner(f) is the left-monodromic complex with underlying D
⊕
BS-sequence
F [1]⊕ G and differential
δconer(f) =
[
δF 0
t−1(uF ,G(f)) δG
]
∈
[
EndLM(F [1]) HomLM(G,F [1])
HomLM(F [1],G) EndLM(G)
]
.
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Let us check that this is indeed a differential. We have
δconer(f) ◦ δconer(f) + κ(δconer(f)) =[
δF ◦ δF + κ(δF)
t−1(uF ,G(f)) ◦ δF + δG ◦ t
−1(uF ,G(f)) + κ(t
−1(uF ,G(f))) δG ◦ δG + κ(δG)
]
.
The diagonal entries clearly vanish. By (4.12) and (4.14), the lower left entry equals
t−1
(
κ(uF ,G(f)) + δG ◦ uF ,G(f) + uF ,G(f) ◦ s(δF )
)
,
and by (4.27), (4.28), and (4.29), this equals
t−1 ◦ uF ,G
(
κ(f) + δG ◦ f − f ◦ δF
)
= t−1 ◦ u
(
d(f)
)
= 0,
as desired.
A right distinguished triangle is a diagram in LM(h,W ) isomorphic to a right
standard triangle, one of the form
F
f
−→ G
αr(f)
−−−→ coner(f)
βr(f)
−−−→ ΣrF
for some chain map f , where αr(f) and βr(f) are the obvious chain maps (involving
no sign).
Proposition 4.8.1. The definitions above give a triangulated structure on
(LM(h,W ),Σr). Moreover, there is a natural isomorphism η : Σℓ
∼
→ Σr such that
(idLM(h,W ), η) is a triangulated equivalence
(LM(h,W ),Σℓ)
∼
→ (LM(h,W ),Σr).
Proof. For F ∈ LM(h,W ), define ηF ∈ HomLM(ΣℓF ,ΣrF)
∼= HomLM(F ,F)
by ηF = uF ,F(idF). By definition,
d(ηF ) = κ(ηF ) + δΣrF ◦ ηF − ηF ◦ δΣℓF
= κ(uF ,F(idF )) + δF ◦ uF ,F(idF) + uF ,F(idF ) ◦ s(δF).
By (4.27), (4.28), and (4.29), this equals
uF ,F
(
κ(idF) + δF ◦ idF − idF ◦ δF
)
= 0.
Thus ηF is a chain map and defines a morphism ηF : ΣℓF → ΣrF in LM(h,W ),
which is clearly an isomorphism.
Now we check that η is an isomorphism of functors η : Σℓ
∼
→ Σr. In fact, let
F ,G ∈ LM(h,W ) and let f : F → G be a morphism. Then by definition,
ηG ◦ Σℓ(f)− Σr(f) ◦ ηF = uG,G(idG) ◦ s(f)− f ◦ uF ,F(idF ),
and by (4.28) and (4.29), this equals
uF ,G(idG ◦ f − f ◦ idF ) = 0,
as desired.
Let F ,G ∈ LM(h,W ). For any chain map f : F → G, define
γf ∈ HomLM(coneℓ(f), coner(f))
by
γf =
[
uF ,F(idF) 0
0 idG
]
∈
[
EndLM(F [1]) HomLM(G,F [1])
HomLM(F [1],G) EndLM(G)
]
.
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By definition,
d(γf ) = κ(γf ) + δconer(f) ◦ γf − γf ◦ δconeℓ(f)
=
[
κ(uF ,F(idF ))
κ(idG)
]
+
[
δF
t−1(uF ,G(f)) δG
] [
uF ,F(idF )
idG
]
−
[
uF ,F(idF)
idG
] [
−s(δF)
t−1(f) δG
]
=
[
δF ◦ uF ,F(idF ) + uF ,F(idF) ◦ s(δF)
t−1(uF ,G(f)) ◦ uF ,F(idF)− idG ◦ t
−1(f) δG ◦ idG − idG ◦ δG
]
.
Using (4.12), (4.28), and (4.29), one easily checks that each entry vanishes. Thus
γf is a chain map and defines a morphism γf : coneℓ(f)→ coner(f) in LM(h,W ),
which is clearly an isomorphism.
This shows that we have the following isomorphism of diagrams in LM(h,W ):
F G coneℓ(f) ΣℓF
F G coner(f) ΣrF
f αℓ(f) βℓ(f)
γf ηF
f αr(f) βr(f)
It follows that the isomorphism
(idLM(h,W ), η) : (LM(h,W ),Σℓ)
∼
→ (LM(h,W ),Σr)
of categories with shift identifies the collection of left distinguished triangles with
the collection of right distinguished triangles. The result now follows since, by
Proposition 4.5.1, the former defines a triangulated structure on (LM(h,W ),Σℓ).

4.9. Karoubian envelopes
In this section, we assume that k is a field or a complete local ring, so that the
indecomposable objects Bw in the Karoubian envelope D(h,W ) of D
⊕
BS(h,W ) are
defined (see §2.3). All the constructions carried out earlier in this chapter can be
repeated with D⊕BS(h,W ) replaced by D(h,W ). However, we will see below that the
resulting triangulated categories are equivalent to those obtained from D⊕BS(h,W ).
In particular, we will consider D(h,W )-sequences, which we will simply call D-
sequences. Given two D-sequences F and G, we define the shift-of-grading functors
[n], 〈n〉, and (n), as well as the bigraded k-modules
HomBE(F ,G), HomRE(F ,G), HomLM(F ,G)
in the same way as before. We then define categories
BE(h,W )Kar, RE(h,W )Kar, LM(h,W )Kar.
In each case, objects of the category are pairs (F , δ) where F is a D-sequence and
δ is a “differential” in an appropriate sense.
Lemma 4.9.1. The obvious functors
BE(h,W )→ BE(h,W )Kar,
RE(h,W )→ RE(h,W )Kar,
LM(h,W )→ LM(h,W )Kar
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are all equivalences of categories.
Proof. We first consider the functor BE(h,W ) → BE(h,W )Kar. Recall that
D
⊕
BS(h,W ) is a full subcategory of D(h,W ). As a consequence, it is easy to see that
for any two objects F , G in BE(h,W ), our functor induces an isomorphism
HomBE(h,W )(F ,G)
∼
→ HomBE(h,W )Kar(F ,G).
Hence BE(h,W )→ BE(h,W )Kar is fully faithful.
To show that it is essentially surjective, it suffices to show that each Bw lies in
its essential image. We proceed by induction on w with respect to the Bruhat order.
If w = 1, then B1 = B∅ certainly lies in the image. Otherwise, choose a reduced
expression w for w. We have Bw ∼= Bw ⊕ F , where F is a direct sum of various
objects of the form Bv(n) with v < w. In particular, Bw is isomorphic to the cone
of a certain morphism F → Bw. Now, Bw is in the image of our functor, and so is
F , by induction. Using the fact that our functor BE(h,W )→ BE(h,W )Kar is fully
faithful and triangulated, we deduce that Bw indeed belongs to its essential image.
The same argument shows that RE(h,W ) → RE(h,W )Kar is an equivalence.
For the left-monodromic case, one must first imitate the proof of Lemma 4.6.1 to
show that LM(h,W )Kar is generated by the objects of D(h,W ). Then one can
repeat the argument above. 
CHAPTER 5
Free-monodromic complexes
In this chapter we introduce our main object of study: the category FM(h,W )
of “free-monodromic complexes” associated to a realization of a Coxeter group.
In this category, as in LM(h,W ), there is a left monodromy action of R∨; but
in addition, we find a new right monodromy action. The last section contains a
number of nontrivial examples of objects and morphisms in this category, including
examples of the monodromy actions.
5.1. Definitions
Let F and G be D⊕BS-sequences. We set
HomFM(F ,G) = Λ⊗HomBE(F ,G)⊗R
∨.
(Here, “FM” stands for “free-monodromic.”) If H is another D⊕BS-sequence, we
equip these bigraded k-modules with a composition map
(5.1) ◦ : HomFM(G,H)⊗HomFM(F ,G)→ HomFM(F ,H)
given by
(r ⊗ f ⊗ x) ◦ (s⊗ g ⊗ y) = (−1)|x||s|+|f ||s|+|x||g|(r ∧ s)⊗ (f ◦ g)⊗ (xy).
where r, s ∈ Λ, f ∈ HomBE(G,H), g ∈ HomBE(F ,G), and x, y ∈ R
∨. (In fact, in
this formula, |x| is even, so the sign is equal to (−1)|f ||s|.) We also set EndFM(F) :=
HomFM(F ,F).
In a minor abuse of notation, we denote by
κ : HomFM(F ,G)→ HomFM(F ,G)[1]
the map κ ⊗ idR∨ : HomLM(F ,G) ⊗ R
∨ → HomLM(F ,G)[1] ⊗ R
∨. It is clear
that (4.13) and (4.16) are again satisfied in this setting.
Choose a basis e1, . . . , er for V
∗, and let eˇ1, . . . , eˇr be the dual basis for V .
Consider the following elements of EndFM(F):
Θ = ΘF =
r∑
i=1
1⊗ (id ⋆ ei)⊗ eˇi ∈ EndFM(F)
2
0,
θ = θF =
r∑
i=1
ei ⊗ id⊗ eˇi ∈ EndFM(F)
1
0.
We will also consider
κ(θ) =
r∑
i=1
1⊗ (ei ⋆ id)⊗ eˇi ∈ EndFM(F)
2
0.
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Of course, these elements are independent of the choice of basis. All three are
“graded-central” in the following sense: for any f ∈ HomFM(F ,G), we have
(5.2) fΘF = ΘGf, fθF = (−1)
|f |θGf, fκ(θF ) = κ(θG)f.
Definition 5.1.1. The free-monodromic category of (h,W ), denoted by
FM(h,W ),
is the category defined as follows.
• The objects are pairs (F , δ), where F is a D⊕BS-sequence and δ is an element
in EndFM(F)
1
0 such that δ ◦ δ + κ(δ) = Θ.
• For two such objects (F , δF) and (G, δG), we make HomFM(F ,G) into a
dgg k-module with the differential
dHom
FM
(F ,G)(f) = κ(f) + δG ◦ f + (−1)
|f |+1f ◦ δF .
Then morphisms in FM(h,W ) are given by
HomFM(h,W )(F ,G) = H
0
0(HomFM(F ,G)).
• For three objects (F , δF ), (G, δG) and (H, δH), one can check that the
composition map (5.1) is a morphism of dgg k-modules; hence it induces
a morphism
HomFM(h,W )(G,H)⊗HomFM(h,W )(F ,G)→ HomFM(h,W )(F ,H),
which defines the composition in FM(h,W ).
The objects of FM(h,W ) will be sometimes called free-monodromic complexes.
To check that this definition makes sense, let us verify that the differential given
above actually makes HomFM(F ,G) into a dgg k-module. The same calculation as
in (4.17) shows that
d(d(f)) = κ(δG)f + δ
2
Gf − fκ(δF)− fδ
2
F = ΘGf − fΘF ,
and this vanishes by (5.2).
As in LM(h,W ), if F and G are free-monodromic complexes, we will use the
term chain map to refer to an element f ∈ HomFM(F ,G)
0
0 such that d(f) = 0. Such
an element defines a morphism in FM(h,W ).
As in §§4.2–4.4, if k′ is another integral domain and ϕ : k → k′ is a ring
morphism, then we have an “extension of scalars” functor
k′ : FM(h,W )→ FM(k′ ⊗k h,W ),
induced on morphisms by the natural isomorphism of complexes
k′ ⊗k HomFM(F ,G)
∼
→ HomFM(k
′(F), k′(G))
for F , G in FM(h,W ).
The operation 〈n〉 on D⊕BS-sequences clearly defines an autoequivalence of the
category FM(h,W ), which we will also denote by 〈n〉. As in the previous section,
we also put
HomFM(F ,G) = H
•
•(HomFM(F ,G)), EndFM(F) := HomFM(F ,F).
For any two D⊕BS-sequences F ,G, there is a natural map
(5.3) HomFM(F ,G)→ HomLM(F ,G)
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induced by the counit ǫR∨ : R
∨ → k. These maps are compatible with composition.
Moreover, the image of Θ ∈ EndFM(F) under (5.3) is 0. Therefore, if δ ∈ EndFM(F)
satisfies δ ◦ δ+ κ(δ) = Θ, then its image δ¯ ∈ EndLM(F) under (5.3) satisfies δ¯ ◦ δ¯ +
κ(δ¯) = 0. We can therefore define a functor
For
FM
LM : FM(h,W )→ LM(h,W )
that sends (F , δ) to (F , δ¯).
Remark 5.1.2. Proceeding as in §4.5, one can construct a triangulated struc-
ture on the category FM(h,W ). We will not need this structure, so we will not
consider this construction in detail.
5.2. The left and right monodromy actions
The contraction maps ⌢´ : Λ∨ ⊗ Λ→ Λ and ⌢` : R∨ ⊗R♮ → R∨ induce maps
⌢´ : Λ∨ ⊗HomFM(F ,G)→ HomFM(F ,G),
⌢` : HomFM(F ,G)⊗R
♮ → HomFM(F ,G).
Lemma 5.2.1. Let f ∈ HomFM(F ,G) and g ∈ HomFM(G,H).
(1) For any x ∈ V = (Λ∨)−1−2, we have
x ⌢´ (g ◦ f) = (x ⌢´ g) ◦ f + (−1)|g|g ◦ (x ⌢´ f),
x ⌢´ κ(f) = −κ(x ⌢´ f),
x ⌢´Θ = 0.
(2) For any r ∈ V ∗ = (R♮)02, we have
(g ◦ f) ⌢` r = (g ⌢` r) ◦ f + g ◦ (f ⌢` r),
κ(f) ⌢` r = κ(f ⌢` r),
Θ ⌢` r = 1⊗ (id ⋆ r)⊗ 1.
Proof. The first two formulas in (1) follow from Lemma 4.7.1. The third
one is clear. The first formula in (2) follows from (3.3), and the second and third
formulas are clear. 
Theorem 5.2.2. Let F ∈ FM(h,W ). There is a bigraded k-algebra homomor-
phism
µF : R
∨ → EndFM(F)
determined by setting µF(x) = x ⌢´ δ for x ∈ V = (R
∨)0−2. More generally, for any
F ,G ∈ FM(h,W ), the bigraded module HomFM(F ,G) is equipped with a canonical
structure of a left R∨-module
(5.4) ⋆̂ : R∨ ⊗HomFM(F ,G)→ HomFM(F ,G)
given by x ⋆̂ f = µG(x) ◦ f = f ◦ µF (x). This action is compatible with composition
in the following way: if f ∈ HomFM(F ,G), g ∈ HomFM(G,H), and x ∈ R∨, then
x ⋆̂ (g ◦ f) = (x ⋆̂ g) ◦ f = g ◦ (x ⋆̂ f).
Proof. The same arguments as for Theorem 4.7.2 apply in this context. 
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As in §4.7, we call the R∨-action on HomFM(F ,G) defined above the left mon-
odromy action. For later use, we note that as in the proof of Theorem 4.7.2 we
have, for all f ∈ HomFM(F ,G) and all x ∈ V ,
(5.5) x ⌢´ d(f) = d(−x ⌢´ f) + (x ⌢´ δG) ◦ f − f ◦ (x ⌢´ δF).
There is an obvious right action ofR∨ on HomFM(F ,G), and it is easy to see that
the differential on this space commutes with the right R∨-action, so HomFM(F ,G)
inherits the structure of a rightR∨-module. This action, called the right monodromy
action, will be denoted by
(5.6) ⋆̂ : HomFM(F ,G)⊗R
∨ → HomFM(F ,G).
The right monodromy action is compatible with composition: if f ∈ HomFM(F ,G),
g ∈ HomFM(G,H), and x ∈ R∨, then
(5.7) (g ◦ f) ⋆̂ x = (g ⋆̂ x) ◦ f = g ◦ (f ⋆̂ x).
From (5.3), we see that
HomLM(F ,G)
∼= HomFM(F ,G)⊗R∨ k
for any D⊕BS-sequences F and G. If F and G are free-monodromic complexes, then
this isomorphism induces an isomorphism of dgg k-modules
(5.8) HomLM(For
FM
LM(F),For
FM
LM(G))
∼= HomFM(F ,G)⊗R∨ k.
Lemma 5.2.3. Let F and G be free-monodromic complexes. Assume that
HomLM(h,W )(For
FM
LM(F),For
FM
LM(G)[i]〈j〉) = 0 unless i = 0,
and that each HomLM(h,W )(For
FM
LM(F),For
FM
LM(G)〈j〉) is free over k. Then we have
HomFM(F ,G)
i
j = 0 unless i = 0,
HomFM(F ,G)0• is graded free as a right R
∨-module, and the morphism
HomFM(F ,G)
0
• ⊗R∨ k→ HomLM(For
FM
LM(F),For
FM
LM(G))
0
•
induced by the functor ForFMLM is an isomorphism.
Proof. Using Remark 4.5.2, we see that our assumption implies that
HomLM(For
FM
LM(F),For
FM
LM(G))
i
j = 0 unless i = 0,
or in other words that the complex HomLM(For
FM
LM(F),For
FM
LM(G)) is concentrated in
cohomological degree 0, and finally, using (5.8), that the complex HomFM(F ,G)⊗R∨
k is concentrated in cohomological degree 0. Then the desired properties follow from
Lemma 3.4.1. 
Finally, in parallel with Theorem 5.2.2, one might study the map
V ∗ → EndFM(F) given by r 7→ δ ⌢` r.
This does not extend to a ring homomorphism with values in EndFM(F), because
it is not true that d(δ ⌢` r) = 0 in general. Instead, we have
d(δ ⌢` r) = κ(δ ⌢` r) + δ(δ ⌢` r) + (δ ⌢` r)δ = κ(δ) ⌢` r + δ2 ⌢` r = Θ ⌢` r = id ⋆ r
by Lemma 5.2.1(2). More generally, we have the following analogue of (5.5): for
all f ∈ HomFM(F ,G) and all r ∈ V
∗,
(5.9) d(f) ⌢` r = d(f ⌢` r) + (δG ⌢` r) ◦ f + (−1)
|f |+1f ◦ (δF ⌢` r).
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5.3. Examples of free-monodromic complexes
We will now exhibit some examples of free-monodromic complexes.
5.3.1. The free-monodromic skyscraper sheaf. Let T˜∅ denote the D
⊕
BS-
sequence consisting of B∅, concentrated in degree 0. We make it into a free-
monodromic complex by equipping it with the differential
δ = θ ∈ EndFM(T˜∅)
1
0.
We have δ2 = 0 and κ(δ) = Θ, so this element does indeed make T˜∅ into a free-
monodromic complex. From (4.4) we deduce that we have
EndFM(T˜∅) = Λ⊗R ⊗R
∨.
It is easy to see from the definitions that the differential in this case is dA ⊗ idR∨ ,
so that the bigraded k-algebra homomorphism EndFM(T˜∅) → R
∨ induced by the
counits of Λ and R is a quasi-isomorphism of dgg k-algebras. In particular, we have
(5.10) EndFM(T˜∅) ∼= R
∨.
We now compute the left monodromy action on T˜∅. For any x ∈ V = (R
∨)0−2
we have
x ⌢´ δ = x ⌢´ θ =
r∑
i=1
〈x, ei〉1 ⊗ 1⊗ eˇi = 1⊗ 1⊗ x.
Thus
(5.11) µT˜∅ = idR∨ : R
∨ → EndFM(T˜∅)
(5.10)
= R∨.
5.3.2. The free-monodromic complex associated to a simple reflec-
tion. Let s be a simple reflection, and consider the object Ts from Example 4.6.4.
We define the object T˜s by equipping the same D
⊕
BS-sequence with the structure of
a free-monodromic complex using the differential
δ =
•
⊕ • ⊕ (−αs ⊗ id)⊕ (
•
⊗ α∨s )⊕ (−αs ⊗ id⊗ α
∨
s )⊕ (−αs ⊗ id⊗ α
∨
s ) + θ
∈ Hom(B∅(−1), Bs)⊕Hom(Bs, B∅(1))⊕ (Λ
1
2 ⊗Hom(B∅(−1), (B∅(1))(−2)))
⊕ (Hom(B∅(1), Bs(2))⊗ (R
∨)0−2)⊕ (Λ
1
2 ⊗ End(B∅(1))⊗ (R
∨)0−2)
⊕ (Λ12 ⊗ End(Bs)⊗ (R
∨)0−2) + EndFM(T˜s)
1
0 ⊂ EndFM(T˜s)
1
0.
We depict this with the following picture:
B∅(1)
Bs
B∅(−1)
θ−αs⊗id⊗α
∨
s
(2) 1⊗
•
⊗α∨s
•
θ−αs⊗id⊗α
∨
s•
(−2)
−αs⊗id⊗1
θ
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To verify that this element is indeed a differential, we first remark that in the
k-algebra EndFM(T˜s), by (5.2) we have
θ
•
= −
•
θ and θ • = − • θ.
We then compute the various components of δ2 ∈ EndFM(T˜s):
B∅(−1) B∅(−1) : θ
2 = 0
B∅(−1) Bs :
•
θ + (θ
•
− αs ⊗
•
⊗ α∨s ) + (1⊗ •
⊗ α∨s )(−αs ⊗ id⊗ 1)
= 0
B∅(−1) B∅(1) :
•
• − (αs ⊗ id⊗ 1)θ − θ(αs ⊗ id⊗ 1) + (αs ∧ αs)⊗ id⊗ α
∨
s
= αs ⋆ id
Bs  Bs : (θ − αs ⊗ id⊗ α
∨
s )
2 + 1⊗
•
• ⊗ α∨s = 1⊗ •
• ⊗ α∨s
Bs  B∅(1) : (θ − αs ⊗ id⊗ α
∨
s ) • + • (θ − αs ⊗ id⊗ α
∨
s ) = 0
B∅(1) Bs : (θ − αs ⊗ id⊗ α
∨
s )(1 ⊗ •
⊗ α∨s )
+ (1 ⊗
•
⊗ α∨s )(θ − αs ⊗ id⊗ α
∨
s ) = 0
B∅(1) B∅(1) : 1⊗
•
• ⊗ α∨s + (θ − αs ⊗ id⊗ α
∨
s )
2 = 1⊗ (αs ⋆ id)⊗ α
∨
s .
We depict this as follows:
δ2 =
B∅(1)
Bs
B∅(−1).
1⊗(αs⋆id)⊗α
∨
s
1⊗
•
• ⊗α∨s1⊗(αs⋆id)⊗1
On the other hand, we have
κ(δ) =
B∅(1)
Bs
B∅(−1).
Θ−1⊗(αs⋆id)⊗α
∨
s
κ(θ)−1⊗(αs⋆id)⊗α
∨
s−1⊗(αs⋆id)⊗1
Θ
Consider the 0th term of thisD⊕BS-sequence. In EndBE(Bs), by the nil-Hecke relation
(see §2.2) we have
id ⋆ ei = 〈α
∨
s , ei〉 •
• + s(ei) ⋆ id = 〈α
∨
s , ei〉 •
• + (ei − 〈α
∨
s , ei〉αs) ⋆ id.
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Since
∑
i〈α
∨
s , ei〉eˇi = α
∨
s , we deduce that in EndBE(Bs)⊗R
∨, we have
Θ =
•
• ⊗ α∨s + κ(θ)− (αs ⋆ id)⊗ α
∨
s .
In particular, we conclude that δ2 + κ(δ) = Θ in EndFM(T˜s), as desired.
Let us now compute the left monodromy action on T˜s. For x ∈ V , note that
x⌢´θ =
∑
ei(x)⊗id⊗ eˇi = 1⊗id⊗x, and that x⌢´(αs⊗id⊗α
∨
s ) = 1⊗id⊗αs(x)α
∨
s .
We deduce that
µT˜s(x) =
B∅(1) B∅(1)
Bs Bs
B∅(−1) B∅(−1)
1⊗id⊗s(x)
1⊗id⊗s(x)
1⊗id⊗x
(−2)
−αs(x)·1⊗id⊗1
.
From this one can deduce that more generally for any f ∈ R∨ we have
(5.12) µT˜s(f) =
B∅(1) B∅(1)
Bs Bs
B∅(−1) B∅(−1)
1⊗id⊗s(f)
1⊗id⊗s(f)
1⊗id⊗f
(−2)
−∂s(f)·1⊗id⊗1
,
where ∂s is the Demazure operator as in §2.2.
Proposition 5.3.1. There is a canonical isomorphism of bigraded k-algebras
EndFM(T˜s) ∼= R
∨ ⊗(R∨)s R
∨.
Here, (R∨)s is the subring of R∨ consisting of elements that are fixed by s.
Proof. In view of Example 4.7.4 and Lemma 5.2.3, as a bigraded right R∨-
module, EndFM(T˜s) must be free of rank 2, and generated in bidegrees (0, 0) and
(0,−2).
Let φ : R∨ ⊗ R∨ → EndFM(T˜s) be the map given by φ(x ⊗ y) = µT˜s(x)y. By
Theorem 5.2.2, this map is a bigraded k-algebra morphism. Moreover, it follows
from (5.12) that φ descends to a map φ′ : R∨ ⊗(R∨)s R
∨ → EndFM(T˜s). Now
the graded right R∨-module R∨ ⊗(R∨)s R
∨ is also free of rank 2, and generated
in bidegrees (0, 0) and (0,−2), see e.g. [EW, Claim 3.9]. From the discussion in
Example 4.7.4 we know that φ′ ⊗R∨ k is an isomorphism. It follows that φ′ is also
an isomorphism. 
5.3.3. Another free-monodromic complex associated to s. The free-
monodromic complex T˜s described in §5.3.2 appears to be somewhat “asymmetric”:
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indeed, there is another free-monodromic complex T˜ ′s on the same underlying D
⊕
BS-
sequence given by
δ =
B∅(1)
Bs
B∅(−1)
θ
•
θ−αs⊗id⊗α
∨
s
(2)
1⊗ • ⊗α∨s
•
(−2)
−αs⊗id⊗1
θ−αs⊗id⊗α
∨
s
.
In fact, T˜s and T˜
′
s are isomorphic objects of FM(h,W ). Consider the elements
f ∈ HomFM(T˜s, T˜
′
s ) and g ∈ HomFM(T˜
′
s , T˜s) given by
f =
B∅(1) B∅(1)
Bs Bs
B∅(−1) B∅(−1)
id
(2)
1⊗id⊗α∨s
id
id
g =
B∅(1) B∅(1)
Bs Bs
B∅(−1) B∅(−1)
id
(2)
−1⊗id⊗α∨s
id
id
.
One can check that f and g both define morphisms in FM(h,W ), and that they
are isomorphisms, inverse to one another.
In fact, T˜s and T˜
′
s are canonically isomorphic, in the following sense. Note that
the objects ForFMLM(T˜s) and For
FM
LM(T˜
′
s ) are equal. It follows from Lemma 5.2.3 that
the natural map
HomFM(T˜s, T˜
′
s )→ EndLM(For
FM
LM(T˜s))
is an isomorphism in degree (0, 0), so the identity map id : ForFMLM(T˜s)→ For
FM
LM(T˜
′
s )
lifts to a unique morphism in FM(h,W ). This is the morphism induced by the chain
map f considered above.
In the remainder of the paper, we will work only with T˜s.
5.3.4. Free-monodromic unit and counit morphisms. We define a mor-
phism
ηˆs : T˜∅〈−1〉 → T˜s
in FM(h,W ) by
ηˆs = idB∅(1) ⊕ (−1⊗ idB∅(1) ⊗ α
∨
s )
∈ Hom(B∅(1), B∅(1))⊕ (Hom(B∅(1), B∅(−1)(2))⊗ (R
∨)0−2)
⊂ HomFM(T˜∅〈−1〉, T˜s).
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This morphism is depicted by:
B∅(1) B∅(1)
Bs
B∅(−1).
θ
id
(2)
−1⊗id⊗α∨s
θ−αs⊗id⊗α
∨
s
(2) 1⊗
•
⊗α∨s
•
θ−αs⊗id⊗α
∨
s•
(−2)
−αs⊗id⊗1
θ
To verify that this is indeed a morphism, we must check that d(ηˆs) = 0. It is clear
that κ(ηˆs) = 0, so it is enough to check that
δηˆs = ηˆsδ.
The picture above makes it straightforward to verify this.
Next, we define a morphism
ǫˆs : T˜s → T˜∅〈1〉
in FM(h,W ) by
ǫˆs = −idB∅(−1) ∈ Hom(B∅(−1), B∅(−1)) ⊂ HomFM(T˜s, T˜∅〈1〉)
0
0.
This morphism is depicted as follows:
B∅(1)
Bs
B∅(−1) B∅(−1).
θ−αs⊗id⊗α
∨
s
(2) 1⊗
•
⊗α∨s
•
θ−αs⊗id⊗α
∨
s•
(−2)
−αs⊗id⊗1
θ
−id
θ
.
The following proposition shows that these morphisms satisfy relations similar
to the barbell and nil-Hecke relations of §2.2.
Proposition 5.3.2. (1) In EndFM(T˜∅), we have
ǫˆs ◦ ηˆs = α
∨
s ⋆̂ id = id ⋆̂ α
∨
s .
(2) In EndFM(T˜s), for any x ∈ V we have
id ⋆̂ x = αs(x)ηˆsǫˆs + s(x) ⋆̂ id.
Proof. We first prove (1). We have
ǫˆs ◦ ηˆs = 1⊗ id⊗ α
∨
s ∈ Λ
0
0 ⊗HomBE(T˜∅〈−1〉, T˜∅〈1〉)
0
2 ⊗R
0
−2 ⊂ EndFM(T˜∅)
0
−2.
It is immediate from the definitions that (the image of) 1⊗ id⊗α∨s in EndFM(T˜∅)
0
−2
agrees with id ⋆̂ α∨s . The equality α
∨
s ⋆̂ id = id ⋆̂ α
∨
s follows from (5.11).
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We now turn to (2). Choose x ∈ V . Using the identities αs(sx) = −αs(x) and
x− s(x) = αs(x)α
∨
s together with (5.12), we obtain
id ⋆̂ x− s(x) ⋆̂ id =
B∅(1) B∅(1)
Bs Bs
B∅(−1) B∅(−1)
0
0
1⊗id⊗αs(x)α
∨
s
(−2)
−αs(x)·1⊗id⊗1
.
It is easy to check that this morphism agrees with αs(x)ηˆs ǫˆs, and (2) follows. 
CHAPTER 6
Free-monodromic convolution
A summary of the categories defined in the preceding two chapters is shown
in Figure 6.1 below. The categories in the leftmost portion of this diagram are
monoidal. The rest of this paper is guided by the dream that FM(h,W ) “ought to”
be monoidal as well (or at least have a large monoidal subcategory) with respect
to some new operation ⋆̂.
In this chapter, we define ⋆̂ for a certain class of objects, called convolutive
objects, as well as for morphisms between them. Unfortunately, we do not know
how to define ⋆̂ on all of FM(h,W ); and when it is defined, it is not obvious whether
it is a bifunctor. Indeed, the question of the bifunctoriality of ⋆̂ will occupy us for
the rest of the paper. In the meantime, the reader should take care not to be led
astray by the fact that the notation “looks” like a bifunctor.
(The notation ⋆̂ has already been used for the left and right monodromy actions
in (5.4) and (5.6), but those actions will not appear in this chapter. This overlap
in notation will be justified later by Lemma 7.1.1.)
6.1. Convolutive complexes
Let F and G be free-monodromic complexes. Throughout this chapter, we will
frequently need to refer to the subspaces Λ⊗HomBE(F ,G) and HomBE(F ,G)⊗R
∨
of HomFM(F ,G). For brevity, we introduce the following notation:
Hom⊳
FM
(F ,G) = Λ⊗HomBE(F ,G),
Hom⊲
FM
(F ,G) = HomBE(F ,G)⊗R
∨.
Note that composition respects these subspaces: that is, if f ∈ Hom⊳
FM
(F ,G) and
g ∈ Hom⊳
FM
(G,H), then g ◦ f ∈ Hom⊳
FM
(F ,H), and likewise for the Hom⊲
FM
spaces.
(On the other hand, the differential does not stabilize these subspaces in general.)
D
⊕
BS(h,W ), ⋆
FM(h,W ) BE(h,W ), ⋆
LM(h,W ) RE(h,W )
For
FM
LM
For
BE
RE
∼
For
LM
RE
Figure 6.1. Various categories of D⊕BS-sequences
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The convolution map ⋆ on HomBE induces a map
(6.1) ⋆ : Hom⊳
FM
(F ,G)⊗Hom⊲
FM
(F ′,G′)→ HomFM(F ⋆ F
′,G ⋆ G′).
By (4.7), this map obeys the signed interchange law:
(6.2) (g ◦ f) ⋆ (k ◦ h) = (−1)|f ||k|(g ⋆ k) ◦ (f ⋆ h).
Definition 6.1.1. A free-monodromic complex (F , δ) is said to be convolutive
if
δ ∈ (k⊕ V ∗(−2)[1])⊗ EndBE(F)⊗ (k⊕ V 〈−2〉) ⊂ EndFM(F).
The category of convolutive complexes, denoted by ConvFM(h,W ), is defined to be
the full (but not strictly full!) subcategory of FM(h,W ) consisting of convolutive
complexes.
Lemma 6.1.2. Let F be a convolutive free-monodromic complex.
(1) The map µF : V 〈−2〉 → EndFM(F) given by µF (x) = x ⌢´ δ extends to a
dgg algebra homomorphism
µF : R
∨ → EndFM(F)
which takes values in End⊲FM(F).
(2) The map νF : V
∗〈2〉[−1]→ EndFM(F) given by νF(r) = δ ⌢` r extends to
a bigraded ring homomorphism
νF : Λ→ End
⊳
FM(F).
This map is not a dgg algebra homomorphism in general; instead, for
r ∈ V ∗〈2〉[−1], it satisfies
d(νF (r)) = id ⋆ r.
Proof. The claims that µF (V ) ⊂ End
⊲
FM(F) and νF(V
∗) ⊂ End⊳FM(F) are
immediate from the definition of convolutivity. This definition also implies that
(6.3)
x ⌢´ (y ⌢´ δ) = 0 for all x, y ∈ V ,
(δ ⌢` s) ⌢` r = 0 for all r, s ∈ V ∗.
To show that µF extends to a ring homomorphism from R
∨, we must show
that µF (x)µF (y) = µF(y)µF (x) for all x, y ∈ V . From (5.5), we have
x ⌢´ d(y ⌢´ δ) = d(−x ⌢´ (y ⌢´ δ)) + (x ⌢´ δ)(y ⌢´ δ)− (y ⌢´ δ)(x ⌢´ δ).
Recall from Theorem 5.2.2 that d(y ⌢´ δ) = 0. The first term on the right-hand
side also vanishes by (6.3), so we conclude that µF(x)µF (y) − µF (y)µF(x) = 0,
as desired. The fact that µF is compatible with differentials also follows from
Theorem 5.2.2.
For νF , we see from (5.9) that
d(δ ⌢` s) ⌢` r = d((δ ⌢` s) ⌢` r) + (δ ⌢` r)(δ ⌢` s) + (δ ⌢` s)(δ ⌢` r).
By the comments following Lemma 5.2.3, the left-hand side reduces to (id⋆s)⌢`r =
0, and the first term on the right-hand side again vanishes by (6.3). We deduce
that νF(r)νF (s)+ νF (s)νF (r) = 0, so νF extends to a ring homomorphism from Λ,
as desired. 
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Remark 6.1.3. We have observed in Theorem 5.2.2 that if F ,G are free-
monodromic complexes and if f ∈ HomFM(F ,G), then f ◦ µF(x) = µG(x) ◦ f
in HomFM(F ,G) for any x ∈ R∨. If F and G are convolutive, then the analogous
claim in HomFM(F ,G) is not true in general. However, if f and d(f) both belong
to Hom⊲FM(F ,G), then (5.5) shows that f ◦ µF(x) = µG(x) ◦ f in HomFM(F ,G).
Similarly, if f and d(f) both belong to Hom⊳
FM
(F ,G), then by (5.9) we have
νG(y) ◦ f = (−1)
|y||f |f ◦ νF (y) for any y ∈ Λ.
Example 6.1.4. Consider the special case F = T˜∅ (see §5.3.1). Then we have
EndFM(T˜∅) = Λ⊗R ⊗R
∨.
From the definitions one can check that for x ∈ V and y ∈ V ∗ we have
µT˜∅(x) = 1⊗ 1⊗ x, νT˜∅(y) = y ⊗ 1⊗ 1.
As in §5.1, let us choose a basis e1, . . . , er for V
∗, and let eˇ1, . . . , eˇr be the dual
basis for V . If (F , δ) is a convolutive complex, we define
δ⊳ := δ −
∑
νF (ei)eˇi and δ
⊲ := δ −
∑
eiµF (eˇi).
Lemma 6.1.5. Let (F , δ) be a convolutive free-monodromic complex.
(1) We have δ⊳ ∈ End⊳FM(F). Moreover, for any r ∈ Λ, we have
δνF(r) + (−1)
|r|+1νF (r)δ = δ
⊳νF(r) + (−1)
|r|+1νF (r)δ
⊳.
(2) We have δ⊲ ∈ End⊲FM(F). Moreover, for any x ∈ R
∨, we have
δµF (x)− µF (x)δ = 0 = δ
⊲µF (x)− µF (x)δ
⊲.
(3) We have
(δ⊲)2 = δ2 and d(δ⊲) ∈ End⊲FM(F).
Proof. Part (1) follows from the facts that νF is a ring morphism and that
the elements eˇi are central in EndFM(F). In (2), the first equality follows from the
fact that d(µF (x)) = 0. We deduce the second equality by noting that µF is an
algebra homomorphism, and that µF(x) commutes with ei (because it is of even
degree). Let us now prove (3). We have
(δ⊲)2 = (δ −
∑
i
eiµF (eˇi))
2
= δ2 − δ ·
(∑
i
eiµF (eˇi)
)
−
(∑
i
eiµF(eˇi)
)
· δ +
(∑
i
eiµF (eˇi)
)2
.
The fourth term on the right-hand side is easily seen to vanish, and then the first
formula follows from (2) and the fact that δ · ei = −ei · δ (because δ is of odd
degree). Finally, we observe that
d(δ⊲) = d(δ) −
∑
i
d(eiµF (eˇi)) = ΘF + δ
2 −
∑
i
d(ei) · µF(eˇi) +
∑
i
ei · d(µF (eˇi)).
On the right-hand side, the first term belongs to End⊲FM(F), as does the second
one, since (δ⊲)2 = δ2. Since d(ei) = 1 ⊗ (ei ⋆ id) ⊗ 1, the third term belongs to
End⊲FM(F). And the fourth one vanishes because µ is a dgg algebra morphism. The
claim follows. 
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6.2. Convolution on dgg Hom spaces
Let F ,G,F ′,G′ be convolutive free-monodromic complexes. We define the map
⋆̂ : HomFM(F ,G)⊗HomFM(F
′,G′)→ HomFM(F ⋆ F
′,G ⋆ G′)
to be the following composition:
HomFM(F ,G)⊗HomFM(F
′,G′)
= Λ⊗HomBE(F ,G)⊗ R
∨ ⊗ Λ⊗HomBE(F
′,G′)⊗R∨
id⊗id⊗µG′⊗νF⊗id⊗id
−−−−−−−−−−−−−−→
Λ⊗HomBE(F ,G)⊗ EndBE(G
′)⊗R∨ ⊗ Λ⊗ EndBE(F)⊗HomBE(F
′,G′)⊗R∨
τ
−→ Λ⊗ Λ⊗HomBE(F ,G)⊗ EndBE(F)⊗ EndBE(G
′)⊗HomBE(F
′,G′)⊗R∨ ⊗R∨
◦⊗◦⊗◦⊗◦
−−−−−−→ Λ⊗HomBE(F ,G)⊗HomBE(F
′,G′)⊗R∨
id⊗⋆⊗id
−−−−−→ Λ⊗HomBE(F ⋆ F
′,G ⋆ G′)⊗R∨ = HomFM(F ⋆ F
′,G ⋆ G′).
It will be useful to express this composition in the following way. Consider some
f ∈ HomFM(F ,G), and suppose f = rf
′x, where r ∈ Λ, f ′ ∈ HomBE(F ,G), and
x ∈ R∨. Similarly, suppose h ∈ HomFM(F
′,G′) can be written as h = th′z. Then
we have
f ⋆̂ h = rf ′νF(t) ⋆ µG′(x)h
′z,
where ⋆ is the map defined in (6.1).
Lemma 6.2.1. Let F ,G,H,F ′,G′,H′ be convolutive free-monodromic complexes.
Let f ∈ HomFM(F ,G), g ∈ HomFM(G,H), h ∈ HomFM(F
′,G′), k ∈ HomFM(G
′,H′).
Assume that one of the following conditions holds:
(1) The elements f and d(f) both lie in Hom⊳
FM
(F ,G).
(2) The elements k and d(k) both lie in Hom⊲
FM
(G′,H′).
(3) We have f ∈ Hom⊳
FM
(F ,G) and k ∈ Hom⊲
FM
(F ,G).
Then we have
(6.4) (g ◦ f) ⋆̂ (k ◦ h) = (−1)|f ||k|(g ⋆̂ k) ◦ (f ⋆̂ h).
In particular, this lemma can be invoked when either f or k is an identity map.
Proof. Let us first consider the special case where F = G and f = idF .
We may assume without loss of generality that g = sg′y, where s ∈ Λ, g′ ∈
HomBE(F ,H), and y ∈ R
∨. Similarly, assume that h = th′z and k = uk′w. We
have
g ⋆̂ (kh) = (−1)|t||k
′|sg′y ⋆̂ utk′h′wz = (−1)|t||k
′|sg′νF (ut) ⋆ µH′(y)k
′h′wz
and
(g ⋆̂ k) ◦ (idF ⋆̂ h) = (sg
′νF(u) ⋆ µH′(y)k
′w)(νF (t) ⋆ h
′z)
= (−1)|t||k
′|(sg′νF(u)νF (t) ⋆ µH′(y)k
′h′wz)
by (6.2). Hence g ⋆̂ (kh) = (g ⋆̂ k) ◦ (idF ⋆̂ h) as desired. A similar calculation
proves (6.4) in the special case where G′ = H′ and k = idG′ .
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We now turn to the general case. By the special cases considered above, we
have
g ⋆̂ k = (g ⋆̂ idH′)(idG ⋆̂ k),
f ⋆̂ h = (f ⋆̂ idG′)(idF ⋆̂ h),
(gf) ⋆̂ (kh) = (g ⋆̂ idH′)(f ⋆̂ k)(idF ⋆̂ h).
Thus, to prove (6.4) in general, it suffices to show that
(6.5) f ⋆̂ k = (−1)|f ||k|(idG ⋆̂ k) ◦ (f ⋆̂ idG′).
Suppose now that f, d(f) ∈ Hom⊳
FM
(F ,G). Assume without loss of generality
that k = uk′w with u ∈ Λ, k′ ∈ HomBE(G
′,H′), and w ∈ R∨. Our assumption on
f implies that
f ⋆̂ k = fνF(u) ⋆ k
′w
and
(idG ⋆̂ k) ◦ (f ⋆̂ idG′) = (νG(u) ⋆ k
′w)(f ⋆ idG′) = (−1)
|f ||k′|νG(u)f ⋆ k
′w
by (6.2). Our assumption on f and d(f) implies that νG(u)f = (−1)
|u||f |fνF(u),
see Remark 6.1.3. The equality (6.5) follows.
A similar computation yields (6.5) if we instead assume that k and d(k) lie
in Hom⊲
FM
(G′,H′). Finally, if f ∈ Hom⊳
FM
(F ,G) and k ∈ Hom⊲
FM
(F ,G), then each
instance of ⋆̂ in (6.5) reduces to ⋆, so the claim follows from (6.2) in this case as
well. 
6.3. Convolution of objects
In this section, we will define the operation ⋆̂ on free-monodromic complexes.
Definition 6.3.1. Let F and F ′ be two convolutive free-monodromic com-
plexes. Their monodromic convolution product, denoted by F ⋆̂F ′, is defined to be
the convolutive free-monodromic complex whose underlying D⊕BS-sequence is F ⋆F
′,
and whose differential is given by
δF ⋆̂F ′ = δF ⋆̂ idF ′ + idF ⋆̂ δF ′ − ψF ⋆̂F ′ ,
where
ψF ⋆̂F ′ =
∑
i
νF (ei) ⋆ µF ′(eˇi).
(Here, as usual, e1, . . . , er and eˇ1, . . . , eˇr are dual bases for V
∗ and V respectively.)
Of course, we must check that δF ⋆̂F ′ obeys the defining condition for a free-
monodromic complex. This will be done in Lemma 6.3.3 below.
Lemma 6.3.2. For any two convolutive free-monodromic complexes F and F ′,
we have
δF ⋆̂F ′ = δF ⋆̂ idF ′ +idF ⋆̂ δ
⊲
F ′ = δ
⊳
F ⋆̂ idF ′ +idF ⋆̂ δF ′ = δ
⊳
F ⋆̂ idF ′ +idF ⋆̂ δ
⊲
F ′+ψF ⋆̂F ′ .
Proof. We have
δF ⋆̂ idF ′ = δ
⊳
F ⋆̂ idF ′ +
∑
i
νF (ei)eˇi ⋆̂ idF ′
= δ⊳F ⋆̂ idF ′ +
∑
i
νF (ei) ⋆ µF ′(eˇi) = δ
⊳
F ⋆̂ idF ′ + ψF ⋆̂F ′ .
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A similar calculation shows that
idF ⋆̂ δF ′ = idF ⋆̂ δ
⊲
F ′ + ψF ⋆̂F ′ ,
and the desired equalities follow. 
Lemma 6.3.3. Let F and F ′ be convolutive free-monodromic complexes. The
element δF ⋆̂F ′ ∈ EndFM(F ⋆ F
′) satisfies δ2F ⋆̂F ′ + κ(δF ⋆̂F ′) = ΘF⋆F ′ .
Proof. Let us use the formula δF ⋆̂F ′ = δF ⋆̂ id + id ⋆̂ δ
⊲
F ′ from Lemma 6.3.2.
Since δ⊲F ′ and d(δ
⊲
F ′) both lie in End
⊲
FM(F
′) (see Lemma 6.1.5(3)), we can use
Lemma 6.2.1 to see that
δ2F ⋆̂F ′ = (δF ⋆̂ idF ′)
2+(δF ⋆̂ idF ′)(idF ⋆̂ δ
⊲
F ′)+ (idF ⋆̂ δ
⊲
F ′)(δF ⋆̂ idF ′)+ (idF ⋆̂ δ
⊲
F ′)
2
= δ2F ⋆̂ idF ′ + idF ⋆̂ (δ
⊲
F ′)
2 = δ2F ⋆̂ idF ′ + idF ⋆̂ δ
2
F ′ ,
where the last equality again comes from Lemma 6.1.5(3). Next, it is clear that
κ(f) ⋆̂ idF ′ = κ(f ⋆̂ idF ′) for any f . On the other hand, we have κ(idF ⋆̂ δ
⊲
F ′) = 0.
Thus,
δ2F ⋆̂F ′ + κ(δF ⋆̂F ′) = δ
2
F ⋆̂ idF ′ + idF ⋆̂ δ
2
F ′ + κ(δF ) ⋆̂ idF ′
= ΘF ⋆̂ idF ′ + idF ⋆̂ΘF ′ − idF ⋆̂ κ(δF ′).
Note that ΘF⋆F ′ = idF ⋆̂ΘF ′ . Thus, to complete the proof, we must show that
ΘF ⋆̂ idF ′ = idF ⋆̂ κ(δF ′).
For the left-hand side, we have
ΘF ⋆̂ idF ′ =
∑
i
(idF ⋆ ei) ⋆ µF ′(eˇi).
For the right-hand side, note that κ(δ⊲F ′) = 0, so
κ(δF ′) = κ
(∑
i
eiµF ′(eˇi)
)
=
∑
i
(ei ⋆ idF ′) · µF ′(eˇi).
It follows that idF ⋆̂ κ(δF ′) = ΘF ⋆̂ idF ′ , as desired. 
6.4. Convolution of morphisms
In this section we check that the operation ⋆̂ on maps defined in §6.2 is com-
patible with the appropriate differentials, and hence that it induces an operation
on morphisms in FM(h,W ).
Proposition 6.4.1. Let F ,G,F ′,G′ be convolutive free-monodromic complexes.
For any f ∈ HomFM(F ,G) and h ∈ HomFM(F
′,G′), we have
d(f) ⋆̂ h+ (−1)|f |f ⋆̂ d(h) = d(f ⋆̂ h).
Proof. Assume that f = rf ′x, where r ∈ Λ, f ′ ∈ HomBE(F ,G), and x ∈ R
∨.
We likewise assume that h can be written in the form h = th′z. Assume furthermore
that t = t1 · · · tk, where t1, . . . , tk ∈ V
∗. Below, we will use the notation
t(j) = t1 · · · t̂j · · · tk.
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By definition, we have
(6.6) d(f) ⋆̂ h+ (−1)|f |f ⋆̂ d(h) = κ(f) ⋆̂ h+ (δGf) ⋆̂ h+ (−1)
|f |+1(fδF) ⋆̂ h
+ (−1)|f |f ⋆̂ κ(h) + (−1)|f |f ⋆̂ (δG′h) + (−1)
|f |+|h|+1f ⋆̂ (hδF ′).
We will analyze each term in the right-hand side of (6.6) successively. For the
first one, we have
κ(f) ⋆̂ h = κ(rf ′)x ⋆̂ th′z = κ(rf ′)νF (t) ⋆ µG′(x)h
′z
= κ(rf ′νF (t)) ⋆ µG′(x)h
′z − (−1)|r|+|f
′|rf ′κ(νF (t)) ⋆ µG′(x)h
′z.
Using Lemma 6.1.5(1), we have
κ(νF(t)) = d(νF (t))− δFνF(t)− (−1)
|t|+1νF(t)δF
= d(νF (t))− δ
⊳
FνF (t)− (−1)
|t|+1νF (t)δ
⊳
F .
Now, observe that
d(νF (t)) =
∑
j
(−1)j+1νF(t1 · · · tj−1)d(νF (tj))νF (tj+1 · · · tk)
=
∑
j
(−1)j+1νF (t
(j)) ⋆ tj
by Lemma 6.1.2(2). Since by definition and (6.2) we have rf ′νF (t)δ
⊳
F ⋆µG′(x)h
′z =
(−1)|h
′|(f ⋆̂ h)(δ⊳F ⋆̂ idF ′), and since |r| + |f
′| ≡ |f | (mod 2) and |t| + |h′| ≡ |h|
(mod 2), we deduce that
(6.7) κ(f) ⋆̂ h = κ(f ⋆̂ h)−
∑
j
(−1)|f |+j+1(rf ′νF(t
(j)) ⋆ tj) ⋆ µG′(x)h
′z
+ (−1)|f |rf ′δ⊳FνF(t) ⋆ µG′(x)h
′z + (−1)|f |+|h|+1(f ⋆̂ h)(δ⊳F ⋆̂ idF ′).
For the second term in the right-hand side of (6.6), by Lemma 6.2.1 we have
(6.8) (δGf) ⋆̂ h = (δG ⋆̂ idG′)(f ⋆̂ h).
Next, for the third term we have
(6.9) (fδF ) ⋆̂ h = (fδ
⊳
F ) ⋆̂ h+
∑
i
(fνF(ei)eˇi) ⋆̂ h
= rf ′δ⊳FνF (t) ⋆ µG′(x)h
′z +
∑
i
rf ′νF (ei)νF (t) ⋆ µG′(eˇi)µG′(x)h
′z.
To analyze the fourth term in the right-hand side of (6.6), we observe that
κ(th′) =
∑
j
(−1)j+1t(j)(tj ⋆ h
′).
58 6. FREE-MONODROMIC CONVOLUTION
Therefore,
(6.10) f ⋆̂ κ(h) =
∑
j
(−1)j+1f ⋆̂ (t(j)(tj ⋆ h
′)z)
=
∑
j
(−1)j+1rf ′νF(t
(j)) ⋆ µG′(x)(tj ⋆ h
′)z
=
∑
j
(−1)j+1(rf ′νF(t
(j)) ⋆ tj) ⋆ µG′(x)h
′z.
We now consider the fifth term in the right-hand side of (6.6). We have
f ⋆̂ (δG′h) = f ⋆̂ (δ
⊲
G′h) +
∑
i
f ⋆̂ (eiµG′(eˇi)h)
= (−1)|t|f ⋆̂ tδ⊲G′h
′z +
∑
i
f ⋆̂ (eitµG′(eˇi)h
′z)
= (−1)|t|rf ′νF(t) ⋆ µG′(x)δ
⊲
G′h
′z +
∑
i
rf ′νF (ei)νF (t) ⋆ µG′(x)µG′ (eˇi)h
′z.
Recall from Lemma 6.1.5(1) that µG′(x)δ
⊲
G′ = δ
⊲
G′µG′(x). Since by (6.2) we have
rf ′νF (t) ⋆ δ
⊲
G′µG′(x)h
′z = (−1)|f |+|t|(idG ⋆̂ δ
⊲
G′)(f ⋆̂ h), we find that
(6.11) f ⋆̂(δG′h) = (−1)
|f |(idG ⋆̂ δ
⊲
G′)(f ⋆̂h)+
∑
i
rf ′νF (ei)νF (t)⋆µG′(x)µG′ (eˇi)h
′z.
Finally, for the last term in the right-hand side of (6.6), by Lemma 6.2.1, we
have
(6.12) f ⋆̂ (hδF ′) = (f ⋆̂ h)(idF ⋆̂ δF ′).
Let us now consolidate our preceding calculations. Combining (6.7) and (6.10),
we have
(6.13) κ(f) ⋆̂ h+ (−1)|f |f ⋆̂ κ(h)
= κ(f ⋆̂ h) + (−1)|f |+|h|+1(f ⋆̂ h)(δ⊳F ⋆̂ idF ′) + (−1)
|f |rf ′δ⊳FνF (t) ⋆ µG′(x)h
′z.
Now combine (6.13) with (6.9) and (6.11):
(6.14) κ(f) ⋆̂ h+ (−1)|f |f ⋆̂ κ(h) + (−1)|f |+1(fδF) ⋆̂ h+ (−1)
|f |f ⋆̂ (δG′h)
= κ(f ⋆̂ h) + (−1)|f |+|h|+1(f ⋆̂ h)(δ⊳F ⋆̂ idF ′) + (idG ⋆̂ δ
⊲
G′)(f ⋆̂ h).
Finally, combine (6.14) with (6.8) and (6.12) and use Lemma 6.3.2 to obtain
d(f) ⋆̂ h+ (−1)|f |f ⋆̂ d(h)
= κ(f ⋆̂ h) + (−1)|f |+|h|+1(f ⋆̂ h)(δ⊳F ⋆̂ idF ′) + (idG ⋆̂ δ
⊲
G′)(f ⋆̂ h)
+ (δG ⋆̂ idG′)(f ⋆̂ h) + (−1)
|f |+|h|+1(f ⋆̂ h)(idF ⋆̂ δF ′)
= κ(f ⋆̂ h) + δG⋆̂G′(f ⋆̂ h) + (−1)
|f |+|h|+1(f ⋆̂ h)δF ⋆̂F ′ ,
as desired. 
If F ,G,F ′,G′ are convolutive free-monodromic complexes, Proposition 6.4.1
tells us that
⋆̂ : HomFM(F ,G)⊗HomFM(F
′,G′)→ HomFM(F ⋆̂ F
′,G ⋆̂ G′)
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is a map of chain complexes, so it induces a map on cohomology:
(6.15) ⋆̂ : HomFM(F ,G)⊗HomFM(F
′,G′)→ HomFM(F ⋆̂ F
′,G ⋆̂ G′).
We reiterate that we do not claim that ⋆̂ is a bifunctor at this point. However, if
F is a fixed object of ConvFM(h,W ), then it follows from Lemma 6.2.1 that the
assignment
G 7→ F ⋆̂ G, g 7→ idF ⋆̂ g
is a functor from ConvFM(h,W ) to itself, which we will denote F ⋆̂ (−). Similarly,
the assignment
G 7→ G ⋆̂ F , g 7→ g ⋆̂ idF
defines a functor, which will be denoted (−) ⋆̂F .
More generally, we have the following result.
Lemma 6.4.2. Let F ,F ′,G,G′,H,H′ be convolutive free-monodromic complexes,
and let f : F → G, g : G → H, h : F ′ → G′, k : G′ → H′ be morphisms in FM(h,W ).
Assume either that f admits a lift which belongs to Hom⊳
FM
(F ,G), or that k admits
a lift which belongs to Hom⊲
FM
(G′,H′). Then we have
(g ◦ f) ⋆̂ (k ◦ h) = (g ⋆̂ k) ◦ (f ⋆̂ h).
Proof. This follows directly from Lemma 6.2.1. 
6.5. The categories Conv⊲
FM
(h,W ) and Conv⊳
FM
(h,W )
We can now define the category Conv⊲FM(h,W ) as follows:
• the objects of this category are the same as those of ConvFM(h,W ) (i.e. the
convolutive free-monodromic complexes);
• the morphisms in Conv⊲
FM
(h,W ) from F to G are elements of the k-
module HomFM(F ,G)00 which admit a lift in HomFM(F ,G)
0
0 which belongs
to Hom⊲
FM
(F ,G).
The category Conv⊳
FM
(h,W ) is defined in a similar way.
By construction Conv⊲
FM
(h,W ) and Conv⊳
FM
(h,W ) are subcategories of the cat-
egory ConvFM(h,W ) (but not full subcategories), and it is easily checked that the
operation ⋆̂ sends morphisms in Conv⊲
FM
(h,W ) to morphisms in Conv⊲
FM
(h,W ), and
similarly for Conv⊳
FM
(h,W ). It follows from Lemma 6.4.2 that the operation ⋆̂ is a
bifunctor on Conv⊲
FM
(h,W ) and on Conv⊳
FM
(h,W ).
6.6. Action of ConvFM(h,W ) on ConvLM(h,W )
Adapting the definition in §6.1, we will say that an object (F , δ) in LM(h,W )
is convolutive if
δ ∈ (k⊕ V ∗(−2)[1])⊗ EndBE(F) ⊂ EndLM(F).
We will denote by ConvLM(h,W ) the full subcategory of LM(h,W ) whose objects
are convolutive. Then, as in Lemma 6.1.2, if (G, δ) is convolutive then the morphism
µG of Theorem 4.7.2 lifts to a dgg-algebra morphism
µG : R
∨ → EndLM(G)
which takes values in EndBE(G). Using this construction one can define, for F ,G in
ConvFM(h,W ) and F
′,G′ in ConvLM(h,W ), a map
(6.16) HomFM(F ,G)⊗HomLM(F
′,G′)→ HomLM(F ⋆ F
′,G ⋆ G′)
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as follows: for f = rf ′x (with r ∈ Λ, f ′ ∈ HomBE(F ,G), x ∈ R
∨) and h = th′ (with
t ∈ Λ, h′ ∈ HomBE(F
′,G′)) we set
f ⋆̂ h := rf ′νF (t) ⋆ µG′(x)h
′,
where
⋆ : Hom⊳
FM
(F ,G)⊗HomBE(F
′,G′)→ HomLM(F ⋆ F
′,G ⋆ G′)
is the natural convolution morphism. Finally, if (F , δF) belongs to ConvFM(h,W )
and (G, δG) belongs to ConvLM(h,W ), we can define an object F ⋆̂G of ConvLM(h,W )
by setting its underlying D⊕BS-sequence to be F ⋆ G, and equipping it with the
differential
δF ⋆̂G = δF ⋆̂ idG + idF ⋆̂ δG −
∑
i
νF (ei) ⋆ µG(eˇi),
where e1, . . . , er and eˇ1, . . . , eˇr are dual bases for V
∗ and V respectively. An ana-
logue of Proposition 6.4.1 tells us that (6.16) is a map of chain complexes, so it
induces map on cohomology
(6.17) HomFM(F ,G) ⊗HomLM(F
′,G′)→ HomLM(F ⋆ F
′,G ⋆ G′).
For any fixed F , the assignment G 7→ F ⋆̂ G is functorial, and for any fixed G, the
assignment F 7→ F ⋆̂G is functorial. However, we do not claim that ⋆̂ is a bifunctor
from ConvFM(h,W ) × ConvLM(h,W ) to ConvLM(h,W ).
It is clear that the functor ForFMLM : FM(h,W ) → LM(h,W ) sends convolutive
free-monodromic complexes to convolutive objects of LM(h,W ). Moreover, if F
and G belong to ConvFM(h,W ) then there exists a functorial isomorphism
(6.18) ForFMLM(F ⋆̂ G)
∼= F ⋆̂ ForFMLM(G).
Lemma 6.6.1. Let F be in FM(h,W ) and G be in BE(h,W ). Then ForBELM(G)
belongs to ConvLM(h,W ), and there exists a canonical isomorphism
F ⋆̂ ForBELM(G)
∼= ForFMLM(F) ⋆ G
in LM(h,W ), where ⋆ is as in (4.23). This isomorphism is functorial in F (for
fixed G) and in G (for fixed F).
Proof. The fact that ForBELM(G) belongs to ConvLM(h,W ) is obvious by con-
struction. Then, by the obvious analogue of Lemma 6.3.2, we have
δF ⋆̂ForBE
LM
(G) = δ
⊳
F ⋆̂ idG + idF ⋆̂ δG = δ
⊳
F ⋆ idG + idF ⋆ δG .
This is precisely the differential of ForFMLM(F) ⋆ G, so we are done. 
6.7. Karoubian envelopes
In this section, as in §4.9, we assume that k is a field or a complete local ring,
and we work with the Karoubian envelope D(h,W ) of D⊕BS(h,W ). We define the
bigraded k-module
HomFM(F ,G)
for F ,G D-sequences, and the category
FM(h,W )Kar,
6.7. KAROUBIAN ENVELOPES 61
by the same formulas as for D⊕BS(h,W ). It makes sense to speak of convolutive
objects in FM(h,W )Kar and to define the operation ⋆̂ in the various settings we
have discussed above. One can also define the categories
Conv⊲
FM
(h,W )Kar and Conv
⊳
FM
(h,W )Kar
as in §6.5.
Lemma 6.7.1. The obvious functor
FM(h,W )→ FM(h,W )Kar
is fully faithful.
It is likely that this functor is actually an equivalence of categories, but to imi-
tate the proof of Lemma 4.9.1, we would require more information about generating
FM(h,W )Kar as a triangulated category. We will not pursue this question in this
paper.
Proof. Since D⊕BS(h,W ) is a full subcategory of D(h,W ), we see that for
any two D⊕BS-sequences F and G, the bigraded k-module HomFM(F ,G) remains
unchanged if we regard F and G as D-sequences. The lemma follows immediately.


CHAPTER 7
Hints of functoriality
A monoidal category consists of a category equipped with a bifunctor and some
additional data (natural isomorphisms satisfying some compatibility conditions). In
the previous chapter, we emphasized the fact that we do not know at the moment
whether ⋆̂ is a bifunctor on ConvFM(h,W ). Nevertheless, it is possible to go ahead
and construct the additional data associated with being monoidal; indeed, we will
need this additional data as we continue to study ⋆̂ in later chapters. This task
occupies the first three sections of the chapter. As an application, we will define
and study morphisms between free-monodromic analogues of the standard and
costandard objects from Example 4.2.2.
We saw in §6.4 that for a fixed object F ∈ ConvFM(h,W ), the operations
F ⋆̂ (−) and (−) ⋆̂F are endofunctors of ConvFM(h,W ). In the last two sections of
this chapter, we show that these functors extend to all of FM(h,W ).
7.1. Unitor isomorphisms
The object T˜∅ considered in §5.3.1 is a unit for the operation ⋆̂, in the following
sense.
Lemma 7.1.1. There exist canonical isomorphisms of functors from the category
ConvFM(h,W ) to itself:
λ : T˜∅ ⋆̂ (−)
∼
→ id and ̺ : (−) ⋆̂ T˜∅
∼
→ id.
Moreover, for any F ,G ∈ ConvFM(h,W ), the following diagrams commute:
EndFM(T˜∅)⊗HomFM(F ,G) HomFM(T˜∅ ⋆̂ F , T˜∅ ⋆̂ G)
R∨ ⊗HomFM(F ,G) HomFM(F ,G)
⋆̂
(6.15)
≀ (5.10) λ≀
⋆̂
(5.4)
HomFM(F ,G)⊗ EndFM(T˜∅) HomFM(F ⋆̂ T˜∅,G ⋆̂ T˜∅)
HomFM(F ,G)⊗R∨ HomFM(F ,G)
⋆̂
(6.15)
≀ (5.10) ̺≀
⋆̂
(5.6)
This lemma at last justifies the use of ⋆̂ for the left and right monodromy
actions, as promised at the beginning of Chapter 6.
Proof. It is clear that we have canonical isomorphisms of D⊕BS-sequences
T∅ ⋆ F ∼= F ∼= F ⋆ T∅ (because B∅ is the unit object in the monoidal category
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DBS(h,W )). The fact that these isomorphisms of D
⊕
BS-sequences are also isomor-
phisms in ConvFM(h,W ) follows from Lemma 6.3.2, the fact that δ
⊲
T˜∅
= δ⊳
T˜∅
= 0,
and the computation of µT˜∅ and νT˜∅ in Example 6.1.4.
The commutativity of the diagrams also follows from the definitions and the
computation of µT˜∅ and νT˜∅ in Example 6.1.4. 
Our construction is such that for any F , the isomorphisms λF and ̺F come
from isomorphisms of the underlying D⊕BS-sequences. As a consequence, these iso-
morphisms belong to both Conv⊲FM(h,W ) and Conv
⊳
FM(h,W ).
There is a straightforward analogue of Lemma 7.1.1 in the context of the action
of ConvFM(h,W ) on ConvLM(h,W ) discussed in §6.6. We omit the proof.
Lemma 7.1.2. There exist canonical isomorphisms of functors
λ′ : T˜∅ ⋆̂ (−)
∼
→ id : ConvLM(h,W )→ ConvLM(h,W ),
̺′ : (−) ⋆̂ T∅
∼
→ ForFMLM : ConvFM(h,W )→ ConvLM(h,W ).
Moreover, for any F ,G ∈ ConvFM(h,W ) and F
′,G′ ∈ ConvLM(h,W ), the following
diagrams commute:
EndFM(T˜∅)⊗HomLM(F ′,G′) HomLM(T˜∅ ⋆̂ F ′, T˜∅ ⋆̂ G′)
R∨ ⊗HomLM(F ′,G′) HomLM(F ′,G′)
⋆̂
(6.17)
≀ (5.10) λ′≀
⋆̂
(4.24)
HomFM(F ,G)⊗ EndLM(T∅) HomLM(F ⋆̂ T∅,G ⋆̂ T∅)
HomFM(F ,G)⊗R∨ k HomLM(For
FM
LM(F),For
FM
LM(G))
⋆̂
(6.17)
≀ (4.22) ̺′≀
For
FM
LM
7.2. Associator isomorphism
Since the convolution product ⋆ makes the category D⊕BS(h,W ) into a monoidal
category, for any D⊕BS-sequences F , G and H there exists a canonical isomorphism
(7.1) F ⋆ (G ⋆H) ∼= (F ⋆ G) ⋆H.
In the following lemma we use this isomorphism to identify these objects.
Lemma 7.2.1. Let F , G and H be convolutive free-monodromic complexes.
(1) If F ′ belongs to ConvFM(h,W ) and f ∈ HomFM(F ,F
′), then we have
(f ⋆̂ idG) ⋆̂ idH = f ⋆̂ (idG ⋆̂ idH).
(2) If G′ belongs to ConvFM(h,W ) and g ∈ HomFM(G,G
′), then we have
(idF ⋆̂ g) ⋆̂ idH = idF ⋆̂ (g ⋆̂ idH).
(3) If H′ belongs to ConvFM(h,W ) and h ∈ HomFM(H,H
′), then we have
(idF ⋆̂ idG) ⋆̂ h = idF ⋆̂ (idG ⋆̂ h).
Proof. We first prove (2). We can assume that g = rg′x with r ∈ Λ, g′ ∈
HomBE(G,G
′) and x ∈ R∨. Then we have
(idF ⋆̂ g) ⋆̂ idH = (νF (r) ⋆ g
′x) ⋆̂ idH = (νF (r) ⋆ g
′) ⋆ µH(x).
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On the other hand we have
idF ⋆̂ (g ⋆̂ idH) = idF ⋆̂ (rg
′ ⋆ µH(x)) = νF (r) ⋆ (g
′ ⋆ µH(x)).
Hence the desired identification follows from the associativity of ⋆ on D⊕BS(h,W ).
Now we prove (1). We can assume that f = rf ′xwith r ∈ Λ, f ′ ∈ HomBE(F ,F
′)
and x ∈ R∨. We remark that for any y ∈ V , by Lemma 6.3.2 we have
µG⋆̂H(y) = y ⌢´ (δG ⋆̂ idH+idG ⋆̂ δ
⊲
H) = y ⌢´ (δG ⋆̂ idH) = (y ⌢´δG) ⋆̂ idH = µG(y) ⋆̂ idH.
Using Lemma 6.2.1 we deduce that this formula holds for any y ∈ R∨, and then
that
(f ⋆̂ idG) ⋆̂ idH = (rf
′ ⋆̂ µG(x)) ⋆̂ idH = ((rf
′ ⋆̂ idG) ◦ (idF ⋆̂ µG(x))) ⋆̂ idH
= ((rf ′ ⋆̂ idG) ⋆̂ idH) ◦ ((idF ⋆̂ µG(x)) ⋆̂ idH) = (rf
′ ⋆̂ idG⋆̂H) ◦ (idF ⋆̂ (µG(x) ⋆̂ idH))
= rf ′ ⋆̂ (µG(x) ⋆̂ idH) = rf
′ ⋆̂ µG⋆̂H(x) = f ⋆̂ idG⋆̂H = f ⋆̂ (idG ⋆̂ idH).
The proof of (3) is similar. We can assume that h = rh′x with r ∈ Λ, h′ ∈
HomBE(H,H
′) and x ∈ R∨. By Lemma 6.3.2, for any s ∈ V ∗ we have
νF ⋆̂G(s) = (δ
⊳
F ⋆̂ idG + idF ⋆̂ δG) ⌢` s = (idF ⋆̂ δG) ⌢` s = idF ⋆̂ (δG ⌢` s) = idF ⋆̂ νG(s).
Using again Lemma 6.2.1 we deduce that this formula holds for any s ∈ Λ, and
then that
idF ⋆̂ (idG ⋆̂ h) = idF ⋆̂ (νG(r) ⋆̂ h
′x) = idF ⋆̂ ((νG(r) ⋆̂ idH′) ◦ (idG ⋆̂ h
′x))
= (idF ⋆̂ (νG(r) ⋆̂ idH′)) ◦ (idF ⋆̂ (idG ⋆̂ h
′x)) = ((idF ⋆̂ νG(r)) ⋆̂ idH′) ◦ (idF ⋆̂G ⋆̂ h
′x)
= (idF ⋆̂ νG(r)) ⋆̂ h
′x = νF ⋆̂G(r) ⋆̂ h
′x = idF ⋆̂G ⋆̂ h = (idF ⋆̂ idG) ⋆̂ h,
as desired. 
Proposition 7.2.2. For any F ,G,H in ConvFM(h,W ), the isomorphism (7.1)
induces an isomorphism
αF ,G,H : F ⋆̂ (G ⋆̂H) ∼= (F ⋆̂ G) ⋆̂H
in ConvFM(h,W ). Moreover, this identification is compatible with morphisms in
the sense that if F ,F ′,G,G′,H,H′ are convolutive free-monodromic complexes and
if f : F → F ′, g : G → G′ and h : H → H′ are morphisms in ConvFM(h,W ), then
the following diagram commutes:
F ⋆̂ (G ⋆̂H) (F ⋆̂ G) ⋆̂H
F ′ ⋆̂ (G′ ⋆̂H′) (F ′ ⋆̂ G′) ⋆̂H′.
αF,G,H
f⋆̂(g⋆̂h) (f⋆̂g)⋆̂h
αF′,G′,H′
Proof. To prove the first claim we have to check that if (F , δF ), (G, δG) and
(H, δH) are convolutive free-monodromic complexes, then the isomorphism (7.1) is
an isomorphism of free-monodromic complexes, or in other words that the differ-
entials on the two sides identify. For this we use Lemma 6.3.2 to see that
δF ⋆̂(G⋆̂H) = δ
⊳
F ⋆̂ idG⋆̂H + idF ⋆̂ δG⋆̂H = δ
⊳
F ⋆̂ (idG ⋆̂ idH) + idF ⋆̂ (δG ⋆̂ idH + idG ⋆̂ δ
⊲
H).
On the other hand, for similar reasons we have
δ(F ⋆̂G)⋆̂H = idF ⋆̂G ⋆̂ δ
⊲
H + δF ⋆̂G ⋆̂ idH = (idF ⋆̂ idG) ⋆̂ δ
⊲
H+ (δ
⊳
F ⋆̂ idG + idF ⋆̂ δG) ⋆̂ idH.
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Hence the desired identification follows from Lemma 7.2.1.
Next, we prove the second claim. In fact, we will prove that this equality
holds in HomFM(F ⋆̂ (G ⋆̂H), (F
′ ⋆̂ G′) ⋆̂ H′), and for any f ∈ HomFM(F ,F
′), g ∈
HomFM(G,G
′), h ∈ HomFM(H,H
′). For this we use Lemma 6.2.1 repeatedly to see
that
f ⋆̂ (g ⋆̂ h) = (f ⋆̂ idG′⋆̂H′) ◦ (idF ⋆̂ (g ⋆̂ h))
=
(
f ⋆̂ (idG′ ⋆̂ idH′)
)
◦
(
idF ⋆̂ ((g ⋆̂ idH′) ◦ (idG ⋆̂ h))
)
=
(
f ⋆̂ (idG′ ⋆̂ idH′)
)
◦
(
idF ⋆̂ (g ⋆̂ idH′)
)
◦
(
idF ⋆̂ (idG ⋆̂ h)
)
.
On the other hand, for similar reasons we have
(f ⋆̂ g) ⋆̂ h = ((f ⋆̂ g) ⋆̂ idH′) ◦ (idF ⋆̂G ⋆̂ h)
=
(
((f ⋆̂ idG′) ◦ (idF ⋆̂ g)) ⋆̂ idH′
)
◦
(
(idF ⋆̂ idG) ⋆̂ h
)
=
(
(f ⋆̂ idG′) ⋆̂ idH′
)
◦
(
(idF ⋆̂ g) ⋆̂ idH′
)
◦
(
(idF ⋆̂ idG) ⋆̂ h
)
.
Hence the desired identification follows once again from Lemma 7.2.1. 
Once again, for any F , G and H the isomorphism αF ,G,H belongs to morphisms
both in Conv⊲
FM
(h,W ) and in Conv⊳
FM
(h,W ).
There are analogues of Lemma 7.2.1 and Proposition 7.2.2 in the context of the
action of ConvFM(h,W ) on ConvLM(h,W ), similar to Lemma 7.1.2. We leave it to
the reader to formulate these statements.
7.3. Coherence conditions and n-fold convolution product
Proposition 7.3.1. The isomorphisms λ, ̺, and α satisfy the coherence con-
ditions as spelled out e.g. in [Ma, §VII.1]. In particular, they equip the categories
Conv⊲
FM
(h,W ) and Conv⊳
FM
(h,W ) with structures of monoidal categories.
Proof. All our isomorphisms are induced by isomorphisms of D⊕BS-sequences
provided by the unitor and associator isomorphisms for the bifunctor ⋆ on the
category D⊕BS(h,W ). Since these isomorphisms are part of the monoidal structure
onD⊕BS(h,W ), they satisfy the coherence conditions, and we deduce these conditions
for the category ConvFM(h,W ). 
Since the categories Conv⊲
FM
(h,W ) and Conv⊳
FM
(h,W ) are monoidal, the n-fold
convolution product F1 ⋆̂ F2 ⋆̂ · · · ⋆̂ Fn is defined up to a unique isomorphism for
any convolutive free-monodromic complexes F1, . . . ,Fn, as in [Ma, §VII.2, Corol-
lary]. (Of course, this object is the same whether considered in Conv⊲
FM
(h,W ) or
in Conv⊳
FM
(h,W ).) In fact even more is true: this object is defined canonically. In-
deed, since the category D⊕BS(h,W ) is a strict monoidal category, for any G1, . . . ,Gn
we can define unambiguously the n-fold convolution G1 ⋆ · · · ⋆ Gn. This object is
canonically isomorphic to the object obtained for any choice of parentheses deter-
mining the order in which the convolution products are taken. Hence a similar
construction is possible for D⊕BS-sequences. And finally if F1, . . . ,Fn are as above,
there exists a unique differential on the D⊕BS-sequence F1 ⋆ · · · ⋆Fn which identifies
with the corresponding differential on the object of ConvFM(h,W ) obtained for any
choice of parentheses.
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Since our associator isomorphism is compatible with all morphisms (not only
with those in Conv⊲
FM
(h,W ) or in Conv⊳
FM
(h,W )), a similar claim holds for mor-
phisms: if F1, . . . ,Fn and G1, . . . ,Gn are convolutive free-monodromic complexes,
and if fi : Fi → Gi are morphisms in ConvFM(h,W ), then the canonical iden-
tifications between the objects obtained by convolving F1, . . . ,Fn and G1, . . . ,Gn
with any choice of parentheses are compatible with the corresponding morphisms
obtained by convolving f1, . . . , fn; therefore, there exists a unique morphism
f1 ⋆̂ · · · ⋆̂ fn : F1 ⋆̂ · · · ⋆̂ Fn → G1 ⋆̂ · · · ⋆̂ Gn
which identifies with the morphism obtained for any choice of parentheses.
7.4. Free-monodromic standard and costandard objects
For any simple reflection s, we define the (convolutive) free-monodromic com-
plexes ∆˜s and ∇˜s with respective underlying D
⊕
BS-sequences
(. . . , 0, Bs, B∅(1), 0, . . .) and (. . . , 0, B∅(−1), Bs, 0, . . .)
(where in each case Bs is in position 0) and with differential defined as follows:
∆˜s =
B∅(1)
Bs
θ−αs⊗id⊗α
∨
s
(2) 1⊗
•
⊗α∨s
•
θ−αs⊗id⊗α
∨
s
∇˜s =
Bs
B∅(−1)
θ−αs⊗id⊗α
∨
s
(2)
1⊗ • ⊗α∨s•
θ−αs⊗id⊗α
∨
s
We also set ∆˜∅ = ∇˜∅ = T˜∅.
For any expression w = (t1, . . . , tk), we set
∆˜w := ∆˜t1 ⋆̂ · · · ⋆̂ ∆˜tk , ∇˜w := ∇˜t1 ⋆̂ · · · ⋆̂ ∇˜tk .
Lemma 7.4.1. For any expression w and any f ∈ R∨, in EndFM(∆˜w) we have
µ∆˜w(f) = 1⊗ id∆˜w ⊗ π(w)
−1(f).
Similarly, in EndFM(∇˜w) we have
µ∇˜w(f) = 1⊗ id∇˜w ⊗ π(w)
−1(f).
Proof. We treat the case of ∆˜w; the case of ∇˜w is similar. We prove the
claim by induction on the length of w. If this length is 0 or 1, then the result can
be checked directly. If w is of positive length, let us denote by s the last simple
reflection appearing in w, and let v be the expression obtained from w by omitting
s. Regard f as an element of End(T˜∅), via (5.10). Using Lemmas 7.1.1 and 7.2.1,
we have
µ∆˜w(f) = f ⋆̂ id∆˜uw = f ⋆̂ (id∆˜v ⋆̂ id∆˜s) = (f ⋆̂ id∆˜v) ⋆̂ id∆˜s
= µ∆˜v(f) ⋆̂ id∆˜s = (id∆˜v · π(v)
−1(f)) ⋆̂ id∆˜s
= id∆˜v ⋆ µ∆˜s(π(v)
−1(f)) = id∆˜w · s(π(v)
−1(f)).
The claim follows. 
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If s is a simple reflection, we can consider the chain map ps ∈ Hom
⊲
FM
(∆˜s, ∇˜s)
defined as follows:
B∅(1)
Bs Bs
B∅(−1)
θ−αs⊗id⊗α
∨
s
(2) 1⊗
•
⊗α∨s
1⊗id⊗α∨s
(2)•
θ−αs⊗id⊗α
∨
s
id
θ−αs⊗id⊗α
∨
s
(2)
1⊗ • ⊗α∨s•
θ−αs⊗id⊗α
∨
s
and the chain map qs ∈ Hom
⊲
FM
(∇˜s, ∆˜s〈2〉) defined as follows:
Bs
B∅(−1) B∅(−1)
Bs(−2)
θ−αs⊗id⊗α
∨
s
(2)
1⊗ • ⊗α∨s
1⊗id⊗α∨s
(2)
•
θ−αs⊗id⊗α
∨
s
id
θ−αs⊗id⊗α
∨
s
(2)
1⊗
•
⊗α∨s•
θ−αs⊗id⊗α
∨
s
One can check that we have qs ◦ ps = 1 ⊗ id∆˜s ⊗ α
∨
s in EndFM(∆˜s), and ps ◦ qs =
1⊗ id∇˜s ⊗ α
∨
s in EndFM(∇˜s).
If now w = (s1, . . . , sk) is an expression, we set
pw := ps1 ⋆̂ · · · ⋆̂ psk , qw := qs1 ⋆̂ · · · ⋆̂ qsk
and define
aw :=
k∏
i=1
sk · · · si+1(α
∨
si) ∈ R
∨.
(When i = k, the product sk · · · si+1 is interpreted as 1 ∈ W .) Then pw belongs
to Hom⊲
FM
(∆˜w, ∇˜w), qw belongs to Hom
⊲
FM
(∇˜w, ∆˜w〈2ℓ(w)〉), and both of them are
chain maps.
Lemma 7.4.2. For any expression w we have
qw ◦ pw = 1⊗ id∆˜w ⊗ aw and pw ◦ qw = 1⊗ id∇˜w ⊗ aw
in EndFM(∆˜w) and EndFM(∇˜w) respectively.
Proof. The proof proceeds by induction on k, using Lemmas 6.2.1 and 7.4.1;
details are left to the reader. 
7.5. Convolution of morphisms revisited
For technical reasons, it is sometimes useful to have a convolution operation
defined on the whole of FM(h,W ) or LM(h,W ), and not only on convolutive objects.
In this section and the next one we show that if F is a fixed convolutive free-
monodromic complex, then indeed the functor F ⋆̂ (−) extends to an endofunctor
of FM(h,W ) or LM(h,W ).
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Let F ∈ ConvFM(h,W ) and F
′,G′ ∈ FM(h,W ). Define a map
h 7→ idF ⋆̂ h : HomFM(F
′,G′)→ HomFM(F ⋆ F
′,F ⋆ G′)
by
idF ⋆̂ (th
′z) := νF (t) ⋆ h
′z
for t ∈ Λ, h′ ∈ HomBE(F
′,G′), z ∈ R∨.
Lemma 7.5.1. Let F ∈ ConvFM(h,W ) and F
′,G′,H′ ∈ FM(h,W ). Let h ∈
HomFM(F
′,G′) and k ∈ HomFM(G
′,H′). Then we have
(7.2) idF ⋆̂ (k ◦ h) = (idF ⋆̂ k) ◦ (idF ⋆̂ h);
(7.3) (δ⊳F ⋆ idG′)◦(idF ⋆̂h)+(−1)
|h|+1(idF ⋆̂h)◦(δ
⊳
F ⋆ idF ′) = idF ⋆̂κ(h)−κ(idF ⋆̂h);
(7.4) idF ⋆̂ΘF ′ = ΘF⋆F ′ .
Proof. The first and third formulas are straightforward, so we focus on the
second formula. We may assume that h = th′z, where t ∈ Λ, h′ ∈ HomBE(F
′,G′),
z ∈ R∨. As in the proof of Proposition 6.4.1, assume further that t = t1 · · · tk,
where t1, . . . , tk ∈ V
∗, and write
t(j) = t1 · · · t̂j · · · tk.
Then
idF ⋆̂ κ(h) = idF ⋆̂
∑
j
(−1)j+1t(j)(tj ⋆ h
′)z
 =∑
j
(−1)j+1νF (t
(j)) ⋆ tj ⋆ h
′z,
and since F is convolutive, again as in the proof of Proposition 6.4.1,
κ(νF (t)) =
∑
j
(−1)j+1νF (t
(j)) ⋆ tj − δ
⊳
FνF (t)− (−1)
|t|+1νF (t)δ
⊳
F .
It follows that
idF ⋆̂ κ(h)− κ(idF ⋆̂ h) = (δ
⊳
FνF (t) + (−1)
|t|+1νF (t)δ
⊳
F ) ⋆ h
′z.
The left-hand side of the formula also equals
(δ⊳F ⋆ idG′) ◦ (νF (t) ⋆ h
′z) + (−1)|h|+1(νF (t) ⋆ h
′z) ◦ (δ⊳F ⋆ idF ′)
= δ⊳FνF(t) ⋆ h
′z + (−1)|t|+1νF (t)δ
⊳
F ⋆ h
′z
by (6.2). 
7.6. Convolution as a functor in one variable
Definition 7.6.1. Given F ∈ ConvFM(h,W ) and F
′ ∈ FM(h,W ), define
CF (F
′) to be the free-monodromic complex whose underlying D⊕BS-sequence is
F ⋆ F ′ and whose differential is given by
δF ⋆̂F ′ = idF ⋆̂ δF ′ + δ
⊳
F ⋆ idF ′ .
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Let us check that this defines a free-monodromic complex. By definition,
δF ⋆̂F ′ ◦ δF ⋆̂F ′ + κ(δF ⋆̂F ′) = (idF ⋆̂ δF ′) ◦ (idF ⋆̂ δF ′) + (idF ⋆̂ δF ′) ◦ (δ
⊳
F ⋆ idF ′)
+ (δ⊳F ⋆ idF ′) ◦ (idF ⋆̂ δF ′) + (δ
⊳
F ⋆ idF ′) ◦ (δ
⊳
F ⋆ idF ′)+ κ(idF ⋆̂ δF ′) + κ(δ
⊳
F ⋆ idF ′).
By (7.2), the first term equals idF ⋆̂ (δF ′ ◦ δF ′). By (7.3), the second, third, and
fifth terms together equal idF ⋆̂ κ(δF ′). By (6.2) and the definitions, the fourth
and six terms together equal (δ⊳F ◦ δ
⊳
F + κ(δ
⊳
F )) ⋆ idF ′ = 0. So all together, we get
idF ⋆̂ΘF ′, which equals ΘF⋆F ′ by (7.4), as desired.
Lemma 7.6.2. Let F ∈ ConvFM(h,W ) and F
′,G′ ∈ FM(h,W ). Let h ∈
HomFM(F
′,G′). Then we have
d(idF ⋆̂ h) = idF ⋆̂ d(h).
Proof. By definition,
d(idF ⋆̂ h) = κ(idF ⋆̂ h) + δF ⋆̂G′ ◦ (idF ⋆̂ h) + (−1)
|h|+1(idF ⋆̂ h) ◦ δF ⋆̂F ′
= κ(idF ⋆̂ h) + (idF ⋆̂ δG′ + δ
⊳
F ⋆̂ idG′) ◦ (idF ⋆̂ h)
+ (−1)|h|+1(idF ⋆̂ h) ◦ (idF ⋆̂ δF ′ + δ
⊳
F ⋆̂ idF ′).
By (7.2) and (7.3), this equals
idF ⋆̂ (κ(h) + δG′ ◦ h+ (−1)
|h|+1h ◦ δF ′) = idF ⋆̂ d(h). 
Thus idF ⋆̂ (−) induces a map on cohomology, which we also call CF . Now,
(7.2) shows that CF defines an endofunctor of FM(h,W ). We have thus proved the
following result.
Proposition 7.6.3. For any fixed object F in ConvFM(h,W ), there is an ad-
ditive functor
CF : FM(h,W )→ FM(h,W )
whose restriction to ConvFM(h,W ) is the functor F ⋆̂ (−).
The same argument also yields for every F ∈ ConvFM(h,W ) an endofunctor CF
of LM(h,W ) whose restriction to ConvLM(h,W ) is F ⋆̂ (−). In subsequent sections,
in both settings we will sometimes write F ⋆̂ G for CF (G) if no confusion is likely.
We will need the following property of this construction.
Proposition 7.6.4. For any F ∈ ConvFM(h,W ), the functor
CF : LM(h,W )→ LM(h,W )
is triangulated.
Proof. By Proposition 4.8.1, we may check this using the right triangulated
structure on LM(h,W ). The advantage of this convention is that we have an equality
CF ◦ Σr = Σr ◦ CF on the nose, so that we do not need to keep track of natural
isomorphisms.
We must check that CF takes a standard triangle to a distinguished triangle.
In fact for any F ′,G′ ∈ LM(h,W ) and any chain map h : F ′ → G′, we claim that
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there is an isomorphism of triangles
CF (F
′) CF (G
′) CF (coner(h)) ΣrCF (F
′)
CF (F
′) CF (G
′) coner(idF ⋆̂ h) ΣrCF (F
′)
idF ⋆̂h idF ⋆̂αr(h) idF ⋆̂βr(h)
σ
idF ⋆̂h αr(idF ⋆̂h) βr(idF ⋆̂h)
in (LM(h,W ),Σr). Here, σ is the evident isomorphism of the underlying D
⊕
BS-
sequences
F ⋆ (F ′[1]⊕ G′)
∼
→ (F ⋆ F ′)[1]⊕ (F ⋆ G′).
In terms of these decompositions,
idF ⋆̂ αr(h) = idF ⋆̂
[
0
idG′
]
, idF ⋆̂ βr(h) = idF ⋆̂
[
idF ′[1] 0
]
,
αr(idF ⋆̂ h) =
[
0
idF⋆G′
]
, βr(idF ⋆̂ h) =
[
id(F⋆F ′)[1] 0
]
,
so the diagram above commutes. It remains to check that σ is a chain map, i.e. that
it identifies the differentials
δCF (coner(h)) = idF ⋆̂ δconer(h) + δ
⊳
F ⋆ idconer(h)
= idF ⋆̂
[
δF ′
t−1(uF ′,G′(h)) δG′
]
+ δ⊳F ⋆
[
idF ′
idG′
]
and
δconer(idF ⋆̂h) =
[
δCF (F ′)
t−1(uF⋆F ′,F⋆G′(idF ⋆̂ h)) δCF (G′)
]
.
This is clear for the diagonal entries. For the lower left entry, we may assume that
h = s⊗ h′ for s ∈ Λ and h′ ∈ HomBE(F
′,G′). Then
idF ⋆̂ t
−1(uF ′,G′(h)) = idF ⋆̂ (s⊗ t
−1(uF ′,G′(h
′))) = νF (s) ⋆ t
−1(uF ′,G′(h
′))
and
t−1(uF⋆F ′,F⋆G′(idF ⋆̂ h)) = t
−1(uF⋆F ′,F⋆G′(νF (s) ⋆ h
′)),
which agree by (4.30). 
7.7. Tilting complexes and the functoriality conjecture
Definition 7.7.1. Let w = (s1, . . . , sr) be an expression. The free-monodromic
Bott–Samelson tilting complex associated to w is the convolutive free-monodromic
complex given by
T˜w := T˜s1 ⋆̂ · · · ⋆̂ T˜sr .
(This complex is well defined by the remarks in §7.3.) We denote by
Tilt⊕BS(h,W )
the full additive subcategory of ConvFM(h,W ) whose objects are direct sums of
objects of the form T˜w〈n〉.
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We expect that, under suitable assumptions on h, the operation ⋆̂ equips
Tilt⊕BS(h,W ) with the structure of a monoidal category. Since we have already
discussed the existence of unitor and associator isomorphisms, as well as the co-
herence conditions (see §7.3), the content of this claim really comes down to the
question of whether ⋆̂ defines a bifunctor on Tilt⊕BS(h,W ). Therefore, this conjec-
ture can be rephrased as follows:
(7.5)
Let f : F → G, g : G → H, h : F ′ → G′, k : G′ → H′ be morphisms
in Tilt⊕BS(h,W ). Then we have (g ◦ f) ⋆̂ (k ◦ h) = (g ⋆̂ k) ◦ (f ⋆̂ h).
The main result of this paper is the proof of this property in the case of Cartan
realizations of crystallographic Coxeter groups, when k is Noetherian and of finite
global dimension: see Theorem 11.4.2.
We also expect that, again under suitable technical conditions, the monoidal
category (Tilt⊕BS(h,W ), ⋆̂) is closely related to the category D
⊕
BS(h
∨,W ), where
h∨ = (V ∗, {αs : s ∈ S}, {α
∨
s : s ∈ S}). This statement will be proved, in the case
of Cartan realizations of crystallographic Coxeter groups, in [AMRW].
CHAPTER 8
Finite dihedral groups
Our strategy for proving (7.5) is to reduce it to the case of certain specific
morphisms for which explicit computations are possible. Those computations will
take place in a finite dihedral group. This chapter and the next lay the groundwork
for those computations.
Thus, in this chapter, we assume that W is a finite dihedral group, generated
by simple reflections s and t. We denote by mst the order of st. We also assume
that k is a field, and we fix a balanced realization h of W over k. Recall that in
this setting we have defined [n]s, [n]t ∈ k in §2.1. We also set ast = 〈α∨s , αt〉 and
ats = 〈α
∨
t , αs〉.
We will make the following additional assumptions:
(1) for 1 ≤ n < mst, we have [n]s ∈ k× and [n]t ∈ k×;
(2) the W -action on V is faithful;
(3) we have 4− astats ∈ k×.
In the language of [El, §3.3], we assume “local non-degeneracy” and “lesser invert-
ibility.” Note that (3) implies that Demazure surjectivity is satisfied.
For Cartan realizations of crystallographic Coxeter groups (see §10.1 below),
the assumption (1) is equivalent to char(k) being good for W .
8.1. Roots for dihedral groups
Thanks to assumption (3), we can define elements ̟s, ̟t ∈ V by the following
formulas:
(8.1) ̟s =
1
4− astats
(2α∨s − astα
∨
t ), ̟t =
1
4− astats
(−atsα
∨
s + 2α
∨
t ).
These satisfy
〈αu, ̟v〉 = δu,v for u, v ∈ {s, t}.
Define αs,n, αt,n ∈ V
∗ for n ≥ 1 as follows:
(8.2)
αs,1 = αs αt,1 = αt
αs,2 = s(αt) αt,2 = t(αs)
αs,3 = st(αs) αt,3 = ts(αt)
αs,4 = sts(αt) αt,4 = tst(αs)
...
...
Induction using that αs,n = s(αt,n−1) and αt,n = t(αs,n−1) together with (2.5)
show that
(8.3) αs,n = [n]sαs + [n− 1]tαt, αt,n = [n− 1]sαs + [n]tαt.
73
74 8. FINITE DIHEDRAL GROUPS
Generalizing (8.1), we define
(8.4)
̟s,nt = −
[n− 1]t
[n]s
̟s +̟t, ̟
t
s,n =
1
[n]s
̟s,
̟t,ns = ̟s −
[n− 1]s
[n]t
̟t, ̟
s
t,n =
1
[n]t
̟t.
The pair {̟t,ns , ̟
s
t,n} is “dual” to the set {αs, αt,n}, in the sense that
〈αs, ̟
t,n
s 〉 = 1, 〈αt,n, ̟
t,n
s 〉 = 0,
〈αs, ̟
s
t,n〉 = 0, 〈αt,n, ̟
s
t,n〉 = 1.
(If dimV = 2, then {̟t,ns , ̟
s
t,n} is simply the dual basis to the basis {αs, αt,n} for
V ∗.) The pair {̟s,nt , ̟
t
s,n} is dual in the same sense to {αt, αs,n}.
The following lemma shows that condition (2) follows from (1) and (3) in most
cases.
Lemma 8.1.1. Assume that (1) and (3) are satisfied, and that char(k) 6= 2 if
mst is even. Then the W -action on V is faithful.
Proof. Assume for a contradiction that x ∈ W r {1} acts trivially on V .
Swapping s and t if necessary, we can assume that x admits a reduced expression
x starting with s. We set n = ℓ(x).
First, assume that the last simple reflection in x is t. Then x(αt) = −αs,n = αt.
By (8.3), this implies that [n]s = 0 and [n− 1]t = −1. The first condition implies
that n = mst (so that mst is even), and since our realization is balanced the second
condition implies that char(k) = 2. This contradicts our assumptions.
Now, assume that the last simple reflection in x is s. Then x(αt) = αs,n+1 = αt.
By (8.3), this implies that [n + 1]s = 0 and [n]t = 1, hence that n = mst − 1. On
the other hand x(αs) = −αs,n = αs, which implies that [n]s = −1 and [n− 1]t = 0.
Hence n = 1, mst = 2, and again the fact that our realization is balanced implies
that char(k) = 2, a contradiction. 
8.2. Jones–Wenzl projectors
For u ∈ {s, t}, we denote by uˇ the element of {s, t} which is different from u.
For w ∈ Ŵ , recall that we have a Jones–Wenzl projector
JWw ∈ End(Bw),
see [El, §A.6], [EW, §5.2] and references therein. The value of these endomorphisms
on expressions of length ≤ 3 is as follows:
JW(u) = idBu , JW(u,uˇ) = idB(u,uˇ) , JW(u,uˇ,u) =
u
u
u
u
uˇ
uˇ
+
[1]
[2]u
•
•
u
u
u
u
uˇ
uˇ
.
These endomorphisms satisfy the following properties.
(JW1) JWw is an idempotent. According to [El, Theorem 6.24], its image can
be identified with the indecomposable object
Bw ∈ D(h,W ),
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where w = π(w). (In particular, this image depends only on w, and not
on w.)
(JW2) There exists a diagram JW′w such that
JWw
· · ·
· · ·
= JW
′
w
· · ·
· · ·
.
(JW3) Adding a pitchfork (see [El, §5.3.4]) on top of JWw produces 0.
(JW4) JWw is invariant under horizontal reflection.
(JW5) If w = (s1, . . . , sr), then the vertical reflection of JWw is JW(sr ,...,s1).
(JW6) If 2 ≤ r ≤ mst − 1 and w = (s1, . . . , sr+1), then setting v = (s1, . . . , sr)
and u = (s1, . . . , sr−1) we have
JWw
· · ·
· · ·
sr sr+1
sr sr+1
= JWv
· · ·
· · ·
sr sr+1
sr sr+1
+
[r − 1]s1
[r]s1
JWu
JWv
JWv
•
•
s1 sr sr+1
s1 sr sr+1
· · ·
· · ·
· · ·
· · ·
.
(JW7) If 3 ≤ r ≤ mst − 1 and w = (s1, . . . , sr+1), then setting v = (s1, . . . , sr)
we have
JWw
· · ·
· · ·
sr sr+1
sr sr+1
= JWv
· · ·
· · ·
sr sr+1
sr sr+1
+
[1]
[r]sr+1
JWv
•
· · ·
· · ·
s1
s1 sˇ1 s1
•
•
sr sr+1
sr+1
+
r−2∑
a=2
[r − a]sˇa
[r]sr+1
JWv
•
•
sˇasa sa
· · · · · ·
· · ·
sr+1
sr+1sr
+
[r − 1]sr
[r]sr+1
JWv
•
•· · ·
· · ·
sr sr+1
sr sr+1
.
Note that using (JW4)–(JW5) one can reflect the relations in (JW6) and (JW7)
to produce new relations.
8.3. Further properties of Jones–Wenzl projectors
In this section we collect a number of consequences of the properties of Jones–
Wenzl projectors stated in §8.2, to be used later.
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Lemma 8.3.1. Let w ∈ Ŵ . Then we have
JWw
•
· · ·
· · ·
= JWw
· · ·
· · ·
.
Proof. This property is a direct consequence of (JW2) and the Frobenius
relations. 
Lemma 8.3.2. Let w ∈ Ŵ . We have
· · ·
JWw
· · ·
= 0.
Proof. This property is a consequence of (JW2) and the needle relation. 
Lemma 8.3.3. Let w ∈ Ŵ , and assume that ℓ(w) ≥ 2. Then we have
JWw
••
· · ·
· · ·
= JWw
• •
· · ·
· · ·
.
Proof. Let u ∈ {s, t}, and let δ ∈ V ∗ be such that 〈δ, α∨u〉 = 1. (Such an
element exists by the Demazure surjectivity assumption) Then we have
• •
u
=
•
u
δ −
•
u
u(δ) =
••
u
+
•
u
u(δ)
−
•
u
u(δ) .
Using this equation and the “death by pitchfork” property (JW3), we see that when
adding dots on two consecutive strands at the bottom of a Jones–Wenzl morphism,
the result does not depend on the choice of strands; in particular, we obtain the
equality of the lemma. 
Lemma 8.3.4. Let w ∈ Ŵ , and assume that ℓ(w) ≥ 3. Then we have
JWw
JWw
•
•· · · · · ·
· · ·
· · ·
= 0
(where the dots are on the i-th strands for some i ∈ {2, . . . , ℓ(w)− 1}).
Proof. This fact follows from the relation
u u
=
u u
δ
−
u u
u(δ)
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(where u ∈ {s, t} and δ ∈ V ∗ are such that 〈δ, α∨u 〉 = 1) and the “death by pitchfork”
property. 
Lemma 8.3.5. Let v1, v2, v3 ∈ Ŵ , and assume that w = v1v2v3 ∈ Ŵ . Then
· · ·
· · ·
· · ·
· · · · · ·
JWw
JWv2
= JWw
· · ·
· · ·
.
Proof. We prove this property by induction on ℓ(w) − ℓ(v2). If this differ-
ence is 0, then the desired formula follows from (JW1). Then the induction step is
proved using (JW7) (or its vertical reflection) and the “death by pitchfork” prop-
erty (JW3). 
Let now w, v ∈ Ŵ with π(v) < π(w), and write w = (s1, . . . , sr). Consider
the “light leaves morphisms” Bw → Bv(n) constructed in [EW, §6], for all n ∈ Z.
(Note that in our present setting no “rex move” is required to construct these
morphisms, so that the construction does not involve any choice.) These morphisms
are parametrized by the sequences e = (e1, . . . , er) of elements of {0, 1} such that
π(v) = se11 · · · s
er
r ; we write fe for the morphism associated with e. (Note that our
assumptions imply that e 6= (1, . . . , 1).)
Lemma 8.3.6. If e is not of the form (0, . . . , 0, 1, . . . , 1) (where the sequence
of 1’s is allowed to be empty) or (0, . . . , 0, 1, . . . , 1, 0) (where the sequence of 0’s is
allowed to be empty), then fe ◦ JWw = 0.
Proof. Assume that e is as in the statement. Then e starts with a (possibly
empty) series of 0’s, followed by a series of 1’s. Let i be the index of the last element
in this series. Then i ≤ r− 2, ei+1 = 0 and ei+2 is either 0 or 1. Hence fe is either
of the form
•· · ·• · · · •
si
?
or of the form
•· · ·• · · · •
si
?
.
In any case fe contains a pitchfork, hence satisfies fe ◦ JWw = 0 by (JW3). 
Corollary 8.3.7. If w,w′ ∈W and n ∈ Z, then
HomD(h,W )(Bw, Bw′(n)) 6= {0} ⇒ n ≥ 0.
Moreover,
HomD(h,W )(Bw, Bw′) 6= {0} ⇒ w = w
′;
HomD(h,W )(Bw, Bw′(1)) 6= {0} ⇒ |ℓ(w)− ℓ(w
′)| = 1.
Proof. Choose reduced expressions w and w′ for w and w′, respectively. If
w = w′, assume that w = w′. Consider the “double leaves basis” of the R-module⊕
n∈Z
Hom(Bw, Bw′(n)),
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see [EW, Theorem 6.11]. This basis is parametrized by certain pairs of sequences
(e, e′) of elements of {0, 1}, where e (resp. e′) has length ℓ(w) (resp. ℓ(w′)). Explic-
itly, the elements of the basis are of the form fope′ ◦fe, where fe is as in Lemma 8.3.6,
and fope′ is given by the same construction flipped vertically. Thus, all elements of⊕
n∈Z
Hom(Bw, Bw′(n))
are given by R-linear combinations of elements of the form
(8.5) JWw′ ◦ f
op
e′ ◦ fe ◦ JWw.
If e = (1, . . . , 1), then fe = idBw , and likewise for f
op
e′ . Thus, the case e = (1, . . . , 1),
e′ = (1, . . . , 1) can occur only when w = w′; in this case, fope′ ◦ fe = idBw .
Suppose now that e is not of the form (1, . . . , 1). If it is of the form considered
in Lemma 8.3.6, then fe has strictly positive degree, and hence so does fe ◦ JWw.
Otherwise, that same Lemma tells us that fe ◦ JWw = 0. The same reasoning tells
us that if e′ is not of the form (1, . . . , 1), then JWw′ ◦f
op
e′ is either zero or of strictly
positive degree.
We conclude that (8.5) is either of strictly positive degree or the identity map
of Bw, as desired. The special cases of morphisms of degree 0 or 1 also follow from
these considerations. 
8.4. “Inductive” description of indecomposable objects
The following result is a diagrammatic version of the description of indecom-
posable Soergel bimodules for dihedral groups, see [S2, §4].
Lemma 8.4.1. Let w ∈W and u ∈ {s, t}. Then
Bw ⋆ Bu ∼=

Bwu if w ∈ {1, uˇ};
Bwu ⊕Bwuˇ if wu > w and w /∈ {1, uˇ};
Bw(−1)⊕Bw(1) if wu < w.
Proof. The claim is obvious if w = 1, and follows from JW(uˇ,u) = idB(uˇ,u) if
w = uˇ.
Suppose wu < w. Then there exists w ∈ Ŵ ending in u so that π(w) = w.
Let δ ∈ V ∗ be such that 〈α∨u , δ〉 = 1, and set δ
′ = −u(δ). Consider the following
morphisms:
p1 =
· · ·
JWw
· · ·
δ
JWw
· · ·
: Bwu → Bw(1), p−1 =
· · ·
JWw
· · ·
JWw
· · ·
: Bwu → Bw(−1),
i1 =
· · ·
JWw
· · ·
JWw
· · ·
: Bw(1)→ Bwu, i−1 =
· · ·
JWw
· · · δ
′
JWw
· · ·
: Bw(−1)→ Bwu.
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Since Bw ⋆Bu, resp. Bw, is the image of JWw ⋆ idBu , resp. JWw, the claim follows
from the following formulas:
p−1 ◦ i1 = 0, p1 ◦ i−1 = 0, p−1 ◦ i−1 = JWw, p1 ◦ i1 = JWw,
i1 ◦ p1 + i−1 ◦ p−1 = JWw ⋆ idBu .
The first formula follows from Lemma 8.3.2. For the second formula, pull δδ′
to the right; since ∂u(δδ
′) = 0, the claim again follows from Lemma 8.3.2. The
third and fourth formulas are proved in the same way, using αu(δ) = αu(δ
′) = 1.
The last formula follows from the formula
· · ·
JWw
· · · δ
+
· · · δ′
JWw
· · ·
=
· · ·
JWw
· · ·
,
which in turn follows from property (JW2) and the following computation:
?
δ
+ ?
δ′
= ?
δ
+ ?
δ′
= ? .
Finally, suppose that wu > w and w /∈ {1, uˇ}. Let n = ℓ(w). Then 2 ≤ n ≤
mst − 1, so w has a unique reduced expression w ∈ Ŵ ; it is of the form w = xuˇ,
where x ∈ Ŵ satisfies π(x) = wu. Let v be the first simple reflection appearing in
w. Consider the following morphisms:
p = JWwu
· · ·
· · ·
: Bwu → Bwu, p
′ = −
[n− 1]v
[n]v
· · ·
JWw
· · · •
JWx
· · ·
: Bwu → Bx,
i = JWwu
· · ·
· · ·
: Bwu → Bwu, i
′ =
· · ·
JWw
· · · •
JWx
· · ·
: Bx → Bwu.
As before, it suffices prove the following formulas:
p′ ◦ i = 0, p ◦ i′ = 0, p′ ◦ i′ = JWx, p ◦ i = JWwu,
i ◦ p+ i′ ◦ p′ = JWw ⋆ idBu .
The first two formulas follow from Lemma 8.3.5 and the “death by pitchfork”
property (JW3). The fourth is clear. The fifth follows from property (JW6).
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Finally, we see that p′ ◦ i′ is equal to
−
[n− 1]v
[n]v
· · ·
JWx
· · · •
JWw
•· · ·
JWx
· · ·
(†)
= −
[n− 1]v
[n]v

· · ·
JWx
· · · αuˇ
JWx
· · ·
+
[n− 2]v
[n− 1]v
· · ·
JWx
· · ·
JWx
•· · · •
JWx
· · ·
JWx
· · ·

(∗)
=
[n− 1]v[2]u − [n− 2]v
[n]v
JWx.
Here (†) follows from (JW6), and (∗) is proved by pulling αuˇ to the right in the
first diagram, and using Lemma 8.3.1 (and its horizontal reflection) in the second
diagram. Finally, using (2.1) we see that the coefficient in the last term is 1, which
finishes the proof. 
8.5. Morphisms between indecomposables
This section owes much to [Sa] (where, however, only symmetric realizations
are considered).
For n ≥ 0, we consider the expressions
sn̂ = (s, t, . . .) (n terms), tn̂ = (t, s, . . .) (n terms).
We will denote the images of these expressions in W by sn and tn respectively. We
define n̂s, n̂t, ns and nt in a similar way, with the subscript indicating the last term
in the expression.
For any x, y ∈ W with |ℓ(y) − ℓ(x)| = 1 there exists a canonical morphism
LLyx ∈ Hom(Bx, By(1)) obtained by composing a single dot map with the projection
and inclusion maps. For example, if x = sn and y = tn+ 1 then LL
y
x (resp. LL
x
y)
is given by the composition
B
sn →֒ Bsn̂
•⋆id
−−−−→ B
tn̂+1
։ B
tn+1
(resp. B
tn+1
→֒ B
tn̂+1
•⋆id
−−−−→ B
sn̂ ։ Bsn).
Corollary 8.3.7 and its proof imply that we have
(8.6) HomD(h,W )(Bx, By(1)) = k · LL
y
x.
These morphisms satisfy a number of relations that we explain in the following
lemmas.
Lemma 8.5.1. If x, y, y′, z are such that ℓ(z) = ℓ(y) + 1 = ℓ(y′) + 1 = ℓ(x) + 2,
then
LLzy ◦ LL
y
x = LL
z
y′ ◦ LL
y′
x ,(8.7)
LLxy ◦ LL
y
z = LL
x
y′ ◦ LL
y′
z .(8.8)
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Proof. We prove (8.7); then (8.8) follows by horizontal reflection. Assume
first that there exists u ∈ {s, t} and n ≥ 0 such that
x = un, y = un+ 1, y
′ = vn+ 1, z = un+ 2,
where v = uˇ. Then, setting
x = un̂, y = un̂+ 1, y
′ = vn̂+ 1, z = un̂+ 2,
as a morphism from Bx to Bz we have
LLzy ◦ LL
y
x =
JWx
JWy
JWz
•
•
· · ·
· · ·
· · ·
· · ·
.
Using Lemma 8.3.5 we deduce that
LLzy ◦ LL
y
x = JWz
••
· · ·
· · ·
.
Similarly, we have
LLzy′ ◦ LL
y′
x = JWz
• •
· · ·
· · ·
.
Hence the desired equality follows from Lemma 8.3.3.
Next, we have to consider the situation when
x = un, y = un+ 1, y
′ = vn+ 1, z = vn+ 2
for some u ∈ {s, t} and n ≥ 0, where again v = uˇ. In this situation, setting
z = vn̂+ 2 we see that
LLzy ◦ LL
y
x = JWz
••
· · ·
· · ·
= LLzy′ ◦ LL
y′
x ,
and the claim follows. 
Lemma 8.5.2. If n ≥ 0, u, v ∈ {s, t} and if x = un, y = un+ 1 = u · · · v then
LLxy ◦ LL
y
x =
{
idBx ⋆ αv +
[n−1]u
[n]u
LLxw ◦ LL
w
x if n ≥ 1 and w := un− 1,
αv if n = 0.
(8.9)
Proof. This relation follows from Lemma 8.3.5 and property (JW6). 
Lemma 8.5.3. If n ≥ 0, u, v ∈ {s, t} and if x = un, y = uˇn+ 1 = uˇ . . . v then
LLxy ◦ LL
y
x =
{
αuˇ ⋆ idBx +
[n−1]v
[n]v
LLxw ◦ LL
w
x if n ≥ 1 and w := uˇn− 1,
αuˇ if n = 0.
(8.10)
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Proof. This relation is a direct consequence of Lemma 8.3.5 and the vertical
reflection of property (JW6). 
Lemma 8.5.4. Let n ≥ 1, let u ∈ {s, t}, and let v = uˇ. If x = un, x
′ = vn, y =
un+ 1, y
′ = vn+ 1 then
LLx
′
y ◦ LL
y
x =
{
LLx
′
1 ◦ LL
1
x if n = 1,
[1]
[n]u
LLx
′
w ◦ LL
w
x + LL
x′
w′ ◦ LL
w′
x if n ≥ 2,
(8.11)
LLx
′
y′ ◦ LL
y′
x =
{
LLx
′
1 ◦ LL
1
x if n = 1,
LLx
′
w ◦ LL
w
x +
[1]
[n]v
LLx
′
w′ ◦ LL
w′
x if n ≥ 2
(8.12)
(where in the cases n ≥ 2 we set w := un− 1, w
′ := vn− 1).
Proof. We prove (8.11); the proof of (8.12) is similar. If n = 1, the relation
is obvious. If n ≥ 2, what we have to consider is the composition
JWy
JWx
JWx′
•
•· · ·
· · ·
· · ·
· · ·
,
where x = un̂, y = un̂+ 1 and x
′ = vn̂. Consider the relation stated in (JW7) (for
w = y). In this relation, only the first two terms contribute to the composition
under consideration (since the other ones contain pitchforks). Therefore we have
JWy
JWx
JWx′
•
•· · ·
· · ·
· · ·
· · ·
= JWx
JWx
JWx′
• •
· · ·
· · ·
· · ·
· · ·
+
[1]
[n]u′
JWx
JWx
JWx′
· · ·
· · ·
•
•
· · ·
•
· · ·
,
where u′ is the last entry in y. Using Lemma 8.3.1 and the fact that [n]s = [n]t if
n is odd we deduce that
JWy
JWx
JWx′
•
•· · ·
· · ·
· · ·
· · ·
=
JWx
JWx′
• •
· · ·
· · ·
· · ·
+
[1]
[n]s
JWx
JWx′
· · ·
•
· · ·
•
· · · .
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By Lemma 8.3.5, the first term identifies with LLx
′
w′ ◦LL
w′
x . And for similar reasons
the second term identifies with LLx
′
w ◦ LL
w
x , which finishes the proof. 
Remark 8.5.5. As seen in the proof of Lemma 8.5.4, the n ≥ 2 cases of (8.11)
and (8.12) can be rewritten as
LLx
′
y ◦ LL
y
x =
[1]
[n]u′
LLx
′
w ◦ LL
w
x + LL
x′
w′ ◦ LL
w′
x ,(8.13)
LLx
′
y′ ◦ LL
y′
x = LL
x′
w ◦ LL
w
x +
[1]
[n]uˇ′
LLx
′
w′ ◦ LL
w′
x(8.14)
where u′ ∈ {s, t} is such that y = u · · ·u′.
Lemma 8.5.6. If x = u · · · v with u, v ∈ {s, t} and f ∈ R then
idBx ⋆ f − x(f) ⋆ idBx = (LL
x
w ◦ LL
w
x ) ⋆ ∂v(f)− ∂u(xf) ⋆ (LL
x
w′ ◦ LL
w′
x )(8.15)
where w = xv and w′ = ux.
Proof. Let x = (u, . . . , v), and consider the morphism
JWx
JWx
· · ·
· · ·
· · ·
f.
Pulling f through the middle strands and using Lemma 8.3.4 we obtain that this
morphism equalsx(f) JWx
JWx
· · ·
· · ·
· · ·
 +
 JWx
JWx
•
•
· · ·
· · ·
· · ·
∂v(f)
−
∂u(x(f)) JWx
JWx
•
•
· · ·
· · ·
· · ·
 .
Here the second term identifies with (LLxw ◦ LL
w
x ) ⋆ ∂v(f), and the third one with
∂u(xf) ⋆ (LL
x
w′ ◦ LL
w′
x ) (see Lemma 8.3.5). The claim follows. 
8.6. Breaking and two-dot morphisms
In Chapter 9 it will be convenient to have abbreviations for certain commonly
occurring morphisms. Given x ∈ W with ℓ(x) > 1 we consider “left and right
breaking” morphisms
Brl := LL
x
w ◦ LL
w
x and Brr := LL
x
w′ ◦ LL
w′
x
where w (resp. w′) is the unique element of length ℓ(x) − 1 with the same right
(resp. left) descent set as w. If ℓ(x) = 1 we set
Brl := LL
x
1 ◦ LL
1
x =: Brr.
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If x is a reduced expression for x, then as morphisms from Bx to itself we have
Brl =
JWx
JWx
•
•
· · ·
· · ·
· · ·
and Brr =
JWx
JWx
•
•
· · ·
· · ·
· · ·
.
Given x ∈ W with 1 ≤ ℓ(x) < mst, consider the “left and right two-dot”
morphisms
TDl := LL
x
y ◦ LL
y
x and TDr := LL
x
y′ ◦ LL
y′
x ,
where y (resp. y′) is the unique element of length ℓ(x)+1 whose right (resp. left) de-
scent set contains that of x. If x is a reduced expression for x, and y (resp. y′) is the
reduced expression obtained by adding one simple reflection to the left (resp. right)
of x, then as a morphism from Bx to itself we have
TDl = JWy
•
•
· · ·
· · ·
and TDr = JWy
′
•
•
· · ·
· · ·
.
CHAPTER 9
Rouquier complexes
In [Ro, §9], Rouquier obtained a categorification of the braid group via certain
chain complexes of Soergel bimodules, often called minimal Rouquier complexes.
This chapter is devoted to analogues of Rouquier’s construction for finite dihedral
groups. We begin with a biequivariant version (Proposition 9.1.1) that is quite
similar to Rouquier’s own result. But the bulk of the work in this chapter goes
toward the free-monodromic version (Theorem 9.3.1). An important property of
the free-monodromic minimal Rouquier complexes is that they are convolutive.
The assumptions and notations of Chapter 8 remain in force in this chapter.
9.1. Biequivariant minimal Rouquier complexes
Let m ∈ {0, . . . ,mst} and u ∈ {s, t}, and set
v = uˇ, w = um̂, w = π(w) = um.
The minimal Rouquier complex (∆w,min, δc) (where “c” stands for “classical”) is
the following biequivariant complex:
B1(m)
Bu(m− 1) ⊕ Bv(m− 1)
Buv(m− 2) ⊕ Bvu(m− 2)
...
...
B
um−1
(1) ⊕ B
vm−1
(1)
Bw
− −
(−1)m (−1)m
(−1)m+1
Here, (∆w,min)
0 = Bw and the components of δc are the LL maps from §8.5, with a
minus sign on each “vertical” component whose source is labeled by an even-length
element. Ifm is even, there is also a minus sign on the component Bw  B
um−1
(1).
The fact that this indeed defines a complex follows from (8.7).
The following result is a diagrammatic version of a result of Rouquier [Ro].
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Proposition 9.1.1. Let w ∈ Ŵ , and suppose w = (s1, . . . , sr). Then there is
an isomorphism
∆s1 ⋆∆s2 ⋆ · · · ⋆∆sr
∼
→ ∆w,min
in BE(h,W ).
To prove this proposition we need some preparatory lemmas. For w,w′ ∈ W
such that |ℓ(w)− ℓ(w′)| = 1, define Aw
′
w to be the biequivariant complex
Bw
LLw
′
w−−−→ Bw′(1),
where Bw is in position 0.
Lemma 9.1.2. Let 1 ≤ m ≤ mst−1 and u ∈ {s, t}. There exists an isomorphism
∆m̂uˇ,min ⋆ Bu
∼= Amu
m+1u
.
Proof. Arrange the terms of ∆m̂uˇ,min as follows:
B1(m)
Bu(m− 1) ⊕ Buˇ(m− 1)
Buˇu(m− 2) ⊕ Buuˇ(m− 2)
...
...
Bm−2u(2) ⊕ Bm−2uˇ(2)
Bm−1u(1) ⊕ Bm−1uˇ(1)
Bmuˇ
Consider the complex ∆m̂uˇ,min ⋆ Bu. By composing with the explicit direct sum-
mand decompositions from the proof of Lemma 8.4.1, we find that this complex
is isomorphic to a complex denoted ∆m̂uˇ,min,u with the following terms, where for
clarity we place a prime on terms in the right-hand column:
B′u(m)
Bu(m)⊕Bu(m− 2) ⊕ B
′
uˇu(m− 1)
Buˇu(m− 1)⊕Buˇu(m− 3) ⊕ B
′
3u
(m− 2)⊕B′u(m− 2)
...
...
Bm−2u(3)⊕Bm−2u(1) ⊕ B
′
m−1u
(2)⊕B′
m−3u
(2)
Bm−1u(2)⊕Bm−1u ⊕ B
′
mu
(1)⊕B′
m−2u
(1)
B′
m+1u
⊕B′
m−1u
To prove the desired isomorphism, it suffices to show that the following components
of ∆m̂uˇ,min,u are isomorphisms:
(1) Bu(m) B
′
u(m);
(2) Bm−nu(n+1)⊕B
′
m−n−1u
(n) Bm−n−1u(n)⊕B
′
m−nu
(n+1) for 1 ≤ n ≤
m− 2;
(3) B′
m−1u
 Bm−1u .
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Indeed, it would then follow by repeated use of Gaussian elimination that ∆m̂uˇ,min,u
is isomorphic to a complex consisting of the remaining terms B′
m+1u
and B′mu(1).
Moreover, the component B′
m+1u
 B′mu(1) clearly remains unchanged while elim-
inating the terms in (1) and (2), and even while eliminating the terms in (3) since
Hom(B′
m+1u
, Bm−1u) = 0 (by Corollary 8.3.7).
We begin with (2). Let v be the first simple reflection appearing in m− n− 1u.
We will show that the component in question has the form[
0 − [m−n]v[m−n−1]v · idBm−n−1u
idBm−nu ?
]
,
and is therefore invertible. We need to compute the following composition:
Bm−n−1u(n) ⊕ B
′
m−nu
(n+ 1)
Bm−n−1u(n+ 1) ⋆ Bu ⊕ Bm−n−1uˇ(n+ 1) ⋆ Bu
Bm−nu(n) ⋆ Bu ⊕ Bm−nuˇ(n) ⋆ Bu
Bm−nu(n+ 1) ⊕ B
′
m−n−1u
(n)
· · ·
JW
· · ·
JW
· · ·
=p−1 p=
· · ·
· · ·
JW
· · ·
JW
• · · ·
JW
· · ·
· · ·
JW
· · · •
JW
· · ·
· · ·
JW
· · · •
JW
· · ·
· · ·
JW
• · · ·
JW
· · ·
· · ·
JW
· · ·
JW
· · ·
=i1 i
′=
· · ·
JW
· · · •
JW
· · ·
The component Bm−nu(n + 1)  Bm−n−1u(n) vanishes by the same argument as
in the proof of Lemma 8.3.2. The component Bm−nu(n + 1)  B
′
m−nu
(n + 1) is
the identity map by Lemma 8.3.1 and Lemma 8.3.5. A calculation very similar
the one we did for p′ ◦ i′ in the proof of Lemma 8.4.1 shows that the component
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B′
m−n−1u
(n) Bm−n−1u(n) equals
· · ·
JW
· · · •
JW
· · · •
JW
· · ·
= −
[m− n]v
[m− n− 1]v
· idBm−n−1u .
This proves the claim.
Similarly, the component (1), resp. (3), may be viewed as a special case of
the component p ◦ (LL ⋆ id) ◦ i1, resp. p−1 ◦ (LL ⋆ id) ◦ i
′, already calculated when
treating (2). 
Lemma 9.1.3. Let 1 ≤ m ≤ mst − 1 and u ∈ {s, t}. Then there exists an
isomorphism
∆m̂uˇ,min ⋆∆u
∼= ∆m̂+1u,min.
Proof. We use induction on m. The case m = 1 is clear. Let m > 1. Note
that
∆
m̂+1u,min
[1] ∼= cone(Amu
m+1u
λ
−→ ∆m̂uˇ,min(1)),
where λ is represented by the obvious chain map (with components the LL maps
with appropriate signs). Meanwhile,
(∆m̂uˇ,min ⋆∆u)[1]
∼= cone(∆m̂uˇ,min ⋆ Bu → ∆m̂uˇ,min(1))
Lemma 9.1.2
∼= cone(Amu
m+1u
λ′
−→ ∆m̂uˇ,min(1))
for some λ′. By induction, ∆m̂uˇ,min is isomorphic to a product of copies of ∆s and
∆t; since both are invertible (by Lemma 4.2.4), it follows that ∆m̂uˇ,min ⋆ ∆u is
indecomposable. Hence λ′ 6= 0. Moreover, it follows easily from (8.6) that
Hom(Amu
m+1u
,∆m̂uˇ,min(1)) = k · λ,
so λ′ is a nonzero multiple of λ. The claim follows. 
Proof of Proposition 9.1.1. The claim follows from Lemma 9.1.3 and in-
duction on r. 
We finish this section with the following consequence of Proposition 9.1.1.
Corollary 9.1.4. Let w ∈ Ŵ . Then we have
EndRE
(
For
BE
RE(∆w,min)
)
∼= k.
Proof. This follows from Proposition 9.1.1 and Lemma 4.3.5. 
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9.2. Lifting minimal Rouquier complexes
In this section we fix m, u, v, w, w as in the beginning of §9.1. Our goal is
to explicitly describe a convolutive free-monodromic lift (∆˜w,min, δ˜w) of ∆w,min.
First, define the following auxiliary elements δ′, δ′′x (for x ∈ W ), and δbot of
End⊲FM(∆w,min)
1
0. Each component of these elements is of the form ±(an LL map)⊗
(an element of V ). To reduce clutter, we suppress the LL maps and write down
only the sign and the element of V .
In addition, here, and in most calculations in this chapter, we suppress internal
shifts (i.e., we write “B
un” instead of “Bun(n)”), but they are always present.
δ′ =
B1
Bu Bv
⊗̟u ⊗̟v
+
∑
1≤n≤m−2
n odd

B
un
B
un+1
B
vn+1
−⊗̟u,n+1v
⊗̟vu,n+1 +
B
vn
B
un+1
B
vn+1
⊗̟uv,n+1 −⊗̟v,n+1u

+
∑
1≤n≤m−2
n even

B
un
B
un+1
B
vn+1
⊗̟v,n+1u
⊗̟uv,n+1 +
B
vn
B
un+1
B
vn+1
⊗̟vu,n+1 ⊗̟u,n+1v
 ,
δ′′x =
B1
Bu Bv
⊗x−1(̟u) ⊗x
−1(̟v)
+
∑
1≤n≤m−2

B
un
B
un+1
B
vn+1
(−1)n⊗x−1(̟vu,n+1)
⊗x−1(̟u,n+1v )
+
B
vn
B
un+1
B
vn+1
⊗x−1(̟v,n+1u ) (−1)n⊗x−1(̟uv,n+1)
 ,
δbot =

B
um−1
B
vm−1
Bw
⊗α∨u ⊗(−w
−1(α∨u ))
if m is odd;
B
um−1
B
vm−1
Bw
−⊗α∨v ⊗(−w
−1(α∨u ))
if m is even.
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Note that in both δ′ and δ′′x , the components with source B1 can be considered as
special cases (when n = 0) of components with source either B
un or Bvn.
Now, set
δ−1 = δ
′ − δ′′w + δbot, δ˜w = δc + θw + δ−1,
where θx is the sum of self-loop components∑
i
x(ei)⊗ id⊗ eˇi =
∑
i
ei ⊗ id⊗ x
−1(eˇi)
at every term, for any x ∈ W .
Proposition 9.2.1. With the definitions above, (∆w,min, δ˜w) is a (convolutive)
free-monodromic complex, i.e. δ˜w satisfies
(9.1) δ˜w ◦ δ˜w + κ(δ˜w) = Θ.
This object will be denoted ∆˜w,min; it satisfies
(9.2) ForFMLM(∆˜w,min)
∼= ForBELM(∆w,min).
The proof of this proposition occupies the rest of this section. It is very tech-
nical, but none of its details will be needed later on. Of course, (9.2) is obvious
once we have proved that ∆˜w,min makes sense as a free-monodromic complex. So,
we only have to check (9.1).
We define the chain degree of an element in EndFM(∆˜w,min) to be
(cohomological degree of the EndBE component)
− (internal degree of the EndBE component).
For example, δc, θw, and δ−1 have chain degrees 1, 0, and −1 respectively.
We will look at (9.1) in each chain degree d separately. For |d| > 2, (9.1) reads
0 = 0. For d = 2, it reads δc ◦ δc = 0, which holds since (∆w,min, δc) is a complex.
For d = 1, it reads θw ◦ δc + δc ◦ θw = 0, which holds since θw anticommutes with
elements of odd cohomological degree, by (5.2). The relation holds for d = −1 for
the same reason.
For d ∈ {0,−2}, we will first consider the “generic components” of δ˜w ◦ δ˜w +
κ(δ˜w), i.e., those not involving δbot. For generic components, (9.1) will follow from
separate relations involving δ′ and δ′′x , for any x ∈W . Since these components are
symmetric in u and v, it suffices to consider those with source B
un.
9.2.1. d = 0, generic components. In this case, the generic components of
δ˜w◦ δ˜w+κ(δ˜w) are those with source Bun or Bvn, 0 ≤ n ≤ m−2. Here, (9.1) follows
from the two lemmas below (with x = w), which address self-loop (e.g. B
un  Bun)
and cross-term (e.g. B
un  Bvn) components, respectively.
Lemma 9.2.2. We have
δ′ ◦ δc + δc ◦ δ
′ = Θ
δ′′x ◦ δc + δc ◦ δ
′′
x = κ(θx), all x ∈W
for components B
un  Bun and Bvn  Bvn, 0 ≤ n ≤ m− 2.
9.2. LIFTING MINIMAL ROUQUIER COMPLEXES 91
Proof. We compute each side of the desired equalities, in the case of the
components B
un  Bun with n > 0. (As mentioned above, the case n = 0 and the
case of components B
vn  Bvn are similar.)
First formula, n odd : The relevant components (of δc and δ
′) are as follows:
B
un−1
B
vn−1
B
un
B
un+1
B
vn+1
.
⊗̟v,nu
⊗̟vu,n
⊗̟u,n+1v
⊗̟vu,n+1
(The signs are omitted here, as they always cancel.) So on B
un we have
δ′ ◦ δc + δc ◦ δ
′ = Brr ⊗̟
v,n
u +Brl ⊗̟
v
u,n +TDr ⊗̟
u,n+1
v +TDl ⊗̟
v
u,n+1.
By (8.9)–(8.10), this equals
(id ⋆ αv)⊗̟
u,n+1
v + (αv ⋆ id)⊗̟
v
u,n+1
+ Brr ⊗
(
[n− 1]u
[n]
̟u,n+1v +̟
v,n
u
)
+Brl ⊗
(
[n− 1]u
[n]
̟vu,n+1 +̟
v
u,n
)
.
Meanwhile, using the basis {αv, αu,n+1},
ΘBun = (id ⋆ αv)⊗̟
u,n+1
v + (id ⋆ αu,n+1)⊗̟
v
u,n+1
= (id ⋆ αv)⊗̟
u,n+1
v + (αv ⋆ id)⊗̟
v
u,n+1
+Brr ⊗ 〈α
∨
u , αu,n+1〉̟
v
u,n+1 +Brl ⊗ [2]u̟
v
u,n+1.
Here, the second equality follows from (8.15). We will see below that the two sides
agree.
First formula, n even: The relevant components (of δc and δ
′) are as follows:
B
un−1
B
vn−1
B
un
B
un+1
B
vn+1
.
⊗̟u,nv
⊗̟uv,n
⊗̟v,n+1u
⊗̟uv,n+1
Again using (8.9)–(8.10) we see that on B
un we have
δ′ ◦ δc + δc ◦ δ
′ = Brr ⊗̟
u,n
v +Brl ⊗̟
u
v,n +TDr ⊗̟
v,n+1
u +TDl ⊗̟
u
v,n+1
= (id ⋆ αu)⊗̟
v,n+1
u + (αv ⋆ id)⊗̟
u
v,n+1
+ Brr ⊗
(
[n− 1]
[n]u
̟v,n+1u +̟
u,n
v
)
+Brl ⊗
(
[n− 1]
[n]v
̟uv,n+1 +̟
u
v,n
)
.
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Meanwhile, using the basis {αu, αv,n+1},
ΘBun = (id ⋆ αu)⊗̟
v,n+1
u + (id ⋆ αv,n+1)⊗̟
u
v,n+1
= (id ⋆ αu)⊗̟
v,n+1
u + (αv ⋆ id)⊗̟
u
v,n+1
+Brr ⊗ 〈α
∨
v , αv,n+1〉̟
u
v,n+1 +Brl ⊗ [2]u̟
u
v,n+1.
In either parity, the main terms (involving id ⋆ αu or αv ⋆ id) agree on the two
sides, and the desired equality of lower-order terms (involving Brl or Brr) follows
from formulas involving 2-colored quantum numbers. Up to switching u and v, they
can be summarized as follows:
(9.3) 〈α∨u , αu,n+1〉̟
v
u,n+1 =
[n− 1]u
[n]v
̟u,n+1v +̟
v,n
u .
(9.4)
[n− 1]u
[n]u
̟vu,n+1 +̟
v
u,n =
{
[2]u̟
v
u,n+1 if n is odd;
[2]v̟
v
u,n+1 if n is even.
By (8.3) and (2.5),
〈α∨u , αu,n+1〉 = [n+ 1]u · 2− [n]v · [2]u = [n+ 1]u − [n− 1]u.
This and (8.4) show (9.3). Using (8.4), (9.4) reduces immediately to (2.1).
Second formula: The relevant components (of δc and δ
′′
x) are as follows:
B
un−1
B
vn−1
B
un
B
un+1
B
vn+1
.
⊗x−1(̟vu,n)
⊗x−1(̟v,nu )
⊗x−1(̟vu,n+1)
⊗x−1(̟u,n+1v )
So
δ′′x ◦ δc + δc ◦ δ
′′
x = Brr ⊗ x
−1(̟vu,n) + Brl ⊗ x
−1(̟v,nu )
+ TDr ⊗ x
−1(̟vu,n+1) + TDl ⊗ x
−1(̟u,n+1v ).
By (8.9)–(8.10), this equals
(id ⋆ αu)⊗ x
−1(̟vu,n+1) + (αv ⋆ id)⊗ x
−1(̟u,n+1v )
+ Brr ⊗
(
[n− 1]u
[n]u
x−1(̟vu,n+1) + x
−1(̟vu,n)
)
+Brl ⊗
(
[n− 1]v
[n]v
x−1(̟u,n+1v ) + x
−1(̟v,nu )
)
if n is even, and
(id ⋆ αv)⊗ x
−1(̟vu,n+1) + (αv ⋆ id)⊗ x
−1(̟u,n+1v )
+ Brr ⊗
(
[n− 1]u
[n]u
x−1(̟vu,n+1) + x
−1(̟vu,n)
)
+Brl ⊗
(
[n− 1]u
[n]u
x−1(̟u,n+1v ) + x
−1(̟v,nu )
)
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if n is odd. Meanwhile, using the basis {αu,n+1, αv}, we see that
κ(θx) = (αu,n+1 ⋆ id)⊗ x
−1(̟vu,n+1) + (αv ⋆ id)⊗ x
−1(̟u,n+1v ),
which equals
(id ⋆ αu)⊗ x
−1(̟vu,n+1) + (αv ⋆ id)⊗ x
−1(̟u,n+1v )
+ Brl ⊗ 〈α
∨
u , αu,n+1〉x
−1(̟vu,n+1) + Brr ⊗ [2]vx
−1(̟vu,n+1)
if n is even and
(id ⋆ αv)⊗ x
−1(̟vu,n+1) + (αv ⋆ id)⊗ x
−1(̟u,n+1v )
+ Brl ⊗ 〈α
∨
u , αu,n+1〉x
−1(̟vu,n+1) + Brr ⊗ [2]ux
−1(̟vu,n+1)
if n is odd. Again the main terms agree on the two sides. The equality of lower-
order terms reduces to formulas independent of x; in fact, they are exactly (9.3)
and (9.4). 
Lemma 9.2.3. We have
δ′ ◦ δc + δc ◦ δ
′ = 0
δ′′x ◦ δc + δc ◦ δ
′′
x = 0, all x ∈ W
for components B
un  Bvn and Bvn  Bun, 1 ≤ n ≤ m− 2.
The proof of Lemma 9.2.3 will be similar to that of Lemma 9.2.2, now using
(8.11)–(8.12) instead of (8.9)–(8.10). We simplify the notation further compared
to the proof of Lemma 9.2.2: we indicate only the R∨ parts of our morphisms and
possible signs, and omit the components belonging to EndBE(∆˜w,min) (which should
be clear from context).
Proof. We treat the case n > 1, and leave the modifications in the case n = 1
to the reader.
First formula, n odd : The relevant components (of δc and δ
′) are as follows:
B
un−1
B
un Bvn
B
vn+1
⊗̟uv,n
⊗̟vu,n+1
−
+
B
vn−1
B
un Bvn.
B
un+1
⊗̟u,nv
−⊗̟u,n+1v
So
δ′ ◦ δc + δc ◦ δ
′ = ⊗̟uv,n +⊗̟
u,n
v +⊗(−̟
v
u,n+1) +⊗(−̟
u,n+1
v ).
By (8.11)–(8.12), this equals
⊗
(
̟uv,n −̟
v
u,n+1 −
1
[n]
̟u,n+1v
)
+⊗
(
̟u,nv −̟
u,n+1
v −
1
[n]
̟vu,n+1
)
.
We will see below that this vanishes.
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First formula, n even: The relevant components (of δc and δ
′) are as follows:
B
un−1
B
un Bvn
B
vn+1
⊗̟vu,n
−
⊗̟uv,n+1
+
B
vn−1
B
un Bvn.
B
un+1
−⊗̟v,nu
⊗̟v,n+1u
So
δ′ ◦ δc + δc ◦ δ
′ = ⊗(−̟vu,n) +⊗(−̟
v,n
u ) +⊗̟
u
v,n+1 +⊗̟
v,n+1
u .
By (8.11)–(8.12), this equals
⊗
(
−̟vu,n +̟
u
v,n+1 +
1
[n]u
̟v,n+1u
)
+⊗
(
−̟v,nu +̟
v,n+1
u +
1
[n]v
̟uv,n+1
)
.
Thus in either parity, the first formula follows from the following formulas, up
to switching u and v:
̟uv,n −̟
v
u,n+1 =
1
[n]v
̟u,n+1v ,(9.5)
̟u,nv −̟
u,n+1
v =
1
[n]u
̟vu,n+1.(9.6)
Using (8.4), we get (9.5) immediately, while (9.6) reduces to (2.10).
Second formula: The relevant components (of δc and δ
′′
x) are as follows:
B
un−1
B
un Bvn
B
vn+1
⊗x−1(̟u,nv )
(−1)n+1
⊗x−1(̟u,n+1v )
(−1)n
+
B
vn−1
B
un Bvn.
B
un+1
(−1)n+1⊗x−1(̟uv,n)
(−1)n⊗x−1(̟vu,n+1)
So
(−1)n(δ′′x ◦ δc + δc ◦ δ
′′
x) = ⊗(−x
−1(̟u,nv )) +⊗(−x
−1(̟uv,n))
+⊗x−1(̟u,n+1v ) +⊗x
−1(̟vu,n+1).
By (8.11)–(8.12), this equals
⊗
(
−x−1(̟u,nv ) + x
−1(̟u,n+1v ) +
1
[n]u
x−1(̟vu,n+1)
)
+⊗
(
−x−1(̟uv,n) + x
−1(̟vu,n+1) +
1
[n]v
x−1(̟u,n+1v )
)
.
The two terms vanish by (9.6) and (9.5), respectively. 
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9.2.2. d = −2, generic components. Here we fix n < m− 2. Below we will
use the following fact, which can be checked explicitly:
(9.7) the element
1
[2]s
̟2s −̟s̟t +
1
[2]t
̟2t ∈ Sym
2(V ) is W -invariant.
In the present setting, (9.1) reads δ−1 ◦ δ−1 = 0. The relevant generic compo-
nents of δ−1 ◦ δ−1 come in two shapes:
(1) “Triangle”:
δ′ =
B
un
B
un+1
B
vn+1
B
un+2
−⊗̟u,n+1v
⊗̟vu,n+1
⊗̟v,n+2u ⊗̟vu,n+2
B
un
B
un+1
B
vn+1
B
un+2
⊗̟v,n+1u
⊗̟uv,n+1
−⊗̟u,n+2v ⊗̟uv,n+2
if n is odd, if n is even.
δ′′x =
B
un
B
un+1
B
vn+1
B
un+2
;
(−1)n⊗x−1(̟vu,n+1)
⊗x−1(̟u,n+1v )
(−1)n+1⊗x−1(̟vu,n+2)
⊗x−1(̟v,n+2u )
(2) “Parallelogram”:
δ′ =
B
un
B
un+1
B
vn+1
B
vn+2
−⊗̟u,n+1v
⊗̟vu,n+1
⊗̟uv,n+2
⊗̟u,n+2v
B
un
B
un+1
B
vn+1
B
vn+2
⊗̟v,n+1u
⊗̟uv,n+1
⊗̟vu,n+2
−⊗̟v,n+2u
if n is odd, if n is even.
δ′′x =
B
un
B
un+1
B
vn+1
B
vn+2
.
(−1)n⊗x−1(̟vu,n+1)
⊗x−1(̟u,n+1v )
⊗x−1(̟u,n+2v )
(−1)n+1⊗x−1(̟uv,n+2)
Since
δ−1 ◦ δ−1 = δ
′ ◦ δ′ + δ′′w ◦ δ
′′
w − (δ
′ ◦ δ′′w + δ
′′
w ◦ δ
′),
we see that (9.1) follows from Lemmas 9.2.4 and 9.2.5 below.
Lemma 9.2.4. Let W act on EndBE(∆w,min)⊗R
∨ by acting on R∨. Then δ′ ◦δ′
is W -invariant, and δ′′x ◦ δ
′′
x = −δ
′ ◦ δ′ for all x ∈W .
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Proof. Using (8.8), the lemma reduces to the analogous claims inside (R∨)0−4.
In the calculations below, we only show the R∨ part.
“Triangle”: For n odd, by (8.4) we have
δ′ ◦ δ′ = −̟u,n+1v ̟
v,n+2
u +̟
v
u,n+1̟
v
u,n+2
= −
(
−
[n]v
[n+ 1]u
̟u +̟v
)(
̟u −
[n+ 1]u
[n+ 2]v
̟v
)
+
(
1
[n+ 1]u
̟u
)(
1
[n+ 2]u
̟u
)
=
(
[n]v
[n+ 1]u
+
1
[n+ 1]u[n+ 2]u
)
̟2u −
(
1 +
[n]v
[n+ 2]v
)
̟u̟v +
[n+ 1]u
[n+ 2]v
̟2v.
By (2.5),
1 +
[n]v
[n+ 2]v
= [2]v
[n+ 1]u
[n+ 2]v
.
By (2.10) and (2.3)–(2.4), we have
[2]u
(
[n]v
[n+ 1]u
+
1
[n+ 1]u[n+ 2]u
)
= [2]v
[n+ 1]u
[n+ 2]v
.
Hence δ′ ◦ δ′ is W -invariant by (9.7). The last claim of the lemma is clear:
δ′′x ◦ δ
′′
x = −x
−1(ωvu,n+1ω
v
u,n+2 −̟
u,n+1
v ̟
v,n+2
u ) = −x
−1(δ′ ◦ δ′) = −δ′ ◦ δ′.
For n even, u and v are switched in the components of δ′. A very similar
calculation shows that δ′ ◦ δ′ is again W -invariant. Moreover, since 1 + [n]u[n+2]u =
1 + [n]v[n+2]v (see (2.6)), it follows that δ
′ ◦ δ′ is given by the same formula as in the
case n is odd. Then the last statement is again immediate.
“Parallelogram”: For n odd, by (8.4) we have
δ′ ◦ δ′ = −̟u,n+1v ̟
u
v,n+2 +̟
v
u,n+1̟
u,n+2
v
= −
(
−
[n]v
[n+ 1]u
̟u +̟v
)(
1
[n+ 2]v
̟v
)
+
(
1
[n+ 1]u
̟u
)(
−
[n+ 1]v
[n+ 2]u
̟u +̟v
)
= −
[n+ 1]v
[n+ 1]u[n+ 2]u
̟2u +
(
[n]v
[n+ 1]u[n+ 2]v
+
1
[n+ 1]u
)
̟u̟v −
1
[n+ 2]v
̟2v.
By (2.5) and (2.3)–(2.4) respectively, we have
[n]v
[n+ 1]u[n+ 2]v
+
1
[n+ 1]u
= [2]u
[n+ 1]v
[n+ 1]u[n+ 2]u
= [2]v
1
[n+ 2]v
.
Hence δ′ ◦ δ′ is W -invariant by (9.7). The rest of the argument is the same as for
the “triangle” components. 
Lemma 9.2.5. We have δ′ ◦ δ′′x + δ
′′
x ◦ δ
′ = 0 for all x ∈W .
Proof. We simply compute the left-hand side using (8.4). There are four
cases.
B
un  Bun+2, n odd :
−̟u,n+1v x
−1(̟vu,n+2)− x
−1(̟vu,n+1)̟
v,n+2
u +̟
v
u,n+1x
−1(̟v,n+2u ) + x
−1(̟u,n+1v )̟
v
u,n+2
= −
(
−
[n]v
[n+ 1]u
̟u +̟v
)
x−1
(
1
[n+ 2]u
̟u
)
− x−1
(
1
[n+ 1]u
̟u
)(
̟u −
[n+ 1]u
[n+ 2]v
̟v
)
+
(
1
[n+ 1]u
̟u
)
x−1
(
̟u −
[n+ 1]u
[n+ 2]v
̟v
)
+ x−1
(
−
[n]v
[n+ 1]u
̟u +̟v
)(
1
[n+ 2]u
̟u
)
.
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Collecting terms of the form ̟ux
−1(̟u), ̟vx
−1(̟u), and ̟ux
−1(̟v), and us-
ing (2.3), we see that each coefficient vanishes.
B
un  Bun+2, n even:
−̟v,n+1u x
−1(̟vu,n+2)− x
−1(̟vu,n+1)̟
u,n+2
v +̟
u
v,n+1x
−1(̟v,n+2u ) + x
−1(̟u,n+1v )̟
u
v,n+2
= −
(
̟u −
[n]u
[n+ 1]v
̟v
)
x−1
(
1
[n+ 2]u
̟u
)
− x−1
(
1
[n+ 1]u
̟u
)(
−
[n+ 1]v
[n+ 2]u
̟u +̟v
)
+
(
1
[n+ 1]v
̟v
)
x−1
(
̟u −
[n+ 1]u
[n+ 2]v
̟v
)
+ x−1
(
−
[n]v
[n+ 1]u
̟u +̟v
)(
1
[n+ 2]v
̟v
)
.
Collecting terms and using (2.3), the coefficients of ̟ux
−1(̟u) and ̟vx
−1(̟v)
clearly vanish, while the coefficient
[n]u
[n+ 1]v[n+ 2]u
−
1
[n+ 1]u
+
1
[n+ 1]v
−
[n]v
[n+ 1]u[n+ 2]v
of ̟vx
−1(̟u) vanishes by (2.6) and (2.3).
B
un  Bvn+2, n odd :
−̟
u,n+1
v x
−1
(̟
u,n+2
v )−̟
u
v,n+2x
−1
(̟
v
u,n+1)
+̟
v
u,n+1x
−1
(̟
u
v,n+2) + x
−1
(̟
u,n+1
v )̟
u,n+2
v
= −
(
−
[n]v
[n+ 1]u
̟u +̟v
)
x
−1
(
−
[n+ 1]v
[n+ 2]u
̟u +̟v
)
−
(
1
[n+ 2]v
̟v
)
x
−1
(
1
[n+ 1]u
̟u
)
+
(
1
[n+ 1]u
̟u
)
x
−1
(
1
[n+ 2]v
̟v
)
+ x
−1
(
−
[n]v
[n+ 1]u
̟u +̟v
)(
−
[n+ 1]v
[n+ 2]u
̟u +̟v
)
.
Collecting terms, the coefficients of ̟ux
−1(̟u) and ̟vx
−1(̟v) clearly vanish,
while the coefficients
±
(
[n]v
[n+ 1]u
+
1
[n+ 1]u[n+ 2]v
−
[n+ 1]v
[n+ 2]u
)
of ̟ux
−1(̟v) and ̟vx
−1(̟u) vanish by (2.10).
B
un  Bvn+2, n even:
̟
v,n+1
u x
−1
(̟
u,n+2
v ) + x
−1
(̟
v
u,n+1)̟
v
u,n+2
−̟
u
v,n+1x
−1
(̟
u
v,n+2)− x
−1
(̟
u,n+1
v )̟
v,n+2
u
=
(
̟u −
[n]u
[n+ 1]v
̟v
)
x
−1
(
−
[n+ 1]v
[n+ 2]u
̟u +̟v
)
+ x
−1
(
1
[n+ 1]u
̟u
)(
1
[n+ 2]u
̟u
)
−
(
1
[n+ 1]v
̟v
)
x
−1
(
1
[n+ 2]v
̟v
)
− x
−1
(
−
[n]v
[n+ 1]u
̟u +̟v
)(
̟u −
[n+ 1]u
[n+ 2]v
̟v
)
=
(
−
[n + 1]v
[n+ 2]u
+
1
[n+ 1]u[n+ 2]u
+
[n]v
[n+ 1]u
)
̟ux
−1
(̟u)
+
(
−
[n]u
[n+ 1]v
−
1
[n+ 1]v[n+ 2]v
+
[n+ 1]u
[n+ 2]v
)
̟vx
−1
(̟v)
+ (1 − 1) ·̟ux
−1
(̟v) +
(
[n]u
[n+ 2]u
−
[n]v
[n+ 2]v
)
̟vx
−1
(̟u).
The coefficients of ̟ux
−1(̟u) and ̟vx
−1(̟v) vanish by (2.10), and the coefficient
of ̟vx
−1(̟u) vanishes by (2.6). 
9.2.3. Relations involving δbot. For these components, we cannot treat δ
′
and δ′′w separately, and (9.1) relies on x = w. We begin by finding alternative
expressions for components of δ′ − δ′′w with source Bum−1 and Bvm−1.
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For a ∈ {s, t},
un(̟a) = 〈un(̟a), αu〉̟u + 〈un(̟a), αv〉̟v
=
{
−〈̟a, αu,n〉̟u + 〈̟a, αu,n+1〉̟v if n is odd;
−〈̟a, αv,n〉̟u + 〈̟a, αv,n+1〉̟v if n is even.
So by (8.3),
un(̟u) =
{
−[n]u̟u + [n+ 1]u̟v if n is odd;
−[n− 1]u̟u + [n]u̟v if n is even;
un(̟v) =
{
−[n− 1]v̟u + [n]v̟v if n is odd;
−[n]v̟u + [n+ 1]v̟v if n is even.
(9.8)
Of course, the same formulas with u and v swapped hold.
Lemma 9.2.6. If m is odd, we have
̟v,m−1u − w
−1(̟uv,m−1) = α
∨
u ;
̟uv,m−1 − w
−1(̟v,m−1u ) = −w
−1(α∨u );
−̟u,m−1v + w
−1(̟vu,m−1) =
1
[m− 1]u
w−1(α∨u );
̟vu,m−1 − w
−1(̟u,m−1v ) =
1
[m− 1]u
α∨u .
If m is even, we have
̟u,m−1v − w
−1(̟uv,m−1) = α
∨
v ;
̟vu,m−1 − w
−1(̟v,m−1u ) = −w
−1(α∨u );
̟v,m−1u − w
−1(̟vu,m−1) = −
1
[m− 1]
w−1(α∨u );
̟uv,m−1 − w
−1(̟u,m−1v ) =
1
[m− 1]
α∨v .
Proof. Suppose m is odd. By (8.4) and (9.8),
w−1(̟uv,m−1) = um
(
1
[m− 1]v
̟v
)
= −̟u +
[m]v
[m− 1]v
̟v,
so by (8.4) and (2.5),
̟v,m−1u − w
−1(̟uv,m−1) =
(
̟u −
[m− 2]u
[m− 1]v
̟v
)
−
(
−̟u +
[m]v
[m− 1]v
̟v
)
= 2̟u −
[m− 2]u + [m]v
[m− 1]v
̟v = 2̟u − [2]u̟v = α
∨
u .
This shows the first formula. Similarly,
w−1(̟vu,m−1) = um
(
1
[m− 1]u
̟u
)
=
1
[m− 1]u
(−[m]u̟u + [m+ 1]u̟v),
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so
−̟
u,m−1
v +w
−1(̟vu,m−1) =
(
[m − 2]v
[m− 1]u
̟u −̟v
)
+
1
[m− 1]u
(−[m]u̟u+[m+1]u̟v)
=
1
[m− 1]u
(
([m− 2]v − [m]u)̟u + (−[m− 1]u + [m+ 1]u)̟v
)
.
Meanwhile,
w
−1(α∨u ) = um(2̟u−[2]u̟v) = 2(−[m]u̟u+[m+1]u̟v)−[2]u(−[m−1]v̟u+[m]v̟v)
= (−2[m]u + [2]u[m− 1]v)̟u + (2[m+ 1]u − [2]u[m]v)̟v
= (−[m]u + [m− 2]u)̟u + ([m+ 1]u − [m− 1]u)̟v
by (2.5). This shows the third formula. The second (resp. fourth) formula is
obtained by applying −w (resp. w) to the first (resp. third) formula (using the fact
that w = w−1 because m is odd).
If m is even,
w−1(̟uv,m−1) = vm
(
1
[m− 1]
̟v
)
=
[m]v
[m− 1]
̟u −̟v,
so
̟u,m−1v − w
−1(̟uv,m−1) =
(
−
[m− 2]v
[m− 1]
̟u +̟v
)
−
(
[m]v
[m− 1]
̟u −̟v
)
=
−[m− 2]v − [m]v
[m− 1]
̟u + 2̟v = −[2]v̟u + 2̟v = α
∨
v
by (2.5), which shows the fifth formula. Similarly,
w−1(̟vu,m−1) = vm
(
1
[m− 1]
̟u
)
=
1
[m− 1]
([m+ 1]̟u − [m]u̟v),
so
̟
v,m−1
u − w
−1(̟vu,m−1) =
(
̟u −
[m− 2]u
[m− 1]
̟v
)
−
1
[m− 1]
([m+ 1]̟u − [m]u̟v)
=
1
[m− 1]
(
([m− 1]− [m+ 1])̟u + ([m]u − [m− 2]u)̟v
)
.
Meanwhile,
w−1(α∨u ) = vm(2̟u − [2]u̟v)
= 2([m+ 1]u̟u − [m]u̟v)− [2]u([m]v̟u − [m− 1]v̟v)
= (2[m+ 1]u − [2]u[m]v)̟u + (−2[m]u + [2]u[m− 1]v)̟v
= ([m+ 1]− [m− 1])̟u + (−[m]u + [m− 2]u)̟v.
This shows the seventh formula. The sixth (resp. eighth) formula is obtained by
applying −w to the fifth (resp. seventh) formula, followed by exchanging u and v,
noting that this exchanges w and w−1. 
By Lemma 9.2.6, the relevant components are as follows: if m is odd,
δ′ − δ′′w =
B
um−2
B
um−1
B
vm−1
−⊗(− 1[m−1]uw
−1(α∨u ))
⊗ 1
[m−1]u
α∨u +
B
vm−2
B
um−1
B
vm−1
⊗(−w−1(α∨u )) −⊗α∨u
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δbot =
B
um−1
B
vm−1
B
um
⊗α∨u ⊗(−w−1(α∨u ))
and if m is even,
δ′ − δ′′w =
B
um−2
B
um−1
B
vm−1
⊗(− 1[m−1]w
−1(α∨u ))
⊗ 1
[m−1]
α∨v +
B
vm−2
B
um−1
B
vm−1
⊗(−w−1(α∨u )) ⊗α∨v
δbot =
B
um−1
B
vm−1
B
um
−⊗α∨v ⊗(−w−1(α∨u ))
It is now clear that δbot ◦ (δ
′ − δ′′w) = 0, which is the desired relation for d = −2.
The cross-term components for d = 0 (see the relevant components below) are also
easily seen to vanish using (8.11)–(8.12) as in the analogous computation for the
generic components.
B
um−1
 B
vm−1
:
B
um−2
B
um−1
B
vm−1
⊗ 1
[m−1]u
α∨u
−
+
B
vm−2
B
um−1
B
vm−1
B
um
−⊗α∨u
⊗α∨u
if m is odd,
B
um−2
B
um−1
B
vm−1
⊗ 1
[m−1]
α∨v
+
B
vm−2
B
um−1
B
vm−1
B
um
⊗α∨v
−⊗α∨v
if m is even.
B
vm−1
 B
um−1
:
B
vm−2
B
um−1
B
vm−1
B
um
⊗(−w−1(α∨u ))
−
⊗(−w−1(α∨u ))
+
B
um−2
B
um−1
B
vm−1
−⊗(− 1[m−1]uw
−1(α∨u ))
if m is odd,
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B
vm−2
B
um−1
B
vm−1
B
um
⊗(−w−1(α∨u ))
⊗(−w−1(α∨u ))
−
+
B
um−2
B
um−1
B
vm−1
⊗(− 1[m−1]w
−1(α∨u ))
if m is even.
For the self-loop components, we will use the following computation. Define
α∨s,n, α
∨
t,n ∈ V for n ≥ 1 as follows:
α∨s,1 = α
∨
s α
∨
t,1 = α
∨
t
α∨s,2 = s(α
∨
t ) α
∨
t,2 = t(α
∨
s )
α∨s,3 = st(α
∨
s ) α
∨
t,3 = ts(α
∨
t )
α∨s,4 = sts(α
∨
t ) α
∨
t,4 = tst(α
∨
s )
...
...
An easy induction shows that for any n ≥ 1 we have
(9.9) α∨s,n = [n]tα
∨
s + [n− 1]sα
∨
t , α
∨
t,n = [n− 1]tα
∨
s + [n]sα
∨
t .
Lemma 9.2.7. If m is odd, we have
[m− 2]
[m− 1]u
α∨u −
1
[m− 1]u
w−1(α∨u ) = u(α
∨
v );(9.10)
[m− 2]
[m− 1]u
(−w−1(α∨u )) +
1
[m− 1]u
α∨u = −w
−1u(α∨v ).(9.11)
If m is even, we have
[m− 2]u
[m− 1]
α∨v −
1
[m− 1]
w−1(α∨u ) = v(α
∨
u );(9.12)
[m− 2]v
[m− 1]
(−w−1(α∨u )) +
1
[m− 1]
α∨v = −w
−1u(α∨v ).(9.13)
Proof. If m is odd, w−1(α∨u ) = −α
∨
u,m, so by (9.9) and (2.5),
[m− 2]
[m− 1]u
α∨u −
1
[m− 1]u
w−1(α∨u ) =
[m− 2] + [m]
[m− 1]u
α∨u + α
∨
v = [2]vα
∨
u + α
∨
v = u(α
∨
v ),
proving (9.10). Then (9.11) is obtained from this by applying −w and using that
w = w−1.
If m is even, w−1(α∨u ) = −α
∨
v,m, so by (9.9) and (2.5),
[m− 2]u
[m− 1]
α
∨
v −
1
[m− 1]
w
−1(α∨u ) = α
∨
u +
[m− 2]u + [m]u
[m− 1]
α
∨
v = α
∨
u + [2]uα
∨
v = v(α
∨
u ),
proving (9.12). Then (9.13) is obtained from this by applying −w then switching
u and v, observing that this switches w and w−1. 
We compute each side of (9.1) for the remaining self-loop components, using
(8.9)–(8.10) as we did for the generic components.
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Self-loop at B
um−1
, m odd:
B
um−2
B
vm−2
B
um−1
B
um.
−⊗(− 1[m−1]uw
−1(α∨u ))
⊗(−w−1(α∨u ))
−
⊗α∨u
δ−1 ◦δc+δc ◦δ−1 = Brr⊗
(
−
1
[m− 1]u
w−1(α∨u )
)
+Brl⊗(−w
−1(α∨u ))+TDr⊗α
∨
u
= (id⋆αu)⊗α
∨
u+Brr⊗
(
[m− 2]
[m− 1]u
α∨u −
1
[m− 1]u
w−1(α∨u )
)
+Brl⊗(−w
−1(α∨u )).
Meanwhile,
ΘB
um−1
=
∑
(id ⋆ ei)⊗ eˇi
and
κ(θw) =
∑
(w(ei) ⋆ id)⊗ eˇi =
∑
(id ⋆ u(ei))⊗ eˇi
−
∑
Brr ⊗ 〈α
∨
v , u(ei)〉eˇi +
∑
Brl ⊗ 〈α
∨
u , w(ei)〉eˇi
by (8.15), so
ΘB
um−1
− κ(θw) = (id ⋆ αu)⊗ α
∨
u +Brr ⊗ u(α
∨
v ) + Brl ⊗ (−w
−1(α∨u )).
Now the desired equality follows from (9.10).
Self-loop at B
vm−1
, m odd:
B
um−2
B
vm−2
B
vm−1
B
um.
⊗ 1
[m−1]u
α∨u
−⊗α∨u−
⊗(−w−1(α∨u ))
δ−1 ◦ δc + δc ◦ δ−1 = Brl ⊗
1
[m− 1]u
α
∨
u + Brr ⊗ α
∨
u + TDl ⊗ (−w
−1(α∨u ))
= (αu ⋆ id)⊗ (−w
−1(α∨u)) +Brl ⊗
(
[m− 2]u
[m− 1]u
(−w−1(α∨u )) +
1
[m− 1]u
α
∨
u
)
+Brr ⊗α
∨
u .
Meanwhile,
ΘB
vm−1
=
∑
(id ⋆ ei)⊗ eˇi
=
∑
(uw(ei) ⋆ id)⊗ eˇi −
∑
Brl ⊗ 〈α
∨
v , uw(ei)〉eˇi +
∑
Brr ⊗ 〈α
∨
u , ei〉eˇi
=
∑
(ei ⋆ id)⊗ w
−1u(eˇi) + Brl ⊗ (−w
−1u(α∨v )) + Brr ⊗ α
∨
u
by (8.15), and
κ(θw) =
∑
(u(ei) ⋆ id)⊗ w
−1u(eˇi),
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so
ΘB
vm−1
− κ(θw) = (αu ⋆ id)⊗ (−w
−1(α∨u )) + Brl ⊗ (−w
−1u(α∨v )) + Brr ⊗ α
∨
u .
Now the desired equality follows from (9.11).
Self-loop at B
um−1
, m even:
B
um−2
B
vm−2
B
um−1
B
um.
⊗(− 1[m−1]w
−1(α∨u ))
⊗(−w−1(α∨u ))
−⊗α∨v −
δ−1 ◦ δc+ δc ◦ δ−1 = Brr⊗
(
−
1
[m− 1]
w−1(α∨u )
)
+Brl⊗ (−w
−1(α∨u ))+TDr⊗α
∨
v
= (id⋆αv)⊗α
∨
v +Brr⊗
(
[m− 2]u
[m− 1]
α∨v −
1
[m− 1]
w−1(α∨u )
)
+Brl⊗ (−w
−1(α∨u )).
Meanwhile,
ΘB
um−1
=
∑
(id ⋆ ei)⊗ eˇi
and
κ(θw) =
∑
(w(ei) ⋆ id)⊗ eˇi
=
∑
(id ⋆ v(ei))⊗ eˇi −
∑
Brr ⊗ 〈α
∨
u , v(ei)〉eˇi +
∑
Brl ⊗ 〈α
∨
u , w(ei)〉eˇi
by (8.15), so
ΘB
um−1
− κ(θw) = (id ⋆ αv)⊗ α
∨
v +Brr ⊗ v(α
∨
u ) + Brl ⊗ (−w
−1(α∨u )).
Now the desired equality follows from (9.12).
Self-loop at B
vm−1
, m even:
B
um−2
B
vm−2
B
vm−1
B
um.
⊗ 1
[m−1]
α∨v
⊗α∨v
⊗(−w−1(α∨u ))
δ−1 ◦ δc + δc ◦ δ−1 = Brl ⊗
1
[m− 1]
α∨v +Brr ⊗ α
∨
v +TDl ⊗ (−w
−1(α∨u ))
= (αu⋆id)⊗(−w
−1(α∨u ))+Brl⊗
(
[m− 2]v
[m− 1]v
(−w−1(α∨u )) +
1
[m− 1]
α∨v
)
+Brr⊗α
∨
v .
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Meanwhile,
ΘB
vm−1
=
∑
(id ⋆ ei)⊗ eˇi
=
∑
(uw(ei) ⋆ id)⊗ eˇi −
∑
Brl ⊗ 〈α
∨
v , uw(ei)〉eˇi +
∑
Brr ⊗ 〈α
∨
v , ei〉eˇi
=
∑
(ei ⋆ id)⊗ w
−1u(eˇi) + Brl ⊗ (−w
−1u(α∨v )) + Brr ⊗ α
∨
v
by (8.15), and
κ(θw) =
∑
(u(ei) ⋆ id)⊗ w
−1u(eˇi),
so
ΘB
vm−1
− κ(θw) = (αu ⋆ id)⊗ (−w
−1(α∨u )) + Brl ⊗ (−w
−1u(α∨v )) + Brr ⊗ α
∨
v .
Now the desired equality follows from (9.13).
Self-loop at B
um: by (8.15) we have
ΘBum =
∑
(id ⋆ ei)⊗ eˇi
=
∑
(w(ei) ⋆ id)⊗ eˇi −
∑
Brl ⊗ 〈α
∨
u , w(ei)〉eˇi +
{
Brr ⊗ α
∨
u if m is odd;
Brr ⊗ α
∨
v if m is even
= κ(θw) + Brl ⊗ (−w
−1(α∨u )) +
{
Brr ⊗ α
∨
u if m is odd;
Brr ⊗ α
∨
v if m is even
= κ(θw) + δbot ◦ δc.
This concludes the proof of Proposition 9.2.1.
9.3. Convolution of free-monodromic minimal Rouquier complexes
The goal of this section is to prove the following free-monodromic analogue of
Proposition 9.1.1.
Theorem 9.3.1. If w ∈ Ŵ and w = (s1, . . . , sr), then there exists a morphism
∆˜s1 ⋆̂ ∆˜s2 ⋆̂ · · · ⋆̂ ∆˜sr → ∆˜w,min
in Conv⊲
FM
(h,W )Kar whose image in FM(h,W )Kar is an isomorphism.
The proof of this proposition will use the following lemma, which is a direct
consequence of Lemma 8.4.1.
Lemma 9.3.2. Let w ∈ Ŵ and u ∈ {s, t} be such that wu ∈ Ŵ . Then the p-th
component of the D-sequence underlying ∆˜w,min ⋆̂ ∆˜u is a direct sum of objects of
the form Bv(n) with
(ℓ(v), n) ∈ {(ℓ(w)− p+ 1, p), (ℓ(w)− p− 1, p), (ℓ(w)− p, p+ 1), (ℓ(w)− p, p− 1)}.
Proof of Theorem 9.3.1. As in the proof of Proposition 9.1.1, it suffices to
prove that if v ∈ Ŵ and u ∈ {s, t} are such that vu ∈ Ŵ , then there exists a
morphism
∆˜v,min ⋆̂ ∆˜u → ∆˜vu,min
in Conv⊲FM(h,W )Kar whose image in FM(h,W )Kar is an isomorphism.
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By (9.2) we have ForFMLM(∆˜vu,min)
∼= ForBELM(∆vu,min). On the other hand, us-
ing (6.18) and Lemma 6.6.1, we see that
For
FM
LM(∆˜v,min ⋆̂ ∆˜u)
∼= ForFMLM(∆˜v,min) ⋆∆u
∼= ForBELM(∆v,min) ⋆∆u
∼= ForBELM(∆vu,min)
by Proposition 9.1.1. Using these isomorphisms, Corollary 9.1.4, Theorem 4.6.2,
and Lemma 5.2.3, we obtain that if M and N are either ∆˜vu,min or ∆˜v,min ⋆̂ ∆˜u,
the right R∨-module HomFM(M,N) is free, and that
HomFM(M,N)⊗R∨ k ∼= EndLM
(
For
BE
LM(∆vu,min)
)
∼= k.
In particular, it follows that the functor ForFMLM induces an isomorphism
HomFM(h,W )Kar(M,N)
∼
→ HomLM(h,W )Kar(For
FM
LM(M),For
FM
LM(N)).
We deduce that any isomorphism
For
FM
LM(∆˜vu,min)
∼
→ ForFMLM(∆˜v,min ⋆̂∆˜u), resp. For
FM
LM(∆˜v,min ⋆̂∆˜u)
∼
→ ForFMLM(∆˜vu,min),
can be lifted uniquely to an isomorphism
∆˜vu,min
∼
→ ∆˜v,min ⋆̂ ∆˜u, resp. ∆˜v,min ⋆̂ ∆˜u
∼
→ ∆˜vu,min.
What remains to be proved is that the isomorphism ∆˜v,min ⋆̂ ∆˜u
∼
→ ∆˜vu,min auto-
matically belongs to Conv⊲
FM
(h,W )Kar.
So, let us fix a chain map f : ∆˜v,min ⋆̂ ∆˜u → ∆˜vu,min which induces an iso-
morphism in FM(h,W )Kar. To simplify notation we set F := ∆˜v,min ⋆̂ ∆˜u and
G := ∆˜vu,min. Then f belongs to
HomFM(F ,G)
0
0 =
⊕
n≥0, m≥0
n+i=0,
2n+j−2m=0
Λn2n ⊗HomBE(F ,G)
i
j ⊗ (R
∨)0−2m
=
⊕
n≥0, m≥0
n+i=0,
2n+j−2m=0
Λn2n ⊗
∏
q−p=i−j
HomBE(F
p(−p),Gq(−q)(i))⊗ (R∨)0−2m.
In these factors, if i ≥ 0 then n = 0, so the corresponding component belongs
to Hom⊲FM(F ,G). From Corollary 8.3.7 and Lemma 9.3.2 we see that the other
components vanish except maybe when i = −1.
We claim that f does not have any nonzero component for which i = −1.
Indeed, for such a component to be nonzero, by Lemma 9.3.2 again we must have
ℓ(v)− p = ℓ(vu)− q, and hence j = −1+ p− q = −2. Since j = 2m− 2, we deduce
that m = 0. Thus, if f has a nonzero component in Λ12 ⊗HomBE(F ,G)⊗R
∨, then
For
FM
LM(f) ∈ HomLM(F ,G)
0
0 has a nonzero component in Λ
1
2 ⊗HomBE(F ,G)
−1
−2.
On the other hand, by Corollary 9.1.4, the image of ForFMLM(f) in HomLM(F ,G)
must be a multiple of the image under ForBELM of the isomorphism of Proposition 9.1.1.
Therefore, there is a k ∈ HomLM(F ,G)
−1
0 such that For
FM
LM(f) − dHomLM(F ,G)(k) ∈
HomBE(F ,G). However, as above we have
HomLM(F ,G)
−1
0 =
⊕
n≥0
Λn2n ⊗HomBE(F ,G)
−n−1
−2n
=
⊕
n≥0
Λn2n ⊗
∏
q−p=n−1
HomBE(F
p(−p),Gq(−q)(−n− 1)).
106 9. ROUQUIER COMPLEXES
Hence, again for the same reason as above, k must belong to HomBE(F ,G). Since
For
FM
LM(F) and For
FM
LM(G) belong to the essential image of For
BE
LM, we deduce that
dHom
LM
(F ,G)(k) ∈ HomBE(F ,G) also. This implies that f ∈ HomBE(F ,G), a contra-
diction. 
CHAPTER 10
Flag varieties for Kac–Moody groups
For the remainder of the paper, we will restrict our attention to Cartan re-
alizations of crystallographic Coxeter groups. For such realizations, the category
D
⊕
BS(h,W ) is equivalent to the category of parity complexes on a Kac–Moody flag
variety. This equivalence lets us invoke powerful tools from sheaf theory and geom-
etry in our study of free-monodromic complexes.
This chapter consists mostly of preliminaries and definitions related to the
Kac–Moody setting. We will define sheaf-theoretic analogues of the four categories
BE(h,W ), RE(h,W ), LM(h,W ), and FM(h,W ). At the end of the chapter, we prove
a few new statements on (co)standard and tilting sheaves.
10.1. Cartan realizations of crystallographic Coxeter groups
Let A = (aij)i,j∈I be a generalized Cartan matrix, with rows and columns
parametrized by a finite set I. Let (I,X, {αi : i ∈ I}, {α
∨
i : i ∈ I}) be an associated
Kac–Moody root datum in the sense of [T, §1.2]. Thus, X is a finitely generated
free abelian group, and the αi and the α
∨
i are elements of X and X
∗, respectively,
satisfying α∨i (αj) = aij . (Here, as usual, we put X
∗ = HomZ(X,Z).)
The matrix A determines a crystallographic Coxeter group (W,S) by a well-
known recipe. The set of simple reflections S is equipped with a fixed bijection
S
∼
→ I (denoted by s 7→ is), and for distinct s, t ∈ S, the order of st (necessarily 2,
3, 4, 6, or ∞) is determined by the integer aisitaitis . (See, for instance, [T, §3.1]
for details.)
Let k be an integral domain. Using the Kac–Moody root datum, we can con-
struct a realization of (W,S) over k as follows: we set V := k ⊗Z X∗ (so that V ∗
is identified with k⊗X), and for s ∈ S, we define αs, resp. α∨s , to be the image of
αis , resp. α
∨
is
, in V ∗, resp. in V . This realization is always balanced, but it might
not satisfy Demazure surjectivity.
More precisely, let us define Z′ to be Z if the maps αi : X∗ → Z and α∨i : X→ Z
are surjective for all i ∈ I, and as Z[ 12 ] otherwise. Then Demazure surjectivity holds
if there exists a ring morphism Z′ → k.
A realization of (W,S) obtained in this way is called a Cartan realization. From
now on, we assume that our Coxeter group is crystallographic, that we are working
with a Cartan realization, and that there exists a ring morphism Z′ → k.
10.2. Parity complexes on flag varieties
To A and the given root datum (I,X, {αi : i ∈ I}, {α
∨
i : i ∈ I}), one can
associate (following Mathieu [Mt2]) a Kac–Moody group GZ with a canonical sub-
group BZ. Here, GZ is a group ind-scheme over Z, and BZ is a subgroup scheme.
Let UZ be the pro-unipotent radical of BZ. We denote by G , resp. B, resp. U ,
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the base-change of GZ, resp. BZ, resp. UZ, to C. Then the quotient G /B has
a natural structure of complex ind-projective ind-variety, and we have a Bruhat
decomposition
G /B =
⊔
w∈W
Xw
where each Xw is a B-orbit isomorphic to an affine space of dimension ℓ(w).
See [RW, §9.1] for a brief description of this construction, and [Mt1, Mt2] for
full details.
Remark 10.2.1. (1) If A is of finite type, then the Kac–Moody root da-
tum is equivalent to a root datum in the ordinary sense, and G is the
associated complex connected reductive group.
(2) In [Mt2], the root datum is assumed to satisfy additional conditions
(which, in the finite-type case, amount to looking only at semisimple,
simply connected groups). An explanation of why these conditions can be
dropped can be found in [T, §6] (see also the remarks in [RW, §9.1]).
Let us fix a Noetherian commutative ring k of finite global dimension. We
will work with the B-equivariant derived category of k-sheaves on G /B, usually
denoted by Db
B
(G /B, k). In this paper, we will instead use the “stacky” notation
Db(B\G /B, k).
This category is equipped with a convolution product ⋆, making it into a monoidal
category. Following the convention of [AR3], the cohomological shift functor on
Db(B\G /B, k) will be denoted by
F 7→ F{1}.
For any expression w we have a “Bott–Samelson resolution”
νw : BS(w)→ G /B.
We set
E(w) := (νw)∗kBS(w){ℓ(w)},
and denote by ParityBS(B\G /B, k) the full subcategory of D
b(B\G /B, k) whose
objects are of the form E(w){n} for some expression w and some n ∈ Z. (These
objects are parity complexes in the sense of [JMW]; see [RW, Part 3] for de-
tails.) This category is a monoidal subcategory of Db(B\G /B, k). Next, let
Parity⊕BS(B\G /B, k) be its additive envelope (see §2.3). This category inherits
from ParityBS(B\G /B, k) the structure of a monoidal category.
One can consider similar constructions in the derived category of constructible
complexes for the Bruhat stratification, or, equivalently, the U -equivariant derived
category of G /B, denoted byDb(U \G /B, k). (For a discussion of this equivalence,
see, for instance, [AR2, §5.3].) The resulting categories will be denoted
ParityBS(U \G /B, k) and Parity
⊕
BS(U \G /B, k).
The convolution construction provides a right action of the monoidal category
ParityBS(B\G /B, k) on ParityBS(U \G /B, k), and hence also a right action of
the monoidal category Parity⊕BS(B\G /B, k) on Parity
⊕
BS(U \G /B, k).
In the case when k is in addition an integral domain admitting a ring morphism
Z′ → k, the results of [RW, Part 3] explain the relation between these categories
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and the Elias–Williamson category of §2.2 associated with the realization consid-
ered in §10.1. More precisely, by [RW, Theorem 10.6] there exists a canonical
equivalence of monoidal categories
DBS(h,W )
∼
→ ParityBS(B\G /B, k)
which intertwines the shift functor (1) on DBS(h,W ) and the cohomological shift
{1} on ParityBS(B\G /B, k) and sends Bw to E(w). This equivalence induces an
equivalence of additive monoidal categories
D
⊕
BS(h,W )
∼
→ Parity⊕BS(B\G /B, k),
and equivalences of module categories
DBS(h,W )
∼
→ ParityBS(U \G /B, k), D
⊕
BS(h,W )
∼
→ Parity⊕BS(U \G /B, k).
If k is a field or a complete local ring, we will also denote by
Parity(B\G /B, k), resp. Parity(U \G /B, k),
the category of all parity complexes in Db(B\G /B, k), resp. in Db(U \G /B, k).
The results of [JMW] show that Parity(B\G /B, k) identifies with the Karoubian
envelope of ParityBS(B\G /B, k), and that Parity(U \G /B, k) identifies with the
Karoubian envelope of ParityBS(U \G /B, k). As a consequence, the equivalences
considered above induce equivalences
D(h,W )
∼
→ Parity(B\G /B, k), D(h,W )
∼
→ Parity(U \G /B, k).
10.3. Parity sequences
Via the equivalences recalled in §10.2, all the work carried out in the preceding
chapters can be transferred to the setting of (sequences of) parity complexes on
G /B. In contrast, the results in this chapter and the last chapter are proved here
only for realizations that come from the Kac–Moody setting. To avoid confusion
about the applicability of these results, we now introduce new notation for the main
categories of interest.
The Parity⊕BS(B\G /B, k)-sequences will be called Bott–Samelson parity se-
quences. Similarly, if k is a field or a complete local ring, the Parity(B\G /B, k)-
sequences will be called parity sequences.
In both settings, we define three shift-of-grading functors as follows:
F [n]i = F i+n, F〈n〉i = F i+n{−n}, F{n}i = F i{n}.
These shift functors commute with each other and are related by the formula 〈1〉 =
[1]{−1}. Following [AR3], in this setting the functor 〈1〉 will be called Tate twist .
In a slight abuse of language, when no confusion is likely, we will sometimes
omit the modifier “Bott–Samelson,” and simply use the term “parity sequence” in
both of the above situations.
Given two (Bott–Samelson) parity sequences F = (F i)i∈Z and G = (G
i)i∈Z, we
define a bigraded k-module HomBE(F ,G) by
HomBE(F ,G)
i
j =
∏
q−p=i−j
HomParityBS(B\G/B,k)(F
p,Gq{j}).
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We also define
HomRE(F ,G) := k⊗R HomBE(F ,G),
HomLM(F ,G) := Λ⊗HomBE(F ,G),
HomFM(F ,G) := Λ⊗HomBE(F ,G)⊗R
∨.
In the case where F = G, we also write EndBE(F), EndRE(F), etc., for these
bigraded k-modules.
We can now define a number of categories analogous to those we studied in
Chapters 4–5.
Definition 10.3.1. The biequivariant mixed derived category associated to G ,
denoted by
Dmix(B\G /B, k),
is the category whose objects are pairs (F , δ), where F is a Bott–Samelson parity
sequence, and δ ∈ EndBE(F)
1
0 is an element such that δ ◦ δ = 0.
The right-equivariant mixed derived category associated to G , denoted by
Dmix(U \G /B, k),
is the category whose objects are pairs (F , δ), where F is a Bott–Samelson parity
sequence, and δ ∈ EndRE(F)
1
0 is an element such that δ ◦ δ = 0.
The left-monodromic mixed derived category associated to G , denoted by
Dmix(U )G /B, k),
is the category whose objects are pairs (F , δ), where F is a Bott–Samelson parity
sequence, and δ ∈ EndLM(F)
1
0 is an element such that δ ◦ δ + κ(δ) = 0.
The free-monodromic mixed derived category associated to G , denoted by
Dmix(U )G( U , k),
is the category whose objects are pairs (F , δ), where F is a Bott–Samelson parity
sequence, and δ ∈ EndFM(F)
1
0 is an element such that δ ◦ δ + κ(δ) = ΘF .
In each case, the morphisms and composition maps are defined in terms of
certain complexes, just like in Chapters 4–5.
These categories come equipped with canonical equivalences to their counter-
parts BE(h,W ), RE(h,W ), etc., considered in Chapters 4–5. For simplicity, we
will use much of the same notation as in those chapters, e.g. for the extension-
of-scalars functors k′ or for the forgetful functors ForFMLM, etc. The category of
convolutive objects in Dmix(U )G( U , k), resp. Dmix(U )G /B, k), is denoted by
Conv(U )G( U , k), resp. Conv(U )G /B, k),.
When k is a field or a complete local ring, one can repeat these definitions
using objects of Parity(B\G /B, k) rather than Parity⊕BS(B\G /B, k). As in §4.9
and §6.7, the resulting categories are denoted by
Dmix(B\G /B, k)Kar, D
mix(U \G /B, k)Kar,
Dmix(U )G /B, k)Kar, D
mix(U )G( U , k)Kar,
respectively. The proofs of Lemmas 4.9.1 and 6.7.1 yield the following.
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Lemma 10.3.2. The obvious functors
Dmix(B\G /B, k)→ Dmix(B\G /B, k)Kar,
Dmix(U \G /B, k)→ Dmix(U \G /B, k)Kar,
Dmix(U )G /B, k)→ Dmix(U )G /B, k)Kar
are equivalences of categories. Similarly, the obvious functor
Dmix(U )G( U , k)→ Dmix(U )G( U , k)Kar
is at least fully faithful.
(As with Lemma 6.7.1, the last of these functors is expected to be an equivalence
as well.)
10.4. Mixed perverse sheaves
When k is a field or a complete local ring, the category Dmix(B\G /B, k)Kar
coincides with the one that was denoted Dmix
B
(G /B, k) in [AR3, §3.5 and §4.3].
Likewise, the category Dmix(U \G /B, k)Kar defined here coincides with the cate-
gory denoted by Dmix(B)(G /B, k) in [AR3, §2.1 and §4.1].
Remark 10.4.1. In [AR3] the Tate twist 〈1〉 on Dmix
B
(G /B, k) is defined by
{−1}[1], and hence sends (in the present notation) a pair (F , δ) to (F〈1〉,−δ).
This change of convention is harmless since the two functors are easily seen to be
isomorphic.
One of the main topics of [AR3] was the definition and study of the perverse
t-structure on these two categories. In this section, we review some facts about
these t-structures, whose hearts are denoted by
Pervmix(B\G /B, k) and Pervmix(U \G /B, k),
respectively. We will make implicit use of the equivalences in Lemma 10.3.2, and
regard these as subcategories of Dmix(B\G /B, k) and Dmix(U \G /B, k), respec-
tively. We assume throughout this section that k is a field or a complete local
ring.
For any w ∈W , there are objects
∆w,∇w ∈ Perv
mix(B\G /B, k),
For
BE
RE(∆w),For
BE
RE(∇w) ∈ Perv
mix(U \G /B, k),
called standard and costandard perverse sheaves, respectively. For an explicit defi-
nition of the latter, see [AR3, §3.1]. (In [AR3], the same notation is used in both
Pervmix(B\G /B, k) and Pervmix(U \G /B, k); but in this paper, it will be conve-
nient to maintain the distinction between them.) When w is a simple reflection,
the proof of [AR3, Lemma 2.4] shows that these objects agree with those defined
in Example 4.2.2.
The adjunction properties established in [AR3, §2] imply that
(10.1) EndRE(For
BE
RE(∆w))
∼= EndRE(For
BE
RE(∇w))
∼= k.
In addition, according to [AR3, Lemma 3.2], we have
(10.2) HomRE(For
BE
RE(∆w),For
BE
RE(∇v))
∼=
{
k if v = w,
0 otherwise.
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The fact that the objects ∆w and ∇w (and therefore also the objects For
BE
RE(∆w)
and ForBERE(∇w)) lie in the heart of the perverse t-structure is proved in [AR3,
Proposition 4.6]. Moreover, according to [AR3, Proposition 4.4(1)], if w is any
reduced expression for w, then
(10.3) ∆w ∼= ∆w and ∇w ∼= ∇w
(where ∆w and ∇w are defined in Example 4.2.2). In particular, for any w ∈ Ŵ ,
the objects ∆w and ∇w depend only on π(w). Similarly, for w ∈ Ŵ , the objects
For
BE
RE(∆w) and For
BE
RE(∇w) depend only on π(w).
Lemma 10.4.2. For any w ∈ Ŵ , there are isomorphisms
For
FM
LM(∆˜w)
∼= ForBELM(∆π(w)) and For
FM
LM(∇˜w)
∼= ForBELM(∇π(w)).
Proof. It is easy to see by induction on the length of w, using (6.18) and
Lemma 6.6.1, that ForFMLM(∆˜w)
∼= For
BE
LM(∆w). Then, the discussion of [AR3, Propo-
sition 4.4(1)] above implies that ForBELM(∆w)
∼= ForBELM(∆π(w)). The same arguments
apply to ∇˜w. 
Proposition 10.4.3. Let v, w ∈ Ŵ .
(1) The objects ∆˜w and ∇˜w depend only on π(w) (up to isomorphism).
(2) We have
HomFM(∆˜v, ∇˜w) ∼=
{
R∨ if π(v) = π(w);
0 otherwise.
Proof. (1) We treat the case of ∆˜w; the case of ∇˜w is similar. Let v and
w be two reduced expressions such that π(v) = π(w) =: w. We fix isomorphisms
For
FM
LM(∆˜v)
∼= ForBELM(∆w) and For
FM
LM(∆˜w)
∼= ForBELM(∆w) as in Lemma 10.4.2. Then
we have
HomLM(For
FM
LM(∆˜v),For
FM
LM(∆˜w))
∼= HomLM(For
BE
LM(∆w),For
BE
LM(∆w)) = k,
by (10.1). Using Lemma 5.2.3, we deduce that
HomDmix(U )G( U ,k)(∆˜v, ∆˜w) ∼= k,
and that the functor ForFMLM induces an isomorphism
HomDmix(U )G( U ,k)(∆˜v, ∆˜w)
∼
→ EndDmix(U )G/B,k)(For
BE
LM(∆w)).
Similar comments apply to each of
HomDmix(U )G( U ,k)(∆˜v, ∆˜v), HomDmix(U )G( U ,k)(∆˜w, ∆˜w),
HomDmix(U )G( U ,k)(∆˜w, ∆˜v).
Then, if ϕ : ∆˜v → ∆˜w and ψ : ∆˜w → ∆˜v are generators of the k-modules
HomDmix(U )G( U ,k)(∆˜v, ∆˜w) and HomDmix(U )G( U ,k)(∆˜w, ∆˜v) respectively, we see
that ψ ◦ ϕ and ϕ ◦ ψ are invertible, so that ϕ and ψ are isomorphisms.
Part (2) follows similarly from Lemma 5.2.3 and (10.2). 
Remark 10.4.4. Let w be a reduced expression. The morphism ∆˜w → ∇˜w
defined by pw is nonzero by Lemma 7.4.2. Hence it is a generator of the free
R∨-module HomFM(∆˜w, ∇˜w).
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10.5. Tilting perverse sheaves
According to [AR3, Proposition 3.11], when k is a field, Pervmix(U \G /B, k)
has a natural structure of a graded highest weight category, with the objects ∆w
(resp. ∇w) as the standard (resp. costandard) objects. As in [AR3, Proposi-
tion 3.14], one can consider the collection of tilting objects therein. Let
Tiltmix(U \G /B, k)
be the full additive subcategory of Pervmix(U \G /B, k) consisting of tilting objects,
i.e. objects which admit a filtration with subquotients of the form ∆w〈n〉, and a
filtration with subquotients of the form ∇w〈n〉. This category plays a central role
in the main results of [AR3].
In this section, we will consider certain subcategories of Dmix(U )G( U , k)
and Dmix(U )G /B, k) that behave similarly to Tiltmix(U \G /B, k). The reader
should beware that for Dmix(U )G /B, k), the definition does not simply invoke
Theorem 4.6.2 to transfer the notion from Dmix(U \G /B, k). Instead, the re-
lationship with Tiltmix(U \G /B, k) will be a statement that requires proof; see
Proposition 10.5.1 below.
We allow k to be any Noetherian integral domain of finite global dimension.
Recall that for any expression w = (s1, . . . , sr), we have defined in §7.7 the object
T˜w := T˜s1 ⋆̂ · · · ⋆̂ T˜sr ∈ Conv(U )G( U , k).
We also set
Tw := For
FM
LM(T˜w) ∈ Conv(U )G /B, k).
By (6.18), we have a canonical isomorphism
(10.4) Tw ∼= T˜s1 ⋆̂ · · · ⋆̂ T˜sn ⋆̂ T1.
When we want to emphasize the ring of coefficients, we will write T˜ kw instead of T˜w,
and T kw instead of Tw. Then, for any Noetherian integral domain k
′ of finite global
dimension and any ring morphism k→ k′, we have canonical isomorphisms
(10.5) k′(T˜ kw )
∼= T˜ k
′
w , k
′(T kw )
∼= T k
′
w .
Copying the definition in §7.7, we will denote by
Tilt⊕BS(U )G( U , k)
the full subcategory of Dmix(U )G( U , k) whose objects are direct sums of objects
of the form T˜w〈n〉. Similarly, we will denote by
Tilt⊕BS(U )G /B, k)
the full subcategory of Dmix(U )G /B, k) whose objects are direct sums of objects
of the form Tw〈n〉. When k is a field or a complete local ring, we will also work
with the Karoubian envelopes of these categories, denoted by
Tilt(U )G( U , k) := Kar(Tilt⊕BS(U )G( U , k)),
Tilt(U )G /B, k) := Kar(Tilt⊕BS(U )G /B, k)),
respectively. By construction, the functor ForFMLM restricts to a functor from the
category Tilt⊕BS(U )G( U , k) to Tilt
⊕
BS(U )G /B, k), and from Tilt(U )G( U , k)
to Tilt(U )G /B, k).
114 10. FLAG VARIETIES FOR KAC–MOODY GROUPS
Objects of the form T˜w or Tw will be called Bott–Samelson tilting perverse
sheaves, and more generally, objects of Tilt(U )G( U , k) or Tilt(U )G /B, k) will
be called (free-monodromic or left-monodromic) tilting perverse sheaves. (Note,
however, that we have not defined a perverse t-structure on Dmix(U )G( U , k), or
even on Dmix(U )G /B, k) for general k.)
The main result of this section is the following.
Proposition 10.5.1. Assume that k is a field. Then the functor ForLMRE induces
an equivalence of additive categories
For
LM
RE : Tilt(U )G /B, k)
∼
→ Tiltmix(U \G /B, k).
Remark 10.5.2. Proposition 10.5.1 holds more generally when k is a complete
local ring. But for simplicity we restrict to the case of fields.
Before proving Proposition 10.5.1, we require several lemmas. For brevity,
given s ∈ S, we denote by Cs the functor CT˜s from Proposition 7.6.3.
Lemma 10.5.3. Assume that k is a field, and let w ∈W and s ∈ S.
(1) If sw > w, then there exist distinguished triangles
For
BE
LM(∆sw)→ Cs(For
BE
LM(∆w))→ For
BE
LM(∆w)〈1〉
[1]
−→
and ForBELM(∇sw)〈−1〉 → Cs(For
BE
LM(∇w))→ For
BE
LM(∇sw)
[1]
−→
in Dmix(U )G /B, k).
(2) If sw < w, then there exist distinguished triangles
For
BE
LM(∆w)〈−1〉 → Cs(For
BE
LM(∆w))→ For
BE
LM(∆sw)
[1]
−→
and ForBELM(∇sw)→ Cs(For
BE
LM(∇w))→ For
BE
LM(∇w)〈1〉
[1]
−→
in Dmix(U )G /B, k).
Proof. Since ForBELM(∆w) and For
BE
LM(∇w) belong to Conv(U )G /B), we have
Cs(For
BE
LM(∆w))
∼= T˜s ⋆̂ For
BE
LM(∆w), Cs(For
BE
LM(∇w))
∼= T˜s ⋆̂ For
BE
LM(∇w).
Then using Lemma 6.6.1 we deduce isomorphisms
Cs(For
BE
LM(∆w))
∼= Ts ⋆∆w, Cs(For
BE
LM(∇w))
∼= Ts ⋆∇w.
Now it is well known (and easy to check by hand) that there exist exact sequences
For
BE
RE(∆s) →֒ T
′
s ։ For
BE
RE(∆1)〈1〉 and For
BE
RE(∇1)〈−1〉 →֒ T
′
s ։ For
BE
RE(∇s)
in Pervmix(U \G /B, k), and hence distinguished triangles
For
BE
LM(∆s)→ Ts → For
BE
LM(∆1)〈1〉
[1]
−→ and ForBELM(∇1)〈−1〉 → Ts → For
BE
LM(∇s)
[1]
−→
inDmix(U )G /B, k). The wished-for triangles are obtained by applying the functor
(−) ⋆∆w or (−) ⋆∇w and using [AR3, Proposition 4.4]. 
Lemma 10.5.4. Assume that k is a field. If F belongs to Dmix(U )G /B, k)
and ForLMRE (F) is a tilting mixed perverse sheaf, then For
LM
RE (Cs(F)) is a tilting mixed
perverse sheaf.
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Proof. If ForLMRE (F) is a tilting mixed perverse sheaf, then there exist k ∈
Z≥0, w1, . . . , wk ∈ W , n1, . . . , nk ∈ Z, F1, . . . ,Fk+1 in Dmix(U )G /B, k), and
distinguished triangles
For
BE
LM(∆wi)〈ni〉 → Fi → Fi+1
[1]
−→
for i ∈ {1, . . . , k}, with F1 = F and Fk+1 = 0. Applying For
LM
RE ◦ Cs to these
triangles, and using Lemma 10.5.3, we see (by decreasing induction on i) that
each ForLMRE (Cs(Fi)) is a mixed perverse sheaf which admits a standard filtration.
In particular, this is the case for ForLMRE (Cs(F)). Similar arguments show that
For
LM
RE (Cs(F)) also admits a costandard filtration; hence it is tilting. 
Proof of Proposition 10.5.1. Lemma 10.5.4 and (10.4) imply that ForLMRE
sends objects of the form T˜w〈n〉 to objects of Tilt
mix(U \G /B, k). Since the latter
is Karoubian, we see that ForLMRE does indeed induce a functor
Tilt(U )G /B, k)→ Tiltmix(U \G /B, k).
It is immediate from Theorem 4.6.2 that this functor is fully faithful. A routine
support argument shows that it is essentially surjective. 
Transferring the known properties of the category Tiltmix(U \G /B, k) (proved
in [AR3]) to the category Tilt(U )G /B, k), we deduce the following result.
Corollary 10.5.5. Assume that k is a field. The category Tilt(U )G /B, k)
is Krull–Schmidt. For any w ∈ W , there exists a unique (up to isomorphism)
indecomposable object Tw characterized by the following properties:
(1) for any w ∈ Ŵ with π(w) = w, Tw occurs as a direct summand of Tw with
multiplicity 1;
(2) Tw does not occur as a direct summand of any Tv〈n〉 with ℓ(v) < ℓ(w).
Moreover, the assignment (w, n) 7→ Tw〈n〉 induces a bijection between W × Z and
the set of isomorphism classes of indecomposable objects in Tilt(U )G /B, k).
10.6. Morphisms between Bott–Samelson tilting perverse sheaves
In this section, k is again an arbitrary Noetherian integral domain of finite
global dimension such that there exists a ring morphism Z′ → k.
Proposition 10.6.1. For any expressions v, w and any i, j ∈ Z, we have
(10.6) HomDmix(U )G/B,k)(Tv, Tw[i]〈j〉) = 0 unless i = 0,
and each HomDmix(U )G/B,k)(Tv, Tw〈j〉) is free over k. Moreover, for any Noether-
ian integral domain k′ of finite global dimension and any ring morphism k → k′,
the functor k′ induces an isomorphism
k′ ⊗k HomDmix(U )G/B,k)(T
k
v , T
k
w 〈j〉)
∼
→ HomDmix(U )G/B,k′)(T
k′
v , T
k′
w 〈j〉).
Proof. We start by proving (10.6). First, assume that k is a field. Then the
claim follows from Theorem 4.6.2, Proposition 10.5.1, and well-known properties of
tilting mixed perverse sheaves (see [AR3, §§3.2–3.4]).
Now we consider the case k = Z′. The complex HomLM(T
Z′
v , T
Z′
w ) is a complex
of free Z′-modules of finite rank, with bounded cohomology (by Theorem 4.6.2).
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We claim that this complex is K-flat in the sense of [Spa], so that for any ring k′
we have
(10.7) k′
L
⊗Z′ HomLM(T
Z′
v , T
Z′
w )
∼= k′ ⊗Z′ HomLM(T
Z′
v , T
Z′
w )
in the derived category of k′-modules. In fact, we will show more generally that
any complex of free Z′-modules with bounded cohomology is K-flat. Choose an
integer n such that Hi(M) = 0 for any i ≥ n. Since Mn+1 is free of finite rank,
Mn/ ker(dn) ∼= im(dn) ⊂Mn+1 is free, so that ker(dn) is a direct summand of Mn.
Let Nn ⊂Mn be a complement of ker(dn). Then
M ∼= (· · · →Mn−1 → ker(dn)→ 0→ · · · )⊕ (· · · → 0→ Nn →Mn+1 → · · · )
as complexes of Z′-modules. The first term on the right-hand side is a bounded
above complex of free Z′-modules, so it is K-flat. On the other hand, the same
considerations as above show that the second term is a direct sum of complexes of
the form
· · · → 0→ Z′
id
−→ Z′ → 0→ · · · ,
which are obviously K-flat. Since any direct sum of K-flat complexes is K-flat, this
proves the claim.
Any object in the bounded derived category of Z′-modules is isomorphic to its
cohomology, so that we can rewrite (10.7) as an isomorphism
k′
L
⊗Z′ HomLM(T
Z′
v , T
Z′
w )
∼= k′ ⊗Z′ HomLM(T
Z′
v , T
Z′
w )
in the derived category of k′-modules. Moreover, by (4.18) and (10.5), the right-
hand side is isomorphic to HomLM(T
k′
v , T
k′
w ). In particular, if k
′ is a field, the
proposition in the case of k′ proved above and Remark 4.5.2 imply that the complex
k′⊗LZ′ HomLM(T
Z′
v , T
Z′
w ) is concentrated in degree 0. Since this property is satisfied
for any field, we deduce that HomLM(T Z
′
v , T
Z′
w ) is concentrated in degree 0, and free
over Z′, proving the proposition over Z′.
Finally we treat the general case. As above we have an isomorphism
k
L
⊗Z′ HomLM(T
Z′
v , T
Z′
w )
∼= HomLM(T
k
v , T
k
w )
in the derived category of k-modules. Since HomLM(T Z
′
v , T
Z′
w ) is concentrated in
degree 0 and free over Z′, this says that the complex HomLM(T
k
v , T
k
w) is quasi-
isomorphic to one that is concentrated in degree 0, and free over k. Using Re-
mark 4.5.2 again, we deduce (10.6).
We also obtain a canonical isomorphism
k⊗Z′ HomDmix(U )G/B,Z′)(T
Z′
v , T
Z′
w 〈j〉)
∼
→ HomDmix(U )G/B,k)(T
k
v , T
k
w 〈j〉)
for any j ∈ Z. The claim about the functor k′ follows. 
Corollary 10.6.2. For any expressions v, w and any i, j ∈ Z, we have
HomFM(T˜v, T˜w)
i
j = 0 unless i = 0,
HomFM(T˜v, T˜w)0• is graded free as a right R
∨-module, and the morphism
HomFM(T˜v, T˜w)
0
• ⊗R∨ k→ HomLM(Tv, Tw)
0
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induced by the functor ForFMLM is an isomorphism. Finally, for any Noetherian in-
tegral domain k′ of finite global dimension and any ring morphism k → k′, the
functor k′ induces an isomorphism
k′ ⊗k HomDmix(U )G( U ,k)(T˜
k
v , T˜
k
w 〈j〉)
∼
→ HomDmix(U )G( U ,k′)(T˜
k′
v , T˜
k′
w 〈j〉)
for any j ∈ Z.
Proof. All the claims except the last one follow from Lemma 5.2.3 and Propo-
sition 10.6.1. The last claim can be deduced from the other ones and the corre-
sponding property in Proposition 10.6.1. 
10.7. Lifting indecomposable tilting perverse sheaves
In this section, we upgrade Corollary 10.5.5 to the following statement about
Tilt(U )G( U , k). (This result is not needed for the present paper, but will be
used in [AMRW].)
Theorem 10.7.1. Assume that k is a field. The category Tilt(U )G( U , k) is
Krull–Schmidt. For any w ∈ W , there exists a unique (up to isomorphism) inde-
composable object T˜w such that For
FM
LM(T˜w)
∼= Tw. In addition, T˜w is characterized
by the following properties:
(1) for any w ∈ Ŵ with π(w) = w, T˜w occurs as a direct summand of T˜w with
multiplicity 1;
(2) T˜w does not occur as a direct summand of any T˜v〈n〉 with ℓ(v) < ℓ(w).
Moreover, the assignment (w, n) 7→ T˜w〈n〉 induces a bijection between W × Z and
the set of isomorphism classes of indecomposable objects in Tilt(U )G( U , k).
Proof. The fact that Tilt(U )G( U , k) is Krull–Schmidt follows from [CYZ,
Corollary A.2]. We claim that for any F ,G in Tilt(U )G( U , k), the morphism
HomTilt(U )G( U ,k)(F ,G)→ HomTilt(U )G/B,k)(For
FM
LM(F),For
FM
LM(G))
induced by ForFMLM is surjective. Indeed, if F and G are of the form T˜w, then this
claim follows from Corollary 10.6.2. The general case follows, since any object of
the category Tilt(U )G( U , k) is isomorphic to a direct summand of a direct sum
of Tate twists of such objects. It follows in particular from this claim that if F is an
indecomposable object of Tilt(U )G( U , k), then ForFMLM(F) is an indecomposable
object of Tilt(U )G /B, k) (since its endomorphism ring is local, as a quotient of a
local ring).
Now let w ∈ W , choose some reduced expression w for w, and consider the de-
composition of T˜w into indecomposable direct summands. The image under For
FM
LM
of this decomposition is the decomposition of Tw into indecomposable direct sum-
mands, so that T˜w admits an indecomposable direct summand whose image under
For
FM
LM is Tw. This shows the existence of T˜w.
We fix a choice of T˜w for any w ∈ W . Then to conclude the proof we only need to
prove that any indecomposable object in Tilt(U )G( U , k) is isomorphic to T˜w〈n〉
for some (w, n) ∈ W × Z. Let F be such an indecomposable object. Then by the
classification of indecomposable objects in Tilt(U )G /B, k) (see Corollary 10.5.5),
we know that there exists (w, n) ∈ W × Z such that ForFMLM(F) ∼= Tw〈n〉. Fix
some inverse isomorphisms f : ForFMLM(F)
∼
→ Tw〈n〉 and g : Tw〈n〉
∼
→ ForFMLM(F). By
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the claim at the beginning of the proof, there exist morphisms f˜ : F → T˜w〈n〉
and g˜ : T˜w〈n〉 → F such that f = For
FM
LM(f˜) and g = For
FM
LM(g˜). Then g˜ ◦ f˜ is a
degree (0, 0) element of EndFM(F) which is equal to idF modulo ker(ǫR∨). Since
EndFM(F) is bounded above for the internal grading, degree considerations show
that any element in EndFM(F)00 which belongs to ker(ǫR∨) ·EndFM(F) is nilpotent.
Hence g˜ ◦ f˜ − idF is nilpotent, which implies that g˜ ◦ f˜ is invertible. Similarly
f˜ ◦ g˜ is invertible, and so f˜ and g˜ are invertible. In particular, F is isomorphic to
T˜w〈n〉. 
Remark 10.7.2. The object T˜s that was defined in §5.3.2 is clearly a special
case of the object T˜w introduced in Theorem 10.7.1, so that there is no conflict of
notation. (Unlike T˜s, however, the object T˜w cannot, in general, be chosen in a
canonical way.)
CHAPTER 11
Proof of functoriality in the Kac–Moody case
In this chapter, we finally prove that, if k is Noetherian and of finite global
dimension, the operation ⋆̂ defines a bifunctor on Tilt⊕BS(U )G( U , k), making it
into a monoidal category.
11.1. Localization
In this section we assume that k is a field. Note that the Demazure surjectivity
assumption implies that the images of simple coroots in R∨ are nonzero. We denote
by Q∨ the localization of the ring R∨ at the multiplicative subset generated by the
W -conjugates of the images of all simple coroots α∨s (s ∈ S). This ring has a
natural bigrading induced by that of R∨.
If F and G are parity sequences, we set
Homloc(F ,G) := HomFM(F ,G)⊗R∨ Q
∨ = Λ⊗HomBE(F ,G)⊗Q
∨.
If F and G are in Dmix(U )G( U , k), then Homloc(F ,G) admits a differential
induced by that of HomFM(F ,G), and we set
Homloc(F ,G) := H
•
•
(
Homloc(F ,G)
)
.
Since Q∨ is flat over R∨, we have a natural isomorphism of bigraded Q∨-modules
(11.1) Homloc(F ,G) ∼= HomFM(F ,G)⊗R∨ Q
∨.
It is clear that for F ,G,H in Dmix(U )G( U , k), the composition map (5.1)
induces a similar map
(11.2) Homloc(G,H)⊗Homloc(F ,G)→ Homloc(F ,H),
which is also a morphism of dgg k-modules. Therefore we can define a category
Dmixloc (U )G( U , k) whose objects are the same as those of D
mix(U )G( U , k),
whose morphism spaces are given by
HomDmixloc (U )G( U ,k)(F ,G) := H
0
0
(
Homloc(F ,G)
)
,
and whose composition law is induced by (11.2). The Tate twist 〈1〉 induces a func-
tor on Dmixloc (U )G( U , k), which will be denoted similarly. If I 6= ∅, this functor
satisfies 〈1〉 ◦ 〈1〉 ∼= id (since multiplication by a simple coroot is an isomorphism).
We denote by Convloc(U )G( U , k) the full subcategory of Dmixloc (U )G( U , k)
whose objects are the convolutive free-monodromic complexes.
Of course, the same construction can be carried out starting from the category
Dmix(U )G( U , k)Kar instead of Dmix(U )G( U , k). We obtain a new category
Dmixloc (U )G( U , k)Kar,
along with a full subcategory Convloc(U )G( U , k)Kar of convolutive objects.
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If F and G are in Dmix(U )G( U , k), by construction there exists a natural
(injective) morphism of dgg k-modules
HomFM(F ,G)→ Homloc(F ,G).
Taking the induced map on cohomology allows us to define a functor
Loc : Dmix(U )G( U , k)→ Dmixloc (U )G( U , k).
We also obtain a similar functor for the categoryDmix(U )G( U , k)Kar, along with
the following commutative diagram:
(11.3)
Dmix(U )G( U , k) Dmixloc (U )G( U , k)
Dmix(U )G( U , k)Kar D
mix
loc (U )G( U , k)Kar,
Loc
Loc
in which the vertical arrows are fully faithful. (For the left arrow, see Lemma 10.3.2;
the case of the right arrow can be treated similarly.)
Lemma 11.1.1. The restriction of the functor Loc to Tilt⊕BS(U )G( U , k) is
faithful.
Proof. The claim follows from Corollary 10.6.2 and (11.1). 
Lemma 11.1.2. Let F ,G,H be convolutive objects in either Dmix(U )G( U , k)
or Dmix(U )G( U , k)Kar, and let f : G → H be a morphism. If Loc(f) is an
isomorphism, then Loc(idF ⋆̂ f) is an isomorphism. Similarly, if Loc(f) = 0, then
Loc(idF ⋆̂ f) = 0.
Proof. We treat the case of Dmix(U )G( U , k); the case of the category
Dmix(U )G( U , k)Kar is similar. For any G′, H′ in Conv(U )G( U , k), the map
HomFM(G
′,H′)→ HomFM(F ⋆̂ G
′,F ⋆̂H′)
defined by g 7→ idF ⋆̂ g is R
∨-linear (for the natural right action). Therefore, it
induces a map
Homloc(G
′,H′)→ Homloc(F ⋆̂ G
′,F ⋆̂H′).
This operation is compatible with composition (by Lemma 6.2.1) and with differ-
entials (by Proposition 6.4.1), so it defines a functor
Convloc(U )G( U , k)→ Convloc(U )G( U , k),
which is compatible with the functor
F ⋆̂ (−) : Conv(U )G( U , k)→ Conv(U )G( U , k)
in the natural sense. Therefore, the latter functor must send morphisms whose
image under Loc are isomorphisms, resp. 0, to morphisms which have the same
property. 
Lemma 11.1.3. Let F and G be convolutive objects in either Dmix(U )G( U , k)
or Dmix(U )G( U , k)Kar, and let f : F → G be a morphism such that Loc(f) is an
isomorphism. For any expression w, the morphisms Loc(f ⋆̂id∆˜w) and Loc(f ⋆̂id∇˜w )
are isomorphisms.
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Proof. We observe using Lemma 7.4.1 that the map
HomFM(F ,G)→ HomFM(F ⋆̂ ∆˜w,G ⋆̂ ∆˜w)
defined by g 7→ g ⋆̂ id∆˜w is “twisted R
∨-linear” for the action of π(w)−1 ∈ W on
R∨. That is, for x ∈ R∨, this map sends g ⋆̂ x to (g ⋆̂ id∆˜w) ⋆̂ π(w)
−1(x). (For
an analogous statement in the biequivariant setting, see [ARd, Proposition A.17].)
Since the map R∨ → Q∨ is W -equivariant, there is still an induced map
Homloc(F ,G)→ Homloc(F ⋆̂ ∆˜w,G ⋆̂ ∆˜w),
and hence a functor (−) ⋆̂ ∆˜w : Convloc(U )G( U , k) → Convloc(U )G( U , k).
Similar considerations apply to (−) ⋆̂ ∇˜w. The rest of the argument proceeds as in
the proof of Lemma 11.1.2. 
11.2. Images of (co)standard and tilting objects in Dmixloc (U )G( U , k)
In this section, we will show that after localization, Bott–Samelson tilting ob-
jects split as direct sums of standard (or costandard) objects. We retain the as-
sumption that k is a field.
Proposition 11.2.1. Let s be a simple reflection.
(1) There exist chain maps
ϑ1s ∈ Hom
⊲
FM
(∆˜∅〈−1〉 ⊕ ∆˜s, T˜s) and ϑ
2
s ∈ Hom
⊲
FM
(T˜s, ∆˜∅〈1〉 ⊕ ∆˜s〈2〉)
such that
ϑ2s ◦ ϑ
1
s = 1⊗ id∆˜∅〈−1〉⊕∆˜s ⊗ α
∨
s and ϑ
1
s ◦ ϑ
2
s = 1⊗ idT˜s ⊗ α
∨
s
in EndFM(∆˜∅〈−1〉 ⊕ ∆˜s) and EndFM(T˜s), respectively.
(2) There exist chain maps
κ1s ∈ Hom
⊲
FM
(∇˜∅〈−1〉 ⊕ ∇˜s〈−2〉, T˜s) and κ
2
s ∈ Hom
⊲
FM
(T˜s, ∇˜∅〈1〉 ⊕ ∇˜s)
such that
κ2s ◦ κ
1
s = 1⊗ id∇˜∅〈−1〉⊕∇˜s〈−2〉 ⊗ α
∨
s and κ
1
s ◦ κ
2
s = 1⊗ idT˜s ⊗ α
∨
s
in EndFM(∇˜∅〈−1〉 ⊕ ∇˜s〈−2〉) and EndFM(T˜s), respectively.
Proof. (1) Consider the chain map fs ∈ Hom
⊲
FM
(∆˜s, T˜s) depicted below:
E∅{1} E∅{1}
Es Es
E∅{−1}.
θ−αs⊗id⊗α
∨
s
{2} 1⊗
•
⊗α∨s
id
θ−αs⊗id⊗α
∨
s
{2} 1⊗
•
⊗α∨s
•
θ−αs⊗id⊗α
∨
s
id
•
θ−αs⊗id⊗α
∨
s•
{−2}
−αs⊗id⊗1
θ
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Consider also the chain map gs ∈ Hom
⊲
FM
(T˜s, ∆˜s〈2〉) shown here:
E∅{1}
Es
E∅{−1} E∅{−1}
Es{−2}.
θ−αs⊗id⊗α
∨
s
{2} 1⊗
•
⊗α∨s
1⊗id⊗α∨s
{2}•
θ−αs⊗id⊗α
∨
s
1⊗id⊗α∨s
{2}
•
{−2}
−αs⊗id⊗1
θ
id
{2}
1⊗
•
⊗α∨s
θ−αs⊗id⊗α
∨
s
θ−αs⊗id⊗α
∨
s
•
Finally, recall that we have defined a “unit” chain map ηˆs ∈ HomFM(∆˜∅〈−1〉, T˜s)
and a “counit” chain map ǫˆs ∈ HomFM(T˜s, ∆˜∅〈1〉) in §5.3.4 It is easy to check that
gs ◦ fs = 1⊗ id∆˜s ⊗ α
∨
s , ǫˆs ◦ fs = 0, gs ◦ ηˆs = 0, ǫˆs ◦ ηˆs = 1⊗ id∆˜∅ ⊗ α
∨
s
and that (ηˆs ⊕ fs) ◦ (ǫˆs ⊕ gs) = 1 ⊗ idT˜s ⊗ α
∨
s . Hence we can set ϑ
1
s = ηˆs ⊕ fs and
ϑ2s = ǫˆs ⊕ gs.
(2) The proof is similar, using the chain maps
E∅{1}
Es Es
E∅{−1} E∅{−1}
θ−αs⊗id⊗α
∨
s
{2} 1⊗
•
⊗α∨s
1⊗id⊗α∨s
{2}•
θ−αs⊗id⊗α
∨
s
id
θ−αs⊗id⊗α
∨
s
{2}
1⊗ • ⊗α∨s•
{−2}
−αs⊗id⊗1
θ
id
•
θ−αs⊗id⊗α
∨
s
in Hom⊲FM(T˜s, ∇˜s) and
Es{2}
E∅{1} E∅{1}
Es
E∅{−1}
1⊗id⊗α∨s
{2}{2} 1⊗ • ⊗α∨s
θ−αs⊗id⊗α
∨
s
•
θ−αs⊗id⊗α
∨
s
id
θ−αs⊗id⊗α
∨
s
{2} 1⊗
•
⊗α∨s
•
θ−αs⊗id⊗α
∨
s•
{−2}
−αs⊗id⊗1
θ
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in Hom⊲
FM
(∇˜s〈−2〉, T˜s). 
Corollary 11.2.2. Let w be an expression.
(1) There exist k ∈ Z≥0, expressions w1, . . . , wk, integers n1, . . . , nk and a
morphism
k⊕
i=1
∆˜w
i
〈ni〉 → T˜w
in Conv⊲(U )G( U , k) whose image under Loc is an isomorphism.
(2) There exist k ∈ Z≥0, expressions w′1, . . . , w
′
k, integers n
′
1, . . . , n
′
k and a
morphism
T˜w →
k⊕
i=1
∇˜w′
i
〈n′i〉
in Conv⊲(U )G( U , k) whose image under Loc is an isomorphism.
Proof. We only prove (1); the proof of (2) is similar. We proceed by induction
on the length of w. If this length is 0 there is nothing to prove.
Assume now that the length of w is positive. Let s be the last simple reflection
appearing in w, and let v be the expression obtained from w by omitting s. By
induction there exist expressions v1, . . . , vk, integers n1, . . . , nk and a morphism
f :
k⊕
i=1
∆˜vi〈ni〉 → T˜v
in Conv⊲(U )G( U , k) such that Loc(f) is an isomorphism. Using Lemma 11.1.3,
we deduce that
f ⋆̂ id :
(
k⊕
i=1
∆˜v
i
〈ni〉
)
⋆̂ (∆˜∅〈−1〉 ⊕ ∆˜s)→ T˜v ⋆̂ (∆˜∅〈−1〉 ⊕ ∆˜s)
also has the property that Loc(f ⋆̂ id) is an isomorphism.
Now by Lemma 11.1.2 and Proposition 11.2.1(1),
id ⋆̂ ϑ1s : T˜v ⋆̂ (∆˜∅〈−1〉 ⊕ ∆˜s)→ T˜v ⋆̂ T˜s = T˜w
has the property that Loc(id ⋆̂ ϑ1s) is an isomorphism. Hence (id ⋆̂ ϑ
1
s) ◦ (f ⋆̂ id) has
the desired properties. 
11.3. Convolution of standard or costandard objects
We continue to assume that k is a field.
Lemma 11.3.1. Let s be a simple reflection.
(1) There exist morphisms
∆˜∅ → ∆˜s ⋆̂ ∆˜s〈2〉 and ∆˜s ⋆̂ ∆˜s → ∆˜∅
in Conv⊲(U )G( U , k) whose images under Loc are isomorphisms.
(2) There exist morphisms
∇˜∅ → ∇˜s ⋆̂ ∇˜s and ∇˜s ⋆̂ ∇˜s → ∇˜∅〈2〉
in Conv⊲(U )G( U , k) whose images under Loc are isomorphisms.
124 11. PROOF OF FUNCTORIALITY IN THE KAC–MOODY CASE
Proof. We only prove (1); the proof of (2) is similar.
The free-monodromic complex ∆˜s ⋆̂ ∆˜s can be depicted as follows:
E∅{2}
Es ⋆ E∅{1} ⊕ E∅{1} ⋆ Es
Es ⋆ Es
θ
−
•
⊗α∨s
•
⊗α∨s
θ
−
•
⊗α∨s
•
•
θ
−
•
⊗α∨s
θ
•
− •
We consider the element xs ∈ HomFM(∆˜s ⋆̂ ∆˜s, ∆˜1)
0
0 defined by
E∅{2}
Es{1} ⊕ Es{1}
Es ⋆ Es E∅
1⊗id⊗α∨s
{2}
and the element ys ∈ HomFM(∆˜1, ∆˜s ⋆̂ ∆˜s)
0
−2 defined by
E∅{2} E∅{2}
Es{1} ⊕ Es{1}
Es ⋆ Es.
−1⊗ ⊗α∨s
{2}
id
Then xs and ys are chain maps from ∆˜s ⋆̂ ∆˜s to ∆˜1 and from ∆˜1 to ∆˜s ⋆̂ ∆˜s〈2〉
respectively, and we have xs ◦ ys = 1⊗ id∆˜1 ⊗α
∨
s . One can also check (using (4.8))
that ys ◦ xs = 1⊗ id∆˜s⋆̂∆˜s ⊗α
∨
s + d(h), where h ∈ EndFM(∆˜s ⋆̂ ∆˜s)
−1
−2 is defined by
E∅{2} E∅{2}
Es ⋆ E∅{1} ⊕ E∅{1} ⋆ Es Es ⋆ E∅{1} ⊕ E∅{1} ⋆ Es.
Es ⋆ Es Es ⋆ Es
−1⊗ ⊗α∨s1⊗ ⊗1
Therefore, xs and ys induce the desired morphisms. 
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Corollary 11.3.2. If v and w are expressions, we have
Homloc(Loc(∆˜v), Loc(∇˜w)) ∼=
{
Q∨ if π(v) = π(w);
0 otherwise.
Proof. Using Proposition 10.4.3(1) and Lemmas 11.1.3 and 11.3.1, we see
that up to isomorphism and Tate twist, Loc(∆˜u) and Loc(∇˜u) only depend on
π(u). Hence we can assume that v and w are reduced. In this case, the claim
follows from Proposition 10.4.3(2) and (11.1). 
11.4. Proof of the main theorem
We come back to the general assumptions of §10.1. In particular, k is an integral
domain that admits a ring homomorphism Z′ → k. In addition, we now assume
that k is Noetherian and of finite global dimension.
In this section, we will prove that ⋆̂ equips the category Tilt⊕BS(U )G( U , k)
with the structure of a monoidal category. As explained in §7.7, this can be reduced
to the “interchange law” of (7.5). We begin by proving that a very special case of
the interchange law holds after localization (in the case when k is a field).
Lemma 11.4.1. Assume that k is a field. Let v, w be expressions, let i ∈ Z, and
let k : ∆˜v → ∇˜w〈i〉 be a morphism in D
mix(U )G( U , k). Then for any F ,G in
Conv(U )G( U , k) and any morphism f : F → G, we have
(11.4) Loc((idG ⋆̂ k) ◦ (f ⋆̂ id∆˜v )) = Loc(f ⋆̂ k).
Proof. First, assume that π(v) 6= π(w). Then Loc(k) = 0 by Corollary 11.3.2,
so Loc(idF ⋆̂ k) = 0 and Loc(idG ⋆̂ k) = 0 by Lemma 11.1.2. Since f ⋆̂ k = (f ⋆̂
id∇˜w〈i〉) ◦ (idF ⋆̂ k) by Lemma 6.4.2, the claim is then clear.
Assume now that π(v) = π(w). Since the vertical arrows in (11.3) are fully
faithful, it is enough to prove (11.4) after passage to Dmixloc (U )G( U , k)Kar. We
will work in Dmix(U )G( U , k)Kar or Dmixloc (U )G( U , k)Kar for the remainder of
the proof. (We must do this in order for the morphism g′′ defined in (11.5) below
to make sense.)
Choose a reduced expression u ∈ Ŵ for π(v) = π(w). There exist sequences
(v0, . . . , vn) and (w0, . . . , wm) of expressions such that
w0 = v0 = u, vn = v, wm = w,
and such that:
• for any i ∈ {0, . . . , n−1}, vi+1 is obtained from vi by either inserting (s, s)
between two simple reflections or at an end (for some s ∈ S), or replacing a
subsequence (s, t, . . .) by (t, s, . . .) (where s, t are distinct simple reflections
such that st has finite order mst, and each sequence has mst terms);
• for any j ∈ {0, . . . ,m − 1}, wj+1 is obtained from wj by either inserting
(s, s) between two simple reflections or at an end (for some s ∈ S) or re-
placing a subsequence (s, t, . . .) by (t, s, . . .) (where s, t are distinct simple
reflections such that st has finite order mst, and each sequence has mst
terms).
We argue by induction on the minimal possible value of n+m.
If n+m = 0, then v = w is a reduced expression. In this case the R∨-module
HomFM(∆˜v, ∇˜w) is free of rank 1 by Proposition 10.4.3(2), and is generated by a
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morphism which belongs to Conv⊲(U )G( U , k)Kar by Remark 10.4.4. Hence the
desired equality follows from Lemma 6.4.2.
Now assume that n + m > 0, and that n > 0. We set v′ := vn−1. If v is
obtained from v′ by inserting (s, s) between two simple reflections or at an end,
we consider the morphism k′ : ∆˜v′ → ∆˜v〈2〉 obtained by convolving the first
morphism in Lemma 11.3.1(1) with the appropriate identity morphisms. Then
Loc(k′) is invertible by Lemma 11.1.2 and Lemma 11.1.3. Since k′ belongs to
Conv⊲(U )G( U , k)Kar, by Lemma 6.4.2 we have
(id ⋆̂ k) ◦ (f ⋆̂ id) ◦ (id ⋆̂ k′) = (id ⋆̂ k) ◦ (f ⋆̂ k′) = (id ⋆̂ kk′) ◦ (f ⋆̂ id).
Applying induction to k ◦ k′, we deduce that
Loc((id ⋆̂ k) ◦ (f ⋆̂ id)) ◦ Loc(id ⋆̂ k′) = Loc(f ⋆̂ (kk′)) = Loc(f ⋆̂ k) ◦ Loc(id ⋆̂ k′).
(In the last equality, we again use Lemma 6.4.2.) Since Loc(id ⋆̂ k′) is invertible by
Lemma 11.1.2, we deduce that
Loc((id ⋆̂ k) ◦ (f ⋆̂ id)) = Loc(f ⋆̂ k)
in this case, as desired.
If now v is obtained from v′ by replacing a subsequence (s, t, . . .) by (t, s, . . .),
let us choose some isomorphism g′ : ∆˜(s,t,...)
∼
→ ∆˜(t,s,...) in D
mix(U )G( U , k), see
Proposition 10.4.3(1). Consider also a morphism
(11.5) g′′ : ∆˜(t,s,...)
∼
→ ∆˜(t,s,...),min
as in Theorem 9.3.1. Then, by the proof of Proposition 10.4.3(1), g′′g′ is a multiple
of the composition
∆˜(s,t,...)
∼
→ ∆˜(s,t,...),min
∼
→ ∆˜(t,s,...),min,
where the first morphism is again as in Theorem 9.3.1 and the second one is the
obvious isomorphism (given by the identity of the underlying parity sequence if mst
is odd, and multiplication by −1 on Bst··· and identity elsewhere if mst is even).
Hence g′′g′ belongs to Conv⊲(U )G( U , k)Kar.
Now, let ∆˜′v be the free-monodromic complex obtained by replacing ∆˜(t,s,...) by
∆˜(t,s,...),min in ∆˜v. Let k
′ : ∆˜v′ → ∆˜v and k
′′ : ∆˜v → ∆˜
′
v be the morphisms induced
by g′ and g′′ respectively. Then k′′k′ and k′′ belong to Conv⊲(U )G( U , k)Kar,
and k′ and k′′ are isomorphisms in Dmix(U )G( U , k)Kar. Applying induction to
kk′, we see that
(id ⋆̂ k)(f ⋆̂ id)(id ⋆̂ k′) = (id ⋆̂ k(k′′)−1)(id ⋆̂ k′′)(f ⋆̂ id)(id ⋆̂ k′)
= (id ⋆̂ k(k′′)−1)(f ⋆̂ id)(id ⋆̂ k′′k′) = (id ⋆̂ k(k′′)−1)(id ⋆̂ k′′k′)(f ⋆̂ id)
= (id ⋆̂ kk′)(f ⋆̂ id) = (f ⋆̂ id)(id ⋆̂ kk′) = (f ⋆̂ id)(id ⋆̂ k)(id ⋆̂ k′).
It follows that (id ⋆̂ k)(f ⋆̂ id) = (f ⋆̂ id)(id ⋆̂ k) in this case as well.
Finally the case n = 0, m > 0 can be treated similarly, using Lemma 11.3.1(2)
instead of Lemma 11.3.1(1). (In these arguments one also needs ∇˜-versions of
minimal Rouquier complexes, which are simply obtained from the ∆˜-versions by
reflecting all diagrams along an horizontal axis.) Details are left to the reader. 
Theorem 11.4.2. Let G , B, and U be as in §10.2, and let k be a Noetherian
integral domain of finite global dimension that admits a ring momorphism Z′ → k.
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(1) The operations (F ,G) 7→ F ⋆̂ G and (f, g) 7→ f ⋆̂ g define a functor
Tilt⊕BS(U )G( U , k)× Tilt
⊕
BS(U )G( U , k)→ Tilt
⊕
BS(U )G( U , k),
and hence equip Tilt⊕BS(U )G( U , k) with the structure of a monoidal
category.
(2) The operations (F ,G) 7→ F ⋆̂ G and (f, g) 7→ f ⋆̂ g define a functor
Tilt⊕BS(U )G( U , k)× Tilt
⊕
BS(U )G /B, k)→ Tilt
⊕
BS(U )G /B, k),
making the category Tilt⊕BS(U )G /B, k) into a module for the monoidal
category Tilt⊕BS(U )G( U , k).
Proof. (1) As recalled above, in view of Proposition 7.3.1, it is enough to
prove the interchange law (7.5). Arguing as in the proof of Lemma 6.2.1, we only
have to prove that for any morphisms f : T˜v → T˜v′〈n〉 and k : T˜w → T˜w′〈m〉 we
have
(11.6) (id ⋆̂ k) ◦ (f ⋆̂ id) = f ⋆̂ k
in HomDmix(U )G( U ,k)(T˜vw, T˜v′w′〈n+m〉). Since the functors k and Q induce iso-
morphisms
k⊗Z′ HomDmix(U )G( U ,Z′)(T˜
Z′
u , T˜
Z′
u′ )
∼
→ HomDmix(U )G( U ,k)(T˜
k
u , T˜
k
u′)
and
Q⊗Z′ HomDmix(U )G( U ,Z′)(T˜
Z′
u , T˜
Z′
u′ )
∼
→ HomDmix(U )G( U ,Q)(T˜
Q
u , T˜
Q
u′ )
respectively by Corollary 10.6.2, it suffices to treat the case k = Q. In fact, the
argument below works more generally whenever k is a field. We assume this from
now on.
Since the functor Loc is faithful on Tilt⊕BS(U )G( U , k) by Lemma 11.1.1, to
prove (11.6) it suffices to prove that
Loc((id ⋆̂ k) ◦ (f ⋆̂ id)) = Loc(f ⋆̂ k).
By Corollary 11.2.2, there exist expressions u1, . . . , ui and u
′
1, . . . , u
′
j , integers
n1, . . . , ni and n
′
1, . . . , n
′
j , and morphisms
k′ :
i⊕
p=1
∆˜u
p
〈np〉 → T˜w, k
′′ : T˜w′〈m〉 →
j⊕
q=1
∇˜u′
q
〈n′q〉
in Conv⊲(U )G( U , k) whose images under Loc are isomorphisms. By Lem-
ma 11.4.1, we have
Loc((id ⋆̂ (k′′kk′)) ◦ (f ⋆̂ id)) = Loc(f ⋆̂ (k′′kk′)).
Using Lemma 6.4.2, this implies that we have
Loc(id ⋆̂ k′′) ◦ Loc(id ⋆̂ k) ◦ Loc(f ⋆̂ id) ◦ Loc(id ⋆̂ k′)
= Loc(id ⋆̂ k′′) ◦ Loc(f ⋆̂ k) ◦ Loc(id ⋆̂ k′).
Since Loc(id ⋆̂ k′′) and Loc(id ⋆̂ k′) are isomorphisms by Lemma 11.1.2, we deduce
that Loc((id ⋆̂ k) ◦ (f ⋆̂ id)) = Loc(f ⋆̂ k), as desired.
(2) Similarly, what we have to prove is that for any morphisms f : T˜v → T˜v′〈n〉
and k : Tw → Tw′〈m〉 we have
(id ⋆̂ k) ◦ (f ⋆̂ id) = f ⋆̂ k
128 11. PROOF OF FUNCTORIALITY IN THE KAC–MOODY CASE
in HomDmix(U )G/B,k)(Tvw, Tv′w′〈n+m〉). Since the restriction of the functor For
FM
LM
to Tilt⊕BS(U )G( U , k) is full by Corollary 10.6.2, this equality follows from (1). 
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