ABSTRACT For the polarization sensitive array considered in the most current literature, the physical length of the electric-dipole is less than 0.1 of a wavelength, and the radiation efficiency of this ''short'' electricdipole is too low. Therefore, it is of great practical significance to study the array of ''long'' electric-dipole (the physical length lies within the range of [0.1, 1] of a wavelength). This paper constructs a sparse uniform planar array composed of the orthogonally oriented and spatially separated ''long'' tri-electric-dipole and proposes an algorithm to solve the problem of the 2-D direction-of-arrival (2-D-DOA) estimation with the proposed array. It is worth mentioning that the proposed algorithm does not require the prior knowledge of polarization parameters. Moreover, the spatially separated structure of the vector sensor is beneficial to engineering practice. Simulations are conducted to verify the effectiveness of the proposed algorithm.
I. INTRODUCTION
Compared with the traditional phased-array radar, polarization sensitive array (PSA) have polarization diversity characteristic and can be sensitive to the additional polarization information, which is beneficial to improve radar performance. The vector sensor of the PSA can be divided into two categories: a complete electromagnetic vector sensor and an incomplete electromagnetic vector sensor. The complete electromagnetic vector sensor includes orthogonally oriented tri-electric-dipole (also known as tridipole) and tri-magnetic-loop (also known as triloop), which can measure three electric field components and three magnetic field components of electromagnetic wave, respectively. The incomplete electromagnetic vector sensors mainly include the cross dipole [1] , [2] , the orthogonally oriented tridipole or triloop [3] , and cold antennas [4] . This paper mainly focuses on the parameter estimation with the array composed of the tridipoles.
Many researchers have developed some algorithms for the parameter estimation with the array of the tridipoles. In the following part, the work is reviewed on the parameter estimation with the tridipole in single element, line array, and planar array formats. First, Wong [5] , He and Liu [6] , Daldorff et al. [7] , Xu et al. [8] , and Chen et al. [9] solved the problem of parameter estimation with one single tridipole from different aspects. Subsequently, some researchers studied the parameter estimation of a linear array consisting of several tridipoles. Wang et al. [10] proposed an algorithm based on parallel factor theory to solve the parameter estimation of the coherent target source with the linear array of tridipoles (LAT). He et al. [11] applied cumulant theory to the parameter estimation with the LAT. Different from the aforementioned algorithms, Hawes et al. [12] proposed an algorithm based on the compressed sensing technique to obtain the parameter estimation with the LAT. In contrast to the previous array geometry, Zheng et al. [13] constructed a sparse uniform planar array of the spatially separated tridipoles and proposed an algorithm for the high accuracy and unambiguous parameter estimation.
The above researches have laid a good foundation for solving the problem of parameter estimation with the tridipole antennas. However, the physical length of the electric-dipole considered in the above-mentioned literatures is very short (less than 0.1 of a wavelength). In the engineering practice such ''short'' electric-dipole cannot effectively radiate electromagnetic wave. Therefore, it is more practical to study the parameter estimation with the ''long'' electric-dipole whose physical length ranges from 0.1 to 1 of a wavelength. If the physical length of the electric-dipole is larger than a wavelength, sidelobe will appear. Therefore, Wong et al. [14] constructed a novel signal model for the single ''long'' electric-dipole, and proposed an algorithm for the twodimensional direction of arrival (2D-DOA) estimation. However, the algorithm proposed in [14] requires the prior knowledge of the polarization parameters, and the spatially collocated structure of the vector sensor has strong mutual coupling in engineering practice.
In view of the above-mentioned problems, this paper proposes a planar array of spatially separated ''long'' electricdipoles. Without the prior knowledge of the polarization parameters, an algorithm is developed to obtain 2D-DOA estimation. First, according to the rotational invariance of the array in the x-axis and y-axis directions, we obtain the high accuracy and periodically ambiguous direction-cosine estimations of the x-axis and y-axis, and then calculate the high accuracy and periodically ambiguous 2D-DOA values. Second, based on the estimated 2D-DOA, the steering vector estimation of the spatially collocated virtual ''short'' tridipole is obtained, and then the coarse 2D-DOA estimation is calculated according to the relationship between the three elements of the steering vector. Last, the high accuracy and unambiguous 2D-DOA estimations are realized by finding the minimum of a cost function. This proposed algorithm does not require the prior knowledge of the polarization parameters, and the spatially separated structure of the vector sensor is beneficial for reducing mutual coupling in engineering practice. Therefore, the proposed algorithm will overcome the shortcomings of the algorithm in [14] . Section II will set up the signal model of a uniform planar array composed of spatially separated ''long'' tridipoles. Section III will advance an algorithm without the prior knowledge of the polarization parameters for 2D-DOA estimation. Simulations will be implemented to prove the effectiveness of the advanced algorithm in Section IV. Section V will conclude this paper.
II. SIGNAL MODEL
In this section, the signal model of the uniform planar array consisting of spatially separated ''long'' tridipole (SS-LT) will be set up. Wong et al. proposed for the first time a signal model of a spatially collocated ''long'' tridipole (SC-LT) [14] . Associating with the signal model of the spatially separated ''short'' tridipole (SS-ST) [13] , [15] , we can construct the signal model of the SS-LT on the basis of the signal model of the SC-LT. Let us review the signal model of the SS-ST [i.e., the electric-dipole with physical length (L) under about a tenth of a wavelength], which is shown in Fig. 1 . Three ''short'' electric-dipoles are placed along the x-axis, y-axis, and z-axis, respectively, and their positions are set to (0.5λ, 0, 0), (0, 0.5λ, 0), and (0, 0, 0.5λ), where λ denotes the wavelength. The steering vector of one single SS-ST can be expressed as [13] , [16] a(θ, ϕ, γ , η) =   cos θ cos ϕ sin γ e jη − sin ϕ cos γ cos θ sin ϕ sin γ e jη + cos ϕ cos γ
Here, θ ∈ [0, π] represents the elevation angle, ϕ ∈ [0, 2π ] represents the azimuth angle, γ ∈ [0, π/2] represents the auxiliary polarization angle and η ∈ [−π, π] represents the polarization phase difference. u = sin θ cos ϕ, v = sin θ sin ϕ and w = cos θ represent the direction-cosines along the x-axis, y-axis and z-axis, respectively. The symbol represents the Hadamard product. The vector a(θ, ϕ, γ , η) is the steering vector of the spatially collocated ''short'' tridipole (SC-ST). The vectorē(θ, ϕ) is the spatial phase shift factor.
The following content reviews the signal model of one single SC-LT. Fig. 2 is the schematic diagram of one single SC-LT. Referring to the literature [14] , the steering vector of one single SC-LT can be expressed as y-axis, and z-axis are set to (0.5λ, 0, 0), (0, 0.5λ, 0), and (0, 0, 0.5λ), respectively. Combining the signal models of the SS-ST and SC-LT, we can obtain the steering vector of one single SS-LT Fig. 4 is the schematic diagram of a uniform planar array composed of the SS-LT. The symbols d x and d y indicate the spacing of the array elements along x-axis and y-axis, respectively, and both are set to one wavelength. There are M and N rows of vector sensors along the x-axis and y-axis, respectively. The steering vectors along x-axis and y-axis can be represented as where the symbol (·) T represents transpose operator. Then the joint steering vector of the uniform planar array can be expressed as
where ⊗ represents the Kronecker product. Assuming that there are K target signals incident on the array, the received data can be represented as
where s k (t) obeys a zero-mean, complex Gaussian, random process, and n(t) is assumed to be the additive Gaussian white noise.
III. PROPOSED ALGORITHM
The algorithm proposed in [14] requires the prior knowledge of the polarization parameters to realize 2D-DOA estimation, which will limit the generality of the algorithm in practical situation. Based on the signal model of (10) , this section will propose another algorithm that does not require prior knowledge of polarization parameters to solve the problem of 2D-DOA estimation of incident signals. First, the high accuracy and periodically ambiguous direction-cosine estimations of the x-axis and y-axis are realized by using the ESPRIT algorithm [17] , and then the high accuracy and periodically ambiguous 2D-DOA estimation are derived. Second, the steering vector of the SS-LT is derived from the signal subspace, and then the steering vector of the virtual SC-ST can be obtained, thus, the coarse 2D-DOA estimation is calculated according to the relationship between the three elements of the virtual steering vector. Last, the high accuracy and unambiguous 2D-DOA estimation is realized by finding the minimum of a cost function.
A. HIGH ACCURACY AND PERIODICALLY AMBIGUOUS 2D-DOA ESTIMATION BASED ON ESPRIT ALGORITHM
It can be seen from Fig. 4 that the first and last M -1 rows of the planar array satisfy the spatial rotational invariance. This rotational invariance can be represented as
where J X 1 and J X 2 are the selection matrices. According to the Kronecker product property (AB)⊗(CD) = (A⊗C)(B⊗D), equation (13) can be rewritten as follows
Considering that K targets are incident on the array, equation (16) is converted into the following matrix form
Since the array manifold and signal subspace (marked with E S ) span the same space, there is a unique non-singular matrix T u that satisfies the following equations
The solution process of the signal subspace E S can be briefly described as follows. The received data y(t) is used to calculated the array covariance data R = E y(t)y H (t) , where E {·} represents expectation and (·) H denotes conjugate transpose. In practice, the covariance matrix is calculated by R = 1 S y(t)y H (t), which S denotes the number of snapshots. Then the eigenvalue decomposition of the covariance data R is performed and the eigenvectors corresponding to the largest K eigenvalues construct the signal subspace E S . We can solve X using the least square (LS) algorithm [18] and then perform an eigen-decomposition on the matrix X whose eigenvalues are exactly the diagonal elements of X . Then, the direction-cosine along x-axis can be calculated
where ( X ) kk is the (k, k)th element of the matrix X , (·) ∈ [−π, π] indicates the phase angle of a complex number. Similarly, the first and last N − 1 columns of the planar array also satisfy the spatial rotational invariance. The rotational invariance can be represented as
where J Y 1 and J Y 2 are the selection matrices. According to the Kronecker product property (AB)⊗(CD) = (A⊗C)(B⊗D), equation (24) can be converted into
Assuming that K targets are incident on the array, equation (27) can be converted into the following matrix form
There is a unique non-singular matrix T v that satisfies the following equations for the reason that the array manifold and the signal subspace span the same space
By using the LS algorithm, the matrix Y is solved. Similarly, the matrix Y can be solved by performing eigendecomposition on the matrix Y . Then the direction-cosine along y-axis can be expressed as
Since the spacing between the elements is larger than halfwavelength, a set of high accuracy and periodically ambiguous direction-cosine estimations can be derived [19] 
where z represents the smallest integer larger than z and z represents the largest integer less than z. It is noted that the pairing of u fine k and v fine k has not been realized. The pairing process is given in the following part referring to [20] . Note that the matrices T u and T v are made up of the same row vectors, which are placed in the different row index of the matrices T u and T v . Therefore, we can achieve the pairing of the direction-cosine estimation by finding the row index corresponding to the same row vectors of matrix T u and T v . Let k denote the row index of the matrix T u (T v ) −1 , and l denote the column index of the largest element in the kth row of the matrix T u (T v ) −1 . It means that the kth row of T u and the lth row of T v are corresponding to the same target. In other words, the (k, k)th element of X and the (l, l)th element of Y are corresponding to the same target. Let P and Q denote the number of values of m and n, respectively. Then we can obtain PQ groups of the elevation and azimuth angle estimationŝ
In equations (37) and (38), only one group of parameter estimates is the correct closed-form solution, and the rest solutions are ambiguous estimation value. Therefore, a disambiguation method is proposed below to find the high accuracy and unambiguous 2D-DOA estimation.
B. DISAMBIGUATION ALGORITHM
This subsection proposes a disambiguation algorithm to select a group of high accuracy and unambiguous closed-form solution from the above PQ groups of closed-form solutions. Since the signal subspace and the manifold matrix form the same space, we can obtain the estimated value of the manifold matrixÂ
For the kth target, the steering vector of the SS-LT at the coordinate origin can be derived aŝ
whereÂ {i, :} represents the ith row ofÂ and (·) * represents conjugate operation. Substituting the estimated 2D-DOA into the phase shift factor, we can derive the steering vector of the virtual SC-ST as followŝ
Based on equation (42), the coarse 2D-DOA estimation can be derived in (48) and (49) [21] , as shown at the bottom of this page. where Re (·) and Im (·) represent the real and imaginary parts of a complex number, and [·] i represents the ith element of a vector. Observing equation (48), we can find that the coarse 2D-DOA estimation is realized on the basis of the high accuracy and periodically ambiguous 2D-DOA estimation rather than the prior knowledge of polarization parameters, which is different from the literature [14] . To find the high accuracy and unambiguous 2D-DOA estimation, a 2-norm of the high accuracy and ambiguous 2D-DOA estimation and the coarse 2D-DOA estimation is constructed. Next the index of the high accuracy and unambiguous 2D-DOA estimation is obtained by finding the minimum of the 2-norm function
Thus the closed-form solution of the high accuracy and unambiguous 2D-DOA estimation is as followŝ
The following are the abbreviated implemention steps of the proposed algorithm
Step 1: The covariance matrix is calculated according to equation (10), then we proceed eigenvalue decomposition of the covariance matrix to obtain the signal subspace.
Step 2: According to the rotational invariance of the array in the x-axis direction, P groups of high accuracy but
periodically ambiguous direction-cosine estimations along x-axis are realized using ESPRIT algorithm.
Step 3: According to the rotational invariance of the array in the y-axis direction, Q groups of high accuracy but periodically ambiguous direction-cosine estimations along y-axis are realized using ESPRIT algorithm.
Step 4: PQ groups of high accuracy and periodically ambiguous 2D-DOA estimations are derived referring to equations (37) and (38).
Step 5: The steering vector of the SS-LT is derived from the signal subspace, and then the steering vector of the virtual SC-ST can be obtained, thus, the coarse 2D-DOA estimation is calculated according to equation (48).
Step 6: Find the high accuracy and unambiguous 2D-DOA estimation by the cost function (50).
C. COMPLEXITY ANALYSIS
In this subsection, the computational complexity of the proposed algorithm will be analyzed. The computational complexity of the step 1 is mainly concentrated in the calculation of the covariance matrix and eigenvalue decomposition, thus step 1 needs O (3MN ) 2 S + (3MN ) 3 flops. In step 2, we need to implement the calculation of the generalized inverse of a 3(M − 1)N × K matrix, the product of a K × 3(M − 1)N matrix and a K × 3(M − 1)N matrix, and the eigenvalue decomposition of a K × K matrix. Therefore,
To get the estimated manifold matrix, we need to implement the calculation of the inversion of a K × K matrix, the product of a 3MN × K matrix and a K × K matrix, which need O 3MNK 2 + K 3 flops. The computational complexity of other steps is very small, which are ignored. To sum up, the proposed algorithm needs O{(3MN ) 2 S + (3MN ) 3 +
IV. SIMULATION RESULTS
This section will validate the effectiveness of the proposed algorithm through MATLAB simulation. It is assumed that two target signals are incident on the array. The angles of the signals are set to:
The number of array elements in the x-axis and y-axis is set to M = N = 10.
A. 2D-DOA ESTIMATION RESULTS
In the first simulation, the physical length of the electricdipole is set to L = 0.8λ, the signal-to-noise ratio (SNR) is set to 10dB, and the number of snapshots is set to 200. Fig. 5 shows the results of the azimuth and elevation angle estimations for the 100 Monte-Carlo experiments. As can be seen from Fig. 5 , the azimuth and elevation angle estimations are automatically paired and almost equal to the true value. Therefore, the proposed algorithm can accurately estimate the 2D-DOA parameters of the signals. To further illustrate the accuracy of the proposed algorithm, we will conduct the following three simulations to study the relationship between the root-mean-square error (RMSE) of the 2D-DOA estimation and the SNR, the number of snapshots, and the physical length of electric-dipole.
B. RMSE VERSUS SNR
This simulation investigates the relationship between the RMSE of the 2D-DOA estimation and SNR. The RMSE 40564 VOLUME 6, 2018 of the parameter estimation is defined as RMSE = Fig. 6 shows the results of 100 Monte-Carlo experiments. As shown in Fig. 6 , it can be found that as the SNR increases, the RMSE of the 2D-DOA estimation decreases. To facilitate the evaluation of the performance of the proposed algorithm, we deduce the Cramer-Rao bound (CRB) of parameter estimation in the appendix. When the SNR is larger than 0 dB, the performance of the proposed algorithm is approximated by CRB.
C. RMSE VERSUS THE NUMBER OF SNAPSHOTS
This simulation investigates the relationship between the RMSE of the 2D-DOA estimation and the number of snapshots. The number of snapshots varies from 100 to 2000 with an interval of 100. Other conditions are the same as that of Simulation 1. Fig. 7 shows the results of 1000 Monte-Carlo experiments. As can be seen from Fig. 7 , the accuracy of the 2D-DOA estimations is proportional to the number of snapshots, and the performance of the proposed algorithm is close to the Cramer-Rao bound. 
D. RMSE VERSUS THE PHYSICAL LENGTH OF THE ELECTRIC-DIPOLE
This simulation investigates the relationship between the RMSE of the 2D-DOA estimation and the physical length of the electric-dipole. The physical length of the electricdipole varies from 0.1λ to 0.8λ with an interval of 0.1λ. Other conditions are consistent with that of Simulation 1. Fig. 8 shows the results of 100 Monte-Carlo experiments. It can be seen from Fig. 8 that as the physical length of the electric-dipole increases, the estimation accuracy also increases, and the performance of the proposed algorithm is close to the Cramer-Rao bound.
Observing the above simulation results, we can see that the proposed algorithm can accurately estimate 2D-DOA of the signals, and its performance approaches the Cramer-Rao bound.
V. CONCLUSIONS
In this paper, the 2D-DOA estimation with a uniform planar array composed of the SS-LT has been investigated. Simulations have demonstrated the effectiveness of the advanced algorithm without the prior knowledge of polarization parameters, to some degree, which makes up for the VOLUME 6, 2018 defect of the algorithm in literature [14] . In addition, the spatially separated structure of the vector sensor can reduce the mutual coupling between the dipoles and is beneficial to engineering practice. 
Substituting equations (56)- (59), (60), (74), (86) and (88) into equation (54), we can calculate the Fischer information matrix J. Then the Cramer-Rao bounds of the four parameters can be expressed as 
