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Optimal Projections in the Distance-Based
Statistical Methods
Chuanping Yu and Xiaoming Huo
Abstract This paper introduces a new way to calculate distance-based statistics,
particularly when the data are multivariate. The main idea is to pre-calculate the
optimal projection directions given the variable dimension, and to project multidi-
mensional variables onto these pre-specified projection directions; by subsequently
utilizing the fast algorithm that is developed in Huo and Sze´kely [2016] for the
univariate variables, the computational complexity can be improved from O(m2) to
O(nm · log(m)), where n is the number of projection directions and m is the sam-
ple size. When n m/ log(m), computational savings can be achieved. The key
challenge is how to find the optimal pre-specified projection directions. This can
be obtained by minimizing the worse-case difference between the true distance and
the approximated distance, which can be formulated as a nonconvex optimization
problem in a general setting. In this paper, we show that the exact solution of the
nonconvex optimization problem can be derived in two special cases: the dimension
of the data is equal to either 2 or the number of projection directions. In the generic
settings, we propose an algorithm to find some approximate solutions. Simulations
confirm the advantage of our method, in comparison with the pure Monte Carlo
approach, in which the directions are randomly selected rather than pre-calculated.
1 Introduction
Distances are very important in statistics: a class of hypotheses testing methods
are based on distances, such as the energy statistics [Sze´kely and Rizzo, 2004], the
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distance covariance [Sze´kely et al., 2007, Sze´kely and Rizzo, 2009, Lyons et al.,
2013], and many others. This type of testing statistics usually belong to the class of
U-statistics or the V-statistics [Mises, 1947, Hoeffding, 1992, Korolyuk and Borovs-
kich, 2013], which require the calculation of all pairwise distances within the sam-
ple. When variables are univariate, assuming the sample size is m, both Huo and
Sze´kely [2016] and Chaudhuri and Hu [2018] proposed fast algorithms with com-
putational complexity O(mlog(m)) where m is the sample size. Recall that the com-
putational complexity is O(m2) when the statistics are computed directly based on
their definitions. When variables are multivariate, especially when they are high-
dimensional, the calculation of the pairwise distances among these multivariate vari-
ables can not be implemented directly by the algorithm in Huo and Sze´kely [2016],
and therefore becomes a potential bottleneck. Our paper is aimed at reducing the
computation complexity in the multivariate case by projecting the variables along a
set of pre-specified optimal directions. When the number of pre-specified optimal
directions n m/ log(m), computational savings can be achieved, since the com-
putational complexity is O(nm · log(m)), which would be less than O(m2).
We use the energy distances [Sze´kely and Rizzo, 2004] as an example to so-
lidify our motivation. The energy statistic is used to test the equality between two
distributions. More precisely, suppose X1, ...,Xn1 ∈ Rp, p ≥ 1 are independent and
identically distributed (i.i.d.), sampled from the distribution FX , and Y1, ...,Yn2 ∈ Rp
are i.i.d., sampled from the distribution FY . The two-sample test statistic (also called
the energy statistic) for testing the two-sample hypothesis
H0 : FX = FY
is defined as [Sze´kely and Rizzo, 2004]:
En1,n2 ,
2
n1n2
n1
∑
i=1
n2
∑
j=1
∥∥Xi−Yj∥∥− 1n21
n1
∑
i=1
n1
∑
k=1
‖Xi−Xk‖− 1n22
n2
∑
j=1
n2
∑
k=1
∥∥Yj−Yk∥∥ , (1)
where
∥∥Xi−Yj∥∥ ,‖Xi−Xk‖ ,∥∥Yj−Yk∥∥ are the distances from the two samples. Note
that the statistic En1,n2 solely depends on three types of inter-point distances:∥∥Xi−Yj∥∥ ,‖Xi−Xk‖ ,∥∥Yj−Y`∥∥ , i,k= 1, . . . ,n1, j, `= 1, . . . ,n2.Denote m= n1+n2.
Huang and Huo [2017] have showed that it can be efficiently computed with com-
putational complexity O(mlog(m)) in the univariate case (i.e., p = 1).
When Xi’s and Yj’s are multivariate (i.e., we have p > 1), random projections
have been proposed to find a fast approximation to the statistic En1,n2 . For example,
Huang and Huo [2017] gave a fast algorithm that is based on random projections,
which can achieve O(nm · log(m)) computational complexity, where n is the num-
ber of random projections. Note that the approach in Huang and Huo [2017] is a
pure Monte Carlo approach. The recent advances in the quasi-Monte Carlo methods
[Niederreiter, 1992, Morokoff and Caflisch, 1995] have demonstrated that in some
settings, utilizing pre-determined projections can lead to better performance than
the completely random ones in the pure Monte Carlo approach. Quasi-Monte Carlo
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methods sometimes enjoy faster rate of convergence, e.g., Asmussen and Glynn
[2007].
Our approach turns a distance calculation in a multivariate situation to the one in
a univariate situation. The proposed approach
P1. first projects each multivariate variable along some pre-specified optimal di-
rections to corresponding one-dimensional subspaces (the projected values are
univariate),
P2. then the sum of the `1 norm of the projected values is used to approximate the
associated distance in the multivariate setting.
More specifically, let’s suppose the multivariate variable is v = (v1, ...,vp) ∈ Rp.
Recall that the norm of v is
||v||=
√
p
∑
i=1
v2i .
For n ≥ 1, our objective is to identify the projection directions, which can be rep-
resented by vectors u1,u2, ...,un ∈ Rp, and a predetermined constant Cn ∈ R, such
that for any v ∈ Rp, we have
||v|| ≈Cn
n
∑
i=1
∣∣uTi v∣∣ . (2)
Consequently in step P2., when one needs to compute a distance ‖Xi−Yj‖, one can
alternatively compute Cn
n
∑
i=1
∣∣uTi Xi−uTi Yj∣∣. Note that uTi Xi and uTi Yj are univariate.
Therefore, the fast algorithm in the one-dimensional case can be utilized.
We continue with the example of the energy distances. Recall that the pre-
specified directions are supposed to be u1, ...,un. The projected values of the cor-
responding multivariate variables then become
Xwi = uTwXi ∈ R,w = 1, ...,n; i = 1, ...,n1; and
Yw j = uTwYj ∈ R,w = 1, ...,n; j = 1, ...,n2.
The distance between any two multivariate variables can be approximated by the
sum of these projections multiplying by a constant:
‖Xi−Yj‖ ≈Cn
n
∑
w=1
|Xwi−Yw j|.
Therefore, the statistic En1,n2 in (1) can be approximated by
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En1,n2 ≈ Cn
( 2
n1n2
n1
∑
i=1
n2
∑
j=1
n
∑
w=1
∥∥Xwi−Yw j∥∥− 1n21
n1
∑
i=1
n1
∑
k=1
n
∑
w=1
‖Xwi−Xwk‖
− 1
n22
n2
∑
j=1
n2
∑
k=1
n
∑
w=1
∥∥Yw j−Ywk∥∥)
= Cn
( 2
n1n2
n1
∑
i=1
n2
∑
j=1
n
∑
w=1
∣∣Xwi−Yw j∣∣− 1n21
n1
∑
i=1
n1
∑
k=1
n
∑
w=1
|Xwi−Xwk| (3)
− 1
n22
n2
∑
j=1
n2
∑
k=1
n
∑
w=1
∣∣Yw j−Ywk∣∣).
The second equation is true because in the one-dimensional case, the `2 norm be-
comes the absolute value. Then one can apply the fast algorithms for univariate
variables to calculate the energy statistic in (3).
Remark: Our method is not restricted to the calculation of the energy statistic,
or other distance-based statistics. It can also be applied to the calculation of the
distance-based smooth kernel functions.
In this paper, we first give a detailed description of our strategy to find the optimal
pre-specified projection directions. We formulate the searching for optimal projec-
tion directions problem as a minimax optimization problem. Let {u1,u2, · · · ,un}
denote the optimal set of projection directions, they should minimize the worst-case
difference between the true distance and the approximate distance. Equation (4) be-
low shows this idea in the mathematical form:
min
Cn,ui:
‖ui‖=1,i=1,··· ,n
max
v:‖v‖2≤1
∣∣∣∣∣Cn n∑w=1
∣∣uTwv∣∣−‖v‖
∣∣∣∣∣ . (4)
Discussion on how to solve the above problem is presented in Section 2.
In general, the problem in (4) is a nonconvex optimization problem, which is po-
tentially NP-hard. We found that in two special cases, the optimal directions can be
derived analytically: (a) the 2-dimensional case and (b) when the dimension is equal
to the number of projections. More details on these two special cases are presented
in Section 3. In general cases, we propose a greedy algorithm to find the projec-
tion directions. Note that the greedy algorithm terminates at a local optimal solution
to (4). In this case, we cannot theoretically guaranteed that the found directions
correspond to the global solution to the problem in (4), which is the case in most
nonconvex optimization problems. At the same time, the simulations show that our
approach can still outperform the pure Monte Carlo approach in many occasions.
The rest of this paper is organized as follows. Section 2 shows the formulation
of our problem. Section 3 provides the analytical solutions to the problem in (4) in
two special cases. Section 4 presents the numerical algorithm for the general cases.
In Section 5, the simulation results of our method are furnished. Section 6 contains
the conclusion and a summary of our work. All the technical proofs are relegated to
the appendix (Section 7).
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We adopt the following notations. Throughout this paper, we use p to denote the
dimension of the data. The sample size is denoted by m. The number of projections
is denoted by n.
2 Problem formulation
As mentioned above, in order to estimate the distance between two multivariate
variables, we project them onto some pre-specified one-dimensional linear sub-
spaces. We present details in the following. Suppose the multivariate variable is
v = (v1, ...,vp) ∈ Rp. Recall that the norm of vector v is
||v||=
√
p
∑
i=1
v2i .
Our objective is to design u1,u2, ...,un ∈ Rp, for n ≥ 1, and Cn ∈ R, such that for
any v ∈ Rp, we have
||v|| ≈Cn
n
∑
i=1
∣∣uTi v∣∣ . (5)
We would like to turn a distance (i.e., norm) of a multivariate variable v into a
weighted sum of the absolute values of some of its one dimensional projections
(i.e., uTi v’s), knowing that the one dimensional projections may facilitate efficient
numerical algorithms.
Without loss of generality, we may assume ||v||= 1. The approximation problem
in (5) can be formulated into the following problem:
min
Cn,u1,...,un
max
v:||v||2=1
∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣ . (6)
In words, we would like to select u1, ...,un and Cn such that the approximation in
(5) has the minimal discrepancy in the worst case. One can verify that the problem
in (6) and the problem in (4) share the same solution.
To solve the problem in (6), the following two quantities are needed. For fixed
u1,u2, ...,un, we define
Vmax = max
v:||v||2=1
n
∑
i=1
∣∣uTi v∣∣ , (7)
Vmin = min
v:||v||2=1
n
∑
i=1
∣∣uTi v∣∣ , (8)
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where Vmax and Vmin are the maximum and minimum of
n
∑
i=1
∣∣uTi v∣∣ among all pos-
sible v under the constraint ||v||2 = 1, respectively. With these two quantities (i.e.,
Vmax and Vmin), we have the following result.
Theorem 1. For given u1,u2, ...,un ∈ Rp, the optimal value for Cn in the problem
(6) is
Cn =
2
Vmin+Vmax
.
Furthermore, the solutions of u1,u2, ...,un in problem (6) are identical to the solu-
tions to the following problem:
max
u1,...,un:||ui||=1,∀i,1≤i≤n
Vmin
Vmax
. (9)
The above theorem indicates that the minimax problem in (6) is equivalent to the
maximization problem in (9). Note that in general, both problems are nonconvex,
therefore potentially NP-hard. In our analysis, we found that both formulations (in
(6) and (9)) are convenient in various steps of derivation. Both of them are used in
later analysis.
3 Derivable analytical results
We present the two special cases where analytical solutions are derivable. When the
dimension is 2 (i.e., p = 2), we show in Section 3.1 that an analytical solution to
the problem in (9) is available. In Section 3.2, we present another case (when the
dimension of the data is equal to the number of projections, that is we have n = p)
where an analytic solution to the problem in (9) is derivable.
3.1 Special case when the dimension is 2
When the multivariate variables are two-dimensional, we can get the exact opti-
mal projections that minimize the worse-case discrepancy. The following theorem
describes such a result.
Theorem 2. When p= 2, the 2-dimensional vectors u1,u2, ...,un can be represented
by
ui = e
√−1θi , i = 1, ...,n.
The optimal solution in (9) has the form
θi =
(i−1)pi
n
+ kipi, i = 1, ...,n (10)
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where each ki ∈ N.
Specially, when n is odd, the optimal solutions can be represented by the equally
spaced points on the circle. Furthermore, we can get the error rate in the 2-
dimensional case, as in the following theorem.
Theorem 3. If u1, · · · ,un are chosen according to Theorem 2, we have
E
v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2
= O
(
1
n2
)
.
Remark:Theorem 3 can be used as a guidance of choosing the number of direc-
tions. Assume we would like to control the squared error to be ε . Then, we can get
1
n2 = ε , and therefore the number of directions should be larger than
1√
ε .
In the above theorem, the random vector v is sampled independently from the
Uniform distribution on the unit circle S1. Note that the squared error rate is
O(1/n2). The following theorem presents the corresponding rate for the pure ran-
dom projections.
Theorem 4. If u1, · · · ,un are selected base on Monte Carlo, we have
E
ui,v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2
= O
(
1
n
)
.
In the above theorem, both random vector v and vectors ui’s are independently sam-
pled from the Uniform distribution on the unit circle (S1). The squared error rate
in the pure Monte Carlo case is O(1/n). These two theorems illustrate the theo-
retical advantage of adopting the pre-calculated projection directions (in relative to
the random projections). Such a phenomenon has been discovered in the literature
regarding the quasi-Monte Carlo methodology.
3.2 Second special case with provable result
When the dimension is larger than 2, the problem in (6) is challenging. There is some
potentially relevant literature in mathematics, such as the searching for algorithms
to locate the equally-distributed points on the surfaces of some high-dimensional
spheres [Sloan and Womersley, 2004, Hesse et al., 2010, Brauchart et al., 2014]. We
fail to locate the exact solutions to our problem.
Our analysis indicates that when the number of projections is equal to the di-
mension, an analytical solution to the problem in (6) is derivable. We present details
in the following. To derive our analytical solution in a special case, we need to re-
visit two quantities, Vmin and Vmax, which have been introduced in (7) and (8). The
following lemma is about Vmax.
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Lemma 1. For fixed u1,u2, ...,un ∈ Rp, we have
Vmax = max
si∈{1,−1}
∥∥∥∥∥ n∑i=1 siui
∥∥∥∥∥ . (11)
Lemma 1 points out a way to calculate Vmax, that is, given binary si’s, finding out
the linear combination
n
∑
i=1
siui with the maximal norm out of the all possible 2n
linear combinations. Let {smaxi ∈ {1,−1} : i = 1, ...,n} denote the solution for (11)
when u1, · · · ,un are given. The Algorithm 1 formally presents the aforementioned
approach. Assume we are in the k-th loop, where the u j’s are known, which are
denoted by u(k)1 ,u
(k)
2 , ...,u
(k)
n . Let s
(k)
i ’s denote the si’s that can achieve Vmax in the
k-th loop. We have the Algorithm 1.
Algorithm 1 Find smaxi ’s in the k-loop
Initialization: Unit vectors u(k)1 ,u
(k)
2 , . . . ,u
(k)
n ∈ Sp−1 are given.
Output: s(k)i ’s.
1: for all binary combination of s(k)i ’s do
2: Calculate the value
∥∥∥∥ n∑
i=1
siui
∥∥∥∥.
3: end for
4: The binary combination that can make the value of
∥∥∥∥ n∑
i=1
siui
∥∥∥∥ be the maximum among all the
possible values, is the smaxi ’s, which is denoted as s
(k)
i ’s.
As for Vmin, suppose vmin is a minimizer of Vmin. We have the following property
for vmin.
Lemma 2. For fixed u1,u2, ...,un ∈ Rp, if Ω is an intersection of Sp−1 and a linear
subspace with at least 2 dimensions, then the solution to the minimization problem
min
v∈Ω
f (v) =
n
∑
i=1
∣∣uTi v∣∣
must have uTj vmin = 0 for at least one j (1≤ j ≤ n).
Geometrically, the above lemma indicates that vector vmin should be orthogonal to
at least one of the projection vector u j. For vector vmin, we will need the following
definition to further our derivation.
Definition 1 (maximal subset). We call Ω(vmin) a maximal subset of the set
{u1, ...,un} if it satisfies
Ω(vmin) =
{
u j : uTj vmin = 0
}⊂ {u1, ...,un},
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and it cannot be a strict subset for another Ω(v′min) where v
′
min is a minimizer that is
different from vmin.
Lemma 2 ensures that the setΩ(vmin) cannot be empty. The following lemma shows
that the linear subspace that is spanned by the elements ofΩ(vmin)must have certain
dimensions.
Lemma 3. If Ω(vmin) is a maximal subset of u1, ...,un, we must have
rank(Ω(vmin)) = p−1,
for any minimizer vmin.
Recall p is the dimension of the data. The above lemma essentially states that the
space that is spanned by the elements of Ω(vmin) is the orthogonal complement
subspace of the one-dimensional space that is spanned by the vector vmin.
One direct corollary of Lemma 3 is that the cardinality of the set Ω(vmin) is at
least p−1. Consequently, the total number of possible sets (of Ω(vmin)) is no more
than
( n
p−1
)
. This inspires us to use Algorithm 2 to find vmin as well as Ω(vmin) if all
the u j’s are given. Here suppose we are in the k-th loop where the u j’s are known,
which are u(k)1 ,u
(k)
2 , ...,u
(k)
n .
Algorithm 2 Find vmin and Ω(vmin) in the k-loop
Initialization: Unit vectors u(k)1 ,u
(k)
2 , . . . ,u
(k)
n ∈ Sp−1 are given.
Output: v(k) and Ω(v(k)).
1: for all (p−1) combination of u(k)i ’s, denoted as Sut do
2: while rank(Sut )< p−1 do
3: Add another u j that is not in the set Sut ;
4: end while
5: Find the orthogonal direction of the set Sut , which is one of the candidates of v
(k), denoted
as v(k)t , and calculate the value of f (v
(k)
t ) =
n
∑
i=1
∣∣∣∣(u(k)i )T v(k)t ∣∣∣∣.
6: end for
7: The v(k)t , that can make the value of f (v
(k)
t ) be the minimum among all the possible f (v
(k)
t )
values, is the vmin, which is denoted as v(k), and the corresponding Sut set is the set Ω(vmin),
which is denoted as Ω(v(k)).
From Lemma 3 we can get the exact solution for the special case when the num-
ber of projection directions is equal to the dimension of the multivariate variables,
which is described in the following theorem.
Theorem 5. When the number of projections is equal to the dimension of the data,
i.e., we have n = p, the optimal solution in (9) satisfies the following condition:
uTi u j = 0,∀i 6= j. (12)
The above is equivalent to stating that the set {u1,u2, · · · ,un} forms an orthonormal
basis in Rp.
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4 Numerical approach in general cases
When p> 2 and n 6= p, we propose an algorithm to identify the optimal projections
u1,u2, ...,un, such that they solve (9). Per Lemma 1 and the definition of smaxi ’s, the
Vmax can be written as:
Vmax =
∥∥∥∥∥ n∑i=1 smaxi ui
∥∥∥∥∥ .
According to Lemma 3, we have
Vmin =
n
∑
i=1
∣∣uTi vmin∣∣ = ∑
ui∈Ω(vmin)
∣∣uTi vmin∣∣+ ∑
ui 6∈Ω(vmin)
∣∣uTi vmin∣∣
= ∑
ui 6∈Ω(vmin)
∣∣uTi vmin∣∣ .
So when u1, · · · ,un are given, VminVmax can be written as
Vmin
Vmax
=
∑
ui 6∈Ω(vmin)
∣∣uTi vmin∣∣∥∥∥∥ n∑
i=1
smaxi ui
∥∥∥∥ , (13)
where vmin and Ω(vmin) are defined in Section 3.2. We assume that the set Ω(vmin)
corresponds to the minimum over all
( n
p−1
)
possible sets, and (smaxi )’s maximize the
norm of
n
∑
i=1
smaxi ui.
We use a method that is similar to the coordinate descent algorithm [Nesterov,
2012, Wright, 2015] to search for the optimal solutions of (9). Details of our algo-
rithm can be found in Algorithm 3. The optimal solution can be achieved in circular
iterations: maximizing (13) with respect to one ui, while the others are fixed. We
then iteratively maximize the objective function in (13) until the value of the objec-
tive function (13) cannot be increased.
We derive the iteration strategy in the following. Let v(k) be the minimizer of
n
∑
i=1
∣∣uTi v∣∣ at the kth iteration. Let Ω (k) denote the minimum over all ( np−1) possible
sets at the kth iteration. For any u(k)j 6∈ Ω (k), without loss of generality, we assume
that u1 6∈Ω (k). The objective function in (13) can be written as
Vmin
Vmax
=
∣∣∣uT1 v(k)∣∣∣+ ∑
i>1,ui 6∈Ω (k)
∣∣∣uTi v(k)∣∣∣∥∥∥∥smax1 u1+ n∑
i=2
smaxi ui
∥∥∥∥ . (14)
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Without loss of generality, we can assume smax1 = 1. This is because, recalling that
(smaxi )’s are binary, we have∥∥∥∥∥smax1 u1+ n∑i=2 smaxi ui
∥∥∥∥∥=
∥∥∥∥∥u1+ n∑i=2 smax1 smaxi ui
∥∥∥∥∥ .
The expression in (14) can then be rewritten as∣∣∣uT1 v(k)∣∣∣+A
‖u1+B‖ , (15)
where
A = ∑
i>1,ui 6∈Ω (k)
∣∣∣uTi v(k)∣∣∣ , and B = n∑
i=2
smaxi ui.
Note that quantities A and B do not depend on u1. Our objective is to derive a strategy
to maximize the quantity in (15) as a function of the vector variable u1.
We first solve a constrained version of the above maximization problem. We de-
fine Σ(v,θ) = {x : ‖x‖= 1,〈x,v〉= θ}, for any fixed θ ∈ [0,pi), where 〈·, ·〉 denote
the angle between two vectors. Conditioning on u1 ∈ Σ(v,θ), and v = v(k), maxi-
mizing the function in (15) is equivalent to maximizing the following function:
|cosθ |+A
‖u1+B‖ . (16)
Note that the numerator is not a function of u1. Consequently, it is equivalent to
minimizing
‖x+B‖ , where x ∈ Σ(v,θ).
The following lemma presents an analytical solution to the above minimization
problem.
Lemma 4. Given a vector B, a constant θ ∈ [0,pi), and a unit-norm vector v, the
solution to the following problem
min
x:‖x‖=1,〈x,v〉=θ
‖x+B‖2 (17)
is
x = vcosθ +
|sinθ |√
BT B− (vT B)2
[
(vT B)v−B] . (18)
Using the solution in (18) to substitute the u1 in (16), we have
|cosθ |+A
‖u1+B‖ =
|cosθ |+A∥∥∥∥vcosθ +B+ |sinθ |√BT B−(vT B)2 [(vT B)v−B]
∥∥∥∥ . (19)
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Maximizing (16) with respect to θ is equivalent to maximizing (19). For fixed A, B,
and v, the right hand side of (19) is a function of θ . The following Theorem 6 gives
the solution to the above problem.
Theorem 6. The solutions of maximizing (16) with respect to θ are the zeros of the
following function:
g(θ) =

√
BT B [cosα+Acos(α−θ)− sinθ sin(α−θ)]
−(1+BT B)sinθ , if θ ∈ [0, pi2 ),√
BT B [−cosα+Acos(α−θ)+ sinθ sin(α−θ)]
+(1+BT B)sinθ if θ ∈ [pi2 ,pi),
(20)
where α satisfies sinα = v
T B√
BT B
, and cosα =
√
BT B−(vT B)2√
BT B
.
The above theorem indicates that one can adopt a line search algorithm to compute
for θ .
Based on all the above, the Algorithm 3 (below) furnishes a coordinate ascent
scheme to maximize the objective in (9).
Algorithm 3 Optimal projection algorithm
Initialization: Set a threshold ∆ > 0, initial unit vectors u(0)1 ,u
(0)
2 , ...,u
(0)
n ∈ Sp−1. Thus, by Algo-
rithm 1 and 2, we can get the corresponding values v(0),Ω (0)(v(0)), and s(0)i ’s.
1: repeat
2: In the k-th loop, suppose the previous u(k−1)1 ,u
(k−1)
2 , . . . ,u
(k−1)
n are known.
3: for all u(k−1)j 6∈Ω (k−1)(v(k−1)) do
4: Find the zeros of the function g(θ) in (20) in Theorem 6, where v = v(k−1), B =
∑
i6= j
s(k−1)j s
(k−1)
i u
(k−1)
i , and denote the zeros as θ
∗.
5: According to Lemma 4, the new u(k)j would be vcosθ
∗+ |sinθ
∗|√
BT B−(vT B)2
[
(vT B)v−B] .
6: By Algorithm 1 and 2, we can get the corresponding values v(k),Ω (k)(v(k)), and s(k)i ’s,
based on the newly updated u j’s, which also give us the value of Vmin and Vmax.
7: Compute Vmin/Vmax.
8: end for
9: Pick the u(k)j 6∈Ω (k−1)(v(k−1)) that gives the maximal value of Vmin/Vmax in the above loop.
10: if The value of Vmin/Vmax decreases then
11: Go back to u(k−1)j .
12: end if
13: until The increment of Vmin/Vmax is less than ∆ .
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5 Simulations
In the previous section, the optimal projections for both the special cases and the
general case are provided. The simulations will follow the same order. The simula-
tions are about the comparison of the Monte Carlo method and our method for the
special cases and then for a general case.
According to Huang and Huo [2017], Monte Carlo method is to select some
random directions, denoted as wi, i = 1, . . . ,n, on the unit sphere Sp−1 and project
the vector we would like to estimate, that is v, along these directions, so the norm of
the vector v could be estimated as
‖v‖ ≈C′p
1
n
n
∑
i=1
|wTi v|,
where C′p =
√
piΓ ( p+12 )
Γ ( p2 )
.
In all the experiments, we randomly select 100 unit vectors on the sphere as the
vectors that we would like to estimate, in order to get the mean squared error for
comparison between the Monte Carlo method and the method we propose.
5.1 When the dimension is 2
When the dimension is equal to 2, the exact solution can be found as well as the
mean squared error rate. So we randomly select 100 unit vectors on the sphere as
the vectors that we would like to estimate. For both the Monte Carlo method and our
optimal projection method, we calculate the mean squared error over these 100 vec-
tors. More specifically, the squared error between the true norm of the vector, which
is 1, and the estimated norm is calculated for each of the 100 unit vectors when the
number of directions is fixed. By taking the mean of the 100 squared errors from the
previous step, we get the mean squared error for given number of directions. The
number of directions used in our simulation is from 2 to 10000. Figure 1 shows the
comparison between our method and Monte Carlo method regarding the logarithm
of the mean squared error and the number of projection directions. From the figure,
we can see that our method performs better than the Monte Carlo, and the advantage
becomes more obvious when the number of projection directions increases.
5.2 When we have n = p
When the dimension p is equal to the number of projection directions n, recall that
in Theorem 5, we give the exact solution of the pre-specified directions. Similar to
what we have done in the 2-dimensional case, we randomly select 100 unit vectors
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Fig. 1 Optimal projection vs. Monte Carlo in the 2 dimensional case
on the sphere Sp−1, with dimension p varying from 8 to 11. So the number of pro-
jection directions is varying from 8 to 11 correspondingly. We calculate the mean
squared error of both the Monte Carlo method and our optimal projection method
for each p using the same strategy as before. The details are in the Figure 2, where
the x-axis represents the dimension, and y-axis represents the mean squared error.
Fig. 2 Optimal projection vs. Monte Carlo in the n = p case
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5.3 General setting: n> p
When the dimension p is larger than 2 and n 6= p, the exact solution of (9) can not
be obtained. Therefore, we adopt the Algorithm 3. Like in previous simulations, we
randomly select 100 unit vectors on the sphere Sp−1, with dimension p varying from
3 to the number of directions minus 1, and the fixed number of directions to be 8, 9,
10, 11, respectively, and calculate the mean squared error of both the Monte Carlo
method and our optimal projection method for each p using the same strategy as
before. Figure 3, 4, 5 and 6 show the comparison, where the x-axis represents the
dimension, and y-axis represents the mean squared error.
Fig. 3 Optimal projection vs. Monte Carlo for dimension varying from 3 to 7 in the case n = 8
Overall, we can see that our method performs better than the Monte Carlo
method.
6 Conclusion
We propose a new method to calculate the distance, which is critical in computing
the distance-based statistics, and can also be utilized in the calculation of the ker-
nel functions that are distance-based and smooth. The main idea is to use the sum
of the norms of the projections along a set of pre-calculated directions to approxi-
mate the original norm. By doing so, one can utilize the fast algorithm for univariate
variables that has been proposed by Huo and Sze´kely [2016]. The advantage is that
the computational complexity is reduced from O(m2) to O(mlog(m)) where m is
the sample size. These pre-specified directions can be found by minimizing the dif-
ference between the estimated distance and the true value in the worst case. The
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Fig. 4 Optimal projection vs. Monte Carlo for dimension varying from 3 to 8 in the case n = 9
Fig. 5 Optimal projection vs. Monte Carlo for dimension varying from 3 to 9 in the case n = 10
associated problem is eventually a nonconvex optimization problem. We derive the
exact solutions when dimension is equal to either 2 or the number of projection di-
rections. In general cases, we propose an algorithm to find the projection directions.
The simulations show the advantage of the proposed method versus the pure Monte
Carlo approach, via comparing the mean squared errors.
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Fig. 6 Optimal projection vs. Monte Carlo for dimension varying from 3 to 10 in the case n = 11
7 Appendix
All the proofs are included in this section, including a proof of Theorem 1 (Section
7.1)), a proof of Theorem 2 (Section 7.2), a proof of Theorem 3 (Section 7.4), a proof
of Theorem 4 (Section 7.5), a proof of Lemma 1 (Section 7.6), a proof of Lemma
2 (Section 7.7), a proof of Lemma 3 (Section 7.8), a proof of Theorem 5 (Section
7.9), a proof of Lemma 4 (Section 7.10), and a proof of Theorem 6 (Section 7.11).
Some of these proofs involves detailed and potentially tedious derivations. We try
to furnish as much details as deemed reasonable.
7.1 Proof of Theorem 1
Proof. By definition of Vmin and Vmax, we have
CnVmin−1≤Cn
n
∑
i=1
∣∣uTi v∣∣−1≤CnVmax−1.
The above leads to the following
max
v:||v||2=1
∣∣∣∣∣Cn n∑i=1 |uTi v|−1
∣∣∣∣∣= max{|CnVmin−1|, |CnVmax−1|} . (21)
Consider the right hand side of the above as a function of Cn, it is verifiable that the
minimum is achieved when
18 Chuanping Yu and Xiaoming Huo
1−CnVmin =CnVmax−1, which leads to, Cn = 2Vmin+Vmax .
Bringing the above to (21), we have∣∣∣∣ 2Vmin+Vmax Vmin−1
∣∣∣∣= Vmax−VminVmax+Vmin = 21+ VminVmax −1. (22)
From the above, it is evident that minimizing the right hand of (22) is equivalent to
the following
max
u1,...,un:||ui||2=1
Vmin
Vmax
.
From all the above, the lemma is proved. uunionsq
7.2 Proof of Theorem 2
Proof. Without loss of generality, we assume θi = αi+ kipi, where α1 ≤ α2 ≤ ...≤
αn ∈ [0,pi). Then the problem in (9) can be written as
max
αi:i=1,...,n
min
θ
f (θ)
max
θ
f (θ)
,
where f (θ) =
n
∑
i=1
|cos(αi−θ)|.
Let δi = αi+1−αi, i = 1, ...,n−1, and δn = α1−αn+pi. We have
n
∑
i=1
δi = pi.
For given αi, the minimum and the maximum of f (θ) satisfy
1
n
min
θ
f (θ) ≤ 1
n
f (αi− pi2 ), for i = 1, . . . ,n, (23)
1
n
max
θ
f (θ) ≥ 1
n
f
(
αi+αi+1
2
− pi
2
)
, for i = 1, . . . ,n−1, (24)
1
n
max
θ
f (θ) ≥ 1
n
f
(
αn+α1
2
)
. (25)
By summing up each side of (23) with i from 1 through n, we get
min
θ
f (θ)≤ 1
n
n
∑
i=1
f (αi− pi2 ). (26)
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By summing up each side of (24) with i from 1 through n−1 and adding it to (25),
we have
max
θ
f (θ)≥ 1
n
[
n−1
∑
i=1
f
(
αi+αi+1
2
− pi
2
)
+ f
(
αn+α1
2
)]
. (27)
Based on (26) and (27), for given αi, we have
min
θ
f (θ)
max
θ
f (θ)
≤
1
n
n
∑
i=1
f (αi− pi2 )
1
n
[
n−1
∑
i=1
f
(
αi+αi+1
2 − pi2
)
+ f
(αn+α1
2
)] .
Therefore, one can verify the following:
max
αi:i=1,...,n
min
θ
f (θ)
max
θ
f (θ)
≤ max
αi:i=1,...,n
1
n
n
∑
i=1
f (αi− pi2 )
1
n
[
n−1
∑
i=1
f
(
αi+αi+1
2 − pi2
)
+ f
(αn+α1
2
)]
= max
αi:i=1,...,n
n
∑
i=1
f (αi− pi2 )[
n−1
∑
i=1
f
(
αi+αi+1
2 − pi2
)
+ f
(αn+α1
2
)] . (28)
Denote the numerator of the right hand side of (28) as Nn, and the denominator
as Dn. Thus, we have
Nn =

2
n
∑
i=1
|sinδi|+2
n−2
∑
i=1
|sin(δi+δi+1)|+2
n−3
∑
i=1
|sin(δi+δi+1+δi+2)|+ ...
+2
2
∑
i=1
|sin(δi+δi+1+ ...+δi+n−3)| , if n≥ 4,
2
n
∑
i=1
|sinδi| if n = 3;
and
Dn =
n
∑
i=1
2
∣∣∣∣sin δi2
∣∣∣∣+ n−1∑
i=2
i−1
∑
j=1
∣∣∣∣sin(δi2 +δi−1+δi−2+ ...+δ j
)∣∣∣∣
+
n−2
∑
i=1
n−1
∑
j=i+1
∣∣∣∣sin(δi2 +δi+1+ ...+δ j
)∣∣∣∣+ n−1∑
j=2
∣∣∣∣sin(δn2 +δ1+ ...+δ j−1
)∣∣∣∣ .
We would like to show that when all the θi’s satisfies (10),
min
θ
f (θ)
max
θ
f (θ) is equal to the
right hand side of (28), which means (10) is the optimal solution. In order to do that,
we first need to figure out what value the right hand side of (28) is. In the following
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we use perturbation analysis to show that when δi = pin , which is equivalent to (10),
the right hand side achieves the maximum value. And then we show that the left
side is equal to the right side under the condition of (10). Therefore our proof can
be completed.
For n≥ 4, Nn and Dn are treated as functions of ∆ . Then we have
Nn(δ1+∆ ,δ2−∆ ,δ3, ...,δn) = 2 |sin(δ1+∆)|+2 |sin(δ2−∆)|
+2
n−1
∑
j=3
∣∣∣∣∣sin(−∆ + j∑i=2δi)
∣∣∣∣∣+Const,
and
∂Nn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
∂∆
∣∣∣∣
∆=0
= 2cosδ1sign(sinδ1)−2cosδ2sign(sinδ2)
−2
n−1
∑
j=3
cos
(
j
∑
i=2
δi
)
sign
(
sin
(
j
∑
i=2
δi
))
.
When δi = pin , i = 1, ...,n, we have
∂Nn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
∂∆
∣∣∣∣
∆=0
= 0−2
n−1
∑
j=3
cos
(
( j−1)pi
n
)
sign
(
sin
(
( j−1)pi
n
))
= 0. (29)
Similarly, for Dn, we have
Dn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
= 2
∣∣∣∣sin(δ1+∆2
)∣∣∣∣+2 ∣∣∣∣sin(δ2−∆2
)∣∣∣∣+ ∣∣∣∣sin(∆2 +δ1+ δ22
)∣∣∣∣
+
n−1
∑
j=3
∣∣∣∣∣sin
(
−∆ +
j−1
∑
i=2
δi+
δ j
2
)∣∣∣∣∣+ n∑j=3
∣∣∣∣∣sin
(
−1
2
∆ +
δ1
2
+
j−1
∑
i=2
δi
)∣∣∣∣∣
+
n−1
∑
j=3
∣∣∣∣∣sin
(
−1
2
∆ +
δ2
2
+
j
∑
i=3
δi
)∣∣∣∣∣+
∣∣∣∣sin(δn2 +δ1+∆
)∣∣∣∣+Const,
and
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∂Dn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
∂∆
∣∣∣∣
∆=0
= cos
δ1
2
sign(sin
δ1
2
)− cos δ2
2
sign(sin
δ2
2
)+
1
2
cos
(
δ2
2
+δ1
)
sign
(
sin
(
δ2
2
+δ1
))
−
n−1
∑
j=3
cos
(
j−1
∑
i=2
δi+
δ j
2
)
sign
(
sin
(
j−1
∑
i=2
δi+
δ j
2
))
−1
2
n−1
∑
j=2
cos
(
δ1
2
+
j
∑
i=2
δi
)
sign
(
sin
(
δ1
2
+
j
∑
i=2
δi
))
−1
2
n−1
∑
j=3
cos
(
δ2
2
+
j
∑
i=3
δi
)
sign
(
sin
(
δ2
2
+
j
∑
i=3
δi
))
+cos
(
δn
2
+δ1
)
sign
(
sin
(
δn
2
+δ1
))
.
When δi = pin , i = 1, ...,n, we have
∂Dn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
∂∆
∣∣∣∣
∆=0
= 0+
1
2
cos
(
3pi
2n
)
sign
(
sin
(
3pi
2n
))
−
n−1
∑
j=3
cos
(
(2 j−3)pi
2n
)
sign
(
sin
(
(2 j−3)pi
2n
))
−1
2
n−1
∑
j=2
cos
(
(2 j−1)pi
2n
)
sign
(
sin
(
(2 j−1)pi
2n
))
−1
2
n−1
∑
j=3
cos
(
(2 j−3)pi
2n
)
sign
(
sin
(
(2 j−3)pi
2n
))
+cos
(
3pi
2n
)
sign
(
sin
(
3pi
2n
))
= 0. (30)
Define g(∆) as the following
g(∆) =
Nn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
Dn(δ1+∆ ,δ2−∆ ,δ3, ...,δn) .
Then we have
∂g(∆)
∂∆
∣∣∣∣
∆=0
=
N′n
∣∣∣∣
∆=0
Dn(0)
−
Nn(0)D′n
∣∣∣∣
∆=0
Dn(0)2
,
where
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N′n
∣∣∣∣
∆=0
=
∂Nn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
∂∆
∣∣∣∣
∆=0
,
D′n
∣∣∣∣
∆=0
=
∂Dn(δ1+∆ ,δ2−∆ ,δ3, ...,δn)
∂∆
∣∣∣∣
∆=0
;
Nn(0) = Nn(δ1,δ2,δ3, ...,δn),
Dn(0) = Dn(δ1,δ2,δ3, ...,δn).
According to (29) and (30), we have
N′n
∣∣∣∣
∆=0
= D′n
∣∣∣∣
∆=0
= 0.
So we can get ∂g(∆)∂∆
∣∣∣∣
∆=0
= 0−0 = 0.
Similarly, for any two δi,δ j, simply give some perturbation to them, we can get
the same result as above. Therefore we can conclude that, for n≥ 4, {δi = pin , i = 1, ...,n}
can maximize the function NnDn . Furthermore, we can get the maximum of
Nn
Dn
by let-
ting each δi be pin :
(
Nn
Dn
)
max
=
2nsin pin +2
n−2
∑
r=2
(n− r)sin rpin
2nsin pin +
n−2
∑
r=1
[2(n− r)−1]sin (2r+1)pi2n
. (31)
Next, we would like to show that when δi = pin , i = 1, ...,n, we have
min
θ
f (θ)
max
θ
f (θ)
=
(
Nn
Dn
)
max
.
As f (θ) =
n
∑
i=1
∣∣∣cos(θ − (i−1)pin )∣∣∣, we know f (θ) = f (θ − pin ). So we only need to
consider θ ∈ [0, pin ] to get the maximum.
Recall f (θ) is linear, so the minimum and maximum must be either θ = 0 or
θ = pin . By observing the periodicity of the function f (θ), we can get
min
θ
f (θ) =

f (0) = 2
a−1
∑
r=1
sin rpi2a +1 if n = 2a,
f
(
pi
2(2a+1)
)
= 2
a
∑
r=1
sin rpi2a+1 if n = 2a+1.
max
θ
f (θ) =

f
( pi
4a
)
= 2
a
∑
r=1
sin (2r−1)pi4a if n = 2a.
f (0) = 2
a
∑
r=1
sin (2r−1)pi2(2a+1) +1 if n = 2a+1,
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From (31) we can get
(
Nn
Dn
)
max
=

2
a−1
∑
r=1
sin rpi2a+1
2
a
∑
r=1
sin (2r−1)pi4a
if n = 2a.
2
a
∑
r=1
sin rpi2a+1
2
a
∑
r=1
sin (2r−1)pi2(2a+1)+1
if n = 2a+1,
(32)
Therefore, we can conclude that when δi = pin , i = 1, ...,n,
min
θ
f (θ)
max
θ
f (θ)
=
(
Nn
Dn
)
max
.
Recall the definition of δi’s, we know that (10) is the optimal solution for n≥ 4.
For n = 3 and 2, by applying the similar strategy, we can get the same result as
above. uunionsq
7.3 Propositions we need in order to prove Theorem 3
Before proceeding to the proof of Theorem 3, we need the following Proposition 1
and 2:
Proposition 1.
n−1
∑
s=1
sin
s
n
pi = cot
pi
2n
,
n−1
∑
s=1
cos
s
n
pi = 0,
n−1
∑
s=1
ssin
s
n
pi =
n
2
cot
pi
2n
,
n−1
∑
s=1
scos
s
n
pi =−1
2
cot2
pi
2n
+
n−1
2
,
n−1
∑
s=1
s2 cos
s
n
pi =−n
2
cot2
pi
2n
+
n(n−1)
2
.
Proof. As the following holds true
sin
spi
N
sin
pi
2n
=
1
2
(
cos
(2s−1)pi
2n
− cos (2s+1)pi
2n
)
,
24 Chuanping Yu and Xiaoming Huo
we have(
n−1
∑
s=1
sin
s
n
pi
)
· sin pi
2n
=
1
2
n−1
∑
s=1
(
cos
(2s−1)pi
2n
− cos (2s+1)pi
2n
)
=
1
2
(
cos
pi
2n
− cos (2n−1)pi
2n
)
= cos
pi
2n
.
So by dividing sin pi2n for both sides, we can get
n−1
∑
s=1
sin
s
n
pi = cot
pi
2n
. (33)
As we also have
cos
spi
N
sin
pi
2n
=
1
2
(
sin
(2s+1)pi
2n
− sin (2s−1)pi
2n
)
.
Therefore, we can get(
n−1
∑
s=1
cos
s
n
pi
)
· sin pi
2n
=
1
2
n−1
∑
s=1
(
sin
(2s+1)pi
2n
− sin (2s−1)pi
2n
)
=
1
2
(
sin
(2n−1)pi
2n
− sin pi
2n
)
= 0,
which implies
n−1
∑
s=1
cos
s
n
pi = 0. (34)
As we also have
sin
s
n
pi · sin pi
2n
= cos
(2s−1)pi
2n
− cos (2s+1)pi
2n
,
the following can be derived:(
n−1
∑
s=1
ssin
s
n
pi
)
· sin pi
2n
=
1
2
n−1
∑
s=1
s ·
(
cos
(2s−1)pi
2n
− cos (2s+1)pi
2n
)
. (35)
Since we have
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n−1
∑
s=1
s ·
(
cos
(2s−1)pi
2n
− cos (2s+1)pi
2n
)
=
n−1
∑
s=1
cos
(2s−1)pi
2n
− (n−1)cos (2n−1)pi
2n
=
n−1
∑
s=1
(
cos
s
n
pi cos
pi
2n
+ sin
s
n
pi sin
pi
2n
)
+(n−1)cos pi
2n
,
by plugging the above as well as (33) and (34) into (35), we can get(
n−1
∑
s=1
ssin
s
n
pi
)
· sin pi
2n
=
1
2
(
n−1
∑
s=1
(
cos
s
n
pi cos
pi
2n
+ sin
s
n
pi sin
pi
2n
)
+(n−1)cos pi
2n
)
=
1
2
(
0+ cos
pi
2n
)
+
n−1
2
cos
pi
2n
=
n
2
cos
pi
2n
. (36)
Similarly, since we have
cos
s
n
pi · sin pi
2n
= sin
(2s+1)pi
2n
− sin (2s−1)pi
2n
,
by using the similar strategy, we can get(
n−1
∑
s=1
scos
s
n
pi
)
· sin pi
2n
=−1
2
cos
pi
2n
cot
pi
2n
+
n−1
2
sin
pi
2n
. (37)
Therefore, dividing both the equations (36) and (37), we can get
n−1
∑
s=1
ssin
s
n
pi =
n
2
cot
pi
2n
, (38)
n−1
∑
s=1
scos
s
n
pi =−1
2
cot2
pi
2n
+
n−1
2
. (39)
Since the following holds true,(
n−1
∑
s=1
s2 cos
s
n
pi
)
·sin pi
2n
=
1
2
{
−
n−1
∑
s=1
(2s−1)sin (2s−1)pi
2n
+(n−1)2 sin 2n−1
2n
pi
}
,
by simplifying the above equation we can get
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n−1
∑
s=1
s2 cos
s
n
pi
)
· sin pi
2n
= −
n−1
∑
s=1
s
(
sin
s
n
pi cos
pi
2n
− cos s
n
pi sin
pi
2n
)
+
1
2
n−1
∑
s=1
(
sin
s
n
pi cos
pi
2n
− cos s
n
pi sin
pi
2n
)
+
(n−1)2
2
sin
pi
2n
= −
(
n−1
∑
s=1
ssin
s
n
pi
)
cos
pi
2n
+
(
n−1
∑
s=1
scos
s
n
pi
)
sin
pi
2n
+
1
2
(
n−1
∑
s=1
sin
s
n
pi
)
cos
pi
2n
−1
2
(
n−1
∑
s=1
cos
s
n
pi
)
sin
pi
2n
+
(n−1)2
2
sin
pi
2n
.
Plugging (33), (34), (38), and (39) into the above, we can get(
n−1
∑
s=1
s2 cos
s
n
pi
)
· sin pi
2n
=−1
2
cot2
pi
2n
sin
pi
2n
+
n(n−1)
2
sin
pi
2n
.
Therefore, dividing sin pi2n on each side, we get
n−1
∑
s=1
s2 cos
s
n
pi =−n
2
cot2
pi
2n
+
n(n−1)
2
.
uunionsq
Proposition 2.
2
n−1
∑
s=1
(n− s) f (s) = n
pi
cot
pi
2n
+
1
2
cot2
pi
2n
− n
2
+
1
2
.
Proof. According to the definition of function f (s) in (42), we have
2
n−1
∑
s=1
(n− s) f (s)
= 2
n−1
∑
s=1
(n− s)
(
1
pi
sin
s
n
pi+
(
1
2
− s
n
)
cos
s
n
pi
)
=
2n
pi
n−1
∑
s=1
sin
s
n
pi− 2
pi
n−1
∑
s=1
ssin
s
n
pi+n
n−1
∑
s=1
cos
s
n
pi−3
n−1
∑
s=1
scos
s
n
pi+
2
n
n−1
∑
s=1
s2 cos
s
n
pi.
Applying Proposition 1,we have
2
n−1
∑
s=1
(n− s) f (s) = n
pi
cot
pi
2n
+
1
2
cot2
pi
2n
− n
2
+
1
2
. uunionsq
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7.4 Proof of Theorem 3
Proof. Recall that ui can be rewritten as
ui = e
√−1 ipin , i = 0,1, . . . ,n−1.
And we have
E
v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2

= C2n E
v∼Unif(S1)

(
n
∑
i=1
∣∣uTi v∣∣
)2−2Cn Ev∼Unif(S1)
{
n
∑
i=1
∣∣uTi v∣∣
}
+1
= C2n
n
∑
i=1
E
v∼Unif(S1)
(∣∣uTi v∣∣2)+2C2n ∑
1≤i< j≤N
E
v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣)
−2Cn
n
∑
i=1
E
v∼Unif(S1)
{∣∣uTi v∣∣}+1. (40)
So we will find out the expected squared error, if for all i, j = 1, . . . ,n, we can get
the values of
E
v∼Unif(S1)
(∣∣uTi v∣∣2) , E
v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣) , E
v∼Unif(S1)
{∣∣uTi v∣∣} .
In order to calculate E
v∼Unif(S1)
(∣∣uTi v∣∣2), we let ui =(1,0)′ and v=(cosθ ,sinθ)′
without loss of generality. Then,
E
v∼Unif(S1)
(∣∣uTi v∣∣2)= E
θ∼Unif(0,2pi)
cos2 θ =
1
2
+
1
2 Eθ∼Unif(0,2pi)
cos2θ =
1
2
.
Without loss of generality, assume 〈ui,u j〉= snpi, for all 1≤ i, j≤ n, i 6= j, which
means we can assume
ui = (1,0)′,u j = (cos
s
n
pi,sin
s
n
pi)′,s = 1,2, . . . ,n−1.
Therefore, we have∣∣uTi v∣∣ · ∣∣uTj v∣∣ = |cosθ | ∣∣∣cosθ cos snpi+ sinθ sin snpi∣∣∣
=
∣∣∣cos2 θ cos s
n
pi+ cosθ sinθ sin
s
n
pi
∣∣∣ .
As the following equations hold,
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cos2 θ =
1+ cos2θ
2
and cosθ sinθ =
sin2θ
2
,
quantity
∣∣uTi v∣∣ · ∣∣∣uTj v∣∣∣ can be further written as
∣∣uTi v∣∣ · ∣∣uTj v∣∣ = 12 ∣∣∣cos2θ cos snpi+ sin2θ sin snpi+ cos snpi∣∣∣
=
1
2
∣∣∣cos(2θ − s
n
pi
)
+ cos
s
n
pi
∣∣∣ .
So E
v∼Unif(S1)
(∣∣uTi v∣∣ · ∣∣∣uTj v∣∣∣) can be rewritten as follows:
E
v∼Unif(S1)
(∣∣uTi v∣∣ · ∣∣uTj v∣∣)
=
1
2 Eθ∼Unif(0,2pi)
{∣∣∣cos(2θ − s
n
pi
)
+ cos
s
n
pi
∣∣∣}
=
1
2
× 1
2pi
 pi∫
0
+
2pi∫
pi
∣∣∣cos(2θ − s
n
pi
)
+ cos
s
n
pi
∣∣∣dθ .
As we have
2pi∫
pi
∣∣∣cos(2θ − s
n
pi
)
+ cos
s
n
pi
∣∣∣dθ
=
pi∫
0
∣∣∣cos(2θ − s
n
pi
)
+ cos
s
n
pi
∣∣∣dθ = pi∫
0
∣∣∣cos(2θ)+ cos s
n
pi
∣∣∣dθ
=
∫ pi
2 +
s
2npi
− pi2 + s2npi
∣∣∣cos(2θ)+ cos s
n
pi
∣∣∣dθ ,
we can get
E
v∼Unif(S1)
(∣∣uTi v∣∣ · ∣∣uTj v∣∣)= 12pi
∫ pi
2− s2npi
− pi2 + s2npi
∣∣∣cos(2θ)+ cos s
n
pi
∣∣∣dθ . (41)
By breaking the integral interval (−pi2 + s2npi, pi2 + s2npi) into two subintervals, (−pi2 +
s
2npi,
pi
2 − s2npi) and (pi2 − s2npi, pi2 + s2npi), we have∣∣∣cos2θ + cos s
n
pi
∣∣∣={cos2θ + cos snpi, θ ∈ (−pi2 + s2npi, pi2 − s2npi),−(cos2θ + cos snpi) , θ ∈ (pi2 − s2npi, pi2 + s2npi).
Combining (41), we get
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E
v∼Unif(S1)
(∣∣uTi v∣∣ · ∣∣uTj v∣∣)
=
1
2pi
(∫ pi
2− s2npi
− pi2 + s2npi
+
∫ pi
2 +
s
2npi
pi
2− s2npi
)∣∣∣cos2θ + cos s
n
pi
∣∣∣dθ
=
1
2pi
{∫ pi
2− s2npi
− pi2 + s2npi
(
cos2θ + cos
s
n
pi
)
dθ −
∫ pi
2 +
s
2npi
pi
2− s2npi
(
cos2θ + cos
s
n
pi
)
dθ
}
=
1
2pi
{
2sin
s
n
pi+
(
pi− 2s
N
pi
)
cos
s
n
pi
}
=
1
pi
sin
s
n
pi+
(
1
2
− s
n
)
cos
s
n
pi.
If we define
f (s) =
1
pi
sin
s
n
pi+
(
1
2
− s
n
)
cos
s
n
pi,s = 0,1,2, · · · ,n−1. (42)
Then we will get
E
v∼Unif(S1)
(∣∣uTi v∣∣2) = f (0),
E
v∼Unif(S1)
(∣∣uTi v∣∣ · ∣∣uTj v∣∣) = f (s), where 〈ui,u j〉= snpi,s = 1,2, · · · ,n−1. (43)
Similarly, without loss of generality, if we assume ui = (1,0)′,v= (cosθ ,sinθ)′,
the following holds,
E
v∼Unif(S1)
{∣∣uTi v∣∣}= E
θ∼Unif(−pi,pi)
|cosθ |= 2
pi
2∫
− pi2
1
2pi
cosθdθ =
2
pi
. (44)
Recall that we have
Cn =
2
Vmin+Vmax
, where Vmin = min
v:‖v‖=1
n
∑
i=1
∣∣uTi v∣∣ ,Vmax = max
v:‖v‖=1
n
∑
i=1
∣∣uTi v∣∣ .
From (32) we can easily verify that
Vmin+Vmax = 2
n−1
∑
k=1
sin
kpi
2n
+1.
Therefore, Cn can be derived:
Cn =
2
2
n−1
∑
k=1
sin kpi2n +1
. (45)
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As we have
sin
kpi
2n
· sin pi
4n
=
1
2
(
cos
(2k−1)pi
4n
− cos (2k+1)pi
4n
)
,
we can get
sin
pi
4n
(
n−1
∑
k=1
sin
kpi
2n
)
=
1
2
n−1
∑
k=1
(
cos
(2k−1)pi
4n
− cos (2k+1)pi
4n
)
=
1
2
(
cos
pi
4n
− sin pi
4n
)
,
which leads to
n−1
∑
k=1
sin
kpi
2n
=
1
2
(
cos pi4n − sin pi4n
)
sin pi4n
=
1
2
cot
pi
4n
− 1
2
. (46)
Therefore, by plugging (46) into (45), we have
Cn =
2
cot pi4n
= 2tan
pi
4n
.
If we plug in (40) with (43) and (44), we can get
E
v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2

= C2n
n
∑
i=1
E
v∼Unif(S1)
(∣∣uTi v∣∣2)+2C2n ∑
1≤i< j≤N
E
v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣)
−2Cn
n
∑
i=1
E
v∼Unif(S1)
{∣∣uTi v∣∣}+1
= 4tan2
pi
4n
(
n
2
+2
n−1
∑
s=1
(n− s) f (s)
)
− 8N
pi
tan
pi
4n
+1. (47)
In order to calculate the part
n−1
∑
s=1
(n− s) f (s) in (47), we need the Proposition 2.
Applying Proposition 2 on (47), we get
E
v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2

= 4tan2
pi
4n
(
n
2
+
n
pi
cot
pi
2n
+
1
2
cot2
pi
2n
− n
2
+
1
2
)
− 8n
pi
tan
pi
4n
+1
= 2tan2
pi
4n
cot2
pi
2n
+
4n
pi
tan2
pi
4n
cot
pi
2n
+2tan2
pi
4n
− 8n
pi
tan
pi
4n
+1. (48)
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As tanx→ x, as x→ 0, we can get
E
v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2
 −→ 2 pi216n2 4n2pi2 + 4npi pi216n2 2npi +2 pi216n2 − 8npi pi4n +1
=
pi2
8n2
. uunionsq
7.5 Proof of Theorem 4
Proof. Monte Carlo method uses random directions to approximate the norm, which
means
ui ∼ Unif(S1), i.i.d.
We also know that
E
ui,v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2

= C2n E
ui,v∼Unif(S1)

(
n
∑
i=1
∣∣uTi v∣∣
)2−2Cn Eui,v∼Unif(S1)
{
n
∑
i=1
∣∣uTi v∣∣
}
+1
= C2n
n
∑
i=1
E
ui,v∼Unif(S1)
(∣∣uTi v∣∣2)+2C2n ∑
1≤i< j≤N
E
ui,u j ,v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣)
−2Cn
n
∑
i=1
E
ui,v∼Unif(S1)
{∣∣uTi v∣∣}+1, (49)
where Cn satisfies
Cn ·
∫
ui∈S1
n
∑
i=1
∣∣uTi v∣∣dui = 1,
which implies
Cn =
pi
2n
.
We can find out the expected squared error if we can get the values of
E
ui,v∼Unif(S1)
(∣∣uTi v∣∣2) ,
E
ui,u j ,v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣) ,
E
ui,v∼Unif(S1)
{∣∣uTi v∣∣} , for all i, j = 1, · · · ,n.
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Let ui =(cosφ ,sinφ)′,v=(cosθ ,sinθ)′,where φ ∼Unif(0,2pi),θ ∼Unif(0,2pi).
Then the above three can be computed as follows:
E
ui,v∼Unif(S1)
(∣∣uTi v∣∣2)
= E
φ ,θ∼Unif(0,2pi)
cos2(φ −θ) = E
φ∼Unif(0,2pi)
[
E
θ∼Unif(0,2pi)
[
cos2(φ −θ)|φ]]
=
1
2
,
and
E
ui,u j ,v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣)
= E
φi,φ j ,θ∼Unif(0,2pi)
{|cos(θ −φi)| ∣∣cos(θ −φ j)∣∣}
= E
φ j ,θ∼Unif(0,2pi)
{
E
φi∼Unif(0,2pi)
[|cos(θ −φi)| [∣∣cos(θ −φ j)∣∣ |φ j,θ]}
= E
φ j ,θ∼Unif(0,2pi)
{∣∣cos(θ −φ j)∣∣ · 2pi
}
= E
θ∼Unif(0,2pi)
{
E
φ j∼Unif(0,2pi)
[
|cos(θ −φ j)| · 2pi |θ
]}
= E
θ∼Unif(0,2pi)
[
2
pi
· 2
pi
]
=
4
pi2
,
and
E
ui,v∼Unif(S1)
{∣∣uTi v∣∣}
= E
φ ,θ∼Unif(0,2pi)
|cos(φ −θ)|= E
φ∼Unif(0,2pi)
[
E
θ∼Unif(0,2pi)
[|cos(φ −θ)| |φ ]
]
= E
φ∼Unif(0,2pi)
2
pi
=
2
pi
.
Therefore by plugging the above results into (49), we eventually get
E
ui,v∼Unif(S1)

∣∣∣∣∣Cn n∑i=1
∣∣uTi v∣∣−1
∣∣∣∣∣
2

=
pi2
4N2
(
N · 1
2
+2
N(N−1)
2
4
pi2
)
−2 pi
2n
·N · 2
pi
+1 =
pi2−8
8N
. uunionsq
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7.6 Proof of Lemma 1
Proof. Recall that we have
Vmax = max
v:||v||2=1
n
∑
i=1
∣∣uTi v∣∣= max
v:||v||2=1
max
si∈{1,−1}
(
n
∑
i=1
siuTi
)
v, (50)
where the second equality is based on a standard trick in optimization [Bradley et al.,
1977, Chapter 9.2(ii)].
The following is an application of the Cauchy-Schwartz inequality:
(
n
∑
i=1
siuTi
)
v≤
√√√√∥∥∥∥∥ n∑i=1 siui
∥∥∥∥∥
2
2
||v||22 =
∥∥∥∥∥ n∑i=1 siui
∥∥∥∥∥ ,
where the equality is due to the condition ‖v‖= 1.
In the first part, the equality holds if and only if |v j|= c
∣∣∣∣∣
(
n
∑
i=1
siui
)
j
∣∣∣∣∣ , j = 1, ..., p.
Apparently, we must have c =
∥∥∥∥ n∑
i=1
siui
∥∥∥∥−1 (because of ‖v‖= 1).
So we can have
v =
n
∑
i=1
siui∥∥∥∥ n∑
i=1
siui
∥∥∥∥ . (51)
Combining (51) and (50), we have (11). uunionsq
7.7 Proof of Lemma 2
Proof. We start with a special case: the linear subspace is Rp(the entire space).
Obviously the n hyperplanes{
y : uTi y = 0
}
, for i = 1,2, ...,n
divide the sphere Sp−1 into at most 2n sectors. Within each sector, function f (v) is
strictly linear, therefore the minima cannot be an interior point. Recall a boundary
point v must have uTj v = 0 for at least one j,1≤ j ≤ n.
Now we consider a linear subspace with dimension less than p, say, k. Let
b1, ...,bk be the orthonormal basis of such a linear subspace, we have ∀x ∈Ω ,
x =
k
∑
j=1
c jb j,
34 Chuanping Yu and Xiaoming Huo
and
k
∑
j=1
c2j = 1,(Because we have ‖x‖= 1).
Therefore, we have
f (v) =
n
∑
i=1
∣∣uTi v∣∣= n∑
i=1
∣∣∣∣∣uTi k∑j=1 c jb j
∣∣∣∣∣= n∑i=1
∣∣∣∣∣ k∑j=1 c j(uTi b j)
∣∣∣∣∣= n∑i=1
∣∣hTi c∣∣ ,
where c = (c1, ...,ck)T and hTi =
(
uTi b1, ...,u
T
i bk
)
, i = 1, ...,n. Note that in the early
part of this proof, the ui can be arbitrary.
The above derivation indicates that the latter case can be converted into the for-
mer case, as c ∈ Rk is from the entire space. So we can get
hTi c = 0 for at least one i,1≤ i≤ n.
As hTi c = u
T
i
(
k
∑
j=1
b jc j
)
, the above is equivalent to
uTi
(
k
∑
j=1
b jc j
)
= 0 for at least one i,1≤ i≤ n.
Quantity
k
∑
j=1
b jc j can also be denoted as v, because any vector on the space is a
linear combination of the orthonormal basis b1, ...,bk.
From all the above, we proved the lemma. uunionsq
7.8 Proof of Lemma 3
Proof. For notational simplicity, let us donate Ω = Ω(vmin). We can easily verify
the following
rank(Ω)≤ p−1.
Otherwise (i.e., rank(Ω) = p), by the definition of Ω , we will have vmin = 0. Now
we show that
rank(Ω)≥ p−1.
We use contradiction. Let us assume that rank(Ω) < p− 1. Define the following
complementary set
Ω⊥ = {x : ‖x‖= 1,x⊥Ω} ,
where x⊥Ω stands for that x is perpendicular to the linear space that is spanned by
all the u j’s in Ω . Because vmin is a minimizer, we have that
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f (vmin) = min
v∈Ω⊥
f (v) = min
v∈Ω⊥
n
∑
i=1
∣∣uTi v∣∣= min
v∈Ω⊥ ∑ui 6∈Ω
∣∣uTi v∣∣
Note that if rank(Ω)< p−1, we have dim(Ω⊥)≥ 2.
By Lemma 2, we can declare that there exists u j 6∈Ω , uTj vmin = 0. However, this
contradicts to the definition of Ω , which is supposed to be the maximal subset. uunionsq
7.9 Proof of Theorem 5
Proof. When n = p, we have
f (v) = |uT1 v|+ |uT2 v|+ ...+ |uTp v|, for u1, ...up,v ∈ Sp−1.
According to the Lemma 3, we have
rank(Ω(vmin)) = p−1,
where Ω(vmin) =
{
u j : uTj vmin = 0
}
, and vmin is the minimizer of f (v). So the min-
imizer of f (v) must satisfy that it is orthogonal to p−1 linearly independent u j’s.
Assume every p−1 u j’s are linearly independent. Then the minimizer is among
the vectors that are orthogonal to any p− 1 u j’s. We know there are
( p
p−1
)
= p
different combinations of u j’s, and each combination is correspond to 2 unit vectors
orthogonal to one of the p−1 u j’s. (These 2 unit vectors are the two directions that
are orthogonal to a p− 1 spaces in Rp.) Thus there are totally 2p unit vectors that
might be the minimizer of f (v).
Suppose p of the 2p unit vectors are those whose first nonzero entry is posi-
tive. Denote them as v−(1),v−(2), ...,v−(p). Then the other p unit vectors would be
−v−(1),−v−(2), ...,−v−(p). Suppose that for any i∈{1,2, ..., p}, v−(1),v−(2), ...,v−(p)
satisfy (
v−(i)
)T
u j = 0,∀ j 6= i, j ∈ {1,2, ..., p}.
Thus the minimum value of f (v) can be upper bounded by the average of the func-
tion values of the p unit vectors:
min
v
f (v)≤ 1
p
p
∑
i=1
f (v−(i)). (52)
We can also bound the maximum value of f (v) by some value:
max
v
f (v)≥ max
si=±1
f

p
∑
i=1
siv−(i)
‖
p
∑
i=1
siv−(i)‖
 . (53)
36 Chuanping Yu and Xiaoming Huo
Because we have
f

p
∑
i=1
siv−(i)
‖
p
∑
i=1
siv−(i)‖
= f
(
p
∑
i=1
siv−(i)
)
‖
p
∑
i=1
siv−(i)‖
,
and
f
(
p
∑
i=1
siv−(i)
)
=
p
∑
j=1
∣∣∣∣∣uTj
(
p
∑
i=1
siv−(i)
)∣∣∣∣∣= p∑j=1
∣∣∣∣∣ p∑i=1 siuTj v−(i)
∣∣∣∣∣= p∑j=1
∣∣∣s juTj v−( j)∣∣∣
=
p
∑
j=1
∣∣∣uTj v−( j)∣∣∣= p∑
j=1
f
(
v−( j)
)
,
we can get
f

p
∑
i=1
siv−(i)
‖
p
∑
i=1
siv−(i)‖
=
p
∑
j=1
f
(
v−( j)
)
‖
p
∑
i=1
siv−(i)‖
.
So (53) becomes
max
v
f (v)≥ max
si=±1
p
∑
i=1
f (v−(i))∥∥∥∥ p∑
i=1
siv−(i)
∥∥∥∥ =
p
∑
i=1
f (v−(i))
min
si=±1
∥∥∥∥ p∑
i=1
siv−(i)
∥∥∥∥ . (54)
Based on (52) and (54), we can get
min
v
f (v)
max
v
f (v)
≤
1
p
p
∑
i=1
f (v−(i))
p
∑
i=1
f (v−(i))
min
si=±1
∥∥∥∥ p∑
i=1
siv−(i)
∥∥∥∥
=
1
p
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥ .
So we have
max
u1,...up
min
v
f (v)
max
v
f (v)
≤ 1
p
max
u1,...up
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥ . (55)
Since solving the problem
max
u1,...up
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥
is equivalent to solving
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max
u1,...up
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥
2
,
we will try to solve the latter one in the following. We have
max
u1,...up
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥
2
= max
u1,...up
min
si=±1
sTΣs,
where we have Σ ∈ Rp×p and
Σ =

1
(
v−(1)
)T
v−(2)
(
v−(1)
)T
v−(3) · · ·
(
v−(1)
)T
v−(p)(
v−(2)
)T
v−(1) 1
(
v−(2)
)T
v−(3) · · ·
(
v−(2)
)T
v−(p)
· · · · · · · · · · · · · · ·(
v−(p)
)T
v−(1)
(
v−(p)
)T
v−(2)
(
v−(p)
)T
v−(3) · · · 1
 .
We claim that min
si=±1
sTΣs is upper bounded by p, and min
si=±1
sTΣs = p when
(
v−(i)
)T
v−( j) = 0,∀i 6= j.
We can see that if there are some i, j (i 6= j), such that
(
v−(i)
)T
v−( j) 6= 0, then
there exists some s, such that sTΣs≤ p. Suppose there does not exist such s, which
means for any s, the following holds,
sTΣs> p. (56)
Since we have
∑
si=±1
sTΣs = ∑
s∈{s:sk=±1}
∑
i, j
sis jΣi j = ∑
s∈{s:sk=±1}
(
p+∑
i6= j
sis jΣi j
)
= 2p p+ ∑
s∈{s:sk=±1}
∑
i6= j
sis jΣi j = 2p p,
this will lead to ∑
si=±1
sTΣs > 2p p, which is a contradiction of (56). So we proved
that our claim is true, which says
min
si=±1
sTΣs≤ p,
and when
(
v−(i)
)T
v−( j) = 0,∀i 6= j, which means Σ = Ip, we have min
si=±1
sTΣs = p.
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We know that v−(i)’s only depends on ui’s, and when uTi u j = 0,∀i 6= j, we have(
v−(i)
)T
v−( j) = 0,∀i 6= j. So when the following holds,
uTi u j = 0,∀i 6= j,
min
si=±1
sTΣs achieves the maximum value, which is p. Therefore we get
max
u1,...up
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥
2
= max
u1,...up
min
si=±1
sTΣs = p,
which leads to
max
u1,...up
min
si=±1
∥∥∥∥∥ p∑i=1 siv−(i)
∥∥∥∥∥=√p. (57)
Based on (55) and (57), we have
max
u1,...up
min
v
f (v)
max
v
f (v)
≤
√
p
p
. (58)
Next if we can prove that when uTi u j = 0,∀i 6= j, the following holds,
min
v
f (v)
max
v
f (v) =
√
p
p ; combined with (58), we can arrive at the conclusion and finish the proof of the
Lemma.
Let us assume
uTi u j = 0,∀i 6= j.
Without loss of generality, we can assume ui = ei,∀i 6= j, where ei’s are the basic
vectors of Rp. Then the following holds,
f (v) =
p
∑
i=1
|vi|,v ∈ Sp−1.
We can easily verify the following, min
v
f (v) = 1, and max
v
f (v) =
√
p. So when
uTi u j = 0,∀i 6= j, we have
min
v
f (v)
max
v
f (v)
=
√
p
p
.
Combined what we get from (58), that is,
√
p
p is the upper bound of maxu1,...up
min
v
f (v)
max
v
f (v) ,
we finished the proof. uunionsq
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7.10 Proof of Lemma 4
Proof. As we have
min
x:‖x‖=1,〈x,v〉=θ
‖x+B‖2 = min
x:‖x‖=1,〈x,v〉=θ
1+‖B‖2+2〈x,B〉 ,
the problem (17) is equivalent to
min
x:‖x‖=1,〈x,v〉=θ
〈x,B〉 . (59)
Suppose x∗ is the solution to the above problem (17). Then x∗ is the farthest point
to B on the circle that satisfies the constraints ‖x‖ = 1,〈x,v〉 = θ . The three points
x∗,v, and B must be on a same plane. Therefore, we can assume
x∗ = av+bB. (60)
Bringing (60) into (59), we have
min
x:‖x‖=1,〈x,v〉=θ
〈x,B〉= min
a,b:‖av+bB‖=1,〈av+bB,v〉=θ
〈av+bB,B〉 ,
which is equivalent to
min
a,b
avT B+bBT B (61)
s.t.
{
a2+b2‖B‖2+2abvT B = 1
a+bvT B = cosθ .
(62)
Bringing the second equation in the constraints (62), that is,
a = cosθ −bvT B (63)
into (61), we have
min
b
vT Bcosθ +b
(
BT B− (vT B)2)
s.t. b2
(
BT B− (vT B)2)+ cosθ 2 = 1. (64)
Then the solution to (64) is
b =± sinθ√
BT B− (vT B)2 .
Since BT B− (vT B)2 ≥ 0, the minimum is achieved when
b =− |sinθ |√
BT B− (vT B)2 . (65)
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Combining (65) with (63), we can get the solution. uunionsq
7.11 Proof of Theorem 6
Proof. If θ ∈ [0,pi), the square of the denominator of (18) becomes
1+2vT Bcosθ +BT B−2sinθ
√
BT B− (vT B)2 = 1+BT B+2
√
BT Bsin(α−θ),
where
sinα =
vT B√
BT B
,
cosα =
√
BT B− (vT B)2√
BT B
.
Similarly, if θ ∈ [pi,2pi), then the square of the denominator of (18) becomes
1+2vT Bcosθ +BT B+2sinθ
√
BT B− (vT B)2 = 1+BT B+2
√
BT Bsin(α+θ),
where α is the same defined as above.
Hence, for θ ∈ [0,pi), we have
f (θ) =
|cosθ |+A√
1+BT B+2
√
BT Bsin(α−θ)
;
for θ ∈ [pi,2pi), we have
f (θ) =
|cosθ |+A√
1+BT B+2
√
BT Bsin(α+θ)
,
which is equivalent to
f (θ) =
|cosθ |+A√
1+BT B+2
√
BT Bsin(α+θ)
,
where θ ∈ [−pi,0), which is also equivalent to
f (θ) =
|cosθ |+A√
1+BT B+2
√
BT Bsin(α−θ)
,
where θ ∈ [0,pi).
So the problem we want to solve is actually to maximize
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f (θ) =
|cosθ |+A√
1+BT B+2
√
BT Bsin(α−θ)
on θ ∈ [0,pi).
Under the first order condition, we have that if θ ∗ maximizes f (θ), then 0 =
f ′(θ ∗).
When θ ∈ [0, pi2 ), the first order differentiable function of f (θ) can be written as
f ′(θ) =
−(1+BT B)sinθ +
√
BT B [cosα+Acos(α−θ)− sinθ sin(α−θ)](
1+BT B+2
√
BT Bsin(α−θ)
)3/2 ;
When θ ∈ [pi2 ,pi), the first order differentiable function of f (θ) can be written as
f ′(θ) =
(1+BT B)sinθ +
√
BT B [−cosα+Acos(α−θ)+ sinθ sin(α−θ)](
1+BT B+2
√
BT Bsin(α−θ)
)3/2 .
If we define function g(θ) as the following
g(θ) =

√
BT B [cosα+Acos(α−θ)− sinθ sin(α−θ)]
−(1+BT B)sinθ , if θ ∈ [0, pi2 ),√
BT B [−cosα+Acos(α−θ)+ sinθ sin(α−θ)]
+(1+BT B)sinθ if θ ∈ [pi2 ,pi),
Then our goal becomes to find the zeros of the function g(θ). uunionsq
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