The Internet transport infrastructure is moving toward a model of high-speed routers interconnected by intelligent optical core networks. A consensus is emerging in the industry on utilizing an IP-centric control plane within optical networks to support dynamic provisioning and restoration of lightpaths. At the same time, there are divergent views on how IP routers must interact with optical core networks to achieve end-to-end connectivity. This article describes the architectural alternatives for interconnecting IP routers over optical networks, considering the routing and signaling issues. Also, the application of IP-based protocols for dynamic provisioning and restoration of lightpaths, as well as the interworking of multivendor optical networks is described.
INTRODUCTION
The Internet transport infrastructure is moving toward a model of high-speed routers interconnected by intelligent optical core networks. A consensus is emerging in the industry on utilizing an IP-centric control plane within optical networks to support dynamic provisioning and restoration of lightpaths. Specifically, it is believed that IP routing protocols and multiprotocol label switching (MPLS) signaling protocols could be adapted for optical networking needs. At the same time, there are divergent views on how IP routers must interact with optical core networks to achieve end-to-end connectivity. This article considers the architectural aspects of interconnecting IP routers over optical networks, focusing on the routing and signaling issues.
The IP-over-optical-network model considered in this article is shown in Fig. 1 . Here, IP routers are attached to an optical core network, and connected to their peers over dynamically established switched lightpaths. The optical core itself is incapable of processing individual IP packets. The interaction between the IP routers and the optical core is over a well-defined signaling and routing interface, shown as the user-network interface (UNI).
The optical network shown in Fig. 1 consists of multiple optical subnetworks interconnected by optical links in a general topology (referred to as an optical mesh network [1] ). This network may consist of switches from multiple vendors, with each subnetwork containing switches from a single vendor. Each subnetwork is assumed to be meshconnected. The interaction between subnetworks is over a well-defined signaling and routing interface, shown as the network-network interface (NNI). The optical network essentially provides point-to-point connectivity between routers in the form of fixed-bandwidth lightpaths. The collection of lightpaths therefore defines the topology of the virtual network interconnecting IP routers. This topology may be static by design. In this case, the lightpaths may be provisioned "manually" (i.e., without any need for signaling protocols at the IP-optical interface). The more interesting case is when the interconnection topology can change dynamically; in this case, control protocols between IP and the optical network, as well as between optical subnetworks, are necessary for dynamic provisioning of paths. Another service the optical network provides is automatic restoration of lightpaths affected by failures. This service may be utilized by the IP routers to minimize traffic disruptions.
This article adopts a top-down approach in considering IP-over-optical-network issues. Later, the architectural choices for IP over optical networks are considered, leading to a description of signaling and routing approaches over the IPoptical UNI. The control protocols for automated provisioning and restoration of paths within a single optical subnetwork are described. The extension of these protocols for optical subnetwork interconnection over the NNI is described. Finally, our summary and conclusion are presented.
IP OVER OPTICAL NETWORK ARCHITECTURES INTERCONNECTION MODELS
To examine the architectural alternatives for IP over optical networks, it is important to distinguish between the data and control planes over the UNI. IP routers at the edge of the optical netBala Rajagopalan, Dimitrios Pendarakis, Debanjan Saha, Ramu S. Ramamoorthy, and Krishna Bala, Tellium, Inc.
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works must establish lightpaths before communication at the IP layer can begin. Thus, the IP data plane over optical networks is realized over an overlay network of lightpaths. On the other hand, IP routers and optical cross-connects (OXCs) can have a peer relation on the control plane, especially for implementation of a routing protocol that allows dynamic discovery of IP endpoints attached to the optical network. The IP-over-optical-network architecture is defined essentially by the organization of the control plane. The assumption in this article is that similar control planes are used in the IP and optical networks. Specifically, it is assumed that a control plane based on IP routing protocols and MPLS signaling protocols is used in the optical network. Depending on the service model, however, the control planes in the IP and optical networks can be loosely or tightly coupled. This coupling determines:
• The details of the topology and routing information advertised by the optical network across the UNI • The level of control IP routers can exercise in selecting specific paths for connections across the optical network The following interconnection models are possible for IP over optical networks [2] : • The peer model: Under this model, the IP and optical networks are treated together as a single integrated network managed and traffic engineered in a unified manner. In this regard, the OXCs are treated just like any other router as far as the control plane is concerned. Thus, from a routing and signaling point of view, there is no distinction between the UNI, the NNI, and any other router-to-router interface. A single routing protocol instance runs over both the IP and optical domains. The advantage of the peer model is that it allows seamless interconnection of IP and optical networks; its drawback is that it requires routing information specific to optical networks to be known to routers. This type of tight integration may not be practical in the near term.
• The overlay model: Under this model, the IP network routing, topology distribution, and signaling protocols are independent of the corresponding protocols in the optical network. This model is conceptually similar to classical IP over ATM, but applied to an optical subnetwork directly. The advantage of the overlay model is that it is the most practical for near-term deployment; its drawback is that it requires the creation and management of IP routing adjacencies over the optical network. • The interdomain model: Under this model, there are actually separate routing instances in the IP and optical domains, but information from one routing instance is passed through the other routing instance. For example, external IP addresses could be carried by the optical routing protocols to allow reachability information to be passed to IP clients. The interdomain model combines the best of the peer and overlay interconnection models; it is relatively easy to deploy compared to the peer model in the near term, but does not require the management of IP routing adjacencies over the optical network. The routing approaches to support these interconnection models are described below.
ROUTING APPROACHES
Integrated Routing -This routing approach supports the peer interconnection model. Under this approach, the IP and optical networks are assumed to run the same instance of an IP routing protocol, say, Open Shortest Path First (OSPF) [3] , with suitable "optical" extensions. These extensions capture optical link parameters and any constraints specific to optical networks. The topology and link state information maintained by all nodes (OXCs and routers) is identical. This permits a router to compute an end-to-end path to another router across the optical network. optical nodes. Specifically, a router must maintain information that potentially has meaning only within the optical network. Assuming that routers are programmed to apply the correct semantics for the optical network information, IP routers can compute full paths to other IP destinations across the network. For example, router R1 can compute the path R1-R2-R3-O3-O2-R4-R5. This path may be signaled hop-by-hop from R1 to R5, using the appropriate MPLS signaling protocols across the UNI and NNI, and within router and optical subnetworks. Once the path is established, however, the segment R3-O3-O2-R4 must be treated as a single virtual link between R3 and R4 of fixed capacity (e.g., OC-48) and perhaps advertised as such in further OSPF updates. The restoration of the lightpath within the optical network may be visible to all nodes in the network, thereby complicating the process.
Domain-Specific
Routing -This approach supports the interdomain interconnection model. Under this approach, routing within the optical and IP domains are separated, with a standard routing protocol running between domains. The interdomain IP routing protocol, Border Gateway Protocol (BGP) [4] , may be adapted for exchanging routing information between IP and optical domains. This would allow the routers to advertise IP address prefixes within their network to the optical network and to receive external IP address prefixes from the optical network, as shown in Fig. 3 . Here, networks 1-3 are assigned the IP address spaces indicated by the network prefixs x.y.c, a.b.c, and {x.y.a, x.y.b}. The propagation of the address prefixes from R4 to R3 through the optical network is shown. Exterior BGP (EBGP) is assumed to run between the IP routers and OXCs over the UNI (between border routers and border OXCs), and between neighboring OXCs over the NNI. Within the optical network, it is assumed that interior BGP (IBGP) is used between border OXCs within the same subnetwork. The IP address prefixes within the optical network are not advertised to routers using BGP. A border OXC receiving external IP prefixes from a router includes the IP address of the egress port before propagating these prefixes to other border OXCs or border routers. In the example illustrated in Fig. 3 , the port address of OXC O2 will be advertised along with the prefixes {x.y.a.*, x.y.b.*}. A border router receiving this information need not propagate the OXC address further, but must keep the association between external IP addresses and egress OXC addresses. When a specific external IP address is to be reached, the border router can determine if a lightpath has already been established to the appropriate egress OXC or a path must be newly established. Specific BGP mechanisms for propagating egress OXC addresses are to be determined, considering prior examples described in [5, 6] .
A virtual private optical network (VPON) is defined by a lightpath topology that interconnects client devices belonging to a specific administrative (or user) group. When VPONs are implemented, the address prefixes advertised by the border routers must be accompanied by some VPON identification (e.g., VPN IPv4 addresses, as defined in [6] , may be used). Border OXCs can then filter external addresses based on VPON identifiers before propagating them to routers; thus, a router would only receive external IP addresses belonging to its own VPON.
Overlay Routing -This routing approach supports the overlay interconnection model. Under this approach, the optical network implements a registry that allows border routers to register their IP addresses and VPON identifiers. A border router is allowed to query for external addresses belonging to the same set of VPONs to which it belongs. A successful query would return the address of the egress optical port through which the external destination can be reached.
Once border routers in a VPON receive the address of other border routers within their own VPON, they may construct a VPON topology dynamically through UNI signaling. Over this topology, the border routers may run their own IP routing protocol (e.g., OSPF). In this case, the lightpaths between the border routers will be represented as virtual links in the OSPF link state database. The initial topology may be modified dynamically, based on traffic engineering algorithms implemented in the border routers. Thus, the registration and query features described above provide a mechanism for bootstrapping end-to-end IP routing within the VPONs across the optical network.
OPTICAL NETWORK SERVICES
The routing models described above allow border routers to determine reachability to other border routers. Signaling between border routers and OXCs is used to invoke the following optical network services: • Lightpath creation: This allows a lightpath with the specified attributes to be created between a pair of optical network ports, identified by their IP addresses. Lightpath creation may be subject to network-defined policies (e.g., VPON restrictions) and security procedures. and interdomain interconnection models, explicit signaling at the UNI is used to invoke these services. This signaling could be based on MPLS signaling protocols, such as Resource Reservation Protocol (RSVP) or Label Distribution Protocol (LDP). Under the peer model these services may be invoked implicitly as part of end-to-end MPLS label-switched path (LSP) establishment [7] .
IP-CENTRIC CONTROL PROTOCOLS FOR OPTICAL SUBNETWORKS
Provisioning and restoring lightpaths end-to-end between IP networks requires protocol and signaling support within optical subnetworks and across the optical NNI. We consider the problem of controlling provisioning and restoration within a single optical subnetwork. Optical internetworking is considered later. The topology of a single optical subnetwork is illustrated in Fig. 1 . Here, neighboring OXCs may have multiple links between them. Each OXC shown in the figure is capable of switching a data stream from a given input port to a given output port. This switching function is controlled by appropriately configuring a cross-connect table. A lightpath from an ingress port in an OXC to an egress port in a remote OXC is established by setting up suitable cross-connects in the ingress and egress, and a set of intermediate OXCs such that a continuous physical path exists from the ingress to the egress port. Lightpaths are assumed to be bidirectional: the return path from the egress port to the ingress port follows the same route as the forward path.
The following mechanisms are required to support automated provisioning of lightpaths within a subnetwork: • Neighbor discovery: Automatic detection of links between neighboring OXCs and keeping track of their status (e.g., up/down, bandwidth availability) • Link state update: Collecting the link state information from each OXC to determine the current topology and link state characteristics of the entire subnetwork • Route computation: Computation of a route for the lightpath being set up, taking into account the bandwidth needs and other constraints specified for the path, and the state of the network • Path establishment: Establishing the crossconnects in each OXC in the computed route to realize the end-to-end path Considering restoration, there could be local and end-to-end mechanisms for restoration of lightpaths within a subnetwork. Local mechanisms are used to select an alternate link between two adjacent OXCs when a failure affects the primary link over which the (protected) lightpath is being routed. Local restoration does not affect the end-to-end route of the lightpath. When local restoration is not possible (e.g., no alternate link is available between the adjacent OXCs in question), end-to-end restoration may be performed. With this, the affected lightpath may be rerouted over an alternate path that completely avoids the OXCs or the link segment where the failure occurred. For end-to-end restoration, alternate paths are typically precomputed. Such backup paths may have to be physically diverse from the corresponding primary paths. Physical diversity means that the primary and its backup paths should not be routed along facilities which may be affected by the same failure. The "shared risk link group" (SRLG) concept has been developed to capture the classification of facilities that may be affected by the same failure. For instance, a single fiber may be one SRLG, indicating that all lightpaths routed over that fiber will be affected if the fiber is cut. Fibers bundled in the same conduit may be another SRLG. SRLG thus abstracts physical facilities into logical tags for links in the network topology. For end-to-end restoration, the primary and backup paths may be computed such that they do not contain links with the same SRLG tag.
Finally, end-to-end restoration may be based on two types of protection schemes: 1 + 1 or shared. Under 1 + 1 protection, a backup path is established for the protected primary path along a physically diverse route. Both paths are active, and a failure along the primary path results in immediate switchover to the backup path. Under shared protection, backup paths corresponding to different physically diverse primary paths may share the same network resources. When a failure affects a primary path, it is assumed that the same failure will not affect the other primary paths whose backups share resources. Thus, the backup path for a primary path may be precomputed, but is activated only after failure of the primary path has been determined. The control protocols related to dynamic provisioning and restoration are described later. Figure 4 illustrates a pair of topologically adjacent OXCs with multiple optical links between them. The following terminology is used: 
TERMINOLOGY
•
ADDRESSING
It is assumed that each OXC in the subnetwork has a unique IP address. This address may serve to identify the OXC, and as a basis for creating an IP-centric optical control plane. Provisioning a lightpath requires the identification of the OXC ports that originate and terminate the path. Such ports may be referred to by locally unique indices. In provisioning requests, endpoints are therefore referred to by the pair <OXC address, Index>. Additional addressing information pertaining to channels may be present. Since a pair of adjacent OXCs may have multiple bidirectional links between them, it may be impractical to identify each link separately in link state updates (as in traditional IP networks). The optical routing protocols, described later, may advertise an entire link bundle as a point-to-point bidirectional link with additional information that indicates the composition of the bundle.
THE IP CONTROL CHANNEL
For implementing an IP-centric control plane, it is necessary to have a bidirectional point-topoint control channel between neighboring OXCs. For instance, with SONET-based optical links, unused SONET overhead bytes may be used to define this control channel. Regardless of how the control channel is realized, it is assumed that there is exactly one IP control channel between neighboring OXCs. Furthermore, it is assumed that the control channel will be available as long as there is one functioning bidirectional logical link between two OXCs.
NEIGHBOR DISCOVERY
The first step toward networkwide link state determination is the discovery of the status of local links to all neighbors by each OXC. Specifically, each OXC must determine the up/down status of each optical link, the bandwidth and other parameters of the link, and the identity of the remote end of the link (e.g., remote port number). The last piece of information is used when signaling for lightpath provisioning. The determination of these parameters is based on a combination of manual configuration and Neighbor Discovery Protocol (NDP) running between adjacent OXCs.
NDP is a simple protocol running between adjacent OXCs. One instance of NDP runs for each port, communicating with the corresponding NDP instance at the neighboring OXC. With SONET-based optical links, the protocol utilizes the SONET overhead bytes to periodically transmit the (configured) local attributes to the neighbor. The NDP instance at the neighbor receives this information, and populates the appropriate fields of its local link state table. It then includes the received information as a form of acknowledgment in its own outgoing message. This way, two neighboring switches can automatically determine the identities of each other and the local connectivity. Table 1 illustrates the local link state table at OXC A depicted in Fig. 4 , indicating the parameters of the optical link terminating at various ports. This table has both configured information (local attributes) and information discovered using NDP (neighbor attributes). As illustrated in Fig. 4, ports 1-8 OC-48 links. Furthermore, it is assumed that six SRLGs are defined, one for each fiber connecting the OXCs (numbered 1-4 in Fig. 4 ) and one for each link bundle between the OXCs (numbered 12 and 13). Thus, a given optical link is mapped to two SRLGs, as shown in the table. 
LINK STATE UPDATE

ROUTE COMPUTATION
The link state information is used to compute routes for lightpaths being established. It is assumed that a request to establish a lightpath may originate from an IP router (over the UNI), a border node in another optical subnetwork (over the NNI), or a management system. This request is assumed to specify the source and destination ports, bandwidth required, restoration parameters, and other constraints on the path. In a fully distributed implementation, this request will be sent to the OXC that contains the source port. This OXC is then responsible for computing the route and establishing the path.
Route computation with constraints may be accomplished using a number of algorithms [8] . When 1 + 1 protection is used, a backup path must be computed that does not traverse any link which is part of the same SRLG as links in the primary path. The computation of a primary path together with a backup path may be based on algorithms such as the one described in [9] . These algorithms may be executed by the source OXC using just the optical link state information described earlier. Figure 5 illustrates the computation of a primary and a backup path in an example topology. Here, primary paths P1 and P3 are protected by backup paths P2 and P4, respectively. Each (primary, backup) pair is node-disjoint, and the link bundle <C1, C2> is assumed to have two bidirectional optical links free to accommodate the backup paths.
When shared protection is used, the route computation algorithm must take into account the possibility of sharing links among multiple backup paths. Under shared protection, the backup paths corresponding to SRLG-disjoint primary paths can be assigned the same links. The assumption here is that since the primary paths are not routed over links with the same SRLG, a given failure will affect only one of them. Furthermore, it is assumed that multiple failure events affecting links belonging to more than one SRLG will not occur concurrently. Under these assumptions, the computation of backup paths P2 and P4 for primary paths P1 and P3 shown in Fig. 5 can be considered. Here it is possible to assign a single bidirectional optical link in the bundle C1-C2 to both P2 and P4. Unlike 1+1 protection, the backup paths are not established a priori. Rather, a failure event triggers the establishment of a single backup path corresponding to the affected primary path.
The distributed implementation of route computation for shared backup paths requires knowledge on the routing of all primary and backup paths at every node. This raises scalability concerns. For this reason, it may be practical to consider centralization of the route computation algorithm in a route server that has complete knowledge of link state and path routes. Heuristics for fully distributed route computation without complete knowledge of path routes are to be determined. Path computation for restoration is further described in [10] .
PATH ESTABLISHMENT
The MPLS architecture for IP networks defines protocols for establishing LSPs [11] . LSPs are similar to virtual circuits, and the signaling protocols to establish LSPs may be adapted for pro- visioning paths in optical networks. There are two choices for MPLS-based signaling protocols: a version of RSVP [12] or Constraint Routed LDP (CR-LDP) [13] . There are some differences between the operation of RSVP and CR-LDP, but both essentially allow hop-by-hop signaling from a source to a destination node to establish unidirectional LSPs. Not all the features presently found in these protocols are necessary to support lightpath provisioning. On the other hand, certain new features must be introduced in these protocols for lightpath provisioning, including support for establishing bidirectional paths, support for switches without wavelength conversion, support for establishing shared backup paths, and fault tolerance. An example of establishing primary and shared backup paths using CR-LDP signaling is illustrated in Fig. 6 . Here, a CR-LDP Label Request message propagates hop by hop from A to D to establish the primary path. This message has the path identifier, destination OXC address and port information, path route, path parameters, local port selected at the previous hop, and so on. The destination OXC establishes the local cross connect for the path, and returns a Label Response message to the previous hop. Each OXC receiving the message establishes the local cross-connects for the path and forwards the message to the previous hop. The establishment of a shared backup path, A-E-F-D, is also shown in the figure. The shared request and response messages are treated in a manner similar to the label request and response messages. Link capacity, however, is not assigned to shared paths until restoration is invoked.
END-TO-END RESTORATION
End-to-end restoration relies on preprovisioned backup paths. As described earlier, two types of protection schemes, 1 + 1 and shared, are considered. Under both these schemes, restoration has two phases: propagation of failure information to the source OXC, and activation of the backup path. The signaling for these two phases must be very fast in order to realize response times on the order of tens of milliseconds. When optical links are SONET-based, in-band signals may be used, resulting in quick response. Another possibility is fast signaling over the IP control channel using very short packets and prioritized processing. Considering the primary and shared backup paths shown in Fig. 6 , fast signaling for failure propagation and restoration is shown in Fig. 7 . When a failure occurs on link C-D (in either the forward or reverse direction), it is detected using NDP. A designated OXC, in this case C, sends a failure notification message toward the source of the affected lightpath. This message is sent, as a single short IP packet with a separate protocol ID field, over the IP control channel with highest priority. At each hop an OXC forwards the message to the next OXC and also sends a failure acknowledge message to the previous hop. When the source OXC receives the message, it sends an establish path message with a path identifier indicating the backup path. This message is forwarded along the preconfigured backup route to the destination. The destination then generates an establish ack message toward the source. It also establishes its cross-connect table appropriately to activate the backup path. Each OXC receiving the establish ack message also does the same and forwards the message toward the source. Finally, the source establishes suitable cross-connect entries and starts forwarding traffic over the new path. At this point, it may use RSVP or CR-LDP signaling to release the old path.
OPTICAL INTERNETWORKING
Ideally, a set of interconnected optical subnetworks must be functionally similar to a single optical subnetwork. Thus, it must be possible to dynamically provision and restore lightpaths across optical subnetworks. Therefore:
• A standard scheme to uniquely identify lightpath endpoints in different subnetworks is required.
• A protocol is required to determine reachability of endpoints across subnetworks.
• A standard signaling protocol is required to provision lightpaths across subnetworks. • A standard procedure is required to restore lightpaths across subnetworks. • It should be possible to apply proprietary provisioning and restoration procedures for the segment of a lightpath passing through a given subnet. The IP-centric control architecture for optical subnetworks can be extended to satisfy the functional requirements of optical internetworking. An optical NNI can be defined to standardize the routing and signaling interaction between optical subnetworks. For the joint control and management of the network, integration of the subnetwork management systems is required. The functionality provided across the NNI is as follows.
NEIGHBOR DISCOVERY
NDP can be used for this. Indeed, a single protocol could be standardized for neighbor discovery within and across subnetworks.
THE ADDRESSING AND ROUTING MODEL
The node and port addressing scheme described can be used to identify OXCs and ports in each subnetwork. It is essential that the OXC IP addresses be unique networkwide.
Provisioning an end-to-end lightpath across multiple subnetworks involves the establishment of path segments in each subnetwork sequentially. Thus, a path segment is established from the source OXC to a border OXC in the source subnetwork. From this border OXC, signaling across the NNI is used to establish a path segment to a border OXC in the next subnetwork. Provisioning then continues in the next subnetwork and so on until the destination OXC is reached. This procedure is shown in Fig. 8 , assuming CR-LDP is used within subnetworks along with a standardized signaling protocol across the NNI.
A version of BGP may be used to determine the routes to destinations across subnetworks. Using exterior BGP, adjacent border OXCs in different subnetworks can exchange reachability of OXCs and other external IP endpoints (border routers). Using interior BGP, the same information is propagated from one border OXC to others in the same subnetwork. Thus, every border OXC eventually learns of all IP addresses reachable across different neighboring subnetworks. These addresses may be propagated to other OXCs within the subnetwork, thereby allowing them to select appropriate border OXCs as exit points for external destinations. To support VPONs, the external reachability information should include VPON identifiers.
RESTORATION
It is likely that proprietary restoration schemes may be implemented within optical subnetworks. It is therefore necessary to consider a two-level restoration mechanism. Path failures within an optical subnetwork should be handled using procedures specific to the subnetwork. If this fails, end-to-end restoration across subnetworks should be invoked, as shown in Fig. 9 . Here, failures within subnets 1 and 3 are handled internally. The failure of the NNI link between these subnetworks results in an end-to-end restoration attempt involving subnetwork 2. The border OXC that is the ingress to the subnetwork can act as the source for restoration procedures within a subnetwork. The signaling for invoking endto-end restoration across the NNI is similar to the signaling defined earlier. The computation of the backup path for end-to-end restoration may be based on various criteria. It is assumed that the backup path is computed by the source OXC, and signaled using methods defined earlier.
SUMMARY AND CONCLUSIONS
This article considers the architectural aspects of interconnecting IP networks over optical core networks. In this regard, the routing models for IP over optical networks are considered. The protocols within optical subnetworks and across s One aspect not considered in this article was performance. Specifically, lightpath computation schemes and restoration mechanisms must meet various performance objectives. Path computation to minimize capacity utilization in the network and maximize resource sharing among backup paths is a hard problem. Heuristic approaches are under development (e.g., [10] ). Similarly, restoration is subject to response time requirements. IPbased fast signaling protocols, as described in this article, are conceptually appealing.
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s Figure 9 . A restoration model with multiple subnetworks. 
