It is also shown that the critical value of L x /λ required for instability, where L x is the length of the region in a wave in which Ri < 1/4 and λ is the half width of the wave, is sensitive to the ratio of the layer thicknesses. Similarly, a linear stability analysis reveals † Email address for correspondence: magda@mcs.st-and.ac.uk 2 M. Carr, S. E. King and D. G. Dritschel that,σ i T w , whereσ i is the growth rate of the instability averaged over T w , the period in which parcels of fluid are subjected to Ri < 1/4, is very sensitive to the transition between the undisturbed pycnocline and the homogeneous layers and, the amplitude of the wave. Therefore, the alternative tests for instability presented in Fructus et al. (2009) and Barad & Fringer (2010) , respectively, namely L x /λ 0.86 andσ i T w > 5, are shown to be valid only for a limited parameter range. Breaking ISWs can result in vertical mixing in the environment in which they propagate. They are an important source of mixing, turbulence, re-distribution of potential energy in the water column and mass and momentum transfer. In physical oceanography, one of the most topical issues of debate is the role of internal waves on the overall mixing of coastal oceans -a process that, in turn, has implications for global ocean circulation, heat transport and hence climate modelling, see Munk
Introduction
Internal solitary waves (ISWs) are ubiquitous features in the Earth's atmosphere and ocean. See the recent reviews by Apel et al. (2006) , Grue (2006) , Helfrich & Melville (2006) and Apel et al. (2007) , for a thorough review of past and present work in the field. In the open ocean, typically, the waves are highly nonlinear and may attain very large amplitudes, for example in water depths of 200-300m they are frequently observed as waves of depression having amplitudes of up to 120m. It is well known that shearinduced instabilities can occur in large amplitude ISWs. For example they have been seen in the field (Moum et al. 2003) , the laboratory (Fructus et al. 2009 ) and in numerical simulations (Barad & Fringer 2010) .
ISWs (Fructus et al. 2009; Barad & Fringer 2010) . The second numerical scheme, outlined in Dritschel & Fontane (2010) , takes a steady state solution as input and evolves it with time. The method which has been termed the Combined Lagrangian Advection Method (CLAM) uses a combination of contour advection (Dritschel & Ambaum 1997) and standard pseudo-spectral techniques. Importantly, CLAM requires no numerical diffusion of density to maintain numerical stability. A detailed discussion of the accuracy of the method can be found in Fontane & Dritschel (2009) The only other numerical scheme in the literature that has been used to simulate shear-induced instabilities in ISWs in a similar stratification is the recent work of Barad & Fringer (2010) . They used an adaptive numerical method to simulate instabilities in open-ocean ISWs. Their numerical scheme solves the Navier-Stokes equation in two dimensions and resolves all of the length scales of interest by dynamically tracking important regions with recursively-nested finer grids. Barad & Fringer (2010) focused on simulating waves similar to those that were observed by Moum et al. (2003) . In particular, they concentrated on simulating the instabilities along the pycnocline that Moum et al. (2003) were unable to resolve with their measurements. They claimed that a sufficient criterion for instability was that the Richardson number in the wave must fall below a critical value of Ri c = 0.1 ± 0.01. However, they considered a very limited parameter space. They only presented 12 simulations and focused specifically on 9 of them. In particular, they assessed the effects of the non-dimensional interface thickness on the critical Numerical simulation of shear-induced instabilities in internal solitary waves 5 amplitude and Richardson number for instability and kept all other parameters fixed.
In this paper, a much wider parameter space is investigated. The ratio of all three layer depths and the smoothness of transition between layers are varied. It is found that the stability of the system is very sensitive to changes in these parameters and in particular, that the critical Richardson number required for instability is a function of these parameters. Hence it is shown that a constant Ri c = 0.1 ± 0.01 is not a sufficient condition for assessing instability in ISWs. In particular, it is shown that if the thickness of the lower layer is greater than approximately nine times the thickness of the upper two layers added together then the critical Richardson number required for instability is less than 0.09. Moreover, if the thickness of the lower layer is less than approximately five times the thickness of the upper two layers added together then the critical Richardson number required for instability is larger than 0.11 (see §4.2 figure 13).
In Fructus et al. (2009) , experimental observations of stable and unstable waves, propagating in a stratification similar to that studied here were presented. In addition, numerical calculations for fully nonlinear steady states were made. It was reported that breaking waves occurred for amplitudes above a critical threshold of a 1 = 2.24 √ h 1 h 2 (1 + h 2 /h 1 ) when h 2 /h 1 < 1, where h 1 and h 2 are the thicknesses of the undisturbed top and middle layers respectively, and a 1 is the maximum displacement of an isopycnal that traces the upper interface of the pycnocline. In Fructus et al. (2009) , the non dimensional thickness of the lower layer, h 3 /(h 1 + h 2 ), varied between 3.22 and 7.25 but no account of this variation was made. It is shown here that the critical amplitude marking the threshold between stability and instability is dependent on both h 2 /h 1 and h 3 /(h 1 +h 2 ), and hence the bound given in Fructus et al. (2009) should be used with caution. Fructus et al. (2009) also presented a stability bound based on L x /λ, where L x is the length of the region in a wave in which Ri < 1/4 and λ is the half width of the wave. They found that instability required a value of L x /λ 0.86. The computations in Barad & Fringer (2010) agree with this bound. It will be shown here, that the critical value of L x /λ required for instability is sensitive to the ratio of the layer depths and the bounds given in Fructus et al. (2009) and Barad & Fringer (2010) are only valid within a limited parameter range.
During the final stages of the submission process of this paper, the authors were made aware of a recently submitted manuscript by Lamb & Farmer (2011) that presents numerical simulations specifically designed to explore the mechanisms responsible for instability observed in an internal solitary-like wave. The observed wave was acquired in the same area and during the same period as the observations discussed in Moum et al. (2003) .
The model background stratification was closely matched to the observed density profile ahead of the wave and it was found that instabilities occurred when (i) the minimum
Richardson number in the pycnocline was less than about 0.1; (ii) L x /λ > 0.8; and (iii) a linear stability analysis predicted ln(a f /a i ) >≈ 4, where a i and a f are the amplitudes of perturbations entering and leaving the unstable region respectively. The numerical findings are in good agreement with the predictions of Fructus et al. (2009) and Barad & Fringer (2010) . However, the objective of Lamb & Farmer (2011) was to simulate a particular observed wave. No variation of the background stratification was made which is the focus of the work presented here.
The physical interpretation of a bound based on L x /λ is that unstable modes need some time in which to grow before breaking is observed (Fructus et al. 2009; Barad & Fringer 2010 ). This has also been observed in progressive interfacial gravity waves (Troy & Koseff 2005) . In this paper, ISWs are classified into three different types: stable, weakly unstable and unstable. Weakly unstable waves are defined to be waves that exhibit oscillations on the pycnocline and either no coherent billows form or short lived billows occur but quickly collapse. These waves clearly have unstable modes associated with them but the modes do not have sufficient time to grow into the persistent coherent billows seen in unstable waves. Stability curves are presented that help distinguish between the three different regimes. Barad & Fringer (2010) and Troy & Koseff (2005) both predicted that ISWs and progressive interfacial wave trains respectively, will develop instabilities when the growth rate of an unstable mode (corresponding to a locally parallel flow) exceeds a critical value ofσ i T w = 5, whereσ i is the growth rate of the instability averaged over T w , the period in which parcels of fluid are subjected to Ri < 1/4. Barad & Fringer (2010) suggested that a critical bound ofσ i T w = 1 can be inferred for the data presented in Fructus et al. (2009) . They hypothesized that the smaller threshold in Fructus et al. (2009) may be due to disturbances present in the laboratory. A linear stability analysis is presented here which shows that the growth rate of an instability is very sensitive to the amplitude of the wave, the ratio of the undisturbed layer depths and the sharpness of the pycnocline (the smoothing distance over which transition from one layer to another is made in the background stratification). Barad & Fringer (2010) did not take account of variations in the sharpness of the pycnocline or in the depths of the upper and lower layers. Hence the difference in the criticalσ i T w is conjectured to be due to differences in the undisturbed density field rather than disturbances in the laboratory. A more thorough discussion of this is given in §5.
The paper is outlined as follows. The governing equations are presented in §2 and a summary of their numerical solution is given in §3. In §4, the waves are classified and stability curves are presented. In §5, results from a linear stability analysis are given and finally in §6 a short summary of the main findings are given along with a discussion of current field observations.
Governing Equations
To model the time dependent motion of an ISW, the inviscid, incompressible, OberbeckBoussinesq equations in two dimensions may be used:
1)
where ρ 0 is a convenient constant reference density, u = (u, v) is the fluid velocity vector, t denotes time, ∇ = (∂/∂x, ∂/∂y) is the gradient operator, p is the fluid pressure, ρ is the fluid density, g is the acceleration due to gravity and j is the unit vector in the vertical direction. Note that the Boussinesq approximation is routinely used and accepted in the literature when studying oceanic ISWs. However, Long (1965) and Benjamin (1966) showed that finite amplitude internal waves may depend crucially on small effects neglected in the Boussinesq approximation. In particular, they call for care when using the approximation if quantities other than the non-dimensional density difference are small.
A thorough investigation of the non-Boussinesq regime, in the context presented here, is currently in progress but beyond the scope of the present paper. Buoyancy and vorticity are introduced as b = −g(ρ − ρ 0 )/ρ 0 and ζ = v x − u y , respectively. Then taking the curl of the momentum equation (2.1) and rewriting (2.1) and (2.2) in terms of vorticity and buoyancy gives Figure 1 . A schematic diagram of the computational domain.
To study the evolution of an ISW satisfying (2.4)-(2.6) two numerical schemes are employed. The first, which is outlined in detail in King et al. (2010) and briefly in §3.2, is an iterative procedure which finds a steady state solution. The second, which is outlined in detail in Dritschel & Fontane (2010) and briefly in §3.3, is the Combined Lagrangian Advection Method (CLAM) which takes a steady state solution as input and evolves it with time.
Numerical Method

Numerical Setup
A computational domain is set up that is 2π periodic in the horizontal x direction and bounded above and below by rigid boundaries at y = 0 and y = L y , see figure 1. The aspect ratio of the domain, L y /2π, is chosen to be 0.05 throughout the paper. This ensures that the domain is long compared to the length of the waves. A three layer stratification is considered in which a linearly stratified middle layer is sandwiched between homogeneous layers. The thicknesses of the top, middle and bottom layers are denoted by h 1 , h 2 and h 3 respectively. The domain is chosen so that the ISW is located in the centre of the domain as shown. The maximum displacement of the interface between the top and middle layers is denoted by a 1 . The undisturbed Brunt-Väisälä frequency, N , is defined by
where Y is an isopycnal coordinate used to denote y in the far field and bars denote background (undisturbed) variables. The undisturbed Brunt-Väisälä frequency is assumed to be zero in the top and bottom layers, unity in the middle layer, and to have a smooth transition between these values such that
where erf denotes the error function and δ represents a distance over which the profile is smoothed. A value of two y grid lengths is chosen for δ unless stated otherwise. A discussion of this choice and the effect of varying δ is given in King et al. (2010) and in §5. Unless stated otherwise, a resolution of (n x , n y ) = (1024, 128), where n x and n y are the number of grid points in the horizontal and vertical directions respectively, is used throughout. Justification for this choice of resolution is given in §5.
The steady state solver
To find a steady state solution the numerical scheme of King et al. (2010) is utilized.
Following Yih (1960) and Grue et al. (2000) it was shown in King et al. (2010) that (2.1) (or equivalently (2.4)) can be rewritten as
where ψ(x, y) is the streamfunction, defined such that v = ψ x , and u = −ψ y . Solutions of (3.1) for a given N 2 (Y ) are computed using an iterative procedure. First, a uniform computational grid is set up within the domain. The background buoyancy field,b(Y ), is then found by integrating a given profile of N 2 (Y ) with respect to Y . The iterative solution procedure is then started with a guess for ψ. A weakly nonlinear solitary wave solution is used for this purpose which is known to be accurate at small wave amplitudes.
The wave amplitude is defined as A = η rms = ψ rms /c, where η is the (downward) streamline displacement and r.m.s denotes the root-mean-square value. By using the Numerical simulation of shear-induced instabilities in internal solitary waves 11 wave speed c wnl from the weakly nonlinear solution, an initial amplitude A 0 = ψ rms /c wnl is found. This initial guess is then corrected by solving
for the isopycnal coordinate Y followed by (3.1) for ζ at each point in the domain (using the previous guess for ψ in the right hand side of (3.1)). Spectral inversion of ∇ 2 ψ = ζ provides an updated value for ψ, and
provides an updated value for c. This process is then repeated, by solving (3.2), (3.1), and (3.3) until ψ converges. Subsequent states are found for higher amplitudes by increasing A in increments of δA = 0.001.
The unsteady solver
To study the evolution of a steady state satisfying (2.4)-(2.6) the numerical procedure outlined in Dritschel & Fontane (2010) is utilized. Note that no perturbations (or noise)
are added to the steady state. A hyperdiffusive vorticity term ν 6 ∇ 6 ζ (with diffusion coefficient ν 6 = 2 −54 ) is added to the right hand side of (2.4) in order to stabilize the solution. The unsteady simulations are then carried out using CLAM, a combination of contour advection (Dritschel & Ambaum 1997) and pseudo-spectral techniques in order to integrate (2.5) forward in time. This provides an accurate source term for the right hand side of (2.4), which is solved using a pseudo-spectral method. Temporal integration is performed using a fourth order Runge-Kutta integration scheme. Further details of the method can be found in Dritschel & Fontane (2010) .
Numerical Results
The numerical model is tested over a parameter range in which the undisturbed background stratification is varied via the parameters h 2 /(h 1 + h 2 ) ∈ [0.10, 0.91] and .33, 11.5] . As previously noted, the aspect ratio of the computational domain, L y /2π = 0.05, is fixed throughout and unless stated otherwise a resolution of (n x , n y ) = (1024, 128) is utilized. In addition, the distance, δ, over which the undisturbed Brunt-Väisälä frequency profile is smoothed is set at two y grid lengths, (2L y /n y = 0.0049) (unless given otherwise). Hence the minimum value of h 2 that can be investigated is restricted by the fact that the middle layer must be at least two y grid lengths thick which in turn is restricted by the resolution considered. Similarly the minimum value of h 1 that can be investigated, (or equivalently the maximum value of h 2 + h 3 Unless stated otherwise, the computations are performed in a frame of reference moving at the wave speed c and all results are presented in this frame of reference.
Classification of Breaking
The waves are classified into three different types: stable, weakly unstable and unstable. kinetic energy, circulation and the mean square displacement of a given isopycnal from the isopycnal mean height tracing the top, the middle or the bottom, of the pycnocline respectively were all investigated for different wave types but did not show any significant differences over 100 time units and so could not be used to help classify stability.
It can be seen from table 1 that as the amplitude of the wave increases (for a given undisturbed background stratification) the percentage increase in the parameters considered tends to increase as well (though the increase is not always monotonic in all parameters Numerical simulation of shear-induced instabilities in internal solitary waves 17 absolute error in the buoyancy field (for a given wave) |b − b * |/|b * | max , is plotted against simulation time t, where b * is the buoyancy field in an equivalent simulation computed at a resolution of (n x , n y ) = (2048, 256) utilizing ten times as many contours (800) than
Numerical simulation of shear-induced instabilities in internal solitary waves 19 in the standard simulations (80) presented throughout this paper. Figure 8 shows that (i) there is very little difference between resolutions of (n x , n y ) = (1024, 128) (▽) and (n x , n y ) = (2048, 256) (△), and that (ii) there is little difference between using 80 con- tours in CLAM (in this context) as opposed to 800. Hence throughout this paper, the unsteady numerical computations use a resolution of (n x , n y ) = (1024, 128) and employ
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Stability Curves
For all waves investigated, stability curves can be obtained by identifying the largest amplitude stable state and the smallest amplitude unstable state. In figure 9 , stability curves are presented for the non-dimensional amplitude, a 1 /(h 1 + h 2 ), versus the nonNumerical simulation of shear-induced instabilities in internal solitary waves 23 dimensional pycnocline thickness, h 2 /(h 1 + h 2 ), for three data sets in which the nondimensional lower layer thickness h 3 /(h 1 + h 2 ) = 3.35 (⋄), 4 ( * ), 5.67 (×) varies. Symbols joined by a solid/dashed line denote stable/unstable observations respectively. The area in between the solid and dashed curves marks a weakly unstable region for a given data set. It is clear from figure 9 that the critical amplitude required for instability increases with increases in both h 2 /(h 1 + h 2 ) and h 3 /(h 1 + h 2 ). In other words, an increase in h 2 /(h 1 + h 2 ) or h 3 /(h 1 + h 2 ) stabilizes the system. This is expected for h 2 /(h 1 + h 2 ) since the thicker the pycnocline is, the weaker the shear across it will be, and hence the larger will be the amplitude required to excite instability. Note that when h 3 /(h 1 + h 2 ) = 3.35 (⋄) and h 2 /(h 1 + h 2 ) 0.4 no unstable waves are observed and hence no bound between unstable and weakly unstable waves can be established.
Weakly unstable waves are observed, hence, a bound between weakly unstable and stable waves can be found but for clarity is not displayed. Similarly for h 3 /(h 1 + h 2 ) = 2.33 and
.167] (data not displayed) a bound between weakly unstable waves and stable waves can be established but no unstable waves are observed and moreover for h 2 /(h 1 +h 2 ) > 0.167 all waves computed are stable (no weakly unstable or unstable waves are observed). In addition, the three stability curves in figure 9 show that the region of weak instability decreases in width as h 2 /(h 1 + h 2 ) increases. This suggests that once the stability (solid) and instability (dashed) curves converge the system cannot support unstable waves (weakly unstable waves may still form though) and in particular, for fixed
is sufficiently large, unstable waves cannot exist.
As it is not possible to compute at higher values of h 2 /(h 1 + h 2 ) than in figure 9 (they are restricted by the computational domain height L y = h 1 + h 2 + h 3 ) it is not possible to confirm the conjecture above. Figure 10 shows the same data set as in figure 9 but plots against A as opposed to a 1 /(h 1 + h 2 ). Note that figure 10 does not exhibit the same trend as in figure 9 of the stability and instability curves converging for large values of h 2 /(h 1 + h 2 ). Recall that A = ψ rms /c and the increment in amplitude in the numerical simulations is fixed at δA = 0.001 (see §3.2). The increment in a 1 /(h 1 + h 2 ), therefore, investigated in figure 9 is variable and may offer an alternative explanation as to why the width of the weakly unstable region varies with h 2 /(h 1 + h 2 ).
In Fructus et al. (2009) , experimental observations of stable and unstable waves were made and it was reported that breaking waves occurred for amplitudes above a critical threshold of a 1 = 2.24 √ h 1 h 2 (1 + h 2 /h 1 ) when h 2 /h 1 < 1. To compare their data with the numerical findings presented here a plot of a 1 / √ h 1 h 2 (1 + h 2 /h 1 ) versus h 2 /h 1 is given in figure 16 for the same data set as that presented in figures 9 and 10. The row of horizontal black dots marks the critical amplitude predicted by Fructus et al. (2009) . In figure 16 suggest a stability curve for h 3 /(h 1 + h 2 ) = 4.13 at a slightly higher amplitude than the fully nonlinear curve in Fructus et al. (2009) . This is to be expected since Fructus et al. (2009) show that a Ri number somewhat smaller than 1/4 is required for instability and hence their fully provides a lower bound for instability for the data set presented in figure 12 . However, figure 12 shows that the critical Ri min is a function of h 3 /(h 1 + h 2 ) and h 2 /(h 1 + h 2 ).
Hence a much sharper bound than the global bound suggested by Barad & Fringer (2010) can be ascertained for the critical Ri min if h 3 /(h 1 + h 2 ) and h 2 /(h 1 + h 2 ) are known.
Moreover, figure 12 suggests that higher values of h 3 /(h 1 + h 2 ) may exhibit values of Ri min that are smaller than the global bound suggested by Barad & Fringer (2010) . In figure 13 , the critical Richardson number required for instability Ri crit versus the nondimensional lower layer depth h 3 /(h 1 + h 2 ) is plotted for an extended data set which includes h 3 /(h 1 + h 2 ) = 9 and 11.5. For h 3 /(h 1 + h 2 ) = 3.35, 4, and 5.67, Ri crit was calculated by taking the average value of Ri min for the unstable bounds (dashed lines) presented in figure 12 . The variance in the data about the average is marked by error bars in figure 13 . This procedure was repeated for h 3 /(h 1 + h 2 ) = 9 for six data points over a range, h 2 /(h 1 +h 2 ) ∈ [0.2, 0.7]. When h 3 /(h 1 +h 2 ) = 11.5, the pycnocline approaches the upper boundary of the domain, and it is only possible to compute over a limited range of h 2 /(h 1 + h 2 ) ∈ [0.25, 0.30]. Three data points are computed for h 3 /(h 1 + h 2 ) = 11.5 at h 2 /(h 1 + h 2 ) = 0.25, 0.275 and 0.30. The data in figure 13 clearly show that Ri crit varies with h 3 /(h 1 + h 2 ). Moreover, critical values of Ri can be found that are below the global minimum suggested by Barad & Fringer (2010) 
is sufficiently large. stability curves are presented for L x /λ versus the non-dimensional pycnocline thickness h 2 /(h 1 + h 2 ) for the same three data sets as presented in figures 9 to 12. It can be seen from figure 14 that L x /λ clearly varies with h 2 /(h 1 + h 2 ) and h 3 /(h 1 + h 2 ). Fructus et al. (2009) found the bound L x /λ 0.86 despite variations in h 3 /(h 1 + h 2 ) and h 2 /(h 1 + h 2 ).
Their stability bound is for 3.22 < h 3 /(h 1 + h 2 ) < 7.14 and 0.27 < h 2 /(h 1 + h 2 ) < 0.79, and should therefore be used with caution.
Linear Stability Analysis
To determine the growth rate and propagation speed of the unstable modes seen in the numerical simulations, a stability analysis that solves the Taylor-Goldstein equation (Hazel 1972 , see (1.1)) is performed. It is assumed that when the wave is at maximum displacement, a vertical section through the flow behaves as parallel shear flow. The flow is assumed to be strictly horizontal and invariant. A perturbation is added to the invariant background flow and a linear stability analysis which utilizes spectral techniques is employed to analyze the perturbation. The perturbation is assumed to have a complex propagation speed, c p = c r ± i c i , for a given wavenumber k, where c r is the propagation speed of the perturbation and k c i is the growth rate of the perturbation. Note that the analysis in this section (and the subsequent presentation of results) are computed in a fixed (or stationary) frame of reference i.e. the wave moves through the frame of reference with a speed c. The wave number giving the maximal growth rate is identified and the maximum growth rate is defined at this wave number by γ = (k c i (k) ) max .
Following Fructus et al. (2009) , the unstable perturbations are assumed to undergo an amplification e F , where F is estimated to be F = L x γ/2 c i .
The convergence of data from the linear stability analysis is checked by varying the resolution of (i) the linear stability code and (ii) the steady state code (which provides
Numerical simulation of shear-induced instabilities in internal solitary waves 31 the invariant background flow). Resolutions of n y = 128, 256, 512 and 1024 are compared for the linear stability code. To three decimal places, it is found that a resolution of 512 is sufficient to see convergence in all parameters presented and so n y = 512 is fixed in the linear stability code throughout. Figure 15 shows the sensitivity of the stability analysis to the resolution of the steady state code for a case in which h 2 /(h 1 + h 2 ) = 0.286 and h 3 /(h 1 + h 2 ) = 4.285 (values chosen for comparative purposes with Fructus et al. (2009) given below). The subfigures of figure 15 are plotted with respect to the wave amplitude A = η rms and c 0 is the linear long wave speed. The different symbols correspond to different values of the resolution (n x , n y ) of the steady state numerical solver. Squares, downward triangles and upward triangles correspond to (n x , n y ) = (512, 64), (1024, 128), and (2048, 256) , respectively. By comparing the triangles it can be seen that the difference in the data sets at resolutions of (n x , n y ) = (1024, 128) and (2048, 256) are negligible compared with differences between these data sets and the data set at the lower resolution (squares). Hence a resolution of (n x , n y ) = (1024, 128) (for the steady state code) is used throughout the paper unless state otherwise.
In Fructus et al. (2009) the maximum growth rate and T w , is the period in which parcels of fluid are subjected to Ri < 1/4. Barad & Fringer (2010) and Troy & Koseff (2005) predicted that ISWs and progressive interfacial wave trains respectively, will develop instabilities when the non-dimensional growth rate exceeds a critical value ofσ c T w = 5, whereσ c is the critical average growth rate over T w . Barad & Fringer (2010) that the stability of the system is very sensitive to the structure of the background stratification. Barad & Fringer (2010) did not take account of such variations and hence the differences in thresholds between their work and that of Fructus et al. (2009) is more likely to be due to differences in the structure of the undisturbed density field.
For completeness, figure 17 is included to show how (a) the billow propagation speed, (b) the billow growth rate and (c) the billow wavelength vary respectively, with h 2 /(h 1 + h 2 ) and h 3 /(h 1 + h 2 ) for the same data set as in figures 9 to 12. They show that as the non-dimensional pycnocline thickness is increased the critical billow propagation speed required for instability increases (after an initial small decrease) while the critical billow growth rate and wavelength required for instability decrease. Moreover, as the non-dimensional thickness of the lower layer increases the critical billow propagation speed required for instability tends to decrease while the critical billow growth rate and wavelength required for instability increase respectively. A thorough investigation of how the non-linear billow characteristics vary with background stratification and wave amplitude is beyond the scope of the current paper. This issue will be addressed in a forthcoming paper in which a combined laboratory and numerical study will investigate the structure, evolution and mixing properties of shear-induced billows in ISWs. Note that Barad & Fringer (2010) presented three-dimensional simulations which indicated that the primary instability in their work was two-dimensional. The same result is envisaged here and hence the stability bounds presented in §4.2 and figure 17 are expected to be representative at the point of onset of instability. 
Summary and Discussion
A numerical method for simulating shear-induced instabilities in an ISW has been presented. The work focused on ISWs propagating in a three-layer fluid in which a linearly stratified pycnocline was sandwiched between homogeneous top and bottom layers.
The results showed that the stability of an ISW is very sensitive to the ratio of the layer depths in the background stratification and the sharpness in transition between the three Numerical simulation of shear-induced instabilities in internal solitary waves 37 layers. In particular, it was shown that the critical amplitude and Richardson number required for instability are functions of h 2 /(h 1 + h 2 ) and h 3 /(h 1 + h 3 ), where h 1 , h 2 , and h 3 are the thicknesses of the upper, middle and lower layers respectively. Hence it was
shown that a condition for instability based solely on a minimum Richardson number, as suggested by Barad & Fringer (2010) Both of these differences are expected to have a significant affect on the stability of the system and hence may explain the discrepancy between the numerical simulations and the observations of Moum et al. (2003) .
Another significant point to note in the observations of Moum et al. (2003) is that the wave-induced horizontal velocity was close to the wave speed. In such instances, so called convective instability is expected to be present. Convective instability in ISWs takes the form of small-scale overturning, and it has been shown in the laboratory that it may aid shear-induced instability in ISWs, see Carr et al. (2008) . For convective instability to occur the Brunt-Väisälä frequency must be non zero. A configuration like that presented here but in which the Brunt-Väisälä frequency is nonzero in the upper layer was considered in King et al. (2010) . It is well known that the steady state form of ISWs propagating in such a configuration can have closed streamlines associated with them (Brown & Christie 1998; Fructus & Grue 2004) . Open questions remain on how such closed streamlines should be modelled, see Helfrich & White (2010) and King et al. (2010) . A detailed numerical and experimental study of this problem is proposed as future work with a view to understanding how convective instability may effect ISWs in the ocean.
