The determination of minimum variance estimators in an unusual context is considered. The problem arises from an attempt to perform a regression with an unobservable dependent variable. The required minimum variance estimator is shown to satisfy a linear system of equations where the coefficient matrix has a simple structure. Uniqueness of the estimator is established by determining necessary and sufficient conditions on the data which guarantee positive definiteness of this coefficient matrix. Numerical aspects of the method of computation are also briefly explored.
Introduction
In this article the problem under consideration is that of finding optimum values for the variables xl, x2, ..., xk, to minimize the function S(X), where S(X) = trace[(R + PX)K(R + px)T],
and X denotes the diagonal matrix with nonzero elements Xjj = xj. The problem arises from an attempt to perform a regression with an unobservable dependent variable. Suppose that k independent estimates of an unobservable data series are given by rj + pjxs, where the n-dimensional vectors, rj and pj, j = 1, 2,..., k, are columns of the n x k data matrices R and P, respectively and Xl,..., xk are scalars to be determined. The sum of squared deviations of these estimates about observed values cannot be minimized because there are no observations. If instead the variance (or more correctly the trace of the sample variance/covariance matrix) of the k estimates is minimized then the resulting function to be minimized can be defined by (1), where K is the (positive semidefinite) matrix
and ones(k, k) denotes the k x k matrix with all its elements unity.
COOPE
The statistical merits of the approach outlined above are not considered here but the linear algebra underlying the minimization problem, the conditions under which a unique solution can be expected, and how this might be calculated effectively are investigated.
First it is noted that S(X) is a quadratic function of the parameters Xl, x2, ..., xk, and hence a necessary condition for the variance to be minimized is that OS/Oxj = 0, j = 1, 2 .... , k. Differentiating (1) gives (see, for example [2] ).
OS OXij [2pT RK + 2pT pXK]ij .
(3) Because X is diagonal, only the derivatives where i = j are of interest. Therefore, the required stationary point satisfies
which is a system of k linear equations in the components of the vector x = Xe, where e = (1, 1, .... 1) T is the k-dimensional vector whose components are all one. Exploiting the special structure (2) of K enables (4) 
Uniqueness of the minimum variance estimator
Equation (5) will provide a unique solution for x provided that the matrix ~. is nonsingular. This is easily established by making repeated use of the following property of a congruence transformation (see, for example, Strang [3]).
Sylvester's Law of Inertia. If A and C are n • n real matrices, with A symmetric and C nonsingular, then the matrix C T AC has the same number of positive eigenvalues as A, the same number of negative eigenvalues, and the same number of zero eigenvalues.
Thus a congruence transformation preserves the signs of the eigenvalues.
THEOREM 2.1. Let A be a real k x k symmetric positive semidefinite matrix. Then the matrix = k di,,g(A)
