Abstract-In this paper, we discuss an improved demodulation scheme using the Fractional Fourier Transform (FrFT) for a modulation scheme employing chirp rate shift keying (CrSK). CrSK, in conjunction with the FrFT, enables very high order, e.g. more than 32-ary modulation schemes to be achievable with good bit error rate (BER) performance, even in the absence of coding, thereby overcoming limitations of traditional schemes including phase shift keying (PSK) or QAM (quadrature amplitude modulation). By using an FrFT-based demodulator, we expand our demodulation degrees of freedom from a single (e.g. frequency) axis to an entire time-frequency domain, called the Wigner Distribution (WD). We show how the proposed demodulation scheme using the FrFT improves over past approaches by more than 7 dB, enabling us to achieve close to 4-ary performance with a 32-ary modulation scheme. This enables future systems to operate at 5 bits/s/Hz bandwidth efficiency, enhancing bandwidth utilization for future generation, high data rate applications, such as internet.
I. INTRODUCTION
The Fractional Fourier Transform (FrFT) has been applied to problems in numerous fields, including quantum mechanics, optics [1] , image processing [7] , signal processing for communications ([4] and [7] ), radar [9] , and seismology [10] . The FrFT is a very useful tool for separating a signal-of-interest (SOI) from interference in a nonstationary environment [7] .
In this paper, we apply the FrFT to demodulate high order chirp rate shift keying (CrSK) signals, enabling operation of bandwidth efficient modulation (BEM) for increased data throughput. We significantly improve performance over a prior FrFT demodulator [11] , as well as over other M-ary schemes, which rapidly degrade in BER as M increases. We also show how the FrFT-based demodulator can be implemented efficiently in a parallel architecture for fast processing. Using our proposed FrFT-based demodulator, we show that a 32-ary CrSK modulation scheme achieves close to quaternary phase shift keying (QPSK), i.e. 4-PSK, performance.
The paper outline is as follows: Section II briefly reviews the FrFT and its relation to the Wigner Distribution (WD), which is a useful tool for visualizing FrFT domains. Section III describes the CrSK signal model. Section IV discusses the proposed demodulation scheme using the FrFT. Section V Published on April 14, 2017. The author is with The Aerospace Corporation, Chantilly, VA 20191 USA (e-mail: Seema.Sud@aero.org). The author gratefully acknowledges The Aerospace Corporation for funding this work.
presents simulation results for 4−, 8−, 16−, and 32−ary CrSK modulation schemes, comparing the proposed demodulator with that in [11] and with PSK. Conclusions and remarks on future work are given in Section VI.
II. BACKGROUND: FRACTIONAL FOURIER TRANSFORM (FRFT)
The FrFT of a function f(x) of order 'a' is defined as [7] 
where the kernel Ba(x,x) is defined as The Wigner Distribution (WD) is a time-frequency representation of a signal and may be viewed as a generalization of the Fourier Transform, which is solely the frequency representation. The WD of a signal x(t) can be written as
It is well-known that the projection of the WD of a signal x(t) onto an axis ta gives the energy of the signal in the FrFT domain 'a', |Xa(t)| 2 (see e.g. [4] or [5] ). Letting α = aπ/2, we can write this as
In discrete time, the WD of a signal x[n] is written as [6] 
where l1 = max(0,n − (N − 1)) and l2 = min(n,N − 1). This particular implementation of the discrete WD is valid for nonperiodic signals.
III. SIGNAL MODEL
For a general M-ary CrSK modulation scheme, groups of log2M bits are mapped into one of M waveforms (symbols), where each waveform is a chirp signal with a different chirp rate. To generate the waveform, for each set of bits [11] , we choose one of M values of the FrFT parameter 'a', where the value of 'a' is between 0 and 2, uniformly distributed. Hence, the step size ∆a between one waveform and the next is ∆a = 2/M. We then compute α(i) = π * a(i)/2, and we compute the chirp rate, for symbol i as
The transmitted signal as a function of time, t, is then given by , ) (
where f0 is the initial chirp frequency. Furthermore, we sample the chirp waveform at a sampling rate of fs, so samples are separated by 1/fs, and apply SPS samples per symbol. Note that k(i) is constant for every set of SPS samples of time, t, since there are multiple samples per chirp waveform. This waveform is generated for the full set of i = 1,2,...,Nsym symbols, and the number of samples that we transmit is Nsamp = SPS × Nsym samples. Noise at the receiver is modeled as additive white Gaussian noise (AWGN), so we write the received signal simply as
where the standard deviation of the noise σ is set to produce a desired Eb/N0. The demodulator takes the received signal y(t) and recovers the value of k(i), hence the value of a(i), for each of the Nsym symbols to perform the mapping back to the set of bits. From this, we can compute a bit error rate (BER). The proposed demodulator is discussed next.
IV. PROPOSED CRSK DEMODULATION SCHEME USING FRFT
To describe how CrSK can be demodulated with the FrFT, we show the Wigner Distribution of the set of M = 16 chirp waveforms in Fig. 1 . Each chirp is denoted by an index m, where m = 1, 2, ..., M, and each has a different chirp rate, equivalently a different value of 'a' in the WD plane in which all the signal energy is contained (recall Eq. (8) 
F
, the chirp becomes a tone, and we can easily find the correct value of 'a' by detecting the peak. Other chirp signals will peak at different values of 'a', so we can detect all of them by computing the FrFT of the received signal at each of the 16 values of 'a', and finding the maximum. As each new chirp arrives, the value of 'a' that produces a peak is selected and mapped directly back to k(i) and the appropriate bits. The proposed demodulator block diagram is shown in Fig.  2 . We use the same values of 'a' that we applied in the modulator and send the received signal through M parallel paths, one for each of the M values of 'a'. For each path, we compute the FrFT of y(t), denoted Ya = F a y(t). We then take the absolute value (ABS) and find the maximum along each new time axis ta. The maximum values are fed into a decision device that chooses the correct value of 'a' as that which produces a maximum. Hence, note that we take the maximum value twice -first along the time axis ta for each value of 'a', and then across all values of 'a'. The selected 'a' is then used to produce the bit estimates using knowledge of the mapping between bits and 'a', or equivalently, symbols or chirp waveforms. This process is then repeated for the next incoming symbol. We note that the performance complexity of the FrFT is the same as that of a traditional fast Fourier Transform (FFT), and since we implement M of them in parallel, the processing delay is no greater than that of an FFT, but M times the processing power is required since M FrFTs are calculated simultaneously. Just like the FFT, the FrFT may be implemented efficiently, and it is most efficient when the length of the signal being transformed is an integer power of 2. Numerous efficient implementations for the FrFT are discussed in the literature (see for example [2] and [3] ), so we do not discuss this issue further.
We also note that performing demodulation requires that we obtain synchronization to the incoming waveform, else we may have portions of two chirps within the processing window; in other words, we will not have the correct symbol timing and will start to make errors. This could be handled by sending a known preamble in a header at the start of each transmitted packet of N chirp symbols. Such synchronization techniques are well described in the literature, and we will not discuss this further either.
The proposed demodulation scheme improves upon the demodulator presented in [11] via the following modifications: (1) We find for the peak at each 'a' rather than calculating it from a priori knowledge. Calculating the peak from the initial frequency does not allow variability due to Doppler, etc., hence the chosen peak may be sub-optimum; (2) We do not normalize the output of each of the M detection blocks. Normalization is not necessary here, and can even hurt performance because the peaks are used to determine the most likely value of 'a' for each chirp received; and, (3) We do not apply any filtering. Filtering is also not necessary because at the best value of 'a', the chirp becomes a tone; hence it can be detected by searching for a peak.
In addition, note that using a smaller step size ∆a, thereby applying more than M branches in the demodulator, does not improve BER because the demodulator still must choose from the M values of 'a' that the modulator utilizes. Peak searches eliminate the need to use a smaller step size.
V. SIMULATIONS
We let f0 = 10 Hz and let fs = 100 Hz, for illustration. We also choose SPS = 1,000 samples per symbol. To count bit errors, we generate at least Nsym = 100,000 symbols. Once received symbols are mapped back to bits, we plot bit error rate (BER) vs. Eb/N0 over the range of 1 to 10 dB, using the Eb/N0 to set the noise variance appropriately. Plots for 4−, 8−, 16−, and 32−ary CrSK modulation schemes are shown in Figs. 3 -6 , respectively. Each plot shows our proposed approach and that presented in [11] as well as conventional, ideal PSK schemes of the same order for comparison. We simulate the technique presented in [11] and count errors. The ideal PSK curves are the obtained from the theoretical symbol error rates (SERs), given by the equation [8] 
where Q(·) is the Marcum Q-function. BER is obtained from the SER assuming Gray coding is used, so that
For 4−ary modulation, there is no benefit to our approach. But, as we go to higher order, we see 1, 3.5, and 7 dB improvement over the demodulation scheme in [11] , for 8−, 16−, and 32−ary, respectively. In fact, our proposed scheme degrades very little as M increases, whereas that in [11] degrades quickly. We also see a significant performance advantage over PSK schemes, which suffer as M increases because of noise. Note that these results offer promise for using CrSK at very high order, which can provide tremendous bandwidth savings for future systems and can enable very high data rates. These promising results also suggest that modulation using M > 32 may be possible.
VI. CONCLUSION
This paper shows how the Fractional Fourier Transform (FrFT) and its relation to the Wigner Distribution (WD) can be used to demodulate Chirp Rate Shift Keying (CrSK) signals with very good performance. When combined with the proposed FrFT demodulator, we achieve Eb/N0 vs. BER performance in an AWGN channel that is 3.5 to 7 dB better than the conventional demodulator scheme for M-ary CrSK using FrFT and far better than equivalent M-ary PSK. By employing this method, we can achieve very high order modulation, thereby greatly improving bandwidth efficiency for high data rate communications systems, and enabling higher data rates. As we show, the proposed scheme allows us to operate at 5 bits/s/Hz or potentially higher very easily; most existing systems use 2 − 4 bits/s/Hz. Study of the scheme for 64-ary and higher order modulation and performance in the presence of multipath and Doppler is left as future work. 
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