Symmetry and monotonicity results for positive solutions of p-Laplace
  systems by Azizieh, C.
ar
X
iv
:m
at
h/
01
08
04
9v
1 
 [m
ath
.A
P]
  7
 A
ug
 20
01 Symmetry and monotonicity results for positive
solutions of p-Laplace systems
Ce´line Azizieh
Abstract
In this paper, we extend to a system of the type:{
−∆p1u = f(v) in Ω, u > 0 in Ω, u = 0 on ∂Ω,
−∆p2v = g(u) in Ω, v > 0 in Ω, v = 0 on ∂Ω,
where Ω ⊂ RN is bounded, the monotonicity and symmetry results of Damascelli and Pacella
obtained in [5] in the case of a scalar p-Laplace equation with 1 < p < 2. For this purpose, we
use the moving hyperplanes method and we suppose that f, g : R → R+ are increasing on R+
and locally Lipschitz continuous on R and p1, p2 ∈ (1, 2) or p1 ∈ (1,∞), p2 = 2.
1 Introduction and statement of the main results
Let Ω ⊂ RN be a bounded domain with C1 boundary and let f, g : R → R+ be increasing
on R+, locally Lipschitz continuous on R and such that f(x) > 0, g(x) > 0 for all x > 0. Let
(u, v) ∈ C1(Ω)× C1(Ω) be a weak solution of{
−∆p1u = f(v) in Ω, u > 0 in Ω, u = 0 on ∂Ω,
−∆p2v = g(u) in Ω, v > 0 in Ω, v = 0 on ∂Ω.
(1.1)
The main goal of this paper is to use the moving hyperplanes method in view of extending to
a system like (1.1) the monotonicity and symmetry results of Damascelli and Pacella contained
in their very nice recent article [5].
We will consider separately the cases p1 ∈ (1,∞), p2 = 2 (similarly p2 ∈ (1,∞), p1 = 2)
and p1, p2 ∈ (1, 2). The first case will be treated in a quite classical way, by using partly
some comparison principles on small domains but also the Hopf Lemma and the strong max-
imum principle for the p-Laplacian (cf. [9]). On the other hand for the second case, we will
establish some monotonicity results which will be variants of some earlier theorems of Dam-
ascelli and Pacella in [4, 5] by using the same ideas as in [5], but adapted in the case of a system.
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Before stating the monotonicity results, we first introduce some notations used in [4, 5]. For
any direction ν ∈ RN , |ν| = 1, we define
a(ν) := inf
x∈Ω
x.ν,
and for all λ ≥ a(ν),
Ωνλ := {x ∈ Ω |x.ν < λ}(6= ∅ for λ > a(ν), λ− a(ν) small),
T νλ := {x ∈ Ω |x.ν = λ}.
Let us denote by Rνλ the reflection with respect to the hyperplane T
ν
λ and by
xνλ := R
ν
λ(x) ∀x ∈ R
N ,
(Ωνλ)
′ := Rνλ(Ω
ν
λ),
Λ1(ν) := {µ > a(ν) | ∀λ ∈ (a(ν), µ), we do have (1.2) and (1.3)},
λ1(ν) := supΛ1(ν),
where (1.2), (1.3) are defined as follows:
(Ωνλ)
′ is not internally tangent to ∂Ω at some point p /∈ T νλ , (1.2)
ν(x).ν 6= 0 for all x ∈ ∂Ω ∩ T νλ , (1.3)
where ν(x) denotes the inward unit normal to ∂Ω at x. Notice that since for λ > a(ν) and if λ
is close to a(ν), (1.2) and (1.3) are satisfied and Ω is bounded, it follows that
Λ1(ν) 6= ∅ and λ1(ν) <∞. (1.4)
Observe also that for all λ > a(ν), for all c ∈ T
ν(x)
λ ∩Ω we have
dist(c, ∂Ω) ≤ λ− a(ν). (1.5)
The monotonicity results are the following:
Theorem 1.1 Let Ω ⊂ RN be a bounded domain satisfying the interior sphere condition and
let f, g : R → R+ be nondecreasing on R+ and locally Lipschitz continuous on R. Let (u, v) ∈
C10 (Ω)× C
1
0 (Ω) be a weak solution of{
−∆p1u = f(v) in Ω, u > 0 in Ω,
−∆v = g(u) in Ω, v > 0 in Ω,
where 1 < p1. Then, for any direction ν ∈ R
N and for any λ in the interval (a(ν), λ1(ν)], we
have
u(x) ≤ u(xνλ) and v(x) ≤ v(x
ν
λ) ∀x ∈ Ω
ν
λ.
Moreover
∂v
∂ν
> 0 in Ωνλ ∀λ < λ1(ν). (1.6)
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The following result is the analogue of Theorem 1.1 from [5] for a system with increasing right-
hand sides.
Theorem 1.2 Let Ω ⊂ RN be a bounded domain with C1 boundary and let f, g : R → R+ be
strictly increasing on R+, locally Lipschitz continuous on R and such that f(x) > 0, g(x) > 0
for all x > 0. Let (u, v) ∈ C10 (Ω)× C
1
0 (Ω) be a weak solution of{
−∆p1u = f(v) in Ω, u > 0 in Ω,
−∆p2v = g(u) in Ω, v > 0 in Ω,
(1.7)
where p1, p2 ∈ (1, 2). Then we have
u(x) ≤ u(xνλ) and v(x) ≤ v(x
ν
λ) ∀x ∈ Ω
ν
λ, ∀ν ∈ R
N , ∀λ ∈ (a(ν), λ1(ν)]. (1.8)
In Theorem 1.2, the restriction p1, p2 ∈ (1, 2) is due to the fact that if both p1, p2 are different
from 2, we must use comparison principles, and these are less powerful if p1 or p2 is greater than
2. On the other hand, if p1 (or p2) is equal to 2, then, as already mentioned, we may partly use
strong maximum principles, and this finally allows p2 to take values greater or smaller than 2.
Note that this restriction is also present in the monotonicity result of [5] in the case of a single
equation. We emphasize that in Theorem 1.1, this condition is not needed if p1 or p2 is equal
to two.
Remark 1.1 In [5], Damascelli and Pacella state Theorem 1.1 under the hypothesis that Ω is
smooth. This condition is due to the fact that they use a sophisticated method consisting of
moving hyperplanes perpendicularly to directions ν in a neighborhood of a fixed direction ν0.
To be efficient, this method require the continuity of a(ν) and the lower semicontinuity of λ1(ν)
with respect to ν, and to insure this continuity (and only for that reason), they assume Ω to be
smooth. It appears (see [2]) that this continuity is guaranteed for a domain Ω of class C1. To
prove Theorem 1.2, we use the new technique of Damascelli and Pacella, and so we require Ω
to be C1. Observe that this condition does not appear if p2 = 2, p1 > 1. Indeed, in this case,
we can use the classical moving plane procedure consisting in moving planes perpendicularly to
a fixed direction ν0.
We obtain as a consequence of Theorems 1.2 and 1.1 the following symmetry result:
Theorem 1.3 Let ν ∈ RN and Ω ⊂∈ RN (N ≥ 2) be a domain with C1 boundary symmetric
with respect to the hyperplane T ν0 = {x ∈ R
N |x.ν = 0} and λ1(ν) = λ1(−ν) = 0. Assume that
one of the following conditions holds:
1. p1, p2 ∈ (1, 2) and f, g : R→ R
+ are strictly increasing functions on R+ such that f(x) >
0, g(x) > 0 for all x > 0,
2. p1 ∈ (1,∞), p2 = 2 and f, g : R→ R
+ are nondecreasing on R+.
Moreover suppose that f and g are locally Lipschitz continuous on R. Then, if (u, v) ∈ C10 (Ω)×
C10 (Ω) is a weak solution of (1.7) it follows that u and v are symmetric and decreasing. In
particular, if Ω is the ball BR(0) in R
N with center at the origin and radius R, then u, v are
radially symmetric. Moreover if f(x) > 0, g(x) > 0 for all x > 0, then u′(r), v′(r) < 0 for
r ∈ (0, R), r = |x|.
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Theorems 1.2 and 1.1 have also a relatively big impact in the study of p-Laplace systems
since they are used in [1] to prove by blow-up some existence results and a-priori estimates for
positive solutions of the system{
−∆p1u = f(|v|) in Ω, u = 0 on ∂Ω,
−∆p2v = g(|u|) in Ω, v = 0 on ∂Ω,
(1.9)
where 1 < p1, p2 < N , Ω is convex, f, g : R→ R
+ are nondecreasing locally Lipschitz continuous
on (0,+∞), continuous on [0,+∞) and satisfy
C1|s|
q1 ≤ f(s) ≤ C2|s|
q1 , D1|s|
q2 ≤ g(s) ≤ D2|s|
q2 ∀s ∈ R+ (1.10)
for some positive constants C1, C2,D1,D2 and q1q2 > (p1 − 1)(p2 − 1).
This paper is organized as follows. In section 2, we recall some well known results concerning
the p-Laplacian operator. In section 3, we prove some weak comparison principles on small
domains which are some adaptations of Theorem 1.2 from [4] to systems. In section 3.1, we use
these principles to prove the monotonicity results and finally, we prove as a corollary Theorem
1.3.
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2 Preliminaries
Suppose that f, g are given positive continuous functions as in the introduction.
Definition 2.1 Let t ≥ 0. A function (u, v) ∈ C10 (Ω) × C
1
0 (Ω) is said a weak solution of (1.1)
if for any function ϕ ∈ C∞c (Ω) we have

∫
Ω
|∇u|p1−2∇u.∇ϕdx =
∫
Ω
f(v)ϕdx,∫
Ω
|∇u|p1−2∇u.∇ϕdx =
∫
Ω
g(u)ϕdx.
(2.1)
We are interested in monotonicity results for weak solutions of (1.1).
By the maximum principle and Hopf’s lemma of [9] for the p-Laplacian, any weak solution
(u, v) of (1.1) satisfies
u > 0 in Ω,
∂u
∂ν
< 0 on ∂Ω,
v > 0 in Ω,
∂v
∂ν
< 0 on ∂Ω
where ν denotes the outward unit normal to ∂Ω.
In the present section we recall some well known properties of the operator −∆p. The
following result is due to Damascelli ([4]).
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Lemma 2.1 (Weak comparison principle) Let p > 1. If u, v ∈W 1,∞(Ω) are such that∫
Ω
|∇u|p−2∇u.∇ϕdx ≤
∫
Ω
|∇v|p−2∇v.∇ϕdx ∀ϕ ∈ C∞c (Ω), ϕ ≥ 0 (2.2)
and u ≤ v on ∂Ω, then u ≤ v on Ω.
Next we state a strong comparison principle due to Damascelli in [4] (Theorem 1.4).
Lemma 2.2 (Strong comparison principle) Let Ω ⊂ RN be a bounded domain and p > 1.
Let u, v ∈ C1(Ω) satisfy

∫
Ω
|∇u|p−2∇u.∇ϕdx ≤
∫
Ω
|∇v|p−2∇v.∇ϕdx ∀ϕ ∈ C∞c (Ω), ϕ ≥ 0,
u ≤ v in Ω
and define Z := {x ∈ Ω | |∇u(x)|+ |∇v(x)| = 0} if p 6= 2, Z := ∅ if p = 2.
If x0 ∈ Ω \Z and u(x0) = v(x0), then u = v in the connected component of Ω \Z containing
x0.
Finally we recall a lemma proved by Simon in [8] and Damascelli in [4] which will be used later.
Lemma 2.3 Let p > 1 and N ∈ N0. There exist some positive constants c1, c2 depending on p
and N such that for all η, η′ ∈ RN with |η|+ |η′| > 0
||η|p−2η − |η′|p−2η′| ≤ c1(|η|+ |η
′|)p−2|η − η′| (2.3)
(|η|p−2η − |η′|p−2η′).(η − η′) ≥ c2(|η| + |η
′|)p−2|η − η′|2. (2.4)
3 Weak comparison principles
Let Ω be a bounded domain in RN and let (u, v), (u¯, v¯) ∈ R+ × C1(Ω)× C1(Ω) be solutions of{
−∆p1u = f(v) on Ω, u ≥ 0
−∆p2v = g(u) on Ω, v ≥ 0
(3.5)
{
−∆p1u¯ = f(v¯) on Ω, u¯ ≥ 0
−∆p2 v¯ = g(u¯) on Ω, v¯ ≥ 0
(3.6)
where t > 0 is a real parameter and f, g : R → R+ are locally Lipschitz continuous on R and
nondecreasing on R+. As mentioned above, our first aim is to prove some comparison princi-
ples for solutions of (3.5), (3.6). We begin with a result in case p1, p2 ∈ (1, 2) that will be an
extension of Theorem 2.2 of [5] to systems with nondecreasing right hand side.
For any set A ⊆ Ω, we define MA =MA(u, u¯) := supA(|∇u|+ |∇u¯|) and M˜A = M˜A(v, v¯) :=
supA(|∇v|+ |∇v¯|). We shall denote the measure of a measurable set B by |B|.
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Theorem 3.1 Let Ω be a bounded domain contained in RN and suppose that 1 < p1, p2 < 2.
Let (u, v), (u¯, v¯) ∈ C1(Ω)× C1(Ω) be two solutions of (3.5), (3.6). Suppose that
f, g : R→ R+
are locally Lipschitz continuous on R and nondecreasing on R+. Then there exist α,M > 0
depending on N, p1, p2, f, g, |Ω|, MΩ, M˜Ω and the L
∞ norms of u, u¯, v, v¯ such that if Ω′ ⊂ Ω is
an open set and if there exists measurable sets Ai, A˜i(i = 1, 2, 3) such that
Ω′ = A1 ∪A2 ∪A3 = A˜1 ∪ A˜2 ∪ A˜3
and {
A1 ∪A2, A˜1 ∪ A˜2 are open
Ai ∩Aj = A˜i ∩ A˜j = ∅ for all i 6= j
and 

max{|A1|, |A˜1|} < α,
max{MA2 , M˜A˜2} < M,
u < u¯ on A3,
v < v¯ on A˜3,
then we have the implication{
u ≤ u¯ on ∂Ω′ ∪ ∂(A1 ∪A2)
v ≤ v¯ on ∂Ω′ ∪ ∂(A˜1 ∪ A˜2)
=⇒
{
u ≤ u¯
v ≤ v¯
on Ω′.
Proof: By multiplying the first equations of (3.5), (3.6) by (u− u¯)+ ∈W 1,p10 (Ω
′) (cf.. Theorem
IX.17. and remark 20, p. 171-172 in [3]) and the second equations by (v − v¯)+ ∈ W 1,p20 (Ω
′),
and subtracting the resulting identities, we get∫
Ω′∩[u≥u¯]
(|∇u|p1−2∇u− |∇u¯|p1−2∇u¯).∇(u− u¯) dx =
∫
Ω′∩[u≥u¯]
(f(v)− f(v¯))(u − u¯) dx, (3.7)
∫
Ω′∩[v≥v¯]
(|∇v|p2−2∇v − |∇v¯|p2−2∇v¯).∇(v − v¯) dx =
∫
Ω′∩[v≥v¯]
(g(u) − g(u¯))(v − v¯) dx. (3.8)
By Lemma 2.3, the left-hand sides of (3.7), (3.8) are respectively greater or equal to
c2M
p1−2
Ω
∫
A1∩[u≥u¯]
|∇(u− u¯)|2 dx+ c2M
p1−2
A2
∫
A2∩[u≥u¯]
|∇(u− u¯)|2 dx (3.9)
and
c2M˜
p2−2
Ω
∫
A˜1∩[v≥v¯]
|∇(v − v¯)|2 dx+ c2M˜
p2−2
A˜2
∫
A˜2∩[v≥v¯]
|∇(v − v¯)|2 dx
where c2 is a positive constant depending on p1, p2 and N . Since f and g are nondecreasing,
the right-hand side of (3.7) can be further majorized with∫
Ω′∩[u≥u¯]∩[v≥v¯]
(f(v)− f(v¯))(u − u¯) dx,
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and by the local Lipschitz property of f, g, this latter quantity is smaller or equal to
Λ
∫
Ω′∩[u≥u¯]∩[v≥v¯]
(v − v¯)(u− u¯) ≤ Λ‖(v − v¯)+‖L2((A˜1∪A˜2)∩[u≥u¯])‖(u− u¯)
+‖L2((A1∪A2)∩[v≥v¯])
≤ Λ‖(v − v¯)+‖L2((A˜1∪A˜2))‖(u − u¯)
+‖L2((A1∪A2)),
for some constant Λ > 0 depending on f and the L∞ norms of v, v¯ (cf.. remark 2.1 in [5]).
Using a version of Poincare´’s inequality (see Lemma 2.2 of [4]), this last term is smaller than
Λw
−2/N
N |Ω
′|1/N
{
|A˜1|
1/2N‖∇(v − v¯)‖L2(A˜1∩[v≥v¯]) + |Ω|
1/2N‖∇(v − v¯)‖L2(A˜2∩[v≥v¯])
}
×
{
|A1|
1/2N‖∇(u− u¯)‖L2(A1∩[u≥u¯]) + |Ω|
1/2N‖∇(u− u¯)‖L2(A2∩[u≥u¯])
}
,
where ωN denotes the Lebesgue measure of the unit ball in R
N . The same reasoning can be
made with (3.8) (with another constant Λ′). Adding both inequalities, we obtain
c2M
p1−2
Ω ‖∇(u− u¯)‖
2
L2(A1∩[u≥u¯])
+ c2M
p1−2
A2
‖∇(u− u¯)‖2L2(A2∩[u≥u¯])
+c2M˜
p2−2
Ω ‖∇(v − v¯)‖
2
L2(A˜1∩[v≥v¯])
+ c2M˜
p2−2
A˜2
‖∇(v − v¯)‖2
L2(A˜2∩[v≥v¯])
≤ 2max{Λ,Λ′}w
−2
N
N |Ω
′|
1
N
{
|A1|
1
2N |A˜1|
1
2N ‖∇(v − v¯)‖L2(A˜1∩[v≥v¯])‖∇(u− u¯)‖L2(A1∩[u≥u¯])
+|Ω|
1
N ‖∇(v − v¯)‖L2(A˜2∩[v≥v¯])‖∇(u− u¯)‖L2(A2∩[u≥u¯])
+|A1|
1
2N |Ω|
1
2N ‖∇(v − v¯)‖L2(A˜2∩[v≥v¯])‖∇(u− u¯)‖L2(A1∩[u≥u¯])
+|Ω|
1
2N |A˜1|
1
2N ‖∇(v − v¯)‖L2(A˜1∩[v≥v¯])‖∇(u− u¯)‖L2(A2∩[u≥u¯])
}
. (3.10)
By Young inequality, the right-hand side of (3.10) is smaller or equal to
2max{Λ,Λ′}w
−2
N
N |Ω
′|
1
N
{
|A˜1|
1
N ‖∇(v − v¯)‖2
L2(A˜1∩[v≥v¯])
+ |A1|
1
N ‖∇(u− u¯)‖2L2(A1∩[u≥u¯])
+|Ω|
1
N ‖∇(u− u¯)‖2L2(A2∩[u≥u¯]) + |Ω|
1
N ‖∇(v − v¯)‖2
L2(A˜2∩[v≥v¯])
}
.
From this we infer that if |A1|, |A˜1|,MA2 and M˜A˜2 are small enough, then
‖∇(v − v¯)‖L2(A˜1∩[v≥v¯]) = ‖∇(u− u¯)‖L2(A1∩[u≥u¯])
= ‖∇(u− u¯)‖L2(A2∩[u≥u¯]) = ‖∇(v − v¯)‖L2(A˜2∩[v≥v¯]) = 0,
so that by Poincare´’s inequality, (u− u¯)+ = (v − v¯)+ = 0 in respectively A1 ∪A2 and A˜1 ∪ A˜2,
and finally on Ω′ by definition of A3, A˜3. 
We now give a weak comparison principle in the case p1 ∈ (1,+∞), p2 = 2 (or p1 = 2, p2 ∈
(1,+∞)). Let u, u¯, v, v¯ ∈ C1(Ω) and A ⊂ Ω. Set
mA := inf
A
(|∇u|+ |∇u¯|), m˜A := inf
A
(|∇v|+ |∇v¯|).
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Theorem 3.2 Let m > 0, Ω ⊂ RN be a bounded domain and (u, v), (u¯, v¯) ∈ R+×C1(Ω)×C1(Ω)
be two solutions of (3.5), (3.6) where f, g : R → R+ are nondecreasing on R+ and locally
Lipschitz continuous on R.
(i) If p1 ∈ (1, 2), p2 = 2, then there exists δ > 0 depending on N, p1,MΩ, f, g and the L
∞-
norms of u, u¯, v, v¯ such that for any open subset Ω′ ⊆ Ω with |Ω′| < δ, u ≤ u¯ and v ≤ v¯
on ∂Ω′ implies u ≤ u¯ and v ≤ v¯ on Ω′.
(ii) If p1 > 2, p2 = 2, then there exists δ > 0 depending on N, p1,m, f, g and the L
∞ norms of
u, u¯, v, v¯ such that if such that if mΩ ≥ m, if Ω
′ ⊆ Ω is an open subset with |Ω′| < δ, then
u ≤ u¯ and v ≤ v¯ on ∂Ω′ implies u ≤ u¯ and v ≤ v¯ on Ω′.
(iii) If p1 = p2 = 2, then there exists δ > 0 depending on N, f, g and the L
∞-norms of u, u¯, v, v¯
such that for any open subset Ω′ ⊆ Ω with |Ω′| < δ, u ≤ u¯ and v ≤ v¯ on ∂Ω′ implies u ≤ u¯
and v ≤ v¯ on Ω′.
Proof: Let us prove (i). As in the proof of Theorem 3.1, we first multiply the first equations
of (3.5), (3.6) by (u − u¯)+ ∈ W 1,p10 (Ω
′) and the second equations by (v − v¯)+ ∈ W 1,20 (Ω
′) and
we subtract them. In this way we obtain (3.7), while (3.8) is replaced by∫
Ω′∩[v≥v¯]
|∇(v − v¯)|2 dx =
∫
Ω′∩[v≥v¯]
(g(u) − g(u¯))(v − v¯) dx. (3.11)
By Lemma 2.3, the left-hand side of (3.7) can be estimated with
c2M
p1−2
Ω
∫
Ω′∩[u≥u¯]
|∇(u− u¯)|2 dx.
We then treat the right-hand sides of (3.7), (3.11) as in the proof of Theorem 3.1. For this
purpose we use Lemma 2.2 from [4] with A1 = Ω
′, A2 = ∅ and we add the obtained inequalities
to get
c2M
p1−2
Ω ‖∇(u− u¯)
+‖2L2(Ω′) + ‖∇(v − v¯)
+‖2L2(Ω′)
≤ 4max{Λ,Λ′}ω
− 2
N
N |Ω
′|
2
N (‖∇(u− u¯)+‖2L2(Ω′) + ‖∇(v − v¯)
+‖2L2(Ω′)).
So, if |Ω′| is sufficiently small, then necessarily ‖∇(u− u¯)+‖L2(Ω′) = ‖∇(v− v¯)
+‖L2(Ω′) = 0. By
Poincare´’s inequality this implies (u− u¯)+ = (v − v¯)+ = 0 in Ω′, i.e. u ≤ u¯ and v ≤ v¯ in Ω′.
Let us now prove (ii). We again obtain (3.7), (3.11) and by Lemma 2.3, the right-hand side
of (3.7) is greater or equal to
c2m
p1−2
Ω
∫
Ω′∩[u≥u¯]
|∇(u− u¯)|2 dx.
Writing as above the same estimates of the left-hand sides of (3.7), (3.11), we get:
c2m
p1−2
Ω ‖∇(u− u¯)
+‖2L2(Ω′) + ‖∇(v − v¯)
+‖2L2(Ω′)
≤ 4max{Λ,Λ′}ω
− 2
N
N |Ω
′|
2
N (‖∇(u− u¯)+‖2L2(Ω′) + ‖∇(v − v¯)
+‖2L2(Ω′)),
and we conclude as in the proof of (i).
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Finally, we prove (iii). We get (3.11) while (3.7) is replaced by∫
Ω′∩[u≥u¯]
|∇(u− u¯)|2 dx =
∫
Ω′∩[u≥u¯]
(f(v)− f(v¯))(u − u¯) dx. (3.12)
We estimates as in the proof of (i) the left-hand sides of (3.12), (3.11) and we obtain
‖∇(u− u¯)+‖2L2(Ω′) + ‖∇(v − v¯)
+‖2L2(Ω′)
≤ 4max{Λ,Λ′}ω
− 2
N
N |Ω
′|
2
N (‖∇(u− u¯)+‖2L2(Ω′) + ‖∇(v − v¯)
+‖2L2(Ω′)).
We conclude again as in the proof of (i). 
3.1 Proof of the monotonicity results
Let us introduce some more notations used in [5]. For any direction ν ∈ RN , |ν| = 1, we define
Λ2(ν) = {λ > a(ν) | (Ω
ν
µ)
′ ⊂ Ω for any µ ∈ (a(ν), λ]},
and, if Λ2(ν) 6= ∅,
λ2(ν) = supΛ2(ν).
If a(ν) < λ ≤ λ2(ν), x ∈ Ω
ν
λ, u, v ∈ C
1(Ω), we set
uνλ(x) = u(x
ν
λ), v
ν
λ(x) = v(x
ν
λ),
Zνλ = Z
ν
λ(u) = {x ∈ Ω
ν
λ |∇u(x) = ∇u
ν
λ(x) = 0},
Z˜νλ = Z˜
ν
λ(v) = {x ∈ Ω
ν
λ |∇v(x) = ∇v
ν
λ(x) = 0}
and
Z = Z(u) = {x ∈ Ω |∇u(x) = 0},
Z˜ = Z˜(v) = {x ∈ Ω |∇v(x) = 0}.
We also define
Λ0(ν) = {λ ∈ (a(ν), λ2(ν)] |u ≤ u
ν
µ and v ≤ v
ν
µ in Ω
ν
µ for any µ ∈ (a(ν), λ]}
and if Λ0(ν) 6= ∅, we set
λ0(ν) = supΛ0(ν).
As remarked in [5], we obviously have λ0(ν) ≤ λ1(ν) ≤ λ2(ν).
We begin now to prove Theorem 1.1. In the proof we shall use the weak comparison princi-
ples stated in Theorem 3.2 for the beginning of the moving plane procedure, but afterwards it
becomes quite classical in the sense that it uses maximum principles and Hopf’s lemma for the
usual Laplacian. That’s why the result is true for all p2 ∈ (0,+∞), in opposition with Theorem
1.2.
Proof of Theorem 1.1: Let us fix a direction ν. If λ ≤ λ1(ν), we have u ≤ u
ν
λ, v ≤ v
ν
λ on ∂Ω
ν
λ
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since u, v > 0 on Ω, u = v = 0 on ∂Ω. If p1 ≤ 2, there exists δ > 0 such that Theorem 3.2 (i)
or (iii) is applicable to the pairs (u, v), (u¯, v¯) = (uνλ, v
ν
λ) and Ω
′ = Ωνλ for all λ ∈ (a(ν), λ2(ν)).
Since for λ > a(ν), λ− a(ν) small enough, we have |Ωνλ| < δ, we get u ≤ u
ν
λ and v ≤ v
ν
λ on Ω
ν
λ
for these values of λ.
If p1 > 2, then, by the Hopf’s lemma (see [9]), there exists λ¯ > a(ν) and m > 0 such that
mΩν
λ
≥ m for all λ ∈ (a(ν), λ¯). Moreover, as above, for λ > a(ν), λ − a(ν) small enough,
it follows that |Ωνλ| is small. So for these values of λ, we can apply Theorem 3.2 (ii) with
u, u¯ := uνλ, v, v¯ := v
ν
λ, Ω = Ω
′ = Ωνλ, to get u ≤ u
ν
λ and v ≤ v
ν
λ on Ω
ν
λ . This proves that
Λ0(ν) 6= ∅.
Suppose by contradiction that λ0(ν) < λ1(ν). By the continuity of u, v it follows that
u ≤ uνλ0(ν) and v ≤ v
ν
λ0(ν)
on Ωνλ0(ν). Thus, by Lemma 2.2, we have either v < v
ν
λ0(ν)
or v = vνλ0(ν)
on Ωνλ0(ν). Since (1.2) holds with λ = λ0(ν), we have 0 = v < v
ν
λ0(ν)
on ∂Ωνλ0(ν) \ T
ν
λ0(ν)
, so that
we are in the first case. Using the fact that g is nondecreasing, we obtain

−∆(v − vνλ0(ν)) ≤ 0 on Ω
ν
λ0(ν)
,
v − vνλ0(ν) < 0 on Ω
ν
λ0(ν)
,
v = vνλ0(ν) on T
ν
λ0(ν)
.
Thus by Hopf’s lemma we have
∂(v − vνλ0(ν))
∂ν
> 0 on T νλ0(ν) ∩ Ω.
Hence ∂v∂ν > 0 on T
ν
λ0(ν)
∩ Ω. Since λ0(ν) < λ1(ν), we have ν(x).ν > 0 for all x ∈ ∂Ω ∩ ∂Ω
ν
λ0(ν)
.
By Hopf’s lemma, for any x ∈ ∂Ω ∩ ∂Ωνλ0(ν), it holds that ∇v(x) = c(x)ν(x) for some function
c(x) > 0, so that ∂v∂ν > 0 on ∂Ω ∩ ∂Ω
ν
λ0(ν)
, and hence
∂v
∂ν
> 0 on T νλ0(ν) ∩ Ω
ν
λ0(ν)
. (3.13)
Since we suppose by contradiction that λ0(ν) < λ1(ν), by definition of λ0(ν) we infer that there
exists a sequence (λn) ⊂ (λ0(ν), λ1(ν)) such that λn → λ0(ν) and a sequence (xn) ⊂ Ω
ν
λn
with
the property
v(xn) > v
ν
λn(xn) ∀n ∈ N. (3.14)
Indeed, if we would have v ≤ vνλn in Ω
ν
λn
, then, due to the fact that f is nondecreasing, we
would have u ≤ uνλn in Ω
ν
λn
. However this contradicts λn > λ0(ν). Since (xn) is bounded,
there exists x ∈ Ωνλ0(ν) such that xn → x. Passing to the limit as n → ∞ in (3.14) we obtain
v(x) ≥ vνλ0(ν)(x). As a consequence it follows that x ∈ T
ν
λ0(ν)
. By (3.14), there exists a sequence
(yn) ⊂ (xn, (xn)
ν
λn
) (where (a, b) for a, b ∈ RN denotes here the open segment of extremities a
and b) such that ∂v∂ν (yn) < 0. Clearly yn → x and then
∂v
∂ν (x) ≤ 0, which contradicts (3.13).
To prove (1.6), it suffices to apply the same reasoning as above to the function v− vνλ on Ω
ν
λ.
Indeed we have −∆(v− vνλ) ≤ 0, v < v
ν
λ on Ω
ν
λ and v = v
ν
λ on T
ν
λ ∩Ω. So we obtain
∂(v−vν
λ
)
∂ν > 0
on T νλ ∩ Ω and finally
∂v
∂ν > 0 on T
ν
λ ∩ Ω. Since Ω
ν
λ0(ν)
= ∪a(ν)<λ<λ0(ν)(T
ν
λ ∩ Ω), we have (1.6).
This completes the proof. 
10
Now we treat the case p1, p2 ∈ (1, 2). To prove Theorem 1.2, we will follow the same steps
as in [5], but adapted to our case. For the sake of completeness and clarity, we will sometimes
repeat some arguments from [5].
Since the proof is quite long, we would like to give the main ideas beyond it. We first prove
Lemma 3.3, an extension to our system of Theorem 3.1 from [5] (see also Theorem 1.5 from [4]).
It asserts that once we start the moving plane procedure along a direction ν, if λ0(ν) < λ2(ν),
then the set Z of critical points of u creates a connected component C of Ω \Z symmetric with
respect to T νλ0(ν) and where u = u
ν
λ0(ν)
, and the same results holds for the function v with a
component C˜ of Ω \ Z˜. Hence our goal is to prove that such sets C or C˜ cannot exist.
A first step in that way is Lemma 3.4 which implies that if C is defined as above and if u
is constant on a connected subset of ∂C whose projection on T νλ0(ν) contains a relatively open
nonempty subset, then such a set C cannot exists, and the analogue holds for function v with
a component C˜.
In fact, Lemmas 3.3 and 3.4 imply that if (u, v) is solution of (1.7) and if λ0(ν) < λ2(ν), then
there exist a connected component Cν of Ωνλ0(ν) \Z
ν
λ0(ν)
and a component C˜ν of Ωνλ0(ν) \ Z˜
ν
λ0(ν)
such that u = uνλ0(ν) in C
ν and v = vνλ0(ν) in C˜
ν. So if we suppose moreover that either u or
v is constant on each connected component of respectively Z or Z˜, then in the first case, ∂Cν
would contain a set Γ on which ∇u = 0, u is constant and whose projection on T νλ0(ν) contains
an open subset of T νλ0(ν), which will be impossible by Lemma 3.4.
At first sight, one could think that the assumption that u or v is constant on respectively
Z or Z˜ is always satisfied by any C1 function. In fact, this is not true and the question of
finding sufficient condition on a connected set of critical points of a C1 function ensuring that
this function is constant there seems very complicated. Some counterexamples are cited in [5]
(see [10] and [7]), and they show that this question is strictly related to Sard’s lemma and the
theory of fractal sets.
So, to prove that either u or v is constant on a connected set of respectively ∂C or ∂C˜ (where
C and C˜ are introduced above) and that the projection of C on the hyperplane T νλ0(ν) contains a
nonempty open set, some extra work is needed. To do that, we use the new argument introduced
by Damascelli and Pacella in [5] consisting in moving hyperplanes orthogonal to directions close
to ν to prove that the set C (or C˜) is also symmetric with nearby hyperplanes and to show that
on its boundary, there is at least one connected piece where u is constant, ∇u = 0 and whose
projection on T νλ0(ν) contains a nonempty open set.
We first give the analogue for our system of Theorem 3.1 from [5].
Lemma 3.3 Let Ω ⊂ RN be a bounded domain and let (u, v) ∈ C10 (Ω)×C
1
0 (Ω) be a weak solution
of (3.5) where p1, p2 ∈ (1, 2), f, g are strictly increasing on R
+, locally Lipschitz continuous on
R and such that f(x) > 0, g(x) > 0 for all x > 0. For any direction ν such that Λ2(ν) 6= ∅ we
have that Λ0(ν) 6= ∅. If moreover λ0(ν) < λ2(ν), then there exist a connected component C
ν of
Ωνλ0(ν) \Z
ν
λ0(ν)
and a connected component C˜ν of Ωνλ0(ν) \ Z˜
ν
λ0(ν)
such that u ≡ uνλ0(ν) in C
ν and
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v ≡ vνλ0(ν) in C˜
ν. For such components, we have
∇u(x) 6= 0 ∀x ∈ Cν , ∇v(x) 6= 0 ∀x ∈ C˜ν , (3.15)
∇u(x) = 0 ∀x ∈ ∂Cν \ (T νλ0(ν) ∪ ∂Ω), ∇v(x) = 0 ∀x ∈ ∂C˜
ν \ (T νλ0(ν) ∪ ∂Ω). (3.16)
Moreover, for any λ ∈ (a(ν), λ0(ν)), we have
u < uνλ in Ω
ν
λ \ Z
ν
λ , v < v
ν
λ in Ω
ν
λ \ Z˜
ν
λ , (3.17)
and
∂u
∂ν
(x) > 0 ∀x ∈ Ωνλ0(ν) \ Z and
∂v
∂ν
(x) > 0 ∀x ∈ Ωνλ0(ν) \ Z˜. (3.18)
Proof: The proof will follow the same steps as in the proof of Theorem 3.1 in [5].
Step 1: We take a direction ν such that Λ2(ν) 6= ∅ and we prove that Λ0(ν) 6= ∅. As in the
proof of Theorem 3.1 in [5], we can prove that if λ > a(ν), λ − a(ν) is small, then |Ωνλ| is
small and since u ≤ uνλ, v ≤ v
ν
λ on ∂Ω
ν
λ, by Theorem 3.1, we get u ≤ u
ν
λ, v ≤ v
ν
λ on Ω
ν
λ. So
Λ0(ν) 6= ∅. Here we have applied Theorem 3.1 to the pairs (u, v) and (u¯, v¯) = (u
ν
λ, v
ν
λ) and with
A1 = A˜1 = Ω
ν
λ and A2 = A˜2 = A3 = A˜3 = ∅.
Step 2: By continuity of u, v , the inequalities u ≤ uνλ0(ν) and v ≤ v
ν
λ0(ν)
hold in Ωνλ0(ν).
Moreover, by Lemma 2.2, since f, g are nondecreasing on R+, we have that if Cν and C˜ν are
connected components of respectively Ωνλ0(ν) \ Z
ν
λ0(ν)
and Ωνλ0(ν) \ Z˜
ν
λ0(ν)
, then either u < uνλ0(ν)
or u ≡ uνλ0(ν) in C
ν and either v < vνλ0(ν) or v ≡ v
ν
λ0(ν)
in C˜ν . Assume now that λ0(ν) < λ2(ν),
and by contradiction that u < uνλ0(ν) in Ω
ν
λ0(ν)
\Zνλ0(ν). We first show that this implies v < v
ν
λ0(ν)
on Ωνλ0(ν) \ Z˜
ν
λ0(ν)
. Suppose by contradiction this is not the case and that in a component C˜ν
of Ωνλ0(ν) \ Z˜
ν
λ0(ν)
, we have v ≡ vνλ0(ν). Since Ω
ν
λ0(ν)
\ Z˜νλ0(ν) is open, C˜
ν is also open. Moreover,
int(Zνλ0(ν)) = ∅. Indeed, if Z
ν
λ0(ν)
contains an open set Ω′, we have
∫
Ω′
|∇u|p1−2∇u.∇ϕdx = 0 =
∫
Ω′
f(v)ϕdx ∀ϕ ∈ C∞c (Ω
′), (3.19)
which is impossible since v > 0 on Ω and f(x) > 0 for all x > 0. So int(Zνλ0(ν)) = ∅ and a
similar reasoning would show that int(Z˜νλ0(ν)) = ∅. Now if we assume by contradiction that
in a component C˜ν of Ωνλ0(ν) \ Z˜
ν
λ0(ν)
, we have v ≡ vνλ0(ν), then u < u
ν
λ0(ν)
and v = vνλ0(ν) in
C˜ν ∩ (Ωνλ0(ν) \ Z
ν
λ0(ν)
) 6= ∅. Denoting C˜ν ∩ (Ωνλ0(ν) \ Z
ν
λ0(ν)
) by A, this would imply
∫
A
|∇v|p2−2∇v.∇ϕdx =
∫
A
|∇vνλ0(ν)|
p2−2∇vνλ0(ν).∇ϕdx ∀ϕ ∈ C
∞
c (A),
and so ∫
A
g(u)ϕdx =
∫
A
g(uνλ0(ν))ϕdx ∀ϕ ∈ C
∞
c (A),
which is impossible since g is strictly increasing. So we also have v < vνλ0(ν) in Ω
ν
λ0(ν)
\ Z˜νλ0(ν).
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As in [5], we can choose α,M > 0 independent from λ ∈ (a(ν), λ2(ν)] so that Theorem 3.1
applies in Ω to the pairs (u, v) and (u¯, v¯) = (uνλ, v
ν
λ) and with Ω
′ = Ωνλ. Following the same
idea as in [5], we take two open sets A, A˜ with Zνλ0(ν) ⊂ A ⊂ Ω
ν
λ0(ν)
and Z˜νλ0(ν) ⊂ A˜ ⊂ Ω
ν
λ0(ν)
such that supA(|∇u| + |∇u
ν
λ0(ν)
|) < M2 , supA˜(|∇v| + |∇v
ν
λ0(ν)
|) < M2 . We also fix a compact
set K ⊂ Ωνλ0(ν) such that |Ω
ν
λ0(ν)
\K| < α2 . If K \ A 6= ∅, minK\A(u
ν
λ0(ν)
− u) = m > 0 and if
K \ A˜ 6= ∅, minK\A˜(v
ν
λ0(ν)
− v) = m˜ > 0. By continuity of u, v, there exists ε > 0 such that
λ0(ν) + ε < λ2(ν) and such that for all λ ∈ (λ0(ν), λ0(ν) + ε),
|Ωνλ \K| < α, sup
A
(|∇u|+ |∇uνλ|) < M and sup
A˜
(|∇v|+ |∇vνλ|) < M,
uνλ − u >
m
2
> 0 in K \ A if K \A 6= ∅,
and
vνλ − v >
m˜
2
> 0 in K \ A˜ if K \ A˜ 6= ∅.
For such values of λ, we have that u ≤ uνλ and v ≤ v
ν
λ on respectively ∂(Ω
ν
λ \ (K \ A)) and
∂(Ωνλ \ (K \ A˜)). Indeed, if x0 belongs to ∂(Ω
ν
λ \ (K \A)), then either x0 ∈ ∂Ω
ν
λ where trivially
u ≤ uνλ, or x0 ∈ ∂(K \ A), where u
ν
λ − u is positive. The same kind of reasoning works in the
case x0 ∈ ∂(Ω
ν
λ \ (K \ A˜)).
So we can apply Theorem 3.1 to (u, v), (u¯, v¯) = (uνλ, v
ν
λ), by taking Ω
′ = Ωνλ, A1 = A˜1 = Ω
ν
λ \K,
A2 = K∩A, A˜2 = K∩A˜ and A3 = K\A, A˜3 = K\A˜. We verify easily that A1∪A2 = Ω
ν
λ\(K\A)
and A˜1 ∪ A˜2 = Ω
ν
λ \ (K \ A˜) are open subsets contained in Ω
ν
λ. We finally conclude that u ≤ u
ν
λ
and v ≤ vνλ in Ω
ν
λ for λ ∈ (λ0(ν), λ0(ν) + ε), which contradicts the definition of λ0(ν).
We prove (3.15) and (3.16) exactly as in [5] (they are simple consequences of the definition of
Cν and C˜ν).
Step 3: To prove (3.17), it suffices to prove
u < uνλ in Ω
ν
λ \ Z if λ ∈ (a(ν), λ0(ν)), (3.20)
and
v < vνλ in Ω
ν
λ \ Z˜ if λ ∈ (a(ν), λ0(ν)), (3.21)
as in [5]. Indeed, If (3.17) is false, and if (for example) u(x0) = u
ν
λ(x0) for some point x0 ∈
Ωνλ \Z
ν
λ , then by Lemma 2.2, u = u
ν
λ in the component of Ω
ν
λ \Z
ν
λ to which x0 belongs, and this
implies that both |∇u(x0)| and |∇u
ν
λ(x0)| are not zero, i.e. x0 ∈ Ω
ν
λ \Z, so that (3.20) does not
hold. The same reasoning also works for v.
Let us prove (3.20). The argument is the same as in [5]. We recall it here for the sake of
completeness. For simplicity of notations, we assume that ν = e1 = (1, 0, . . . , 0) and we omit
the superscript e1 in Ω
e1
λ , λ0(e1), a(e1), u
e1
λ ,. . .We write coordinates in R
N as x = (y, z) with
y ∈ R, z ∈ RN−1.
Arguing by contradiction, we assume that there exists µ with a < µ < λ0 and x0 = (y0, z0) ∈
Ωµ\Z such that u(x0) = uµ(x0). Since v ≤ vµ on Ωµ and f is nondecreasing, Lemma 2.2 implies
u = uµ in the component C of Ωµ \Zµ to which x0 belongs. If λ > µ, λ−µ is small, (x0)λ = xµ
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for some point x = (y, z0) ∈ C with y < y0. Since for λ ∈ (µ, λ0], u ≤ uλ in Ωλ, we have
u(y, z0) = u(x) = u(xµ) = u((x0)λ) ≥ u(x0) = u(y0, z0). This implies that u(y, z0) = u(y0, z0)
since by definition of λ0, u is nondecreasing in the e1-direction in Ωλ0 . Therefore the set
U := {y < y0 | (y, z0) ∈ Ω and u(y, z0) = u(y0, z0)},
is not empty. If we set y1 := inf U , we show that x1 := (y1, z0) ∈ ∂Ω. Assume by contradiction
that x1 ∈ Ω and put λ1 :=
y1+y0
2 . By continuity of u, u(x1) = u(x0) and since (x1)λ1 = x0 and
∇u(x0) 6= 0, we have x1 ∈ Ωλ1 \Zλ1 . By Lemma 2.2, u = uλ1 in the component of Ωλ1 \Zλ1 to
which x1 belongs, which implies that ∇u(x1) 6= 0 as above. Repeating the previous arguments
with µ, x0 substituted by λ1, x1, we obtain that u(y, z0) = u(y0, z0) for some y < y1, y1 − y
small, and this contradicts the definition of y1. So x1 ∈ ∂Ω and u(x1) = 0 = u(x0) > 0, a
contradiction. This proves (3.20) and hence (3.17) for u. The proof of (3.21) is similar.
The proof of (3.18) can be made as in [5] using the usual Hopf’s lemma. 
The following result is the analogue of Proposition 3.1 in [5].
Lemma 3.4 Suppose that (u, v) ∈ C10 (Ω) × C
1
0 (Ω) is a weak solution of (1.7) where p1, p2 ∈
(1, 2) and f, g satisfy the hypotheses of Lemma 3.3. Then for any direction ν, the set Ωνλ0(ν) does
not contain any subset Γ of Z on which u is constant and whose projection on the hyperplane
T νλ0(ν) contains a non empty open subset of T
ν
λ0(ν)
relatively to the induced topology. Similarly,
for any direction ν, the set Ωνλ0(ν) does not contain any subset Γ˜ of Z˜ on which v is constant
and whose projection on the hyperplane T νλ0(ν) contains a non empty open subset of T
ν
λ0(ν)
.
Proof: The proof is identical to that of Proposition 3.1 of [5], case 2. We give it here for the
sake of completeness.
For simplicity of notations, we take ν = e1 = (1, 0, . . . , 0) and denote a point x ∈ R
N as
x = (y, z) with y ∈ R, z ∈ RN−1. We omit the superscript ν = e1 in Ω
ν
λ, u
ν
λ, . . .
Arguing by contradiction, we assume that Ωλ0 contains a set Γ with the properties:
(i) there exists γ > 0 and z0 ∈ R
N−1 such that for each (λ0, z) ∈ Tλ0 with |z − z0| < γ, there
exists y < λ0 with (y, z) ∈ Γ,
(ii) ∇u(x) = 0 for all x ∈ Γ,
(iii) u(x) = m > 0 for all x ∈ Γ.
Observe that Γ¯ satisfies the same properties as Γ and that by (iii), Γ¯ ∩ ∂Ω = ∅. Let ω = ωγ be
the (N − 1)-dimensional ball centered at z0 with radius γ. We consider the cylinder R× ω and
denote by Σ the intersection (R × ω) ∩ Ωλ0 . We then define the “right part of Σ with respect
to Γ”
Σr := {(y, z) ∈ Σ | z ∈ ω, σ(z) < y < λ0},
where
σ(z) := sup{y ∈ R | (y′, z) /∈ Γ¯ for all y′ < y}.
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One can see that Σr is open and well defined and by the monotonicity of u in Ωλ0 , we have
u(x) ≥ m for all x ∈ Σr. We claim that u 6= m in Σr. Indeed if this is not the case i.e. u = m
in Σr, then ∇u = 0 in Σr which is impossible since f(x) > 0 for all x > 0 and v > 0 in Σr.
Furthermore,
−∆p1(u−m) = −∆p1u > 0 on Σr.
One can see as in [5] that there exists x′ on ∂Σr ∩ Γ¯ at which the interior sphere condition
is satisfied. At such a point, we have that u(x′) = m = minΣr u. By the Hopf’s lemma, we
conclude that ∂u∂s (x
′) > 0 for an interior directional derivative, which contradicts (ii) for Γ¯.
The same arguments can be used to prove the nonexistence of a set Γ˜. 
Before giving the proof of Theorem 1.2, we introduce some more notations. We denote by
Fν (resp. F˜ν) the collection of the connected components C
ν of Ωνλ0(ν) \ Z
ν
λ0(ν)
(resp. C˜ν of
Ωνλ0(ν) \ Z˜
ν
λ0(ν)
) such that u = uνλ0(ν) in C
ν , ∇u 6= 0 in Cν and ∇u = 0 on ∂Cν \ (T νλ0(ν) ∪ ∂Ω)
(resp. v = vνλ0(ν) in C˜
ν , ∇v 6= 0 in C˜ν and ∇v = 0 on ∂C˜ν \ (T νλ0(ν) ∪ ∂Ω) ). Then we define
C ′ν := Cν , (3.22)
if ∇u(x) = 0 for all x ∈ ∂Cν , or, if there are some points x ∈ ∂Cν ∩T νλ0(ν) such that ∇u(x) 6= 0,
we define
C ′ν := Cν ∪ Cν1 ∪ C
ν
2 , (3.23)
where Cν1 = Rλ0(ν)(C
ν), Cν2 = {x ∈ ∂C
ν ∩ Tλ0(ν) |∇u(x) 6= 0}. As in [5], we can check that C
′ν
is open and connected, with
∇u 6= 0 in C ′ν, ∇u = 0 on ∂C ′ν . (3.24)
We define in the same way C˜ ′ν with u replaced by v. Finally we define F ′ν := {C
′ν |Cν ∈ Fν}
and F˜ ′ν := {C˜
′ν | C˜ν ∈ F˜ν}.
Remark 3.1 We have the analogue of remark 4.1 from [5] for u and v: if ν1, ν2 are two
directions, then either C ′ν1 = C ′ν2 or C ′ν1 ∩ C ′ν2 = ∅. Indeed, if Cν1 ∈ Fν1 , C
ν2 ∈ Fν2 , if
C ′ν1 ∩ C ′ν2 6= ∅ and C ′ν1 6= C ′ν2 , then ∂C ′ν1 ∩ C ′ν2 6= ∅ or C ′ν1 ∩ ∂C ′ν2 6= ∅ by Corollary 4.1
of [5], which is impossible since ∇u 6= 0 in C ′νi, ∇u = 0 on ∂C ′νi for i = 1, 2. So necessarily,
either C ′ν1 = C ′ν2 or C ′ν1 ∩ C ′ν2 = ∅. In a similar way, if C˜ν1 ∈ F˜ν1 , C˜
ν2 ∈ F˜ν2 , then either
C˜ ′ν1 = C˜ ′ν2 or C˜ ′ν1 ∩ C˜ ′ν2 = ∅.
Proof of Theorem 1.2: The proof will follow the steps of that of Theorem 1.1 from [5].
If ν is a direction and δ > 0, we denote by Iδ(ν) the set
Iδ(ν) := {µ ∈ R
N | |µ| = 1, |µ − ν| < δ}.
As in the proof of Lemma 3.3, we can fix α,M > 0 such that Theorem 3.1 applies to any
direction ν and any set Ω′ ⊂ Ωνλ for all λ ∈ (a(ν), λ1(ν)].
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Suppose by contradiction that ν0 is a direction such that λ0(ν0) < λ1(ν0). Since λ1(ν0) ≤ λ2(ν0),
then λ0(ν0) < λ2(ν0) and by Lemma 3.3, Fν0 and F˜ν0 are non empty. Since R
N is separable
and since each component of Fν0 and F˜ν0 is open, Fν0 and F˜ν0 contain at most countable many
sets, so Fν0 = {C
ν0
i | i ∈ I ⊆ N} and F˜ν0 = {C˜
ν0
i | i ∈ I˜ ⊆ N}. In case I is infinite, since the
components are disjoint, we have that
∑∞
i=1 |C
ν0
i | ≤ |Ω|, so we can choose n0 ≥ 1 for which
∞∑
i=n0+1
|Cν0i | <
α
6
,
and the same remark holds for I˜ with a number n˜0. If I and I˜ are finite, let n0 and n˜0 be their
cardinality. We then choose two compacts K0 ⊂ (Ω
ν0
λ0(ν0)
\∪i∈IC
ν0
i ) and K˜0 ⊂ (Ω
ν0
λ0(ν0)
\∪i∈I˜C˜
ν0
i )
such that
|(Ων0λ0(ν0) \ ∪i∈IC
ν0
i ) \K0| <
α
6
and |(Ων0λ0(ν0) \ ∪i∈I˜C˜
ν0
i ) \ K˜0| <
α
6
.
Then we take some compact sets Ki ⊂ C
ν0
i , i = 1, . . . , n0 and K˜i ⊂ C˜
ν0
i , i = 1, . . . , n˜0, such that
|Cν0i \Ki| <
α
6n0
i = 1, . . . , n0 and |C˜
ν0
i \ K˜i| <
α
6n˜0
i = 1, . . . , n˜0.
So we have decomposed Ων0λ0(ν0) in the sets K0,K1, . . . ,Kn0 and in a remaining part with mea-
sure less than α2 , and the same remark holds with the sets K˜i.
We define then A := {x ∈ Ων0λ0(ν0) | |∇u(x)|+|∇u
ν0
λ0(ν0)
(x)| < M2 } and A˜ := {x ∈ Ω
ν0
λ0(ν0)
| |∇v(x)|+
|∇vν0λ0(ν0)(x)| <
M
2 }. Clearly, the sets K0 \A and K˜0 \ A˜ are compact. By Lemma 2.2 and since
K0 ⊂ (Ω
ν0
λ0(ν0)
\ ∪i∈IC
ν0
i ) and K˜0 ⊂ (Ω
ν0
λ0(ν0)
\ ∪i∈I˜C˜
ν0
i ), we have that u < u
ν0
λ0(ν0)
in K0 \ A if
K0 \A 6= ∅ and v < v
ν0
λ0(ν0)
in K˜0 \ A˜ if K˜0 \ A˜ 6= ∅. So there exists m > 0 such that
uν0λ0(ν0) − u ≥ m > 0 in K0 \A if K0 \ A 6= ∅,
and
vν0λ0(ν0) − v ≥ m > 0 in K˜0 \ A˜ if K0 \ A˜ 6= ∅.
Since Ω is of class C1, a(ν) is continuous and λ1(ν) is lower semicontinuous (see [2]). By
continuity, there exists ε0, δ0 > 0 such that if |λ− λ0(ν0)| ≤ ε0 and |ν − ν0| ≤ δ0, then
λ1(ν) > λ0(ν0) + ε0, (3.25)
|∇u|+ |∇uνλ| < M on A and |∇v|+ |∇v
ν
λ| < M on A˜, (3.26)
Ki ⊂ Ω
ν
λ for i = 0, . . . , n0 and K˜i ⊂ Ω
ν
λ for i = 0, . . . , n˜0,
Rνλ(Ki) ⊂ R
ν
λ(C
ν0
i ) for i = 1, . . . , n0 and R
ν
λ(K˜i) ⊂ R
ν
λ(C˜
ν0
i ) for i = 1, . . . , n˜0,
|Ωνλ \ ∪
n0
i=0Ki| < α and |Ω
ν
λ \ ∪
n˜0
i=0K˜i| < α
and
uνλ − u ≥
m
2
in K0 \ A and v
ν
λ − v ≥
m
2
in K˜0 \ A˜. (3.27)
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We now proceed in several steps in order to show that there exists i1 ∈ {1, . . . , n0} or
j1 ∈ {1, . . . , n˜0} and a direction ν1 ∈ Iδ0 such that C
′ν0
i1
∈ F ′ν for any direction ν in a suitable
neighborhood Iδ(ν1) of ν1 and ∂C
ν0
i1
contains a set Γ as in Lemma 3.4 (with respect to the
direction ν1) or such that C˜
′ν0
j1
∈ F˜ ′ν for any direction ν in a suitable neighborhood Iδ(ν1) of ν1
and ∂C˜ν0j1 contains a set Γ˜ as in Lemma 3.4. This together with Lemma 3.4 would lead to a
contradiction and end the proof.
Step 1: We show that λ0(ν) is continuous at ν0 with respect to ν i.e. for all ε ∈ (0, ε0), there
exists δ ∈ (0, δ0) such that if ν ∈ Iδ(ν0), then
(i) λ0(ν0)− ε < λ0(ν) < λ0(ν0) + ε.
Moreover, for all ν ∈ Iδ(ε0)(ν0), we have
(ii) ∃i ∈ {1, . . . , n0} such that C
′ν0
i ∈ F
′
ν or ∃i ∈ {1, . . . , n˜0} such that C˜
′ν0
i ∈ F˜
′
ν .
Proof of Step 1: Let 0 < ε ≤ ε0 be fixed. By definition of λ0(ν0), there exists λ ∈
(λ0(ν0), λ0(ν0) + ε) and x ∈ Ω
ν0
λ such that u(x) > u
ν0
λ (x) or x˜ ∈ Ω
ν0
λ such that v(x˜) > v
ν0
λ (x˜).
Suppose we are in the first case. Then by continuity, there exists δ1 ∈ (0, δ0] such that for all
ν ∈ Iδ1(ν0), x belongs to Ω
ν
λ and u(x) > u
ν
λ(x). This implies that for all ν ∈ Iδ1(ν0), we have
λ0(ν) < λ < λ0(ν0) + ε. We conclude in the same way if we are in the second case.
We then show that there exists δ2 ∈ (0, δ0] such that λ0(ν) > λ0(ν0)− ε for all ν ∈ Iδ2(ν0).
Suppose that this is false. Thus we can find a sequence νn → ν0 with λ0(νn) ≤ λ0(ν0)− ε for all
n ∈ N0. Passing to a subsequence still denoted by νn, we have λ0(νn)→ λ¯ ≤ λ0(ν0)− ε. Since
λ0(νn) > a(νn) and a(νn) → a(ν0) by the smoothness of ∂Ω (see [2]), we also have a(ν0) ≤ λ¯.
In fact, this inequality is strict since by Theorem 3.1 and by definition of λ0(νn), |Ω
νn
λ0(νn)
| ≥ α
thus we also have |Ων0
λ¯
| > 0 which implies λ¯ > a(ν0). Since λ¯ < λ0(ν0), by (3.17) of Lemma 3.3,
we have
u < uν0
λ¯
in Ων0
λ¯
\ Zν0
λ¯
, (3.28)
v < vν0
λ¯
in Ων0
λ¯
\ Z˜ν0
λ¯
. (3.29)
Now we make the same reasoning as in step 2 of the proof of Lemma 3.3. We can construct
open sets A, A˜ ⊂ Ων0
λ¯
and a compact set K ⊂ Ων0
λ¯
such that
Zν0
λ¯
⊂ A, sup
A
(|∇u|+ |∇uν0
λ¯
|) <
M
2
, |Ων0
λ¯
\K| <
α
2
,
Z˜ν0
λ¯
⊂ A˜, sup
A˜
(|∇v|+ |∇vν0
λ¯
|) <
M
2
,
and
uν0
λ¯
− u ≥ γ > 0 in K \ A if K \ A 6= ∅,
vν0
λ¯
− v ≥ γ > 0 in K \ A˜ if K \ A˜ 6= ∅,
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for some γ > 0. By continuity of u, v and their gradients, there exist r, δ > 0 such that
sup
A
(|∇u|+ |∇uνλ|) < M, |Ω
ν
λ \K| < α, u
ν
λ − u ≥
γ
2
> 0 in K \ A,
sup
A˜
(|∇v|+ |∇vνλ|) < M, v
ν
λ − v ≥
γ
2
> 0 in K \ A˜
for all ν ∈ Ir(ν0) and λ ∈ (λ¯ − δ, λ¯ + δ). We then apply Theorem 3.1 to the pairs (u, v) and
(u¯, v¯) = (uνλ, v
ν
λ), with Ω
′ = Ωνλ, A1 = A˜1 = Ω
ν
λ \K, A2 = K ∩A, A˜2 = K ∩ A˜, A3 = K \A, A˜3 =
K \ A˜ and we obtain
u ≤ uνλ and v ≤ v
ν
λ on Ω
ν
λ ∀ν ∈ Ir(ν0), ∀λ ∈ (λ¯− δ, λ¯ + δ).
Taking ν = νn, λ = λ0(νn) + η for n large and η > 0 small, this contradicts the definition of
λ0(νn) and proves (i). Notice that everything above has some sense since λ < λ1(ν) for λ close
to λ¯ and ν close to ν0 by the lower semicontinuity of λ1(ν) and since λ¯ < λ1(ν0) − ε. Remark
also that the proof of (i) does not use the fact that λ0(ν0) < λ2(ν0), even when we use Lemma
3.3, so that the continuity of λ0(ν) is in fact insured at all ν not necessarily equal to ν0.
Observe that since ε ≤ ε0 and δ ≤ δ0, by (i) and (3.25), we have λ1(ν) > λ0(ν) for all
ν ∈ Iδ(ε0)(ν0) and (3.26)–(3.27) are true for ν ∈ Iδ(ε0)(ν0), λ = λ0(ν).
Let us now prove (ii). We fix a direction ν ∈ Iδ(ε0)(ν0). Suppose that there exist i ∈
{1, . . . , n0} and a point xi ∈ Ki such that u(xi) = u
ν
λ0(ν)
(xi). Since ∇u(xi) 6= 0, by Lemma 2.2,
we have u = uνλ0(ν) in the component C
ν of Fν to which xi belongs. Since Ki ⊂ C
ν0
i ⊂ C
′ν0
i it
follows that xi ∈ C
′ν ∩C
′ν0
i , hence by the analogue of remark 4.1 of [5], it holds that C
′ν = C ′ν0 .
As a consequence, we conclude that (ii) holds with an index i ∈ {1, . . . , n0}. The same argument
works for v: if there exists x˜i ∈ K˜i for some i ∈ {1, . . . , n˜0} such that v(x˜i) = v
ν
λ0(ν)
(x˜i), then
C˜ ′ν0i ∈ F˜
′
ν .
Next we analyze the case when u < uνλ0(ν) on ∪
n0
i=1Ki and v < v
ν
λ0(ν)
on ∪n0i=1K˜i. If we take
λ > λ0(ν), |λ− λ0(ν)| small, then by (3.26)–(3.27), we also have u < u
ν
λ on ∪
n0
i=1Ki ∪ (K0 \A),
v < vνλ on ∪
n˜0
i=1K˜i ∪ (K˜0 \ A˜), supK0∩A(|∇u| + |∇u
ν
λ|) < M , supK˜0∩A˜ |∇v| + |∇v
ν
λ| < M , and
finally |Ωνλ \ ∪
n0
i=0Ki| < α and |Ω
ν
λ \ ∪
n0
i=0K˜i| < α. Applying Theorem 3.1 to the pairs (u, v),
(u¯, v¯) = (uνλ, v
ν
λ), with Ω
′ = Ωνλ and
A1 = Ω
ν
λ \ ∪
n0
i=0Ki, A˜1 = Ω
ν
λ \ ∪
n˜0
i=0K˜i,
A2 = K0 ∩A, A˜2 = K˜0 ∩ A˜,
A3 = ∪
n0
i=1Ki ∪ (K0 \ A), A˜3 = ∪
n˜0
i=1K˜i ∪ (K˜0 \ A˜),
we get u ≤ uνλ and v ≤ v
ν
λ on Ω
ν
λ, which contradicts the definition of λ0(ν). So we conclude that
the case u < uνλ0(ν) on ∪
n0
i=1Ki and v < v
ν
λ0(ν)
on ∪n0i=1K˜i is impossible. This proves (ii).
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Step 2: We prove that there exist ν1 ∈ Iδ(ε0)(ν0) and a neighborhood Iδ1(ν1) such that
either there exists an index i1 ∈ {1, . . . , n0} such that
C ′ν0i1 ∈ F
′
ν ∀ν ∈ Iδ1(ν1),
or an index j1 ∈ {1, . . . , n˜0} such that
C˜ ′ν0j1 ∈ F˜
′
ν ∀ν ∈ Iδ1(ν1).
Observe that in the proof of (ii) of step 1, we have seen that if ν ∈ Iδ(ε0)(ν0) and if there exists
xi ∈ Ki for some i ∈ {1, . . . , n0} such that u(xi) = u
ν0
λ0(ν0)
(xi), then u ≡ u
ν0
λ0(ν0)
≡ uνλ0(ν) in Ki
and C ′ν0i ∈ F
′
ν . So for any ν ∈ Iδ(ε0)(ν0) and each i ∈ {1, . . . , n0}, we have the alternative: either
u ≡ uνλ0(ν) in Ki and C
′ν0
i ∈ F
′
ν , or u < u
ν
λ0(ν)
in Ki (by Lemma 2.2, using the monotonicity
of f and the definition of λ0(ν)). In the latter case, since Ki is compact, u
ν
λ0(ν)
− u ≥ m > 0
in Ki for some m, and since the function ν 7→ λ0(ν) is continuous by step 1, we get that the
inequality u < uµλ0(µ) holds in Ki for all µ in a suitable neighborhood I(ν) of ν and so C
′ν0
i /∈ F
′
µ
for all µ ∈ I(ν). The same remark holds for v and any component C˜ ′ν0j for j ∈ {1, . . . , n˜0}.
We start by taking two sets in F ′ν0 and F˜
′
ν0 , say C
′ν0
1 and C˜
′ν0
1 and we argue as follows. If
C ′ν01 ∈ F
′
ν for any ν ∈ Iδ(ε0)(ν0) or C˜
′ν0
1 ∈ F˜
′
ν for any ν ∈ Iδ(ε0)(ν0), then the assertion is proved.
Otherwise, for what we explained above, for some µ1 ∈ Iδ(ε0)(ν0), we have C
′ν0
1 /∈ F
′
µ1 and
u < uµ1λ0(µ1) in K1, and so C
′ν0
1 /∈ F
′
µ for any µ in a suitable neighborhood Iδ1(µ1) of µ1 which
can be chosen such that Iδ1(µ1) ⊂ Iδ(ε0)(ν0). If n0 = n˜0 = 1, then by (ii) of step 1, C˜
′ν0
1 ∈ F˜
′
µ
for any µ in Iδ1(µ1) and the assertion is proved. So we can suppose n0+ n˜0 ≥ 3. Now, by (ii) of
step 1, there exists i ∈ {2, . . . , n0} such that C
′ν0
i ∈ F
′
µ1 or j ∈ {1, . . . , n˜0} such that C˜
′ν0
j ∈ F˜
′
µ1 .
Let us denote by A2 this set C
′ν0
i or C˜
′ν0
j and suppose A2 ∈ F
′
µ1 (the argument is similar in the
other case A2 ∈ F˜
′
µ1). If A2 ∈ F
′
µ for all µ ∈ Iδ1(µ1), then the assertion is proved. Otherwise,
there exists µ2 ∈ Iδ1(µ1) such that A2 /∈ F
′
µ2 and as above, this implies that A2 /∈ F
′
µ for all µ in
a suitable neighborhood Iδ2(µ2) which can be chosen such that Iδ2(µ2) ⊂ Iδ1(µ1). If n0+ n˜0 = 3,
by (ii) of step 1, this implies that there exists a set A3 in F
′
ν0 or F˜
′
ν0 (A3 = C˜
′ν0
1 if A2 ∈ F
′
ν0)
with A3 ∈ F
′
µ for all µ in Iδ2(µ2) (or A3 ∈ F˜
′
µ for all µ in Iδ2(µ2)) and the assertion is proved.
If n0 + n˜0 > 3, we proceed as before taking a set A3 in F
′
ν0 (or F˜
′
ν0) such that A3 ∈ F
′
µ2 (or in
F˜ ′µ2). Arguing as we did before, after k < n0 + n˜0 steps we get a set Ak in F
′
ν0 (or F˜
′
ν0) with
Ak ∈ F
′
µ for all µ in Iδk−1(µk−1) (or Ak ∈ F˜
′
µ for all µ in Iδk−1(µk−1)) proving the assertion,
or after n0 + n˜0 steps, we get a direction µn0+n˜0 ∈ Iδ(ε0)(ν0) such that C
′ν0
i /∈ F
′
µn0+n˜0
for all
i ∈ {1, . . . , n0} and C˜
′ν0
j /∈ F˜
′
µn0+n˜0
for all j ∈ {1, . . . , n˜0}, a contradiction with (ii) of step 1.
Step 3: Here we prove that if step 2 is satisfied with a set C ′ν01 ∈ F
′
ν0 , then the set Ω
ν
λ0(ν)
contains
a subset Γ of Z on which u is constant and whose projection on the hyperplane T νλ0(ν) contains
an open subset of T νλ0(ν) relatively to the induced topology. In the same way, if step 2 is satisfied
with a set C˜ ′ν0i ∈ F˜
′
ν0 , then Ω
ν
λ0(ν)
contains a subset Γ˜ of Z˜ on which v is constant and whose
projection on the hyperplane T νλ0(ν) contains an open subset of T
ν
λ0(ν)
. In both cases, we arrive
to a contradiction with Lemma 3.4 and Theorem 1.2 is proved. We shall proceed exactly as in
19
step 3 of the proof of Theorem 1.1 from [5]. We recall the argument for the sake of completeness.
Suppose step 2 is satisfied with some set C ′ν0i ∈ F
′
ν0 (the same reasoning can be made
in the other case, replacing u by v in what follows). Let us assume that ν1, i1, δ1 are as in
step 2 and denote by C the set Cν0i1 from step 2. We assume moreover for simplicity that
ν1 = e1 = (1, 0, . . . , 0) and we omit ν1 in λ0(ν1),Ω
ν1
λ0(ν1)
, T ν1λ0(ν1),. . .
By step 2 and definition of C ′ (see (3.22,3.23)), we have that for each ν ∈ Iδ1(e1),
u ≡ uνλ0(ν) in C
′ and C ′ ∈ F ′ν . (3.30)
Since C ′ is open (see the definition of C ′), Rνλ0(ν)(C
′) ∩ Rλ0(C
′) 6= ∅ if ν is sufficiently close to
e1. Moreover, by (3.24), ∇u = 0 on ∂C
′ which implies by (3.30) that
∇u = 0 on ∂Rνλ0(ν)(C
′) for all ν ∈ Iδ1(e1). (3.31)
Arguing as in Remark 3.1, if Rνλ0(ν)(C
′) ∩ Rλ0(C
′) 6= ∅ and Rνλ0(ν)(C
′) 6= Rλ0(C
′), then by
Corollary 4.1 from [5], ∂(Rνλ0(ν)(C
′)) ∩ Rλ0(C
′) 6= ∅ or Rνλ0(ν)(C
′) ∩ ∂(Rλ0(C
′)) 6= ∅, which is
impossible by (3.24), (3.30) and (3.31). Thus, we get that
Rνλ0(ν)(C
′) ≡ Rλ0(C
′)
for ν sufficiently close to e1, say for ν ∈ Iδ2(e1) for some 0 < δ2 ≤ δ1. Then we take a point
x¯ = (y¯, z¯) in ∂C ∩ Ωλ0 and consider x¯
′ := (2λ0 − y¯, z¯), the symmetric of x¯ with respect to the
hyperplane Tλ0 . By reflecting x¯
′ through the hyperplanes T νλ0(ν) for ν ∈ Iδ2(e1), we obtain the
points
A(ν) = (y(ν), z(ν)) = x¯′ + 2(λ0(ν)− x¯
′.ν)ν,
which, for what we remarked before, belong to ∂C . Indeed, x¯ ∈ ∂C ∩ Ωλ0 , so x¯ ∈ ∂C
′,
x¯′ ∈ ∂(Rλ0(C
′)) = ∂(Rνλ0(ν)(C
′)) and so A(ν) ∈ ∂C ′. Since x¯ ∈ Ωλ0 , we can suppose, taking
δ2 smaller if necessary, that for each ν ∈ Iδ2(e1), the point A(ν) belongs to Ωλ0 and that
λ0(ν) − x¯
′.ν < 0 (since x¯′.e1 > λ0 and ν 7→ λ0(ν) is continuous). So A(ν) ∈ ∂C for ν ∈ Iδ2(e1)
(see the definition of C and C ′). Observe that by the continuity of ν 7→ λ0(ν), the function
ν 7→ A(ν) is also continuous and it is injective as it is easy to see.
By (3.30), u(x¯) = u(x¯′) = u(A(ν)) for each ν ∈ Iδ2(e1), so that the function u is constant on
the set Γ := {A(ν) | ν ∈ Iδ2(e1)}. Since A(ν) ∈ ∂C ∩ Ωλ0 ⊂ ∂C
′ for all ν ∈ Iδ2(e1), we have by
(3.24) ∇u = 0 on Γ. We will prove that the projection of Γ on the hyperplane Tλ0 contains an
open subset of Tλ0 , this will lead to a contradiction with Lemma 3.4 and the proof of Theorem
1.2 will be concluded.
Let us now write the generic direction ν ∈ SN−1 := {v ∈ RN | |v| = 1} as ν = (νy, νz), with
νy ∈ R, νz ∈ R
N−1. If ν is close to e1, then νy =
√
1− |νz|2.
We take now β > 0 small and consider the set
K :=
{
ν = (νy, νz) | νz ∈ B¯β , νy =
√
1− |νz|2
}
,
where B¯β =
{
z ∈ RN−1 | |z| ≤ β
}
is the closed ball in RN−1 centered at the origin with radius
β.
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By construction, K is a compact neighborhood of e1 in the metric space S
N−1, and if β is
small enough, then K is contained in Iδ2(e1). We will show that if A(ν) = (y(ν), z(ν)) then the
set {z(ν) | ν ∈ K} contains an open set in RN−1.
By definition of A(ν), z(ν) = z¯′+2(λ0(ν)−x¯
′.ν)νz, where ν = (
√
1− |νz|2, νz) ∈ K, νz ∈ B¯β.
We will prove that the image of the function
F (νz) := 2(λ0(ν)− x¯
′.ν)νz, νz ∈ B¯β, ν = (
√
1− |νz|2, νz)
contains a (N − 1)-dimensional ball centered at the origin. This will imply that {z(ν) | ν ∈ K}
contains an open set.
Let us consider a point l ∈ SN−1 := {z ∈ RN−1 | |z| = 1} and the segment Sl := {tl | |t| ≤
β} ⊂ B¯β. By definition of F and since F is continuous, the image F (Sl) is a segment contained
in the line passing through the origin with direction l in RN−1. Moreover, since λ0(ν)− x¯
′.ν < 0
for all ν ∈ K and since Sl contains points νz = tl with t both positive and negative, the origin
is an interior point of F (Sl). Hence we can write
F (Sl) = {tl | t ∈ [d1(l), d2(l)]} d1(l) < 0 < d2(l),
for all l ∈ SN−1 and for some functions d1(l), d2(l). By the compactness of K and the continuity
of λ0(ν) with respect to ν, there exists δ ∈ (0, 1) such that λ0(ν)− x¯
′.ν < −δ < 0 for all ν ∈ K,
so that d1(l) ≤ −βδ and d2(l) ≥ βδ for all l ∈ S
N−2. Thus the set
{z ∈ RN−1 | |z| ≤ βδ} = B¯βδ ⊆ F (B¯β),
which ends the proof. 
A direct consequence of Theorem 1.2 is the following symmetry result (Theorem 1.3 of the
introduction).
Corollary 3.5 Let ν ∈ RN and Ω ⊂ RN be a domain with C1 boundary symmetric with respect
to the hyperplane T ν0 = {x ∈ R
N |x.ν = 0} and λ1(ν) = λ1(−ν) = 0. Assume that one of the
following conditions holds
1. p1, p2 ∈ (1, 2) and f, g : R→ R
+ are strictly increasing functions on R+ such that f(x) >
0, g(x) > 0 for all x > 0,
2. p1 ∈ (1,∞), p2 = 2 and f, g : R→ R
+ are nondecreasing on R+.
Moreover suppose that f and g are locally Lipschitz continuous on R. Let (u, v) ∈ C10 (Ω)×C
1
0 (Ω)
is a weak solution of (1.7), then u and v are symmetric and decreasing in the ν direction in
Ων0. In particular, if Ω is the ball BR(0) in R
N with center at the origin and radius R, then u, v
are radially symmetric. If moreover f(x) > 0, g(x) > 0 for all x > 0, then u′(r), v′(r) < 0 for
0 < r < R, r = |x|.
Proof: The symmetry of u, v is a direct consequence of Theorems 1.1 and 1.2. Suppose that
Ω is a ball. If r ∈ (0, R) and G := BR \ B¯r, then m := u(r) is the maximum of u in G¯ and the
minimum of u in B¯r. Since f(x) > 0, g(x) > 0 for all x > 0,
−∆p1(u−m) = −∆p1u > 0 in Br,
and by the Hopf’s lemma, u′(r) < 0. A similar result shows that v′(r) < 0 in Br. 
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