INTRODUCTION
As processing, sensing, and battery technologies continue to develop there are increased opportunities for unmanned air vehicles (UAVs) to contribute to society. Emerging applications include fire surveillance, search and rescue, infrastructure and agriculture monitoring, and the delivery of medical supplies to remote locations [1, 2, 3, 4] . However, the majority of these applications require additional technology development and will likely be restricted to less populated environments. The integration of autonomous aircraft into mainstream life will depend in large part on the ability to safely and effectively operate in varied environments and with varied tasking. For example, current autonomous systems typically require external sensing or computation, such as a motion capture system, Global Positioning System (GPS) localization, a priori maps of the environment, or at least offboard sensor fusion and decision making. Other systems are accompanied with strong, limiting assumptions, such as a highly structured environment (vertical walls, flat floors, stationary scenes, etc). Small UAVs are also limited by size, weight, and power (SWaP) constraints. While autonomous flight is currently possible in specialized circumstances, the development of robust, real-time, onboard methods for autonomous control in cluttered, non-structured environments without external or a priori information remains an open field of research.
A noted obstacle in reaching the navigation robustness necessary for the integration of UAVs in the national airspace is the heavy reliance on GPS. In 2010 the United States Joint Chief of Staff, Norton Schwartz, stated "It seems critical to me that the Joint force should reduce its dependence on GPS-aided precision navigation and timing, allowing it to ultimately become less vulnerable, yet equally precise, and more resilient" [5] . GPS not only provides global position estimates to constrain the drift introduced by noisy rate sensors like MEMs-based inertial measurement units (IMUs) but also provides a way to estimate ground speed and orientation, allowing the vehicle to estimate wind effects. A robust navigation solution cannot depend on accurate GPS measurements due to the varied sources of uncertainty presented in Table  1 . In particular, GPS is unreliable indoors, when shadowed by buildings or foliage, or in the presence of GPS jammers. Various sources report that GPS loss, even for a brief period, often results in catastrophic failure. As a result, GPS-denied navigation has become a strong emphasis of research over the last decade. The multirotor vehicle used for the example implementation in this paper. Details on the specific hardware are given in Table 2 One important approach to GPS-denied navigation is known as Simultaneous Localization and Mapping (SLAM). This approach involves estimating the vehicle's state relative to a local frame by creating or adding to a map and localizing the vehicle within that map. This method allows for the direct use of relative measurements, such as visual odometry (VO), to estimate the vehicle's state. This article will serve as a tutorial outlining the basic components of a SLAM-based relative navigation solution. Although the framework is applicable to other airframes and implementations, several of the relative navigation framework modules have been implemented on a multirotor aircraft and are presented as examples. Figure  1 and Table 2 describe the multirotor platform used in these implementations. Section 2 is an overview of the framework while Sections 3 and 4 explain in detail the components of the relative front end and global back end. Conclusions are presented in Section 5.
RELATIVE NAVIGATION FRAMEWORK
Just as the driver of an automobile is the safest as he or she focuses on the road ahead of them rather than on their map, GPS, or communication devices, the relative navigation approach (see Figure 2) uniquely decouples the relative, in-flight control from less critical global updates. Sections 2.1 and 2.2 outline the relative navigation framework, while Section 2.3 presents several scenarios that prove challenging for non-relative frameworks.
Relative Front End Overview
The core of the front end is a state estimation scheme (Section 3.2) that fuses sensor data, generally from a high rate IMU and infrequent exteroceptive sensors, such as an altimeter or a camera for visual odometry (Section 3.1). The state is estimated relative to a local, gravity-aligned coordinate frame (within about one meter for a multirotor vehicle) known as a node frame. As the vehicle moves, new node frames are established and the transformation between node frames is stored as an edge (see Figure 3) . A local path planner (Section 3.3) uses sensor data for obstacle avoidance and route planning and provides inputs to the aircraft's control (Section 3.4).
Global Back End Overview
Decoupled from the flight-critical front end is the need for a globally accurate map. The back end, represented as a pose graph, is seeded with the node frames and edges created by the front end (Section 4.1). To eliminate accumulated drift error, place recognition algorithms efficiently compare the current image with all previous images (Section 4.2). When the vehicle returns to a previously visited location, known as a loop closure, an additional constraint is introduced to the set of edges, thereby overdefining the map. Optionally, if GPS measurements are available, they can be added in the back end as constraints (Section 4.3). As desired, a robust optimization step minimizes constraint errors introduced by loop closures, GPS information, and odometry estimates (Section 4.4). With these refinements, the global map is then used by the high-level planner to fulfill global missions through a series of relative goals (Section 4.5). Subsequent loop closures are used to refine and improve the global map, making it sufficient for persistent, repeatable navigation. This global framework only interacts with the aircraft by influencing what low-level, relative goals are introduced, providing safer, more robust control in GPS-degraded environments.
Motivating Scenarios
While working with respect to a single, inertial reference frame makes intuitive sense, the following scenarios highlight advantages to be gained from a relative framework. In each example the UAV is assumed to be controlled with respect to its globally estimated position:
• A UAV loses GPS signal and receives IMU measurements only for several minutes. Upon reacquiring GPS, the state estimate jumps drastically and the plane is unable to recover.
• A multirotor vehicle moves from indoors to outdoors. Upon acquiring GPS signal for the first time its global state estimates, with respect to an arbitrary origin inside the building, will jump drastically.
• After a loop closure, a UAV's current estimated global state may jump significantly resulting in sudden, unintentional, and unpredictable vehicle motion.
• After flying for some time the size of the optimization problem delays any updates to the UAV's estimated global state. The vehicle's control suffers as a result.
• A vehicle receives an erroneous loop closure or GPS measurement. The estimated global state degrades without a method to later remove the effects of the outlying measurement.
RELATIVE FRONT END
The principal components of the relative front end, as introduced in Section 2.1, are explained in greater detail below:
Visual Odometry
Visual odometry (VO) is the process of computing the motion of a camera by comparing the captured images [6] . VO algorithms fall into two general categories: appearance-based and feature-based. Appearancebased methods use information from all pixels in the images to compute motion, while feature-based methods use visually distinct features in the environment, such as corners, that are tracked from one image to the next. VO can be implemented using either monocular or stereo cameras, and more recently has been implemented using RGB-D cameras (e.g. [7] ). In addition to providing a standard color image, RGB-D cameras, like the Microsoft Kinect sensor, provide a depth image that encodes how far the object imaged at each pixel is from the camera. With monocular VO the change in orientation of the camera can be computed, but the translation can be computed only up to an unknown scale factor. The depth information provided by stereo and RGB-D cameras enables the calculation of this scale factor. Some VO algorithms compute the camera's motion between consecutive images while others find the transformation to a chosen reference image, referred to as a key frame. While most VO algorithms could be used in the relative navigation framework, a key-frame approach fits best with the pose graph SLAM paradigm. A new key frame is chosen once the vehicle has moved far enough that there is insufficient overlap between features in the current and key frame images. The key frame approach results in low drift in the VO estimates, especially for a hovering multirotor vehicle.
Good general tutorials on visual odometry are found in [8, 9] . Additional approaches for VO using RGB-D cameras include those presented in [7, 10] , and a comparison between various methods can be found in [11] . Approaches utilizing laser scanners have also been widely explored in the literature (e.g. [12, 13] ), and techniques using point clouds from LiDAR or other sensors have been explored as well (e.g. [14] ).
Estimation
To maintain stable flight, a filter must fuse available sensor data to provide robust estimates for attitude and velocity. Furthermore, many high-level goals require position to be estimated reliably. Several methods have been developed to fuse a motion model with intermittent measurements for vehicle state estimation, including the complimentary filter and the particle filter. However, the most prevalent estimation approach for UAV platforms is the Kalman filter. While the following description outlines a Kalman filter approach, any estimation scheme could be used.
What most distinguishes the relative navigation approach from its conventional global counterparts is the decoupling of local state estimation from global states. Position and yaw states are relative to a local, gravity-aligned node frame. As illustrated in Figure 3 , state estimates will drift from truth with the uncertainty estimated by the Kalman filter's covariance matrix. After moving a small distance, the current true state (with pitch and roll removed) is declared to be the origin of a new relative coordinate frame. The estimated position (p x ,p y ,p z ) and yaw (ψ) are saved as an edge in the global back-end pose graph as the estimated transformation between node frames. These states are then replaced with states relative to the new node frame. Since the position and yaw states with respect to the new coordinate frame are now exactly zero, the associated covariance values are set to zero. This process can be thought of as augmenting and subsequently marginalizing the filter's states. The accumulated error and its accompanied uncertainty is effectively removed from the front-end filter and delegated to the back-end pose graph.
A multiplicative extended Kalman filter (MEKF) implementation of this relative estimation framework is presented in [15] and [16] . The filter estimates relative position, attitude (with relative yaw), bodyfixed velocity, and gyroscope and accelerometer biases. The attitude of the vehicle is represented by a quaternion. While quaternions require four scalars to define a three degree of freedom rotation, they are computationally more efficient than Euler angles and avoid the singularity known as gimbal lock. When using quaternions however, the estimated attitude error, found in the typical update step of an extended Kalman filter (EKF), cannot simply be added to the current state estimate. A common approach is to multiply the attitude quaternion by the estimated attitude error, maintaining the quaternion norm and earning the term multiplicative EKF [17] . The underlying dynamics of the filter make use of the typical kinematic relationships [18] coupled with an enhanced rotorcraft drag model presented in [19] . The velocity estimates are constrained by including, in conjunction with accelerometer measurements, drag terms that are proportional to the body-fixed forward and right velocities. In this implementation, gyroscope measurements are considered as inputs to the system (mechanization), while accelerometer measurements are used as updates. A feature-based VO for a forward-facing RGB-D camera, using FAST features [20] with BRIEF descriptors [21] was used (see [15] for details). Flight tests were performed using the hardware outlined in Table 2 and the MEKF described above. Figure 4 compares the MEKF's estimated forward and yaw states with truth as measured by a motion capture system. The discontinuities occur as the vehicle transitions from one node frame to the next.
Low-level Path Generation and Following
The autonomous vehicle must be able to maneuver relative to the local environment without reliance on global state information. This is accomplished as local obstacles are determined from sensor information and goals with respect to the local node frame are received from the high-level path planner (Section 4.5).
For example, one approach when using a LiDAR or RGB-D sensor is to simplify the path generation problem onto the 2D horizontal plane at the elevation of the vehicle. Obstacles are identified from the most recent depth information and saved with respect to the current node frame. A 2D path is defined relative to the current node frame that progresses towards the goal while avoiding obstacles. Obstacles, goal locations, and the current path are transformed into each new node frame. A path following approach, such as the one described in [18] , can be used to provide a desired state to the controller. Other approaches may be more appropriate given different vehicles and sensor information and may be extended beyond 2D. For example, if a fixed-wing aircraft is flying with a LiDAR then paths may be generated that account for the vehicle dynamics to avoid obstacles (e.g. [22] ). This includes Dubins paths [18, 23] and vector fields for path following.
Control
Control approaches for both fixed-wing and multirotor vehicles have been widely explored in the literature and will not be reviewed in detail here. One of the key differences between a controller implementation for a relative framework to its global counterparts is that the desired states of the vehicle are expressed in the local node frame rather than in the global frame. However, because the actual state of the vehicle is also expressed in the local frame, the error between the actual and desired states will be the same as if both were expressed in the global frame. Therefore many controllers designed to work in a global framework will also work well within the relative framework.
The position controller used in the example implementation for this paper is adapted from the controller detailed in [24] , while attitude stabilization and control is achieved using the standard PID loops implemented on the autopilot. The position estimation and control run at approximately 100Hz on the onboard computer, while the attitude estimation and control run at a higher rate on the autopilot. The outputs of the position controller are roll, pitch, yaw rate, and thrust set points that become the inputs to the attitude controller. This architecture is illustrated in Figure 5 .
GLOBAL BACK END
The principal components of the global back end, as introduced in Section 2.2, are explained in greater detail below.
Pose Graph
To maintain a spatially, or globally consistent map, the back end stores information about the vehicle's trajectory as a pose graph. A pose graph is a graphical representation of a vehicle's path that encodes global vehicle pose estimates as graph vertices and the relative transformation between two poses as graph edges. A pose graph representation is effective because efficient graph optimization algorithms have been thoroughly developed and can be applied to refine pose estimates; additionally, the graph conveniently -- Figure 5 : Control system architecture for the example implementation. The position estimation and control run on the onboard computer, while attitude estimation and control run at a higher rate on the autopilot. In this figure x c is the commanded position, u is the motor commands, and φ c , θ c ,ψ c , T c T are the roll, pitch, yaw rate, and thrust commands sent from the onboard computer to the autopilot serves as an abstract map that can be used for 3D and human-readable map construction as well as high-level path planning. Figure 6 depicts how a pose graph is constructed from vehicle odometry. In a relative framework, a pose graph vertex represents the global estimate of a node frame's translation and orientation. The graph edge connecting two consecutive poses encodes the relative transformation between two node frames and its respective covariance. The front-end estimator provides relative transformation edges to the back end. The transformations are compounded with all previous transformations to estimate the global position of the new node frame and a corresponding vertex is added to the graph.
A pose graph is also capable of encoding measurements other than odometry. Loop closure measurements introduce edges between two existing, non-consecutive nodes (Section 4.2). Similarly GPS measurements can be added as edges between the vertex where the measurement was received and the origin of the global coordinate system (Section 4.3). Since Lu and Milios's seminal work in [25] , pose-graph SLAM has become the predominate method of SLAM in the literature. An excellent tutorial on pose-graph SLAM is found in [26] .
Place Recognition
A vehicle's global position estimate will drift significantly over time in the absence of global updates. A common solution in the SLAM literature makes use of place recognition (PR). In place recognition the current image is compared with previous images to determine if the vehicle has returned to the same location. While a naive solution would require significant computation and memory, not generally available with the size, weight, and power (SWaP) constraints of a UAV, the computer vision community has developed efficient vocabulary-based PR algorithms. As with VO algorithms, distinct image features are represented by mathematical descriptors. Using a large, representative training dataset of images, the most prominent, distinct feature descriptors are saved offline and referred to as words in a vocabulary. During flight, any image can be succinctly represented by the set of nearest vocabulary words found in the image. Images can be quickly compared using word occurrences, similar to many search engine algorithms [27] . Further work has improved place recognition performance in the presence of aliasing, where high correlation is found on non-correlated images, like pictures of brick walls [28] .
In a relative navigation approach, each key frame image (Section 3.1) is passed through the place recognition software and archived. After a match is found, the images are recalled and visual odometry methods provide the estimated transformation from one node frame to another. The transform is communicated to the pose graph as an edge between non-consecutive nodes, allowing for optimization and reduction of accumulated drift. 
Intermittent GPS Integration
With optimization, odometry and loop closures can be integrated to maintain a globally-consistent, local map; the first node frame is considered to be the origin of a global coordinate system and the subsequent node frames are defined with respect to it. This type of map is useful for navigation but does not allow for high level path planning techniques such as navigating to desired GPS coordinates. To position the globally-consistent, local map on the earth's coordinate frame, GPS measurements are incorporated into the back end. A virtual zero is added to the graph to enable translation and rotation of the local map on the global plane [29] . The virtual zero can be thought of as the origin of the Earth's global coordinate frame. A virtual constraint is added as an edge between the virtual zero vertex and any other vertex on the graph. The virtual constraint has infinite convariance, meaning that there is no certainty about the relative transformation encoded by the edge. Adding a virtual zero and virtual constraint to the graph allows the map to translate freely within the global coordinate system. Figure 7 depicts the process of adding a GPS measurement to the pose graph. First, when a measurement is received, an odometry edge and vertex is added to the graph representing the location where the measurement was received. This edge comes from the front end's current estimated state relative to the latest node frame. When the odometry has been established, an additional edge is created linking the virtual zero vertex and the newly created vertex. As with odometry and loop closures edges, the GPS edge encodes the relative transformation between the two vertices with its associated covariance. With GPS edges in place, the graph can be optimized to yield a globally consistent map that aligns with a known global coordinate system.
Map Optimization
Because of erroneous odometry measurements, graph optimization is critical to maintaining a globally consistent map. A key advantage of using a pose graph to represent a map is that it can easily be formulated as a least-squares optimization problem where poses and edges become free variables and constraints respectively. Least-squares optimization attempts to find the arrangement of poses that most likely results from a given set of odometry, loop closures, and GPS measurements. Many efficient graph optimization algorithms exist, some of which are popular open-source projects [30] . Figure 8 shows a pose-graph map before and after optimization. The data was gathered using the relative front end implementation described in Section 3.2 and the map was optimized with the popular Edges between the virtual zero vertex and node frame vertices allow the map to be translated and oriented to its proper global location g2o library [31] . A multirotor aircraft was flown approximately 125 meters through a series of hallways, forming a loop. About 25 meters of overlap exist in the path. It is clear that prior to optimization, errors accumulated and the global pose estimate drifted from truth. Optimization mitigates these errors and returns a globally consistent map that matches the flight path. Intuitively, pose graph optimization can be thought of a mass spring system settling in a state of least energy. In this analogy, graph vertices are masses and edges are springs. A spring's stiffness corresponds to its edge's covariance, becoming increasingly stiff as the covariance approaches zero. In a thought experiment, one can visualize that when a graph constructed of only odometry edges is optimized, the output is simply the original graph because there are no additional loop closure or GPS springs to deform the system. When loop closures are added to the graph, additional stiff springs are added between nonconsecutive masses, resulting in a graph that more closely represents the true vehicle trajectory. Finally, in this example the virtual zero and virtual constraint can be thought of as an infinitely long string tying the mass-spring system to the origin of the global coordinate system, as shown in Figure 9 . This establishes a reference to the global coordinate system and allows the mass system to translate about the origin. GPS edges are then added as springs between the virtual zero and corresponding masses, pushing the map into its appropriate absolute position.
One drawback of least-squares optimization is that it is inherently sensitive to outliers. This means that false positive loop closures and erroneous GPS measurements have catastrophic effects on graph optimization. To compensate for these effects, dynamic covariance scaling (DCS) [32] , a variation of least- squares that is robust to outliers, can be used. DCS can be thought of as giving no certainty to edges that are deemed as outliers. By using DCS one is able to produce globally consistent maps even in the presence of erroneous loop closures and GPS measurements. Other methods exist for making graph optimization robust to outliers [33, 34, 35, 36] . A comparison of several of these methods is given in [37] .
High-level Path Planning
The purpose of the high-level path planner is to transform global information, such as waypoints, into the current node frame. As the relative estimator transitions from one node frame to the next, the high-level path planner passes up-to-date relative goals to the low-level path planner. These relative goals are the only way that the global back end influences the front-end control, effectively isolating the UAV from the effects of jumps in the global state estimate due to optimization or global measurements. The high-level path planner can be used for autonomous waypoint following, exploration and mapping, target tracking, or landing.
CONCLUSION
The integration and widespread use of unmanned air systems for many applications depends heavily on the ability of these aircraft to operate in a safe and reliable manner, often in the presence of degraded GPS signals. A relative SLAM-based approach has been presented as a viable solution for robust navigation in GPS-degraded environments. By decoupling the real-time local estimation and control from the global position estimation, the vehicle is able perform essential tasks such as stabilization and obstacle avoidance without being dependent on consistent and accurate global estimates. A pose-graph based global back end allows techniques such as place recognition, loop closures, GPS integration, and map optimization to opportunistically improve global estimates. The separation between the relative front end and global back end also eliminates control issues that can arise when global estimates change as new information is incorporated. An example implementation has been demonstrated for a multirotor aircraft; however, the presented relative navigation framework is not implementation specific and could be adapted to other vehicles, sensors, and mission profiles.
