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Abstract
Substandard system reliability is one of the leading causes of increased Operations
and Maintenance (O&M) costs as noted in several recent National Research Council
reports. Between 2006 and 2011, Director Operational Test & Evaluation noted 26 of
52 Department of Defense acquisition programs failed to meet reliability thresholds,
but were approved, leading to degraded operational performance, increased O&M
costs, and increased safety risks for personnel involved. As a system is developed
from prototype to final product, structural changes and design flaws are corrected,
leading to an increase in system reliability, called reliability growth. Due to the nature
of the system changes, standard forecasting methods cannot be applied, and a class
of reliability growth models is used to estimate the change in reliability over multiple
stages. Despite the significant impact of reliability growth projection, little research
has been accomplished on comparing the robustness of various reliability growth mod-
els. A simulation is developed to create realistic reliability growth testing data based
on historical reliability tests. Using data created via reliability testing simulation,
reliability growth projection models are compared based on accuracy and predictive
tendencies. Statistical analysis is used to determine which projection models are ro-
bust to violations of model assumptions as well as potential hazards in reliability
growth program modeling and implementation.
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SUITABILITY ANALYSIS OF CONTINUOUS-USE
RELIABILITY GROWTH PROJECTION MODELS
I. Introduction
Despite all attempts to the contrary, all systems, from simple machines like a pul-
ley to complex, next-generation fighter jets, will break as they are used. Companies
creating new products must take this into account, both in the design of the system
and the plans for maintenance and repair. Because of this, it is important to deter-
mine the probability that a system will function for a given operating time, known
as the system reliability[10]. The most common metric for comparing a system’s re-
liability is the Mean Time Between Failures (MTBF), which is the total amount of
time the system was operating divided by the number of failures that occurred.
Reliability plays a key role in the operation and maintenance costs of a system.
If reliability is overestimated during development, the system may become overbur-
dened with unscheduled maintenance and excess repair costs in the field. Cost studies
show that operation and maintenance costs can take up to 84% of a system’s life cycle
cost [16]. Unfortunately, it is very difficult to estimate a system’s ultimate reliability
during the early stages of development. In recent years, reliability growth models
have gained interest in government acquisition to remove some of the uncertainty
from the estimation of reliability.
MIL-HDBK-189C defines reliability growth as “the positive improvement in a re-
liability parameter over a period of time due to implementation of corrective actions
to system design, operation or maintenance procedures, or the associated manufac-
turing process.” [1] This means that for systems in development, reliability improves
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as flaws (in reliability growth terms, failure modes) are discovered and fixed. The
handbook[1] distinguishes between a repair and a fix (corrective action). A repair
is the simple replacement of a part with the exact same components as before the
break; in essence, we are still dealing with the same system as before. A fix, on the
other hand, is some manner of re-engineering the system into a new, and presumably
improved, system [1]. This is one of the reasons that reliability growth is so hard to
project: every time failure modes are corrected, the entire system has changed and
none of the previous data is valid for extrapolation.
Understanding the concept of failure modes is very important to understanding
reliability growth. A failure mode is a design flaw (faulty component or interaction
of components) within the system that is believed to be the cause or at least asso-
ciated with a system failure. In reliability growth literature, failure modes are often
classified as either A-modes (failure modes that will not be fixed) or B-modes (failure
modes that will be fixed) [1]. In addition to failure modes, reliability growth models
use another concept known as the Fix Effectiveness Factor (FEF). This is an assumed
percentage reduction in a given failure mode’s failure rate based on the fix applied to
that failure mode [1]. The FEF plays a key role in growth projection and overesti-
mating it can cause large errors in the model.
Hall [16] notes that reliability growth models can be divided into 3 categories:
planning, tracking, and projecting (the same classification is used in [1]). Reliabil-
ity growth planning deals specifically with the fact that initial system designs and
prototypes will have a number of unknown flaws that will prevent the system from
achieving the necessary threshold reliability. Reliability growth planning models are
used to construct a reliability growth planning curve, which serves to set periodic goals
and a benchmark to which the system managers can be held accountable. Comparing
the observed system reliability to the planning curve is meant to provide an indication
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of the system’s progress and earlier indications should problems arise . Assessing the
system’s actual reliability growth is done with reliability tracking models. These mod-
els deal in the area of reliability growth that is most developed and understood[16].
While comparing the reliability tracking data to the reliability planning curve is
useful and informative, it can only tell how well a system has progressed so far. Re-
liability projection models focus on future performance as a function of the current
performance, the number of known failure modes, and the fix effectiveness factor.
There are two types of projection models: those that assume that the failure modes
will not be fixed until after the current test phase is over, and those that allow for
some failure modes to be fixed once they are discovered [16].
Reliability growth models have been developed for a variety of systems. From
hardware to software, single use to repair and reuse, and discrete use to continuous
use, a model exists for all types, shapes, and sizes. The primary focus of this study is
a comparison of reliability growth projection models designed for continuous use, re-
pairable hardware systems. These types of models are used to project everything from
the battery life of cell phones to the mission capability of next generation aircraft.
In the years since the reliability community first took notice of the Duane reliabil-
ity growth model, many new reliability growth projection models have been developed
and compared to the original. The most popular models are the original Duane model
and the Crow model (also known as the AMSAA model). While most authors com-
pare new models to either the Duane or the Crow models, based on the research in
this paper, a comparison of multiple models against realistic reliability growth data
is unprecedented. To that end, this research compares 9 continuous-use reliability
growth projection models against simulated failure times in order to determine which
models are most appropriate for what types of reliability testing, as well as how robust
these models are to violations of their assumptions and constraints.
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II. Literature Review
2.1 Reliability
Reliability is commonly defined as “the probability that a system, vehicle, ma-
chine, device, and so on will perform its intended function under operating conditions,
for a specified period of time” [18]. The most common metric used for measuring reli-
ability in repairable systems is the Mean Time Between Failures (MTBF), also known
as the Mean Time Between Critical Failures, Mean Time Between Operational Fail-
ures [19]:
MTBF =
n∑
i=1
ti
n
(1)
where n is the number of failures and ti is the operational time between failure i− 1
and failure i, with t0 = 0. Another alternative measure is the average cumulative
number of failures at time T , the total operational testing time[19].
2.2 Reliability Growth
The concept of reliability growth has been a focus of development since man-
ufacturing began, but it was not until the 1950’s that growth potential was first
modeled [22]. In recent years, reliability growth models have come to the attention of
both government and commercial agencies. In 2002, the National Research Council
(NRC) conducted a workshop on Reliability for DoD Systems, outlining the history
of reliability growth modeling and advocating for their use on developing DoD sys-
tems. The workshop determined that the use of reliability growth models along with
reliability-focused system design had the potential to prevent cost overruns in new
DoD systems [3]. In addition to [3], the DoD continues to update the Handbook for
Reliability Growth Management with the latest policy and processes for reliability
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growth models [1] to promote the use of reliability growth modeling and management
in acquisition systems.
Despite requirements to use reliability growth models, recent studies have noted
trends in reliability failures throughout the DoD. In [14] Dr. Michael Gilmore (Direc-
tor, Operational Test & Evaluation) noted that since 1985, 51 of 170 DoD systems
failed to meet reliability requirements. In 2014, the Panel on Reliability Growth
Methods for Defense Systems for the NRC published a second report that showed
26 of 52 major Department of Defense programs failed to meet the reliability goals
set for them between 2006 and 2011 [19]. As discussed in the report, all 52 systems
were approved out of necessity. In fact, [19] provides evidence for increased reliability
failures throughout the DoD, suggesting that acquisition programs require a more
rigorous design for reliability in their testing. Fielding these programs would lead
to significantly increased maintenance costs and risks to personnel, forcing decision
makers to determine what was more costly: approving the program or canceling pro-
duction and working without.
In addition to the need for reliability design, [19] alludes to issues within many
reliability growth models that need to be considered when choosing the model. Many
models have assumptions about the improvement process that the system test follows.
Some models assume that corrective actions are implemented using a Test-Fix-Test
process: systems are tested until a failure occurs, at which point the cause of the
failure is determined and corrected, allowing testing to continue. The most common
practice currently is the Test-Find-Test process: systems are tested until a failure
occurs, the cause of the failure is determined but not corrected until the end of the
current testing phase [1]. The 2014 NRC report notes that some models are used
on a Test-Find-Test system test despite the model assumption that the test is con-
ducted according to Test-Fix-Test processes. Additionally, many models assume that
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non-corrective repairs return the system to “Good-as-New” status, assuming that
all failure modes are independent of each other. Most significantly, however, is the
recommendation that reliability growth projection models require extrapolation and
should not be used for reliability growth estimation without validation [19]
2.3 Reliability Growth Models
2.3.1 Weiss Model.
Weiss [22] discusses reliability growth under Test-Fix-Test conditions: corrections
are made as failures occur and the improved system then continues the test until the
next failure. Assuming that the failure rates follow a Poisson distribution, Weiss used
maximum likelihood estimation to develop a model for the MTBF (T (i)) based on
the trial number i.
T (i) = Aeci (2)
where A and c are parameters determined through maximum likelihood estimation
from initial tests[22].
2.3.2 Duane Model.
In 1964 Duane discovered that as a system undergoes design changes to remove
failures and grow reliability, plotting the cumulative failure rate against the cumula-
tive test time on log-log scale results in a linear relationship (known as the ”Duane
Postulate”)[9]. Initially a graphical representation, Duane regression model for this
log-log relationship was
λ(T ) = K(T )−α (3)
where α is the log-slope and K is a constant, both determined by regression. λ(T ) is
the cumulative MTBF at time T . Using this equation, Duane was able to estimate
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the cumulative number of failures, the average failure rate, and the instantaneous
failure rate. Duane’s Postulate was developed after observing the cumulative data
for aircraft of varying size and complexity.[1] [9]. While Duane was not the first to
develop a reliability growth model, his model became the basis for future reliability
growth models for decades.
2.3.3 AMSAA Crow Model.
Larry H. Crow published a paper in 1975 in which he develops a model, incorpo-
rating methods from both the Duane Model and the Weiss model. Crow states that
if the Duane Postulate is correct, then the failure rate follows a nonhomogeneous
Poisson process, with a Weibull intensity function [4]
u(T ) = λβT β−1 (4)
where λ and β are determined by maximum likelihood estimation. As long as 0 <
β < 1, the system reliability is increasing[4]. Assuming a Test-Fix-Test strategy,
Crow shows that the failure rate should decrease over time as more failure modes are
discovered and fixed. Using the intensity function, Crow developed an equation for
the probability of failure (f(T )) during a fixed time interval (d) [4]:
f(T ) = e−[λ(T+d)
β−λ(T )β ] (5)
2.4 AMSAA-Crow Projection Model
Crow [5] expands upon [4] to incorporate the idea that not all failure modes
within the system will be fixed. Designating the failures that will remain unchanged
throughout the testing procedure as Type A failures and corrected failures as Type B
failures, Crow also described the idea of a Fix-Effectiveness Factor (FEF) that would
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capture how the corrective actions would effect the failure rates of the Type B failure
modes [5]. This allowed for the possibility of projecting the new failure rate into the
next series of tests or phases. The new failure rate (f(T )) becomes[5]
f(T ) = λA + λB −
M∑
i=1
diλi (6)
where λA and λB denote the failure rates of the Type A and corrected Type B failure
modes, respectively, λi denotes the original failure rate of the ith corrected Type B
failure mode (for M corrections), and di denotes the FEF for the ith corrected failure
mode. This method also allows for a Test-Find-Test strategy, where the corrective
actions can be delayed until the end of a testing phase, allowing for longer test times
and potentially greater improvement in the reliability parameters [5]. To estimate
the growth, ρ(T ), Crow [5] developed the following equation for the change in failure
intensity rate:
ρ(t) = λA +
M∑
i=1
(1− di)λi + µdhc(t) (7)
where µd is the average FEF over all discovered FMs, and hc(t) is the expected number
of new failure modes that are discovered in the next time interval derived as:
hc(t) = λβt
β−1 (8)
However, as the true λ and β are unknown, they are estimated with ĥc(t)[1]
ĥc(t) =
mβ̂
T
(9)
β̂ =
m
m∑
i=1
ln
(
T
ti
) (10)
where ti is the time of failure i[1].
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2.5 Crow Extended Reliability Projection Model
After Crow developed models around delayed and uncorrected fixes, he developed
the Crow Extended Projection Model to incorporate corrections during a phase, al-
lowing for a test that combines Test-Find-Test and Test-Fix-Test methods. Crow
designated BC failure modes as those that are corrected during the testing phase and
BD failure modes as those that are corrected at the end of the phase [1][6]. The
Extended Projection equation is
λ = λCA − λBD +
M∑
i=1
(1− di)λi + µdh(T |BD) (11)
λCA is the current estimated failure rate, typically gathered from the Crow Tracking
model. The remaining terms are calculated the same way as the AMSAA-Crow
Projection Model with respect to the BD failure modes, thus if no corrections are
made during the phase, the extended model becomes the same as the AMSAA-Crow
Projection Model [1].
2.6 Variance-Stabilized Duane
The Duane model is often criticized for violating many of the assumptions required
for simple linear regression, specifically that the variance is constant and normally
distributed [7]. Donovan and Murphy [8] developed a new regression model based
on variance stabilization techniques that follows the same system assumptions as
the Duane (earning it the nickname, Variance-Stabilized Duane Model). This model
places more influence on the most recent failures, suggesting that they have more
information about the failure rate from the next phase [8]:
θ = α + β
√
T (12)
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Due to the similar forms, if the slope of the Duane Model is 0.5, the authors note that
the Variance-Stabilized Duane and the Duane model are mathematically equivalent
[8].
2.7 AMSAA Maturity Projection Model
Ellner [12] developed the AMSAA Parametric Empirical Bayes projection model
(now known as the AMSAA Maturity Projection Model). This model allows for
Type A, Type BC, and Type BD failure modes and estimates the discovery rate of
new Type B failure modes[12]. This model assumes that the failure rates for each
failure mode, λi are random samples from a random variable that follows the gamma
distribution, Γ(α, β). By estimating the true failure rates, Λi, from the observed λi,
the Maturity Projection Model estimates the failure intensity[1]:
ρ(t : Λ) = λA +
m∑
i=1
(1− di)Λi +
m∑
i=1
diΛie
−Λit (13)
the expected value of which is
ρ(t) = λA + (1− µd)λK + µdh(t) (14)
In order to find the components of the equation (based on the K discovered failure
modes), Ellner describes the MLE for βk -β̂k as
K =
(
m∑
i=1
ln 1+β̂kT
1+β̂kti
)(
m∑
i=1
1
1+β̂kti
)
−
(
mβ̂k
1+β̂kT
) m∑
i=1
T−ti
1+β̂kti
ln 1 + β̂kT
(
m∑
i=1
1
1+β̂kti
)
−
(
mβ̂k
1+β̂kT
)
T
(15)
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And α̂k is found by
(αk + 1)
−1 = m−1
[
K ln 1 + β̂kT −
m∑
i=1
ln
1 + β̂kT
1 + β̂kti
]
(16)
Using the determined parameter values from 15 and 16, the following equations
are used for inputs in equation 14[1]:
λi =
mβ̂i
ln 1 + β̂iT
(17)
λA =
NA
T
(18)
µd =
1
m
m∑
i=1
di (19)
ĥ(t) =
λi
1 + β̂it
(20)
2.8 AMSAA Maturity Projection Model - Stein
In 2004, Ellner [11] published a variant of the AMSAA Maturity Projection Model
by incorporating the Stein Estimation process [20]. This process provides an estimate
of the individual failure rates (λi):
λ̃i = θλ̂i + (1− θ)
(
1
k
k∑
i=1
λ̂i
)
(21)
where θ ∈ [0, 1] is the value that generates the minimum sum of squares
∑k
i=1(λ̃i−λi)2.
The growth potential estimation is then
ρ̂(T ) = λ̂A +
∑
i∈obs(B)
(1− di)λ̃i +
∑
i∈obs(B)
λ̃i (22)
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Ellner derives the value for θS as
θS =
kV ar(λi)
kV ar(λi) +
(
λ
T
) (
1− 1
k
) (23)
Because θS relies on the unknowns k, λ, and V ar(λi), an estimate, θ̂S, can be esti-
mated via maximum likelihood estimation for a finite number of failure modes k, θ̂S,K
[1] with
lim
k→∞
θ̂S,K = θ̂S,∞ =
β̂∞
1 + β̂∞T
(24)
β̂∞ is found such that it satisfies
m =
(
NB
β̂∞
)
ln(1 + β̂∞T ) (25)
where NB is the number of discovered Type B failures and m is the number of observed
Type B failure modes[1]. θ̂S,∞ is substituted into Equation 21.
2.9 Clark Model
In 1999, Jeffrey A. Clark[2] created a model specifically for later in development
when there are fewer failure modes present and it is possible to have eliminated failure
modes. For this model, failure modes can be correctable or inherent (Type B or Type
A, respectively), but some failure modes can be can be completely corrected (no
longer affect the system). The model is
λT = λI + λF − dλSF − λV F + λU (26)
λT is the projected failure rate
λI is the inherent failure rate (Type A failures)
λF is the failure rate of correctable failure modes
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λSF is the failure rate of the failure modes that have scheduled corrections
λV F is the failure rate of failure modes that have been eliminated
λU is the failure rate of undiscovered failure modes
d is the average FEF across all correctable failure modes
Clark notes that the individual rates are calculated in the same manner as in the
AMSAA Crow Projection Model; however, the Clark model has the added classifica-
tion of the eliminated failure modes and assumes that the undiscovered failure mode
rate (h(T ) from Equation 7) is negligible due to testing in later development stages,
assuming the phase length is short [2].
2.10 Guo-Zhao Model
A common assumption in reliability growth models is that the intermediate repairs
return the system to the pre-breakdown state, but do not affect the failure rate in
any way. In 2006, Huairui Guo et al developed a model that allows for an estimate
of the repair effects[15]:
λ(t) = λβtβ−1eγN(t) (27)
with N(t) the number of failures by time t and γ the repair effect, and λ, β are model
parameters. If γ < 0, the repairs are increasing the failure rate, γ > 0 the repairs
are decreasing the failure rate and when γ = 0, the model is the same form as the
AMSAA Crow Plannning model.
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2.11 Models and Assumptions
Table 1 contains a list of the models considered in this study and their assump-
tions.
Table 1. Projection Model Assumptions
Model Assumptions
Weiss (1956)
• Failure modes are independent from each other
• Failure times are exponentially distributed
• Failure rates always decrease
• Corrective Actions do not increase the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Test follows Test-Fix-Test pattern
Duane
(1964) • Failure modes are independent from each other
• Failure times are exponentially distributed
• Failure rates always decrease
• Corrective Actions do not increase the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Test follows Test-Fix-Test pattern
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Crow Projec-
tion Model
(1984)
• Failure modes are independent from each other
• Failure rates follow non-homogeneous Poisson distribution
• Test follows a Test-Find-Test pattern
• Corrective Actions do not increase the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Not all Failure Modes must be corrected
Crow Ex-
tended
Projec-
tion Model
(2004)
• Failure modes are independent from each other
• Failure rates follow non-homogeneous Poisson distribution
• Test follows a Test-Find-Test pattern or Test-Fix-Test
• Corrective Actions do not increase the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Not all Failure Modes must be corrected
Variance-
Stabilized
Duane
(2000)
• Failure modes are independent from each other
• Failure times are exponentially distributed
• Failure rates always decrease
• Corrective Actions do not increase the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Test follows TFT pattern
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Maturity
Projec-
tion Model
(1995)
• Failure modes are independent from each other
• Test follows a Test-Find-Test pattern or a Test-Fix-Test pattern
• High probability of failure means high probability of detection/correction
• Initial Type B failure mode failure rates can be modeled as a random sample
from a gamma distribution
• Not all Failure Modes must be corrected
Maturity
Projection
Model-Stein
(1995)
• Failure modes are independent from each other
• Test follows a Test-Find-Test pattern only
• High probability of failure means high probability of detection/correction
• Initial Type B failure mode failure rates can be modeled as a random sample
from a gamma distribution
• Not all Failure Modes must be corrected
Clark (1999)
• Failure modes are independent from each other
• Failure rates follow non-homogeneous Poisson distribution
• Test follows a Test-Find-Test pattern or Test-Fix-Test
• Corrective Actions do not increase the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Not all Failure Modes must be corrected
• The testing phase is sufficiently short to assume that no new failure modes are
discovered after the first phase
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Guo et al
(2006) • Failure modes are independent from each other
• Failure rates follow non-homogeneous Poisson distribution
• Test follows a Test-Find-Test pattern or Test-Fix-Test
• Corrective Actions do not increase the failure rate
• Intermediate Repairs can affect the failure rate
• High probability of failure means high probability of detection/correction
• Reliability Testing occurs during normal operating conditions
• Not all Failure Modes must be corrected
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III. Methodology
3.1 Research Goals
As previously stated, the goal of this research is to compare modern and historical
reliability growth models in their projection performance against simulated reliabil-
ity testing data. While reliability growth testing has been incorporated into many
systems in more recent years, there was no way to guarantee that the model assump-
tions would be met due to unknowns in testing. To that end, a series of datasets were
developed using a simulation in R. The simulation was developed with the goal to
replicate the process of contemporary reliability growth testing in order to determine
the robustness of each model to violations in accepted assumptions.
3.2 Simulation
The simulation was based on the concept that a system has an inherent (and
unknown) number of failure modes at the beginning of the test. Each of these failure
modes has an underlying (and also unknown) distribution that can only be discovered
when that mode causes a failure. In order to test the accuracy of the models in systems
that meet and do not meet the assumptions, failure mode distributions followed either
the exponential distribution or the Weibull distribution. A flowchart of the simulation
is shown as Figure 1 while a summary of the simulation steps is below:
1. The number of failure modes, types of failure mode distribution, the total test
time (in hours), and the number of Corrective Action Periods are given as inputs
2. Failure mode distributions parameters are generated based on the total test
time
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3. Failure times are generated by randomly sampling from the generated distribu-
tions
4. Fix effectiveness factors are generated according to a uniform distribution and
applied to the distribution parameters
Figure 1. Model Flowchart
3.2.1 Model Inputs.
Each model run is based on the number of failure modes, their distributions, the
total amount of time until the test is over, and the number of corrective action periods
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(CAPs) which determine the number of testing phases. In order to compare the effects
of these inputs, each one was treated as a 3-level factor. The number of failure modes
was set at 4, 20, and 36, the distributions were either exponential or Weibull, and the
number of CAPs was 2, 5, or 8. The total test time was held constant at 2000 hours.
3.2.2 Failure Mode Distributions.
Each failure mode was based on a specific distribution with its own parameters.
The exponential and Weibull distributions are generally used to simulate the time
between failures for reliability models [17]. While the Gamma distribution is some-
times considered, it was left out of this simulation due to the fact that the Weibull
distribution can approximate the Gamma fairly easily. Many of the models assume
that the failure times are distributed exponentially, so a strict exponential distribu-
tion was used to stay within their assumptions. In reality, however, reliability growth
models often must be used despite failure times that may violate their assumptions.
To account for this, the Weibull distribution was also used in order to create “messy”
failure distributions in order to test the models’ performance against systems that
violate assumptions.
For the k exponential distributions, λk was generated according to the following
equation:
λk =
Unif(0.5, 15)
T
(28)
where T is the total test time (in the case of this study, 2000 hours). The uniform
distribution was used to determine the value of the numerator, essentially creating
an average time between failures between 133 and 4000 hours. This provides a failure
rate that is not so high that it does not occur during the testing time but also that is
high enough to avoid failing so often that the failure mode dominates the testing time.
The range of the uniform distribution was skewed so that a greater number of failure
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modes would appear earlier in the testing cycle, while still allowing for failure modes
that would not appear until later. This follows many of the model assumptions that
failure modes with greater failure rates are discovered and corrected sooner, allowing
for the discovery of failure modes with lower failure rates.
Similar to the exponential distribution, the Weibull distribution has a scale factor
(βk) that determines the failure rate. This was generated according to the following
equation:
βk =
T
Unif(0.5, 4)
(29)
The range was again skewed towards a higher rate in order to create more failure
modes that will occur more often earlier in the cycle. The range of the Weibull scale
parameter differs from that of the exponential due to the Weibull’s shape parameter.
While the scale parameter was based on the total test time in order to avoid failure
modes that never occur, the shape parameter (ηk) is produced independently of the
total test time:
ηk = Unif(0.5, 5) (30)
This was due to the fact that, regardless of the scale parameter value, the PDF of
a Weibull distribution with β < 0.5 is significantly skewed to the left. Similarly, for
β > 5, the PDF is skewed to the right. In order to prevent failure modes that occur
so frequently they skewed the initial reliability too low as well as failure modes that
never occur during the testing time, those limits on the scale and shape parameters
were deemed the most appropriate.
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3.2.3 Failure Times.
Each test has n Corrective Action Periods, giving it n+1 testing phases. For each
failure mode, an initial failure time is sampled according to its distribution, and the
testing phase (pk) that this failure would occur is recorded. This way, a failure mode
that has not occurred in the “test” has no corrective actions applied until it appears.
Subsequent failure times are recorded until the the time in phase pk is realized. At
this point, the Fix Effectiveness Factor is applied and a new distribution parameter
is assigned. The next failure time is generated, the test phase (pk+1) is determined
and the process continues until the Total Test Time has been reached.
3.2.4 Fix Effectiveness Factor.
The Fix Effectiveness Factors (FEF) for each failure mode are only generated once
the failure mode has occurred and the testing phase is over. Because the true FEF
cannot be determined, many models make use of an average FEF. In order to avoid
skewing the results due to the true FEF being much higher or lower than the average,
the FEF is generated from the uniform distribution with a minimum of 0.2, maximum
of 0.8, which has an average of 0.5. As first suggested by Crow in [5], FEF in later
phases are based on the average of the FEF from earlier phases. For the purposes
of this simulation, all average FEFs are assumed to be 0.5 for the use of the models,
allowing for a simplification of the calculations for the FEF in some models like the
Crow Projection [5]. For failure modes with the exponential distribution, the FEF is
applied to λ:
λNew = λOld ∗ FEF (31)
This results in the subsequent failure rate being lower than the original. This models
the results of an actual corrective action by accounting for the varying efficacies
of the redesigning the system and the unknown effects that it will have on that
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failure mode in the future. For the Weibull distribution, it is commonly assumed in
reliability literature (as noted in [13]) that the shape parameter remains constant and
the corrective actions will only affect the scale, β:
βNEW = βOLD/FEF (32)
This ensures that the nature of the failure mode (assumed to be the shape parameter
of the distribution) remains the same while the rate of occurrence is decreased by
the corrective action. For example, if the failure mode is based around a certain
component overheating, this model assumes that whatever corrective action is applied
only effects how quickly the component breaks down due to heat, not the fact that
heat is the overarching design flaw.
3.3 Experiment Design
Each simulation run creates a series of failure times that could occur with the
given parameters (number of FMs, CAPs, and the types of distributions). Because
the failure rates were created relative to the total test time (see equations 29, 28),
the total test time was kept constant for all simulations, allowing for a comparison of
shorter and longer testing periods (the result of more and fewer CAPs, respectively).
The factors in the design were the number of FMs, the number of CAPs, and the
types of distributions for the failure times.
The level settings were determined from AMSAA sample reliability growth data.
The sample data contained example reliability growth tests for 12 systems, ranging
from radios to air defense systems. The number of FMs and CAPs varied for each
example, and the maximum and minimum values were used to determine the high and
low levels. For the number of FMs and CAPs, three levels were chosen for testing.
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For number of FMs, the low, middle, and high levels were 4, 20, and 36. For the
number of CAPs, the low, middle, and high levels were 2, 5, and 8. As noted in
[17], the most common parametric distributions for modeling failure times are the
exponential and Weibull distributions, therefore these were chosen as the two levels
for the types of distribution. Each simulation was replicated three times, resulting in
54 datasets. Table 2 shows the full factorial design for a single replication.
Table 2. Single Replication of Simulation Runs
Run Failure Modes Corrective Action Periods Distribution
1 4 2 Exponential
2 20 2 Exponential
3 36 2 Exponential
4 4 5 Exponential
5 20 5 Exponential
6 36 5 Exponential
7 4 8 Exponential
8 20 8 Exponential
9 36 8 Exponential
10 4 2 Weibull
11 20 2 Weibull
12 36 2 Weibull
13 4 5 Weibull
14 20 5 Weibull
15 36 5 Weibull
16 4 8 Weibull
17 20 8 Weibull
18 36 8 Weibull
The purpose behind this design was to create a series of datasets that mimic the
data that is captured during real-world reliability growth testing (like those found
in the AMSAA sample data). Modern testing follows the Test-Find-Test corrective
action implementation strategy, delaying corrective actions until the end of a given
testing period. This allows for more FMs to be discovered and corrected at a given
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time. As testing continues, new FMs are discovered and corrected over time, theo-
retically decreasing the failure rate as they are corrected. This is consistent with the
assumptions of Weiss [22] and Duane [9] that FMs with higher failure rates are more
likely to be discovered and corrected. To be as similar to contemporary testing as
possible, each simulation run creates a series of failures and corrective actions for a
system based on the input parameters.
The levels for the design factors were chosen to recreate various testing conditions
that can occur for different systems. Datasets with only 4 FMs simulate more ma-
ture systems where many early flaws have been discovered and eliminated or simpler
systems, while datasets with 36 FMs simulate systems that are early in development
with a significant number of flaws and more complex. The number of CAPs were
varied to compare how the models perform with varying test period lengths. Most
models assume that failures occur according to a Non-Homogeneous Poisson Process
(NHPP). To account for this, the failure times were sampled from the exponential
distribution with the rate changing as corrective actions are taken. Additionally,
datasets were developed with failure times following a Weibull distribution in order
to compare the model performance when the NHPP assumptions are violated.
3.3.1 Model Assumptions.
Below is the list of assumptions made during the development of the simulation.
• Failure Modes occur independently from one another
• No new Failure Modes are introduced by corrective action
• Corrective action affects only the Failure Mode to which it is applied
• Corrective action occurs at the end of the testing phase
• All Failure Modes are correctable (Type B)
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• Failure times occur according to either an Exponential or Weibull distribution
• Failures cannot be corrected unless they are observed during a specific testing
phase
• Intermediate repairs do not affect the failure rate
3.4 Examples
Next, two examples are presented following the methodology in Figure 1. Each
example’s purpose is to illustrate the methodology and will go through the loop for
a single failure mode in a system with the following inputs:
• Total Test Time: 2000 hours
• Number of Failure Modes: 15
• Number of Corrective Action Periods: 2
• Types of Distributions: Exponential
3.4.1 Exponential Distribution.
For this example, failure modes are exponentially distributed.
The distribution for the first failure mode (FM1) is designated as exponential, so the
scale parameter λ1 is sampled from Equation 28: λ1 = 0.0055. There are 2 Corrective
Action Periods, meaning that there are 2 Test Phases, each 1000 hours of test time.
The first time (T1) sampled from FM1 56.80086, which is in Test Phase 1. The current
phase is set to 1, the failure time and failure mode are recorded, and the current test
time is updated to 56.80086.
The next failure time (T2) is 23.39892, so the next failure for FM1 would occur at
T1 + T2 = 80.19978 hours of testing time. This is still within the time for Test Phase
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1, so the failure time and mode are recorded and the current test time is updated
to 80.19978. This continues until a subsequent failure time occurs at a time greater
than 1000 hours, which happens with T5. The 4th failure occurred at 800.1686 testing
hours, and T5 = 315.6473, which would occur after test phase 1 is over. In this case,
the failure is not recorded (as it would not have been observed), and the current
Test Time is updated to the beginning of test phase 2: 1000 test hours. Because
FM1 was discovered, a corrective action takes place. This is modeled via the FEF. A
FEF is calculated as 0.342 and applied to the scale parameter, making the new scale
parameter for FM1 0.001881.
Because a corrective action took place after test phase 1, the next failure time
for FM1 will take place after the beginning of test phase 2. When sampled from the
new distribution, T1 is 631.612 testing hours, meaning the failure occurs at 1631.612
testing hours. Test phase 2 does not end until 2000 testing hours, so the current
phase is set to 2, the failure time and failure mode are recorded, and the current test
time is set to 1631.612 testing hours.
T2 occurs after 700.448 testing hours and testing time 2332.060, falling after the end
of Test Phase 2 so it is not observed. Again the FEF is generated, this time FEF =
0.7076. The new scale parameter becomes 0.001331 and the model then iterates to
the next failure mode, FM2 and resets the current test time to 0.
3.4.2 Weibull Distribution.
FM2 is designated as Weibull, so the shape and scale parameter are sampled from
Equations 29 and 30 respectively: η = 0.00175 and β = 2.689 The first failure (T1)
occurs after 590.8067 hours, and because the current test time is 0, this is within test
phase 1, so the current phase is set to 1. The failure mode and time are recorded,
and the current test time is updated to 590.8067 hours. The second failure (T2)
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occurs after 723.4597 hours and at testing time 978.4332. Because this would have
occurred after test phase 1 had ended, the failure is not recorded, the current test
time is updated to 1000, and the FEF is calculated to be 0.2117. For the Weibull, the
FEF only applies to the rate parameter and not the shape parameter as mentioned
previously. The new rate parameter is 0.00037. The next failure occurs after 1593.859
hours, which is after the Total Test Time is reached, so FM2 never occurs again during
the test cycle. The model would then iterate through the remaining 13 failure modes
before completing.
At the end of each test simulation, the model runs for an additional 2000 hours
in order to get an estimate of the MTBF after the final CAP. This MTBF is used for
the final prediction comparison.
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IV. Analysis
4.1 Model Implementation
The simulation runs were generated to test each model’s performance against
datasets that followed and violated the model’s assumptions. However, as the models
were implemented, it became apparent that, due to the assumptions of the simulation,
some of the projection models would become mathematically equivalent:
• Under the assumption that all corrective actions are delayed, the ACPM-Extended
Model is equivalent to the ACPM
• If the Duane and Weiss models are implemented via regression, they become
mathematically equivalent
• Under the assumption that repairs have no effect on the reliability of the system,
the Guo-Zhao model becomes the Crow Model
• Under the assumption that no FMs can be completely eliminated, the Clark
model and the ACPM are identical, provided the h(T ) term is not considered
negligible; in order to differentiate between the two models, this assumption
was made for the Clark Model
With that, the models that were compared were the Duane, AMSAA-Crow, Variance-
Stabilized Duane, AMSAA-Maturity Projection, AMSAA-Maturity Projection-Stein,
and the Clark Models.
4.2 Run Responses
Each run of the simulation produced a series of failures, separated by phase times.
This allows for the estimation of the MTBF for each phase, which is compared to the
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projected MTBF for that phase. Example output from the simulation is in Table 3:
For n phases, there are n(n−1)
2
projections that can be made: Phase 1 can provide a
Table 3. Example Output
Phase Failures MTBF
1 150 3.226
2 115 4.348
3 76 6.579
4 40 12.5
projection onto Phases 2, 3, 4, and the end of test; Phase 2 can provide a projection
onto Phases 3, 4, and the end of test, and so on. Each projection may have an
associated error when compared to the observed MTBF, resulting in n(n−1)
2
error
calculations from phase i to phase j: Ei,j. While the most common prediction error
calculation is the least squares,
∑
(ŷ− y)2, the varying number of phases, along with
the wide range of MTBF, an attempt to “normalize” the errors is made.
Ei,j =
(M̂TBF (i, j)−MTBF (j))2
MTBF (j)
(33)
where Ei,j is the error of the projection from phase i to phase j, M̂TBF (i, j) is the
projected MTBF from phase i onto phase j, and MTBF (j) is the observed MTBF
in phase j. This research focuses on the next phase projection error, Ei,i+1,the final
projection error from the initial phase, (E1,n), and the projection error from the final
phase into the end of testing, En−1,n. In addition to those projection errors, the
average projection error across N projections (EAV G) and the maximum projection
error (EMAX) are considered.
EAV G =
(
1
n
)( n∑
i=1
Ei,i+1
)
(34)
EMAX = Max(Ei,i+1|1 ≤ i ≤ n− 1) (35)
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Some models, such as the Duane and Variance Stabilized Duane models, require at
least two points of data in order to make an estimate [22][9][8]. This often requires
the use of an estimated MTBF at the beginning of the test. This is usually gathered
from previous testing, data from a similar system, or simulation. To account for the
impact that this estimate will have, models that require the earlier estimate were run
against data with an additional Phase 0, with with the MTBF estimate varied from
0.5× (MTBF (1)) to 1.5× (MTBF (1)) in increments of 0.25. This helps to simulate
over and underestimation of the initial MTBF. To test these models without the bias
of the initial estimated MTBF, they were also tested against the situation where they
could only begin projection in Phase 2 after 2 data points without a Phase 0 being
considered.
4.3 Model Comparisons
4.3.1 Projection Proportions.
In order to determine a model’s tendency to over or under-predict the MTBF, the
proportion of single-phase projection errors (p̂i+1) and end-phase projection errors
(p̂n) that were negative or positive were calculated.
p̂i+1(NEG) =
(
1
n
) ∑
Ẽi,i+1<0
1 (36)
p̂i+1(POS) =
(
1
n
) ∑
Ẽi,i+1>0
1 (37)
p̂n(NEG) =
(
1
n
) ∑
Ẽi,n<0
1 (38)
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p̂n(POS) =
(
1
n
) ∑
Ẽi,n>0
1 (39)
Equations 36 and 37 denote the proportion of next-phase projections that are over
or under-predicted: p̂i+1(NEG) is the proportion of projections that under-predicted
and p̂i+1(POS) is the proportion projections that over-predicted. Equations 38 and
39 denote the proportion of end-phase projections that are over or under-predicted:
p̂n(NEG) is the proportion of projections that under-predicted and p̂n(POS) is the
proportion of projections that over-predicted.
Confidence intervals for Equations 36, 37, 38, and 39 are based on the standard
normal distribution error for proportions for a given significance level α [21].
100(1− α)%CI = p̂± z1−α/2
√
p̂(1− p̂)
n
(40)
The normality assumptions hold provided n ≥ 30 and np ≥ 5 [21]. This means that
the confidence intervals do not hold for proportions near 1 or 0. While n ≥ 30 for all
models, there were cases where np < 5. In these instances, it has been shown by [23]
that Equation 41 provides an adequate confidence interval.
100(1−α)%CI =
(
1
1 + 1
n
z2
)[
p̂+
(
1
2n
)
z2 ± z
√(
1
n
)
p̂(1− p̂) +
(
1
4n2
)
z2
]
(41)
where z = z1−α/2.
4.3.2 Response Means.
Once the max, final, average, and initial errors are calculated for each model,
an Analysis of Variance (ANOVA) was conducted with the null hypothesis that each
reliability growth projection model mean error was the same. If the ANOVA indicated
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at least one of the models had a different mean, a pairwise comparison was conducted
on the means via Tukey’s Honestly Significant Difference (HSD) method (also known
as the Tukey-Kramer Test). Tukey’s HSD is a procedure that conducts pairwise
comparisons of means in order to determine a difference at and overall significance
level α. It is based on the distribution of the studentized range statistice, q.
q =
ȳmax − ȳmin√
MSE/n
(42)
with ȳmax and ȳmin the largest and smallest estimated means[21]. The test statistic
tα is based on the q distribution, α-level, r, the number of comparisons, and f , the
degrees of freedom for the MSE. A pair of estimated means (ȳA, ȳB) is considered
significantly different if the absolute difference in means is greater than tα[21].
tα = qα(r, f)
√
MSE
n
(43)
4.4 Model Results
4.4.1 Projection Proportions.
The single-phase projection errors are shown in the Appendix. The proportions
and confidence intervals are in Tables 4 and 5.
Table 4. Proportions of Under-and-Over-Prediction onto Next Phase with Confidence
Intervals
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
Proportion 0.900 0.100 0.751 0.249 0.129 0.871 0.502 0.498 0.137 0.863 0.000 1.000
Standard Error 0.021 0.021 0.030 0.030 0.021 0.021 0.031 0.031 0.021 0.021 0.003 0.003
95% Lower Bound 0.859 0.060 0.693 0.190 0.089 0.830 0.441 0.438 0.095 0.822 -0.001 0.984
95%Upper Bound 0.940 0.141 0.810 0.307 0.170 0.911 0.562 0.559 0.178 0.905 0.009 0.994
In order to illustrate the magnitude of the over and under-prediction error, his-
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Table 5. Proportions of Under-and-Over-Prediction onto Final Phase with Confidence
Intervals
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
Proportion 0.861 0.139 0.622 0.378 0.179 0.821 0.627 0.373 0.163 0.837 0.042 0.958
Standard Error 0.024 0.024 0.034 0.034 0.024 0.024 0.030 0.030 0.023 0.023 0.012 0.012
95% Lower Bound 0.814 0.092 0.556 0.312 0.132 0.775 0.569 0.314 0.119 0.792 0.018 0.934
95%Upper Bound 0.908 0.186 0.688 0.444 0.225 0.868 0.686 0.431 0.208 0.881 0.066 0.982
tograms of the errors were created (see Figure 2). It is worth noting that the Du-
ane and Variance-Stabilized Duane models under-predict the increase in MTBF a
significantly higher proportion of the time for both projections, while the ACPM,
AMPM-Stein, and Clark models over-predict the increase in MTBF a significantly
higher proportion of the time. In fact, the Clark model never under-predicted the
next-phase MTBF in any run. The AMPM model prediction proportions were ap-
proximately 0.5 (not statistically different at the α = 0.05 significance level), meaning
that the AMPM over-predicts and under-predicts approximately the same proportion.
Based on the Figure 2, we can see that whenever a model over or under-predicts
the MTBF increase, the projection is close to the observed MTBF, especially for the
AMPM, Duane, and Variance-Stabilized Duane models. The ACPM, AMPM-Stein,
and Clark models have higher errors, as we will show in 4.4.2.
4.4.2 Response Means.
For the ACPM, AMPM, AMPM-Stein, and Clark models, 54 runs were conducted
while 270 were conducted for the Duane and Variance-Stabilized Duane models, due to
the additional initial MTBF factor, resulting in a total of 3672 individual projections.
Initial summary statistics are in Tables 6 through 9.
The Clark confidence intervals contain 0 for all response factors which indicates
that the variance for those responses is high. Additionally, the confidence for max
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Figure 2. Histograms of True Projection Errors for Next Phase Projection
error, final error, and average error of the Clark model completely contain the con-
fidence intervals for the other models. For all models, the max error is significantly
higher than the average error, however, for the Clark model the max error is orders
of magnitude higher. While this indicates that the Clark model has higher projection
error, it also indicates that some runs may skew the data.
It was noted that the AMPM had the lowest average for the max, final, and aver-
age error. The AMPM-Stein and ACPM had the lowest errors for the projection from
the initial phase to the end of test. While the Duane and Variance-Stabilized Duane
models performed comparatively well in the average, max, and final phase errors,
they had the highest errors (along with the AMPM) for the initial phase projections.
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Table 6. Maximum Normalized Projection Error Summary Statistics
Model Average 95% Lower Bound 95% Upper Bound Std Dev Max Min
Duane 923.97 422.17 1425.76 1881.38 8055.65 0.00025
Variance-Stabilized Duane 701.28 320.73 1081.82 1426.77 4889.37 0.0012
ACPM 7078.84 3864.99 10292.69 12049.66 41204.94 1.65
AMPM 62.12 30.54 93.70 118.40 612.93 0.0014
AMPM-Stein 8180.30 2374.39 13986.20 21768.02 120125.00 1.97
Clark 60689.25 -1090.36 122468.85 231629.53 1632153.85 15.74
Table 7. Normalized Projection Error Summary Statistics (From Final Phase to End
of Test)
Model Average 95% Lower Bound 95% Upper Bound Std Dev Max Min
Duane 229.91 -63.22 523.03 1099.01 8055.65 0.00025
Variance-Stabilized Duane 298.13 76.88 519.38 829.52 4290.87 0.0012
ACPM 2442.89 558.19 4327.58 7000.52 36628.34 1.65
AMPM 10.27 3.73 16.81 24.51 125.04 0.0000056
AMPM-Stein 6460.16 763.51 12156.81 21358.37 120125.00 1.97
Clark 53654.96 -8166.66 115476.57 231787.02 1632153.85 15.74
Table 8. Average Normalized Projection Error Summary Statistics
Model Average 95% Lower Bound 95% Upper Bound Std Dev Max Min
Duane 236.90 114.34 359.45 459.49 1892.57 0.00025
Variance-Stabilized Duane 191.98 88.17 295.79 389.21 1650.72 0.0012
ACPM 1508.15 831.07 2185.23 2538.57 9917.08 0.83
AMPM 14.22 8.23 20.21 22.45 88.03 0.00071
AMPM-Stein 1717.30 583.86 2850.74 4249.59 20162.90 0.99
Clark 12714.38 -67.14 25495.90 47921.58 341249.08 8.41
Table 9. Normalized Projection Error Summary Statistics (From First Phase to End
of Test)
Model Average 95% Lower Bound 95% Upper Bound Std Dev Max Min
Duane 439.63 28.23 851.02 1542.44 11106.49 0.00025
Variance-Stabilized Duane 353.85 -57.65 765.35 1542.85 11199.02 0.0012
ACPM 8.60 1.61 15.58 26.19 178.30 0.000002
AMPM 29.00 15.74 42.25 49.70 282.54 0.000005
AMPM-Stein 8.53 1.61 15.46 25.97 177.30 0.008
Clark 14.66 5.32 24.01 35.04 228.93 0.00026
ANOVA revealed at least one of the model means was different from the others.
Tukey’s Honestly Significant Difference (HSD) was used to determine the pairwise
mean differences. The results of Tukey’s HSD are in Table 10.
For the max error, final error, and average error, the Clark model was shown to
have a significantly higher average, at least three times as high as the next highest
average. This indicated that the high variance in the Clark model responses skewed
the results of the Tukey’s test statistic. The ANOVA was conducted again, this
time excluding the Clark model responses, the results showed that at least one of the
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Table 10. Tukey’s HSD Results: Different Letter Indicates a Difference of Means
Model Max Error Final Error Average Error Initial Error
Duane A1 A2 A3 A4
Variance-Stabilized Duane A1 A2 A3 A4
ACPM A1 A2 A3 B4
AMPM A1 A2 A3 B4
AMPM-Stein A1 A2 A3 B4
Clark B1 B2 B3 B4
remaining model averages was different. A second Tukey-Kramer test was conducted,
the results can be seen in Table 11.
Table 11. Tukey’s HSD Results: Clark Model Excluded
Model Max Error Final Error Average Error Initial Error
Duane A1 A2 A3 A4
Variance-Stabilized Duane A1 A2 A3 A4
ACPM B1 AB2 B3 B4
AMPM A1 A2 A3 B4
AMPM-Stein B1 B2 B3 B4
The results of the second Tukey’s HSD test show that for max error and average
error, the ACPM and AMPM-Stein models are significantly different than the re-
maining models. Both models have significantly higher means, indicating that these
models have higher maximum and average projection errors across all of the runs.
The AMPM-Stein model also had a significantly higher least squares mean for the
final projection error, indicating that it is not as accurate as the other models in
projecting the MTBF at the end of the test.
The ANOVA and Tukey-Kramer tests were conducted on subsets of the data as
well. The results of the ANOVA and Tukey-Kramer tests were consistent for expo-
nential and Weibull-distributed subsets.
The model with the lowest average error is the AMPM. This is true for all AMPM
responses except the initial error, which is discussed later. This is significant because
the AMPM has the lowest max error, final error, and average error across all of the
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runs. When combined with the lack of over or under-prediction tendencies, this sug-
gests that the AMPM may be the best suited model for projection onto to the next
phase. The AMPM-Stein and ACPM had the lowest projection errors in projections
from the initial phase to the end of test, suggesting that they may be more appropriate
for multi-phase projection.
4.4.3 Observations.
The Clark model clearly had higher projection error for all responses except for
the initial projections. This was due to the assumption that no new failure modes
would be discovered (the h(t) term in Equation 7). This assumption led to lower
projected failure rates and higher projected MTBF.
Both the Duane and the Variance-Stabilized Duane models were tested against
the initial MTBF assumptions. From the ANOVA, there was no statistical difference
between the projection errors, regardless of the assumed initial MTBF. While the
assumed initial MTBF does affect the projection, the effect on the projection error
was small due to the transformation required for each model, meaning that both the
Duane and Variance-Stabilized Duane models are very robust to incorrect assump-
tions regarding the initial MTBF.
Despite having consistently low average, max, and final projection errors, the
AMPM did not perform well when estimating the final MTBF from the initial stage.
This is due to the fact that the projections for the AMPM tend to plateau for phases
beyond the phase directly following the current phase. For projections into phases
that were two or more CAPs later, the projected increase in MTBF was very low.
See Figure 3 for an example. Note how the projections beyond the next phase re-
main steady and level. This means that the AMPM is not an appropriate model for
projecting the MTBF after testing from any phase except the final.
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The AMPM and AMPM-Stein models both utilize the same process for esti-
Run 5: 20 FMs, 5 CAPs, Exponentially-Distributed Failure Times
Figure 3. AMPM Projections onto All Subsequent Phases
mating the increase in reliability; however, this study suggests that the use of the
Stein estimation process results in significantly increased error for next-phase pro-
jection. This may be due to the manner in which the Stein estimate parameter θ̂S
is estimated. In this study, the Stein Estimate of the true failure rates were lower
for phases with very few failures (less than 5). In such instances, the AMPM-Stein
model tended towards over-prediction. However, the Stein-estimation process results
in significantly lower error for longer-range projections (particularly projections from
the initial phase onto the end of testing). This suggests that the Stein estimate per-
forms well when there are more failures in a phase and has better projections into
later testing times.
All models had increased projection errors for five of the six runs with 4 FMs and
8 CAPs (runs 7, 16, 25, 34, and 43). The five runs all had a significant deviation from
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the other datasets: in at least one of the phases, no failures were observed. When
this occurred, no fixes can take place, meaning that there is no reliability growth for
any of the failure modes. The phase without failures is combined with the following
phase, doubling the testing time. This deviation was only present when there were
4 FMs and 8 CAPs, presumably due to the shorter testing phases and relatively few
FMs to observe. For the five runs in question, every model had higher projection
error (the maximum projection error for all six models was in one of the five runs).
Figure 4 shows the observed MTBF against the projected MTBF for all models. Note
that the Duane, Variance-Stabilized Duane, and AMPM all under-predicted the reli-
ability growth, while the ACPM, AMPM-Stein, and Clark models all over-predicted
the growth (in the case of the Clark model, by a large margin).
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Run 16: 4 FMs, 8 CAPs, Weibull-Distributed Failure Times
Figure 4. Model Projections vs Actual MTBF for All Models
4.5 Analysis Summary and Recommendations
Taking the results of the Tukey’s tests and the proportions tests together, it
would appear that the AMPM is significantly more accurate than all other models
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for max error, final error, and average error. The fact that it does not tend towards
over-prediction or under-prediction also indicates that the AMPM’s performance is
consistently robust to violations of the model assumptions, based on the results of
this study.
Despite being the simplest of the models, the Duane and Variance-Stabilized Du-
ane models still had significantly lower error in every response except the initial pro-
jection error. No significant difference could be determined between the Duane and
the Variance-Stabilized Duane models, though the Variance-Stabilized Duane does
have simpler calculations. Both the Duane and Variance-Stabilized Duane models
tended to under-predict the MTBF, as seen in Tables 4 and 5. When considered
together, the Duane and Variance-Stabilized Duane models provide a pessimistic es-
timate for the increase in reliability, based on the results of this study.
From the results of this study, all models that tended towards over-prediction also
tended to have higher projection error due to the fact that there is no upper-bound
on the maximum projection error for over-prediction as there is for under-prediction
(there cannot be negative reliability). Despite this, the ACPM had the lowest error
for next-phase projection out of the models with over-prediction tendencies (ACPM,
Clark, AMPM-Stein). This suggests that the ACPM can provide an optimistic pro-
jection of the increase in reliability.
As previously discussed, the results of this study showed that the AMPM is poorly
suited to project beyond the subsequent phase, and should not be used to estimate
beyond one phase, especially from the initial testing phase. Based on the results of
this study the AMPM-Stein model had the most accurate projections for the final
MTBF from the initial phase. Because no fixes have occurred in the initial phase,
this phase generally has the highest number of observed failures, avoiding the issues
where the AMPM-Stein model underestimates the true failure rate as noted before.
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Based on the results of this study, the AMPM-Stein model is best suited to project
the final MTBF from the initial phase.
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V. Conclusions
5.1 Thesis Summary
Reliability continues to be a matter of concern for both government acquisition
and commercial enterprises. Determining the potential future reliability for a system
at the beginning and throughout development and managing reliability growth ef-
fectively can have significant impacts to the planning and programing decisions and
costs. Despite this, systems within the Department of Defense have consistently failed
to meet the reliability thresholds [19] [14], which can lead to increased maintenance
burdens and costs, as well as safety issues to personnel. While reliability growth
projection has the potential to assist with these problems, the research prior to this
study is inconclusive that it is a suitable tool.
In this study, six reliability growth projection models (Duane, Variance-Stabilized
Duane, AMSAA-Crow Projection, AMSAA-Maturity Projection, AMSAA-Maturity
Projection with Stein Estimation, and Clark Models) were used to project the change
in reliability for 54 separate data sets produced via reliability testing simulation. Each
model attempted to project the change in system reliability, making different assump-
tions regarding the nature of the system failures. The models were compared on the
projection error and the tendency to over or under-project.
The results of this study suggest that the AMPM model is best suited for es-
timating the increase in reliability for the next phase, but is poorly suited for any
estimation beyond that phase. With that, the AMPM-Stein variation is better suited
for projecting the final MTBF from the initial phase, which can be used to determine
the viability of the system. The Duane, Variance-Stabilized Duane, and AMPM mod-
els proved to be the most robust to violations in their assumptions, suggesting that
these models would be most appropriate for reliability growth projection.
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5.2 Future Research
5.2.1 Real-World Data.
Ideal testing should involve real-world testing data. When this study was con-
ducted, few historical reliability testing datasets were readily available, and those
that were failed to contain the necessary data for a reliability-growth projection model
study. Should reliability growth testing documentation improve and be made avail-
able, incorporating this data in to future simulations would be vital to understanding
the differences in projection model performance. Additionally, this would provide the
ability to test model performance against actual reliability growth.
5.2.2 Extending the Simulation.
Lacking any historical reliability growth data, future simulations should incorpo-
rate additional aspects of complex systems that would violate additional reliability
growth projection model assumptions.
• All six models tested assumed that repairs returned the system to the system
state prior to the failure, but this may be unrealistic depending on the type of
system being repaired. Future simulations should incorporate imperfect repairs,
meaning that the repair may not completely undo the damage caused by the
failure
• Failures may impact other areas of the system: a failure in FM 1 may increase or
decrease the likelihood of observing a failure in FM 2. Incorporating dependent
FMs into future simulations would test the robustness of all models against the
independent failure mode assumptions
• Developing a simulation that allowed for Type A FMs and corrective actions
during the phase (Test-Fix-Test corrective action implementation strategy) may
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highlight differences in the models as well as allow for comparison of additional
models like the ACPM-Extended
• Incorporating additional test articles into the simulation would provide a more
accurate estimation on the observed MTBF for each phase
5.2.3 New Reliability Growth Projection Model Practices.
The results of this study show the model tendencies towards over and under-
projection. It may be possible to improve the overall projection accuracy by using
multiple models to develop multiple projections. This also suggests that changing the
model used based on the current model projections may increase the accuracy of the
projection. For example, if the current model used is consistently over-projecting, it
may indicate that changing to the Duane or Variance-Stabilized Duane models would
provide more accurate projections. As noted previously in this study, the ACPM
and Duane models can provide optimistic and pessimistic projections, respectively.
Finally, all models considered in this study were designed to function as standalone
processes with no input other than the observed failures. It may benefit the projection
process to consider how these models compare with standard forecasting methods,
potentially using standard forecasting methods integrated with the reliability growth
projection models to improve projection accuracy.
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Appendix A. Proportion Tables
Table 12. Over-and-Under-Prediction Counts for MTBF Projection onto Next Phase
- Replicate 1
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
1 0 1 0 1 0 2 0 2 0 2 0 2
2 1 0 1 0 1 1 0 2 1 1 0 2
3 1 0 0 1 0 2 0 2 0 2 0 2
4 3 1 3 1 0 5 2 3 0 5 0 5
5 4 0 4 0 1 4 3 2 0 5 0 5
6 4 0 4 0 0 5 2 3 0 5 0 5
7 6 0 3 3 2 5 3 4 2 5 0 7
8 5 2 5 2 1 7 6 2 1 7 0 8
9 6 1 4 3 1 7 4 4 1 7 0 8
10 1 0 0 1 0 2 0 2 0 2 0 2
11 1 0 0 1 1 1 1 1 0 2 0 2
12 1 0 1 0 1 1 0 2 0 2 0 2
13 4 0 2 2 2 3 3 2 2 3 0 5
14 4 0 4 0 1 4 3 2 1 4 0 5
15 4 0 4 0 1 4 4 1 1 4 0 5
16 5 0 5 0 1 6 4 2 1 5 0 6
17 7 0 5 2 0 8 4 4 0 8 0 8
18 7 0 6 1 0 8 5 3 1 7 0 8
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Table 13. Over-and-Under-Prediction Counts for MTBF Projection onto Next Phase
- Replicate 2
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
1 1 0 0 1 1 1 2 0 1 1 0 2
2 1 0 1 0 1 1 2 0 0 2 0 2
3 1 0 0 1 0 2 0 2 0 2 0 2
4 4 0 4 0 1 4 2 3 1 4 0 5
5 4 0 4 0 1 4 2 3 1 4 0 5
6 4 0 4 0 1 4 3 2 1 4 0 5
7 5 1 4 2 0 7 4 3 0 7 0 7
8 5 2 5 2 0 8 3 5 0 8 0 8
9 5 2 4 3 1 7 5 3 2 6 0 8
10 1 0 0 1 0 2 0 2 0 2 0 2
11 1 0 1 0 0 2 0 2 0 2 0 2
12 1 0 0 1 0 2 0 2 0 2 0 2
13 4 0 3 1 0 5 1 4 1 4 0 5
14 4 0 3 1 0 5 1 4 1 4 0 5
15 4 0 4 0 1 4 3 2 1 4 0 5
16 5 0 4 1 1 5 4 2 1 5 0 6
17 7 0 6 1 0 8 3 5 1 7 0 8
18 5 2 4 3 1 7 5 3 1 7 0 8
Table 14. Over-and-Under-Prediction Counts for MTBF Projection onto Next Phase
- Replicate 3
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
1 1 0 1 0 1 1 2 0 0 2 0 2
2 1 0 1 0 0 2 0 2 0 2 0 2
3 1 0 0 1 0 2 1 1 0 2 0 2
4 3 1 3 1 0 5 2 3 0 5 0 5
5 4 0 4 0 1 4 2 3 1 4 0 5
6 4 0 4 0 1 4 3 2 1 4 0 5
7 6 0 3 3 3 4 5 2 3 4 0 7
8 6 1 5 2 0 8 3 5 1 7 0 8
9 6 1 5 2 0 8 6 2 0 8 0 8
10 1 0 1 0 1 1 1 1 0 2 0 2
11 0 1 0 1 0 2 0 2 0 2 0 2
12 1 0 1 0 0 2 0 2 0 2 0 2
13 4 0 4 0 0 5 3 2 1 4 0 5
14 4 0 4 0 1 4 2 3 1 4 0 5
15 4 0 4 0 1 4 3 2 1 4 0 5
16 6 1 5 2 1 6 5 3 1 7 0 8
17 5 2 5 2 1 7 5 3 2 6 0 8
18 5 2 5 2 1 7 5 3 1 7 0 8
48
Table 15. Over-and-Under-Prediction Counts for MTBF Projection onto Final Phase
- Replicate 1
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
1 0 1 0 1 0 2 1 1 0 2 0 2
2 1 0 1 0 1 1 0 2 1 1 0 2
3 1 0 0 1 0 2 0 2 0 2 0 2
4 1 3 0 4 1 4 3 2 1 4 0 5
5 4 0 4 0 1 4 4 1 1 4 0 5
6 4 0 4 0 1 4 3 2 1 4 0 5
7 6 0 3 3 1 6 4 3 1 6 0 7
8 4 3 2 5 0 8 5 3 0 8 0 8
9 7 0 3 4 1 7 5 3 1 7 0 8
10 1 0 0 1 0 2 1 1 0 2 0 2
11 1 0 0 1 1 1 1 1 0 2 0 2
12 1 0 1 0 0 2 1 1 0 2 0 2
13 4 0 2 2 2 3 4 1 2 3 1 4
14 4 0 4 0 2 3 4 1 2 3 1 4
15 4 0 4 0 2 3 5 0 2 3 1 4
16 5 0 5 0 3 3 6 0 3 3 2 4
17 7 0 3 4 1 7 5 3 1 7 0 8
18 7 0 6 1 1 7 5 3 1 7 0 8
Table 16. Over-and-Under-Prediction Counts for MTBF Projection onto Final Phase
- Replicate 2
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
1 1 0 0 1 1 1 2 0 1 1 0 2
2 1 0 1 0 1 1 2 0 0 2 0 2
3 1 0 0 1 0 2 1 1 0 2 0 2
4 4 0 4 0 1 4 3 2 1 4 1 4
5 4 0 4 0 1 4 3 2 1 4 0 5
6 4 0 4 0 1 4 3 2 1 4 0 5
7 3 3 2 4 0 7 3 4 0 7 0 7
8 5 2 3 4 1 7 3 5 1 7 0 8
9 4 3 3 4 1 7 4 4 1 7 0 8
10 1 0 0 1 0 2 1 1 0 2 0 2
11 1 0 1 0 0 2 1 1 0 2 0 2
12 1 0 0 1 0 2 1 1 0 2 0 2
13 4 0 3 1 2 3 3 2 2 3 0 5
14 4 0 4 0 1 4 3 2 1 4 0 5
15 4 0 4 0 2 3 3 2 2 3 1 4
16 5 0 4 1 1 6 6 0 1 5 0 6
17 7 0 6 1 1 7 4 4 1 7 0 8
18 4 3 2 5 0 8 3 5 0 8 0 8
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Table 17. Over-and-Under-Prediction Counts for MTBF Projection onto Final Phase
- Replicate 3
Run
Duane VSD ACPM AMPM AMPM-Stein Clark
Under Over Under Over Under Over Under Over Under Over Under Over
1 1 0 1 0 1 1 2 0 0 2 0 2
2 1 0 1 0 0 2 1 1 0 2 0 2
3 1 0 0 1 0 2 2 0 0 2 0 2
4 2 2 0 4 1 4 5 0 1 4 0 5
5 4 0 4 0 1 4 3 2 1 4 0 5
6 4 0 4 0 1 4 5 0 1 4 1 4
7 6 0 4 2 1 6 7 0 1 6 1 6
8 7 0 3 4 1 7 4 4 1 7 0 8
9 7 0 4 3 1 7 5 3 1 7 0 8
10 1 0 1 0 1 1 2 0 0 2 0 2
11 0 1 0 1 0 2 1 1 0 2 0 2
12 1 0 1 0 0 2 1 1 0 2 0 2
13 4 0 4 0 2 3 5 0 2 3 1 4
14 4 0 4 0 1 4 3 2 1 4 0 5
15 4 0 4 0 1 4 3 2 1 4 1 4
16 4 3 3 4 1 6 3 5 1 7 0 8
17 4 3 2 5 1 7 3 5 1 7 0 8
18 5 2 3 4 1 7 4 4 1 7 0 8
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Appendix B. Storyboard
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