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1 Introduction
This article gives a rapid introduction to the ∂¯-Neumann problem and Kohn’s
algorithm [Kohn 79] for generating subelliptic estimate.
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2 Formulation of the Problem
Let D be a bounded domain in Cn with smooth boundary ∂D. Assume
D = {r < 0}, ∂D = {r = 0} such that |dr| = 1 on ∂D, i.e., r is a defining
function for D.
Define Hp,q ⊂ L2p,q(D) by Hp,q = {f ∈ L2p,q(D) ∩ Dom(∂¯) ∩ Dom(∂¯∗) :
∂¯f = ∂¯∗f = 0}.
The ∂¯-Neumann problem for (p, q)-forms can then be stated as follows:
Given α ∈ L2p,q(D) and α ⊥ Hp,q, does there exists φ such that
(∂¯∂¯∗ + ∂¯∗∂¯)φ = α
Note that if a solution of the above exists, then there is a unique solution
ψ such that ψ ⊥ Hp,q. We will denote this unique solution by Nα. If a
solution to the above exists for all α ⊥ Hp,q, then we extend N to a linear
operator on L2p,q(D) by setting it 0 on Hp,q. Then N is bounded and self-
adjoint. Furthermore, if ∂¯α = 0, then taking ∂¯ on both sides of the above
gives ∂¯∂¯∗∂¯ψ = 0. Taking inner product with ∂¯ψ gives ∂¯∗∂¯ψ = 0. Thus we
see that if ∂¯α = 0 and α ⊥ Hp,q then
α = ∂¯(∂¯∗ψ) = ∂¯(∂¯∗Nα)
It then follows that u = ∂¯∗Nα is the unique solution to the equation ∂¯u = α
which is orthogonal to the space {f ∈ L2p,q−1(D) : ∂¯f = 0}.
3 Domains of Operators
Proposition 3.1 (Domain of ∂¯∗). Let φ ∈ Λp,q(D), then φ ∈ Dp,q :=
Λp,q(D) ∩Dom(∂¯∗) if and only if σ(∂¯∗, dr)φ = 0 on ∂D.
Here the symbol σ(L, η) is defined as follows: suppose L is a differential
operator of order k and that at a point x we select a covector η, then σ(L, η)
is defined as
L
(
ρk
k!
)
|x
where ρ is any function which satisfies ρ(x) = 0 and dρ = η at x.
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Proof. Observe that if
L =
∑
µ1+···+µm=k
aµ1,...,µm(x)
∂k
∂xµ11 · · · ∂xµmm
+ Lk−1
where Lk−1 is a differential operator of order at most k − 1. Then
σ(L, η) =
∑
µ1+···+µm=k
aµ1,...,µm(x)η
µ1
1 · · · ηµmm
where η =
∑
ηidx
i.
Integration by parts implies
(∂¯∗φ, ψ)D = (φ, ∂¯ψ)D +
∫
∂D
〈σ(∂¯∗, dr)φ, ψ〉
for all ψ ∈ Λp,qc (D).
Now let
Q(φ, ψ) = (∂¯φ, ∂¯ψ) + (∂¯∗φ, ∂¯∗ψ) + (φ, ψ)
first defined for (p, q)-forms φ, ψ smooth up to the boundary and then com-
plete the space to Dp,q according to the norm defined by the inner product
Q(·, ·). We now apply Riesz representation theorem to Dp,q with inner prod-
uct Q(·, ·) and the functional
φ 7→ (φ, ψ)
where ψ ∈ Dp,q is fixed. This functional is bounded, because
|(φ, ψ)|2 ≤ (φ, φ) · (ψ, ψ) ≤ Q(φ, φ) · (ψ, ψ)
Thus there exists a unique Tψ ∈ D such that
(φ, ψ) = Q(φ, Tψ)
with
Q(Tψ, Tψ) ≤ (ψ, ψ)
When Tψ = 0, it follows from
(φ, ψ) = Q(φ, Tψ)
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that (φ, ψ) = 0 for all φ ∈ D and so ψ = 0. We define F = T−1 so that the
domain of F is contained in Dp,q. The operator F is self-adjoint because T
is:
(Tφ, ψ) = Q(Tφ, Tψ) = Q(Tψ, Tφ) = (Tψ, φ) = (φ, Tψ)
and hence we have (Fφ, ψ) = (φ, Fψ) = Q(φ, ψ) for φ, ψ ∈ Dom(F ).
Proposition 3.2 (Domain of (+I)). Let φ ∈ Λp,q(D), then φ ∈ Dom(F )
if and only if
1. φ ∈ Dp,q (i.e. σ(L, η)φ = 0 on ∂D)
2. ∂¯φ ∈ Dp,q+1 (i.e. σ(L, η)∂¯φ = 0 on ∂D)
In this case
Fφ = (+ I)φ := ∂¯∂¯∗φ+ ∂¯∗∂¯φ+ φ
Proof. Let φ ∈ Dp,q. (Fφ, ψ) = (( + I)φ, ψ) holds for ψ ∈ Λp,qc (D). By
density, (Fφ, ψ) = (( + I)φ, ψ) holds for ψ ∈ Dp,q. Recall the following 2
identities obtained from integration by parts:
(∂¯∗φ, ψ)D = (φ, ∂¯ψ)D +
∫
∂D
〈σ(∂¯∗, dr)φ, ψ〉
(∂¯φ, ψ)D = (φ, ∂¯
∗ψ)D +
∫
∂D
〈σ(∂¯, dr)φ, ψ〉
Suppose φ ∈ Dom(F ), we have
Q(φ, ψ) = (∂¯φ, ∂¯ψ) + (∂¯∗φ, ∂¯∗ψ) + (φ, ψ)
= (∂¯∗∂¯φ, ψ)−
∫
∂D
〈σ(∂¯∗, dr)∂¯φ, ψ〉
+ (∂¯∂¯∗φ, ψ)−
∫
∂D
〈σ(∂¯, dr)∂¯∗φ, ψ〉 + (φ, ψ)
= (∂¯∗∂¯φ, ψ)−
∫
∂D
〈σ(∂¯∗, dr)∂¯φ, ψ〉
+ (∂¯∂¯∗φ, ψ)−
∫
∂D
〈∂¯∗φ, σ(∂¯∗, dr)ψ〉 + (φ, ψ)
For ψ ∈ Dp,q, the above equals
(∂¯∗∂¯φ, ψ) + (∂¯∂¯∗φ, ψ) + (φ, ψ)−
∫
∂D
〈σ(∂¯∗, dr)∂¯φ, ψ〉
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since σ(∂¯∗, dr)ψ = 0. Next, observe that we can take ψ = σ(∂¯∗, dr)∂¯φ ∈ Dp,q.
Therefore σ(∂¯∗, dr)∂¯φ = 0. The converse is trivial.
Proposition 3.3. For φ ∈ Λp,q(D), we have, in respective domains, the
following identities:
1.
∂¯φ =
∑
I,J
′
n∑
k=1
∂φI,J
∂zk
dzk ∧ dzI ∧ dzJ
2.
∂¯∗φ = (−1)p−1 ·
∑
I,K
′
n∑
j=1
∂φI,jK
∂zj
dzI ∧ dzK
3.
∂¯∗∂¯φ = −
∑
I,J
′
∑
k
∂2φI,J
∂zk∂zk
dzI∧dzJ+(−1)p·
∑
I,K
′
∑
k
∑
j
∂2φI,jK
∂zj∂zk
dzk∧dzI∧dzK
4.
∂¯∂¯∗φ = (−1)p−1
∑
I,K
′
∑
j
∑
k
∂2φI,jK
∂zj∂zk
dzk ∧ dzI ∧ dzK
5.
φ = −
∑
I,J
′
∑
k
∂2φI,J
∂zk∂zk
dzI ∧ dzJ = −1
4
∑
I,J
′∆φI,Jdz
I ∧ dzJ
Proof. Straight forward computations.
4 Basic Estimate
Lemma 4.1. Let D be a bounded domain in Cn with smooth boundary ∂D
and defining function r such that |dr| = 1 on ∂D, then(√−1
2
)n ∫
∂D
(
f g¯
∂r
∂zj
)
dσ =
∫
D
(
∂f
∂zj
g¯ +
∂g¯
∂zj
f
)
dV
where dσ is the volume form of ∂D.
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Proof. First observe that(√−1
2
)n
dz1 ∧ dz1 ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn ∧ dzn = ∂r
∂zj
(∗dr)
=
∂r
∂zj
dσ
Then by Stokes’ theorem, the result follows.
Proposition 4.2. For φ ∈ Λ0,1(D), φ ∈ D0,1 if and only if∑
j
φj
∂r
∂zj
= 0
on ∂D. And
Q(φ, φ) =
∑
j,k
∥∥∥∥∂φj∂zk
∥∥∥∥2 +∑
j,k
∫
∂D
∂2r
∂zj∂zk
φjφ¯k + ‖φ‖2
Proof. The first part is straight forward calculation. The second part goes
as follows:
||∂¯φ||2 = 1
2
n∑
j,k=1
∥∥∥∥∂φj∂zk − ∂φk∂zj
∥∥∥∥2
=
∑
j,k
∥∥∥∥∂φj∂zk
∥∥∥∥2 −∑
j,k
〈
∂φj
∂zk
,
∂φk
∂zj
〉
=
∑
j,k
∥∥∥∥∂φj∂zk
∥∥∥∥−∑
j,k
〈
∂φj
∂zj
,
∂φk
∂zk
〉
+
∑
j,k
∫
∂D
φk
∂r
∂zk
∂φj
∂zj
−
∑
j,k
∫
∂D
φk
∂φj
∂zk
∂r
∂zj
The second term above is −||∂¯∗φ||2.
The third term above vanishes since φ ∈ D0,1.
For the fourth term, notice that∑
j
φj
∂r
∂zj
= 0
on ∂D implies that any tangential derivative of LHS is nonzero. It also
implies that ∑
j
φj
∂
∂zj
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is perpendicular to dr and hence is tangential. So, on ∂D,
∑
k
φk
∂
∂zk
(∑
j
φj
∂r
∂zj
)
= 0
Therefore, the fourth term equals to∑
j,k
∫
∂D
∂2r
∂zj∂zk
φjφk
We remark that in the case φ ∈ Λp,q(D), φ ∈ Dp,q if and only if∑
k
φI,kJ
∂r
∂zk
= 0
on ∂D for all I, J . And
Q(φ, φ) =
∑
I,J
′
∑
k
∥∥∥∥φI,J∂zk
∥∥∥∥2 +∑
I,K
′
∑
i,j
∫
∂D
∂2r
∂zi∂zj
φI,iKφI,jK + ‖φ‖2
Theorem 4.3. We define a norm E(·) on Λ0,1(D) by setting
E(φ)2 =
n∑
j,k=1
∥∥∥∥∂φj∂zk
∥∥∥∥2 + ∫
∂D
|φ|2dσ + ‖φ‖2
then
1. there exists a constant c > 0 such that for all φ ∈ D0,1,
Q(φ, φ) ≤ cE(φ)2
2. if ∂D is strongly pseudoconvex, there exists a constant c′ > 0 such that
for all φ ∈ D0,1,
Q(φ, φ) ≥ c′E(φ)2
Proof. Trivial
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Let U ⊂ D¯ be a relatively open set that has nontrivial intersection with ∂D.
Coordinates (t1, ..., t2n−1, r) constitue a special boundary chart for U if r is
the defining function for D and (t1, ..., t2n−1, 0) give a coordinate for ∂D.
Let ω1, ..., ωn be an orthonormal basis for Λ
1,0(U ∩D) such that ωn =
√
2∂r
on U ∩ ∂D. Let L1, ..., Ln be its dual basis for T 1,0(U ∩ D). Note that on
U ∩ ∂D, we have
〈Li,
√
2∂r〉 =
√
2 · Li(r) = δin =
√
2 · Li(r) = 〈Li,
√
2∂¯r〉
Hence L1, ..., Ln−1 and L1, ..., Ln−1 are local bases for T
1,0(U ∩ ∂D) and
T 0,1(U∩∂D) respectively. Finally we set T = Ln−Ln, making {L1, ..., Ln−1, L1, ..., Ln−1, T}
local basis for CT (U ∩ ∂D). If we denote
cij(x) = 〈∂∂¯r, Li ∧ Lj〉x
then by the Cartan structure formula
〈A ∧ B, dθ〉 = A〈B, θ〉 − B〈A, θ〉 − 〈[A,B], θ〉
we have, on ∂D, for i, j < n,
[Li, Lj] = cijT +
n−1∑
1
akijLk +
n−1∑
1
bkijL¯k
Define Dp,qU = {ϕ ∈ Dp,q : supp(ϕ) ⊂ U ∩D}.
If φ ∈ Λp,q(D), then in terms of the above local basis, if we write
φ =
∑
I,J
φIJ · ωI ∧ ωJ
then φ ∈ Dp,qU if and only if
φIJ(x) = 0
for n ∈ J , x ∈ U ∩ ∂D. Also, we have
∂¯φ =
∑
I,J
′
n∑
k=1
Lk(φI,J) · ωk ∧ ωI ∧ ωJ +O(||φ||)
and
∂¯∗φ = (−1)p−1 ·
∑
I,K
′
n∑
j=1
Lj(φI,jK) · ωI ∧ ωK +O(||φ||)
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Theorem 4.4 (Basic Estimate). If x0 ∈ ∂D and D is pseudo-convex then
there exists a neighborhood U of x0 and a constant C > 0 such that
||ϕ||2z¯ +
∑
I,K
′
∑
i,j
∫
∂D
cijϕI,iKϕI,jKdσ ≤ CQ(ϕ, ϕ)
for all ϕ ∈ Dp,qU , with q ≥ 1. Here ||ϕ||z¯ denotes the norm given by
||ϕ||2z¯ =
∑
I,J
′
∑
j
||LjϕIJ ||2 + ||ϕ||2
Observe that if u ∈ C∞(U ∩D) with u(x) = 0 on U ∩ ∂D, then integration
by parts gives ∫
U∩D
Lju · Lju =
∫
U∩D
Lju · Lju+O(||u||2)
and so ∑
j
||Lju||2 <
˜
∑
j
||Lju||2 + ||u||2,
where the constant is independent of u. Hence, we have
||u||21 <
˜
||u||2z¯ (1)
for all u ∈ C∞(U ∩D) with u(x) = 0 on U ∩ ∂D. Therefore∑
I,K
′ ||ϕI,nK||21 <
˜
∑
I,K
′ ||ϕI,nK||2z¯ <
˜
Q(ϕ, ϕ)
Next, notice that ∑
I,K
′
∥∥∥∥∥
n−1∑
j=1
Lj(ϕI,jK)
∥∥∥∥∥
2
is dominated by
C(||∂¯∗ϕ||2 +
∑
I,K
′ ||ϕI,nK||21 + ||ϕ||2)
The reason is that
∂¯∗ϕ = (−1)p−1
∑
I,K
′
n∑
j=1
(LjϕI,jK) · ωI ∧ ωK +O(||ϕ||)
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and so
∑
I,K
′
∥∥∥∥∥
n−1∑
j=1
Lj(ϕI,jK)
∥∥∥∥∥
2
<
˜
||∂¯∗ϕ||2 +
∑
I,K
′ ||ϕI,nK||21 + ||ϕ||2
Also
||∂¯∗ϕ||2 +
∑
I,K
′ ||ϕI,nK||21 + ||ϕ||2
is dominated by
CQ(ϕ, ϕ)
Combining the above, we obtain
||ϕ||2z¯+
∑
I,K
′
∑
i,j
∫
∂D
cijϕI,iKϕI,jKdσ+
∑
I,K
′ ||ϕI,nK||21+
∑
I,K
′
∥∥∥∥∥
n−1∑
j=1
Lj(ϕI,jK)
∥∥∥∥∥
2
<
˜
Q(ϕ, ϕ)
for all ϕ ∈ Dp,qU with q ≥ 1.
Notice that conversely we have
Q(ϕ, ϕ) <
˜
||ϕ||2z¯ +
∣∣∣∣∣∑
I,K
′
∑
i,j
∫
∂D
cijϕI,iKϕI,jKdσ
∣∣∣∣∣
for all ϕ ∈ Dp,qU . This inequality is a consequence of the definitions and
holds without the assumption of pseudo-convexity. The estimates that we
will derive will be valid for (p, q) forms if and only if they are valid for (0, q)
forms, by noticing that we have given above a norm which is equivalent to
Q(·, ·).
5 Tangential Sobolev Spaces and Pseudo-Differential
Operators
Consider R2n− with coordinates (t1, ..., t2n−1, r), r < 0. Define the tangential
Fourier transform u˜ of u by
u˜(τ, r) =
(
1√
2π
)2n−1 ∫
R2n−1
e−i〈t,τ〉 · u(t, r)dt
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Define the operator Λs by
(˜Λsu)(τ, r) = (1 + |τ |2)s/2u˜(τ, r)
or in other words
(Λsu)(t, r) =
(
1√
2π
)2n−1 ∫
R2n−1
ei〈t,τ〉 · (1 + |τ |2)s/2 · u˜(τ, r)dτ
Define the tangential Sobolev norm ||| · |||s by
|||u|||2s := ‖Λsu‖2 = ‖(˜Λsu)‖2 =
∫
τ∈R2n−1
∫ 0
r=−∞
(
1 + |τ |2)s |u˜(τ, r)|2drdτ
Observe that if u is a differentiable function,
Du = (σ(D, iξ)uˆ)∨
where ξ is the variable of the phase space. Indeed, we have the following
definition:
P is a tangential pseudo-differential operator of order m on C∞0 (U ∩D)
if it can be expressed by
Pu(t, r) =
∫
R2n−1
e−i〈t,τ〉p(t, r, τ)u˜(τ, r)dτ
Here p ∈ C∞(R2n × R2n−1), with r ≤ 0. The function p is called the symbol
of P and satisfies the following inequalities, for multiindices α = (α1, ..., α2n),
β = (β1, ..., β2n−1) there exists a constant C = C(α, β) such that:
|DαDβτ p(t, r, τ)| ≤ C(1 + |τ |)m−|β|
Both, tangential s-norms and tangential pseudo-differential opeartors have
natural extensions to the space S(R2n), i.e., the space of C∞ functions all of
whose derivatives are rapidly decreasing.
Proposition 5.1. If P is a tangential pseudo-differential operator of order
m then for each s ∈ R there exists Cs > 0 such that:
|||Pu|||s ≤ Cs|||u|||s+m for all u ∈ S(R2n)
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Furthermore, if P ∗ is the adjoint of P then P ∗ is a tangential pseudo-
differential operator of order m and if p and p∗ are the symbols of P and
P ∗ then p − p∗ is the symbol of an operator of order m − 1. If P ′ is a tan-
gential pseudo-differential operator of order m′ with symbol p′, then PP ′ is
a tangential pseudo-differential operator of order m +m′; if q is the symbol
of PP ′ then pp′− q is the symbol of an operator of order m+m′− 1. Hence,
the commutator [P, P ′] = PP ′ − P ′P has order m+m′ − 1.
Proof. Omitted
Proposition 5.2. Suppose x0 ∈ ∂D. Then there exists a neighborhood U of
x0 and constant C > 0 such that
||ϕ||2ǫ ≤ C(||∂¯ϕ||2 + ||∂¯∗ϕ||2 + ||ϕ||2)
for all ϕ ∈ Dp,qU if and only if there exists a neighborhood U ′ of x0 and constant
C ′ > 0 such that
|||ϕ|||2ǫ ≤ C ′(||∂¯ϕ||2 + ||∂¯∗ϕ||2 + ||ϕ||2)
for all ϕ ∈ Dp,qU ′ .
Proof. We prove the special case ǫ = 1/2. For ϕ ∈ Dp,qU ′ , we have
||ϕ||21
2
<
˜
||∂¯ϕ||2+||∂¯∗ϕ||2+||ϕ||2+
∫
∂D
|ϕ|2 (will be shown in the next section)
For f ∈ C∞(U ′ ∩D), we have∫
∂D
|f |2 =
∫
R2n−1
|f˜(τ, 0)|2dτ
=
∫
R2n−1
∫ 0
−∞
∂
∂r
|f˜(τ, r)|2drdτ
=
∫
R2n−1
2Re
∫ 0
−∞
∂f˜ (τ, r)
∂r
· f˜(τ, r)drdτ
≤
∫
R2n−1
 1
C
∫ 0
−∞
∣∣∣∣∣∂f˜ (τ, r)∂r
∣∣∣∣∣
2
dr + C
∫ 0
−∞
|f˜(τ, r)|2dr
 dτ
Choose C = (1 + |τ |2)1/2, then we have∫
∂D
|f |2 <
˜
|||Drf |||2− 1
2
+ |||f |||21
2
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Finally, by the ellipticity of ∂¯ ⊕ ∂¯∗, we have
|||Drf |||− 1
2
<
˜
|||∂¯ϕ|||− 1
2
+ |||∂¯∗ϕ|||− 1
2
+ |||Λtf |||− 1
2
<
˜
||∂¯ϕ||+ ||∂¯∗ϕ||+ |||ϕ||| 1
2
for each component function f of ϕ. This finishes the proof.
6 Strongly Pseudoconvex: Subelliptic Esti-
mate
Theorem 6.1 (Subelliptic Estimate). Let D be a bounded domain in Cn
with smooth strongly pseudoconvex boundary ∂D, then
||φ||21
2
<
˜
Q(φ, φ)
holds for all φ ∈ Dom(∂¯) ∩Dom(∂¯∗).
Proof. We are going to show that
||φ||21
2
<
˜
||∂¯φ||2 + ||∂¯∗φ||2 + ||φ||2 +
∫
∂D
|φ|2
for all φ ∈ Dp,q. For the above we just require D to be a bounded domain
with smooth boundary. Then the result follows because∫
∂D
|φ|2 <
˜
||∂¯φ||2 + ||∂¯∗φ||2
by strong pseudo-convexity of D.
Indeed, when f ∈ C∞(D),
||f ||21
2
<
˜
∫
D
|r||∇f |2 +
∫
D
|f |2
For a proof, see [Chen-Shaw].
Also, we have∫
D
|r||∇f |2 =
∫
D
−r|∇f |2 ≤ const.
(∫
∂D
|f |2 +
∫
D
|f |2
)
+ Re
∫
D
r(∆f)f¯
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by applying Green’s identity
∫
D
u∆v − v∆u = ∫
∂D
u ∂v
∂n
− v ∂u
∂n
to u = r,
v = |f |2. Applying the above to φ componentwise, we need only establish
that ∣∣∣∣∫
D
r(∆f)f¯
∣∣∣∣ <
˜
Q(φ, φ)
for every component function f of φ. For this, observe that∫
D
r(∆f)f¯ = 4
∑
i
∫
D
r
∂2f
∂zi∂zi
f¯ = −4
∑
i
∫
D
(
∂r
∂zi
∂f
∂zi
f¯ + r
∂f
∂zi
∂f¯
∂zi
)
<
˜
∑
i
∥∥∥∥ ∂f∂zi
∥∥∥∥ ||f ||+∑
i
∥∥∥∥ ∂f∂zi
∥∥∥∥2
Theorem 6.2 (Boundary Regularity of Kohn’s Solution). Let D be a
bounded domain in Cn with smooth strongly pseudoconvex boundary ∂D. If
∂¯f = 0 and u = ∂¯∗Nf , then f ∈ Hs implies u ∈ Hs+ 12 for all s ≥ 0.
Proof. We are going to establish
||∂¯∗Nf ||2
s+ 1
2
<
˜
||f ||2s
for all s ≥ 0. The way to do that is first by induction and then by interpo-
lation. See Chapter 5 of [Chen-Shaw].
7 Weakly Pseudoconvex: Subelliptic Multi-
pliers
Now let us consider the case when ∂D is weakly pseudoconvex.
For x0 ∈ D, define Iq(x0) (called the multiplier ideal sheaf at x0 for
(0, q)-forms) as follows:
f ∈ Iq(x0) if and only if f is a C∞ function germ at x0 and there exists
an open neighborhood U of x0 in C
n and positive constants ǫ and C such
that
|||fϕ|||2ǫ ≤ CQ(ϕ, ϕ) (2)
14
for all ϕ ∈ D0,qU , where D0,qU is the set of all (0, q)-forms on D with support
in U ∩D which are C∞ up to ∂D and which belong to Dom(∂¯∗).
For x0 ∈ D, define M q(x0) (called the multiplier ideal module at x0
for (0, q)-forms) as follows:
σ ∈ M q(x0) if and only if σ is a C∞ (1, 0)-form germ at x0 and there exists
an open neighborhood U of x0 in C
n and positive constants ǫ and C such
that
|||int(σ¯) · ϕ|||2ǫ ≤ CQ(ϕ, ϕ)
for all ϕ ∈ D(0,q)U , where int(σ¯) · ϕ is the interior product of σ¯ with ϕ defined
by contracting the index of σ with one of the indices of ϕ.
Theorem 7.1. If D is pseudoconvex and if x0 ∈ D, then Iq(x0) and M q(x0)
have the following properties:
1. x0 ∈ D ⇒ 1 ∈ Iq(x0) for all q ≥ 1.
2. x0 ∈ ∂D ⇒ r ∈ Iq(x0).
3. Iq(x0) is an ideal.
4. If f ∈ Iq(x0) and if g ∈ C∞(x0) with |g| ≤ |f | in a neighborhood of x0,
then g ∈ Iq(x0).
5. Iq(x0) =
√
Iq(x0), its radical ideal.
6. If x0 ∈ ∂D and θ is a C∞ germ of (0, 1)-form at x0 with 〈θ, ∂¯r〉 = 0,
then int(θ)∂∂¯r, being a (1, 0)-form, lies in M q(x0).
7. ∂Iq(x0) ⊂M q(x0), where ∂Iq(x0) = {∂f : f ∈ Iq(x0)}.
8. detn−q+1M
q(x0) ⊂ Iq(x0).
Proof.
1. If x0 ∈ D, choose U so that U ∩ ∂D = ∅, then supp(ϕ) ⊂ U and
therefore
||ϕ||21 <
˜
||ϕ||2z¯
for all ϕ ∈ D0,qU . Hence Equation (2) holds with ǫ = 1.
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2. We choose U so that r is defined on U , and we have, by Equation (1),
||rϕ||21 <
˜
||rϕ||2z¯
and also
||rϕ||2z¯ <
˜
||ϕ||2z¯ <
˜
Q(ϕ, ϕ)
where the last inequality follows from Theorem (4.4).
3. It follows from the following inequality: for g ∈ C∞(U¯) there exists
C > 0 so that:
|||gu|||ǫ ≤ C|||u|||ǫ
for all u ∈ C∞(U ∩ D). Thus, if f ∈ Iq(x0) and g ∈ C∞(x0) we can
conclude that fg ∈ Iq(x0) by replacing u with fϕ in the above, with
ϕ ∈ D0,qU and U suitably small.
4. It follows from the following lemma:
Lemma 7.2. If ǫ ≤ 1, f, g ∈ C∞(U¯) and if |g| ≤ |f |, then
|||gu|||ǫ ≤ |||fu|||ǫ + const.||u||
for all u ∈ C∞0 (U ∩D).
Proof. The operators [Λǫ, g] and [f,Λǫ] are of order ǫ − 1 and hence
bounded in L2 so that we have
|||gu|||ǫ = ||Λǫ(gu)|| = ||gΛǫu||+O(||u||)
and
||gΛǫu|| ≤ ||fΛǫu|| = ||Λǫ(fu)||+O(||u||) = |||fu|||ǫ +O(||u||)
5. We first need the following lemma:
Lemma 7.3. If 0 < δ ≤ 1
m
, then there exists C > 0 such that
|||gu|||2δ ≤ |||gmu|||2mδ + C||u||2
for all u ∈ C∞0 (U ∩D).
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Proof. Proceeding by induction we assume that the left hand side above
is bounded by |||gku|||kδ+const.||u|| for k < m. Using the idea of proof
in the previous lemma, for any j, with 0 ≤ j ≤ k and (k + j)δ ≤ 1, we
have,
|||gku|||2kδ =
(
Λkδ(gku),ΛjδΛ(k−j)δ(gjgk−ju)
)
=
(
Λ(k+j)δ(gku),Λ(k−j)δ(gjgk−ju)
)
≤ (Λ(k+j)δ(gku), gjΛ(k−j)δ(gk−ju))+ C||u|| · |||gk−ju|||(k−j)δ
=
(
g¯jΛ(k+j)δ(gku),Λ(k−j)δ(gk−ju)
)
+ C||u|| · |||gk−ju|||(k−j)δ
≤ |||gk+ju|||(k+j)δ · |||gk−ju|||(k−j)δ + C||u|| · |||gk−ju|||(k−j)δ
For m even, set k = j = m/2, then
|||gu|||2δ ≤ |||gku|||2kδ+C||u||2 ≤ |||gmu|||mδ·||u||+C||u||2 ≤ |||gmu|||2mδ+C||u||2
For m odd, set k = (m+ 1)/2, j = (m− 1)/2, then
|||gu|||2δ ≤ |||gku|||2kδ ≤ |||gmu|||mδ · |||gu|||δ + C||u|| · |||gu|||δ
which also yields the desired estimate.
Proof of Property (5): If g ∈ √Iq(x0), then on some neighborhood U
of x0 we have |g|m ≤ |f |, where f satisfies Equation (2). Hence
|||gϕ|||2ǫ/m ≤ |||gmϕ|||2ǫ + C||ϕ||2 ≤ |||fϕ|||2ǫ + C||ϕ||2 ≤ CQ(ϕ, ϕ)
6. Suppose ∂∂¯r =
∑
i,j cij · wi ∧ wj. It suffices to prove the statement
for θ = ω1, ..., ωn−1. That means, we have to show that int(ωk)∂∂¯r =∑
i cik · ωi lies in M q(x0) for k = 1, 2, ..., n − 1. Therefore we have to
show for σk =
∑
i cik · ωi, we have
||int(σk)ϕ||21
2
≤ CQ(ϕ, ϕ)
for all ϕ ∈ D0,qU , k = 1, 2, ..., n− 1. Integration by parts gives
int(σk)ϕ =
∑
K
′
∑
i
cikϕiK · ωK
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Therefore, letting ψkK =
∑
i cikϕkK , we have to estimate∥∥∥∥∥∑
i
cikϕiK
∥∥∥∥∥
2
1
2
= ||ψkK||21
2
Using the method in estimating || · ||21
2
for strongly pseudoconvex do-
mains, we have
||ψkK||21
2
<
˜
∫
∂D
|ψkK |2 +
∫
D
|ψkK |2 +
∑
j
∥∥∥∥∂ψkK∂zj
∥∥∥∥2
<
˜
∫
∂D
|ψkK |2 + ||ϕ||2z¯
Therefore we have to show that∫
∂D
|ψkK |2 <
˜
Q(ϕ, ϕ)
For this we consider∑
k
|ψkK |2 =
∑
k
∣∣∣∣∣∑
i
cikϕiK
∣∣∣∣∣
2
=
∑
k
∑
i
cikϕiKψkK
≤
(∑
i,k
cikϕiKϕkK
) 1
2
(∑
i,k
cikψiKψkK
) 1
2
≤ 1
2C
∑
i,k
cikϕiKϕkK +
C
2
∑
i,k
cikψiKψkK
≤ 1
2C
∑
i,k
cikϕiKϕkK +
CC ′
2
∑
k
|ψkK |2
Choose C = 1/C ′, then we get∑
k
|ψkK |2 ≤ 1
C
∑
i,k
cikϕiKϕkK
In particular,
|ψkK |2 ≤ 1
C
∑
i,k
cikϕiKϕkK
for each k. Integrating both sides over ∂D gives the desired inequality.
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7. We first state a useful lemma:
Lemma 7.4. Let L1, ..., Ln be the special local basis defined in a neigh-
borhood U of x0 ∈ ∂D. Let u, v ∈ C∞0 (U ∩D), then we have
(Liu, v) = −(u, Liv) + δin
∫
∂D
uv¯dσ + (u, giv)
where gi ∈ C∞(U ∩D).
Proof. In terms of a boundary coordinate system we have
Liu =
∑
k
aki
∂u
∂tk
+ bi
∂u
∂r
where bi = δin on ∂D, hence
(Liu, v) = −(u, L∗i v) + δin
∫
∂D
uv¯dσ
where
L∗i v = −Liv −
(∑
k
∂a¯ki
∂tk
+
∂b¯i
∂r
)
:= −Liv + giv
Proof of Property (7): Let ϕ ∈ D0,qU and f ∈ Iq(x0) such that its order
of subellipticity is ǫ. We have to show that |||int(∂f) ·ϕ|||2δ ≤ CQ(ϕ, ϕ)
for some δ > 0.
Indeed,
int(∂f) · ϕ =
∑
K
′
∑
j
(Ljf)ϕjK · ωK
Hence,
|||int(∂f) · ϕ|||2δ =
∑
K
′ |||
∑
j
(Ljf)ϕjK |||2δ
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Let ψK =
∑
j(Ljf)ϕjK = O(||ϕ||). By commuting tangential pseudo-
differential operators (as usual), we have
|||
∑
j
(Ljf)ϕjK|||2δ =
∑
j
(
Λδ((Ljf)ϕjK),Λ
δψk
)
=
∑
j
(
(Ljf)Λ
δ(ϕjK),Λ
δψk
)
+O(|||ϕ|||2δ−1 · ||ϕ||)
= −
∑
j
(fLjΛ
δϕjK ,Λ
δψK)−
∑
j
(fΛδϕjK, LjΛ
δψK)
+O (|||fϕ|||2δ · ||ϕ||) +O(||ϕ||2) +O(|||ϕ|||2δ−1 · ||ϕ||)
There is no boundary term because ϕnK = 0 on U ∩∂D and tangential
pseudo-differential operators does not change the normal components.
Also, we have∑
j
(fLjΛ
δϕjK,Λ
δψK) = (
∑
j
LjϕjK,Λ
2δ(f¯ψK)) +O
(
||
∑
j
LjϕjK || · ||ϕ||
)
+O (||Λ2δ(fψK)|| · ||ϕ||)+O (|||ϕ|||2δ−1 · ||ϕ||)
and∑
j
(fΛδϕjK, LjΛ
δψK) =
∑
j
(Λ2δ(fϕjK), LjψK) +O (|||fϕ|||2δ · ||ϕ||)
+O (|||ϕ|||2δ−1 · ||LjψK ||)+O (|||ϕ|||2δ−1 · ||ϕ||)
Therefore it remains to estimate ||∑j LjϕjK ||2, ||Λ2δ(fψK)||2 and ||LjψK ||2.
From basic estimate,
||
∑
j
LjϕjK ||2 ≤ ||∂¯∗ϕ||2 + C||ϕ||2
From definition,
||Λ2δ(fψK)||2 = ||
∑
j
Λ2δ((Ljf)fϕjK)||2 = O
(|||fϕ|||22δ + |||ϕ|||22δ−1)
and
||LjψK ||2 = ||
∑
i
(LjLif)ϕiK + (Lif)(LjϕiK)||2 ≤ C||ϕ||2z¯ ≤ CQ(ϕ, ϕ)
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Setting δ = ǫ/2, we have
|||int(∂f) · ϕ|||2ǫ/2 ≤ CQ(ϕ, ϕ)
8. Suppose σ1, ..., σn−q+1 ∈M q(x0). So there is an ǫ > 0 such that
|||int(σk) · ϕ|||2ǫ <
˜
Q(ϕ, ϕ)
for each k. Integration by part gives
int(σk) · ϕ =
∑
K
′
∑
i
σki ϕiK · ωK
where σk =
∑
j σ
k
jωj . It suffices to show that 〈σ1 ∧ ... ∧ σn−q+1, θ〉 lies
in Iq(x0) for θ = ωh1 ∧ ... ∧ ωhn−q+1(h1, ..., hn−q+1 are arbitrary). We
then have
〈σ1 ∧ ... ∧ σn−q+1, ωh1 ∧ ... ∧ ωhn−q+1〉 = det(σkhj )
Let K be the (q − 1)-tuple that is disjoint from h1 < ...... < hn−q+1.
Consider the system of linear equations
σ1h1ϕh1K + ...+ σ
1
hn−q+1ϕhn−q+1K = (int(σ
1) · ϕ)K
......................................... = ............
......................................... = ............
......................................... = ............
σn−q+1h1 ϕh1K + ...+ σ
n−q+1
hn−q+1
ϕhn−q+1K = (int(σ
n−q+1) · ϕ)K
where ϕh1K , ..., ϕhn−q+1K are considered unknowns. By Crammer’s rule,
we have
det(σkhj ) ·

ϕh1K
.
.
.
ϕhn−q+1K
 = Adj(σkhj )

(int(σ1) · ϕ)K
.
.
.
(int(σn−q+1) · ϕ)K

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Hence,
||| det(σkhj) · ϕhνK |||2ǫ <
˜
|||(int(σ1) · ϕ)K |||2ǫ + ...... + |||(int(σn−q+1) · ϕ)K |||2ǫ
<
˜
Q(ϕ, ϕ)
for every ν = 1, ..., n− q+1. And as hν and K can be made arbitrary,
we have
||| det(σkhj)ϕ|||2ǫ <
˜
Q(ϕ, ϕ)
Proposition 7.5. Let x be in the zero-set of Iqk(x0). Then x is in the zero-set
of Iqk+1(x0) if and only if dimC (Z
1,0
x (I
q
k(x0) ∩Nx)) where
Z1,0x (I) = {L ∈ T 1,0x : L(I) = 0}
and
Nx = {L ∈ T 1,0x (∂D) : (∂∂¯r, L ∧ L¯)x = 0}
Proof.
Corollary 7.6. Suppose the boundary of a smoothly bounded weakly pseu-
doconvex domain D in Cn is real-analytic. Then for q ≥ 1, the subelliptic
estimate
|||ϕ|||2ǫ ≤ CQ(ϕ, ϕ)
holds for all (0, q)-forms in the domain of ∂¯ and ∂¯∗ with some ǫ > 0 and
some C > 0 independent of ϕ.
Proof.
8 Kohn’s Algorithm
We now describe Kohn’s algorithm and restrict our attention to (0, 1)-forms.
This section follows the treatment in [Siu].
(A) Initial Membership.
(I) r ∈ I1(x0)
(II) σk := int(ωk)∂∂¯r =
∑
i cik · ωi ∈M1(x0) for 1 ≤ k ≤ n− 1.
22
(B) Generation of New Members.
(I) If f ∈ I1(x0), then ∂f ∈ M1(x0)
(II) If θ1, ..., θn−1 ∈M1(x0), then the coefficient of θ1 ∧ · · · ∧ θn−1 ∧ ∂r
lies in I1(x0).
(C) Real Radical Property.
If g ∈ I1(x0) and |f |m ≤ |g| for some positive integer m, then f ∈
I1(x0).
Definition 1 (Order of finite type). The order m at a point x0 of the
boundary ∂D of D is the supremum of
ord0(r ◦ ϕ)
ord0ϕ
over all local holomorphic curves ϕ : U → Cn with ϕ(0) = x0, where U is an
open neighborhood of 0 in C and ord0 is the vanishing order at the origin 0.
A point P of the boundary ∂D of D is said to be of finite type if m is finite.
Definition 2 (Assigned order of subellipticity). Here we give the rules
for assigning order of subellipticity:
1. r ∈ I1(x0) has order 1.
2. σk := int(ωk)∂∂¯r =
∑
i cik ·ωi ∈M1(x0) for 1 ≤ k ≤ n−1 has order 12 .
3. If f ∈ I1(x0) has order ǫ, then ∂f ∈M1(x0) has order ǫ/2.
4. If θ1, ..., θn−1 ∈ M1(x0) have minimum order ǫ, then the coefficient of
θ1 ∧ · · · ∧ θn−1 ∧ ∂r ∈ I1(x0) has order ǫ.
Notice the above multiplicity is the minimal multiplicity for the subelliptic
estimate to hold.
Let us consider the domain D ⊂ Cn+1 whose defining function r is given,
near the origin, by:
r(z1, ..., zn, w) = Re(w) +
N∑
j=1
|Fj(z1, ..., zn)|2
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where Fj’s are holomorphic functions vanishing at the origin. Then
∂∂¯r =
N∑
j=1
∂Fj ∧ ∂Fj =
N∑
j=1
dFj ∧ dFj
and hence ∂D is pseudoconvex. The boundary point under consideration is
the origin of Cn+1. Next, notice that dr = dw at the origin, so
int(dzj)∂∂¯r = ∂∂¯jr =
N∑
k=1
(
∂Fk
∂zj
)
· ∂Fk =
N∑
k=1
(
∂Fk
∂zj
)
· dFk
lies in M1(x0) for 1 ≤ j ≤ n and they have assigned order of subellipticities
1/2.
Next we introduce 3 effectively comparable constants:
1. Let p be the smallest positive integer such that
|z|p ≤ C
N∑
j=1
|Fj(z)|
on some neighborhood of the origin for some positive constant C.
2. Let q be the smallest positive integer such that
(mCn,0)
q ⊂ 〈F1, ..., FN〉 := I
where mCn,0 is the maximal ideal of function germs vanishing at 0.
3. Let s be
dimC
(
OCn,0
/
〈F1, ..., FN〉
)
= dimC
(
OCn,0
/
I
)
Indeed we have the following inequalities:
Proposition 8.1.
m = 2p
p ≤ q
q ≤ (n+ 2)p
q ≤ s
s ≤
(
n + q − 1
q − 1
)
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Proof.
m ≤ 2p: By definition there is a ψ = (ψ1, ψ2) : U → C × Cn where the first
argument is w and the second argument is (z1, ..., zn) such that
m =
ord0(r ◦ ψ)
ord0ψ
Now observe that
ord0(r ◦ ψ)
ord0ψ
=
min(ord0ψ
∗
1(Re(w)), ord0ψ
∗
2
(∑N
j=1 |Fj|2
)
)
min(ord0ψ∗1(w),
1
2
ord0ψ∗2
(∑n
j=1 |zj |2
)
)
Let
α = ord0ψ
∗
1(Re(w)) = ord0ψ
∗
1(w)
β =
1
2
ord0ψ
∗
2
(
n∑
j=1
|zj|2
)
γ = ord0ψ
∗
2
(
N∑
j=1
|Fj|2
)
Clearly, γ ≤ 2pβ.
When α ≤ β:
m =
α
α
≤ 2p
When β < α ≤ 2pβ:
m ≤ 2pβ
β
= 2p
When 2pβ < α:
m ≤ 2pβ
β
= 2p
m ≥ 2p: We use a simultaneous resolution of embedded singularities
π : W˜ →W
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for some open neighborhood W of the origin of Cn with exceptional
divisors {Yj}Jj=1 in W˜ in normal crossing so that
π∗(mCn,0) =
J∑
j=1
σjYj
and
π∗I =
J∑
j=1
τjYj
By the definition of p, we know that pσj ≤ τj for 1 ≤ j ≤ J .
Take j0 with σj0 > 0 and 0 ∈ π(Yj0) such that there is a regular point
Q with the property that π(Q) = 0 and Q does not belong to any other
Yj(j 6= j0).
Take a local regular curve C˜ in W˜ represented by a holomorphic map
ϕ˜ : U → W˜ from some neighborhood U of 0 ∈ C to W˜ such that
ϕ˜(0) = Q and the local complex curve C˜ is transversal to Yj0 and
disjoint from any other Yj(j 6= j0).
Now we define a holomorphic map ψ = (ψ1, ψ2) : U → C × Cn by
ψ0 ≡ 0 and ψ1 = π ◦ ϕ˜.
Then
ord0(r ◦ ψ)
ord0ψ
=
min(ord0ψ
∗
0w, ord0ψ
∗
1
∑N
j=1 |Fj|2)
min(ord0ψ∗0w,
1
2
ord0ψ∗1
∑n
j=1 |zj |2)
=
2τj0
σj0
≥ 2p
p ≤ q: Notice that
zqi ∈ (mCn,0)q ⊂ 〈F1, ..., FN〉
for 1 ≤ i ≤ n. Hence
|zi|q ≤ C
N∑
j=1
|Fj(z)|
And so we have
|z|q =
(
n∑
i=1
|zi|2
)q/2
≤ nq/2 · max
1≤i≤n
|zi|q ≤ C
N∑
j=1
|Fj(z)|
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q ≤ (n+ 2)p: We first state the
Theorem 8.2 (Skoda’s division theorem). Let D be a pseudoconvex
domain in Cn, g1, ..., gm be holomorphic functions on D, α > 1, l =
inf(n,m− 1). For any holomorphic function F on D such that∫
D
|F |2
(|g|2)αl+1 <∞
there exists f1, ..., fm on D such that
F = g1f1 + · · ·gmfm
and ∫
D
|f |2
(|g|2)αl ≤
α
α− 1
∫
D
|F |2
(|g|2)αl+1
We now apply the above theorem to F (z1, ..., zn) = z
γ1
1 · · · zγnn where
γ1+···γn = (n+2)p, {g1, ..., gm} = {F1, ..., FN , 0, ..., 0︸ ︷︷ ︸
n
}, l = n, α = n+1
n
,
D be an open ball neighborhood of 0 ∈ Cn, then we have
zγ11 · · · zγnn ∈ 〈F1, ..., FN〉
and therefore
q ≤ (n + 2)p
q ≤ s:
OCn,0/I ⊃ mCn,0 (OCn,0/I) ⊃ m2Cn,0 (OCn,0/I) ⊃ · · ·
is a nest of subspace of the vector space OCn,0/I. So there exists
1 ≤ l ≤ s such that
mlCn,0 (OCn,0/I) = ml+1Cn,0 (OCn,0/I)
By Nakayama’s lemma, we have
0 = mlCn,0 (OCn,0/I)
or
mlCn,0 ⊂ I
So
q ≤ l ≤ s
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s ≤ (n+q−1
q−1
)
:
s = dimC (OCn,0/I) ≤ dimC
(OCn,0/mqCn,0)
= 1 +
(
n
1
)
+
(
n+ 1
2
)
+ · · ·
(
n+ q − 2
q − 1
)
=
(
n+ q − 1
q − 1
)
Lemma 8.3 (Effective Nullstellensatz). Let I be an ideal in OCn,0 such
that
dimC (OCn,0/I) ≤ d
Let f be a holomorphic function germ on Cn at the origin which vanishes at
the origin. Then
f d
2 ∈ I
Proof.
Next we look at 2 applications of the Skoda division theorem:
Proposition 8.4. Let D be a bounded Stein open subset of Cn. Let g1, ..., gn, ρ
be holomorphic functions on some open neighborhood D˜ of D. Let Z be the
zero set of {g1, ..., gn} and ρ vanishes on Z. Let J be the Jacobian determi-
nant of g1, ..., gn, then there exist holomorphic functions h1, ..., hn on D such
that
ρJ =
n∑
j=1
hjgj
Proof. First notice that as ρ vanishes on Z, we can choose 0 < η < 1 such
that
|ρ|2
(
∑n
j=1 |gj|2)ηn
is bounded on a neighborhood U of D. Consider the finite integral∫
K
∏n
j=1
√−1dwj ∧ dwj
(
∑n
j=1 |wj|2)(1−
η
2
)n
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and its pullback by the map
(z1, ..., zn) 7→ (w1, ..., wn) = (g1, ..., gn)
we know that ∫
D
|J |2
(
∑n
j=1 |gj|2)(1−
η
2
)n
<∞
Together with the boundedness of
|ρ|2
(
∑n
j=1 |gj|2)ηn
we conclude that ∫
D
|ρJ |2
(
∑n
j=1 |gj|2)(1+
η
2
)n
<∞
Applying Skoda’s theorem concludes the proof.
Proposition 8.5. Let f be a holomorphic function germ in OCn,0 which
vanishes at 0. Then fn+1 belongs to the ideal〈
∂f
∂z1
, ...,
∂f
∂zn
〉
Proof. By considering the resolution of singularities of the neighborhood U
of 0 on which the holomorphic function germ f is defined, we know that on
a compact neighborhood of 0,
|f |2∑n
j=1
∣∣∣ ∂f∂zj ∣∣∣2
is uniformly bounded and |f |2 has a slightly larger vanishing order than that
of
∣∣∣ ∂f∂zj ∣∣∣2. Hence, ∫
U ′
|fn+1|2(∑n
j=1
∣∣∣ ∂f∂zj ∣∣∣2)α(n+1)
<∞
for some α > 1. Applying Skoda’s theorem concludes the proof.
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Example. Consider the following example in C2+1. Let
r(z1, z2, w) = Re(w) + |zM1 |2 + |zN2 + z2zK1 |2
near the origin, where K > M ≥ 2 and N ≥ 3.
The order of finite type is
2 ·max(M,N)
As for the ideal 〈F1, F2〉,
dimC
(
OC2,0
/
〈F1, F2〉
)
=MN
where F1(z1, z2) = z
M
1 and F2(z1, z2) = z
N
2 +z2z
K
1 . As the first step in Kohn’s
algorithm, we get
MzM−11 dz
1 + 0 · dz2
and
dF2 =
∂F2
∂z1
dz1 +
∂F2
∂z2
dz2
as generators of M1, the first multiplier ideal module. Next, taking determi-
nant gives
zM−11 ·
∂F2
∂z2
as generator of J1, the first multiplier ideal sheaf without taking radicals.
Taking radicals give
z1 · ∂F2
∂z2
as generator of I1, the first multiplier ideal sheaf. Next we take ∂ to get a
new generator (
∂F2
∂z2
+ z1
∂2F2
∂z2∂z1
)
dz1 +
(
z1
∂2F2
∂z2∂z2
)
dz2
for M2. So J2 is generated by
z1 · ∂F2
∂z2
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and the 2 new determinants
zM1 ·
∂2F2
∂z2∂z2
and
z1 · ∂F2
∂z1
· ∂
2F2
∂z2∂z2
− z1 · ∂F2
∂z2
· ∂
2F2
∂z2∂z1
−
(
∂F2
∂z2
)2
And by writing out those partial derivatives explicitly, we have z2K+21 and
z2N−22 in J2. Therefore I2 = mC2,0 = 〈z1, z2〉 and so M2 contains dz1 and dz2.
Hence I3 = 〈1〉.
Now suppose zK1 ∈ J2. Then there exists a(z1, z2), b(z1, z2) and c(z1, z2)
such that
zK1 =a(z1, z2) ·
(
z1 · ∂F2
∂z2
)
+ b(z1, z2) ·
(
zM1 ·
∂2F2
∂z2∂z2
)
+ c(z1, z2) ·
(
z1 · ∂F2
∂z1
· ∂
2F2
∂z2∂z2
− z1 · ∂F2
∂z2
· ∂
2F2
∂z2∂z1
−
(
∂F2
∂z2
)2)
Putting z2 = 0 implies
zK1 = a(z1, 0)z
K+1
1 + c(z1, 0)
[−(K + 1)z2K1 ]
but that means a(z1, 0) = 0 = c(z1, 0) and therefore it is a contradiction.
So, zK1 /∈ J2. That means as we go from J2 to I2, we need to take at least
(K + 1)-th roots. That shows in particular that Kohn’s algorithm is not
effective in terms of the order of finite type and the mulitplicity of the ideal.
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