Abstract-We investigate the problem of churn detection and prediction using sequential cellular network data. We introduce a cleaning and preprocessing of the dataset that makes it suitable for the analysis. We draw a comparison of the churn prediction results from the-state-of-the-art algorithms such as the Gradient Boosting Trees, Random Forests, basic Long Short-Term Memory (LSTM) and Support Vector Machines (SVM). We achieve significant performance boost by incorporating the sequential nature of the data, imputing missing information and analyzing the effects of various features. This in turns makes the classifier rigorous enough to give highly accurate results. We emphasize on the sequential nature of the problem and seek algorithms that can track the variations in the data. We test and compare the performance of proposed algorithms using performance measures on real life cellular network data for churn detection.
I. INTRODUCTION
In customer relationship management, retaining the existing users is of utmost importance [1] . Attrition or churn is when a customer leaves an organization or service for the competitor. We seek to analyze cellular customer data for churn analysis and prediction [2] . Generally, a customer would decide to join or leave a network based on several different reasons, for instance, services and their quality, cost, availability of service, customer support and so on. Customer churn is usually a big issue for the organizations specially when key customers decide to leave for a better a competitor service provider [3] . Therefore, we use the current and past customers data to analyze the common grounds for customer attrition. The customer churn prediction helps in identifying and solving the issues that results in attrition. The analysis can be used for possible retention of the current customers.
The cellular customers data contains two different kinds of information or features, i.e., static and sequential. The static features remain constant for a customer for a certain period of time, e.g., gender, age of the customer, start date, etc. The sequential features may vary over time, e.g, usage statistics, bill payments, location,number and type of services etc. Therefore, the network service providers record and keep customer data for every month. We seek to analyze the customers data to identify potential churners.
The problem of churn analysis can further be divided into following three aspects. 1) Binary churn detection, i.e., to decide whether a certain customer would churn or not based on his/her available data. This makes it a classical binary classification problem that can be dealt with using machine learning 2) Multi-class churn prediction -to identify in which month a customer would churn in a series of future months. 3) A churn probability analysis to determine the probability of churn of a certain customer in a certain period of time, i.e., a regression problem.
The state-of-the-art classification algorithms, such as the Gradient Boosting Trees, Random Forests etc., are inadequate for churn detection due to the sequential nature of the data since these methods cannot directly incorporate the temporal information [4] , [5] . In [6] , [7] , the authors demonstrate that using a sequential classification algorithm has an improved performance in churn detection when compared to Logistic Regression and Multi-Layer Perceptron. These findings lead to further investigation in sequential learning for boosting the churn detection. Furthermore, the customer dataset needs to cleaned and preprocessed for a more robust analysis [8] . Some further issues with the customers data include missing information, the heterogeneous nature of the data types, i.e., numeric, categorical, binary etc., and the existence of features which are unnecessary or less important as compared to others [8] . Therefore, for a robust analysis we focus on the preformatting of the data prior to apply the machine learning algorithms.
The outline of the paper is as follows: In Section II we formally describe the problem setting. Furthermore, we explain the issues and challenges with the real life datasets and their generic solutions. In Section III we introduce our real life cellular network dataset. We clean and preprocess the dataset 978-1-5090-6494-6/17/$31.00 c 2017 IEEE and explain the procedure. Once the dataset is ready, we use it for training and validation of several state-of-the-art classification algorithms. We perform several experiments and give the results and comparison using various performance measures, e.g., Receiver Operating Characteristics (ROC) curves and area under these curves (AUC) in Section IV [10] . Finally, we briefly describe our conclusions of our contributions. We use two different setting for the input-output relationship in a certain machine learning algorithm, i.e., batch setting and sequential setting. In batch setting, we use the input vector x n for cellular network user n where x n ∈ R d , with its element being the features, without considering the temporal nature of the data. In this sense, each user is represented by a d dimensional vector. The desired output is the class label y where y ∈ {0, 1} in case of binary classification, and y ∈ {0, 1, ..., C − 1} in a multi-class setting where C > 2. We model the desired output as a function of the input, i.e., y n = f (x n ).
II. PROBLEM DESCRIPTION
In the sequential setting, the input x n [m] ∈ R d is temporal sequence and for user n, the input is a matrix X n ∈ R dxM ,i.e.,
Here, the rows represent different features and each column corresponds to the time instance. For instance, in a j * k matrix, there are j features and k time instances (months). In sequential setting, the input can be a single column vector, representing the current value of each feature for a certain user, or a k columns matrix containing the data of current and k − 1 previous months. We summarize the Churn detection from raw input data as follows: 1) Feature extraction for the users in the training set. 2) Preprocess for categorical feature encoding and sequential features. 3) Batch learning model to train the classifier using known labels. 4) Sequentially update the trained model with new data. 5) Use cross-validation and unlabeled data to verify the model persistence.
In the sequential learning, we use the instantaneous input data, intermediate prediction of the desired label (probability of churn) and the accuracy measure of the decision to train the classifier. We use Keras and Scikit-Learn python libraries in our experiments. 
III. DATASETS
We use the AVEA telecom (now TURK telecom) dataset for our experiments [2] . The dataset consists of sequential features of 6 months. The total number of users are 10000 each having a 40 dimensional feature vector. The first feature, user ID is irrelevant while another feature "tariff type" is constant for all users. The remaining feature set consists of 25 time-varying features, such as the ones related with billing, network usage etc, and 13 stationary features, e.g., device type, age, gender, start date, expiry date etc. Among the stationary features, seven are categorical while the rest are numeric. All the sequential features are numeric. The detailed description of all the features is given in Table I .
A. Preprocessing and Cleaning
We preprocess the dataset for reshaping to be used for the sequential algorithms, conversion of categorical to numerical variables and imputing missing data. For the batch setting, all the features of a certain users are taken as a D−dimensional vector x n , where D for our dataset is 25 * 6 + 13 = 163, with 25 sequential features for 6 months and 13 stationary features. In the sequential setting, the features of a certain user n are represented by matrix X n ∈ R M * d , where M = 6 and d = 38. The stationary features are repeated for each month. Furthermore, we convert the categorical features into numeric features using one-hot encoding. Finally, we process the dataset for missing values by inserting the mean of each feature and adding an extra feature to denote the missingness [8] . The final cleaned and processed dataset has 310 features in the batch setting and represented by 72 * 6 matrix in the sequential setting, i.e., a 72 dimensional vector for each month. The available output data consists of "Churn" labels for 11 months including the 6 month period for which the input data is recorded and further 5 months in the future. "Churn" is represented by 1 while "no churn" is represented by 0. For binary classification, i.e., where the aim is to identify churn status for a certain customer, the output bits are added resulting in 1 if the user churn during any month and 0 otherwise. For multi-class churn prediction, the labels are encoded by 12 distinct classes {0, 1, ..., 11}, each class number representing the month during which the churn occurred and 0 representing "no churn".
IV. RESULTS
In the first set of experiments, we use the AVEA dataset for bi-class churn detection while considering the batch setting. In Fig. 1 , we show the receiver operating characteristics of RandomForest classifiers with several choices of number of estimators [11] . We show that as the number of estimators increases, the classifier performance gets better on an unlabeled dataset. However, after using a certain number of estimators, the saturation occurs as in this example, there is no further increase in the AUC scores using more than 50 estimators. We also use 5−fold cross-validation for the Random Forest classifier with 50 estimators and plot the ROC curves for each fold in Fig. 2 .
In the following experiment, we compare the performance of several simple and ensemble classifiers namely Support Vector Machine (SVM), Random Forests, Gradient Boost [12] , Vanilla RNN and LSTM [9] . For the Vanilla RNN and LSTM, we use the sequential setting as described in Section II and Section III. The input is taken as a 6 dimensional sequence vector for each feature where each dimension represents a certain month. This makes the complete input dataset as an array of matrices X n where X n ∈ R 6 * 72 . Each user data in the training set is used to train the RNN model sequentially (monthly data). The average AUC scores for each algorithm are shown in Table. II where we use the same batch setting as the previous experiment for the first three classifier models while sequentially training the Vanilla RNN with 60 neurons at the input and 30 at the middle hidden layer. The results in the last two experiments seem promising, however, we assume that all the training data is available in advance (batch). The real and more practical scenario may be different where we are more interested in classification models that are trained instantaneously and sequentially. An adaptive classifier model is able to train on instantaneous input and can incorporate the time varying nature of the dataset and inputoutput relationship in a more robust manner. Furthermore, sequential algorithms are computationally efficient since they do not necessarily store and process all the previous data.
Finally, we perform experiments to predict the churn probability of a user during each month. Among the 11 months for which the churn labels are available, the input data is recorded only for the first 6. Therefore, our goal here is not only to detect the churn in those six months but also predict churn in the next five months based on the history. In this experiment, we consider churn in each month as a separate class that in turns makes it a 12−class classification problem including the cases when "no churn" is recorded. We use Gradient Boosting Trees algorithms measure the prediction performance for each class. The results are shown in Fig. 3 . The results in Fig. 3 describe that a optimally trained and tuned ensemble of classifiers can be used to predict the churn of customers well in advance with high accuracy. However, the essential part of learning is correct features selection and suitable manipulation from the users data. Moreover, because of the temporal variation and evolution of the dataset, the previous values can be discarded and in turn make the learning recursive. In addition, several features are linearly dependent on others and a dimensionality reduction is both essential and efficient in terms of performance boost and computations [13] . We compare the prediction performance of Random Forest , GradientBoost and SVM for each of the five future months (the last five months) for which the input data is not available. The AUC scores are shown in Table III .
V. CONCLUSION
We consider the issue of customer churn and its prediction from the history and other information available to the service provider from a machine learning and data analysis perspective. We use real life cellular network users dataset and perform a sequential feature set for each user. We describe various type of features ,e.g., categorical, numerical, sequential etc. and analyze their role. The sequential data together with the information of previous churners is used to build and train classification models that can predict the churn probability of customer well in advance. We use several classification algorithm and ensembles and compare the performance of each by using the ROC curves and AUC scores. Our analysis show that we can not only predict whether a customer is prune to churn or not, but also can predict the time of churn well in advance with more than 97% accuracy. The sequential nature of cellular customers data makes this problem a suitable candidate for adaptive and real time learning and prediction. 
