R +1
?1 (Rf)( ; p)h(p)dp, where h is a function and is a non degenerated projection direction such that x j 6 = x i for j 6 = i.
Then we derive a method for the general case: the number m of functions, their localization and their intensity are estimated from the data Rf( ; p). We show that this new method is more e cient than the ltered backprojection when the resolution in the variable p of the sinogram is high. Tables   1 Description of In some applied problems (e.g., in mammography) one models the density function f(x) by a linear combination of delta-functions:
List of
Here vectors x j 2 IR 2 give the positions of the small inhomogeneities, and c j > 0 are constants which have the physical meaning of total masses of these inhomogeneities. We assume jx j j < In the literature the problem of nding small inclusions in a medium was studied in connection with optical tomography (see 3, 5] ) and a simple method for nding these from scattering data is developed in 2, 3] . A slightly di erent problem consists in the reconstruction of binary functions from few projections 6, 1]. However, it seems that there were no simple methods given for nding inclusions from tomographic data. Such methods are proposed in this paper. The aim of this work is to provide methods, simpler than general ltered backprojection algorithms 8, 4, 7] to locate small objects, to give an estimate of x j and c j from tomographic data.
We consider two cases 1. x j are known, c j are to be determined. 2. x j and c j are to be determined. In this case, the number m of objects is not known.
Solution for the rst case
If h(p) is an arbitrary function then :
If x j are known, we can choose a direction such that x j 6 = x i for j 6 = i; (3) and order x j such that: x 1 < x 2 < : : : < x m : (4) Various functions h(p) can be chosen:
then (2) 
Thus, if we integrate Rf( ; p) with respect to p and assume to be xed and chosen so that (3) holds, x j are ordered such that (4) holds, then (6) Let us remark that errors on x j would have no e ect on the estimation of c j if the jumps are well separated along the direction . More precisely, let us denotex j noisy estimates of the true positions x j of the small objects, if the jumps are observed at x j and jx j ? x j j < 1=2 min i6 =j jx i ? x j j, then thex will be correctly assigned to the closest jump localization x j because jx j ? x j j < jx j ? x j j. Second choice: let h(p) = p k , then Z +1
?1 Rf( ; p)p k dp = m X j=1 c j ( x j ) k : (8) If k = 0 we get R +1
?1 Rf( ; p)dp = P m j=1 c j , the total mass. Equa-
Choose = e l , where e l ; l = 1; 2, is an orthonormal basis of IR 2 , i.e., i = il . Then (9) yields Z +1
?1
Rf(e l ; p)p k dp = m X j=1 c j x k j l ; l = 1; 2; k = 0; 1; : : : (10) If x j are known we can choose the coordinate system such that x j 1 6 = x l1 ; 8l 6 = j, and then (10) is a linear system with the Vandermonde determinant, thus (10) is uniquely solvable for c j . This can be easily extended to the similar problem in IR n ; n > 2.
3 The general case (second case)
We propose an iterative solution for the general case. The algorithm starts from q( ; s) given in (6) , computed from the data Rf( ; p). Each iteration performs two steps: rst the localization of the jumps due to an object c j (x ? x j ) such that jx m j = max j jx j j, then c m is estimated from (7) and q( ; s) is cleaned from the object c j (x ? x j ): the next iteration acts on q( ; s) set to q( ; s) ? c m 1l f( ;s); xm>sg where 1l X is the characteristic function of a set X and m is decreased to m ? 1. To localize the point x j , we use the following equality 
Thus, for nding both c j and x j , we use an iterative process. We start with q m ( ; s) = q( ; s). The We summarize here the algorithm : start with q m ( ; s) = q( ; s), 1 . choose M and p M as in (12) and (11) We rst order the k x j for each k as in (4) (cost O(Km log 2 (m))), the computational cost of opt is then equal to Km.
For our numerical experiment we take rst 7 objects being 7 disk indicators (that is, characteristics function of disks). The radius of the 7 disks are the same and equal to .01. The center x j = (x j;1 ; x j;2 ) t and the density c j of the disk indicators are given in table 1. We take K = 100 and I = 1000 so that the radius of the disks is large compare to I = 2=(I ? 1) = 2=999.
We introduce e rc j = q( opt ; s j+1=2 ) ? q( opt ; s j?1=2 ) q( opt ; s 1+1=2 )
an estimator of the relative density based on (7). We obtain: For the second numerical experiment we take 7 indicators of ellipsis having the same axis lengths (long=.02, short=.01) but which large axis have di erent orientation angles j = jmod2 , the x j and c j being the same as in the previous example. In this case rc is not usable whereas e rc yields the following results: In order to improve the precision of the localization of the disk, we could use the formula pj( ) = xj. The number of jumps can be easily estimated as the maximum of the jump numbers in each projection if the bodies are su ciently small and the number of projections is large compared to the number of bodies. In this case, one could simply give a rst estimation xm = pM ( M) M and then select in each projection k the jump location pj k ( k) with jk = arg min j m jqj( k) ? pM( M) M kj and then solve the simple least square tting problem: xm = arg min x2IR 2 Table 3 : Localization of the disk from the K = 100 projections of I = 1000
samples. The rst disk is not localized. The density of the second disk is taken to be the reference in the relative estimator e rc j ; the obtained results are then multiplied by 2 (the true density of the second disk) for an easy comparison with the tables 1 and 2.
