A new result on stability of an optimal nonlinear filter with respect to small perturbations on every step is established.
Introduction
Stability of optimal filters is a topical research area in the last three or even more decades. In this direction, a lot has been understood and achieved under the "uniform ergodicity" assumptions due to the method by Atar and Zeitouni (see [1] ) based on the Birkhoff metric (aka projective metric, aka Hilbert metric). This method under such assumptions guarantees an exponential rate, with which the optimal filter algorithms "forgets" wrong -or unspecified -initial conditions. The method has been extended to the "non-uniform ergodic" case (see [2] ) by combining the application of Birkhoff metric with a modified version of the coupling method, which leaded to exponential and polynomial rate, with which the algorithm may "forget" wrong initial data. However, an unspecified initial distribution is not the only option for an unspecified model. Small errors on each step of the algorithm (in discrete time case) is one more possibility to "spoil" the model. In the "uniform ergodic" case it was also tackled in the literature (see [4] ). The "non-uniform ergodic" case is still waiting for its investigation and our goal here is to attack this problem. In our setting only "uniformly small" errors are allowed and conditions on the densities of the noise both in the signal and in the observations look rather strict, so that new studies will be required to weaken conditions so as to include a wider class of processes.
The setting described earlier is not only insteresting as such: it may also serve as a base for studying unspecified models with an unknown parameter. In such models, observations should allow to estimate the parameter. Once the estimator is, at least, consistent, there is a hope that the filtering algorithm for a model with an estimate instead of the "true parameter" may be close enough to the exact model. Hence, the previous studies could be applied. This programme -again in the "uniform" case -was realised in [5, 6] , where it was assumed that the estimator satisfies certain large deviation conditions. However, in many examples "non-uniform" conditions are more than natural. Hence, a large part of the problem remains open and requires further investigations. In a remark in the last section we give a hint about what may be expected in this direction in the near future.
The paper consists of three sections: Introduction, Setting and main result; Proof of main result.
Setting and Main Result
We consider the following model, with a non-observed (Markov) state process {X n , n ≥ 0} and an observation process {Y n , n ≥ 0}, taking value in R d and R ℓ respectively. For the first reading, we suggest to accept that d = ℓ = 1. We assume that the state sequence {X n , n ≥ 0} is defined as a homogeneous Markov chain with transition probability kernel Q(x, dx ′ ), i.e.:
for all n ≥ 1, and with initial distribution µ 0 . We also assume that given the state sequence {X n , n ≥ 0}, the observations {Y n , n ≥ 0} are independent, the conditional distribution of Y n depends only on X n and that the conditional probability distribution P[Y n ∈ dy|X n = x] is absolutely continuous with respect to the Lebesgue measure, i.e.:
for some Borel measurable with respect to the couple (x, y) function Ψ. The basic example which is to be covered will be the following:
We consider a discrete time filter for a Hidden Markov chain (X n ) with values in the Euclidean space R 1 (d = 1), with conditionally Markov observations (Y n ) also from R 1 satisfying the system
where (ξ n , V n ) is a sequence of IID random vectors of dimension 2 with densities
(remind that q ξ and q v denote the densities of ξ 1 and V 1 respectively).
The problem addressed in this paper is as follows. Assume that the exact parameters of the model (1)- (2) -i.e., the initial distribution µ 0 , the transition kernel Q(x, dx ′ ) and the conditional density of the observations Ψ(x, y) -are known with some error or that we know only an approximation of the exact characteristics of the model. Hence, the statistician is unable to use the exact optimal filtering algorithm for estimation of X n at each time n, and he is left to apply a filtering algorithm with wrong parameters and with additional errors in the algorithm itself.
Under such conditions, the goal is to investigate the asymptotic behaviour of this error in the available algorithm in the long run. It follows from the earlier results on the subject -see [2] -that it is sufficient to work with errors in the kernels assuming that initial distribution µ 0 is known exactly. (If not, it may be tackled by using the methods and results from [2] .) More precisely the setting will be explained in the section 2.1 below.
Throughout the paper, we denote the wrong transition kernel and conditional density of the observations by Q ′ (x, dx ′ ) and by Ψ ′ (x, y) respectively.
Main result
To explain the main problem addressed in this paper in detail, we should formulate exact and wrong filtering algorithms. Let us remaind to readers the exact filtering algorithm. The problem of nonlinear filtering is to compute at each time n, the conditional probability distribution µ n of the state X n given the observation sequence
Using Bayes' formula, the exact posterior filtering conditional measure can be represented as a probability measure for any Y via the following random non-linear operatorS Y,µ 0 n , applied to the initial measure µ 0 ,
Here Ψ(x i , y i ) is a conditional density of Y i at y i , given X i = x i , and Q(x, dx ′ ) is a transition kernel for the Markov chain X n , n ≥ 0. The random normalization constant c µ 0 n is defined as follows,
and, correspondingly,
Hence,
Now, the "wrong filtering algorithm " can be formulated more precisely as follows. It is assumed that we do not know the transition kernel Q(x, dx ′ ) and the conditional density of the observations Ψ(x, y) exactly, but only some approximations Q ′ (x, dx ′ ) and Ψ ′ (x, dx ′ ) respectively. Hence we can define another sequence of measures (µ ′ n (A)) n≥1 as follows:
where the "wrong" normalizing constant c ′, µ 0 n can be defined as follows:
The problem is the asymptotic behavior of the difference:
We cannot hope that this discrepancy goes to zero as n → ∞, but just that it remains small for all values of n.
Assumptions (A1) -local perturbation -
We assume that ln( sup
(A2) -local mixingWe assume that for any R > 0
with
(A4) -hitting time estimates -for both kernels Q and Q ′ uniformly Letτ ≡τ R = inf(t ≥ 0 : |X t | ≤ R). We assume that there exist C, c, λ > 0 such that
Theorem 1. 1. Under the assumption (A1) -(A4) above, the following bound holds true:
Remark 1. Assumption (A1) is valid for example for the model (3)-(4) with q v = q ξ = C exp(− x ) and with b ′ : b ′ (x) = b(x) if x > K for some K. Note that the value of q may be an arbitrary value greater than zero; however, the question is meaningful if this constant is small. It would be also nice to localize this condition, see the next Remark 2; we leave it till further studies.
Remark 2. It would be also nice to replace the Assumption (A1) by a local assumption of the type,
with q K small, perhaps, in addition to
(with q arbitrary finite) and to change the current statement of Theorem 1 to the following one: the following bound holds true,
or, possibly,
or likewise. At the moment it is a conjecture that one of the bounds (13-14) may hold true under less rigorous conditions than those in the Theorem 1.
Auxiliary results
In [2] it was proved, in particular, that under the "exponential" assumptions the following estimate holds true:
Here, we need some minor modification of (13). Recall that the proof of this estimate was based on the inequalities (14) and (20) from [2] . In turn, (14)/ [2] followed from (11) and (12)/ [2] , while (20)/ [2] was a corollary from the results about mixing for the recurrent and ergodic signal process. What is important for the present paper, is that the basic inequality (12)/ [2] admits an improved version under the condition that the initial Birkhoff distance (13) between measures µ 0 and ν 0 is finite:
In [2] this was not assumed and there was no reason for using such an improved version: on the contrary, the absence of this assumption allowed to cover a wider class of processes. However, now this will be important and the version we need is as follows:
. We use here the notations from [2] verbatim: in particular, they require some "doubling space", which is a bit complicated to explain in detail, but fortunately it is of no importance for the sequel presentation. An interested reader may have a look at [2] .
As a result of this improvement, we now formulate a version of Theorem 1 from [2] as follows.
Theorem 2 [version of [2] ] Under the assumptions (A2) -(A3), the following bounds hold true:
Note that both versions -the Theorem 2 above and the Theorem 1 from [2] -could be combined with the help of the value 1 ∧ ρ(µ 0 , ν 0 ) in the right hand side.
3 Proof of Theorem 1
1. We will use the Birkhoff metric for positive measures, see [3] , and also [1] , [4] (where it is called Hilbert metric; one more synonym is the projective metric),
Another equivalent definition reads, ρ(µ, ν) = ln sup(dµ/dν) + ln sup(dν/dµ), if finite, +∞, otherwise.
For any measure µ we can define the following nonlinear operator S k:n : for k < n µS k:n (A) = c k:n
with a normalizing constant c k:n :
, and for k ≥ n we let µS k:n (A) = µ(A). Denote
and similarly µQ ′ y is defined,
Now we have:
Thanks to [4] the following important property holds true:
where the operator Q = Q Y k−1 is defined as
Indeed (we will justify (17) now),
where the linear non-normalized operator S k:n is defined as follows:
Therefore, we have, (18) with the non-normalized measure ν(dx k+1 ) defined by the formula
(the integration with respect to x k .) Hence,
Also note (follows from the calculus with A = R) that
The equation (19) implies that
.
So, indeed, the announced important property (17) holds true.
Further, since µ ′ n S n:n = µ ′ n and µ 0 S 0:n = µ n and because µ ′ 0 = µ 0 and µ ′ 0 S 0:n = µ 0 S 0:n = µ n , we obtain,
where
and
2. Due to the Theorem 2, under our assumptions we have, E µ,ν µS 0:n − νS 0:n T V ≤ Ce −αn ρ(µ, ν).
Here α does not depend on the initial measures, while C admits a bound C = C(µ, ν) ≤ (e ǫ|x| µ(dx) + e ǫ|x ′ | ν(dx ′ )).
with some ǫ > 0.
One more technical bound reads (here the process X ′ corresponds to the kernel Q ′ ), sup t E µ 0 e ǫ|Xt| + E ν 0 e ǫ|X ′ t | ≤ C (e ǫ|x| µ(dx) + e ǫ|x ′ | ν(dx ′ )).
3. Further, all of the above imply that
where the constants C and α are non-random and do not depend on k.
By virtue of the inequalities (22) and (23), we have,
