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In this study, numerical simulations are performed for different detonation
chambers to evaluate and analyze the influence of geometry on the detonation pro-
cess. An efficient reduced-order model, obtained by systematic reduction of the orig-
inal high-order full model, is performed to overcome the computationally expensive
of the reacting flows. Here, a numerical simulation code has been developed for one
and two-dimensional reacting flows. The numerical code is validated through com-
parisons to benchmark problems. The numerical results show that the detonation
wave characteristics are in good agreement with the ZND model and experimental
data. The physical and chemical characteristics of the detonation waves, the role of
transverse waves, and detonation wave propagation mechanisms are investigated.
For a two-dimensional abrupt detonation chamber, the propagation mechanism
of detonation waves from the small chamber to larger chamber is investigated. Our
findings indicate that there exists a critical value of ratio d2/d1 = 1.8. Beyond
this value, the detonation sustenance fails in the transition from the small to larger
chamber, otherwise, it is ensured. The reasons of the failure and successful transition
of detonation are founded. For an axi-symmetric converging/diverging detonation
chamber, the behavior and mechanism of detonation wave propagation inside the
chambers are investigated. For convergence case, two distinct cellular structure
regions, separated by the triple point trajectory, are founded. There is no reflection
region observed when the oblique angle is beyond 56o. For divergence case, all the
detonation cells of the original detonation have disappeared before the new ones are
created for an oblique angle greater than 45o, while the original detonation cells are
somewhat maintained for an oblique angle smaller than 45o. The transition length is
a function of both the oblique angle and the ratio d2/d1. Our findings reveal that the
transition length reaches the minimum value when the oblique angle is about 45o.
For a successful transition of all case, the evolution of detonation cellular structure
inside the chamber is investigated, and the regular detonation cells in new stable
state are reconstructed with size similar to those in the original stable region.
ix
The reduced-order model is obtained using the POD-DEIM method for chemical
kinetics part of chemical reacting flows. The POD technique is employed to extract
a low-dimensional basis that represents the dominant characteristics of the system
trajectory in state-space. The DEIM algorithm is then applied to improve the
efficiency in computing the projected nonlinear terms in the POD reduced system.
To demonstrate the model order reduction method, the stiff diffusion-reaction model
(1) and the multi-step reacting flow model (2) are considered. The reduced model of
different dimensions is obtained to compute and analysis the relative accuracy and
the computational time. The results show that the reduced model can accurately
produce and predict the solution of the original full model over a wide range of
parameters with some factors of reduction in the computational time (about 5.0 for
(1) and 10.0 for (2)). Monte-Carlo simulations are performed for the reduced model
to estimate variability in the outputs of interest of reacting flow simulations. The
obtained results show that the reduced model can speed up computations by factors
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This chapter presents motivation and background for numerical simulation and
model order reduction of reacting flow applications. Thesis objectives are then
presented, followed by an outline of the thesis document.
1.1 Motivation
Engines based on the detonation combustion process have attracted scientists
and researchers over the years due to a number of promising features. These promis-
ing features are to produce a high thermodynamic efficiency and to provide a high
thrust performance, while the engines work with a simple combustion chamber and
engine configuration, and over a wide range of operating conditions. However, the
design of an engine capable of exploiting such potential advantages requires detailed
knowledge of the combustion/detonation processes. In this context, specific knowl-
edge and understanding of the detonation initiation means and the transition length
are of particular interest. For example, finding a viable means of detonation ini-
tiation and an effective transition length can reduce considerably the geometrical
complexity of the engine and ensure efficient operation.
Several detonation initiation methods have been developed in the past. For
instance, Cambier and Tegner [138] developed the direct initiation method which,
although requiring a large amount of deposition energy [139], is nonetheless con-
1
sidered quite practical in implementation. Other methods include deflagration to
detonation transition (DDT) [140, 141, 142, 143], shock to detonation transition
[144], and pre-detonation [40, 145]. Among the above methods, pre-detonation is
usually considered to be the most effective method since it has a short transition
length and an economical initiation energy expense.
When the pre-detonation initiation method is used, the detonation waves are
often placed in a small chamber (ignition chamber) to ignite the unburnt mixture
contained in a larger chamber (detonation chamber). In order to obtain a highly
efficient detonation chamber, the effects of the geometry of detonation chamber
on the transmission process (e.g., physical and chemical behaviors, DDT length,
detonation cell structure, the causes of self-sustaining and/or quenching detonation
waves, etc.) have to be considered in the design process. It is also important for
designers to know what are the critical geometric conditions for which detonation
is sustained or quenched, and/or conditions where detonation engines can operate
at optimal performance.
In this context, numerical simulations play an important role. Detailed simula-
tions enable better understanding of the physical and chemical phenomena associ-
ated with the reacting flow at hand, reducing significantly the need for expensive and
time consuming laboratory experiments. However, numerical simulation of react-
ing flows is computationally challenging and usually requires significant computing
power. Accurate combustion modeling using detailed chemistry involves the solution
of stiff systems of differential equations. These systems are usually “multi-scale”, i.e.,
the dynamics take place over a huge range of temporal and spatial scales, from very
fast reactions that occur in a fraction of a second, to the much longer times scales
present in the fluid dynamics. Therefore, fine spatial grids and small time steps
are usually needed. In addition, a detailed chemistry model involves many chemical
species and many reactions, which means that these models can quickly become
large. Using current state-of-the-art simulation techniques (specialized numerical
discretization schemes and massively parallel implementations), design, control and
optimization of these systems are practically impossible for realistic engineering ap-
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plications. To address these challenges, the development of a systematic model re-
duction technique for reacting flows that minimizes computational cost maintaining
accuracy is of particular interest.
1.2 Background
In the literature, a pulse detonation engine is defined as a propulsion system like
other pulse jet engines [121, 122], but it operates based on the detonation process
inside the combustion chamber. In the detonation process, the detonation waves
compress and heat up a fresh mixture of fuel and oxidizer inside a thin region called
the induction zone, which is considered as a constant volume. As more chemical
energy is released through this process, more thrust is produced. A detonation
engines can operate over a wide range of flight speeds.
Detonation is a complex physical and chemical process of detonation waves prop-
agating inside the supersonic combusting flow, in which, the detonation waves prop-
agate towards the unburnt mixture at supersonic speed. These waves compress the
fresh mixture, increase its temperature and pressure, and, as a result, ignite the
mixture. The released chemical energy then sustains and strengthens the traveling
detonation waves. A balanced state is achieved to form a self-sustaining detonation
wave.
1.2.1 Review of Detonation Physics
Detonation waves are unsteady physical phenomena with three-dimensional
structure, multi-heads, and dynamics spinning and instability at the front [39, 121].
However, in each direction, this detonation wave structure can be described us-
ing simple theoretical one-dimensional models, such as the Chapman-Jouguet (CJ)
model and the Zeldovich - von Neumann - Do¨ring (ZND) model.
The CJ model proposed by Chapman [61] and Jouguet [62] is developed using
the one-dimensional conservation equations for compressible flows. In the CJ theory,
the one-dimensional detonation wave is treated as a pressure discontinuity coupled
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with a reaction front. The velocities obtained from CJ theory are in good agreement
with experimental results. As a consequence, this theory can be used to predict and
describe the detonation wave velocity without having any knowledge of the chemical
reactions or the detonation structure, but considering only the initial conditions.
The CJ theory also can provide flow properties in a region immediately behind the
detonation front.
The ZND model proposed by Zel’dovich [58], von Neumann [59] and Do¨ering
[60] is independently considered for the one-dimensional detonation wave model,
which is modeled by coupling of a leading shock wave at the front and follow by the
reaction region. In the ZND model, the leading shock wave compresses, heats up,
and ignites the mixture of the finite rate chemistry to form detonation waves. The
energy released from chemical reactions pushes the leading shock wave forward. At
a balanced state, the leading shock wave propagates at a constant velocity which
is the same as the propagation velocity of the detonation waves. According to the
ZND model, the maximum pressure of the shock is called the von Neumann pressure
spike. The one-dimensional detonation structure involves an induction zone, heat
addition zone, Taylor rarefaction zone and steady state zone. There exists a state
where the detonation wave is completed and which corresponds to the CJ conditions
indicated at pCJ (CJ pressure) and TCJ (CJ temperature). This ZND model can be
used to predict the detonation wave structure, the peak pressure and temperature
for a certain initial conditions.
In later years, a series of physical phenomena associated with the detonation
waves have been investigated. The presence of spinning detonations has been ob-
served at the detonation front [134]. Transverse waves were also discovered behind
the leading shock front [134]. The multi-head phenomena of detonation waves also
has been investigated [135, 136]. The structure of triple point configurations are
also analyzed [136]. The relation between critical energy and induction time is
investigated for different types of detonation waves.
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1.2.2 Numerical simulation of reacting flows
In a chemical reacting flow, chemical kinetics and fluid dynamics are strongly
coupled. The difference in time scales of the fluid dynamics portion and chemical
kinetics portion makes the problem very stiff and computationally expensive to solve.
In order to address this difficulty of time step size, several numerical methods have
been introduced. Two of the most commonly employed are the splitting operator
[38, 49, 128, 129, 130] and point implicit method [123, 124, 125, 126].
In the point implicit method, the chemical source terms are solved implicitly
and all other terms are solved explicitly. Therefore, the time step for the chemical
kinetics can be as large as the time step of the fluid. In the splitting method, the
governing equations are split into a fluid dynamics part and a chemical kinetics part.
The first part considers the fluid dynamic equations without the source term whereas
the second part considers only the stiff system of equations for the chemical source
terms. The two parts are then integrated in time separately. This allows the use
of specific numerical schemes developed for the fluid dynamics part in conjunction
with those specially developed to deal with the stiff systems of ordinary differential
equations for the chemical kinetics part.
Based on these two approaches different numerical schemes, tailored for the
simulation of specific problems, have been developed e.g., laminar and turbulent
flames and combustion, inviscid and viscous detonation, plasma, etc. In particular,
for detonation problems, Fedkiw [38, 49], Deiterding [127], Dou [39], Qu [40], and Yi
[9] used the splitting method to investigate chemically reacting inviscid and viscous
detonation in one, two and three-dimensions. They modeled a thermally perfect
gas with detailed chemistry for combustion process. In all cases, when dealing
with chemically reacting viscous flows, transport properties are computed whether
using the mixture-averaging theory [10, 11, 12, 14, 15, 16] or the multi-components
coefficients theory [14, 15].
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1.2.3 Numerical simulation of detonation waves
In this study, we make use of pre-detonation initiation in the simulation to gain
a better understanding of the physical phenomena and propagation mechanism of
detonation waves as they emerge from the small to larger channel in the detonation
chamber, as well as to determine the critical value of the ratio of widths of small to
large channel (d2/d1) for successful transmission of the waves. The next paragraphs
briefly discuss previous works related to the present study.
It is not difficult to imagine that there exists a critical tube diameter ratio for
detonation sustenance as the detonation wave propagates from the smaller to larger
chamber; the converse is that a detonation wave propagating from a confined channel
into an infinite expanse is not likely to be sustained. Mitrofanov and Soloukhin
[146] proposed a minimum value of a diameter of the detonation chamber, which is
required for successful detonation transmission, however, they did not discuss the
downstream dimension. A correlated relation of the detonation cell size and critical
value of diameter of the detonation chamber is studied and analyzed by Edwards
et al.[147, 148]. Besides simulation of the same mixture for both small tube and
large tube, Li and Kailasanath [150] also carried out the simulation for different
mixtures for each tube. They concluded that the detonation transmission can be
sustained for a distance if diffracted from the small tube to large tube with different
mixtures at 8 pairs of triple points; at only 4 pairs of triple points for diffraction
with the same mixture at both tubes although the transmission is not sustained
in the immediate vicinity. However, it should be noted that these previous studies
largely focused on the transmission of detonation waves from the small tube to the
large tube and the critical diameter. It is not clear on the transmission mechanism
of the detonation waves from a small tube into the larger tube in the presence of
the downstream walls. In other word, it remains to be established the propagation
and transmission mechanism of the detonation waves, as affected by the expansion
of the chamber walls.
More recently, works have appeared on the transmission of detonation waves
from small tube to larger tube with the presence of the downstream solid wall.
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For example, Li and Kailasanath [150] in their simulation study of the detonation
waves propagation and transmission inside the channels of different sizes, concluded
that a local region of high pressure and temperature can be created by collision
of reflected waves and detonation waves at the region closed to the chamber walls.
This high pressure and temperature can re-ignite the mixture in this local region.
However, the overall effect of the reflected shock is quite limited, such that there is
incomplete re-ignition thereby leading to non-sustenance of detonation. Viswanath
et al.[151] did work on the detonation initiation in channel for both experimental
and numerical simulations, and they found that the reflection of transverse waves
from the solid walls and their collision in the region closed to the leading shock
front are important for the sustaining of the detonation waves during expansion.
In these studies, the role of reflection waves is mentioned, but remains unclear on
how and why the detonation is quenched or sustained. Separately, Levin et al.[145]
presented some results on the ratio of larger diameter over small diameter about the
detonation waves without any elaboration on the physics.
For axisymmetric detonation chambers, geometries also play a very important
role in the characteristics and efficiency of the detonation engine. Take, for example,
the sustenance of the detonation as the detonation waves transit from one dimen-
sion of detonation chamber to another, whether in expansion or contraction. In the
literature, there are a number of studies on the effect of the geometry on detonation
propagation. Li and Kailasanath [150] studied the detonation waves propagation
and transition in channels with different sizes. Fan and Lu [152] examined the prop-
agation mechanism of the detonation process in a viable cross-section axis-symmetric
detonation chamber. Ohyagi et al.[153] performed several numerical simulations to
study the reflection waves from the wedge surfaces, which are mounted at different
angles to the upstream direction. Their results show that there is variation in the
triple point trajectory and some significant variations occur in the critical transi-
tion angle. Guo et al.[154] studied the Mach reflection in a series of experiments
involving gas detonation waves diffracting around the wedges. Their findings indi-
cate that when the wedge angle is smaller than about 30o, the detonation cell size
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becomes smaller and is distorted in the region closed to the surface of the wedge,
while there is no change in dimension for those detonation cells lying in the region
above the trajectory of the triple point. When the wedge angle is larger than 30o, no
complete detonation cell is found in the region close to the wedge surface. Thomas
and Williams [155] experimentally analyzed the interaction of detonation waves and
inclined surfaces of different oblique angles. Their results reported that there exists
a transition region located between the old and the new stable state of detonation
waves. Qu et al.[40] also studied numerically the detonation reflection and diffraction
associated with the variation of the cross section in a 2D converging and diverging
detonation chamber. Their results showed that the transition length is shorter when
the oblique angle increases, and there is a slightly change of detonation cell size at
the new downstream stable state. Deng et al.[156] studied the detonation cellular
evolution in the 2D channel with area changing cross-section under the expansion
and compression conditions. In addition, Dou et al.[39] carried out a 3D numerical
simulation of detonation in a rectangular tube in which the dimension is smaller
than a typical detonation cell size. They concluded that the detonation in such a
small chamber can still be sustained in the presence of a spinning detonation front.
Despite these above mentioned works, most of the studies did not show clearly
the physical phenomena of detonation wave propagation mechanism in the axi-
symmetric convergent/divergent chamber configurations. In particular, it remains
to be established the relationship between the transition length and oblique angle
as well as the ratio of diameters.
1.2.4 Model order reduction for reacting flow applications
A number of methods have been developed over the years to reduce compu-
tational cost of calculating for the chemical source terms. These methods, among
others, include quasi-steady-state approximation, partial equilibrium approximation
[109, 110], principal component analysis [111], computational singular perturbation
(CSP) [105, 106], intrinsic low-dimensional manifold (ILDM) [112, 113, 114], in situ
adaptive tabulation (ISAT) [115], piecewise reusable implementation of the solution
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mapping (PRISM) method [116], adaptive chemistry model [117, 118], and auto-
matic elimination of chemical reactions and species [119, 120]. In general, these
methods reduce the cost of computing the chemical source term, however, the sim-
ulation of the obtained reacting flow model can still remain very challenging. In the
following paragraphs, some typical methods are briefly analyzed and discussed.
In the CSP context, the system of ordinary differential equations (ODEs) at
each grid points in the computational domain governing the chemical kinetics is
described by a linear combination of the CSP basis vectors for all fast time scales
and slow time scales. The CSP method uses the values of the time scales to classify
the fast modes and slow modes, and order them from fastest mode to slowest mode.
When the reactions occur the fast modes become exhausted, the reaction rates
therefore approach zero. So, the species and reactions related to these fast modes
are eliminated from the system in the next time step. Thus, the system of ODEs
becomes smaller and non-stiff. Solving this simplified system can save CPU time
as well as storage. However, the CSP method requires the evaluation of the local
Jacobian matrix of the nonlinear source terms, and refinement of the CSP basis
vectors to identify the active and inactive species and reaction at every time step.
Therefore, the CSP method may not reduce overall CPU time by a large amount
because of this difficulties.
Similarly, in the ILDM method, the steady-state equilibrium system of thermo-
chemical state space, governed by a system of ODEs, is characterized by fast and
slow reactions. The fast and slow reactions can be identified by the reaction time
scales. The fast reactions and the related species are eliminated from the system.
The slow reactions are tracked by the progress variables and form a low-dimensional
space. Again, the local Jacobian matrix of nonlinear source terms and their eigen-
values must be evaluated at every time step of the simulation to determine the fast
reactions and slow reactions.
For the ISAT method, the system of ODEs governing the chemical kinetics at
each tabular grid point in the computational domain is considered at the steady-
state equilibrium. Instead of solving for the whole domain, the method only solves
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the system of ODEs at the tabular grid points. At the other grid points, solutions
are approximated using linear approximation. The number of tabular grid points is
determined from the approximated region of accuracy. The number of tabular grid
points can be much smaller compared to the the dimension of full model. There-
fore, using the ISAT method can greatly reduce computational time. However, this
method requires to compute and store the solution at all tabular points, the reaction
mappings, the local Jacobian matrices of the nonlinear source term, the ellipsoid of
accuracy unitary matrix and singular values of Jacobian matrix in determining the
region of accuracy at every time step of chemistry.
In the context of the PRISM method, high-order polynomial approximations
are constructed for non-overlapping hypercubes. The solutions obtained from direct
ODEs solver for the original system at selected points are used to determined the
coefficients of the polynomials. The size of the hypercubes is chosen based on the
accuracy conditions. The solutions approximated from these polynomial approxi-
mations can converge faster than the stiffness system of ODEs which governs the
chemical source term, and can therefore reduce computational time. However, the
number of polynomials can be large as the method and cannot reduce the large
number of state spaces arising from the discretization approximation. The method
also requires to store a large amount of solution data at many selected points to
construct for high-order polynomial approximation. More over, the method also
cannot guarantee the accuracy of the problem with the many changing parameters.
Overall, the mentioned methods cannot be applied to reduce the large dimension
of the system of ODEs which is obtained from spatial discretization of the PDEs
governing the reacting flows. Solving this high dimensional system of ODEs, repre-
senting a large state space of fluid dynamics variables and chemical concentration
variables over the computational domain, is still very challenging.
In order to overcome the difficulties of the traditional reduced model of chemical
kinetic mentioned above, the projection method is one of the most widely used ap-
proaches to construct reduced-order models of large-scale coupled system of PDEs.
In this method, the reduced models are obtained by projecting the large-scale sys-
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tem of equations onto the space spanned by a small number of basis functions.
Different methods exist to construct the required basis functions. Such methods
include, for example, Krylov subspace methods [83, 85], Hankel norm approxima-
tions [87], balanced truncation [86, 80], Proper Orthogonal Decomposition (POD)
(or Karhunen-Lo`eve expansion) [82, 88].
Galerkin projection combined with proper orthogonal decomposition [84] has
been successfully used in many areas such as fluid mechanics and structural dynam-
ics. The method is able to obtain reduced models of the complex and high dimension
full model by a small number of basis functions. In addition, the computation of the
basis functions (POD modes) is straightforward; the POD modes are constructed
as the span of a set of state solutions (snapshots). Such snapshots are computed by
solving the large-scale system for selected values of parameters and selected inputs.
Using the POD-Galerkin method for nonlinear systems leads to an inefficient
evaluation of the reduced-order model. Despite the low-order of the reduced system
obtained, the cost of evaluating the projected nonlinear term in the reduced model
has the same complexity of the full system. This can result in simulation time
for the reduced-order models that barely improve on the original system. Some ap-
proaches are developed to deal with the complexity of nonlinear terms. For example,
the trajectory-piecewise linear scheme propose by Rewienski [104] approximates the
nonlinear terms using the weighted combination models at the selected points along
the state trajectories. Astrid and co-workers [93] employ the missing points esti-
mation technique to approximate the nonlinear terms in the reduced model. The
method is developed based on the theory of gappy POD [94] for the selective spatial
sampling. In the context of the empirical interpolation method (EIM) [75, 73, 74],
the nonlinear terms is approximated using linear combination of empirical basis
functions where the coefficients are computed using interpolation points. Recently,
the Discrete Empirical Interpolation Method (DEIM) proposed by Chatturantabut
et al.[78, 79] developed based on the EIM method, was successfully employed to
derive efficient reduced-order models for reacting flow applications within the POD-
Galerkin projection framework [99].
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1.3 Objectives
The objectives of this thesis are:
1. To develop a computer code for the numerical simulation of chemically reacting
viscous detonation.
2. To use the developed code to gain insight into the physical and chemical phe-
nomena associated with the detonation waves and into the effects on detona-
tion of the viscous and diffusion terms, and to capture the evolution of the
detonation cell for different geometries of the detonation chamber.
3. To perform numerical simulations in one and two dimensions to determine the
detonation wave structure, the detonation cellular structure, the propagation
mechanism of the waves inside the detonation chambers and the role of wave
components in sustaining the detonation waves.
4. To measure the effect of the geometry of the combustion chamber on the det-
onation in order to find the critical value of the ratio between the diameters
of the detonation chamber and the ignition chamber that enable successful
transmission of detonation waves, to find the causes of failure and/or suc-
cessful transmission, to obtain a relationship between deflagration-detonation
transition (DDT) length and the oblique angle of the detonation chamber, and
to assess quenching of the detonation waves inside a small chamber.
5. To develop an efficient reduced-order model for reacting flow applications that
can be systematically constructed and quantify the capability of the reduced
model to predict outputs of interest in a wide range of input parameters.
1.4 Thesis organization
This thesis is organized in seven chapters. Chapter 1 is concerned with the
review of previous works related to numerical reacting flows in general and detona-
tion waves in particular. Historical application of model order reduction for reacting
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flows is also discussed. The motivations and objectives presented. Research method-
ologies are described briefly.
Chapter 2 concerns the mathematical model and numerical method employed
to solve viscous reacting flow problems. The conservative form of the compress-
ible Navier-Stoke equations for multi-species and multi-reaction gases is introduced
together with the Navier-Stokes characteristic boundary conditions. The chapter
also describes the method used to compute transport and thermal properties (e.g.,
dynamical viscosity coefficient, thermal conductivity, and diffusion coefficients) of
the gas mixture as well as the the spatial and time discretization schemes employed.
Chapter 3 is concerned with the validation of the computer code using bench-
mark problems. The one-dimensional Sod-Shock problem and Harten-Shock prob-
lem are used to test the viability of the numerical method in capturing the dis-
continuity and moving shocks. The obtained results of the transport properties of
the system at low and high temperature are verified. Finally, the one-dimensional
detonation wave is validated by comparing current results with previous simulation
and experimental data.
Chapter 4 deals with the numerical simulation of viscous, one and two-dimensional,
chemically reacting detonation wave problems. Results for the inviscid, one-dimensional,
chemically reacting detonation wave are compared to the viscous calculation to study
the effect of the viscous and diffusion terms. A typical two-dimensional detonation
cellular structure is also studied. The role of the wave components in sustaining the
detonation wave are discussed.
Chapter 5 involves simulations of inviscid chemically reacting detonation waves
in a two-dimensional abrupt combustion chamber and in an axi-symmetric conver-
gent/divergent detonation chamber. For the abrupt combustion chamber, the results
of the physical and chemical phenomena associated with the detonation waves, the
causes of detonation sustenance and quenching, the detonation cellular evolution,
and the critical value of diameters (d2/d1) are presented and discussed. In the case
of the axi-symmetric convergent/divergent detonation chamber, the effect of the
geometry on the behavior of the detonation waves is studied and discussed. An op-
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timal angle is determined from the estimated relation of oblique angle and transition
length. The reason(s) for the quenching of the detonation waves in a small tube is
discussed.
Chapter 6 is concerned with model order reduction for reacting flow appli-
cations. Reduced-order models are constructed by Galerkin projection combining
proper orthogonal decomposition (POD) with the discrete empirical interpolation
method (DEIM). The capabilities of the technique to produce fast and accurate
reduced-order models are assessed by applying it to two different reacting flow
problems. The first corresponds to two-species one-dimensional nonlinear diffusion-
reaction system and the second one to a full-chemistry two-dimensional problem
that models the ignition of a premixed H2-O2-Ar mixture by temperature peak.





Numerical Method for Reacting
Problems
This chapter describes a system of governing equations for reacting flow and ap-
propriate numerical methods. Section 2.1 describes the governing equations, which
comprise the Navier-Stokes equations combined with conservation of species. Sec-
tion 2.2 describes the combustion model, while Section 2.3 presents the equations
of state for a perfect gas and thermodynamic relations of species. Transport prop-
erties of specie and mixture, such as dynamic viscosity, thermal conductivity and
diffusion coefficients, are described in Section 2.4. Characteristic boundary condi-
tions are presented in Section 2.5 to complete the mathematical model for reactive
flows. The numerical algorithm with splitting operator is discussed in Section 2.6.
The numerical methods for spatial discretization, employing the 5th-order Weighted
Essentially Non Oscillation Local Lax-Friedrichs (WENO-LLF) to approximate the
inviscid flux, and 4th-order central difference approximation to approximate the vis-
cous flux terms, are described in Section 2.7. Numerical methods for solving the
chemical kinetics and temperature are presented in Section 2.8. Finally, Section 2.9
shows a way to treat the characteristic boundary conditions numerically.
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2.1 Conservative Navier-Stokes equations for reacting
flows
In this study, we assume that there is no body force acting on chemical species,
and that no external heat source (sparks, laser source, etc,.) is added into the
system. The combustion process is modeled by a detailed chemical kinetics model
of Ns species and K elementary reactions. All gas species are thermally perfect, and
we assume the applicability of the EOS (Equations-of-state) of perfect gas. Hence,
a conservative set of governing equations, which can be found in many text books
(see e.g., Kou [1], William [2] and Poisot [3]), can be written for the general case of
ideal gases with Ns species and K multi-step chemical reactions as described in the
following.
A non-dimensional form of the governing equations is considered by using the
following 5 dimensional scales:
L0 : Length scale.
ρ0 : Density of the unburnt mixture at the far field.
u0 : Velocity at the far field.
T0 : Temperature at the far field.
µ0: Dynamic viscosity of mixture at initial condition.




, y = y
d
L0
, u = u
d
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, v = v
d
u0
, p = p
d
ρ0u20
, T = T
d
T0






















, E = E
d
u20


















ρ , γ =
cp
(cp−R) .
The superscript ‘d’ indicates dimensional variable or parameter, while subscript
‘0’ indicates the reference parameter or variable. These parameters and variables
are then used to derive the non-dimensional form of the governing equations as in
the following.
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where ρ(t, x, y) is the density of the mixture, u(t, x, y) and v(t, x, y) are velocity
components corresponding to x and y directions, respectively, and t is time.




























+ω˙k, k = 1, .., Ns
(2.2)
where Yk(t, x, y) is the mass fraction of species k, which can be computed by Yk =
ρk/ρ. ρk(t, x, y) is density of species k in the mixture. Re is the Reynolds number.
µ(t, x, y) is the dynamic viscosity of the mixture. Sck = µ/(ρDmk) is the Schmidt
number, which is the ratio of viscous diffusion rate to molecular diffusion rate. Dmk
are the diffusion coefficients of species k, which depend strongly on the pressure and
temperature of the mixture. ω˙k(ρ, T, p, Y1, .., YNs) are the mass production rates of
species k, which can be computed through progress variable (qm) over all reactions
as in Section 2.2, and m = 1, ..,K. Ns is total number of species.







































In equations (2.3) and (2.4), p(t, x, y) is the pressure of the mixture. τij(t, x, y) are
viscous stress tensors of the fluid flow, and are defined in Equations (2.7a)–(2.7c).
The temperature and density of the mixture change much through the combustion
process in spite of non appearance of reaction terms in the momentum equations.
The dynamic viscosity which appears in the viscous stress tensors therefore shows a
large change. As a consequence, the local Reynolds number also varies over a large
range.
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T (t, x, y) is the temperature of the mixture over the domain. hk is the enthalpy
released due to chemical reaction of species k, which is defined in Section 2.3. Pr =
Cpµ/λ is the Prandtl number, which is the ratio of momentum diffusivity (kinematic
viscosity) to thermal diffusivity. λ is the thermal conductivity coefficient, which
depends strongly on the temperature, pressure and mole fraction (see Section 2.5).
E is the total energy, which can be computed by




where enthalpy h and pressure p can be calculated through the thermo-chemical
relation, h = h(ρ, T ), and equation of state, p = p(ρ,R, T ), for the perfect gas.
Details of the thermo-chemical relations are given in Section 2.3. The viscous stress































The non-dimensional form of the Navier-Stokes equations (2.1)–(2.5) governing























U = [ρ, ρu, ρv, ρE, ρY1, ..., ρYNS ]
T , (2.9a)
F = [ρu, ρu2 + p, ρuv, (E + p)u, ρuY1, ..., ρuYNs]
T , (2.9b)
G = [ρv, ρuv, ρv2 + p, (E + p)v, ρvY1, ..., ρvYNS ]
T , (2.9c)


























S = [0, 0, 0, 0, ω˙1(p, T, Y1, ..., YNS), ..., ω˙NS(p, T, Y1, ..., YNS)]
T . (2.9f)
In these expressions,










































This system of equations describes conservative equations of density, momentum,
total energy, and mass fraction in non-dimensional forms.
2.2 Combustion model
For the chemical kinetics described in Equations (2.2), the mass production
rates in the source terms are raised from formation and loss of species in all chem-
ical reactions in the network. In this study, the combustion process is modeled by
a chemical kinetic model of a mixture of hydrogen and oxygen diluted with Ar-
gon. This model has 9 species and 19 elementary chemical reactions, which was
created by Wilson and MacCormark [4], and is given in Table 2.1. The 9 species
are H2, O2, O,H,OH,HO2, H2O2, H2O and Ar.
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ki are the chemical stoichiometric coefficients of the reactant and
the product for species k in reaction i, respectively. Ak is the reactant specie k,
and Bk is the product specie k in the reaction i. When ν
′
ki = 0, it means that the
reactant Ak does not exist in reaction i. Similarly, when ν
′′
ki = 0, it means that the
product Bk is not created in the reaction i.
No Reaction Equation Ai ni Eai
1 H +O2 
 O +OH 6.00× 1014 0.00 16790
2 O +H2 
 H +OH 1.07× 104 2.80 5921
3 OH +H2 
 H +H2O 7.00× 1012 0.00 4400
4 O +H2O 
 OH +OH 1.50× 1010 1.14 17190
5 H2 +Ar 
 H +H +Ar 2.90× 1018 −1.00 104330
6 O +O +Ar 
 O2 +Ar 6.17× 1015 −0.50 0
7 O +H +Ar 
 OH +Ar 1.00× 1015 0.00 −497
8 H +OH +Ar 
 H2O +Ar 6.80× 1021 −2.00 0
9 H +O2 +Ar 
 HO2 +Ar 6.67× 1019 −1.42 0
10 HO2 +H 
 H2 +O2 2.50× 1013 0.00 693
11 HO2 +H 
 OH +OH 2.51× 1013 0.00 1910
12 HO2 +O 
 OH +O2 2.00× 1013 0.00 0
13 HO2 +OH 
 H2O +O2 1.20× 1013 0.00 0
14 HO2 +HO2 
 H2O2 +O2 1.82× 1012 0.00 0
15 H2O2 +Ar 
 OH +OH +Ar 3.19× 1017 0.00 47100
16 H2O2 +H 
 H2O +OH 3.20× 1014 0.00 9000
17 H2O2 +H 
 H2 +HO2 4.79× 1013 0.0 7950
18 H2O2 +O 
 OH +HO2 9.54× 106 2.00 3970
19 H2O2 +OH 
 H2O +HO2 1.00× 1013 0.00 1800
Table 2.1: Reaction mechanism and related parameters: (cm3 - mole - cal).
In Equation (2.11), the coefficients Kf,i and Kb,i are forward and backward
reaction rate constants, respectively, which are controlled by the Arrhenius law and
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The gas constant of each species is computed by Rk =
R
Wk
, where R is the universal
gas constant. Pam is the atmospheric pressure at 1atm, Eai is the activation energy
and Ai is the pre-exponent factor. S
0
k is the Gibbs energy (or free energy), and H
0
k
is the molar enthalpy; both are determined through the thermo-chemical relations
in Section 2.3.
From the elementary reactions, the mass production rate of species k, ω˙k, in the



























is the molar concentration of species k in reaction i. This molar








Note that Equation (2.14) is used for the case without the effect of the third body.
In this model, the third body as designated by Ar sometimes appears in the elemen-
tary reaction when more energy is released in the bonding or required in splitting
molecules as in the Table 2.1. When the third body is required for computing the
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where αki are the third body coefficient factors of species k in the reaction i. In
this study, these factors are chosen with αki = 2.5 for H2, αki = 16.0 for H2O, and
αki = 1.0 otherwise.
2.3 Equation of state for a perfect gas and thermody-
namic polynomial fits
Pressure of the mixture can be obtained from the summation of the partial













WkRkT = NkBT. (2.17)
This equation of state for a gaseous specie holds for a thermally perfect gas. Here, p
is the pressure of the mixture, and pk is the pressure associated with specie k. The
mixture temperature, T , is the same for all species, and kB is the Boltzmann con-





, k = 1, .., Ns (2.18)














k = 1, .., Ns. (2.19)






R0 is the universal gas constant and given as R0 = 8.314 (J.mol
−1.K−1). The





























We assume that the standard-state thermodynamic properties of all species are
functions of temperature only as follows:
Cpi = f1(T); Cvi = f2(T); dhi = CpidT ; dei = CvidT, i = 1, .., Ns,
(2.23)
where Cpi , Cvi , hi and ei are heat capacities at constant pressure, heat capacities
at constant volume, enthalpy and energy of species i, respectively. This assumption
corresponds to the gas being thermally ‘perfect’ as mentioned in Section 2.1. There-
fore, the temperature-dependent properties are input in the form of polynomial fits
[5, 10, 11, 13, 7, 8, 6].
The molar heat capacity of a species at constant pressure can be approximated








i , i = 1, .., Ns. (2.24)
where the superscript “0” refers to the standard-state, and M is the number of
coefficients (ami) used for the polynomial fit. For gas-phase species, the standard
state is an ideal gas at 1.0 atmosphere. For perfect gas, however, the heat capacity
is independent of pressure, and the standard-state value become the actual value.












, i = 1, .., Ns, (2.25)
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where the constant of integration,aM+1,i, is the standard heat of formation at 298
K. These constants are computed at the standard heat of formation at 298 K instead
of 0 K to avoid the invalid value of polynomial representation in Equation (2.25).









m− 1 + aM+2,i, i = 1, .., Ns, (2.26)
where the constant of integration aM+2 is computed using the information of the
standard-state entropy at 298 K.
Equations (2.24)–(2.26) are stated for an arbitrary-order polynomial. In this
study, we work with thermodynamic data in the specific form used in the NASA
chemical equilibrium (see e.g., CEA [7] and JANAF [6, 8]). In this case, seven
coefficients are needed for each of two temperature ranges ([0,1000] and [1000,6000]).
These fits are defined as in the following forms
C0pi
R
= a1i + a2iT + a3iT
2 + a4iT
3 + a5iT


















, i = 1, .., Ns, (2.28)
S0i
R









T 4 + a7i, i = 1, .., Ns, (2.29)
where T is temperature in Kelvin, and ami are coefficients of the polynomial fits.





2.4 Thermal and transport properties
2.4.1 Transport properties
In order to solve the viscous reacting flow problem, it is necessary to com-
pute the transport properties that appear in equations (2.2)–(2.5). These transport
properties are related to the gradients of velocity, temperature, mass concentrations
which are described in corresponding equations. The transport properties for each
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specie can be obtained using the classical kinetics theory and the mixture-average
approach [10, 11, 12, 14, 15, 16] within the database of GRI-Mech 3.1 [10] given in
Table 2.2.
Species Geometry /kB(K) σ(A
o) µ¯(debye) α((Ao)3) Z∗rot
H2 1 28.0 2.92 0.0 0.79 280.0
O2 1 107.4 3.458 0.0 1.60 3.8
O 0 80.0 2.75 0.0 0.0 0.0
H 0 145.0 2.05 0.0 0.0 0.0
OH 1 80.0 2.750 0.0 0.0 0.0
HO2 2 107.4 3.458 0.0 0.0 1.0
H2O2 2 107.4 3.458 0.0 0.0 3.8
H2O 2 572.4 2.605 1.844 0.0 4.0
Ar 0 136.5 3.333 0.0 0.0 0.0
Table 2.2: Transport properties of the 9 species in the combustion model. The index
“Geometry” indicates whether a molecule has monatomic (0), linear (1) or nonlinear
(2) geometrical configuration. /kB is the Lennard-Jones potential well depth. σ is
the Lennard-Jones collision diameter. µ¯ is a dipole moment. α is a polarizability,
and Zrot is a rotational relaxation collision at 298.0 K.
2.4.2 Viscosity Coefficient
The dynamic viscosity coefficient of species i can be computed by the classical









, i = 1, .., , Ns, (2.30)
where mi is the mass of specie i and NA is Avogadro’s number. The Lennard-Jones
collision diameter, σ, is taken from Table 2.2. The collision integral, Ω
∗(2,2)
i , is
determined from Stockmayer potential theorem given by Monchick and Mason[17].
The Wilke formula, proposed by Wilke [18] and modified by Bird [19], is used




























, i, j = 1, .., Ns. (2.32)
Here, Wi and Wj are specific weight of species i and j, respectively. µi and µj are
dynamic viscosity of species i and j, respectively, and Yi is the mass fraction.
2.4.3 Thermal Conductivity
The thermal conductivity of species i is determined from kinetic theory through
the contributions of translational, rotational, and vibrational in each specie conduc-













, i = 1, .., Ns. (2.33)
In Equation (2.33), ftrans, frot and fvib are forces caused by transition, rotation




v,i are the heat capacity
at constant volume, which are caused by translation, rotational and vibrational of
species, and dependent on the molecular geometry (atom, linear or nonlinear).
An averaging formulation is used to evaluate the thermal conductivity of the




























The binary diffusion coefficient for specie j to i, is evaluated using classical the-












, i, j = 1, .., Ns, (2.36)
where mji is the reduced molecular mass for the (j, i) species pair, and σji is the
reduced collision diameter. The collision integral, Ωji, (based on Stockmayer poten-
tial [17]) depends on the reduced temperature, T ∗jk which in turn may depend on
the species dipole moments µ¯k, and polarizabilities αk . In computing the reduced
quantities, we consider two cases, depending on whether the collision partners are
polar or nonpolar. In the Table 2.2 only the molecule H2O is polar whereas the rest
are non-polar.
The mixture average diffusion coefficient for specie i, which is proposed by Wilke









The coefficient in Equation (2.37) is computed for specie i of the mixture which
involves more than one species. Therefore, the numerical implementation must
ensure that the obtained diffusion coefficients must be reasonable for the mixture
of pure species and/or the model does not blow up when the mixture reaches the
conditions of pure species.
2.5 Boundary conditions for reacting flow problems
In this section, boundary conditions are presented to complete the mathemati-
cal model of reacting flows problem, which involve both subsonic (laminar flame) and
supersonic (detonation) cases. The number of boundary conditions for inflow, out-
flow and solid wall of subsonic and supersonic reacting flows are different depending
on the characteristic information of the system at the boundary. This information
is determined locally using one-dimensional form of the governing equations normal
to the boundary (see Figure 2-1) [3, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. In order
to treat the boundary conditions correctly, we need to satisfy constraints imposed
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on the boundary condition formulations [3], which are (1) an accurate control of
the reflection and acoustic waves from the computational domain boundaries, (2)
the need for a non-dissipative high-order scheme for unsteady simulation to propa-
gate numerical waves over long distances and times, (3) the addition of “numerical”
boundary conditions to the original set of “physical” boundary conditions to com-
plete the requirement of boundary conditions.
2.5.1 Reacting Navier-Stokes equations near a boundary
With the assumptions in Section 2.1, the governing equations (2.1)–(2.5) can
be re-written for the boundaries along the y direction (located at x = 0 or x = l)




































































































































In the system of equations (2.38a)–(2.38e), the derivatives normal to the boundary
Figure 2-1: Computational domain with incoming and outgoing waves.
along x−direction are described in term of vector d = [d1, d2, d3, d4, d4+k], which























































































i are amplitudes of the characteristic waves in the x direction
associated with each characteristic velocity λ
(x)
i , which is given as
λ
(x)







4+k = u, k = 1, .., Ns, (2.41b)
λ
(x)
4 = u+ c, (2.41c)






4 are the velocity of
pressure waves moving in along the x-direction. λ
(x)
2 is the entropy advection velocity
along x-direction. λ
(x)
3 is the advection velocity of v component in the x-direction.
λ
(x)
4+k is the advection velocity of the species k in the x-direction. The boundary
conditions along the x-direction, which are located at y = 0 or y = h, are also
constructed similarly.
2.5.2 Local One Dimensional Inviscid Relation (LODI)
Consider the computational domain as in Figure 2-1 and the formulation of
wave amplitude in equations (2.38a)–(2.38e) for a subsonic flow. At the inlet x = 0,
the wave components corresponding to L1 are going out from the computational
domain. All other waves corresponding to (L2, L3, L4 and L4+k) are coming into
the computational domain. At the outlet, x = l, the wave corresponding to L1 is
coming into the computational domain from the outside. Other waves correspond-
ing to (L2, L3, L4 and L4+k)are going out from the domain. It is similar for the
wave amplitudes in the y direction. For outgoing waves, we can compute directly
the values on the boundary from the interior points using a one-sided finite differ-
ence approximation [3, 21, 29], which is called numerical boundary conditions. The
local one-dimensional inviscid (LODI) Euler equations [3, 21, 29] can be used to
infer values of the amplitude of incoming waves in multi-dimensional Navier-Stokes
equations. The idea of LODI is to use the system of equations (2.38a)–(2.38e) and
physical boundary conditions at each node on the boundary, but neglect the vis-
cous, chemical terms and transverse terms to compute for the amplitude of outgoing
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waves.






































4+k = 0, k = 1, .., Ns. (2.42e)
From the system of equations (2.42a)–(2.42e), we can see that the physical boundary
conditions can be expressed through the LODI relations. For example, with constant




1 , where L
(x)
1 can be
computed from interior points using a one-sided finite difference approximation.
Another example is constant pressure at the far field of the outlet implying L
(x)
4 =
−L(x)1 , where L(x)4 can be computed from the interior points using a one-sided finite
difference approximation.
Note that values derived for the wave amplitude variations through the LODI re-
lation are approximate, because the LODI method only accounts for one-dimensional,
inviscid, non-reacting flows. In fact, the governing equations (2.38a)–(2.38e) involve
the transverse term, reaction terms and viscous terms. Therefore, the complete
boundary conditions must account for transverse term, reaction terms and viscous
terms when we evaluate the wave amplitudes (Li) [24, 28, 29, 30].
2.5.3 Characteristic boundary conditions for reacting flow prob-
lems
In this study, for a particular case, we use the eigenvalues of the Jacobian
matrix to determine the number of incoming and outgoing characteristic waves at
the inlet/outlet. Once the characteristic waves are known, the value of incoming
waves at the boundary is set by the prescribed physical boundary conditions, while
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the characteristic quantity of outgoing waves is computed using a one-sided finite
difference approximation applied to the interior nodes.
Consider supersonic inflow boundary conditions, where all eigenvalues of the
system are positive; thus, all characteristics are coming into the physical domain
from outside. Normally, the free-stream physical boundary condition is setup for
the inlet, such as
uinlet = u∞, (2.43a)
vinlet = v∞, (2.43b)
Yk,inlet = Yk,∞, (2.43c)
Tinlet = T∞, (2.43d)
pinlet = p∞. (2.43e)
Therefore, we have 4+Ns physical boundary conditions as applied for 4+Ns primi-
tive variables, which are determined by the free-stream flow conditions, where Ns is
number of species in the combustion model. For the subsonic boundary condition,
we have also have all incoming flow, except the wave corresponding to λ = (u − c)
is outgoing wave. The characteristic boundary conditions therefore can use the far
field condition of (u, v, Yk, T ); only the pressure (p) or density (ρ) is needed to
compute from one-sided finite difference with interior points.
For the supersonic outflow, all eigenvalues are also positive. The characteris-
tic waves are all outgoing waves. Therefore, all the primitive variable values can
be computed using one-sided finite difference for interior points. For the subsonic
outflow, the only characteristic wave related to λ = u − c is incoming wave. This
characteristic boundary condition needs to be determined from physical boundary
condition. Normally, the pressure far field condition is applied to specify this bound-
ary condition.
For the wall boundary conditions, a no-slip condition is applied for the velocities,
an adiabatic or iso-thermal boundary condition is applied for temperature, no-flux
(non-catalytic wall) boundary conditions are applied for the mass fraction of each
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specie, and the normal gradient of the pressure is assumed to be zero at the wall.
So, the boundary conditions can be expressed as the following
uwall = vwall = 0, (2.44a)
∂T
∂y
|wall = 0, or T = Twall, (2.44b)
∂Yk
∂y
|wall = 0, (2.44c)
∂p
∂y
|wall = 0. (2.44d)
2.6 Numerical Algorithm
Figure 2-2: Numerical algorithm for reacting flow problems.
In most cases of numerical reacting flows, there is a big difference between the
chemical reaction time scale and the fluid dynamics time scale, resulting in stiffness
due to the reaction source terms. Therefore, we use a time splitting operator to split
our governing equations into two steps, which permits us to maintain accuracy while
resolving the reaction source terms [56, 39, 40, 9]. Equations (2.8) can be split into
a pure fluid dynamics part governed by a system of partial differential equations

























The numerical algorithm we use to solve reacting flow problems is presented as
a flow chart in Figure 2-2. The flow chart means that the equation (2.45) and (2.46)
are solved separately. In a typical time step, the output of the fluid dynamics part at
the half time step of “n+1/2” provide the initial condition for the chemical kinetics
part. The output of the chemical kinetics part at the full time step of “n+ 1” then
provides the initial conditions for the next time step for the fluid dynamics part,
and so forth.
The equations (2.45) are solved numerically with the WENO-LLF scheme for
the inviscid flux terms [31, 32, 34, 33, 36, 37, 38, 39, 40], and a fourth-order central
























In these expressions, Fˆi+1/2,j and Fˆi−1/2,j are inviscid fluxes at the left and right
wall of a cell in the x direction, respectively. Gˆi,j+1/2 and Gˆi,j−1/2 are inviscid
fluxes at the upper and lower wall of a cell in the y direction, respectively. Hˆi+1/2,j
and Hˆi−1/2,j are viscous fluxes at the left and right wall of a cell in the x direction,
respectively. Tˆi,j+1/2 and Tˆi,j−1/2 are viscous fluxes at the upper and lower wall of a
cell in the y direction, respectively. For temporal discretization, we use a third-order
Runge-Kutta scheme [39, 40].
Normally, the chemical reactions span very different time scales, including both
slow and fast reactions. We thus require a solver that is appropriate for stiff systems.
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Here, we use the CHEMEQ package incorporating the Arrhenius law to solve for
the ODEs of the chemical kinetic part [44, 45, 39, 40]. Generally, the system of
equations (2.46) can be rewritten as
dY(t)
dt
= g(Y(t), T, p), (2.48)
where Y(t) = [Y1(t), Y2(t), ..., YNs(t)]
T is the vector of mass concentrations,
g(Y, T, p) = [g1(Y(t), T, p), g2(Y(t), T, p), ..., gNs(Y(t), T, p)]
T is the vector of reac-
tion rates, which is a nonlinear functions of the mass fraction of species, temperature
and pressure.
2.7 Numerical methods for spatial discretization
In this section, we combine two existing methods to solve for both inviscid flux
terms and viscous flux terms. For inviscid flux terms, the WENO-LLF scheme,
proposed by Jiang and Shu [33], is specially designed for strong and moving shocks
in multi space dimensions with high order of accuracy. The key idea of WENO-LLF
schemes is a linear combination of lower order fluxes, computed by Roe’s second-
order scheme, to obtain a higher order approximation. The idea is to use adaptive
stencils to automatically achieve high order accuracy and non-oscillatory properties
near discontinuities. For viscous terms, the fourth-order central differencing scheme,
which is proposed by Yiqing and Shu[41], is designed to combine with the fifth-order
WENO-LLF scheme to get a solution with high-order accuracy.
2.7.1 Domain discretization
For reacting flow problems, a fine mesh grid is necessary to resolve the chemical
kinetics behavior. Thus, in order to have an efficient numerical implementation, the
physical domain is divided in to sub-domains. Each of these sub-domains is managed
by one processor as in Figure 2-3. These computational domains are discretized
using l grid points in the x-direction and d grid points in the y-direction, with grid
sizes of ∆x and ∆y, respectively. To be added to the computational domain are
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four ghost points on the left, right, upper and lower sides, which are needed when
we use the fifth-order WENO-LLF scheme as in Figure 2-4.
Figure 2-3: Domain partition and data transferring between processors using point-
to-point communication.
Figure 2-4: Computational domain discretization.
To compute for the whole (large) computational domain, the Message Passing
Interface (MPI) is used to transfer data on the boundaries of adjacent sub-domains.
The point-to-point communication method with ‘Send’ and ‘Receive’ commands is
used to transfer data between processors.
2.7.2 The fifth order WENO-LLF scheme







, i = 1, .., l j = 1, .., d,
(2.49)
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where the flux terms at the wall of the cell (F̂i+1/2,j , F̂i−1/2,j , Ĝi,j+1/2 and Ĝi,j−1/2)











Here, FN+3R are the right eigenvectors of Jacobian matrix of ∂F(U)/∂U. The 5th-
order accurate approximation of f±i+1/2,j is constructed by a linear combination of
the 3rd-order ENO-Roe fluxes at three stencils as follows (See Figure 2-5),









denotes the right wall of the cell, while “−′′ denotes the left wall of the
cell. The fˆ±,ki+1/2 is computed with the 3rd-order ENO-Roe scheme in the x-direction.

































































10 , and ε = 10
−6 are introduced to avoid the
denominator becoming zero.
Similarly, the flux terms Gˆi,j+1/2 along with the right eigenvectors G
N+3
R of the











The flux terms of Fˆi−1/2,j and Gˆj−1/2,j are constructed symmetrically as Fˆi+1/2,j
and Gˆj+1/2,j about i+ 1/2 and j + 1/2, respectively.
2.7.3 The fourth-order central differencing scheme for viscous terms
In order to deal with the flux of the viscous terms, a set of conservative 4th-
order accurate finite central differencing schemes are employed [41, 42, 43]. These
4th-order central differencing schemes are constructed so that the stencil’s widths
are within the 5th-order WENO-LLF scheme stencils to achieve the highest order
of accuracy.
Consider the approximation of the viscous flux derivative in the x direction in





≈ Ĥi+1/2 − Ĥi−1/2
∆x
. (2.55)
In order to obtain 4th-order accuracy, Ĥ in Equation (2.55) is constructed by a linear


















































































In order to get the highest accuracy of HI with I = i − 3/2, i − 1/2, i + 1/2, the
approximation of each term in the above equations can use the stencils given below.
For the group of variables and parameters including µ, u, v, hk, the discretization













































l , one can obtain different orders of accuracy for the approximation
to the viscous terms (the approximation of ∂H∂x
∣∣∣
i
in Equation (2.56) is fourth-order
accurate). In this study, we choose (m,n) = (−2, 1), (r, s) = (−3, 2) and (p, q) =
(−2, 2) and the coefficient CIl , Ccl , and DIl as in [41, 42, 43].
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We know that Equation (2.56) is symmetric with respect to cell i, so, we can
compute the term Ĥi+1/2 from Ĥi−1/2 by shifting the index of all terms by 1. The
fluxes in y-direction are treated in the same way, replacing index i with index j.
2.8 Numerical method for thermo-chemical kinetics of
reacting flows
2.8.1 Numerical method for chemical kinetics of reacting flows
In this study, the system of ODEs (2.48) is solved using the CHEMEQ package
proposed by Young [44, 45]. CHEMEQ integrates a set of coupled, stiff-differential
equations using a one-step algorithm with no previous values of the variables yi
or the derivative gi stored from one cycle to the next. The method is based on a
second-order predictor-corrector method which takes special notice of those partic-
ular equations which are determined to be stiff. The derivatives gi are evaluated
from
gi(t) = Qi − yi(t)
τi(t)
, (2.61)
where the time scale is defined by τi = 1/Li, and Qi and Li are the destruction
and formation of specie i in the chemical reaction, respectively. The value of δt =
i min (yi(0)/gi(0)) is used to determine whether the function is stiff or not. Based
on that, the predictor step is performed as follows:
yi(1) = yi(0) + δtgi(0) for normal case, (2.62)
and
yi(1) =
yi(0)[2τi(0)− δt] + 2δtτi(0)Qi(0)
2τi(0) + δt
for stiff case. (2.63)
The corrector step is performed as follows:
yi(m+ 1) = yi(0) +
δt
2






2 [τi(m) + τi(0)][Qi(m) +Qi(0)] + yi(0)[τi(m) + τi(0)− δt]
]
[τi(m) + τi(0) + δt]
for stiff case.
(2.65)
The convergence criterion is determined from the relative error as
|yi(m+ 1)− yi(m)|
min [yi(m+ 1), yi(m)]
< 3. (2.66)
In this study, we choose 3 = 10
−3.
2.8.2 Temperature evaluation
In Equation (2.48), g(y) at each grid point is a function of mass fractions (Yi),
temperature (T ) and pressure (p). The mass fractions are computed numerically
using CHEMEQ as in Section 2.8.1, pressure is computed using the equation of state
as in Section 2.3, and the energy equation is solved for the total energy, E, of the
system. Hence, we need to solve for temperature at each grid point whenever the
species density is updated by CHEMEQ. This is done with an implicit equation for











where the density (ρk) of species k is updated with CHEMEQ. The density of the
mixture (ρ), the total energy of the system (E) and the velocities of fluid flow (u and
v) do not change at the current time step. Therefore, the temperature in Equation
(2.67) can be solved by the Newton-Raphson method as the following





where the superscript “n
′′











Note that a tolerance of 10−6 is used as the convergence criterion for the Newton-
Raphson numerical method used in this study.
2.9 The numerical implementation of boundary condi-
tions
2.9.1 The fourth-order one-sided finite difference
As mentioned in Section 2.5.1 that there are two kinds of boundary conditions:
numerical boundary condition and physical boundary conditions that correspond
to incoming and outgoing characteristics [3]. In order to compute the amplitude
of the outgoing characteristic (Li) in the x or y direction, we employ a fourth-
order one-sided finite difference scheme to compute the value at the boundaries [52].
This fourth-order accurate scheme is used to fulfil the accuracy of the fifth order
WENO-LLF scheme and fourth-order central differencing scheme in the Navier-
Stokes equations. Consider the Taylor series expansion for the function φ(x) around
a nodal point, xi. We have


















i + · · · (2.70)







(v)(xi) · · · . Therefore, the fourth order












The sign (±) depends on whether the one-sided finite difference is forward or back-
ward, corresponding to the left or right boundaries, and top or bottom boundaries.
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2.9.2 Solid wall boundary conditions
In the fifth-order WENO-LLF scheme, four grid points are added into the region
outside the physical domain as in Figure 2-4 or in Figure 2-6. Therefore, the bound-
ary conditions, which are expressed in equations (2.44a)–(2.44d), are implemented
numerically as (also see Figure 2-6 for detail)
ui,j = −ui,−j , vi,j = −vi,−j , Ti,j = Ti,−j , pi,j = pi,−j and Y ki,j = Y ki,−j ,
(2.72)
where i = 1, .., l, j = 1, .., 4, and k = 1, .., Ns, l is the number of grid points along the
x direction, and the subscript ’-j’ is added for “ghost” points outside the physical
domain as shown in Figure 2-6.
Figure 2-6: Boundary conditions at the solid walls.
2.9.3 Inlet and Outlet boundary conditions
(a) (b)
Figure 2-7: Boundary conditions at the inlet and outlet: (a) Inlet boundary, (b)
Outlet boundary.
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The inlet and outlet boundary conditions are derived based on the characteristic
boundary conditions method in Section 2.6 that depends on the sign of the eigenval-
ues of the convective flux Jacobians. Those eigenvalues in equations (2.41a)–(2.41c)
can be positive or negative, depending on the value of incoming velocity and out-
going velocity of the fluid flow. The method of treating these boundary conditions
numerically is different as shown in Figures 2-7(a) and 2-7(b).
Supersonic boundary conditions at the inlet
For supersonic inflows, all eigenvalues are positive and the characteristics are
propagating into the domain. Therefore, only physical boundary conditions are
specified at the inlet. For such boundary conditions
Ui,0 = Ui,−j = U∞, i = 1, .., l, j = 1, .., 4, (2.73)
where U∞ are freestream flow quantities, and U = [ρ, u, v, E, Yk, T, p]T with k =
1, .., Ns.
Supersonic boundary conditions at the outlet
For supersonic outflows, all eigenvalues are also positive but the characteristics
are leaving the physical domain. Hence, the fourth-order one-sided finite difference
in Section 2.9.1 with Equation (2.71) is used to compute the values of all primitive
variables at this boundary.
The subsonic boundary conditions at the outlet









4+k can be determined from the interior points using a one-sided finite difference
scheme. Only the wave corresponding to L
(x)
1 is coming into the computational
domain from the outside. Constant pressure far-field conditions are normally chosen
to compute the characteristics of L
(x)
1 . Table 2.3 summarizes the characteristic
computations.
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Subsonic NSCBC at x = 0 Subsonic NSCBC at x = l
L
(x)















2 computed using one-side finite difference L
(x)
2 computed using one-side finite difference
L
(x)
3 computed using one-side finite difference L
(x)















4 computed using one-side finite difference
L
(x)
4+k computed using one-side finite difference L
(x)
4+k computed using one-side finite difference
Table 2.3: Subsonic Navier-Stokes characteristic boundary conditions (NSCBC) at
the outlet.
In Table 2.3, TR
(x)
i are the transverse terms, V
(x)
i are the viscous terms and S
(x)
i
are the chemical kinetic terms (refer to [24, 29, 30, 22, 28] for more detail). σ is the
relaxation coefficient (0 ≤ σ ≤ 1). If we choose a small value of σ, we have non-
reflecting boundary conditions, however, it takes time to reach the chosen pressure
p∞. The optimal value for non-reflecting boundary conditions is 0.25. If we choose
a large value of σ, we have reflecting boundary conditions. Ma is the maximum
value of Mach number along the boundary. l is the length of the boundary. L
(x)
exact
is the expected value of L
(x)
1 at the steady state.
Subsonic boundary condition at the inlet boundary
The boundary conditions at the inlet depend on the physical nature of the
problem. We may have different boundary conditions, such as reflecting boundary
conditions, non-reflecting boundary conditions, or hard boundary conditions, etc.
However, we can express the general equations for the inlet boundary conditions of
the flows governed by the Navier-Stokes equations [3, 21, 24, 29, 30, 22, 28], as in
Table 2.4.
In Table 2.4, βi is the relaxation coefficient (0 ≤ βi ≤ 1). If we choose a small
value of βi, we obtain non-reflecting boundary conditions. The optimal value of βi
for non-reflecting boundary conditions is 0.278. At this value of βi, we obtain the
value of u0, v0, T0 and Yk0 in the shortest time. If we choose a large value of βi, we
obtain reflecting boundary conditions.
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Subsonic NSCBC at x = 0 Subsonic NSCBC at x = l
L
(x)
1 computed using one-side finite difference L
(x)
1 = β1(u− u0) + TR(x)1 + V (x)1 + S(x)1
L
(x)
2 = β2(T − T0) + TR(x)2 + V (x)2 + S(x)2 L(x)2 = β2(T − T0) + TR(x)2 + V (x)2 + S(x)2
L
(x)
3 = β3(v − v0) + TR(x)3 + V (x)3 + S(x)3 L(x)3 = β3(v − v0) + TR(x)3 + V (x)3 + S(x)3
L
(x)
4 = β4(u− u0) + TR(x)4 + V (x)4 + S(x)4 L(x)4 computed using one-side finite difference
L
(x)
4+k = β4+k(Yk − Yk0) + TR(x)4+k + V (x)4+k + S(x)4+k L(x)4+k = β4+k(Yk − Yk0) + TR(x)4+k + V (x)4+k + S(x)4+k




Validation and Comparison of
Computer Code using
Benchmark Problems
In this chapter, our computer code is validated and compared with analytical
solutions and proven codes using benchmark problems. The one-dimensional Sod-
Shock problem proposed by Lax and Harten-Shock problem is used to demonstrate
capabilities of the numerical method in capturing a discontinuity and tracking a
moving shock in Section 3.1. The oblique shock wave problem, used to test for the
reflecting angle of a shock wave from a solid wall, is also described in Section 3.1.
The transport properties at low and high temperature obtained from our computer
code are validated in Section 3.2. Section 3.3 shows two examples of Poiseuille
non-reacting and reacting flows to test the role of viscous and sources terms in the
presence of solid walls. A Gaussian flame problem is also taken as an example to
validate the characteristics boundary conditions in Section 3.4. Finally, Section 3.5
details the validation of one-dimensional detonation waves structure by comparing
with previous theory, experimental and numerical data.
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3.1 Validation of the computer code using benchmark
problems
In this section, the computer code without chemical kinetics is validated by
using the classical Sod-shock and Harten-shock problems proposed by Lax [31, 34,
40, 53, 33].
For the Sod shock tube problem, the one-dimensional shock wave is performed to
examine for the capability of the numerical method in capturing the discontinuity.
The computational domain is discretized using 200 regular cells. Assume that both
ends of this tube are closed. The boundary conditions applied on both ends are
reflecting boundary conditions. The initial conditions are
ρ = 1.0, u = 0.0, p = 1.0
(
0 ≤ x ≤ 0.5), (3.1a)
ρ = 0.125, u = 0.0, p = 0.1
(
0.5 ≤ x ≤ 1). (3.1b)
For this problem, the entire tube is divided into two parts. The left side is
assumed to be high pressure and high density. The right side part is assumed to
be low pressure and low density. They are separated by a membrane placed in the
middle of the tube. After removing the membrane, a shock wave is formed and
moves to the right, while expansion wave is formed and moves to the left due to the
different pressure at the two regions. The results obtained from current code are
compared with the exact solution at t = 0.15s as shown in Figure 3-1(a).
The Harten-Shock problem is another well known test case for the shock tube
problem, proposed by Lax [31, 34, 40, 53, 33] for the Riemann problem. This one-
dimensional shock wave is used to test the numerical method in shock capturing.
The initial conditions are
ρ = 0.445, u = 0.7, p = 3.52773
(
0 ≤ x ≤ 0.5), (3.2a)
ρ = 0.5, u = 0.0, p = 0.57100
(
0.5 ≤ x ≤ 1). (3.2b)
The boundary conditions as applied to both ends for this case are also the
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reflecting boundary conditions. The computation is performed using 200 regular
cells. In the Lax-Harten shock problem, a moving high-pressure zone is placed on
the right-hand side instead of a stationary high-pressure zone in Sod-shock problem.
Thus, the Lax-Harten shock problem can be considered as an interaction between
the moving high-pressure flow and a stationary low-pressure flow. Similarly, a shock
wave is formed and moves to right and expansion wave is formed and moves to the
left. Figure 3-1(b) compares the computed density, velocity, and pressure profiles
with the exact solution at t = 0.15s.
(a) (b)
Figure 3-1: Comparison between exact solution and numerical results using the 5th-
order WENO-LLF scheme combined with the 4th-order central differencing scheme.
(a) Sod-shock problem at t = 0.15s. (b) Harten-shock problem at t = 0.15s.
The third test case is that of a two-dimensional shock wave reflecting from a
surface [40]. The computational domain is a rectangle of length 4.0 and height 2.0



















The boundary conditions prescribe a reflecting surface along the bottom boundary,
supersonic outflow along the right boundary, and fixed values on the other remaining
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two sides as in Equations (3.3a) and (3.3b). The predicted shock angle of the
numerical method (35.32o)is in agreement with analytical data (35.23o), see Figure
3-2.
Figure 3-2: Comparison between experimental data and numerical results using
the 5th-order WENO-LLF scheme combined with the 4th-order central differencing
scheme.
3.2 Validation of the code for transport properties
In order to validate the numerical method for Navier-Stokes equations appli-
cable to viscous reactive flow, the numerical results of transport properties of the
mixture-average and species are compared to results obtained from Cantera package
[54]. This package is available at “http://navier.engr. colostate.edu/tools/diffus.html”.
In this study, both our computer code and Cantera package are run with the same
initial conditions of pressure, temperature and mole fraction of species.
Two experiments with different values in pressure and temperature (low temper-
ature and high temperature) are carried out to ascertain if our code can work within
a range of combustion temperatures. The first experiment uses an initial pressure
of 101325.0 Pa, temperature of 298.0 K and mole fraction (H2 : O2 : Ar) = 0.2 :
0.1 : 0.7. The comparisons are shown in Table 3.1. The second experiment uses
an initial pressure of 184780.6 Pa, temperature of 3000.0 K and mole fraction of
(H2 : O2 : Ar) = 0.2 : 0.1 : 0.7. The comparisons are shown in the Table 3.2. It
can be seen that our results are in good agreement with Cantera’s results for both
cases of low and high temperature.
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Coefficients Current results Cantera’s results
µ(g.cm−1.s−1) 2.253617E − 04 2.255461E − 04
ρ(g.cm−3) 1.290956E − 03 1.290956E − 03
k(erg.cm−1.K−1.s−1) 3.63582E + 03 3.65378E + 03
cp(erg.g
−1.K−1) 7.36736E + 06 7.36736E + 06
Xmixture(mol.cm
−3) 4.08942E − 05 4.08942E − 05
DH2,m(cm
2.s−1) 9.88814E − 01 1.016321E + 00
DO2,m(cm
2.s−1) 2.34332E − 01 2.36271E − 01
DO,m(cm
2.s−1) 3.69670E − 01 3.74175E − 01
DH,m(cm
2.s−1) 1.37073E + 00 1.38695E + 00
DOH,m(cm
2.s−1) 3.62279E − 01 3.66606E − 01
DHO2,m(cm
2.s−1) 2.29532E − 01 2.31417E − 01
DH2O2,m(cm
2.s−1) 2.27780E − 01 2.29641E − 01
DH2O,m(cm
2.s−1) 2.59997E − 01 2.59310E − 01
DAr,m(cm
2.s−1) 1.49937E − 01 1.52011E − 01
Table 3.1: Comparison of transport properties obtained from our code and Cantera
package at initial pressure of 101325.0 Pa and temperature of 298.0 K.
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Coefficients Current results Cantera’s results
µ(g.cm−1.s−1) 1.10881E − 03 1.10995E − 03
ρ(g.cm−3) 2.33845E − 03 2.33845E − 03
k(erg.cm−1.K−1.s−1) 1.97702E + 04 2.08975E + 04
cp(erg.g
−1.K−1) 8.22306E + 06 8.22310E + 06
Xmixture(mol.cm
−3) 7.407966E − 06 7.408051E − 06
DH2,m(cm
2.s−1) 2.57576E + 01 2.64021E + 01
DO2,m(cm
2.s−1) 6.41718E + 00 6.46941E + 00
DO,m(cm
2.s−1) 9.92304E + 00 1.00532E + 01
DH,m(cm
2.s−1) 3.81632E + 01 3.96242E + 01
DOH,m(cm
2.s−1) 9.72520E + 00 9.84778E + 00
DHO2,m(cm
2.s−1) 6.27753E + 00 6.32691E + 00
DH2O2,m(cm
2.s−1) 6.22976E + 00 6.27853E + 00
DH2O,m(cm
2.s−1) 8.53327E + 00 8.68921E + 00
DAr,m(cm
2.s−1) 4.08047E + 00 4.10312E + 00
Table 3.2: Comparison of transport properties obtained from our code and Cantera
package at initial pressure of 184780.6 Pa and temperature of 3000.0 K.
3.3 Poiseuille flows
Poiseuille flow is considered as an example where the viscous terms become
important at the boundaries [3, 28, 23]. Therefore, in this section, both non-reacting
and reacting Poiseuille flows are used to validate our computer code.
For the viscous flow in a channel, the no-slip condition is directly enforced for
the velocity at the walls as u = v = 0 in the momentum equations. For energy
equation, the boundary conditions are enforced through the temperature whether
they are adiabatic or iso-thermal walls. The boundary condition for the specie
variables can be specified as ρYi(n.Vi) = ρYiVi,n = 0 for the impermeable walls.







u = v = 0.0, (3.4b)
T = Twall or n.q = qwall, (3.4c)
ρYi(n.Vi) = 0. (3.4d)
3.3.1 Non-reacting Poiseuille flow
In this section, a laminar viscous non-reacting flow between two parallel plates
[3, 28, 23] is used for our simulation. The computational domain has length 10 mm
and width 2 mm. This domain is discretized using 200 and 50 grid points along the
length and width of the channel, respectively. The initial velocity field throughout
the entire domain is given as the profile proposed by Poisot [3]:









v(t = 0, x, y) = 0.0, (3.5b)
T (t = 0, x, y) = T0, (3.5c)
p(t = 0, x, y) = 1.0, (3.5d)
where umax is the maximum velocity on the axis and b is the half-width of the
channel. The Reynolds number is Re = ρumaxb/µ = 15 and the Mach number of
the flow is M = umax/c = 0.1, where µ is the dynamic viscosity of the flow. The
initial temperature and pressure are 300.0 K and 1.0 atm, respectively.
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Figure 3-3: Comparison of velocity profiles at sections x = 0, x = 0.5L and x =
L between exact solution and numerical results using the 5th-order WENO-LLF
scheme combined with the 4th-order central differencing scheme.
The wall boundary conditions are given by Equations (3.4a)–(3.4d) for adiabatic
wall with wave amplitude of Ly1 and L
y
4. The inflow boundary conditions are “hard”
conditions which directly specify the solutions of (u, v, T, ρ and p) at x = 0 as the
initial conditions (see Section 2.9.3 for the inlet at x = 0 boundary conditions) com-
bined with the viscous condition of ∂τxx/∂xx = 0. The outflow boundary conditions
are specified by the far field pressure through the wave amplitude of Lx1 (see Sec-
tion 2.9.3 for the outlet (x = l) boundary conditions) combined with the physical
boundary conditions of ∂qx/∂xx = 0 and ∂τxy/∂xx = 0.
The resulting velocity profiles at sections (x/L = 0, x/L = 0.5 and x/L = 1.)
are compared with a fully developed exact solution in Figure 3-3. They indicate
that the velocity profiles at x/L = 0.5 and x/L = 1 are fully developed and in
good agreement with the exact solution. The result of pressure along the axis of
the channel also compared well with the analytical solution in Figure 3-4. It shows
that the current result matches the exact solution. Differences occur at the inlet
due to the perturbation of compressible flow in the midst of the velocity is not fully
developed. Figure 3-5 shows the pressure contours in the computational domain. It
54
shows that the pressure gradually decays from the inlet to the outlet to meet the
pressure far field condition.
Figure 3-4: Comparison of pressure along the centerline of the channel (y = b) be-
tween exact solution and numerical results using the 5th-order WENO-LLF scheme
combined with the 4th-order central differencing scheme.
Figures 3-6 – 3-8 show iso-contours of the u-velocity component, v-velocity com-
ponent and vector field, respectively. They indicate that there is a disturbance at
the inlet due to the enforcement of a non-developed velocity profile. However, the
flow becomes stable from the middle to the end of the channel.
Figure 3-5: Pressure contour with iso-contour.
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Figure 3-6: u- velocity component iso-contour.
Figure 3-7: v-velocity component iso-contour
Figure 3-8: Velocity field with arrows
3.3.2 Poiseuille Reacting flows
Poiseuille reacting flow is considered as another test case where chemical re-
action and flame propagation in the gas phase [3, 28, 23] are introduced. The
simulation employs adiabatic, non-slip wall conditions for the two solid wall bound-
aries, “hard” conditions for the inflow boundary, and non-reflecting conditions for
the outflow boundary. Additionally, zero normal gradients of the diffusive flux,
∂(ρYiVi,x/∂x) = 0 and ∂(ρYiVi,y/∂y) = 0 in equations (3.4d), are enforced at the
outflow boundary and solid wall boundaries, respectively. The velocity, temperature,
and species profiles of 1D stoichiometric H2/O2/Ar premixed flame are obtained and
mapped into the uniform grid in 2D channel as the initial condition to start the sim-
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ulation. The initial velocity u is assumed to be fully developed parabolic profile.
The domain size is 10 cm × 2 cm with 200× 100 grid resolution.
Figures 3-9 – 3-12 show the iso-contours of temperature, u and v velocity, species
HO2 and H2O at t = 0.5 ms, respectively. The iso-contours contours show that there
is no effect of acoustic waves or reflecting behavior. The results also show that the
values of variables and parameters on the walls are matched. These mean that both
the numerical boundary conditions and physical boundary conditions are imposed
correctly on all boundaries.
Figure 3-9: Temperature iso-contour (K) at t = 0.5 ms.
Figure 3-10: U-velocity iso-contour (cm/s) at t = 0.5 ms.
Figure 3-11: V-velocity iso-contour (cm/s) at t = 0.5 ms.
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Figure 3-12: Species HO2 mole fraction iso-contour at t = 0.5 ms.
Figure 3-13: Species H2O mole fraction iso-contour at t = 0.5 ms.
3.4 Gaussian flame propagation
In this section, a Gaussian distribution of temperature, which has its center
located at the middle of a square domain, is used to validate the viscous reacting
flow with different boundary conditions [28, 23]. The simulations are performed
for a square domain of 1.0mm× 1.0mm. This computational domain is discretized
by a regular grid with 100 × 100 grid points in the x and y direction, respectively.
Initially the domain is filled using homogenous pre-mixed fuel of H2/O2/Ar with
mole fraction of 0.33:0.17:0.50 under the pressure of 101325.0 Pa. The Gaussian
distribution of temperature with a peak value of 2300 K is used to start up the
flame propagation as in Figure 3-14. The boundary conditions applied to the four
sides of the square domain are outflow boundary conditions. The numerical outflow
boundary conditions are described in Section 2.9.3, while the physical boundary
conditions of these three cases are ∂qx/∂x = 0, ∂(ρY lkVkx)/∂x = 0, ∂τ/∂x = 0
along the x boundary and ∂qy/∂y = 0, ∂(ρYkVky)/∂y = 0, ∂τ/∂y = 0 along the y
boundary.
Three types of characteristic boundary conditions are applied to consider the
effect of each term of reacting flow as the flame propagates from the middle to the
58
boundaries [28, 23]. The three different boundary conditions are (case A1) LODI
conditions only, (case A2) LODI conditions including the chemical kinetics terms,
and (case A3) LODI conditions with all terms (transverse terms, source terms, and
viscous terms) added in, as given in the following equations




















(p− p∞) + L(x)exact + TR(x)1 + V (x)1 + S(x)1 . (3.8)
Figure 3-14: Initial condition for Gaussian flame problem.
Figures 3-15 – 3-18 show the iso-contour of the flame (refer to species HO2) and
the vector velocity field for all three cases at different times of t = 0.1µs, 1.0µs, 4.0µs and 5.5µs.
Figures 3-19 – 3-22 show the corresponding iso-contour of the temperature with the
velocity field for all three cases. It can be seen that the flame’s behavior is quite
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similar for all three cases when the flame is propagating inside the domain as time
ranges from t = 0.1µs to t = 1.0µs. Stronger chemical reactions occur in case
A3 compared to A2 and A1. As such, the amount of chemical energy released are
reduced in order of case A3, A2 and A1. However, when the flame reaches the
boundaries, the flame’s behavior is very different for each case. For case A1, the
flame is reversed back in to the domain as it reaches the boundaries. This happens
because of the absence of the reaction source terms. For case A2, with the addition
of reaction source terms, the flame can easily burn out, so that there is no rever-
sal flame for this case. On the other hand, a lack of transverse and viscous terms
causes an acceleration of the flame at the central part of boundaries, leading to
the square-shaped front. For case A3, all the terms comprising the reaction source
terms, transverse terms and viscous terms are added. The results therefore correctly
represent the behavior of the real flame propagation.
(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-15: Velocity field and flame iso-contour at time t = 0.1µs
(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-16: Velocity field and flame iso-contour at time t = 1.0µs
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(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-17: Velocity field and flame iso-contour at time t = 4.0µs
(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-18: Velocity field and flame iso-contour at time t = 5.5µs
(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-19: Temperature iso-contour at time t = 0.1µs
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(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-20: Temperature iso-contour at time t = 1.0µs
(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-21: Temperature iso-contour at time t = 4.0µs
(a) Case A1 (b) Case A2 (c) Case A3
Figure 3-22: Temperature iso-contour at time t = 5.5µs
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3.5 Code validation for one dimensional ZND detona-
tion waves
Finally, the numerical method is validated with a 1D detonation problem. The
simulation results are compared with previous simulation and experimental results.
For this problem, a 1D domain with length of 0.6 m, is discretized using 6000 grid
points distributed regularly (∆x = 0.1mm). A mixture of H2 : O2 : Ar with
mole fraction ratio of 2 : 1 : 7 is prescribed at each grid point in the domain at a
temperature of T0 = 298.0 (K) and pressure of p0 = 6670.0 (Pa) as the initial
conditions. The mixture is ignited by a hotspot with high pressure (p = 28 ∗ p0) at
the left end of the computational domain.
Figure 3-23: One-dimensional detonation wave structure at the C-J steady state
The simulation results in Figure 3-23 show that a steady state detonation wave
consists of four main zones: (1) a thin leading shock front called the “induction
zone” where the unburnt gases are compressed, heated up and accelerated in the
direction of shock propagation. (2) A thicker relaxation zone called the “reaction
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zone” in which the rotational and vibrational modes of the unreacted explosive
gases approach thermal equilibrium. Chemical reactions occur resulting in chemical
energy released, however, they relax to the thermal equilibrium at the Chapman-
Jouguet (C-J) state [61, 62]. (3) The third region is called the “rarefaction zone”
where the chemical reactions still occur but less so than in the reaction region. A
new equilibrium state is formed at the end of this zone. (4) The final region is the
“steady state zone” where all properties reach equilibrium state.
The appearance of these four zones in the one-dimensional detonation structure
is in good agreement with the ZND model [58, 59, 60] and other previous experi-
mental and numerical results [57, 40]. The results also show that the mean value
of detonation velocity (sum of particle and sound velocity in the product) obtained
from our computer code is about 1625.0 m/s, which is in good agreement with the
theoretical C-J velocity value of 1618.0 m/s of Gordon et al.[7] The C-J plane is
determined by the C-J condition where velocity reaches the C-J value (see Figure
3-23). Therefore, we can determine the C-J pressure (Pcj), von Neumann peak
pressure of the leading shock (Ppeak), the reaction length zone (lreact) and reduction
length zone (lreduct). In this study, the C-J pressure is Pcj = 93600.0 Pa, which
is in good agreement with the experimental results of 94000.0 Pa in Lefebrvre et
al.[57] The von-Neumann peak pressure of the leading shock is about 167500.0 Pa
= 1.79Pcj , which is slightly smaller than analytical value (1.86Pcj) in ZND model
[58, 59, 60]. The length of reaction zone, is defined as the distance from leading
shock to C-J plane, is 0.0115 m, which agrees with result of Oran et al.[56] The
induction zone length, defined as the distance from shock front to the maximum





detonation waves in viscous
reacting flows
This chapter presents numerical simulation results of one-dimensional and two-
dimensional detonation waves in viscous reacting flows. The one-dimensional prob-
lem is described in Section 4.1. We present results showing the structure of the det-
onation waves, and we study the effects of viscous and diffusion properties through
a comparison between 1D inviscid and viscous reacting flows. Section 4.2 describes
the two-dimensional problem. We describe the deflagration to detonation transition
process (DDT), discuss the roles of wave components in the onset of detonation
waves, and study a two-dimensional detonation cellular structure and evolution.
4.1 Simulation of one-dimensional detonation waves
4.1.1 Numerical setup
We consider a numerical simulation of detonation waves with the effects of
viscous terms and diffusion terms. This numerical simulation is performed for 1D
detonation wave propagation in a viscous reacting flow. The governing equations
comprise the Navier-Stokes equations and the equations describing conservation of
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species as stated in Equations (2.8). The chemical kinetics model employs the model
proposed by Wilson and MacCormack as shown in Section 2.2 for the combustion
process. The simulation is set up for a computational domain with a length of
l = 0.1m, and is discretized using 1000 grid points. A premixed mixture of the
hydrogen/air diluted with Argon and their mole fractions of [XH2 ] = 0.2, [XO2 ] = 0.1
and [XAr] = 0.7 initializes the solution at each grid point. The initial pressure is
P0 = 1atm, initial temperature is T0 = 298K, and velocity is u = 0m/s. An ignition
source at high pressure of 28atm is placed at the left end of the computational
domain to ignite the unburnt mixture. “Hard” boundary conditions are enforced at
the inlet, and supersonic outflow boundary conditions are enforced at the outlet of
the domain.
4.1.2 One dimensional detonation wave structure
In this section, the 1D detonation wave structure, which was briefly mentioned
in Section 3.5, is described and analyzed in detail for physical and chemical phe-
nomena in the four main zones. Figures 4-1(a)–4-1(d) show profiles of pressure,
temperature, propagation velocity of detonation waves, and specie mass fractions at
time t = 5µs.
The results in Figure 4-1(a) show that the leading edge of the 1D detonation
wave is a shock wave, which travels through the unburnt mixture with velocity Dcj .
The viscous and heat conduction forces present in the shock front compress and heat
up the unburnt mixture to attain a new thermal equilibrium state. A zone where
the internal energy and pressure reach their peak values due to the compression and
induction is observed right behind the leading shock front (the so-called induction
zone) as shown in Figure 4-1(a). This peak value of pressure is referred to as the
Von Neumann spike. At this high level of internal energy, chemical reactions start
occurring, at which the chemical energy release begins.
The reaction zone starts from Von Neumann spike state to Chapman-Jouguet
(CJ) plane as shown in Figure 4-1(a). The chain propagation reactions occur
strongly and rapidly at this high pressure and additional heat is released from the
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chemical reactions. The reaction rates therefore increase over several order of mag-
nitudes at this stage as shown in Figures 4-1(b)–4-1(d). However, the speed of
reaction gradually reduces when the reaction products are formed at the end half of
the reaction zone, resulting in the reduction of chemical energy released. Overall, it
can be observed that most of the chemical energy is released in this reaction zone.
(a) 1D detonation waves structure (b) 1D first species group
(c) 1D second species group (d) 1D third species group
Figure 4-1: One-dimensional detonation waves propagation in viscous reacting flows,
at t = 5.0µs
The last two zones are the rarefaction zone and the steady zone. In these two
zones, the chemical reactions still occur but less intense than in the reaction zone.
The CJ state is approached as the kinetic energy and the chemical reactions reach
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the equilibrium state (See Figure 4-1(a) at Dcj = 1625 m/s). These rarefaction and
steady zones are driven by the chemical reaction rates in these stages. A thrust is
formed by the difference in the pressure at the rarefaction zone and the steady zone.
This thrust supports and keep the traveling shock wave moving forwards. According
to Taver [63], about one-fourth of energy for the traveling shock waves comes from
the CJ steady state, while the other three-fourths comes from the chemical energy
released. The remaining energy is divided equally for the changing of the kinetic
energy and internal energy.
(a) Pressure (b) Density
(c) Temperature (d) Velocity
Figure 4-2: History of one-dimensional detonation properties
The behavior and amplitude of species in Figures 4-1(b) – 4-1(d) give us three
groups of species. These three groups are called reactants and products (group 1),
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slow mediate species (group 2) and fast reactants or radical species (group 3). These
three groups are involved in both fast reactions and slow reactions, which have very
different time scales. The species in fast reaction group are exhausted very fast
(HO2 and H2O2), and which mostly exist in the region close to the detonation
front. The species in slow reaction exist longer in the combustion process. It also
can be seen that the productions (H2O) dominate in the steady zone.
Figures 4-2(a)–4-2(d) show the history of pressure, density, temperature and
velocity, respectively. It can be observed that the peak value of pressure (or the ZND
pressure) is about Ppeak = 23atm, while the corresponding value of temperature is
about Tpeak = 3200K. The leading shock wave propagates at a speed of about
Uleading = 2000m/s, however, the CJ velocity is a constant at UCJ = 1625m/s. By
plotting the 1D history of the detonation wave’s properties, we can observe that
peak values of the pressure, the temperature, the velocity, and the CJ velocity are
constants when the detonation wave reaches the stable/steady state. These constant
values depend on the mixture and the ignition temperature.
4.1.3 Comparison of detonation waves between viscous and inviscid
reacting flows
In order to study effects of viscous terms and diffusion terms on the behavior of
detonation wave, we run simulations for 1D detonation wave for the viscous reacting
flow and inviscid reacting flow, and compare their results. These simulations are
carried out for the same initial conditions and boundary conditions as shown in
the Section 4.1.1. The comparison of pressure, density, temperature, and velocity
profiles at time t = 5µs are shown in Figures 4-3(a)–4-3(d). It can be seen that
there is not much difference between the results of the one-dimensional detonation
wave in the viscous reacting flow and the inviscid reacting flow. A very slight
difference in the amplitude and position of the shock front and other properties can
be explained by the influence of viscosity and thermal conductivity. The dynamic
viscosity and the thermal conductivity are small (about 10−5kg/(ms) for dynamic
viscosity and 10−2W/(mK) for thermal conductivity), because the temperature and
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pressure are high in the detonation problem. In addition, the Reynolds number and
Mach number are also high, therefore, the values of the viscous terms and diffusion
terms are small. As such, the detonation system is mostly driven by the convection
terms.
(a) Pressure (b) Density
(c) Temperature (d) Velocity
Figure 4-3: Comparison of one-dimensional detonation viscous flows and inviscid
flows t = 5.0µs
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(a) Species H2 (b) Species O2
(c) Species O (d) Species H
(e) Species OH (f) Species HO2
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(g) Species H2O2 (h) Species H2O
Figure 4-4: Comparison of mass fraction of species of one-dimensional detonation
viscous flows and inviscid flows t = 5.0µs
Figures 4-4(a)–4-4(h) show the comparison of mass fraction of species. These re-
sults show that there is not much difference in mass fractions of respective specie be-
tween the viscous reacting flow and the inviscid reacting flow. This can be explained
from the pressure and temperature profiles in Figure 4-3(a) and 4-3(c), since the
rates of production ω˙k are functions of the temperature and the pressure. Hence, we
can conclude that detonation waves in viscous reacting flows behave quite similarly
to detonation waves in inviscid reacting flows in one-dimensional cases. However,
for two or higher dimensions, the detonation waves may behave differently, such as
under the effect of solid walls and in the region of lower pressure and temperature,
etc,.
4.2 Numerical Simulation of two-dimensional detona-
tion waves in viscous reacting flows
4.2.1 Numerical setup
In this section, we consider a square computational domain of 0.02m× 0.02m,
which is discretized using 200 regular mesh grid points in each direction. On this
domain, we study the deflagration-detonation transition (DDT) process, the role of
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wave components in the onset of the detonation wave, and the detonation cellular
structure. A premixed fuel of hydrogen/air diluted with argon with mole fractions
of [XH2 ] = 0.2, [XO2 ] = 0.1, and [Ar] = 0.7 is initialized at each grid point in the
computational domain. The initial pressure is 6.67kPa, and the initial temperature
is 298K. The mixture is ignited with a high local pressure and temperature to yield a
strong shock as shown in Figures 4-5(a) and 4-5(b). A random perturbation is added
to the internal energy, (e∗ = e+αef), at a random location on the shock front for the
first iteration of the simulation process to create an instability and local hotspots.
These instability and hotspot serve as spark to ignite the unburnt mixture. These
instability and hotpot are also needed for the formation of a detonation wave in the
numerical simulation. Here, e is the internal energy of the system, α is a fluctuation
with (α ∈ [0, 1]), and f is a uniformly distributed random number with f ∈ [−1, 1].
Reflecting, catalytic wall, no-slip and thermal flux boundary conditions are enforced
for the upper and lower solid wall boundaries. ‘Hard’ boundary conditions are
enforced at the inlet boundary. Supersonic outflow boundary conditions with a
one-sided finite difference approximation are enforced at the outlet boundary.
Due to the limitation of computer resources and the requirement for a fine mesh
grid, a moving mesh technique is used to compute and observe the detonation at the
front. This moving mesh technique detects the location of detonation front based
on the detonation velocity.
4.2.2 Detonation wave propagation mechanism in 2D straight cham-
ber
Figures 4-5(a)–4-5(f) show a deflagration to detonation transition (DDT) pro-
cess, which is defined as the period from the beginning of deflagration to the (stable)
state of detonation waves. The results show that the DDT process involves two
stages. The first stage is a triple wave configuration process. The second stage is a
detonation cellular formation process.
In the triple wave configuration process, a local region with high pressure and em-
bedded disturbances are imposed on the left end of the detonation chamber to yield
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strong shock waves as in Figure 4-5(a). These strong shock waves then propagate
and interact with other (reflected) shock waves and solid walls to form detonation
waves. These detonation waves propagate and develop into transverse wave and
incident wave, both of these waves travel at sonic speed. At the beginning, many
transverse waves are formed as shown in Figure 4-5(c), however, the number of
transverse waves decreases due to interaction among the transverse waves and with
the solid walls (see Figure 4-5(e)). In addition, due to the distortion of the deto-
nation front, two regions with different strengths are formed along the transverse
waves, and gradually develop into triple wave configurations. The triple wave is of-
ten observed at the detonation front. Its structure is the combination of a transverse
wave, Mach stem, and incident wave as shown in Figures 4-5(e), 4-5(f) and 4-8.
In the detonation propagation process, the transverse wave propagates in the
transversal direction, whereas the Mach stem and incident waves propagate towards
the unburnt mixture. However, the incident wave and Mach stem exchange their
roles during the evolution, in which the incident waves gain energy to become Mach
stems, while the (original) Mach stems lose their energy to become incident waves
(see Figures 4-5(e) and 4-5(f)). The intersection of transverse wave, Mach stem
and incident wave is called triple point. The region around a triple point has local
high temperature and pressure, and is called a hotspot. The hotspot becomes key
factor for sustenance of detonation wave. The trajectories of these triple points
form a detonation cellular structure. Normally, the regular cellular structures are
formed at a stable state. When the detonation cells become regular, the number of
detonation cell does not change. This process is also called the detonation cellular
formation process.
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(a) Pressure contour at t = 0.0 s (b) Temperature contour at t = 0.0 s
(c) Pressure contour at t = 40.0 µs (d) Temperature contour at t = 40.0 µs
(e) Pressure contour at t = 500.0 µs (f) Temperature contour at t = 500.0 µs
Figure 4-5: Deflagration-Detonation Transition (DDT) process: Left is the pressure
contour, Right is the temperature contour
Figures 4-5(e), 4-5(f), 4-6(a) and 4-6(b) show contours of pressure, temperature,
density, and velocity for the detonation waves at time t = 500µs. It can be seen
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that the pressure, temperature, velocity and density in the region around hotspots
are much higher than elsewhere. The collision of two transverse waves with opposite
directions also creates a region with higher pressure and temperature. We also see
that the velocity, pressure and temperature in the Mach stems are much higher than
in the incident waves.
(a) Density at t = 500.0 µs (b) Velocity at t = 500.0 µs
Figure 4-6: Two-dimensional contour of state variables at steady-state conditions
for detonation waves
(a) Species H2 contour (b) Species O2 contour
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(c) Species O contour (d) Species H contour
(e) Species OH contour (f) Species HO2 contour
(g) Species H2O2 contour (h) Species H2O contour
Figure 4-7: Two-dimensional contour of mass fraction of species at steady-state
conditions for detonation waves.
Figures 4-7(a)–4-7(h) show the mass fraction contour of species over the deto-
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nation front region. The results show that chemical reactions mainly occur in the
front region, where the mixture is ignited by a grid of hospots (detonation miniature
sources). The results indicate that the concentrations of species reach their peak
values immediately after a thin induction region. This is followed by the reaction
region, where the chemical reactions mainly occur. The reaction zone is next fol-
lowed by the rarefaction region, where the chemical reactions still occur but at a
lesser rate than in the reaction region. Therefore, the chemical energy released is
less. Lastly is the steady region where chemical energy is released to produce the
final products.
Similar to the 1D case, the species are classified into three groups, distinguished
by the magnitudes of their mass fraction values. The peak values of group (1)
(H2, O2 and H2O) are 1.06× 10−3 (Kg/m3), 8.42× 10−3 (Kg/m3) and 8.05× 10−3
(Kg/m3), respectively; group (2) (OH,H and O) are 1.43× 10−3 (Kg/m3), 8.04×
10−5 (Kg/m3) and 6.95× 10−4 (Kg/m3), respectively; group (3) (HO2 and H2O2)
are 1.32× 10−5 (Kg/m3) and 3.43× 10−5 (Kg/m3), respectively.
4.2.3 Role of wave components in the onset of detonation waves
Figure 4-8: Two-dimensional detonation front structure and the role of each com-
ponent in detonation waves: a) Three detonation wave components, b) Triple point
trajectories.
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In this section, the role of each wave component is considered and analyzed.
Figure 4-8 shows the structure of detonation waves and the role of each component
wave. As mentioned earlier, the detonation front is composed of transverse wave,
weak incident wave, and Mach stem. The incident waves have significant curvature,
and are not sufficiently intensive to sustain the detonation. Even as the Mach stem
is more intensive than the incident waves, but it is not significant to maintain the
detonation wave. Both incident wave and Mach stem only compress and heat up
the unburnt mixture, however, their energy is not intensive to ensure the chemical
reaction. Transverse wave has high velocity magnitude and are nearly perpendicular
to the detonation front. The transverse wave moves forwards and backwards in
the detonation chamber, and across the detonation front with time. At the point
where the transverse wave collides with both the incident wave and Mach stem at
the detonation front, the energy is much higher than elsewhere. This high energy
ignites the compressed and heated unburnt mixture. The energy released from
chemical reaction then support and maintain the detonation waves. Therefore, we
can conclude that the triple point is a main factor for the onset of detonation waves,
in which the role of transverse waves is important in creating a local region with
high enough temperature and pressure.
4.2.4 Two-dimensional detonation cellular structure
In order to capture image of detonation cells, the maximum values of pressure
and velocity over all grid points are scanned during the evolution time as follows






|P |max = |pi,j |max, (4.2)
where u(i, j), v(i, j), and p(i, j) denote velocity in the x-direction, velocity in the
y-direction, and pressure, respectively, at grid point (xi,yj).
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(a) Regions defined by detonation velocity (b) Geometry of a detonation cell and re-
gions defined by pressure
Figure 4-9: A typical detonation cellular structure in the mixture of H2 : O2 : Ar
at mole fraction of 0.2:0.1:0.7
The image of a typical detonation cell, recorded using Equation 4.2, is displayed
in Figures 4-9(a) and 4-9(b). It can be observed that this detonation cell has a
length of about 0.015m and width of about 0.008m. This is in agreement with
the experimental results of Fickett [64]. The results also show that the pressure
and the velocity in the regions close to the triple point trajectories are higher than
elsewhere, and attain their highest values at the triple point. A low pressure region
exists behind the incident waves. The distribution of velocity in the cell involves two
stages: the acceleration and deceleration stages. The acceleration stage happens in
region (1) and (2) after the triple point is created as shown in Figure 4-9(b). In
region (1) and (2), the energy released from chemical reaction at the triple point is
added into the system; it leads to increase of the internal energy and velocity. The
peak value of velocity is reached after the acceleration stage; it is about 1.34Dcj . The
deceleration stage happens in region (3), (4), and (5) where the the chemical energy
gradually decays. The decrease in internal energy of the mixture gives rise to the
decreasing velocity in those regions. The minimum value of velocity in these regions
is about 0.7Dcj . An interesting observation is that the velocity does not change
much along the trajectory of triple points. Inside the detonation cell, the pressure
distribution behaves quite similar to the velocity field. The pressure increases in the
region (1) and (2), and decreases in region (3), (4), and (5).
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Figures 4-10(a)–4-10(d) show the evolution of detonation cellular structure inside
a two-dimensional straight detonation chamber at different times of 1.0µs, 2.0µs,
4.0µs and 5.5µs. The results show that detonation cells are regular and identical
whether they are located near the rigid walls or in the middle of the chamber.
This means that the formation of detonation cells is steady although the detonation
front is still unsteady. (Note that a pre-detonation is placed at the left end of the
detonation chamber to ignite the unburnt mixture in this simulations.)
(a) At t = 1µ s (b) At t = 2µ s
(c) At t = 4µ s (d) At t = 5.5µ s





detonation waves in inviscid
reacting flows
This chapter presents numerical simulations of detonation waves in inviscid re-
acting flows. The simulations entail study of the effect of geometry of the detonation
chamber. Three different detonation chambers are considered to gain better under-
standing physical and chemical processes. Section 5.1 describes the mathematical
model, numerical setup and results of 2D detonation wave propagation in an abrupt
detonation chamber. Section 5.2 presents numerical results for an axi-symmetric
diverging chamber, while Section 5.3 presents numerical results of an axi-symmetric
converging chamber. The critical radius of a detonation chamber is discussed in
Section 5.4.
82
5.1 Computational simulation of detonation waves in
an abrupt detonation chamber
5.1.1 Problem setup
In this section, we consider an abrupt detonation chamber with the assumption
of neglecting the viscous effect (diffusion terms) in the governing equations (2.8).





























0, 0, 0, 0, ω˙1(p, T, Y1, · · · , YNs), · · · , ω˙Ns(p, T, Y1, · · · , YNs)
]T
. (5.2d)
All terms, parameters and variables in equations (5.1), (5.2a)–(5.2d) are as defined
in Chapter 2.
Figure 5-1: a) Domain discretization, b) Pressure contours (Pa) showing initiation
of detonation, c) Pressure contours showing placed detonation initiation at the inlet.
Detonation simulations in an abrupt diverging chamber are intended to study
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the physical and chemical phenomena of the detonation waves as they pass through
the sudden widening of detonation chamber. We consider different geometries pa-
rameterized by the ratio d2/d1, where d2 is the width of the downstream chamber
and d1 is the width of the upstream chamber. We consider the cases d2/d1 = 1.25,
1.5, and 2.0. Initially, the whole detonation chamber is filled with stoichiometric
hydrogen/air mixture diluted with 70% Ar at a pressure of 6670.0Pa and a temper-
ature of 298.0K. The unburnt mixture is then ignited using Chapman-Jouget (CJ)
steady state detonation waves placed instantaneously in the small chamber to start
the detonation process as in Figure 5-1.
Boundary conditions are enforced at the solid walls, inlet and outlet. “Hard”
characteristic boundary conditions are imposed at the inlet boundary. Reflective
boundary conditions are applied directly on the velocities of particles, adiabatic
conditions are applied for temperature, and non-catalytic wall conditions are applied
on specie concentrations at the upper and lower solid walls. A one-sided finite
difference approximation is used to determine the characteristic wave amplitudes
for the boundary conditions at the outlet.
In these simulations, the entire domain is divided into sub-domains. Each sub-
domain is discretized using a uniform mesh grid size of ∆x = ∆y = 0.25mm and
computed on one processor, see Figure 5-1. The numerical simulations are carried
out under the Message Passing Interface (MPI) environment with multi-processors
[157, 158]. Data in overlapping regions of adjacent sub-domains are transferred
between processors using “Send” and “Receive” commands for every iteration.
5.1.2 Transition and propagation mechanism of the detonation waves
With the initiation conditions and geometry described in Section 5.1.1, the cal-
culation is performed for d2/d1 = 1.25. The results are displayed in Figures 5-2
– 5-4. When the detonation waves emerge from the small channel into the larger
chamber, the pressure decreases due to expansion of the chamber. The velocity di-
rection changes with the magnitude decreasing in the x streamwise direction while
increasing in the y transverse direction. These decreases in pressure and velocity
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magnitude towards the expansion chamber direction cause curvature of the detona-
tion front behind the head of expansion line (the latter is defined as the trajectory
of the starting curved point at the detonation front and is a straight line as shown
in the Figure 5-2). The existence of a vortex is observed; it is created at the cor-
ner where the chamber width suddenly increases and moves towards the expansion
direction of the chamber.
In addition, the reaction front is decoupled from the leading shock due to the
expansion of the detonation waves. The trajectory of the ‘decoupling point’ starts
at the expansion corner, then moves along the head of expansion line until reaching
the intersection point of the expansion line and the axis of the channel. The de-
coupling causes the induction zone to expand; this region is also broadly called the
expansion region as shown in Figure 5-2. In the expansion region, the shock wave
does not compress the unburnt mixture. Instead, the unburnt mixture is heated
up relatively slowly. The chemical reaction still occurs with energy released but of
lower magnitude. The released energy continues to drives the shock but is not the
primary contribution. The rarefaction wave behind the leading shock propagates
backwards to the reaction front; it is the latter giving rise to the thrust that pushes
the moving shock forward.
Figures 5-3(a) and (b) show the presence of another line where the detonation
cells become non-regular. We call this separation the failure wave line. Due to
the effect of the decrease in pressure towards the expansion direction, the transverse
waves become weaker. Therefore, the trajectories of triple point configurations move
towards the expansion direction. This leads to an enlargement in the detonation cell
size, which occurs in the region between the head of expansion line and the failure
wave line. When the triple points reach the failure wave line, they immediately dis-
appear due to the weak transverse waves. The number of detonation cells decreases
as the detonation front moves forward.
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Figure 5-2: Propagation and transition process of detonation waves from small
chamber to larger chamber with d2/d1 = 1.25; (a) Pressure contour, (b) Density
contour, c) Temperature contour, d) Velocity contour.
(a) (b)
Figure 5-3: Propagation and transition process of detonation waves from small
chamber to larger chamber with d2/d1 = 1.25: a) Cellular structure captured by
maximum velocity, b) Detonation cellular structure captured by maximum pressure.
Figure 5-4 shows the concentration of representative species in the propagation
and transition process. The area behind the shock can be divided into two regions,
which are separated by the head of expansion line. These are denoted as the ex-
pansion region (upper section and forward of the head of expansion line) and the
maintained detonation region (below the head of expansion line) as shown in Figure
5-5(a). In the transition and propagation process, the expansion region is enlarged,
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but the maintained detonation region becomes smaller in extent. In the maintained
detonation region, chemical reaction occurs mainly in the front region, where the
mixture is ignited by the collision of the incident wave, Mach stem and transverse
wave. The Mach stem is defined as a moving shock front that is formed by fusion
of the incident and reflected shock front from the detonation. This results in a re-
gion of high species concentration immediately behind the detonation front within
a narrow confine. In the expansion region, the unburnt mixture is not compressed
and is heated up relatively slowly due to the expansion of the induction zone. This
leads to the chemical reaction occurring slowly in a large region of the reaction zone.
As such, the strength of the detonation wave weakens. The expansion waves do not
play a role in igniting the chemical reaction in the expansion region.
Figure 5-4: Propagation and transition process of detonation waves from small
chamber to larger chamber with d2/d1 = 1.25: (a) H2 contour, (b) O2 contour, c)
OH contour, d) H2O contour.
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(a) Pressure contour with lines (b) Density contour with two zoom win-
dows
Figure 5-5: Propagation and transition process of detonation waves from small
chamber to larger chamber.
Figure 5-6: Density contour zoom in at windows: “a”) Density contour at window
“a”, “b”) Density contour at window “b”.
Figure 5-7: Temperature contour zoom in at windows: “a”) Temperature contour
at window “a”, “b”) Temperature at window “b”.
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Figure 5-8: Detonation properties at section A− A and B −B: a) Pressure profile
along A-A, b) Pressure profile along B-B,c) Density profile along A-A, d) Density
profile along B-B, e) Temperature profile along A-A, f) Temperature profile along
B-B.
In order to study in greater detail the differences between the maintained deto-
nation region and the expansion region, we examine the two windows marked “a”
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and “b” as shown in Figures 5-5, 5-6 and 5-7. These differences can be seen in the
contours of density in Figure 5-6 and temperature in Figure 5-7. The results show
that no hotspot exists in the expansion region as in window “a”, but hotspots are
found in window “b”. The induction zone in window “b” is thinner than in window
“a”. In other words, the mixture is heated in window “b” faster than in window
“a”. The chemical reaction occurring in window “b” is much more intense, and as
such, the heat released in window “b” is stronger than in window “a”. The deto-
nation front in “b” is still constructed by the collision of transverse waves, incident
waves and Mach stems. In window “a”, the leading shock is driven by the expansion
waves.
(a) Pressure contour at t = 6 µs (b) Pressure contour at t = 7 µs
Figure 5-9: Propagation and transition process of detonation waves from small
chamber to larger chamber, with d2/d1 = 2.0
(a) Temperature contour at t = 6 µs (b) Temperature contour at t = 7 µs
Figure 5-10: Propagation and transition process of detonation waves from small
chamber to larger chamber, with d2/d1 = 2.0
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Figure 5-8 shows the profiles of pressure, density and temperature along sections
A−A and B−B as depicted in Figure 5-5. It is clear that the induction zone along
section A−A is much wider than along B−B due to the expansion of the channel.
The temperature along A−A is heated more slowly than B−B. This means that the
chemical reaction along B−B occurs immediately and almost completely behind the
detonation front, leading to large amount of chemical energy being released in a very
narrow region near the detonation front. Conversely, the chemical reaction along
A−A occurs relatively more slowly and in a wider region, so the amount chemical
energy released is less intense. This explains why the peak value of temperature,
pressure and velocity along B−B are much higher than that found along A−A. It
also shows that the properties along B − B quickly resume their peak value at the
reaction front with a sharp gradient and then decrease through the rarefaction zone
to get to the steady state values.
Figures 5-9 and 5-10 show the pressure and temperature contours at different
time steps in the propagation and transition process of the detonation waves from
a small to a large channel with d2/d1 = 2.0. Both the pressure and temperature are
reduced on the side towards the expansion tube. These decreases in pressure and
temperature cause a failure in detonation wave sustenance. The detonation cell size
is enlarged in the expansion region due to the decrease in the pressure. In addition,
there exists a region of weaker intensity located near the expansion corner; this weak
region then expands into the domain. The diverging stream tubes of detonation are
perpendicular to the direction of expansion of the weak region.
5.1.3 Critical ratio of the widths
To study the effect of the geometry on the detonation, we carried out several
simulations with different values of d2/d1. In general, at values of d2/d1 ≥ 2.0, we
can observe that when the head of expansion line reaches to the axis of the detonation
chamber: (1) The leading shock at the expansion region (expansion waves) has not
approached the solid wall yet, (2) The leading shock decouples completely from
the reaction front as in Figures 5-11 and 5-12. We shall term (1) and (2) as the
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so-called critical condition. A certain value of ratio of d2/d1, where the expansion
region just makes contact with the top-solid wall and some degree of decoupling
between leading shock and reaction front have begun, is called the critical ratio. In
this study, the critical ratio is d2/d1 = 1.8. Therefore, the mean value of radius of
the curvature of the leading shock front is d′2 = 1.8d1. This value of d′2/d1 = 1.8
is in reasonable agreement with the simulation results of Levin et al.[65, 145] at
about 2.0. In addition, we also obtained the value of such curvature radius at about
d′2 = 13.4λcj (where λcj is the mean value of cell width). Considering the above two
relations for d′2, the classical notion of critical tube diameter of a small chamber is
obtained as dc = 2 ∗ 13.4λcj/1.8 = 14λcj which is the dimension of the upstream
small chamber. This value is consistent with the experimental results of Moen et
al.[67] of about (14λcj ≤ dc ≤ 24λcj) and correlation results of 13λcj in Li et al.[150].
The simulations also show that the detonation can be sustained if the ratio of d2/d1
is smaller than the critical value or quenched if the ratio of d2/d1 is larger than this
critical value.
Figure 5-11: At the critical condition: a) Detonation cell structure captured by
maximum velocity, b) Detonation cell structure captured by maximum pressure.
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Figure 5-12: At the critical condition: a) Pressure contour, b) Temperature contour,
c) Density contour, d) Velocity contour.
5.1.4 Quenched and successfully transition of detonation waves
As mentioned in Section 5.1.3, the detonation waves are quenched if the ratio
of d2/d1 is larger than 1.8 and sustained otherwise. Figures 5-13 and 5-14 show the
simulation results for d2/d1 = 2.0 to examine the reasons for the quenching. Figures
5-15 and 5-16 show results for d2/d1 = 1.25 for the sustenance of detonation.
Figure 5-13: Detonation cellular structure in the failure of propagation and transi-
tion at d2/d1 = 2.0: (a) captured via maximum velocity, (b) captured via maximum
pressure.
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Figure 5-14: The failure transition and propagation of detonation waves from the
small channel to the larger channel at d2/d1 = 2.0: a) Pressure contour, b) Tem-
perature contour, c) Density contour, d) Velocity contour.
The results show that detonation waves are quenched when the leading shock
front and reaction front are decoupled completely from each other as depicted in
Figures 5-14(b) and (c), no hotspot or detonation bubble is created in the domain as
in Figure 5-13, and detonation cells are destroyed completely as in Figure 5-13. In
this simulation, the expansion waves become less intense as they reach the solid walls;
therefore, there is no intersection/collision of reflection wave and expansion wave,
which can lead to the genesis of hotpots as in Figure 5-13. Figure 5-13 also shows
that as the head of expansion line propagates and reaches the axis of the detonation
chamber, there is no complete detonation cell found lying immediately behind it.
Subsequently, although the reflection wave from the upper solid walls interacts with
the expansion wave, this does not lead to the generation of any hotspot necessary
to re-ignite detonation waves.
Figures 5-14(a) and (d) show the results of pressure, density, temperature and
velocity contours at t = 60µs. At the shock front, the pressure attained is ap-
proximately 50kPa and the velocity is 400m/s. These values are certainly too low
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compared to the usual CJ condition. Therefore, these quantities are not sufficient
to re-ignite the detonation waves, despite the local higher pressure and temperature
realized as a result of the intersection/interaction of reflection and transverse waves.
Conversely, detonation waves can successfully transit from a small channel to a
large channel based on three important observations. First, the presence of triple
points must be maintained. Second, new hotspots are created due to the intersection
of the reflection waves and transverse waves below the critical ratio of d2/d1 found
as 1.8. Finally, successful transition occurs due to the creation of new detonation
bubbles from detonation instability. Figures 5-15, 5-16 and 5-17 show a successful
detonation wave when it propagates through the suddenly widening channel, at the
ratio of d2/d1 = 1.25. At the time immediately after passing the abrupt geometry
change, the detonation waves have reached the upper solid wall of the large channel.
Reflection waves are created and propagate back to the domain, which interact with
the transverse waves. New hotpots close to the solid walls are created to re-ignite
(new) detonation. In addition, although the failure wave line and head of expansion
line have propagated towards the axis of the chamber and some detonation cells are
‘destroyed’, the detonation bubble and new hotspots are created before the former
reach the axis. The new hotpots and detonation bubble lead to the re-ignition
of detonation. If the rate of increase of the cell dimension is sufficiently small,
new detonation cells can be generated within the enlarged cells, and detonation
sustenance is facilitated. For sustained detonation, the ratio of d2/d1 plays a very
important role in the creation of new hotspots that re-ignite detonation. If the
value of ratio d2/d1 is too large, the energy of the reflection waves is not sufficiently
intense to generate new detonation event after having reached the solid wall and
been reflected back into the domain.
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Figure 5-15: The successful transition at d2/d1 = 1.25: a) Pressure contour, b)
Temperature contour, c) Density contour, d) Velocity contour.
Figure 5-16: Successful transition: a) Pressure contour, b) Temperature contour, c)
Density contour.
Figure 5-16 depicts details of the detonation front regions for the pressure (a),
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density (b), and temperature (c). It can be seen that the detonation front is con-
structed by incident waves, Mach stem and transverse waves. Hotspots and triple
points are created by the interaction of two transverse waves moving in opposite
direction. These hotspots and triple points are key to the re-ignition of detonation.
5.1.5 Evolution of detonation cellular structure
Figure 5-17 shows the detonation cells pattern as the detonation waves prop-
agate successfully from the small channel to the larger channel. From the left to
the right, there exist 5 regions. These are defined as region (I), (II), (III), (IV)
and (V), corresponding to the steady state, expansion, reflection, transition and
recovered steady state, respectively. In region (I), all the properties are inherited
from the steady state in the small tube, the detonation cells maintain regularity and
remain fairly constant, and triple points are still created. The number of detonation
cells, however, decreases as the detonation front moves ahead, at the rate of about
one cell decrease in the transverse direction as the front moves one cell distance
downstream. The expansion region, (II), is separated from region (I) by the head
of expansion line. In region (II), the detonation cells enlarge at the area close to
the steady region, and then break up completely at the area close to the reflection
region (III) due to the expansion of channel with consequent decrease of pressure.
In the meantime, there is a velocity increase in the y-direction and a decrease in the
x-direction. The reflection region (III) is created by interaction of reflection waves
from the upper solid wall and expansion waves. In this region, local high pressure
and temperature are created, compressing and heating up the mixture, thus causing
detonation (i.e. re-ignition). However, there is no clear formation of detonation cell
yet. The reflection region is followed by the transition region (IV). In this region,
new transverse waves are created, and interact with the others (incident waves, Mach
stems, and transverse waves). This interaction results in new triple points, giving
rise to further re-ignition of detonation. Such detonation waves start propagating
downstream, but are unstable. The detonation cells thus created are not regular.
Finally, in region (V), the transverse waves interact with the others (incident waves,
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Mach stems, and transverse waves) and the reflection waves, leading to a steady
state region (V). In this steady-state region, the detonation cells become regular. It
is interesting to note that the cell size is similar to that in region (I).
Figure 5-17: Successful transition: Pressure contour showing the detonation cellular
structure.
5.2 Simulation of detonation waves in axi-symmetric di-
verging detonation chambers
5.2.1 Problem setup
Most combustion chambers have axi-symmetric geometry. Therefore, the con-






































0, 0, 0, 0, ω˙1(p, T, Y1, · · · , YNs), · · · , ω˙Ns(p, T, Y1, · · · , YNs)
]T
. (5.4e)
In this new system of equations, the Cartesian y-coordinate is exchanged with the
radial coordinate, and there is an additional term ∂H/∂r.
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Figure 5-18: Computational initiation setup: a) Detonation initiation, b) Converg-
ing chamber, c) Diverging chamber.
The simulations are performed for axi-symmetric converging/diverging tubes
with different oblique angles of 15o, 30o, 45o, 60o and 75o to study the effect
of geometry on the behavior of the detonation. The upstream tube diameter is set
at 10cm unless otherwise stated. The domain is divided into sub-domains; these
sub-domains are then discretized using a uniform mesh grid size of ∆x = 0.25mm
as in Figure 5-18. The detonation chamber is filled with premixed fuel of H2/O2/Ar
with a mole fraction of 2 : 1 : 7, respectively, at an initial pressure of 6.67kPa and
a temperature of 298K. A stable Chapman-Jouget (CJ) detonation wave is placed
to the left end of the detonation chamber to initialize the computation as in Figure
5-18.
Adiabatic and reflection boundary conditions are applied to the solid walls at
the upper boundary. Axi-symmetric conditions are applied for the lower boundary.
“Hard” boundary conditions are imposed on the inlet boundary. The amplitudes of
waves at the boundary are determined from a one-sided finite difference approxima-
tion using interior points. The numerical simulations are also carried out under the
MPI environment with multi-processors [157, 158] using the “Send” and “Receive”
commands to transfer data between the two adjacent sub-domains.
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5.2.2 Propagation mechanism of detonation waves in transition re-
gion of diverging chamber
Figures 5-19(a) and (b) show the pressure and temperature contours of the
detonation wave, respectively, as it propagates through the transition region in
a divergent tube. The expansion of the tube causes a decrease in pressure and
temperature at the region close to the expansion wall. An expansion region is
created with the formation of a series of expansion waves. This expansion region
starts from the turning point “A” and spreads downstream. In the expansion region,
the detonation front becomes decoupled with reaction front due to the reduction
of the pressure and temperature, and the velocity changes its direction. The x-
component streamwise velocity is reduced in magnitude, while the r-component
radial velocity increases, which results in curvature of the detonation front. These
results are similar to the 2D diverging channel results of Qu et al.[40]. A reduction
of the pressure in the expansion direction causes change in the triple point trajectory
resulting in the enlargement of the cell size in this region.
Figure 5-19: Propagation of detonation wave inside a diverging chamber with θ =
45o and d2/d1 = 1.5: a) Pressure contour, b) temperature contour.
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Figure 5-20: Pressure contour with lines of the detonation inside the diverging
chamber with θ = 45o and d2/d1 = 1.5: a) Around turning point “A”, b) Around
turning point “B”.
Figures 5-20(a) and (b) show the pressure contours at two time instants. Fig-
ure 5-20(a) depicts the pressure contour around the turning point “A”, where the
detonation wave is expanded, and the presence of two regions, namely the expan-
sion region and maintained detonation region. In the expansion region, the pressure
and temperature are decreased leading to less intense chemical reactions and hence
“weaker” detonation waves. When the detonation front reaches the turning point
“B”, where the chamber wall stops expanding, the reflection wave is formed. Fig-
ure 5-20(b) indicates the pressure contour around the turning point “B”, where the
detonation wave is compressed and the reflection waves are formed. The reflection
waves propagate back into the domain and interact with expansion waves and the
original detonation waves. One can delineate three broad regions: the maintained
detonation region, the expansion region and the reflection region. In the reflection
region, the mixture is compressed and heated up by the interaction between the
reflection waves and the detonation waves. This, in turn, results in a more intense
chemical reaction and the release of energy to sustain the detonation process.
Figure 5-21 shows the formation of the detonation cell in the diverging chamber
at different oblique divergence angles. Generally, the size of detonation cells enlarges
as the detonation propagates through the expansion region. For oblique angles of
15o and 30o, new transverse waves are created due to the interaction of the expansion
waves and reflection waves from the inclined wall. In this case, therefore, the number
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of the triple points increases. On the other hand, for oblique angles of 45o and 60o,
the original triple points are “weakened” and completely disappear from the domain,
while there is no new triple point created. Hence, the number of detonation cells is
greatly decreased as the detonation wave propagates downstream. For the present
configuration of oblique angles greater than 45o, reflection waves are formed from
the downstream upper wall to generate new triple points.
(a) (b)
(c) (d)
Figure 5-21: Pressure contour showing the detonation cellular structure pattern
inside the transition divergent chamber with d2/d1 = 1.5 for different oblique diver-
gence angles: a) 15o, b) 30o, c) 45o, d) 60o.
5.2.3 Relation between oblique angle and transition length in a
diverging chamber
This section describes a relationship between oblique angle and transition length.
The oblique angle is defined as the angle between the center line of the chamber and
the transition wall from the small to the larger chamber. The transition length is
defined as the length of the region between the original upstream stable detonation
and the new downstream stable detonation region. Figure 5-22 shows the relation-
ship between the transition length and the oblique angle for the case of d2/d1 = 1.5.
The transition length reaches a minimum value of 0.355 (m) when the oblique angle
is 45o. This minimal transition length occurring at θ = 45o can be utilized for the
102
design of a compact pulse detonation engine. From these simulations, it is clear that
the transition length is not only a function of the oblique angle but also of the ratio
of d2/d1.
Figure 5-22: Transition length in the diverging chamber with d2/d1 = 1.5 for differ-
ent oblique convergence angles.
5.2.4 Evolution of detonation cellular structure inside diverging
chamber
The overall evolution of the cellular structure for the diverging chamber at
θ = 30o is shown in Figure 5-23. From the left to the right, there exist 4 regions,
which are marked as (I), (II), (III) and (IV). These regions correspond to the original
upstream stable state region, the expansion region, the transition region, and the
new stable downstream state region, respectively. In the original stable state region
(I), the detonation cell size remains the same as the section before the start of the
diverging chamber wall. The number of detonation cells, however, is reduced in the
x-direction. In the expansion region (II), the detonation cells become enlarged due
to the reduction of pressure with an expanding chamber, and then disappear. A
small high pressure region is created, and is located at the region between expan-
sion region and transition region due to the interaction between the reflection wave
and expansion waves. However, this localized high pressure is still not sufficient to
cause re-ignition. Only in the transition region (III), new hotspots and a detona-
tion ‘bubble’ are created due to the full interaction of the reflection and expansion
waves. These hotspots are miniature sources for re-igniting the un-burnt mixture.
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The transverse waves, Mach stems and incident waves are also formed, resulting in
the formation of the new detonation cellular structure in region (III). These new
detonation cells formed are not regular. Finally, in the new stable state region (IV),
the detonation cells become regular and stable. The detonation cell size in this
region is similar to the one in the original region (I).
Figure 5-23: Pressure contour showing the detonation cellular structure in the di-
verging chamber with θ = 30o and d2/d1 = 1.5.
5.3 Simulation of detonation waves in axi-symmetric
converging detonation chambers
In this section, all simulations are also carried out inside the axi-symmetric
configuration, but converging chamber. Therefore, these simulations also use the
governing equations (5.3), (5.4a–5.4e) as the mathematical model, and apply the
same initial conditions and boundary conditions as in Section 5.2.1. The results are
shown in following sub-sections.
5.3.1 Propagation mechanism of detonation waves in transition re-
gion of converging chamber
A typical simulation result for the propagation of detonation waves inside the
converging chamber with an oblique angle of 30o is shown in Figure 5-24. The
figure shows the pressure and temperature fields as the detonation wave propagates
through the transition region. The results show that when the detonation wave
propagates from the turning point “A” to turning point “B”, it is compressed due
to the narrowing of the cross-section of the tube. Therefore, a reflection wave is
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formed from the first turning point “A” and ends at the second turning point “B”.
This reflection wave then propagates back into the domain, compresses and re-heats
the mixture resulting in more intense chemical reaction and energy released. As a
result, a local region with higher temperature and pressure is formed. This local
region then expands along the propagation direction of the reflection wave. When
the detonation wave passes through the turning point “B”, an expansion wave is
created in the vicinity due to the abrupt change of the wall geometry.
Figure 5-24: Detonation wave propagation inside the converging chamber with
d2/d1 = 0.5 and θ = 30
o; a) Pressure contour, b) Temperature contour.
Figure 5-25 shows a comparison of the simulated pressure contours with the ex-
perimental results of Thomas and Williams [155] as the detonation wave propagates
through the converging chamber at a oblique angle of θ = 30o. There is generally
good agreement between the computation and experiment in trend and magnitude
of pressure contour. There exist two nominal regions broadly denoted as region
(I) and (II); these two regions are delineated by the front of the reflection wave.
In region (I), the detonation is dominated by transverse waves, incident waves and
Mach stem; these are the original detonation waves. In the region (II), in addition
to the combination of transverse waves, incident waves and Mach stem, there is
also the presence of the reflection waves. As will be seen below, the detonation cell
size in this region is smaller due to the narrowing of the chamber space, while still
maintaining the same number of triple points.
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Figure 5-25: Comparison of pressure contours as the detonation wave pass through
the converging chamber with d2/d1 = 0.5 and θ = 30
o: a) Present result, b) Thomas
and Williams [155].
Figure 5-26: Pressure contours in the reflection region in the converging chamber
with d2/d1 = 0.5 for different oblique angles: a) 15
o, b) 30o, c) 45o and d) 60o.
Figure 5-26 shows the pressure contour at different oblique angles. It can be
seen that the size of the reflection region, which is defined by the intersection region
of reflection wave and detonation waves close to the sloping convergent solid wall,
depends on the value of the oblique angle. This region becomes larger when the
oblique angle is smaller. In the case of a large oblique angle, the reflection waves
mostly propagate in the opposite direction to the incident waves; hence, they cancel
each other to some extent. Overall, there is good agreement with the experimental
data of Thomas and Williams [155].
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Figure 5-27: Pressure contour showing the detonation cellular structure pattern in-
side the transition converging chamber d2/d1 = 0.5 for different oblique convergence
angles: a) 15o, b) 30o, c) 45o, d) 60o.
Figure 5-27 shows the cellular structure patterns for a series of simulations with
the same mixture and initial conditions but different oblique angles at d2/d1 = 0.5.
For all patterns, there exists a line that is formed by the triple point trajectory; it
starts from the turning point “A” and extends downstream. This line divides the
domain into two regions with different detonation cell sizes and shapes, denoted here
as regions (I) and region (II). In region (II), the cellular structure is constructed by
the incident wave, transverse wave, Mach stem and reflection wave, while in region
(I), the cellular structure is constructed by the incident wave, transverse wave and
Mach stem. At the oblique angle of 15o in Figure 5-27(a), the cells in the region (II)
are smaller size compared to those in the region (I). The former detonation cell size
has become smaller and irregular because of the compression of detonation waves
near the wall and interaction between the reflection and detonation waves. As the
oblique angle is increased beyond 30o, region (II) becomes increasingly smaller, and
less sharp or distinct cellular structure is observed in Figures 5-27(b)–(d). These
are in agreement with the experimental results of Guo et al.[154]. The results in
Figure 5-27 also show the relationship between the oblique angle (θ) and trajectory
angle (χ). The trajectory angle is defined by the angle in between the incline wall
of the chamber and the triple point trajectory line. As the oblique angle increases,
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the trajectory angle decreases. (Strictly, Figure 5-27 indicates that the triple point
trajectory is not quite a straight line. However, we have used the best linear fit
as indicated and hence obtained the angle of trajectory χ.) When the value of the
oblique angle reaches about 56o, the trajectory angle tends towards 0o. It can also
be observed that essentially no reflection region is observed for Figure 5-27(d) at
θ = 60o, and no Mach reflection occurs.
5.3.2 Relation between oblique angle and transition length in con-
verging chamber
Figure 5-28 shows the relationship between the oblique angle and the transition
length for the case d2/d1 = 0.5. Our findings indicate that when the oblique angle
increases from a small value up to 45o, the transition length decreases and reaches
the minimum value of 0.21 (m) at an oblique angle of 45o. The transition length then
increases as the oblique angle increases beyond 45o. This result is consistent with
the trend found by Qu et al.[40] for their 2D converging geometry configuration.
Figure 5-28: Transition length in the converging chamber with d2/d1 = 0.5 for
different oblique convergence angles.
5.3.3 Evolution of detonation cellular structure inside converging
chamber
Figure 5-29 shows the entire detonation cellular structure evolution in the con-
verging chamber. There are 5 denoted regions: the original stable region (I), the
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compression region (II), the expansion region (III), the transition region (IV), and
new stable state region (V). In region I, the detonation cell size does not change,
but the number of cells decreases in the streamwise direction. In region II, reflection
waves are formed as the detonation waves are reflected from the sloping converg-
ing walls. The interaction of reflection and detonation waves causes a change in
direction of the triple point trajectories next to the converging wall, hence leading
to a change in the shape and size of the detonation cells. In the expansion region
(III), the chamber wall is suddenly bent to accommodate the downstream straight
section; this causes a loss of pressure and temperature at the region close to the wall.
The detonation cell then enlarges due to the pressure reduction at the region close
to the wall. In region IV, new transverse waves are formed due to the intersection
of reflection and detonation waves. New hotspots are formed as well. There are
the formation of irregular detonation cells. Finally, in region V, the detonation cell
becomes regular and has the same dimension as that found in the original stable
region (I). Overall, the detonation has been transmitted successfully and has been
sustained downstream.
Figure 5-29: Pressure contour showing the detonation cellular structure in the con-
verging chamber with θ = 60o and d2/d1 = 0.5.
5.4 Critical radius for axi-symmetric detonation cham-
ber
In addition to the studies in the sections above, we also examine why the
detonation is quenched in a small tube that has a radius smaller than an average
detonation cell’s width. For the detonation in a mixture of hydrogen/air, the average
width of a detonation cell is about 7.5mm. To investigate this we conduct runs in
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a small convergent chamber with R2 = 5 mm and θ = 30
o. The results are shown
in Figures 5-30 and 5-31. The results indicate that when the detonation wave
propagates from the upstream chamber (R1 = 25mm) into the small downstream
chamber (R2), the strength of detonation wave is “weakened” and then quenched
as in Figures 5-30(a)–(c). These results agree with the numerical results of Dou
et al.[39]. Figures 5-30(a)–(c) also show that the detonation cellular structures
are still constructed by transverse waves, incident waves and Mach stem as the
detonation waves just move inside the small tube. Due to the effect of the reflection
waves from the walls of the small tube, the transverse wave is canceled, the incident
wave disappears and there is only the Mach stem moving ahead. As such, there
is no hotspot created to maintain detonation, therefore, the detonation waves are
quenched at the right end of the downstream tube. Figure 5-31 shows that the
pressure and temperature decrease along the small tube downstream, and that there
is an absence of chemical reaction to support the detonation. Figure 5-31 also
shows a decreasing propagation velocity of the detonation wave in the small tube.
The r-velocity component is annulled very quickly because of the interaction of
the reflection and detonation wave. Only, the x-velocity component is maintained,
which keeps the shock waves moving ahead but at much reduced strength.
Figure 5-30: Critical radius case: a) Detonation cellular structure, b) Zoom in at
window A, c) Zoom in at window B.
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Model Order Reduction for
Reacting Flow Applications
This chapter presents a model order reduction (MOR) technique, based on
Galerkin projection, proper orthogonal decomposition (POD) and the discrete em-
pirical interpolation method (DEIM), to systematically construct efficient reduced-
order models for reacting flow applications. The reduced-order system of the react-
ing flow obtained by the combination of POD and the DEIM method is presented
in Section 6.1. Section 6.2 describes briefly the proper orthogonal decomposition
technique and in Section 6.3 the DEIM technique is described to approximate the
nonlinear source term. An efficient oﬄine-online solution strategy for reacting flows
that incorporates the POD-DEIM reduced model is presented in Section 6.4. The
model reduction methodology is demonstrated through its application to a two-
species one-dimensional stiff nonlinear diffusion-reaction problem (Section 6.5) and
to a two-dimensional problem that models the ignition of a premixed H2-O2-Ar
mixture by a temperature peak with detailed chemistry (Section 6.6).
6.1 Reduced model construction
As discussed in Section 2.6, in this study a splitting scheme is used to solved
the coupled system of PDEs. In addition, solution of the stiff system of equations
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governing the chemical kinetics part accounts for most of the computational time
required in the numerical simulation. Thus, in what follows, the effort is concen-
trated on obtaining an efficient reduced-order model of the reaction source term, i.e,
the chemical kinetics part.
Consider the nonlinear system of ODEs (2.48)
dY(t)
dt
= g(Y(t), T, p), (6.1)
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N ]
T ∈ RM is the vector of mass frac-
tions of species over the entire domain (states), N is the number of grid points, Ns is
total number of species andM = Ns×N , g(Y) = [g11, ..., g1N , g21, ..., g2N , ..., gNs1 , ..., gNsN ]T ∈
RM is the nonlinear reaction source term. The dimension M of the system of ODEs
(6.1) can be extremely large as the number of species and/or the number of grid
points are large. Model reduction techniques based on Galerkin projection are com-
monly used for constructing reduced-order models of large-scale systems arising from
the discretization of PDEs. They derive a reduced-order model by projecting the
governing equations onto the subspace spanned by a set of basis vectors.
In order to derive the reduced model, we first approximate the state vector Y
as a linear combination of K basis vectors
Y = VYr,
where Yr ∈ RK is the reduced state vector with K M and the matrix V ∈ RM×K
contains as columns the orthonormal basis vectors vi, i = 1, ..,K. The reduced-order
model is obtained by performing Galerkin projection of the system of ODEs (6.1)









The choice of the basis vectors clearly affects the accuracy of the approximation.
Although there are different methods to construct such basis vectors, here the proper
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orthogonal decomposition method is used.
Even though the model obtained after applying the projection technique is low
in dimension, as can be observed in (6.2) the evaluation of the nonlinear reaction
source term at each time step still depends on M . This makes the solution of the
obtained reduced-order model as expensive as the solution of the original system.
An effective way to overcome this difficulty is to approximate the nonlinear function
by combining projection and interpolation. This is the idea behind the discrete
empirical interpolation method (DEIM) [78], which is a discrete version of the em-
pirical interpolation method (EIM) proposed by [73]. In the DEIM, an ensemble of
linearly independent basis vectors are used to find a set of interpolation indices that
allow the evaluation of the nonlinear term at a subset of points LM , hence elim-










where U ∈ RM×L is a matrix whose columns are the basis vectors constructed from
snapshots of the nonlinear reaction source term g, P ∈ RM×L is a matrix of the
interpolation indices and L is the number of interpolation indices.
All of the matrices and computations in Equation (6.3) are independent of M ,
and hence the reduced model is inexpensive to solve. The terms VTU(PTU)−1 ∈
RK×L and PTV ∈ RL can be pre-computed in an oﬄine stage. Therefore the online
computation of the reduced-order model requires only the solution of a system of K
nonlinear equations with just L evaluations of g(·).
6.2 Proper Orthogonal Decomposition technique
The Proper Orthogonal Decomposition (POD) technique, also known as Karhunen-
Loe`ve decomposition [82], is a known method for constructing basis vectors with
global support that capture the dominant characteristics of a dynamical system
[76, 77]. Such basis vectors (POD modes) are usually computed from an ensemble
114
of solutions (snapshots) obtained by solving the large-scale system for selected values
of parameters and selected inputs. The POD modes are constructed as follows:
Given a set of Q snapshots {Yj}Qj=1, where Yj ∈ RM , the POD computes the
set of K < Q basis vectors {vi}Ki=1, where vi ∈ RM is the i-th basis vector, as the








(YTj vi)vi ‖22, s.t. vTi vj = δij , 1 ≤ i, j ≤ K. (6.4)
The solution of the equation (6.4) can be obtained by finding the singular vectors
of the snapshots matrix Y = [Y1, ...,YQ] ∈ RM×Q. In particular, we suppose that
the singular value decomposition (SVD) of Y is
Y = VΣWT, (6.5)
where V = [v1, ...,vQ] ∈ RM×Q and W = [w1, ...,wQ] ∈ RM×Q are orthogonal.
The singular values Σ = diag(σ1, ..., σQ) ∈ RQ×Q with σ1 ≥ σ2 ≥ ... ≥ σQ > 0.
Note that the left singular vector vi and the right singular vector wi correspond to
singular the value σi. The POD basis is a subset {v}Ki=1 ⊂ V ∈ RM×Q. The error in











To construct the reduced-order model two sets of POD modes are used, the POD
modes V obtained from the solution snapshots and the POD modes U obtained from
snapshots of the nonlinear source term. Computation of U proceeds as described
above for V, but replacing state snapshots Yj ≡ Y(tj , T, p) with snapshots of the
nonlinear terms gj ≡ g(Yj , T, p).
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6.3 Discrete Empirical Interpolation Method
The Discrete Empirical Interpolation Method (DEIM) [78] provides an efficient
technique to obtain reduced order models of nonlinear systems which are indepen-
dent of the dimension of the original large-scale system.
The method starts with the construction of a matrix of snapshots of the nonlinear
reaction source term G = [g1, ...,gQ] ∈ RM×Q. Once the snapshots are generated, a
set of POD modes is built to approximate the nonlinear source term. Therefore, the
nonlinear source term can be approximated as linear combination of L basis vectors
g(Y) = Uc, (6.7)
where U ∈ RM×L are the POD basis for the nonlinear term and c ∈ RL are the
corresponding expansion coefficients.
Computation of the coefficients c has to be done in such a way that the cost of
solving the resulting reduced-order model does not depend on the full dimension of
the original system M . A reduced-order approximation of c, independent of M , can
be obtained by using a subset LM of the components of g.
INPUT: [Uk]
L
k=1 ⊂ RM linearly independent
OUTPUT: ~p = [p1, ..., pL]
T ∈ RL
1: [|ρ| p1] = max (|U1|)
2: U = [U1], P = [ep1 , ~p = [p1]]
3: for k = 2 to L do
4: Solve (PTU)c = PTUk for c
5: r = Uk −Uc
6: [|ρ| pk] = max (|r|)
7: U← [U Uk], P← [P epk ], ~p ← [~p pk]T
8: end for
Table 6.1: DEIM algorithm used to compute the indices used as interpolation points
to approximate the nonlinear term g.
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A set of indices that will be used as interpolation points to determine the coef-
ficients c are determined using the DEIM algorithm of [78] as shown in Algorithm
6.1.
In the algorithm, {p1, ..., pL} are the interpolation indices, P = [ep1 , ..., epL ],
where epi = [0, . . . , 0, 1, 0, . . . , 0]
T ∈ RM is column pi of the identity matrix I ∈
RM×M for i = 1, . . . , L.
Once the indices are determined and the matrix P is built, the corresponding
expansion coefficients can be computed as
c ≈ (PTU)−1PTg(Y). (6.8)
Substituting approximation (6.8) into Equation (6.7) the nonlinear reaction source
term can be approximated as follows
g(Y) ≈ U(PTU)−1PTg(Y). (6.9)
Since in this case the nonlinear reaction term can be evaluated component wise at
its input vector, Equation (6.9) can be expressed as
g(Y) ≈ U(PTU)−1g(PTVYr). (6.10)
Equation (6.10) is the approximation of the nonlinear source term by DEIM.
6.4 Solution of the reacting flow problem using the POD-
DEIM reduced-order model.
This section presents a solution strategy to efficiently solve the reacting flow
problem that incorporates the POD-DEIM reduced-order model to solve for the
chemical kinetics. The strategy includes two parts, an oﬄine part and online part.
The oﬄine part involves the construction of both snapshots matrices shown in
Figure 6-1, i.e. the one corresponding to the solutions and the one corresponding
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to the nonlinear source term. It also includes obtaining the POD modes V and U,
determining the interpolation points and matrix P, and evaluating the pre-computed
terms VTU(PTU)−1 and PTV. The snapshots are stored at selected time steps of
chemical kinetics, and there can be more than one time steps of chemical kinetics
in a fluid dynamics time step.
Figure 6-1: Flow chart showing the procedure followed to obtain the snapshots.
The online part involves at each time step, following the splitting scheme of
Chapter 2, the first solution of the fluid dynamics part, the projection of the vector
of mass fractions Y onto the POD modes of the solution to obtain Yr, the solution
of the nonlinear POD-DEIM reduced model, the reconstruction of the vector of mass
fractions Y using the POD modes of the solution and the solution of the second
fluid dynamics part. Figure 6-2 shows the online part of the solution strategy.
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Figure 6-2: Implementation of the reduced model in the general picture of solving
reacting flows applications.
6.5 Two-species one-dimensional stiff nonlinear diffusion-
reaction problem.
6.5.1 Problem setup
In this section, the POD-DEIM model reduction methodology is applied to a
stiff reaction-diffusion problem. In this reactive flow case, the chemical kinetics
generates fast time scales that are very different from the fluid dynamics time scale,
controlled by the diffusion process. This stiffness causes the solution of the reaction-
diffusion problem to be expensive. The POD-DEIM method is therefore used to
119
obtain a reduced model, cheaper than the original full model, to speed up the
numerical simulations.
We consider the following set of partial differential equations, governing the















= κ2zxx − z, (6.11b)
over the interval x ∈ [0, 1], where   1, subject to the boundary and initial
conditions y(t, x = 0) = z(t, x = 0) = 1, y(t, y = 1) = z(t, x = 1) = 0.75 and
y(t = 0, x) = z(t = 0, x) = 0.5. In these expressions,  is a chemical reaction
time scale and κ1 and κ2 are diffusion coefficients. The same boundary and initials
conditions are used for all the simulations throughout this section.
In this study, we set the two diffusion coefficients to κ1 = κ2 = 1. The domain is
divided in 99 equispaced intervals using N = 100 grid points. The system of govern-
ing equations (6.11a–6.11b) is discretized in space using a second-order central finite
difference scheme. After discretization, the resulting system of ordinary differential






+ F(Y)︸ ︷︷ ︸
2N
, (6.12)
where Y = [y1, ..., yN , z1, ..., zN ]
T ∈ R2N is the vector of states, F = [f11 , ..., f1N , f21 , ..., f2N ]T ∈
R2N is the nonlinear reaction term, A is a matrix of constant coefficients arising
from discretization of the diffusion terms. The state space of the full system is
M = 2N = 200. For all the simulations and cases, the time interval of simulation
is t = [0, 0.2] and time step is ∆t = 10−5. The system (6.12) is integrated in time
using a specialized stiff solver.
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6.5.2 Fixed parameter 
In this case, the value of the chemical kinetics time scale  is set to 10−2.
Solutions are recorded every 20 time steps yielding a database of 1000 snapshots at
the end of the simulation. To test the proposed model reduction technique, the 1000
snapshots are used to construct POD-DEIM reduced-order models of different sizes
K and L. For each reduced model, accuracy is evaluated by measuring the average
relative error norm of solutions at each time step.
Figure 6-3(a) and Figure 6-3(b) show the singular values for the solutions and the
nonlinear term, respectively. Noted that the figures only show the first 200 singular
values. It is seen that in both cases the singular values decay very fast. This means
that a small number of POD basis, and a small number of interpolation points,
can be used to accurately approximate the solution and nonlinear term snapshots
and hence to construct the reduced models. However, as mentioned above, different
number of POD modes and interpolation points are used to construct the reduced-
order models in order to evaluate their accuracy and computational time compared
to the full-order simulation.
(a) Singular values of the matrix of the mass
fractions of species
(b) Singular values of the matrix of the nonlinear
function
Figure 6-3: Example 2: Singular values of snapshot matrices.
Figure 6-4 reports the obtained relative errors using models for different number
of POD modes and interpolation points. The figure shows that the POD-DEIM
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models can accurately approximate the solution of the stiff nonlinear system even
when a small number of POD modes and interpolation points are used. It also shows
that the error of the POD-DEIM model is driven by the number of interpolation
points used to approximate the nonlinear term. Increasing the number of POD
modes does not improve the accuracy.
Figure 6-4: Example 2: Comparison of average relative error (2-norm) of the POD-
Galerkin models and the POD-DEIM models.
Figure 6-5: Example 2: Comparison of computational time between the full model,
the POD-Galerkin models and the POD-DEIM models.
Figure 6-5 shows the comparison of the computational time required by the full
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model, reduced models obtained by classical POD-Galerkin projection and reduced
models obtained using the POD-DEIM technique. It can be seen that the models
constructed using POD-DEIM are able to speed-up the simulation and maintain ac-
curacy. Note that in this example, the dimension of the full model is small, therefore,
the POD-DEIM reduced models can speed-up the simulation, for reasonable accu-
racy, by a factor of about 5. However, when the dimension of full model is large,it
is expected that the simulation time can be sped-up by some orders of magnitude.
6.5.3 Comparison with the computational singular perturbation
method
In this section, the POD-DEIM reduced-order method is compared to the
computational singular perturbation method (CSP), which is proposed by Lam
[105, 106]. Both methods are applied to the stiff diffusion-reaction problem gov-
erned by the system of equations (6.12) for the same initial conditions and boundary
conditions given in Section 6.5.1. The accuracy of the output and computational
time are compared between the two methods.
Using splitting operator, the chemical kinetics source terms in the system of








where y = [y, z]T , g(y) = [1/(−y+z/(1+z))−z/(1+z)2,−z]T , Y = [y1, y2, ..., yN ,
z1, z2, ..., zN ]
T , and G(Y) = AY + F(Y). Equation (6.13) is expressed for the
chemical source terms at each grid point in the computational domain, the so-called
local function. Equation (6.14) is the spatially discretized approximation of the
system of ODEs, the so-called global function.
In the CSP context, Equations (6.13) and (6.14) can be expressed by linearly
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1 + ...+ aNsh




1 + ...+ AMH
M ,Hi = BiG, with M = 200, (6.15b)
where the CSP vectors ai = ai(t, x) and Ai = Ai(t) are spatially local and global,
respectively. hi = hi(t, x) and Hi = Hi(t) are CSP amplitudes. The RHS terms of
equations (6.15a) and (6.15b) are ordered in term of increasing time scale.
In the CSP, the fast modes corresponding to the small time scales are eliminated
from the system. The size of the simplified system depends on the elimination
criterion as well as the accuracy of the approximated solution. For this example,














i < 5× 10−2Y. (6.16b)
Assume that the conditions (6.16a) and (6.16b) occur at time step t = tq and at
x = xp. In other words, we can express the preceding terms of h
i(tq, xp) and H
j(tq)
as
hi(tq, xp) ≈ 0 i = 1,mpq, Hj(tq) ≈ 0 j = 1,Mq. (6.17)
Equation (6.17) defines a local manifold with dimension of (Ns−mpq) and a global
manifold with dimension of M −Mq. So, the trajectories of y(t, x) and Y(t) move









Mq+1 + ...+ AMH
M. (6.18b)
Solving the non-stiff Equations (6.18a) and (6.18b) with a non-stiff solver can reduce
the computational time. However, the CSP vectors need to be refined at every time
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step of the simulation. The time scales used to determine the active or inactive
modes, which are computed from the Jacobian matrix of nonlinear source term,
also need to be recomputed at every grid point for every time step.
Table 6.2 shows the comparison of the computational time and the relative error
of the POD (using 30 modes), the POD-DEIM (using 30 POD modes and 30 in-
terpolation points) and the CSP (with conditions at equations (6.16b) and (6.17)).
The results indicate that the POD-DEIM method can speed up about factor of 4.3
comparing to the CSP method, and factor of 4.7 comparing to the full model. How-
ever, the POD-DEIM method is less accurate comparing to the POD method and
the CSP method, though it is still reasonable. The POD-DEIM forms the basis of
design tool to delineate regions requiring further and special attention. In larger
problems, the POD-DEIM may achieve orders of magnitude of reduction in compu-
tational time, while saving with the CSP method are more limited. This is because
the Jacobian matrix and its derivatives in time and in space with dimension M need
to be evaluated at each time step of the CSP refinement.
POD POD-DEIM CSP Full-model
Comp. time (second) 45 36 155 166
Rel. error (2-norm) 5.59× 10−4 2.99× 10−3 3.19× 10−6 −
Table 6.2: Comparison of computational time and relative error between the POD
model (using 30 PODmode), the POD-DEIM model (using 30 POD modes and 30
interpolation points), the CSP method, and the full model.
Figure 6-6 shows the comparison of trajectories (phase space) at 3 different points
in the computational domain (x = 0.25, 0.5 and 0.75) between the full model, the
POD model, the POD-DEIM reduced-order model, and the CSP method. It can
be seen that the results of the POD-DEIM method are in good agreement with the
other methods.
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Figure 6-6: Example 2: The comparison of trajectories corresponding to 3 different
points in space (x = 0.25, 0.5, 0.75) obtained by the full model, the POD method,
the POD-DEIM method, and the CSP method. CSP manifold: y = z/(1 + z).
(a) Species Y of full model (b) Species Z of full model
(c) Species Y of 30POD method (d) Species Z of 30POD method
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(e) Species Y of 30POD30DEIM method (f) Species Z of 30POD30DEIM method
(g) Species Y of CSP method (h) Species Z of CSP method
Figure 6-7: Example 2: Comparison of results obtained from the full model, the
POD method, the POD-DEIM method, and the CSP method for species Y and Z
at t = 0.2s.
Figures 6-7(a)–6-7(h) show the comparison of the contours of species y and z,
which are obtained by the full model, the POD method, the POD-DEIM method,
and the CSP method. It can be seen that the results obtained from the POD-DEIM
method are consistent with the results obtained by other methods in both the shape
and the magnitude for both species.
6.5.4 Impact of changes in  over the average concentration of
species y
In this section, the capability of the POD-DEIM models to predict outputs of
interest is evaluated. A reduced-order model of order 30, i.e., 30 POD modes and 30
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interpolation points, is built using 4000 snapshots obtained from four simulations
carried out for 4 different values of the chemical reaction time scale  ( = 10−4,
10−3, 10−2, and 10−1).
Monte Carlo simulations are performed in order to analyze the impact of variabil-
ity in the reaction time scale controlling parameter  on the average concentration
of species y over the whole domain. To model the uncertainty in the reaction time
scale parameter, 1000 values of  are sampled randomly from a normal distribution
with the mean value of 0.05005 and the standard deviation of 1.41×10−2. Solutions
are then computed using the full model and the reduced model of order 30.
Figures 6-8(a) and 6-8(b) show the comparison of the resulting histograms for
the average value over the state space of species y between the full and reduced
models. Table 6.3 summarizes the comparison of the results. The results show that
the reduced model predicts the mean and the variance accurately, with errors of
0.33% and 0.3%, respectively, as well as the shape of the resulting distribution. In
addition, the total simulation time is reduced by a factor of about 5.
(a) Full model (b) Reduced-order model of order 30
Figure 6-8: Example 2: Comparison of full model and reduced-order model pre-
dictions for average concentration of species y. MCS results are shown for 1000
different values of the reaction time scales. The dashed line marks the mean of the
distribution
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Name Full model Reduced model
Model size 200 30
Oﬄine cost −− 150 seconds
Online cost 166052 seconds 35319 seconds
Mean 0.597 0.595
Variance 5.054× 10−4 5.038× 10−4
Table 6.3: Comparison between full model and reduced-order model; Results of MCS
using 1000 randomly normal distributed values of reaction time scale are shown for
the results of species y.
6.6 Example 2: Premixed Gaussian flame problem
6.6.1 Problem setup
(a) Domain geometry and boundary
conditions
(b) A typical case of Gaussian distribution of
temperature in the computational domain
Figure 6-9: Computational setup of the premixed Gaussian flame
In this application, the POD-DEIM reduced-order model is applied to a complex
multi-steps chemical reacting flow problem, which is the premixed Gaussian flame
problem. This full chemistry problem is governed by the Navier-Stokes equations
and conservation of species given in Section 2.1. The POD-DEIM reduced-order
model is applied to the chemical kinetics part, which is separately described in
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Equation 6.1 with the detailed chemical kinetic model in Section 2.2.
For all the simulations in this section, a two-dimensional square domain of
1.0mm × 1.0mm is discretized using a regular mesh grid with 101 grid points in
each direction as shown Figure 6-9(a). The initial pressure is 101325.0 Pa. Initial
velocity components are u = v = 0m/s. A premixed fuel of H2 : O2 : Ar with mole
fraction of 0.333 : 0.167 : 0.5 is initialized at each node in the computational domain.
A two-dimensional Gaussian distribution of temperature located at the center of the
domain is used to start up the flame as shown in Figure 6-9(b). The outlet subsonic
flow characteristics boundary conditions are applied for all boundaries as in Figure
6-9(a).
6.6.2 Fixed parameters and inputs
POD-DEIM reduced-order models with different sizes of K and L for fixed
parameters and inputs are used to investigate the accuracy of the approximated so-
lution and the computational simulation time. The reduced models are constructed
using 400 snapshots of state solutions and 400 snapshots of nonlinear source terms
within the interval time tfluid = [0, 200]. For each reduced model, the average
relative error and average simulation time of one chemical time step are reported.
(a) Snapshot matrix of solution (b) Snapshot matrix of Nonlinear terms
Figure 6-10: Singular values of the snapshot matrices of state solutions and nonlinear
source terms.
Figures 6-10(a) and 6-10(b) show the singular values of the snapshots matrices
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for the state solutions and the nonlinear terms. It can be observed that the singular
values decay quickly for the first 50 POD modes and then decay gradually until
modes 350.
Reduced models of different size of K (K = 1, 10, 20, 30, 40, 50, 60, 70, and
80)are used to compute an approximate solution. The full model has a size of
91, 809 and is simulated for the same initial conditions and boundary conditions.
The average relative error of the solutions obtained using the reduced model which
are computed at the last time step (time step 200) of the simulations are shown
in Figure 6-11. The results indicate that both number of POD modes and number
interpolation points drive the average relative error when the number of POD modes
is smaller than 50. Otherwise, the average relative error is only driven by the number
of interpolation points.
Figure 6-11: Average relative errors (2-norm) of the solution computed using the
POD-DEIM reduced-order models of different sizes K and L.
Figure 6-12 shows comparisons of the average computational time of one chemical
kinetics time step between the full model, POD reduced-order model and POD-
DEIM reduced-order model for different sizes of K and L. It is can be seen that
the computational time is driven by both number of the POD modes and number
of the interpolation points. Note that the average computational time mentioned
above is only reported for one time step of chemistry. In order to analyze more
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detail, a comparison of certain cases of POD model (e.g, using 40 POD basis) and
POD-DEIM reduced-order model (e.g., using 40 POD basis and 40 interpolation
points) is necessary. The results show that the approximated solution of POD model
( = 6.15× 10−5) is more accurate than the POD-DEIM method ( = 6.39× 10−4).
However, the POD model only can reduce by a factor of 1.12 in total computational
time compared to the full model, while the POD-DEIM reduced-order model shows
a savings factor of about 10 in total simulation time and factor of about 336.0 in
computational time of one average chemical time step compared to the full model.
Although the reduced model can reduce computational time by several orders of
magnitude for the chemical kinetics time step, the total simulation time only has
speed-up factor of about 10 at a reasonable of accuracy. This because the fluid
dynamics part is still solved at full dimension using the full model although note
that a reduced-order model of the Navier-Stokes equations could also be derived,
leading to overall greater speedups.
Figure 6-12: Comparison of the average computational simulation time between the




Figure 6-13: Comparison of solutions of the pressures evolution at three sensor
locations between reduced model of size 40 and full model of size 91809.
(a)
Figure 6-14: Comparison of solutions of the density evolution at three sensor loca-
tions between reduced model of size 40 and full model of size 91809.
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(a)
Figure 6-15: Comparison of solutions of the temperature evolution at three sensor
locations between reduced model of size 40 and full model of size 91809.
(a)
Figure 6-16: Comparison of solutions of the flame (HO2) evolution at three sensor
locations between reduced model of size 40 and full model of size 91809.
Three sensors are mounted in the computational domain to observe the time
evolution of the output of interest for both reduced model and full model ((x, y) =
(0.15, 0.15), (0.5, 0.25) and (0.5, 0.5)). Figures 6-13(a) – 6-16(a) show the compar-
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isons of the time evolution of the output of interest at sensors locations between full
model of size 91809 and POD-DEIM reduced-order model of size 40. The results
show that the reduced model can accurately approximate the evolution of the full
model. A slight difference in the output of the flame is observed as shown in Figure
6-16(a).
Figures 6-17(a) – 6-28(b) show the comparison of the contour plots of solutions
at time t = 15µs between the POD-DEIM reduced-order model of size 40 and the
full model of size 91809. It can be observed that the reduced model can accurately
reproduce the solutions of the full model. The most sensitive variable is the flame (or
species HO2), which has a small difference between reduced model and full model
as shown in Figures 6-26(a) and 6-26(b).
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-17: Comparison of the contours of pressure at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-18: Comparison of the contours of temperature at time t=15µs.
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(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-19: Comparison of the contours of u-velocity at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-20: Comparison of the contours of v-velocity at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-21: Comparison of the contours of the species H2 at time t=15µs.
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(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-22: Comparison of the contours of the species O2 at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-23: Comparison of the contours of the species O at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-24: Comparison of the contours of the species H at time t=15µs.
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(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-25: Comparison of the contours of the species OH at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-26: Comparison of the contours of the species HO2 at time t=15µs.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-27: Comparison of the contours of species H2O2 at time t=15µs.
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(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-28: Comparison of the contours of the species H2O at time t=15µs.
6.6.3 Varying Prandtl number: Pr ∈ [0.5, 1.0]
In combustion processes, the Prandtl number plays an important role in heat
convection and diffusion. A set of numerical simulations are considered for the
parameter Pr in the range [0.5, 1.0]. The POD-DEIM reduced-order model is con-
structed using 400 snapshots, which are taken from two simulations of the full system
corresponding to Pr = 0.5 and Pr = 1.0. 200 snapshots for each value of Pr are
taken at uniformly selected times over the range tfluid ∈ [0, 200].
POD POD-DEIM
K Avg.Rel.Error Online time K L Avg.Rel.Error Online time
1 1.33× 10−1 4.61× 10−1 1 40 2.36× 10−1 2.32× 10−3
5 3.27× 10−2 4.65× 10−1 5 40 6.11× 10−2 2.55× 10−3
10 5.01× 10−3 4.71× 10−1 10 40 2.47× 10−2 2.71× 10−3
20 1.16× 10−3 4.73× 10−1 20 40 1.39× 10−3 2.97× 10−3
40 3.18× 10−4 5.02× 10−1 40 40 8.65× 10−4 3.35× 10−3
60 1.11× 10−4 5.31× 10−1 60 40 5.95× 10−4 3.87× 10−3
80 4.59× 10−5 6.46× 10−1 80 40 4.78× 10−4 4.23× 10−3
100 8.47× 10−6 5.74× 10−1 100 40 4.28× 10−4 4.71× 10−3
Table 6.4: Average relative error and online computational time for different num-
bers of POD basis vectors.
139
The obtained POD-DEIM reduced-order model is used to predict the solutions
of the full model for arbitrary value of Pr in the range [0.5, 1.0]. As an example,
we choose the value of Pr = 0.8 to run the simulations of the full model, POD
reduced-order model and POD-DEIM reduced-order model to demonstrate the pre-
diction capacity of this reduced model. Table 6.4 shows the average relative error
and computational simulation time of one chemical kinetics time step between the
POD reduced model, POD-DEIM reduced-order model and full model for different
size of K but at constant L = 40. The results show that the POD reduced-order
model is more accurate than the POD-DEIM reduced-order model by about 1 or-
der of magnitude. However, the POD reduced-order model runs much slower than
the POD-DEIM reduced-order model. The results also show that the POD-DEIM
reduced-order model can accurately predict the solution of the full model. The chem-
ical kinetics part shows three orders of magnitude in speed up of the computational
simulation time.
Figures 6-29(a) – 6-34(b) show the comparison of the solutions between the full
model of size 91809 and the POD-DEIM reduced-order model of size 40 at t = 15µs.
It can be seen that the solutions of the reduced model are in good agreement with
the solution of the full model. It means that the reduced model can predict well the
solution of the full model for value of Pr = 0.8 number in the mentioned range.
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-29: Comparison of the contours of pressure at time t=15(µs).
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(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-30: Comparison of the contours of temperature at time t=15(µs).
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-31: Comparison of the contours of u-velocity component at time t=15(µs).
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-32: Comparison of the contours of the species H2 at time t=15(µs).
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(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-33: Comparison of the contours of the species HO2 at time t=15(µs).
(a) Full model of size 91809 (b) Reduced model of size 40
Figure 6-34: Comparison of the contours of the species H2O at time t=15(µs).
6.6.4 Analysis of the impact of input parameters on the total heat
released and the average value of species HO2
The POD-DEIM reduced-order model is applied to probabilistic analysis of
the input parameters describing the initial temperature distributions with a two-
dimensional Gaussian distribution given in Equation 6.19. A Monte-Carlo simula-
tion (MCS) is used to study the effect of input parameters of temperature on the
outputs of interest, which are the total heat released (THR) and the average value
of species HO2 over the whole domain. The MCS is very costly in simulation time
using the full model. A reduced model is expected to reduce computational time
of the full model. The Gaussian distribution of initial temperature in the entire
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computational domain can be expressed as










where T0 is the amplitude, a is the width of distribution, and (x0, y0) is coordinate
of the central point.
(a) (b)
Figure 6-35: Input parameters: (a) 16 sample points, (b)Gaussian distribution of
temperature for a typical case (T0 = 2000 K and a = 0.2 mm)
.
The POD-DEIM reduced-order model is constructed from 4000 snapshots com-
puting by varying the amplitude and the width of the Gaussian distribution of the
initial temperature. The 4000 snapshots are obtained from 16 simulations corre-
sponding to the combination of 4 different values of the peak (T0) and 4 different
values of the width (a) of the Gaussian distribution as shown in Figure 6-35(a). 250
snapshots of solutions are taken uniformly over the interval simulation time (250
time steps of fluid) for each simulation. The range of amplitude of temperature is
chosen to guarantee that the chemical reactions occur slowly at the minimum value
of the amplitude and strongly at the maximum value. The range of the width is
chosen to guarantee that the boundary conditions are satisfied for the maximum of
the width value. A particular case of the initial condition is shown in Figure 6-35(b).
In this study, the MCS are performed for two cases to analyze the impact of
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variability in the amplitude and the width input parameters on the heat released
and the average value of specie HO2 over the whole domain. Case 1 is performed to
model the uncertainty by considering 500 different values of amplitude T0 but keep-
ing the width at a = 0.183. These 500 values are randomly normal distributed with
the mean of 1550 and the standard deviation of 26. Case 2 is performed to model
the uncertainty by considering 500 different values of the width a but keeping the
amplitude at T0 = 1700K. These 500 values are also randomly normal distributed
with the mean of 0.175 and the standard deviation of 4.5×10−3. Solutions are then
computed using the full model and the reduced model of order 60.
Figures 6-36(a) – 6-37(b) show the comparison of the resulting histograms for
the average value of species HO2 and the total heat released between the full and
reduced models for Case 1. Table 6.5 summarizes the comparison of the results. The
results show that the reduced model predicts the mean and the variance of the total
heat released and species HO2 accurately. The error in the mean of the total heat
between the full model and reduced model is 0.034%, while the error in the mean of
the average value of species HO2 is 3.96%. The errors in the variances of total heat
released and the average value of species HO2 are 0.15% and 5.64%, respectively.
(a) Full model (b) Reduced model
Figure 6-36: Example 2: Comparison of species HO2 between the full model and
reduced-order model. MCS results are shown for 500 randomly sampled values of
the peak temperature of the initial condition. The dashed line shows the sample
mean.
144
(a) Full model (b) Reduced model
Figure 6-37: Example 2: Comparison of total heat released between the full model
and reduced-order model. MCS results are shown for 500 randomly sampled values
of the peak temperature of the initial conditions. The dashed line shows the sample
mean.
Name Full model Reduced model
Model size 91809 60
Oﬄine cost −− 16.65 hours
Online cost 464.87 hours 45.83 hours
Mean of total heat released 3.02091× 10−2 3.02192× 10−2
Variance of total heat released 8.51428× 10−7 8.85168× 10−7
Mean of species HO2 2.09592× 10−6 2.09908× 10−6
Variance of species HO2 3.34373× 10−14 3.53208× 10−14
Table 6.5: Comparison between full model and reduced-order model; MCS results
are shown for the average value of species HO2 and total heat released for 500
randomly sampled values of the peak temperature of the initial conditions.
Figures 6-38(a) – 6-39(b) show the comparison of the resulting histograms for the
average value of speciesHO2 and the total heat released between the full and reduced
models for case of variability in the width of the initial temperature distribution.
Table 6.6 shows the comparison of the outputs of interest. The results show that
the reduced model predicts the mean and the variance of the total heat released and
species HO2 accurately. The error in the mean of the total heat between the full
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model and reduced model is 0.008%, while the error in the mean of average value
of species HO2 is 0.055%. The error in the variance of total heat released and the
average value of species HO2 are 0.7% and 1.14%, respectively.
(a) Full model (b) Reduced model
Figure 6-38: Example 2: Comparison of species HO2 between the full model and
reduced-order model. MCS results are shown for 500 randomly sampled values of
the width of the initial conditions. The dashed line shows the sample mean.
(a) Full model (b) Reduced model
Figure 6-39: Example 2: Comparison of species HO2 between the full model and
reduced-order model. MCS results are show for 500 randomly sampled values of the
width of the initial condition. The dashed line shows the sample mean.
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Name Full model Reduced model
Model size 91809 60
Oﬄine cost −− 16.65 hours
Online cost 442.37 hours 45.83 hours
Mean of total heat released 2.99942× 10−2 2.99906× 10−2
Variance of total heat released 2.12484× 10−6 2.11023× 10−6
Mean of species HO2 2.17809× 10−6 2.17690× 10−6
Variance of species HO2 1.99578× 10−14 2.01853× 10−14
Table 6.6: Comparison between full model and reduced-order model; MCS results
are shown for the average value of species HO2 and total heat released for 500







The design of a viable detonation engine requires detailed knowledge of the det-
onation process. Of particular importance is the effect of geometry on the chemical
and physical dynamics of detonation waves. Since experiments for pulse detonation
engines can be very costly, numerical simulation provides an alternative means for
the analysis of the detailed detonation process. In this study, numerical simulations
are performed for different detonation chambers to evaluate and analyze the influ-
ence of geometry on the detonation process. Such numerical simulations of reacting
flow can be computationally expensive, due to the need to resolve the many differ-
ent time and length scales associated with the many species and chemical reactions.
An efficient reduced-order model, obtained by systematic reduction of the original
high-order full model, can overcome this computational burden.
Here, a numerical simulation code has been developed for one and two-dimensional
reacting flows. The numerical code is validated through comparisons to benchmark
problems of non-reacting and reacting flows. One-dimensional and two-dimensional
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straight detonation chamber models are considered for simulating the detonation
waves in viscous reacting flows. The results show that the detonation wave char-
acteristics (both one-dimensional and two-dimensional) are in good agreement with
the ZND model and experimental data. The physical and chemical characteristics
of the detonation waves, the role of transverse waves, and detonation wave propaga-
tion mechanisms are investigated. The two-dimensional abrupt detonation chamber
and axi-symmetric converging/diverging chamber are also simulated to study the
dynamics of detonation waves for inviscid reacting flows.
For a two-dimensional abrupt detonation chamber, the propagation mechanism
of detonation waves from the small chamber to the larger chamber is investigated.
Our findings indicate that there exists a critical value of ratio d2/d1 = 1.8, which is
determined as the head of expansion line reaches the axis of the detonation chamber.
When this ratio is larger than 1.8, detonation sustenance fails in the transition
from the small to large chamber. Otherwise, the detonation sustenance is ensured
in the transit from the small chamber to the larger chamber. This value is in
good agreement with previous numerical and experimental results. The detonation
waves successfully transit from the small chamber to the large chamber via three
mechanisms: (1) the maintenance of triple points (hotspots), (2) creation of new
hotspots from the intersection of the reflection waves and expansion waves, and (3)
new bubbles or hotspots are generated from instability in the transition region (local
explosion). Conversely, the detonation failure to transit from small channel to larger
channel happen when all the original triple points and hotspots disappear, and there
are no hotspots and triple point created in the domain. In order to reach the new
stable state, the successful transition of detonation waves passes through five regions.
These are the original stable region, expansion region, reflection region, transition
region and new stable detonation region. The original stable region is narrowed with
a loss of detonation cells as the detonation front moves forward in the streamwise
direction. In the expansion region, all the detonation cells disappear as the pressure
and temperature decrease. In the reflection region, new hotspots are created via
the interaction of reflection waves and expansion waves. In the transition region,
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the un-burnt mixture is re-ignited, and detonation waves are formed with irregular
detonation cells. In the new stable detonation region, the regular detonation cells
are reconstructed with size similar to those in the original stable region.
For the converging/diverging detonation chamber, the behavior and mechanism
of detonation wave propagation inside the axi-symmetric convergence/divergence
chambers are investigated. The detonation wave is first compressed in the converging
chamber and then expanded, while the detonation wave is first expanded and then
compressed in the diverging chamber. Two distinct cellular structure regions are
created by Mach-reflected detonation, and separated by the triple point trajectory.
There is no reflection region observed when the oblique angle is beyond 56◦. All the
detonation cells of the original detonation have disappeared before the new ones are
created for an oblique angle greater than 45o, while the original detonation cells are
somewhat maintained for an oblique angle smaller than 45◦. The transition length
is a function of both the oblique angle (θ) and the ratio d2/d1. For d2/d1 = 0.5
(convergent case) and d2/d1 = 1.5 (divergent case), our findings reveal that the
transition length reaches the minimum value when the oblique angle is about 45◦.
In order to reach the new stable state, the detonation waves in the axi-symmetric
converging chamber also pass through five regions, which are the original stable
region, the compression region, the expansion region, the transition region, and
the new stable state region. When there is no compression region in the diverging
chamber, the cell size in the downstream region is also similar to that in the original
upstream region.
The reduced-order model is obtained using the POD-DEIM method for chemical
reacting flows. The POD technique is employed to extract a low-dimensional basis
that represents the dominant characteristics of the system trajectory in state-space.
The DEIM algorithm is then applied to improve the efficiency in computing the
projected nonlinear terms in the POD reduced system. To demonstrate the model
order reduction method, two examples are considered. The first is a stiff diffusion-
reaction model and the second is a more complex multi-step reacting flow model. In
both cases, reduction is performed for the chemical kinetics. For the stiff diffusion-
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reaction model, the reduced model has a dimension of 30 which is much smaller
than 200 for the original full model. The results show that the reduced model can
accurately produce and predict the solution of the original full model with factor
of about 5.0 reduction in computational time. This factor might be expected to be
larger as the dimension of the full model becomes larger. The results also show that
the reduced model can accurately predict the solutions of the full model over a wide
range of parameters. For more complex multi-step reacting flows, the dimensions
of the reduced models are less than 60, which is much smaller than the dimension
of 91809 for the original full model. Monte-Carlo simulations with 500 samples are
performed for the reduced model to estimate variability in the outputs of interest
of reacting flow simulations. The obtained results show that the reduced model
can speed up computations by a factor of about 10.0 compared to the original full
model, and yet retain reasonable accuracy.
7.2 Recommendations for Future Work
The computer code has been developed for two-dimensional viscous reacting
flows, but it should be fairly straightforward to extend it to three dimensional simula-
tion. A three-dimensional analysis would allow the simulation of a three-dimensional
multi-head detonation front, a spinning detonation front, and three-dimensional cel-
lular structure. Furthermore, a rotating detonation wave engine model could be
analyzed and studied.
In terms of the numerical method for the chemical kinetics, the CHEMEQ pack-
age used in this research is a serial source code, which was modified from the (orig-
inal) Fortran version. There still exists some limitations such as slow convergence.
Hence, it is possible to use other solvers instead of the CHEMEQ, such as the
CVODE solver. This is an optimization solver for stiff nonlinear ODEs system.
Some simple comparisons between CHEMEQ and CVODE have been done for zero-
dimensional chemical kinetic models. We observed that the solution obtained from
both methods achieve the same level of accuracy; however, the CVODE solver runs
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much faster than the CHEMEQ package. Therefore, it is possible to use the CVODE
instead of CHEMEQ for saving computational time.
A limitation of the model reduction approach for typical reacting flow problems
is that the method requires saving too many snapshots of both the solutions and the
nonlinear term to get reasonable accurate solution. In some cases, the simulations
need to run for a long time, resulting in too many snapshots to store for computing
the POD basis and interpolation points. Therefore, the oﬄine computation is a
significant challenge, especially with limited computer resources.
In this study, the POD-DEIM model reduction method is applied only to the
chemical kinetics, while the fluid dynamics are still solved using the original full
model. This is why the total simulation time only has a speed up factor of 10, in
spite of several orders of magnitude in time saving for the chemical kinetics part.
Therefore, the application of the model reduction method for the fluid dynamics part
is another avenue for future work to obtain overall speedup in the computational
simulations.
The projection-based reduced model techniques may not accurately approximate
a discontinuous solution. In particular, the POD-DEIM technique can not accurately
approximate the solution of the detonation problem at the detonation front, due to
the large discontinuity of the solution in this region. However, the POD-DEIM can
approximate well the solution of the detonation problem in smooth regions. Another
area of future work is to apply the POD-DEIM method in the smooth regions and
solve using the full model over the thin detonation front region. However, this work
requires an algorithm to detect the location of detonation front.
In the context of the combustion process, besides the present input parameters
employed in this current work, there are many other input parameters needed to
gain better understanding of the physical process. For example the optimal ratio of
fuel and air in the initial mixture for having maximum total heat released, reaction
parameters (pre-coefficients A, the exponential parameter β, the activation energy
E0, etc.). Therefore Monte Carlo simulation over a larger input space using the
reduced model may provide further opportunity to analyze these input parameters.
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