In this article we address a districting problem faced by a pickup and delivery parcel company over a determined service region. The service region is divided into districts, each served by a single vehicle that departs from a central depot. Two objectives are optimized: compactness and balance of the workload content among the districts. We present a mathematical formulation of the problem and a heuristic algorithm to solve the problem. Numerical results are presented in comparison to CPLEX 11.1 solutions for the smaller size instances. The results show that the heuristic performs well. The algorithm is able to solve moderate size instances in reasonable computational time, given the strategic nature of the problem.
Introduction
Districting problems involve the partitioning of a region into smaller size areas in order to facilitate the operations performed over the region and optimize determined criteria under consideration. Districting problems arise in a broad range of real applications such as politics, sales territory alignment, schools, health care systems, emergency sites, and logistics, where it is commonly associated with routing activities.
In this article we address a logistics districting problem motivated by a real-world application from a parcel company that serves the metropolitan region of Monterrey, Mexico.The operations of the company involve the delivery and pickup of packages within a region. The region is divided into "districts" (zones), each served by a single vehicle that departs from a central depot. The districting process aims to optimize two criteria: compactness and workload balance.
Although the exact location of the customers and the daily volume of demand are stochastic, the problem is solved using a deterministic model. The procedure employed by the company to design districts is the following: Using the data of a representative day, the locations of the customers are identified on a map and the districts are defined following what the company calls a spiral-sweep procedure in which they attempt to balance the workload of the districts and create districts of compact shape. This procedure takes about three weeks to be completed and only makes adjustments to the current district design. Figure 1 presents an example of a districting configuration. Customers are located over a plane in a geographical region with the depot located at the origin. Five districts are defined. The criteria to optimize are measured as follows: workload is estimated as the time to perform all the pickups and deliveries to perform within the district as well as an estimated time to travel from the depot to the district. The latter is determined as the travel time from the depot to the farthest point of the district. In Figure 1 we can observe that districts 1 and 4 are farther from the depot than districts 5, 2, and 3. Thus more time is required to reach those districts and the optimal configuration may assign less workload to those districts in order to balance workload among them, depending on the time required to perform each service compared to the travel time within the district. Compactness has to do with the form of the district, which is desired to be as round or rectangular as possible with a high work density. We estimate compactness as the farthest distance between two points of a district. If we assume Euclidean distances, we can observe that districts 1, 2, and 5 are more compact than the rest of the districts and district 3 would have the biggest travel time between its farthest points.
The objective of this work is to propose a methodology that is faster and allows the company to find a new and optimized district design. The methodology proposed is based on a heuristic algorithm, which is justified by the difficulty of the problem that has been shown to be NP -Complete in (Altman, 1997) , reason for which an exact method may not be practical.
The remainder of the paper is organized as follows. Section 2 presents a literature review. Section 3 presents the mathematical model of the problem. Section 4 describes the solution methodology and section 5 presents the numerical results. Conclusions and recommendations for future research are shown in section 6.
Literature review
Several articles related to the districting problem in its different contexts can be found in the literature. To the best of our knowledge, the specific characteristics of the problem addressed here makes it unique and not previously addressed, however, we can find several works related to logistics districting problems that are similar. For instance, Langevin and Soumis (1989) study the problem of designing multiple vehicle delivery tours satisfying time constraints for the letter and parcel pickup and delivery problem, considering that the depot is located at the center of the service area and demand is randomly distributed with a density as a function of the radius, assuming a ring-radial grid. Our model differs in that we model the problem as a graph.
Also related is the work by Novaes and Graciolli (1999) , who present a methodology to design multi-delivery tours over an urban region of irregular shape in which the density of demand points and the workload content varies over the service region. Novaes et al. (2000) extend the previous work with a continuous approach. Muyldermans et al. (2002 Muyldermans et al. ( , 2003 address the districting design problem for arc routing operations for salt spreading on winter roads. The authors present a graph model in which demand occurs at the edges. This differs from our model, in which demand occurs at each vertex. In the former work, the authors propose a heuristic procedure in which the total area is partitioned into cycles which are subsequently aggregated in two phases. In the latter work, the authors propose three different heuristics and then compare the solution values with a multi-depot CARP cutting plane lower bound. Haugland et al. (2007) consider the problem of designing districts for vehicle routing problems with stochastic demands. They propose two procedures to solve the problem. The first method is based on a Tabu Search (TS) approach and the second on a multistart approach. The authors propose a twostage stochastic model with recourse with the aim to minimize travel times. Our work differs in that we propose a hybrid algorithm that combines elements of both types of metaheuristics and in that we strive to balance workload content. For an extensive and more general literature review, refer to Moonen (2004) .
Mathematical model

Consider a connected, undirected graph G(V,E)
where V is the vertex set and E the edge set. The graph is generally not complete. All the edges   Distances between points are edge lengths for those points that are connected in the graph and shortest path distances for other pairs of points. A district is defined as a subset of the points. Each vertex may require either a pickup or a delivery.
The aim of the districting procedure is to optimize two criteria: balance of the workload content among the districts and compactness of district shapes. Figure 2 shows a Graph G, in which V is the set of 20 points that are located on the map, and E is the set of edges (20 for this instance).
We propose a hierarchical optimization approach in which the first model to be solved is a linear programming problem in which the weighted sum of the compactness metric and the maximum workload content assigned to a district, each of them normalized, is minimized. Then a second optimization model is solved with the objective to minimize the dispersion of the workload content among the districts with the constraint that the previous objective may not be made worse. The following variables are defined: W iis a continuous variable that represents the maximum workload content assigned to a district, Z is a continuous variable that measures the compactness as the maximum travel time between the furthest apart points of a district, D j is a continuous variable that takes the value of the traveling time from the depot to the farthest point of district j, M j takes the value of the traveling time between the two furthest apart points of disctrict j, dispersion j is a continuous auxiliary variable that takes the absolute value of the difference between the workload content of each district with respect to the average workload content assigned to the districts, and X ij takes the value of 1 if customer i is assigned to district j and zero otherwise.
The first optimization model is as follows:
, ,
Equation (1) is the objective function that minimizes a weighted average of the maximum workload and maximum compactness metrics. The objectives are normalized and the relative weighting is given by λ. Constraints (2) guarantee that each demand point is assigned to exactly one district. Constraints (3) and (4) guarantee that each district has a maximum of  pickups and  deliveries, respectively. Constraints (5) guarantee that D j takes the value of the time from the depot to the farthest point of each district j. Compactness is defined as the distance between the two furthest apart points in a district and we attempt to obtain compact districts by minimizing the maximum compactness metric, as it is guaranteed by constraints (6) . If points i and k are assigned to the same district, then both X ij and X kj will take a positive value and hence the constraint will be activated, guaranteeing that Z takes the value of the maximum travel time between a pair of points in a district. The workload content of a district is defined as the time required to perform all required pickups and deliveries and the time needed to drive from the depot to the farthest point in the district. In order to balance the workload content among districts, we minimize the maximum workload allocated to a district and constraints (7) guarantee that W takes the value of the maximum workload from among the districts. Constraints (8) are the binary requirements.
The second optimization model is as follows:
Constraints (9) correspond to the objective function of the second optimization model that minimizes the sum of the absolute value of the dispersion of the workload content of each district with respect to the average workload. Constraints (10) to (12) are auxiliary constraints to guarantee that the variable D j takes the exact value of the time to travel from the depot to the farthest point of each district. Constraints (13) and (14) guarantee that for each district j, the difference between its workload content and the average workload content takes a positive value. Constraint (15) is included in the model in order to guarantee that the objective function value of the first optimization model may be equal or less to the value obtained when this model was solved, plus an epsilon to avoid conflicts with numerical precision. Constraints (16) are the binary requirements.
Normalization parameters are estimated with respect to the optimum value. Nw is determined by estimating an average workload per district when it is approximately balanced. To determine the approximate area of the service region, it is assumed to be approximately of circular shape with the depot at the center. Nz estimates the length of the diameter (in time units) of a district, assuming the area (of the circular approximation) of the service region is divided equally into m identical circular districts.
4..Hybrid districting algorithm (HDA) description
In this section we present the details of the proposed hybrid districting algorithm that combines elements of GRASP and Tabu Search (TS). TS is an adaptive memory-based technique proposed in 1977 by Glover (1977) that enhances the performance of a local search procedure through the use of memory structures to aid escaping from local optima by accepting even non-improving moves. Comprehensive tutorials on Tabu Search are found in Glover and Laguna (1997, 2002) .
GRASP
is a multi-start constructive metaheuristicproposed by Feo and Resende (1989) in which an iteration consists of two phases: construction of an initial solution from scratch and then improvement of the solution by a local search approach. For a detailed description of GRASP, see Resende and Ribeiro (2002) . Several initial solutions are constructed and improved. The best final solution is selected as the final districting configuration. Details of each phase are further described below.
Feasible initial solution construction (fISC)
We first select a set of seeds, one for each district. Then we allocate the remaining points to the districts associated to each seed. Constructing a feasible solution turns out to be a difficult task because of the requirement of satisfying two capacity limits of the districts. We may actually find some instances for which it is not possible to find a feasible solution.
To select the set of seeds we propose five different procedures that are employed by the algorithm in order to construct a feasible solution, which is then improved. The first four procedures select the seeds in a greedy randomized fashion. The first greedy function selects the seeds as those points that are most disperse to each other, based on a modified version of the greedy algorithm of Erkut (1991) that solves the p-dispersion problem. The second greedy function evaluates the points with respect to the number of "neighbors" located within a determined distance from each point and selects as seeds those points with a maximum number of neighbors. Each time a seed is selected, its neighbors are discarded as potential points. The third greedy function selects the seeds according to the location on the plane. The region is divided like a pie into equal sectors and those points located close to the corresponding division of each district are selected as candidates. Potential points are evaluated according to the greedy
function in use and the better choices are placed on a restricted candidate list (RCL) from which the seed is randomly selected. The fourth method is similar but it considers the workload content of the points to divide the region instead of just considering the location of the points. The last method is a semi-random approach that sequentially selects seed randomly. Each time a seed is selected, its neighbors are discarded to avoid selecting as seeds points that are very close to each other. In case that no potential point is available to select a seed, the seed is selected randomly among those points that were previously discarded.
Once a set of seeds has been selected, the remaining points are allocated to the districts, striving to find a feasible solution and enhance compactness. For this, a point is allocated to a district only if it is adjacent to any of the points already allocated to the district. Two districts are adjacent if at least one point in one district is connected to at least one point in the other district. We first try to make a feasible assignment of points (FAP), which means that we respect the capacity limits of the points. If required, points are assigned even if capacity limits are not respected, an infeasible assignment of points (IAP), and then a reallocation procedure is performed with the aim of obtaining a feasible solution (H-R). Details of the procedure are as follows: Apply the hyperheuristic-reallocation procedure to get feasibility.
Hyperheuristic-reallocation procedure (H-R)
This procedure consists of reallocating points between adjacent districts with the aim of finding a feasible solution. We propose a simple hyperheuristic to guide the reallocation procedure. The heuristics attempt to find a pair of adjacent districts such that a point can be reassigned from one (the sending district) to the other (the receiving district). We propose six low level heuristics or decision rules, three of which allow only feasible moves. This means that a district can receive a point only if it has enough capacity. A TS list function is implemented that aids in escaping local optima. The procedure is repeated during a determined number of iterations or until a feasible solution has been constructed.
Local search (LS)
The procedure considers a search space that consists of the solutions found once a move of a point between a pair of adjacent districts is performed with the aim of finding a better districting configuration. A TS short term memory is implemented with an aspiration criterion that allows a tabu active move only if the resulting solution is better than the current best solution. An iteration of the LS phase consists of the evaluation of all the solutions in the defined search space. The best solution found, as per Equation (1), is selected even if it is worse than the current best solution found. In case of ties, solutions are evaluated using Equation (25) and the solution that presents the least dispersion of workload content among districts is preferred.
The neighborhood structure consists of an evaluation of all the possible moves or transfers between adjacent districts including infeasible moves. This part of the procedure is referred to as the first step. For each solution found during the first step, now the search space consists of all the feasible solutions that result from moving a point between adjacent districts. This is referred to as the second step. Among all the solutions evaluated in the second step, the best solution is selected but only the move done during the first step is performed. If it turns out that it is an infeasible solution, then the move selected during the second step is also performed so that we always end up with a feasible solution.
Also, in case of ties, the solution that results in the lower dispersion metric according to Equation (17) is selected. A list of the three best solutions is maintained and at the end of the procedure a final attempt is made to improve these three solutions, but the search is done by evaluations of a single step. The overall best solution found is reported as the final solution for the given initial feasible solution.
Numerical results
To test the performance of the proposed solution procedure, a set of instances was generated. All problem instances were solved on a 2.00 GHz Pentium processor with 2 GB of RAM running under Windows XP. The instances generated were solved by the procedure proposed in this work and by CPLEX 11.1 (http://www-01.ibm.com/software/integration/optimization/cplex -optimizer/) for comparison purposes.
Instance generation
We defined two types of instances. The first type of instances is referred to as "General Instances", which are generated so as to resemble the structure of the metropolitan region of Monterrey. We generated a set of base points using Google Earth, taking care to locate the points where there actually exists a home, office, or building that may be visited by the vehicles. Instances are generated by randomly selecting a subset of points from the set of base points. The depot is located in the same place as it is for the parcel company, which is approximately at the center of the geographical region. Each point is assigned a pickup or a delivery at random with equal probability. The second type of instance is referred to as "Symmetric Instances", which are not realistic instances, but generated for comparison purposes. This type of instance is generated such that the optimal solution corresponds to symmetric districts with the same workload content and compactness metric. Euclidean distances are used to estimate distances between each pair of points (whether or not there exists an edge connecting the points).
For all instances of both types, the stopping times for the pickup and delivery activities were fixed at a realistic value suggested by the parcel company: 5 minutes for a delivery and 10 minutes for a pickup. We define three levels of average speed: 25 kilometers/hour, 30 kilometers/hour and 35 kilometers/hour. The limits on the number of pickups and deliveries are defined based on two levels of capacity: tight (T) and less restricted (LR), which are based on an average number of pickups/deliveries that would correspond to each district if the total number of services were divided equally among the districts plus a tolerance term. For the tight instances we define it as the floor of 0.15 times the total number of points divided by the number of districts. For the less restricted instances we multiply the same amount by 0.22. We consider three instance sizes: 50 points/5 districts (50_5), 200 points/10 districts (200_10), and 450 points/15 districts (450_15). The weighting factor λ was set to three different values: 0.25, 0.5 and 0.75. For each of the two instance types, and the three instance sizes, three replicates were generated, and each of them were tested varying over the two capacity limits, the three values of the relative weighting factor as well as the three values of speed, resulting in total 2x3x3x2x3x3=324 instances.
Stopping rules
A limit time of 3600 seconds was set for the instances solved by CPLEX 11.1 for each optimization models consuming in total up to 7200 seconds (CPLEX 11. 1 did not make a significant improvement beyond that). For the heuristic, a maximum limit time of 3600 seconds was set. We define a maximum number of iterations. For the Hyperheuristic-Reallocation procedure we set a maximum of 15 iterations for the 50-5 instances and 25 for the rest of the instances. For the LS procedure we set a maximum of 40 iterations. We also established a maximum of 25 attempts to construct an initial feasible solution, sequentially applying the five proposed methods to select a set of seeds.
Results
All instances were attempted to be solved by both the heuristic procedure and CPLEX 11.1, but CPLEX 11.1 could not find an integer solution for the 450_15 instances. For the rest of the instances we report the optimal or the best integer solution found by CPLEX 11.1. We compute a gap between the heuristic and CPLEX 11.1 solutions with respect to the OF1 value reported by CPLEX 11.1 once the second optimization model is solved as defined by Equation (20). Positive gaps are obtained when CPLEX 11.1 finds a better solution than our procedure:
For the symmetric instances, we compared the heuristic and CPLEX 11.1 solutions against the optimal solution which consists of symmetric districts with the same workload content and compactness metric. We first present the results of the 50_5 and 200_10 size instances in Tables 1  and 2 , respectively, for which CPLEX 11.1 could find either the optimal or at least a feasible solution (with integer values of the decision variables X ij ). The minimum, average, and maximum gap between the heuristic solution (HDA) and CPLEX 11.1 solution are reported for the general instances, and gaps between the optimal solution and the heuristic and CPLEX 11.1 solutions for the Table 1 . Numerical results-General Instances, 50_5 and 200_10 size. symmetric instances. Also, computational times for both CPLEX 11.1 and the heuristic are reported, as well as the minimum, average, and maximum objective function (OF1 and OF2) values. We would like to point out that the primary objective to optimize is OF1. The value reported for OF1 is the value obtained after solving the second optimization model, and the value of OF2 is equal to the absolute value of the dispersion of workload content, which is a secondary objective.
In general, we can observe from the tables that the heuristic performs very well. CPLEX 11.1 found the optimal solution for both types (general and symmetric) of the 50_5 instances. For these same instances, our procedure also found optimal solutions for both the general and symmetric instances. Regarding the computational time of this instance size, CPLEX 11.1 had a maximum computational time of 1174 seconds for the general instances and 621 seconds for the symmetric instances (which are easier to solve). The heuristic procedure reported very low computational times: 10.06 and 3.97 seconds, respectively.
In order to better observe the differences between the solutions found by CPLEX 11.1 and the heuristic, Figure 3 and 4 present a comparative chart for the general and symmetric instances, respectively. The primary axis (left side) refers to the values of the objective functions and the secondary axis (right side) to the computational times.
As can be seen, CPLEX 11.1 and the heuristic both found the optimal solution for the general and symmetric instances, which is the reason why these values overlap. The only difference that we can appreciate in Figures 3  and 4 are in the computational times, with the heuristic always reporting lower times than CPLEX 11.1. In the case of the 200_10 instances, CPLEX 11.1 could not find the optimal solution during the maximum computational time that was set, so we report in Tables 5.1 and 5 .2 the best feasible (integer) solution that was found. Comparative charts for each instance type are shown in Figures  5 and 6 . We can observe in Table 1 that negative gaps are reported. These indicate that the heuristic found a better solution than the solution reported by CPLEX 11.1. These results are also shown in Figure 5 , with the heuristic always achieving lower values of the objective function, and CPLEX 11.1 having the maximum computational times for the first optimization model and in most of the cases for the second optimization model. The heuristic reported very low computational times compared to those of CPLEX 11.1, with an average of 237 seconds, compared to 7000 seconds respectively. For the Symmetric Instances, the solutions found by CPLEX 11.1 are always worse than those reported by the heuristic, which in most of the instances found the optimal solution or a very nearly optimal solution, as shown in Figure 6 . In the figure, the first 18 instances correspond to the first replicate for which the heuristic always found the optimal solution, as was the case for the third replicate. The second replicate corresponds to instances 19 through 36, for which the heuristic found solutions very close to the optimal symmetric solution, as can be seen in Figure 6 . Low computational times are reported by the heuristic, with an average of 160 seconds, significantly lower than those for CPLEX 11.1, which always reached the time limit.
For the 450_15 instances, CPLEX 11.1 could not find any feasible integer solution, so we report the linear relaxation (LR) solution reported by CPLEX 11.1. Although the noninteger solution can be used as a lower bound, it is important to recall that a non integer solution is not comparable to the heuristic solution because it represents a configuration in which fractions of points are allocated to several districts, which in practice does not make any sense for the parcel company. Table  3 and Figure 7 present the results obtained for the general instances. Both the table and the figure report the linear relaxation solution found by CPLEX 11.1. We can observe in Table 3 and Figure 7 that the linear relaxation solution found by CPLEX 11.1 is much lower than the solution found by the heuristic and also that for some instances, the computational times are much lower for CPLEX 11.1. However, given that the linear relaxation solution is not comparable and that the lower bound it provides may not be tight, we cannot use these results to make conclusions about the heuristic's performance. Table 4 and Figure 8 present the results obtained for the symmetric instances. As we can observe, the linear relaxation solution value found by CPLEX 11.1 is much lower than the optimal symmetric solution. This shows that the non-integer solution found by CPLEX 11.1 does not provide a tight lower bound that can be used for comparison purposes. On the other hand, we can observe that the heuristic found solutions very close to the optimal symmetric solution, with an average gap of 6% and a maximum gap of 21%. We can observe that for this instance size, the computational times for CPLEX 11.1 are lower than those attained by the heuristic. However, this is not a useful comparison because the CPLEX 11.1 solution is not a feasible solution. The heuristic reports reasonable times given the size of the instance, with an average of 1868 seconds and never reaching the time limit. For a strategic level decision problem that does not need to be solved very often, these are fast solution times. Finally, Table 5 presents a comparison of the results classified by instance size and capacity restrictiveness. For the general instances, we considered only the results that correspond to the 50_5 and 200_10 instances in which CPLEX found a feasible integer solution. For the symmetric instances, we considered the three instance sizes, compared to the optimal symmetric solution.
No large performance difference is observed between both levels of capacity restrictiveness, but in general we can observe smaller gaps for the less restricted instances, especially for the 200_10 and 450_15 instances, keeping in mind that for the 50_5 instances, both CPLEX and the heuristic found optimal solutions. We must point out that the most difficulty step in finding a solution is the construction of a feasible solution, and the restrictiveness of the capacity limits strongly impacts this part of the procedure. The inclusion of a multi-start procedure increases the probability of being able to find a feasible solution. For all the instances tested, we were always able to find at least one feasible solution. 
Conclusions and recommendations
We present a mathematical model for a districting problem for a parcel company that operates in the metropolitan area of Monterrey, Mexico. Because the problem is NP-hard, we propose a heuristic procedure to solve the problem. Our computational experiments show that the procedure performs well on the smallest size instances, for which both CPLEX 11.1 and the procedure found an optimal solutions. For the medium size instances, the procedure found solutions better than the best integer solutions found by CPLEX 11.1. Low computational times are observed for the heuristic procedure, with a maximum time of less than one hour for the largest size instances tested. We included as part of the experimentation, an instance type in which the optimal solutions correspond to symmetric districts with the same workload content and compactness metric, which helped us to evaluate the performance of the heuristic for the largest size instances, for which CPLEX 11.1 could not find a feasible integer solution, providing only the solution to the linear relaxation.
Some recommendations for further research include modeling the problem as a bi-objective optimization problem and finding the efficient frontier instead of a single solution. Other solution approaches based on decomposition techniques commonly used on large-scale problems may also be implemented and tested. A stochastic version of the problem could also be modeled and solved. 
