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Fig. 1. We present StyleFlow to enable aribute-conditioned semantic edits on projected real images and StyleGAN generated images. For each of these
examples, the user sequentially changes (camera) pose, illumination, expression, eyeglasses, gender, and age of a real image. Please judge, where applicable,
the extent of identity preservation of the respective person under the applied edits. In this figure, all the source images are real images.
High-quality, diverse, and photorealistic images can now be generated
by unconditional GANs (e.g., StyleGAN). However, limited options exist
to control the generation process using (semantic) aributes, while still
preserving the quality of the output. Further, due to the entangled nature of
the GAN latent space, performing edits along one aribute can easily result
in unwanted changes along other aributes. In this paper, in the context of
conditional exploration of entangled latent spaces, we investigate the two
sub-problems of aribute-conditioned sampling and aribute-controlled
editing. We present StyleFlow as a simple, eective, and robust solution
to both the sub-problems by formulating conditional exploration as an
instance of conditional continuous normalizing ows in the GAN latent
space conditioned by aribute features. We evaluate our method using the
face and the car latent space of StyleGAN, and demonstrate ne-grained
disentangled edits along various aributes on both real photographs and
StyleGAN generated images). For example, for faces we vary camera pose,
illumination variation, expression, facial hair, gender, and age. We show
edits on synthetically generated as well as projected real images. Finally,
via extensive qualitative and quantitative comparisons, we demonstrate the
superiority of StyleFlow to other concurrent works.
Project Page and Video: hps://rameenabdal.github.io/StyleFlow
CCS Concepts: •Neural Rendering→ Face Editing; •Flows→ Continuous
Normalizing Flows; •Generative Modeling→ GANs;
Additional Key Words and Phrases: Generative Adversarial Networks, Image
Editing
1 INTRODUCTION
A longstanding goal of Computer Graphics has been to generate
high-quality realistic images that can be controlled using user-
specied aributes. One broad philosophy has been to create de-
tailed 3D models, decorate them with custom materials and texture
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Fig. 2. Disentangled edits performed by our StyleFlow framework on real images. From top to boom, changing camera view, change of expression, and aging.
Please note the non local changes. For example, in the second row, the eyes and cheeks respond under increasing smile.
properties, and render them using realistic camera and illumina-
tion models. Such an approach, once realized, provides users with
signicant control over a range of aributes including object prop-
erties, camera position, and illumination. However, it is still hard to
achieve photorealism over a range of aribute specications.
Alternately, in a recent development, generative adversarial net-
works (GANs) have opened up an entirely dierent image generation
paradigm. Tremendous interest in this area has resulted in rapid
improvements both in speed and accuracy of the generated results.
For example, StyleGAN (Karras et al. 2019b), one of the most cele-
brated GAN frameworks, can produce high resolution images with
unmatched photorealism. However, there exist limited options for
the user to control the generation process with adjustable aribute
specications. For example, starting from a real face photograph,
how can we edit the image to change the (camera) pose, illumination,
or the person’s expression?
One successful line of research that supports some of the above-
mentioned edit controls is conditional generation using GANs. In
such a workow, aributes have to be specied directly at (GAN)
training time. While the resultant conditional GANs (Choi et al.
2019; Park et al. 2019; Xiao et al. 2018) provide a level of (semantic)
aribute control, the resultant image qualities can be blurry and fail
Fig. 3. Given an input StyleGAN image (le), vector arithmetic in the latent
space (Radford et al. 2016) (here computed by Image2StyleGAN (Abdal et al.
2019)) can produce expression edits (middle) but at the cost of changing
identity of the face due to the entangled latent space. In contrast, our
proposed StyleFlow (right), by extracting non-linear paths in the latent
space, enables expression edits while retaining identity.
to reach the quality produced by uncontrolled GANs like StyleGAN.
Further, other aributes, which were not specied at training time,
can change across the generated images, and hence result in loss of
(object) identity due to edits.
We take a dierent approach. We treat the aribute-based editing
problem as a conditional exploration problem in an unsupervised
GAN, rather than conditional generation requiring aribute-based
retraining. We explore the problem using StyleGAN, as one of
the leading uncontrolled GAN setups, and treat aribute-based
user manipulations as nding corresponding non-linear paths in
the StyleGAN’s latent space. Specically, we explore two problems:
(i) aribute-conditioned sampling, where the goal is to sample a
diverse set of images all meeting user-specied aribute(s); and
(ii) aribute-controlled editing, where the user wants to edit, possibly
sequentially, a particular image with target aribute specications.
e paths inferred by StyleFlow is conditioned on the input image,
and hence can be adapted to the uniqueness of individual faces.
Technically, we solve the problem by proposing a novel normal-
izing ow based technique to conditionally sample from the GAN
latent space. First, assuming access to an aribute evaluation func-
tion (e.g., an aribute classication network), we generate sample
pairs linking StyleGAN latent variables with aributes of the corre-
sponding images. In our implementation, we consider a range of
aributes including camera, illumination, expression, gender, and
age for human faces; and camera, type, and color for cars. We then
enable adaptive latent space vector manipulation by casting the
conditional sampling problem in terms of conditional normalizing
ows using the aributes for conditioning. Note that, unlike in con-
ditional GANs, this does not require aribute information during
GAN training. is results in a simple yet robust aribute-based
image editing framework.
We evaluate our method mainly in the context of human faces
(both generated as well as real images projected into the relevant
latent space) and present a range of high-quality identity-preserving
edits at an unmatched quality. As a further proof of robustness,
we demonstrate sequential edits, see Figure 1 and Figure 9, to the
images without forcing the latent vectors out of the distribution,
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as guaranteed by our formulation of the problem with normalizing
ows. We compare our results with concurrently proposed manipu-
lation techniques, and demonstrate superior identity preservation,
both quantitatively and qualitatively. In summary, we enable con-
ditional exploration of latent spaces of unconditional GANs using
conditional normalizing ows based on (semantic) aributes.
Project code and user interface (see supplementary material) will
be released for research use.
2 RELATED WORK
Generative Adversarial Network Architecture. Generative Adver-
sarial Networks (GANs) have been introduced by Goodfellow et
al. (2014) and sparked a huge amount of follow up work. One direc-
tion of research has been the improvement of the GAN architecture,
loss functions, and training dynamics. As current state of the art
we consider a sequence of architecture versions by Karras and his
co-authors, ProgressiveGAN (Karras et al. 2017), StyleGAN (Karras
et al. 2019b), and StyleGAN2 (Karras et al. 2019a). ese architec-
tures are especially strong in human face synthesis. Another strong
system is BigGAN (Brock et al. 2018) that produces excellent results
on ImageNet (Deng et al. 2009). We build our work on StyleGAN2
as it is easier to work with. A detailed review of the history of
GAN architectures, or a discussion on loss functions, etc. is be-
yond the scope of the paper. We also note that in addition to GANs,
there are other generative models, such as Variational Autoencoders
(VAEs) (Kingma and Welling 2013) or pixelCNN (van den Oord et al.
2016). While these methods have some advantages, GANs currently
produce the highest quality output for the applications we consider
by a large margin.
Conditional GANs. A signicant invention for image manipula-
tions are conditional GANs (CGANs). To add conditional informa-
tion as input, CGANs (Mirza and Osindero 2014) learn a mapping
G : x , z → y from an observed input x and a randomly sampled
vector z to an output image y. One important class of CGANs use
images as conditioning information, such as pix2pix (Isola et al.
2017), BicycleGAN (Zhu et al. 2017b), pix2pixHD (Wang et al. 2018),
SPADE (Park et al. 2019), MaskGAN (Lee et al. 2019) and SEAN (Zhu
et al. 2019). Other notable works (Nie et al. 2020; Siarohin et al. 2020;
Zakharov et al. 2019) produce high quality image animations and
manipulations. CGANs can be trained even with unpaired training
data using cycle-consistency loss (Kim et al. 2017; Yi et al. 2017;
Zhu et al. 2017a). ey can be used as a building block for image
editing, for example, by using a generator G to translate a line
drawing or semantic label map to a realistic-looking output image.
CGANs have given rise to many application specic modications
and renements.
Applications of Conditional GANs. CGANs are an excellent tool
for semantic image manipulations. In the context of faces, Star-
GAN (Choi et al. 2018, 2019) proposes a GAN architecture that
considers face aributes such as hair color, gender, and age. An-
other great idea is to use GANs conditioned on sketches and color
information to ll in regions in a face image. is strategy was
used by FaceShop (Portenier et al. 2018) and SC-FEGAN (Jo and
Park 2019). One interesting aspect of these papers is that they use
masks to restrict the generation of content to a predened region.
erefore, some of the components of these systems borrow from
the inpainting literature. We just mention DeepFillv2 (Yu et al.
2018) as a representative state-of-the-art technique. An early pa-
per in computer graphics showed how conditioning on sketches
can produce good results for terrain modeling (Gue´rin et al. 2017).
Specialized image manipulation techniques, such as makeup trans-
fer PSGAN (Jiang et al. 2019) or hair editing (Tan et al. 2020) are
also very useful, as faces are an important class of images. A very
challenging style transfer technique is the transformation of input
photographs to obtain caricatures (Cao et al. 2019). is problem
is quite dicult, because the input and output are geometrically
deformed. Overall, these methods are not directly comparable to
our work because the input and problem statements are slightly
dierent.
Image Editing by Manipulating Latent Codes. A competing ap-
proach to conditional GANs is the idea to manipulate latent codes
of a pretrained GAN. Radford et al. (2016) observed that interesting
semantic editing operations can be achieved by rst computing a
dierence vectors between two latent codes (e.g. a latent code for
a person with beard and a latent code for a person without beard)
and then adding this dierence vector to latent codes of other peo-
ple (e.g. to obtain an editing operation that adds a beard). Our
technique falls into this category of methods that do not design a
separate architecture, but manipulate latent codes of a pretrained
GAN. is approach became very popular recently and all notewor-
thy competing papers are only published on arXiv at the point of
submission. We would like to note that these papers were developed
independently of our work. Nevertheless, we believe it will be useful
for the reader to judge our work in competition with these recent
papers (Hrknen et al. 2020; Nitzan et al. 2020; Tewari et al. 2020a),
because they provide beer results than other work. A great idea
is proposed by the StyleRig (Tewari et al. 2020a) paper where they
want to transfer face rigging information from an existing model
as a method to control face manipulations in the StyleGAN latent
space. While the detailed control of the face ultimately did not work,
they have very nice results for the transfer of overall pose (rotation)
and illumination. Based on earlier work, some authors worked on
the hypothesis that the StyleGAN latent space is actually linear and
they propose linear manipulations in that space. Two noteworthy
eorts are InterFaceGAN (Shen et al. 2019) and GANSpace (Hrknen
et al. 2020). e former tries to nd the latent space vectors that
correspond to meaningful edits. e laer takes a data driven ap-
proach and uses PCA to learn the most important directions. Upon
analyzing these directions the authors discover that the directions
oen correspond to meaningful semantic edits. Our results conrm
that the assumption of a linear latent space is a useful simplication
that produces good results. However, we are still able to produce
signicantly beer disentangled results with a non-linear model of
the latent space conditioned on the input image.
Embedding Images into the GAN Latent Space. We would also
like to mention techniques that try to embed images into the latent
space of a GAN. Generally, there are three main techniques. e
rst technique is to build an encoder network that maps an image
into the latent space. e second technique is to use an optimization
algorithm to iteratively improve a latent code so that it produces the
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output image (Abdal et al. 2019, 2020; Karras et al. 2019a). Finally,
there is the idea to combine the two techniques and rst use the
encoder network to obtain an approximate embedding and then
rene it with an optimization algorithm (Zhu et al. 2020, 2016). We
will use the optimization based technique of Karras et al. (Karras
et al. 2019a). In addition, embedding can itself be used for GAN-
supported image modications. We will compare to one recent
approach in our work (Abdal et al. 2019).
Neural Rendering. Neural rendering refers to the idea to generate
images from a scene description using a neural network. We refer
the reader to a recent state of the art report (Tewari et al. 2020b)
that summarizes recent techniques. Current methods tackle specic
sub-problems like novel view synthesis (Hedman et al. 2018; Sitz-
mann et al. 2019; ies et al. 2020), relighting under novel lighting
conditions (Guo et al. 2019; Xu et al. 2018), animating faces (Fried
et al. 2019; Kim et al. 2018; ies et al. 2019), and animating bod-
ies (Aberman et al. 2019; Martin-Brualla et al. 2018; Shysheya et al.
2019) in novel poses. While these techniques share some similar
goals in terms of user interaction, the overall problem seing is
suciently dierent from our work so that it is hard to compare to
these works directly.
3 OVERVIEW
We support two tasks: rst, aribute-conditioned sampling, wherein
we want to sample high-quality realistic images with target at-
tributes; and, second, aribute-controlled editing, wherein we want
to edit given images such that the edited images have the target
aributes, while best preserving the identity of the source images.
For generating realistic images, we use StyleGAN. In our im-
plementation, we support sampling from both StyleGAN (Karras
et al. 2019b) and StyleGAN2 (Karras et al. 2019a). We recall that
StyleGAN maps latent space samples zs ∈ R512 to intermediate
vectors w ∈ R512 in W space, by learning a non-linear mapping
f : zs → w, such that the w-s can then be decoded to images
I (w) = I (f (zs )) ∈ R3×1024×1024. In the uncontrolled setup, zs is
sampled from a multi-dimensional normal distribution. e w vec-
tor is used to control the normalization at 18 dierent locations of
the StyleGAN2 generator network. e idea of the extended latent
spaceW+ is to not use the same vector w eighteen times, but use
dierent vectors. Hence, a vector w ∈W+ has dimensions 18 × 512.
We will use both of these latent spaces in our paper. For training
the StyleFlow network, we useW . For restricting edits and editing
real images, we useW+.
In order to measure aributes of any image, we assume access to
a class-specic aribute functionA, typically realized as a classier
network, that returns a vector of aributes a := A(I ) for any given
image I belonging to the class under consideration. e aributes
are represented as an l-dimensional vector (e.g., l = 17 for human
faces in our tests).
Solving the rst task amounts to sampling z from a multi-dimensional
normal distribution and using a learned mapping function of the
form Φ(z, a), where a denotes the target aributes, to produce suit-
able intermediate weights. ese weights, when decoded via Style-
GAN, produce aribute-conditioned image samples of the form
I (Φ(z, a)) matching the target aribute.
Specically, using a zero-mean multi-dimensional normal dis-
tribution with identity as variance we can conditionally sample
as,
z ∼ N (0,I) and w = Φ(z, a) (1)
and in the process satisfyA(I (Φ(z, a)) = a. In Section 5, we describe
how to train and use a neural network to model such a function
Φ(z, a) using forward inference on a conditional continuous nor-
malizing ow (CNF). In other words, the normalizing ow maps
the samples from an n-dimensional prior distribution, in this case
a normal distribution, to a latent distribution conditioned on the
target aributes.
Solving the second task is more complex. Given an image I0,
we rst project it to the StyleGAN space to obtain w0 such that
I (w0) ≈ I0 using (Abdal et al. 2019; Karras et al. 2019a). Recall that
our goal is to edit the current image aributes a0 = A(I (w0)) to user
specied aributes at , whereby the user has indicated changes to
one or multiple of the original aributes, while best preserving the
original image identity. We then recover latent variables z0 that lead
to intermediate weights w0 using an inverse lookup z0 = Ψ(w0, a0).
We realize the inverse map using a reverse inference of the CNF
network described earlier, i.e., Ψ(w0, a0) := Φ−1(w0, a0). Finally, we
perform a forward inference, using the same CNF, to get the edited
image It that preserves the identity of the source image as,
It = Φ(z0, at ) = Φ(Φ−1(w0, a0), at ) = Φ(Φ−1(w0,A(I (w0))), at ).
(2)
We rst summarize normalizing ows in Section 4, and then, in Sec-
tion 5, we describe how the invertible CNF can be used to compute
the exact likelihood of the samples from the latent distribution of a
generative model.
4 NORMALIZING FLOWS
A normalizing ow, oen realized as a sequence of invertible trans-
formations, allows to map an unknown distribution to a known
distribution (e.g., normal or uniform distribution). is inverse map-
ping, from an initial density to a nal density and vice versa, can be
simply seen as a chain of recursive change of variables.
4.1 Discrete Normalizing Flows
Let ϕ : Rd → Rd be a bijective map such that there exists an
invertible map д with д := ϕ−1. Let the transformation of the
random variable be from z ∼ pz (z) to w such that w = ϕ(z). By the
change of variable rule, the output probability density of variable w
can be obtained as,
pw (w) = pz (z)
det ∂ϕ∂z −1 (3)
where ϕ−1(w) = z or д(w) = z. e same rule applies for a suc-
cessive transformation of the variable z. Specically, the transfor-
mation be represented by w = ϕK (ϕK−1 (. . .ϕ1(z0))), i.e., z0 →
. . . zK−1 → zK = w, and since ϕ−1 exists the inverse mapping is
expressed as z0 = ϕ−11
(
ϕ−12
(
. . .ϕ−1K (w)
))
. erefore, applying the
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Fig. 4. Aribute-conditioned editing using StyleFlow. Starting from a source image, we support aribute-conditioned editing by using a reverse inference
followed by a forward inference though a sequence of CNF blocks (see Figure 5). Here, z denotes the variable of the prior distribution and w denotes the
intermediate weight vector of the StyleGAN. Also note that the reverse and the forward inferences are solved by an ODE solver by evaluating CNF functions
over the time variable. Please refer to the text for details.
change of variable rule, we obtain the modied output log probabil-
ity density,
logpw (w) = logpz (z0) −
K∑
n=1
log det
 ∂ϕn∂zn
 , (4)
where zn+1 = ϕn (zn ) and zK = w.
In the special case of planar ows, the function ϕ can be modeled
by a neural network (Rezende and Mohamed 2015) where the ow
takes the form,
zn+1 = zn + unh
(
w>n zn + b
)
, (5)
where un ∈ Rd ,wn ∈ Rd ,b ∈ R are the learnable parameters, h()
is a smooth element-wise non-linear activation with derivative h′().
e probability density obtained by sampling pz (z0) and applying
a sequence of planar transforms to produce variable w = zK takes
the form,
logpw (w) = logpz (z0) −
K∑
n=1
log
1 + u>n ξ (zn−1) . (6)
t
linear\conv layer linear\
conv layer
activationlinear layer
activationinput output
element-wise addition element-wise multiplication channel-wise concatenation
broadcast (B)
at
t
CNF function block
Fig. 5. Conditional continuous normalizing flow (CNF) function block real-
ized as a neural network block. Note that the learned function, conditioned
on aribute vector at , can be used for both forward and backward inference.
where ξ (z) = h′(w>z + b)w.
5
4.2 Continuous Normalizing Flows (CNF)
e normalizing ows can be generalized into a continuous formula-
tion (Chen et al. 2018; Grathwohl et al. 2018) using neural ODE (Chen
et al. 2018) which adopts adjoint sensitivity method (Pontryagin
2018) to compute the gradients with respect to the parameters in an
ODE black box solver. In continuous Normalizing ows, dierential
equations are expressed in the form: dzdt = ϕ(z(t), t ;θ ) where z is
the variable of a given distribution, t is the time variable, and θ
are the parameters of an arbitrary neural network. Specically, the
dierential equation takes the form,
z(t1) = z (t0) +
∫ t1
t0
ϕ(z(t), t ;θ )dt ,
Finally, the change in the log density can be expressed as,
logp (z (t1)) = logp (z (t0)) −
∫ t1
t0
Tr
(
∂ϕ
∂z(t)
)
dt . (7)
We decided against using DNF networks as is that it is dicult
to ensure a reversible mapping. Another related problem is the
expressiveness and versatility of such networks due to xed number
of invertible functions to choose from. Finally, the Jacobian deter-
minant computation is costly, so a workaround is to constrain the
network architecture which is also undesirable (Grathwohl et al.
2018).
In our StyleFlow framework, we use CNFs for our formulation.
In contrast, the main benet of the continuous formulation is that
it is invertible by denition and the determinant is replaced by a
matrix trace, which is considerably easier to compute. Hence, it
allows to choose from a wide variety of architectures. Additionally,
FFJORD (Grathwohl et al. 2018) also claims that CNFs can potentially
learn a less entangled internal representation compared to DNFs
(see e.g. Figure 2 in FFJORD). We would also like to point out that
in this work, we interpret time as a ”virtual” concept related to how
CNFs are evaluated. Instead of evaluating the results by sequentially
passing through the network layers, as in DNF, in CNFs the ODEs
are used to evaluate the function through time. Hence, for both our
conditional sampling and editing tasks, we desire to condition based
on the target aributes and use CNFs to continuously evolve the
image samples. e CNFs are expected to retarget the probability
densities as described next.
5 METHOD
We consider the latent vectors w ∈ R512 sampled from theW space
of the StyleGAN1/2. e prior distribution is represented by pz (z),
where z ∈ R512 . Our aim is to model a conditional mapping between
the two domains. Moreover, it is imperative to be able to learn a
semantic mapping between the domains so that editing applications
are realizable. We explain our method in the following subsections.
5.1 Dataset Preparation
A general work ow for the preparation of the dataset is as follows:
We rst sample 10k samples from the Gaussian Z space of the Style-
GAN1/2 (Karras et al. 2019b,a). en we infer the corresponding
w codes in the disentangled W space of the models. We use the
vectors w ofW space truncated by a factor of 0.7 as suggested by
StyleGAN. Otherwise, there will be outlier faces of low quality. We
generate corresponding images I (w) via StyleGAN1/2 generator
and hence create a mapping between theW space and the image
space I . To have conditional control over the image features, we
use a face classier network A to map the images I to the aribute
At domain. We use this dataset for the nal training of the ow
network using triplets w ∈ W , i ∈ I and at ∈ At . Note that the
aributes at do not depend of the variable t . To prepare the At
domain of the training dataset, we use a state-of-the-art Microso
Face API (Microso 2020), which we found to be robust for the face
aribute classication. e API provides a diverse set of aributes
given a face image. e main aributes that we focus in our work
are gender, pitch, yaw, eyeglasses, age, facial hair, expression, and
baldness. For the lighting aribute, we use the predictions from the
DPR model (Zhou et al. 2019) that outputs a 9-dimensional vector
per image measuring the rst 9 spherical harmonics of the lighting.
us, for faces, we have at ∈ R17.
5.2 Aribute-translation Model
We use a series of the gate-bias modulation (Grathwohl et al. 2018;
Yang et al. 2019) (called ”ConcatSquash”) networks to model the
function ϕ of the conditional continuous normalizing ows. We
make this design choice as the gate part can learn the per-dimension
scaling factor given an input latent code and the bias part of the
network can learn to translate the code towards a particular edit
direction which is suitable for our formulation of adaptive identity
Fig. 6. Eect of training conditional CNFs with single aribute versus
simultaneously along multiple aributes. In this example, from top-to-
boom, the target edits: pose change only, gender change only, illumination
change only. In the single-aribute case (second column), the edits result in
changes along other aributes: additionally identity changes, additionally
age changes, and additionally pose changes, respectively. In contrast, in the
multi-aribute case (right column), other aributes are beer preserved.
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Fig. 7. Importance of edit-specific subset selection. (Le) Input image;
(middle) changes performed without edit-specific subset selection block;
(right) changes performed with edit-specific subset selection block. As seen,
the subset selection results in beer preservation of the background. Please
refer to the text for details.
aware edits. is model builds on top of FFJORD (Grathwohl et al.
2018) as a general framework where the aributes can be 2D or 3D
tensors like an image for an Image2Image translation task. Figure 5
shows the function block used in the CNF block. To include the
condition information into the network, we transform the time vari-
able t with a broadcast operation B to match the spatial dimensions
of the aribute space. en, we apply channel-wise concatenation
to the resultant variable with the aribute variable at , and nally
the new variable a+t is fed to the network as a conditional aribute
variable. Note that at inference time, we use linear interpolation in
the aribute domain to smoothly translate between the two edits
to get the nal image. For stable training, we used 4 stacked CNF
functions (i.e., gate-bias functions) and 2 Moving Batch norm func-
tions (Yang et al. 2019) (one before and one aer the CNF functions)
where each function outputs a vector of the same dimension (i.e.
512). We observed that using only 2-3 CNF function block models
overt on the data. e matrix trace is computed by 10 evaluations
of Hutchinsons trace estimator. Depending on the properties of the
extended a+t tensor, we can use the convolutional or linear neural
network to transform the tensors to make them the same shape
as the input. We make use of linear layers in this work, but we
expect extensions to this work where the ows can be conditioned
on images, segmentation maps etc. en, we perform gate-bias mod-
ulation on the input tensor. Note here we use sigmoid non-linearity
before the gate tensor operation (Grathwohl et al. 2018). e nal
output tensor is passed through aTanh non-linearity before passing
to the next stage of the normalizing ow.
An important insight of our work is that ow networks trained
on one aribute at a time learn entangled vector elds, and hence
resultant edits can produce unwanted changes along other aributes.
Instead, we propose to use joint aribute learning for training the
ow network. We concatenate all the aributes to a single tensor
before feeding it to the network. In Section 7, we show that the
joint aribute training produces an improvement in the editing
quality with a more disentangled representation. We hypothesize
that the training on single condition tends to over-t the model
on the training data. Further, in absence of measures along other
aribute axis, the conditional CNF remains oblivious of variations
along those other aribute directions. erefore, the ow changes
multiple features at a time. Joint aribute training tends to learn
stable conditional vector elds for each aribute.
5.3 Training Dynamics
e goal during the training is to maximize the likelihood of the
data w given a set of aributes at . So, the objective can be wrien
asmaxθ
∏
w,at p(w |at ,θ ). Here, we assume the standard Gaussian
prior with z as the variable. Also, let N represent the Gaussian
probability density function. Algorithm 1 shows the training algo-
rithm (Chen et al. 2018; Grathwohl et al. 2018) of the proposed joint
conditional continuous normalizing ows. Other details are Epochs:
10; Batch size: 5; Training speed: 1.07 - 2.5 iter/sec depending on the
number of CNF functions (see Table 1); GPU: Nvidia Titan XP; Pa-
rameters: 1128449; Final Log-Likelihood: -4327872; Inference time:
0.61 sec. For faster implementation and practical purposes, we also
train a model with 6 stacked CNF functions which improves the
inference time to 0.21 sec at the cost of slight decrease in the quality
of disentanglement. We use the adjoint method to compute the
gradients and solve the ODE using ‘dopri5’ ODE solver (Grathwohl
et al. 2018). e tolerances are set to default 1 × 10−5. We use
the Adam optimizer with an initial learning rate of 1 × 10−3. Other
parameters (β1, β2) of the Adam optimizer are set to default values.
ALGORITHM 1: Flow training Algorithm
Input: Paired latent-aribute data ({w, at }); Neural network ϕ ;
Integration times t0 and t1; ODE solver with adjoint sensitivity
method; Number of training steps Nt ; Optimizer F ′; Learning
rate η.
Initialization:[
z (t1)
logp(w |at ) − logp (z (t1))
]
=
[
w
0
]
; a+t = B(t ) —— at ,
where B expands the variable t such that spatial dimension of at is
equal to t and —— is the concatenation operation.
for i = [1 : Nt ] do[
z0
∆logp
]
=
∫ t0
t1
[
ϕ(z(t ), a+t ; θ )
−Tr
(
∂ϕ
∂z(t )
) ] dt
L = logN(z0; 0, I ) − ∆loдp
θ ← θ − ηF ′(∇θ L, θ );
end
6 ATTRIBUTE-CONDITIONED SAMPLING AND
EDITING
A natural benet of the training formulation of the framework is
the sampling. In particular, the mapping learnt between the two
domains is used to produce a vector z given a w vector and vice
versa. Moreover, we can manipulate the vectors in the respective
domains and the changes translate to the other domain semantically
from the editing point of view. Please refer to the supplementary
video for interaction sessions.
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Fig. 8. Aribute-conditioned sampling using StyleFlow by resampling z0 given the aributes. Here we show sampling results for aribute specifications of
females with glasses in a target pose (top); 50-year old males with facial hair (middle); and smiling 5-year old children in a target pose (boom).
6.1 Conditional Sampling
Once the network is trained, we are able to conditionally sample
the w ∈ W with the Gaussian prior modelled by the continuous
normalizing ows. Formally, we set the aribute variable at to a
desired set of values, and then sample multiple z ∼ p(z). ese vec-
tors are then passed through the (trained) conditional CNF network.
e learned vector eld translates the vectors to produce the latent
vectors w , which are then nally fed to the StyleGAN1/2 generator.
In Section 7, we show the results of sampling given a set of aributes.
We notice that the quality of the samples is very high as well as
unedited aributes remain largely xed. e conditional sampling
is an important result of our work and validates the fact that the
network is able to learn the underlying semantic representations,
which is further used to perform semantic edits to the images.
6.2 Semantic Editing
Here we show the procedure to semantically edit the images using
the proposed framework. Note here the vector manipulations are
adaptive and are obtained by solving a vector eld by an ODE solver.
Unlike the previous methods (Abdal et al. 2019; Ha¨rko¨nen et al.
2020; Shen et al. 2019) the semantic edits performed on the latent
vectors w forces the resultant vector to remain in the distribution
of W space (p(w)). is enables us to do stable sequential edits
which, to the best of our knowledge, are dicult to obtain with the
previous methods. We show the results of the edits in Section 7. In
the following, we will discuss the procedure and components of the
editing framework.
6.2.1 Joint Reverse Encoding (JRE). e rst step of the semantic
editing operation in the StyleFlow framework is the Joint Reverse
Encoding. Here, we jointly encode the variables w and at . Specif-
ically, given a w ∈ W , we infer the source image i ∈ I . Note that
we can also start with a real image and use the projection meth-
ods (Abdal et al. 2019; Karras et al. 2019a; Zhu et al. 2020), to infer
the corresponding w . Such procedures may render the vectors out-
side the original p(w) distribution and hence makes the editing a
challenging task. But in later sections, we show that StyleFlow is a
general framework which is able to produce high quality edits on
real images. We pass the image I through the face classier API (Mi-
croso 2020) and the lighting prediction DPR network (Zhou et al.
2019) to infer the aributes. en, we use reverse inference given a
set w and at to infer the corresponding z0.
6.2.2 Conditional Forward Editing (CFE). e second step is the
Conditional Forward Editing, where we x the z0 (this vector en-
codes a perfect projection of the given image) and to translate the
semantic manipulation to the image I , we change the set of desired
conditions, e.g., we change the age aribute from 20 yo to 60 yo.
en, with the given vector z0 and the new set of (target) aributes
a′t , we do a forward inference using the ow model. Finally, we
process the resulting vector w ′ to produce an editing vector.
6.2.3 Edit Specific Subset Selection. is is the third step of the
StyleFlow editing framework. Studying the structure of the Style-
GAN1/2, we choose to apply the given vector w ′ at the dierent in-
dices of theW+(Abdal et al. 2019, 2020; Karras et al. 2019b) (R18×512)
space depending on the nature of the edit, e.g., we would expect
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Fig. 9. Sequential edits using StyleFlow with ‘+’/‘-’ denoting corresponding aribute was increased/decreased. Please notice the quality of preservation of
aributes that are not being edited, demonstrating the disentanglement of the various aributes. Please refer to the supplementary video for edit sessions.
the lighting change to be in the later layers of the StyleGAN where
mostly the color/style information is present. Empirically, we found
the following indices of the edits to work best: Light (7 − 11), Ex-
pression (4− 5), Yaw (0− 3), Pitch (0− 3), Age (4− 7), Gender (0− 7),
Remove Glasses (0 − 2), Add Glasses (0 − 5), Baldness (0 − 5) and
Facial hair (5− 7 and 10). e nal step is the inference of the image
from the modied latents. In Section 7, we show the importance of
this module in improving the editing quality.
We have two ways to edit: in the faster and approximate version,
we do not reproject every time an edit is performed, and in the slower
and accurate implementation all the vectors (18 ws) are reprojected
in one pass aer an edit. As the w code is manipulated every time
by the w based on the edit-specic subset selection, some of these
subsets overlap with others in a sequential edit and may make the
edit unstable. In the fast option, we sometimes observe a sudden
change in the output image. Encoding these vectors back to space
ensures that the ow network is aware of the changes made to
the W/W+ space (identity-aware) of the StyleGAN1/2 and hence
make the edits stable. Note that since the previous and concurrent
methods are not identity aware, this problem also adds to the reason
for failed sequential edits. So, in our work the vectors of resultant
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Fig. 10. Comparison of StyleFlow with other contemporary systems Image2StyleGAN (Abdal et al. 2019) and InterfaceGAN (Shen et al. 2019).
W+ space are re-mapped to a new set of z0s using JRE followed by
CFE and edit specic subset selection to perform a subsequent edit.
7 RESULTS
In this section, we discuss the results produced by our StyleFlow
framework and compare them both quantitatively and qualitatively
with other methods.
7.1 Datasets
We evaluate our results on two datasets - FFHQ (Karras et al. 2019b)
and LSUN-Car (Yu et al. 2015). Flickr-Faces-HQ (FFHQ) is a high-
quality image dataset of human faces (at 1024 × 1024 resolution)
with 70,000 images. e dataset is diverse in terms of ethnicity, age,
and accessories. LSUN-Car is a 512 × 384 resolution car dataset.
e dataset is diverse in terms of car pose, color, and types. We use
StyleGAN pretrained on these datasets to evaluate our results.
Fig. 11. Sequential aribute-conditioned edits using StyleFlow on the car
latent space of StyleGAN.
7.2 Competing and concurrent Methods
We consider the following three methods as concurrent work: In-
terfaceGAN, GANSpace, and StyleRig. In addition, we compare to
a simple version of vector arithmetic Image2StyleGAN as previ-
ous work. InterfaceGAN and Image2StyleGAN are re-implemented
using StyleGAN2. GANSpace and StyleFlow are naturally imple-
mented in StyleGAN2. StyleRig uses StyleGAN1.
StyleFlow: our method.
InterfaceGAN: We retrained InterfaceGAN on the same data as
StyleFlow. e images were segregated based on the aributes to
create the binary data. For the magnitude of edits, it’s dicult for
competing methods to produce the same magnitude of changes
when a given vector is applied for dierent faces. For example, in
Figure 10 top row, the rotation is a complete ip, for InterfaceGAN,
the learned vector is translated till it matches the extreme pose.
Hence instead of evaluating the results by considering the aributes
as binary (like InterfaceGAN, which may not represent the quality
of edits), we overcome this problem by proposing three metrics later
in Section 7.10 which we use to evaluate the quality, consistency
and disentanglement of the edits.
Image2StyleGAN: For Image2StyleGAN, we embedded paired im-
ages of expression (IMPA-FACES3D (IMPA-FACE3D 2012)), lighting
pairs from DPR and the rotation pairs using StyleFlow outputs.
Lighting part of both the methods (Image2StyleGAN and Interface-
GAN) is trained for the right to the le lighting change.
GANSpace: We used the code provided by the authors. is is true
for the layer subsets as well.
StyleRig: At present, code is not available. We will add a compari-
son in a future version.
We would like to reiterate that the three competing methods
were only available on arXiv at the time of submission and were
independently developed (GANSpace (Ha¨rko¨nen et al. 2020), Sty-
leRig (Tewari et al. 2020a), InterfaceGAN (Shen et al. 2019)).
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Fig. 12. Comparison of StyleFlow with GANSpace (Ha¨rko¨nen et al. 2020). The upper example shows change of pose, while the lower example shows change of
illumination. Compare the quality of disentanglement achieved by the two methods. Please note that GANSpace, being an unsupervised method, produces a
fixed set of (PCA) axis that may not correspond to target semantic directions. Finally, our conditional CNF being nonlinear, StyleFlow can expose non-linear
paths in the latent space that beer satisfies aribute changes compared to those using linear PCA axes produced using GANSpace.
7.3 Discussion of dierent editing methods
Here we describe dierent aspects of the dierent editing methods
and how the design choices eect the results.
7.3.1 Does the editing direction depend on the starting latent?
e main dierence between our method and linear methods such as
Image2StyleGAN, InterfaceGAN, and GANSpace, is that the editing
direction depends on the starting latent. ese other three compet-
ing methods compute a single editing direction d for an aribute
(e.g. expression or pose) and apply this same editing direction to
all starting latents w or w+ by scaling and adding the vector d. By
contrast, our methods as well as StyleRig compute an edit direction
that depends on the starting latent. Our results show that this design
choice contributes to beer disentanglement.
7.3.2 Edit specific subset selection. GANSpace and StyleFlow
both use edit specic subset selection. is is an advantage over
InterfaceGAN (and possibly StyleRig) and contributes to disentan-
glement in our results.
7.3.3 Supervised vs. unsupervised edit discovery. Our method as
well as StyleRig, InterfaceGAN, and Image2StyleGAN are supervised.
ey need to have a training corpus of latent vectors / images that
are labeled with aributes. By contrast, GANSpace discovers edits
in an unsupervised manner. GANSpace nds a large number of
edits that could be interesting and then labels them semantically
using visual inspection. Our results show that the unsupervised
discovery of edit directions does not lead to editing directions that
are suciently disentangled. It sometimes leads to edits that are
not identity preserving, as multiple changes are entangled together.
However, GANSpace has the ability to discover cool edits for which
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Fig. 13. Aribute-conditioned edits where source images are edited using
multiple aributes from the target images. Upper set uses pose, expression,
and illumination from the respective target images; boom set uses eyeglass,
facial hair, age, and gender from the respective target images.
labels might not be available. One example is the expression where
the mouth forms an O-shape.
7.3.4 Binary aributes vs. continuous aributes. Our method
can create edits by specifying a continuous parameter for a given
aribute. InterfaceGAN and GANSpace just give an edit direction
and the user has to manually tune the scaling parameter to control
the strength of an edit. at makes the edits not directly comparable
and we have to manually tune this scaling parameter of these other
methods to make it approximately match the strength of our edit.
Fig. 14. Aribute-conditioned edits on images sampled from the StyleGAN1
latent space. The aributes are gender (top-le), expression (top-right),
facial hair (boom-le), and pose (boom-right).
7.3.5 Linear vs. non-linear interpolation path. In addition to
making an edit direction depend on the starting latent, the edit
paths in latent space of our method and StyleRig are non-linear.
is is in contrast to InterfaceGAN and GANSpace which use linear
trajectories. Our evaluation will show that this dierence is not the
main factor in explaining the edit quality of our method. It is also
possible to setup our method approximating the nonlinear edit path
by a linear one to achieve reasonable results.
7.3.6 Training one aribute at a time vs. multiple aributes. In
our results we show that the quality of edits improves if we train
StyleFlow using all aributes at the same time. is helps disentan-
glement and provides higher quality edits than training a network
for each aribute separately. is is in contrast to StyleRig. In the
StyleRig paper the results are shown by training for each edit sep-
arately. In additional materials, the authors demonstrate that it is
also possible to train for all edits jointly with some loss in quality.
We believe that our behavior is more intuitive.
7.3.7 Sequential edits vs. individual edits. Previous work oen
focuses on applying a single edit to a starting image. In our expe-
rience, the quality of an editing framework becomes much more
obvious when applying sequential edits. Small errors in disentan-
glement will accumulate and the initial face much easier loses its
identity when subsequent edits are applied. While we show results
for individual edits, we focus a lot on sequential edits in the paper
to provide a more challenging evaluation of edit quality.
7.3.8 What type of edits are possible? e quality of edits de-
pends on the availability of good aribute labels and a good training
dataset for StyleGAN. In general, the face dataset has the highest
quality aributes and the highest quality latent space. Also StyleRig
can only work on faces. We therefore focus mainly on faces in our
evaluation. However, there is nothing specic to faces in StyleFlow
and our work can be applied to any dataset. For faces, InterfaceGAN
and StyleFlow can produce edits for the same set of aributes. How-
ever, StyleRig does not include several common aributes such as
hair length, gender, eyeglasses, age. We are therefore also restricted
in our evaluation to a subset of the aributes when comparing to
StyleRig.
12
7.3.9 Editing real images vs. editing synthetic images. In princi-
ple, there is no dierence between editing real images and editing
synthetic images. When editing real images, it becomes impor-
tant to have a good projection method into latent space. We use a
reimplementation of Image2StyleGAN for StyleGAN2. is method
seems to be sucient to get good edits, but multiple researchers
are working on improved embedding algorithms. Analyzing the
compound eect of embedding and editing is beyond the scope of
this paper. We just would like to note that it is essential to embed
into w+ latent space and not into w latent space as for example
proposed by the StyleGAN2 paper. All methods can work with real
as well as synthetic images. However, StyleRig seems to have the
most problems working with real images and all results shown in
their paper are on synthetic images only. e additional results
show two results on real images, but the quality is inconclusive.
7.3.10 StyleGAN1 vs. StyleGAN2. All methods can work with
StyleGAN1 as well as StyleGAN2. at creates a compatibility issue.
A synthetic face in the StyleGAN1 latent space is generally not
transferable into the StyleGAN2 latent space. erefore, StyleRig
and StyleFlow are not directly comparable on synthetic faces. To
transfer from one latent space into another, this would require
projection which will lead to a decrease in quality and would be
unfair to one of the methods. We can therefore only compare edits
on real faces. We hope to coordinate such a comparison in the
future.
7.4 Evaluation of design choices
First, we evaluate the two design choices of joint aribute encoding
and edit specic subset selection. As explained, we perform joint
aribute encoding to ensure the face identity is preserved during
the Conditional Forward Editing (CFE). Figure 6 shows the variation
of the proposed approach when aributes are trained jointly versus
separately. e results show that in case of the joint encoding of the
aributes, the identity of the face such that the unedited aributes
like hair style, age, background is preserved.
Also, to show the eectiveness of the edit specic subset selection
block, we show the results in Figure 7. Here, the framework without
the Edit Specic Subset Selection Block is referred to as V1 and
the nal framework is referred to as V2. We notice that the edits
done with the V2 framework performs high quality edits producing
images with comparable the skin tone, background, and clothes with
respect to the source image. To evaluate the variation quantitatively,
we also compare them in the next subsection.
We also provide an ablation study of the architecture choice in terms
of number of CNF function blocks in Table 1. More evaluations
would be provided in a future version.
7.5 Aribute-conditioned sampling
We show the results of the conditional sampling of StyleGAN2 in
Figure 8. As shown in the gure, the generated samples are of very
high quality. In the rst row, for instance, we sample females of
dierent age groups with glasses and xed pose. Note that during
the sampling operation we resample z to infer vectors inw and keep
a set of aributes xed. Apart from the quality of the samples we
show that the diversity of the samples is also very high.
7.6 alitative editing results on faces
We show sequential edits on real images projected to StyleGAN2 by
re-implementing the Image2StyleGAN W+ projection algorithm in
Figure 1 and Figure 15. In addition to the sequential edits, we show
non-sequential edits in Figure 16. Note that we demonstrate high
quality results on images with diverse pose, lighting, expressions
and age aributes. For example, see Row 4 in Figure 16, even though
the expression is asymmetrical, the method is able to handle the edits
well. Hence, as opposed to other concurrent methods, like StyleRig,
we show that our method performs beer disentangled edits on the
real images with minimum artifacts. Figure 9 shows the results of
the sequential edits on generated images using our framework. Here,
we consider the sequential edits of Pose→ Lighting→ Expression
→ Gender→ Age. In order to show that dierent permutations
of the edits can be performed without aecting the performance,
Figure 9 and Figure 15 show the results of a random sequence of
edits performed to a source image. Here we consider multiple edits
of gender, facial hair, pose, lighting, age, expression, eyeglasses,
and baldness. Note the quality of the edits is also very high quality.
Also, note that the order of the edits does not aect the quality
of the images. Notice that we can handle extreme pose changes
and can smoothly transfer the edits as the aributes change. Global
features like background, cloths, and skin tone are largely preserved.
Most importantly, the edits of pose change, expression, and lighting
preserve the identity of the person.
7.7 alitative editing results on cars
We also show the editing results of our framework with Style-
GAN2 trained on the LSUN-Car dataset, Figure 11 shows quali-
tative results of our framework. We show sequential edits including
SUV/Hatchback conversion, rotation, and color change. We use a
ne-tuned ResNet-152 (He et al. 2016) model trained on Stanford
Cars (Krause et al. 2013) to create the aributes. For car manipula-
tion, we used a car recognition model (spectrico (Spectrico 2020))
with 95% classication accuracy, we report the accuracy for the
Hatchback/SUV conversion as 80% and the colour as 100%. For the
rotation, there is no precise model in the literature to evaluate the
scores quantitatively, hence we show multiple visual examples in
the supplementary video to judge the quality.
7.8 alitative comparison of editing results
Previous relevant works that directly manipulate the latent space (Ab-
dal et al. 2019; Radford et al. 2016; Shen et al. 2019), e.g., adding oset
vectors, are not able to achieve the same high quality because vector
manipulations oen move the nal latent into a region outside the
distribution (Karras et al. 2019a). is leads to visible artifacts in
the generated images and the face identity is aected. Owing to
the design of our framework, our method has two major changes
from these models. Firstly, aribute-guided edits amount to non-
linear curves in the StyleGAN latent space. Secondly, the above
curves (or even their linear approximations (see Figure 17)) should
be conditioned on the current (face/Car) identity. Note that this is
in contrast to edit vectors being independent of current identity
as in GANSpace and also in InterfaceGAN. Figure 10 evaluates
our claim of high quality edits. Here, we subject the methods of
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Image2StyleGAN(Abdal et al. 2019), InterfaceGAN (Shen et al. 2019),
and our StyleFlow to extreme aribute conditions and perform se-
quential edits on the images. We consider three primary edits of
pose, expression, and lighting. e gure shows that while Im-
age2StyleGAN suers and drives the image out of the distribution
due to its usage of W+ space for the edit computation, Interface-
GAN’s conditional manipulation produces relatively beer image
samples. However, preserving face identity still remains a major
issue. In contrast, our framework handles the sequential edits pro-
ducing high quality output and preserves facial features.
Figure 12 shows a visual comparison of our method with the
GANSpace method. Here we compare the transition results pro-
duced by GANSpace. Notice, in the top sequence of the gure, the
transition fails and drastically changes the gender from female to
male, while our results are gender preserving. Moreover, we notice
that the edits computed by GANSpace do not work in all scenar-
ios. In the lower sequence of Figure 12, we show a failure case
of lighting edit. We aribute these failure cases to the fact that
the GANSpace edits, although very interesting, are still linear in
nature and do not depend on the current identity of the face. Here
the results are shown till 2σ . Note that GANSpace, being unsuper-
vised, cannot control which aributes or combination of aributes
are discovered as PCA axes. In contrast, in StyleFlow we directly
learn nonlinear mapping between GAN latent space and targeted
aribute variations. Nevertheless, GANSpace does not need image
annotations which is an advantage of the method when working
with new datasets.
Similarly, we observe several shortcomings of the StyleRig method.
StyleRig has not been demonstrated to work with real images while
our method demonstrates high quality edits on real images (see Fig-
ure 1, Figure 15 and Figure 16). StyleRig can only do a very limited
number of edits. Additionally, while the sequential edits are very
important in practice and is one of the important contributions of
this work, StyleRig does not show evidences to demonstrate this.
Since the code is not publicly available at the time of submission,
in Figure 13 we show a counterpart of the Figure 9 in the StyleRig
paper. We show that the quality of the edits by our method on
aribute transfer are of similar or higher visual quality. Note that
we transfer the aributes from the source image to target image.
We evaluate on a diverse set of aributes which the StyleRig frame-
work does not currently support. For example, StyleRig framework
cannot process eyeglasses, facial hair, age, and gender, which are
not modeled in morphable face models.
7.9 Compatibility with StyleGAN1
To demonstrate the compatibility of our work with the older Style-
GAN1, we show the results of selected edits in Figure 14. Despite
the more entangled latent space, our method is able to perform well.
7.10 antitative comparisons
In this subsection we compare to two previous methods. Both of
these methods are based on the idea that edits can be encoded
by vector addition and subtraction in latent space (Radford et al.
2016). We compare to edits stemming from edit vectors computed
by Image2StyleGAN (Abdal et al. 2019) and InterfaceGAN (Hrknen
et al. 2020) and refer to these methods as linear models.
Table 1. Ablation Study of StyleFlow CNF functions.
Stack Parm Infer LL Result
2 565249 0.40 -4323537 Overt
3 846849 0.37 -4325796 Overt
4 1128449 0.61 -4327872 Selected model
6 1691649 0.21 -4328470 Faster alternative
Notations: Stack - Number of stacked functions ; Parm - Number of parameters;
Infer - Inference time (sec); LL - Final Log likelihood (higher the beer).
First, we would like to analyze how much the edits depend on the
initial latent vector. For an edit w → w ′ we can compute the dier-
ence vector between the nal latent vector w ′ and the initial latent
vector w . e linear models Image2StyleGAN and InterfaceGAN
make the assumption that the dierence vectors are independent
of the starting latent vector w if the same edit is applied. Given
many edits of the same type (e.g. changing a neutral expression
to smiling by translating the aribute from 0 to 1), we compute
their dierence vectors w ′ −w . en, given a set of pairs of these
vectors, we compare the magnitude and the angles between the
vectors. By sampling multiple such edits, the mean of the mag-
nitudes (norm) of these dierence vectors is computed to be 12.5
indicating the adaptive edits. e angles between the vectors are
observed to vary up to 36◦. is shows that the edits depend on the
initial latent w allowing the resultant vector to follow the original
posterior distribution. Unlike previous linear models, which apply
the same vector to the latent code, our method adaptively adjusts
the manipulation of latents to produce high quality edits. To assess
the non-linearity of the edit path, we compare the interpolation in
the aribute domain (at ) to the interpolation in the latent domain
(w), i.e., we linearly change the variable of the aribute that is fed
to the ow model versus linear interpolation of the vector w to w ′.
We sample 20 points along the interpolation paths of both scenarios
and then compare the latents produced by both the methods. We
compute mean of the norm of these dierence vectors along the
path. Sampling multiple edits produced by StyleFlow, we conclude
that, on average, the linear interpolation in the w domain diers
from the aribute domain at by a factor of 1.5, validating the non-
linearity of the path taken. In Figure 17, we compare the results of
the non-linear path edits with the linear interpolation visually. Note
here the nal w’ is obtained by subjecting StyleFlow framework to
extreme edits. We notice that the non-linear path is able to retain
hair style, clothes and head coverings for a larger extent along the
path validating the improvement in the disentanglement.
We quantitatively evaluate the results of our framework with
Image2StyleGAN and InterfaceGAN using three metrics namely
FID, face identity, and the edit consistency scores.
7.10.1 FID evaluation: To measure the diversity and quality of
the output samples, we use the FID score between the test images
and the edited images generated from these images. We evaluate the
results with 1k generated samples from the StyleGAN2 framework.
ese samples are then used to perform sequential edits as shown
in Figure 10 i.e. ’Pose’, ’Light’ and ’Expression’. In Table 2, we show
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Fig. 15. Real image sequential edits using our StyleFlow framework. Note that we show dierent permutations of the edits to demonstrate high quality of a
particular edit that can appear anywhere in the sequence.
the FID score for our method is relatively low (lower the beer)
than other methods.
7.10.2 Face identity score: To evaluate the quality of the edit and
quantify the identity preserving property of the edits, we evaluate
the edited images on the face identity score produced in the Table 3.
Here we consider three metrics to determine if the face identity is
preserved. We take a state-of-the-art face classier model for face
recognition (Geitgey 2020) to evaluate the metrics. e classier
outputs the embeddings of the images which can be compared.
Given two images (before and aer the edits) i.e., i1 and i2, we
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Fig. 16. Real image non-sequential edits using our StyleFlow framework. Note that the method is able to handle extreme pose (first and second rows),
asymmetrical expressions (fourth row) and age diversity (first and last rows) well compared to the concurrent methods.
calculate the Euclidean distance and the cosine similarity between
the embeddings. Note that we use a classier dierent from the
aribute estimator used in training our StyleFlow. We choose three
major edits for this purpose: light, pose, and expression. e metrics
show that our method outperforms other method across all the
metrics and the edits. Also we evaluate the scores when all the edits
are applied sequentially. Here, our method also shows superiority
in quantitative evaluation. Moreover, we also compute the accuracy
based on the nal decision of the classier of the two embeddings
being the same face.
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Fig. 17. Exploration of the non-linear vs linear edit paths produced by interpolating the StyleFlow variables at vs w . Note here top row in every image is a
non-linear path and the boom row represents a linear path. Red box shows the region in which they dier significantly.
Table 2. Using FID (Fre´chet Inception Distance) score to compare realism
of sequential edits using dierent methods.
Sequential edit FID ⇓
Image2StyleGAN 82.49
InterfaceGAN 67.08
Our(V2) 53.15
7.10.3 Edit consistency score: We introduce this score to measure
the consistency of the applied edit across the images. For example,
in a sequential editing setup, if the pose edit is applied, it should not
be aected by where in the sequence it is applied. In principle, in
the above case, dierent permutations of edits must lead to the same
aributes when classied with an aribute classier. In Table 4,
we show the cyclic edit consistency evaluation of our method and
compare it with other methods. Here ep − pl , for instance, refers to
the application of the expression and then the pose in the sequence,
and comparing it with the pose and lighting edit – we expect the
pose aribute to be same when evaluated on the nal image. We
measure this using the score |Ap (Ep (Ee (I )) −Ap (El (Ep (I ))|, where
Ex denotes conditional edit along aribute specication x and Ap
Table 3. Identity preservation achieved by dierent methods as evaluated
by a SOTA face classifier (Geitgey 2020). Please refer to the text for details.
Edit Metric I2S IG Ours(V1) Ours(V2)
Light Cs ⇑ 0.910 0.945 0.958 0.963
Ed ⇓ 0.633 0.508 0.438 0.394
Pose Cs ⇑ 0.877 0.940 0.952 0.966
Ed ⇓ 0.748 0.532 0.466 0.400
Expression Cs ⇑ 0.941 0.946 0.951 0.967
Ed ⇓ 0.534 0.509 0.472 0.388
All Cs ⇑ 0.870 0.895 0.923 0.941
Ed ⇓ 0.774 0.690 0.564 0.529
Acc ⇑ 0.000 0.300 0.900 0.950
Notations: I2S - Image2StyleGAN ; IG - InterfaceGAN ; Cs - Cosine Similarity ;
Ed - Euclidean Distance ; Acc : Accuracy.
denotes pose aribute vector regressed by the aribute classier.
As shown in the Table 4, our editing method remains consistent
under dierent permutations. We used mean (absolute) error across
the respective aributes.
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Table 4. Edit Consistency Evaluation (mean absolute error) to compare
dierent methods under permutation of edit operations.
Edit I2S IG Ours(V2)
Pose (ep − pl) 4.68 10.18 1.64
Facial hair (f l − p f ) 0.31 0.23 0.19
Light (le − pl) 0.83 0.66 0.53
Notations: I2S - Image2StyleGAN ; IG - InterfaceGAN ; e - expression ; p - pose ;
l - light ; f - facial hair
7.11 StyleFlow UI
To make a more interactive experience for a user, we developed an
image editing UI (see Figure 18). e UI allows the user to select
a given real or generated image and perform various edits with
the help of interactive sliders. e checkpoint images are saved
in a panel so that a user can revisit the changes made during the
interactive session.
Fig. 18. StyleFlow UI. Please refer to the supplementary video.
8 CONCLUSION
We presented StyleFlow, a simple yet robust solution to the condi-
tional exploration of the StyleGAN latent space. We investigated
two important subproblems of aribute-conditioned sampling and
aribute-controlled editing on StyleGAN using conditional continu-
ous normalizing ows. As a result, we are able to sample high qual-
ity images from the latent space given a set of aributes. Also, we
demonstrate ne-grained disentangled edits along various aributes,
e.g., camera pose, illumination variation, expression, skin tone, gen-
der, and age for faces. e real face editing of our framework is
demonstrated to have unmatched quality than the concurrent works.
e qualitative and quantitative results show the superiority of the
StyleFlow framework over other competing methods.
We identied three major limitations of our work. First, our work
relies on the availability of aributes. ese aributes might be
dicult to obtain for new datasets and could require a manual label-
ing eort. Second, great results are only achievable with StyleGAN
trained on high quality datasets, mainly FFHQ. It would be good to
have dierent types of datasets in similar quality, e.g., buildings or
indoor scenes, to beer evaluate our method. e lack of availability
of very high quality data is still a major limitation for evaluating
GAN research. ird, the real image editing sometimes produce
some artifacts compared to the synthesized images. While the qual-
ity of these edits in our framework are still beer than competing
work, a beer understanding of this problem and beer projection
algorithms require further research. We suggest this line of investi-
gation as the most rewarding avenue of future work. In addition, it
would be interesting to develop extensions to other aributes. In
this context, it would be interesting to analyze what aributes are
even captured by a GAN model. Maybe a combination of GANSpace
to discover aributes and our method to encode conditional edits
could be developed in the future.
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