This paper is concerned with the solution of the optimal stopping problem associated to the value of American options driven by continuous time Markov chains. The value-function of an American option in this setting is characterised as the unique solution (in distributional sense) of a system of variational inequalities. Furthermore, with continuous and smooth fit principles not applicable in this discrete state space setting, a novel explicit characterisation is provided of the optimal stopping boundary in terms of the generator of the underlying Markov chain. Subsequently an algorithm is presented for the valuation of American options under Markov chain models. By application to a suitably chosen sequence of Markov chains the algorithm provides an approximate valuation of an American option under a class of Markov models, that includes diffusion models, exponential Lévy models and stochastic differential equations driven by Lévy processes. Numerical experiments for a range of different models suggest that the approximation algorithm is flexible and accurate. A proof of convergence is also provided.
Introduction
American options. The valuation of American options is an active research topic that has received a good deal of attention in the literature. Related American-type optimal stopping problems turn up in the modeling of trading and investment decisions, and real options (see e.g. Boyarchenko & Levendorskiȋ [6] ). The theoretical and numerical aspects of American option valuation have been investigated using a diverse collection of tools, methods and techniques, in several different settings-see Detemple [15] for an overview and references. It was early on understood that, as a consequence of the embedded optionality of the time of exercise, the value of an American option is equal to the value of an optimal stopping problem. For instance, under Samuelson's geometric Brownian motion model, which is considered to be the benchmark model for the evolution of the price of a risky stock, the optimal policy in the case of an American put is to exercise at the first moment the stock price falls below a certain boundary. In this setting it was first observed by McKean [28] that the value-function of an American option solves a free-boundary problem. Jacka [17] and Peškir [30] established this exercise boundary to be the unique solution of an integral equation. Motivated by the observed features of empirical returns data the focus in modeling has subsequently shifted to more general classes of Markov processes, such as diffusions and jump processes. In the setting of Lévy processes the analytical characterisation of the value-function and optimal boundary of an American put was investigated among others by Boyarchenko & Levendorskiȋ [5] and Lamberton & Mikou [25] . In another line of research, going back at least as far as Cox et al. [13] , a discrete-time and discretespace approach has been developed for the valuation of American options in the setting of a binomial tree. In later years many extensions and refinements of the discrete time approach have been developed e.g. to tri-and multinomial trees. The connection between the two approaches was investigated in e.g. Lamberton [23] , Ahn & Song [2] and Szimayer & Maller [33] where (rates of) convergence of the values of American options under binomial and trinomial, and finite state models were established to those under the limiting Brownian or Lévy model, respectively. Kushner & Dupuis [22] propose numerical methods for the solution of stochastic control problems in diffusion settings based on an approximation of the state process by Markov chains.
American options under Markov chains. In this paper we consider the optimal stopping problem associated to an American option in the setting of a continuous time Markov chain with discrete state-space. Stochastic processes from this class have served as models for the evolution of random quantities that take values in lattices. Models from this class, which contains the classical birth-death processes, have recently also been deployed to model the state of the order book or the limit price-see e.g. [1] and references therein. Furthermore, Markov chains have been deployed as models on a discrete state-space that closely approximate continuous space diffusions, jumpdiffusions and general Feller processes. In a continuous-time Markov chain setting we solve the optimal stopping problem associated to the valuation of an American option with a pay-off that is a function of the Markov chain. While it follows from the general theory of optimal stopping that the optimal stopping time is given by the first passage time into a certain set (see [31] ), the characterisation of the value function as solution of a corresponding free-boundary problem and the identification of the optimal boundary involve non-standard arguments. Taking advantage of the explicit form of the semi-group we demonstrate that the value-function of such an American option is the unique solution in distributional sense of an associated freeboundary problem, and deduce that the value function is in fact a classical solution by showing that it is continuously differentiable as function of time (see Theorem 3.1 below). In cases when the pay-off and Markov process are sufficiently regular, pasting principles have been used to identify and characterise the optimal boundary. In the case that the payoff function is continuously differentiable in a neighbourhood of the boundary and the underlying is a real-valued Feller process, the general theory of optimal stopping (see [31] ) suggests that it can be expected that, at the boundary, the value function is continuously differentiable if, for the Feller process, the boundary is regular for itself, while the value function can be expected to be merely continuous at the boundary if, for the Feller process, the boundary is irregular for itself. These two heuristics are known as smooth pasting and continuous pasting principles, respectively. See Peškir & Shiryaev [31] for a general treatment of pasting principles, and refer to Alili & Kyprianou [3] and Lamberton & Mikou [24] for an investigation of the validity of pasting principles in the case of the optimal stopping problem associated to an American put option under a Lévy process. However, in the case of a discrete statespace with finite transition rates the smooth-and continuous-pasting principles no longer apply due to the lack of smoothness that is a result of the discrete state-space. In the absence of pasting principles, we derive an explicit characterisation of the optimal stopping boundary directly in terms of the infinitesimal generator of the Markov chain, in the case that the optimal stopping boundary is monotone (see Theorem 4.1 below).
Algorithm. Deploying this characterisation, we design an algorithm for the computation of the value function of an American option under a continuous time Markov chain model. By constructing the Markov chain such that it closely follows the evolution of a given Feller process (e.g., by using the construction from [29] ), this algorithm, with the constructed Markov chain as input, provides a method for the valuation of American options under the Feller process in question. An advantage of the Markov chain model is its computational tractability: We demonstrate in this paper that the described algorithm provides an efficient and accurate method for the valuation of American options, and the computation of the optimal boundary, using the powerful tools of matrix-based computations. The idea of valuation using Markov chain approximation goes back at least as far as Kushner [21] in the case of diffusions, and was further developed in e.g. [29] . To illustrate its effectiveness, we implemented the algorithm for a local-volatility model with jumps, and report results (such as estimates of the errors) in Section 7. We also give a proof of convergence of the approximation method.
Contents. The remainder of the paper is organised as follows. Section 2 contains preliminaries and notation that is used throughout the paper. Section 3 is devoted to the free-boundary problem associated to the American option driven by a continuous time Markov chain and contains a characterisation of the optimal boundary, and in Section 5 an algorithm is presented for solving this free boundary problem. Convergence of the algorithm is established in Section 6, and a number of numerical examples are analysed in Section 7. Appendix A and B contain the dynamic programming algorithm for valuing American options using Markov chains and the proof of Lemma 2.1 below.
Preliminaries

Setting: Markov chains
We next set the notation that will be used throughout the paper. Let X be a continuous time time-homogeneous Markov chain with discrete state space G = {x i , i ∈ N} and generator matrix Λ, defined on some filtered probability space (Ω, G, G, P) where G = {G t } t∈[0,T ] denotes the completed right-continuous filtration generated by X. Assume that X is a Feller process with càdlàg paths (see [14, §2.2] for background), and denote the infinitesimal generator of X by Λ. To avoid explosion of the chain X in finite time we assume that Λ has uniformly bounded elements:
Denoting by l ∞ (G) the collection of bounded real-valued functions with domain G, we recall that the semi-group of X is equal to the collection (P t , t ∈ R + ) of maps
, that is expressed in terms of the infinitesimal generator Λ :
where δ y is the Kronecker delta, which is the map on G that is equal to 1 if x and y are equal and zero otherwise. In particular, it follows that the expected value of the pay-off φ(X T ) at time T , where φ is an arbitrary map from the set l ∞ (G), is given by
where
where f t is the map f t : G → R given by f t (x) = f (t, x). Discounting at rate r ≥ 0 can be incorporated by replacing the infinitesimal generator Λ by the sub-generator Λ given by Λ (r) = Λ − rI,
is the identity map, so that (2.1) generalizes to
Remark 2.1. The Markov property of the chain X together with the identity in (2.2) imply that the discounted process {e −rt X t , t ∈ R + } is a martingale precisely if we have
Dynkin's Lemma
In the sequel the following version of Dynkin's lemma will be frequently deployed in the analysis. 
with the map ΛF :
A proof is provided in Appendix B.
Markov chain free boundary problem
An American option with pay-off function given by φ and maturity T > 0, on an underlying with price process denoted by X = {X t , t ∈ [0, T ]}, is a derivative security that entitles its holder to receive the pay-off φ(X t ) at any time t prior to the maturity T that she wishes to exercise the contract. The most common type of American options are the American call option with strike K, which has payoff φ(s) = (s − K) + (with x + = max{x, 0} for x ∈ R), and the American put option with strike K, which has payoff given by φ(s) = (K − s) + . We assume that the pay-off function φ : G → R + is non-negative and satisfies the integrability condition
The value V * t of the American option at time t ∈ [0, T ] with pay-off function φ is given by V * t = ess. sup
where T t,T denotes the set of G-stopping times taking values between t and T . The process
it is the smallest G-supermartingale that is bounded below by Π. The Markov property of X implies V * t = V (t, X t ) where the value-function of the American option V = {V (t, x), t ∈ [0, T ], x ∈ G} is given by
where the second line is a consequence of the homogeneity of the Markov process X. According to the general theory of optimal stopping (see [31] ), we have that the solution of the optimal stopping problem in (3.2) is expressed in terms of a stopping region S and a continuation region C given by
In particular, τ S (t) given by
is a G-stopping time in the set T t,T that achieves the supremum in (3.2) . By combining with the strong Markov property of X it follows
We can decompose S as follows
In the following result two properties of the value function and its generator are recorded that will be used later: (i) For each x ∈ G, the map t → V (t, x) is decreasing and continuous.
(ii) For each x ∈ G, the map
) is continuous and is decreasing when restricted to S(x).
Proof of Proposition 3.1. (i) Since for any s, t ∈ [0, T ] with t < s we have T 0,T −t ⊇ T 0,T −s it follows from the representation in (3.3) that we have V (t, x) ≥ V (s, x) for each x ∈ G. Lebesgue's Dominated Convergence Theorem, the fact that φ satisfies the integrability condition in (3.1) and the triangle inequality imply that V (t, x) is continuous as a function of t, for any fixed x ∈ G.
(ii) Since Λ (r) is a sub-generator we have
so that it follows that for any function f satisfying
we have that (Λ (r) f )(h) is non-negative.
For any t 1 , t 2 ∈ [0, T ], t 2 ≥ t 1 , and g ∈ G such that (t 1 , g) and (t 2 , g) are element of S, the function f :
, by virtue of the facts that t → V (t, x) is decreasing (by part (i)) and that we have V (t 1 , g) = V (t 2 , g) = φ(g) (by the definition of S). Hence we deduce that
) is nonnegative, which shows the stated monotonicity.
Since, for each h ∈ G, we have
follows from the continuity of t → V (t, g) [shown in part (i)], the boundedness of V [by (3.1)], Assumption 1 and Lebesgue's Dominated Convergence Theorem that also t → Λ (r) V (t, h) is continuous.
The monotonicity of t → V (t, x) stated in Proposition 3.1(i) implies that if a point (t, x) lies in S then also any point of the form (s, x) for s > t lies in S. Thus, since t → V (t, x) is continuous, the set S(x) is closed and is of the form
Associated to the value function of the American option is the system of variational inequalities given by
where Λ t denotes the infinitesimal generator of the time-space process (t, X t ), which acts on functions F in the set 
Since a priori we only know that the value-function V is continuous and decreasing as function of t, V may not be a classical solution of the system in (3. We have the following existence and uniqueness result:
) is the unique continuous decreasing function that solves the system of variational inequalities in
Furthermore, we have
In particular, the value-function V is a classical solution of the system in (3.8)-(3.11).
Proof of Theorem 3.1. (Existence) That V is decreasing and continuous follows from Proposition 3.1. We show that V satisfies the equations (3.10)-(3.11) and satisfies (3.8)-(3.9) in distributional sense. Note that (3.10) and (3.11) hold true by definition of the stopping and continuation regions S and C. Next we verify that (3.8) holds true. Since t → V (t, x) is decreasing and continuous, V (·, x) admits a density that is almost everywhere non-positive. For any x ∈ G and any t ∈ [0, T ] and any stopping time τ ∈ T t,T we have, by Lemma 2.1 (Dynkin's lemma) 15) where Λ t V is defined in (2.4). As the discounted value-process e −rt V (t, X t ) is a supermartingale, we have for any pair t 1 , t 2 ∈ [0, T ] with t 1 < t 2 and any x ∈ G the inequality E t1,
which yields in view of (3.15) the relation
To see that (3.16) implies that (3.8) is satisfied (in distributional sense), note that the left-hand side of (3.16) is equal to
Since we have
(as X is a continuous time Markov chain), it follows that Λ t V (s, y) is non-positive for almost every t ∈ [0, T ] and for all y ∈ G. Thus, the claim follows from (3.16).
Finally, we check that (3.9) is satisfied. Since the stopped process e −r(t∧τ S ) V (t ∧ τ S , X t∧τ S ) is a P t,x -martingale for any (t, x) ∈ C (cf. (3.6)), it follows that we have for any
which is equal to e −rt1 V (t 1 , x) so that, in view of the equality in (3.15), we have the equality
A line of reasoning that is similar to the one used in the previous paragraph shows Λ t V (t, x) = 0 for almost every t ∈ [0, T ] and every x ∈ G with (t, x) ∈ C, so that we deduce that (3.9) holds (in distributional sense).
(Uniqueness) Assume that V is a continuous decreasing function that solves the system in (3.8)-(3.11) in distributional sense. An application of Lemma 2.1 shows that for any stopping time τ ∈ T t,T we have
where we used (3.8), (3.10) and (3.11) . Taking the supremum in (3.17) over τ ∈ T t,T shows V (t, x) ≤ V (t, x). Similarly, an application of Dynkin's Lemma shows that if the function V solves the system in (3.9)-(3.10) in distributional sense, then we have
Hence, choosing τ = τ S in (3.17) turns the inequalities into equalities and it follows V (t, x) = V (t, x). We deduce that the solution of the system in (3.8)-(3.11) is unique in distributional sense.
(Eqns.(3.13) and (3.14)) Since t → V (t, x) is decreasing (Proposition 3.1), we have that V (·, x) admits a density that is non-positive for almost every t ∈ [0, T ] and any x ∈ G with (t, x) ∈ C. Hence, in combination with the equality in (3.9) and the continuity of
Observing that the map t → V (t, x) restricted to the interval S(x) = [τ (x), T ] is constant equal to φ(x), we see that the density of V (·, x) is equal to zero for almost every t ∈ [τ (x), T ] and x ∈ G for which τ (x) is strictly smaller than T . Thus, in view of the relation in (3.8) and the continuity of the map
, T ] and x ∈ G with τ (x) < T .
Since the map t → Λ (r) V (t, x) is continuous, non-negative for t < τ (x) and non-positive for t > τ (x), the intermediate value theorem implies Λ (r) V (τ (x), x) is equal to zero, and the proof of (3.13) and (3.14) is complete. The proof of the fact that V is a classical solution is given in the next section.
Characterisation of the optimal boundary
In this section we present a characterisation of the stopping region S. To simplify the presentation we will make the following assumption throughout this section and the next:
Assumption 2. The stopping region is of the form
where the optimal boundary t → B(t) is increasing as a function of time t with B(T ) taking a finite value.
If the sequences X = {x 1 , x 2 , . . .} and {τ (x 1 ), τ (x 2 ), . . .} are non-decreasing, then the optimal boundary is given by B(t) = sup{x i ∈ X : t ∈ [τ (x i ), T ]}. This form of B is for example encountered in the case of an American put option under a continuous time Markov chain model that is spatially homogeneous (see Figure 1) .
the set of distinct elements in {B(τ (x)), x ∈ G} that the optimal boundary takes (in order of decreasing magnitude or, equivalently, increasing time to maturity T ; see Figure 2 ) and by
the first epoch t in the interval [0, T ] that the optimal boundary B(t) is equal to b i . At this point we note that (i) the sequence {t i } i is decreasing and (ii) the boundary B is constant in between the epochs t i and has a discontinuity at the epochs t i . Given the times t i and the optimal barrier levels b i the American option can be valued recursively:
The value-function V of the American option is equal to the value-function of a barrier option contract with time-dependent barrier B that entitles the holder to a rebate payment φ(X τB ) if the epoch τ B = inf{t ≥ 0 : X t ≤ B(t)} is strictly smaller than T Figure 1 : The optimal boundary corresponding to an at-the-money American put option with strike S 0 = K = 100 and maturity T = 1 when interest rate and dividend yield are given by r = 0.1 and δ = 0 and the underlying is given by a Markov chain that closely approximates a geometric Brownian motion with volatility σ = 0.3. The chain has a state-space of size 200 and was constructed by matching the instantaneous moments of the Markov chain with those of the Brownian motion, using the procedure described in [29] .
and to a payment φ(X T ) in the case that the epoch τ B is larger or equal to T . From the Markov property of X applied at the epochs t i that the barrier B has jumps it follows that the function V is equal to the final value V N * of the following recursion:
for t ∈ [0, t i−1 ] and all i ≥ 1 and x ∈ G, with V 0 (t, x) = φ(x) for t ∈ [0, T ], where T bi = inf{s ≥ 0 : X s ≤ b i } and θ t denotes the shift-operator (defined by θ t (ω) = ω(t+·) for all ω ∈ Ω), so that it holds T bi • θ t = inf{s ≥ 0 : X t+s ≤ b i }. Note that we have
for any pair (x, t) with x ∈ S and t ≤ t i−1
Thus, the optimal value function V is equal to V i on the time interval [t i , t i−1 ].
We will next characterise the collection of epochs {t i } i in terms of the value of the time-space generator Λ t applied to the functions V i .
Theorem 4.1. Let V i be defined by (4.1). For any i ∈ N with b i ∈ B and t i < T , it holds
The proof is based on the following auxiliary result:
A close-up of the optimal boundary, illustrating the values bi and ti.
Lemma 4.1. For any i ∈ N with b i ∈ B and any x ∈ G, the function
) is decreasing and continuous. As a consequence, the function
Proof of Lemma 4.1. Let x ∈ G and i with b i ∈ B be arbitrary and given. The function t → V i (t, x) restricted to the interval (t i , t i−1 ) is equal to the function t → V (t, x), which was shown to be decreasing in Proposition 3.1. We next turn to the case t ≤ t i . Note that for any t ∈ [0, t i−1 ] we have that V i (t, x) is equal to
r is the sub-generator of X, discounted at rate r and stopped upon first entrance into the set {x ∈ G : x ≤ b i } (see (5.1) below).
Thus, for any t, s ∈ [0, t i−1 ] with t > s we have
where I denotes the identity. Since t → V i (t, x) is decreasing for t ∈ [t i , t i−1 ] we deduce from (4.6) and (4.7)
for any t ∈ [t i , t i−1 ] and x ∈ G. In view of (4.7) and (4.8) it follows
As the difference t i−1 − t i is strictly positive, the statement in (4.9) implies V i (t, x) − V i (s, x) ≤ 0 for any s, t ∈ [0, t i−1 ] with t ≥ s. The proof of the monotonicity of V i (·, x) is complete. The continuity of t → V i (t, x) for any x ∈ G follows from the continuity of the semi-group associated to the sub-generator Λ (i) r , while the continuity of t → (Λ (r) V i )(t, b i ) follows by an application of Lebesgue's Dominated Convergence Theorem, which is justified in view of the continuity of t → V i (t, x), the boundedness of V i , and Assumption 1.
By an argument that is analogous to the one deployed in the proof of Proposition 3.1(ii) (noting that
, it follows that the monotonicity of
Proof of Theorem 3.1, continued. (Classical solution) We start with noting that Assumption 2 does not play any other role in the proof than simplifying the notation and definitions (of e.g. the functions V i ), and the proof in the general case is obtained by a straightforward adaptation of the proof that follows below. To show that V is a classical solution it suffices to show that at every t in [0, T ] and x in G the map t → V (t, x) is continuously differentiable. Noting that the restrictions of the functions V and V i to the interval (t i , t i−1 ) are equal, we deduce that V is continuously differentiable at every t in (t i , t i−1 ) with derivative given by
Furthermore, since the function V is a solution of the system of variational equalities in (3.8)-(3.11) and is constant as function of t in the stopping region S it follows
for any t ∈ (t i , t i−1 ) with (t, x) ∈ C, (4.11) ∂V ∂t (t, x) = 0 for any pair (t, x) with t ∈ [t i , t i−1 ] with (t, x) ∈ S. (4.12)
Here we used that, for any x ∈ G, the definition of the sequence (t i ) i implies that if there exists a t ∈ (t i , t i−1 ) with (t, x) ∈ S then we have (t, x) ∈ S for all t ∈ [t i , t i−1 ]. To complete the proof of the continuous differentiability of V we finally consider the case t = t i . If t i is such that (t i , x) is an element of the continuation region C then it follows from the expression in (4.11) and the fact that the continuation region is open that the left-limit and right-limit of ∂V ∂t (t, x) at t i are equal. If t i is such that (t i , x) is element of the stopping region S then we have that τ (x) is smaller or equal to t i . In the case τ (x) < t i it follows from (4.12) that the right-and left-limit of ∂V ∂t (t, x) at t i are equal to zero. In the case τ (x) = t i we note that the right-limit is equal to zero, while the left-limit of ∂V ∂t (t, x) at t i is equal to (Λ (r) V )(τ (x), x) which, in view of (3.13), is also equal to zero. Thus, we deduce that at all t ∈ [0, T ] and x ∈ G the function V is continuously differentiable and the proof is complete.
Proof of Theorem 4.1. Since V i (t, x) = V (t, x) for t ∈ [t i , t i−1 ], (4.3) and (4.4) hold in view of Theorem 3.1.
The function V i is the value function of a down-and-out barrier option with maturity t i−1 rebate φ(x) and terminal payoff function V i−1 (t i−1 , x). Since the process e −r(t∧ti−1∧T b i ) V i (t ∧ t i−1 ∧ T bi , X t∧ti−1∧T b i ) is a martingale, it follows by an analogous reasoning as the one that was used in the proof of Theorem 3.1 that we have Λ t V i (t, x) = 0 for x > b i and t < t i−1 . Hence, (4.2) holds true.
Finally, we turn to the proof of (4.5). We start with observing that (Λ (r) V i )(t, b i ) is non-negative on the interval t ∈ [0, t i ] in view of Lemma 4.1 and (4.3). We next show that (Λ (r) V i )(t, b i ) is in fact strictly positive on the interval [0, t i ).
By an application of Dynkin's lemma, Lemma 2.1, we get
for all x ∈ G, t ≤ t i and τ ∈ T t,ti . Since by (4.2) we have
and the collection {b i } i is decreasing, choosing in (4.13) τ to be equal to
shows that the right-most expectation in (4.13) is equal to
Furthermore, we have that V i (τ i , X τi ) = V i+1 (τ i , X τi ) for the following two reasons: (a) it holds V i+1 (t i , X ti ) = V i (t i , X ti ) by definition of V i+1 and (b) we have on the set {t + T bi+1 • θ t < t i }
as it holds X T b i+1 ≤ b i+1 < b i by the definition of T bi+1 and the fact that b i is decreasing as function of i. Hence we deduce the identity
Combining (4.13), (4.14) and (4.15) shows
On the one hand, the construction of the value functions {V i } and the definition of the collection {b i } imply
while, on the other hand, the equality
Thus, from (4.16), (4.17) and (4.18), we deduce
Since the map t → Λ (r) V i (t, b i ) is continuous and non-negative on the interval [0, t i ] and it is straightforward to check that (4.19) remains valid with τ i replaced by τ i ∧ (t + u) for any u > 0, it follows that we have Λ (r) V i (t, b i ) > 0 for any t ∈ [0, t i ).
Valuation algorithm
The characterisation of the free boundary given in Theorem 4.1 can be deployed to compute the optimal boundary and the corresponding value of an American option under the Markov chain model. For the presentation of a valuation algorithm we will restrict ourselves in this section to Markov chains with a finite state-space (of size N , say).
To identify the epochs {t i } a numerical method has to be deployed since the equations
are highly non-linear in t. Except in degenerate cases, one may expect the map s → Λ t V i (s, b i ) to be strictly decreasing, in which case the equation (Λ t V i )(t, b i ) = 0 admits a unique solution and it is efficient to use a solver such as the NewtonRaphson method (which is the method that was used in the examples in Section 7).
(Note that although we could have attempted to compute t i as root of the function s → Λ (r) V i (s, b i ) we found that working with s → Λ t V i (s, b i ) yielded a more efficient numerical implementation). A procedure for computation of the value function of an American option under a Markov chain model based on a solution of the corresponding free-boundary problem that was outlined in the previous paragraph is described in Algorithm 1 below. In order to be able to formulate the algorithm we fix some extra notation. After relabeling we may assume without loss of generality that the elements of the state-space G = {x i , i = 1, . . . , N }, where N is the number of states, are ordered in decreasing order x N < x N −1 < . . . < x 2 < x 1 , and we denote by r the (sub-)generator matrices that can be obtained directly from the generator matrix Λ (r) as follows: (i) the pair satisfies
where we recall that Λ (r) = Λ−rI, and (ii) Λ
r (x, y) is equal to Λ (r) (x, y) for x, y ∈ G 1:i and zero for x, y ∈ G i+1:N :
(5.1)
The matrix Λ (i)
r is the generator matrix of a Markov chain that has the same law as the chain X that is stopped upon the first entrance into the set G i+1:N . The role of these matrices in barrier option valuation in Markov chain models is reviewed in Remark 5.1(ii) below. 
φ ; e l s e i f s ≤ 0 s e t φ ← exp t * Λ (i) r φ ; s e t i ← i + 1 ; s e t t * ← s ; end r e t u r n φ 
where O denotes a zero matrix of appropriate size.
(ii) The value of the knock-out option U ξ (t, x) = E t,x [e −r(T ∧ τ ) ξ(X T ∧ τ )] with maturity T , pay-off function ξ : G → R + and knock-out set G c , with
is given by (as shown in [29] )
where we denote by Λ r the (sub)-generator matrix
To see that this is the case the key observation is that the barrier option in question is a European-type option with the underlying given by the stopped process X ·∧ τ which is itself a Markov chain with generator Λ 0 (the (sub-)generator Λ r is obtained when also the discounting rate r is included). Note that since t → exp(tX) is smooth, the value function U ξ (t, x) is smooth as a function of t.
Convergence
We next show that the convergence of a sequence of Markov chains carries over to convergence of the corresponding American option values. We will assume that the price process S is a Markov process with state-space R + that is defined on some filtered probability space (Ω, F , F, P), where F = {F t } t≥0 denotes the standard filtration generated by S and Ω denotes the Skorokhod space of right-continuous functions with left-hand limits that map R + to R. We take the interest rate and dividend yield to be constant equal to r and d, and assume in this section that the discounted price process {e −γt S t } t≥0 with γ = r − d is a square-integrable martingale. We assume in addition that S is a Feller process that solves the stochastic differential equation given by
with S 0 = s > 0, where W denotes a Wiener process and p denotes a compensated random measure with compensator given by the random measure ν(S t− , dz)dt, where, for every x ∈ R + , ν(x, dy) is a measure with support in (−1, ∞) satisfying the integrability condition
The value-function v : [0, T ] × R + → R + of the American option with payoff φ : R + → R + on the underlying process S is denoted by
and the set T t,T (F) equal to the collection of F-stopping times taking values in between t and T . The Bermudan option, which is an Americantype option for which the epoch of exercise is restricted to take values in the grid T given by
is a closely related derivative security, with value function
where T · } are square-integrable martingales, that is defined on the measurable space (Ω, F ) and converges weakly to the Feller process S, where the weak convergence is in the Skorokhod J 1 topology (see e.g. [18] ). Let V (n),M and V (n) denote the value functions of a Bermudan option with M equidistant exercise times and an American option, both with underlying price process given by the Markov chain X (n) . Below we show that as n and M tend to where the suprema are taken over the set T t,T (F) of (F)-stopping times taking values in the interval [t, T ] and we used that by the triangle inequality and Lipschitz continuity of φ sup
where K is the Lipschitz constant. By the strong Markov property of S and the triangle inequality the expectation on the right-hand side can be estimated by
Another application of the triangle-inequality yields the estimate
for any non-negative s. An application of Doob's Optional Stopping Theorem to the càdlàg martingale
implies that e 2 (s) can be bounded by e 2 (s) ≤ |γT |e
Another application of Doob's Optional Stopping Theorem implies that the following bound holds for any s ∈ R + :
By an application of Doob's L 2 -inequality to the martingale M ′ and the Lipschitz continuity, we find
for s ∈ R + . Since M ′ is a martingale we have
for any s ∈ R + . By combining (6.7), (6.8), (6.9) and (6.10), it follows that (6.6) holds with C(x) = 4KT 1/2 C(c 1 e
Next we turn to the proof of the three assertions. (i) By extending the probability space if necessary, we may assume that the processes S and (X (n) ) n are all defined on a single probability space.
Denote by H the filtration generated by the process {S, X (n) , n ∈ N} and by T M t,T the collection of H-stopping times taking values in the set [t, T ] intersected with the grid T. We may write
We have by the triangle inequality and the Lipschitz continuity of φ (with Lipschitz constant K) 12) where in the last line we used that any stopping time τ in the set T M 0,T takes values in the grid T. As, by assumption, X (n) converges weakly to S in the Skorokhod topology as n → ∞, it follows that X (n) t converges to S t in distribution as n tends to infinity, for any fixed t ∈ T. The Skorokhod representation theorem implies that, for any given t ∈ T, there exists a probability space carrying random variablesX (n) t , n ∈ N, andS t that have the same distribution as X (n) t and S t , respectively, such thatX (n) t converges a.s. toS t as n → ∞. The uniform integrability of the collection (X (n) t , S t , t ∈ T, n ∈ N) (which is in turn a consequence of the fact that C(x) + sup n D(n, x) is finite) thus implies 13) which implies that also the supremum in (6.12) converges to zero as T contains M elements. The proof of part (i) is completed by combining (6.12) and (6.13).
(ii), (iii) The triangle inequality implies that the differences between V (n) (0, x) and v(0, x) and V (n),M (0, x) and v(0, x) can be estimated as
Let ǫ > 0 be arbitrary. By virtue of (6.6) and the fact that sup n D(n, x) is finite it follows that there exists an M ǫ such that, for all M ≥ M ǫ and for all n ∈ N,
Fixing an M larger than M ǫ , part (i) implies that there exists an N ǫ such that we have
Combining this estimate with (6.14) and (6.15) yields the estimates
Since ǫ was arbitrary the statements in (ii) and (iii) follow.
Numerical illustrations
To provide an illustration of the effectiveness of the method we report in this section the results of the approximation of the value of the American put option by the free boundary approach (Algorithm 1, which we shall refer to as 'FB'). The algorithm for the pricing of American options takes as input a Markov chain X that closely approximates the Feller process S which is constructed by suitably specifying its statespace and generator matrix: the state-space will be taken non-uniform with higher density in relevant areas (e.g. around the spot value S 0 and the strike K, in the case of a put option) and the generator matrix is chosen so as to match the first two instantaneous moments of S. The smallest and largest points of the state-space are taken sufficiently small and large respectively to guarantee that the truncation error is negligible at the level of accuracy that is considered in the examples below (these levels were determined after some numerical experimentation). Along these lines, an algorithm for the construction of a Markov chain was developed in [29] which we will deploy in the numerical illustrations below. By way of comparison we also report the results of the dynamic programming algorithm that proceeds by first approximating the American option by a Bermudan option, by restricting the possible exercise times to a finite set, and subsequently valuing the Bermudan option under the Markov chain X according to the well-known dynamic programming procedure. (This algrithm is referred to as the 'DP' algorithm and a description in the current Markov chain setting is presented in Appendix A). Additional numerical examples can be found in Eriksson [16] .
CEV-Kou model
We consider the valuation of the American put option under the jump diffusion that evolves according to the SDE
where W is a Brownian motion, N a Poisson process and the K i are independent random variables following a double exponential distribution, given by
with λ p > 0, λ m > 0 and p ∈ [0, 1]. The parameter ξ is given by
The processes W and N and the collection of random variables {K i , i ∈ N} are assumed to be mutually independent. Constant Elasticity of Variance model [12] , a diffusion with local volatility function given by a power [obtained by taking λ = 0]. In particular, taking λ = β = 0, yields the geometric Brownian motion (GBM) model. This model, which we refer to as the CEV-Kou model, has an infinitesimal generator that acts on f ∈ C 2 c (R + ) as
The results obtained by deploying the DP and FB algorithms are reported in Figures 3  and 4 and Table 1 . Figure 3(a) shows the absolute error for the dynamic programming problem for a varying number of exercise times with fixed size of the state-space. The slope of the line in Figure 3 (a) is approximately −1, which corresponds to a linear decay of the error of the dynamic programming method (DP) in 1/M if the number of states is fixed where M is the number of time-steps. Figure 3(b) shows the absolute error for the FB and DP methods with a fixed number of exercise times. We observed that the outcomes of the FB method appear to converge slightly faster than those of the DP method, but at the expense of longer execution times. Figure 3 (b) appears to show a quadratic speed of convergence in 1/N with N the cardinality of the state-space G. Figure 4 contains the execution times for the outcomes obtained by the FB and DP algorithms for a varying number of states N of the approximating Markov chain, showing the DP algorithm is the faster of the two. We observed that the change in execution time when varying the number of exercise times is very small. One explanation for this small change is that the bulk of the computational effort is in calculating the matrix exponential exp(∆Λ), and it appears that the time to calculate exp(∆Λ) is only marginally affected by the size of ∆, and decreasing ∆ often results in slightly faster calculations. For β = 0 the CEV-Kou model reduces to the Kou model. We compare the results obtained using the dynamic programming and free boundary methods in the case β = 0 with those reported in [20] in Table 3 . Note that, although the results are reported in [20] for an interest rate equal to r = 0.05, we match the numbers in [20] by using the value r = 0.06. We believe that this is a misprint in [20] . For λ = 0 the CEV-Kou model reduces to the CEV model and in Table 2 we report the outcomes of the free-boundary and dynamic programming methods in the cases β = 0, β = −1/3 and the results obtained in [35] using a finite difference method. Table 2 : Value of the at the money American put option with strike S 0 = K = 100. In the upper part of the table the underlying is a geometric Brownian motion (β = 0) with parameter values taken from [9] (r = 0.1, δ = 0, σ = 0.3 and maturity T = 1). The row CR refers to Carr [9] 's randomization algorithm with the number of randomization steps taken equal to 15 (using Richardson's extrapolation). In the bottom part of the table the underlying is given by the CEV model with parameters taken from [35] (r = 0.05, q = 0, σ = 0.2 and β = −1/3, and maturity T = 0.5).
The row "WZ" refers to results obtained by [35] using a finite difference scheme. The row "Binomial" refers to the outcomes of a binomial tree algorithm with 2000 time steps (top) and 5000 time steps (bottom). For the Markov chain methods DP (dynamic programming) and FB (free boundary) "Size" denotes the size of the state-space of the Markov chain. Table 3 : Displayed are American put option prices under the Kou model (which is equal to the CEV-Kou model with β = 0). The final two columns are obtained from [20] . In all cases it is assumed that the spot is S 0 = 100, the maturity is T = 1, the interest rate is r = 0.06, the volatility is σ = 0.2 and the probability of an upward jump is p = 0.6, with the remaining parameters as given in the table.
We employ a Markov chain with state-space of size N = 400, and for the dynamical programming algorithm we used M = 3200 exercise times.
Appendix A. Dynamic Programming algorithm
A Bermudan option with pay-off function φ and finite set of admissible exercise times T ⊂ [0, T ] is a derivative security that may be exercised at any time τ ∈ T yielding pay-off φ(X τ ). For the ease of presentation we restrict ourselves to the case of an equidistant grid given in (6.3) with mesh size ∆ = T /M . The value V (t, x) of the Bermudan option at time t ∈ T in case we have {X t = x} is given by V (t, x) = max τ ∈T t,T (∆,G) E t,x [e −r(τ −t) φ(X τ )], (A.1)
for t ∈ T, and x ∈ G, where T t,T (∆, G) is the set of G-stopping times τ taking values in [t, T ] ∩ T, where G = {G t , t ∈ [0, T ]} denotes the filtration generated by the Markov chain X. At any time t ∈ T, the holder of the Bermudan option has the choice between immediately exercising or continuing to wait. The former results in a pay-off of φ(X t ), while in the latter case, the expected reward of postponing exercise, assuming that the holder continues to follow an optimal strategy from time t to maturity, is E t,Xt [e −r∆ V (t + ∆, X ∆ )]. Thus, for any t ∈ T, the value V (t, x) is at least equal to the larger of φ(x) and E t,x [e −r∆ V t+∆ (X ∆ )]. The Dynamic Programming principle states that in fact equality holds: with V i (x) = V (i∆, x), we have V i (x) = max φ(x), E i∆,x e −r∆ V i+1 (X (i+1)∆ ) , (A.2)
for i = 0, . . . , M − 1, and x ∈ G. Noting that in view of the form of the semigroup in (2.1) we have
By deploying the Dynamic Programming Principle, we obtain the following recursive procedure to compute the values of V i (x) ranging over all initial values x ∈ G and all time-steps i = 0, . . . , M . (ii) Note that when, as assumed above, the time-grid T is equidistant, the exponentiation of the matrix ∆Λ only needs to be computed once. If the time-grid T is chosen non-equidistant, the above algorithm will computationally be a good deal more expensive, since a costly exponentiation would need to be carried out at every iteration of the recursive procedure.
Appendix B. Proof of Dynkin's Lemma (Lemma 2.1)
Proof. Assume first in addition that the map F (·, x) : [0, T ] → R is continuously differentiable for every x ∈ G. An application of Itô's lemma to the semi-martingale {e −rt F (t, X t )} t∈ [0,T ] shows that the process {M t } t∈[0,T ] with M t = e −rt F (t, X t ) − F (0, X 0 ) − Assume next that F is as stated in the Lemma, with density f . Since the set G of functions G : [0, T ] × G → R that is continuously differentiable at t ∈ [0, T ] for every x ∈ G is dense in the set of continuous real-valued functions with domain [0, T ] × G, there exists a sequence of functions (G n ) n in G that almost everywhere converges to F . An application of Lebesgue's Dominated Convergence Theorem which is justified by the facts that F is bounded and Λ has uniformly bounded diagonal (cf. Remark 1) shows that (2.3) is true under the stated assumptions.
