Consensus clustering has emerged as an important extension of the classical clustering problem. Given a set of input clusterings of a given dataset, consensus clustering aims to find a single final clustering which is a better fit in some sense than the existing clusterings. There is a significant drawback in generating a single consensus clustering since different input clusterings could differ significantly. In this paper, we develop a new framework, called Multiple Consensus Clustering (MCC), to explore multiple clustering views of a given dataset from a set of input clusterings. Instead of generating a single consensus, MCC organizes the different input clusterings into a hierarchical tree structure and allows for interactive exploration of multiple clustering solutions. A dynamic programming algorithm is proposed to obtain a flat partition from the hierarchical tree using the modularity measure. Multiple consensuses are finally obtained by applying consensus clustering algorithms to each cluster of the partition. Extensive experimental results on 11 real world data sets and a case study on a Protein-Protein Interaction (PPI) data set demonstrate the effectiveness of our proposed method.
Introduction
Consensus clustering, also called as aggregation of clusterings (or partitions) or ensemble clustering, has emerged as an important elaboration of the classical clustering problem [1] [2] . It refers to the problem of finding a single (consensus) clustering from a number of different (input or base) clusterings (or partitions) that have been obtained for a particular dataset. Many different approaches have been developed recently to solve consensus clustering problem [1] [2] [3] [4] [5] . More recently, several approaches have also been proposed to select a subset of input clusterings to form a smaller but better performing cluster consensus than using all available solutions [6] [7] . Typically, in these current consensus clustering approaches, all the input clustering solutions or the selected subset of input clustering solutions are combined together to output a single consensus clustering of the data that is "better" than the existing clusterings, i.e., in this consensus clustering, clusters are better separated, or equivalently, the clustering objective functions are improved.
There is, however, a significant drawback in generating a single consensus clustering. Recent studies have shown that in consensus clustering: 1) different input clusterings could differ significantly, and 2) subsets of input clusterings could be highly correlated [3] [7] [8] . When different input clusterings differ significantly, the consensus by simply averaging is really a brute-force voting and there is no real "consensus" in their original meaning. As a result, a single "consensus" may not be ideal in many cases and finding a single consensus clustering solution is not always the best way to explore hidden pattern structures for a given dataset [8] .
Real world datasets such as text and biology datasets are often multi-faceted with high dimensions. They can often be interpreted in many different ways and can have different clusterings that are reasonable and interesting from different perspectives [8] [9] . In fact, in many datasets, clusters overlap substantially and natural clusters cannot be defined clearly. In general, a single (even the "best" if exists) clustering objective function can not effectively model the vast different types of datasets [10] . Therefore, it is interesting to explore multiple clustering views of a given data set. In addition, when the input clusterings differ significantly and constitute different groups, it is quite likely that the consensus formed by a certain group of input clusterings achieves better clustering performance than the consensus formed using all the input clusterings.
In this paper, we develop a new framework, called Multiple Consensus Clustering (MCC), to explore multiple clustering views of a given dataset from a set of input clusterings. Given a number of different (input) clusterings that have been obtained for a particular dataset, instead of generating a single consensus,
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Figure 1: A screen shot of MCC.
MCC first computes the pairwise similarities between input clusterings using a Mallows distance based measure, and organizes the different input clusterings into a hierarchical tree structure using the bottom-up (agglomerative) approach. The tree structure provides an overall picture of the input clusterings and offers an informative view on their relationships. MCC provides two ways for exploring multiple clustering views. On one hand, a dynamic programming algorithm is used to automatically obtain an optimal modularity partition of clusterings from the hierarchical tree. Then for each group of the optimal partition, the consensus clustering algorithm is applied to obtain a single consensus for the input clusterings in the group. On the other hand, note that the hierarchical tree structure helps users glean insights of the cluster patterns and allows for interactive exploration of multiple clustering solutions. Instead of using the partition provided by MCC, users could cut the hierarchical tree at any level and/or select any subset of the input clusterings to explore. A screen shot of developed MCC toolkit is shown in Figure 1 . In Figure 1 , three clusters of input clusterings are obtained by cutting the hierarchical tree. Hence three clustering views are obtained by applying consensus clustering for each cluster of the input clusterings and the 2-D plots of the three clustering views are shown in the figure. In addition, the comparisons of different clustering views are also presented in our toolkit. Different from meta clustering that finds many alternate good clusterings of the data, our MCC generates consensus clusterings from the input clusterings of a given data set. Different from consensus clustering which finds a single consensus from the input clusterings, our MCC groups the input clusterings and obtains multiple consensuses (a consensus for each group). In summary, our method MCC brings together two interrelated but distinct themes from clustering: consensus clustering and hierarchical clustering. Given a set of input clusterings of a particular data set, it first employs hierarchical clustering to cluster the input clusterings and then uses consensus clustering to generate a consensus for each cluster of the input clusterings. Extensive experimental results on 11 real world data sets and a case study on a Protein-Protein Interaction (PPI) data set demonstrate the effectiveness of our proposed method.
The rest of the paper is organized as follows: Section 2 presents an overview of our proposed MCC framework; Section 3 introduces the Mallows distance based approach to compute the pairwise similarities between the input clusterings; Section 4 describes the hierarchical tree construction and a procedure of automatically obtaining a flat partition based on the hierarchical tree using the modularity measure; Section 5 introduces the consensus clustering algorithms used in our MCC framework; Section 6 shows the experimental results on 11 real world data sets; Section 7 presents a case study on exploring multiple clustering views on a Protein-Protein Interaction (PPI) data set; Section 9 discusses related work, and finally Section 10 concludes the paper.
An Overview of MCC
The general framework of MCC is shown in Figure 2 . The framework consists of the following 4 steps: Step 3
…
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Comparing Input Clusterings
In order to build the hierarchical tree for the input clusterings, the similarities between different clusterings need to be computed first. Several measures can be used to compare different clusterings, such as pair counting [11] , set matching [12] , and variation of information [13] . One limitation of these existing measures is that they do not explicitly provide the correspondence between the clusters from different clusterings and only output the similarity measurements between different clusterings. In our work, the Mallows distance based approach is developed for comparing different input clusterings. The Mallows distance-based approach is able to compute the distance between the clusterings and also to establish the correspondence between the clusters from the different clusterings. In fact, Mallows distance provides a complete and globally optimal matching scheme between clusters in two clustering results [14] [15] .
Given a dataset X = {x 1 , x 2 , . . . , x N } and two clustering results, C1 with J clusters and C2 with K clusters. Let C1 i,j denote the probability of the i-th object belonging to the j-th cluster in C1, while C2 i,k denote the probability of the i-th object belonging to the k-th cluster in C2. The two clusters: C1 j (the j-th cluster of C1) and C2 k (the k-th cluster of C2) can be represented as two vectors:
T which are determined by the probabilities of each object x i belonging to them, respectively. Then we assign weights α j to C1 j , and β k to C2 k . Note that the weights reflect the significance of the clusters and Σ
Thus by adopting the Mallows distance, the distance between C1 and C2 can be described as [15] :
The matching weight between C1 j and C2 k is indicated by ω j,k and it can be computed using linear programming.
Note that the pairwise similarities are used for hierarchical clustering. Hence, based on Equation 3.1, we compute the similarity between input clusterings as follows:
where minD is the minimum Mallow distance between all partition pairs while maxD is the maximum distance among all partition pairs.
Hierarchical Tree Construction
After obtaining the pairwise similarities between input clusterings, a single-link hierarchical clustering algorithm is then used to build a hierarchical tree structure using the bottom-up (agglomerative) approach. The tree structure provides an overall picture of the input clusterings and offers an informative view on their relationships. The root of the hierarchical tree T , denoted by Root(T ), consists of a single cluster containing all input clusterings and the leaves correspond to individual input clusterings. Each tree node induces a cluster of input clusterings. A node-cut of the hierarchical tree is a subset C of tree nodes such that: 1) for any pair of nodes x, y ∈ C, neither x nor y is an ancestor of the other; 2) the path from every leaf of T to Root(T ) passes through exactly one node in C. Note that every node-cut C of the hierarchical tree induces a partition CP : each node x ∈ C leads to one cluster that contains the input clustering corresponding to the leaves in the subtree rooted at x. Figure 3 shows an example of the hierarchical tree where the dotted line represents the node-cut recommended by our MCC by maximizing the modularity performance measure (we will described this in detail below). Note that the hierarchical tree also allows for interactive exploration of multiple clustering solution and users can cut the hierarchical tree at any level and/or select any subset of the input clusterings to explore. As shown in Figure 3 , the red dot indicates the subtree that users select, and the solid line is an example of a node-cut that users define manually. Given Figure 3 : The hierarchical tree structure. a hierarchical tree, there exists a large number of possible node-cuts corresponding to different partitions of the input clusterings. In order to explore multiple clustering views, the hierarchical tree needs to be converted to flat partitions. This is typically done by choosing a node-cut where each node yields a cluster consisting of all the input clusterings in the subtree rooted at that node [16] [17]. We also develop an algorithm to automatically find the node-cut using the modularity. Modularity is a recently introduced clustering quality measure and has been successfully applied in many applications [18] [19] . Note that each tree node x induces a cluster. Thus we can define the modularity m(x) for x as follows:
where A is the pairwise similarity matrix calculated based on Equation 3.2, k i and k j are the degree of node i and j which are calculated by sum of the weights of the edges connected to node i and node j, and m is the sum of the edges' weights in the hierarchical tree [20] . Given a node-cut C, its modularity m(C) can then be computed as
After defining the modularity, we can find the nodecut which has the largest modularity; in other words, the goal is to find C:
The problem of finding the node-cut with the highest modularity can be solved efficiently using dynamic programming [21] . The problem exhibits optimal substructures as the modularity for a node is decomposable so that the total modularity is equal to the sum of the contribution of its children. The recurrence definition of the best solution for a tree node x can be expressed as
where x 1 to x n are the node x's children from the left to the right. Using backtracking, we can find the tree nodes of the node-cut and produce a partition of the input clusterings that has the highest modularity.
Consensus Generation
After obtaining the partition of the input clusterings, a consensus clustering algorithm can be applied to obtain a single consensus for the input clusterings in the same cluster of the partition. Here we briefly describe the consensus clustering algorithms used in our MCC framework.
PCA-based consensus algorithm:
This algorithm firstly performs dimensionality reduction on the input clusterings using Principal Component Analysis (PCA), then applies the recursive bisection algorithm to do consensus clustering [22] .
2. CSPA (cluster-based similarity partitioning algorithm): A clustering signifies a relationship between objects in the same cluster and can thus be used to establish a measure of pairwise similarity. This induced similarity measure is then used to recluster the objects, yielding a combined clustering [23] .
3. HGPA (HyperGraph partition algorithm): This algorithm approximates the maximum mutual information objective with a constrained minimum cut objective. Essentially, the cluster consensus problem is posed as a partitioning problem of a suitably defined hypergraph where hyperedges represent clusters [24] .
4. WClustering (Weighted ensemble clustering) [25] : In this algorithm, each input clustering is weighted and the weights are determined in such way that the final consensus clustering provides a better quality solution.
Experiments
Dataset Description
Firstly, we describe the data sets used in our experiments. The characteristics of the data sets are summarized in Table 1 . The number of classes ranges from 2 to 10, the number of samples ranges from 47 to 4199, and the number of dimensions ranges from 4 to 1000. Further details are described 6. The WebKB dataset contains webpages gathered from university computer science departments. There are about 8280 documents and they are divided into 7 categories: student, faculty, staff, course, project, department and other. The WebKB4 dataset is the subset of WebKB associating with four most populous entity-representing categories, i.e., student, faculty, course and project [28] .
Experimental Setup
All the above datasets come with labels. Viewing these labels as indicative of a reasonable clustering, we define the following accuracy measure [29] :
where n is the number of data points, C k denotes the k-th cluster, L m is the m-th class and T (C k , L m ) is the number of data points that belong to class m and are assigned to cluster k. Accuracy is thus computed as the maximum sum of T (C k , L m ) for all pairs of clusters and classes, and these pairs have no overlap. In the experiments, the base clusterings are obtained by running K-means 30 times.
Measuring Consensus Diversity
Since our MCC can generate multiple consensuses, we also measure the difference diversity/different consensuses. Given a set of n consensuses {P 1 , · · · , P n }, let ARI(P i , P j ) and N M I((P i , P j ) denote the adjusted Rand index [30] and normalized mutual information [31] between two consensuses P i and P j . We use the following two measures to compute their diversity:
Note that D1 and D2 measure the pair-wise consensus similarity using adjusted rand Index and normalized mutual information respectively. The larger the measures, the more diverse the consensuses are.
Results Analysis
We compare the performance of MMC with other single consensus clustering algorithms including K-means on the consensus similarity matrix (KC) [25] , the NMF-based consensus clustering [3] , the cluster-based similarity partitioning algorithm (CSPA) [24] , the HyperGraph Partitioning Algorithm (HGPA) [24] , and the weighted consensus clustering algorithm [25] . Since MCC generates multiple consensuses, we use HighMCC, AveMCC and LowMCC to denote the highest accuracy, the average accuracy, and the lowest accuracy of the multiple consensuses generated by MCC, respectively. The experiment comparisons are shown in Table 2 . We also include the results of K-means on the original datasets as the baselines. From the comparison, we observe that 1) consensus clustering algorithms generally improve K-means clustering on all the datasets expect Reuters, and 2) HighMCC has the best performance on all the datasets. And it verifies that a consensus obtained from a group of clusterings might have better performance than the consensus obtained from all the input clusterings. Table 3 presents the diversity measurement of the multiple consensuses generated by our MCC framework. Figure 4 displays the similarities of three clustering results (C1, C2, C3) generated by MCC and the ground truth (T). The similarities between different clusterings are computed using Equation 3.2. From Figure 4 , it could be observed that each clustering has a relative small distance with the true labels, but with a higher distance among themselves. In other words, the three clustering views have good quality values and they are quite different from each other.
Explore Multiple Clustering Views: To further explore multiple clustering views, we also present the data sets in a 2-D mapping using Multi-Dimensional Scaling (MDS) [32] and Principal Components Analysis (PCA) [33] . Figure 5 and Figure 6 show the 2D-mapping plots of different clustering views on the Glass and Wine datasets, respectively. In these figures, each node is colored, and shaped based on the clustering indicators. We can clearly observe that the clustering views are quite different. 
A Case Study of Protein-Protein Interaction
Introduction
Proteins interact with other proteins either in pairs or as components of larger complexes in many cellular processes, including metabolism, endocrine and exocrine, signaling, synthesis, and transport. Identifying functional modules from PPI networks is an important and challenging task in post genomic era. In general, the PPI network can be represented as a graph, where the nodes represent the proteins and the edges indicate the interaction between two proteins. Cluster analysis is a popular methodology for the extraction of function modules from protein interaction networks since it has been observed by biologists that groups of highly interacting proteins could be involved in common biological processes [34] [35] [36] . In this section, we present a case study of exploring multiple clustering views of protein-protein interaction data using our MCC framework.
Dataset Description MIPS Yeast ProteinProtein Interaction
Database, which is available at http://mips.gsf.de/proj/ppi, is used in our case study. The dataset is a collection of manually created highquality PPI data collected from the scientific literature by expert curators. It consists of 8617 interactions between 871 proteins. 
Base Clustering Generation
We use four conventional graph clustering algorithms including three methods in Metis (rbr, direct, mlkp)
1 , and spectral clustering to obtain the base clusterings. The algorithms are described below [34]:
1. Repeated bisections (rbr): it is a top-down clustering algorithm, which uses a sequence of k − 1 repeated bisections (k is number of clusters) to compute the desired k-way clustering solution;
2. Direct k-way partitioning (direct): in this algorithm, k instances are selected from the dataset as the seeds of the k clusters. Then the algorithm assign each instance to the cluster corresponding to its most similar seed by computing the similarity with these k seeds. This is a method that is computed by simultaneously finding k clusters;
3. Multilevel k-way partitioning (mlkp): it is a multilevel partitioning algorithm and works in three phases as coarsening, initial partitioning, and refinement;
1 The software can be downloaded from http://glaros.dtc.umn.edu/gkhome/views/metis/.
Spectral clustering: a spectral clustering algo-
rithm is obtained by recursively applying a spectral method for graph partitioning [37] .
Evaluation Measures
Modularity and normalized mutual information are used for performance evaluation in the case study. Modularity: we apply modularity to evaluate our methods in the topology-based scenario. More linking edges between the nodes in the same clusters, and less linking edges between the nodes in the difference clusters would lead higher modularity value.
Normalized Mutual Information Second, we using NMI to compare the performance of each algorithm, which was originally described in [23] [34]. (7.10)
where λ a ,λ b are the calculated labels for each instance, and the ground truth for them respectively. k a is the number of clusters in λ a , k b is the number of clusters in λ b . n l is the number of instances in cluster l in λ a , n h is the number of instances in cluster h in λ b , n is the number of instances in both cluster l in and cluster h in λ b . n the number of all instances. From the equation Figure 7 and Figure 8 show the performance comparison of MCC with other consensus clustering algorithms (WClustering, PCA, CSPA, HGPA) using modularity and NMI respectively. Consensus-All denotes the result which is obtained by combining all input clusterings using the selected consensus clustering algorithm.
Results Analysis
From Figure 7 and Figure 8 , we observe that no matter which consensus clustering algorithm is used, HighMCC (i.e., the best performance of multiple consensuses generated by our MCC) always achieves the best performance. 
Domain-based Evaluation [34]
We also use known biological association from the Gene Ontology (GO) [42] Consortium Online Database to test whether the clusters obtained from our experiments correspond to known functional modules. The GO dataset provides the information including cellular component, molecular level and biological process, and we only use the information about biological process which refers to entities at both the cellular and organism levels of granularity to calculate the P-value and clustering score. P-value comparison: P-value can be used to calculate the statistical and biological significance of a cluster of proteins. In our case study, we evaluate P-value for each annotation in each cluster for each algorithm. Firstly, we assume the cluster we evaluate is with the size n and it contains m proteins in the particular biological annotation noted in GO database. For each cluster in each algorithm we choose the smallest value of P-value as the cluster's P-value. P-value is computed as follows:
where N is the total number of proteins in GO database; M is the number of proteins in GO database with particular biological annotation. Now, we set cutoff value (which will be explained in clustering score comparison) as 0.05 and get the significant clusters for each algorithm. For all algorithms, the minimum number of significant clusters is 31, so, in Figure 10 , we only show the top 31 significant clusters for each algorithm.
And from this figure, we observe that using the best clustering result from MCC, the performance could be significantly improved in the value of −P log(P ). Clustering-score evaluation: Then we use clustering-score to evaluate the clustering results for each algorithm [34] . A cutoff value is used to differentiate significant cluster from the insignificant cluster. If the P-value of a cluster is greater than cutoff, then this cluster is an insignificant cluster. The clustering score is defined as follows [34] : where n S is the number of clusters which are significant, n I is the number of clusters which are insignificant, and min(p i ) denotes the smallest P-value of the significant cluster i. Generally, a larger clustering-score means a better clustering result. Figure 9 also validates the effectiveness of MCC.
Comparison between MCC and Meta Clustering
In the section, we compare the performance of MCC with meta clustering. Since there is no clustering results generated from meta clustering, we extend it by performing consensus clustering on each resulting group. In particular, in our experiments, we first apply metaclustering [8] to partition all input clustering results into three groups, and then use weighted consensus clustering to generate clustering results for each group. To verify the effectiveness of MCC, we compare the highest accuracy of MCC and meta clustering. Table 4 shows the accuracy on 11 datasets and Table 5 shows the performance comparison on the PPI dataset. From the tables, we observe that MCC outperforms simple extension of meta clustering.
9 Related Work 9.1 Consensus Clustering Given multiple partitions generated by different clustering algorithms or different subsets of the dataset or different feature spaces, consensus clustering aims to "combine" them into a sin- . Different from traditional consensus clustering, our MCC groups the input clusterings and obtains multiple consensuses (a consensus for each group).
Meta Clustering
Recently, meta clustering is proposed to generate many alternative good clusterings of the data and allows the users to select the useful clusterings [8] . In particular, meta clustering groups similar input clusterings together so that users only need to ex- [9] . Different from alternative clustering, our MCC aims to explore multiple clusterings views from the input clusterings of a given data set.
Hierarchical Clustering
Hierarchical Clustering algorithms are unsupervised methods to generate tree-like clustering solutions. They group the data points into a hierarchical tree structure using bottomup or top-down approaches [39] . The typical bottom-up approaches take each data point as a single cluster to start off with and then build bigger clusters by grouping similar clusters together until the entire data set is encapsulated into one final cluster. The divisive approaches start with all data points in one cluster and then split the larger cluster recursively. Many research efforts have been reported on algorithm-level improvements of the hierarchical clustering process and on understanding of hierarchical clustering [40] [41]. In our work, we use hierarchical clustering to generate a tree structure of the input clustering and to support the exploration of multiple clustering views.
Cluster Ensemble Selection
The problem of selecting a subset of input clusterings to form a smaller but better performing cluster ensemble than using all available solutions has been studied recently for consensus clustering [7] [6]. Different from ensemble selection, our MCC groups all the input clusterings into different groups and generates different consensuses for different groups.
Conclusion
In this paper we develop MCC to explore multiple clustering views of a given dataset from a set of input clusterings. Given a set of input clusterings of a particular data set, it first employs hierarchical clustering to cluster the input clusterings and then uses consensus clustering to generate a consensus for each cluster of the input clusterings. Extensive experimental results as well as a case study demonstrate the effectiveness of our proposed method.
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