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We address the nonregular semiparametric problem of estimating a boundary point of the support
of an unknown density, under local asymptotic exponentiality. The aim is to find the limiting
marginal posterior distribution of the nonregular parameter and the rate of concentration for the
density. Here we investigate two approaches. The first consists in extending the results found
for parametric models to the case where the dimension of the regular nuisance parameter grows
to infinity along with the number of observations. We used a Log-Spline prior to obtain the
local concentration result for the marginal posterior of the lower support point; a Bernstein -
von Mises type theorem with exponential limiting distribution. We also obtained contraction for
the density at minimax rate up to a log factor.
In the second approach, we constructed an adaptive mixture prior for a decreasing density
with the following properties: a) posterior distribution of the density with known lower support
point concentrates at minimax rate, up to log factor, b) the density is estimated consistently,
uniformly in a neighbourhood of the lower support point, c) marginal posterior distribution of the
lower support point of the density has shifted exponential distribution in the limit. In particular,
to ensure that the density is asymptotically consistent pointwise in a neighbourhood of the lower
support point, instead of a usual Dirichlet mixture weights, we consider a non-homogeneous
Completely Random Measure mixture. This is important since the rate parameter of the limiting
Exponential distribution is equal to the value of the density at the lower support point. The
general conditions for the BvM type result we have are different from those by Knapik and
Kleijn (2013); the latter don’t hold for a hierarchical mixture prior we consider. We implement
this model using two different representations of the prior process; illustrate performance of this
approach on simulated data, and apply it to model distribution of bids in procurement auctions.
2
Lay Summary
We address the problem of estimating the true minimum of a variable, where the data is a
random sample of its values. A motivating example is a procurement auction, where companies
bid the amount of money they require to perform a certain project, and the aim is to estimate
its true cost. Some results in the literature have been obtained under the assumption that the
underlying distribution of the observations belongs to a family that can be characterised using a
fixed number of parameters. We remove this assumption extending the results to the case where
the distribution has a density that belongs to a much more flexible class of functions.
We study the properties of Bayesian estimators in this model when the number of observations
grows to infinity. That is, we express prior knowledge about the true minimum in the form of
a probability distribution and update it using the observed data and Bayes theorem to obtain
the posterior distribution, which is used for estimation. We prove that for a wide class of
prior distributions, as we get more and more observations, the posterior distribution tends to
concentrate around the true value of the minimum with the shape of a shifted Exponential
distribution. Considering the density function to be unknown also requires to model the prior
knowledge on the density function. We do this in two different ways; one that uses approximating
properties of polynomials (B-Splines) and in the other we approximate any density by a mixture
of Gamma densities.
Finally, we illustrate performance of this approach on simulated data, and apply it to model
distribution of bids in procurement auctions.
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This work addresses the problem of estimating the lowest endpoint of the support of a prob-
ability density function without assuming that it belongs to a particular parametric family of
distributions. Consider an i.i.d. sample from a distribution with density function f . We define
the lowest endpoint as the infimum of its support as θ(f) = inf{x ∈ R : f(x) > 0} = inf(supp(f))
and we assume that this variable is well defined and finite, that is, the density f is supported on
a semiline [θ,∞) for some θ ∈ R. Additionally, we assume that the density has a discontinuity
located at θ. We are interested in estimating θ when f is unknown. See Figure 1.1 for a simple
representation of the problem. Note this is equivalent to estimating the highest endpoint of the
support when f is supported on the semiline (−∞, θ].
This problem is considered relevant from both theoretical and practical perspectives. First,
when the density function is discontinuous at the estimated point, the parameter becomes non-
regular and standard results do not hold. For instance, it is easy to find consistent estimates with
rate of convergence equal to n, and with an exponential limit distribution, in contrast to the well
known rate of convergence n1/2 and normal limiting distribution of both maximum likelihood
estimator and bayesian estimators in the regular framework [30]. Also, MLEs are often inefficient
in nonregular models (See for instance [11]). From a practical point of view, estimation of the




Figure 1.1: Example of the model of interest. The density function fθ is unknown and supported
on the semiline (θ,∞]. The parameter of interest is θ.
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auctions or equilibrium job-search models [14], [15], [16], [11].
General results based on the limit likelihood ratio process when the number of observations
tends to infinity have been found in the parametric version of the problem where the shape of the
density function is considered to be known and so the only (nonregular) parameter of the model
is the location of the lower endpoint of the support [30], and in the extension where the family
of densities is indexed by an additional regular euclidean parameter [22]. However, there are still
open questions regarding the semiparametric case, where the parametrization of the model has
an infinite-dimensional nuisance parameter as mentioned in [32].
The purpose of this work is to study semiparametric estimates of the lower endpoint of the
support of an unknown density and its asymptotic behaviour from a Bayesian perspective. In
particular it is of interest to prove consistency, find the corresponding rate of convergence for
the density and derive the limiting marginal distribution of the nonregular parameter of interest.
This is what in literature is known as a Bernstein-von Mises (BvM) type of result.
Bayesian inference and particularly Bayesian nonparametric and semiparametric models have
become more popular in recent years. Since they allow us to avoid arbitrary parametric assump-
tions, they can be applied to more general frameworks and wide variety of data. Additionally,
the development of MCMC algorithms have made possible their application and implementa-
tion, solving real-world problems in diverse research areas such as finance, geosciences, biology,
epidemiology and machine learning among many others. Therefore it is important to keep de-
veloping the theory that supports its use. In the parametric case where the density is known,
Bayesian estimators are asymptotically efficient whereas the MLE in general can be improved
by de-biasing (See Section V.4 in [30]). This illustrates some of the advantages Bayesian esti-
mators in our model may have compared to their frequentist counterparts and motivates the
idea of studying them further. Posterior concentration and Bernstein-von Mises theorem are
key results in Bayesian analysis. Consistency is considered to be a way of validating Bayesian
inference through frequentist properties. For example, in a simulated experiment with a known
parameter, a consistent Bayesian estimator will be close to the known truth given enough data.
It also ensures robustness with respect to the choice of prior since data eventually overrides
them. Bernstein-von Mises theorem specifies the limiting posterior distribution which implies
that posterior credible sets are also asymptotically confidence sets, as shown in Section 3.2.1.
This justifies the use of credible sets from a frequentist point of view, and in applications where
the posterior distribution may be intractable the approximation given by BvM supports the
use of the limiting distribution as a good approximation at least when the sample size is large.
In regular models BvM is also relevant for studying efficiency of estimators and it would be
interesting to investigate this in nonregular models as well.
The discontinuity in the density function results in non standard inference theory, and some
difficulties emerge to obtain likelihood approximation results especially for the nonparametric
part of the model. Finding a prior model with suitable conditions of hyperparameters is par-
ticularly challenging in this model as well. In addition to the usual concentration in Hellinger
distance, we require uniform consistency near the point of discontinuity among the sufficient con-
ditions for a BvM theorem to hold. It seems this is related to the fact that the rate parameter
of the limiting Exponential distribution is equal to the limit from the right of density function
at the discontinuity point. This extra condition is non trivial to satisfy in general, and in fact
the nonparametric MLE estimator is not consistent at the discontinuity point.
In this work we investigated two different approaches. The first one corresponds to consider
a parametric model with a nuisance regular parameter of increasing dimension along with the
number of observations using what is known in literature as a sieve prior (Section 2.1), whereas
the second considers a mixture with a kernel supported on the semiline as a prior (Section
3.1). For both models we proved a BvM theorem for the marginal posterior distribution of the
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nonregular parameter. These results together with the implementation of an MCMC algorithm
for the mixture prior correspond to the main contributions of this thesis. A general nonregular
BvM result for a sieve prior can be found in Proposition 2 (Section 2.3), and Theorem 2 (Section
2.5.2), shows a BvM result for a log-spline model. Results for a general LAE model and a a Shift
LAE model are found in Proposition 3 (Section 3.2.1) and Theorem 7 (Section 3.2.2) respectively.
The Bvm theorem for the mixture prior is Theorem 10 in Section 3.3.7. Implementation of the
mixture prior and numerical results are in Section 3.4.
Now we summarise other importat results and contributions in this thesis. For the sieve
estimator we showed that the likelihood ratio process converges to an exponential distribution
for the nonregular parameter and a Gaussian process for the regular nuisance parameter (See
Theorem 3). Using widely studied properties of B-splines we investigated a log-spline prior for
the density. Since the data is generated from a density supported on the whole semiline and
support of B-splines is a finite interval, we did the approximation through a truncation of the
true density and we had to adapt and extend the usual consistency results of B-splines to the case
of an expanding support and that the densities can go to 0 as n goes to infinity (See Theorem
5 and Corollary 3). Finally we obtained a BvM theorem combining consistency and likelihood
approximation.
The second approach is joint work with Judith Rousseau (University of Oxford) and J.B.
Salomond (Université Paris-Est Créteil). We studied a mixture prior with a kernel constructed as
a convolution of a Gamma distribution and a Uniform distribution. General sufficient conditions
were found for a BvM Theorem under LAE assumption and it was shown that they are satisfied
by our model with a mixture prior for f and a prior for nonregular parameter with positive
and continuous density having polynomial tails. In particular, we proved L1 consistency at
minimax rate (up to a logarithmic factor, see Proposition 5), local uniform consistency near the
discontinuity point (see Proposition 6), and the most challenging condition, the interaction term
between function and parameter uniformly going to 0 (see Proposition 9). In order to obtain all
of these conditions simultaneously we used a non-standard prior for the mixing distribution. We
implemented this prior model and obtained numerical results from simulated data that illustrate
theoretical results. Finally, we applied our algorithm to real data from procurement auctions
(see Section 3.4.1).
The rest of the document is organised as follows. In the next sections of this chapter we
present a review of relevant literature and the model of interest. Chapter 2 describes main
results of the first approach using B-splines for sieve estimation. Our progress on the second
approach with a mixture prior is shown in chapter 3. We finish with our conclusions and plans
for future work in the last chapter.
1.2 Literature Review
Early works on estimating the location of a discontinuity of a density in a parametric model
include [10], [43] and [40] which show asymptotic properties of MLE, while Polfeldt (1970) in
[39] and [38] analysed the order of the minimum variance of unbiased estimators. The problem
of estimating a one-dimensional nonregular parameter has been studied in detail by Ibragimov
and Hasminskii (1981) in [30]. In particular, Chapter V presents their work on densities with
discontinuities in a very general framework, with several points of discontinuity depending on
the parameter, weak assumptions on smoothness and covering both one and two-sided kind of
jumps. The first refers to jumps from zero to a positive value and the second when jumping
from a positive value to another. They reduced the problem to studying the likelihood ratio
as a stochastic process, previously used in [43] and [40], this time used to derive properties
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for both frequentist and Bayesian estimators. They also proved that under some conditions
the minimax rate of convergence is n instead of
√
n as in regular models. Additionally the
concept of Local Asymptotic Exponentiality (see Section 1.3) was introduced analogously to
Local Asymptotic Normality defined by Le Cam [34] and a convolution theorem similar to the
one deduced by Hájek (1972) [29]. Some generalisations are due to Pflug (1982, 1983), regarding
the dimensionality of the nonregular parameter [36] and the jump measure of the process [37].
Goria (1982) [26] proposed some estimators for a specific family of densities with a discontinuity
and Smith (1985) [48] studied asymptotic properties of MLE for another familiy of densities
with one nonregular parameter and some other regular parameters. Later works by Ghosh et al
(1994) [25], Ghosal et al (1995) [20] provide sufficient and necessary conditions over convergence
of posterior distribution under the setup of Ibragimov and Hasminskii. Furthermore Ghosal and
Samanta (1995) extended their results and gave such conditions when a multidimensional regular
parameter is added [22].
There is also a connection between our model of interest and Extreme Value Theory (EVT).
Indeed, Extremal Types theorem, one of the main results in EVT, claims that the distribution
of the maximum X(n) (or minimum X(1) in our case) of an i.i.d. sample X1, . . . , Xn, always
converges to a Generalised Extreme Value distribution (GEV), characterised by three parameters,
µ ∈ R, σ > 0 and γ ∈ R which correspond to location, scale and shape. Parameter γ is also
called Extreme Value Index (EVI), and it is related to the tail of the original density. For more
details and formal definitions we refer to [1]. In our context, the density has a left tail with
a finite end point which means that the EVI is negative, and in fact, having a discontinuity
at this point corresponds to γ = −1. For this particular value, the GEV becomes a shifted
Exponential distribution with scale σ and located at µ+σ. Thus, EVT ensures that the minimum
is asymptotically distributed this Exponential distribution and that our parameter of interest
θ is equal to µ + σ. Effectively, this coincides with the result from nonregular models showing
that in our context n(X(1) − θ0) is distributed as an Exponential with rate equal to f0(0). This
is an important fact since n(X(1) − θ0) plays the role of the centering variable in the definition
of Local Asymptotic Exponentiality (LAE) introduced in Section 1.3, which in turn is key to
obtain a BvM theorem in the same way that Local Asymptotic Normality is needed to have a
BvM theorem in the regular case. In conclusion we could say that the relation between Extremal
Types Theorem and LAE is analogous to the Central Limit Theorem and LAN in the regular
case.
Applications of nonregular models are usually found in Econometrics, for instance auction
models are analysed by Donald and Paarsch (1993, 1996) (see [14], [15]) using MLE in nonregular
contexts where the support of the density of bids depends on the estimated parameter. They
extend the results in [30] by modeling the location of the jump by a regression curve with discrete
regressors. In more recent works, Hirano and Porter (2003) [28] use local asymptotic minimax
criterion to compare efficiency of MLE and BEs in a more general regression model. Moreover,
Chernozhukov and Hong (2004) [11] develop likelihood-based estimation and inference methods
addressing both one and two sided jumps primarily motivated by procurement auctions and
equilibrium job-search models respectively.
However, most of nonregular theory has been developed only for parametric models. Indeed,
all of the literature mentioned above addresses that kind of problems. Similarly, theory of regular
semiparametric models has been well developed in the frequentist framework; see for instance
[2] or [49]. In the Bayesian framework, most of the work has been very recent, for instance, [3]
by Bickel and Kleijn (2012) and [9] by Castillo and Rousseau (2013) among others ([8, 42, 35])
have proved semiparametric versions of Bernstein-Von Mises Theorem.
In its semiparametric version, the problem of estimating the boundary points of the support
of an unknown density is far from being completely answered, specially for Bayesian estimators
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as stated in [32]. In the frequentist framework, Chu and Cheng (1996) [13] use a kernel density
estimator to estimate the nonparametric part of the model but their parameter of interest is
estimated with a rate slower than n. Gayraud (2002) [18] proposes an estimator which achieves
that rate based on differences of histograms, however it is defined only for jumps located in
the interior the support of the density. On the other hand, in the Bayesian framework Kleijn
and Knapik (2013) [32] have a preprint where they propose a likelihood ratio based Theorem
analogue to Bernstein-Von Mises for densities under Local Asymptotic Exponentiality under
strong assumptions on the prior distribution. Related works on BvM theorems for nonregular
models include [5] by Bochkina and Green (2014) where the parameter of interest lies on the
boundary of the parameter space and the work by Resiss and Schmidt-Hieber (2018) [41] where
where they study the recovery of the boundary function of the intensity of a Poisson point
process.
In our first approach we consider a model with the one-dimensional nonregular parameter
and a multidimensional regular nuisance parameter with dimension growing to infinity similar
to works done in purely regular frameworks such as [19], [6, ] or in an adaptive way with a
prior on the dimension [45]. Now we apply this idea to our nonregular context and this way
we find conditions over the rate of growth of the dimension such that the rate of convergence of
parametric nonregular models is preserved which is a novel result.
Our second approach is closer to [32] but we use a mixture prior similar to that of Bochkina
and Rousseau (2017) [4] that is more flexible. Other articles that contain useful results for this
approach are [47], [9], [51], [21] and [24].
Regarding numerical results, we implemented a slice sampler algorithm as in Kalli and Griffin
(2011) [31], but using different representations for our prior process.
1.3 Nonregular Models and LAE condition
We start defining what a nonregular model is in the i.i.d. case. For this purpose we need to
define the concept of regularity.
Let P be a statistical model, that is a collection of probability measures, in some measurable
space (X, µ), parametrised by some finite dimensional parameter θ ∈ Θ ⊂ Rk. Suppose that
X1, . . . , Xn are i.i.d. with common distribution P ∈ P, dominated by µ, and consider the map
s : P ∈ P 7→
√
f ∈ L2 (µ), where f = dPdµ is the density with respect to measure µ. We write
s(θ) to denote s(Pθ), omitting its dependency on X. When needed we specify it as s(x, θ) and
we do similarly with f .
Definition 1. A parametric i.i.d. model is called regular if
(i) The parametrisation is Fréchet differentiable for every θ ∈ Θ, that is, there exists a linear
operator ṡθ : Θ → L2 (µ) such that,
‖s(θ + h)− s(θ)− ṡθ(h)‖L2(µ) = o(‖h‖Rk)
and the map θ → ṡθ is continuous. Note that ṡθ can be identified with a k-dimensional






In literature, the Fréchet differentiability condition stated above is found also as differen-
tiable in quadratic mean or Hellinger differentiable. The following Proposition gives a sufficient
condition to establish regularity of a model that in general is easier to check.
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Proposition 1. Suppose Θ is open and for all θ ∈ Θ:
(i) f(x, θ) is continuously differentiable in θ for almost all x with gradient ḟ(x, θ).
(ii)
∥∥∥l̇(θ)∥∥∥ ∈ L2 (Pθ), where l̇(θ) = ḟ(θ)f(θ)1(f(θ) > 0).
(iii) the matrix
∫
l̇(θ)l̇(θ)t is nonsingular and continuous in θ.
Then the parametrisation θ → Pθ of the model is regular with ṡθ = 12f(θ)
− 1/2ḟ(θ)1(f(θ) > 0).
A proof can be found in [2]. It is worth mentioning that there exist models that are regular
but do not satisfy assumptions in Proposition 1. The same reference provides an example.
We are interested in working on a semiparametric model, therefore we need to define regularity
within that framework.
Definition 2. Consider a semiparametric model P and a fixed P0 ∈ P. P0 is said to be regular
if it belongs to a regular parametric submodel Q ⊂ P. Normally P0 represents the measure for
the ‘true values’ of the parameters.
An important class of nonregular models is the set of models that satisfy Local asymptotic
exponentiality (LAE). Let us formally define the concept of LAE.
Definition 3. Denote by E(γ) an Exponential distribution with parameter γ > 0. Assume
that the data Xn = (X1, · · · , Xn) has probability density fnθ,η, θ ∈ R and η ∈ H where H is
possibly infinite dimensional. We say this model satisfies the Local asymptotic exponentiality
(LAE) condition at θ0, η0, if there exists γ0 and a random variable ζn (also called centering
variable), such that ζn converges in distribution to an E(γ0) as n goes to infinity under fnθ0,η0 ,








= exp{γ0h+Rn}1(h ≤ ζn) , Pθ0,η0 (|Rn| > ϵ) = o(1), (1.1)
for all ϵ > 0. Moreover the LAE condition holds uniformly over a subset Θ0 ×H0 of R×H if
sup
θ0∈Θ0,η0∈H0
Pθ0,η0 (|Rn| > ϵ) = o(1), ∀ϵ > 0.
1.4 Model of interest
Now we proceed to describe our Bayesian model of interest presenting the likelihood and general
setup for prior distribution.
1.4.1 Likelihood
Consider the following semi-parametric model. Assume X1, . . . , Xn are i.i.d. random variables
Xi ∼ fθ(·) = f(· − θ) with unknown f and θ, where θ ∈ Θ ⊆ R and f belongs to F ⊂ L1 (R+).
Note that X(1) = mini=1,...,n Xi is a sufficient statistic for θ.
The class of functions F will vary between chapters, but it always contains functions with
the following conditions
(i) f(x) ≥ 0 for all x > 0 and
∫
R+ f = 1
(ii) f has a discontinuity at 0 but it is continuous from the right, with limx↘0 f(x) > 0
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and the fact that the discontinuity of fθ depends on the parameter θ is the key condition that
makes this a LAE model.
1.4.2 Prior
We consider a Bayesian model with a prior of the form (θ, f) ∼ Πn = Π1 ⊗ Π2,n where Π1
is a probability distribution on the real line with density function π1(·) that is continuous and
positive at θ0. Different additional conditions will be required in each model and will be specified
in each chapter.
Regarding Π2,n, as stated in [12] a prior distribution defined on an infinite-dimensional space
such as our functional class should cover a large section of it in a topological sense in order to
have consistent posterior. Such priors may be thought of as a stochastic process taking values in
the given function space and are usually constructed by some mechanism depending on hyper-
parameters that reflect prior believes. For instance, they may be put by describing a sampling
scheme to generate a random function or by describing the finite dimensional laws.
In this work we study two possible prior distributions for the density Π2,n which correspond
to our two approaches and they are described in the chapters 2 and 3 respectively. In general,
our prior distribution will depend on n, the number of observations and thus we use the subscript
in the notation.
1.4.3 Objective of the study
Our aim is to study the asymptotic marginal posterior distribution of the nonregular parameter
θ, the posterior contraction rate for the density function f with respect to the L1 norm, and




for a Sieve Prior
In this chapter we cover the details of the approach using a sieve estimator for the density,
that is, we work with the space generated by a finite number functions of a given basis of the
functional space. As the number of observations goes to infinity we also increase the number of
basis functions considered. We study the limiting likelihood ratio process and general conditions
of a Semiparametric Bernstein-von Mises Theorem in this context, and show that such conditions
are satisfied by a Log-spline model. For this purpose we also prove consistency at nonparametric
minimax rate.
2.1 Method of Sieves
Suppose we have a nonparametric model with an infinite-dimensional parameter f ∈ F . Consider
a sequence of approximating spaces Fn such that the closure of
⋃∞
n=1 Fn coincides with the
functional space F . Usually the spaces Fn are constructed as the linear span of a basis with
a finite number of elements, say {ϕj}1≤j≤Jn , that is Fn = span{ϕ1, . . . , ϕJn}. Therefore, for
any function in F and for all ϵ > 0 there exists n > 0 such that ‖f −
∑Jn
j=1 ηjϕj‖ < ϵ, where
‖ · ‖ is a suitable norm, typically supremum norm. Thus the method of sieves uses a sequence
of approximate function spaces with increasing complexity over which estimation is carried out.
These sets are called sieves. It is possible to generalise this idea using a link function Ψ so that
f = Ψ(
∑Jn
j=1 ηjϕj)/c(η), where c(η) is the normalising factor and Ψ is smooth, strictly monotonic
and with an inverse that is also smooth. Typically Ψ is chosen to be the exponential function.
Using the approximation introduced by sieves generates a bias corresponding to the approx-
imation error that must be controlled allowing the dimension Jn to grow to infinity with the
number of observations n, but the rate of growth is also determined by the rate of convergence
of the estimator that we want to achieve.
It is also worth mentioning that in this method we map the parameters in the functional
space Fn to RJn and then priors can be defined as distributions over RJn .
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2.2 Setup
Consider the following semi-parametric model. Let X(n) = (X1, . . . , Xn) where Xi
i.i.d.∼ f0,θ0 =
f0(· − θ0) and f0 ∈ F ⊂ L1 (R+). Here F is the class of functions such that
(i) f(x) > 0 for all x > 0 and
∫
R+ f = 1
(ii) f has a discontinuity at 0 but it is continuous from the right, with limx↘0 f(x) > 0
(iii) f is Hölder continuous on (0,∞) with parameter β > 2.
(iv) f has a tail that satisfies,
e−cx
τ ≲ f0(x) ≲ x−κ (2.1)
| d
t
dxt log f0(x)| ≲ x
τ (2.2)









f0 the c.d.f. of f0, thus fn corresponds to f0 truncated on [0, an]. Throughout
this chapter we will denote γ0 := f0(0+).
Following the method described in the previous section, we consider a sequence of spaces Fn






with a link function Ψ and a basis {ϕj}1≤j≤Jn as described in Section 2.1, and therefore it can be
parametrised by a regular finite dimensional parameter denoted η with dimension Jn. In other
words, the model is Xi|θ, η
i.i.d.∼ fθ(x; η) = f(x − θ; η) where supp(f(·; η)) = [0, an], θ ∈ Θ ⊂ R
and η ∈ HJn ⊂ RJn with Jn and an being deterministic sequences that go to infinity as n grows.
We denote η0 ∈ HJn the parameter such that f(x; η0) attains the best approximation to fn, that
is, η0 = argminη∈HJn ‖
∑Jn
j=1 ηjϕj −Ψ−1(fn)‖∞. Note that η0 depends on n.
We construct a prior for this model simply by defining priors on parameters θ ∈ R and
η ∈ HJn independently. Let us denote this prior dΠ(θ, η) = dΠθ(θ)dΠη(η) with corresponding
densities with respect to Lebesgue measure π, πθ and πη respectively. We assume that the density
function πθ is continuous and strictly positive at θ0. For the sake of simplicity of notation we
will drop subindexes θ and η when there is no ambiguity. Note that in general, prior on η will
depend on n.





i=1 fθ(Xi; η)dΠ(θ, η)∫
R×HJn
∏n
i=1 fθ(Xi; η)dΠ(θ, η)
with A ⊂ R×HJn . We will use the same notation for the corresponding marginals for θ and η
when it is expressed explicitly that A ⊂ R or A ⊂ HJn .
This definition coincides with the usual posterior distribution only when X(n) equals X(n) the
full vector of observations. In our context X(n) represents a random subset of the observations,
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making it a nonstandard choice for the posterior, however we will define it as a subset that
contains a growing proportion of the total number of observations, and containing all of them in
the limit (with probability going to 1) as the data size grows.
The motivation to introduce this modified posterior distribution is following. Since we are
working with a sample from a density supported on [θ0,∞] and our model uses functions fθ(·; η)
with support [θ, θ + an], whenever we sample an observation that is greater than θ + an, the
likelihood will vanish and the log-likelihood will not be finite. We could consider an to grow
to infinity fast enough to cover all observations with high probability or even take the random
sequence (an ∨ X(n)), with X(n) the maximum of the Xis. However this condition will be in
conflict with the sufficient conditions found later to obtain consistency, especially when the true
density f0 decreases to 0 too fast. Therefore we will impose an to grow slowly and consider only
observations that lie in the support of fθ(·; η) for all η ∈ H and θ in some suitable subset of Θ.
If θ0 is known we can consider observations X(n) = (Xi : Xi ≤ θ0 + an), however in our model
of interest this is not the case and we will consider X(n) = (Xi : Xi ≤ X(1) + an − dn/n) where
X(1) is the minimum of the Xis and dn is a deterministic sequence that grows to infinity slowly.
More precise statements will be presented in Lemma 1 below, with conditions that ensure both
definitions of X(n) match and with high probability contains at least pnn observations, where pn
is a sequence that goes to 1 as n goes to infinity.
Choosing a restricted sample such as X(n) aims to obtain convergence of f(·; η) to fn, but
this also affects θ since the likelihood vanishes when θ is less than X(n) − an where X(n) is
the maximum of the observations that are smaller than an. This together with the fact that
the likelihood always vanishes when θ > X(1) (the minimum of the observations) determines
the support of the posterior distribution for θ. Thus, Lemma 1 also provides a lower bound on
the length of the support with high probability which is important for the study of the limiting
posterior distribution of θ and in particular the BvM result. This will be revisited with more
details in section 2.5.5.
Lemma 1. Let X(n) = (X1, . . . , Xn) where Xi
i.i.d.∼ f0,θ0 = f0(·−θ0). Let an, dn be deterministic
sequences such that an, dn → ∞ as n → ∞ and dnf0(an) → 0. Let us define X̃ = (Xi : Xi <




0 (X̃(ñ) ≤ θ0 + an − 2dn/n) ≥ e−8dnf0(an) → 1 (2.4)
and with probability at least 1− exp(−c0dn)− (8dnf0(an))1/2,
X̃ = X (2.5)
where c0 > 0 depends only on f0(0). Additionally, with probability at least 1− ρn,
n ≥ pnn (2.6)
where
pn =1, ρn = n(1− F0(an)) if n(1− F0(an)) → 0
pn =2F0(an)− 1, ρn = F (an)/n(1− F0(an)) if n(1− F0(an)) → ∞
pn =DF0(an)− (D − 1), ρn = C0/(l(D − 1)) if n(1− F0(an)) → l > 0
for some constant C0 > 0.
The proof of this Lemma can be found in section 2.6.3.
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We finalise this section defining some additional notation. Throughout this chapter we will
use the following notation for localised parameters and likelihood ratio; h := n(θ − θ0), g :=√
n(η − η0), ℓ(θ, η) =
∑n
i=1 log fθ(Xi; η) and Zn(h, g) = exp(ℓ(θ0 + h/n, η0 + g/
√
n)− ℓ(θ0, η0)).
Additionally, P0 refers to the probability measure associated to f0 and similarly Pfn the proba-
bility measure corresponding to the truncated density fn.
In this chapter density functions are usually compared using Hellinger distance that is ex-
pressed as dH(·, ·).
We also denote by E(γ) the exponential distribution with parameter γ > 0. We add a
subscript to represent a shifted exponential distribution and the minus sign (−) to denote a
negative exponential. For instance E−t (γ) corresponds to a negative exponential distribution
supported on (−∞, t].
2.3 Bernstein-von Mises with a Sieve Prior
In this section we present sufficient conditions for a nonregular version of a Bernstein-von Mises
type of result with a Sieve prior for the density.
Proposition 2. Consider the model described in section 2.2 and let
An =
{
(θ, η) : |θ − θ0| ≤
Rn
n






where Rn and Sn are sequences that go to infinity as n goes to infinity, such that Rn/n → 0 and√
JnSn/
√
n → 0. For all (θ, η) ∈ An denote h = n(θ − θ0) and g =
√
n(η − η0). Suppose that




∣∣∣∣logZn(h, g)− (γ0h+ gt∆n − 12gti(η0)g
)∣∣∣∣1(ζ̃n < h < ζn) P0−−−−→n→∞ 0












and ζ̃n = n(X(n) − an − θ0).
(H2) Πn(ACn |X(n)) → 0 in P0-probability.
Then
‖Πn − E−ζn(γ0)‖TV → 0 (2.8)
in P0-probability, where Πn denotes the posterior distribution of h.
Note that from frequentist results we know that ζn → E(γ0) and by equation (2.4) from
Lemma 1, ζ̃n
P0→ −∞ since dn → ∞. Thus, assumption (H1) implies that this model satisfies
LAE condition at (θ0, η0).
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We prove that the right-hand side of the inequality goes to 0 in P0-probability. Indeed, the
second term goes to 0 in probability by assumption (H2). For n sufficiently large Rn > ζn with
probability tending to 1, since Rn → ∞ and ζn





Finally, we bound the first term. By assumption (H1), for all (h, g) such that the corresponding
(θ, η) is in the set An, Zn(h, g) can be expressed as
Zn(h, g) = exp(γ0h)1
(










where the term oP (1) goes to zero uniformly over (θ, η) ∈ An. Similarly, πn(h) = πn(0)(1+o(1))















ζ̃n < h < ζn ∩ |h| ≤ Rn
) (1 + oP (1))
since the term involving g cancels out. We conclude the proof noting that∣∣∣∣∫ eγ0h1(ζ̃n < h < ζn ∩ |h| ≤ Rn)− γ0eζn ∣∣∣∣ = oP (1)
since Rn → ∞ and ζ̃n
P0→ −∞ by Lemma 1.
2.4 Limiting Likelihood ratio process
The following Theorem shows log-likelihood approximation as the number of observations goes
to infinity. It shows that in the limiting log-likelihood normalised by corresponding rates of
convergence can be expressed as the sum of log-likelihood of a Negative Exponential density in θ
and a Gaussian Process in η. This also implies that in the limit there is no interaction between
the nonregular parameter θ and the regular parameter η.
Theorem 1. Let X(n) = (X1, . . . , Xn) where Xi
i.i.d.∼ f0,θ0 = f0(· − θ0). Let an, dn be deter-
ministic sequences such that an, dn → ∞ as n → ∞ and dnf0(an) → 0. Consider the model
fθ(x; η) = f(x− θ; η) supported on [0, an] with θ ∈ Θ ⊂ R and η ∈ HJn ⊂ RJn , where fθ0(x; η0)
the “true” misspecified density. Define X = (Xi : Xi < X(1) + an − dn/n), and denote n its
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number of components. Let us define the set
An =
{
(θ, η) : |θ − θ0| ≤
Rn
n











n → 0. Let (θ, η) ∈ An and define h = n(θ − θ0), g =
√
n(η − η0) and ℓ(θ, η) =∑n
i=1 log fθ(Xi, η). Suppose the following assumptions hold,
(I) fθ(x; η) is continuously differentiable in θ and twice continuously differentiable in η, ∀x ∈
















∂η2 f(x; η0))f0(x)dx)g| = oP (1)
(IV) sup|h|≤Rn supθ̃∈(θ,θ0)




∣∣∣g⊤ ( ∂2∂η2 ℓ(θ0, η̃)− ∂2∂η2 ℓ(θ0, η0)) g∣∣∣ = oP (1) where 〈η, η0〉 is the
line connecting η and η0.
(VI) sup(θ,η)∈An |ℓ(θ, η)− ℓ(θ, η0)− ℓ(θ0, η) + ℓ(θ0, η0)| = oP (1)
(VII)
∣∣∣ 1n ∑ni=1 ∂∂θ log fθ0(Xi; η0)− 1n ∑ni=1 ∂∂θ log fn,θ0(Xi)∣∣∣ = oP (1) where fn is defined in equa-
tion (2.3).
Then the localised likelihood ratio tends up to a constant to the product of the density of a Negative
Exponential distribution in h and a Gaussian process in g, i.e.,
sup
(θ,η)∈An
∣∣∣∣logZn(h, g)− (γ0h+ gt∆n − 12gti(η0)g
)∣∣∣∣1(ζ̃n < h < ζn) P0−−−−→n→∞ 0













and ζ̃n = n(X(n) − an − θ0).
The proof of this Theorem can be found in section 2.6.1.
2.5 Application to a Log-Spline estimator
Now we proceed to show the application of Theorem 1 to a Log-Spline estimator for the density
function. We analyse this checking the conditions of the Theorem in this particular case. We
start showing the definition of a B-spline estimator and some basic properties.
2.5.1 B-splines and Log-Spline model
We investigate a Log-Spline model where the log-likelihood is a linear combination of B-Splines,
namely
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where Jn > 0 is the total number of B-Splines which we let grow with n, Bj,q(x) is the B-Spline
of order q with knots {tj−q, . . . , tj} which are defined as
ti =

0, i = −q + 1, . . . , 0
i/Kn, i = 1, . . . , anKn − 1
an, i = anKn, . . . , anKn + q − 1
and Kn = (Jn − q + 1)/an.
Now denote η0 ∈ RJn , the vector of coefficients corresponding to the best approximation of
log fn, that is η0 = argminη∈HJn ‖η
tBq − log fn‖∞, then
‖ log fn − ηt0Bq‖∞ ≤ Cq,βK−βn ‖ log fn‖Cβ . (2.12)
for some constant Cq,β > 0 and ‖η0‖∞ ≤ ‖ log fn‖Cβ , as long as q ≥ β. A similar bound holds
for the derivative, namely, there exists a constant C ′q,β > 0 such that
‖(log fn)′ − ηt0B′q‖∞ ≤ C ′q,βK−(β−1)n ‖ log fn‖Cβ . (2.13)
this is a well known result from B-splines approximation theory that can be found for example
in [7] or [46].
Moreover, the following equations bound the uniform norm of differences between densities
in terms of uniform norm of parameters and will be helpful throughout the chapter. Indeed,
from Lemma 9.2 and the proof of Lemma 2.5 in [23],
|c(η)− c(η0)| ≤ ‖(η − η0)>Bq‖∞ (2.14)
|c(η0)| ≤ ‖η⊤0 Bq − log fn‖∞ (2.15)
therefore
| log f(x; η)− log f(x; η0)| ≤2‖(η − η0)⊤Bq‖∞ ≤ 2‖η − η0‖∞
≤2‖η − η0‖2 (2.16)
| log f(x; η0)− log fn(x)| ≤2‖η⊤0 Bq − log fn‖∞ (2.17)
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Now we proceed to study the derivatives of the log of the density. Note that
∂
∂θ
log fθ(x; η) =− ηtB′q(x− θ)
∂
∂ηj






log fθ(x; η) =−B′j(x− θ)
∂2
∂ηj∂ηk

























The following formula is helpful to control the derivative B′q(x) expressing it in terms of Bq−1(x).
Indeed, for all j = 1, . . . , Jn








Example 1 (a B-Spline and its derivative). We show the first B-Spline and its derivative for q = 3
and Jn = 5. The corresponding full set of knots is (t)5i=−2 = {0, 0, 0, an/3, 2an/3, an, an, an}, and





B1,2(x) = (1− 3xan )B1,2(x) =
{
(1− 3xan )
2 x ∈ [0, an/3)
0 otherwise















) x ∈ [0, an/3)
0 otherwise
which is indeed the derivative.
We finish this section with some comments on the support of the prior defined by the log-
spline model (2.11). Due to uniform approximation property when θ = θ0 is known given by
(2.12), the log-spline model has full support for L1 convergence and KL divergence on the set
of restrictions to [θ0, θ0 + an] of elements of our functional parameter class F as long as q ≥ β.
It actually charges all densities on [θ0, θ0 + an] with regularity β ≤ q, and this is because under
the exponential link model for densities pf = ef−c(f), KL divergence and L1 distance between
two densities pf and pg are bounded by the uniform distance between f and g that share the
same support (see Lemma 2.5 in [23]). However when considering the joint prior, the KL support
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is empty since for any pair (θ0, f0) the KL divergence KL(f0,θ0 , fθ(·; η)) = ∞ for any θ 6= θ0
and any η ∈ HJ . This is a known issue for parameters that shift densities supported on finite
intervals, nonetheless, L1 support of a prior is always bigger than the KL support and thus
having full KL support is not a necessary condition obtain L1 consistency as we show later in
this chapter.
2.5.2 Bernstein-von Mises for a Log-spline model
In this section we present a nonregular Bernstein-von Mises Theorem for the log-spline model
applying Proposition 2.
Theorem 2. Let β > 5/2 + δ with δ > 0 arbitrarily small. Suppose f0 ∈ Cβ is uniformly
bounded from above by M̄ > 0 and has a tail that satisfies (2.1) and (2.2). Let X1, . . . , Xn ∼ f0.
Consider the Log-Spline model with q ≥ β, Jn  n1/(2β+1), Kn = (Jn− q+1)/an and, an is such
that an → ∞ and aτn ≲ log log n (e.g. an  (log log n)γ with 0 < γ < 1/τ or an  log log log n).
Let η ∼ πη,n the density of a prior defined on {η ∈ [−Mn,Mn]Jn : η⊤1 = 0} such that
cJn ≤ πn(η) ≤ cJn , for some 0 < c < c < ∞.
Let θ ∼ πθ,n the density of a prior defined on R such that supθ π(θ) ≤ k, and for all θ0 ∈ R
there exists t0 > 0, such that inf [θ0−t0,θ0] π(θ) ≥ k, for some 0 < k < k < ∞. Then,
‖Πn − E−ζn(γ0)‖TV → 0 (2.21)
in P0-probability, where Πn denotes the posterior distribution of h.
Proof. The proof consists in verifying the two assumptions in Proposition 2. Corollary 3 in section
2.5.5 states that posterior convergence rate for θ is n−2β/(2β+1)(log n)2(log log n)2(2+β/τ) and the
rate for η is n−β/(2β+1)(log n)2(log log n)2+β/τ+1/2. Therefore we can consider the definition of
set An with Sn = ns and Rn = nr where r = 1/(2β+1)+δ/(3(δ+3)) and s = r/2, which implies
condition (H2). Condition (H1) holds due to Theorem 3 in section 2.5.3 with ρ = 1/(2β + 1).
Indeed, let us check that the four assumptions of Theorem 3 hold. Assumption (i) holds by
definition of an. Replacing s = r/2, assumption (iii) becomes ρ + 3r < 1 and assumption
(iv), ρ + r < 1/3. Therefore (iv) implies (ii) and (iii). Now we conclude noting that ρ + r =
2/(2β+1)+ δ/(3(δ+3)) and given β > 5/2+ δ, then ρ+ r < 1/(3+ δ)+ δ/(3(δ+3)) = 1/3.
In the next sections we will obtain the results used in this proof.
2.5.3 Limiting Likelihood ratio process
We show that the log-spline model satisfies conditions of Theorem 1.
Theorem 3. Let β > 1. Suppose f0 ∈ Cβ is uniformly bounded from above, by M̄ > 0,∫
|f ′0(x)|dx < ∞ and has a tail that satisfies conditions (2.1) and (2.2). Assume Rn  nr and




Consider the B-Spline model with q ≥ 3, Jn  nρ and Kn = (Jn − q + 1)/an where and an
and ρ > 0 satisfy
(i) an → ∞ and an = o(na) for any a > 0.
(ii) ρ+ r < 1/2
(iii) ρ+ 6s < 1
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(iv) 3ρ+ 2(r + s) < 1
then the localised likelihood ratio Zn(h, g) tends up to a constant to the product of the density of
a Negative Exponential distribution in h and a Gaussian process in g, i.e.,
sup
(θ,η)∈An
∣∣∣∣logZn(h, g)− (γ0h+ gt∆n − 12gti(η0)g
)∣∣∣∣1(ζ̃n < h < ζn) P0−−−−→n→∞ 0












and ζ̃n = n(X(n) − an − θ0).
This Theorem is proved in section 2.6.1.
Conditions (ii), (iii) and (iv) set an upper bound on the rate of growth of dimension (or number
of components) in the model. They also imply that the bigger the order of neighbourhoods around
(θ0, η0) considered, the smaller the order of dimension should be. In particular if we imposed
r = s = 0, for instance with Rn = Sn = log n (since Rn and Sn have to go to infinity), we
obtain the usual critical dimension of n1/3. However given that the posterior distribution does
not concentrate on balls around η0 of order 1
√
n but at nonparametric rate which are slightly
larger, we state our conditions for likelihood approximation with r and s strictly positive.
Similarly, we can obtain the likelihood approximation relaxing condition (i) to just an → ∞,
however if we allow this sequence to grow too fast it will interfere in conditions (ii)-(iv) and in
order to obtain consistency it is required that an goes to infinity rather slowly.
2.5.4 Convergence rate with known θ0
Now we prove consistency. Firstly, we show consistency and find contraction rate in parameter
η only assuming θ0 known, by extending the results in section 9.1 of [23]. The main difference
between the model studied there and our model is the fact that the density that generates the
data changes with n. In particular the support expands and the minimum of the function goes
to 0 as n grows to infinity. We find suitable conditions for the rates of growth of the density
support and decrease of the density minimum, in order to obtain the minimax nonparametric
rate in Hellinger distance. Our model assumes the density is uniformly bounded from above,
but we believe similar results should hold when allowing the maximum to increase as fast as the
minimum decreases.
We include these findings as they are of interest in themselves but also they are a helpful to
understand how to prove joint consistency later.
Let us define the following sets that are useful for the rest of this chapter.
HJ,M ={η ∈ [−M,M ]J : η⊤1 = 0}
H(J, ϵ) ={η ∈ HJ,M : ‖η − η0‖2 ≤
√
Jϵ}
BJ,M (fn, ϵ) ={η ∈ HJ,M : K(fn; f(·; η)) < ϵ2, V2(fn; f(·; η)) < ϵ2}
B2(fn, ϵ) ={f(·; η) : η ∈ BJ,M (fn, ϵ)}
CJ,M (fn, ϵ) ={η ∈ HJ,M : dH(fn, f(·; η)) < ϵ}
(2.22)
Theorem 4. Let β > 1. Suppose f0 ∈ Cβ is uniformly bounded from above by M̄ > 0 and has
a tail that satisfies (2.1), (2.2). Let X1, . . . , Xn ∼ fn with fn from equation (2.3). Consider the
Log-Spline model with q ≥ β, Jn  n1/(2β+1), Kn = (Jn−q+1)/an and, an is such that an → ∞
and aτn ≲ log log n (e.g. an  (log log n)γ with 0 < γ < 1/τ or an  log log log n).
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Let η ∼ πn the density of a prior defined on {η ∈ [−Mn,Mn]Jn : η⊤1 = 0} such that
cJn ≤ πn(η) ≤ cJn , for some 0 < c < c < ∞ then
Πn(η : dH(f(·; η), fn(·)) ≥ Snn−β/(2β+1)(log log n)2+β/τ |X(n)) → 0 (2.23)
in Pnfn-probability, for every Sn → ∞.
The proof of this Theorem can be found in section 2.6.2 and is based on the proof of Theorem
9.1 in [23] adapted to the case where the parameter that here we call η has a bound that can
grow with n. The rate of convergence is the minimax nonparametric rate for Hellinger distance
up to a logarithmic factor. From the proof we observe that this extra factor is a consequence of
allowing the bound on η, namely Mn to grow with n. In turn this is a consequence allowing the
function being approximated by B-splines to have support that expands as n grows. It is not
clear whether this phenomenon is unavoidable or just an artefact of the proof. More precisely, it
is Lemma 9.3 in [23] that brings up this phenomenon. This Lemma compares Hellinger distance
between two densities to Euclidean distance between corresponding parameters η. In particular,
inequality
c0e




JndH(f(·; η1), f(·; η2))
becomes relevant when dH(f(·; η1), f(·; η2)) < c0e−Mn , and thus we require Mn not to grow
too fast. Moreover, eMn becomes the factor that transforms the convergence rate in Hellinger
distance to the convergence rate in Euclidean distance for η. This is the reason why we choose
Mn of order log log n so that η concentrates at nonparametric rate times a log n factor. Finally,
it is worth mentioning that the term e−Mn appears in the proof of Lemma 9.3 as a uniform lower
bound for f(·; η) and then it could be replaced if a more suitable bound can be found.
We finish this section with Corollaries. In Theorem 4 we assumed that the sample was
distributed according to fn the truncated version of f0. The first Corollary links the result with
a sample from f0.
Corollary 1. Consider f0 and the Log-Spline model as in Theorem 4 and a sample X(n) =
(X1, . . . , Xn) i.i.d. from f0. Define X(n) := (Xi : Xi ≤ an) and ϵn = n−β/(2β+1)(log log n)2+β/τ ,
then
Πn(η : dH(f(·; η), fn(·)) ≥ Snϵn|X(n)) → 0 (2.24)
in P (n)0 -probability. Furthermore, if dH(f0, fn) ≲ ϵ̄n for some ϵ̄n ≥ ϵn then
Πn(η : dH(f(·; η), f0(·)) ≥ Snϵ̄n|X(n)) → 0 (2.25)
in P (n)0 -probability.
Proof. Given that an ≲ (log log n)(1/τ) and 1− F0(an) ≲ a−(κ−1)n with κ > 1 by condition (2.1),
then applying Lemma 1 we obtain that with probability at least 1 − C(aκ−1n − 1)/n → 1 for
some constant C > 0, the number of elements in X(n) is greater than n(1 − 2Ca−(κ−1)n ) ≥
n(1− 2C̃(log log n)−(κ−1)/τ ) for some C̃ > 0.
Therefore, conditioned on this event, applying Theorem 4 we conclude (2.24) holds.
To prove (2.25), we use triangular inequality of dH and the fact that equation (2.24).
The second Corollary provides the convergence rate for the Euclidean distance in η as dis-
cussed above.
Corollary 2. Under the conditions of Corollary 1,
Πn(η : ‖η − η0‖2 ≤ Sn
√
Jne
Mnϵn|X(n)) → 0 (2.26)
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in P (n)0 -probability, for every Sn → ∞. Hence if Jn  n1/(2β+1), then ϵn  n−β/(2β+1)(log log n)2+β/τ
and eMn ≲ log n and the contraction rate for η is n−(β−1/2)/(2β+1)(log n)(log log n)2+β/τ , for
β > 1.
Proof. Using Lemma 9.4(i) in [23] we have CJn,Mn(fn, Snϵn) ⊂ H(Jn, 2eMnc−1o Snϵn) for 2Snϵn <
c0e




(n)) ≤ Πn(η : CCJn,Mn(fn, Snϵn)|X
(n)) → 0 (2.27)
in P (n)0 -probability.
2.5.5 Joint Consistency and Convergence rate
Now we proceed to prove joint consistency of θ and η.
In this section we will use the sets defined in equations (2.22) and also the following sets
Θ(ϵ) ={θ ∈ R : |θ − θ0| ≤ ϵ}
EJ,M (fn, ϵ) ={θ ∈ R, η ∈ HJ,M : dH(fn, fθ(·; η)) < ϵ}
E(fn, ϵ) ={fθ(·; η) : (θ, η) ∈ EJ,M (fn, ϵ)}
(2.28)
We start with a Lemma that is analogue to Lemma 9.3 in [23] that compares Hellinger distance
with Euclidean distances. It is a generalisation that includes the variation in the new parameter
θ.
Lemma 2. Let θ1, θ2 ∈ R and η1, η2 ∈ HJ,M . Let a > 0 such that supp(f) = [0, a] and define
cη = (infx∈[0,1] f(x; η1) ∧ infx∈[0,1] f(x; η2)),
Cηi = (supx∈[0,1] f(x; ηi) + supx∈[a−1,a] f(x; ηi) +
∫
|f ′(x; ηi)| dx) for i = 1, 2 and Cη = (Cη1 ∧
Cη2). Then
dH(fθ1(·; η1), fθ2(·; η2))2 ≤ 2
(
Cη|θ1 − θ2|+ C20e2M‖η1 − η2‖22/J
)
(2.29)
with C0 > 0 is a universal constant.
Additionally, if




















(‖η1 − η2‖2/J1/2 ∧ 1)
≤ dH(fθ1(·; η1), fθ2(·; η2)) (2.31)
where c0 is a universal constant.
The proof of this Lemma is provided in section 2.6.3. Note that the term involving η is
of the same order as in the original Lemma, and we recover it taking θ1 = θ2. In terms of θ
we observe that due to the nonregular nature of the parameter, the variation in this case if of
order Hellinger distance squared whereas the variation in η is of the same order of the Hellinger
distance. Ibragimov and Hansminskii [30] in Chapter V also showed this when the density is
known and [22] in equation (3.5) showed a lower bound similar to this when there is a nuisance
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regular parameter but with fixed dimension. For this reason they did not require to be specific
with the constants; in our case we show explicit expressions for them since they might depend
on n.
This is a key fact for determining convergence rate of parameters. For instance in a fully
parametric model when the dimension of η is fixed, the inequality in [22] together with posterior
contraction rate of 1/
√
n in Hellinger distance implies the classic 1/
√
n rate for regular parameters
and 1/n for the nonregular paramter.
The following Lemma provides inclusions of neighbourhood for Hellinger distance around fn
and Euclidean distance around (θ0, η0) that are derived from the previous Lemma.
Lemma 3. Suppose supp(f) = supp(fn) = [0, a] and there are constants M0, D0,K0,K ′0 > 0
such that
‖fn(x)‖∞ ≤M0 (2.32)
‖ log fn‖Cβ ≤K0Kβ/a (2.33)
‖(log fn(·))′‖Cβ−1 ≤K ′0Kβ−1 (2.34)∫ a
0




2(M0 + K̃0/a) + 2C̃q,βK
′




where Cq,β , C̃q,β are constants that only depend on q and β, the order of B-splines and smoothness
of function fn. Then
• For all ϵ ≥ dH(fθ0(·; η0), fn),
E(fn, 2ϵ) ⊃ Θ((ϵ/(2C̃0))2)×HM (J, ϵ/(2C0eM )). (2.36)
• For all ϵ < c0e−M/2(1 + 2eM C̃0),








M (1 + 2eM C̃0)ϵ
)
. (2.37)
• Additionally, if there exists 0 < E0 ≤ aKJ1/2/4 such that
ϵ ≤ E0(aK)−12J−1/2c0e−M (1 + 2eM C̃0)−1
then for all η ∈ HM
(
J, 2c−10 e
M (1 + 2eM C̃0)ϵ
)
‖f(·; η)‖∞ ≤ M0 + K̃0/a+ 2e2E0/(aK)E0/(aK) (2.38)
and ∫ a
0
|f ′(x; η)| dx ≤ E0/a+ 2e2E0/(aK)E0/K + 2C̃q,βK ′0 + K̃0 +D0 (2.39)
The proof this Lemma is also found in section 2.6.3.
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The next Lemma is analogue to Lemma 9.5 in [23] regarding the bound on the entropy number
that corresponds to one of the sufficient conditions to prove consistency.
Lemma 4. Suppose supp(f) = supp(fn) = [0, a] and there are constants M0, D0,K0,K ′0 > 0 as
in assumptions (2.32) - (2.35) in Lemma 3, that is,
‖fn(x)‖∞ ≤M0
‖ log fn‖Cβ ≤K0Kβ/a
‖(log fn(·))′‖Cβ−1 ≤K ′0Kβ−1∫ a
0
|f ′n(x)| dx ≤D0
then
logN(ϵ/5, E(fn, ϵ), dH) ≤ J log(60C0e2M (1 + 2eM C̃0)/c0)




2(M0 + K̃0/a) + 2C̃q,βK
′




M̃0 =M0 + K̃0/a+ 2e
2E0/(aK)E0/(aK)
M̃ ′0 =E0/a+ 2e
2E0/(aK)E0/K + 2C̃q,βK
′
0 + K̃0 +D0
E0 > 0 is any constant such that E0 ≤ aKJ1/2/4 and Cq,β , C̃q,β are constants that only depend
on q and β, the order of B-splines and smoothness of function fn.
The proof is in section 2.6.2.
Before we prove joint contraction rate, we have to slightly modify Theorem 8.11 in [23] for
us to use it in this model. Note that K(fn,θ0 ; fθ(·; η)) < ϵ2 implies θ = θ0. Indeed, when θ > θ0,
for any x ∈ [θ0, θ], fθ(x; η) = 0 but fn,θ0(x) > 0, then K(fn,θ0 ; fθ(·; η)) = ∞. Likewise, the
same result holds when θ < θ0 since fθ(x; η) vanishes on [θ + an, θ0 + an], where fn,θ0 is strictly
positive.
Condition (i) in Theorem 8.11 [23] requires prior mass on the set {θ ∈ R, η ∈ HJ,M :
K(fn,θ0 ; fθ(·; η)) < ϵ2, V2(fn,θ0 ; fθ(·; η)) < ϵ2} to be strictly positive which in this case implies
positive prior mass assigned to a singleton, that is, Π({θ0}) > 0. This rules out all priors on θ
that are absolutely continuous with respect to the Lebesgue measure.
To solve this problem, we analyse condition (i) in Theorem 8.11 in [23] which is the only one
that involves prior mass on Kullback-Leibler neighbourhoods. More specifically, this prior mass
is used to bound from below what is called the evidence, that refers to the normalising term in
the posterior distribution that does not depend on the parameters.
This is done through the results shown in Lemmas 6.26 and 8.10 of [23] which we include
here with the notation of our model.
Lemma 5 (Evidence lower bound as in Lemma 6.26 of [23]). For any probability measure Π on
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dΠ(θ)dΠ(η) ≥ Π(fθ(·; η) : K(fn,θ0 ; fθ(·; η)) < ϵ)e−2Dnϵ (2.41)
Lemma 6 (Evidence lower bound as in Lemma 8.10 of [23]). For every k ≥ 2 there exists a
constant dk > 0 (with d2 = 1) such that for any probability measure Π on R × HJ,M and any






dΠ(θ)dΠ(η) ≥ Π(Dk(fn,θ0 , ϵ))e−(1+D)nϵ
2
(2.42)
where Dk(fn,θ0 , ϵ) := {fθ(·; η) : K(fn,θ0 ; fθ(·; η)) < ϵ2, Vk(fn,θ0 ; fθ(·; η)) < ϵk}.
We prove a result similar to Lemma 6 replacing Π(Dk(fn,θ0 , ϵ)) by
Π(Bk(fn, ϵ/
√
2))Π([θ0 − ϵ2n(2MnKn)−1), θ0]).
where Bk(fn, ϵ) := {f(·; η) : K(fn; f(·; η)) < ϵ2, Vk(fn; f(·; η)) < ϵk} is a Kullback-Leibler neigh-
bourhood with respect to η only where θ0 = 0 is fixed.
Note also that in Lemmas 5 and 6 it is assumed that observations X = (Xi, i = 1 . . . , n)
are i.i.d. from density fn,θ0 , however our sample comes from density f0,θ0 with observations
potentially greater than θ0 + an where fn,θ0 vanishes. In Corollary 1 we considered only the
observations that lie in the support of fn,θ0 , that is the interval [θ0, θ0 + an]. This way the
posterior distribution does not vanish and the corresponding sample is distributed according to
fn,θ0 .
In that case, f(·; η) and fn shared the same support, however after the introduction of
parameter θ we also need to consider the support of fθ(·, η) as we did in Theorem 1. Given a
sample X, and considering the restriction to [θ0, θ0 + an], say X, the likelihood
∏
i fθ(Xi; η) is
strictly positive only for θ ∈ [X(n) − an, X(1)], where X(1) = min{Xi, i = 1, . . . , n}, n is the
number of components in X and X(n) = max{Xi, i = 1, . . . , n}. It is crucial then to measure the
length of that interval, to find the desired lower bound on the evidence. We have shown in Lemma
1 that with high probability this length is of order dn/n, with dn a sequence that goes to infinity
more slowly than 1/f0(an) ≲ exp(aτn). Finally, Lemma 1 also allows us to define X not involving
θ0 which in practice it is unknown. Specifically, we define X = (Xi : Xi < X(1) + an − 2dn/n)
which by Lemma 1 contains at least pnn elements with pn → 1. We use this to prove the desired
lower bound on the evidence, shown in the following Lemma. Its proof follows the same ideas in
the proof of Lemma 8.10 [23] adapted to this context.
Lemma 7. Let X = (Xi, i = 1 . . . , n)
i.i.d.∼ f0,θ0 . Define X̃ = (Xi : Xi < θ0 + an) and
X = (Xi : Xi < X(1) + an − dn/n), with dn → ∞ such that dnf0(an) → 0. Denote n the number
of components in X.
There is a positive constant c0 depending only on f0(0) and for every k ≥ 2 there exists a
constant dk > 0 (with d2 = 1) such that for any probability measure Π on R×HJn,Mn and any




0 -probability at least 1− dk(D
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Bk(fn, ϵ) := {f(·; η) : K(fn; f(·; η)) < ϵ2, Vk(fn; f(·; η)) < ϵk}.
Next we prove nonparametric convergence rate up to a logarithmic factor of the joint posterior
distribution with respect to Hellinger distance.
Theorem 5. Consider f0, fn and the Log-Spline model as in Theorem 4 and a sample X(n) =
(X1, . . . , Xn) i.i.d. from f0. Define X(n) := (Xi : Xi − X(1) ≤ an − dn/n) where dn → ∞
such that dn = o(a−κn ) with κ > 0 from tail condition (2.1) (e.g. dn = log an), and ϵn =
n−β/(2β+1)(log log n)2+β/τ .
Let η ∼ πη,n the density of a prior defined on {η ∈ [−Mn,Mn]Jn : η⊤1 = 0} such that
cJn ≤ πn(η) ≤ cJn , for some 0 < c < c < ∞.
Let θ ∼ πθ,n the density of a prior defined on R such that supθ π(θ) ≤ k, and for all θ0 ∈ R
there exists t0 > 0, such that inf [θ0−t0,θ0] π(θ) ≥ k, for some 0 < k < k < ∞. Then for
ϵn = n
−β/(2β+1)(log log n)2+β/τ ,
Πn((θ, η) : dH(fθ(·; η), fn,θ0(·)) ≥ Snϵn|X
(n)) → 0 (2.44)
in P (n)0 -probability. Furthermore, if dH(f0, fn) ≲ ϵ̄n for some ϵ̄n ≥ ϵn then
Πn((θ, η) : dH(fθ(·; η), f0,θ0(·)) ≥ Snϵ̄n|X
(n)) → 0 (2.45)
in P (n)0 -probability.
The proof of this Theorem is in section 2.6.2.
We conclude this section with a Corollary showing convergence rate for parameters θ and η.
Corollary 3. Under the conditions of Theorem 5,
Πn((θ, η) : |θ − θ0| ≥ S2ne2Mnϵ2n, ‖η − η0‖2 ≥ Sn
√
Jne
2Mn(log log n)1/2ϵn|X(n)) → 0 (2.46)
in P (n)0 -probability, for every Sn → ∞. with ϵn  n−β/(2β+1)(log log n)2+β/τ and eMn ≲ log n.
Proof. Applying Lemma 3, since
Snϵn = Snn
−β/(2β+1)(log log n)2+β/τ < (log n)−3 < c0e
−Mn/2(1 + 2eMnC̃0)
we obtain,



























for some universal constants A0, B0 > 0.
We conclude this section with a remark.
Remark 1. An important implication of this Corollary as well as Corollary 2 is that we achieve
not only consistency in Hellinger distance for the densities but also consistency in uniform norm
in any bounded interval of the real line. Indeed, this is a consequence of convergence of η together
with uniform approximation given by equations (2.16) and (2.17).
2.5.6 Adaptation via undersmoothing
It is important to note that the results presented so far in this work are not adaptive since
parameters q and Jn depend on smoothness parameter β. However, this can be easily solved at
least for an interval of possible values of β if we are willing to obtain consistency at a suboptimal
rate. This is shown in the following Theorem.
Theorem 6. Let X1, . . . , Xn ∼ f0. Let ρ = 1/(6 + δ) for some δ > 0 arbitrarily small, and
consider the Log-Spline model with q ≥ β1, for some β1 ≥ 5/2+δ, Jn  nρ, Kn = (Jn−q+1)/an
and, an is such that an → ∞ and aτn ≲ log log n (e.g. an  (log log n)γ with 0 < γ < 1/τ or
an  log log log n).
Let η ∼ πη,n the density of a prior defined on {η ∈ [−Mn,Mn]Jn : η⊤1 = 0} such that
cJn ≤ πn(η) ≤ cJn , for some 0 < c < c < ∞.
Let θ ∼ πθ,n the density of a prior defined on R such that supθ π(θ) ≤ k, and for all θ0 ∈ R
there exists t0 > 0, such that inf [θ0−t0,θ0] π(θ) ≥ k, for some 0 < k < k < ∞. Then, for any
f0 ∈ F(5/2 + δ, β1,M),
‖Πn − E−ζn(γ0)‖TV → 0 (2.47)
in P0-probability, where Πn denotes the posterior distribution of h, and F(β0, β1,M) = {f ∈
Cβ , β ∈ [β0, β1], ||f ||∞ ≤ M}.
Proof. The proof is identical to the proof of Theorem 2 except that now joint consistency in
Hellinger distance will occur at rate n−e(log log n)2+β/τ , where e = ((1− ρ)/2 ∧ βρ). Therefore
we can choose Sn = ns and Rn = nr where r = 1 − 2e + δ/(6(6 + δ)) and s = r/2 and then
condition (H2) is satisfied. Again, assumption (i) of Theorem 3 is satisfied by definition of an
and assumption (iv) implies (ii) and (iii). Now we consider to cases, whether ρ ≤ 1/(2β + 1) or
not.
If ρ ≤ 1/(2β + 1) then e = βρ and r = 1− 2βρ+ δ/(6(6 + δ)), then ρ+ r = ρ(1− 2β) + 1 +
δ/(6(6+δ)) and given ρ = 1/(6+δ), β > 5/2+δ then ρ+r < (−4−2δ)/(6+δ)+1+δ/(6(6+δ)) =
(6(2− δ) + δ)/6(6 + δ) < 1/3.
If ρ > 1/(2β + 1) then e = (1− ρ)/2, therefore r = 1− 2e+ δ/(6(6 + δ)) = ρ+ δ/(6(6 + δ)).
Then ρ+ r = 2/(6 + δ) + δ/(6(6 + δ)) = (12 + δ)/(6(6 + δ)) < 1/3.
This Theorem implies that if we choose q big enough, δ > 0 small and take Jn  n1/(6+δ)
then we obtain the BvM result for all β ∈ (5/2 + δ, q].
We finish this chapter mentioning that another possible way to obtain adaptive results keeping
optimal concentration rate is to put a prior on Jn. Several constructions of such priors have been




2.6.1 Limiting Likelihood ratio process
Here we provide the proofs of the two main theorems regarding approximation of the localised
log-likelihood ration process. We start with the general results of Theorem 1.
Proof of Theorem1. We separate the analysis in two cases; when Xi > θ0 + h/n > Xi − an, ∀i =
1, . . . , n, that is X(1) > θ0 + h/n > X(n) − an holds, and otherwise. Note that X(n) − an < X(1)
with probability greater than 1− exp(−c0dn)− (8dnf0(an))1/2 by Lemma 1. In other words, we
express the likelihood ratio as





where Bn = {X(1) > θ0 + h/n > X(n) − an}. It is easy to see that on the set BCn , for any
Xi ∈ [θ0, θ0 + h/n] ∪ [θ0 + h/n + an,∞).
f(Xi − (θ0 + h/n); η0 + g/√n)
f(Xi − θ0; η0)
= 0
because in the numerator Xi lies outside the support of the density which implies Zn(h, g) = 0
for all n > 0. Therefore, equation (2.48) is simplified to
Zn(h, g) = Zn(h, g)1(Bn) (2.49)




. Recall that θ0 + h/n = θ
and η0+ g/n = η. We expand the log-likelihood ratio as the variation in θ, variation in η and the
interaction term
log fθ(x; η)− log fθ0(x; η0) = log fθ(x; η0)− log fθ0(x; η0)
+ log fθ0(x; η)− log fθ0(x; η0)
+ log fθ(x; η)− log fθ(x; η0)
− (log fθ0(x; η)− log fθ0(x; η0))
(2.50)
and by assumption (I) we can express the difference with respect to θ using a first order Taylor
expansion and the difference with respect to η using a second order Taylor expansion. Indeed,
log fθ(x; η0)− log fθ0(x; η0) = (θ − θ0)
∂
∂θ
log f(x− θ̃; η0) (2.51)
for some θ̃ between θ and θ0, and










log fθ0(x; η̃)(η − η0)
(2.52)
for some η̃ ∈ 〈η, η0〉, the line connecting the two points. Combining equations (2.50), (2.51) and
























∣∣∣g⊤ ( ∂2∂η2 ℓ(θ0, η̃)− ∂2∂η2 ℓ(θ0, η0)) g∣∣∣
+ sup
(θ,η)∈An
|ℓ(θ, η)− ℓ(θ, η0)− ℓ(θ0, η)− ℓ(θ0, η0)| (2.53)
which goes to 0 by assumptions (IV), (V) and (VI).
Now we study the limit of hn
∂
∂θ ℓ(θ0, η0).∣∣∣∣ 1n ∂∂θ ℓ(θ0, η0)−
∫
[ ∂∂θ log f0,θ0(x)]f0,θ0(x)dx
∣∣∣∣
≤


























[ ∂∂θ log f0,θ0(x)]f0,θ0(x)dx
∣∣∣∣∣ (2.54)
The first term on the right-hand side goes to 0 in probability by assumption (VII) and the third
term goes to 0 in probability due to assumption (II) and Law of Large Numbers. Now we analyse
the second term. First note that ∂∂θ log fn,θ0 =
∂
























































∣∣ f0,θ0(x)dx+ oP (1)] (2.56)
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which goes to 0 in probability since by Lemma 1, there exists a sequence pn such that n/n ≤





∣∣. Let ϵ > 0 and
In = {n ≥ pnn} with pn as defined in Lemma 1, and P0(ICn ) → 0. Note that on In, there exists
D > 0 such that
#{i : Xi > an} = n− n ≤ (1− pn)n = Dn(1− Fn(an))




















which goes to 0 since the integral is over the interval [θ0 + an,∞) with an → ∞. We conclude
that∣∣∣∣ 1n ∂∂θ ℓ(θ0, η0)−
∫
[ ∂∂θ log f0,θ0(x)]f0,θ0(x)dx
∣∣∣∣
=






∣∣∣∣ 1n ∂∂θ ℓ(θ0, η0)− γ0







f ′0(x)dx = f0(0+), since limx→∞ f0(x) = 0 by the tail
assumption (2.1).
We finalise the proof combining this result with equation (2.53), denoting ∆n = 1√n
∂
∂η ℓ(θ0, η0)





∣∣∣∣ 12ng⊤ ∂2∂η2 ℓ(θ0, η0)g + 12gti(η0)g
∣∣∣∣ = oP (1)





Now we continue with the proof of Theorem 3.
Proof of Theorem 3. Given that f0 is uniformly bounded from above by M̄ > 0 and has a tail
that satisfies e−cxτ ≲ f0(x) ↘ 0 for all x large, then for all x ≤ an
| log fn(x)| =| log f0(x)− logF0(an)| ≲ aτn
| d
t
dxt log fn(x)| =|
dt




for t = 1, . . . , bβc, therefore ‖ log fn‖Cβ ≲ aτn.
Let θ = θ0 + h/n and η = η0 + g/
√
n with |h| ≤ Rn and ‖g‖2 ≤
√
JnSn. We will show
that the conditions in Theorem 1 hold. Note that assumption (I) holds since exp(η⊤Bq(x) −∫




|f ′0(x)|dx < ∞. Condition (III) is satisfied since, as shown equations (2.18),
∂2
∂η2 ℓ(θ0, η0) =
∂2










∣∣∣∣ ∂∂θ log f(Xi − θ̃; η0)− ∂∂θ log f(Xi − θ0; η0)
∣∣∣∣ = oP (1) (2.60)









∣∣∣ηt0(B′q(Xi − θ0)−B′q(Xi − θ̃))∣∣∣ (2.61)
and by equation (2.20)
B′j,q(Xi − θ0)−B′j,q(Xi − θ̃) =
(q − 1)
(
Bj−1,q−1(Xi − θ0)−Bj−1,q−1(Xi − θ̃)
tj−1 − tj−q




Additionally tj − tj+1−q ≥ 1/Kn for all j, and
Bj,q−1(x+ y)−Bj,q−1(x) = yB′j,q−1(x̃) (2.63)
for some x̃ ∈ [x, x+ y] and using equation (2.20) again,
Jn∑
j=1
|B′j,q−1(x̃)| =(q − 2)
Jn∑
j=1






j=1 |Bj,q(x)| = 1 for all x ∈ [0, an], and q ≥ 1, therefore
Jn∑
j=1
|B′j,q(Xi − θ0)−B′j,q(Xi − θ̃)| ≤ CqK2n|θ̃ − θ0| (2.65)
with Cq = 4(q − 1)(q − 2), and
∣∣∣ηt0(B′q(Xi − θ0)−B′q(Xi − θ̃))∣∣∣ ≤‖η0‖∞ Jn∑
j=1
|B′q(Xi − θ0)−B′q(Xi − θ̃)|






















which goes to 0 by conditions (i) and (ii).









∣∣(η − η0)t (H(Xi − θ0; η̃)−H(Xi − θ0; η0)) (η − η0)∣∣ = oP (1)
(2.68)
where H(x; η) := ∂2∂η2 log f(x; η). In this case H(x; η) = H(η) = −
d2
dη2 c(η). By the proof of








‖(t− µ1)⊤Bq‖22‖f(x; η̃)− f(x; η0)‖∞
(2.69)
By Lemma E.6 in the same book (adapted to our knots), ‖(t − µ1)⊤Bq‖22 ≤ ‖t − µ1‖22/Kn.
Minimising with respect to µ this reduces to ‖t‖22/Kn when 1⊤t = 0. Thus,
−t⊤(H(η̃)−H(η))t ≤K−1n ‖t‖22‖f(·; η̃)− f(·; η0)‖∞ (2.70)
Additionally using equations (2.17) and (2.12) we can apply Lemma 8 with fn,1 = f(x; η0)
and fn,2 = fn which is bounded from above by a multiple of M̄ , and since K−βn ‖ log fn‖Cβ ≲
aβ+τn J
−β
n  aβ+τn n−βρ which goes to 0 by condition (i) and ρ > 0. Therefore for all x > 0,
f(x; η0) ≤ 2M̄ (2.71)




n, we apply Lemma 8
with fn,1 = f(x; η) and fn,2 = f(x; η0) which we now know is bounded from above by 2M̄ , and




n = n1/2(ρ−1)+s → 0. Thus, for all x > 0
f(x; η) ≤ 3M̄ (2.72)
and
|f(x; η)− f(x; η0)| ≲ ‖η − η0‖2 (2.73)
In particular this is true for η = η̃, then
‖f(·; η̃)− f(·; η0)‖∞ ≲ ‖η̃ − η0‖2 (2.74)
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which goes to 0 due to conditions (i) and (iii).





| log fθ(Xi; η)− log fθ(Xi; η0)− log fθ0(Xi; η)− log fθ0(Xi; η0)| = oP (1) (2.76)






|(η − η0)⊤(Bq(Xi − θ)−Bq(Xi − θ0))| (2.77)





|(η − η0)⊤(Bq(Xi − θ)−Bq(Xi − θ0))| ≲ sup
(θ,η)∈An





which goes to 0 by conditions (i) and (iv).
Finally, we check assumption (VII). Given equation (2.13)
|(log fn(x))′ − (log f(x; η0))′| ≲K−(β−1)n ‖ log fn‖Cβ
a(β−1)+τn n−(β−1)ρ → 0
(2.79)
by condition (i), ρ > 0 and β > 1.
2.6.2 Convergence rate results
We start this section with the proof of Theorem 4 that shows minimax nonparametric rate up
to a logarithmic factor in Hellinger distance.
Proof of Theorem 4. We will show that conditions (i) and (ii) in Theorem 8.11 in [23] are fulfilled.
Lemma 9.5 in [23] states that
logN(ϵ/5, CJ,M (fn, ϵ), dH) ≤ (2M + log(30C0/c0))J (2.80)
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In our case J = Jn  n1/(2β+1) and M = Mn  ‖ log fn‖Cβ ≲ aτn ≲ (log log n), therefore
condition (ii) in Theorem 8.11 is satisfied for ϵn = n−β/(2β+1)(log log n)2+β/τ which implies
Jn‖ log fn‖Cβ ≲ nϵ2n.
By Lemma 9.4(iii) in [23], there is a constant D0 > 0 such that
CJ,M (fn, ϵ) ⊂ BJ,M (fn, D0Mϵ) (2.81)
given that ‖ log fn‖∞ ≤ M . By Lemma 9.6(ii) and (i) in the same reference we have that
dH(f(·; η0), fn) ≤ d1K−βn ‖ log fn‖Cβed1K
−β
n ∥ log fn∥Cβ (2.82)
d0‖η0‖∞ ≲ ‖ log fn‖∞ + d1K−βn ‖ log fn‖Cβ (2.83)
for some universal constants d0, d1 > 0. Thus, dH(f(·; η0), fn) ≲ K−βn ‖ log fn‖Cβ and ‖η0‖∞ ≲
‖ log fn‖∞.
Additionally by Lemma 9.4(ii), CJ,M (fn, 2ϵ) ⊃ {η ∈ HJ,M : ‖η − η0‖2 ≤ e−MC−10
√
Jϵ} =
H(J, e−MC−10 ϵ), for ϵ ≥ dH(fn, f(·; η0)). Combining this with equation (2.81) we obtain











n ϵn/2 ≳ dH(fn, f(·; η0))
for ϵn = n−β/(2β+1)(log log n)2+β/τ times a big constant if necessary. Then





By Lemma 9.4(i) if 2ϵ < c0e−M then
CJ,M (fn, ϵ) ⊂ {η ∈ HJ,M : ‖η − η0‖2 ≤ 2eMc−10
√
Jϵ} = H(J, 2eMc−10 ϵ) (2.86)
For n sufficiently large we obtain
4jϵn = 4jn
−β/(2β+1)(log log n)2+β/τ < c0/ log n  c0e−∥ log fn∥∞ .
Therefore,
CJn,Mn(fn, 2jϵn) ⊂ H(Jn, 4eMnc−10 jϵn) (2.87)
Hence, using equations (2.85) and (2.87)



































which satisfies condition (i) of Theorem 8.11 since JnMn ≲ nϵ2n.
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Now we include the proof of Lemma 4 on the entropy condition for proving joint consistency.
Proof of Lemma 4. Let ϵ < E0(aK)−12J−1/2c0e−M (1+2eM C̃0)−1 for some 0 < E0 ≤ aKJ1/2/4
so that we also have ϵ < c0e−M/2(1 + 2eM C̃0). By Lemma 3








M (1 + 2eM C̃0)ϵ
)
and for all η ∈ HM
(
J, 2c−10 e
M (1 + 2eM C̃0)ϵ
)
‖f(·; η)‖∞ ≤ M̃0 (2.89)
and ∫ a
0
|f ′(x; η)| dx ≤ M̃ ′0 (2.90)
where M̃0 and M̃ ′0 depend on M0,K0,K ′0, D0, E0,K, a, q and β as stated in the Lemma.
Now let θ̃ ∈ Θ(4ϵ2(C̃−10 + 2eM )2) and η̃ ∈ HM (J, 2c−10 eM (1 + 2eM C̃0)ϵ). Denote Θ(θ̃, ϵ̃) :=
{θ ∈ R : |θ− θ̃| ≤ ϵ̃} the interval of length 2ϵ̃ around θ̃, and H(η̃, ϵ̃) := {η ∈ HJ,M : ‖η− η̃‖2 ≤ ϵ̃}
the ball of radius ϵ̃ with respect to Euclidean distance centred at η̃.
Let B̃(θ̃, η̃, (ϵ/10)2(2M̃0 + M̃ ′0)−1, (ϵ/10)
√
Je−M (C0)
−1) be the set of elements fθ(·; η) where
θ ∈ Θ(θ̃, (ϵ/10)2(2M̃0 + M̃ ′0)−1) and η ∈ H(η̃, (ϵ/10)
√
Je−M (C0)
−1). Applying inequality (2.29)




Cη|θ − θ̃|+ C20e2M‖η − η̃‖22/J
)
≤ (ϵ/5)2
where Cη = 2M̃0 + M̃ ′0. Therefore, the following inclusion holds







{θ ∈ R, η ∈ HJ,M : dH(fθ(·; η), fθ̃(·; η̃)) ≤ ϵ/5}. (2.91)
This implies








−1, {‖η − η0‖2 ≤ 2
√
Jc−10 e
M (1 + 2eM C̃0)ϵ}, ‖ · ‖2) (2.92)








(ϵ/10)2(2M̃0 + M̃ ′0)
−1






−1, {‖η − η0‖2 ≤ 2
√
Jc−10 e












2M (1 + 2eM C̃0)/c0)
J
The entropy for ϵ ≥ E0(aK)−12J−1/2c0e−M (1 + 2eM C̃0)−1 is bounded by the entropy just
obtained.
The following proof corresponds to Lemma 7 on lower bound for the evidence.
Proof of Lemma 7. By Lemma 1, with probability at least 1− e−c0dn − (8dnf0(an))1/2
{θ :
∏
i fθ(X̃i; η) > 0} = [X̃(ñ) − an, X(1)] ⊃ [θ0 − 2dn/n, θ0]. (2.93)
and X̃ = X. Our first step is to bound the variation of fθ(·; η) with respect to θ. For any
θ ∈ [θ0 − ϵ2(2MnKn)−1, θ0] and any x ∈ [θ, θ + an],∣∣∣∣log fθ0(x; η)fθ(x; η)
∣∣∣∣ =|η⊤(Bq(x− θ)−Bq(x− θ0))|











)∣∣∣∣∣∣ |θ − θ0|
≤2(q − 1)MnKn|θ − θ0|
(2.94)
for some θ̄ ∈ [θ, θ0]. Here we have used equation (2.20), ‖η‖∞ ≤ Mn and
∑
j Bj,q−1(x) =
1 for all x. Let us denote Cq = 2(q − 1), therefore if θ ∈ [θ0 − ϵ2/(2CqMnKn), θ0] then
| log fθ0(x; η)− log fθ(x; η)| ≤ ϵ2/2.
Now we continue following the ideas of the proof of Lemma 8.10 in [23]. For simplicity of
notation let us denote B := Bk(fn, ϵ/
√
2). Given that ϵ2/(2CqMnKn) ≤ 2dn/n, the integral
that we want to bound on the left-hand side of equation (2.43) is bigger than the same inte-
gral restricted to the set B × [θ0 − ϵ2/(2CqMnKn), θ0]. Then we can multiply and divide by
Π(Bk(fn, ϵ/
√
2))Π([θ0 − ϵ2(2CqMK)−1, θ0]) and then we can consider Π to be the restriction


































Next, using the fact that ‖ log fθ0(·; η)− log fθ(·; η)‖∞ ≤ ϵ2/2 for all θ ∈ [θ0 − ϵ2/(2CqMK), θ0]



















dΠ(η)− ñϵ2/2 := Z (2.97)
From the proof of lemma 1 we know that the joint density of variables X̃i is given by
fX̃1,...,X̃n|ñ=k





E(Z) = E(E (Z | ñ)) = −E(ñ)
∫
B
K(fn; f(·; η))dΠ(η)− E(ñ)ϵ2/2 ≥ −nϵ2
by definition of B. Due to Marcinkiewicz-Zygmund inequality, there exists a constant dk > 0
that only depends on k (and d2 = 1), such that
E
∣∣∣∣Z − E(Z)√n
∣∣∣∣k ≤ dk ∫
B
Vk(fn; f(·; η))dΠ(η) ≤ dkϵk/2k/2 (2.98)
We conclude using Markov’s inequality
P
(n)
0 ({Z < −(1 +D)nϵ2}) ≤ P
(n)
















and X̃ = X with probability greater than 1− e−c0dn − (8dnf0(an))1/2 and
eZ ≥ e−(1+D)nϵ
2
with probability greater than 1− dk/(D
√
2nϵ)k.
This section concludes with the proof of Theorem 5 on joint posterior concentration rate.
Proof of Theorem 5. First we prove the contraction rate for X̃. We start showing that conditions
on fn in Lemmas 3 and 4 are satisfied. For n is large enough F0(an) > 1/2 then given that
‖f0(x)‖∞ ≤ M̄ we obtain ‖fn(x)‖∞ ≤ 2M̄ . Since an ≲ (log log n)1/τ , Jn  n1/(2β+1), and
Kn  Jn/an then
an‖ log fn‖Cβ ≲ anMn ≲ (log log n)1+1/τ ≤ K0Kβn
for some universal constant K0 > 0. Note also that (log fn(x))′ = (log f0(x))′ for all x ∈ [0, an].
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By assumption (2.2) on the derivatives of log f0
| d
t
dxt (log fn(an))| = |
dt
dxt (log f0(an))| ≤ a
τ
n ≲ log log n
for t = 1, . . . , bβc. Thus,
‖(log fn(·))′‖Cβ−1 = ‖(log f0(·))′‖Cβ−1 ≲ log log n ≤ K ′0Kβ−1n
for some K ′0 > 0 and
∫
|f ′n(x)| dx =
∫
fn(x) |(log fn(x))′| dx ≤ log log n.
Conditions of Lemma 4 are satisfied with M0 = 2M̄ , K0 > 0 and K ′0 as defined above,
D0 = log log n, E0 = 1/4, obtaining
logN(ϵn/5, E(fn, ϵn), dH) ≤ Jn log(60C0e2Mn(1 + 2eMnC̃0)/c0)




2(M0 + K̃0/an) + 2C̃q,βK
′






M̃0 =M0 + K̃0/an + 2e
2E0/(anKn)E0/(anKn)
≤T0
M̃ ′0 =E0/an + 2e
2E0/(anKn)E0/Kn + 2C̃q,βK
′
0 + K̃0 +D0
≲(log log n)1/2
for some universal constant T0. Therefore
logN(ϵn/5, E(fn, ϵn), dH) ≲Jn log(e3Mn(log log n)1/2)
≲n1/(2β+1) log((log n)3(log log n)1/2)
≲n1/(2β+1)(log log n)
(2.101)
thus condition (ii) of Theorem 8.11 in [23] is satisfied with ϵn = n−β/(2β+1)(log log n)2+β/τ .
Applying Lemma 3, since
2jϵn = 2jn
−β/(2β+1)(log log n)2+β/τ < (log n)−3 < c0e
−Mn/2(1 + 2eMnC̃0)
we obtain,


























for some universal constants A0, B0 > 0. Additionally, equation (2.85) from the proof of Theorem
4 states that for ϵn = n−β/(2β+1)(log log n)2+β/τ , we have D−10 M−1n ϵn/2 ≳ dH(fn, f(·; η0)) and
then there exists a constant B̃0 > 0 such that
BJn,Mn(fn, ϵn/
√
2) ⊃ H(Jn, B̃0e−MnM−1n ϵn)
with BJ,M (fn, ϵ) and H(J, ϵ) defined in equations (2.22). Hence,
Πn(fθ(·; η) : dH(fθ(·; η), fn,θ0) ≤ 2jϵn)
Πn(Bk(fn, ϵn/
√

















n ϵn)Jn−1vol{x ∈ RJn : ‖x‖ ≤ 1}
















≲ exp{Jn(log(jM3/2n ) + 3Mn) + log(jMnKn) + 2Mn}
and this is bounded by exp{Cnϵ2nj2/2} for some constant C > 0, since JnMn ≤ nϵ2n. Here we
have used that there exists t0 > 0 such that inf [θ0−t0,θ0] π(θ) ≥ k and supθ π(θ) ≤ k then

















taking n sufficiently large such that t0 ≥ ϵ2n(2CqMnKn)−1. Note also that Lemma 7 holds since
nϵ2/(2(q− 1)MnKn) is bounded from above and dn → ∞. Thus condition (i) of the Theorem is
satisfied and this concludes the proof of contraction rate for the posterior given X̃. Finally, we
conclude the same for the posterior given X since both vectors are equal with probability going
to 1 due to Lemma 1.
2.6.3 Auxiliary results
We start this section with the proof of Lemma 1.
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Proof of Lemma 1. Note that the joint density of variables X̃i given ñ is given by
fX̃1,...,X̃n|ñ=k









} all the subsets of {1, . . . , n} that have k
elements. This represents all possible ways of obtaining a vector X̃ of size n = k considering
elements in Ij as indices of variables Xi that are smaller than θ0 + an. Denote the event Sj :=
(∀i ∈ Ij , Xi ≤ θ0 + an) ∧ (∀i ∈ ICj , Xi > θ0 + an), thus for all x1, . . . , xk ≤ θ0 + an
P0
(
X̃1 ≤ x1 ∧ . . . ∧ X̃k ≤ xk
∣∣∣ ñ = k) =P0





























∀i ∈ Ij , Xi ≤ xli,j












where the index li,j takes values in {1, . . . , k} and is defined such that Xi = X̃ li,j for all i ∈ Ij .
Also Fn(·) = F0(·)/F0(an) is the c.d.f. corresponding to fn. Here we have used that variables
Xi are independent, and the events Sj are disjoint and have equal probability
P0(Sj) = F0(an)
k(1− F0(an))n−k, ∀j = 1, . . . ,m
We bound the probability of the event X(1) ≤ θ0 + dn/n. The c.d.f of X(1) − θ0 is given
by 1 − (1 − F0(·))n, where F0 corresponds to the c.d.f. of X1 − θ0. Additionally, F0(dn/n) ≥
cf0(0)dn/n for some positive constant 0 < c ≤ 1. Denote c0 = cf0(0), thus
P
(n)
0 (X(1) > θ0 + dn/n) = (1− F0(dn/n))n ≤ (1− c0dn/n)n ≤ e−c0dn → 0 (2.102)
since dn → ∞. Now we bound the probability of the event X̃(ñ) = max{X̃i, i = 1, . . . ñ} <
θ0 + an − 2dn/n. The c.d.f. of (X̃(ñ) − θ0)|(ñ = k) is Fn(·)k then
P
(n)
0 (X̃(ñ) ≤ θ0 + an − 2dn/n | ñ = k) = Fn(an − 2dn/n)k (2.103)
and
Fn(an − 2dn/n) = 1−



















(1− 6dnf0(an)/n)kP (ñ = k)
≥e−8dnf0(an) → 1
since dnf0(an) → 0 and k ≤ n. Then the probability of the complement of this event is bounded
from above by 1 − e−8dnf0(an) ≤ (8dnf0(an))1/2. Hence, with probability at least 1 − e−c0dn −
(8dnf0(an))
1/2
X̃(ñ) ≤ θ0 + an − 2dn/n ≤ X(1) + an − 2dn/n (2.105)
X(1) ≤ θ0 + dn/n (2.106)
which imply X = (Xi : Xi < X(1) + an − dn/n) = X̃.
Let 0 < p ≤ 1. Now we proceed to show that n > pn with high probability. For simplicity
of notation we will denote P (n)0 just as P0. We will analyse the cases n(1 − F0(an)) → 0 and
n(1− F0(an)) ↛ 0 separately.
Firstly consider n(1 − F0(an)) → 0. We can take p = 1 and then the statement n < n is
equivalent to the maximum of the observations X(n) being greater than an, thus
P0(n = n) = P0(X(n) > an) ≤ n(1− F0(an)) → 0. (2.107)
hence, n = n with probability 1− n(1− F0(an)).
Now consider the case n(1−F0(an)) ↛ 0. This means that either n(1−F0(an)) → l for some
l > 0 or n(1 − F0(an)) → ∞. The probability of interest is given by the c.d.f. of a Binomial
distribution. Indeed, the probability of an observation Xi being less than an can be seen as a
Bernoulli trial with success probability equal to F0(an). Therefore n ∼ Bin(n, F0(an)) and





We can bound this probability using Chebyshev’s inequality,
P0(n ≤ pn) ≤P
(









with µn = nF0(an) and σ2n = nF0(an)(1− F0(an)). Assume first that n(1− F0(an)) → ∞, then
for n big enough such that F0(an) > 1/2, replacing p = 2F0(an)− 1 < F0(an) we obtain





and then n > (2F0(an)− 1)n with probability at least 1− F0(an)/((1− F0(an))n).
Finally, in the case where n(1 − F0(an)) → l > 0, we choose D > 1 arbitrarily large, n such
that F0(an) > (D − 1)/D and p = DF0(an) − (D − 1) < F0(an). Similarly to the last case we
find
P0(n ≤ (DF0(an)− (D − 1))n) ≤
F0(an)




hence we conclude that n > (DF0(an) − (D − 1))n with probability at least 1 − C0/(l(D − 1))
for some constant C0 > 0 and D arbitrarily large.
We continue with a Lemma that compares the differences of densities, log of densities and
ratio between them.
Lemma 8. Assume for all x ∈ [a, b], 0 ≤ a < b, supx∈[a,b]| log fn,1(x)− log fn,2(x)| = en = o(1).
Let C > 1, then there exists NC , such that for n ≥ NC∣∣∣∣fn,2(x)fn,1(x) − 1
∣∣∣∣ ≲ en. (2.112)
If additionally there exists M̄ > 0 such that supx∈[a,b] fn,2(x) ≤ M̄ then
supx∈[a,b]fn,1(x) ≤ CM̄ (2.113)
Moreover,
|fn,1(x)− fn,2(x)| ≲ en (2.114)
Proof. Take NC as the smallest n such that supx∈[a,b]| log fn,1(x)− log fn,2(x)| ≤ logC then, for
all x ∈ [a, b], ∣∣∣∣fn,2(x)fn,1(x) − 1
∣∣∣∣ ≤fn,1(x) ∨ fn,2(x)fn,1(x)
∣∣∣1− e−| log fn,1(x)−log fn,2(x)|∣∣∣
≤(een ∨ 1)en ≤ Cen
(2.115)
Now we prove that fn,1 is bounded
fn,1(x) = e
log fn,1(x) ≤ elog fn,2(x)+| log fn,1(x)−log fn,2(x)| ≤ Cfn,2(x) ≤ CM̄ (2.116)
Finally,
|fn,1(x)− fn,2(x)| =(fn,1(x) ∨ fn,2(x))
∣∣∣1− e−| log fn,1(x)−log fn,2(x)|∣∣∣
≤(fn,1(x) ∨ fn,2(x))| log fn,1(x)− log fn,2(x)|
≤CM̄en
(2.117)
Next, we include the proofs of Lemmas used in Theorem 5 that shows joint convergence rate.
Proof of Lemma 2. Without loss of generality consider θ1 ≤ θ2. We start proving the upper









dH(fθ1(·; η1), fθ2(·; η2))2 ≤2(dH(fθ1(·; η1), fθ1(·; η2))2
+ dH(fθ1(·; η2), fθ2(·; η2))2)
(2.118)
The first term on the right-hand side is equal to dH(f(·; η1), f(·; η2))2 which is bounded by
C20e
2M‖η1 − η2‖22/J due to Lemma 9.3 in [23]. Now we bound the second term, for i = 1, 2
dH(fθ1(·; ηi), fθ2(·; ηi))2
≤ ‖fθ1(·; ηi)− fθ2(·; ηi)‖1 =
∫





















|f ′(x; ηi)| dx
)
≤ Cηi |θ1 − θ2| (2.119)
for some t between θ1 and θ2. Hence we have the upper bound as in (2.29) with Cη1 instead of
Cη. Following the same steps with a = f1/2θ1 (x; η1)− f
1/2
θ2




we also obtain the upper bound with Cη2 and conclude.
Now we prove the lower bound (2.31). First we note that








f(x; η1)|θ1 − θ2| ∧ 1
) (2.120)
thus assumption (2.30) implies infx∈[0,|θ1−θ2|] f(x; η1)|θ1 − θ2| < e−2M and then |θ1 − θ2| < 1.
Equation (2.120) becomes




f(x; η1)|θ1 − θ2|
)1/2
≥ c1/2η |θ1 − θ2|1/2 (2.121)
By Lemma 9.3 in [23], for i = 1, 2,
dH(fθi(·; η1), fθi(·; η2))2 = dH(f(·; η1), f(·; η2))2 ≥ c20e−2M (‖η1 − η2‖22/J ∧ 1) (2.122)
with c0 > 0 a universal constant. Now using triangular inequality and equations (2.119), (2.122)
dH(fθ1(·; η1), fθ2(·; η2)) ≥ dH(fθ2(·; η1), fθ2(·; η2))− dH(fθ1(·; η1), fθ2(·; η1))
≥ c0e−M (‖η1 − η2‖2/J1/2 ∧ 1)− C1/2η1 |θ1 − θ2|
1/2 (2.123)
and
dH(fθ1(·; η1), fθ2(·; η2)) ≥ dH(fθ1(·; η1), fθ1(·; η2))− dH(fθ1(·; η2), fθ2(·; η2))




dH(fθ1(·; η1), fθ2(·; η2)) ≥ c0e−M (‖η1 − η2‖2/J1/2 ∧ 1)− C1/2η |θ1 − θ2|1/2 (2.125)
Now multiplying both sides of equation (2.121) by 2
√










−M (‖η1 − η2‖2/J1/2 ∧ 1) (2.126)
The following proof corresponds to Lemma 3.
Proof of Lemma 3. Note that from equation (2.17),
‖ log fn − log f(·; η0)‖∞ ≤ 2Cq,βK−β‖ log fn‖Cβ
and using the proof of Lemma 8 and assumption (2.33) we have





Moreover, ‖(log f(·; η0))′ − (log fn(·))′‖∞ ≤ 2C̃q,βK−(β−1)‖(log fn(·))′‖Cβ−1 , then
f(x; η0) ≤fn(x) + K̃0/a (2.128)
(log f(x; η0))
′ ≤(log fn(x)′ + 2C̃q,βK−(β−1)‖(log fn(·))′‖∞ (2.129)
Therefore
‖f(·; η0)‖∞ ≤ M0 + K̃0/a (2.130)
and ∫ a
0
|f ′(x; η0)| dx =
∫ a
0












≤2C̃q,βK ′0 + K̃0 +D0
(2.131)
First we prove inclusion (2.36). Let θ ∈ Θ((ϵ/(2C̃0))2) and η ∈ HM (J, ϵ/(2C0eM )) Using
upper bound (2.29) in Lemma 2 with θ1 = θ, θ2 = θ0, η1 = η and η2 = η0 we take Cη =
2(M0 + K̃0/a) + 2C̃q,βK
′
0 + K̃0 +D0 = C̃
2
0 and obtain
dH(fθ(·; η), fθ0(·; η0))2 ≤ 2
(




hence equation (2.36) holds due to dH(fθ0(·; η0), fn) ≤ ϵ and triangular inequality.
Now we prove inclusion (2.37). Let (θ, η) ∈ EJ,M (fn, ϵ). Applying inequality (2.31) of Lemma
2 with θ1 = θ, θ2 = θ0, η1 = η and η2 = η0, we can take cη = e−2M and Cη = C̃20 .
If dH(fθ(·; η), fn(·)) ≤ ϵ then dH(fθ(·; η), fθ0(·; η0)) ≤ 2ϵ since we can assume that dH(fθ0(·; η0), fn(·)) ≤
ϵ, otherwise the set EJ,M (fn, ϵ) is empty.
Condition 2ϵ < c0e−M/(1 + 2eM C̃0) < e−M together with Lemma 2 imply































Now let η ∈ HM
(
J, 2c−10 e
M (1 + 2eM C̃0)ϵ
)
. Assuming J1/22c−10 eM (1+2eM C̃0)ϵ ≤ E0/(aK)
and following similar steps as in the beginning of the proof
‖ log f(·; η)− log f(·; η0)‖∞ ≤ 2‖η − η0‖∞
and










f(x; η) ≤f(x; η0) + 2e2E0/(aK)E0/(aK) (2.137)
(log f(x; η))′ ≤(log fn(x; η0))′ + E0/a (2.138)
Hence




|f ′(x; η)| dx =
∫ a
0











|f ′(x; η0)| dx





for a Mixture Prior
In this chapter we show our second approach which corresponds to using a mixture prior model
for the density. Our general result states that if we have an i.i.d. sample from a distribution with
density fθ = f(· − θ) where f and θ do not depend on each other, and f is supported on (0,∞),
with a discontinuity at 0 but continuous from the right and monotonic non-increasing, then the
nonregular version of BvM for θ holds under L1-consistency for f , local uniform consistency for f
around 0 and the prior for θ being proper and having polynomial tails. We also require that the
interaction term between f and θ in the likelihood approximation goes to 0 as n goes to infinity.
This condition is potentially the most problematic to prove for a particular model. Nonetheless,
we showed that the conditions for the BvM Theorem to hold are satisfied by a mixture prior
where the kernel is a convolution of gamma and uniform densities (so it only generates decreasing
densities) and the mixing distribution follows a non-homogeneous completely random measure
around 0 – a Dirichlet Process with modified jumps depending on the locations – which helps us
to prove pointwise consistency, and a Dirichlet Process elsewhere.
Additionally, we have developed and implemented the algorithms that help us to illustrate
how our models work in practice. Indeed, we implemented in programming language R a slice
sampler for f with our mixture prior. We derived two versions of it, in the first we used the stick-
breaking representation of the DP and it is simpler but we needed to introduce an approximation
in the conditional posterior of one of the variables. In the second we expressed one of the DP as a
normalised Gamma Process, it is slightly more complex, but uses only exact quantities. We have
applied our models to simulated data obtaining the limiting type of distribution we expected from
our theoretical results. Furthermore we have run our algorithm with real data from Procurement
Auctions. It is often assumed for this kind of data that the bids follow a distribution from a
parametric family such as Pareto. Our results allow us to remove this assumption and work with
a wider set of densities.
This is work in collaboration with my supervisor Dr. Natalia Bochkina (University of Ed-
inburgh), Prof. Judith Rousseau (University of Oxford & Université Paris Dauphine) and Dr.
J.B. Salomond (Université Paris-Est Créteil). This chapter mostly contains text that has been
written collaboratively by the authors in the draft of an article that is being prepared to submit
for publication. Likewise, all the work presented in this chapter has been a product of the col-
laboration led by Prof. Judith Rousseau and my supervisor Dr. Natalia Bochkina. To be more
precise with my contributions, I participated in most of the discussion including the process of
definition of the prior model that is being used. I also contributed with some results involved in
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L1 consistency and bound on Interaction term including Lemmas 17 and 29, and participated
in Lemmas 15 and 16. Finally, I developed the implementation, from the derivation of the
algorithm to coding it in R and running it with data.
Now we start this chapter introducing the model and some notation.
3.1 Setup and Notation
We start this section defining our model and some notation. Consider Xn = (X1, · · · , Xn), where
Xi | θ, f
i.i.d.∼ fθ = f(· − θ), i = 1, . . . , n, (3.1)
where θ ∈ Θ ⊂ R and the probability density f(·) has support on [0,+∞) and is positive at 0.
In literature this is called a location (or shift) LAE model. Definition of a LAE model can be
found in section 1.3. Additionally we will consider that f belongs to F , the set of monotone non
increasing probability densities on R+ = [0,+∞) however we also provide a high level theorem
which is valid for all LAE models, see Definition 1.1.
We denote by P0 the true distribution of the observations, and write E0(f(X)) for the ex-
pectation of f(X)) under E0. For the sake of conciseness and if there is no ambiguity, use E0
both for expectation under P0 and under P⊗n0 .
Let Π be the prior distribution on (θ, f), we assume implicitly a sigma-field associated to
R × F . We consider that Π(dθ, df) = Πθ(dθ)Πf (df) and we denote by Π(·|Xn) the posterior


















, B ⊂ R (3.3)
We study the frequentist properties of the posterior distribution, hence throughout the paper
we denote by P0 the true distribution of the observations, and write E0(f(X)) for the expectation
of f(X)) under E0. For the sake of conciseness and if there is no ambiguity, use E0 both for
expectation under P0 and under P⊗n0 .
We will also use the following notation: η represents in general an infinite-dimensional pa-
rameter and we denote by ℓn(η, θ) the log -likelihood at (η, θ). For any function f , define
Pn(f) = 1n
∑n
i=1 f(Xi), Gn(f) =
√
n(Pn(f)− P0(f)). The Total variation distance between two
probability measures P1 and P2 is denoted by ‖P1 − P2‖TV . Recall that the total variation dis-
tance is equivalent to the L1 norm when the distributions are absolutely continuous with respect
to a fixed measure, which we denote by ‖f1 − f2‖1 for integrable functions f1, f2. We denote
by h(f1, f2) the Hellinger distance between densities f1, f2, by KL(f0, f1) =
∫
f0 log(f0/f1)(x)dx




Finally, we use the following notation for the exponential distribution with parameter γ > 0:
E(γ), i.e. this represents the distribution whose density is given by γe−γx, x ≥ 0.
3.2 General Results
Our main focus is on shift location models (3.1), and particularly using a mixture prior for the
density, nonetheless we first provide a high level theorem for general LAE models to highlight
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where the non standard limit of the posterior distribution comes from.
3.2.1 General LAE model
We consider a Bayesian model with independent priors for θ, Πθ, and for η, Πη defined on some
functional class H, and we denote by Π(·|Xn) the posterior distribution.
Note that in the case of shift LAE models defined by (3.1) , η = f , Xn is a n-sample of
random variables independently distributed from fθ,η(x) = f(x− θ) and if η0 = f0, γ0 = f0(0),
see Chapter V in [30]. Note also that scale LAE models defined by fτ (x) = τ−1f(x/τ) with
x, τ > 0 can be viewed as equivalent to shift LAE models using the transformation Zi = log(Xi),
θ = log τ , see Section 3.2.3 for details.
Define ∆n as
∆n(η, θ) = ℓn(η, θ)− ℓn(η0, θ)− [ℓn(η, θ0)− ℓn(η0, θ0)], (3.4)
the following proposition gives sufficient conditions for a LAE Bernstein-von Mises Theorem, in
total variation, to hold.
Proposition 3. Consider the model where data Xn has distribution Pnθ,η with density fnθ,η,
θ ∈ Θ ⊂ R, η ∈ H, with a prior Π(dθ, dη) = πθ(θ)dθΠη(dη) and assume that the true generating
process is Pn0 = Pnθ0,η0 .
(i) Assume that there exist ϵn, εn = o(1) and An ⊂ {d(η, η0) ≤ ϵn, |θ − θ0| ≤ εn}, such that
EP0Πn(A
c
n | Xn) → 0, as n → ∞,
where d is some metric on H.
(ii) Assume that the model satisfies the LAE condition (1.1) at θ0, η0 with centering ζn.





1 + n|θ − θ0|
= op(1). (3.5)
Then
||Πn − Eγ0 ||TV = o(1), (3.6)
where Πn is the posterior distribution of n(ζn − θ).
An important application of the result (3.6) is that posterior credible sets for θ will typically
be also confidence sets asymptotically. Indeed consider a one sided credible interval: (θ1(Xn), ζn)
with θ1(Xn) defined by
Π(θ ≤ θ1(Xn)|Xn) = α, (3.7)
then (3.6) implies that
θ1(X





P0 (θ ∈ (θ1(Xn), ζn)) = 1− α+ o(1)
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due to the LAE condition that distribution of n(ζn − θ0) converges to E(γ0). Note that (3.6)
can be also made uniform over some sets so that the frequentist coverage is also uniformly
approximately equal to 1− α.
In Proposition 3, conditions (i)-(iii) are standard conditions. Condition (i) is merely a pos-
terior concentration rate condition, at the, typically, non parametric rate. There is now a large
number of tools to study such conditions in the literature, thanks to the seminal work of [21].
Here the main difference from the usual results is that the posterior concentration is required
separately on θ and η. We will see in Section 3.2.2 that in the case of shift and scale LAE models,
an ϵn posterior concentration rate on d(η, η0) + |θ − θ0| is easily deduced from an ϵn posterior
concentration rate on h(fη0,θ0 , fη,θ). Condition (ii) corresponds to the parametric LAE condition
and that has been well studied for a number of models, in particular for the shift and scale LAE
models, discussed below. The continuity condition on the prior πθ at θ0 is also very mild since θ
is univariate. The most demanding condition is (iv), since it requires a uniform control on ∆n.
In the case of shift and scale LAE models, we propose a set of sufficient conditions for (iv) to
hold and we verify these conditions for the non trivial prior models of nonparametric mixture
priors on f .
In [32] the authors propose another set of sufficient conditions, based on a different type
of proof, for a weaker version of (3.6) to hold. Their set of conditions is neither stronger nor
weaker than ours, but does not hold for instance for the family of priors considered in Section
3.3.1. The main differences between their conditions and ours are the following. Instead of
directly assuming the posterior concentration rate in (θ, η), the authors consider a stronger
version of the usual Kullback-Leibler neighbourhood, together with a bounded entropy condition
on H. The Kullback-Leibler condition, together with the bound on the entropy are known to
be sufficient conditions to derive posterior concentration rates on fθ,η, see [21]. In addition
the authors assume a posterior concentration rate of order 1/n for the parameter θ, which is
a non trivial assumption to verify. However they do not assume a uniform bound on ∆n, but
instead require that, uniformly over η in the ϵn Hellinger ball around η0 ( h(fη0,θ0 , fη,θ0) ≤ ϵn),∫
fη,θ0(X
n)eℓn(η,θ0+hn/n)−ℓn(η,θ0)dXn < +∞ for any bounded random variables hn. Finally the
authors also require that uniformly over η such that h(fη0,θ0 , fη,θ0) > ϵn, h(fη,θ0+h/n, fη,θ0) =
o(h(fη,θ0 , fη0,θ0)). In the case of nonparametric mixture prior models, the latter is difficult to
obtain since the set h(fη0,θ0 , fη,θ0) > ϵn is typically complex and often contains non regular
functions. In order to study such complex prior models, we consider the case of shift LAE
models in the following section.
To put this result in perspective with corresponding results for regular models, the conditions
in Proposition 3 share many similarities with the ones in Theorem 1 of [8], which provides a Semi-
parametric Bernstein-Von Mises Theorem for regular models in the case of no information loss.
Indeed, in general terms the result is obtained under assumptions of posterior concentration,
positivity and continuity of the prior for θ, LAN expansion of the log-likelihood and uniform
control of the remainder term. Our conditions are analogous to these, however there are some
differences that are worth mentioning. The concentration condition (C) in [8] requires concen-
tration of the joint posterior, and the posterior for f with known θ = θ0, whereas we only require
the first one and then we derive concentration for the marginals as discussed above. Regarding
likelihood approximation, condition (N) in [8] assumes LAN expansion in θ and f , whereas we
only need LAE expansion in θ for f0 fixed. Additionally, the remainder terms are similar but
not exactly the same. Note that using our notation for the log-likelihood, the numerator of the
term in [8] can be expressed as
ℓn(η, θ)− ℓn(η, θ0) + nIη0(θ − θ0)2/2−
√
n(θ − θ0)Wn(1, 0).
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Here we see the connection with our term ∆n(η, θ), since this expression is equal to
∆n(η, θ) + ℓn(η0, θ)− ℓn(η0, θ0) + n‖θ − θ0, 0‖2L/2−
√
nWn(θ − θ0, 0).
Note that the log-likelihood difference here is for η0 instead of η, and therefore bounding this
term implies bounding the term ∆n(η, θ) and showing that the LAN expansion holds for the
parametric model with fixed η0. In Proposition 3 we state those conditions separately, evidently
replacing LAN expansion by LAE expansion, and we only require a uniform bound on ∆n(η, θ).
Finally, the denominators are also different because of the different normalisation rates; in the
regular case it corresponds to n(θ − θ0)2 and in our case we have n|θ − θ0|.
In the same reference, there is an example where Theorem 1 is applied to the estimation of
a translation parameter in Gaussian white noise. The Theorem conditions are satisfied using
a Gaussian process prior under some smoothness assumption on the nonparametric part of the
model. Indeed, it is required that the unknoun funciton f belongs to a Hölder space with
parameter β > 3/2. This coincides with the minimum smoothness required for the density in the
BvM Theorem for a Shift LAE model under a mixture prior we show in Theorem 10. In fact,
in both cases this smoothness condition is needed to prove the uniform bound on the likelihood
approximation discussed above, that is condition (N) in [8] and condition (iv) in Proposition 3,
however, it remains to be investigated if in our case this condition is necessary or if it can be
relaxed. In fact, β > 3/2 is only needed to prove the last inequality in Theorem 9.
3.2.2 Shift LAE model
In this section we apply Proposition 3 to the case of the shift LAE model defined by (3.1), where
both θ and η = f are unknown. Recall that in this case the model satisfies the LAE condition.
Similarly to [32] we assume that f belongs to F , the class of monotone non increasing densities
on (0,+∞) and we define F0 ⊂ F as the set of functions satisfying:
1. f ∈ F , f(x) > 0 for all x > 0 .
2. There exist constants 0 < a, γ,M < +∞ such that f is absolutely continuous on [0, a],
f(0) > 0 and supx∈(0,a) |f ′(x)| ≤ M < ∞.
We write the prior on (η, θ) as a product prior on (f, θ): dΠ(f, θ) = dΠf (f)πθ(θ)dθ. As discussed
in Section 3.2.1, to apply Proposition 3 the hardest condition to verify is (3.5) and to some
extend (i). Condition (i) is non standard in that one needs to derive a posterior concentration
rate separately on θ and on f , however in the context of the shift model with monotone density
functions f , this is easily deduced from the Hellinger posterior concentration rates on fθ,η.
Theorem 7. Consider the model (3.1) with a prior dΠ(f, θ) = dΠf (f)πθ(θ)dθ on F × R. We
assume that the following conditions hold.
(H1) Hellinger concentration: There exists F1 ⊂ F0 where for all f0 ∈ F1, there exists ϵn → 0





Eθ0,f0Π(h(fθ, f0,θ0) ≥ ϵn | X(n)) = o(1).
Assume also that there exists a,M, γ0, e > 0 with aM < γ0 such that for all f ∈ F1,
f(0) ≥ γ0 and supx∈(0,a) |f ′(x)| ≤ M and f(a) ≤ f(0)− ι for a small ι > 0.







|f(x)− f0(x)| > un | X(n)) → 0.
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(H3) The prior density πθ satisfies assumption (iii) of Proposition 3.
(H4) For all f0 ∈ F1, there exist sets of functions Fn ⊂ {f ∈ F ;h(f0, f) ≤ ϵn} such that any






























and there exist C0 > 0, such that for all M0 > 0 and Mn = M0 log n and for all f0 ∈ F1,
there exists M(·) on R+ satisfying
∫
M(y)f0(y)dy ≤ C0 and for all ϵ > 0 , when n is large
enough for all ∀f ∈ Fn,∣∣∣∣f ′(y + u)f(y + u) − f ′(y)f(y) −
(







for all (y, u) ∈ (0,∞)× (−Mn/n,Mn/n).










Note that the rate ϵn and the sets Fn are allowed to depend on f0, θ0.
Condition (H1) can be proved using the technique of [21] and large families of prior models
on densities on have been investigated. Condition (H3) has been discussed and is very mild.
Condition (H2) is slightly stronger than the pointwise consistency at 0. In the context of mono-
tone non increasing densities, this condition is non trivial if the prior on f consists on a mixture
of Uniform distributions, see for instance [44] and in particular the nonparametric maximum
likelihood estimator is not consistent at 0. Condition (H4) implies condition (3.5) in Proposition
3.
For instance, the prior considered in [32] trivially satisfy most of these assumptions. Indeed












and the prior on f is defined as the transformation of a prior on ℓ. In [32] , the authors assume
that with probability 1 under the prior, ℓ belongs to the set of continuous functions, bounded
by a given constant S and converging at infinity. Since f ′/f = ℓ − α is uniformly bounded by
S + α over H. Moreover since H is included in the set of monotone non increasing functions,
bounded by S +α and under the assumption that Π(‖ℓ− ℓ0‖∞ ≤ ϵ) > 0, then ϵn can be defined
as a sequence going to 0 arbitrarily slowly. From that pointwise and uniform (locally around 0)
consistency can be deduce from the bound on f ′/f together with L1 consistency. Finally, the
first part of (H4) is proved with Fn = {f ∈ H; dH(f0, f) ≤ ϵn}, which a Donsker class. The only
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e−sy |ℓ(y + u)− ℓ(y)|
)
= o(1),
for some s < α, where H can be replaced by some set Hn ⊂ H which has posterior probability
going to 1. Note that the above condition can be verified either by proving sup-norm consistency
on ℓ or equicontinuity.
3.2.3 Scale LAE model
Consider a scale LAE model Zi ∼ τ−10 g0(x/τ0), i = 1, . . . , n independently, where g0 is supported
on (1,∞) and is independent of scale τ0 > 0. Example of such distributions is Pareto family
with pdf p(x | τ, a) = ax−a−1τaI(x ≥ τ), a, τ > 0.
We can turn a scale model into a location model, by transforming the data to Xi = log(Zi)
and setting f0(x) = exg0(ex) and θ0 = log τ0, we get Xi ∼ f0(· − θ0).
We show that if the BvM is satisfied for the location parameter of a shift model, it is satisfied
for the corresponding scale parameter of the corresponding scale model.
Proposition 4. Let Xi ∼ f0(· − θ0) iid i = 1, . . . , n. Suppose that under a Bayesian model
Xi | f, θ ∼ f(· − θ), iid i = 1, . . . , n and prior Π(f, θ),
||Πn(n(X(1) − θ) | X(n))− E(f0(0))||TV ≤ αn
Pf0,θ0→ 0
as n → ∞ and n(X(1) − θ0) weakly converges to E(f0(0)).
Then, for the corresponding scale model with Yi = exp(Xi), τ = exp(θ), g(y) = f(log y)/y,
and gτ (y) = g(y/τ)/τ , and prior on (g, τ) induced by the prior Π(f, θ),
||Πn(n(Y(1) − τ0) | Y (n))− E(g0,τ0(τ0))||TV = OPg0,τ0 (max(αn, [log(1/αn)]
2/n))
Pg0,τ0→ 0
as n → ∞ for an appropriate choice of αn, and n(Y(1) − τ0) weakly converges to E(g0,τ0(τ0)).
3.3 BvM Theorem for Mixture Prior
3.3.1 Mixture Prior
Recall that F is a set of monotone non increasing densities on R+, using the mixture represen-
tation of such functions, see [50]. We consider a prior on f by modelling a prior on probabilities
G on R+ where f(x) =
∫∞
x
θ−1dG(θ). Moreover, since we restrict ourselves to continuously
differentiable densities, we do not consider the usual Dirichlet process prior on G, but instead
model it as a nonparametric mixture of Gamma densities following the recent work of [4], so that




















To ensure that fP,z is continuously differentiable on R we consider the following model for P :








ϵ2dQ(0)(ϵ) + 1− p
(3.9)
The prior on fP,z is defined as
Q(0) ∼ DP (M (0), G(0)), Q(1) ∼ DP (M (1), G(1)), (z, p) ∼ πz ⊗ πp
where M (0),M (1) > 0, G(0) is a probability measure on [0, δ) with density g(0) and G(1) is a
probability measure on [δ,∞) with density g(1).
We consider the following assumptions on g(0) and g(1): there exist −1 < a′0 ≤ a0 < ∞ and
1 < a1 ≤ a′1 < ∞ such that
xa0 ≲ g(0)(x) ≲ xa′0 as x → 0, and lim
x↗δ
g(0)(x) > 0, (3.10)
limx↘δ g
(1)(x) > 0 and
x−a1 ≲ g(1)(x) ≲ x−a′1 as x → ∞. (3.11)
The prior on z, Πz satisfies : for some constants c ≥ c′ > 0, c0 > 0 and ρz ≥ 0,
Πz([x, 2x]) ≳ e−c
√
x(log x)ρz , Πz([x,+∞)] ≲ e−c
′√x(log x)ρz as x → +∞,
Πz([0, x]) ≲ xc0 for x → 0.
(3.12)
Consider a continuous prior measure on p, Πp with density πp, supported on (0, pn) such that
for some fixed 0 < p0 < p1 < 1, p1 ≤ pn,
Πp([0, x]) ≤ C/ log(1/x) for x ∈ (0, p0),
πp(x) ≳ exp{−d[log(1/x)]5/2} for x ∈ (0, p0),
πp(x) ≥ c > 0 for x ∈ (p0, p1),
πp(x) ≳ exp{−d[log(1/(1− x))]5/2} for x ∈ (p1, pn),
(3.13)
for some constants c, d, d′ > 0 independent of n. Assume that 1/(1 − pn) ≤ [log n]s for some
s > 0.
We assume that the prior distribution on θ satisfies the following conditions.
Assumption 1. We assume that the prior Πθ on Θ = R has positive and continuous density with
respect to Lebesgue measure on R such that there exist κ > 1, Cκ > 0: Πθ(|θ| ≥ x) ≤ Cκx−κ for
large enough x.
Note that under this mixture prior, f(0) ≤ pnδ/(1−pn)+1/δ, and f ′(0) ≤ pn/(1−pn)+1/δ2.
Also note that by construction and the approximation properties proved in section sec:proofs-
cont-disc-approx, this prior model has full KL and L1 support on F×R where F is the functional
class defined in the next section. Indeed, since the prior on f is supported on densities supported
on the whole semiline [0,∞), for any given pair (θ0, f0), the KL divergence KL(f0,θ0 , fθ) is finite




Let the true density of Xis be f0,θ0(x) = f0(x− θ0) where f0 is in the set F of functions f . We
assume the following smoothness condition on f0.
Definition 4. Let P(β, L(·), γ, C0, C1, e,∆, ν), with ν ∈ (0, 1/3), contain the set of functions
f : R+ → [0,∞) which are r times continuously differentiable with r = dβe−1 and which satisfy
for all x ∈ R+ and y: y > −x and |y| ≤ ∆,∣∣∣f (r)(x+ y)− f (r)(x)∣∣∣ ≤ L(x)|y|β−r(1 + |y|γ), r∑
ℓ=0
|f (ℓ)(0)|+ L(0) ≤ C0, (3.14)

















































for some e > 0 where g(x) = −xf ′(x). Here L(·) is a fixed positive function from R+ to R+. If







Note that if f is a density in F then it is easy to show that g(x) = −xf ′(x) is also a density
on R+.
3.3.3 Posterior Concentration in L1 norm with known θ
First we consider a nonparametric density estimation problem where the density is from the class
described in Section 3.3.2 with known θ = θ0 = 0. To add an additional moment condition, we
introduce
P ′(β, L(·), γ, C0, C1, e,∆, ν) =
{




∃ρ1 > 0&C2 > 0 :
∫ ∞
x
y2f0(y)dy ≤ C2(1 + x)−ρ1 . (3.17)
We denote by T (ρ1, C2) the set of densities satisfying (3.17). Note that his condition is mild, it
is satisfied by a Student t distribution with ν > 2 degrees of freedom.
Remark 2. If f0 satisfies condition (3.17) and is bounded, then condition
∫∞
0
f1−2ν0 (y)dy < ∞
holds with any ν ≤ 1/3 such that ρ1 > (3ν − 1)/[ν(1 − 2ν)]. This is due to Hölder inequality
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≤ C[1 + x]−ρ1(1−2ν)[x3−1/ν [1/ν − 3]−11(ν < 1/3) + log x1(ν = 1/3)]
which is finite for large x under the above conditions.
We also need the following assumption on pn and δ:










≤ C log n, (3.18)
where a comes from the definition of F0(a,M, u).
Theorem 8. Consider the prior on f defined in Section 3.3.1 under assumption (3.18) and
assume that Xn = (X1, · · · , Xn) is a sample of independent observations identically distributed
according to a probability P0 on R+ having density f0 with respect to Lebesgue measure.
Then, for any β1 ≥ β0 > 1, L(·), γ, C0, C1, e,∆, C2, ρ1, a > 0, 0 < ν ≤ 1/3, M0, u > 0, there















with q = 5β/(4β + 2) if ρz ≤ 5/2 and q = 2ρzβ/(4β + 2) if ρz > 5/2 and
Qβ(· · · ) = P ′(β, L(·), γ, C0, C1, e,∆, ν) ∩ T (ρ1, C2) ∩ F0(a,M0, u).
Theorem 8 is proved in Section 3.6.
Remark 3. If f0(x) ≲ x−ρ−1 for large x for some ρ > 0, then condition (3.17) holds for ρ > 2,∫
f1−2ν0 (x)dx < ∞ holds for any ν ∈ (0, 1/3] and ρ > 2, and condition (3.16) holds for ν ∈ (0, 1/3]
such that ν < (1− 2/ρ)β/(β + 2).
3.3.4 Joint Posterior Concentration in L1 norm
For this proposition, we need the following assumption on δ and pn: there exists a sequence










Proposition 5. Consider the shift model 3.1 with prior on (f, θ) defined in Section 3.3.1 under
assumption (3.18) and (3.20). Assume that Xn = (X1, · · · , Xn) is a sample of independent
observations identically distributed according to a probability P0 on R+ having density f0 with
respect to Lebesgue measure.
Then, for any β1 ≥ β0 > 1, L(·), γ, C0, C1, e,∆, C2, ρ1, a > 0, 0 < ν ≤ 1/3, M0, u > 0, and


















with q = 5β/(4β + 2) if ρz ≤ 5/2 and q = 2ρzβ/(4β + 2) if ρz > 5/2 and
Qβ(· · · ) = P ′(β, L(·), γ, C0, C1, e,∆, ν) ∩ T (ρ1, C2) ∩ F0(a,M0, u).
This proposition is proved in Section 3.5.4.
3.3.5 Local Consistency of density with known θ
Proposition 6. Under assumptions of Theorem 8 and (1− pn)δ−2ϵ1/3n = o(1),
Πn( sup
x∈[0,a]
|f(x)− f0(x)| ≤ un | X(n)) → 1
as n → ∞ where un = C0ϵ1/3n max(1, δ)(1− pn)−1 with C0 large enough.
This proposition is proved in Section 3.10.1
3.3.6 Interaction Term
In the theorem below we verify the sufficient conditions for the interaction term to vanish stated
in Theorem 7.
We need the following additional assumptions. First, for uniform bounds, we need additional
conditions for f0 in a neighbourhood of 0.
Definition 5. Let a class of functions F̃0(a,M, u, v) with 0 < a,M < ∞, 0 < aM < u < ∞,
small v > 0, be a class of monotone non-increasing positive densities on (0,+∞) such that for
all f0 ∈ F̃0(a,M, u, v),
f0(0) ≥ u, sup
x∈(0,a)
|f ′0(x)| ≤ M, f0(a) ≤ f0(0)− v. (3.22)
Note that condition aM < u implies that f0(a) is uniformly bounded from below by u−aM >
0. We need the following additional assumptions. For f0 ∈ F̃0(a,M, u, v),
δ ≤ M−1(f0(0)− v), δ2 ≤ (1− pn)/pn ∧ a/4, 1− pn ≤ C[log n]−1, (3.23)
with C denoting any finite positive constant.
In particular, conditions (3.20) and assumption of Proposition 6 that (1− pn)δ−2ϵ1/3n = o(1)
hold for any β > 1 under (3.23).
Theorem 9. Assume that Xn = (X1, · · · , Xn) is a sample of independent observations identically
distributed according to a probability P0 on R+ having density f0 with respect to Lebesgue measure.
Consider the prior defined in Section 3.3.1 under assumption (3.23).
Then, there exist sets of functions Fn ⊂ F ∩P ′(β, L(·), γ, C0, C1, e,∆, ν) ∩ F̃0(a,M, u, v) for
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and there exist C0 > 0, such that for all M0 > 0 and Mn = M0 log n and for all f0 ∈ F1, there
exists M(·) on R+ satisfying
∫
M(y)f0(y)dy ≤ C0 and for all ϵ > 0 , when n is large enough for
all ∀f ∈ Fn, ∣∣∣∣f ′(y + u)f(y + u) − f ′(y)f(y) −
(







for all (y, u) ∈ (0,∞)× (−Mn/n,Mn/n).
This theorem is proved in Section 3.10.2.
3.3.7 Bernstein-von Mises theorem for the mixture model
Combining previous results we have verified the sufficient conditions for the BvM theorem for
the marginal posterior distribution of θ stated in Theorem 7 which are summarised below.
Under the mixture prior on f defined in Section 3.3.1, we make assumptions (3.18) and (3.23).
The latter assumptions hold for large enough n if
1/(1− pn) = C[log n]s, δ = c[log n]−s/2 (3.24)
with 0 < s ≤ 1, C ∈ (0,∞) and 0 < c < C−1/2.
Theorem 10. Assume that Xn = (X1, · · · , Xn) is a sample of independent observations iden-
tically distributed according to a probability P0 on R+ having density f0(· − θ0) with respect to
Lebesgue measure that satisfies the LAE assumption with γθ0 = f0(0) .
Consider the model (3.1) with a prior dΠ(f, θ) = dΠf (f)πθ(θ)dθ on F ×R where the prior on
f is defined in Section 3.3.1 under additional conditions (3.24), and that the prior on θ satisfies
Assumption 1.
Then, for some β1 ≥ β0 ≥ 3/2, L(·), γ, C0, C1, e,∆, C2, ρ1, a, M, M0, u, v > 0, 0 < ν ≤















We developed two versions of a Slice sampler algorithm for the following prior model













ϵ2dQ(0)(ϵ) + 1− p
; Q(i) ∼ DP (m,H(i)), i = 0, 1.
H(0)(x) ∝ xa, x ∈ [0, 1]; H(1)(x) ∝ x−a, x ∈ (1,∞); a > 1.
p = qpn, q ∼ Beta(α, β), α, β > 0, pn ∈ (0, 1)
Πz :
√
z ∼ Γ(b, c), b, c > 0; θ ∼ td
First note that if X ∼ f(x) and Y ∼ fY (y) :=
∫∞
0
gz(y; ϵ)dP (ϵ) then X|Y ∼ Unif(0, Y ),
therefore X can be expressed as X = ξY where ξ ∼ Unif(0, 1). Thus, that equality and ξ being
independent from Y implies X|ξ ∼ fY (x/ξ)/ξ. Thus the joint density of X and ξ is
f(x, ξ) = 1(0 ≤ ξ ≤ 1)
∫ ∞
0
gz(x/ξ; ϵ)/ξdP (ϵ) (3.25)
First Method



































(1− V (i)k ) (3.27)
and V (i)j ∼ Beta(1,m).







j + 1 − p. We augment the model with other auxiliary
variables; (v|p, V (0), V (1), ϵ) ∼ Γ (n, T ) to handle the normalising constant, u = (u1, . . . , un) for
truncation, and c = (c1, . . . , cn) for allocation.
Therefore, the full likelihood becomes
Ln(X




























Note that T contains a sum of an infinite number of elements. As a first approach we use the













j + 1− p and L = mini ui. Note that the error in













j and the distribution of L given the
weights pci is given by






















with pmin := min{pci}i=1,...,n and pmax := max{pci}i=1,...,n
This allows us to use a Gibbs sampler algorithm based on the following conditional distribu-
tions













j + 1− p, L = mini ui.
• [ξi| . . .] ∝ 1(0 ≤ ξi ≤ 1) gz((Xi − θ)/ξi; ϵci)/ξi















i=0 1(ci = j)
• [ui| . . .] ∼ Unif(0, pci)
• Pr[ci = j| . . .] ∝ 1(ui ≤ pj) gz(Xi/ξi; ϵj)




j 1(0 ≤ ϵj ≤ δ)
• [ϵ(1)j | . . . excluding u] ∼ e−zSj/ϵj ϵ
−(znj+a)
j 1(ϵj > δ)















• [V (1)j | . . . excluding u] ∼ Beta(nj + 1, m+
∑
k>j nk)










j , nL =∑n
i=0 1(ϵci ≤ δ) , nU = n− nL











We can follow the approach in Griffin & Walker (2011) [27] and marginalise over the weights
that are not allocated but their idea cannot be applied directly as the weights from the Dirichlet
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Process are not independent. Therefore we need to find a way to express our process with inde-
pendent jumps. For this purpose use the stick-breaking representation of the Dirichlet Process







































(1− V (1)k )
and V (1)j ∼ Beta(1,m).
Let us define w :=
∑
k Jk and add it to the Gibbs sampler. We know that the prior for w is
w ∼ Γ(m, 1).
Therefore, the full likelihood becomes
Ln(X




















pϵ2jJk/w if ϵj ≤ δ
(1− p)q(1)k otherwise.
(3.35)
Following Griffin & Walker (2011) [27] we introduce a new variable 0 < L ≤ min{pci : ϵci ≤ δ}
and marginalise out the weights that are smaller than L. Let SL be the set of weights greater








and JSCL similarly. Thus,
Ln(X










1(ui ≤ pci)1(0 ≤ ξi ≤ 1) gz((Xi − θ)/ξi; ϵci)/ξi
(3.36)














































































which can be calculated via numerical integration.
If variables ui are integrated out.
Ln(X











1(0 ≤ ξi ≤ 1) gz((Xi − θ)/ξi; ϵci)/ξi∏
j ̸=i
(pcj − L)1(0 ≤ ξj ≤ 1) gz((Xj − θ)/ξj ; ϵcj )/ξj
] (3.40)
which is not very useful for a Gibbs sampler. Note that this differs from the expression in
the work by Griffin and Walker, which did not consider the randomness of L.
As an alternative to this we just obtain all conditional posterior from the full likelihood
given by equation (3.36) without marginalising out any variable. Hence the corresponding Gibbs
sampler algorithm is based on the following conditional distributions











• [ξi| . . .] ∝ 1(0 ≤ ξi ≤ 1) gz((Xi − θ)/ξi; ϵci)/ξi















i=0 1(ci = j)
• [ui| . . .] ∼ Unif(0, pci)
• Pr[ci = j| . . .] ∝ 1(ui ≤ pj) gz(Xi/ξi; ϵj)











, ūj = max{ui}i: ci=j
• [ϵ(1)j | . . .] ∼ e−zSj/ϵj ϵ
−(znj+a)
j 1(ϵj > δ)























, uj = min{ui}i: ci=k>j

























• [p| . . .] ∼ epvRpα−1(pn − p)β−11
(













































We implemented in programming language R the first method, that worked very well in prac-
tice. In order to sample from non-standard conditional distributions we used rejection sampling.
To find suitable envelope functions, for each of the expressions determining the conditionals, it
was studied the number of modes and support depending on different values of the parameters.
In all cases we have supports that are finite intervals or semi-lines and most of them define
unimodal distributions. Thus, we used Gamma and truncated Gamma distributions as envelope
functions. To define the value of the paramters of the envelope we imposed two conditions.
The first is that the modes coincide and that the envelope is equal to target density at that
point. This can be done by finding the mode of the target conditional through the zeros of the
derivative of the log of the density, and using the expression of the mode of a Gamma distribution.
In most of the cases the zeros had analytical expressions, and only a couple had to be found
numerically. This slows down each iteration of the sampler but in practice it was not critical.
In some cases the mode was located at one of the boundary points of the support, but this is
not a problem since it is also possible to construct (truncated) Gamma distributions with that
characteristic.
The second condition to determine the parameters of the envelope Gamma distribution was
to impose the definition of being an envelope, that is, being greater or equal to the target density.
This gave us a condition for the parameters for each point in the support. More specifically, we
used the condition on the modes to express the scale parameter in terms of the shape parameter,
and plugging in that expression on the second condition we obtained a critical value for the shape
parameter for each point of the support. Increasing the value of the shape parameter results in
tighter envelopes and this critical value is the threshold for which at a certain point, target and
envelope are equal and thus the shape parameter was chosen as the biggest possible that was
below the threshold for all points in the support, or in other words, the minimum of the critical
values throughout the support. Again, in order to find this minimum sometimes it was possible
analytically and sometimes numerically.
We show an example. Recall the conditional for parameter z in the first method.













(Xi − θ)/ξi,and nj =
∑n
i=0 1(ci = j). Recall that in rejection sampling the
normalising constant is irrelevant. Therefore the logarithm of the density can be expressed as
ℓ(z) := −zV − c
√
z + (b/2− 1) log(z) + n(z log(z)− log Γ(z))
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for some variable V that depends on the observations and other parameters. This function goes




z + 2nz(1 + log(z)− Γ′(z)/Γ(z))− 2V z − 2 = 0
since there is no closed expression for the solution we find it numerically. Let us denote such
solution as µ, and define as α and β the shape and scale parameters of the envelope Gamma
distribution. Since we impose equal modes we obtain the expression β = (α − 1)/µ and the
envelope function is Kµ + (α − 1) log z − βz with Kµ = ℓ(µ) − (α − 1) log µ − βµ so that the
functions coincide at µ. Now imposing the envelope condition at a point z
(α− 1) log(z/µ)− β(z − µ) ≥ ℓ(z)− ℓ(µ)
replacing β and reorganising we obtain that the critical value for α at z, say α̃(z) is
α̃(z) = 1 + (ℓ(µ)− ℓ(z))/(log(µ/z) + (z/µ− 1))
and exploring this function we realised that it is decreasing with a strictly positive limit at infinity
equal to 1 + µ(V − n). Hence this is the value of α that gives us the tightest envelope.
When there are more than one mode, the strategy is to use a mixture of Gammas and follow
similar steps. In the following sections we show the outcomes of using this algorithm with
simulated and real data.
3.4.2 Simulated Data
We simulate data from two different true distributions, Exp(2) and a mixture of Γ(2.5, 1) with
the uniform distribution (as in the prior), number of observations is n = 100 in both cases, and
prior parameters are a = b = 2, c = 1, d = 2, δ = 1, m = 1, α = β = 0.5, pn = 0.99, using
the first sampler described in Section 3.4.1. We ran a total of 40000 iterations with a burn-in of
30000 and thinning of 5 to reduce autocorrelation. Figures 3.1 and 3.2 show posterior samples
for f and normalised location parameter n(θ − X(1)) corresponding to data from Exp(2) and
Gamma-Uniform mixture respectively.
In the plots for f , red solid line represents the posterior mean and green solid line represents
the true density. In the histograms, solid black line in plots for θ shows the (Negative) Exponential
density that fit best the sample. We observe that in both cases the parameter of the Exponential
distribution for (normalised) θ is close to f0(0) as it was expected from theoretical results.
For Exp(2): the 95% credible interval for f(0) is (1.142, 2.925) (with true value being 2)
and the fitted exponential for n(θ −X(1)) had rate 1.64 (true value is 2). For Γ(2.5, 1)-Uniform
mixutre: the 95% credible interval for f(0) is (0.520, 0.878) (with true value being 2/3) and the
fitted exponential for n(θ −X(1)) had rate 0.675 (true value is 2/3).
3.4.3 Auctions Data
3.4.4 Procurement auctions
In this section we apply the model we propose to the private procurement auctions. For a
definition and discussion, see e.g. [28, 33]. Typical examples of private procurement auctions
are where bids are invited by government for building roads, buildings etc. Consider observed
bids from a procurement auction b1, . . . , bn from n bidders. For each bidder, given their value
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f0(0)=2, n=100, Fitted: Exp(1.64)
Figure 3.1: Samples from posterior distribution of f and n(θ − X(1)), for simulated data from
Exp(2) Distribution. f0(0) = 2. Fitted Exponential distribution is shown in histogram for
n(θ − X(1)). Red: Posterior mean; Green: Truth. Total iterations: 40000, Burn in: 30000,
Thinning: 5, m = 1, a = b = 2, c = 1, d = 2.






























f0(0)=0.667, n=100, Fitted: Exp(0.675)
Figure 3.2: Samples from posterior distribution of f and n(θ − X(1)), for simulated data from
GammaUnif(2.5, 1)-mixture. f0(0) = 2/3. Fitted Exponential distribution is shown in his-
togram for n(θ −X(1)). Red: Posterior mean; Green: Truth. Total iterations: 40000, Burn in:
30000, Thinning: 5, m = 1, a = b = 2, c = 1, d = 2.
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of the cost c, the optimal bidding strategy is the winning bid b (under the assumption of the






where C ∼ G is the distribution of cost [28], and the costs of individual bidders are assumed
to be independent. Examples of such distributions are shifted exponential c + Exp(λ) with
b(c) = c + 1/[λ(n − 1)] and Pareto distribution with G(x; c) = (1 − (x/c)−a)I(x > c) with
b(c) = c(1 + 1a(n−1)−1 ).
In practice, it is of interest to determine the actual cost c of given observed bids which is the
lower bound of the support of G. Typically G is assumed known (see eg [11]). We address the
case where both G and c are unknown.









Note that for the location model, (3.41) is easy to invert as the bid is a shifted cost, with the





In the model considered in the paper, for observed bis, we estimate θ - the lower support point
of the distribution of b, and the distribution of the bids




We estimate the density of F and θ, and we need to estimate sG,n to obtain the distribution of
the cost.




(1− F (x+ s))n−1dx. (3.43)
3.4.5 Checking the identification assumption
Now we discuss the identification assumptions of Theorem 1 stated in [33] (supplement) that the




and bk(c) is the bid corresponding to cost c based on k bidders.
For a location model, the bid function is defined by (3.41) which implies that b(c) − c is







Differentiating the log for a continuous range of k, we have
log π0(k)










(1−G(x; 0))k−1dx]−1 < 0
i.e. it decreases.
















I(y > c)g(c)dc =
∫
G(y)(1−G(y))k−1dy.






i.e. π0(k) decreases in k.
3.4.6 Distribution of the smallest bid given observed costs
Suppose we observe costs c1, . . . , cn and estimate their distribution fθ(x).











(1−G(x))n−1dx ≤ EG(X)(1−G(M log n/n))n−2
≤ EG(X)
(
1− g(M log n/n)M log n
n
)n−2
≤ EG(X)e−Mg(M logn/n) logn
≤ EG(X)n−Mg0(0)/2
for all G such that supx∈[0,δ] |g(x)− g0(x)| ≤ g0(0)/2. So if we can control EG(X) in Aϵn so that






Now let u = G(x; 0), we have du = g(x; 0)dx = g0(0)(1 + o(1))dx uniformly on [0,M log n/n] so
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uniformly on Aϵn so that studying BvM for b is equivalent to studying BvM for c. By choosing
Mn = o(
√







and for all δ > 0
Π(EG(X) > e






as soon as ϵn = o(n−1/4−δ0) for some δ0 > 0.
3.4.7 Asymptotic expression for the shift
We can see in Section 3.4.6, that asymptotically for large n, the equation for the shift s = sG,n
(3.43) can be written as
s = 1/(nf0(s)) + o(1/n).
Now we show that asymptotically, s = sG,n = 1nf0(0) (1 + o(1)).
As f0(x) ≤ f0(0) for all x, s ≥ 1/(nf0(0)) + o(1/n). If s > a (here a > 0 is a constant used
in the definition of class F) then the equation implies f0(s) < a/(n + o(1)) for all natural n
which contradicts the assumption that f0(0) = γ > 0, i.e. is separated away from 0. Therefore,
s ∈ [1/(nf0(0)), a]. As supx∈(0,a) |f ′0(x)| ≤ M , this implies that
f0(s) = f0(0)− s(−f ′0(s)) ≥ f0(0)− sM
which implies that s ≤ 1/(f0(0)n)(1+ o(1)) which together with the first inequality implies that
s = 1/(f0(0)n)(1 + o(1)).
If supx∈(0,a) |f ′0(x)|/f0(x) ≤ M , this implies that for some s0 ∈ (0, s),
f0(s) = f0(0)− s(−f ′0(s0)) ≥ f0(0)− sMf0(s0) ≥ f0(0)(1− sM)
which implies that s ≤ 1/(f0(0)n)(1+ o(1)) which together with the first inequality implies that
s = 1/(f0(0)n)(1 + o(1)).
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3.4.8 Credible interval for the unknown cost
When f = f0 is known, under a location LAE model, asymptotically, (1 − α)100% credible
interval for its lower support point is [X(1) + log(1−α)nf0(0) , X(1)].





− sG,n, X(1) − sG,n],
as f0(0) = g0(sG,n).
Under the conditions of marginal BvM for θ, sG,n ≈ 1/(nf0(0)), and hence f0(0) = g0(sG,n) ≈
g0(0) as on Aϵn , supg, 0≤h≤nun |g(h)− g0(0)| ≤ Mϵ
1/3
n , where nun → ∞ as n → ∞.
Therefore, the credible interval for b(c) with unknown G asymptotically becomes
[X(1) −
log(1− α) + 1
ng0(0)




i.e. the price to pay for unknown G is of the order of the estimation error of θ0.
3.4.9 Application to California Transport procurement auctions
We apply the model to the bids observed in Californian state procurement auctions of highway
and street maintenance projects carried out by the California Department of Transportation
(Caltrans) between January 2002 and December 2005. The data are freely available on the
Caltrans website, and were studied by [33]. Here θ is the bid corresponding to the true cost
of the project. In these auctions, small companies had a preferential treatment and hence a
potentially different distribution of bids from the large companies participating in the same
auction. Therefore, here small and large companies are analysed separately.
We analysed bids by small companies in Auction 128 (n = 7), and bids by large companies
in auction 438 (n = 6), with and without log transform, i.e. using scale and location models,
keeping same parameters used with simulated data. These are two of the auctions with highest
number of bids that have histograms suggesting a decreasing density function (Figure 3.3).
For Auction 128, the draws from the posterior density of fθ and the marginal posterior
distribution of θ are given in Figure 3.4 for the location model, and under the log transform
in Figure 3.5. The 95% credible intervals for θ0 and for f0(θ0) under both models are given in
Table 3.1. We can see that both densities have high uncertainty around the lower support point
which is reflected in fairly wide credible intervals for f0,θ0(θ0) however the marginal distribution
of θ0 is approximated very well by and exponential distribution, despite a relative small number
of observations. This may be due to a faster rate of contraction of the posterior.
Uncertainty about θ0 is higher under the scale model than under the location model. This may
be due to a simpler estimation process for f0,θ0(θ0) under the location model (as f(0)) compared
to the one under the log transform and then back to the original scale (f0,θ0(θ0) = θ−10 f0(·/θ0)
is estimated as e−τg(0) for the corresponding location model g(· − τ)).
Draws from the posterior densities of the bids with and without log transform for Auction
438 are given in Figures 3.7 and 3.6, respectively, and the credible intervals for θ0 and f0,θ0(θ0)
are given in Table 3.2. The uncertainty of f0,θ0(θ0) is larger for both models compared to that
for Auction 128, otherwise the conclusions are similar.
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Figure 3.3: Histograms for Auction 128 (small companies) and Auction 438 (large companies),
CalTrans.
Scale model Location model
95% CI for θ0 [2.809, 3.697] [3.275, 3.697]
95% CI for f0,θ0(θ0) [0.262, 5.658] [0.495, 6.596]
Table 3.1: Auction 128, small companies, bids divided by 105.
























Auction id=128, small companies, n=7, Fitted: Exp(1.08)
Figure 3.4: Auction 128, small companies, location model. Left: Posterior distribution of bids,
black lines represent the draws from the posterior distribution of f , red line is posterior mean;
lower support point is the posterior mean of θ. Right: Posterior distribution of the smallest bid
(recentred by the smallest bid and rescaled by sample size).
Scale model Location model
95% CI for θ0 [1.288, 1.812] [1.392, 1.812]
95% CI for f0(θ0) [0.299, 20.887] [1.030, 8.712]
Table 3.2: Auction 438, large companies, bids divided by 105.
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Auction id=128, small companies, n=7, Fitted: Exp(1.51)
Figure 3.5: Auction 128, small companies, scale model. Left: Draws from the posterior distribu-
tion of g(x) = f(log x)/x, red line is posterior mean; lower support point is the posterior mean
of log θ. Right: Posterior distribution of the log of the smallest bid (recentred by the smallest
bid and rescaled by sample size).




























Auction id=438, large companies, n=6, Fitted: Exp(1.23)
Figure 3.6: Auction 438, large companies, location model. Left: Posterior distribution of bids,
black lines represent the draws from the posterior distribution of f , red line is posterior mean;
lower support point is the posterior mean of θ. Right: Posterior distribution of the smallest bid
(recentred by the smallest bid and rescaled by sample size).
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Auction id=438, large companies, n=6, Fitted: Exp(1.52)
Figure 3.7: Auction 438, large companies, scale model. Left: Draws from the posterior distri-
bution of f , red line is posterior mean; lower support point is the posterior mean of θ. Right:
Posterior distribution of the smallest bid (recentred by the smallest bid and rescaled by sample
size).
3.5 Proofs
3.5.1 Proof of Proposition 3

































































Note that by continuity and positivity of the prior density πθ at θ0, π(θ0+h/n) = π(θ0)(1+o(1))










We consider the following expansion of the log-likelihood ratio:





The first term, ℓn(η0, θ)− ℓn(η0, θ0), represents log likelihood ratio for a parametric model with





Under assumption (3.5) , we have that
Jn(θ0 + h/n) = Jn(θ0)(1 + oP0(1 + h))



















which terminates the proof.
3.5.2 Proof of Theorem 7
To prove Theorem 7, we verify assumptions (i)-(iv) of Proposition 3. We first prove (i) holds for
An = {dH(f0, f) ≤ ϵn, |θ− θ0| ≤ Mn/n} where ϵn is given in condition (H1) and Mn = M0 log n
where M0 > 0 is a constant large enough.
To do that we first note that Π(Bn|X(n)) = 1 + oP (1) uniformly over F1 × Θ0 , where
Bn = {dH(f0, f) ≤ ϵn, |θ − θ0| ≤ 8ϵ2n/f0(0)}, due to Lemma 9. Moreover note that
Π(θ > X(1)|X(n)) = 0, P0(X(1) > θ0 +Mn/n) ≤ f0(0)/Mn = o(1)
We now prove that Π(θ ≤ θ0 −Mn/n|X(n)) = oP (1), using an adaptation of Lemma 4.3 of [32].





and uniformly over F1 ×Θ0,
Π(θ ≤ θ0 −Mn/n|X(n)) = Π({θ ≤ θ0 −Mn/n} ∩Bn|X(n)) + oP0(1)







(1 + o(1)) + oP0(1).
Let












ℓn(θ, f)− ℓn(θ0, f) ≥ 0 },
with ϵ < 1/f0(0). Note that Pf0,θ0(Ωn(θ0)) = Pf0,0(Ωn(0)) and similarly with Ω
′
n and we show
in Lemma 18 that
Pf0,0(Ωn(0)




uniformly over F1, where C1 > 0 is a fixed constant depending only on F1, if ϵ is small enough.
Then on Ωn(θ0), for all θ0 − C0ϵ2n ≤ θ ≤ θ0 −Mn/n,
Sn(θ) ≤ Sn(θ0)e−C1Mn








and on Ω′n ∩ Ωn(θ0)
Π(θ ≤ θ0 −Mn/n|X(n)) ≤
e−C1Mnn
ϵ2
+ op(1) = op(1)
as soon as Mn ≥ 2 log n/C1 := M0 log n. This proves that (i) holds with An = {(f, θ),∈
Fn, dH(f0, f) ≤ ϵn, |θ−θ0| ≤ Mn/n}. Note that (ii) is proved in [30] and that (iii) is a consequence
of (H3). We therefore need only prove that (iv) holds.
We now study ∆n(f, θ) defined in (3.4), using the change of variable Yi = Xi− θ0 ∼ f0 under
f0,θ0 and defining Pyn the empirical measure associated to Yi, i ≤ n and Gyn its centred version
scaled by
√
n. Let h = n(θ0 − θ), then |h| ≤ Mn.
|∆n(f, θ)| = |nPyn [log f(·+ h/n)− log f(·)− log f0(·+ h/n) + log f0(·)]|
≤ |h|













From the second part of condition (H4), the second part of the right hand side is bounded by














































converges almost surely to 0 due to P0(|f ′0(·)|/f0(·)) = f0(0) < ∞ [17]. This convergence is
uniform over the class of functions where f0(0) is uniformly bounded above (condition (H1)),



































on An. We thus have that |∆n(f, θ)| = oP0(|h|) uniformly over An and Theorem 3.5.2 is proved.
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3.5.3 Marginal Concentration in L1 norm
Lemma 9. Consider the shift LAE model with fη,θ(x) = f(x−θ) := fθ(x) where f ∈ F . Assume
that f0 ∈ F0(a,M, u) and that θ0 ∈ R. If dH(fθ, f0,θ0) ≤ ϵn, for any ϵn ≤ f0(0)/(2M) ∧ a, then,
|θ − θ0| ≤ 8ϵ2n/f0(0) ≤ 8ϵ2n/u, and dH(f, f0) ≤ ϵn. (3.46)
Proof of Lemma 9. First let θ > θ0. Using the change of variables y = x − θ0 and noting that
f(y − θ + θ0) = 0 for y ∈ (0, θ − θ0) we write























f0(y − θ + θ0)
√
f(y − θ + θ0)dy
= d2H(f0, f).
The same argument holds if θ ≤ θ0 so that
d2H(f0, f) ≤ d2H(f0,θ0 , fθ).
Moreover
d2H(f0,θ, f0,θ0) ≤ 2d2H(f0, f) + 2d2H(f0,θ0 , fθ) ≤ 4ϵ2n.




f0(x)dx = F0(θ − θ0)
Since f ′0 exists and is bounded by M > 0 on (0, a) for some a,M > 0, by choosing ϵ0 < a





3.5.4 Joint posterior concentration rate
Proof of Proposition 5. We prove the theorem by verifying conditions of Theorem 2.1 of [21].
Note that we are under the conditions of Theorem 8 which is proved by verifying the conditions
of this theorem for dH(f, f0) stated in Lemmas 13 and 17. Without loss of generality, consider
the case θ0 = 0.
Define the following neighbourhoods of f and θ:
Sn := {f : KL(f0, f) ≤ ϵ2n; V (f0, f) ≤ Mϵ2n},
Ωn := {θ : −δn ≤ θ ≤ 0}
with δn → 0 and Mn → ∞ as n → ∞. By Lemma 17,
Π(f ∈ Sn) ≥ Cpe−κn
1/(2β+1)(logn)2q , and Π(θ ∈ Ωn) ≥ min(πθ(0), πθ(−δn))δn
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if the prior on θ satisfies the assumptions of the proposition where ϵn = ϵ0n−β/(2β+1)(log n)q,
with q defined in Theorem 8.
The following upper bound on log f(0) holds under the considered prior:
log[δpn/(1− pn) + 1/δ] ≤ M̃n
under the assumptions of the proposition.
By Lemma 10, under stated assumptions,
KL(f0, fθ) = O(ϵ2n + M̃nδn), V(f0, fθ) = O(ϵ2n + M̃2nδn).
Hence, it is sufficient to take δn = O(ϵ2n/M̃2n) which tends to 0 by the assumption of the propo-
sition. This implies that the prior probability of the event
KL(f0, fθ) = O(ϵ2n), V(f0, fθ) = O(ϵ2n)
is bounded from below by





for large enough n, for any δn such that δn = O(ϵ2n/M̃2n) and δn ≥ e−0.5κnϵ
2
n . Since M̃n ≤ [log n]A
for some A ≥ 0, we can take e.g. δn = Cn−1 which satisfies both conditions.
The entropy condition for the prior for f is verified in Lemma 13 due to assumptions (3.18),
and the lemma, together with Proposition 7, imply the entropy condition for the prior for fθ.
The assumption of the proposition that
M̃n = logMn ≤ log(4) + nϵ2n(κ− 1)/κ+ 2 log ϵn
holds since M̃n ≤ m1[log n]A.
This completes the proof.
Proposition 7. Suppose that probability density f(· − θ) is such that
1. f ∼ Π satisfying f(x) =
∫∞
x
y−1g(y)dy and f(0) ≤ Mn,
2. θ ∼ π(θ) - proper prior, independent of f , satisfying for some κ > 1 and for large θ > 0:
π((−∞,−θ)) ≲ θ−κ, π((θ,∞)) ≲ θ−κ.
If Mn ≤ 4enϵ
2
n(κ−1)/κϵ2n and there exists a sieve Q for prior Π of f such that
Π(Qc) ≤ ce−nϵ
2
n & logN(ζϵn, Q, dH) ≤ Cnϵ2n
with ϵn = n−γ [log n]q, then
Π(Q̃c) ≤ (c+ 1)e−nϵ
2
n & logN((ζ + 1)ϵn, Q̃, dH) ≤ (C + 1)nϵ2n,
where Q̃ = {f(· − θ) : f ∈ Q& θ ∈ [−B,B]} with B = 2 exp{nϵ2n/κ}ϵ2n.
Proof of Proposition 7. We need A,B such that π((−∞, A)) ≤ exp{−nϵ2n}/2, π((B,∞)) ≤
exp{−nϵ2n}/2. Consider a finite sieve Θ̂ = {A + hs, s = 1, . . . , S = d(B − A)/he} with h
such that logd(B −A)/he ≤ nϵ2n.
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Then, for a f̂ ∈ Q̂, a ζϵn net of Q, f ∈ Q, θ ∈ [A,B] and θ̂ ∈ Θ̂ (assuming θ̂ ≥ θ without loss
of generality),















≤ ζϵn + 2f̂(0)h.
For the Hellinger distance,
dH(f(· − θ), f̂(· − θ̂)) ≤ dH(f(· − θ), f̂(· − θ)) + dH(f̂(· − θ), f̂(· − θ̂))
≤ ζϵn +
√




i.e. we need h = [0.5ϵn/M ]2, since for the considered prior f̂(0) ≤ M .
Hence, it is sufficient to take A,B such that π((−∞, A)) ≤ exp{−nϵ2n}/2, π((B,∞)) ≤
exp{−nϵ2n}/2, B ≤ 2enϵ
2
n(ϵn/Mn)
2, A ≥ −2enϵ2n(ϵn/Mn)2. As the conditions are symmetric in
B and −A, we take A = −B.
As π((−∞,−θ)) ≤ Cθ−κ and π((θ,∞)) ≤ Cθ−κ for some κ > 1 for large θ > 0, the
conditions above can be written as
π((−∞, A)) ≤ C(−A)−κ ≤ exp{−nϵ2n}/2, π((B,∞)) ≤ CB−κ ≤ exp{−nϵ2n}/2,
i.e. we need −A = B ≥ exp{nϵ2n/κ}/2 and B ≤ 2enϵ
2
n(ϵn/Mn)





hence the proposition is proved.
Lemma 10. Assume that f, f0 are decreasing density functions on [0,∞), f0 ∈ P(β, L(·), γ, C0,
C1, e,∆, ν), and f(0) < ∞.
Then, KL(f0, f(· − θ)) = V(f0, f(· − θ)) = ∞ if θ > 0, and if −∆ ≤ θ ≤ 0, then
KL(f0, fθ) ≤ KL(f0, f) + (log f(0))+|θ|[C0 + 2C1],
V(f0, fθ) ≤ V(f0, f) + 2|θ|[(logC0)+ + (log f(0))+](log f(0))+[C0 + 2C1].
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Proof of Lemma 10. First we study KL(f0, fθ):













log f(x)[f0(x)− f0(x+ θ)]dx



























≤ (log f(0))+|θ|[f0(0) + 2C1]
by the definition of the class P(β, L(·), γ, . . .) with the appropriate ρj and β > 1, since |θ| ≤ ∆.
















≤ V(f0, f) + 2(log f0(0))+[KL(f0, fθ)−KL(f0, f)] +
∫ ∞
0
[[log f(x− θ)]2 − [log f(x)]2]f0(x)dx.
Consider the last integral. As f(x) decreases, for θ ≤ 0 it is bounded above by 0. For θ > 0,∫ ∞
0




[log f(x− θ)− log f(x)]f0(x)dx
≤ 2(log f(0))+[KL(f0, f)−KL(f0, fθ)].
Hence,
V(f0, fθ) ≤ V(f0, f) + 2[(log f0(0))+ + (log f(0))+](log f(0))+|θ|[f0(0) + 2C1].
3.6 Proofs: posterior concentration rate of f for known θ0
Proof of Theorem 8. The theorem is proved by verifying the assumptions of Theorem 2.1 of [21].
The first assumption, on the prior mass of Kullback - Leibler neighbourhood of the true density,
is verified in Lemma 17. In Lemma 11 we control the Hellinger entropy of the sieves defined
below. Fix an arbitrary ζ > 0 to be defined later, and take a sieve Qn = Q(ζεn, Jn, an, bn, z, z̄)
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as defined by (3.49) in Lemma 11 with
εn = n
−β/(2β+1)[log n]q, z̄ = nd, z = 2, d > 2/(2β + 1)
J1,n = j1n
1/(2β+1)(log n)2q−1, J0,n = j0n
1/(2β+1)(log n)2q−1, ,
a = exp{−Cn1/(2β+1)[log n]2q}, b = exp{Cn1/(2β+1)[log n]2q},
pmin = exp{−Cn1/(2β+1)[log n]2q}, pn ≤ 1− exp(−ns)
(3.48)
for some constants C, s > 0, and j0, j1 large enough and q as defined in the theorem.
Then, by Lemma 13,
Π(Qc) ≤ e−nϵ
2
n and logN(ζϵn, Q, dH) ≤ Cnϵ2n.
Choosing ϵ0 large enough in the definition of ϵn = ϵ0εn completes the proof of Theorem 8.
3.6.1 Entropy condition









ϵ , x > 0.
Lemma 11. Fix ε > 0, J0, J1 ∈ N, 0 < a < δ < b < ∞, 2 ≤ z < z̄ < ∞, 0 < pmin < pn,




































j ∈ [a, δ] for j = 1, . . . , J0, ϵ
(1)
j ∈ [δ, a+ b] for j = 1, . . . , J1;
z ∈ [z, z̄], p ∈ [pmin, pn]

(3.49)
where rmax = pn/(1− pn) ≥ 1.
Then, for ε ≤ min(1, (z̄)1/4),
logN(5ε,Q, dH) ≤ C + J [log log(b/a)− 2 log(2ε/5) + 0.5 log(z̄)]






Π(Qc) ≤ J0G(0)([0, a]) + J1G(1)((a+ b,∞))


















In particular if Q is defined by (3.48), then
Π(Qcn) ≤ e−nϵ
2
n and logN(ζϵn, Qn, dH) ≤ Cnϵ2n
Proof. Proof of Lemma 11
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This lemma follows from Lemma 12 due to inequality d2H(f1, f2) ≤ 2||f1−f2||1 which implies
N(ε2/2, Q, dH) ≤ N(ε,Q, ‖ · ‖1).
Denoting v = 5ε2/2, and hence ε =
√
2v/5, Lemma 12 implies
logN(5v,Q, dH) ≤ logN(5
√
v/5, Q, ‖ · ‖1)
≤ C + J [log log(b/a)− 2 log(2v/5) + 0.5 log(z̄)]






Π(Qc) ≤ J0G(0)([0, a]) + J1G(1)((a+ b,∞))


















Lemma 12. Fix ε > 0, J0, J1 ∈ N, 0 < a < δ < b < ∞, 2 ≤ z < z̄ < ∞, 0 < pmin ≤ pn,






































j ∈ [a, δ] for j = 1, . . . , J0, ϵ
(1)
j ∈ [δ, a+ b] for j = 1, . . . , J1;
z ∈ [z, z̄], p ∈ [pmin, pn]

where rmax = pn/(1− pn) ≥ 1.
Then, for ε ≤ min(1,
√
z̄),
logN(5ε,Q, ‖ · ‖1) ≤ C + J [log log(b/a)− 4 log ε+ 0.5 log(z̄)]






Π(Qc) ≤ J0G(0)([0, a]) + J1G(1)((a+ b,∞))


























jI(ϵj ≤ δ) + (1− p)
,
with superscripts k for p(k)j corresponding to ϵ
(k)








Fix δ2 = ε/C for the constant C defined in proof of Lemma 4.2 in [4] (seethe statement of
this Lemma in section 3.11), δ1 = ε/(6
√
2z) and δp = ε/2. Note that since ε ≤ 1 and z > 2,
δ1 < 1, δ2 < 1. We have also assumed that δ ≤ 1.
Let Â be the following set {a(1 + δ1)k}Kk=0 with K = Kz = dlog(1 + b/a)/ log(1 + δ1)e, with
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the interval corresponding to k = kδ: a(1 + δ1)k < δ < a(1 + δ1)k+1 split into two intervals:
[a(1 + δ1)
kδ , δ] and (δ, a(1 + δ1)kδ+1] (if such kδ exists).
Define also Ẑ = {z(1+δ2)ℓ}Lℓ=0 with L = dlog(z̄/z)/ log(1+δ2)e and P̂ = {p = x/(x+1), x ∈





/ log(1 + δp)e. In
particular, for any z ∈ [z(1 + δ2)ℓ, z(1 + δ2)ℓ+1) for some ℓ ∈ {0, 1, . . . , L}, inf ẑ∈Ẑ |ẑ/z − 1| ≤ δ2
and inf p̂∈P̂
|p−p̂|
p(1−p̂) ≤ δp. Let Ŝ be an ε-net for S = {(π̃
(0)

















j )∀j, k = 0, 1}.








θ−1gẑ,ϵ̂j (θ)dθ where ẑ ∈ Ẑ, |ẑ/z − 1| < δ2,
ϵ̂j ∈ Â, j ∈ J01, maxj∈J01 |ϵ̂j/ϵj − 1| < δ1,
π̂ = (π̂
(k)











j | < ε/2






j ], k = 0, 1,
p̂ ∈ P̂ : |p−p̂|p(1−p̂) ≤ δp

.
First we show that for all f ∈ Q there exists f̂ ∈ Q̂ such that
||f − f̂ ||1 = ‖K̃zPQ(x)− K̃zPQ̂(x)‖1 ≤ ‖KzPQ(x)−KzPQ̂(x)‖1 ≤ 5ε. (3.50)




























If G ≥ 0 then there is equality. Therefore, is it sufficient to prove that
||f − f̂ ||1 = ‖KzPQ(x)−KzPQ̂(x)‖1 ≤ 5ε,
where KzP is a mixture of gammas defined by (3.51).































pj ||(gz,ϵ̂j − gz,ϵj )||1 +
∑
j∈J01










pj ||gz,ϵ̂j − gz,ϵj ||1 +
∑
j∈J01
|p̂j − pj |.
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To bound the first and third terms, we use Lemma C.1 of [4] (See Lemma 33 in Section 3.11):
||gz,ϵ̂j − gz,ϵj ||1 ≤
√
2KL(gz,ϵ̂j , gz,ϵj ) ≤
√
2zδ1 = ε/6
by the definition of δ1 and





p̂j ||gz,ϵ̂j − gẑ,ϵ̂j ||1 +
∑
j∈J01


























































For k = 0, the upper bound is ε/(3δ2rmax), and for k = 1, the upper bound is ε.















∣∣∣∣ (1− p)pc+ (1− p) − (1− p̂)p̂ĉ+ (1− p̂)
∣∣∣∣+ (1− p̂)|π̂(1)j − π(1)j |p̂ĉ+ (1− p̂) .
The first term, up to the factor of π(1)j , equals to
|(1− p)(p̂ĉ+ (1− p̂))− (1− p̂)(pc+ (1− p))|
(p̂ĉ+ (1− p̂))(pc+ (1− p))
= pp̂
∣∣∣ (1−p)p ĉ− (1−p̂)p̂ c∣∣∣
(p̂ĉ+ (1− p̂))(pc+ (1− p))
≤ c |p− p̂|+ (1− p)p̂|c− ĉ|





















































ĉ |p− p̂|+ (1− p̂)p|c− ĉ|


















≤ δp + 3ε/2.
Now consider k = 0:
|p(0)j − p̂
(0)





















∣∣∣∣ ppc+ (1− p) − p̂p̂ĉ+ (1− p̂)















|p− p̂|+ p̂p|c− ĉ|


































Since ĉ ≤ 1, ε ≤ 1 and rmax ≥ 1, using the upper bound on ĉ− c, we have
ĉ/c ≥ 1− ε(1/6 + 1/(3rmax)) ≥ 1/2.
Hence, using δp = ε/2,∑
j∈J01
|pj − p̂j | ≤ ε[1/2 + 2/3 + 1/2 + 1] = 8ε/3.
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θ−1gz,ϵj (θ)dθ||1 ≤ 5ε,
and hence Q̂ is a 5ε-net of Q.




ε for large b/a, assuming that ε ≤
√
z̄.
Then, for ε ≤
√
z̄, the cardinality of Q̂ is bounded by























due to δ2 = Cε and by the definition of L.







The lower bound on the prior mass of Qc is proved following the same route as in the proof
of Proposition 2 in [47]. For the independent Dirichlet process priors for (Q(0)) and (Q(1)) with
masses m0 and m1 respectively,



























Lemma 13. Consider the prior Π on f defined in Section 3.3.1 with log log(δ2/(1 − pn)) ≤
C log log n for some C > 0.
Then, in the notation of Lemma 11,
Π(Qc) ≤ e−nϵ
2
n and logN(ζϵn, Q, dH) ≤ Cnϵ2n
for ϵn = n−(1−γ)/2(log n)t with
J1 = n
γ [log n]2t−1, J0 = n
γ [log n]2t−1,
z̄ = n, z = 2, a = exp{−Cnγ [log n]2t}, b = exp{Cnγ [log n]2t},
pmin = exp{−Cnγ [log n]2t}, 1− pmax = pn.
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For instance, n−β/(2β+1) = n−(1−γ)/2 with γ = 1/(2β + 1).
Proof of Lemma 13. Need Π(Qc) ≤ e−nϵ2n and logN(ζϵn, Q, dH) ≤ Cnϵ2n. According to Lemma 11,
these conditions are satisfied if
J1G
(1)((a+ b,∞)) ≤ e−nϵ
2
n ,
1−Πz([z, z̄]) ≤ e−nϵ
2




















J ≤ Cnϵ2n/ log(ϵ−1n ), log log(b/a) ≤ log(ϵ−1n ),







In our case, ϵn = n−(1−γ)/2(log n)t and hence nϵ2n = nγ(log n)2t.
By assumptions on the prior of Lemma 17,
logG(0)([0, a]) ≤ C log a, logG(1)([a+ b,∞)) ≤ −C log(a+ b),




1. for J0, J1:
J0
[
log J0 − log log(δ2rmax)− log log n
]
≥ nγ [log n]2t,
J1 [log J1 − log log n] ≥ nγ [log n]2t,
J0 + J1 ≤ Cnγ [log n]2t−1,
which hold if J1 = nγ [log n]2t−1, J0 = nγ [log n]2t−1 and log log(δ2rmax) ≤ C log log n;
2. for a, b:
a ≤ exp{−Cnγ [log n]2t}, b ≥ exp{Cnγ [log n]2t}, log log(b/a) ≤ log n
e.g. we can take
a = exp{−Cnγ [log n]2t}, b = exp{Cnγ [log n]2t};
3. for z, z̄:
Πz([0, z]) ≤ e−n
γ [logn]2t , z̄[log z̄]2ρz ≥ Cn2γ [log n]4t, log(z̄) ≤ C log n,
log log(z̄/z) ≤ nγ [log n]2t
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e.g. we can take z̄ = nd with d > 2γ. If ρz > 2t, we can take z̄ = n2γ . Note that z ≥ 2,
hence we can take z = 2.
4. for pmin, pn:











≤ nγ [log n]2t.











≤ C log n ≤ nϵ2n
for the given ϵn. For pmin defined by











log(Πp([0, pmin])) ≤ C − log log(1/pmin) = C − 0.5nϵ2n ≤ −0.4nϵ2n
for large enough n.
3.6.2 Continuous and discrete approximation
Continuous approximation
In this section we study how to approximate f0(x) by a continuous mixture (3.8). Define for any













h(ϵ)gΓ(z,z/ϵ)(θ)dϵdθ, x ≥ 0,















then g(x) = −xf ′(x).
The idea behind the approximation is that as z goes to infinity, when g0(x) = −xf ′0(x) is
continuous, K̃zg0 approximates f0(x) to the order z−β/2. This is made more precise in Lemma
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14, where we make the form of K̃zg0 explicit. Using this, we can construct gβ ≥ 0 such that K̃zgβ
is approximately equal to f0 to the same order. This is presented in the following proposition.
Proposition 8. Assume that f0 ∈ P(β, L(·), γ, C0, C1, e,∆, ν) with ν ≤ 1/3 , β > (2 − e)ν ∨ 1
and set g0(x) = −xf
′
0(x). Assume also that∫ ∞
0
xmf0(x)dx ≤ C1, m =
2β
(1− ν)β − 2ν
∨ 2. (3.53)
Then there exist function hj(x), j < β/2, linear combinations of functions in the form −xℓf (ℓ)0 (x),
with fixed coefficients with ℓ ≤ 2j and polynomial functions of 1/
√
z, cj(z), such that cj(z) =




























x; |xjf (j)0 (x)| ≤ a
zj/2
(log z)j/2






then for all H ≥ β, there exists a > 0,


















j |xjf (j)0 (x)|+ L(x)xβαβ(1 + xγ)
f0(x)
.
Note that condition β > (2 − e)ν holds for any ν ∈ (0, 1/3] if β > 1. Condition β ≥
2[(1− ν)β − 2ν] holds if β ≤ 4ν(1−2ν) . For ν = 1/3, m =
3β
2(β−1) .
Proof of Proposition 8. We first prove (3.55).
Using Lemma 14, we have that on P(β, L(·), γ, C0, C1, e,∆, ν), for any large enough H > 0,












with hj(x) a linear combination of xlf0(x)(l) for l ≤ 2j. Then, using a recursive construction, we
can define coefficients cj(z) = 1+O(z−1/2) which are polynomial functions of 1/
√










cj(z), r0 = dβ/2e − 1
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then











We now show that
∫
K̃zg1(x)dx = 1+O(z
−β/2). Let H ≥ β, then note that
∫
R+ |K̃zg1(x)|dx ≤∫
















































































































so that ∫ ∞
zH/2/2
g0(x)dx ≲ zH/2f0(zH/2/2) + z−H ≲ z−H .
Also, with qj = (β/ν + e)/j ≥ 1 and H ≥ β, and using Hölder inequality,
∫ ∞
zH/2/2




















for all j ≤ β . We thus obtain that if H ≥ β,∫
R+
K̃zg1(x)dx = 1 +O(z
−β/2).
Obviously g1 may be negative, so that we replace it by gβ defined by (3.54). We now show
that K̃zgβ remains a good approximation of f0. By definition of Az(a), if a is small enough,
Az(a) ⊂ {x; g0(x)/2 ≤ g1(x) ≤ 2g0(x)}.
For simplicity we write the normalisation constant as c0 = c0,g. Now we show that c0 equals










































































f0(x)dx ≲ z−(β/ν+e)/2(log z)(β/ν+e)/2.
Also for all 2 ≤ j ≤ r,∫
Az(a)c




















dx ≲ z−β/ν , (3.57)
and hence
1 +O(z−β/2) ≤ c0 ≤ 1 +O(z−β/2). (3.58)
Therefore, we can write
K̃zgβ = c
−1
0 K̃zg1 + c
−1
0 K̃z[(g0/2− g1)IAz(a)c ] =: c
−1
0 (K̃zg1 +∆z). (3.59)























































































Similarly, applying Hölder inequality twice, with qj = (β/ν + e)/j > 1/ν and with 1/νj with
νj =
ν−1/qj


































































z ) ≤ f0(x)(1 +H0(x, δ2z)).


























by the moment conditions of P(β, L(·), γ, C0, C1, e,∆, ν) and decreasing f0. Therefore we obtain,
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writing e′ = eν,









Finally combining (3.56) with (3.58), (3.59) and (3.60) we prove (3.55).








0 (x) +R(x, y), |R(x, y)| ≤ L(x)|y − x|β(1 + |x− y|γ) (3.61)
where β > 1 and γ ≥ 0.
Then, for any H > 0,












with hj(x) a linear combination of xlf0(x)(l) for l ≤ 2j.
Note that for β ≤ 2 and for any H > 0,





j |f (j)0 (x)|
zβ/2
)
+O(z−H) as z → ∞.







(Pr(X1 > x|X1 ∼ Γ(z, z/ϵ))− Pr(X2 > x|X2 ∼ Γ(z − 1, z/ϵ))) dϵ.
Note that X1 has the same distribution as ϵ(Y + Y1) with Y ∼ Γ(z − 1, z) and Y1 ∼ Γ(1, z) ,
Y ⊥ Y1 and that X2 has the same distribution as ϵY . Therefore


















z(Γ(z, z)− 1). Let u =
√
















zY1 < Z < u)du







−1/2 and zE[Y 21 ] = 2/z.
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Let |u| ≥ M0 log z, then there exists c > 0 such that if u > 0
PZ(u−
√












z + 1)z−1dt+ e−
√
zu/2




and if u < 0
PZ(u−
√















z + 1)z−1dt+ e−
√
z|u|/2




If |u| ≤ M0 log z, using a Taylor expansion of f0
f0(x(1 + u/
√









|Rz(x, u)| ≤ L(x)|u|βz−β/2(1 + |u|γz−γ/2), r = dβe − 1.
Note also that, for any k > 3 and if bz = H0 log z, with H0 ≥ H,
PZ(u−
√



































































≤ P [zY1 − 1 > bz] = e−(1+bz) ≤ z−H .
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if bz = H0 log z with H0 ≥ H. This implies that
PZ(u−
√
zY1 < Z < u)

























, Qj is a polynomial function with degree less than j + 2
Combining the above computations with (3.62) and (3.63), we finally obtain that for z large
enough and k ≥ 2H + 1,







































































with hj(x) a linear combination of xlf (l)0 (x) for l ≤ 2j.
3.6.3 Discrete pointwise approximation
We now construct the discrete pointwise approximation.
Lemma 15. Assume f ∈ P(β, L, γ, C0, C1, e,∆, ν). Let ez = e0z−β/4 . with e0 a small constant
and Ez satisfying f0(Ez) = z−β/ν .
Then for any H > 0 there exists PN =
∑N




|K̃zPN (x)− K̃zgβ(x)| ≲ z−H , ∀x ≥ 0, (3.64)
where gβ is defined in Proposition 8.
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First note that, using
∫
f0(x)














































uj |f (j)0 (u)|du.
(3.69)
Since for all u < 1
f
(j)











we have ∫ ez
0




Moreover, recall that qj = (β/ν + e)/j, and we have, using (3.67),
∫ ∞
Ez


















gβ(x)dx ≥ 1− z−β/2.























































≲ z−β/2K̃zgβ(x) + f0(Ez) + ezIx≤2ez + Ix>2eze−czx/ez
(3.71)
for some c > 0.
Using Lemma B.1 of [4] (see Lemma 32 in Section 3.11), for all H > 0, there exists PN with at
most N0
√
z(log z)3/2 supporting points such that for all θ ∈ [ez/2, 2Ez], |Kz ∗gβ −Kz ∗PN |(θ) ≤




|Kz ∗ gβ −Kz ∗ PN |(θ)dθ ≤ z−2H (logEz − log x) ≤ z−H


















for some c > 0, when z is large enough. Hence when z is large enough, for all x ≥ ez/2,∣∣∣K̃zgβ(x)− K̃zPN (x)∣∣∣ ≤ z−H .


















The first term of the right hand side is zero by construction of PN and the second is bounded by
2−cze−1z ≤ 2−cz/2, since ez ≥ z−β/2.
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We thus obtain that for all H > 0 , there exists PN with at most
√
z(log z)3/2 supporting points
in [ez, Ez] such that for all x ∈ R+∣∣∣K̃zgβ(x)− K̃zPN (x)∣∣∣ ≤ z−H , (3.72)
which in turn implies Lemma 15.
Lemma 16. Assume f0 ∈ P(β, L, γ, C0, C1, e,∆, ν) and with ν ≤ 1/3 and that∫
xmf0(x)dx < ∞, m = 2β/((1− ν)β − 2ν).
If P satisfies P [ez;Ez] = 1 , where ez, Ez are defined as in Lemma 15 and
sup
x
∣∣∣K̃zgβ(x)− K̃zP (x)∣∣∣ ≤ z−H ,
for H ≥ 2β/ν, with gβ as defined in Proposition 8, then,
d2H(f0, K̃zP ) ≲ z−β , KL(f0, K̃zP ) ≲ z−β , V0(f0, K̃zP ) ≲ z−β .
Proof of Lemma 16.
KL(f0,K̃zP ) ≤ KL(f0, K̃zgβ) +
∣∣∣∣∫ f0[log K̃zP − log K̃zgβ ]∣∣∣∣ .
Recall that gβ ≥ g0/2 and that, due to Lemma 14,










Therefore on the set
Ãz(a) = {x2jj|f (2j)0 (x)|+ x2j+1j|f
(2j+1)
0 (x)| ≤ azjf0(x), L(x)xβ ≤ azβf0(x)}
for 1 ≤ j ≤ r0, and if a is small enough,K̃zg0 ≥ f0/2. Moreover using Lemma B2 of [47]∫
Ãz(a)
f0(log f0/K̃zgβ) ≲ d2H(f̄0, f̄β) + F0(Ãz(a))[log(F0(Ãz(a))− log K̃zgβ(Ãz(a))],
where
f̄0 = f01Ãz(a)/F0(Ãz(a)), f̄β = K̃zgβ1Ãz(a)/K̃zgβ(Ãz(a)).
















1−νz−β/(2ν)(1 +H0(x, 1))dx+ z
−H/2
and using Markov’s inequality
K̃z ḡβ(Ãz(a)

































































−2ν [f0(x)(1 +H0(x, log z/z))]
2(1−ν)
dx





≲ o(z−2H+2β/ν) + z−(β+eν/2) = o(z−β)
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(1 + xj)|f (j)0 (x)|
]2(1−ν)
dx




















[log z]2(1−ν)jz−2(1−ν)j[1−2β/(β/ν+e)] = o(1)
for ν ∈ (0, 1/2] where q̃j = qj/[2(1− ν)] > 1. Therefore
KL(f0, K̃z ḡβ) ≲ z−β +
∫
1Ãz(a)cf0(x)[| log f0(x)|+ | log K̃zgβ(x)|]dx (3.73)





1Ãz(a)cf0(x)| log f0(x)|dx = o(F0(Ãz(a)
c)ν−t) = o(z−β).

















≳ e−czxEz−1[Gβ(Ez)−Gβ(b)] ≳ e−czxEz−1,
(3.74)
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and and hence for some m > 1∫













xmf0(x)dx < ∞ and 1 − (β/ν + e)(1 − 1/m) < −β, i.e. we can take any m ≥
β/[β(1− ν)− ν]. We take m = 2β/[β(1− ν)− 2ν], as assumed in the lemma. We also have that
KL(f0, K̃z ḡβ) ≲ z−β .
Since (3.74) can also be used for logKzP and since |Kzgβ −KzP̄ | ≤ z−H for H arbitrarily large,
on Ãz(a) ∩ {f0 ≥ z−H/2}, K̃zgβ ≳ f0 and K̃zP ≳ f0 therefore∫
f0| log K̃zP − log K̃zgβ | ≲ z−H/2 + z−β
+
∫




−β ≲ z−Hν/2 + z−β
and
KL(f0, K̃zP ) ≲ z−β .
Similar computations can be obtained for V0(f0, K̃zP ), where the major difference is that (3.73)
is replaced with
V0(f0, K̃zgβ) ≲ z−β +
∫
1Ãz(a)cf0(x)[| log f0(x)|
2 + | log K̃zgβ(x)|2]dx
















x2kf0(x)dx < ∞ and 2− (β/ν+ e)(1− 1/k) < −β, i.e. (1− 1/k) ≥ ν(β+2)/β. The
latter inequality holds for k ≥ β/[β(1−ν)−2ν], as soon as ν ≤ 1/3. We take k = β/[β(1−ν)−2ν]
note that in the above, 2k = m ≥ β/[β(1− ν)− ν].
Similarly, we obtain the bound on the Hellinger distance:
dH(f0, K̃zP ) ≤ dH(f0, K̃zgβ) + dH(K̃zgβ , K̃zP )
104
Both K̃zgβ and K̃zP are supported on [ez, Ez] hence, due to the pointwise bound,
d2H(K̃zgβ , K̃zP ) ≤ Ezz−H = o(z−β)
for Ez = o(zβ/ν) due to equation (3.66).
Similarly to the derivation of the upper bound on dH(f̄0, f̄β), the first term satisfies







due to Lemma 14 and the moment conditions of class P(β, L, γ, C0, C1, e,∆, ν).
3.6.4 Prior mass of KL neighbourhood
Lemma 17. Consider Xi ∼ f0, i = 1, . . . , n, independently. Assume f0 ∈ P(β, L, γ, C0, C1, e,∆, ν)
for β > 1
Consider prior Π(f) defined in Section 3.3.1, and assume that δ ≤ a and
pn ≥ 1− c[log n]−1, for some c > 0 (3.75)




where Kn := {f : KL(f, K̃z ∗ P ) ≤ ϵ2n;V (f, K̃z ∗ P ) ≤ ϵ2n log n} and ϵn = n−β/(1+2β)[log n]q with
q = βmax[ρz, 5/2]/(1 + 2β).
This lemma is proved in Section 3.9.
Remark 4. In Lemma 17, a possibly weaker condition on pn in terms of δ is given by
1− pn ≤
1− F0(δ) + δf0(δ)





where ez is defined in Lemma 15.
3.7 Technical lemmas on likelihood ratio
Lemma 18. Under the conditions of Theorem 7, assume that f0 ∈ F0 and f0 ∈ P(β, L(·), . . .)
with β > 1. Define B̃n = {f ∈ Fn; dH(f0, f) ≤ ϵn}.
Then, there exists a constant C1 independent of n which may depend on f0 and θ0, such that







[ℓn(θ, f)− ℓn(θ0, f)] > −C1Mn
)
= o(1)











Proof of Lemma 18. We have that for θ = θ0 − h/n with h > 0 , since f is monotone non
increasing
ℓn(θ, f)− ℓn(θ0, f) =
n∑
i=1
[log f(yi + h/n)− log f(yi)] ≤
n∑
i=1
1yi∈(tn,a)[log f(yi + h/n)− log f(yi)].
We therefore have if h ≥ Mn,
ℓn(θ, f)− ℓn(θ0, f) ≤
n∑
i=1
















f0(y)[log f0(y +Mn/n)− log f0(y)]dy
+
√
nGn([log f0(·+Mn/n)− log f0(·)]).
Since ∫ a
tn









with probability greater than 1−M−1n
√














∣∣∣f ′0(y + u)− f ′0(y)∣∣∣ dy + o(1)
≤ −Mn[f0(tn)− f0(a)] + o(Mn) ≤ −Mn(f0(0)− f0(a))/2.
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Therefore, using (H4)











































































+ oP0(Mn) ≤ −Mn[f0(0)− f0(a)− 2ϵ],
with probability going to 1, and the first relation of Lemma 18 is proved. We now prove the
second relation. We have for all ϵ > 0,
P0
(








On the event X(1) > θ0 + ϵnf0(0) , yi = Xi − θ0 ≥
ϵ
nf0(0)
. For θ = θ0 + h/n with h ∈ (0, ϵ2), on
the event X(1) > θ0 + ϵnf0(0) ,










for 0 < ϵ < 1/f0(0). Since f is monotone non increasing,
ℓn(θ, f)− ℓn(θ0, f) =
n∑
i=1
[log f(yi − h/n)− log f(yi)] ≤ 0.
Lemma 19. Assume that a probability density f0 decreases, f0(0) > 0 and is local Hölder: for
x > 0, |y| ≤ ∆, y > −x, |f0(x) − f0(x + y)| ≤ |y|L(x)(1 + |y|γ), for some γ,∆ > 0, and∫
L2(x)/f0(x)dx ≤ CL.
Then,
d2H(f0,θ0 , f0,θ) ≤ |θ − θ0|f0(0) + 0.25CL|θ − θ0|2(1 + |θ − θ0|γ).
Proof of Lemma 19. Without loss of generality, assume that θ ≥ θ0. Denote v = θ − θ0 ≥ 0.
107
Then,














(f0(y)− f0(y + v))2/(f0(y + v))2dx
≤ vf0(0) + 0.25
∫ ∞
0
(vL(y + v)(1 + vγ))2/f0(y + v)dx
≤ vf0(0) + 0.25[v(1 + vγ)]2CL.
3.8 Proof of BvM for scale LAE model
Proof of Proposition 4. Consider Ωn = {n(X(1)− θ0) ≤ R̃n} for R̃n → ∞ and R̃n/n → 0 so that
Pf0,θ0(Ωn) → 1. Then, on Ωn, for large enough n,
n(Y(1) − τ0) = neX(1)(1− e−(X(1)−θ0)) ≤ neθ0+R̃n/n(X(1) − θ0)) ≤ 2eθ0R̃n.
Denote γ0 = f0(0). Condition ||πn(n(X(1) − θ | X(n)))− Exp(f0(0))||TV ≤ αn implies∫
0≥u≤Rn
|πn(u | X(n))− γ0e−γ0u|du ≤ 2αn
∫
u>Rn
πn(u | X(n))du ≤ 2αn
for any Rn ≥ log(0.5/αn)/γ0 and Rn/n → 0, where u = n(X(1) − θ) since
2||Πn(u | X(n))− Exp(γ0)||TV =
∫ ∞
0








|πn(u | X(n))− γ0e−γ0u|du ≤ 2αn.
Now, consider Sn ≥ τ0 log(0.5/αn)/γ0 and Sn/n → 0. For v = n(Y(1) − τ), condition v ≤ Sn
Sn ≥ v = n(Y(1) − τ) = neX(1)(1− e−(X(1)−θ)) ≥ neθ0(X(1) − θ) ≥ eθ0u
implies that u ≤ e−θ0Sn.
Similarly, condition v ≥ Sn on Ωn
Sn ≤ v = n(Y(1) − τ) = neX(1)(1− e−(X(1)−θ)) ≤ n(X(1) − θ)eθ0+R̃n/n = ueθ0+R̃n/n
≤ 2ueθ0
implies u ≥ 0.5Sne−θ0 .
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Now consider
2||Πn(n(Y(1) − τ) | Y (n))− Exp(τ−10 γ0)||TV ≤
∫
v≥Sn























making the change of variables v = n(Y(1) − τ) = n(eX(1) − eθ) = n(eX(1) − eX(1)−u/n) ( dv =
eX(1)−u/ndu) and taking Sn = 0.5eθ0 log(0.5/αn)/γ0.
Now consider the remaining integral. Note that on Ωn and for 0 ≤ u ≤ Sne−θ0 ,
e−γ0ne
X(1)−θ0 (1−e−u/n)eX(1)−θ0−u/n − e−γ0n ≤ e−γ0u(1−0.5u/n)eR̃n/n − e−γ0n
≤ e−γ0u[eR̃n/n+0.5γ0(Sne
−θ0 )2/n − 1] ≤ 2e−γ0u[R̃n + 0.5γ0(Sne−θ0)2]n−1
for large enough n under assumption S2n/n → 0, and
e−γ0ne




[1− Sne−θ0/n]− e−γ0u ≥ −e−γ0u[eR̃n/n − 1 + Sne−θ0/n]
using inequalities 1− x ≤ e−x ≥ 1− x+ x2/2.
Hence,
|e−γ0ne
X(1)−θ0 (1−e−u/n)eX(1)−θ0−u/n − e−γ0u|
≤ e−γ0u max([2R̃n + γ0(Sne−θ0)2]/n, eR̃n/n − 1 + Sne−θ0/n)
≤ ane−γ0u
where an → 0. Hence, the integral is bounded by an and hence it tends to 0.
The weak convergence of n(Y(1) − τ0) follows from Lemma 20.
Lemma 20. Assume that Xi ∼ f(x), x ≥ θ, iid, i = 1, . . . , n, and f(θ−) = 0 and f(θ+) = γ0 >
0, f - continuous on (θ,∞).
Then, the distribution of n(X(1) − θ) weakly converges to Exp(γ0).
This lemma has been proved in [30] in a more complex case, we give a simple proof in the
case of the density with a one-sided jump below.





For x > 0,
P (n(X(1) − θ) > x) = P (Xi ≥ x/n+ θ, i = 1, . . . , n) = (1− F (x/n+ θ))n
hence
fn(X(1)−θ)(x) = f(x/n+ θ)(1− F (x/n+ θ))
n−1, x > 0.
For any fixed x > 0, f(x/n+θ) = f(θ+)(1+o(1)), and F (θ+x/n) = f(θ+)x/n(1+o(1)). Hence,
log[(1− F (x/n+ θ))n−1] = (n− 1) log(1− F (θ + x/n)) = (n− 1) log(1− f(θ+)x/n(1 + o(1)))
= −f(θ+)x(1 + o(1))),
hence, since f(θ+) = γ0,
|f(n(X(1)−θ)(x)− γ0e
−γ0x| → 0.
3.9 Proofs of lemmas, nonparametric concentration rate
Proof of Lemma 17. Let PN =
∑N
i=1 piδui and A > 0 from Lemma 15. Split the vector u =
(ui)
N
i=1 in two parts, u(0) and u(1), the first containing the elements ui < δ and the other
containing the elements ui ≥ δ. Similarly we define vectors p(0) and p(1) with the corresponding







































































then dPN (ϵ) = s(ϵ)dQN (ϵ)∫ δ
0
ϵ2dQN (ϵ)+QN (δ,∞)
and qi = pi/(s(ui)cN ) where







Additionally define Iz = (1− 2z−B , 1− z−B), B ≥ A+ 2a and
Q̃z =
{
(Q(0), Q(1), p) : Q(0)(U ′i)/q
(0)




i ∈ Iz, i = 1, . . . , N
(1),
|p− p̄| ≤ p̄minz−B
} (3.83)










and p̄min = min{p̄, 1− p̄}.
Let (Q(0), Q(1), p) ∈ Q̃z, and Q = pQ(0) + (1− p)Q(1). Then by definition of Q̃z
Q(U ′i) =pQ
(0)(U ′i) + (1− p)Q(1)(U ′i)
∈
(
qi(1− 2z−B)(1− z−B), qi(1− z−B)(1 + z−B)
) (3.84)
and defining U ′0 = [0,∞) \ ∪Ni=1U ′i
Q(U ′0) ≤1− (1− 2z−B)(1− z−B) ≤ 2z−B
≥1− (1− z−B)(1 + z−B) = z−2B
(3.85)
Now define























































−B)3qi(1− z−B) + 2z−B
≤c−1N (1 + z








and since ui ≥ ez = z−a due to Lemma 15,
cN ≤ e−2z = z2a, a > 0. (3.89)






















−7z−B + 9z−2B − 5z−3B + 3z−4B − 2z−BcN
(1 + z−B)3(1− z−B) + 2z−BcN
)
≥pi
−(7 + 2cN )z−B
2 + 2z−BcN




Therefore taking B > A + 2a + 1, if Q ∈ Q̃z then PQ ∈ Pz = Pz = {P : P (Ui)/pi ∈
(1− z−A, 1 + z−A), ∀i = 1, . . . , N}, for z large enough.
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Moreover,







































































Combining this with Lemma 15 we obtain
supx|K̃z ∗ PQ(x)− K̃z ∗ gβ(x)| ≤ z−H + 2z−2AK̃z ∗ PN (0) +
√
2za+1/2−2A ≲ z−H (3.92)
for any A > (H + a+1/2)/2, since K̃z ∗PN (0) can be bounded by a constant times f0(0), using
Lemma 15 and Proposition 8.






y2f0(y)dy ≤ E−2z (1 + Ez)−ρ1 ≤ E−2−ρ1z ≤ z−β
holds if Ez ≥ zβ/(2+ρ1).
Following Lemma 4.1 in [4] (see Lemma 30 in Section 3.11) we define zn = n2/(2β+1)(log n)t.
We also set In = (zn, 2zn). For all z ∈ In and all P ∈ Pz, Lemma 16 implies
KL(f, K̃z ∗ P ) ≲n−2β/(2β+1)(log n)−βt ≲ ϵ2n
V (f, K̃z ∗ P ) ≲n−2β/(2β+1)(log n)−βt ≲ ϵ2n
(3.93)
for A large enough (depending on β, L, γ, C0, C1, e,∆) as long as t ≥ −2q/β. Thus we need to


















where Q̃(j)z = {Q(j) : Q(j)(U ′i)/q
(j)
i ∈ Iz, i = 1, . . . , N (j)}, j = 0, 1, and Q̃(p) = {|p − p̄| ≤
min{p̄, 1 − p̄}z−B}. Also note that for all i = 1, . . . , N , such that δ /∈ U ′i , and corresponding
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j = 0 or 1,
αi := mG
(j)(U ′i) = m
∫ ui(1+z−B)
ui(1−z−B)
g(j)(u)du ≥ 2uiz−B min
x∈U ′i
g(j)(x). (3.95)
and ui ≥ ez = z−a. If U ′i 3 δ then we can replace the corresponding ui by δ and the new PN
measure satisfies the same properties in Lemma 16 since |δ/ui − 1| ≤ z−B . Therefore we split

















g(1)(u)du ≥ δz−B min
x∈[δ,δ(1+z−B)]
g(x). (3.97)






















Similarly, α(0)0 ≲ z−a(a
′





(− logαj) ≤ NB′ log z (3.100)
with B′ > 0 depending on a, b, r, a0, a′0, a1, a′1.
Now we can continue with similar computations as in Lemma 4.1 in [4] (see Lemma 34 in




































for j = 0, 1.




. First we show that p̄min ≳ z−A−2a. Indeed, pi ≳ z−A, ui ∈ [z−a, zb]
with A, a, b > 0, given by Lemma 15, and cN = c(0)N + c
(1)
N ≤ z2a. Furthermore, note that c
(0)
N = 0























≥ p̄z−Bn e−d(log 1/p̄−z
−B
n )
5/2 ≳ e−D(log zn)5/2−(A+2a+B) log zn (3.104)
for some D > 0. A bound for p̄ around 1, i.e. such that p̄− p̄minz−Bn ≥ p1, is obtained similarly.








πp(u)du ≳ p̄minz−Bn min
x∈[ρ0,ρ1]
πp(x) ≳ e−B
′ log zn (3.105)





≳ e−B′(log zn)5/2 (3.106)
for some B′ > 0.





































(−f ′0(x))/xdx ≲ log z where Cp is a constant. Hence,
1− p̄ ≥ 1−G(δ)
1−G(δ) + Cp log z
(1 + o(1)) ≥ 1− pn.
Therefore, since here z ∈ In, for δ bounded above by a constant independent of n, pn ≥ 1 −
C̃p/ log zn.
Due to condition (3.12) on the prior for z,
Πz (In) ≳ e−a
′√zn(log zn)ρz (3.107)
for zn = n2/(2β+1)(log n)t.













i.e. q ≥ t/4 + max[ρz, 5/2]/2. Condition t ≥ −2q/β implies constraint on q:
q ≥ max[ρz, 5/2]β/(2β + 1).
Taking the smallest q = max[ρz, 5/2]β/(2β + 1) and t = −2q/β = −2max[ρz, 5/2]/(2β + 1)„ we
conclude the proof.
Note that this choice implies
zn = n
2/(2β+1)(log n)t (3.108)
Lemma 21. Under assumptions of Lemma 16, f ∈ P(β, L, γ, C0, C1, e,∆, ν) with β > 1,
• for any measurable subset A ⊆ (0,∞),




g0(x)dx where g0(x) = −xf ′0(x) where g(x) = −xf ′(x);





i I(ui ≤ δ) =
∫ δ
z−q
(−f ′0(x))x−1dx(1 + o(1)) + o(1)
≤3q log z sup
x∈(z−q,δ)
|f ′0(x)|.
The bounds are uniform for f0 ∈ P(β, L, γ, C0, C1, e,∆, ν) if β ≥ β0 > 1.
Proof of Lemma 21. We use notation from the proof of Lemma 15.
1. In the proof of Lemma 15, PN is chosen such that for any H > 0
|Kz ∗ ḡβ(x)−Kz ∗ PN (x)| ≤ z−2H forx ∈ [ez/2, 2Ez]. (3.109)
From the proof of Lemma B.2 in [?], we know that for any measure P with support [ez, Ez],
there exist constants c1, c0.5 > 0 such that∫ ez/2
0
Kz ∗ P (x)dx ≲ 2−c1zz−1
and ∫ ∞
2Ez
Kz ∗ P (x)dx ≲ 2−2c0.5zz−1.
Since PN and ḡβ are supported on [ez, Ez] then, due to equation (3.66),
‖KzPN −Kz ḡβ‖1 ≲ z−2H(2Ez − ez/2) + 2−c2zz−1 ≲ z−2H+β/ν
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for some c2 > 0. By definition of ḡβ








where cβ = Gβ(ez, Ez) ≥ 1−O(z−β/2). Thus









‖Kz ḡβ −Kzgβ‖1 ≲ z−β/4.
Similarly, due to the Hellinger bound in Lemma 16, we also have
‖Kzgβ −Kzg0‖1 ≤ z−β/2
thus
‖KzPN −Kzg0‖1 ≲ z−2H+β/ν + z−β/4
which goes to 0 as z goes to infinity due to H > β/ν.











where r = dβe − 1, µj(z) = µj +O(z−H), µj is the j-th moment of a Gaussian distribution and
|Rz(x)| ≤ Cβ,zLg(x)xβ−1(1 + xγg/zγ/2). Therefore,
Kzg0(x) = g0(x) +O(z
−(1∧(β−1))/2)









By Lemma C.2 in [4] (see Lemma 34 in Section 3.11), for all d ∈ (0, 1), and z large enough, there
exists cd > 0 such that ∫ ϵ/(1+d)
0
gϵ,z(x)dx ≤ (cdz)−1(1 + d)−cdz
and ∫ ∞
ϵ/(1−d)
gϵ,z(x)dx ≤ (z(1− d))−1e−cdz/(1−d)
For a fixed set A, let us choose d > 0 small enough so that for all ϵi, A either contains (ϵi/(1 +
d), ϵi/(1−d)) or their intersection is empty. Therefore, for all ϵi such that (ϵi/(1+d), ϵi/(1−d)) ⊂
A ∫
A









−1e−2cdz) = P (A) +O(z−1e−2cdz).









∣∣∣∣ ≤ ‖KzPN −Kzg0‖1 ≲ z−2H+β/ν + z−β/4 → 0




i − (1−G(δ))| → 0 as z goes to infinity.
2. Inequality (3.109) can be written as
|Kz ∗ ḡβ(x)−Kz ∗ PN (x)| = |
∫ Ez
ez
s(ϵ)gϵ,z(x)(ḡβ(ϵ)/s(ϵ)dϵ− dPN (ϵ)/s(ϵ))| ≤ z−2H
where s(ϵ) = ϵ2I(ϵ < δ) + I(ϵ ≥ δ). For a given ϵ ∈ (ez, δ), consider x such that |x/ϵ− 1| ≤ δz =√










(z − 1)(z − 2)z−1





≥ x2gϵ,z−2(x)e−2δz (1 +R(z))
where R(z) = O(1/z) for large z. Similarly,
s(ϵ)gϵ,z(x) ≤ x2gϵ,z−2(x)e2δz (1 +R(z)).
Using the approximation of gϵ,z(x) for |x/ϵ− 1| ≤ δz as in the proof of Lemma C.2 in [4] (see
Lemma 34 in Section 3.11), we have∫ c4δ
c3ez
gϵ,z(x)dx








for c3ez/ϵ − 1 ≤ −δz and c4δ/ϵ − 1 ≥ δz, i.e. for c3ez/(1 − δz) ≤ ϵ and c4δ/(1 + δz) ≥ ϵ; it
converges to zero otherwise. Take c3 = (1− δz) and c4 = 1 + δz.
Integrating inequality Kz ∗ PN (x) ≤ z−2H + Kz ∗ ḡβ(x) multiplied by x−2 over (c3ez, c4δ),










The second term goes to 0 for H large enough. Consider β ∈ (1, 2], then gβ = (g/(1 +
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c0(z))IAz(a) + (g/2)IAz(a)c)/c0, with c0(z) = 1 + O(z−1/2) and c0 the normalising constant.








β−2(1 + xγg )dx
since if f0 is local Hölder with β, γ, L(x), ∆ = 1, then −xf ′0(x) is local Hölder with βg = β − 1,
γg = max(1, γ), Lg(x) = max((x+ 1)L(x), 2|f ′0(x)|) due to
|xf ′0(x)− yf ′0(y)| ≤ |x− y||f ′0(x)|+ yL(x)|y − x|β−1(1 + |y − x|γ)
≤ |y − x|β−1[(x+ |y − x|)L(x)(1 + |y − x|γ) + |f ′0(x)||y − x|2−β ]
≤ |y − x|β−12max((x+ 1)L(x), |f ′0(x)|)[1 + |y − x|max(1,γ)].
For f0 ∈ P(β, L, γ, C0, C1, e,∆, ν) with β > 1, the second integral is bounded by




















≤ (1 + δγg )(1 + δ)[ sup
x∈(ez,δ)






≤ (1 + δmax(γ,1))(1 + δ)[δ−2[2(β − 1)]−1C0C1]1/2.














f ′0(x)/xdx ≥ inf
x∈(z−q,δ)
|f ′0(x)| log(zqδ).
Therefore, if 0 < infx∈(z−q,δ) |f ′0(x)| ≤ supx∈(z−q,δ) |f ′0(x)| < ∞ , then −
∫ δ
z−q
f ′0(x)/xdx  log z.




i I(ui ≤ δ) ≤ 3q sup
x∈(z−q,δ)
|f ′0(x)| log z
which completes the proof.
Lemma 22. K̃z(−xf ′(x)) = −(z − 1)K̃zf(x) + z
2
z+1K̃z+1f(xz/(z + 1)).



































































and using the change of variables dϵ̃ = z+1z dϵ,
























We conclude noting that Γ(z + 1) = zΓ(z).
3.10 Proofs: semi-parametric posterior concentration rate
3.10.1 Uniform convergence near zero
Proof of Proposition 6. The proof follows the steps of the proof of Theorem 6 of [44].
For x ∈ (0, a], define Ax,+ϵ = {f : f(x)− f0(x) ≥ ϵ}, following the proof of Theorem 5 in [44],






for e0 > 0 a large enough constant.
Similarly, define Ax,+ϵ = {f : f(x)− f0(x) ≥ ϵ}. We have that for hn = C1ϵ
2/3
n




≤ f(0)− f(hn) + h−1n ϵn




















For k, b > 0 and x small enough we have





















Pr (Γ(z − 1, z) ≤ Cνn) dQ(0)(ϵ)





Γ(z − 1, z) ≤ hn
ϵ
)
dQ(1)(ϵ) ≤ δ−1 Pr
(














νn(1 + δC1C)(1− pn)−1 + δ−2C1hn
)
.
Thus there exists M > 0 large enough such that







since δ−2C1ϵ2/3n = o(ϵ1/3n max(1, δ)δ−1n ).
We thus have that Π(A0,+Mrn |X
n) = oP0(1). We conclude the proof using the same arguments
as the proof of Theorem 6 in [44].
3.10.2 Interaction term
Proof of Theorem 9. Define
Fn = {fP,z, P ∈ Pn, z ≤ z̄n; dH(fP,z, f0) ≤ ϵn; sup
x∈[0,a]
|fP,z(x)− f0(x)| ≤ un},
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with z̄n = n2/(2β+1)(log n)q, and y = x − θ0 and Yi = Xi − θ0. Then, by Theorem 8 and





EP0Pn(f /∈ Fn | Xn) = o(1).












≲ n[1−2β]/(2β+1)[log n]1+q = o(1)
for β > 1/2.















3. Now we study the last condition for |h| ≤ Mn, f ∈ Fn, y > 0:
I1 :=







We have that∣∣∣∣f ′(y + t/n)f(y + t/n) − f ′(y)f(y)
∣∣∣∣ ≤ |f ′(y + t/n)− f ′(y)|f(y + t/n) + |f ′(y)|f(y)f(y + t/n) [f(y)− f(y + t/n)].
On Fn, z ≤ z̄n = n2/(2β+1)(log n)q, and hence z2/n ≤ n(3−2β)/(2β+1)(log n)q → 0 for



















]I(y ≤ tn) + z̄2nMn.





n(δ + 1− pn)
= n−2(β−1)/(2β+1)[log n]q̃ = o(1),
we have
I1 ≤ n[3−2β]/(2β+1)(log n)2q+1 + C[δ−1 +
pn
1− pn













uniformly over f0 with uniformly bounded f0(0) and the first term goes to 0 for β > 3/2.
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Now we state the lemmas used in the proof. These lemmas are proved in Section 3.10.3.




















≥ z − 1
z
(f0(y)− un)−
2Pr(Γ(z − 1, z) ≥ y/(2δ))
δ




≥ f0(0)(1− P [Γ(z − 1, z) ≥ 2]− 2Mδ)




≥ f0(0)(0.98− 2Mδ) ≥ f0(0)/2.
Lemma 24. Define tn ≤ t0/ log n for some t0 > 0. Let sequence Tn satisfy Tn → 0, nTn → ∞,
Tn
√
z log z → 0 and zTn/tn → 0 as n → ∞. Assume also that δ2 ≤ (1− p)/p.





























Lemma 25. Assume that f0 ∈ F1 and that f0(0) ≤ 1/(5δ). Assume also that z2/n = o(1) and
z > 2, and there exists B > 0 such that
[log n]−B ≤ δ ∧ (1− p) ∧ f0(a), δ2 ≤ (1− p)/p ∧ a/4.






Lemma 26. Assume that f0 ∈ F1 and that f0(0) ≤ 1/(5δ). Assume also that z2/n = o(1) and
z > 2, and there exists B > 0 such that
[log n]−B ≤ δ ∧ (1− p) ∧ f0(a), δ2 ≤ (1− p)/p ∧ a/4.
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Then, there exists C depending on f0(0), f0(a),M, a such that for all |u| ≤ Mn/n with Mn going
to infinity arbitrarily slowly,
sup
y
|fP ;z(y + u)− fP ;z(y)






∣∣f ′P,z(y)− f ′P,z(y + u)∣∣ ≤ C,
sup
y≥a
∣∣∣∣f ′P,z(y)− f ′P,z(y + u)fP,z(y + u)
∣∣∣∣ ≤ C z2Mnn ,
(3.115)
for some small tn ≤ a.
Lemma 27. Let assumptions of Theorem 9 hold. Fix ϵ > 0 arbitrarily small. Define Pn =
P1([an, bn]) where an ≤ rn/2 = ϵ/(3nf0(0)) and bn = nB1yn where yn: F0(yn) ≥ 1 − ϵ/(3n)
and B1 > 0.
Then, on Ωn = {an ≤ Yi ≤ yn, i = 1, . . . , n} with P0(Ωn) ≥ 1 − ϵ, for B1 large enough, the
following two conditions hold:















)∣∣∣∣ = o(√n). (3.117)
















3.10.3 Proofs of lemmas, interaction term for mixtures
In this section we prove lemmas used in the proof of Theorem 9.














ϵ2dQ(0)(ϵ) + (1− p)
≤ f0(0) + un (3.118)

















ϵ2dQ(0)(ϵ) ≤ 1− p
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since otherwise we would have












which is not possible. Hence ∫ ∞
δ
dQ(1)(ϵ)/ϵ ≤ 4f0(0)




ϵdQ(0)(ϵ) + (1− p)
∫ ∞
δ



























ϵdQ(0)(ϵ)Pr(Γ(z − 1, z) ≥ y/δ)
(z − 1)(1− p)
+






















≥ z − 1
z
(f0(y)− un)−
2Pr(Γ(z − 1, z) ≥ y/(2δ))
δ
.
Proof of Lemma 24. For the sake of simplicity, throughout the proof we write fP,z = f . Let














ϵ2dQ(0)(ϵ) + 1− p]
Note that there exists C > 0 such that
zz/Γ(z)xz−2e−zx ≤ C
√
ze−(z−2)h(x), h(x) = x− 1− log x, x > 0. (3.119)















Now let tn ≤ y ≤ a, we have




[(y/ϵ)z−2e−zy/ϵ − ((y + u)/ϵ)z−2e−z(y+u)/ϵ]dP (ϵ)/ϵ2
Γ(z)(p
∫



















using Lemma 28. Choosing t0 small enough, we have

















[(y/ϵ)z−2e−zy/ϵ − ((y + u)/ϵ)z−2e−z(y+u)/ϵ]ϵ−kdP (ϵ) (3.122)
for k ∈ [0, 2], y ∈ (tn, a), 0 ≤ u ≤ Tn and z ∈ [2, z̄n].
Assume that z̄n → ∞, Tn, tn → 0, Tn/tn → 0 and Tn/tn = o
(
[z̄n log(z̄n)]
−1/2) as n → ∞.






z log z if z ∈ [M, z̄n],
pe−0.5(z−2)/tnt
2(2−k)
n /(1− p) + Tnt2nδk if z ∈ [2,M ].
(3.123)
Proof of Lemma 28. Note that there exists C > 0 such that
zz/Γ(z)xz−2e−zx ≤ C
√
ze−(z−2)h(x), h(x) = x− 1− log x, x > 0. (3.124)
This is a consequence of zz/Γ(z) ≤ C
√
z and ez−2xz−2e−zx ≤ e−(z−2)h(x). Note that h(x) ≥ 0
for all x > 0, and h′(x) > 0 for x > 1 and h′(x) < 0 for x < 1. For large enough x (x > 6),
h(x) ≥ 0.5x.
1. First we consider the case of large z, namely z ≥ M for an arbitrarily large M . For all
|x − 1| ≥ δz, we have h(x) ≥ δ2z/3 where δz = a0
√
log z/z ([4]). By the assumptions of the
lemma, u/y ≤ Tn/tn → 0. Hence, if |y/ϵ− 1| ≤ δz then, for n large enough,



















∣∣∣1− e zuy [(1−y/ϵ)+O(u/y)](1 +O(u/y))∣∣∣ dP (ϵ)/ϵk
+ 4e−(z−2)δ
2




2/(1− p), 1)/δk + 4e−(z−2)δ
2










for large enough z and a0, since z|1 − y/ϵ||u|/y ≤
√
z log zTn/tn → 0 and zu2/y2 ≤ zT 2n/t2n =
o([log z̄n]
−1) → 0. Recall also that δ2 ≤ (1− p)/p.
2. Now consider the case 2 ≤ z ≤ M . Note that for small zu/y (e.g. when zTn/tn = o(1)),
|1− (1 + u/y)z−2e−zu/ϵ| = |1− e−zu/ϵ+(z−2) log(1+u/y)| = |1− e−zu/ϵ+(z−2)u/y(1+O(u/y))|
≤ z|u||1/ϵ− 1/y|(1 +O(zu/y + zu/ϵ)),
(3.125)
with the last inequality holding for zu/ϵ = o(1).




|(y/ϵ)z−2e−zy/ϵ − ((y + u)/ϵ)z−2e−z(y+u)/ϵ|dP (ϵ)/ϵk
≤ 2pe−(z−2)h(1/tn)t2(2−k)n /(1− p) ≤ 2e−0.5(z−2)/tnt2(2−k)n /(1− pn).
















So, when z is small, for 0 ≤ u ≤ Tn,





For z = 2, simple algebra shows that Dk ≤ 2δ−ku/y ≤ 2δ−kTn/tn.
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Moreover, using (iii) of Lemma 23 we have that if z is large enough so that P (Γ(z − 1, z) ≥































































So that we finally obtain for all y > a, if z is small (i.e. P (Γ(z − 1, z) ≥ a/(2δ)) ≥ 5δf0(a))∣∣∣∣f ′(y)f(y)
∣∣∣∣ ≤ zδ
and if z is such that e−za/(4δ) ≤ 5δf0(a),∣∣∣∣f ′(y)f(y)
∣∣∣∣ ≲ 4za + zf0(0)2z−2e−2zf0(a)δ ≲ 4za .
Proof of Lemma 26. First we study (f(y) − f(y + t/n))/f(y + t/n). It is sufficient to study it
for t > 0, as for t < 0 and ỹ = y + t/n ≥ 0,
|f(y)− f(y + t/n)|/f(y + t/n) = (f(ỹ)− f(ỹ + |t|/n))|/f(ỹ)
≤ (f(ỹ)− f(ỹ + |t|/n))|/f(ỹ + |t|/n)
so the same bound will apply. As f decreases, we can study













































Thus, for all y ⩽ δ/(1 + δz) and δ0 >
√
6,







If δ/(1+ δz) < y ≤ a− Tn, then y/ϵ > 1/(1+ δz) and y+ u ≤ a. Hence, again using Lemma C.2
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Thus, for δ/(1 + δz) < y ≤ a− Tn,







Finally if y > a/2, using (iii) of Lemma 23 with y = 2δ when z is large enough so that P (Γ(z −
1, z) ≥ 2) ≤ 4f0(0)δ, we have
∫∞
2δ
dQ(1)(ϵ)/ϵ ≥ f0(a)/4 and hence












ϵ2dQ(0)(ϵ) + 1− p
≥ z
































ϵ[(y + u)/ϵ]z−2e−zy/ϵ(1− e−zu/ϵ)dQ(0)(ϵ)







Function H(u) = uz−1e−zyu(1−e−ztu/n) is monotone non increasing for u ≥ 1/δ (more generally,
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(1− e−zu/δ) ≤ pδ


























































Therefore, for |t/n| ≤ Tn,






z/(1− p), 0 < y ≤ δ/(1 + δz),
Tn
√
z/δ2, δ/(1 + δz) < y ≤ a− Tn,
Tnze
−z, y > a− Tn.
Now we bound






[(y/ϵ)z−2e−zy/ϵ − ((y + u)/ϵ)z−2e−z(y+u)/ϵ]dP (ϵ)/ϵ2
Γ(z)f(y + u)(p
∫
ϵ2dQ(0)(ϵ) + 1− p)
.
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If y > a/2, similarly to equation (3.128), using the lower bound (3.127),
















|1− (1 + u/y)z−2e−zu/ϵ|ϵ−z+2e−zy/ϵdQ(0)(ϵ)





|1− (1 + u/y)z−2e−zu/ϵ|ϵ−ze−zy/ϵdQ(1)(ϵ)












|1− (1 + u/y)z−2e−zu/ϵ|ϵ−ze−zy/ϵdQ(1)(ϵ).
For ϵ ≤ a/4 and y ≥ a/2, there exists c ∈ (0, 1) such that
log[e−zu/ϵ(1 + u/y)z−2] = − zt
nϵ





















i.e. e−zu/ϵ(1 + u/y)z−2 < 1. In particular,
1− (1 + u/y)z−2e−zu/ϵ ≤ 1− e−zu/ϵ − (z − 2)u/ye−zu/ϵ
≤ I(ϵ ≤ q) + (zu/ϵ− (z − 2)u/ye−zu/ϵ)I(ϵ > q)
for some small q ≤ δ.
Around 0,∫ q
0
|1− (1 + u/y)z−2e−zu/ϵ|ϵ−z+2e−zy/ϵdQ(0)(ϵ) ≤ q−z+2e−zy/q.
Next, ∫ δ
q












































Finally, for ϵ > a/2,∫∞
a/2
















−(z − 2)t/(ny) ≤ (1 + t/(ny))2−z − 1 ≤ (1 + t/(ny))2−zezu/ϵ − 1 ≤ ezu/ϵ − 1
≤ zu/ϵezu/ϵ
and
max((z − 2)u/y, zu/ϵezu/ϵ) ≤ max(2zu/a, zu/ϵezu/ϵ)
≤ 2zu/ae2zu/a.
Combining these bounds, we obtain for y ≥ a:




















Taking q = δ/2 and assuming |u| ≤ a/2 and a ≥ 8δ log 2 (the constant here can be reduced
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from 8 log 2 down to 1 if necessary), the bound becomes






























Combining this with the bound for y ≤ a/2, we have
|f ′(y)− f ′(y + u)|
f(y + u)



















since δ−2 ≤ pn/(1− pn).



















































































































by choosing B1 large enough. This proves the first statement of the lemma.
Now we prove (3.117). The proof is based on Lemma 19.33 of [49]. We construct a bracketing
of Gn in the form: (giL; giU ) i ≤ N[] such that giU ≥ giL and
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• ∀g ∈ Gn there exists giL ≤ g ≤ giU and
P0,0(giU − giL) = o(1)








log(1 +N[]) = o(
√
n).
Note that the first part P0,0(giU − giL) = o(1) uniformly implies that the centred difference is
also small, uniformly, which is the first condition of Lemma 19.33 of [49]. For giL(y) ≤ g(y) ≤
giU (y), the upper bound on the centered g is
g(y)− P0,0g = g(y)− giU (y) + giU (y)− P0,0giU − P0,0(g − giU )
≤ giU (y)− P0,0giU + P0,0(giU − giL)
and the lower bound is
g(y)− P0,0g = g(y)− giL(y) + giL(y)− P0,0giL − P0,0(g − giL)
≥ giL(y)− P0,0giL − P0,0(giU − giL).
Then, the difference between the upper and the lower bounds is
giU (y)− P0,0giU − [giL(y)− P0,0giL + 2P0,0(giU − giL)] = giU (y)− giL(y) + P0,0(giU − giL),
hence it is sufficient to show P0,0(giU − giL) = o(1).
Let ωn = o(1) arbitrarily slowly, and construct a bracketing net of Gn where P0,0(giU − giL) ≤




Lemma 29. Consider the net on [2, z̄n], Sz = {2(1 + rn)k, k ≤ Kz} with z̄n = n2/(2β+1)(log n)q
and Kz = log(z̄n/2)(log(1 + rn))−1 and the net on (0, pn), Sp = {dnk, k ≤ pn/dn}. Let u > 0
arbitrarily small and define y′n such that F0(y′n,+∞) = uδ/z̄n, k1,n = log(y′n/δ)[log(1 + cn)]−1.
We define the nets on (an, δ) and (δ, bn) respectively
E0 = {ϵn,k = an(1 + cn)k, k ≤ k0,n}
E1 = {ϵ′n,k = δ(1 + cn)k, k ≤ k1,n, ϵ′n,k2,n+1 = bn},
the net of [0, 1] defined by Sπ = {πn(1 + τn)k, k ≤ Kπ := log(1/πn)[log(1 + τn)]−1}. Set
kn = k0,n + k1,n + 1. We assume that τn, dn, cn, rn, πn go to 0 and pn goes to 1.
Define Q0,k ∈ Sπ the smallest value larger than Q(0)(ϵn,k, ϵn,k+1) and similarly for Q1,k. Let




min(Q0,k, Q1,k′ , k ≤ k0,n, k′ ≤ k1,n) ≥ πn}.
Then if πn = exp[−nB ] for some B > 0, an ≥ n−Ba , cn ≥ n−Bc , C ≥ δ ≥ n−Bδ for some










(log log(y′n/(πnan))− log(cnτn)) + log log(z̄n)− log(dnrn)
≲ nBc log n (log n+ log(1/τn)) + log(1/(dnrn)).
(3.130)
Remark 5. Under condition (3.17), 1− F0(x) = ϵ implies x ≤ [ϵ/C2]−1/(ρ1+2) since
ϵ = 1− F0(x) =
∫ ∞
x
u−2u2f0(u)du ≤ C2x−2(1 + x)−ρ1 ≤ C2x−ρ1−2.





, so that P0,0(gU − gL) = o(1).
We will do it separately for y < a and y > a.
Denote
h̄(y; ϵn,k) = sup
ϵ∈(ϵn,k,ϵn,k+1)













1. y ∈ (0, a).
We need to construct a bracketing net of Gn where P0,0(giU −giL) ≤ ωn for some ωn = o(1). If
g ∈ Gn then g =
f ′Pn;z
fPn;z
and we have that ‖1([0, a]) (f−f0)‖∞ = o(ωn) by choosing ωn accordingly.





















ϵ2dQ(0)(ϵ) + 1− p
.
a) First consider z ∈ (zj , zj+1) such that zj+1 ≤ wn where wn is going to infinity arbitrarily
slowly.











































ϵ2dQ(0)(ϵ)− dn]+ + (1− p+ dn)
.
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If ϵn,k+1 ≤ y(zj + rn)/(zj + rn − 2) then
h̄(y; ϵn,k; z) ≤ (y/ϵn,k+1)zj−2e−zjy/ϵn,k+1 , h(y; ϵn,k; z) ≥ (y/ϵn,k)zj+rn−2e−(zj+rn)y/ϵn,k
and vice versa if ϵn,k ≥ yzj/(zj − 2). If ϵn,k ≤ yzj/(zj − 2) ≤ ϵn,k+1 then we set
h̄k(y) = e
−zj+2(1− 2/zj)zj−2, hk(y) ≥ e−zj−rn+2(1− 2/zj)zj−2(1− 3cn)
if wncn = o(1).
If y ≤ ϵn,k+1(zj + rn − 2)/(zj + rn),
h(y; ϵn,k) ≥ h̄(y; ϵn,k)e−zjycn/ϵn,k+1e−rny/ϵn,k
and if y > ϵn,k+1(zj + rn − 2)/(zj + rn),




Then the difference between both bounds is bounded by (if n is large enough), as dn ≤ pn/2,






















ϵ2dQ(0)(ϵ)− dn]+ + (1− p− dn)























































for some constant C. If also dn ≤ τnpn, rn ≤ τnan there exists C ′ > 0
∆Pn;z(y) ≤ C ′(τn + wncn)
p
∑k0,n






























as soon as wncn = o((1− pn)/δ + δ) and τn = o((1− pn)/δ + δ).
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In particular for all |y/ϵ − 1| > δ0
√
log z/z := δz, zh(y/ϵ) > cδ0 log z if z is large enough and


































ϵ2dQ(0)(ϵ) + 1− p]
.
Then we use the same decomposition as before, with cn = o(1/
√
zj log zj) and ϵ̄k defined by



























ϵ2dQ(0)(ϵ) + dn + 1− p
)
.
Similarly set ϵk = ϵn,k if y < ϵn,k, ϵk = ϵn,k+1 if y > ϵn,k+1 and ϵ̄k = ϵn,k if y ∈ (ϵn,k, ϵn,k+1) so
that on |y − ϵn,k| ≤ δz






















































rn = o((1− p)(log zn)−1); dn = o(δ2(1− p)); τn = o(1− p);










∣∣∣∣ ≤ C za,
if z ∈ (zj , zj+1) and y′n(zj) satisfies∫ ∞
y′u(zj)
f0(y)dy ≤ uδ/zj for a small u,
we can define an upper bound of −f ′Pn;z/fPn;z on (y
′
u(zj),+∞) by Czj/a and a lower bound by
0.
We now study the behaviour for y ∈ (a, y′u(zj)). First assume that zj ≤ Z0 fixed but
arbitrarily large. We have that for all finite y ∈ (0,∞), there exists w̃n = o(1) such that
Π(|f0(y)− f(y)| > w̃n|Y (n)) = oP0(1),




f0(y)dy ≤ t and set t ≤ 1/Z0, then for all z ≤ Z0 y′u(z) ≤ Lt and the bracketing is valid.
We can therefore assume that z ≥ Z0 where Z0 is arbitrarily large.










































































































and hy(ϵ) ≤ zGy(ϵ).
We have, for large z,
−f ′Pn;z
fPn;z
































where ϵk(u) is the smallest ϵn,k larger than y′u(zj)(1 + δz). This leads to







































 ∑k 1(ϵn,k ≥ δ)Q1,k[Gy(ϵn,k+1)/ϵn,k −Gy(ϵn,k)/ϵn,k]∑
















































and if y/ϵn,k > 1 + δz
h̄y(ϵ
′










In particular, using the same computations as before,∫ bn
a/2
dQ(1)(ϵ)/ϵ ≥ f0(a)− o(1)−
P (Γ(z − 1, z) ≥ a/δ)
δ
≥ f0(a)/2
either if z ≥ nt for some t > 0 as soon as 1− p ≥ n−H and δ ≥ n−H for some H > 0, or for fixed









P (Γ(z − 1, z) ≥ y/ϵ)dy
≥ Γ(z)
zz



















−zjh(4y/a) (rn + 2cn)






















































−zjh(4y/a) (rn + 2cn)



















k 1(ϵn,k ≥ δ)Gy(ϵn,k+1)Q1,k(1 + τn)/ϵn,k
×(∑
k 1(ϵn,k ≥ δ)Q1,k[Gy(ϵn,k+1)(1 + τn)/ϵn,k −Gy(ϵn,k)(1− τn)/ϵn,k+1]∑









k 1(ϵn,k ≥ δ)Gy(ϵn,k+1)Q1,k(1 + τn)/ϵn,k
×(∑
k 1(ϵn,k ≥ δ)Q1,k[Gy(ϵn,k+1)(1 + τn)/ϵn,k −Gy(ϵn,k)(1− τn)/ϵn,k+1]∑









k 1(ϵn,k ≥ δ)Gy(ϵn,k+1)Q1,k/ϵn,k
(2τn + cn)
≲ zj(τn + cn)
δ
→ 0
if zj(τn + cn)/δ → 0.
This leads to ∫ yn
a
f0(y)∆n(y)dy = o(1).
Now we collect the conditions:
rn + cn = o(1/(z
2
nϵn)) = o(n
−(4−β)/(2β+1) log n−(2t+q)), zn(τn + cn)/δ → 0,
δ2 ≤ (1− pn)/pn, rn ≤ anτn, τn = o((1− pn)/δ + δ),
rn = o((1− p)(log zn)−1); dn = o(δ2(1− p)); τn = o(1− p),
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and for wn ≤ zj ≤ z̄n,
z2j ϵn(cn + rn) = o(1), zj(cn + rn)/δ = o(1), cn = o(min((1− pn)zj , 1)/
√
zj log zj).
Taking wn ≥ 1/(1− pn), the above conditions hold for
cn = o(δz̄
−1
n ), rn = o(δz̄
−1
n ). (3.132)
Hence, we have shown that if (3.132) hold, then the constructed net satisfies the first condi-
tion.








logN ≲ kn(log n)2 = O((log n)2−Dc z̄n/δ)
taking cn = δz̄−1n (log n)−Dc for some Dc > 0. Denote r = 2−Dc.
Now we verify the condition
maxi(‖giL‖∞ ∨ ‖giU‖∞)√
n




log(1 +N[]) = o(
√
n).






































































for β > 3/2 and δ−1 ≤ [log n]s for some s ≥ 0.
Proof of Lemma 29. Indeed,





Now we bound each of the terms. We have shown that Π(Pcn) ≲ e−Cnϵ
2
n .
Note that y′n ≤ [ uC2z̄n ]
−1/(ρ1+2) due to F0(y′n) = 1 − u/(3z̄n) and Remark 5. Under the
assumptions of the lemma,
k0,n = log(δ/an)/ log(1 + cn) ≲ nBc log n,
k1,n = log(2y
′
n/δ)/ log(1 + cn) ≲ nBc log n
and both are bounded by nB for B large enough.
By assumption (3.12) on prior for z,
Πz(z̄n,∞) ≲ e−c
′√z̄n(log z̄n)ρz = e−c
′′n1/(2β+1)(logn)ρz+t/2 ≲ e−C2nϵ2n




























and Q(0)(ϵn,k, ϵn,k+1) ∼ Beta(αk,M − αk), with αk := MG0(ϵn,k, ϵn,k+1). Then






If M−αk ≤ 1 then (1−x)M−αk−1 is increasing in x and (1−x)M−αk−1 ≤ (1−πn)M−αk−1 ≤ 2 for
all x ≤ πn as long as πn ≤ 1−(1/2)1/(1−M+αk). Otherwise, if M−αk > 1 then (1−x)M−αk−1 ≤ 1















So we need αk ≳ n−B(nϵ2n + log k0,n), with ϵn = n−β/(2β+1)(log n)q. Similarly for Q(1),
Π(Q(1)(ϵ′n,k′ , ϵ
′














n (1 + cn)
(a0+1)k[(1 + cn)
a0+1 − 1]
≥aa0+1n cn ≳ n−Bc−Ba(a0+1).




g0(x)dx ≳ ϵn,k+1 − ϵn,k =an(1 + cn)kcn
≥ancn ≳ n−Bc−Ba
and obtain the same type of bound.
Therefore,




≤ exp[−nB [k0,n max(n−ac−a1/[(ρ1+2)(2β+1)], n−Bδ−Bc)]] ≤ exp{−Cnϵ2n}















for n large enough, using y′n ≤ [ uδC2z̄n ]
−1/(ρ1+2) due to Remark 5.




g0(x)dx ≳ ϵn,k′+1 − ϵn,k′ = δ(1 + cn)k
′
cn
≥ δcn ≳ n−Bδ−Bc .
Therefore,
Π(min(Q1,k′ , k





n ≤ exp[−nB [nBδ+Bc(a0+1)k1,n]] ≤ exp{−Cnϵ2n}
for B large enough. Now we bound Π(
∫ bn
y′n
ϵ−1dQ(1)(ϵ) ≤ πn). The probability of this event is





















for large enough n, with α′n := MG0(y′n, bn) and yn ≤ [ ϵ3C2n ]
−1/(ρ1+2) due to F0(yn) ≥ 1−ϵ/(3n)
and Remark 5.







x−a1dx = (a1 − 1)−1[y′n
−a1+1 − b−a1+1n ]
≳ [n−2(a1−1)/(2β+1)[log n]−q(a1−1) − [n−(a1−1)(B1+1/(2+ρ1))ϵ(a1−1)/(2+ρ1)]]
≳ n−(a1−1)/(2β+1)









for B large enough. This proves the first part of the lemma.
The entropy of the set is bounded by







kn = C[1 + log(y
′
n/an)]/cn ≲ nBc log n.
Hence,




(log log(1/πn) + log log(y
′
n/an)− log(cnτn))
+ log log(z̄n)− log(dnrn)
≲ 1 + nBc log n (log n+ log log n+ log(1/τn)) + log(1/(dnrn)).
This completes the proof of Lemma 29.
3.11 Some technical results from [4]
In this section we include Lemmas from the paper by Bochkina & Rousseau (2017) [4], in which
we have based some of our work and have been referenced in this chapter.
Lemma 30 (Lemma 4.1 from [4]). Assume that the probability density f0 ∈ Pα(β, L, γ, C0, C1, e,∆)
and that there exist C > 0 and ρ1 > 0 such that∫ ∞
x
y2f0(y)dy ≤ C(1 + x)−ρ1 .
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Then, for any ϵ0 > 0, there exist κ,Cp > 0 such that
Π(KL(f,Kz ∗ P ) ≤ ϵ2n;V (f,Kz ∗ P ) ≤ ϵ2n log n) ≥ Cpe−κn
1/(2β+1)(logn)2q ,
for any prior satisfying condition (P) and n ≥ 1 where ϵn = ϵ0n−β/(2β+1)(log n)q, with q =
(5β + 1)/(4β + 2) if ρz ≤ 5/2 and q = (2ρzβ + 1)/(4β + 2) if ρz > 5/2, where ρz is defined
in condition (P). The constants κ and Cp depend on Π, ϵ0 and on the constants defining the
functional class.
Note that condition (P) in [4] corresponds to the same condition (3.12) we have on the prior
for z and a Dirichlet Process prior for P with a base measure having polynomial tails, analogous
to our conditions (3.10) and (3.11).
Lemma 31 (Lemma 4.2 from [4]). Fix ε > 0, J ∈ N, a, b > 0, 0 < z < z̄ < ∞ and introduce the
following class of densities:






j>J πj < ϵ, z ∈ [z, z̄],
ϵj ∈ [a, a+ b] for j = 1, . . . , J
}
Then, for ε ≤
√
z̄,



















+ J(1−G([a, a+ b])) + 1−Πz([z, z̄])
where Π is a prior satisfying condition (P).
Lemma 32 (Lemma B.1 from [4]). Let ez = z−a, Ez = zb and H be a probability distribution
on [ez, Ez]. Then for all κ > 0, there exists N0 > 0 and a probability distribution P with at most
N̄ = N0
√
z(log z)3/2 supporting points such that: for all x ∈ [τ0ez, τ1Ez] with 0 < τ0 < 1 < τ1 <
+∞
|Kz ∗ (H − P )(x)| ≤ z−κ, when z is large enough.
Lemma 33 (Lemma C.1 from [4]). For all δ > 0, there exists C > 0 such that for all ϵ1, ϵ2
satisfying |ϵ1/ϵ2 − 1| < δ
‖gz,ϵ1 − gz,ϵ2‖1 ≤
√
2KL(gz,ϵ1 , gz,ϵ2) ≤
√
2zδ, gz,ϵ2(x) ≤ gz,ϵ1(x)ezδ(1+x/ϵ1).




gz,ϵ(x)dϵ = 1 +
1
z − 1






















































For all g(x) ≤ C1 + C2xa for some a > 0, then
Kzg(x) ≤ 2C1 + 2C2xa,
for z large enough and a fixed.
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Chapter 4
Conclusion and Future Work
4.1 Conclusion
We begin this section pointing out the main contributions of this work. We have been able
to tackle the problem of Semiparametric estimation of densities with unknown support from a
Bayesian perspective proving a nonregular version of Bernstein-von Mises Theorem using two
prior models. Additionally we implemented an MCMC algorithm for a nonstandard mixture
model.
For the sieve prior model we have extended the results of log-spline models to approximate
a density defined on a semiline, proving consistency and convergence rate to the truncated
density at nonparametric minimax rate. For this purpose we had to prove an alternative lower
bound for the denominator in the posterior distribution ( also called evidence) which is related
to the condition on prior mass of Kullback-Leibler neigbourhoods. Additionally, we extended
the limiting log-likelihood ratio results to the case where apart from the nonregular paramter
of interest there is a regular nuisance parameter of growing dimension. Finally we proved a
nonregular Bernstein-von Mises Theorem for the marginal posterior distribution of the nonregular
parameter under a sieve prior and applied it to the log-spline model..
Investigating the second prior model, we were able to find more general Bernstein-von Mises
Theorem for LAE models, and from the orignial shift LAE model that motivated our project
we found that scale LAE models are equivalent through a log transformation of the data. It is
important to note that the results in [32] do not cover our mixture prior model. We also proved
posterior concentration for the density in L1 and local supremum norm near 0. The latter is
usually more difficult to obtain, and in this framework seems to be necessary given that the
parameter of limiting distribution for θ is precisely the value f(0). Note that in our log-spline
prior we also obtain consistency in uniform norm through the approximation properties of B-
splines in that norm. It was precisely this type of consistency that motivated the search for a
nonstandard prior process for the mixing distribution. Another critical condition required is the
uniform control of the interaction term, this was not particularly easy for a flexible prior such
as a mixture. Although we used the monotonicity assumption in most of the proofs throughout
Chapter 3, it was critical in the proof for uniform consistency motivated by the work of [44]. It
is sill not clear whether this can be extended to a more general class of densities. On the other
hand, results such as adaptive L1 consistency can be obtained without monotonicity assumption
as shown in [4].
Although the prior process for the mixing distribution is not very standard we were able to
implement it through a slice sampling algorithm and applied it on simulated data and real data
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from procurement auctions proving its applicability and helping to illustrate consistency of f and
θ together with the corresponding limiting marginal distribution for θ predicted by theoretical
results.
It remains to be seen how general our results are, and find other examples that satisfy the
conditions. Finding such a prior model with reasonable assumptions on hyperparameters can be
challenging, in particular uniform consistency is not simple to prove in general, although it is only
required near the discontinuity point. The usual Dirichlet Process mixture prior seems to be too
flexible to obtain it and thus we introduced some modifications to the mixing process and worked
only with monotonic nonincreasing densities. It is also important to note that the frequentist
counterpart, that is the nonparametric MLE estimator, is not consistent at the discontinuity
point. Additionally, another potentially problematic condition is the bound on the interaction
term. This implies no loss of information which might not hold in some contexts or be difficult
to prove.
We finish this section specifying the reasons for choosing the two particular prior models to
which we applied our theorems from Chapters 2 and 3. A B-spline basis for the sieve prior seemed
to be a natural choice given their excellent approximation properties, which are key to obtain
their known results on minimax contraction rates for densities supported on finite intervals (see
Sections 9.1 and E.2 in [23] and the references therein). Additionally, it is easy to control their
smoothness and although they are not orthogonal, only a small number of elements of the basis
affects the approximation at each point, which simplifies many calculations. Certainly, we could
study and apply our theorem to other bases with similar properties, such as Bernstein polynomials
and wavelets. However, Bernstein polynomials present suboptimal approximation results leading
to suboptimal nonparametric contraction rates and wavelets with arbitrary smoothness level are
not easy to construct and many times they do not have closed form expressions. Similarly, we
used a gamma density function as the kernel for the mixture prior because of the positive results
from [4] on adaptive density estimation on a semiline with minimax contraction rates. There
were several ideas from this work that we could borrow. In this case, Gaussian approximation
Lemmas 33, 34 and 35 are important to obtain good approximation properties and therefore,
other kernels defined on semilines with similar properties are good candidates to obtain the same
results as with the Gamma.
4.2 Future Work
There are various ways to keep investigating nonregular models and particularly LAE models
from a Bayesian perspective. It would be interesting to keep refining the general sufficient
conditions for a BvM Theorem, and also find necessary conditions. It is also of interest to
understand whether the prior models presented here are two of a few ad-hoc models that allow
us to obtain a BvM Theorem, or if there are many more that can satisfy our general conditions.
More specific steps regarding the two prior studied here are to investigate further adaptation
for the log-spline model and whether we can remove the assumption of monotonicity in the
mixture prior. Additionally, we could investigate other bases for the sieve prior and other kernels
for the mixture prior.
Once we obtain these results, it would be interesting to study other types of non-regularities
such as densities with singularities, or multiple jumps, for instance when the support of the
density is a finite interval. Also efficiency of estimators in these frameworks can be studied.
Further extensions can be explored such as considering the case when the parameter of interest
θ0 may also be not finite and thus the unknown density could be supported on the whole real
line. We could investigate a prior for θ that incorporates this option, e.g. a mixture that includes
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a point mass at −∞. Additionally, we can investigate inference on multidimensional nonregular
parameters, and in particular to study the support of the density of multidimensional data.
Finally, we have covered only density estimation so far and therefore we can continue studying
nonregular parameters in regression and time series settings.
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