BOOKMARKLET BUILDER FOR OFFLINE DATA RETRIEVAL By Sheetal Naidu Bookmarklet Builder for Offline Data Retrieval is a computer application which will allow users to view websites even when they are offline. It can be stored as a URL of a bookmark in the browser. Bookmarklets exist for storing single web pages in hand-held devices and these web pages are stored as PDF files. In this project we have developed a tool that can save entire web page applications as bookmarklets. This will enable users to use these applications even when they are not connected to the Internet. The main technology beyond Javascript used to achieve this is the data: URI scheme. With the data: URI scheme we can embed images, Flash, applets, PDFs, etc. as base64 encoded text within a web page. This URI scheme is supported by all major browsers and in Internet Explorer from version 8 onwards. The application could be made available online, to users who are typically website owners and would like to allow their users to be able to view their websites offline.
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Introduction
Bookmarklet Builder for Offline Data Retrieval is a system that lets you create a bookmarklet and add it to a browser's bookmarks. The created bookmarklet can be used to view web pages when not connected to the Internet. In this system, the bookmarklet that is created is a data:URI (data: Uniform Resource Identifier) of a web page or a set of web pages. One main web page is connected to other pages or has links to other web pages which are also converted to data:URI. A data:URI is a URL (Uniform Resource Locator) scheme which allows for including small data items such as text, images, etc. as immediate data items in a web page. The "immediate"
inclusion is as if the data had been included externally. With this scheme, a web page would have a data:URI instead of an external link pointing to the source. In the general definition of a bookmarklet, it could be a Javascript program wrapped around a string of HTML code performing some action once it is loaded in a browser. It could be saved as a bookmark in any browser. In this project the system is designed such that it saves an entire website as a single, long string of a data:URI.
Currently, many tools exist that convert web pages to PDF format. There are also many online tools that convert web pages to data:URI. These systems work only on a single page at a time. It is similar to saving a file in a browser's cache but it also allows to use the URI within another web page. If a user wishes to save multiple such files, like multiple pages of a particular website, the connection or links between the pages is not maintained. For example clicking on a link in the data:URI of Page A which is connected to Page B, will not open the data:URI of Page B.
Many users use the feature of saving their PowerPoint presentations as HTML files and publish them.
These files have basic HTML code wrapped around a GIF or JPEG image of the presentation slides. If these files can be converted into data:URI, then they could be easily transported onto any computer and you would not need PowerPoint or even Internet connection and would be able to present the slide show from your computer anytime.
On some hand-held devices, entire web sites are converted to PDF. The idea of this project is based on a similar idea where web pages are converted to data:URI. The conversion is such that links on all the pages are still maintained; while at the same time, images and text content are converted appropriately. Once a set of web pages are converted this way, users can bookmark the initial page and view the bookmarklet any time later. Even when they go offline, they will be able to browse through the site as if they were online.
The project is a web-based system and has a front-end and a back-end. In the front-end there a basic UI through which the user gives input. At the back-end, there are mainly two parts. The first part is a crawler used to crawl the given website and the second part involves functions written in PHP that convert the required HTML elements to data:URI. This report explains how the system was developed. In Section 2 we describe the main concepts and technologies that are deployed in the project. In Section 3, we discuss about the preliminary work that was conducted in order to lay the foundation for the implementation. Sections 4, 5, 6 and 7 describe how the system was actually implemented and go into details of the UI, integration of the crawler module and algorithm for converting web pages to URI. Section 8 discusses the main advantages and disadvantages of such a system.
Following that is Section 9 which describes test scenarios and analyzes the results. Section 10 concludes the report.
Technologies Used
Beyond Javascript and PHP, the important concepts that are used in this project are data:URI and Document Object Model. In the following sections more light is thrown on the two concepts. There is also an introduction to Nutch, which is the crawler that is used in this project.
data: URI
In order to better understand what a data:URI scheme is, it is required to understand a URI in general and then look at how a URL is a subset of the URI scheme.
A Uniform Resource Identifier (URI) is a compact string of characters for identifying an abstract or physical resource. URIs provide a simple and extensible means for identifying a resource. URIs provide a uniform way of identifying different resources which could be used in the same contexts while the means to access those resources may be different. A resource in a URI could be anything that has identity. It could be a text file, an image file or even a resource like a shopping cart on an e-commerce website. The definition of a resource does not limit it to be retrievable through a network. A resource is only a conceptual mapping to an entity at any given instance of time. Thus, the entity itself can change over time as long as the mapping remains the same. An identifier in URI is an object that acts as a reference to an accessible source that has identity. Such an object is a sequence of characters with defined syntax.
The URI syntax is dependent upon the scheme. In general, absolute URI are written as follows:
<scheme>:<scheme-specific-part>
An absolute URI contains the name of the scheme being used (<scheme>) followed by a colon (":") and then a string (the <scheme-specific-part>) whose interpretation depends on the scheme. Below is an example of a URI ftp://ftp.is.co.za/rfc/rfc1808.txt --ftp scheme for File Transfer Protocol services A URL is a URI scheme which identifies a resource mainly by the way it is accessed. That is, its network "location". Although URLs are named after a protocol, it does not imply that that URL's resource is accessible only via that named protocol. For example, a URL with 'http' scheme uses both DNS and HTTP protocols.
A data URI is a URL scheme which provides a way of including small data objects as immediate data in a web page rather than specifying the object as an external resource. The basic syntax of such URLs is
<mediatype> is an Internet MIME with optional parameters. In the absence of mediatype, the default is text/plain;charset=US-ASCII. It is possible to also omit "text/plain" but the charset parameter should be supplied. If ";base64" is present it implies that the data is base64 encoded. If ";base64" is not present, it means that the data is represented as ASCII encoding.
Document Object Model (DOM)
In order to convert links and images in each of the web pages to a suitable data:URI form, we need to convert the web pages to the Document Object Model representation. DOM provides a language independent platform to access the properties and elements of a web page. It is an Application Programming Interface to represent and manipulate the content of HTML and XML documents. Thus, when we convert a web page to a DOM representation, we can access individual elements of the page and perform actions to modify the elements.
It is also possible to add, delete or replace individual elements of the document. The structure of DOM can be viewed as a tree. Thus, the elements in an HTML document can be viewed as nodes of the tree. Consider the following HTML code.
The graphical representation of the above code can be represented by the tree diagram shown below.
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Figure 1: Sample Code to demonstrate DOM structure
Each of the nodes can be accessed from this tree structure. Using constructs from any language, it is possible to change, add or delete nodes from this tree. The above figure is only a graphical representation which describes the logical structure of the HTML code. The tree structure is only a choice and is not necessarily the only way a DOM document can be represented. The DOM is a logical model that may be implemented in any structure and does not specify a particular manner to do so.
The Document Object Model was originated in order to provide a standard to make Javascript scripts and Java programs portable across different browsers. It provides a way for any Javascript code to look at its containing HTML document. Thus, serving a way for the Javascript to access and manipulate its containing web page. The intention of the DOM was to provide a way to convert documents to objects so that they can be used in object oriented programs. It is important to note that the tree structure is not how the internal data structure of the document is; it is only a logical view of the parent-child relationships defined by the programming interface of that document. For XML files, the information set is defined by the XML information set that that file uses. The DOM is only an API to that information set.
In this project, PHP constructs are used to convert HTML pages into their DOM representations, which are referred to as DOM documents. Each such DOM document is defined by a DOMDocument class which represents an entire HTML file and which serves as a root of the document tree. Any node belonging to such a tree can be accessed using XPath queries. For example, to find all the link tags in a document, we can use the query "/home/body//a" This will return all <a> tags that are nested inside the <body> tag, inside the <html> tags. For each of these <a> tags we can access their attributes and change them such that they do not link to pages on the WWW but instead link to data structures stored in the project. After the changes have been made, the DOM documents can then be converted back into their HTML format.
Nutch
The crawler used in our system is part of a search engine called Nutch. Nutch is an open source Java search engine. For our system, only the crawling capabilities of Nutch are used. Using Nutch involves using its various commands in a sequence. In our system, the main commands that are used to crawl and then read the necessary related data are the 'crawl' command and 'readdb' command.
As a case study, lets use the following example of a simple website. We will use this site to first crawl and then convert the web pages to data:URI form. Once the user enters the URL of the home page, that is, PageA.html, the system creates a flat file which contains this URL. This file is used by Nutch for its crawl purpose. One significant setting is the domain which the crawl needs to be restricted to. This information is added to the Nutch configuration file. This piece of information is important because this will restrict Nutch from crawling pages that are outside of the specified domain. Without this detail the crawler would add links that go out of the domain of the website which might be unnecessary web pages. A typical example might be links to web sites through ads on the home page.
Nutch's crawl command involves the following options. A flat file with the URL of the home page, a destination directory where all the crawled data is stored, the depth of the crawl and the number of links to be From the crawl data, we gather a list of web pages that were crawled and using this list, we convert each page to the data:URI form. The command used to generate this list is the "readdb" command.
Preliminary Work
Writing Javascript programs, researching about what data:URI is and finding a suitable crawler for the project were part of preliminary work for the project. In the following sections we will discuss about what was done while researching about the necessary tools needed to implement the project, and how the selected tools would be used.
Javascript
Javascript is an essential part of implementing this project. As part of foundation, learning to write code in Javascript was one of the initial and concrete deliverables. In order to demonstrate the same, a program that demonstrated user interaction with an HTML object was written using Javascript. In this program, there was a black box on an HTML page and this black box was defined using <div> tags and not <img> tags. There were four buttons below the black box that allowed users to move the box around the screen. Each click moved the box by 15pts in the direction specified by the button. e.g Top moved the box 15pts in the top direction, Left moved the box 15pts in the left direction and so on.
By clicking on Submit, the user is taken to the next page which displays the x and y coordinates of the last position of the black box.
Ex: The x coordinate is : 525px and the y coordinate is: 400px
This deliverable helped learn about the use of <div> tags, accessing the query string from a URL and using regular expressions for pattern matching. On the first HTML page there were two hidden form elements which contained the present x and y coordinates of the black box. When we hit on Submit, these two values were sent as part of the query string to the next page. On the second page, these values were retrieved from the query string and displayed in the browser.
Using data: URI
As part of preliminary work, a complete PHP script was written that took the URL of a page as input from the user and fetched the page using cURL() function in PHP. It then parsed it to see if there were any image files embedded in the file. It then fetched each of the image files from their address, again using cURL() and then The above example is shortened for this report. The actual base64 encoded representation of a typical image file is bigger than the string that is shown above. Appendix A provides more examples of data:URI.
Working with Nutch
Nutch was chosen for crawling purpose because it is an open source project and hence available freely and is fairly straight forward to install and use. Nutch is a web crawler written in Java which is part of an open source search engine which uses Lucene for its search and index component. Nutch was previously a part of
Apache but now it is a sub-project of Lucene. This preliminary work was conducted in two parts. In the first part we learned to install Nutch and use it from the command line. Nutch maintains a database of pages and links that it fetched during the crawl. The pages have scores that are assigned by analysis. Every time the crawl is made, it looks for high-scoring, out-of-date pages and fetches them to update its database.
The second part of this deliverable was to write PHP code so that Nutch commands could be run from within this script. For this, the user was presented with a front-end where he/she would enter the URL of the site to Figure 6 : <img> tag be crawled. This URL was given as input to Nutch's crawl command and the crawled data was stored in a directory. Next, some useful data was fetched from the database and displayed to the user in human-readable form. This data is extracted using readdb command in Nutch. This command could be used to read data such as the URLs of all the pages visited during the crawl.
The front end provided to the user to enter the crawl site is shown in the screen shot above. When the user enters the URL of the site in the text box and clicks on Crawl, a PHP script is invoked which crawls the site with the URL provided and stores the data in a directory. After the crawl is completed, the user is shown the following message. 
Code Obfuscation
At the time of conception, the data:URI to be presented to the user was visioned to be wrapped around Javascript and presented as a Javascript function. Thus, we wanted to obfuscate the code using Javascript obfuscation techniques. As the project developed and took shape, we discarded the idea of presenting the data:URI string as a Javascript function. However, in this section we discuss about some research done with regards to Javascript obfuscation techniques.
Obfuscation could be used so that the bookmarklet can potentially be sold without easily being reverse engineered. Part of the research was to get information on the available techniques for code protection. These techniques include
• watermarking -which is a defense against software piracy
• tamper-proofing -which enables the detection of tampered code so that the code becomes unusable, and
• obfuscation -which is a tool for obfuscating code so that it becomes difficult to reverse engineer.
Code is obfuscated mainly by applying certain transformations to the original code. On further study we found out how code can be obfuscated in different ways. There are several ways that code can be obfuscated in.
These ways depend on what area of the code we aim at obfuscating. These include:
• Layout transformation -modify variable names
• Data transformation -modify data structures
• Control transformation -change program flow while preserving semantics and
• Preventive transformation -use anti-debugging and anti-disassembly techniques
Most commercially available Javascript obfuscators obfuscate the code only by aiming at transforming the lexical structure of the code or by changing the layout of the code. For our deliverable, we picked a freeware called Stunnix. As an example, let's examine how a piece of code is obfuscated using Stunnix.
Sample code:
Figure 9 : Sample input to Stunnix
The obfuscated code looks as follows:
We can make the following observations about how Stunnix works:
• The Stunnix obfuscator targets at obfuscating only the layout or the lexical structure of the Javascript code
• As the obfuscator parses the code, it removes spaces, comments and new line feeds
• While doing so, as it encounters user defined names, it replaces them with randomly generated strings
• It replaces print strings with their hexadecimal values
• It replaces integer values with complex equations
In our sample code that was obfuscated, we can observe that the user defined variable foo was replaced with the random value z001c775808; the variable arg1 was replaced with z3833986e2c; the variable myvar1 was replaced with z0d8bd8ba25 and the variable intvar was replaced with z0ed9bcbcc2. The integer value 20 was replaced with (0x90b+785-0xc04) and 3600 replaced with (0x1136+6437-0x1c4b). The print strings "vars are" was replaced with its hexadecimal value \x76\x61\x72\x73\x20\x61\x72\x65\x3a and all spaces were replaced with the
Figure 10: Obfuscated Code Output by Stunnix
hexadecimal value of \x20. We also saw that all comments and new line feeds were removed from the resulting code. While this kind of code obfuscation makes the resulting code more compact it also has an overhead of having to decode the equations wherever we need to use simple numerical values. But this only adds a constant extra time.
Although any obfuscation techniques were not used in implementing the project, more study might help us understand whether it would be a useful enhancement to the project. One possible use would be to wrap the final resulting URI within some Javascript and then obfuscate that code. Since the final resulting data:URI is a very long string of characters, we could use Javascript to compress this long string and/or break it into smaller sections.
Along with this we would also need suitable code that would do the opposite of the above so that the URI gets displayed properly in a browser. It is all this Javascript code that could then be obfuscated.
System Implementation
Since the project has a web-based design, there is a web page designed to take input from the user. The back-end of the implementation of the project contains two major parts. In the first section, a given URL is crawled up to a certain specified depth and information on the crawled pages is retrieved. Based on this information, in the second part, the appropriate pages are fetched and then converted one by one to the data:URI form.
User Interface of Bookmarklet Builder
Input for the system is a URL of a web site that the user wants to be made into a bookmarklet. The user needs to provide the URL and specify the depth up to which he/she wants the site to be crawled. For example, let Page A be the main URL. Let there be a link to Page B from Page A and let Page C be linked from Page B. Thus, Page B is at depth 1 and Page C is at depth 2 from Page A. When depth is 1, Page C is not among the list of crawled pages. Page C is crawled when depth is specified as 2.
The figure shown below is a screen shot of the UI for taking input from the user.
Integrating Nutch
When the user clicks Scan, a PHP program is invoked which runs Nutch's crawl command using a combination of predefined parameters and using the input provided by the user.
Consider the site provided as an example in Figure 3 : Page Structure of Sample Website. Let the depth be 1. A typical crawl command would then look like the following.
bin/nutch crawl url_file -dir crawl_data -depth 1 -topN 10 url_file is the flat file with the URL that is being crawled; crawl_data is the directory in which the crawled data is stored; topN specifies the maximum number of pages that will be crawled at the specified depth -in this case depth is 1.
From the data in the crawl_data directory, we can retrieve the list of pages that were crawled using readdb command in Nutch. In the above example, the list of pages are the following. 
Converting Images
Images in a file are located using the Xpath expression "/html/body//img". This returns a list of nodes that correspond to each img element in the HTML file. Next we get the "src" attribute of such a node and fetch the image file using cURL() function in PHP. The function returns a string of the image file. This string is base64 encoded and its data:URI is produced. The src attribute which had an external link to the image file is replaced with the data:URI of the image file.
Thus, code that looked like in Figure 13a , is changed to look like in Figure 13b . This is done for each image node that is found in the original HTML file. 
Converting Links
The data:URI of each page is stored in a Javascript array. This array is declared in the head of the HTML page that is served as a home page of the bookmarklet. The HTML code corresponding to this setting is shown below.
Within the <object> tag's data attribute is the data:URI of the web page. The links within that data are converted such that they point to the function change_object_content() in the head section. This is the main driver function that displays the right page when a link is clicked. The Xpath query used to find links is "/html/body/a". This returns a list of nodes that correspond to all the <a> tags in the file. Each of these nodes is parsed to retrieve the "href" attribute and it is changed to something like "javascript:parent.change_object_content('url_of_page)".
When a user clicks on a link, it invokes Javascript which calls the function defined in the parent window object. This function checks to see if the page referenced by the URL was fetched and displays the new page as an object in the browser.
Converting CSS Files
CSS files in the DOM document are located using the Xpath expression "/html/head/link". This returns a list of nodes that correspond to each <link> element in the DOM document. If the "rel" attribute of the tag is specified as "stylesheet" then that means that it is used for styling the current web page and that it could be a CSS file. Now we get the "href" attribute of the <link> tag and fetch the CSS file using cURL() function and replace the "href" attribute with the base64 encoded data:URI of the CSS file.
Thus, code that looks like in Figure 15a , is changed to look like in Figure 15b . 
Converting Javascript Files
Javascript files in the DOM document are located using the Xpath expression "/html/head/script". This returns a list of nodes that correspond to each <script> element in the DOM document. Next we get the "src" attribute of each node and fetch the Javascript file using cURL() function in PHP. The function returns a string of the Javascript file. This string is base64 encoded and its data:URI is produced. The "src" attribute which had an external link to the Javascript file is replaced with the data:URI of the file.
Thus, code that looks like in Figure 16a , is changed to look like in Figure 16b .
After each of the fetched pages in the crawled web site undergoes this cycle of getting images, links, CSS files and Javascript files and converting them to data:URI, the DOM document of each of the web pages is presented back into HTML format. Each HTML file that is stored as a string in an array is again base64 encoded and stored as a text data:URI. The PHP program outputs the code shown in Figure 14 : HTML code generated by PHP program. This output is saved in the output buffer without being sent directly to the browser. Once the required Javascript is generated by the PHP program, the contents of the output buffer are taken into a string and converted into data:URI. This final URI is sent to be displayed in the browser. This is a long string of characters that can be saved as a bookmark in the browser. This string is a bookmarklet and not just a bookmark, because links on this page work such that the content of the page changes when a user clicks on a link of a page that exists as an element in the file's Javascript array.
Advantages and Disadvantages
In this section we discuss some of the advantages and uses of this system. We also discuss about some overhead incurred and inconveniences that one may face while using the system.
Advantages
The main use of this system is that it lets a user save entire website as a single entity in a browser. Once a bookmarklet is created using this system and loaded in a browser, it can then be saved as a file on the user's computer. Thus, by saving a single file, the user gets to view the entire website whose size depends on the depth and breadth of the crawl. Without this system, the user would have to save each page, one-by-one. Using this system, all the web pages of the site would be connected and tied together. In a typical website, the main advantage of using data:URI is that it saves HTTP requests to the server. Other than document size, the number of HTTP requests made by the browser is the main factor that determines the speed at which a page is loaded.
Thus, fewer the number of HTTP requests, the faster a page loads. In scenarios where it is required to link to non-XML data within XML files, we can bundle the related media such as simple image files into the XML file by referencing the image file's data:URI. Another example could be: say you have a background image that is used in only a small section of a web page. It would be useful to have it as a data:URI rather than link to the external source. It would also be better to have a data:URI of bigger size within the HTML if it saves more HTTP requests.
This project lets you store entire websites in your browser which is not popular in existing online conversion tools.
Most existing tools can convert only single web pages into data:URI.
Disadvantages
The size of a base64 encoded image is larger than the binary itself. However, compression techniques can be used to reduce the size of the encoding. Internet Explorer did not support data URLs until version 8 was released. The syntax used in IE is slightly different from the syntax that can be used in all other browsers. Thus, we still need to write browser specific code in the case of IE. Browsers and servers have restriction on the size of a URL. Due to such a restriction, this system is best suited for small websites with small data items.
Note about Recursive data:URI Conversion
A browser is capable of recursively converting a data URL. However, enough testing has not been conducted to determine up to what level a data URL can be repetitively converted. In our project, elements are converted three times. This happens first, when individual elements are converted. Example: image files in an <img> tag and links within <a> tags. Second, when the web page is base64 encoded in its entirety. And third, when that string is sent to the output buffer and then base64 encoded again. In Firefox, when the final page is displayed in the browser, in the address bar we see the data:URI and when we view the source of that page, we can see the HTML code and the Javascript being used.
In Chrome, the data:URI is displayed in the location bar but when we view the source, nothing is displayed. Opera behaves the same as Firefox where we can view the page's source code.
Performance Testing and Analysis
The project was tested on three different browsers using different data. Files with different text and media composition were used in the testing process. Assuming that the size of an average web page is around 300KB, each of the files used in our testing were around 290KB. These files included images within them. The system was also tested using web pages that contained only text and no other external entities like images. The average size of such web pages was 35KB.
Time Based Test Results
In this section we will see how the system performed while dealing with different number of web pages and with different sizes. The project was developed mainly on Firefox and Chrome web browsers and for testing purpose, we used Firefox and Opera browsers.
The The depth used to get the above data was 2. In the last row you will notice that the time to convert to URI has decreased even though the number of pages has increased. This is because the pages that were added, were 30% smaller in size compared to the other pages.
The following table lists the amount of time the system takes to run when the depth of the crawl increases. In this test case, all the pages used were of similar size, around 290KB. We can see that as the number of pages increase, the total time taken by the system increases. However, it is important to note that the main increase in the time is coming from the crawl time and the time to convert to URI is not contributing much to the increase in total time. The observation we can make here, is that Nutch uses more time to crawl at higher depths even if the number of pages crawled is the same as that at a lower depth.
Tests conducted using web pages with only text yielded the following results. The average size of the web pages was around 35KB. Since the web pages did not have any images, the conversion module takes very little time because there are no images to fetch using cURL() function. In the presence of image files, during the conversion process, it is only the cURL() function that takes significant time to run.
Length of URI
Browsers and servers have a restriction on the length of URLs that can be displayed. In the case of our project, this might affect the number of pages that can be converted to data:URI depending on the size of the web pages. Thus tests were run to determine the maximum length up to which a browser will display the URI.
The following observations were made in both Firefox and Opera. From the data shown in the above table we can deduce that the URI length increases proportionally with the increase in the number of pages in the website. The same can be expected when the average size of the web pages increases. In our test cases, each page added around 680000 more characters to the resulting data:URI.
Differences between Firefox and Opera
The maximum length of the URI string that can be displayed in the two browsers is different for each browser. In Firefox, URI strings up to about 4921554 characters long are displayed in the location bar. In our tests, this was for 10 pages. When the number of pages increased by one to 11 pages, the data:URI string length was
Conclusions
Using this system, users can view entire websites when they are offline by converting the websites to the data:URI form. The elements of web pages are also converted to data:URI and embedded inline into the HTML code. This helps ensure that media such as images are not missed out in the web page's data:URI. The number of pages that are tied into a single URI depends on the depth and breadth of the crawl conducted in the beginning.
If a page was not fetched, then any link to that page will not operate and the current page does not change and the user does not see a "page not found" message. This project is more suited for small websites with small data items. This limitation is mainly because of the length restriction of URLs imposed by browsers.
Since styling elements and Javascript elements are also taken care of, the websites' look and feel is maintained and a user's browsing experience will remain similar to browsing a live site.
Future Enhancements
In the current implementation of the project, when a given site's data URL is being generated, the user has to wait for the resulting URI to be displayed. This could be enhanced so that the user can give the URL of the site and get back at a later time to get the generated data URI. Or, the system could be enhanced to let the user know that the URI is available for use once it is ready without the user waiting for the application to complete. One possible way of doing this could be to use email notification.
The project could also be enhanced such that it takes in multiple URLs and converts them into data:URI in a pipeline and stores them for later use.
In the current implementation, text and images are converted to data:URI. It would be an enhancement to try to extend that to other elements like small .swf files and may be other video types.
Since the length of the URI is restricted by browsers, using compression techniques to reduce the same would also be an enhancement.
Appendix A
Examples of data:URI Text = "HTTP request and header traffic is not required for embedded data, so data URIs consume less bandwidth whenever the overhead of encoding the inline content as a data URI is smaller than the HTTP overhead. For example, the required base64 encoding for an image 600 bytes long would be 800 bytes, so if an HTTP request required more than 200 bytes of overhead, the data URI would be more efficient. 
