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1 
INTRODUÇÃO 
O presente trabalho divide-se em três Capítulos. 





onde Q é um dominio regular e f:Õ x ~ ~ ~ é uma função de classe C1 
que satisfaz a seguinte condição: 
(f ) 
1 
Existem funções contínuas h ,g :Õ ~ ~, 
1 1 
i=l, ••• ,k 
constantes C , .•. ,c , tais que : 
1 k-1 
i) O = h 1 (x) < g 1 (x) < C1< h2 (x) < ••• < gk_1 (x) < Ck_1< hk(x) < gk(x) 
Vx e Q. 
ii) f(x,O) C!: (J" > 0 I 
o 
Vx e Q. 






(x)) i=l, ••• ,k, onde 
i v) 
hk+1 (x) = +oo. 
f(x,u) > O, Vx e O, 
f (x,g (x)) 
u 1 
r , ... ,r . 
1 k 







Q para certas 
i=l, ••• ,k. 
constantes negativas 
e 
O objetivo é estudar a existência de soluções, e como mudanças no 




) tem sido amplamente estudado na literatura por 
autores como Clément e Sweers [ c-s] , de Figueiredo [ d. F] , Hess [H] , 
Dancer e Schmitt [D-S], Sweers [S], Brown e Budin [B-B], entre outros. 
D.G. de Figueiredo, no seu trabalho [d.Fl] estuda o problema (P
1
) no 
caso particular em que o domínio Q satisfaz certas condições de 
simetría e a não linearidade f não tem dependência em x. Naquele 
trabalho, de Figueiredo mostra a existência de 2k-1 soluções ordenadas 
1 
do problema (P ), deixando em aberto o problema sobre domínios gerais. 
1 
O nosso resultado principal deste Capítulo extende o resultado de 
de Figueiredo a domínios gerais. Precisamente o nosso resultado é o 
seguinte: 
TEOREMA.- Seja Q um domínio regular e f:Õ x R ~ R uma função de 
classe C1 que satisfaz (f ) e 
1 
(f ) 3x e Q tal que F(x ,g (x)) < F(x ,g (x)), Vi=l, ••• ,k-1, 
2 o o 1 o o 1+1 o 
onde 
F(x,s) = I8 f(x,t)dt. 
o 
Então, existe À > O tal que VÃ 2: À o 
o o 
soluções ordenadas ou então tem pelo menos 2k 
menos k estão ordenadas. 
problema ( p ) 
1 
tem 2k-1 
soluções das quais pelo 
A demonstração deste Teorema é feita pelo método das sub e 
supersoluções. Transformamos o problema de achar soluções de (P
1
), no 
problema de achar pontos fixos de certo operador T:C(Q) ----+ C(Q). A 
existência de subsoluções e supersoluções ordenadas do problema ( P 
1
) 
(Lema I.S, observação depois do Lema I.8), permite aplicar os 
resultados de H. Amann, sobre a existência de três pontos fixos para 
certos operadores (Lema I.2) e de existência de pontos fixos minimais e 
maximais em certos intervalos ordenados (Lema I.l). Em todo o Capítulo 
trabalha-se com um "conceito fraco" de soluções (Definição I.4), porém 
na demonstração do Teorema I.3 no final do Capítulo, mostramos que de 
fato, estas são soluções clássicas. 
O segundo Capítulo está dividido em duas seções. Na primeira (EDP) 
estudamos o problema 
{ 
- âu = f (u) 1 
au 
- = Q I a.,., 
em Q 
em an 
onde Q é um dominio regular 1 e na segunda ( EDO) o correspondente 
problema para equações diferenciai~ ordinárias: 
i i 
( p ) 
3 {
- u"= f(u), em (0,1) 
u-'(0) = u-'(1) =O 
Em cada caso, o objetivo é achar soluções não constantes, e 
estudar como mudanças no sinal da não linearidadef, produzem existência 
de soluções múltiplas. 
A não linearidade f neste caso, é uma função oscilante que muda de 
sinal. Mais precisamente, f tem exatamente r zeros, todos simples, 
a <a < ••• <a isto é, f (a ) =O e f' (a ) =O. 
1 2 r 1 1 
Se definimos o funcional ~ por: 
~:H1 (0)~ 
q) ( u ) = i I I Vu 12- I F ( u ) , 
o o 
no caso EDP, 




1 I F(u) 
o 
no caso EDO, 
onde F ( s) =I
8 
f ( t) dt. Então o problema de achar soluções de ( P ) e ( P ) , 2 3 
o 
transforma-se no problema de achar pontos críticos do respectivo 
funcional ~-
Assim o ingrediente fundamental no estudo do nosso problema é o 
Teorema do Paso da Montanha (Teorema II.1.7), uma versão de H. Hoffer 
[H] que sob certas condições garante a existência de pontos críticos de 
~,do tipo passo da montanha (Definição II.1.6). 
Observemos que as funções constantes u e a onde a
1 
são os zeros 
1 1 
de f,são pontos críticos do funcional ~- Se i é ímpar, vemos que u é 
1 
um ponto de mínimo local estrito do funcional ~ e portanto não pode ser 
do tipo passo da montanha, se i é par damos condições para que u
1 
não 
seja do tipo passo da montanha (condição (f)). 
4 
Na demonstração de nossos resultados de multiplicidade, usamos 
também elementos da Teoria do Grau. 
111 














lf(s) 1~ alsi<T+ b com 
1~ <T < N+2 ~ se N ~ 3 e 
1~ <T < CXI se N = 2, 
constantes positivas a, b. 
lf'(s) 1~ clsi<T+ d com 
1~ 4 <T <N-2 
1~ <T < CXI 
constantes 
f(s) > O 
se N ~ 3 
se N = 2 
positivas 




f'(a) <À= O 
i 1 
se i é ímpar 
À< f'(a) $.À 
2 J k Vk ~ 3 se j é par, 
onde os À são os autovalores do problema de Neumann 
k 
-âu = ÀU em o, aula~ = O em ao. 
Se o último zero a de f é tal que f' (a ) > O, isto é se r 
r r 
par, então existe b > a tal que 
r 
a b 1J rf{s)dsl• J f(s)ds 
a a 
r- 1 r 
(f ) 3s > O e c > O tal que uma das seguintes alternativas vale: 
6 o 
i) sf(s)-2F(s) ~ cs 
ou 
ii) sf(s)-2F(s) ~ cs 
vs ~ s 
o 
Os seguintes são os resultados principais do Capitulo II: 
i v 
TEOREMAS: 
II. 1. 1.- Suponhamos que feC1 (IR, IR) , satisfaz 
que o número de zeros de f é ímpar r=2l+1. 
Então o problema ( P 
2
) tem pelo menos 





a :su , v :sa :su , v :sa :s ••••••••••••••• :sa_, :sul, vl:sa l 
1 1 1 3 2 2 5 ~-1 2 +1 
triviais, 





que F satisfaz a condição: 
(F) vs :!::0 
para certas constantes positivas e, k. 
Além disso suponhamos que o número de zeros de f é par r=2l. 
Então o problema (P ) tem pelo menos 2t-1 soluções não triviais, 
2 
u , v , ••••••• , ut , vl , ut que satisfazem 1 1 -1 -1 
a :su , v :sa :su , v :sa :s ••••••••• :sul , vl :sal :sul 
1 1 1 3 2 2 5 -1 -1 -1 
No caso EDO, obtemos resultados semelhantes sob condições menos 
restritivas. De fato, 
II.2.1.- Seja feC 1 (1R,IR) com um número impar de zeros r=2l+1. Suponhamos 




). Então o problema (P
3
) tem pelo menos 2t 
soluções não triviais u 1 , v 1 , u2 , v 2 , •••• ,ul' vt que satisfazem 
a :su , v :sa :su , v :sa :s ••••••••••••••• :sa_. :sul' vl:sa_. , em (O, 1) 
1 1 1 3 2 2 5 ~-1 ~+1 







). Então o problema (P
3
) tem pelo menos 2t-1 












, ut' que 
satisfazem 
a :su , v :sa :s ••••••••••••••• :sa_, :sul , vt :sa_, :sul:sb em (O, 1) 
1 1 1 3 ~-3 -1 -1 ~-1 
Graças á possibilidade de aplicar a Teoria de Bifurcação no caso de 
EDO, na seção 2 deste Capitulo, além dos resultados enunciados acima, 
v 
obtemos resultados de existência e multiplicidade no caso em que a 
função f não satisfaz a condição (f ) • Precisamente o resultado é o 
4 
seguinte 
TEOREMA !!.2.17.- Suponhamos que 1 feC (IR,IR) 
consecutivos, todos simples, que satisfaz (f ) 
3 
tem exatamente r zeros 
e f' (a ) =k2Tl para algum 
1 
k~2 e para algum ie{1, ••• ,r}. Então o problema ( P ) tem pelo menos k-1 
3 
soluções não triviais. 
O terceiro Capítulo tem a mesma estrutura do Capítulo II, isto é 
consta de duas seções; na primeira (EDP) estudamos o problema 
( p ) 
4 { -âu = À f(u) au u(x)+e 81J(x)=O 
onde Q é um dominio limitado, com bordo regular. 
em Q 
em ao 
Na segunda seção (EDO), estudamos o correspondente problema para 
equações diferenciais ordinarias 
( p ) 
5 { 
-u' '= À f ( u) 
u(O)-e u'(O)= O 
u ( 1 ) +e u ' ( 1 ) = O 
em (0,1) 
Em ambos os casos, a não linearidade f é como no Capítulo II, isto 
é, f:IR ~IR é de classe C1 , e existem números reais a , ••• ,a; 1 k 
b , ••• ,b , que são zeros simples de f, tais que 
1 k-1 
e 
a < b < a < b < ........ < b < a , 
1 1 2 2 k-1 k 
(f
1
) Existe uma constante c >O tal que 
f' (a ) <-c 
1 
Vi=1, ••• ,k. 







(a , +oo) 
k 
i=1, ••• ,k. 
i=-1, ••• ,k-1. 
vi 
Supomos também neste caso que O < a • 
1 
No caso em que e= O (problema de Dirichlet), é bem conhecido que 
existe À > O tal que para todo À ~ À os problemas (P ) e (P ) tem uma 
o o 4 5 
solução positiva u, 
condição de área: 




I f(t)dt > o 
a 
J 
'Vj=1, ••• ,i 
e que esta condição de área é necesaria e suficiente para obter tal 
resultado de existência. Por outro lado, os resultados do Capítulo II, 
mostram que no caso do problema de Neumann, uma tal condição de área 
não é necesaria. Isto motiva o estudo dos problemas (P) e (P ), com o 
4 5 
objetivo de descobrir para que valores de e é necesaria alguma condição 
de área. Nossos resultados neste caso são os seguintes: 
TEOREMA III.1.2.- Seja f a função definida na apresentação do problema, 
satisfazendo ( f
1
) e ( f
2
) • Suponhamos que O satisfaz a condição da 
esfera interior uniforme. 
Sejam a, ~ > O tais que 
a+ ~ < b < a - a, 
i 1 1+1 
'Vi=1, ••• ,k-1. 






tem, para cada i=1, ••• ,k-1 pelo menos três soluções 
u , tais que: 
31 
a-a~u~a+~ 
1 11 1 
a -a~u ~a+~ 
1+1 31 1+1 
u ~ u ~ u
31 
'Vi=1, ••• ,k-1. 
11 21 
TEOREMA III.2.2.- Seja f:R ~R satisfazendo (f
1
) e (f2 ). 
Sejam a, ~ > O tais que a + ~ < b < a - a. Para todo e > O 
1 1 1+1 
existe À0> O tal que, para todo À ~.Ào' o problema (P5 ) tem, para cada 
vi i 







u ::s a + f3 31 1+1 
u ::s u ::s u 
1l 21 31 
Na demonstração destes resultados utilizamos novamente os Teoremas 
de H. Amann já usados no Capítulo I. Desta vez construímos subsoluções 
e supersoluções clássicas dos problemas (P ), (P) (Definição III.1.1) 
4. 5 
e a regularidade das soluções se segue da Teoría de Schauder. 
Observamos que no caso de se ter a não linearidade f com 
dependência em x e 
nossos resultados 
definida como no Capítulo I, ainda 
e multiplicidade. É 
(Observação III.1.3). 
de 
considerar as funções g 
l 
Também é conhecido 
existência 
2 de classe C 




positivas do problema de Dirichlet, são simétricas, mais precisamente 
as curvas de nivel das soluções positivas tem a mesma geometría que o 
bordo do domínio n. 
Por outro lado, vemos que para o problema de Neumann as soluções 
não são necesariamente simétricas (Exemplo III.2.5). Graças à obtenção 
de estimativas na fronteira para as soluções de (P ) , para c > O 
5 
suficientemente pequeno, conseguimos, no caso EDO, com as mesmas 
técnicas usadas por Gidas, Ni e Nirenberg [G-N-N], provar que as 
soluções do problema (P
5 ) são simétricas, no intervalo [0,1] com 
relação a j . Neste sentido podemos afirmar que as soluções de (P5 ) são 
simétricas, numa vizinhanza do problema de Dirichlet. 
O nosso resultado é o seguinte: 
TEOREMA III.2.3.- Existe c
0
> O tal que para todo c < c
0 
toda solução do 
problema (P5 ) é simétrica em (0,1) com relação a j . 
vi i i 
CAPITULO I 
EXISTtNCIA E MULTIPLICIDADE DE SOLUÇÕES 
PARA O PROBLEMA DE DIRICHLET 
APRESENTAÇÃO DO PROBLEMA: 
Neste capitulo estudamos o problema de autovalores 
{ 
-âu =À f(x,u), Q 
(PÀ) 
u = o , an 
onde Q é um dominio regular, limitado de ~n e f: Q x ~+~ ~ é uma 
função de classe C1 que satisfaz as seguintes condições: 
(f) Existem funções contínuas h., g. :0 ~ ~, i=1, ••• ,k 
1 1 1 
e constantes c 1 , ••• ck_1 tais que: 
i) O = h (x) < g (x) < C< h (x)< •••••• < g (x) < c < h (x) < 
1 1 1 2 k-1 k-1 k 
< g ( X) 'V X E Q. 
k 
ii) f(x,O) ~ r > O 'Vx E Q 
o 






(X)) t i=1, ••• ,k, 
onde hk+1 (x) = + co. 
f(x,u) > O, 'VX E Q, 'VS E (h (X) ,g (X)) 
l l 
i=l, ..... ,k. 
iv) f (x,g (x)) ~ r < O em Q para certas constantes negativas r , •• ,r 








) < F(x ,g (x ) ) 
o 1+1 o 
s 
F(x,s) • I f(x,t)dt. 
o 
'Vi=1, ••• ,k-1, 
No estudo deste problema usamos o método de sub e supersoluções. 
Aplicamos um Teorema de existência de três pontos fixos de B.Amann [A) 
e um Teorema do mesmo autor sobre a existência de pontos fixos minimais 
1 
e maximais em certos intervalos de funções. 
A seguir damos os resultados de H. Amann que usaremos na nossa 
demonstração. 
!.1.- LEMA.([A] Corolário 6.2) 
Seja (E,P) um espaço de Banach ordenado e seja [x,y] um intervalo 
ordenado não vazío em E, suponha que f:[x,y] ~E é uma função 
compacta crescente tal que x ~ f(x) e f(y) ~ y. Então f têm um ponto 
fixo minimal e um ponto fixo maximal 
1.2.-LEMA.([A] Lema 14.1) 
Seja X um retrato de um espaço de Banach e seja f:X ~ X uma função 
compacta. Suponha que X e X são retratos disjuntos de X , e sejam UJ 
1 2 
j=1,2 , subconjuntos abertos de X tais que U c X, j=1,2. Mais ainda j j 
suponha que f (X ) c X e que f não tem pontos fixos em X \ U , j=1, 2 • j j j j 
Então f tem pelo menos três pontos fixos distintos x, x1 , x2 com 
x e X 1 j = 1,2 e x e X \ (X U X ) • j j 1 2 
ESTABELECIMENTO DE RESULTADOS 
O resultado principal deste Capítulo, Teorema !.1, dá uma 
resposta parcial a um problema deixado em aberto por D.G. de Figueiredo 
em [de F.1] sobre a existência de soluções ordenadas do problema (P
1
) 
para domínios gerais. O resultado principal e o seguinte: 
1.3.-TEOREMA 
Seja Q c Rn, um domínio limitado de classe C2 'a ,O < a < 1, e 
f :Q x R -----+ R uma função de classe C1 que satisfaz (f ) e (f ) • 
1 2 
Então, existe À positivo tal que para 
o 
todo À c:: À o problema ( P ) 
o 1 
tem 2k-1 soluções ordenadas ou então tem pelo menos 2k-1 soluções das 
cuais pelo menos k estão ordenadas. 
A demonstração deste Teorema será dada no final do capítulo após 
algumas definições e Lemas. 
A seguir damos a definição de subsolução, supersolução e solução 
2 
para o problema ( P ) • 
1 
1.4.- DEFINIÇÃO 
1) Uma função u e C(Q) é uma sub(super) solução de (P
1
) se 
u ~ (~)O em an, e 
onde 
I (u(-A~) - Àf(x,u)~) ~ (~) O, v~ e V+(O) 
n 
V+(Q) = {~ e C~ (Q) I ~(x) ~ O, Vx e n} 
2) Uma função u e C(Q) é uma solução de (P ) , se 
1 
u = o 
I (u(-A~) - Àf(x,u)~) = O, 
n 
OBSERVAÇAO: 
v~ e V(Q) = eco 
c 
(Q) 
em an e 






















(f(x ,s)-u )ds > O , 
o 1 
Vw e [0,{3 (x )) 
1 o 
O< u < min {u
1
, ••• ,uk, j f(x0 ,0)} 
então, para qualquer i=1, ••• ,k 
I
f31 (xo) 
(f(x0 ,s)-u)ds > O , 
w 
No restante do Capítulo, quando não colocarmos o domínio de 




existe uma função 





e C (IR), tal que 
VÃ > À , 
l 
hl(xo) < vÀl(O) < ~1(xo) + e ~ 
e tal que a função 
Vr > O 
+ 
wÀ 1 (x) = vÀ1(Ã nx-x0 n) 
é uma subsolução de (PÀ). 
DEMONSTRAÇAO: 
Fixemos i e {1, ••• ,k} e e> O. 
Suponhamos que ~ 1 (x0 ) +e< g 1 (x0 ). 
tal que 
f (s) = f(x ,s) - ~ u 1 o ..) 
f (s) < O, 
l 
Seja f e C1 (IR) limitada, 
l 
Vs ~ O. 
Suponhamos também que f tem um único zero b , no intervalo 
1 l 
[~ 1 (x0 ), ~ 1 (x0 ) +e]. Então existe À> O tal que VÃ> X o problema 
{ 
- llv = 
v = o 





(x) > O 
2) vÀ
1 
(x) = vÀ1 (llxll), 
3) v' (r) < O Àl 
Vx e B(0,1) 1 




A existência da solução vÀ1 (x) com as propriedades acima, é 
garantida pelos resultados em [H], [C-S]. [de F.1], [G-N-N]. 
Consideremos agora o problema de valor inicial 
{ 
-u" - n- 1 u' = À f ( u) 
(QÀ) u(l): vÀ 1 (1) = b 
u'(1) =v' (1) <o Àl 
Pela unicidade da solução uÀ de (QÀ) vemos que vÀ 1(x) = uÀ(IIxll) 
Vx E B(0,1). Definindo 
Vx E B (O, 1) 
Vx E IRn \B ( 0, 1) 
temos que vÀ1 satisfaz: 
- llv = À f 1(vÀl) Àl em 
vÀl (x) = vÀ 1 (11xll), 
( §) h 1(xo) < VÀl(O) < b l 
VÀi(1) = o 
vÀt(r) < o Vr > O • 
Com efeito, só falta verificar a última desigualdade para r > 1. 
Se r> 1 é tal que vÀ
1
(r) =O , 
então 
Como uÀ(r) < O 
-u~(r) =À f 1(uÀ(r)). 
então 
f 1 ( uÀ (r) ) > O 
logo u~(r) <O. Assim r deve ser um ponto de máximo para uÀ. Tomando 
r como o infimo do conjunto {s > 1 I uÀ(s) • O}, vemos que isso é um 
absurdo. 
5 
















VÀl (ÀIIX-x0 11) < VÀl (Àa 1 ) < 0, 
Agora usando a desigualdade de Kato, 
-âlul ~ - sign (u) âu 
vx com nx-x 11 < a 
o l 
.,. > ~-1 
~l g l I 
no sentido das distribuições temos para wÀ
1
, com À> À
1
, o seguinte: 





h = { 1 1/2 o 
a equação em (§) e a 
f(x,O) > O, obtemos: 
se vÀ 1 < O 
se vÀ 1 = o 
se vÀ 1 > O 
propriedade ( * ) e, além disso, 






< J I' [ hAf (x, O) + ( 1-h) A f (x,vA1 (AIIx-x0 1))] dx 
6 
Isto mostra que a função 
wi\. 1 (x) 
é uma subsolução de (P ). 
1 
Observemos que, além disso, w~ 1 
+ Vrp E 'D (Q) 
+ 
= vi\ ( i\.llx-x 11) 
1 o 
é uma subsolução estrita. 
Do Lema I.S temos que para cada i=l, ••• ,k, existe i\.
1 
>O tal que para 




) tem uma subsolução wi\.
1 
tal que 
Agora para cada i=l, ••• ,k, consideremos a função 
{ 
f (x,wi\. 1 (x)) 
f 1 (x,s) = f(x,s) 
f(x,C ) 
1 + 1 
s :S wi\. 1 (x) 
wi\.
1 
(x) ~ s 
si!: c 
1 + 1 
Então f 1 : Q x R ~ R é contínua e limitada. 
!.6.-LEMA 
Se u é uma solução do problema 
= i\ f 1 (x,u) em Q 
(P 1 
i\ 





(x) ~ u(x) 
{ 
-àuu 
~ C em O e consequentemente u é 
1+1 
(P ) • 
1 
DEMONSTRAÇÃO 
Seja u uma solução de (P~) e seja 




+ Queremos provar que O 
Temos 
= Ao 
'f'" Suponhamos por contradição que O+ $ fP• 
I ( u -c ) ( -.1!.9' ) dx • I [t'(x,u(x)) - f(x,C )J~ dx = O, "' ~ e :z:/ (O+) • + 1+1 1+1 
o o+ 
Então, -+ é sub-harmônica e não negativa em o+, logo u-C u-c e C(O ) 1+1 1+1 
atinge seu máximo no bordo de o+ , mas u-c = O em ao+, portanto 1+1 
u - c :S o 1+1 ou seja u :S c + ~ t d' - L em O o que e uma con ra ~çao. ogo 1+1 
o+ = fP· 
Se 0-= { x e O :u(x) < wÀ
1 
(x)} então analogamente ao feito acima, 
prova-se que O = fP· 
Isto conclue a demonstração do Lema. 
OBSERVAÇÁO: 
Da teoria linear sabemos que o problema; 
À f 1 (x,u) 
{
- /lv = 
v = o 
em O 
em ao 
tem exatamente uma solução v e C(Õ) para cada u e C(Õ) fixa. Podemos 
definir então, o operador solução K :C(Õ) ~ C(Õ) 
onde v é a única solução do problema acima. 
por v = Ku 
É sabido que este operador é compacto sobre C(Õ) com a norma do 
máximo. 
Seja F:C(O) ~ C(Õ) o operador de Nemytski associado à função f 1 , 
isto é: 
F(u)(x) = f 1 (x,u(x)) 'Vu e C(Õ), 'Vx e Õ 
então F é contínua e limitada. Logo o operador 
T :C(Õ) ~ C(Õ) 
definido por T(u) =: (KF)(u) 
é um operador compacto, e u é solução de (P~) se, e somente se u • Tu. 
8 
!.7.- LEMA 
Se u é uma subsolução do Problema (P~) então T u ~ u. 
DEMONSTRAÇÃO 
Seja u uma sub-solução de (P~), então, I [ u ( - At> ) - f ( X • u ) 9'] dx s o • 
Usando o operador T definido acima obtemos: 
+ 
'tltp E v (O) • 
I Tu (-At>) - f(x,u)t>]dx = O , 'tltp E V(O). 
Logo 
I (u-Tu)(-At>) s O, + 'tltp E V (0) 
Seja o+ = {x E o I u(x) > Tu(x) } 
então o+ é aberto e temos 
Se O+ ~ ' então u-Tu é uma 
assim u-Tu 
+ 80 1 logO 
deve atingir o 
u ~ Tu em O+ 
função sub-harmônica e não negativa em O+, 
seu máximo no bordo de o+, mas u-Tu =O em 
o que é uma contradição. 
Da mesma forma prova-se o 
!.8.-LEMA 
Se u é uma supersolução do Problema (P~) então Tu ~ u. 
OBSERVAÇÃO 




da seguinte forma: 
= w Àl 




u =c 1+1 1+1 
Onde as constantes C. são as dadas na condição (f ) e as funções 
~ 1 
wÀ1 são aquelas definidas no Lema I.S. 
Então :s u Àl+1 são subsoluções de (P~ e 
u :s u l 1+1 são supersoluções de (P~ 
par a À > máx { À , ••••• , À } 
1 k 
DEMONSTRAÇÃO DO TEOREMA !.3 
e :s u 
I 
em n. 
Dividimos a demonstração em duas partes, na primeira mostramos a 
existência das soluções no sentido da definição 1.4 e na segunda parte 
mostramos que estas soluções são soluções no sentido clássico. 
1.- Existência.-
Provaremos que para cada i fixo i= 1, ••• ,k 
três soluções u r = 1,2,3 tais que 
r, I 
*) u,. 1 :s u "' 1,1 < u 2,1 
Coloquemos 




o problema (PÀ) tem 
u < u Àl+1 3,1 
e f = T. 
Graças ao Lema I.l, T tem um ponto fixo minimal em X, seja u esta 
2 11 
solução minimal, então u
11 
(~) > uÀ1+1 (~) para algúm ~ e C , pois 
u,. é uma subsolução estrita de (P ) • n.l+1 1 
Definamos V por 
2 
v2 = {UÀl+1,ul+1] n { u e X I u(~) > (u.(~)+uÀI+1(~))/2} 
se u e X \V então, 
2 2 
u(~) :s (u.(x)+uÀ 1 +1 (~))/2 < u i~), 
10 
logo u não pode ser um ponto fixo de T, portanto podemos pôr U = V • 
2 2 
Por outro lado se u é um ponto fixo de T em X então pelo principio 
1 
do máximo u(x) < u (x) para todo x em n. Assim podemos colocar 
1 
u = { u e X I u(x) < u (x), x e n }. 
1 1 1 
Desta forma estamos nas hipóteses do Lema r.2, portanto existem 
três pontos 
Além disso 
fixos distintos de T, u r= 1,2,3, nas condições (*). 
r, 1 
podemos escolher u e u como os pontos fixos minimal 
r,1 r,3 
e maximal respectivamente, cuja existência é garantida pelo Lema I.1. 
Para completar a demonstração da existência, de pelo menos 2k-1 
soluções, notemos que pode acontecer que, para algum i, tenhamos 
u = u Se esta situação ocorrer para todo i, então temos 3,1 1,1+1 
2k-1 soluções 
u ,u ,u ,u ,u ,u ,u , ••••••••• ,u ,u ,u ,u 
1,1 2,1 3,1 2,2 3,2 2,3 3,3 2,k-1 3,k-1 2,k 3,k 
ordenadas, do problema ( P ) • Se o anterior não ocorrer para todo i, 
1 
então o problema (P ) tem mais que 2k-1 soluções. 
1 
2.-Regularidade.-
Seja u e C(Q) uma solução do problema (PÀ) no sentido da definição 1.4 
isto é 
Ju(-A,) = AJf(x,u),, v, e V(Q). 
Como ué contínua e f é de classe C1 , tem-se que a única solução v do 
problema 
-âv = À f(x,u) em n , v = o em an 
é de classe C1 'a (O), isso implica que 
Ju (-A,) =A Jf(x,u) '• Jv(-A,), 
e portanto 
I 
2 1 (u-v)â~ • O V ~ e H (Q)n H0 (0) • 
11 
Seja w a solução do problema 
-âw = u-v em o ' w = o em ao, 
então w E H2 (0)n H1 (0), e portanto 
o 
J(u-v)Aw = O, 
u = v e temos que u é de classe C1 'a. assim J(u-v) 2 = O, logo 
Agora temos que 
f(X 1 U(X)) E C1'a 
e resulta que u E C2 'a. 
Ju(-A~) = À Jf(x,u)~, 
Jvuv~ = À Jf(x,u)~ , 
e 
donde 
Isto conclui a demonstração. 
12 
CAPITULO 11 
EXISTÊNCIA E MULTIPLICIDADE DE SOLUÇÕES 
PARA O PROBLEMA DE NEUMANN 
§ 1.- EQUAÇÕES DIFERENCIAIS PARCIAIS 
APRESENTAÇAO DO PROBLEMA 
Nesta seção investigamos a existência e multiplicidade de soluções 
do problema 





= f(u) em n 
= o sobre an 
onde n s; IRN ,N ~ 2 ,é um domínio de classe C2 '(X O< a < 1 a 
' 81J 
representa a derivada normal exterior na fronteira an de n, e f:IR ~ IR 
é uma função de classe C1 com exatamente r zeros consecutivos, todos 
simples, a < a < ••••••• < a • Lembremos que a é um zero simples de f se 
1 2 r 
f(a)= O e f'(a)*O. 
Observemos que se a é um zero de f, então a função constante u = a 
é solução do problema (P ) , chamaremos a estas de soluções triviais. 
2 
Trata-se aquí de encontrar soluções não triviais. 
Se definimos o funcional ' :H1 (Q) ~ IR por 
onde F é o potencial 
então ' é de classe 
soluções do problema 
críticos de ,. 
'(u) - ~ I 1Vul 2 - I F(u) , 
n n 
u 
F(u) =I f(s)ds 
o 
e vemos que o problema de achar 
(P
2
), transforma-se no problema de achar pontos 
13 
A fim de ter o funcional q, bem definido fazemos as seguintes 
hipóteses de crescimento de f, 
(f ) 
1 
1 :S u < N+2 N=! 
com 
se N a:: 3 e 
se N = 2 
para certas constantes positivas a, b. 
Quando precisarmos trabalhar com a segunda derivada de q, faremos a 
seguinte hipótese de crescimento para f': 
(f ) lf'(s) I :S clslu + d com 2 
1 :S (J' < 4 se N a:: 3 N=2 e 
1 :S (J' < oo se N = 2, 
para certas constantes positivas c,d. 
ESTABELECIMENTO DOS RESULTADOS PRINCIPAIS 
Para enunciar os resultados principais, precisamos das seguintes 
condições: 
onde os Àk 
isto é, se r 
(f ) 
3 
f(s) > O 
' 




f' (a ) < À = O 
1 1 
se 1 é ímpar 
À< f' (a ) :;1: À 
2 j k Vk 2:: 3 se J é par 
são os autovalores do problema de Neumann 
-Au = ÀU em 0 , :~ = 0 sobre 80. 
( f
5
) Se o último zero a de f é tal que f' (a ) > O, 
r r 
é par, então existe b > a tal que : 
r 
14 -~-----·-........... -·---·"··----~ 
r. •• ;• 
. ,. ;··. ; ~Á' 
' L 
II.1.1.- TEOREMA 
r r f (s)ds 1 • 
a 
r-1 
b I f (s)ds 
a 
r 








), e que 
o número de zeros de f é ímpar r = 2t + 1. Então, o problema (P
2
) tem 
pelo menos 2t soluções não triviais, 
satisfazem 
u , v , u , v ••••••••• uD, vt que 
1 1 2 2 (. 
a ~ u, v 
1 1 1 
u ,v ~ a 
2 2 5 
:S •••••••••••• ::saD ::s 
2(.-1 
Para enunciar o resultado seguinte precisamos da seguinte condição 
(f6 ) 3 s 0 >0 e c>O tais que uma das seguintes alternativas 
vale: 
i) sf(s) - 2F(s) ~ cs, 
ou 
ii) sf(s) - 2F(s) ~ cs, 
II.1.2.- TEOREMA 
Suponhamos que f e C1 (1R,IR) 
F satisfaz a condição 
satisfaz as condições (f )-(f), e que 
1 6 
(F) IF(s) I ~ es2+ k, Vs ~ O 
para certas constantes positivas e,k. 
Além disso suponhamos que o número de zeros de f é par r = 2t. 
Então, o problema (P ) tem pelo menos 2t-1 soluções não triviais, 
2 
u , v , ••••••••••• , ul , vl , ul' que satisfazem 
1 1 -1 -1 
a ~ u , v ~ a ~ u , v ~ a ~ ••••••••• ~ ul , v D ~ a_._
1 
~ ut 
1 1 1 3 2 2 5 -1 (.-1 .a 
DEMONSTRAÇÁO DOS RESULTADOS PRINCIPAIS 
A demonstração dos Teoremas II.1.1 e II.1.2, que será dada no 
final desta seção, obtém-se da aplicação iterada dos Teoremas II.1.3 e 




Suponhamos que f E C1 (R,R), 
número de zeros de f é r = 3. 
satisfaz (f ) , (f ) , (f ) e (f ) , e que 
1 2 3 4 
o Então o problema (P ) tem pelo menos 
2 
duas soluções não triviais u, v, que satisfazem a
1 




1 Suponhamos que f E C (R, R) , satisfaz as condições (f ) - (f ) , F 
1 6 
satisfaz a condição (F) e que o número de zeros de f é r=2. Então o 
problema (P
2




Lembremos algumas definições e notações 
II.1.5.- DEFINIÇÃO. 
Seja B um espaço de Banach real e ~ :B ~ R um funcional de 
classe C1 • 
Dizemos que ~ satisfaz a condição de Palais-Smale (P-S), se dada 
uma sequência (un) c B tal que 
i) ~' (un) o e 
ii) 3c > O tal que l~<un) I ~ c, 
então (un) tem uma subseqüência convergente em B. Uma seqüência que 
satisfaz (i) e (ii) será chamada uma seqüência de Palais-Smale. 
II.1.6.-DEFINIÇÁO. 
Seja B um espaço de Banach e U c B um subconjunto aberto não vazio 
e ~E C1 (U,R), seja u EU tal que ~'(u) =O e ponhamos d = ~(u0 ), o o 




, V c U, o espaço topológico V n ~ (-011,d) é não vazio e não 
conexo por caminhos. 
Denotamos por Cr(~,d) o conjunto dos pontos u E U tais que 
~'(u) • O e ~(u) • d. 
No futuro cada vez que aparec~r 11 11, entenderemos que se trata da 
16 
1 1 
norma de H (O) ou de H (0,1) segundo o contexto. No caso de tratar-seda 
norma em outro espaço IE, escreveremos n.niE. Assim mesmo, quando não 
especificarmos o domínio de integração nas integrais, entenderemos que 
se trata de O ou (0,1). 
Na demostração de nossos resultados usamos o seguinte Teorema [H]. 
!!.1.7.- TEOREMA (do Passo da Montanha) 
Seja B um espaço de Banach real e 
satisfaz a condicão de Palais-Smale. 
1 <; e C (B,IR) um funcional 
Sejam e , e dois pontos distintos de B e definamos o conjunto: o 1 
r: = {f e C([0,1],B)/ f(i) = e ' l 
d:= inff rsup < ~ <;(f(t)). 
e O-t""'1 
i = 0,1 } 
que 
Então, se d > C = máx {<;(e ) ,<;(e ) } , o conjunto Cr(<;,d) é não 
o 1 
vazío. 
Se além disso, os pontos de 
existe u e Cr(<;,d) que é do tipo passo 
o 
!!.1.8.- LEMA 




(f ) lim sup s-1f(s) < O 
7 s---+-oo 
Se ( u ) c H1 (O) é uma seqüência tal que: 
n 
II.1.9.- I<;' (u )vi = 
n 
f(u )vi :S c llvll, 
n n 
isolados 
onde (c) c IR+, c ... O. Então, llu 11 é limitada. Onde u = u+- u-. 
n n n 
em B, 
Observação: A demonstração deste Lema é análoga à demonstração do Lema 
6.5 [dF 2] onde este mesmo resultado é provado para certo funcional 
<;:H~ (O) ---4 IR. 
DEMONSTRAÇÃO do LEMA II.1.8 
Pela hipótese (f
7
) temos que existe c > O e ~ > O tais que 
f(s) ~ -cs,vs :S -~, ora pela continuidade da f, vemos que existe k > O 
17 
tal que f(s) ~ -cs-k , Vs ~ O. 
Pondo v = u 
n 
em II.1.9 , obtemos 
f(-u- )u- I ~ c llu 
n n n n 
11 
e concluimos que 
I(vu:) 2~ e.nu.n -I f(-u:)u: ~ e.nu: 11 - ci (un )2 + ki u. 
logo 
nu: u•~ e.nu: 11 +(l-c) I (un )2 + ki un 
Temos dois casos : 
i) Se 1-c ~ O , então 
llu- 11 2~ c llu- 11 + ki u 
n n n n 
e usando a desigualdade de Cauchy-Schwarz resulta 
donde resulta que llu 11 é limitada. 
n 
ii) Se 1-c > O , então 
assim, 
c llu-11 2 ~ c llu 11 + k llu 11 
n n n n 
donde resulta que llu 11 é limitada. 
n 
II.1.10.- LEMA 
Seja I:H1 (0) ~ IR um funcional e K:H1 (0) ~ H1 (0) um operador 
compacto. Suponhamos que I'= I-K. Se toda sequência de Palais-Smale é 
limitada então I satisfaz a condição de Palais-Smale. 
DEMONSTRAÇÁO. 
18 
Seja (u ) c H1 (Q) uma sequência de Palais-Smale, como K é compacto 
n 
e ( u ) é limitada então ( Ku ) têm uma subsequência (que continuamos 
n n 
chamando ( Ku ) ) , convergente em H1 ( Q) , Ku ~ v. 
n n 
Ora, u -Ku = ( I-K) u = t' (u ) ~ O , portanto u-----+ v o que 
n n n n n 
conclue a demonstração. 
No seguinte Lema precisamos da condição 
I I • 1 • 11. - LEMA 
Suponhamos 







s f(s) > -1 
que f satisfaz (f), (f), (f) , (f) e que F satisfaz 
1 6 7 8 
Então o funcional ~ satisfaz a condição P-S. 
A idéia da demonstração é a mesma que em [C-M]. 
Seja (u )c H1 (Q) uma sequência de Palais-Smale, então 3 (e) c R+, 
n n 




(P-S)2 1 li vil, Vv E H ( Q) 
que 
Graças ao Lema II.1.8, llu-11 é limitada, então só temos que provar 
n 
llu+ll é limitada. 
n + 
Suponhamos por contradição que nu 11 ~ + oo 
n 
Seja un então E H1 (Q) para todo n, e existe u = u 
-n llunll -n 
y E H1 (Q) tal que 
u -----+ y fracamente em H1 ( Q) 
-n 
19 
u---+ u q.t.p. em Q 
-n -
Temos 







- nu : 2 
1 1 un n 
= 
'2' nu n2 = '2' '2' nunn 2 nunn 2 nunn 2 nunn 2 n n 
Graças à propriedade (F) temos que 





F(-u ) 1 u lQl n 









2 llunn 2 n n 
Passando ao limite temos que 
o :!:: 1 
'2' 1 I 2 I + 2 1 '2' (Y) - e (y ) = '2' 2 (y) I pois y :!:: o. 
Assim, 
isto implica que y ~ O. 
Por outro lado, 
2(/)(u) - lf''(u )u = 
n n n 
F(u ) 
n 
Se em (f ) satisfaz-se (ii) temos que 3 R > O tal que 
6 
+ + + + C u - R ~ f(u )u - 2F(u ) , 
n n n n 
e temos que 
= 
= 








+ + RIOI ~ 2~(u ) - ~~ (u )u • 
n n n 
onde C representa diferentes constantes. 
Resulta de II.l.12 e da desigualdade acima que 
onde a última desigualdade vale por hipótese, logo 
ou seja 
Passando ao limite vemos que 
+ Yn 
c 
+ c n 
c ~--+c 
n • 
+ Yn---+ o o que 
21 
contradiz o fato y • O. 
Se em (f) satisfaz-se (i), então, existe R~ O tal que 
6 
Logo 
+ + + f(u )u - 2F(u ) 
n n n 
:S - Cu+ + R 
n 
C I u~ ~ 2I F(u~) - I f(u~)u~ + RIOI 
= I Vu~ Vu~- I f(u~)u~- I Vu~ Vu~+ 2I F(u~) + RIOI 
:S C+ ~'(u )u+- 2~(u ) :S 
n n n 
+ c + e nu 11 , 
n n 
logo 
Iu~ ~ C + enllu~ll 
onde C representa diferentes constantes, o que novamente implica o 
absurdo y = O • 
II .1.13. -LEMA 





(f ) lim sup s -lf ( s) < O. 
9 s~m 
Então o funcional ~ satisfaz a condição de Palais-Smale. 
DEMONSTRAÇÃO. 
Seja (u ) c B1 (0) uma sequência de Palais-Smale, então (u ) 
n n 





~ e llu 11, 
n n 
então 
llu 11 2 ~ e llu 11 + Iu (f ( u ) + u ) 
n n n n n n 
K = I u (f(u )+ u) , 
n u ~ n n n 
n 
usando o Lema !!.1.8 e a continuidade de f, temos K ~ K para alguma 
n 
constante K, e então 
II .1.14 ~ e llu 11+ K + I u 
n n u ~ n 
n 
(f(u ) + u). 
n n 
De (f ) temos que existe c > O, k ~ O tal que f(s) ~ -cs + k, Vs ~ O; 
9 




llu 11 2~ e llu 11 + K + I ( 1 - C) 
n n n u~ 
n 
ki u 
u ~ n 
n 
I I Vu 12 + c I u2 ~ e llu 11 + K + kllu 11 n u~On n n n n 
onde temos usando a desigualdade de Cauchy-Schwarz. 
Por outro lado, se c ~ 1 então 
ciiVU.I 2 ~ Ilvu.l 2 
23 
e se c > 1 temos que 
:s c I u: I 
u~ 
n 
ora, como llu-11 
n 
é limitada, existe C'> O tal que 
C' llu 11 2 :s e llu 11 + K + kllu 11, 
n n n n 
donde llu 11 é limitada. 
n 
I I • 1. 15 • - LEMA 




e então os pontos 
críticos de cp , 
DEMONSTRAÇÁO. 
dados por u. =a., 
~ ~ 
não são do tipo passo da montanha. 
Primeiro consideremos o caso f'(a) <O. Temos que 
1 
91" ( a' ) vz= I I Vv lz- f ' ( a' ) I vz • 
Se f'(a
1
) :s -1, então 
cp" (a )v2 i!: I IVVI 2 + Iv2 2 = IIVII • 1 
Se f' (a ) > -1, então f'(a)+1> O e temos que 
1 1 
cp" (a )v2= 
1 IIVvlz_ f' ( a1 ) I v2 
i!: -f' (a ) 11v11 2 com - f' (a ) > O. 
1 1 
Em qualquer caso vemos que ai é um ponto de mínimo local estrito e 
portanto não pode ser do tipo passo da montanha. 
Consideremos agora o caso em que f'(aJ) >O. 
Primeiro observemos que a é um ponto critico não degenerado. Com 
J 
efeito, se aJ for degenerado, então existe v e H1 (0), ~O tal que 
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•• (aJ)(v,w) = O \lw e H1 (!l), isto é JvVVw - f' (aJ) Jvw = O 
isto implica que f'(a) é um autovalor do problema 
J 











contradição com a hipótese (f). 
1 
que a= O e tf'(a ) = O. Aplicando o Lema 
J J 
na forma 
t;(cp(u)) = - iuxu 2+ i uyu 2 
Podemos supor por 
de Morse podemos 
com x = P u E H1 (Q)-, y = P+ u E H1 (Q) + para u de 
norma pequena. Seja u de norma pequena tal que t;(cp(u)) <O e ponhamos 
- + Ut = P U + tP u = X + ty, o :S t :S 1, 
temos 





e a projeção P u = x estão na mesma componente conexa 
Observemos agora que À < f' (a ) ou equivalentemente que 
2 J 
1-L < g'(a) 
2 J 
implica dimH1 (Q)- ?! 2. 




é uma autofunção do problema 
au 













g, ( aj) IJ.2 llull 2 
'v'u e V, u '$ O 
Logo V c H1 ( Q)-. 
Se agora consideramos duas funções u , u de norma pequena com 
1 2 
(/)(cp(u ) ) < O, i=1,2, temos (/)(cp(P-u ) ) < O para i=1,2, então 
i i 
- 1- 1- 1-P ui e H (Q) com dimH (Q) ~ 2. Logo existe um caminho em H (Q) que 
une P-u e P-u , assim u e u estão na mesma componente conexa por 
1 2 1 2 
caminhos. Consequentemente a não pode ser do tipo passo de montanha. 
J 
DEMONSTRAÇÃO DO TEOREMA II.1.3. 
Dado c >O consideremos uma função f: ~~~de classe C1 , tal que: 
f(s) = f(s) 
" f(s) > o 'v's ~ a - c 1 
" f(s) < o 'v's ~ a + c 3 
" 
e tal que lím -1 f(s) < o s e 
s~-to 
" 
-f(s) ~ -ÃS 'v's ~ s > a 
3 
+ c 





= I f(t) dt 
o 
Uma aplicação direta do principio do máximo, mostra que os pontos 
... 
críticos de (/> são também, pontos críticos de q>. Pelo Lema !!.1.13, 
... 
vemos que (/> satisfaz a condição de Palais-Smale. Da demonstração do 
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Lema !!.1.15 vemos que a e a são pontos de mínimos locais estritos do 
,.. 1 3 








no teorema do Passo da Montanha 
vemos que 







é um valor crítico de '' onde 
r= {f e ( ( [ O , 1 ] , H1 ( n) ) I f ( o ) = e , f ( 1 ) = e } 
,.. o 1 
Se os pontos críticos em Cr(,,d) não são isolados em H1 (Q) então ' 
,.. 
tem uma infinidade de pontos críticos. Se os pontos em Cr(,,d) são 
,.. 
isolados, então existe u e Cr(,,d) que é do tipo passo da Montanha e 
o 
então, pelo Lema !!.1.15 u * a, i = 1,2,3 e logo existe pelo menos uma o 1 
solução não trivial do problema (P ) • 
1 
Para mostrar a existência da segunda solução faremos primeiro 
algumas considerações. 
II .1.16 
Existe R> O tal que ''(u)u > O Vu e aBR onde aBR é o bordo da 
bola BR = B(O,R), com centro em zero e raio R, em H1 (Q). 
DEMONSTRAÇÃO. 
Pela construção de f temos que 
,.. ,.. 
lím -1 sup s f ( s) < O e lím sup s-1f(s) < O. 
S -+ -ao S -+ +ao 
,.. 
Estas desigualdades e a continuidade de f, implicam que existe 
E > O e c > O tais que 
2 f ( s) s < -Es + c , Vs e IR. 
Concluímos que 
,, (u)u 
1 1 1 
= I I Vu 12 - I f ( u) u > I I Vu 12 + e I u 2 
o o o 
-c 
Se E > 1, 
,.. 
''(u)u > nun 2 - C 
Se E :s 1, 
,.. 
,, (u)u .> Ellull 2 - C, 
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então existe R > O suficientemente grande tal que se llull = R então, 
~'(u)u >O. 
!!.1.17.-
Tem-se como consequência da observação 1.16, vía uma homotopia 
,.. 
com a identidade que d(~',BR,O) = 1. 
!!.1.18.-
As funções u = a, i = 1,3 são pontos de mínimo local estrito 
,.. l l 
de ~ e por tanto são pontos críticos com índice de morse igual a zero. 






,e), i= 1,3 com e> O suficientemente pequeno. 
Logo 
Temos por excisão que escolhendo R tal que B uB c BR resulta: 
1 3 
,.. ,.. A 
d ( ~ ' , B \ (ã uB ) , O ) + d ( <P ' , B , O ) + d ( ~ ' , B , O ) = 1 
R 1 3 1 3 
,.. 
d ( ~ ' , B R\ ( B 
1 
uB 3 ) , O ) = -1 
!!.1.19.-
Para completar a demonstração do Teorema !!.1.3, precisamos 
ainda o seguinte resultado ([H],Teo.2.). 
Consideremos a seguinte condição: 
(~) Seja H um espaço de Hilbert real e~ e C2 (H,R), suponha que 
<P'= I-K onde I é a identidade de H e K: H ~ H é um operador 
compacto. Além disso suponhamos que para todo u 0 e Cr(~), o 
primeiro autovalor À
1 
da linearização <P" (u
0
) e f(H) em u0 , é 
simples desde que À ::s O. 
1 
TEOREMA:[H) 
Suponhamos que a 
critico isolado do tipo 




(~) vale e que u0 e H é um ponto 
Montanha. Então, o grau local de 
O funcional ~ satisfaz a condição (~) 
Demonstração.-
" • A 
Seja u 0 um ponto critico de~ e seja À um autovalor de ~"(u0 ), 
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A 
então existe v e H1 (0) 
é equivalente a 





(1-A) I VvVw =I (f'(u0 )+A)vw , 
A 
Logo •"(u )v= Av se e somente se 
o 
!!.1.21 Ivvvw = --1- I [f'(u )v+Av] w 1-A 0 
A 
1 Vw e H (O) 
como f'(u )v+Av e L2 (O) então, Vve H1 (0) e por tanto v e H2 (0). 
o 
Por outro lado somando Ivw a ambos os lados da igualdade 11.1.21 
A 
vemos que -~~ {u0 )v =Av se e somente se (A,v) é solução do problema 
1 
{
-llv + v =l-A 






o primeiro autovalor de •"(u
0
), e suponhamos que 
1 \:s O. Então, r-r > O, 
1 
e se v é uma solução não nula de (PA ) I 
1 
I(Vv)2 I v• l!.A, I 






) )+1 > O para algum e O. 
Seja (P~) o problema A 
em O 
{ 
-llv +v= ~(f'(u0 )+1)v 
av • 0 
a1J sobre ao 
então 
O primeiro autovalor ~1 de (P~) é positivo e simples [M-M], [H-K]. 
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Afirmamos que ~1 = l:Ã • Com efeito, como 
1 
de (P~), se a afirmação for falsa então 







é um autovalor 
observar que isto é uma 
~ -1 




logo basta provar que nestas condições, 
~ -1 
1 é de fato um autovalor 
A ~1 
de tP"(u0 ), mas depois dos cálculos acima, isto é consequência imediata 
do fato de ~1 ser autovalor do problema (P~)· 
Isto conclue a demonstração da afirmação II.1.20. 
DEMONSTRAÇÁO DO TEOREMA II.1.3 (Completada) 
Mostramos a existência de uma segunda solução. 
Seja u
0 
a solução do tipo passo da montanha encontrada 
anteriormente; estamos supondo que é isolada. Graças às observações 
" !!.1.19 e II.1.20, temos que d(q,',B,0)=-1 onde B é uma bola 
suficientemente pequena com centro em u0 • Seja R grande tal que 
BuB uB c B e u = a e B , u é um ponto crítico não degenerado de q, 
13 R 2 2 R 2 
com índice de morse ~ 2. Se u
2 
for o único ponto crítico de q, em 





O = d ( ~ ' , B \ ( B uB uB) , O ) = ( -1 ) k 
R 1 3 
onde k ~ 2 é o índice de morse de u o que é um absurdo, logo q, tem 
2 
pelo menos mais um ponto crítico u -:~:- u
2 
em B \ (B uB uB), O). 
R 1 3 
têm uma solução não trivial u -:~:- u
0
• 
DEMONSTRAÇÁO DO TEOREMA !!.1.4. 
A A 
Seja f:R ~ R tal que f(s) = f(s) Vs c:: a e 
1 
lím sup fis)< O. 
S-+-co 










satisfaz a condição de Palais-Smale. De fato (/> satisfaz as hipótesis 
do Lema !!.1.11. 
A A A 
Como (/)(a
1
) ~ (/)(b) e a
1 
e um ponto de mínimo local estrito de q,, 
então estamos nas hipóteses do Teorema Passo da Montanha e portanto o 
A 
funcional q, (e logo q,) tem infinitos pontos críticos ou pelo menos 
um que é do tipo passo da Montanha. Como a e a não são do tipo passo 
1 2 
da Montanha (Lema II.1.15) isto conclui a demostração. 
DEMONSTRAÇÃO DO TEOREMA II.1.1 
Para cada i=1, ••• ,t consideremos uma função de classe C1 
f : 




V se [a21-1 1 a21+1] 
V s < a 
tem 
21-1 
f (s) < O 
1 
e V s > a 
21+1 
Graças ao Teorema II.1.3 , o problema 
-Au = f
1
(u) em O ;:~=O sobre ao , 
duas soluções u , v , tais que a :S u , v :S a 
1 1 21-1 1 1 21 +1 
É claro que para todo i , u , v , são soluções de 
1 1 
conclui a demonstração. 
DEMONSTRAÇÃO DO TEOREMA II.1.2 
( p ) • 
2 
Isto 
Se l = 1 , aplíca-se diretamente o Teorema !!.1.4. Se l ~ 2, então 
definimos f :IR ---+ IR tal que f(s) = f(s) Vs :S a2l_
1 
e f(s) < O 
vs > a2l_1 , então por aplicação do Teorema !!.1.1, resulta que (P2 ) tem 
2l-2 soluções não triviais u ,v , •• • ul ,vl , tais que 
1 1 -1 -1 
a :S u , v :S a :S u , v :S a :S ••••••••• :S ul , v. :S a_. • 
1 1 1 3 2 2 5 -1 ,_1 a.-1 
A A 
Ora, definimos f : IR ~ IR tal que f(s) > O Vs < a_. e 
a.-1 
A 
f(s) • f(s) 
problema 





-~u = f(u) em Q au i 81'/ = o em an ' 
compléta-se a demonstração. 
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§ 2. EQUAÇÕES DIFERENCIAIS ORDINARIAS 
APRESENTAÇÁO DO PROBLEMA. 




) - u" = f(u) em (0,1)~ u'(O) = u'(1) =O. 
onde f:IR ~ IR é, como na seção 1, uma f - d 1 C1 com unçao e c asse 
exatamente r zeros consecutivos, todos simples, a < a < ••• < a • 
1 2 r 
Também como na seção 1, investigamos a existência e multiplicidade 
de soluções não triviais. Porquanto no caso de equações diferenciais 
ordinarias podemos aplicar técnicas da teoria de bifurcação, obtemos 
resultados mais amplos que no caso de equações diferenciais parciais. 
Mais precisamente, damos uma resposta positiva à questão da existência 
e multiplicidade de soluções no caso que a não linearidade f não 
satisfaz a condição (f
4
), neste caso os Àk são os autovalores do 
problema 
-UI I = ÀU em ( 0 I 1) I UI ( 0) =UI ( 1) =0 • 
ESTABELECIMENTO DOS RESULTADOS PRINCIPAIS. 
II.2.1.-TEOREMA 
Seja f e C1 (1R,IR) com um número ímpar de zeros r = 2l+1. Suponhamos 
que f satisfaz (f), (f). Então o problema (P) tem pelo menos 2l 
3 4 3 




, ••• ut,vt' que satisfazem: 
em (O, 1) 
II.2.2.- TEOREMA 







). Então o problema (P
3
) tem pelo menos 2l-1 








, ut' que satisfazem 
a1~ u1 ,v1 ~ a 3 ~ ••••• ~ a2l_3 ~ ul_1 ,vl_1~ a2l_1~ ul ~ b em (0,1). 
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DEMONSTRAÇÁO DOS RESULTADOS PRINCIPAIS. 
Os resultados principais, Teoremas 
demonstrações completamente análogas às dos 
II.2.1 
Teoremas 
e II.2.2 têm 
II. 1.1 e II.1.2 
respectivamente, por esta razão as omitiremos. Como no caso de 
EDP, estas demonstrações, resultam de uma aplicação iterada de dois 
Teoremas mais particulares( Teoremas II.2.3 e II.2.4) que enunciamos 
abaixo. A demonstração do Teorema I I. 2. 3 é a mesma que a do Teorema 
II .1. 3 com as mudanças obvias e a omitiremos. A demonstração do 
Teorema II.2.4 tem uma pequena diferença com a do Teorema II.1.4 
e a daremos apos uma série de Lemas. 
II.2.3.-TEOREMA 
Seja f e C1 (1R,IR) com r = 3. Suponhamos que f satisfaz (f ) e (f ) • 
3 4 
Então o problema (P
3










Seja f e C1 (1R,IR) com r= 2. Suponhamos que f satisfaz (f), (f) e 
3 4 




a :s u :s b 
1 
em (0,1). 
Seja u uma solução do problema (P) e seja x e [0,1] tal que 
3 o 
II.2.6.-LEMA 
u(x) = máx u(x). 
o 
Então f(u(x0 )) ~O. 
Seja u uma solução do problema (P
1
) com f satisfazendo (f
0
). 
Então u(x) ~ a
1
, Vx e (0,1). 




Se 1 u E H =:H (0,1) e definimos o operador 
1 
(Ku) (v) = I (u+f(u) )v , 
o 
Ku :H ~ IR por 
vemos que o operador K :H ~ H definido por esta relação é um operador 
compacto. 
Por outro lado, se 1 4l :H (0,1) ~ IR é o funcional definido por 
41 ( u) 
1 1 i I (u')2- I F(u) 
o o 
s 
onde F(s) Então, = I f(t)dt. 
o 1 1 
= I u'v' - I f(u)v 41' (u) (v) 
logo 
'tlv E H1 (O, 1) 
o o 
1 
I (u+f(u))v = <u,v>H'(O,l)- (Ku)(v) 
o 
Vemos assim que 41' é da forma I-K, com K compacto. 
II.2.7.-LEMA 
Seja ~ : H1 (0,1) ~IR um funcional, e K : H1 (0,1) ~ H1 (0,1) 
um operador compacto. Suponhamos que ~'= I-K. Se toda sequência de 
Palais-Smale é limitada, então ~ satisfaz a condição PS. 
A demonstração é análoga à demonstração do Lema II.1.10. 
II.2.8.-LEMA 
Suponhamos que f satisfaz (f ) e seja (u) c H1 (0,1) uma sequência 
7 n 
tal que 
1 i~'<unlvl a 1I u~v·-
o 
1 
I f (un )vj ~ enllvll, 
o 
1 
'tlv E H (0,1). 
onde 41 é o funcional definido na observação acima e (c ) 
n 
sequência de números reais positiv.os convergente 
+ Então llunll é limitada, onde u = u - u e 
parte positiva de u. 
a zero. 
+ u = máx {u,O} 
é uma 
é a 
Demonstra-se na mesma forma que o Lema II.1.8 
Para o seguinte Lema precisamos da seguinte condição: 




f ( s) + 
f(s) 
2F(s) - sf(s) 'r/S C:: S 
o 
+ s :!i 
onde F é definida como antes por 
II.2.9.-LEMA 
sf(s) - 2F(s) 1 
s 
F(s) = I f(t)dt. 
o 
ou 





uma sequência de Palais-Smale 1 ou seja (u ) n 
II.2.10 lf/>'(u )vi = :s e nvn 1 
n 
1 
'VV E H (0 1 1) 




c IR I 
n 




l;cu.ll a I i I (u~) 2-
o 
onde C é uma constante. 
1 I F(u
0
) 1 s c 
o 
Graças à observação anterior e ao Lema II.2.7 1 só temos que provar 
que (u ) é limitada. 
n 
Suponhamos que f satisfaz (f'.i) (no caso em que f satisfaz (ii) 
6 
a demostração é análoga). 
Pondo v • u em II.2.10 1 temos n 
1 
11.2.12 1I (u~) 2-
o 
de II.2.10 e II.2.11 temos que 
:s e nu n 1 n n 
1 I ( u f ( u ) - 2F ( u ) ) 1 :s 2C + e nu 11 n n n n n o 
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L ~s (f(un)+ 
n O 
= K + 
n 
u ) :S J ( 2F ( u ) - u f ( u )) n n n n 
u ~s 
n O 





( 2F ( u ) - u f ( u )) 
< n n n 
u -S 
n O 
Como 11unnH1(0,l) é limitada (Lema II.2.8) e H1(0,1) c C([O,l]) 
e dado que f e F são contínuas, temos que (K ) e limitado, ou seja 
n 
existe K tal que K :S K, Vn. Logo 
n 
II.2.13 L ~s [f(un) + un) ~ K + 2c + enlluni 
n O 
Por outro lado, de II.2.12 tem-se 
1 J (u~)• ~ 
o 
e llu 11 
n n 
1 






:S e nu n + J u (f (u ) + u ) n n n n n n 
o 
e temos 
II.2.14 llu 11 2:S e llu 11 +J u (f ( u ) + u ) + J u (f ( u ) + u ) 
n n n u :SS n n n u ~S n n n 
n O n O 
- -Da hipótese (f
8
) 3 C > -1 e s > O tal que f(s)~ Cs Vs ~ s, 
-então f(s)+s ~ (C+l)s Vs ~ s. Sem perder generalidade podemos supor 
que s 0 ~ ã e temos que f(s) + s > O Vs ~ s 0 , então da desigualdade 
II.2.14 resulta 
nu n2 ~ e 11u n + K + 




Agora por 2.13 e pela imersão H1 (0,1) '----+)c [0,1] resulta: 
11 u 11
2 ~ e 11 u 11 + K +C 11 u 11 ( K + 2 C + e 11 u 11 ) • 
n n n n n n 
Logo 
o que mostra que nu 11 é limitado. 
n 
II.2.15.-LEMA 
Seja f satisfazendo (f) e (f). Então o funcional~ satisfaz a 
7 9 
condição P-S. 
Demonstra-se na mesma forma que o Lema II.1.13. 
II.2.16.-LEMA 
Suponhamos que f satisfaz (f), então os pontos críticos de~ , 
4 
dados por u = a • não são do tipo passo da montanha. 
1 1 
Demonstra-se en forma anàloga ao Lema II.1.15. 
DEMONSTRAÇÃO DO TEOREMA II.2.4. 
Separamos a demonstração em duas partes; na primeira provamos uma 
estimativa a priori para as soluções de (P ) 
3 
e na segunda aplicamos o 
Teorema do passo da Montanha. 
1.- Estimativa a priori.-
Afirmação: Se u é uma solução de (P ) então llull ~ b. 3 Q) 
Com efeito, sunponhamos que u * cte. e seja u(x0 ) = 
O ~ x ~ 1, graças aos Lemas II.2.5 , II.2.6 temos 
U (X) ~ a
1 
VX E ( 0 1 1) • 
Afirmamos que u(x ) 
o 




Senão, u(x ) = a e 
o 2 u"(x) ~O Vx E (0,1). Temos três casos; 
X .,. 0 1 o x 0 = 1 e O < x 0 < 1. 
com 
Mas em qualquer destes casos, o principio do máximo conduz a 
contradição. Com efeito: 
Se O < x
0 




= O, então 
x 0 • 1 então u'(x0 ) >O. Logo u(x0 ) > a 2 • 
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u' (x ) < O 
o 
e se 
Suponhamos que O< x 0 < 1, então existe c >O tal que u'(x) >O 
Vx E(x0 - c, x 0 ). Seja x definido por 
X= sup {x E [O,xo -c] I u'(x) =o} 




o que implica que u(x0 ) ~ b. 
Se x
0
= O então, existe c> O tal que u'(x) <O, Vx E (O,c). 
Seja ~ definido por 
~ = ínf { x E [c , 1 ] I u' ( x) = O} , 
-então multiplicando ( P ) por u' e integrando, 
1 
agora entre x e x, 
o 
obtemos a mesma estimativa, e analogamente se x 0 = 1. 
estimativa llull s b. 
011 
2.-Aplicação do Teorema do Passo da Montanha. 
Definamos agora, " f =~ ~ ~ de classe C1 tal que 
f(s) = f(s) 
" f(s) > O 
" 
para a s s s b 
1 
para s < a e 
1 
" 
Isto prova a 
f(s) > O para s > b, satisfazendo -1 lím sup s f ( s) < O e (f/), 
" s~ -m 
então pelo Lema II.2.9, ~satisfaz a condição (P-S). Observemos também 
que ~(a1 ) i!:: ~(b). Como a 1 é um mínimo local estrito de ~' podemos 
colocar e
0 
= a , e = b no Teorema do passo Montanha, e assim, temos a 
1 1 " 
existência de um ponto crítico u
0 
de ~ tal que: 
~(u) = d == inf sup ~(f(t)), 0 fEr Osts1 
e pois d > ~ (a ) • 1 
" " Se os pontos críticos de Cr(~,d) são isolados, existe u 0 E Cr (~,d) 
do tipo passo da montanha e pelo Lema II.2.16, u 0 ~ a 2 • Isto conclui 
a demonstração. 
O resultado abaixo mostra existência e multiplicidade de soluções 
do problema (P
2





Suponhamos que f e C1 (R,R) tem exatamente r zeros consecutivos, 
todos simples, que satisfaz (f ) e f' (a ) =k2rr2 para algúm k c: 2 e para 
3 1 




Para demonstrar o Teorema !!.2.17, estudamos, via teoria de 
bifurcação o problema não linear de autovalores 
{ 
-u" = Ãf(u) em (0,1) 
u'(O) = u'(1) =O 








) o problema (PÃ) se escreve na 
( p. "\ ) 
~'"" { 
-v" = Ãgi(v) em (0,1) 
v'(O) = v'(1) =O 
Observemos que g
1
(0) =O e que então (Ã,O) é solução de (Pi,Ã) 
VÃ e R, Vi= 1, ••• ,r. 
Usando a fórmula de Taylor obtemos o problema equivalente 
(P. "\) ~'"" { 
-v" = Ãgf(O) v + Ãh(v) 
v'(O) = v'(1) =O 
em (0,1) 
onde h(v) = u(UvU) perto de v= O. 
Se G(t,s) é a função de Green para o operador ~(v) a - v"+ ev, 
com condições de Neumann, o problema (P. "\) transforma-se na equação 
~'"" integral equivalente 
(Ii,Ã) v= (Ãgf(O) +e) Lv + Gi(Ã,v), onde 
1 




G i ( A, v) = A I G ( t , s ) h (v ( s ) ) da 
o 
Pondo~ • Ã 9f(O) + e, pode-se escrever o problema (Ii,Ã) na forma 
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(I. ) V-J,LLV - Gi(J.L,v) = o ~,J.,L 
onde 
J.,L-e 
G. (J,L,V) = G. , v) ~ ~ gi_(O) 
Seja E = {v e C1 [0,1] I v'(O) = v' ( 1) = o} 
com a norma usual li VIl = máx I v< s) I + máx lv'(s) I 1 O~S~l O~S~l 
Os operadores L e G. são compactos e G. = u (li vil) perto de v = O, 
~ ~ 
uniformemente sobre intervalos limitados de Jl• 
Queremos estudar o diagrama de bifurcação da equação 
relação à reta de soluções triviais (J.L,O). 
(I. ) com 
~,J.,L 
Os valores característicos de L são exatamente os autovalores 
de ~, ou seja os autovalores do problema de Neumann: 
-v" + ev = J.LV em (0,1); u'(O) = u'(1) =O, 
cujas soluções são (JJ. ,v) com JJ.= k2rr2+ e, vk = cos krrt, k = 0,1,2, •• k k k 
Então os possíveis pontos de birfucação são do tipo (J.L ,O). Ora, 
k 
todos os autovalores JJ.k são simples. De fato mostremos que 
Ker ( J.L - ~) 2 c Ker ( J.L - ~) • 
k k 
Seja v e Ker(J.L- ~) 2 , então 
k 
( J.L - ~) v = c c os krrt 
k 
para alguma constante real c. 
Multiplicando esta igualdade por coskrrt, obtemos: 




( c+k2n 2 ) J v 
o 
donde 
(JJ. v + v"- ev) cos 
k 
entre O e 1, temos: 
krrt = c cos2 krrt, 
1 1 
coa •nt + J v•coa •nt -· c J v coa •nt 
o o 
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o que implica c = o. 
1 
O = C I coa 2 kllt dt 
o 
Portanto (~- ~)v = O. Conseqüêntemente 
k 
Ker ( ~ - ~) 2 c: Ker ( ~ - ~) 
k k 
Ora, aplicando os resultados em [R; Te o. 1. 1 O e 2. 5] , vemos que 
para todo k = 0,1, ••••• , existe uma componente conexa ~ de soluções 
k 
(~,v) de (I. ) tal que ~ é não limitada en ~ x E e (~,O) e ~ • 
~~~ k k k 
Para (Ii,~) temos o seguinte diagrama de bifurcação 
Uull 
E 
Voltando às variáveis (Ã,u) temos que ~k=1,2, ••• e ~i=1, •• ,r 
existe uma componente de soluções de (I ~), ~ ~ ~ x E, não limitada 




Temos o seguinte diagrama de bifurcação para o problema original 
JIUII 
IE 
- - ..... - - - - - c;l 
~2- - -
I • 
- - - ) 
-·-------------
Aplicando dos Lemas II.2.5 e II.2.6 e graças à estimativa a priori 
achada na demonstração do Teorema 2.4, temos que se (Ã,u) com À > O 
é uma solução de (PÀ) então existe M > O tal que UuiiCICI :li M. 
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Ora, integrando (PÀ) entre O e t, temos: 
t 




I u ' ( t ) I • À I I f ( u ( s ) ) I ds 
o 
Pela continuidade de f e a limitação de u, existe K tal que 
llu'll ~ ÀK. 
C» 
Logo para as soluções de (PÀ), (À,u) con À> O, u está limitada na 
norma de IE, llull ~ ÀK + M. Isto significa que as soluções u estão 
1 
limitadas para À limitado. 
Observemos tambén que se k ~ 1, então as soluções (À,u) e ~ . têm k,~ 
pelo menos um zero (simples) e portanto À ~ O, pois para À = O as 
únicas soluções são as constantes, isto significa que as ramas de 
2 2 
(k n , a ) 
f'(a) 1 
1 
bifurcação devem "ir para a direita" desde o ponto 
se i é par, e "para a esquerda" se i é ímpar, isto justifica o diagrama 
acima. 
Do anterior vemos que para todo k=2,3, ••• e para todo i par. ~k,i 
contem pelo menos uma solução do tipo 
Se f' (a ) = k 2n2 então para todo j < k, ~ contem pelo menos uma 
1 J. 1 
solução do tipo (l,u) com u não constante. Isto conclui a demonstração 
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CAPITULO 111 
EXISTÊNCIA E MULTIPLICIDADE DE SOLUÇÕES 
PARA O PROBLEMA MISTO 
§ 1.- EQUAÇÕES DIFERENCIAIS PARCIAIS 
APRESENTAÇÃO DO PROBLEMA 
Seja f:IR ----+IR uma função de classe C1 e O < a< b < a< b < ••• < 
1 1 2 2 
<a , 2 k - 1 zeros simples de f tais que: 
k 




Vi= 1, ••• ,k. 
(f2 ) f não muda sinal nos intervalos 
(a 1 +oo) k 
i= 1, ••• ,k 
i= 1, .•• ,k- 1. 
Seja Q c IR0 um domínio limitado com bordo regular. No caso em que 
e = O (problema de Dirichlet) é bem conhecido que existe À > O tal que 
o 




) tem uma solução positiva u 
com b
1 
< máx u < ai+
1 
desde que f satisfaça a condiçãode área 
a j+1 
J f(t)dt > o 
a j 
e que esta condição de área é necessária e suficiente para obter tal 
resultado de existência. 
Por outro lado, os resultados do Capitulo II, mostram que no caso 
do problema de Neumann, uma tal condição de área não é necessária. Isto 
motiva o estudo do problema misto 
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(P ) 4 { 
-àu =À f(u), 
au 
u + c -- = o, a~ 
onde À, c são parâmetros reais positivos. 
ao 
O objetivo desse estudo é determinar os valores de À para os quais 
o problema (P ) tem soluções positivas e para que valores de c > O é 
4 
necessária alguma condição de área para a existência de tais soluções. 
Nas demonstrações dos Teoremas deste Capítulo, usamos novamente os 
resultados de H. Amann usados no Capítulo I. 
O conceito de solução aqui, é o conceito de solução clássica, isto 
é: 
III.l.l DEFINIÇÁO: 




- àu =À f(u), 
au 
u + c --- = O, a~ ao. 
Uma função u e C2 (Q)é uma sub(super) solução de (P ), se 
4 
{
- àu ~(~)À F(u), O 
u(x) + c ~~(x) ~ (~) o, ao. 
Considerando o mesmo operador definido no 
Capítulo I para este conceito de solução, vemos que u e C(O) é solução 
de (P4 ), se e somente seu é ponto fixo de T. 
Nesse caso a regularidade segue da Teoria de Schauder. 
ESTABELECIMIENTO DE RESULTADOS 
III.l.2.-TEOREMA 
Seja f a função definida na apresentação do problema, satisfazendo 




Sejam a, ~ > O tais que 
< a - a 
1+1 
Vi = 1, •.. ,k- 1. 
Então para todo c > O existe À > O tal que para todo À ~ À o 
o o 










1 1l 1 
a -a:su:sa +~ 
1+1 31 1+1 
u :su :su 
1l 21 31 
Vi= 1, ••• ,k-1. 
DEMONSTRAÇAO 
Seja cS > o tal que os vetores normais ao bordo de n passando por 
pontos diferentes de an não se interceptam em ncS' 
ncS = { X e Q I d(x,an) < cS} 
Reparametrizemos õcS na forma seguinte 
X e QcS 1-1 --+) (S(X) ,t(X)) 1 
tal que s(x) é o único ponto de an tal que 
d(x, an) = d(x,s(x)) 
e 
Seja 
t(x) = :d(x,s(x)). 
v(s,t) =- (a - a) + 
1 






v(s(x) ,O) = a - (X , e 
1 
a v 
81J (X) a v = a1J ( S ( X ) 1 0 ) = 
v(x) = e av (x) = O 81J 'Vx e an. 
Seja agora ~(s) o primeiro valor de t para o qual v(x,t) ~ 
caso ele exista, senão ~(s) = a. 
Então 'Vs e ao, ~(s) > O e por compacidade do bordo ao, 
<:= inf { ~(s): se an} é positivo. 
Seja ~ uma função de classe C2 (0) tal que 
~(x) = 1 'Vx e Q< /2 
~(x) = o 'V X e Q \ Q 
3</4 
e 
O ~ ~(x) ~ 1 'r/x e Q . 
Se O < Ç < (X definamos 
!!1 (X) = ~ (X) V ( S (X) 1 t (X) ) + ( 1 - ~ (X) ) ( a 1 - Ç) 
u (x) = a - Ç 
-1 1 
é claro que a - (X ~ U (X) < a para todo X e Q • 1 -1 1 
a ' 1 
Como - i\u é limitado e f (X 1 u (X) ) > 0 em 0 temos que existe À >0 
-1 -1 1 
tal que 
- i\ u ~ f (u ) em Q 
, -1 
para todo À ~ X1 , donde !!1 é subsolução do problema (P4 ) para todo 
À ~ À1. 
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Trocando a por a , constroi-se de maneira análoga ao que fizemos 
1 1 
anteriormente, uma função u e C2(Q), tal que 
-1 
a - ex ~ u ( x ) < a , 'r/x e Q 
1 -1 1 
e acha-se À1> o tal que, para todo À ~ x1, ~1 é subsolução do problema 
( p 4) • 
Por outro lado, é fácil ver que quaisquer constantes C ,i = 
1 
= 1, ••• , k com a < C < b , onde colocamos b =+lXI, são super-soluções de 1 1 1 k 
( p ) • 
4 
Se À = máx { X , À , •••• , 
o 1 2 I 
então para todo i = 1, ••• ,k as 
funções 
u são subsoluções de ( P ) 
-1 4 
C1 são supersoluções de (P4 ) 
Pondo para cada i= 1, ••• ,k- 1 
X = [ ~1' c1+1] 1 
X = [ U 1 c] 11 -1 1 
X = [ u c1+1] 21 -1+1 I 
'r/À ~ À • 
o 
e aplicando os resultados de H. Amann [A] obtem-se para cada i= 1, ••• 
• • • ,k - 1, três soluções de (P ) u , u21 , u tais que 4 11 31 
u ~ u ~ u31' 11 21 a-cx~u~a+(l 1 11 1 e a -cx~u ~c. 1+1 31 1+1 
Para acabar a demonstração do Teorema é suficiente observar que 
podemos escolher C1 tal que 
a<C~a+(l 1 1 1 
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III.l.3. - OBSERVAÇÕES 
1 - Como no caso do Capítulo I, pode acontecer que 
esse for o caso para todo i, obtemos 2k-l soluções 
problema ( P ) • 
4 
2 - Se considerarmos o problema 
{ 
- ~u = À f(x,u) em n 
u(x) + e ~~ (x) = O em an. 
u = u • Se 
31 11+1 
ordenadas do 
onde f: Õx IR -----+ IR é a função definida no Capítulo I, o nosso 
resultado ainda vale. É suficiente observar que em tal caso, as 
constantes C
1 
ainda são supersoluções e que as subsoluções são dadas 
por 
onde 
~1 ( X ) = cp ( X ) V 1 ( S ( X ) 1 t ( X ) ) + ( 1 - cp ( X ) ) ( g 1 ( X ) - Ç ) 
v
1







S 2.- EQUAÇÕES DIFERENCIAIS ORDINÁRIAS 
APRESENTAÇÃO DO PROBLEMA 
Nesta seção estudamos o problema 
{ 
-u' '= À f ( u) 
u(O)-c u'(O)= O 
u ( 1 ) +c u' ( 1 ) = O 
em (o' 1) 
(P ) 
5 
onde f é a mesma função definida na seção 1. 
Obtemos os mesmos resultados da seção 1, e obtemos também alguns 
resultados de simetria das soluções de (P
5
) para c >0 suficientemente 
pequeno. 
A demonstração da existência e multiplicidade das soluções, faz-se 
de forma análoga à demonstração do Teorema I.2 deste Capítulo. Por esta 
razão não a repetiremos. O estudo das simetrias das soluções é 
desenvolvido aqui aplicando as mesmas técnicas usadas por Gidas, Ni e 
Nirenberg em [G-N-N]. 
ESTABELECIMENTO DE RESULTADOS 
III.2.2.-TEOREMA 
Seja f:~~~ satisfazendo (f) e (f). 
1 2 
Sejam a e ~ reais positivos tais que a +~<b <a+ -a. Para todo c>O 
l l l 1 
existe À >O tal que para todo Ài!!:À , o problema ( P ) tem, para cada 
o o 5 








a -a :s u :s a1+~; l 1l 
u:su:su 
1l 21 31 
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III.2.3. - TEOREMA 
Existe e
0
> O tal que para todo e < e
0 
toda solução do problema 
(P5 ) é simétrica em (0,1) com relação a i· 
DEMONSTRAÇAO 
1 Seja u uma solução positiva de (P
5
). Para v e [~,1) consideremos 
os intervalos 
IV = (V, 1), Jv = (2v- 1, v). 
Para x 
XV = 2v - X 
Para v 
e Ivdenotamos por xvo ponto simétrico de x com relação a v 
e Jv. 
suficientemente perto de 1 temos que 
III.2.4 - u'(x)<O Vx e I 
v 
fazemos decrescer v até atingir um primeiro "valor critico" v tal 
que III.2.4 não vale para v < v. 
f . - 1 A ~rmamos que v ~ ~ • 
Suponhamos por contradição que v > i . 
III.2.4 vale para v > v e por continuidade temos 
-
u'(x) <O e 





v(x) = v(xu) = u(x) 
Vx e I- . 
v 
u(x) = u(xv), definamos v em 
Vx e [ 1 u, 1] 
então v é simétrica em [ lv, 1 ] com relação a v. É fácil ver que se e 
é suficientemente pequeno então u (O) < a e u ( 1) < a • Isto é, a 
1 1 
simétria de v em [lv, 1 ] implica que 
u'(O) ~- u'(l) e u(O) < u(l). 
Então 
u(O) =e u'(O) ~-e u'(l) = u(l) 
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o que é uma contradição. 
Esta contradição implica que 
Vx e I-
V 
e I- • v 
Aplicando um resultado de Gidas-Ni Nirenberg (G-N-N] (Lema 2. 2) 
temos que 
u'(v) <O e Vx e I- • 
v 
Ora como u' (v) <0 então existe ~ >0 tal que u' ( x) <O Vxe (v-~, 1) • 
Assim pela definição de u vemos que existe uma seqüência (v ) com j 
crescente que converge a v e uma seqüência 
v 
( x ) , x e I tal que 
j j v j 
u(x) ~ u(x J). j j 
(x ) ou uma j sübsequência dela (que continuamos chamando 
v v 
converge a x e I-, então x J ~ x J. Tem-se 
u j 
logo X = XV = V 
v 
= lim u(x J) = u(xv) j 
1 
'1<v J, 
(X ) ) j 
Ora pelo Teorema do Valor Médio, para j suficientemente grande 
v 
existe y e ( x , x J) tal que u' ( y ) ~ O • Como y ~ v, então u' (v) i!: O, j j j j j 
o que é uma contradição. Logo v ~ i . 
Um raciocinio análogo mostra que v i!: i logo v = i e a solução u é 
. ~t . 1 - 1 s~e r1ca com re açao a '2". 
O seguinte exemplo mostra que as soluções do problema de Neumann 
não são necesariamente simétrica no seu dominio 
III.2.5 - EXEMPLO 
Seja I • (c,d) um intervalo real, f: R ~ R uma função de classe 
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C1 com exatamente dois zeros (simples) a,a,a <a 
1 2 1 2 
f(s) > O V s < a 
1 
Se u é uma solução do problema 
{
-u"=f(u) em (c, d) 
u'(c) = u'(d) =O, 
suponhamos que u é simétrica não constante, então 
Se u(c) ~ a 
2 
logo o problema 
u(c) = u(d) i!: a • 
1 
c + d 




- u" = f (u) 
u'(c) = u'( 
e 
em (c, 
c i d) = o 
tem uma solução não simétrica. 
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