Abstract. The analysis of incomplete contingency tables is an important problem, which is also of practical interest. In this paper, we consider boundary solutions under nonignorable nonresponse models in two-way incomplete tables with data on both variables missing. We establish a result similar to Park et al. (2014) on sufficient conditions for the occurrence of boundary solutions. We also provide a new result, which connects the forms of boundary solutions under various parameterizations of the missing data models. This result helps us to give the exact form of boundary solutions in the above tables, which improves a claim made in Baker et al. (1992) and avoids computational burden. A counterexample is provided to show that the sufficient conditions for the occurrence of boundary solutions are not necessary, thereby disproving a conjecture of Kim and Park (2014) . Finally, we establish new necessary conditions for the occurrence of boundary solutions under nonignorable nonresponse models in square two-way incomplete tables, and show that they are not sufficient. These conditions are simple and easy to check as they depend only on the observed cell counts. They are useful and important for model selection also. Some real life data sets are analyzed for illustrating the results.
Introduction
Contingency tables with fully observed counts and partially classified margins (nonresponses) are called incomplete tables. The following three types of missing data mechanisms have been proposed in the literature (Little and Rubin (2002) ): missing completely at random (MCAR), missing at random (MAR) and not missing at random (NMAR). The missing mechanism is said to be (a) MCAR when missingness is independent of both observed and unobserved data, (b) MAR when missingness depends only on observed data, and (c) NMAR if missingness depends only on unobserved data. Nonresponses are called ignorable when the missing data mechanism is MAR or MCAR, and the parameters governing the missing data mechanism are distinct from those to be estimated. They are nonignorable when the missing data mechanism is NMAR.
Log-linear models have generally been used to study missing data mechanisms in incomplete tables (see Park et al. (2014) and references therein). However, under nonignorable models, a boundary solution occurs when the cell probabilities of non-respondents are estimated to be zeros for certain levels of the missing variables. Note that the problem of boundary solutions is an important one as it has serious consequences for statistical inference. For example, the observed counts cannot be reproduced by a perfect fit model (a model for which the estimated expected counts are equal to the observed counts) if boundary solutions occur. This implies that the fit is inadequate and the parameter estimates are imprecise. The maximum likelihood estimators (MLE's) of the parameters lie on the boundary of the parameter space.
The log likelihood function is flat due to which convergence of the EM algorithm to the boundary MLE's requires a lot of iterations. Also, the eigenvalues of the covariance matrix are inappropriate (either around zero or negative), which implies some parameter estimates have large estimated standard errors and wide confidence intervals. Hence, it is useful to study various forms of boundary solutions and explore conditions for their occurrence in incomplete tables.
This problem was first considered by Baker and Laird (1988) who proposed a sufficient condition for the occurrence of boundary solutions in a 2 × 2 × 2 incomplete table. Baker et al. (1992) studied the problem for an I × J × 2 × 2 incomplete table, which has non-monotone missing value patterns. For an I × J × 2 incomplete table with simple monotone missing value patterns, Smith et al. (1999) and Clarke (2002) described the problem geometrically, while Clarke and Smith (2005) discussed properties of MLE's in case of boundary solutions. proposed sufficient conditions for the occurrence of boundary solutions under various NMAR models in an I × I × 2 × 2 incomplete table. Recently, Ghosh and Vellaisamy (2016) provided forms of boundary solutions in arbitrary three-way and n-dimensional incomplete tables with one or more variables missing, and also established sufficient conditions for their occurrence under various NMAR models.
The purpose of this paper is to provide a comprehensive treatment of the problem of boundary solutions in two-way incomplete tables with both variables missing. To this effect, we first define boundary solutions that might occur under various NMAR models in such tables. We prove a new result that connects forms of boundary solutions under missing data models with various parameters. This helps us to obtain the exact boundary solutions in those models directly and hence avoid unnecessary calculations given in Baker et al. (1992) . We provide sufficient conditions on the occurrence of boundary solutions in the above tables, which are similar to Park et al. (2014) but proved using direct arguments in a straightforward way. A counterexample is given to disprove a conjecture of Kim and Park (2014) on the necessity of the sufficient conditions. Finally, we establish new necessary conditions, using only the observed cell counts, for the occurrence of boundary solutions in the above tables. These conditions prove very helpful for fitting appropriate models to the incomplete data. An example is provided to show that these conditions are not sufficient.
The rest of the paper is organized as follows. In Section 2, we introduce some notations and consider various identifiable NMAR log-linear models (Models [M1]-[M5]) for an I × J × 2 × 2 incomplete table. The problem of boundary solutions, along with their forms under the above models, is discussed in Section 3. We formally define boundary solutions for an I × J × 2 × 2 incomplete table by extending the definition of Baker and Laird (1988) . A new result is provided, which gives the relationship among forms of boundary solutions according to various parameterizations for the missing data models. In Section 4, we illustrate this result using some data analysis examples from Baker et al. (1992) , thereby improving a claim made by them on the forms of boundary solutions in I × J × 2 × 2 tables as well as eliminating computations.
In Section 5, we prove a result on sufficient conditions for the occurrence of boundary solutions under Models [M1]-[M5], based on a similar approach but using direct arguments instead of contrapositive ones used in Park et al. (2014) . A real life data analysis is carried out using our result. We verify the occurrence of boundary solutions directly using the definitions from Baker et al. (1992), and not the EM algorithm as in Park et al. (2014) . An example is provided to show that the sufficient conditions for the occurrence of boundary solutions are not necessary, which refutes a conjecture due to Kim and Park (2014) .
Finally, we propose necessary conditions for the occurrence of boundary solutions under Models [M1]-[M5] in square two-way incomplete tables, and later show that they are not sufficient through an example. Such conditions do not exist in the literature. Note that these conditions help us to identify the non-occurrence of boundary solutions, which is very useful for model selection. Also, these conditions involve only the observed cell counts and their sums in the tables, and hence can be easily verified. Section 6 provides some concluding remarks.
NMAR log-linear models
Suppose Y 1 and Y 2 are two categorical variables having I and J levels respectively. For i = 1, 2, let R i denote the missing indicator for Y i so that R i = 1 or 2 if Y i is observed or unobserved. Then we have an I × J × 2 × 2 incomplete table, corresponding to Y 1 , Y 2 , R 1 and R 2 , with cell counts y = {y ijkl } where 1 ≤ i ≤ I, 1 ≤ j ≤ J and 1 ≤ k, l ≤ 2. The vector of observed counts is y obs = ({y ij11 }, {y i+12 }, {y +j21 }, y ++22 ), where {y ij11 } are the fully observed counts and {y i+12 }, {y +j21 }, y ++22 are the supplementary margins, all of which are assumed to be positive. Note that '+' denotes summation over levels of the corresponding variable. Let π = {π ijkl } be the vector of cell probabilities, µ = {µ ijkl } be the vector of expected counts and N = i,j,k,l y ijkl the total number of cell counts. For I = J = 2, we have the 2 × 2 × 2 × 2 incomplete table (Table 1) . Table. R
We consider Poisson sampling for convenience, that is,
so that the log-likelihood function of µ is l(µ; y obs ) = i,j
where ∆ is independent of µ ijkl 's. For an I × J × 2 × 2 incomplete table, Baker et al. (1992) proposed the following log-linear model (with no three-way or four-way interactions):
where the sum over any argument of a log-linear parameter is zero, for example, 
Note that m ij11 = µ ij11 and g denotes the odds ratio between the missing indicators of Y 1 and 
The following are the five models when the missing mechanism is NMAR for Y 1 or Y 2 . 
Boundary solutions in NMAR models
In this section, we consider boundary solutions under non-ignorable nonresponse (NMAR) models for an I × J × 2 × 2 incomplete table. We first define boundary solutions under the above models and then present a result relating the forms of boundary solutions in terms of various parameterizations of the models.
For an incomplete table, boundary solutions in NMAR models occur when the MLE's of nonresponse cell probabilities are all zeros for certain levels of the missing variables. For an I × J × 2 incomplete table, where data on only Y 2 is missing, Baker and Laird (1988) defined boundary solutions in the NMAR model for Y 2 asπ ij2 = 0 for at least one pair (i, j). For the same model, Clarke and Smith (2005) showed that boundary solutions are given bŷ π +j2 = 0 for at least one and at most (J − 1) values of Y 2 . Baker and Laird (1988) defined a nonresponse boundary solution under NMAR models in general to be a stationary point that lies on a boundary of the space of parameters modeling the nonignorable nonresponse. Using this, we may extend their definition to an I × J × 2 × 2 table as follows. Note that in the literature, boundary solutions have usually been defined in terms of cell probabilities because the cell probabilities are in some sense natural to the model for the incomplete table, whereas the loglinear parameters are not. The next proposition explores the relationships among boundary solutions under Models [M1]-[M5] in terms of MLE's of nonresponse cell probabilities, some specific log-linear parameters and α i. or β .j for two-way incomplete tables with both variables missing. , then the MLE's of the cell probabilities except some of the nonresponse ones are all non-zero. On substituting k = l = 1 (for response cell probabilities) in the above models and using the parameter constraints, we can then deduce that the MLE's of the constant, the main effects and the association terms between Y i 's, between R i 's, and between Y i and R j for i = j are all finite. This is because non-zero terms (response cell probabilities) on the LHS of the log-linear models imply that the log-linear parameters on the RHS are finite. 
for at least one i. Conversely, we havê 
Since b ij depends only on j, we have b ij = β .j . Then it can be shown similarly as above that boundary solutions in this case are given byλ Y 2 R 2 (j, 2) = −∞ ⇔π +j+2 = 0 ⇔ β .j = 0 for at least one and at most (J − 1) values of Y 2 .
Finally, consider part 3. Under Model [M5], the log-linear parameters modelling the NMAR nechanisms of Y 1 and From the proof of Proposition 3.1, note that the one-to-one relation between the cell probabilities and the log-linear parameters cannot be used to derive the connection between the different forms of boundary solutions. This is because it is not obvious which specific loglinear parameters have infinite MLE's just by noting the zero MLE's of the nonresponse cell probabilities when boundary solutions occur.
Some examples of boundary solutions in NMAR models
In this section, we reanalyze some examples in Baker et al. (1992) , illustrating the result in Section 3. We use Proposition 3.1 to investigate a claim made by Baker et al. (1992) regarding forms and occurrence of boundary solutions in an I × J × 2 × 2 incomplete table. This improvement is useful as it avoids computation and provides the exact boundary solutions under a NMAR model by simply noting the level (s) of the variable (s) for which the MLE's of the parameters are negative or infinite.
First, we present the correct expression of the likelihood ratio statistic for missing data models in such a table. Consider testing the goodness of fit of a null model (here one of the Models [M1]-[M5]) against the alternative model (perfect fit model). Let {μ ijkl } and {μ ijkl } denote the MLE's of the expected counts under a null model and a perfect fit model respectively. Also, let L 0 and L 1 denote the log-likelihoods for the null and the alternative models, respectively. Then the likelihood ratio statistic is given by
Note that the last two terms of (4. 
Hence, from (4.1), the likelihood ratio statistic is .2) for the models. They claimed that counterintuitively, the parameter estimate set to 0 need not be the estimate with a negative value as the solution to the above systems of equations. In particular, for a 2 × 2 × 2 × 2 incomplete table, they suggested examining both boundariesα 1. = 0 andα 2. = 0; similarlŷ β .1 = 0 andβ .2 = 0 to determine the minimum value of G 2 , which corresponds to the MLE. We improve this claim and thereby obviate computations by showing that the MLE indeed always occurs on the specific boundary (level (s) of the variable (s)) for whichα i. orβ .j is negative. In the next three examples, we use Proposition 3. Table 2 . Birth weight and smoking: observed counts. Table 2 . Also, the value of G 2 corresponding toα 2. = 0 is larger than that corresponding toα 1. = 0 for all the above models, which is incorrect as shown below. When we fit the same models to the data in Table 2 Table 2 using the EM algorithm (see the 'ecm.cat' function of 'cat' package in R software). )) is undefined since y ++12 = 0. Hence, we introduce the following changes: y 1+12 = 1, y 2+12 = 1 and y ++22 = 2 as shown in Table 3 . Table 3 . Table 4 . Table 4 . Birth weight and smoking: observed counts (modified). Table 4 using the EM algorithm. 
Conditions for the occurrence of boundary solutions
In this section, we discuss sufficient conditions and also propose necessary conditions for the occurrence of boundary solutions in two-way incomplete tables with both variables missing. We show that the sufficient conditions are not necessary, which disproves a conjecture made by Kim and Park (2014) . Further, we prove that the proposed necessary conditions are not sufficient. Both sets of conditions are simple to verify since they involve only the observed cell counts in the tables. The sufficient and the necessary conditions are of practical utility in identifying the occurrence and non-occurrence, respectively of boundary solutions in such tables. 
Similarly, for a given pair (i, i ′ ) of Y 1 , define the four odds using the observed cell counts:
Note that ν i (j, j ′ ) and ω j (i, and ω j (i,
, which involve only the fully observed counts.
The following theorem provides sufficient conditions for the occurrence of boundary solutions in Models . 1. 
where m 1 and n 1 are the levels of Y 1 corresponding to ν m (j, j ′ ) and ν n (j, j ′ ) respectively. From (5.1), we get
From (5.7), we have the following inequalities
Consider part (a). Suppose Condition 1 holds, which implies that (5.5) and (5.6) are of opposite signs. Using this fact and (5.8), we observe thatα i. < 0 for at least one and at most (I − 1) values of Y 1 , that is, boundary solutions of the formπ i+2+ = 0 occur.
Again from (5.2) and (5.4), we have
where m 2 and n 2 are the levels of Y 2 corresponding to ω m (i, i ′ ) and ω n (i, i ′ ) respectively. From (5.2), we get
From (5.11), we have the following inequalities (5.12)π m 2 j11πij ′ 11 >π m 2 j ′ 11πij11 ,π n 2 j ′ 11πij11 >π n 2 j11πij ′ 11 for j = m 2 , n 2 . Table 5 are given. Table 5 . Table 5 . Then from Tables 6  and 7 3) and ω(2, 3) ∈ I ω (2, 3) so that the sufficient conditions for the occurrence of boundary solutions in Theorem 5.1 are satisfied.
Now consider part (b)
Hence, boundary solutions will occur when Models [M1]-[M5] are fitted to the data in Table  5 . To verify this observation, we fit the above models to data in various subtables of Table 5 . It is assumed that in a particular subtable, data on only the corresponding variable is missing, while that on other variables are observed. The MLE's of the parameters, computed using the 'MASS' package in R software, are shown in Table 8 . 
From the above Table 5 discussed in the previous example. We introduce the following changes corresponding to supplementary margins in Table 5 : 266 → 125, 69 → 60 and 27 → 20. The modified table is shown in Table 9 . Table 9 . Table 5a . Table 9 are shown in Table 10 . Table 10 . MLE's of parameters in subtables of Table 9 .
Subtable NMAR MLE's Boundary model solutions
From the above Kaykobad (1985) , which will be used later to obtain a result on the occurrence of boundary solutions.
Lemma 5.1. Suppose A = (a ij ) is a matrix with a ij ≥ 0 for i = j = 1, 2, . . . , n and a ii > 0. Also, let b = (b j ), where Table 10 , we observe that if Model [M5] is fitted to the data in Table 9 It is known that when boundary solutions occur, perfect fit models (here Models M3], [M4] and [M5]) cannot reproduce the observed counts, indicating poor fit and imprecision of the parameter estimates. The MLE's of the parameters under NMAR models lie on the boundary of the parameter space and the log likelihood function tends to be flat, which makes derivation of the MLE's computationally intensive. Also, the corresponding covariance matrix has unreasonable eigenvalues (close to either zero or negative), which implies the estimated standard errors for some parameter estimates are large. Hence, for model selection, we prefer NMAR models which don't yield boundary solutions upon fitting them to the given data. Baker et al. (1992) ), which involve only the observed cell counts and their sums. Hence, from Theorem 5.2, there is no need to solve any system of likelihood equations, use the EM algorithm or compute odds (based on the observed (joint/marginal) cell counts) to check for the non-occurrence of boundary solutions in an I × I × 2 × 2 incomplete table.
Remark 5.1. If A D = diag(a 11 , . . . , a II ), then from Kaykobad (1985) , the solutions α = (α i. ) of the system A T α = b may be obtained iteratively as follows. 
Conclusions
In this paper, we have discussed the problem of boundary solutions that occur under various NMAR models for an I × J × 2 × 2 table. We formally define boundary solutions for such a table and provide a result that connects various forms of these solutions under alternative parametrizations of the missing data models. This eliminates the need to use the EM algorithm for verifying their occurrence. The above result is then used to improve a claim in Baker et al. (1992) regarding the occurrence of boundary solutions. We give the precise form of such solutions by just noting the corresponding level (s) of the variable (s) in the table, which reduces computational burden.
As discussed earlier, boundary solutions pose a lot of problems for estimation and inference under NMAR models in incomplete tables. Hence, it is important to investigate sufficient and necessary conditions for their occurrence in such tables. We have provided a result on the sufficient conditions for the occurrence of boundary solutions in an I × J × 2 × 2 table. We use a similar approach but give direct arguments instead of contrapositive ones used by for proving it. Kim and Park (2014) conjectured that these conditions would also be necessary for general two-way incomplete tables. However, we show by a counterexample that this is not the case for I, J ≥ 3, thereby disproving the conjecture.
We have also established necessary conditions for the occurrence of boundary solutions in an I × J × 2 × 2 table, which have not been discussed in the literature so far. As discussed in Section 5.5, these conditions are of practical utility to identify the non-occurrence of boundary solutions and hence for model selection. However, we show by a counterexample that these conditions are not sufficient. Note that a major advantage of the proposed sufficient conditions and necessary conditions is that they depend only on the observed cell counts in the table or their sums. As mentioned in Park et al. (2014) , this makes the verification process much easier, and avoids using the EM algorithm or solving likelihood equations. Finally, all the above results are illustrated using numerous data analysis examples. It would be helpful to obtain a set of conditions involving only the observed cell counts, which are sufficient as well as necessary for the occurrence of boundary solutions in two-way incomplete tables with both variables missing.
