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Wissensarbeiter sind heutzutage hohen Anforderungen ausgesetzt.Sie mu¨ssen sta¨ndig neue Arbeitsfelder erschließen und sich schnellauf neue Gegebenheiten einstellen. Die vorliegende Dissertations-
schrift stellt einen neuen Ansatz vor, Arbeitende an wissensintensiven Ar-
beitspla¨tzen mit kontextualisierten Visualisierungen zu unterstu¨tzen. Diese
visuelle Unterstu¨tzung richtet sich dabei an der aktuellen Arbeitssituati-
on (dem Kontext) des Wissensarbeiters aus. Dadurch wird es mo¨glich, den
speziﬁschen Problemen und Herausforderungen direkt am Arbeitsplatz zu
begegnen und automatisierte Hilfestellung wa¨hrend der Arbeit anzubieten.
Geeignete angepasste Visualisierungen ko¨nnen die Daten am wissensintensi-
ven Arbeitsplatz intuitiv darstellen. Dies gestattet zum Beispiel die einfache-
re Identiﬁkation von wichtigen Informationen, Dokumenten und Personen.
Kontextinformationen stellen dabei eine sehr gut geeignete Quelle fu¨r die
Anpassung der Visualisierungen an die aktuelle Arbeitssituation (Kontex-
tualisierung) dar.
Um diesen Mo¨glichkeiten zu begegnen wurde ein Rahmenwerk zur kontex-
tualisierten Visualisierung entwickelt. Dieses Rahmenwerk wurde im Zuge
der vorliegenden Arbeit in mehreren Szenarios eingesetzt, instantiiert und
sowohl quantitativ als auch qualitativ evaluiert. Dabei zeigte die Evaluation
mit realistischen Daten und repra¨sentativen Versuchspersonen eine signiﬁ-
kante Steigerung der Produktivita¨t. Dies wird vor allem in der gemessenen
Zeit und Arbeitsqualita¨t reﬂektiert. Zudem erfolgte in der Evaluation eine
positive Ru¨ckmeldung zur individuellen Wahrnehmung des Rahmenwerks.
Als wissenschaftliches und technisches Ergebnis dieser Arbeit liegt das Rah-
menwerk mit allen Schnittstellen, Deﬁnitionen und Instantiierungen vor.
Dabei ermo¨glicht das Rahmenwerk insbesondere ein einfaches Einbringen
verschiedener Visualisierungsformen, Daten- und Kontextquellen.
Abstract
The challenge of the information society in general and of knowledgeworkers speciﬁcally is to enter new work ﬁelds and to prepare fornew circumstances and environments. This thesis presents a new
approach to support people at knowledge intensive workplaces by means
of contextualized visualizations. This visual support is oriented along the
current situation—the context—of the knowledge worker. This allows tack-
ling the speciﬁc problems and challenges directly at the desk and to oﬀer
automated assistance for the job at hand.
Matching visualizations can display data at knowledge-intensive workpla-
ces in an intuitive way. This permits an easy identiﬁcation of important
information, documents and persons. The thesis shows, that context infor-
mation presents a very good source for this adaptation of the visualizations
corresponding to the current situation of the knowledge worker.
To face these opportunities, a new framework for contextualized visualiza-
tion was developed. In the course of the present work, this framework was
used, instantiated and quantitatively as well as qualitatively evaluated in
multiple scenarios. Thereby the evaluation with realistic data and represen-
tative probands showed a signiﬁcant improvement of the productivity and
eﬃciency. This is mainly reﬂected by the measured time to fulﬁll the tasks
and quality of the results. In addition the test persons give very positive
feedback regarding the individual perception of the system.
The scientiﬁc and technical result of this thesis is a framework, together
with all its interfaces, deﬁnitions and example instantiations. Thereby the
framework enables the adding of diﬀerent forms of visualizations, data and
context sources in an easy way.
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Wer, wie, was? Wieso, weshalb, warum? –




Wissen und Informationen sind heute allgegenwa¨rtig. Dementspre-chend sind Wissensarbeiter hohen Anforderungen ausgesetzt. Siemu¨ssen sta¨ndig neue Arbeitsfelder erschließen und sich schnell
auf neue Gegebenheiten einstellen. Außerdem sind sie in ihrer Arbeit zentral
auf Wissen als Arbeitsgrundlage angewiesen. Da liegt es nahe, den Wissens-
arbeiter an seinem Arbeitsplatz – dem Computer – zu unterstu¨tzen.
Quelle: Tony Auth
An wissensintensiven Arbeitspla¨tzen wird es immer wichtiger, fehlende In-
formationen fu¨r die ta¨gliche Arbeit umgehend und speziﬁsch zur Verfu¨gung
zu haben. Außerdem werden eine sta¨ndige Informationsversorgung und Wei-
terbildung der Wissensarbeiter unumga¨nglich, die in der Regel nicht mehr
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(komplett) in externen formalen Bildungseinrichtungen stattﬁnden kann,
sondern mehr und mehr durch informelles Lernen erga¨nzt und getragen
wird [Era00]. Informelles Lernen bezeichnet dabei eine Form des nicht gelei-
teten, selbstgesteuerten und selbstgetragenen Lernens, welches in unserem
ta¨glichen Leben stattﬁndet und die wichtigste Form des Lernens u¨berhaupt
darstellt. Diese Entwicklung zum allgegenwa¨rtigen Lernen fu¨hrt dazu, dass
die Grenze zwischen der wissensintensiven Arbeits- und Lernumgebung im-
mer mehr verschwimmt.
Deshalb stellt sich die Frage, wie Wissensarbeiter direkt am Arbeitsplatz ins-
besondere durch hilfreiche und angepasste visuelle Darstellungen unterstu¨tzt
werden ko¨nnen, wichtige Informationen zu ﬁnden und die gegebene Aufgabe
in der aktuellen Arbeitssituation zu erfu¨llen.
Dabei geht es um die automatische Unterstu¨tzung in diesen verschra¨nkten
Arbeits- und Lernprozessen, um den enormen Aufwand fu¨r manuelle Anpas-
sungen und situationsabha¨ngige Interaktionen zu reduzieren. Dadurch kann
sich der Wissensarbeiter auf seine eigentliche aktuelle Aufgabe fokussieren.
1.1 Nutzerszenarios
Im Folgenden werden drei Szenarios vorgestellt. Diese Szenarios geben einen
U¨berblick und erlauben so ein tieferes Versta¨ndnis fu¨r die Zielsetzung der
Arbeit, die im Anschluss an die Szenarios genauer formuliert wird. Im Zen-
trum steht die ﬁktive Beraterin Andrea. Sie wird bei ihrer Arbeit vom zu
entwickelnden System unterstu¨tzt. Folgende Szenarios stellen somit den Soll-
Zustand dar.
Szenario 1 – Beratung
Andrea ist eine Beraterin in einem gro¨ßeren Unternehmen. Sie ist insbeson-
dere fu¨r Firmengru¨ndungen und Schulungen zusta¨ndig. An einem Arbeitstag
erha¨lt Andrea einen Anruf von Herrn K., der eine Firma gru¨nden will, die ein
neues gentechnisches Verfahren anwenden mo¨chte. Dieses Verfahren wurde
an der Universita¨t entwickelt und Herr K. besitzt das dazugeho¨rige Patent.
Herrn K. bescha¨ftigen vor allem zwei Fragen: 1. Wie muss so ein neues gen-
technisches Verfahren der Klasse Beta beantragt und zugelassen werden und
2. wie lange dauert in der Regel solch eine Zulassung?
Andrea benutzt das in dieser Arbeit vorgestellte System, um Herrn K. bei
der Beantwortung der Fragen behilﬂich zu sein. Dazu verwendet sie
”
gen-
technisches Verfahren“ als einen Einstiegspunkt fu¨r ihre Recherche. U¨ber
die visuelle Darstellung dieses Begriﬀs mit seinen Relationen zu verwand-
ten und weiterfu¨hrenden Begriﬀen navigiert Andrea zu der spezielleren Ver-
fahrensklasse
”
Beta“ und ﬁndet dort sowohl Informationen u¨ber den Zulas-
sungsantrag fu¨r ein neues Verfahren als auch Dokumente im lokalen Bestand
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des Beratungsunternehmens, die bereits durchgefu¨hrte Antra¨ge dokumentie-
ren. Aus den Letzteren kann sie dann Herrn K. auch eine grobe Abscha¨tzung
u¨ber die Dauer des Zulassungsverfahrens geben.
Szenario 2 – Schulungsplanung
Am darauﬀolgenden Tag hat Andrea einen Termin bei einem Chemiebe-
trieb. Die Beratung mo¨chte zusammen mit diesem Betrieb eine Schulung
zum Thema REACH anbieten. REACH ist ein Genehmigungsverfahren fu¨r
Chemikalien. Das System unterstu¨tzt sie dabei durch einen Schulungsvorbe-
reitungsprozess. Dieser Vorbereitungsprozess wird Andrea in visueller Form
angeboten und gibt ihr so einen U¨berblick u¨ber den gesamten Ablauf einer
Schulungsvorbereitung mit Teilschritten und genauen Abla¨ufen. Daru¨ber
hinaus erlaubt diese Ansicht einen Zugriﬀ auf zugeho¨rige Dokumente und
Personen der einzelnen Bereiche und Aufgaben.
Wa¨hrend der Schulungsvorbereitungsprozess von einem Experten model-
liert worden ist, wa¨chst das Portfolio an Dokumenten durch das Verwenden
des Prozesses. Neue Dokumente und erstellte Schulungspla¨ne ko¨nnen dem
Ablauf zugeordnet werden und stehen so fu¨r die na¨chste Verwendung zur
Verfu¨gung.
Auch die Anreicherung der darzustellenden Daten um Personen geschieht
automatisch. Wenn das System erkennt, dass eine Person den gesamten
Schulungsvorbereitungsprozess oder einzelne Teilschritte bereits durchlau-
fen hat, wird sie als
”
Experte“ in dem entsprechenden Bereich angesehen
und mit dem Prozess verknu¨pft. So ko¨nnen spa¨ter andere Personen diesen
”
Experten“ kontaktieren, um aufgetretene Probleme zu ero¨rtern.
Da einige Punkte in diesem Ablauf fu¨r Andrea auch nach Konsultation der
angebotenen Dokumentation unklar bleiben, kontaktiert sie die vom Sys-
tem vorgeschlagenen Personen. Zusammen mit deren Hilfe gelingt ihr die
Erarbeitung der neuen Schulung.
Szenario 3 – Heimarbeit
Ein anderes Mal entscheidet sich Andrea, einen Heimarbeitstag einzulegen.
Aus fru¨heren Kundenkontakten sind noch Informationen aufzubereiten. Sie
soll ein Formular ausfu¨llen und entsprechend geforderte Dokumente zusam-
men mit dem Formular an den Kunden senden.
Das System unterstu¨tzt Andrea dabei, indem aktuell laufende Programme,
aber auch die zugeho¨rigen Dokumente inhaltlich untersucht werden. Durch
Schlagwo¨rter in oﬀenen Programmen, Text-Dateien und E-Mail-Texten er-
kennt das System die aktuelle Arbeitssituation von Andrea.
Auf deren Basis kann das System entsprechende weitergehende Informa-
tionen und Dokumente auf Anfrage von Andrea zur Verfu¨gung stellen.
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Diese Zuordnung geschieht dann, wenn Dokumente ebenfalls die entspre-
chenden Schlagwo¨rter enthalten oder von Hand mit den entsprechenden
Schlagwo¨rtern versehen wurden. Die angebotenen Dokumente passen da-
her genau zu Andreas Arbeitssituation und ermo¨glichen ihr, die geforderten
Dokumente zu erstellen und an die entsprechenden Kunden zu senden.
Fazit aus den Nutzerszenario
Die hier geschilderten Szenarios werfen einige interessante Fragestellungen
auf. Im Zentrum geht es darum, den Wissensarbeiter an seinem Arbeitsplatz
beim Erledigen seiner Aufgaben zu unterstu¨tzen, indem situationsabha¨ngig
(kontextbasiert) hilfreiche Informationen, wie Dokumente aber auch Hin-
weise zu Experten, angeboten werden. Dabei soll eine visuell angereicherte
Darstellung helfen, die angebotenen Informationen einfach und intuitiv auf-
zunehmen. Dazu gilt es, die gegebenen Kontextinformationen bei der Visua-
lisierung der Daten zu beru¨cksichtigen.
Um den Herausforderungen zu begegnen, wird im Folgenden ein Rahmen-
werk entwickelt, welches die aktuelle Arbeits- und Nutzersituation (Kontext)
analysiert, um die visuelle Darstellung der Informationen gewinnbringend
anzupassen.
1.2 Wichtigste Ergebnisse
Mit dem in der vorliegenden Dissertationsschrift entwickelten Rahmenwerk
wird eine neuartige Mo¨glichkeit geschaﬀen, Wissensarbeiter an ihrem Ar-
beitsplatz visuell zu unterstu¨tzen. Diese Unterstu¨tzung richtet sich dabei
an der aktuellen Arbeitssituation (dem Kontext) des Wissensarbeiters aus.
Dadurch wird es mo¨glich, den speziﬁschen Problemen und Herausforderun-
gen direkt am Arbeitsplatz zu begegnen und automatisierte Hilfestellung
anzubieten.
Dabei werden sowohl vielseitige Visualisierungsformen und Datenquellen un-
terstu¨tzt als auch unterschiedlichste Kontextinformationen hinzugezogen.
Geeignete Visualisierungen ko¨nnen so die Daten am wissensintensiven Ar-
beitsplatz intuitiv und gewinnbringend darstellen. Weiterhin erlauben ver-
schiedene Arten von Kontextinformationen eine Anpassung an die aktuellen
Gegebenheiten am Arbeitsplatz des Wissensarbeiters. Dies gestattet zum
Beispiel die Identiﬁkation von wichtigen Informationen, Dokumenten und
Personen. Somit stellen Kontextinformationen eine sehr gut geeignete Quel-
le fu¨r die Anpassung der Visualisierungen an die aktuelle Arbeitssituation
(Kontextualisierung) und eine visuelle Unterstu¨tzung des informellen Ler-
nens dar.
Um die technische und wissenschaftliche Eignung des erarbeiteten Rahmen-
werks und die Machbarkeit dieses Ansatzes zu zeigen, wurde das Rahmen-
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werk in mehreren Einsatzszenarios instantiiert und erprobt. Des Weiteren
wurden Nutzerstudien durchgefu¨hrt, um das Rahmenwerk sowohl quanti-
tativ als auch qualitativ zu evaluieren. Dabei konnte eine signiﬁkante Ver-
besserung durch die Verwendung kontextualisierter Visualisierungen gezeigt
werden, was sich auf der einen Seite zeitlich in deutlich ku¨rzeren Bearbei-
tungszeiten widerspiegelt, auf der anderen Seite aber auch in der durch die
Wissensarbeiter positiv empfundenen Unterstu¨tzung.
1.3 Aufbau der Arbeit
Die vorliegende Dissertationsschrift ist wie folgt aufgebaut. Zu Beginn wird
in Kapitel 2 der Forschungsrahmen der vorliegenden Arbeit mit den zu-
geho¨rigen verwandten Arbeiten aufgezeigt und diskutiert. Dabei werden
nach und nach einige, fu¨r das weitere Versta¨ndnis dieser Arbeit wichtige,
Deﬁnitionen erarbeitet und festgelegt.
Nach der Einordnung innerhalb des Stands der Technik, werden Anforde-
rungsanalyse, Ansatz und Systementwurf in Kapitel 3 vorgestellt. Dabei
stellen die Anforderungen, die zu Beginn des Kapitels 3 erarbeitet werden,
den zentralen Ausgangspunkt fu¨r Konzeption und Speziﬁkation des gesam-
ten Rahmenwerks dar.
Im Anschluss daran wird in Kapitel 4 die Umsetzung diskutiert, Entwurfs-
und Entwicklungsentscheidungen aufgezeigt und erla¨utert. Gegen Ende die-
ses Kapitels geht es um konkrete Einsatzszenarios, in denen das erarbeitete
Rahmenwerk integriert und erprobt wurde. Ein weiterer Punkt ist die Be-
trachtung konkreter Kontextmaße fu¨r die Visualisierung und allgemeine Be-
trachtungen der Skalierbarkeit von Visualisierungen, wie sie fu¨r den Einsatz
am wissensintensiven Arbeitsplatz von hoher Wichtigkeit sind.
In Erga¨nzung zu der eher technischen Erprobung ﬁndet im anschließenden
Kapitel 5 die Evaluation des Rahmenwerks statt. Dabei wurden Nutzerbe-
fragungen sowohl zur qualitativen Erhebung durchgefu¨hrt als auch quanti-
tative Nutzerstudien durchgefu¨hrt, die im Anschluss ausfu¨hrlich analysiert
und interpretiert werden.
Abschließend erfolgt in Kapitel 6 eine Zusammenfassung der Ergebnisse und
ein Ausblick auf interessante oﬀene Fragestellungen.
Hinweis: Um das Lesen zu vereinfachen, werden gebra¨uchliche englische
Begriﬀe nicht ins Deutsche u¨bersetzt. Des Weiteren werden folgende ty-
pograﬁsche Festlegungen getroﬀen. Zusa¨tzlich zu den englischen Begriﬀen
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”
Ein Problem lo¨sen heißt, sich vom
Problem lo¨sen.“
— Johann Wolfgang von Goethe
Kapitel 2
Verwandte Arbeiten
In diesem Kapitel wird der aktuelle Forschungsstand zur kontextualisier-ten Visualisierung am wissensintensiven Arbeitsplatz beleuchtet und eswerden die verwandten Arbeiten betrachtet. Nachdem dazu eine Ein-
ordnung in den wissenschaftlichen Rahmen stattgefunden hat, werden fu¨r
diese Arbeit essentielle Forschungsarbeiten aufgezeigt und analysiert. Die
in der Gesamtarbeit no¨tigen Deﬁnitionen werden an dem jeweiligen Punkt
eingefu¨hrt.
2.1 Einordnung in das Forschungsgebiet
Das Thema dieser Arbeit beru¨hrt folgende angrenzende Forschungsgebie-
te: informelles Lernen am (wissensintensiven) Arbeitsplatz, Informations-
visualisierung und Kontextualisierung. Abbildung 2.1 gibt einen visuellen
U¨berblick u¨ber die zu diskutierenden Forschungsgebiete.
Kontextualisierung
Informations-VisualisierungInformellesLernen
Abbildung 2.1: Generelle Einordnung in den wissenschaftlichen Kontext
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Informelles Lernen ist der zentrale Zugang fu¨r Wissensarbeiter zu neuem
Wissen, wa¨hrend die Visualisierung das in dieser Arbeit zu diskutierende
Mittel der Unterstu¨tzung darstellt. Das Heranziehen des Kontexts soll dabei
helfen, die Visualisierungen intuitiv und unaufdringlich im Sinne angemesse-
ner kognitiver Last [CS91, PRS03] zu gestalten und so den Wissensarbeiter
optimal bei seiner aktuellen Aufgabe zu unterstu¨tzen. Diese drei Themen
bilden somit den wissenschaftlichen Rahmen und werden im Folgenden be-
leuchtet.
2.2 Computer-gestu¨tztes Lernen
Um das (informelle) Lernen zu verstehen, muss vorher der Weg von den
Daten u¨ber Informationen hin zu Wissen erkla¨rt und verstanden werden, da
Wissen eine Grundlage des Lernens darstellt. Dieses Wissen ist perso¨nlich
und kann auf der Basis von Informationen (re-)konstruiert werden. Deshalb





Information“ handelt es sich um einen fundamentalen Begriﬀ der In-
formatik. Probst hat zur Erla¨uterung der Zusammenha¨nge zwischen den
Begriﬀen Information und Wissen ein Ebenenmodell vorgestellt [PRR06],
das auch als
”
Wissenspyramide“ bezeichnet wird und in Abbildung 2.2 zu







Vernetzung mitKontext und Erfahrung
Semantik
Syntax
Abbildung 2.2: Wissenspyramide nach Probst [PRR03]
Gema¨ß der Wissenspyramide besteht Information aus Daten, die mit Se-
mantik (Bedeutung) angereichert wurden. Informationen bilden insbeson-
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dere den Inhalt einer Aussage (beziehungsweise von Daten), sie enthalten
nicht deren irrelevante oder redundante Teile [Lip99].




Sachverhalt“ als abstrakte Bezeichnung verstanden werden.
Fu¨r den Informationsgehalt von Aussagen sind die Person des Mitteilenden
(Sprecherinvarianz) und die sprachliche Form der Aussage (Darstellungsin-
varianz) unerheblich. Zwei verschiedene Aussagen haben also den gleichen
Informationsgehalt, wenn sie den gleichen Sachverhalt darstellen. Aussagen
werden jedoch erst im Zusammenhang mit dem Wissen ihres Empfa¨ngers
zu Informationen. Der Informationsbegriﬀ ist somit nicht nur allgemein an
Aussagen im Rahmen eines kommunikativen Handelns, sondern genauer an
einen bestimmten Problem- und Wissenskontext des Empfa¨ngers gebunden
[Sch97b].
Aus diesen U¨berlegungen la¨sst sich in Anlehnung an [Hol02] die folgende
Deﬁnition von
”
Information“ formulieren, die dieser Arbeit zugrunde liegt:
Deﬁnition 1 (Information)
”
Information ist eine Teilmenge von Wissen
[. . . ], die aktuell in Handlungssituationen beno¨tigt wird und vor der Infor-
mationsverarbeitung nicht vorhanden ist. Information ist demnach von den
Kontextfaktoren der Benutzer und der Nutzungssituation abha¨ngig.“ [Hol02]
Weitere Auseinandersetzungen mit dem Informationsbegriﬀ aus philoso-
phischer und technischer Perspektive ﬁnden sich in [Lyr02], [Jan06] und






Daten“ wird in [Luf94] vorgenommen.
2.2.2 Wissen
Zentraler Gegenstand dieser Arbeit ist der Begriﬀ
”
Wissen“. Die Bedeu-
tung dieses Wortes ist vielschichtig und muss daher hier zuna¨chst genauer
deﬁniert werden. Dabei wird versucht, die verschiedenen Deﬁnitionen von
Wissen in der aktuellen Forschungsliteratur zu vereinen und Unterschiede
aufzuzeigen (Vergleiche hierzu [RE08], [Sei08] und [Sch06]).
Prinzipiell ist festzuhalten, dass keine einfache und allgemeingu¨ltige Deﬁni-
tion des Begriﬀs
”
Wissen“ existiert, er besitzt vielmehr in der Alltagssprache
verschiedene Bedeutungsvariationen und ist meist schwer zu fassen [RE08].
Der Begriﬀ
”
Wissen“ wird in dieser Arbeit analog zu [Sei08] mit der Sicht-
weise der Strukturgenese beschrieben, nach der drei Aspekte von besonderer
Bedeutung sind: die Person als Ausgangspunkt, Erkenntnisstrukturen und
die Genese.
In der Strukturgenese gilt, dass Ursprung und Tra¨ger von Wissen das Indivi-
duum ist. Die individuelle Erkenntnista¨tigkeit der Person reaktiviert bezie-
10 Verwandte Arbeiten
hungsweise aktualisiert sein Wissen sta¨ndig. Die Erkenntnisstrukturen (in
der Strukturgenese kognitive Strukturen genannt) sind dabei die Grundlage
fu¨r das menschliche Erkennen und Verstehen, und somit auch fu¨r Wissen.
Diese werden permanent vera¨ndert, wenn sich die Person mit der Wirklich-
keit auseinandersetzt. Die Genese bescha¨ftigt sich mit der Entstehung und
Vera¨nderung von Wissen. Dabei kann eine Person nur Dinge erkennen und
verstehen, wenn sie auf bereits vorhandenes Wissen aufbaut. Das bereits er-
langte Wissen und der perso¨nliche Hintergrund der Person beeinﬂussen also
den Wissensaufbau maßgeblich [Sei08].
In Einklang mit der Deﬁnition von [Pia72], die [Sei08] in die Formel
”
Wissen




Wissen bezeichnet die Gesamtheit der Kenntnis-
se und Fa¨higkeiten, die Individuen zur Lo¨sung von Problemen einsetzen.
Dies umfasst sowohl theoretische Erkenntnisse als auch praktische Alltags-
regeln und Handlungsanweisungen. Wissen stu¨tzt sich auf Daten und Infor-
mationen, ist im Gegensatz zu diesen jedoch immer an Personen gebunden.
Es wird von Individuen konstruiert und repra¨sentiert deren Erwartungen
u¨ber Ursache-Wirkung-Zusammenha¨nge.“ [PRR06]
In dieser Deﬁnition wird die zentrale Rolle des Wissenstra¨gers oder Wissens-
arbeiters in den Vordergrund gestellt, der in Abschnitt 2.2.3 weiter unten
betrachtet wird. Personales Wissen ist ohne weiteres nur der jeweiligen Per-
son selbst zuga¨nglich [RE08]. Außerdem wird Wissen in Bezug zu Daten
und Informationen gesetzt, es stu¨tzt sich auf diese. Wissen ist nach [Gri07]
verstandene Information.
Teilweise unterscheiden sich die gewa¨hlte Terminologie in der Literatur ein
wenig, meinen jedoch weitestgehend dasselbe. In den meisten Werken wird
eine Unterscheidung zwischen perso¨nlichem und o¨ﬀentlichem Wissen ge-
macht, manchmal auch synonym als implizites und explizites Wissen be-
zeichnet.
O¨ﬀentliches Wissen wird jedoch nur dann als Wissen verstanden, wenn es
wieder in perso¨nliches Wissen umgewandelt werden kann. Demnach stellt
ein Stu¨ck Text auf einem Papier noch kein Wissen dar. Erst in Kombination
mit einer Person, die das Dokument liest und daraus perso¨nliches Wissen
ziehen kann, darf es als Wissen bezeichnet werden.
Aus der Tatsache, das Wissen lediglich implizit in den Ko¨pfen von Men-
schen existiert, ergibt sich weiterhin, dass in dem vorgestellten Begriﬀsrah-
men streng genommen keine Software entwickelt werden kann, die Wissen
verwaltet. Es lassen sich lediglich Werkzeuge schaﬀen, die es Anwendern er-
lauben oder wesentlich erleichtern, Wissen zu explizieren, also als Informa-
tionen auszudru¨cken und diese anderen Anwendern zuga¨nglich zu machen,
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damit diese das Wissen aus den Informationen wiederum rekonstruieren
ko¨nnen [Gri07]. Die vorliegende Arbeit behandelt die technischen Aspekte
dieser Rekonstruktion auf Basis noch zu diskutierender Datentypen (siehe
Abschnitt 2.2.4).
2.2.3 Wissensarbeiter
Gema¨ß der Deﬁnition des Wissensbegriﬀs in Deﬁnition 2 ist Wissen immer
an Personen gebunden. Je ho¨her die Bedeutung von organisationalem Wis-
sen in einem Unternehmen ist, desto wichtiger wird die intellektuelle Arbeit
hochqualiﬁzierten Personals, also von Wissensarbeitern [PRR06]. Der Begriﬀ
des Wissensarbeiters (englisch: Knowledge Worker) wurde schon 1959 von
Peter F. Drucker in seinem Buch
”
The Landmarks of Tomorrow“ [Dru59]
gepra¨gt und folgendermaßen deﬁniert:
Deﬁnition 3 (Wissensarbeiter)
”
Wissensarbeiter sind Mitglieder von
Organisationen, deren essentielle operative oder Wert-scho¨pfende Aufgaben
auf Wissen als entscheidende Arbeitsgrundlage angewiesen sind.“ [Dru93]
Wissen wird dabei weniger als Teil des Produktionsfaktors Arbeit verstan-
den, sondern Mitarbeiter werden als Produzenten und Inhaber immaterieller
Vermo¨genswerte betrachtet [HD91], die es zu sichern gilt. Neben dieser Si-
cherung der Fa¨higkeiten ihrer Wissensarbeiter mu¨ssen Unternehmen auch
deren Eﬃzienz optimieren. Wissensarbeiter stellen deutlich ho¨here Anfor-
derungen an die Versorgung mit Informationen und in dieser Hinsicht an
die Qualita¨t ihres Arbeitsumfeldes [HD91, Dru92]. Zusa¨tzlich ha¨ngt der Er-
folg vieler Projekte und Strategien sowohl in Unternehmen als auch in For-
schungsvorhaben davon ab, ob verschiedene Wissenstra¨ger und Wissensbe-
standteile eﬃzient kombiniert werden ko¨nnen. Fu¨r beide Herausforderungen,
die Eﬃzienzoptimierung einzelner Wissensarbeiter sowie die Unterstu¨tzung
von Teamarbeit, stellt eine integrierte Visualisierung ein hilfreiches Werk-
zeug dar.
In Anlehnung an [Mac62] wird ein Wissensarbeiter weiterhin als ein Mit-
arbeiter einer Organisation verstanden, dessen operative Ta¨tigkeit vorwie-
gend in der Recherche, Produktion sowie Aufbereitung und Verteilung von
Wissen besteht. Dabei erga¨nzt [RSH87], dass diese Art der Arbeit eher als
kreativ, denn als wiederholend einzuscha¨tzen ist. Das bedeutet, dass die Wis-
sensarbeiter nicht an restriktive Vorschriften zum Arbeitsablauf (englisch:
Workﬂow) gebunden sind, sondern vielmehr die Wege zum Erreichen des
Arbeitsziels selbsta¨ndig organisieren [Pyo¨05]. Dabei ha¨ngen die gewa¨hlten
Wege sowohl von dem angestrebten Resultat wie auch den perso¨nlichen Zie-
len ab. Trotzdem kann es hilfreich sein, Arbeitsprozesse als Richtschnur zur
Verfu¨gung zu haben, insbesondere, wenn es sich bei der aktuellen Arbeit um
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bisher unbekannte oder wenig gela¨uﬁge Arbeiten handelt. Diese und weitere
am wissensintensiven Arbeitsplatz auftretende Daten werden im Folgenden
beleuchtet.
2.2.4 Daten am wissensintensiven Arbeitsplatz
In diesem Abschnitt werden die verschiedenen Arten von Daten diskutiert,
die fu¨r diese Arbeit relevant sind. Die Art der Daten ergibt sich aus dem Ein-
satzgebiet des arbeitsplatzorientierten Lernens beziehungsweise wissensin-
tensiven Arbeitens. Insbesondere kommen vor:
∙ Aufgaben/Prozesse (strukturierte Arbeits- und Gescha¨ftsabla¨ufe, wel-
che Wissensarbeitern Richtschnur und Hilfe bieten)
∙ Kompetenzen (Repra¨sentation der Fa¨higkeiten von Wissensarbeitern)
∙ Ontologien (u¨bereinstimmende Begriﬀsbildungen, typischerweise mit
Ober- und Unterbegriﬀen)
Diese unterschiedlichen Arten von Daten und deren Einsatz fu¨r informelles
Lernen am Arbeitsplatz werden im Folgenden na¨her beschrieben.
Aufgaben/Prozesse
Aufgaben (englisch: Tasks) bilden den kleinsten Baustein des Arbeitsalltags.
Dabei sind die Aufgaben in der Regel zu komplexeren Strukturen kombiniert
– den so genannten (Gescha¨fts-)Prozessen.





Eine Aufgabe ist eine abgeschlossene Arbeits-
einheit, die in eine beliebige Anzahl von Teilaufgaben geteilt werden kann
und darauf abzielt, ein bestimmtes Unternehmensziel zu erreichen.“ [SSS07]
Abgeschlossene Arbeitseinheit bedeutet, dass der Umfang der Aufgabe klar
deﬁniert ist. Die Teilbarkeit von Aufgaben in Teilaufgaben impliziert auf der
anderen Seite, dass es sich bei einer Aufgabe um eine hierarchische Struktur
handeln kann. Die Verbindung mit der Erreichung eines Unternehmensziels
dru¨ckt aus, dass Aufgaben nach Deﬁnition 4 stets einer Intention im orga-
nisatorischen Rahmen folgen.
Prozesse werden auf der Basis von Einzelta¨tigkeiten/Aufgaben wie folgt de-
ﬁniert:
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Deﬁnition 5 ((Arbeits-)Prozess)
”
Prozesse sind dynamische, benutzer-
deﬁnierte Aufgabenhierarchien, wobei Aufgaben durch Systemobjekte repra¨-
sentiert werden, die durch gewisse Attribute wie Betreﬀ, Beschreibung, Ei-
gentu¨mer, Fa¨lligkeitsdatum, Status, etc. beschrieben werden.“ [SSS07]
Prozesse sind Folgen von Einzelta¨tigkeiten (Aufgaben), die schrittweise aus-
gefu¨hrt werden, um ein gescha¨ftliches Ziel zu erreichen. Diese ko¨nnen u¨ber
logische Operationen und Aufgabenhierarchien zu komplexeren Abla¨ufen
kombiniert werden.
In der vorliegenden Arbeit werden Aufgaben und Prozesse im Rahmen ihrer
Bearbeiter (Mitarbeiter) und der zu ihrer Bearbeitung verwendeten Ressour-
cen betrachtet. Diese und andere Zusammenha¨nge sollen graﬁsch dargestellt
werden, um Wissensarbeitern eine transparente Sicht auf die Struktur der
Aufgaben zu geben (siehe in Abschnitt 4.2.1).
Kompetenzen
Kompetenzen (englisch: Skills) sind die Repra¨sentation der Fa¨higkeiten von
Wissensarbeitern. Dabei wird in diesem Zusammenhang nicht zwischen au-
tomatisch erhobenen und selbst deﬁnierten Fa¨higkeiten unterschieden. Da
es im informellen Lernen in der Regel keinerlei Abschluss- oder Zwischen-
tests gibt, kann die jeweilige Kompetenz nur am Abschluss der einzelnen
zu erledigenden Aufgaben gemessen werden. Um diesen Ansatz verfolgen zu
ko¨nnen, beno¨tigen kompetenzbasierte informelle Lernsysteme einen Mecha-
nismus, um erkennen zu ko¨nnen, ob eine Aufgabe erfolgreich war oder nicht.
Vor allem eine Zuordnung von Aufgaben zu erforderlichen Kompetenzen.
Solche Aufgaben-Kompetenz-Modelle werden in [FGGL07] na¨her erla¨utert.
Passende Einsatzszenarios von Kompetenzen im informellen Lernen wurden
dazu von [LLA05, LKU+08] beschrieben.
Ontologien
Eine Ontologie, im Sinne der Informatik, ist eine unter mehreren Exper-
ten austauschbare (im Sinne von vermittelbare und u¨bereinstimmende) Be-
griﬀsbildung [Gru95]. Typischerweise bestehen sie aus einer Hierarchie von
Ober- und Unterbegriﬀen (siehe zum Beispiel [Stu02]) und mehreren fach-
gebietsspeziﬁschen Relationen. Ontologien weisen damit eine A¨hnlichkeit zu
semantischen Netzen, etwa im Sinne Sowas [Sow00] auf.
Als ein Beispiel sei hier das APOSDLE Projekt genannt. Im Rahmen die-
ses Projektes [APO09] wird das Ontologie Format OWL (Web Ontolo-
gy Language [OWL09]) verwendet, um die Beziehungen von Aufgaben zu
no¨tigen Kompetenzen und damit zu Dokumenten und Experten zu modellie-
ren [PSL07, SHGL06]. Insbesondere kommt diese Art der Daten dann zum
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Tragen, wenn die bisher erwa¨hnten Daten in Beziehung zueinander gesetzt
werden sollen.
2.2.5 Informelles Lernen
Zur Vervollsta¨ndigung unserer Deﬁnitionen und zur Abgrenzung der tech-
nischen Arbeiten wird nun das Lernen betrachtet, also das Aufnehmen von
Informationen und deren Umwandlung in Wissen. Die folgenden Zitate zu
dem Begriﬀ Lernen deuten dessen Bedeutungsspanne an.
Lernen bezeichnet
”
durch Erfahrung entstandene Verhaltensa¨nderungen und
-mo¨glichkeiten, die Organismen befa¨higen, aufgrund fru¨herer und weiterer
Erfahrungen situationsangemessen zu reagieren. [...] Menschliches Lernen
ist eine u¨berwiegend einsichtige, aktive, sozial vermittelte Aneignung von
Kenntnissen.“ [Lex97]
Krech und Crutchﬁeld fokussieren sich bei ihrer Betrachtung auf das Resul-
tat, auf praktische, aber auch emotionale Erfahrungen:
”
Der Vorgang des
Lernens ist vielmehr grundlegend fu¨r jede Art von aktueller Anpassung, die
sich als Resultat von Erfahrungen bildet.“ [KC48]
Dem gegenu¨ber fasst Schilling den Lernprozess vor allem u¨ber das Auf-
nehmen und die Umsetzung von Informationen (englisch: Input - Output).
”
Lernen ist das Aufnehmen, Verarbeiten und Umsetzen von Informationen.
Lernen ist ein lebenslanger Prozess.“ Schilling (1997, 159) [Sch97a]. Des




Genau wie beim Begriﬀ
”
Wissen“ gibt es viele unterschiedliche Begriﬀsde-
ﬁnitionen des
”
Lernens“. Die Breite der Bedeutung des Begriﬀs geht sogar
noch weit u¨ber die des
”
Wissens“ hinaus. Generell la¨sst sich jedoch zu-
sammenfassen, dass Lernen immer die Aneignung von neuem Wissen und
Erfahrung ist und auf dem bisherigen Wissens- beziehungsweise Lernstand
aufbaut.
Ausgehend von dieser allgemeinen Einordnung wird an dieser Stelle das in-
formelle Lernen in seinen Facetten betrachtet. Diese besondere Form des
Lernens ist deshalb von Relevanz, weil informelles Lernen am wissensinten-
siven Arbeitsplatz eine entscheidende Rolle spielt.
Die Europa¨ische Kommission deﬁniert informelles Lernen dabei wie folgt:
Deﬁnition 6 (Informelles Lernen)
”
Informelles Lernen ist Lernen, das
im Alltag, am Arbeitsplatz, im Familienkreis oder in der Freizeit stattﬁndet.
Es ist (in Bezug auf Lernziele, Lernzeit oder Lernfo¨rderung) nicht struk-
turiert und fu¨hrt u¨blicherweise nicht zur Zertiﬁzierung. Informelles Lernen
kann zielgerichtet sein, ist jedoch in den meisten Fa¨llen nichtintentional
(oder inzidentell/beila¨uﬁg).“ [EK01]
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Diese Deﬁnition macht deutlich, dass das informelle Lernen außerhalb von
Klassen und Seminaren stattﬁndet und ohne vorgefertigte Kurse auskommt.
Daru¨ber hinaus unterstreicht Rogers, dass dies jeder in seinem ta¨glichen
Leben tut und es gleichzeitig den
”
wichtigsten Teil“ des Lernens darstellt
[Rog04].
Im Gegensatz dazu weist [Era00] darauf hin, dass die Verwendung des Be-
griﬀs
”
informell“ zu Verwirrungen fu¨hren kann, da es fu¨r viele andere Be-
reiche verwendet wird, die nicht unbedingt etwas mit Lernen an sich zu tun
haben. Er schla¨gt vor, statt dessen lieber den Begriﬀ
”
nicht-formales Lernen“
zu verwenden, ohne dabei
”
formales Lernen“ mit einer negativen Bedeutung
zu belegen. Innerhalb dieser Arbeit wird jedoch weiterhin der Begriﬀ
”
in-
formelles Lernen“ verwendet, da sich dieser Begriﬀ im wissenschaftlichen
Umfeld etabliert hat.
Fu¨r das Versta¨ndnis des informellen Lernens gelten nach [Era00] insbeson-
dere folgende Eigenschaften im Gegensatz zum formalen Lernen:
∙ kein vorgeschriebener Lernrahmen
∙ keine organisierten Lernveranstaltungen oder Lernpakete, wie es etwa
bei dem e-Learning Standard SCORM [SCO04] der Fall ist
∙ keine Anwesenheit eines Lehrers oder Trainers
∙ keine Verleihung von formalen Qualiﬁkationen oder Noten, wie es zum
Beispiel externe und interne Weiterbildungsdienstleister anbieten
∙ keine externe Festlegung der Resultate, wie sie in Form von Abschluss-
oder Zwischenpru¨fungen kontrolliert werden ko¨nnen
Außerdem schließt Eraut das allta¨gliche Lernen in seinen Betrachtungen
aus, auch wenn es bei allen Menschen sta¨ndig und u¨berall stattﬁndet. Statt
dessen fokussiert er seine U¨berlegungen auf Lernen, das
”
die Kapazita¨t von
Vermo¨gen und Versta¨ndnis steigert oder mit Nicht-Routine-Aspekten einer
neuen Aufgabe oder eines Ereignisses zusammenha¨ngt.“ Genau diese Be-
trachtungen sind auch fu¨r diese Arbeit von Belang, da es um die direkte
Unterstu¨tzung des Wissensarbeiters beim Lo¨sen (neuer) Aufgaben geht.
Arbeitsprozess-gestu¨tztes informelles Lernen
Als eine Spezialform des informellen Lernens wird an dieser Stelle das
Arbeitsprozess-gestu¨tzte informelle Lernen betrachtet. Das bedeutet, wie
Arbeits-, Gescha¨ftsprozesse oder Workﬂows verwendet werden ko¨nnen, um
das informelle Lernen zu unterstu¨tzen.
Es existieren einige Arbeiten, die sich mit dem Einsatz von Prozessen oder
Arbeitsabla¨ufen fu¨r das Lernen bescha¨ftigen. Keiner der Ansa¨tze ist dabei
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in den Arbeitsalltag integriert oder fokussiert Prozess-orientiertes informel-
les Lernen. Cesarini et al. [CMMT04] verwendet Prozesse, um eLearning
Inhalte zu modellieren und zu strukturieren. In a¨hnlicher Art und Weise
versucht [KYK05] die ho¨here Flexibilita¨t fu¨r eLearning Inhalte zu verwen-
den, um SCORM Inhalte zu verbessern. SCORM (Sharable Content Ob-
ject Reference Model) ist ein internationaler Standard fu¨r eLearning Inhalte
[SCO04]. Das Projekt
”
InterBook“ [BSW96] ist zwar nicht arbeitsplatzzen-
triert, verwendet aber modellierte Arbeitsabla¨ufe, um traditionelle Lernin-
halte zu modellieren und so adaptiver zu gestalten.
Es existieren a¨hnliche Ansa¨tze, die Gescha¨ftsprozess-orientierte Wissens-
management (englisch: BPOKM) Methoden nutzen oder ganz allgemein
Prozess-orientiert sind [AML+01]. Ein Beispiel ist das Projekt LIP (Learning
In Process) [Sch05], welches ebenso auf Prozess-gestu¨tztes eLearning fokus-
siert ist, als auf informelles Lernen. Außerdem verwenden sie keine Prozess-
beschreibungssprache, sondern semantische Netze. Eine a¨hnliche Richtung
verfolgt der APO-Pilot (arbeitsplatzorientierte Weiterbildung) [FKMF+03].
Hier werden Prozesse dazu verwendet, Lernaktivita¨ten zu modellieren oh-
ne eine direkte Verbindung von Aufgaben zu Kompetenzen. APOSDLE
[APO09] auf der anderen Seite, unterstu¨tzt den Wissensarbeiter bei seiner
ta¨glichen Arbeit, indem hilfreiche Dokumente und Kollaborationen zu pas-
senden Experten angeboten werden. All dies geschieht in APOSDLE anhand
vormodellierter Arbeitsprozesse.
Diese Ansa¨tze verfolgen nicht das Ziel, informelles Lernen in den wissensin-
tensiven Arbeitsplatz zu integrieren, sondern verwenden Prozesse zur Mo-
dellierung oder Ablaufsteuerung formaler Lerninhalte. Auch die Rollen des
Lernens, Arbeitens und Lehrens sind weiterhin in den unterschiedlichen Sys-
temen separat angelegt und nicht in den Arbeitsalltag integriert.
Elemente des informellen Lernens
Tabelle 2.1: Typologie des informellen Lernens nach [Era00]
als Beiprodukt des Arbeitsprozesses in Arbeits- und Lernprozessen Arbeitsplatz (-nahes) Lernen
Teilnahme an Gruppenprozessen Fragen stellen Geleitet werden
Mit anderen Arbeiten *Informationen erhalten Betreut werden
Konsultationen *Personen ausﬁndig machen Beraten werden
Herausfordernde Aufgaben/Rollen angehen Zuho¨ren und beobachten Abschattung
Probleme lo¨sen Reﬂektieren Andere Standorte besuchen
Dinge ausprobieren Aus Fehlern Lernen Konferenzen
*Kompetenzen erweitern *Ru¨ckmeldungen geben und erhalten Kleinere Kurse
Mit Kunden arbeiten Verwendung vermittelnder Artefakte Fu¨r Qualiﬁkationen arbeiten
Unabha¨ngige Studien
An dieser Stelle werden zwei Typologien des Lernens diskutiert. Die eine aus
dem Bereich des informellen Lernens [Era00] (siehe oben) und die andere zu
den Lernfunktionen aus dem spezielleren Bereich des selbst gesteuerten Ler-
nens [Sim00]. Diese Klassiﬁkationen des Lernens sind in sofern von Interesse,
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als dass sie zeigen, welche Abschnitte und Teilaspekte des Lernens existieren
und darauf aufbauend die Schlussfolgerung erlauben, welche davon beson-
ders am wissensintensiven Arbeitsplatz wichtig sind und wie gut sich diese
mit visuellen Mitteln unterstu¨tzen lassen. Die in diesem Zusammenhang als
wichtig angesehen Funktionen und Elemente sind in den Tabellen mit einem
Stern markiert. Diese werden bei einer spa¨teren Betrachtung der Anforde-
rungen (Abschnitt 3.1) nochmals reﬂektiert.
Tabelle 2.2: Lernfunktionen nach [Sim00]
Vorbereitende Lernfunktionen Ausfu¨hrende Lernfunktionen Abschließende Lernfunktionen
Kognitive Vorbereitung Kognitive Durchfu¨hrung Kognitive Abschlussfunktionen
*Fehlendes Vorwissen ﬁnden *Informationen auswa¨hlen Neues Wissen zusammenfassen
*U¨berlick u¨ber Wissen und Kompetenzen erhalten U¨ber Informationen nachdenken U¨ber Transferbedingenen nachdenken
Vorwissen fu¨r die aktuelle Aufgabe reaktivieren Schlu¨sse ziehen und Meinung bilden
*Verbindungen zwischen Vorwissen/Neuem ﬁnden Schlu¨sse verbal formulieren Aﬀektive Abschlussfunktionen
*Einen U¨berblick erhalten Vorsa¨tze und Pla¨ne trennen
Aﬀektive Vorbereitung U¨ben und anwenden Belohnen
Die Wichtigkeit von Lernzielen hervorheben U¨berblick u¨ber Anwendungen/Mo¨glichkeiten Bewertung der Ergebnisse
Aufbau von Selbstvertrauen Untersuchung des Resultats
Aufmerksamkeit auf Lernaufgaben lenken Aﬀektive Durchfu¨hrung
Belohnungsstrukturen vorbereiten Neugier halten Metakognitive Abschlussfunktionen
Neugier wecken Konzentrations-Management Lernprozesse evaluieren
Herausforderungen ﬁnden Ausharren Lernresultate evaluieren
Interesse anbahnen Halten von Motivation und Selbstvertrauen Reﬂektieren
Anfangen Vorsa¨tze und Pla¨ne verbunden halten
Vorsatz und Pla¨ne verbinden
Metakognitive Durchfu¨hrung
Metakognitive Vorbereitung Lernprozesse u¨berwachen
*Orientierung u¨ber Lernziele Lernresultate u¨berwachen
*Auswahl von Lern- und Sub-Lernzielen Fortschritt testen
Orientierung u¨ber Lernstrategien Ursachenanalyse von Fehlern und Problemen
Planung von Zeit, Abfolge und Ort des Lernens
Diese Klassiﬁkationen des informellen Lernens erlauben in einem weiteren
Schritt die Erarbeitung von mo¨glichen Unterstu¨tzungen durch kontextuali-
sierte Visualisierung. Als zentrale Punkte aus diesen Klassiﬁkationen lassen
sich fu¨r die vorliegende Arbeit folgende Elemente herausarbeiten:
∙ Informationen auswa¨hlen
∙ einen U¨berblick u¨ber Information/Kompetenzen/Lernziele erhalten
∙ passende/hilfreiche Personen ﬁnden
Wie diese speziell durch diese Arbeit unterstu¨tzt werden ko¨nnen und welche
Anforderungen sich daraus ergeben, wird insbesondere in dem Abschnitt 3.1
und dem gesamten Kapitel 3 erla¨utert.
Informelles Lernen am wissensintensiven Arbeitsplatz
Wir betrachten nun, was das informelle Lernen konkret am wissensinten-
siven Arbeitsplatz bedeutet. Ein wesentlicher Bestandteil des informellen
Lernens von Wissensarbeitern am Arbeitsplatz ist das aufwendige Suchen
und Finden oft kleiner Informationseinheiten, die no¨tig sind, um den gege-
benen Arbeitsschritt durchfu¨hren zu ko¨nnen. Deshalb ist die Unterstu¨tzung
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des Wissensarbeiters von entscheidender Bedeutung [Dru99]. Einen ersten
Ansatz zu diesem Thema bietet [FLDL04]. Die dort vorgestellte AD-HOC







Verbindung zu setzten. Das grundlegende Verbindungsglied ist der aktuelle
Arbeitsschritt des Wissensarbeiters. Die AD-HOC Umgebung setzt dabei
auf dem Wissensmanagementsystem Hyperwave auf [Mau96]. Die Verbin-
dung zwischen den Arbeitsschritten und den zugeho¨rigen hilfreichen Doku-
menten ist bei diesem Ansatz allerdings fest deﬁniert beziehungsweise mit
vorkonﬁgurierten Suchanfragen realisiert.
Weitere Arbeiten versuchen dabei den Kompetenzbegriﬀ zu verwenden. Auf
der einen Seite steht Kompetenzentwicklung als Grundlage informellen Ler-
nens am Arbeitsplatz, auf der anderen die dynamische Verbindung zu Exper-
ten auf Basis deren Kompetenzen [LLA05]. Dabei ist der Begriﬀ Kompetenz
sehr feingranular zu sehen und ergibt sich aus den erfolgreich abgeschlosse-
nen Arbeitsschritten. Daraus ergibt sich auch, dass jeder Wissensarbeiter in
der Regel beide Rollen innehat – manchmal Lernender, manchmal Experte
(im Sinne des Wissensvermittlers oder -lieferanten).
Einen Schritt weiter gehen Systeme, die zur Bestimmung der relevanten Ex-
perten aktuelle Kontextinformationen des Lernenden (siehe weiter unten)
verwenden [LGF+07]. Allerdings wird auch hier der oben genannte Kompe-
tenzbegriﬀ verwendet, um Experten zu identiﬁzieren.
Nachdem nun das informelle Lernen, als grundlegende Arbeitsweise des Wis-
sensarbeiters diskutiert wurde, werden im Folgenden die beiden anderen
Forschungsfelder – Informationsvisualisierung und Kontextbewusstheit – be-
sprochen.
2.3 Informationsvisualisierung
Nachdem nun eine Einfu¨hrung in das Lernen und Arbeiten am wissensinten-
siven Arbeitsplatz gegeben wurde, wird an dieser Stelle die Visualisierung
der Informationen diskutiert. Ausgehend von den verschiedenen Urspru¨ngen
und Deﬁnitionen der Informationsvisualisierung werden die Ziele, ein Refe-
renzmodell und abschließend einige Beispiele fu¨r die Informationsvisualisie-
rung vorgestellt.
Die Entwicklung der Informationsvisualisierung kommt aus einigen ver-
schiedenen Forschungsrichtungen: Statistik, Physik, Computer-Graﬁk, KI-
Forschung und dem Bereich der UI (Benutzungsschnittstellen, englisch: User
Interfaces). Diese Forschungsrichtungen haben sich dabei gegenseitig beein-
ﬂusst.
Heute macht die Entwicklung im Bereich der Computer Hard- und Soft-
ware die Erstellung von Graﬁken immer einfacher. Inzwischen ist Softwa-
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re erha¨ltlich, die erhebliche Kontrolle u¨ber alle Aspekte der Graﬁken, die
erstellt werden sollen, bereitstellt. Die Entwicklung in den verschiedenen
Feldern und die immer weiter gesteigerten Mo¨glichkeiten moderner Compu-
ter hat die Art und Weise moderner Datenanalyse komplett vera¨ndert. Es
ist mo¨glich geworden, komplexe Darstellungen sehr pra¨zise und trotzdem
auf einfache Art, zu erstellen, die eine beeindruckende Qualita¨t und hohe
Auﬂo¨sung bieten. Doch diese Einfachheit birgt eine gewisse Gefahr in sich,
denn die Darstellung ist nicht genormt und die Interpretation keineswegs
trivial wie etwa Daston und Galison in ihrem Buch resu¨mieren [DG07]. Ein
sehr gutes Beispiel fu¨r das Potential an Fehlinterpretation beschreibt Tufte
[Tuf97] am Beispiel des Challenger-Unglu¨cks. Die beiden folgenden Abbil-
dungen 2.3 und 2.4 sollen dies verdeutlichen. Beide stellen den selben Sach-
verhalt dar, fu¨hren jedoch als jeweilige Entscheidungshilfe und -grundlage
zu unterschiedlichen Schlu¨ssen.
Abbildung 2.3: Einﬂuss der Visualisierung auf Entscheidung zum Start der
Challenger (originale Darstellung) [Tuf97]
Wa¨hrend in der ersten Abbildung2.3 zwar anschauliche visuelle Elemente
verwendet wurden, bleibt der eigentliche Sachverhalt vo¨llig im Unklaren –
der Zusammenhang der Umgebungstemperatur mit dem Ausfallen der O-
Ringe bei den Starts der Space Shuttles. In der folgenden Abbildung 2.4 hat
Tufte die selben Daten in einer anderen Form gegenu¨bergestellt. Hier wurde
die Ausfallrate der O-Ringe direkt in Abha¨ngigkeit von der Umgebungstem-
peratur dargestellt. Ein deutlicher Zusammenhang zwischen Ka¨lte und den
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Problemen mit den O-Ring ist jetzt erkennbar. Wenn man die Temperatur
an diesem Tag betrachtet, stellt sich die Frage, ob sich die Experten der
NASA aufgrund dieser Visualisierung vielleicht anders entschieden und den
Start der Challenger verschoben ha¨tten?
Abbildung 2.4: Einﬂuss von Visualisierungen auf Entscheidung zum Start
der Challenger (Tuftes U¨berarbeitung) [Tuf97]
Kommen wir nun zur Deﬁnition und den Zielen der Informationsvisualisie-
rung. Zuna¨chst eine allgemeine Betrachtung der Visualisierung von Foley. Er
versteht Visualisierung [FR94] als
”
Verbindung (oder Abbildung) von Da-
ten zu einer Darstellung, die verstanden/aufgenommen werden kann. Diese
Abbildung kann visuell, auditiv, tastbar sein oder aus einer Kombination
daraus bestehen.“
Diese Deﬁnition zeigt die Hauptaufgabe der Visualisierung: die Abbildung
der Daten in visueller Form. Diese Abbildung erlaubt eine Kommunika-
tion zwischen den Daten und dem Benutzer. Die Visualisierung ist dabei
das Medium. Diese Abbildung wird durch den Visualisierungsprozess um-
gesetzt und fu¨hrt von den Rohdaten zu der visuellen Darstellung. Dieser
Visualisierungsprozess wird weiter unten in Abschnitt 2.3.3 anhand eines
Referenzmodells na¨her beschrieben.
Die folgenden Deﬁnitionen hingegen gehen etwas mehr auf das Ziel der Vi-
sualisierung ein, auch wenn erstere von Jacques Bertin recht plakativ ist
[Ber77]:
”
Graﬁk ist das visuelle Mittel, logische Probleme zu lo¨sen.“ Die
folgende Deﬁnition von Card et al. hingegen unterstreicht schon sta¨rker
ein Hauptziel der Visualisierung – die Unterstu¨tzung und Versta¨rkung der
Wahrnehmung [CMS99]:
”
Visualisierung ist die Verwendung Computer-
unterstu¨tzter, interaktiver, visueller Darstellungen von Daten, um die Wahr-
nehmung (Kognition) zu versta¨rken.“
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Diese Deﬁnitionen beziehen sich allgemein auf Visualisierungen, das heißt
auf die generelle Darstellung von Daten. Nach [CMS99] la¨sst sich dies noch in
den fu¨r uns wichtigen Begriﬀ der Informationsvisualisierung und der natur-
wissenschaftlichen Visualisierung unterteilen. Dabei ist die Unterscheidung
auf der Basis der darzustellenden Daten getroﬀen. Im ersten Fall sind dies
abstrakte, nicht physische Daten und im letzteren naturwissenschaftliche,
typischerweise physikalische Daten. Am wissensintensiven Arbeitsplatz sind
in der Regel abstrakte Daten zu visualisieren. Deshalb folgt hier eine ge-




rung ist die Verwendung Computer-unterstu¨tzter, interaktiver, visueller Dar-
stellungen abstrakter Daten, um die Wahrnehmung (Kognition) zu steigern
oder zu versta¨rken.“ [CMS99]
Diese Arbeit muss sich also daran messen lassen, ob durch den Einsatz (kon-
textualisierter) Visualisierungen die Wahrnehmung wirklich positiv beein-
ﬂusst werden kann. Ob dies gelang, wird im Kapitel 5 u¨ber die Evaluation
dieser Arbeit diskutiert.
Nachdem mit der Deﬁnition des Begriﬀs Informationsvisualisierung eine Ba-
sis gelegt wurde, werden nun die Ziele der Visualisierung genauer beleuchtet.
2.3.1 Ziele der Informationsvisualisierung
Basierend auf den Deﬁnitionen und Beschreibungen der Informationsvisua-
lisierung von [Dom00] und [CMS99] ko¨nnen nun die Ziele der Informations-
visualisierung abgeleitet werden:
∙ Erforschung/Nutzung von Daten und Informationen (zum Beispiel
beim Explorieren in einem Netzwerk oder bei der Visualisierung von
Suchergebnissen)
∙ Steigerung des Versta¨ndnisses von Begriﬀen und Prozessen (etwa durch
die Darstellung von Abla¨ufen)
∙ Gewinnung neuer (unerwarteter, zum Teil tiefgreifender) Erkenntnisse
(zum Beispiel durch die Sichtbarmachung von Relationen und Zusam-
menha¨ngen)
∙ Mittel fu¨r Kommunikation/Kollaboration (als Grundlage fu¨r Diskus-
sionen oder zum Entwickeln gemeinsamer Vorstellungen)
∙ Sichtbar machen von Unsichtbarem (durch die Visualisierung von Ver-
bindungen und A¨hnlichkeiten oder bestimmte Skalierungen und Dia-
grammtypen)
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∙ eﬀektive Pra¨sentation von wichtigen Eigenschaften und Informationen
(Bilder ko¨nnen eine sta¨rkere Wirkung erzielen als zum Beispiel reiner
Text)
∙ Steigerung der Produktivita¨t (zum Beispiel durch ein gezieltes Hervor-
heben wichtiger Informationen oder den Einsatz von Nomogrammen,
welche komplexe Berechnungen und Ableitungen durch reines Ablesen
erlauben)
Aus diesen Zielen la¨sst sich ein allgemeines Ziel der Informationsvisualisie-
rung abstrahieren, das auch schon aus den Deﬁnitionen weiter oben anklang:
die Versta¨rkung von (Er-)Kenntnissen und Wahrnehmung (englisch: Ampli-
ﬁes Cognition). Diese Versta¨rkung besteht laut Card et al. [CMS99] be-
sonders in der Anreicherung von Ressourcen, der Vereinfachung der Suche,
der gesteigerten Wahrnehmung von Mustern und anderen Ru¨ckschlu¨ssen,
die durch den Einsatz von Visualisierungen oﬀensichtlich werden, und dem
Einsatz als manipulierbares Medium. Der zweite wichtige Aspekt ist die
kommunikationsunterstu¨tzende Wirkung der Visualisierung. Dabei wird die
Visualisierung als Medium genutzt, um Ideen und Konzepte zu transportie-
ren oder diese zu entwickeln.
Einige der oben genannten Ziele lassen sich dabei noch sehr gut durch
die Nutzung von Kontextinformationen steigern, etwa das Erforschen, die
Steigerung von Prozesswahrnehmung und Produktivita¨t oder das Sichtbar-
machen von Unsichtbarem. Dabei kann also insbesondere die Nutzung von
Kontextinformationen die Qualita¨t der Visualisierungen steigern. Fu¨r den
Wissensarbeiter bedeutet eine gute Visualisierungsqualita¨t ein leichteres Er-




Kontext“ liefern kann und was dieser u¨berhaupt bedeutet,
wird im Abschnitt 2.4 na¨her beleuchtet. Konkrete Anforderungen aus den
Zielen auf das zu entwickelnde System und die verwendeten Visualisierungen
werden dann zu Beginn des na¨chsten Kapitels abgeleitet.
2.3.2 Beispiele fu¨r Informationsvisualisierung
Bevor ein allgemeines Referenzmodell fu¨r die Informationsvisualisierung im
na¨chsten Abschnitt vorgestellt wird, folgen an dieser Stelle zuna¨chst einige
Beispiele, die das bisher Gesagte und insbesondere die Ziele verdeutlichen.
Derzeit existiert eine sehr hohe Anzahl verschiedener Visualisierungsalgo-
rithmen (etwa 300–400), die jeweils ganz verschiedene Ansa¨tze verfolgen
beziehungsweise fu¨r jeweils andere, speziﬁsche Daten oder Datenformate
besonders gut geeignet sind [DPS02]. Insbesondere legt diese Arbeit jedoch
den Wert auf Informationsvisualisierung bestehender strukturierter abstrak-
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ter Daten am wissensintensiven Arbeitsplatz im Gegensatz zum Beispiel zur
Visualisierung massiver Datenmengen, wie sie etwa beim Data Mining auf-
treten [MG02, RGYD04].
Des Weiteren ist es nicht das Ziel dieser Arbeit, einen oder mehrere neue
Visualisierungsalgorithmen zu entwickeln, sondern vielmehr bestehende Vi-
sualisierungswerkzeuge anzupassen und in ein Rahmenwerk zu integrieren.
Der Grund darin liegt besonders in dem Aspekt der schweren und langwie-
rigen Umsetzung neuer Visualisierungen, aber die im Gegensatz dazu meist
sehr einfache Anwendung oder U¨bertragung bestehender Ansa¨tze in die-
sem Gebiet. Dazu werden im Abschnitt 3.1.5 u¨ber die Anforderungen an zu
verwendende Visualisierungen Kriterien diskutiert, nach denen die Visuali-
sierungen zur prototypischen Instantiierung des Rahmenwerks ausgewa¨hlt
wurden.
Trotzdem werden an dieser Stelle einige existierende Visualisierungen vor-
gestellt und kurz diskutiert. Diese Auswahl soll einen kleinen Ein- und
U¨berblick zu Arbeiten an Visualisierungen geben, die fu¨r die vorliegende
Arbeit von Interesse sind.
Beispiele bestehender Visualisierungsarten
Abbildung 2.5: Beispiele fu¨r Visualisierungen: Hyperbolische Visualisierung
und Treemaps
Mo¨chte man zum Beispiel eine hohe Anzahl vernetzter Knoten gleichzei-
tig darstellen, ist eventuell die 3-D hyperbolische Darstellung (linkes Bild
in Abbildung 2.5) interessant [Mun97]. Diese Visualisierung schaﬀt es, die
Zielsetzung Fokus-plus-Kontext umzusetzen. Allerdings tritt bei der Navi-
gation in dieser Darstellung ein hohes Maß an visueller Vera¨nderung auf.
Rechts neben der hyperbolischen Visualisierung in Abbildung 2.5 ist ein
Beispiel einer Treemap zu sehen [WW99]. Diese eignet sich ebenfalls fu¨r
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hohe Datenmengen. Hier gehen allerdings die Beziehungen der einzelnen
Elemente zueinander verloren. Die Art von Relation, die in dieser Darstel-
lung beru¨cksichtigt ist, ist die baumartige Hierarchie (englisch: Tree) und
die Gro¨ßenverha¨ltnisse der einzelnen Elemente zueinander. So ermo¨glicht
letztere Visualisierung etwa einen schnellen U¨berblick u¨ber gro¨ßere Daten-
besta¨nde oder Dateisysteme.
Eine neuartige Visualisierung (linkes Bild in Abbildung 2.6) zur Dokumen-
tenanalyse von Nachrichtenmeldungen ist ThemeRiver [HHN00]. Sie ver-
sucht die Vera¨nderungen in Schlagzeilen durch die Analyse von Schlu¨ssel-
wo¨rtern darzustellen.
Dem Gegenu¨ber ist die Scatterplot-Technik dargestellt, eine sehr verbreitete
Methode zur Darstellung abstrakter Daten in 2++ Dimensionen [Nor00,
CWR06]. Abbildung 2.6 zeigt auf der rechten Seite ein Beispiel fu¨r diese
Art der Darstellung. Besonders geeignet ist diese Form der Darstellung fu¨r
multi-dimensionale numerische Daten, die sich auf 푥 und 푦 Koordinaten
abbilden lassen. Fu¨r die Darstellung von semantischen Informationen ist die
Art der Visualisierung jedoch weniger gut geeignet.
Abbildung 2.6: Beispiele fu¨r Visualisierungen: ThemeRiver und Scatterplot
Nun werden noch Visualisierungen vorgestellt, die fu¨r die Darstellung von
Ontologien oder Netzwerken geeignet sind beziehungsweise speziell fu¨r die-
sen Zweck entwickelt wurden (siehe Abbildung 2.7). OntoViz [Sin03] ist ein
Visualisierungs-Plugin fu¨r den Ontologie-Editor Prote´ge´ [NFM00]. Es stellt
eine einfache zwei-dimensionale Graph-Visualisierung zur Verfu¨gung. Dazu
stellt es die Ontologiestruktur mit Namen und Eigenschaften beziehungs-
weise die Vererbungs- und Rollenbeziehungen dar. Zur Einschra¨nkung kann
der Benutzer die Darstellung auf eine Menge von Klassen oder Instanzen
beschra¨nken. Dabei werden die Instanzen der U¨bersichtlichkeit halber mit
einer anderen Farbe dargestellt.
KartOO, auf der rechten Seite in Abbildung 2.7, ist eine Metasuchmaschine
mit einer visuellen Ausgabe der Suchtreﬀer. Bei einer Suche werden eine
Menge von Suchmaschinen angesprochen, die Ergebnisse kombiniert und als
eine Reihe von interaktiven Karten mit einem proprieta¨ren topograﬁschen
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Abbildung 2.7: Beispiele fu¨r Visualisierungen: Prote´ge´-Plugin OntoViz und
Visualisierung der KartOO Metasuchmaschine
Algorithmus visualisiert [Kar09]. Dabei werden Suchergebnisse na¨her zuein-
ander dargestellt, wenn deren Verbindung sta¨rker ist. Schlu¨sselwo¨rter zeigen
die Relationen zwischen den Ergebnissen an. Zusa¨tzlich werden die verschie-
denen Arten (zum Beispiel Dokumente oder Web-Seiten) in unterschiedlicher
Weise visualisiert. Zusatzinformationen, wie die Liste aller Themen, sowie
Beschreibungen und Vorschaubilder, werden auf der linken Seite neben der
eigentlichen Visualisierung dargestellt.
Abbildung 2.8: Beispiele fu¨r Visualisierungen: K-Inﬁnity und TopicMap
Viewer
Zum Abschluss der Beispiele werden hier das Werkzeug K-Inﬁnity von In-
telligent Views [iVi09] und der TopicMap Viewer [GB07] vorgestellt. Diese
auf den ersten Blick a¨hnlichen Visualisierungen unterscheiden sich im De-
tail. Beide visualisieren einen Ausschnitt aus einer Karte oder einem Netz,
wobei bei K-Inﬁnity (auf der linken Seite der Abbildung 2.8) das aktuell
ausgewa¨hlte Objekt in den Mittelpunkt ru¨ckt und die damit verbundenen
um dieses herum angeordnet werden. Dem gegenu¨ber unterstu¨tzt der To-
picMap Viewer eine ho¨here Abbildungskonsistenz, indem die dargestellten
Objekte sich mo¨glichst wenig verschieben. Des Weiteren bietet der Topic-
Map Viewer so genannte Sektoren an, die wiederum mo¨glichst immer an der
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selben Stelle bleiben. Dabei sei angemerkt, dass der TopicMap Viewer eine
Visualisierung ist, die beispielhaft in dem vorgestellten Rahmenwerk einge-
bunden wird. Eine na¨here Betrachtung des TopicMap Viewers, insbesondere
aller Eigenschaften, ﬁndet im Abschnitt 4.2.1 statt.
Aus den Beispielen ist die große Bandbreite an Visualisierungen zu erkennen.
Insbesondere ist erkennbar, dass jedem einzelnen Beispiele eine eigene Ziel-
setzung zu Grunde liegt. Deshalb ist auch fu¨r die Auswahl der entsprechen-
den Visualisierungen fu¨r die vorliegende Arbeit die Betrachtung der Ziele
und Anforderungen wichtig. Dabei mu¨ssen die Ziele auf die Gegebenheiten
am wissensintensiven Arbeitsplatz angewendet werden, was etwa bestimmte
Datentypen und -formen nach sich zieht. Eine genauere Betrachtung der Zie-
le beziehungsweise der Anforderungen fu¨r Visualisierungen innerhalb dieser
Arbeit ﬁndet im Abschnitt 3.1 statt.
2.3.3 Referenzmodell fu¨r Informationsvisualisierung
Bevor die Diskussion u¨ber Informationsvisualisierung abgeschlossen wird
und kontextbewusste Systeme betrachtet werden, folgt an dieser Stelle die
Einfu¨hrung eines Referenzmodells fu¨r die Informationsvisualisierung. Ein
Referenzmodell vereinfacht dabei die Auseinandersetzung mit Informations-
visualisierungs-Systemen im Allgemeinen und erlaubt einen Vergleich inner-
halb dieser Systeme. Auch diese Arbeit soll sich mithilfe dieses Referenz-
modells einordnen und der Ansatz (siehe Abschnitt 3) dadurch beschrieben
werden.
Visualisierung kann nach obiger Deﬁnition als Abbildung (englisch: Map-
ping) von Daten in eine visuelle Form verstanden werden [CMS99]. Am Ende
dieser Abbildungskette beﬁndet sich der Wissensarbeiter, der menschliche
Empfa¨nger der Informationen. In Abbildung 2.9 ist entsprechend diesem
Vorgang ein Referenzmodell dargestellt.
In dieser Abbildung werden eine Reihe von Datentransformationen deﬁniert,
die von den Rohdaten auf der einen Seite zur visuellen Ausgabe am wis-
sensintensiven Arbeitsplatz auf der anderen Seite fu¨hren (durch Pfeile von
links nach rechts angezeigt). Auf diesem Weg ﬁnden einige Datentransforma-
tionen statt, bevor die fertige Visualisierung angezeigt werden kann. In die
andere Richtung gibt es ebenso Interaktionen, die vom Benutzer zu den ein-
zelnen Transformationen gehen. Diese beziehen sich auf die Einstellungen,
die der Benutzer bei jeder der Transformationen vornehmen kann.
Datentransformation u¨berfu¨hrt die Rohdaten, das sind Daten in einem idio-
synkratischen, speziﬁschen Format, in Datentabellen. Diese Datentabellen
sind Relationale Beschreibungen der Daten, die zusa¨tzlich mit Metada-
ten (Daten u¨ber Daten) angereichert sind. Die visuelle Abbildung trans-
formiert die Datentabellen anschließend in visuelle Strukturen, Strukturen,








Datentabellen Relationen + Metadaten
Visuelle Strukturen ra¨umliche Basis + Marken + graﬁsche Eigenschaften
Ansichten graﬁsche Parameter (Position, Skalierung, Ausschnitt, . . . )
Abbildung 2.9: Referenzmodell nach [CMS99]
die ra¨umliche Basisinformationen (wie etwa 푥 und 푦 Koordinaten), Mar-
ken (Punkte, Linien, Fla¨chen oder Volumina) und graﬁsche Eigenschaften
vereinen (zum Beispiel Farbe, Gro¨ße, Textur) [Mac86]. Am Ende der Abbil-
dungskette im Referenzmodell erzeugen Ansichtstransformationen die An-
sichten der visuellen Strukturen dadurch, dass die graﬁschen Parameter,
wie Position, Skalierung und die Festlegung des anzuzeigenden Ausschnitts,
instantiiert werden. Benutzereingaben steuern dabei die einzelnen Transfor-
mationen und legen zum Beispiel Datenbereiche fest oder a¨ndern sogar die
Art und Weise der Transformationen.
Bemerkenswert ist an dieser Stelle noch die Verbindung zur aktuellen Auf-
gabe des Wissensarbeiters (angedeutet neben dem Wissensarbeiter auf der
rechten Seite des Referenzmodells). Die aktuelle Aufgabe wird in dieser Ar-
beit als Kontext oder Arbeitskontext aufgefasst. Entsprechend dieser Auf-
gabe hat der Benutzer die Mo¨glichkeit, auf die Abbildungskette Einﬂuss zu
nehmen. Dadurch wird das Modell zu einer Schleife erweitert. Diese Ein-
ﬂussmo¨glichkeiten beziehen sich sowohl auf die Transformationen (zum Bei-
spiel Auswahl und Filterung) als auch auf die direkte Manipulation (zum
Beispiel das Verschieben der Knoten im hyperbolischen Baum).
Nachdem die Betrachtungen u¨ber die Visualisierungen abgeschlossen sind,
wird im kommenden Abschnitt das verbindende Element diskutiert: Kon-
textinformationen fu¨r die Visualisierung am wissensintensiven Arbeitsplatz.
2.4 Kontextbewusste Systeme
Im folgenden Abschnitt wird der dritte und letzte Bereich der verwandten














fortlaufend“ bedeutet [SPS+94]. Da der Kontextbegriﬀ heute in vielen ver-
schiedenen Bedeutungen verwendet wird, ist es schwierig eine einheitliche
Deﬁnition zu ﬁnden. Selbst in der Informatik wird der Begriﬀ unterschied-
lich gebraucht [HA08]. Der Bedeutungsspielraum reicht von der (einfachen)
Beru¨cksichtigung der geograﬁschen Position [SAW94] bis hin zu sehr allge-
meinen theoretischen Deﬁnitionen [Bro01, SB04].
Versuche wurden unternommen, Kontext zum Beispiel durch Aufza¨hlungen
zu deﬁnieren [ST94], was jedoch eine Abgrenzung von Elementen, die zum
Kontext geho¨ren – oder eben nicht dazugeho¨ren – erschwert. Andere De-





Situation“. Dey gibt einen U¨berblick u¨ber diese und
weitere Deﬁnitionsversuche und deren Schwa¨chen [Dey01]. Er schla¨gt eine
allgemeine, viel zitierte Deﬁnition vor, die es grundsa¨tzlich erlaubt, Infor-
mationen die zum Kontext geho¨ren von anderen zu unterscheiden:
”
Zum
Kontext geho¨ren alle Informationen, die zur Charakterisierung der Situati-
on einer Instanz verwendet werden ko¨nnen. Eine Instanz kann eine Person,
ein Ort oder ein Objekt sein, das wichtig fu¨r die Interaktion zwischen einem
Benutzer und einer Anwendung erscheint, inklusive dem Benutzer und der
Applikation selbst.“ [Dey01]
Auch wenn diese Deﬁnition im Vergleich zu den vorher genannten Versuchen
eine allgemeine Abgrenzung von Anwendungskontext zu anderen Informati-
onen ermo¨glicht, wird noch auf gewisse Schwa¨chen hingewiesen [HA08]. So





det, die zuna¨chst einmal selbst einer Deﬁnition bedu¨rfen. Daru¨ber hinaus
begrenzt Dey den Gebrauch von Kontext auf die Interaktion zwischen einem
Benutzer und einer Anwendung. Es ko¨nnen jedoch auch Informationen von
Applikationen, die nicht direkt mit einem Benutzer interagieren, zum Kon-
text geho¨ren, wie zum Beispiel Applikationen, die Umgebungswerte messen
und an die Hauptanwendung weitergeben. Schließlich geho¨ren nach Deys De-
ﬁnition auch Informationen zum Kontext, welche die Anwendung beno¨tigt,
um zu funktionieren. Somit wu¨rden alle Informationen, die im Umfeld einer
Applikation anfallen, etwa Kundennummern, zum Kontext geho¨ren. Dies




Um die angesprochenen Schwierigkeiten von Deys Deﬁnition zu u¨berwinden,
formulieren Hartmann und Austaller eine pra¨zisere Deﬁnition fu¨r Kontext.
Sie ermo¨glicht die Entscheidung, welche Informationen der Anwendung Teil
des Kontextes sind und welche nicht:
Deﬁnition 8 (Kontext)
”
Kontext charakterisiert die tatsa¨chliche Situati-
on, in der die Anwendung genutzt wird. Diese Situation wird bestimmt von
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Informationen, welche die tatsa¨chliche Nutzung von anderen unterscheidet.
Im Detail sind dies Eigenschaften des Nutzers (zum Beispiel Ort, aktuelle
Aufgabe) und interagierenden physischen oder virtuellen Objekten (zum Bei-
spiel Gera¨uschpegel, nahe liegenden Hilfsmitteln/Ressourcen). Hierdurch be-
zeichnen wir nur solche Informationen als Kontext, die tatsa¨chlich von einer
Anwendung verarbeitet werden ko¨nnen (relevante Informationen), die aber
nicht notwendig fu¨r deren gewo¨hnliche Funktionsweise sind (unterstu¨tzende
Informationen).“ [HA08]
Des Weiteren muss fu¨r die vorliegende Arbeit noch eine Deﬁnition vorge-
nommen werden – die des
”
kontextbewussten Systems“.
Deﬁnition 9 (Kontextbewusste Systeme) Ein System ist kontextbe-
wusst oder kontextualisiert, wenn es den
”
Kontext verwendet, um relevante
Informationen und/oder Dienste dem Benutzer anzubieten. Die Relevanz
ergibt sich dabei aus der Aufgabe des Benutzers.“ [DA00]
Auch an diesem Punkt wird wieder auf die Wichtigkeit und die Verknu¨pfung
mit der aktuellen Aufgabe des Wissensarbeiters hingewiesen (siehe auch wei-
ter oben im Abschnitt 2.3.3). Genau dies – die Analyse und Verwendung der
aktuellen Aufgabe – wird in der vorliegenden Arbeit als Teil der Kontext-
analyse beziehungsweise Kontextualisierung verwendet. Dabei geht es in der
vorliegenden Arbeit speziell um die kontextualisierte Visualisierung am wis-
sensintensiven Arbeitsplatz.
In der vorliegenden Arbeit wird Kontext im Sinne der Deﬁnition von Hart-
mann und Austaller verstanden. Wir treﬀen zudem eine Unterscheidung
in die beiden Kontextarten
”





Auf der einen Seite haben Informationen einen Kontext, der ihre Beziehun-
gen zu anderen Informationen ausdru¨ckt [Jud04]. Zum Beispiel stehen Mitar-
beiter in Beziehung zu Aufgaben. Aufgaben wiederum ko¨nnen in Beziehung
zu Ressourcen, wie elektronischen Dokumenten, stehen, die fu¨r ihre Erle-
digung verwendet werden. Informationen u¨ber den Relationskontext sind
also aus den, der Anwendung zu Grunde liegenden, Daten ableitbar. Dazu
kann es insbesondere notwendig sein, mehrere Datenquellen miteinander zu
kombinieren.
Aus solchen Beziehungen kann des Weiteren auch auf die A¨hnlichkeit von
Elementen geschlossen werden. Zum Beispiel ko¨nnten Aufgaben a¨hnlich sein,
fu¨r die gleiche oder a¨hnliche Ressourcen verwendet werden. Mitarbeiter
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ko¨nnen als a¨hnlich bezeichnet werden, wenn sie gleiche Aufgaben bearbei-
ten. Dieser Kontext der Beziehung wird im folgenden
”
Relationskontext“
genannt und wird wie folgt deﬁniert:
Deﬁnition 10 (Relationskontext)
”
Als Relationskontext deﬁnieren wir
den Anteil der Kontextinformationen, der die Umgebung beziehungsweise
die Relationen von Informationen oder virtuellen Objekten untereinander
charakterisiert.“ [God09]
Beispiele fu¨r Relationskontext und dessen Ermittlung
Im folgenden Abschnitt geben wir einige Beispiele fu¨r Relationskontext, wo
dieser auftritt und wie er ermittelt werden kann.
Im einfachsten Fall zeigen schon Datenbank-Visualisierungstools eine Art
von Relationskontext an. Allerdings handelt es sich dabei um bereits model-
lierte Kontextinformationen. Dies wird graduell komplexer, wenn mehrere
Datenbanken und -quellen miteinander verknu¨pft werden sollen [Jud04] und
damit die Relationen noch nicht explizit modelliert sind [NM03]. Die notwen-
digen Techniken, um die Informationen mit dieser Art von Kontext anzurei-
chern reichen von einfacher Mustererkennung (englisch: Pattern Matching)
bis hin zu Ansa¨tzen aus dem Bereich der Ku¨nstlichen Intelligenz [Kok99]
oder komplexen probabilistischen Ansa¨tzen [Noy04, DMDH02].
Ein konkreteres Beispiel ist die Vernetzung von Dokumentbesta¨nden und
Erreichbarkeitsinformationen von Personen. Dazu lassen sich etwa die Au-
toren aus den Dokumenten extrahieren und zu diesen Personen in Erfah-
rung bringen, ob diese im Moment erreichbar (online oder oﬄine) sind.
Dies ließe sich dann bei der Visualisierung der Personen beru¨cksichtigen
(siehe dazu Abschnitt 4.2.4). Zusa¨tzlich ko¨nnen diese Informationen mit ak-
tuellen Schlagwo¨rtern des Arbeitsplatzes verknu¨pft werden (siehe na¨chster
Abschnitt u¨ber Zustandskontext).
Nachdem nun der Relationskontext vorgestellt und deﬁniert wurde, folgt im
na¨chsten Abschnitt die Diskussion des Zustandskontexts.
2.4.2 Zustandskontext
Auf der anderen Seite stehen Informationen in einem Kontext, der ihren
Zustand betriﬀt. Bei der Abbildung von Mitarbeitern eines Unternehmens
geho¨rt dazu beispielsweise die Information, dass ein Kollege sich gerade an
seinem Schreibtisch beﬁndet und telefoniert. Aus dieser Information kann
ein anderer Mitarbeiter das Wissen konstruieren, dass der Kollege zur Zeit
zwar nicht zur Verfu¨gung steht (weil er gerade telefoniert), in einigen Minu-
ten aber vermutlich angesprochen werden kann (da er im Hause ist). Weitere
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Beispiele sind die Information u¨ber geo¨ﬀnete Ressourcen oder Dokumente
beziehungsweise Umgebungslautsta¨rke oder die aktuelle Position des Wis-
sensarbeiters, wie sie ein GPS-Gera¨t liefert [Go¨r05].
Diese Informationen ko¨nnen im Gegensatz zu dem Relationskontext nicht
aus den Daten an sich gewonnen werden, sondern mu¨ssen aus anderen (ex-
ternen) Quellen herangezogen werden. Informationsquellen fu¨r diese Art
von Kontextinformationen sind physische (GPS) oder virtuelle (Desktop-
Analyse, siehe folgender Abschnitt) Kontextsensoren. Dieser Kontext wird
im weiteren Verlauf als
”




Als Zustandskontext deﬁnieren wir
den Anteil der Kontextinformationen, der die Eigenschaften des Nutzers
(zum Beispiel Ort, aktuelle Aufgabe) und seiner Umgebung (zum Beispiel
Gera¨uschpegel) beschreibt und nicht auf Basis statischer Daten oder Infor-
mationen ermittelt werden kann.“ [God09]
Beispiele zur Kontexterkennung am wissensintensiven Arbeitsplatz
Der folgende Abschnitt stellt verschiedene Quellen von Zustandskontext vor
und zeigt, welche Arbeiten in diesem Bereich existieren.
Eine zentrale Mo¨glichkeit, an Kontextinformationen zu kommen, ist u¨ber
das Betriebssystem [LGGF07]. Dieses stellt Mechanismen bereit, um an so-
genannte Nachrichten oder Ereignisse (englisch: Events) zu gelangen. Die-
se Nachrichten erlauben es nun, Informationen u¨ber den Zustandskontext
zu erhalten, in dem diese Nachrichten aufgezeichnet und analysiert wer-
den. Abbildung 2.10 zeigt diesen Mechanismus. Nachrichten werden von
Benutzeraktionen ausgelo¨st, zum Beispiel Maus-Bewegungen, Maus-Klicks
oder Tastatureingaben. Diese werden vom Betriebssystem in Nachrichten
umgewandelt und an die entsprechenden Anwendungen versendet. Das Be-
triebssystem erlaubt es nun, diesen Nachrichtenstrom anzuzapfen und mit
zu protokollieren.
Dieser Nachrichtenstrom kann daraufhin analysiert werden, um daraus In-
formationen u¨ber den Benutzungskontext oder das Nutzerziel herauszuﬁn-
den. Maschinelles Lernen bieten einen Ansatz, diese Nachrichten auszuwer-
ten [LFBG07]. Abbildung 2.11 zeigt diesen Ablauf schematisch. Aus dem
Nachrichtenstrom werden kontinuierlich die Informationen (Querstriche in
der Mitte der Abbildung) aus einem gegeben Zeitfenster analysiert und dar-
aus das Nutzerziel abgeleitet. Maschinelle Lernverfahren erlauben u¨ber eine
Anlernphase diese Daten zu trainieren, um zu einem spa¨teren Zeitpunkt








Anwendung A Anwendung B
EventLogger
Nachrichten
Abbildung 2.10: Nachrichtenversand durch das Betriebssystem [LGF+07]
Wa¨hrend am Anfang der Benutzer jeden Aufgabenwechsel anzeigen muss,
um das System mit den Trainingsdaten zu versorgen, ist dies nach dem Trai-
ning nicht mehr von No¨ten. In diesem Zustand sollte der Kontext-Monitor
mit hinreichend guten Informationen in der Lage sein, das aktuelle Nutzer-
ziel zu extrahieren. Dabei gibt es Unterschiede in der Art und Weise dieses
Anlernens, was Einﬂuss auf die Gu¨te aber auch den Aufwand der verschie-
denen Ansa¨tze hat. Die Bandbreite reicht dabei von expliziten und nach-
gelagerten Annotationen der Aufgabenwechsel [GKS+08] bis hin zu immer

































Abbildung 2.11: Angelernte Kontextvorhersage [LFBG07]
Einen a¨hnlichen Ansatz beschreibt Sato. Allerdings beschreibt er nur ein
Konzept, bleibt auf einer sehr abstrakten Ebene und bezieht sich ausschließ-
2.4 Kontextbewusste Systeme 33
lich auf den Bereich der Entwicklung interaktiver Systeme [Sat03]. Des Wei-
teren umfassen seine Aktionen weniger den (wissensintensiven) Arbeitsplatz
und beru¨cksichtigen so weiche Begriﬀe wie
”
Emotionen des Benutzers“. Wei-
tere (zum Teil a¨ltere) Arbeiten, die sich mit der Erkennung der aktuellen
Situation und Benutzermodellen befassen, werden [Kob01] zusammengetra-
gen und diskutiert.
Des Weiteren ko¨nnen die extrahierten Informationen zu ho¨herwertigen Kon-
textinformationen aggregiert werden. Dies steigert die Erkennungsrate der
Kontextvorhersage deutlich [LG08].
Da insbesondere auch Tastaturereignisse analysiert werden ko¨nnen, wird
sehr schnell deutlich, dass bei diesen Ansa¨tzen die Beru¨cksichtigung des
Datenschutzes sehr wichtig ist [GBH05]. Ist dieses nicht gegeben, bestehen
potentiell viele Probleme mit Datenschutz-relevanten Informationen. Insbe-
sondere fu¨r das Arbeiten an einem wissensintensiven Arbeitsplatz bestehen
Wege, damit umzugehen, siehe [ZHF+08, ZFG+08].
Beispielsweise wird in den Arbeiten von [LGGF07] das Ziel verfolgt, aus
verschiedenen Desktopsensoren Nutzer- und Navigationsziele abzuleiten.
Desktopsensoren sind zum Beispiel aktuell oﬀene Applikationen, aktuell
oﬀene Dokumente oder aber auch Maus- und Tastaturereignisse. All die-
se Informationen werden dann u¨ber maschinelle Lernverfahren miteinander
verbunden, um die entsprechenden Ziele abzuleiten.
Auch Microsoft arbeitet wie in [HBH+98] an Mechanismen, Kontextinfor-
mationen (insbesondere die Nutzerhistorie) zu nutzen, um sowohl ihr Be-
triebssystem als auch ihre einzelnen Programme adaptiver zu gestalten. Auf
Betriebssystemebene kann die Nutzerhistorie beispielsweise Einﬂuss auf In-
teraktionen, Menu¨fu¨hrung und Dialoggestaltung nehmen. Auf der Seite der
Programme steht zum Beispiel Microsoft Oﬃce mit dem jeden bekannten
Microsoft Oﬃce-Assistent, der bei der Erstellung von Tabellen und Textdo-
kumenten hilfreich sein kann.
2.4.3 Kontextualisierte Visualisierungen am wissensintensiven
Arbeitsplatz
In diesem letzten Abschnitt u¨ber kontextbewusste Systeme werden verwand-
te Arbeiten diskutiert, die sich mit der Verwendung des Relations- oder
Zustandskontexts am wissensintensiven Arbeitsplatz bescha¨ftigen. In die-
sem Bereich der Forschung gibt es einzelne Arbeiten auf den Teilbereichen,
der kontextualisierten Systeme. Jedoch ist im direkten Bereich der kontex-
tualisierten Visualisierung am wissensintensiven Arbeitsplatz zur Zeit keine
Arbeit bekannt.
Generell geht es fu¨r den Wissensarbeiter darum, die richtigen Informatio-
nen und Daten in der richtigen Art und Weise zugreifbar zu haben. Wenn
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Informationen im Einklang mit dem aktuellen Kontext (Situation) und da-
mit dem mentalen Modell des Benutzers geliefert werden, wird der gezeigte
Inhalt auf eﬀektive Art und Weise dem Benutzer ver- oder u¨bermittelt.
Um dies zu erreichen, versucht [JS05] die Daten, die zu visualisieren sind, zu
kontextualisieren. Dazu stellen sie ein Konzept vor, das auf Basis des Kon-
texts den passenden Inhalt auswa¨hlt, mit passendem Ausschnitt, Auﬂo¨sung,
Format, Auslieferungszeit und Granularita¨t der Informationen.
Allerdings wird dort nur ein konzeptionelles Rahmenwerk vorgestellt, wel-
ches noch nicht umgesetzt und evaluiert worden ist. Außerdem ist der vor-
gestellte Ansatz nicht modular. Die Komponente fu¨r die Visualisierung ist
ein fester Teil des Systems und kann somit nicht ohne Weiteres gegen andere
Visualisierungsformen und -algorithmen ausgetauscht werden. Es wird viel-
mehr ein System vorgestellt, das den Abbildungsprozess von der Datenbasis
hin zur Visualisierung u¨bernimmt. Dabei bleibt weiterhin unklar, ob dies
eine oder mehrere externe Datenquellen sein ko¨nnen und die Kontextuali-
sierung auch u¨ber Datenquellengrenzen hinweg statt ﬁnden soll. Ein weiterer
Punkt, indem sich dieser Ansatz von unserem unterscheidet, ist, dass sich
der Kontextbegriﬀ sta¨rker auf kognitive Prozesse und Modelle bezieht und
nicht ersichtlich ist, wie dieser technisch erkannt und umgesetzt werden soll.
Eine Erweiterung wa¨re die Verwendung der Kontextinformationen nicht nur
fu¨r die Anreicherung der Informationen an sich, sondern deren Beru¨ck-
sichtigung bei der Darstellung/Visualisierung der Informationen. Sowohl
Relations- als auch Zustandskontext ko¨nnten hier Einﬂuss auf die Visua-
lisierung nehmen, etwa durch Hervorhebung wichtiger Informationen.
Außerdem sind an einer Benutzungsschnittstelle (englisch: User Interface)
oft manuelle Anpassung an die eigenen Bedu¨rfnisse notwendig, welche auf
Grund der Komplexita¨t und des Aufwands oft unterbleibt. Hier ko¨nnte Au-
tomatisierung auf Basis der Kontextinformationen die Eﬀektivita¨t der Vi-
sualisierung am wissensintensiven Arbeitsplatz steigern.
In diesem Bereich ist folgende Arbeit von Veiel et al. [VHL08] angesiedelt.
Hier werden kooperative Arbeitsbereiche an den aktuellen Arbeitskontext
angepasst. Dazu werden auf Basis der Kontextinformationen Adaptionsre-
geln deﬁniert, die die Benutzungsoberﬂa¨che der Anwendung automatisch
anpassen. Allerdings wird hier der Relationskontext, also die Kontextuali-
sierung der Informationen, zugunsten der Oberﬂa¨che vernachla¨ssigt.
Zusammenfassend la¨sst sich feststellen, dass in Unterbereichen der kontext-
bewussten Systeme Ansa¨tze und Arbeiten zu ﬁnden sind. Jedoch sind uns
zur Zeit keine Forschungsvorhaben bekannt, die sowohl Relations- als auch
Zustandskontext am wissensintensiven Arbeitsplatz beru¨cksichtigen, um den
Wissensarbeiter in einer eﬃzienten Art und Weise zu unterstu¨tzen.
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2.5 Identiﬁkation der Lu¨cken in den verwandten
Arbeiten
Bevor die Anforderungen und der Ansatz dieser Arbeit im na¨chsten Kapi-
tel entwickelt werden, folgt an dieser Stelle eine kurze Zusammenfassung
der Mankos und Nachteile bestehender Ansa¨tze und Forschungsarbeiten im
Bereich der kontextualisierten Visualisierung.
In [JS05] wird ein kontextsensitives System vorgestellt. Dieses unterstu¨tzt
ebenfalls eine Abbildungskette und Relationskontexte. Was jedoch komplett
fehlt ist die Unterstu¨tzung von Zustandskontexten und eine Austauschbar-
keit der Visualisierung, da diese ein fester Bestandteil des Systems ist.
Eine andere wichtige Arbeit ist die von [VHL08]. Hier wird wohl Zustands-
kontext beachtet, Relationskontext auf den Daten ﬁnden jedoch keine Be-
achtung. Des Weiteren beschra¨nkt sich diese Arbeit auf die Anpassung der
Benutzungsschnittstelle (von kooperativen Systemen). Es ﬁndet also nur ei-
ne eingeschra¨nkte Form der Kontextualisierung statt.
Dann gibt es natu¨rlich noch Arbeiten, wie die von Card et al. [CMS99],
die sich auf die reine Abbildung der Daten auf die Visualisierung konzen-
trieren. Die
”
Aufgabe“ des Benutzers steht zwar bei der Entwicklung der
Abbildungskette an wichtiger Stelle (siehe Abschnitt 2.3.3), aktuelle Kon-
textinformationen spielen bei diesem Ansatz aber keine Rolle.
Es gibt verschiedene Ansa¨tze, die Kontexte bei der Darstellung von Benut-
zungsschnittstellen beru¨cksichtigen, eine umfassende und ﬂexible Mo¨glich-
keit Visualisierungen mit Kontextinformationen anzureichern ist uns jedoch
nicht bekannt.
2.6 Zusammenfassung
Wie in diesem Kapitel geschildert, existieren in jedem der angrenzenden For-
schungsbereiche bereits Vorarbeiten. Allerdings sind in der sozio-technischen
Schnittmenge dieser Bereiche keine relevanten Arbeiten bekannt. Des Weite-
ren wurden Nachteile aufgezeigt, sollten bestehende Ansa¨tze fu¨r die aktuelle
Aufgabenstellung herangezogen werden – den Wissensarbeiter am Arbeits-
platz zu unterstu¨tzen.
Die Analyse der verwandten Arbeiten hat aber auch gezeigt, dass insbe-
sondere im Bereich des informellen Lernens und der kontextualisierten Vi-
sualisierung am wissensintensiven Arbeitsplatz ein großes Potential fu¨r eine
eﬃziente Unterstu¨tzung des Wissensarbeiters besteht.
Im folgenden Kapitel werden die Schlussfolgerungen aus dieser Recherche
ausgewertet und Anforderungen zusa¨tzlicher Quellen vorgestellt und argu-
mentiert, um anschließend den Ansatz dieser Arbeit vorzustellen.
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”
Man sollte alles so einfach wie mo¨glich




In dem vorigen Kapitel ging es um den aktuellen Stand der Forschungund den verwandten Arbeiten im Bereich der kontextualisierten Vi-sualisierung am wissensintensiven Arbeitsplatz. Aufbauend auf diesen
verwandten Arbeiten, den identiﬁzierten Lu¨cken und dem Ziel, Wissensar-
beiter direkt an ihrem Arbeitsplatz zu unterstu¨tzen, folgt in diesem Kapitel
die Konzeption eines Systems oder Rahmenwerks (englisch: Framework) zur
kontextualisierten Visualisierung. Es wird erla¨utert, wie dieses System auf-
gebaut ist und welche Gegebenheiten zu beru¨cksichtigen waren.
Dazu wird zu Beginn eine Anforderungsanalyse durchgefu¨hrt. Diese Analyse
fu¨r das zu entwickelnde System verwendet die Deﬁnitionen aus dem vorigen
Kapitel 2 und orientiert sich unter anderem an den verwandten Arbeiten,
Nutzerstudien und technischen Randbedingungen. Die gesammelten Anfor-
derungen werden abschließend in einer Tabelle in Abschnitt 3.1.6 fu¨r eine
spa¨tere Verwendung zusammengetragen.
Anschließend wird in Abschnitt 3.2 der grobe Lo¨sungsansatz fu¨r solch ein
System entwickelt, der diesen erarbeiteten Anforderungen gerecht wird. Die-
ser Ansatz wird dann zu einem Systementwurf konkretisiert (Abschnitt 3.3).
Basierend auf ga¨ngigen Entwurfsmustern wird dieser Entwurf im Detail be-
schrieben. Auf der Basis dieses Systementwurfs wird im folgenden Kapitel 4
das Feinkonzept und Aspekte der Realisierung besprochen.
3.1 Anforderungen
Wie schon in Abschnitt 2.2.3 beleuchtet, stellen Wissensarbeiter deutlich
ho¨here Anforderungen an die Qualita¨t ihres Arbeitsumfeldes [HD91, Dru92]
und damit an die Versorgung mit Informationen. Diese Bedu¨rfnisse werden
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nun ausfu¨hrlicher besprochen und als konkrete Anforderungen an das zu
entwickelnde System formuliert. Am Ende der ausfu¨hrlichen Beschreibung
der Anforderungsanalyse werden die resultierenden Anforderungen in Ta-
belle 3.1 auf Seite 44 zusammengefasst.
Die Anforderungen an ein System zur kontextualisierten Visualisierung ha-





∙ aus dem Anspruch den Wissensarbeiter zu unterstu¨tzen
∙ technischen Rahmenbedingungen
Dabei bilden Nutzerbefragungen eine der Hauptquellen. Weiterhin erge-
ben sich die Anforderungen aus dem Anspruch, den Wissensarbeiter mit
kontextualisierter Visualisierung zu unterstu¨tzen, den allgemeinen Anforde-
rungen und Gegebenheiten am wissensintensiven Arbeitsplatz, technischen
Rahmenbedingungen, dem wissenschaftlich-begriﬄichen Rahmen auf Basis
der Deﬁnitionen und nicht zuletzt aus den Unzula¨nglichkeiten und Erweite-
rungsmo¨glichkeiten, die aus verwandten Arbeiten zu identiﬁzieren sind.
3.1.1 Anforderungen aus Nutzerbefragungen
Als Erstes werden hier die Anforderungen behandelt, welche direkt aus Nut-
zerbefragungen abgeleitet werden [APO08]. Diese wurde im Rahmen der for-
mativen Evaluation des zweiten Prototypen des APOSDLE Projekts (sie-
he Abschnitt 4.2.2) durchgefu¨hrt. Dazu werden im Folgenden die konkreten
Aussagen von Nutzern vorgestellt und die resultierenden Anforderungen dis-
kutiert.
”
Es wa¨re gut, wenn man den gesamten Prozess in einem Fenster
ha¨tte, in das man dann hineinzoomen ko¨nnte.“
Dies ist eine konkrete Anforderung an die konkrete Visualisierung – die
Prozessansicht. Als Anforderung u¨bernehmen wir daraus die Mo¨glichkeit,
auf der einen Seite einen U¨berblick zu erhalten und auf der anderen Seite
in interessante Bereiche hineinschauen zu ko¨nnen und die Ansicht darauf zu
fokussieren.
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Die folgenden Nutzera¨ußerungen beziehen sich auf die Verschmelzung von
Daten und/oder Visualisierungsformen. Der Nutzer erwu¨nscht sich also
einen ungehinderten U¨bergang von einem Datenformat oder Datenbestand.
Es wa¨re gut, wenn
”
Prozessansicht und Ressourcen-Liste inte-
griert wa¨ren.“
Um diese Integration zu ermo¨glichen, mu¨ssen die Datenquellen untersucht
werden und die Verbindungen zwischen diesen Daten analysiert und expli-
ziert werden (Relationskontext). Zusa¨tzlich wird in der folgenden A¨ußerung
deutlich, dass neben den Ressourcen und Prozessen auch
”
aktuelle Doma¨nen-
elemente“ von Interesse fu¨r die weitere Benutzung der Visualisierung eine
Rolle spielen ko¨nnen.
Es ist wu¨nschenswert, wenn
”
das Netzwerk von Experten zu ei-
nem konkreten Doma¨nenelement“ dargestellt wa¨re.
Die Anforderungsanalyse, die zu diesem Thema zu Beginn des Projekts
APOSDLE durchgefu¨hrt wurde, hat ergeben, dass ein klarer Bedarf und
eine hohe Nachfrage von Wissensarbeitern zum Thema kontextualisierte Vi-
sualisierungen am wissensintensiven Arbeitsplatz besteht [APO08].
Aus diesen Anforderungen la¨sst sich eine weitere ableiten: der Wissensar-
beiter mo¨chte die Daten explorieren und erforschen. Dazu ist es notwendig,
das diese Datenbesta¨nde auch u¨ber Datenquellengrenzen hinweg navigierbar
sind. Diese Verbindungen zwischen den Datenelementen sollen es dem Wis-
sensarbeiter erlauben, die Sicht und den Fokus an die aktuellen Bedu¨rfnisse
und Erfordernisse anzugleichen.
Hier noch einmal eine Zusammenfassung der Anforderungen, die sich aus
den Nutzerbefragungen ergeben:
∙ U¨berblick u¨ber den gesamten Arbeitsprozess
∙ Verknu¨pfung mehrerer Datenquellen (Relationskontext)
∙ Zeige Verknu¨pfungen in den Daten
∙ Navigierbarkeit u¨ber die Verknu¨pfungen
Im Folgenden geht es um die Anforderungen, die sich aus dem Arbeitsumfeld
der Wissensarbeiter ergeben: dem wissensintensiven Arbeitsplatz.
40 Konzeption
3.1.2 Anforderungen aus dem Arbeitsfeld: wissensintensive
Arbeitspla¨tze
Aus der Forderung der Wissensarbeiter nach ada¨quater Versorgung mit In-
formationen (siehe Abschnitt 2.2.3, [HD91, Dru92]) in visueller kontextuali-
sierter Form ergibt sich zuerst die Anforderung, das System um neue Kom-
ponenten erga¨nzen zu ko¨nnen. Insbesondere sollen mit diesem System viele
verschiedene Visualisierungen verwendet werden ko¨nnen. Dies zieht weiter-
hin nach sich, dass ebenso verschiedene Datentypen und -quellen fu¨r die
Visualisierung zur Verfu¨gung stehen sollen.
Des Weiteren sollen in einer unaufdringlichen Art und Weise (englisch: Un-
obtrusive) Kontextinformationen herangezogen werden, um die Visualisie-
rung an die Arbeitssituation des Wissensarbeiters anzupassen. Dabei sol-
len diese Kontextinformationen sowohl fu¨r eine initiale Kontextualisierung
der Visualisierungen genutzt werden als auch wa¨hrend des Betriebs zu ei-
ner Aktualisierung der Anzeige fu¨hren ko¨nnen. Dieses Verhalten wird im
Allgemeinen als Push/Pull-Ansatz bezeichnet und bietet besonders in der
Kombination beider Richtungen einen großen Vorteil [TYD+04].
3.1.3 Anforderungen in Anlehnung an die verwandten Arbeiten
Die Notwendigkeit der Kontextunterstu¨tzung ergibt sich zum einen aus dem
Referenzmodell fu¨r Informationsvisualisierung von Card et al. [CMS99] (sie-
he Abschnitt 2.3.3), die das Einsatzgebiet von Visualisierungen als aufga-
benzentriert beschreiben. Zum anderen sind alle Arbeiten und Aktivita¨ten
am (wissensintensiven) Arbeitsplatz auf die aktuelle Arbeitssituation (den
aktuellen Arbeitsschritt) und damit den Kontext, ausgerichtet. Deshalb ist
es unabdingbar, diesen Aufgabenzusammenhang oder Aufgabenkontext bei
der Anpassung der Visualisierungen zu beru¨cksichtigen.
Neben dieser Aufgaben- und Situationsabha¨ngigkeit lassen sich Anforderun-
gen fu¨r das zu entwickelnde System aus den verwandten Arbeiten, vor al-
lem aus den Klassiﬁkationen des informellen Lernens (siehe Abschnitt 2.2.5)
ableiten. Wenn man unter den einzelnen Elementen diejenigen betrachtet,
welche fu¨r die kontextualisierte Visualisierung am wissensintensiven Arbeits-
platz eine Rolle spielen (durch Sternchen * markiert), dann wird ersichtlich,
dass insbesondere die Mo¨glichkeit einen U¨berblick zu bekommen als auch
Informationen zu sichten, zu explorieren und zu extrahieren von entschei-
dender Bedeutung sind. Diese Anforderung wird weiterhin dadurch gestu¨tzt,
dass diese Informationen die Basis fu¨r (neues) Wissen des Wissensarbeiters
darstellen (siehe Abschnitt 2.2.2).
Dabei bezieht sich dieser Umgang mit den Informationen auf alle am wis-
sensintensiven Arbeitsplatz relevanten Datentypen, wie Kompetenzen, Per-
sonennetzwerke, Ressourcen und andere. Personen sind etwa dann von In-
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teresse, wenn es darum geht, geeignete Personen zu ﬁnden (in diesem
Zusammenhang Experten), die der Wissensarbeiter zu einer bestimmten
Fragestellung kontaktieren kann. Dazu ist neben der aktuellen Aufgaben-
stellung des Wissensarbeiters auch die Zuordnung von Kompetenzen zu
Personen essentiell, um diese Information am Arbeitsplatz bereitzustel-
len [LGF+07, Bo¨r06]. Die Kompetenzen mo¨chte ein Wissensarbeiter aber
eventuell auch durchforsten, um eigene Wissensdeﬁzite beziehungsweise Ent-
wicklungsmo¨glichkeiten auszuloten. Die Anforderung, dass Wissensarbeiter
einen U¨berblick bekommen, bezieht sich dabei auf jedwede Art von Daten,
insbesondere aber auch auf eine (visuelle) Darstellung der Aufgaben, mit
Hierarchien und Delegationsaktivita¨ten (die U¨bertragung einer Aufgabe an
eine andere Person). Diese Hierarchie- und Delegationsinformationen ko¨nnen
dann daru¨ber hinaus beim Erteilen und Einholen von Ru¨ckmeldungen (eng-
lisch: Feedback) behilﬂich sein.
3.1.4 Technische Anforderungen
Neben den anwendungsspeziﬁschen Anforderungen an das gesamte System
ergeben sich weiterhin technische Aspekte, die das zu erstellende System
beru¨cksichtigen soll.
Als ein zentraler technischer Punkt steht die Erweiterbarkeit des Systems,
wie schon bei den allgemeineren Anforderungen weiter oben aufgefu¨hrt. Da-
bei bezieht sich die Erweiterbarkeit sowohl auf die Kontextsensoren, welche
Ru¨ckschlu¨sse auf die aktuelle Aufgabe oder Situation des Wissensarbeiters
zulassen (siehe Abschnitt 2.4), als auch die Visualisierungen und Daten-
quellen. Dies wiederum zieht eine Erweiterbarkeit des Kontextmodells nach
sich, das bedeutet wie der Kontext repra¨sentiert und damit auch zwischen
den einzelnen Komponenten ausgetauscht werden kann. Dazu mu¨ssen fu¨r
die einzelnen Schnittstellen APIs (Programmierschnittstellen, englisch: Ap-
plication Programming Interface) deﬁniert werden, die es Entwicklern auf
einfache Art und Weise erlauben, neue Komponenten (Kontextsensoren, Vi-
sualisierungen und Daten) dem System hinzuzufu¨gen.
Ein weiterer wichtiger Punkt ist die Integrierbarkeit in vorhandene Archi-
tekturen und Rahmenwerke. Das zu entwickelnde System muss sich leicht
mit anderen kombinieren beziehungsweise in diese einbetten lassen. Nicht
zuletzt soll sich das System weitgehend konﬁgurieren lassen, um die eben
genannten Punkte mit zu unterstu¨tzen und Anwendern wie Entwicklern die
Mo¨glichkeit der Konﬁguration ohne Programmieren anzubieten.
3.1.5 Randbedingungen an die Visualisierungen
Neben den Anforderungen an das zu entwickelnde System ergeben sich auch
Anforderungen an die einzubindenden Visualisierungen, auch wenn sie nicht
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im Zentrum dieser Arbeit stehen. Daher sprechen wir in diesem Zusam-
menhang von
”
Randbedingungen“, wenn wir u¨ber die Anforderungen an
Visualisierungen reden. Diese Anforderungen gelten fu¨r die einzubindenden
Visualisierungen, um einen mo¨glichst großen Nutzen fu¨r den Wissensarbei-
ter sicher zu stellen. Das bedeutet, dass sowohl die in dieser Arbeit be-
reitgestellten und eingesetzten Visualisierungen, als auch die von anderen
hinzugefu¨gten Visualisierungen diese Anforderungen erfu¨llen sollten.
Ein wichtiger Aspekt folgt aus der Tatsache, dass die anzuzeigenden Da-
tenbesta¨nde sehr groß und komplex sein ko¨nnen. Daraus ergeben sich zwei
Randbedingungen an die Visualisierungen. Zum einen muss die graﬁsche
Aufbereitung dieser großen Datenmengen weiterhin navigierbar und u¨ber-
sichtlich sein (Benutzbarkeit, englisch: Usability). Zum anderen geht es da-
bei um den technischen Umgang mit großen Datenmengen (Skalierbarkeit).
Um dieser graﬁschen Komplexita¨t zu begegnen, deﬁniert Shneiderman das
sogenannte Informations-Suchmantra [Shn96]. Aus Sicht des Benutzers be-
deutet das, zuerst eine U¨bersicht zu bekommen, dann zu zoomen und zu
ﬁltern und schließlich Details anzeigen zu lassen (wenn gefordert). Zu Be-
ginn sollte dem Nutzer demnach eine U¨bersicht mit den wichtigsten Ele-
menten pra¨sentiert werden. Was aber nicht bedeutet, dass zu jeder Zeit alle
Informationen dargestellt werden mu¨ssen, sondern auch geﬁltert oder ent-
sprechend beschnitten werden ko¨nnen. Dieses Vorgehen deckt sich exakt mit
den weiter oben in Abschnitt 3.1 zitierten A¨ußerungen von Benutzern. Viele
Forscher haben dieses Informations-Suchmantra aufgenommen, u¨bertragen
und erweitert [CMS99].
Anzuzeigende Elemente haben in der Regel eine Reihe von Charakteristi-
ken, wie Namen, Verknu¨pfungen zu Dokumenten und Rollen als Mitglieder
von Assoziationen, die in der Visualisierung Beru¨cksichtigung ﬁnden sollten
[Gra03]. Die Position von Elementen in der Visualisierung sollte ihre seman-
tische Na¨he ausdru¨cken, die zum Beispiel durch Berechnung von Metriken
oder Heuristiken auf den Daten abgeleitet werden kann [GS01]. Neben den
Elementen selbst sollten auch die Assoziationen, an denen sie teilnehmen,
direkt visualisiert werden, um vernetzte Daten gewinnbringend und fu¨r den
Wissensarbeiter aufnehmbar darzustellen.
Diese Assoziationen sollten weiterhin die Mo¨glichkeit der Navigation fu¨r den
Wissensarbeiter bieten, um den angezeigten Informationsraum einfach und
intuitiv explorierbar und erfahrbar zu machen. Die Navigation sollte es dem
Benutzer ermo¨glichen, schnell entlang der Assoziationen zu den gewu¨nschten
Informationen zu kommen [Gra03].
Bei der gesamten Darstellung sollte eine Visualisierung aber immer eine ho-
he Abbildungskonsistenz aufweisen. Das bedeutet, dass sich die Abbildung
der Elemente nicht sprunghaft a¨ndern sollte und somit die Anzeige der In-
formationen fu¨r den Wissensarbeiter nachvollziehbar ist und bleibt.
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Eine weitere Anforderung, die sich jedoch schwer fassen la¨sst, ergibt sich aus
der Deﬁnition 7 des Begriﬀs
”
Informationsvisualisierung “ auf Seite 21: die
Steigerung der Wahrnehmung (englisch: Cognitive Empowerment). Visuali-
sierungen, die an das Rahmenwerk angeschlossen werden, sollten in diesem
Punkt u¨berpru¨ft und evaluiert werden. Fu¨r die im Rahmen dieser Arbeit
exemplarisch bereitgestellten Visualisierungen wurde dies durchgefu¨hrt und
ist im Abschnitt 5.4 beschrieben.
Eine fu¨r die Kontextualisierung der Visualisierungen besonders wichtige
Anforderung ist die der visuellen Anpassbarkeit der einzelnen Elemente.
Dies bedeutet etwa das Hervorheben eines graﬁschen Elements durch Far-
be, Gro¨ße oder ein gea¨ndertes Symbol. Nur wenn diese Mo¨glichkeit von der
Visualisierung bereitgestellt wird, kann eine individuelle Kontextualisierung
der einzelnen Elemente aufgrund der Arbeitssituation und damit aktuel-
len Aufgabenstellung des Wissensarbeiters erfolgen. Neben der individuellen
Anpassung einzelner graﬁscher Elemente sollte auch die Mo¨glichkeit beste-
hen, globale Parameter anpassbar zu gestalten. Dadurch ko¨nnten allgemeine
Einstellungen vom System vorgenommen werden, zum Beispiel hinsichtlich
der Gro¨ße der gesamten Darstellung, Farben und Kontraste. Je besser sich ei-
ne Visualisierung in diesen Parametern beeinﬂussen la¨sst, desto besser kann
diese Visualisierung an die aktuellen Gegebenheiten am Arbeitsplatz ange-
passt werden.
Neben der reinen Anpassbarkeit oder Parametrisierbarkeit muss sich eine
Visualisierung u¨berhaupt wiederverwenden und einbetten lassen, damit sie
in das System integriert werden kann und fu¨r den wissensintensiven Arbeits-
platz parametrisiert werden kann.
Einige der genannten Anforderungen sind jedoch nur begrenzt miteinander
vereinbar. So ist es weder mo¨glich noch wu¨nschenswert, einen U¨berblick
und eine detaillierte Sicht gleichzeitig anzuzeigen [Gra03], daher ist eine
dynamische Anpassung der Visualisierung je nach Bedarf des Anwenders
no¨tig. Der Benutzer braucht also eine Mo¨glichkeit, die Menge und Auswahl
der angezeigten Elemente zu steuern.
Bevor der Lo¨sungsansatz dieser Arbeit vorgestellt wird, werden im Folgen-
den alle Anforderungen und Randbedingungen zusammengestellt.
3.1.6 U¨bersicht u¨ber die Anforderungen
Abschließend werden hier alle Anforderungen in Form einer Tabelle zusam-
mengefasst. In der Tabelle sind Anforderungen und Randbedingungen ge-
trennt aufgelistet. Jede Zeile entha¨lt eine Anforderung an das zu entwi-
ckelnde System. Zusa¨tzlich entha¨lt jede Anforderung eine Verknu¨pfung zu
der jeweiligen Quelle dieser Anforderung. Dabei kann eine Anforderung auch
mehrere Quellen haben (durch mehrere Kreuze × in der Tabelle). Die Rei-
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henfolge der Anforderungen in der Tabelle triﬀt dabei keine Aussage u¨ber
die Wichtigkeit der jeweiligen Anforderung.
Das Ziel dieser Zusammenstellung ist es auf der einen Seite eine anforde-
rungsgetriebene Entwicklung des Systems fu¨r kontextualisierte Visualisie-
rung zu initiieren. Auf der anderen Seite soll am Ende anhand dieser Anfor-
derungen u¨berpru¨ft werden, ob das System diese Anforderungen erfu¨llt, um
den Nutzen fu¨r die Wissensarbeiter am Arbeitsplatz sicherzustellen.
































1. mehrere Kontextsensoren und -informationen × ×
2. mehrere Visualisierungen × ×
3. mehrere Datenquellen × ×
4. Unterstu¨tzung von Push/Pull × ×
5. unaufdringliches System × ×
6. gute Informationsversorgung ×
7. aufgabenzentriert nach Card et al. × ×
8. Experten ﬁnden × ×
9. U¨berblick bekommen × ×
10. Verbindungen in Daten entdecken ×
11. Erweiterbarkeit der Sensoren ×
12. Erweiterbarkeit der Visualisierungen × ×
13. Erweiterbarkeit der Datenquellen ×
14. Einfache APIs aller Schnittstellen ×
15. Einfaches, erweiterbares Kontextmodell × ×
16. Integrierbarkeit in Architekturen/Rahmenwerke ×
Randbedingungen an die Visualisierungen
17. Anzeige einer U¨bersicht ×
18. Handhabung sehr vieler Elemente ×
19. Positionierung nach semantischer Na¨he ×
20. Anzeige der Assoziationen ×
21. Anpassbarkeit der Anzeige ×
22. Parametrisierbarkeit einzelner Elemente ×
23. Navigation entlang von Assoziationen ×
24. mo¨glichst hohe Abbildungskonsistenz ×
3.2 Lo¨sungsansatz
Basierend auf dem oben Gesagten (Verwandte Arbeiten, Anforderungen
und Randbedingungen) wird nun der Lo¨sungsansatz vorgestellt und an-
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hand ga¨ngiger Entwurfsmuster erla¨utert [GHJV95]. Dazu wird zu Beginn
der Ansatz in einer abstrakten Art und Weise vorgestellt. Dies erleichtert
ein grundlegendes Versta¨ndnis des entwickelten Systems.
Durch die Anforderungsanalyse ergeben sich hauptsa¨chlich zwei Bereiche,
die fu¨r den Einsatz am wissensintensiven Arbeitsplatz gewinnbringend kom-
biniert werden ko¨nnen. Dies ist zum Einen die Integration verschiedener
(statischer) Datenquellen und zum Anderen die Einbettung und Verwendung
(dynamischer) Kontextinformationen. Die Datenquellen werden als statisch
betrachtet, weil sich die zugrunde liegenden Daten in der Regel nicht per-
manent a¨ndern. Außerdem soll damit der Unterschied zu den Kontextin-
formationen unterstrichen werden, die zu jeder Zeit den aktuellen Kontext
beziehungsweise die Arbeitssituation des Wissensarbeiters beschreiben.
Wie in Abschnitt 2.5 besprochen, weisen die verwandten Arbeiten Lu¨cken
auf, welche eine ada¨quate Unterstu¨tzung am wissensintensiven Arbeitsplatz
zur Zeit verhindern. Vor allem existiert bis dato keine geeignete Verwen-
dung von Kontextinformationen beziehungsweise kontextgenerierten Kenn-
gro¨ßen (werden in Abschnitt 3.3.2 weiter unten na¨her diskutiert) fu¨r die
Visualisierung. Genau dies ist aber essentiell, um eine aufgabenzentrierte
Unterstu¨tzung anzubieten.
Erga¨nzend zu den eher dynamischen Kontextinformationen erweist sich als
zweite immanente Gegebenheit die Existenz einer Reihe unterschiedlicher
(statischer) Datenquellen am wissensintensiven Arbeitsplatz, welche es mit-
einander zu verbinden gilt. Auf der anderen Seite zieht eine konkrete Daten-
form oft auch eine oder mehrere konkrete Visualisierungen nach sich. Visuali-
sierungen unterstu¨tzen in der Regel genau eine Art von Daten besonders gut
beziehungsweise sind fu¨r diesen Datentyp speziell entwickelt. Grundlegend
verschieden sind etwa Zeit-bezogene oder Prozess-bezogene Daten, die un-
terschiedliche Visualisierungsformen nach sich ziehen [Roa08]. Fu¨r eine ent-
sprechende Unterstu¨tzung des Wissensarbeiters ist also die Unterstu¨tzung
mehrerer Datenquellen und mehrerer unterschiedlicher Visualisierungen von
No¨ten.
Der Hauptfokus liegt also darauf, Visualisierungen mit (verschiedenen) Da-
tenquellen und Kontextinformationen zu kombinieren, um den Nutzen der
Visualisierung fu¨r den Wissensarbeiter zu steigern. Genau dies soll mit dem
hier vorgestellten Ansatz erreicht werden. Einen U¨berblick dazu gibt die
Abbildung 3.1.
Die generelle Idee basiert daher darauf, Daten, die am wissensintensiven
Arbeitsplatz vorhanden sind, miteinander zu verknu¨pfen, mit Kontextinfor-
mationen anzureichern und visuell darzustellen.
Bei der Entwicklung des System wurde auf eine Reihe von Entwurfsmuster
[GHJV95] zuru¨ck gegriﬀen. Entwurfsmuster erleichtern Entwurf und Ent-
wicklung von Objekt-orientierten wiederverwendbaren Systemen. Sie bieten















Abbildung 3.1: Ansatz fu¨r ein System fu¨r kontextualisierte Visualisierung
wenn auch nicht fu¨r jedes Problem. Basierend auf Erfahrungen (englisch:
Experiences) helfen sie bei speziﬁschen Problemen im Entwurf und fu¨hren
zu objektorientierten Ansa¨tzen, die ﬂexibler, eleganter und letztendlich wie-
derverwendbar sind.
Im oben dargestellten Ansatz (Abbildung 3.1) ist das generelle Entwurfs-
muster Model-View-Controller (in Zukunft auch MVC) zu erkennen [KP88].
Dabei handelt es sich um ein Muster ho¨herer Ebene, welches wiederum an-
dere Muster verwendet (weitergehende Entwurfsmuster und deren Verwen-
dung werden im na¨chsten Abschnitt 3.3 erla¨utert). Dieses Muster wurde
unter anderem in Smalltalk-80 verwendet, um Benutzungsschnittstellen zu
konstruieren.
Das Ziel, das mit der Verwendung dieses Musters erreicht wird, ist die
Visualisierungen von den eigentlichen Daten zu trennen. Dazu wird eine
Steuerungskomponente eingefu¨hrt (englisch: Controller), die das Bindeglied
zwischen diesen Elementen darstellt. Der hier vorgestellt Ansatz entspricht
genau dem MVC-Muster, indem die Daten (statische und dynamische Kon-
textinformationen) mit den Visualisierungen auf lose Art und Weise ver-
knu¨pft werden.
Dieser Ansatz unterstu¨tzt direkt die Anforderung nach mehreren verschiede-
nen Visualisierungen und Datenquellen. Das System kann dadurch sowohl
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statische als auch dynamische Daten und Kontextinformation verarbeiten
und als kontextualisierte visuelle Ausgaben dem Wissensarbeiter bereitstel-
len.
Wie die Steuereinheit und damit das eigentlich System aufgebaut ist und
welche Entwurfsmuster dabei Verwendung fanden, wird im na¨chsten Ab-
schnitt beschrieben.
3.3 Systementwurf
In diesem Abschnitt wird der Systementwurf dieser Arbeit vorgestellt und
diskutiert: das generelle Konzept fu¨r ein System, welches kontextualisierte
Visualisierung unterstu¨tzt. Der Entwurf, der dieser Arbeit zu Grunde liegt,
basiert auf dem Ansatz, der weiter oben in Abbildung 3.1 dargestellt ist.
An dieser Stelle wird das System genauer beschrieben. Es ist schematisch in
Abbildung 3.2 dargestellt. Insbesondere ist die
”
Wolke“ aus Abbildung 3.1
nun genau beschrieben. Ein weiterer Unterschied ist, dass nun auch die kon-
textualisierbaren Visualisierungen eine Gruppe von externen Komponenten
darstellt, die vom System verwendet, ausgewa¨hlt, angepasst und schließlich

















Abbildung 3.2: Systementwurf fu¨r kontextualisierte Visualisierung
Im unteren Bereich der Abbildung sind die drei (externen) Basiselemente
Kontextsensoren, Visualisierungen und Datenquellen zu sehen, die u¨ber die
48 Konzeption
jeweilige Systemkomponente (Sensor- und Datenkomponente sowie Visua-
lisierungsauswahl) angesprochen beziehungsweise verwaltet werden. Diese
externen Elemente werden herangezogen und so kombiniert, dass am Ende
dem Wissensarbeiter genau eine der Visualisierungen in kontextualisierter
Form zur Verfu¨gung gestellt werden kann. Was diese einzelnen Komponenten
genau bedeuten und wie sie in diesem System zusammenspielen, ist in den
na¨chsten Abschnitten beschrieben.
3.3.1 Externe Basiselemente
Den Anfang bilden die externen Basiselemente. Als Eingabe fu¨r das System
zur kontextualisierten Visualisierung beziehungsweise als gegeben voraus-
gesetzt werden drei Arten von Komponenten. Dabei handelt es sich um
Kontextsensoren sowie parametrisierbare Visualisierungen und Datenquel-
len. Sie sind im untersten Teil der Abbildung 3.2 dargestellt.
Im Rahmen dieser Arbeit geht es nicht um die Entwicklung dieser Kompo-
nenten, sondern darum, vorhandene Auspra¨gungen dieser Komponenten in
das Rahmenwerk zu integrieren.
Folgende drei externen Elemente stehen uns zur Verfu¨gung:
∙ Kontextsensoren (Informationsquellen fu¨r den Arbeitskontext oder die
Arbeitssituation des Wissensarbeiters)
∙ Datenquellen (Datenquellen am wissensintensiven Arbeitsplatz, ver-
gleiche Abschnitt 2.2.4)
∙ Visualisierungen (bestehende parametrisierbare Visualisierungen, ent-
sprechend den Randbedingungen, siehe Abschnitt 3.1.5)
Kontextsensoren sind Informationsquellen, die den Kontext beziehungswei-
se die aktuelle Arbeitssituation des Wissensarbeiters erfassen (siehe Ab-
schnitt 2.4.2). Dies bedeutet insbesondere die Information u¨ber die aktuelle
Aufgabe des Wissensarbeiters oder das Themengebiet, mit dem er sich gera-
de bescha¨ftigt. Die zentrale Rolle dieser Kontextinformation wurde bei der
Diskussion der verwandten Arbeiten und der Anforderungsanalyse heraus-
gestellt. Aber auch weitere Kontextinformationen ko¨nnen am wissensinten-
siven Arbeitsplatz von großem Interesse sein, etwa Gera¨teparameter oder
Umgebungsinformationen. Eine eingehendere Ero¨rterung des Themas Kon-
textsensoren ﬁndet im anschließenden Abschnitt 3.3.2 statt.
Die Integration mehrerer Datenquellen als drittes externes Basiselement er-
laubt die Vereinheitlichung und Verknu¨pfung der verschiedenen Datenquel-
len. Vorher waren dies voneinander getrennte Datenbesta¨nde.
Des Weiteren gehen wir in dieser Arbeit davon aus, dass eine oder mehrere
Visualisierungen zur Verfu¨gung stehen, um mit Daten und Kontextinforma-
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tionen kombiniert zu werden. Eine vertiefende Diskussion daru¨ber, warum
keine neuen Visualisierungen entwickelt, sondern vielmehr bestehende in das
zu entwickelnde System integriert werden, fand bereits weiter oben in Ab-
schnitt 2.3.2 statt. Im Folgenden werden diese Elemente mit ihren internen
Systemkomponenten beschrieben.
3.3.2 Kontextsensoren und deren Verwendung
Ein zentraler Ansatz dieser Arbeit ist die Verwendung von Kontextinforma-
tionen. Dazu ko¨nnen mehrere Kontextsensoren an das System angeschlos-
sen werden und sich gegenseitig bezu¨glich der bereitgestellten Informati-
onen erga¨nzen. Kontextsensoren sind im Rahmen dieser Arbeit physische
oder (zumeist) virtuelle Sensoren, die Informationen u¨ber den wissensin-
tensiven Arbeitsplatz extrahieren ko¨nnen (fu¨r eine genaue Deﬁnition siehe
Abschnitt 2.4). Diese Sensoren liefern Informationen u¨ber den Relations- so-











Um einen transparenten Zugriﬀ auf diese Sensoren zu gewa¨hrleisten, steht im
System die Sensorkomponente zur Verfu¨gung. Bei dem Entwurf dieser Kom-
ponente wurde das Entwurfsmuster
”
Fassade“ (englisch: Facade) verwendet.
Dies schirmt auf der einen Seite die einzelnen Kontextsensoren vom restli-
chen System ab und erlaubt so eine lose Kopplung und damit eine einfache
Anreicherung der vorhandenen Kontextsensoren (siehe Abbildung 3.3).
Auf der anderen Seite steht auf diese Art und Weise eine Bu¨ndelung aller
Kontextinformationen bereit, ohne wissen zu mu¨ssen, welcher Sensor oder
welche Sensoren diese Informationen liefern ko¨nnen. Vielmehr u¨bernimmt
diese Komponente die Koordination der Sensoranfragen.
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Fu¨r den Informationsﬂuss beziehungsweise die Richtung, aus der die Kom-
munikation angestoßen wird, gibt es zwei Mo¨glichkeiten, wie bereits in Ab-
schnitt 3.1 weiter oben beschrieben. Dabei geht es sowohl um die Verbindung
von der Sensorkomponente
”
nach unten“ zu den einzelnen Kontextsensoren
als auch um die Verbindung
”





Die eine Richtung, die Kontextsensoren nach den Informationen zu fragen
und diese dann auf die Visualisierung anzuwenden (englisch: Pull), bevor
oder zu Beginn der Darstellung der Visualisierung, geht von der Kontextu-
alisierung u¨ber die Sensorkomponente zu den Kontextsensoren. Die andere,
eher wa¨hrend der Laufzeit des Systems statt ﬁndende, ist genau anders her-
um gerichtet. Hier melden die Kontextsensoren eine aktuelle Vera¨nderung
der Kontextinformationen u¨ber die Sensorkomponente an die Kontextuali-
sierungskomponente und daru¨ber an die eigentlichen Visualisierungen (eng-
lisch: Push). Dies erlaubt auch wa¨hrend des Betriebs eine sta¨ndige Aktuali-
sierung der Visualisierung entsprechend der Kontextinformationen.
Dieses Push/Pull-Verhalten ist in Abbildung 3.4 skizziert und wird durch
den Einsatz des Entwurfsmusters
”
Beobachter“ (englisch: Observer) erreicht
[GHJV95]. Insbesondere erlaubt es neben dem Push/Pull-Prinzip sowohl die
Verwendung mehrerer Kontextsensoren als auch die Verwendung mehrerer
Visualisierungen zur selben Zeit. Dazu werden die Nachrichten mit Hilfe
eines Sammelaufrufs oder Rundrufs (englisch: Broadcast) verteilt.
Quellen fu¨r Kontextinformationen
In diesem Abschnitt wird erla¨utert, welche Informationsquellen fu¨r die Er-
mittlung von Kontextinformationen herangezogen werden ko¨nnen. Folgende
Quellen ko¨nnen dabei beispielsweise fu¨r die Kontextualisierung der Visuali-
sierungen genutzt werden:
∙ betriebssystembasierte Desktopsensoren ko¨nnen Informationen u¨ber
aktive Anwendungen, oﬀene Dokumente, Schlagwo¨rter aus Dokumen-
ten, Zwischenablage oder eine Kombination daraus liefern. Aus diesen
Informationen lassen sich der aktuelle Arbeitsschritt des Wissensar-
beiters schließen oder wichtige Schlagwo¨rter extrahieren [LFBG07].
∙ Die Benutzerinteraktionen oder die Benutzerhistorie (zum Beispiel zu-
letzt geo¨ﬀnete Programme oder Dokumente) la¨sst einen Schluss auf
Vorlieben und damit mo¨gliche Parameter des Benutzers zu [GBH05].
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∙ Datenzusammenha¨nge aus einer oder mehreren Datenquellen (Relati-
onskontext, nach Deﬁnition 10) liefern Zusammenha¨nge u¨ber die Gren-
zen von einzelnen Datenquellen hinaus und weiten damit den Nutzen
am wissensintensiven Arbeitsplatz aus.
∙ Die Art der Datenstrukturen (zum Beispiel Ba¨ume, Netze, zyklische
Graphen, wie sie typischerweise in Modellen vorkommen, die fu¨r infor-
melles Lernen am wissensintensiven Arbeitsplatz relevant sind) ko¨nnen
Einﬂuss auf die Auswahl und Verwendung einer Visualisierung haben.
∙ Benutzereinstellungen und manuell eingestellte Vorlieben (zum Bei-
spiel Startparameter, Farben, Skalierung) ko¨nnen sich direkt fu¨r die
Anpassung der Visualisierungen eignen.
∙ Auch (physische) Gera¨teparameter (etwa zur Verfu¨gung stehende Bild-
schirmauﬂo¨sung und Bandbreite) ko¨nnen eine wertvolle Information
fu¨r eine System zur kontextualisierten Visualisierung darstellen.
∙ Nicht zuletzt erlaubt die Verwendung von Umgebungsinformationen
(zum Beispiel Lautsta¨rke oder Helligkeit) eine Optimierung der Vi-
sualisierung fu¨r den Wissensarbeiter.
Dabei lassen sich verschiedene Typen von Kontextsensoren unterscheiden,
je nachdem ob sie elementare oder aggregierte Kontextinformationen lie-
fern. Benutzereinstellungen und Gera¨teparameter etwa liefern elementare
Kontextinformationen, wa¨hrend die aktuelle Aufgabe aus den Daten des
Desktopsensors zum Beispiel u¨ber Techniken des maschinellen Lernens ag-
gregiert werden kann, wie in [LFBG07, GKS+08] beschrieben.
Diese Informationen (elementare und aggregierte) ko¨nnen die aktuelle Auf-
gabe, Situation und den Kontext des Wissensarbeiters beschreiben und sind
deshalb geeignet, zur Unterstu¨tzung am wissensintensiven Arbeitsplatz ein-
gesetzt zu werden.
3.3.3 Datenquellen und die Anpassung der Daten
In diesem Abschnitt wird erla¨utert, wie die externen Datenquellen an das
System angeschlossen werden und wie die Datenkomponente mit den ande-
ren Komponenten interagieren lassen.
Zur Abgrenzung muss gesagt werden, dass in dieser Arbeit keine automa-
tische Datenanpassung auf Ebene ga¨ngiger Formate (zum Beispiel RDF,
OWL, XTM) behandelt wird. Sollten komplexere oder auch weniger kom-
plexe Konvertierungen oder sogar Konvertierungsketten no¨tig sein, muss der
Benutzer des Systems diese entsprechend konﬁgurieren, damit die Daten
letzten Endes fu¨r die Visualisierungen zur Verfu¨gung stehen.
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Wie bereits im Abschnitt 2.2.4 aufgefu¨hrt, gibt es eine Reihe von Daten-
formen und -formaten, die speziell am wissensintensiven Arbeitsplatz eine
Rolle spielen. Diese Datenformen sind unter anderem folgende:
∙ Eine zentrale Rolle am wissensintensiven Arbeitsplatz spielen vormo-
dellierte, implizite oder Ad-Hoc generierte (Arbeits-)Prozessinforma-
tionen [FLDL04, SSS07].
∙ Von Doma¨nenexperten modelliertes Doma¨nenwissen in Verbindung
mit den Dokumenten und Kompetenzen bilden eine reichhaltige Quelle
fu¨r vernetzte Datenbesta¨nde.
∙ Nicht zuletzt bieten interne und externe Dokumentensysteme, wie be-
triebsinterne CMS (englisch: Content Management Systems), die zu-
grunde liegenden Informationen, Daten und Dokumente fu¨r die Visua-
lisierung an.
Da das System zur kontextualisierten Visualisierung diese Daten mit den
verschiedenen Visualisierungen verknu¨pfen soll, mu¨ssen unter Umsta¨nden
diese Datenformate an die entsprechende (vorher ausgewa¨hlte) Visualisie-
rung beziehungsweise deren Eingabeformat angepasst werden, damit diese
Daten angezeigt werden ko¨nnen. Das bedeutet, dass es in der Regel nicht
ausreicht, dem System lediglich eine Menge von Datenquellen zur Verfu¨gung
zu stellen, sondern es mu¨ssen ebenso auch Datentransformatoren bereitge-
stellt werden, damit der Nutzen dieser Daten mo¨glichst breit ist und die
Daten mit verschiedenen Visualisierungen angezeigt werden ko¨nnen.
Um dies zu Realisieren wurde das Entwurfsmuster
”
Adapter“ angewendet.
Dies erlaubt uns, die Daten beziehungsweise deren Datenformat entspre-
chend der zu verwendenden Visualisierung anzupassen.
Kontextualisierte Informationen – Relationskontext
Nachdem nun der Anschluss der Datenquellen in den Entwurf eingegangen
ist, wird an dieser Stelle beleuchtet, wie der Relationskontext beru¨cksichtigt
werden kann und somit eine Verbindung verschiedener vormals isolierter
Datenquellen statt ﬁndet.
Die oben beschriebenen Kontextinformationen (siehe Abschnitt 2.4) ko¨nnen
dazu verwendet werden, Daten oder Informationen mit Kontext anzurei-
chern – mit anderen Worten, diese Informationen zu kontextualisieren. In-
formationen werden dabei durch zusa¨tzliche Informationen oder Relationen
erga¨nzt, so dass es einem Wissensarbeiter leichter fa¨llt, die Informationen
in seinem Denken zu vernetzen und daraus Wissen zu generieren. Kon-
textualisierte Informationen sind demnach Informationen, die zum Beispiel
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u¨ber die Meta-Informationen (Informationen u¨ber Informationen) erweitert
und angereichert wurden. Weitere Erla¨uterungen und Beispiele sind in Ab-
schnitt 2.4.1 diskutiert.
Insbesondere fu¨r die Kombination und Verschmelzung von verschiedenen
Datenquellen wurde das Entwurfsmuster
”
Erbauer“ (englisch: Builder) ver-
wendet. Dadurch ist die Analyse der Daten und Metadaten an einem Punkt
gebu¨ndelt und die vernetzten kontextualisierten Daten stehen fortan dem
System zur Verfu¨gung.
Neben der reinen Datenanpassung kann die Mo¨glichkeit der Relationskon-
textanalyse auf den Daten, die Qualita¨t der Informationen insbesondere in
ihrer Vernetztheit am wissensintensiven Arbeitsplatz stark erho¨hen.
3.3.4 Visualisierungen und deren Auswahl
Der dritte und letzte Aspekt des Konzepts bezu¨glich externer Elemente, ne-
ben den Kontextsensoren und den Datenquellen, sind die Visualisierungen
an sich. Wie in Abbildung 3.2 dargestellt, ko¨nnen verschiedene Visualisierun-
gen an das System angeschlossen werden. Die verschiedenen Visualisierungen
ko¨nnen dem System und damit dem Wissensarbeiter an seinem Arbeitsplatz
zur Verfu¨gung gestellt werden.
U¨ber die Auswahl der Visualisierung wird dem Wissensarbeiter genau eine,
am besten passende angeboten (englisch: Best Fit). Diese Auswahl ﬁndet
dabei idealer Weise durch das System statt. Sofern sich diese Visualisierung
parametrisieren la¨sst, kann diese in einem weiteren Schritt mit Kontextin-
formationen angereichert werden und so der Nutzen der Visualisierung ge-
steigert werden. Der Kontext steuert dabei auf unterschiedliche Arten und
Weisen die Parameter der Visualisierung (siehe na¨chster Abschnitt 3.3.5).
Fu¨r die Auswahl der geeigneten Visualisierungsform stehen zwei Informa-
tionsquellen zur Verfu¨gung. Dieser Informationsﬂuss ist in Abbildung 3.2
als gestrichelter Pfeil dargestellt. Die eine Quelle ist die Kontextinforma-
tion der Sensoren, die andere ergibt sich aus der Analyse der darzustel-
lenden Daten. Die aktuelle Aufgabe des Wissensarbeiters ko¨nnte etwa mit
einer bestimmten Visualisierungsform am Besten unterstu¨tzt werden. Auf
der anderen Seite existiert fu¨r jede Datenform oder Datenstruktur eine oder
mehrere besonders gut passende Visualisierungen. Speziell fu¨r letzteres gibt
es einige Forschungsarbeiten in der Informationsvisualisierung, die sich mit
dem Ableiten der Visualisierung aus den Daten befassen [Bo¨r00]. Obwohl die
(automatische) Auswahl der Visualisierung konzeptionell zu dem Systement-
wurf geho¨rt, wird dieser Aspekt des Systems im Rahmen dieser Arbeit nicht
weiter verfolgt, sondern vom System per Konﬁguration getroﬀen beziehungs-
weise vom Benutzer ausgewa¨hlt. Ansa¨tze, diesen automatischen Schritt zu
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beru¨cksichtigen und zu integrieren, sind zum Beispiel in [Bo¨r00] beschrieben
und ko¨nnten in spa¨teren Arbeiten in das hier vorgestellte System technisch
integriert werden.
Als Entwurfsmuster wurde die
”
Fabrikmethode“ (englisch: Factory Method)
verwendet. Diese erlaubt das Einbringen und Instantiieren verschiedener Vi-
sualisierungen, ohne diese von vorne herein zu kennen. Außerdem legt diese
Methode einen genauen Ort fest, an dem entschieden wird, welche Klasse
und damit Visualisierung instantiiert werden soll. In der weiteren Umset-
zung geschieht dies nicht durch Automatismen, sondern durch festgelegte
Einstellungen (zum Beispiel Konﬁgurationsdateien) oder durch Nutzerin-
teraktionen.
Wie die ausgewa¨hlte Visualisierung mit den entsprechenden Kontextinfor-
mationen angereichert werden kann, wird im folgenden Abschnitt beschrie-
ben.
3.3.5 Kontextualisierte Visualisierung
Als letzter Schritt in diesem Ablauf hin zu einer kontextualisierten Visua-
lisierung fehlt nach der Bereitstellung von Kontextinformationen und der
darzustellenden Daten sowie der Auswahl einer Visualisierung noch die An-
wendung der Kontextinformationen auf die Parameter der Visualisierung.
Essentiell fu¨r diesen Schritt ist, dass die Visualisierungen die Mo¨glichkeit
zur Parametrisierung mitbringen mu¨ssen. Wenn dies nicht gegeben ist, kann
die eigentliche Anpassung der Visualisierung nicht vorgenommen werden.
Es bleibt nur die Anreicherung der darzustellenden Daten um Relationskon-
text, also Verbindungen zwischen Datenelementen aus einer oder mehreren
Quellen. Dafu¨r ist eine weitergehende Anpassbarkeit der Visualisierung nicht
notwendig.
Fu¨r die Anpassung der Visualisierung wird ein Abgleich zwischen den zur
Verfu¨gung stehenden Kontextinformationen und den Parametrisierungsmo¨g-
lichkeiten der Visualisierung durchgefu¨hrt. Die entsprechende Komponente
nimmt dabei die Kontextinformationen entgegen und wendet diese auf die
Visualisierung an. Dazu kann es no¨tig sein, der Visualisierung beim Start
zum Beispiel eine angepasste Konﬁgurationsdatei oder angepasste Informa-
tionen bereit zu stellen oder der Visualisierung wa¨hrend des Betriebs diese
Kontextinformationen zu u¨bergeben (siehe Abschnitt 3.3.2).
Lassen sich zum Beispiel einzelne Symbole in der Visualisierung durch Pa-
rameter vera¨ndern, ko¨nnen Erreichbarkeitsinformationen verwendet werden,
um die Personen als erreichbar (englisch: online) oder nicht erreichbar (eng-
lisch: oﬄine) zu kennzeichnen. Außerdem ko¨nnte die Gro¨ße der Symbole
angepasst werden, entsprechend der Wichtigkeit oder anderer Informatio-
nen. Auf diese Art und Weise lassen sich verschiedene Kontextmaße, al-
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so kontextabha¨ngige Kennziﬀern oder Kenngro¨ßen, deﬁnieren. Diese Kon-
textmaße stellen dann eine Verbindung von Kontextinformationen (sowohl
Relationskontexte als auch Zustandskontexte) zu den Visualisierungen dar.
Weitere U¨berlegungen zu diesen Kontextmaßen und aufgestellten Heuris-
tiken werden bei der Beschreibung der Umsetzung im folgenden Kapitel 4
diskutiert und beleuchtet.
Insbesondere fu¨r die Versorgung der Visualisierung mit Kontextinforma-
tionen zur Laufzeit (Push) ist jedoch zu beachten, dass dies nicht dazu
fu¨hrt, dass der Wissensarbeiter in seiner aktuellen Arbeit gesto¨rt oder un-
terbrochen wird (Anforderung 5: unaufdringliches System). Dazu kann es
von No¨ten sein, die Aktualisierung der Visualisierung nur in bestimmten
Zeitabsta¨nden durchzufu¨hren oder dies bei der eigentlichen visuellen Ak-
tualisierung zu beru¨cksichtigen und visuelle A¨nderungen zu minimieren.
Um diese Komponente umzusetzen wurde das Entwurfsmuster
”
Vermittler“
(englisch: Mediator) angewendet. Dies erlaubt eine schwa¨chere Kopplung der
Komponenten, in diesem Fall zwischen den Visualisierungen auf der einen
Seite und den Sensoren/Datenquellen auf der anderen Seite. Des Weiteren
fu¨hrt dieser Ansatz zu einer zentralen Steuerung des Ablaufs und damit
einer einfachen Erweiterung des Gesamtsystems.
Verwendungsmo¨glichkeiten der Kontextinformationen
Auf Basis der diversen Kontextinformationen kann eine Vielzahl von Pa-
rametern der Visualisierungen beeinﬂusst werden. Fu¨r einzelne Anpassun-
gen sind Heuristiken oder a¨hnliches anzuwenden, um nutzerbezogene und
nutzungsbezogene A¨nderungen an den Visualisierungen auf Basis der Kon-
textinformation vornehmen zu ko¨nnen. Zu untersuchen sind unter anderem
folgende Einﬂussmo¨glichkeiten:
∙ Hervorhebung wichtiger oder hilfreicher Informationen (zum Beispiel
auf Basis auftretender Schlagwo¨rter am Arbeitsplatz)
∙ Auswahl eines automatischen Einstiegspunktes in die Visualisierung
(zum Beispiel auf Basis des aktuellen Kontexts des Wissensarbeiters)
∙ Gro¨ße und Skalierung der Visualisierung oder einzelner Elemente (zum
Beispiel je nach zur Verfu¨gung stehenden Bildschirmauﬂo¨sung)
∙ Art der Daten (zum Beispiel netz- oder prozessartige Daten mit ent-
sprechender Visualisierung)
∙ Anpassung visueller Parameter der einzelnen Elemente (zum Beispiel
Statusanzeige von Aufgaben/Personen oder Gro¨ße des Elements als
Indikator fu¨r dessen Wichtigkeit)
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∙ Anpassung des Detailreichtums an den gegebenen Arbeitskontext. Da-
zu za¨hlen:
– die Steuerung von Anzahl und Menge der beru¨cksichtigten und
visualisierten Relationen und Elemente
– Anwendung automatischer Filterregeln (zum Beispiel Hervorhe-
bung oder Weglassung bestimmter Klassen von Informationen)
– automatische Vorauswahl der anzuzeigenden Informationen
– Anpassung der Gro¨ße des angezeigten Bereichs beziehungsweise
der
”
Umgebung“ des ausgewa¨hlten Elements
Wie und welche dieser komplexen Mo¨glichkeiten umgesetzt und evaluiert
wurden, wird in dem folgenden Kapitel 4 erla¨utert.
3.4 Zusammenfassung
In diesem Kapitel wurde ein System zur kontextualisierten Visualisierung
konzipiert. Dazu wurde zu Beginn eine Anforderungsanalyse auf Basis von
Nutzeranforderungen, der verwandten Arbeiten, der technischen Gegeben-
heiten und der einzubettenden Visualisierungen durchgefu¨hrt. Auf Basis die-
ser Anforderungen wurde zuerst ein Model-View-Controller-basierter Ansatz
vorgestellt, der dann zu einem konkreteren Systementwurf erweitert wurde.
Das konzipierte System stellt ein Rahmenwerk zur adaptiven kontextuali-
sierten Visualisierung dar. Dazu werden Kontextsensoren, Datenquellen und
Visualisierungen zu einer erweiterbaren Architektur kombiniert. Ein einfa-
ches Modell zur Beschreibung des Kontexts erlaubt dabei eine ﬂexible Kom-
munikation der einzelnen Komponenten.
Nicht zuletzt wurden Kriterien fu¨r Visualisierungen am wissensintensiven
Arbeitsplatz erarbeitet. Verschiedene Randbedingung beschreiben dazu An-
forderungen und Eckpunkte fu¨r eine erfolgreiche Integration in das hier vor-
gestellte Rahmenwerk und damit fu¨r einen gewinnbringenden Einsatz am
wissensintensiven Arbeitsplatz.
Auf der Grundlage dieses Kapitels folgt nun die genauere Beschreibung des
Feinkonzepts und der prototypischen Umsetzung beziehungsweise Instanti-
ierung des Systems.
”
Bei allem, was sich wirklich zu tun lohnt,
lohnt es sich, Fehler zu machen.“
— G. K. Chesterton
Kapitel 4
Prototypische Umsetzung
Nach der Vorstellung des Ansatzes und des Systementwurfs im vorigenKapitel wird in diesem Kapitel na¨her auf die Entwicklung des proto-typischen Systems eingegangen. In diesem Zusammenhang werden
ein Kontextmodell erarbeitet, verwendete Kontextsensoren und Visualisie-
rungen vorgestellt und wichtige Entwurfsentscheidungen und Entwicklungs-
wege aufgezeigt.
Dazu wird prototypisch ein System entwickelt, an das mehrere Datenquel-
len, Visualisierungen und Kontextsensoren angeschlossen werden ko¨nnen.
Fu¨r die Einbindung der verschiedenen Komponenten ist jeweils eine einfach
zu verwendende Schnittstelle deﬁniert worden. Dieses Leitmotiv gilt insbe-
sondere zwischen den Kontextsensoren und den Visualisierungen.
4.1 Feinkonzept der Architektur
Ausgehend von dem Ansatz (Abschnitt 3.2) und dem Systementwurf (Ab-
schnitt 3.3) wird an dieser Stelle das Feinkonzept vorgestellt. Dazu wird
der Entwurf, wie er in Abbildung 3.2 auf Seite 47 dargestellt ist, verfeinert.
Das Resultat dieser Verfeinerung ist im folgenden UML Klassendiagramm
zu sehen (Abbildung 4.1) und liefert eine genauere Beschreibung des proto-
typischen Systems beziehungsweise dessen Implementierung.
Im Folgenden wird diese Implementierung besprochen, welche in Java und
XML vorgenommen wurde. Um ein besseres Versta¨ndnis der Implementie-
rung zu ermo¨glichen, wird das Rahmenwerk detailliert anhand des Klassen-
diagramms in Abbildung 4.1 beschrieben. Hierbei wurden die Klassen in die







troller“ eingeordnet (siehe MVC-Entwurfsmuster in Abschnitt 3.2). Die ein-
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zelnen Klassen sowie wichtige Aspekte der Umsetzung einzelner Klassen und
Konzepte werden im Folgenden beschrieben. Fu¨r ein leichteres Versta¨ndnis
des UML-Klassendiagramms fangen Schnittstellen (englisch: Interfaces) und
abstrakte Klassen mit einem großen
”



















+ getInstance(): SensorController+ addSensor(sensor: ISensor)+ getVocabular(): Set<String>+ getValue(vocabular: String): Object+ addSensorListener(listener: IView)+ removeSensorListener(listener: IView)
- sensors: Set<ISensor>
<<Interface>>ISensor
+ getVocabular(): Set<String>+ getValue(vocabel: String): Object
ContextSensor 1 ContextSensor 2
Middleware
+ loadConfiguration()+ openView(view: IView)+ getView(): IView
- viewSelector: VisualizationSelector
View 1 View 2 JPanelAdapter 1 Adapter 2
<<abstract>>IView
- adapter: IConfigurationAdapter
+ setConfigurationAdapter(adapter: IConfigurationAdapter)+ getConfigurationAdapter(): IConfigurationAdapter+ setDataSource(source: IDataConverter)
VisualizationSelector
+ addView(view: IView)+ addAdapter(view: IView, adapter: IConfigurationAdapter)+ selectBestAdapter(view: IView): IConfigurationAdapter+ selectBestView(): IView
- adapters: Map<IView, IConfigurationAdapter>- views: Set<IView>
<<Interface>>IDataConverter
+ setParam(paramId: String, value: Object)+ getData(paramId: String): Object
Converter 1 Converter 2
<<Interface>>IConfigurationAdapter
+ setDataConverter(source: IDataConverter)+ getVocabular(): Set<String>+ createConfiguration()
Abbildung 4.1: UML Klassendiagramm des Systems
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Ausgangspunkt fu¨r das Rahmenwerk ist die Klasse Middleware, die als
zentrale Schnittstelle zu der restlichen Anwendung dient. Wie bereits im
Abschnitt 3.3.5 besprochen wurde dabei das Entwurfsmuster
”
Vermittler“
umgesetzt [GHJV95], welches vor allem eine schwa¨chere Kopplung der Kom-
ponenten erlaubt. U¨ber diese zentrale Klasse ko¨nnen die einzelnen Visualisie-
rungen geo¨ﬀnet und geschlossen werden. Diese zentrale Steuerung erlaubt
eine einfache Erweiterung des Gesamtsystems. Von ihr ausgehend werden
auch die restlichen Teile des Rahmenwerks initialisiert und kontrolliert. Die
Klassen SensorController, VisualizationSelector und Middlewa-
re bilden dabei die Schicht
”
Controller“, u¨ber die die Verwaltung der Kon-
textsensoren und Visualisierungen funktioniert und die den automatisierten
Informationsaustausch ermo¨glicht. Die Schnittstelle IConfigurationAd-
apter und die abstrakte Klasse IView bilden dabei das Grundgeru¨st fu¨r die
Schicht
”




Im Folgenden werden die einzelnen Klassen Schicht fu¨r Schicht besprochen




View“-Schicht repra¨sentiert die abstrakte Klasse IView eine kontex-
tualisierte Visualisierung wie beispielsweise die Prozessansicht oder den To-
picMap Viewer (diese Visualisierungen werden weiter unten im Abschnitt 4.2
besprochen). Jede kontextualisierte Visualisierung muss von dieser abstrak-
ten Klasse erben und deren abstrakte Methoden u¨berschreiben, um in das
Rahmenwerk integriert werden zu ko¨nnen. Die Klasse IView erbt von der
Klasse JPanel, die der Familie der graﬁschen Swing-Komponenten an-
geho¨rt. Das Erben von dieser Klasse ermo¨glicht es, die kontextualisierten
Visualisierungen sowohl in einem eigenen Fenster anzeigen zu lassen als auch
diese eventuell mit weiteren (kontextualisierten) Visualisierungen in einem
anderen Fenster zu integrieren und zu kombinieren.
Sofern beno¨tigt, ko¨nnen der Visualisierung bei der Initialisierung noch
zusa¨tzliche Informationen hinzugefu¨gt werden. Dies geschieht u¨ber die Me-
thode setDataSource(IDataConverter source). IDataConverter wird
dabei als eine Art Hu¨lle (englisch: Wrapper) oder Container verwendet, der
beliebig viele Informationen entha¨lt. Die konkreten Datenkonverter, die die
Schnittstelle IDataConverter umsetzen, beziehen die Daten dabei zum
Beispiel aus XML-Dateien, Datenbanken oder anderen Quellen. Diese Da-
ten ko¨nnen mittels der Zugriﬀsmethode getData(String id) ausgelesen
und in den Visualisierungen verwendet werden. Dazu ﬁndet in den Daten-
konvertern nicht nur eine Konvertierung der Daten und Datenformate statt.
Vielmehr kann an dieser Stelle auch Datenanalyse und -anreicherungen um-
gesetzt werden, was zu neuen Relationskontextinformationen fu¨hrt (siehe
Abschnitt 2.4.1).
60 Prototypische Umsetzung
Zu jeder kontextualisierbaren Visualisierung geho¨rt ein passender Adapter
(IConfigurationAdapter). Dieser hat die Aufgabe, bei der Initialisie-
rung der Visualisierung den Kontext sowie mo¨gliche weitere Informationen,
die mittels IDataConverter u¨bergeben wurden, zu analysieren und die
Ansicht so bestmo¨glich anzupassen und zu parametrisieren. Beispielsweise
ko¨nnten bestimmte Bereiche der Visualisierung ein- oder ausgeblendet wer-
den, wenn eine bestimmte Kontextinformation verfu¨gbar ist.
Verwaltet werden alle Visualisierungen durch die Klasse VisualizationS-
elector. Neben dieser hat der VisualizationSelector noch eine wei-
tere Aufgabe. Beim O¨ﬀnen einer Visualisierung sucht die Klasse den zu
dieser Ansicht am
”
besten“ passenden Konﬁgurationsadapter aus. Der kon-
krete Konﬁgurationsadapter muss die Schnittstelle IConfigurationAdap-
ter bereitstellen. U¨ber diesen Adapter gelangen die Kontextinformationen
zu der Visualisierung, indem die Konﬁguration der Visualisierung entspre-
chend der Umgebungs- oder Kontextinformation angepasst wird.
Die Auswahl dieses Konﬁgurationsadapters wird im prototypischen System
u¨ber die Anzahl der verwendeten Kontextinformationen des IConfigura-
tionAdapters bestimmt. Dazu wird die Schnittmenge der Vokabulare des
Konﬁgurationsadapters mit der Summe der Vokabulare aller Kontextsenso-
ren gebildet. Es wird der Konﬁgurationsadapter ausgewa¨hlt, fu¨r den sich die
gro¨ßte Schnittmenge ergibt. Bei gleicher Anzahl verwendeter Kontextinfor-
mationen entscheidet das Los zwischen den entsprechenden Adaptern.
Der Ansatz zur Auswahl des Kontextadapters kann mit weiteren beziehungs-
weise anderen Kriterien noch weiter ausgebaut werden, welche jedoch im
Rahmen dieser Arbeit nicht umgesetzt wurden. So kann beispielsweise die
Auswahl der Adapter aufgrund konkreter Kontextinformationen vorgenom-
men werden. Wenn die Adapter etwa angeben, fu¨r welche Auﬂo¨sung sie
optimiert sind, kann dadurch je nach zur Verfu¨gung stehender Auﬂo¨sung
der beste Adapter bestimmt und ausgewa¨hlt werden.
Kontextsensoren werden durch Klassen dargestellt, die die Schnittstelle
ISensor implementieren. Jeder Kontextsensor gibt u¨ber die festgelegte Me-
thode getVocabular() an, welche Kontextinformationen er bereitstellt. Das
zuru¨ckgegebene Vokabular ist eine Liste von Schlu¨sseln, der Schlu¨ssel-Wert-
Paar-basierten Kontextinformationen. Eine tiefere Diskussion des verwende-
ten Kontextmodells und damit des Vokabulars ﬁndet im Abschnitt 4.1.3 u¨ber
die Kommunikation statt. U¨ber die Methode getValue(String vocable)
kann auf die entsprechende Kontextinformation zugegriﬀen werden. Das Ar-
gument vocable stellt hier den eindeutigen Schlu¨ssel zu einer Kontextinfor-
mation dar. Der Ru¨ckgabewert der Methode getValue(String vocable)
ist vom Typ Object. Dadurch werden dem Programmierer alle Freiheiten
bei der U¨bertragung von Kontextinformationen gelassen.
Diese Freiheit bei den Ru¨ckgabewerten bringt aber auch Nachteile bezu¨glich
der Verarbeitung mit sich. Dies wird durch folgendes Beispiel veranschau-
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licht. Ein Kontextsensor gibt eine Liste an Wo¨rtern aus. Bei dem Typ des
Ru¨ckgabewerts ko¨nnte es sich um ein Array mit Strings handeln, ein
Vector mit String-Eintra¨gen oder auch ein Objekt vom Typ List mit
Strings. Mit dem Befehl instanceof kann zwar getestet werden, um wel-
chen Typ es sich bei dem Ru¨ckgabewert handelt, dieses Verfahren ist al-
lerdings sehr umsta¨ndlich, wenn viele verschiedene Ru¨ckgabetypen in Frage
kommen. Trotz dieses Nachteils wurde dieser Mechanismus in dieser Arbeit
verwendet, da die Vorteile u¨berwiegen: der Ansatz ist sowohl von Seiten der
Kontextsensoren und Visualisierungen als auch von dem Rahmenwerk ein-
fach umzusetzen und er zieht keine Einschra¨nkung der Allgemeingu¨ltigkeit
der Arbeit nach sich. Des Weiteren kann eine Standardisierungsinstanz den
Ru¨ckgabetyp zu jedem Element des Alphabets eindeutig deﬁnieren, um
dieser Mehrdeutigkeit entgegen zu wirken. Mehr zu diesem Punkt in Ab-
schnitt 4.1.3.
Der SensorController verwaltet die Kontextsensoren und stellt der ge-
samten Anwendung die Kontextinformationen zentral zur Verfu¨gung. Der
SensorController ist als Singleton implementiert und dient als direk-
ter Ansprechpartner fu¨r Visualisierungen und andere Programmteile, die
die Kontextinformationen nutzen mo¨chten. Er vereint dabei die Informa-
tionen der einzelnen Kontextsensoren (Entwurfsmuster Fassade). A¨hnlich
wie bei einem einzelnen Kontextsensor ko¨nnen dabei u¨ber die Methoden
getVocabular() und getValue(String vocable) die verfu¨gbaren Kon-
textinformationen erfragt werden.
Nachdem nun alle einzelnen Komponenten und Klassen besprochen wurden,
geht es im na¨chsten Abschnitt um die Konﬁguration oder Komposition des
Rahmenwerks, bevor anschließend die Kommunikation zwischen den Kom-
ponenten und die Kontextmodellierung besprochen wird.
4.1.2 Konﬁguration des Rahmenwerks
Die Konﬁguration des Rahmenwerks erfolgt u¨ber eine XML-Datei, welche
u¨ber ein XML Schema deﬁniert wird (siehe Anhang A.1.2). Die Konﬁgu-
ration u¨ber eine separate XML-Datei wurde gewa¨hlt, um die Wartbarkeit
des Rahmenwerks sicher zu stellen. Sie ermo¨glicht es zusa¨tzliche Kontext-
sensoren und Visualisierungen dem prototypischen System hinzuzufu¨gen,
ohne dabei den Quellcode zu vera¨ndern. Das Format XML wurde aus-
gewa¨hlt, weil es eine gute maschinelle und menschliche Lesbarkeit und Va-
lidierungsmo¨glichkeiten bietet. Somit ko¨nnen syntaktische Fehler fru¨hzeitig
vermieden werden.
Bei Initialisierung der Klasse Middleware wird als erstes die XML-Datei
Middleware.config.xml geladen. Sie entha¨lt alle wichtigen Eintra¨ge, die in





In dieser Datei werden alle Komponenten angegeben, welche dem Rahmen-
werk hinzugefu¨gt werden sollen. Außerdem werden zu jeder kontextualisier-
ten Visualisierung alle IConfigurationAdapter Klassen angegeben, die
beru¨cksichtigt werden sollen, sowie zusa¨tzliche Informationen, die den Vi-
sualisierungen zur Verfu¨gung stehen sollen. Zur besseren Versta¨ndlichkeit ist
im Anhang A.1.1 eine Beispielkonﬁguration abgebildet.
Die Angabe der einzelnen Komponenten erfolgt dabei u¨ber den komplet-
ten Klassennamen. U¨ber den Paket- und Klassennamen werden Kontextsen-
soren, kontextualisierbare Visualisierungen und dazugeho¨rige Adapter und
Datenquellen eindeutig identiﬁziert. Nachdem die Middleware Klasse die
Konﬁgurationsdatei geladen hat, erstellt der Java Klassenlader der Virtuel-
len Java Maschine von jeder angegebenen Klasse eine Instanz und u¨bergibt
sie dem VisualizationSelector beziehungsweise dem SensorControl-
ler. Falls es sich dabei um eine kontextualisierbare Visualisierung handelt,
wird dieser anschließend noch die entsprechende Datenquelle u¨bergeben.
Zum erneuten Laden der Konﬁgurationsdatei wird in der Klasse Middle-
ware die Methode loadConfigurationFile(String configPath) ange-
boten. Damit la¨sst sich wa¨hrend der Laufzeit des Programms das Rahmen-
werk anpassen. Somit ko¨nnen Kontextsensoren bequem ausgetauscht oder
zusa¨tzliche kontextualisierbare Visualisierungen nachgeladen werden. Ein er-
neutes Starten der Anwendung ist hierbei nicht no¨tig.
Bevor es um die Einsatzszenarios, also konkrete Instanzen des Rahmenwerks
geht, muss noch die Kommunikation im Rahmenwerk besprochen werden.
4.1.3 Kommunikation und Kontextmodell
Wenn es um die Kommunikation innerhalb des Rahmenwerks geht, mu¨ssen
zwei Aspekte besprochen werden: der Inhalt und das Protokoll. Der Inhalt
der Kommunikation wird mit dem Kontextmodell beschrieben (das was),
wa¨hrend das Protokoll (das wie) u¨ber die Schnittstellen und Kommuni-
kationswege deﬁniert wird. Diese beiden Aspekte werden in den folgenden
Abschnitten dargelegt.
Modellierung des Kontexts
Bei dem Kontextmodell geht es um eine einfache, eindeutige und erweiter-
bare Darstellung des Kontexts fu¨r die Kommunikation zwischen den Kom-
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ponenten des Rahmenwerks. Fu¨r die Kommunikation ist die Modellierung
des Kontexts von besonderer Bedeutung, da auf diese Art und Weise die
Kontextinformation und damit die aktuelle Arbeitssituation des Wissensar-
beiters von den Kontextsensoren an die Visualisierungen und die anderen
Komponenten des Systems u¨bergeben werden.
Bei der Modellierung des Kontexts geht es um die Repra¨sentation der Kon-
textinformationen innerhalb des Systems. Fu¨r die Modellierung existieren in
der Literatur verschiedene Ansa¨tze. Diese reichen von einfachen Schlu¨ssel-
Wert-Paaren [SAW94] u¨ber UML und XML Schemata [Mos08] bis hin zu
komplexen ontologiebasierten Modellen [SLP04]. Obwohl diese komplexen
ontologiebasierten Modelle eine Validierung und automatische Schlussfolge-
rungen (englisch: Reasoning) erlauben, sind sie fu¨r die vorliegende Arbeit
zu schwergewichtig, da A¨nderungen im Kontextmodell aufwendig nachzu-
modellieren sind.
Als Anforderung wurde jedoch im Abschnitt 3.1 ein einfaches und leicht an-
passbares Kontextmodell formuliert (Anforderung 15). Aus diesem Grund
wurde sich im Rahmen dieser Arbeit fu¨r Verwendung von Schlu¨ssel-Wert-
Paaren entschieden. Die Schlu¨ssel (englisch: Key) sind dabei vom Typ
String, wa¨hrend die Werte (englisch: Value) vom Typ Objekt sind. Diese
Paare bilden fu¨r die einzelnen Komponenten die Vokabulare. Die Summe
aller dieser Vokabulare bildet das Vokabular des gesamten Rahmenwerks.
Dies stellt eine ada¨quate Modellierung des Kontexts fu¨r das vorgestellt Rah-
menwerk dar. Auf der einen Seite verbindet das Kontextmodell die Kom-
ponenten auf diese Weise miteinander, auf der anderen Seite entkoppelt es
diese gleichzeitig, indem es einen losen Abgleich zwischen den Fa¨higkeiten
der Visualisierung und den Kontextsensoren erlaubt.
Einige Beispiele sollen das Kontextmodell verdeutlichen. Ein konkreter Kon-
textschlu¨ssel ist screen size. Mo¨gliche Werte fu¨r diesen Schlu¨ssel sind
”
1024x768“ fu¨r einen Bildschirmarbeitsplatz oder
”
200x200“ fu¨r ein Mo-
biltelefon. Andere Beispiele sind loudness mit dem Wert
”
98db“ oder
applications mit dem Wert
”
[eclipse.exe, word.exe, skype.exe]“.
Diesen Vorteilen steht gegenu¨ber, dass die einzelnen Elemente des Voka-
bulars nicht festgelegt oder modelliert sind. Dieser Umstand wurde weiter
oben bereits angesprochen (Abschnitt 4.1.1). Im Rahmen dieser Arbeit ge-
hen wir daher davon aus, dass das Vokabular fest und insbesondere die
Wertetypen eindeutig fu¨r jeden Schlu¨ssel deﬁniert sind. Dies ist besonders
zu beachten, wenn mehrere Kontextsensoren und/oder kontextualisierbare
Visualisierungen eine nicht-leere Schnittmenge in ihren Vokabularen haben.
Diese Einschra¨nkung ist allerdings nicht einschneidend und erlaubt weiter-
hin eine einfache Erga¨nzung um neue Schlu¨ssel-Wert-Paare, sollte es bei der
Bereitstellung neuer Kontextsensoren und Visualisierungen angebracht sein
(Anforderung 4.1.1). Als weitergehende Lo¨sung aus dieser Situation ist ei-
ne Art Standardisierung denkbar, welche das gesamte Vokabular mit allen
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mo¨glichen Schlu¨sseln und Wertebereichen deﬁniert und/oder erweitert. Aus
diesem Grund wird in dieser Arbeit die Eindeutigkeit des Ru¨ckgabetyps an-
genommen beziehungsweise vorausgesetzt. Dieser Schritt hat dabei keinen
Einﬂuss auf die Allgemeingu¨ltigkeit des Ansatzes.
Kommunikationsschnittstellen im Rahmenwerk
In diesem Abschnitt geht es um die Kommunikation, das Protokoll, und
damit um das Zusammenspiel der beschriebenen Komponenten und Klassen.
Dabei geht es an dieser Stelle, erga¨nzend zum Kontextmodell im vorigen
Abschnitt, um das wie, also um die Frage auf welche Art die Kommunikation
statt ﬁndet.
Wie bereits im Konzept beschrieben (siehe Abschnitt 3.3.2), unterstu¨tzt
das Rahmenwerk sowohl den Pull- als auch den Push-Mechanismus bei der
U¨bertragung der Kontextinformationen von den Kontextsensoren zu den
Visualisierungen. An dieser Stelle wird die technische Umsetzung der Me-
chanismen in Java beschrieben.
Beim Push-Mechanismus wird vorausgesetzt, dass der eigentliche Kontext-
sensor von der Klasse Observable erbt und die eigentliche Visualisierung
(Unterklasse der abstrakten Klasse IView) die Schnittstelle Observer im-
plementiert. Der Verbindungsaufbau bei der Push-Methode wird bei der
Initialisierung der Visualisierung vorgenommen. Der SensorController
verknu¨pft dabei Visualisierung und Kontextsensor miteinander.
Abbildung 4.2: Push-Verfahren als Sequenzdiagramm
Der Pull-Zugriﬀ erfolgt dabei direkt u¨ber den SensorController, der als
Singleton und Fassade eine zentrale Zugriﬀsstelle auf alle Kontextinforma-
tionen des Systems bereitstellt.
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Abbildung 4.2 verdeutlicht den Informationsaustausch im Push-Verfahren
in einem Sequenzdiagramm, wa¨hrend Abbildung 4.3 das Pull-Verfahren ver-
deutlicht.
”
System“ stellt hierbei keine Klasse dar, sondern dient vielmehr
der Bu¨ndelung der a¨ußeren Ereignisse, die vom Rahmenwerk verarbeitet
werden sollen.
Abbildung 4.3: Pull-Verfahren als Sequenzdiagramm
Bevor Informationen u¨ber das Push-Verfahren ausgetauscht werden ko¨nnen,
muss zuerst die Verbindung zwischen der Visualisierung und dem Kontext-
sensor hergestellt werden. Beim Pull-Verfahren ist dies nicht notwendig, da
hier die Visualisierung als erfragende Komponente die Informationen indi-
rekt durch den SensorController erha¨lt.
Visualisierung und Kontextsensoren beno¨tigen fu¨r die Kommunikation ein
gemeinsam unterstu¨tztes Vokabular. Sobald hier eine U¨bereinstimmung des
Vokabulars existiert, wird die Verbindung zwischen beiden hergestellt. Das
Vokabular der Visualisierung deﬁniert hierbei der dazugeho¨rige IConfigu-
rationAdapter. Eine na¨here Betrachtung des Vokabulars und damit auch
des Kontextmodells ﬁndet im Anschluss statt.
Mit der Kommunikation ist das gesamte Rahmenwerk technisch beschrieben
und somit technisch einsatzfa¨hig. Wie dieses Rahmenwerk eingesetzt bezie-
hungsweise instantiiert wurde, darum geht es in den na¨chsten Abschnitten.
4.2 Einsatzszenarios
Bis zu diesem Punkt wurden in diesem Kapitel die technischen Aspek-
te des prototypischen Systems fu¨r kontextualisierte Visualisierung bespro-
chen. An dieser Stelle werden zwei Einsatzszenarios vorgestellt, in denen das
prototypische System eingesetzt und instantiiert wurde. Nach einer kurzen
Einfu¨hrung in die jeweiligen Gegebenheiten werden Einsatz, Durchfu¨hrung
und Nutzen der Szenarios besprochen. Beide Einsatzszenarios beziehen sich
auf die Zielgruppe dieser Arbeit – den Wissensarbeiter und setzen informel-
66 Prototypische Umsetzung
les Lernen um. Informelles Lernen will dazu technisch Unternehmensdaten
beibehalten, und unterstu¨tzt laut [Era00] und [Sim00] unter anderem den
Zugang zu Informationen und Personen (siehe
”
Elemente des informellen
Lernens“ unter Abschnitt 2.2.5). Der Unterschied zwischen den beiden Sze-
narios liegt vor allem in den verwendeten Daten und der Nutzungsbreite.
Wa¨hrend das erste Szenario benutzerdeﬁnierte leichtgewichtige Aufgaben
und Prozesse inklusive zugewiesenen Personen explorierbar macht, setzt das
zweite Szenario auf einen breiteren Ansatz – eine Benutzerkontextgesteuerte
Anzeige bestehender modellierter Informationen (Kompetenzen, Personen,
Aufgaben, Lernziele und -inhalte).
4.2.1 Einsatzszenario EUDISMES
Das Verteilen von Aufgaben in Unternehmen geschieht oftmals per E-Mail
[BDHS03]. Aufgaben werden in Aufgabenlisten, wie sie von E-Mail-Pro-
gramme wie Microsoft Outlook anboten werden, organisiert und an Mit-
arbeiter delegiert [BDG+04]. Die Empfa¨nger von Aufgaben brechen diese
in Teilaufgaben fu¨r sich herunter und delegieren Teile davon wiederum an
weitere Mitarbeiter. Der Fortschritt der Aufgabenbearbeitung muss von den
Empfa¨ngern an die Sender selbststa¨ndig gemeldet werden oder umgekehrt
von den Sendern abgefragt werden. Eine globale Sicht auf die Aufgabenhie-
rarchie, also auf den Prozess, ist derzeit nicht mo¨glich [SSFM08].
Bei diesem Szenario handelt es sich um informelles Lernen (siehe Ab-
schnitt 2.2.5), da Prozessdaten eine wichtigen Informationsquelle am wis-
sensintensiven Arbeitsplatz darstellen und sowohl Informationen als auch
Personen u¨ber das System erreichbar und auﬃndbar sind. Des Weiteren
ermo¨glicht das in diesem Szenario instantiierten Rahmenwerk dem Benutzer
einen U¨berblick u¨ber alle dargestellten Informationen zu erhalten: Aufgaben,
Ressourcen und Personen.
Im Folgenden wird das Projekt EUDISMES vorgestellt, das mit der Software
”
Collaborative Task Manager“ einen Beitrag zur Lo¨sung der oben genannten
Problemfelder leistet und dessen Daten eine Grundlage fu¨r die kontextuali-




End User Development In Small and Medium En-
terprise Softwaresystems“ [EUD09]. Das Ziel dieses Projektes ist es, Fach-
personal die Mo¨glichkeit zu verschaﬀen, trotz geringer IT-Kenntnisse die
Arbeitsabla¨ufe im Unternehmen zu beeinﬂussen und schwach strukturierte
Prozesse zu Workﬂows zu etablieren. Das Management schwach strukturier-
ter Prozesse wird realisiert, indem es Endbenutzern ermo¨glicht wird, ihre
Arbeitsschritte in hierarchische Aufgabenlisten mit Teilaufgaben zu struktu-
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rieren. Aufgaben und Teilaufgaben ko¨nnen an andere Mitarbeiter delegiert
werden, welche die empfangenen Aufgaben wiederum weiter strukturieren
ko¨nnen. Die Delegation von (Teil-)Aufgaben verbindet Aufgabenlisten meh-
rerer Mitarbeiter zu einem Gesamtprozess. Die im Rahmen dieses Projektes
entwickelte Software, die diese Funktionen anbietet, heißt Collaborative Task
Manager (CTM) und wird im Folgenden vorgestellt [SSFM08, SSS07].
Collaborative Task Manager (CTM)
Der Collaborative Task Manager ist ein Plugin fu¨r Microsoft Outlook und
erweitert die vorhandenen Mo¨glichkeiten der E-Mail- und Aufgabenverwal-
tung. Nach der Installation des CTM ﬁndet man eine zusa¨tzliche Menu¨leiste
in Outlook, die das O¨ﬀnen der Aufgabenu¨bersicht sowie das direkte Anlegen
neuer Aufgaben ermo¨glicht. Ein Screenshot der Aufgabenu¨bersicht des CTM
ist in Abbildung 4.4 zu sehen. Auf der linken Seite der Abbildung sind die
Hierarchien meiner Aufgaben abgebildet. Eine detailliertere Liste der ein-
zelnen Aufgaben ist erga¨nzend dazu auf der rechten Seite der Abbildung
zu sehen. Aufgaben ko¨nnen u¨ber dieses Werkzeug neu angelegt, unterteilt,
gelo¨scht oder delegiert werden.
Abbildung 4.4: Aufgabenu¨bersicht des Collaborative Task Managers
Das Plugin ermo¨glicht die Nutzung des Paradigmas Programmierung-durch-
Beispiel (englisch: Programming by Example) [Lie01]. Dabei werden Benut-
zeraktionen auf CTM-Aufgaben verfolgt und die Daten auf einem zentralen
Server repliziert. Somit ko¨nnen aus individuellen Aufgabenhierarchien glo-
bale Prozessstrukturen abgeleitet werden.
Alle Informationen, die der CTM speichert, werden in einer zentralen Da-
tenbank abgelegt und ko¨nnen als Aufgabenhierarchien in einer graﬁschen
Ansicht angezeigt werden. Was jedoch fehlt, ist eine Anzeige von Zusam-
menha¨ngen, wie beispielsweise eine U¨bersicht u¨ber Aufgaben, die von einem
bestimmten Mitarbeiter bearbeitet werden und Auskunft u¨ber seine Aus-
lastung geben ko¨nnen. Hier setzt die vorliegende Arbeit an und erweitert
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die graﬁsche Anzeige der gespeicherten Informationen um solche Kontextin-
formationen. Die Informationen u¨ber Aufgaben, Prozesse, Ressourcen und
Mitarbeiter dienen der in dieser Arbeit entwickelten Anwendung als Daten-
grundlage.
Anbindung an das Rahmenwerk
Die Architektur des EUDISMES Szenarios beschreibt das Zusammenspiel
der einzelnen Programmteile. Dabei handelt es sich zum einen um die Java-
Anwendung, welche die Basis bildet und zum anderen um den TopicMap
Viewer, der in Flash implementiert ist. Zuna¨chst folgt jedoch ein kurzer
U¨berblick zur Architektur.
Die Java-Anwendung stellt das verbindende Element zwischen den Rohda-
ten aus der EUDISMES-Datenbank (siehe oben) und der Visualisierung der
kontextualisierten Informationen im TopicMap Viewer dar. Daru¨ber hinaus
zeigt das System Detailinformationen in einer Seitenleiste, rechts neben dem
TopicMap Viewer an. Diese Seitenleiste zeigt Informationen an, die nicht in
der Visualisierung angezeigt werden. Dies kann entweder no¨tig sein, wenn
die Visualisierung es nicht zula¨sst oder die Darstellung zu komplex und






Abbildung 4.5: Zusammenspiel der Programmteile in EUDISMES
Um die EUDISMES Daten in der kontextualisierten Visualisierung anzuzei-
gen, mu¨ssen diese erstens in das entsprechende Format umgewandelt wer-
den (in diesem Fall XTM u¨ber eine Instanz eines IDataConverter) und
zweitens die Konﬁguration der Visualisierung entsprechend angepasst wer-
den (u¨ber einen IConfigurationAdapter). Dieser Vorgang ist in Abbil-
dung 4.6 verdeutlicht. Die dargestellte Extraktion der Kontextinformationen
bezieht sich dabei auf Relationskontext (siehe Abschnitt 2.4.1).
Der TopicMap Viewer ist eine Webanwendung, die sich leicht in eigene Web-
pra¨senzen integrieren la¨sst, um bestehende Daten zu visualisieren. Die hohe
Konﬁgurierbarkeit ermo¨glicht dabei einen vielseitigen Einsatz zur Visualisie-
rung verschiedenster Daten. Dieses Visualisierungswerkzeug, eignet sich ins-
besondere fu¨r die Darstellung von leicht untereinander vernetzten Ba¨umen








Abbildung 4.6: Datenﬂuss der Kontextualisierung
verwendet, die mit Hilfe des Standards XTM (XML TopicMaps [Top01])
beschriebenen sind. Um diese Visualisierung als Flash-Komponente in die
Java-basierte EUDISMES-Anwendung einzubetten, wurde mittels JDIC ei-
ne Bru¨cke geschaﬀen [JDI09]. Durch diese Bru¨cke stellt sich der TopicMap
Viewer dem Rahmenwerk als normale Visualisierung dar, indem es auf der
Java-Seite von der abstrakten Klasse IView erbt. Eine genauere technische
Beschreibung dieses Vorgehens ist im Anhang in Abschnitt A.2 beschrieben.
Abbildung 4.7: Kontextualisierter TopicMap Viewer in EUDISMES
Abbildung 4.7 zeigt das Ergebnis dieser Integration des TopicMap Viewers
in die EUDISMES-Anwendung [God09]. Auf der linken Seite der Anwen-
dung ist die eingebettete Visualisierung zu erkennen. Kreisfo¨rmig angeord-
net sind die Sektoren zu Personen, Ressourcen und Aufgaben. Dabei spiegelt
sich die Hierarchie der Aufgaben und Personen in den Ringen der Visualisie-
rung wieder. Aufgaben auf einer tieferen Hierarchie- oder Delegationsebene
sind demnach weiter außen lokalisiert. Insbesondere werden auch die Verbin-
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dungen zwischen den einzelnen Elementen angezeigt und so erstmals dem
Benutzer auf einfache und graﬁsche Art und Weise zuga¨nglich. So sind in
der Visualisierung Personen mit ihren Aufgaben, Aufgaben mit delegierten
Aufgaben und Ressourcen zu den Aufgaben dargestellt.
Kontextualisierte Informationen ﬁnden sich in Form der einzelnen graﬁschen
Elemente. So werden zum Beispiel komplexere Aufgaben in der Visualisie-
rung gro¨ßer dargestellt oder Auslastung und Erreichbarkeit von Personen in
der Art des Symbols. Eine na¨here Betrachtung dieser Kontextmaße und Dar-
stellungen innerhalb der Visualisierung ﬁndet weiter unten in Abschnitt 4.2.4
statt.
Auf der rechten Seite ist die Seitenleiste zu sehen, die weitergehende und
erga¨nzende Informationen bereitha¨lt. In diesem Bereich der Anwendung sind
tiefergehende Daten, Kontextinformationen und insbesondere numerische
Informationen zu sehen.
Dieses Werkzeug mit der kontextualisierten Visualisierung stellt fu¨r den Be-
nutzers erstmals eine graﬁsch explorierbare Darstellung der kooperativ er-
stellten leichtgewichtigen Prozessinformationen mit allen zugeho¨rigen Per-
sonen und Ressourcen dar.
4.2.2 Einsatzszenario APOSDLE
Als zweites Szenario wurde das Projekt APOSDLE gewa¨hlt. APOSDLE
steht fu¨r
”
Advanced Process-Oriented Self-Directed Learning Environment“.
Das Ziel dieses Projektes liegt darin, die Produktivita¨t von Wissensarbeitern
zu verbessern, indem informelle Lern- und Lehraktivita¨ten im Zusammen-
hang mit ta¨glichen Arbeitsprozessen und innerhalb der normalen Arbeits-
umgebung unterstu¨tzt werden [MHT+05].
Die im E-Learning bisher u¨blicherweise getrennt betrachteten Forschungsfel-
der Lernen, Lehren und Zusammenarbeiten werden in APOSDLE integriert
und als Einheit betrachtet. Damit werden zum einen Synergieeﬀekte ge-
nutzt, zum anderen werden Wissensarbeitern alle drei Ta¨tigkeitsfelder zu
jeder Zeit an ihrem gewohnten Arbeitsplatz zuga¨nglich gemacht.
Weitere Synergien zwischen Lernen und dem Wissensmanagement werden
durch die Wiederverwendung und Aufbereitung von Inhalten genutzt, die
urspru¨nglich nicht als Lehrmaterialien gedacht waren, sodass keine neuen
Materialien erstellt werden mu¨ssen. Dabei werden verschiedene Kontexte
des Benutzers beru¨cksichtigt, wie die Kompetenzen des Mitarbeiters oder die
aktuelle Arbeitssituation [LLM05]. All dies sind nach [Era00] und [Sim00]
Elemente des informellen Lernens (siehe Abschnitt 2.2.5).
Ein zentraler Aspekt des APOSDLE-Projektes ist die implizite Versorgung
von Wissensarbeitern mit Informationen, die sie nicht ausdru¨cklich abgefragt
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haben. In der APOSDLE-Seitenleiste werden dem Benutzer Lernereignis-
se, Dokumente (Ressourcen) und Mitarbeiter (Experten) angezeigt, die ihn
bei seinem aktuellen Arbeitsprozess unterstu¨tzen ko¨nnen. Der Arbeitsschritt
kann entweder vom Benutzer aus einem vormodellierten Prozess ausgewa¨hlt
oder aber vom APOSDLE-Rahmenwerk anhand der Desktop-Aktionen des
Benutzers automatisch erkannt worden sein [LGFM08a, LM06].
Um diese Inhalte mit kontextualisierten Zusatzinformationen zu Prozes-
sen anzureichern und dem Benutzer eine intuitive Anzeigemo¨glichkeit zu
bieten, wurden in APOSDLE unter anderem eine Prozessansicht und eine
TopicMap-Anzeige integriert, die genau diese Anforderungen erfu¨llen.
Abbildung 4.8: Zusammenspiel der Programmteile in APOSDLE
In Abbildung 4.8 wird das Zusammenspiel der einzelnen Komponenten in
APOSDLE mit Nutzung des Rahmenwerks gezeigt. Anstatt hier direkt ir-
gendwelche Visualisierungen in die Seitenleiste zu integrieren, geschieht dies
u¨ber das Rahmenwerk. Dies erlaubt gleichzeitig eine Nutzung verschiedens-
ter Visualisierungen in kontextualisierter Form ohne jeden weiteren Auf-
wand.
In den na¨chsten Abschnitten werden beispielhaft die integrierte Prozessan-
sicht und eine weitere Verwendung des TopicMap Viewer vorgestellt. Abbil-
dung 4.9 zeigt den UML-Ausschnitt der APOSDLE Visualisierungen.
Kontextualisierte Prozessvisualisierung
Eine wichtige Visualisierungsform am wissensintensiven Arbeitsplatz, die
in diesem Szenario eingesetzt worden ist, ist die Prozessansicht [GDFG08,
GDFG07]. Abbildung 4.10 zeigt eine kontextualisierte Version, die zur In-
formation, Navigation und Selektion des aktuellen Arbeitsschritts verwendet
wird. Gut zu erkennen ist der u¨ber Kontextsensoren ermittelte aktuelle Ar-
beitsschritt
”





Abbildung 4.9: UML-Kontext der APOSDLE Visualisierungen
einzelne Aufgaben weiter untergliedert sind. Diese lassen sich gezielt o¨ﬀnen
und schließen. Dadurch hat der Benutzer die Mo¨glichkeit, sich sowohl einen
U¨berblick auf der obersten Ebene des Prozesses zu verschaﬀen als auch in
die feinste Vera¨stelung der Aufgabenhierarchie abzusteigen.
Abbildung 4.10: Kontextualisierte Prozessansicht
Damit die Prozessansicht in das Rahmenwerk integriert werden konnte muss-
te diese Visualisierung die abstrakte Klasse IView spezialisieren. Des Wei-
teren musste ein entsprechender IDataConverter bereit gestellt werden.
Diese Form der Visualisierung bietet einen hohen Nutzen fu¨r die Wissens-
arbeiter. Wie bereits in dem Abschnitt 2.2.5 erarbeitet ist es fu¨r das infor-
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melle Lernen am Arbeitsplatz wichtig, einen U¨berblick u¨ber Informationen
oder zu Lernendes zu erhalten. In Kombination mit der Wichtigkeit der Ar-
beitsprozesse im Lern- und Arbeitskontext ergibt sich dieser hohe Nutzen fu¨r
die Anwender dieser Visualisierungsform. Insbesondere wenn die Benutzer
wenig Erfahrung im dargestellten Wissensbereich haben, ist diese Art der
Visualisierung sehr hilfreich, um einen guten U¨berblick zu erhalten. Dieser
Nutzen ist belegt durch Nutzerbefragungen, wie sie bereits weiter oben in
Abschnitt 3.1.1 angefu¨hrt wurden [APO08].
Alternative Prozessvisualisierung
Auch in diesem Szenario kam der kontextualisierbare TopicMap Viewer in-
nerhalb einer Java-Anwendung zum Einsatz. Im Gegensatz zur Prozess-
ansicht im vorigen Abschnitt ist diese Visualisierung kein eigensta¨ndiges
Fenster, sondern in ein Fenster integriert, welches ein Umschalten zwischen
den verschiedenen Visualisierungsformen ermo¨glicht. Wie im Abschnitt 4.1.1
erla¨utert, wird dies durch den Gebrauch der Klasse JPanel in der Verer-
bungshierarchie der Visualisierungen ermo¨glicht.
In dieser Visualisierung wurde der TopicMap Viewer als eine alternative
Prozessvisualisierung verwendet, die zusa¨tzlich um Relationskontexte zum
Doma¨nenmodell in APOSDLE angereichert wurde.
Die Abbildung 4.11 zeigt den kontextualisierten TopicMap Viewer in diesem
Szenario. Gut zu erkennen sind die beiden Bereiche der Wissenskarte, die
Aufgaben und das Doma¨nenmodell, und die Vernetzung der beiden Bereiche
(Relationskontexte).
Aufgrund der baumartigen Darstellung von Prozessen fehlen allerdings ei-
nige Informationen. Insbesondere die Vorher-/Nachherbeziehung und damit
der eigentliche Prozessablauf stehen nur eingeschra¨nkt zur Verfu¨gung. Was
jedoch erhalten bleibt ist die hierarchische Struktur des Prozesses, also die
Kind-/Vaterbeziehung. Dieser Ansatz ist besonders interessant, wenn Pro-
zesse informeller beschrieben werden und dabei ohnehin weniger Information
modelliert werden. Dieses Szenarios zeigt somit einen zweiten erfolgreichen
Einsatz kontextualisierter Visualisierungen fu¨r die Integration von schwach
strukturierten Prozessdaten, wie sie auch schon im Einsatzszenario EUDIS-
MES auftauchten.
Der Benutzer erha¨lt dadurch ebenso einen U¨berblick u¨ber die dargestellten
Prozesse, auch ohne Visualisierung der Vorher-/Nachherbeziehung. Oftmals
reicht genau diese graﬁsche Darstellung aus, um dem Wissensarbeiter in
seiner aktuellen Aufgabe zu unterstu¨tzen.
Diese beiden Einsatzszenarios haben gezeigt, dass das hier vorgestellte Sys-
tem zur kontextualisierten Visualisierung technisches Potenzial fu¨r den Ein-
satz am wissensintensiven Arbeitsplatz bietet. Um diesen Abschnitt u¨ber
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Abbildung 4.11: Kontextualisierter TopicMap Viewer in APOSDLE
die Einsatzszenarios abzuschließen, werden im Folgenden die verwendeten
Kontextsensoren und Kontextmaße erla¨utert.
4.2.3 Verwendete Kontextsensoren
Nachdem das Rahmenwerk mit seinen technischen Aspekten beschrieben
und das dazugeho¨rige Kontextmodell dieser Arbeit deﬁniert wurde, wer-
den in diesem Abschnitt die eingesetzten Kontextsensoren vorgestellt. Diese
Kontextsensoren ko¨nnen Informationen u¨ber den Zustandskontext liefern
(siehe Abschnitt 2.4.2). Sie laufen im Hintergrund des Systems ab und sam-
meln die kontextspeziﬁschen Informationen, die sie dann u¨ber das Rahmen-
werk den kontextualisierbaren Visualisierungen zur Verfu¨gung stellen.
Hierbei trat ein generelles Problem bezu¨glich Java auf. Das Rahmenwerk
ist u¨berwiegend in Java Version 6 geschrieben. Da Java jedoch plattform-
unabha¨ngig konzipiert ist, abstrahiert es bereits stark vom Betriebssystem.
Dies fu¨hrt dazu, dass Java fu¨r die direkte Implementierung von Kontext-
sensoren weniger gut geeignet ist, da hier lediglich Programmparameter der
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virtuellen Maschine (VM) von Java ausgelesen werden ko¨nnen. Aufgrund
der Abstraktion der virtuellen Maschine sind diese Programmparameter al-
lerdings von geringerem Nutzen fu¨r die Kontextualisierung. Daru¨ber hinaus
wird der Zugang zu Kontextinformationen durch die virtuelle Maschine von
Java standardma¨ßig blockiert.
Abhilfe kann entweder die Verwendung von zusa¨tzlichen Bibliotheken schaf-
fen, welche native Funktionen des Betriebssystems in Java bereitstellen oder
die Anbindung von Kontextsensoren, die in einer betriebssystemna¨heren
Programmiersprache geschrieben sind. Letztere unterliegen nicht den Limi-
tierungen bei der Nutzung betriebssystemnaher Informationen. In Windows
ist dies beispielsweise in C# oder C++ mo¨glich. Durch beide Alternati-
ven ist es somit mo¨glich, die no¨tigen Programmparameter aus Windows
auszulesen. Dadurch sind die so entwickelten Kontextsensoren nicht mehr
plattformunabha¨ngig, sondern laufen nur unter Windows. A¨hnliche Ansa¨tze
ko¨nnen natu¨rlich unter anderen Betriebssystemen wie Linux und MacOS
genauso umgesetzt werden.
Da existierende Java-Bibliotheken mit nativen Funktionen jedoch nur einen
eingeschra¨nkten Zugriﬀ auf systemnahe Informationen haben, sind die ver-
wendeten Kontextsensoren, die auf diese Daten angewiesen sind, in C#
beziehungsweise C++ geschrieben. So ko¨nnen alle in Windows laufenden
Programme analysiert und darauf aufbauend Kontextinformationen ermit-
telt werden. Auf diesem Weg la¨sst sich beispielsweise feststellen, dass der
Benutzer zur Zeit an einer PowerPoint Pra¨sentation arbeitet und die Folien-
titel auslesen. Dadurch sind wiederum Ru¨ckschlu¨sse auf das aktuelle Ziel des
Benutzers mo¨glich. Mit dieser Information kann im Rahmenwerk die Visua-
lisierung dann entsprechend angepasst werden. Konkrete Kontextmaße und





Abbildung 4.12: UML-Kontext der Kontextsensoren
Einen U¨berblick u¨ber die im Folgenden besprochenen Kontextsensoren gibt
der Ausschnitt aus dem UML-Klassendiagramm in Abbildung 4.12.
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Kontext-Monitor Daemon
Ein geeigneter Kontextsensor, der an das Rahmenwerk angeschlossen wurde,
ist der Kontext-Monitor Daemon, da er bereits einige der hier diskutierten
Kontextinformationen liefern kann. Eine Implementierung in Java ha¨tte eine
starke Beeintra¨chtigung der Funktionalita¨t mit sich gebracht. Daher wurde
der bestehende Kontext-Monitor Daemon mittels Java-.Net Bru¨cke ange-
bunden. Diese Bru¨cke wird u¨ber das IIOP realisiert [RHK00]. Repra¨sentiert
wird der Kontext-Monitor Daemon dabei durch eine Java Klasse, die wie al-
le Kontextsensoren die Schnittstelle ISensor implementiert. Das Verfahren,
Komponenten in anderen Programmiersprachen an das Rahmenwerk anzu-
schließen, kann generell verwendet werden und ist daru¨ber hinaus nicht auf
den lokalen Computer beschra¨nkt. Genauere Einblicke in die Funktionsweise
des IIOP sind in [RHK00] zu ﬁnden.
Dieser Kontext-Monitor Daemon ermittelt den aktuellen Prozessschritt auf
Grundlage von Heuristiken und einem Prozessmodell mittels maschineller
Lernverfahren (siehe Abschnitt 2.4.2). Hierfu¨r muss er im Zuge des maschi-
nellen Lernens erst u¨ber einen gewissen Zeitraum trainiert werden, um eine
pra¨zise Erkennung zu ermo¨glichen. In der Trainingsphase fu¨hrt der Wissens-
arbeiter seine normalen Aufgaben aus, gibt aber gleichzeitig dem Kontext-
Monitor Daemon an, welche Aufgabe er gerade bearbeitet. Dieser wertet
die bei der Aufgabendurchfu¨hrung ermittelten Kontextinformationen aus
und erstellt im Hintergrund Regeln, mit deren Hilfe er den aktuellen Pro-
zessschritt beim na¨chsten Ausfu¨hren identiﬁzieren kann. In der Regel gilt
hierbei, dass die Ergebnisse umso pra¨ziser werden, je la¨nger solche Kompo-
nenten trainiert werden.
Nepomuk Kontextsensor
Neben dem Kontext-Monitor Daemon wurde auch die Nepomuk Komponen-
te mittels IIOP in das Rahmenwerk integriert. Nepomuk ist ein europa¨isches
Projekt, das zum Ziel hat, einen Semantischen Arbeitsplatz zu entwickeln
[GHM+07, Nep09]. Dazu wird wie beim Kontext-Monitor Daemon betriebs-
systemnahe Informationen ausgewertet, um Kontext zu ermitteln. Der Ne-
pomuk Kontextsensor stellt unter anderem Begriﬀe, die im aktuellen Ar-
beitskontext vorkommen, zur Verfu¨gung.
Dieser Kontextsensor
”
Nepomuk“ stellt eine Liste aller geo¨ﬀneten Fenster
inklusive deren Namen und den Namen des
”
Aktiven Fensters“ bereit. Dane-
ben wird eine weitere Liste an geo¨ﬀneten Programmen inklusive Zeitpunkt
des O¨ﬀnens, Typ und Programmpriorita¨t zur Verfu¨gung gestellt, sowie das
gerade aktive Programm. Die Liste der Fenster und die der Programme
sind nicht identisch, da ein Programm unterschiedlich viele Fenster haben
kann. Als weitere Informationen stehen Textinformationen und Inhalte aus
4.2 Einsatzszenarios 77
dem Internet Explorer, sowie den Programmen Word und PowerPoint zur
Verfu¨gung.
All diese Informationen ko¨nnen dazu verwendet werden, Schlagwo¨rter (eng-
lisch: Keywords) auf dem wissensintensiven Arbeitsplatz zu identiﬁzieren
und dem Rahmenwerk als Kontextinformation zur Verfu¨gung zu stellen.
Kontextsensor zur Prozessanalyse
Aufgrund der Begriﬀe des Nepomuk Kontextsensors wurde ein weiterer Kon-
textsensor implementiert – diesmal direkt in Java (als Implementierung der
Schnittstelle ISensor). Dieser Kontextsensor sucht zu den vom Nepomuk
Kontextsensor bereitgestellten Begriﬀen passende Prozessschritte heraus.
Diese Prozessschritte werden im Zuge dieser Implementierung im TopicMap
Viewer verwendet und durch etwas gro¨ßere Symbole dargestellt (siehe Kon-
textmaße in Abschnitt 4.2.4) beziehungsweise hervorgehoben. Abbildung 4.7
zeigt dazu ein Beispiel. Die Herleitung der Prozessschritte erfolgt auf Ba-
sis der anzuzeigenden Daten, die auch als Ausgangsbasis fu¨r die Visualisie-
rung dient. In diesen Daten wird zu jedem Prozess ein Bezeichner deﬁniert.
Entha¨lt ein Bezeichner einen der Begriﬀe, die durch den Nepomuk Kontext-
sensor bereitgestellt werden, wird der zu dem Bezeichner geho¨rende Prozess-
schritt in die Ergebnisliste aufgenommen. Das hier angewendete Verfahren
wird Mustererkennung genannt (englisch: Pattern Matching).
Die Ergebnisliste ist im Moment noch ungeordnet. Dies ko¨nnte insofern er-
weitert werden, als dass eine Rangfolge u¨ber die Wichtigkeit der Eintra¨ge
hinzugefu¨gt wird. Der Nepomuk Kontextsensor gibt zu jedem Begriﬀ an,
wie oft dieser vorkommt. Diese Information kann dazu verwendet werden,
eine Reihenfolge zu bestimmen. Zusa¨tzlich kann Stemming eingefu¨hrt wer-
den. Als Stemming bezeichnet man die Reduktion eines Wortes auf dessen





Sensor“ hergeleitet. Zwei Wo¨rter in ihrer
Grundform lassen sich um einiges besser vergleichen. Weitere Informationen
zum Thema Stemming sowie ein Stemming-Algorithmus fu¨r die deutsche
Sprache sind in [Cau99] zu ﬁnden. Um die Erkennung weiter zu optimieren,
kann zusa¨tzlich zu den Bezeichnern Informationen wie die Beschreibungen
der Prozessschritte aufgenommen werden.
Nachdem in diesem Abschnitt die Kontextquellen besprochen wurden, geht
es auf den na¨chsten Seiten um die Umsetzung dieser Kontextinformationen
in Form der graﬁschen Darstellung.
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4.2.4 Kontextmaße
Auf Basis der technischen Repra¨sentation der Kontextinformationen, werden
nun einzelne konkrete Kontextmaße und Kontextinformationen deﬁniert, die
ausgewertet und in den kontextualisierbaren Visualisierungen angezeigt wer-
den. Wie in Abschnitt 3.3.5 erkla¨rt, sind Kontextmaße kontextabha¨ngige
Kennziﬀern oder Kenngro¨ßen, die einen Einﬂuss auf die Darstellung haben
ko¨nnen, um dem Wissensarbeiter eine Hilfe zu sein. Es handelt sich bei
den hier erla¨uterten nur um einzelne mo¨gliche Kontextmaße, wie sie in den
beiden Instanzen/Einsatzszenarios umgesetzt wurden. Weitere Maße sind
denkbar und ko¨nnen in anderen Szenarios eingesetzt werden.
In den Abschnitten 2.4.2 und 2.4.1 wurden die beiden Kontextarten Zu-
standskontext und Relationskontext vorgestellt, die in dieser Arbeit betrach-
tet werden. Aus den vorliegenden Daten ko¨nnen verschiedene Kontextmaße
gewonnen werden, die jeweils einer dieser Kontextarten zugeordnet werden
ko¨nnen.
Tabelle 4.1: U¨bersicht zu Kontextmaßen
Mitarbeiter Aufgaben Ressourcen
(K1) (K3) (K7)
Verfu¨gbarkeit Komplexita¨t Anzahl der Verweise
(K2) (K4)





Tabelle 4.1 zeigt eine U¨bersicht zu den Kontextmaßen, die in dieser Ar-
beit beru¨cksichtigt werden. In der Kopfzeile stehen die Elemente der Aufga-
benverwaltung, wie sie am wissensintensiven Arbeitsplatz eine Rolle spielen
und na¨her im Einsatzszenario in Abschnitt 4.2.1 beschrieben werden. Die
zugeho¨rigen Kontextmaße stehen jeweils in der korrespondierenden Spalte
darunter. Um auch spa¨ter auf die einzelnen Kontextmaße Bezug nehmen zu
ko¨nnen, ist ihnen eine Identiﬁkationsnummer (K1–K7) zugeordnet.
Im Folgenden wird auf die einzelnen Kontextmaße eingegangen. Dabei wird
jeweils erkla¨rt, was das Kontextmaß aussagt, wie es aus den vorhandenen
Daten ermittelt werden kann und welchen Nutzen es einem Wissensarbeiter
bringen kann. Des Weiteren wird ein Visualisierungsbeispiel aufgezeigt und
die Implementierung im Rahmenwerk besprochen.
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Mitarbeiter: Verfu¨gbarkeit (K1)
Die Verfu¨gbarkeit eines Mitarbeiters gibt an, ob er sich an seinem gewo¨hn-
lichen Arbeitsplatz beﬁndet. Es handelt sich dabei um einen Zustandskon-
text (siehe Abschnitt 2.4.2). Die Verfu¨gbarkeit kann durch verschiedene
Sensoren festgestellt werden. So ko¨nnte der Online-Status in einem Instant
Messaging-Programm wie Microsoft Messenger abgefragt werden. Fu¨r Wis-
sensarbeiter ist dieses Kontextmaß deshalb relevant, da es angibt, ob ein
Kollege aktuell fu¨r Fragen oder Unterstu¨tzung zur Verfu¨gung steht.
Visualisierung
offline online
Abbildung 4.13: Visualisierung der Verfu¨gbarkeit von Mitarbeitern
Die Verfu¨gbarkeit eines Mitarbeiters wird in der Visualisierung durch ver-
schiedene Symbole kodiert (siehe Abbildung 4.13). Zur Unterscheidung der
Verfu¨gbarkeit eines Mitarbeiters wird das Mitarbeiter-Symbols gru¨n fu¨r er-
reichbar (englisch: online) beziehungsweise rot fu¨r nicht erreichbar (englisch:
oﬄine) eingefa¨rbt.
Mitarbeiter: Anzahl zugewiesener Aufgaben (K2)
Die Anzahl zugewiesener Aufgaben eines Mitarbeiters kann Auskunft u¨ber
die Auslastung des Mitarbeiters geben. So ist ein Kollege, der aktuell 15
Aufgaben bearbeitet, vermutlich ausgelasteter als ein anderer Kollege, der
momentan nur zwei Aufgaben bearbeitet. Hier handelt es sich um einen
Relationskontext, da zugewiesene Aufgaben das Maß beeinﬂussen (siehe
Abschnitt 2.4.1). Durch die Anzahl zugewiesener Aufgaben kann in erster
Na¨herung die Auslastung eines Wissensarbeiters bestimmt werden. Obwohl
Aufgaben in der Regel nicht direkt vergleichbar sind und eventuell nicht
alle Aufgaben eines Wissensarbeiters elektronisch erfasst und gepﬂegt sind,
bietet dieses Maß eine gute erste Na¨herung der Auslastung eines Wissens-
arbeiters.
In dieser Arbeit werden drei diskrete Stufen der Auslastung deﬁniert: nied-
rig, mittel und hoch. Hierbei leitet sich eine hohe Auslastung an der ho¨chsten
zugewiesen Aufgabenanzahl pro Wissensarbeiter ab. Die Grenzen 30% und
70% deﬁnieren dabei den U¨bergang zwischen den einzelnen Stufen.
Die Auslastung von Mitarbeitern ist fu¨r Manager und Projektleiter eine
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wichtige Gro¨ße beim Verteilen von Aufgaben. Ist eine Aufgabe zu delegie-
ren, so wird man – bei a¨hnlicher Qualiﬁkation – dem Kollegen die Aufgabe





Abbildung 4.14: Verfu¨gbarkeit und Auslastung von Mitarbeitern
Auch die Anzahl zugewiesener Aufgaben – und damit die Auslastung – ei-
nes Mitarbeiters wird durch verschiedene Symbole angezeigt. Die Auslastung
wird dabei in Kombination mit der Verfu¨gbarkeit eines Mitarbeiters (K1)
visualisiert. Analog dazu werden diese beiden Maße auch gemeinsam visua-
lisiert, indem die gerade vorgestellten Symbole fu¨r die Verfu¨gbarkeit von
Mitarbeitern um Anzeigebalken fu¨r die Auslastung erga¨nzt werden. Eine
U¨bersicht zu den so entstehenden sechs Symbolen ist in Abbildung 4.14 zu
sehen.
Aufgaben: Komplexita¨t (K3)
Um die Komplexita¨t einer Aufgabe automatisch beurteilen zu ko¨nnen, kann
die Anzahl der Teilaufgaben herangezogen werden. Als Teilaufgaben werden
in dieser Arbeit sowohl echte Teilaufgaben gewertet als auch die Kopien ei-
ner Aufgabe, die durch Delegation entstanden sind (na¨heres zu Aufgaben
und deren Delegation ist bereits bei der Einfu¨hrung zum Einsatzszenario
EUDISMES im Abschnitt 4.2.1 beschrieben). Bei der Anzahl der Teilaufga-
ben handelt es sich um einen Relationskontext, da das Maß aus verbundenen
Aufgaben berechnet wird (zu Relationskontext siehe Abschnitt 2.4.1). Um
nicht nur die direkten Teilaufgaben, sondern auch die Teilaufgaben der Teil-
aufgaben und so weiter zu beru¨cksichtigen ist eine rekursive Berechnungs-
methode notwendig.
Eine andere Mo¨glichkeit zur Beurteilung der Komplexita¨t einer Aufgabe ist
die Anzahl der an einer Aufgabe beteiligten Mitarbeiter. Genauer gesagt
handelt es sich dabei um die Anzahl unterschiedlicher Mitarbeiter, welche
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die betrachtete Aufgabe oder eine ihrer Teilaufgaben bearbeiten. Wieder
sind mit Teilaufgaben auch die delegierten Kopien einer Aufgabe gemeint.
A¨hnlich wie bei der Anzahl der Teilaufgaben handelt es sich bei der Anzahl
beteiligter Mitarbeiter um einen Relationskontext. Auch hier ist eine rekur-
sive Methode notwendig, um das Maß zu berechnen. Daru¨ber hinaus muss
nun auch eine Liste von Mitarbeitern mitgefu¨hrt werden, welche die bereits
geza¨hlten Mitarbeiter entha¨lt, um das doppelte Za¨hlen von Mitarbeitern zu
vermeiden.
Die Komplexita¨t einer Aufgabe kann Wissensarbeitern bei der Einscha¨tzung
von Aufwa¨nden helfen. Soll beispielsweise ein neues Projekt geplant wer-
den, ko¨nnen vergleichbar komplexe Projekte betrachtet werden und daraus
Ru¨ckschlu¨sse auf beno¨tigte Ressourcen gezogen werden.
Visualisierung
Die Anzahl der Teilaufgaben (푛) und die Anzahl beteiligter Mitarbeiter (푚)
bilden gemeinsam die Komplexita¨t einer Aufgabe und dieser aus beiden
Maßen berechnete Wert wird in der dieser Arbeit wie folgt kodiert:
groesse = basis + (푛+푚)× faktor
Das Kontextmaß der Aufgabenkomplexita¨t wurde im vorigen Abschnitt als
Summe aus einer Basisgro¨ße und der Anzahl der Teilaufgaben sowie der An-
zahl beteiligter Mitarbeiter berechnet. Das dadurch entstehende Gro¨ßenmaß
ist kontinuierlich und kann daher nicht durch wenige unterschiedliche Sym-
bole dargestellt werden. Daher wird die Mo¨glichkeit der Visualisierung ver-
wendet, die Gro¨ße der Symbole zu skalieren (der TopicMap Viewer bietet
diese Mo¨glichkeit, siehe Abschnitt 4.2.1). Beispiele fu¨r Aufgaben verschiede-
ner Komplexita¨t sind Abbildung 4.15 zu entnehmen. Als Basisgro¨ße (basis)
wird im prototypischen System der Wert 60, als Streckfaktor (faktor) der
Wert 15 zum Anpassen der Symbolgro¨ße verwendet.
Aufgaben: Fa¨lligkeit der Aufgabe (K4)
Die Fa¨lligkeit einer Aufgabe gibt an, wie viele Tage bis zum geplanten Ab-
schluss einer Aufgabe verbleiben. Da zur Ermittlung der Fa¨lligkeit lediglich
der Datensatz der betrachteten Aufgabe herangezogen wird, handelt es sich
um einen Zustandskontext. Zur Berechnung der verbleibenden Tage kann die
Diﬀerenz in Tagen zwischen dem aktuellen Datum und dem Fa¨lligkeitsdatum
gebildet werden.
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Beispiel A B C
Anzahl der Teilaufgaben 0 1 3
Anzahl beteiligter Mitarbeiter 1 1 3
Gro¨ße des Symbols 60 60 60
+0× 15 +1× 15 +3× 15
+1× 15 +1× 15 +3× 15
= 75 = 90 = 150
A B C
Abbildung 4.15: Aufgaben unterschiedlicher Komplexita¨t
Visualisierung
Das Maß der Fa¨lligkeit wird als Diﬀerenz aus Fa¨lligkeitsdatum und aktuel-
lem Datum gebildet. Daher ist diese Information umso auﬀa¨lliger zu visua-
lisieren, je kleiner der Wert, also die Anzahl der verbleibenden Tage bis zum
geplanten Abschluss, ist. In dem Prototypen wird zum einen die Anzahl der
verbleibenden Tage angezeigt als auch ein farbiger Balken, der schnell einen
Eindruck vermittelt, ob die Fa¨lligkeit einen kritischen Wert angenommen
hat. Dieser Farbbalken ist a¨hnlich wie bei der Auslastung von Mitarbeitern
gestaltet und zeigt bei einer Fa¨lligkeit in mehr als sieben Tagen gru¨n (nied-
riger Balken), zwischen sieben und einem Tag gelb (mittlerer Balken) sowie
bei Null oder weniger Tagen rot (hoher Balken) an. Abbildung 4.16 zeigt
ein Beispiel fu¨r eine Fa¨lligkeit an, die mehr als sieben Tage in der Zukunft
liegt und daher mit einem gru¨nen, niedrigen Balken visualisiert wird.
Abbildung 4.16: Visualisierung der Fa¨lligkeit von Aufgaben
Aufgaben: Bearbeitungsfortschritt (K5)
Der Bearbeitungsfortschritt muss nicht gewonnen werden, da er Teil der
verwendeten Aufgabeninformation aus Microsoft Outlook ist (siehe Ab-
schnitt 4.2.1). Dies setzt jedoch voraus, das die Information von den je-
weiligen Wissensarbeitern gepﬂegt wird. Zusammen mit den beiden anderen
Kontextmaßen der Aufgaben kann diese Information dem Wissensarbeiter
ein gutes Gesamtbild u¨ber eine Aufgabe oder einen Aufgabenstruktur ver-
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mitteln. Wenn eine Aufgabe beispielsweise sehr komplex ist, also viele Teil-
aufgaben mit vielen verschiedenen Mitarbeitern hat, am na¨chsten Tag fa¨llig
ist und einen Bearbeitungsfortschritt von 30% hat, ist abzusehen, dass die
Aufgabe mo¨glicherweise nicht rechtzeitig fertig wird.
Visualisierung
A¨hnlich wie bei der Fa¨lligkeit einer Aufgabe (K4) wird der Bearbeitungs-
fortschritt einer Aufgabe in der Seitenleiste angezeigt. Dieses Maß, das den
Fertigstellungsgrad in Prozent angibt, wird als horizontaler Fortschrittsbal-
ken visualisiert. Dieser Balken nimmt a¨hnlich wie der vertikale Balken die
Ampelfarben rot, gelb und gru¨n ein, jedoch in umgekehrter Reihenfolge.
So wird ein niedriger Bearbeitungsfortschritt (< 25%) durch einen kurzen
roten Balken, ein mittlerer Bearbeitungsfortschritt (≥ 25% und < 75%)
durch einen mittleren gelben Balken und ein hoher Bearbeitungsfortschritt
(≥ 75%) durch einen langen gru¨nen Balken dargestellt. In Abbildung 4.17
ist beispielhaft ein Bearbeitungsfortschritt von 65% zu sehen.
Abbildung 4.17: Visualisierung des Bearbeitungsfortschritts von Aufgaben
Aufgaben: Aktueller Arbeitsschritt (K6)
Wie bereits in Abschnitt 4.2.2 beschrieben, stellt die Prozessansicht eine
große Hilfe insbesondere fu¨r Neulinge dar. Dieser Nutzen kann deutlich da-
durch gesteigert werden, dass Prozessschritte, die zu der aktuellen Arbeits-
situation passen, hervorgehoben werden. Dazu werden u¨ber die angeschlos-
senen Kontextsensoren (potentielle) aktuelle Prozessschritte ermittelt und
hervorgehoben.
Visualisierung
Die Hervorhebung, wie sie in den Szenarios umgesetzt wurde ist in Abbil-
dung 4.18 dargestellt. Dazu ist der Prozessschritt einmal in aktiver Form,
einmal in inaktiver Form dargestellt. Die Abbildung zeigt aber nur einen
Ausschnitt, einen Prozessschritt, und dessen Hervorhebung. Einen komplet-
ten U¨berblick u¨ber die Prozessansicht mit einem hervorgehobenen Prozess-
schritt ist in Abbildung 4.10 zu sehen.
Fu¨r diese Art der Kontextualisierung stehen zwei Quellen zur Verfu¨gung.
Wenn ein Kontextsensor genau den aktuellen Prozessschritt liefern kann,
wird dieser direkt hervorgehoben. Ein Beispiel fu¨r einen solchen Kontext-




Abbildung 4.18: Visualisierung aktiver und inaktiver Prozessschritte
Alternativ kann der Kontextsensor zur Prozessanalyse verwendet werden
(siehe Abschnitt 4.2.3). Mit Hilfe dieses Kontextsensors ko¨nnen alle Prozess-
schritte hervorgehoben werden, die per Mustererkennung aus den Schlagwo¨r-
tern des Arbeitsplatzes der Wissensarbeiter gewonnen werden. Dies fu¨hrt
jedoch in der Regel zu nicht eindeutigen Treﬀern und damit zur potentiellen
Hervorhebung mehrerer Prozessschritte. Trotzdem stellt auch dieses Vorge-
hen einen deutlichen Gewinn fu¨r den Wissensarbeiter dar, da der direkte
Bezug zu seiner aktuellen Arbeitssituation besteht.
Ressourcen: Anzahl der Verweise (K7)
Die Anzahl der Verweise auf eine Ressource, also die Anzahl der Aufgaben,
in denen eine Ressource (zum Beispiel ein bestimmtes Dokument) verwendet
wird, gibt Auskunft daru¨ber, wie wichtig sie ist. Da Verweise zu Aufgaben
beru¨cksichtigt werden mu¨ssen, geho¨rt die Anzahl der Verweise zum Relati-
onskontext.
Fu¨r Wissensarbeiter ist die Information u¨ber die Wichtigkeit einer Ressource
von Bedeutung, da ha¨uﬁg verwendete Dokumente besonders auf Korrektheit
und Eﬃzienz untersucht werden sollten. Gerade bei oft benutzten Formu-
laren oder Anleitungen ist darauf zu achten, dass diese fehlerfrei sind und
keine unno¨tigen oder unversta¨ndlichen Schritte enthalten.
Visualisierung
Wie die Komplexita¨t einer Aufgabe (K3) wird auch die Anzahl der Ver-
weise auf eine Ressource als kontinuierlicher Wert im Gro¨ßenattribut des
Ressourcen-Symbols kodiert. Daher wird auch dieses Kontextmaß durch die
kontinuierliche Gro¨ßenvera¨nderung der repra¨sentierenden Symbole visuali-
siert. Anders als bei der Komplexita¨t einer Aufgabe wirkt bei der Anzahl 푛
der Verweise einer Ressource nur ein Wert auf die Gro¨ßenvera¨nderung ein:
groesse = basis + 푛× faktor
Wieder werden die Basisgro¨ße 60 (basis) und der Streckfaktor 15 (faktor)
verwendet. Die Berechnungen der Symbol-Gro¨ße sowie die Visualisierung
kann fu¨r drei Beispiele in Abbildung 4.19 betrachtet werden. Dabei wird von
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Beispiel A B C
Anzahl der Verweise selten (1) manchmal (2) oft (6)
Gro¨ße des Symbols 60 + 1× 15 60 + 2× 15 60 + 6× 15
= 75 = 90 = 150
A B C
Abbildung 4.19: Ressourcen mit unterschiedlich vielen Verweisen
der Annahme ausgegangen, das oft verwendete Ressource oder Dokumente
als wichtig erachtet werden ko¨nnen.
4.2.5 Vergleich der Einsatzszenarios
Die Instantiierung des Rahmenwerks in den Einsatzszenarios hat gezeigt,
dass das hier vorgestellte System zur kontextualisierten Visualisierung tech-
nisches Potenzial fu¨r den Einsatz am wissensintensiven Arbeitsplatz bietet,
insbesondere durch die Unterschiedlichkeit beider Szenarios.
Das erste Szenario macht benutzerdeﬁnierte leichtgewichtige Abla¨ufe und
Prozesse inklusive zugewiesenen Personen und Ressourcen explorierbar. Die-
se explorierbaren Daten und Relationen ergeben sich u¨ber den Relations-
kontext, wie er aus den Daten erhoben und so fu¨r den Wissensarbeiter
zuga¨nglich gemacht wurde. Auf der anderen Seite setzt das zweite Szenario
mehr auf Zustandskontextinformationen. Dabei geht es vornehmlich um ei-
ne Benutzerkontextgesteuerte Anzeige der Daten – also eine gezielte auf die
aktuelle Arbeitssituation ausgerichtete Visualisierung.
Zusammen ergibt sich mit diesen Szenarios ein breites Spektrum an An-
satzmo¨glichkeiten. Mit der Behandlung der Einsatzszenarios ist die reine
technische Beschreibung des Rahmenwerks abgeschlossen. Im folgenden Ab-
schnitt wird der Visualisierungsaspekt Skalierbarkeit besprochen.
4.3 Skalierbarkeit der Visualisierungen
Eine wichtige Rolle bei der Anzeige der Informationen am wissensintensi-
ven Arbeitsplatz ist die Fa¨higkeit der Skalierbarkeit einer Visualisierungen
bezu¨glich der Menge der angezeigter Informationen. Dabei ist die Heraus-
forderung zweifa¨ltig. Erstens muss die Visualisierung eine gro¨ßere Menge an
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Daten verarbeiten ko¨nnen. Dieser Punkt meint zuna¨chst einmal nicht die
Anzeige, sondern allein die Haltung der Daten. Auf der anderen Seiten gilt
es zusa¨tzlich, die angezeigte Menge an Informationen u¨berschaubar bezie-
hungsweise fu¨r den Wissensarbeiter aufnehmbar zu gestalten [GB07]. Beide
Aspekte werden in diesem Abschnitt na¨her beleuchtet und Lo¨sungskonzepte
aufgezeigt.
Als generelle Lo¨sungsstrategien werden dabei die drei folgenden aufeinander
aufbauenden Ansa¨tze diskutiert:
∙ Laden nach Bedarf: nur Teile der Daten laden, aber immer wieder
nachladen, wenn der Nutzer klickt (Abschnitt 4.3.1)
∙ Vorsorgliches Nachladen: die
”
Umgebung“ des aktuellen Elements vor-
sorglich und sukzessive nachladen (Abschnitt 4.3.2)
∙ Bereinigen der Daten: Teile, die nicht la¨nger gebraucht werden, wieder
verwerfen (Abschnitt 4.3.3)
An dieser Stelle wird eine Einschra¨nkung der Betrachtung vorgenommen.
Es wird davon ausgegangen, dass sich die Daten wa¨hrend der Zeit der Ex-
ploration durch den Benutzer nicht a¨ndern. Dies stellt insofern keine Ein-
schra¨nkung der Allgemeingu¨ltigkeit dieser Betrachtungen dar, als dass in
diesem Fall der komplette oder Teile des lokalen Datenbestands als
”
ver-
schmutzt“ (englisch: dirty) betrachtet und verworfen werden mu¨ssten. Fu¨r
die Betrachtung der Skalierbarkeit spielt dieser Aspekt jedoch keine Rolle,
und kann somit an dieser Stelle ausgeblendet werden.
4.3.1 Laden nach Bedarf
Einfache Visualisierungen und Techniken haben manchmal Nachteile, wenn
es um Skalierbarkeit geht. Eine einfache und geradlinige Umsetzung kann im
Webumfeld vielleicht mit ein paar hundert Datenelement zurechtkommen.
Aber in realistischen Szenarios (siehe Abschnitt 4.2) ist dies nicht ausrei-
chend. Leicht kommen hier Tausende von Datenelementen zusammen. In
der Regel sollen jedoch nicht alle Elemente auf einmal dargestellt werden,
wie es auch in dieser Arbeit der Fall ist. Statt dessen wird oft nur ein kleine-
rer Ausschnitt (die
”
Umgebung“) um ein ausgewa¨hltes Element angezeigt.
Erst wenn der Benutzer nun in der Visualisierung zu navigieren und ex-
plorieren beginnt, werden andere neue Teile dargestellt. Dies ermo¨glicht ein
Nachladen dieses neuen Bereichs, der sich an dem aktuellen Interesse des
Benutzers orientiert.
Der Benutzer muss dabei nicht einmal bemerken, dass zu Beginn der Inter-
aktionen nicht alle Daten geladen worden sind. Abbildung 4.20 verdeutlicht
diesen Punkt beispielhaft anhand netzartiger Datenstrukturen. Dabei ist
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wichtig zu verstehen, dass das dargestellt Netzwerk nicht die Darstellung
des Netzes zeigt, sondern nur den internen Zustand des Daten-Netzwerks in
der Visualisierung.
ausgewähltes Element
Abbildung 4.20: Laden von Daten nach Bedarf
In der Abbildung sind drei Schritte abgebildet, in denen sich das ausgewa¨hlte
Element (als blauer Kreis hervorgehoben) und dadurch auch das interne
Netzwerk a¨ndert. Die Daten werden in dem Moment, wenn der Benutzer
auf ein anderes Element klickt und dieses auswa¨hlt, geladen und zu dem
internen Netzwerk in der Visualisierung hinzufu¨gt. Dieser Schritt muss fu¨r
jedes Datenelement nur einmal durchgefu¨hrt werden, da von statischen Da-
tenbesta¨nden ausgegangen wird. Wie weiter oben bereits angesprochen kann
diese Annahme zu Problemen fu¨hren, wenn der Datenbestand A¨nderungen
unterworfen ist.
Mit diesem Ansatz ist es bereits mo¨glich, die Startzeit der Visualisierung
drastisch zu verku¨rzen. Von einem linearen Aufwand 풪(푛) (wobei 푛 fu¨r die
Anzahl der Datenelement steht) verringert sich dieser auf einen konstanten
Aufwand 풪(1), da immer nur eine bestimmte Anzahl von Datenelementen
auf einmal geladen werden.
Die Verku¨rzung der Startzeit kann sich jedoch nachteilig auf die Reaktions-
zeit bei der normalen Navigation auswirken. Hier ko¨nnen eventuell spu¨rbare
Verzo¨gerung fu¨r den Nutzer auftreten, wa¨hrend neue Daten nachgeladen
werden. Diese Verzo¨gerungen ergeben sich vor allem aus Dateisystem- oder
Netzwerklatenzen. Wie mit diesem Nachteil umgegangen werden kann, wird
im na¨chsten Abschnitt besprochen und ein entsprechender Ansatz vorge-
stellt.
4.3.2 Vorsorgliches Nachladen
Um trotz des Ladens der Daten nach Bedarf eine ﬂu¨ssige Navigation in
der Visualisierung zu ermo¨glichen, kann in Visualisierungen eine Strategie
verwendet werden, um Daten vorsorglich nachzuladen (englisch: pre-fetching
oder read ahead). Dabei werden zusa¨tzlich zu den angezeigten Daten weitere
Teile im Voraus geladen. Konkret werden, nachdem die mit dem selektierten
Datenelement direkt verbundenen Elemente geladen wurden, auch die Ele-
mente geladen, die zwei
”
Schritte“ vom selektierten Element entfernt liegen.
88 Prototypische Umsetzung
Dies sorgt dafu¨r, dass die mit dem ausgewa¨hlten Element verbundenen Ele-
mente direkt angezeigt werden ko¨nnen, da sie bereits geladen wurden. Dieses
Verhalten ist in Abbildung 4.21 verdeutlicht. Die Abbildung zeigt dabei die
Elemente, die sich im internen Speicher der Visualisierung beﬁnden und
nicht unbedingt die graﬁsche Repra¨sentation der Daten [GB07].
Durch das Nachladen ko¨nnen allerdings Latenzen oder Verzo¨gerungen auf-
tauchen, da neue Daten immer erst geladen und verarbeitet werden mu¨ssen.
Dieser Umstand la¨sst sich durch geschicktes vorsorgliches Nachladen (eng-
lisch: pre-fetching oder read ahead) verbessern.
Beispielsweise werden zu Beginn alle Elemente geladen, die mit dem aus-
gewa¨hlten direkt verbunden sind. Soweit unterscheidet sich dieses Verhalten
noch nicht von dem im vorigen Abschnitt beschriebenen einfachen Nach-
laden. Nachdem diese Elemente geladen und angezeigt sind, werden alle
Elemente geladen, die zwei
”
Schritte“ vom ausgewa¨hlten entfernt sind. Das
sind diejenigen, die direkt mit den im ersten Durchlauf geladenen Elemen-
ten verbunden sind. Diese Prozedur kann beliebig oft (zum Beispiel 3–5 mal)
durchlaufen werden, um einen Puﬀer fu¨r die Navigation des Benutzers be-
reit zu stellen. Wenn der Benutzer nun anfa¨ngt in den Daten zu explorieren,
sind diese Daten bereits geladen und es treten weniger Wartezeiten auf.
Dieser Prozess ist in Abbildung 4.21 dargestellt. In drei Schritten wird dort
angezeigt, wie sich das interne Daten-Netzwerk entwickelt. Wie in Abbil-
dung 4.20 ist das aktuelle Element wieder hervorgehoben, welches sich dies-
mal jedoch nicht a¨ndert, sondern den internen Datenbestand vor dem wei-
teren Navigieren verdeutlicht.
ausgewähltes Element
Abbildung 4.21: Vorsorgliches Nachladen von Topics
Zusa¨tzlich wird, wie im
”
normalen“ Nachladen (siehe voriger Abschnitt),
dieser Prozess des vorsorglichen Nachladens wieder in Gang gesetzt, um
die
”
neue Umgebung“ des neuen ausgewa¨hlten Elements zu laden und zu
verarbeiten. Der Vorteil oder der Unterschied zum reinen Nachladen besteht
darin, dass der Benutzer ein ﬂu¨ssiges Navigationserlebnis auch in großen
Datenbesta¨nden hat. Dies gilt im Besonderen dann, wenn die Daten u¨ber
das Internet bezogen werden. Auch dieses Vorgehen stellt die Skalierbarkeit
sicher, in dem Sinne, dass auf der einen Seite weiterhin große Datenmengen
verarbeitet und angezeigt werden ko¨nnen und auf der anderen Seite eine
reaktionsfa¨hige Visualisierung zur Verfu¨gung steht.
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Algorithmus 1 Vorsorgliches Nachladen
1: if ¬loaded (current node) then
2: for level in [1..3] do




4.3.3 Bereinigen der Daten
Ein Nachteil der bis hierhin erwa¨hnten Techniken ist, dass die Daten, die
innerhalb der Visualisierung gehalten werden mu¨ssen, im Laufe der Zeit
stark anwachsen. Die Anzahl der schon geladenen und damit zu handhaben-
den Datensa¨tze kann beliebig groß werden. Dies kann dazu fu¨hren, dass die
Visualisierung ausgebremst wird und dadurch auch die Reaktionsfa¨higkeit
gegenu¨ber dem Benutzer leidet. Um diesem Prozess entgegen zu wirken
empﬁehlt sich ein Bereinigen der geladenen Daten, also ein Verwerfen nicht
la¨nger notwendiger Daten (englisch: Garbage Collection).
Im Vergleich zur normalen Speicherbereinigung, der Garbage Collection
[JL96], bei der nicht mehr referenzierte oder erreichbare Datensa¨tze entfernt
werden, geht es in diesem Fall darum, den Speicherbedarf so zu reduzieren,
das die Visualisierung weiterhin reaktionsfa¨hig und navigierbar bleibt. Da-
bei sollen genau jene Elemente entfernt werden, die fu¨r den Benutzer im
Moment
”
nicht von Interesse“ sind. Um dies feststellen zu ko¨nnen, werden
verschiedene Heuristiken verwendet [GB07]. Der praktikabelste und augen-
scheinlichste Indikator, ob ein Element weiterhin von Interesse ist, stellt
die Zeit dar, die seit dem letzten Anzeigen dieses Elementes vergangen ist
oder die
”
Entfernung“ zum/vom aktuellen Element (die Anzahlt der Rela-
tionen auf dem ku¨rzesten Weg). Eine Mo¨glichkeit ist somit alle Elemente im
internen Datennetzwerk zu lo¨schen, die die letzten 15 Minuten nicht ange-
zeigt wurden oder mehr als 20 Schritte vom aktuell ausgewa¨hlten Element
entfernt sind. Dies sind Indikatoren beziehungsweise Heuristiken dafu¨r, dass
diese Elemente in der na¨chsten Zukunft nicht benutzt werden und so gelo¨scht
werden ko¨nnen, um das Laufzeitverhalten der Visualisierung zu optimieren
beziehungsweise sicher zu stellen.
Sollten dieselben Daten spa¨ter noch einmal gebraucht werden, ko¨nnen diese
inzwischen lokal gelo¨schten Elemente ein weiteres Mal geladen und damit
dem internen Datenbestand wieder hinzugefu¨gt werden.
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Algorithmus 2 Datenbereinigung
1: for all node in data do
2: age ← get age (node)
3: distance ← compute distance (current node,node)





Die hier vorgestellten Mitteln erlauben mit sehr große Datenmengen zu han-
tieren und ﬂu¨ssig und schnell navigieren. Dabei bauen die Ansa¨tze aufein-
ander auf. So ko¨nnen auch nur Teile davon eingesetzt werden. Die optimal
Umsetzung beru¨cksichtigt jedoch alle drei Schritte, um die Skalierbarkeit der
jeweiligen Visualisierung sicher zu stellen: laden nach Bedarf, vorsorgliches
Nachladen und bereinigen der Daten.
Die hier vorgestellten Techniken wurden in einer Visualisierung beispielhaft
umgesetzt – dem TopicMap Viewer. Dazu werden im folgenden Kapitel Un-
tersuchungen statt ﬁnden, die versuchen den Vorteil, insbesondere des ersten
Ansatzes zu evaluieren und zu dokumentieren.
Mit der Diskussion u¨ber die Skalierbarkeit der Visualisierungen ist der letzte
Baustein des prototypischen Systems vorgestellt worden. Inwieweit durch
den Ansatz und die Umsetzung des Rahmenwerks die Anforderungen erfu¨llt
wurden, wird im folgenden Abschnitt beleuchtet.
4.4 Adressierung der technischen Anforderungen
Zum Abschluss der Besprechung der technischen Umsetzung und Instanti-
ierung des Rahmenwerks, werden an dieser Stelle die technischen Anforde-
rungen aus Abschnitt 3.1.6 auf ihre Erfu¨llung u¨berpru¨ft (die Anforderungen
sind im folgenden kursiv dargestellt). Komplementa¨r zu diesem Abschnitt
ﬁndet im Zuge der Evaluation in Abschnitt 5.5 die Diskussion der nicht-
technischen Anforderungen statt.
Die ersten drei Anforderungen aus der Tabelle 3.1 sind schon durch den An-
satz sicher gestellt. Ansatz, Systementwurf und technisches Feinkonzept hat-
ten von Anfang an das Ziel, mehrere Kontextsensoren und -informationen,
mehrere Visualisierungen und mehrere Datenquellen verwalten zu ko¨nnen.
Der Einsatz des Rahmenwerks besta¨tigt dieses Vorgehen, indem gezeigt wur-
de, dass auf einfache Art und Weise neue Komponenten der verschiedenen
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Typen hinzugefu¨gt werden konnten. Einfache Schnittstellen ermo¨glichen die
Integration ohne großen Arbeitsaufwand.
Fu¨r die Kommunikation wurde gefordert, das eine bidirektionaler Kom-
munikation zwischen Visualisierung und Kontextsensor mo¨glich ist (Push/
Pull). Auch dies wurde schon wa¨hrend des Systementwurfs geplant und
beru¨cksichtigt. Wenn sowohl Visualisierung als auch Kontextsensoren die
entsprechenden Schnittstellen anbieten, ﬁndet eine bidirektionale Kommu-
nikation innerhalb des Rahmenwerks statt.
Damit die Kommunikation gelingen kann, wurde ein einfaches, erweiterba-
res Kontextmodell erarbeitet. Dieses Kontextmodell erlaubt Kontextinfor-
mationen im Rahmenwerk auszutauschen. Dabei kann es einfach verwendet
werden und beliebig um neue Elemente erga¨nzt und ausgebaut werden. Die-
se Erweiterbarkeit garantiert, dass auch spa¨ter weitere Visualisierungen und
Kontextsensoren ohne Anpassungsarbeiten am Rahmenwerk integriert wer-
den ko¨nnen.
Durch den Einsatz geeigneter Kontextsensoren wurde in den Szenarios die
aufgabenzentrierte Wirkungsweise sichergestellt, wie sie unter anderem von
Card et al. [CMS99] gefordert wurde. Die Instantiierung des Rahmenwerks
in den unterschiedlichen Szenarios hat weiterhin gezeigt, dass das entwickelte
System leicht in andere Architekturen und Rahmenwerke integrierbar ist.
Zum Abschluss bleiben noch die Anforderungen an die Visualisierungen.
Zum einen wurde die Anpassbarkeit der Anzeige gefordert und zum anderen
die Parametrisierbarkeit einzelner Elemente. In den eingesetzten Visualisie-
rungen ko¨nnen diese Anforderungen als erfu¨llt gelten, da mit ihnen gezeigt
wurde, wie kontextbasierte Anpassungen vorgenommen wurden.
Ein weiterer Punkt war die geforderte hohe Abbildungskonsistenz. Auch
dies wird von den eingesetzten Visualisierungen unterstu¨tzt, indem die
Vera¨nderungen wa¨hrend der Benutzung der Visualisierung minimiert wer-
den. Damit erlauben sie eine unauﬀa¨llige und hilfreiche Darstellung der Da-
ten. Des Weiteren erlaubt insbesondere die Prozessansicht einen U¨berblick
u¨ber die Daten zu erhalten. Dies geschieht unter anderem durch das O¨ﬀnen
und Schließen der zusammengesetzten Aufgaben, so dass der Benutzer selbst





In diesem Kapitel wurde die prototypische Implementierung eines Rahmen-
werks fu¨r kontextualisierte Visualisierung und dessen Instantiierung in meh-
reren Einsatzszenarios vorgestellt.
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Ausgehend vom Ansatz und Systementwurf wurde das Feinkonzept entwi-
ckelt, bei dem weiterhin die Anforderungen aus Abschnitt 3.1.6 Beru¨cksich-
tigung fanden. In diesem Kapitel stand jedoch die technische Realisierung
mit den zugeho¨rigen Entscheidungen im Zentrum.
Als wichtiger Aspekt wurde das Kontextmodell und darauf aufbauend die
Kommunikation innerhalb des Rahmenwerks beleuchtet. Weiterhin wurde
die Umsetzung von Zustands- und Relationskontexten auf Basis der einge-
setzten Kontextsensoren beschrieben. Die davon abgeleiteten Kontextmaße
wurden ebenso detailliert vorgestellt. Diese erlauben eine visuelle Umsetzung
verschiedener Kontextinformationen und Kontextwerte.
In einem weiteren Abschnitt ging es um die Skalierbarkeit der Visualisierun-
gen, vor allem um die technische Handhabung großer Datenmenge in den
Visualisierungen. Natu¨rlich geht es bei der Skalierbarkeit prinzipiell auch um
einen graﬁschen Aspekt. Dazu muss die jeweilige Visualisierung die Anzeige
großer Datenmengen oder Teile davon beru¨cksichtigen, ohne den Benutzer zu
u¨berfordern. Die eingesetzten Visualisierungen unterstu¨tzen diesen Punkt –
Prozess- und Baumansicht durch verschiedene Hierarchiestufen und der To-
picMap Viewer durch eine ﬂexible Umgebungsdarstellung zu einem aktuell
ausgewa¨hlten Element. Insbesondere der TopicMap Viewer unterstu¨tzt viele
der entwickelten Ansa¨tze und stellt eine Machbarkeitsstudie beziehungsweise
Testumgebung (englisch: Testbed) fu¨r Experimente dar.
Nach der Umsetzung und Instantiierung des Rahmenwerks lassen sich ei-
nige Vorteile der Beru¨cksichtigung des Kontextes bei der Visualisierung
fu¨r den Wissensarbeiter am wissensintensiven Arbeitsplatz erkennen. Ins-
besondere die Vernetzung mehrerer Datenquellen und damit der Werkzeuge
kann den Wert der dargestellten Daten deutlich erho¨hen. Vorher waren die-
se Daten separat zu durchforsten und dabei U¨berga¨nge und Verbindungen
nicht ohne Weiteres erkenn- und nutzbar. Weiterhin ist die Beru¨cksichtigung
der Zustandskontextinformationen aus den diversen Kontextsensoren ein
vielversprechendes Medium, den Wissensarbeiter aufgaben- und situations-
abha¨ngig zu unterstu¨tzen.
Die Einsatzszenarios haben dabei gezeigt, das die vorgestellte Lo¨sung das
Potenzial hat, den Wissensarbeiter direkt am Arbeitsplatz mit graﬁschen
Mitteln zu unterstu¨tzen. Dabei bleibt zu untersuchen, wie gut diese Kontex-
tualisierung wirklich durch den Wissensarbeiter wahrgenommen wird und
die Unterstu¨tzung messbar ist. Dies wird im folgenden Kapitel in den ver-
schiedenen Szenarios evaluiert.
”
Glu¨ck ist was passiert, wenn Vorbereitung
auf Gelegenheit triﬀt.“
— Lucius Annaeus Seneca
Kapitel 5
Evaluation
Die Konzeption und Implementierung des Rahmenwerks zur kontex-tualisierten Visualisierung wurde in den vorigen beiden Kapitelnbeschrieben. Es stellt sich nun die Frage, ob der Ansatz kontex-
tualisierter Informationen tatsa¨chlich eine Unterstu¨tzung fu¨r Wissensarbei-
ter darstellt und welche Kontextinformationen bei welcher Aufgabenart am
hilfreichsten sind. Um eine Antwort auf diese Fragen zu ﬁnden, wurden im
Rahmen dieser Arbeit mehrere Nutzerstudien durchgefu¨hrt. Diese Nutzer-
studien wurden anhand konkreter Instantiierungen des Rahmenwerks fu¨r
kontextualisierte Visualisierungen vorgenommen.
In diesem Kapitel wird zuna¨chst die Evaluationsmethode vorgestellt (Ab-
schnitt 5.1). Daraufhin werden die einzelnen Studien mit den jeweiligen Er-
gebnissen beschrieben (Vorstudie, erweiterte Evaluation, Evaluation der Vi-
sualisierungen). Am Ende dieses Kapitels ﬁndet abschließend ein Abgleich
mit den nicht-technischen Anforderungen in Abschnitt 5.5 statt.
5.1 Evaluationsmethode
Bevor die einzelnen durchgefu¨hrten Evaluationen und Benutzerstudien vor-
gestellt und diskutiert werden, folgt eine Aufstellung der einzelnen Aspekte
der Evaluation dieser Arbeit und darauf aufbauend eine Erla¨uterung der
eingesetzten Evaluationsmethoden.
5.1.1 Was soll evaluiert werden?
Zu Beginn der Evaluationsmethode wird beschrieben welche Aspekte und
Komponenten des entwickelten und instantiierten System evaluiert wurden.
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Dazu geho¨ren:
∙ die Instantiierung des Rahmenwerks zur kontextualisierten Visualisie-
rung:
– die Zeit, die der Wissensarbeiter fu¨r seine Aufgabe(n) beno¨tigt
– die gefu¨hlte Qualita¨t der kontextualisierten Visualisierung
∙ die eingesetzten Visualisierung(en) bezu¨glich der Anforderungen
∙ die Eignung baumartiger Visualisierungen fu¨r Prozessdaten
∙ die Skalierbarkeit der Visualisierung
∙ die U¨berpru¨fung der nicht-technischen Anforderungen
Im Zentrum steht dabei das Rahmenwerk zur kontextualisierten Visualisie-
rung. Dieses soll durch die Evaluation seine Vielfa¨ltigkeit und gewinnbrin-
gende Anwendung im Alltag von Wissensarbeitern unter Beweis stellen. Die
technischen Aspekte und der Abgleich mit den entwickelten Anforderungen
wurden bereits in Abschnitt 4.4 im vorigen Kapitel statt.
In diesem Kapitel ﬁndet deshalb eine Untersuchung von gemessener (Ef-
ﬁzienz und Eﬀektivita¨t) und gefu¨hlter Nutzerzufriedenheit statt. Auf der
einen Seite heißt das die Zeit, die ein Wissensarbeiter braucht, um die ihm
gegebene Aufgabe zu erfu¨llen und die Anzahl der Fehler, die ihm dabei un-
terlaufen. Auf der anderen Seite die dabei von ihm wahrgenommene Qualita¨t
der kontextualisierten Visualisierungen.
Des Weiteren werden die eingesetzten Visualisierungen zu unterschiedlichen
Aspekten untersucht. Dazu za¨hlt sowohl die wahrgenommene Benutzbarkeit,
als auch die Erfu¨llung der Nebenbedingungen an die Visualisierungen (siehe
Abschnitt 3.1.5) beziehungsweise der Skalierbarkeit bezu¨glich der Anzahl der
geladenen und angezeigten Informationen. In einem weiteren Punkt geht es
um die Verwendung der Visualisierungen fu¨r bestimmte Datentypen. Kon-
kret soll untersucht werden, ob sich netzbasierte Visualisierungen eignen,
Prozessinformationen am wissensintensiven Arbeitsplatz anzuzeigen.
Nicht zuletzt geht es in diesem Kapitel um die U¨berpru¨fung der nicht-
technischen Aspekte der Anforderungen aus Abschnitt 3.1.6.
5.1.2 Wie soll evaluiert werden?
Erga¨nzend zu dem
”
was“ evaluiert werden soll, behandelt der folgende Ab-
schnitt das
”
wie“ der Evaluation. Dazu werden zugrunde liegende Vorge-
hensweisen diskutiert, die in den weiter unten vorgestellten Evaluationen
Verwendung ﬁnden.
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Fu¨r die Erhebung quantitativer Daten wurde auf der einen Seite Bearbei-
tungszeiten gemessen, die die Wissensarbeiter fu¨r die gestellten Aufgaben
beno¨tigten. Fu¨r die Auswertung wurde der t-Test verwendet [BD06]. Da-
zu wurden Tests mit kontextualisierter Unterstu¨tzung (Variante A) und
Tests ohne diese Unterstu¨tzung (Variante B) durchgefu¨hrt. Die Benennung
der jeweiligen Benutzergruppen ist entsprechend: Gruppe 훼 beziehungsweise
Gruppe 훽.
Erga¨nzend wurde ein Fragebogen verwendet, der Auswahlfragen zu den
verschiedensten Bereichen enthielt. Die gestellten Fragen setzen sich aus
verschiedenen Bereichen zusammen. Einige Fragen sind aus dem inter-
nationalen Standard ISO 9241-110 fu¨r
”
Ergonomische Anforderungen der
Mensch-System-Interaktion“ [DIN06] abgeleitet, andere sollen die Meinung
der Testpersonen zu verschiedenen Bereichen des Prototyps untersuchen.
Die ISO-Fragen sind allgemein gehalten. Hierbei wird in der ISO 9241-110
besonders auf die Themengebiete Aufgabenangemessenheit, Selbstbeschrei-
bungsfa¨higkeit, Steuerbarkeit, Erwartungskonformita¨t, Fehlertoleranz, Indi-
vidualisierbarkeit und Lernfo¨rderlichkeit eingegangen. Unter Aufgabenange-
messenheit ist die vollsta¨ndige und korrekte Erfu¨llung der Aufgabenziele mit
vertretbarem Arbeitsaufwand gemeint. Mit Lernfo¨rderlichkeit wird hingegen
die System-unterstu¨tzung beim Erlernen der Anwendung bezeichnet.
Die Fragen der Fragebo¨gen sind hauptsa¨chlich als Auswahlfragen formu-
liert (englisch: Multiple Choice), die jeweils nur eine Antwort erlauben. Bei
subjektiven Eigenschaften kann der Teilnehmer zwischen vier vorgegebe-
nen Antworten auswa¨hlen. Dabei werden die Antwortmo¨glichkeiten nach
dem Schema
”
U¨berhaupt nicht hilfreich“ (1),
”




Sehr hilfreich“ (4) angeboten, wobei die Eigenschaft
”
hilfreich“ der Fragestellung entsprechend angepasst wurde. Bei den vorge-
gebenen Fragen wurde darauf geachtet, dass es eine gerade Anzahl an Ant-
wortmo¨glichkeiten gab. Der Teilnehmer muss im Falle einer Unschlu¨ssigkeit
zumindest eine Tendenz angeben, ob er der Eigenschaft eher zustimmt oder
sie eher verneint.
Zur qualitativen Untersuchung wurden Fragebo¨gen um Freitextantworten
erga¨nzt. Diese erlauben eine Interpretation der
”
gefu¨hlten Zufriedenheit“
und die Mo¨glichkeit fu¨r die Probanden außerhalb vorgegebener Antwort-
muster und Fragekategorien Antwort und Ru¨ckmeldung zu geben.
Als generelles Mittel der Benutzerstudien wurden Labortests gewa¨hlt: Die
Teilnehmer bekamen einfache Aufgaben in einer ku¨nstlich erzeugten Situa-
tion gestellt. Daru¨ber hinaus waren sie sich der Testsituation bewusst.
Die Kombination aus Zeitmessung und Fragebogen erlaubte so eine um-




In einem noch recht fru¨hen Entwicklungsstadium des Rahmenwerks wur-
de eine Vorstudie durchgefu¨hrt. Dabei handelt es sich um eine qualitative
und quantitative Benutzerstudie. Dies sicherte die aktuelle Entwicklung und
Konzeption ab. Dazu wurde ein kleinerer Personenkreis gewa¨hlt. Dieses Vor-
gehen la¨sst zwar nur Tendenzen zu, verhindert aber grobe Fehlentwicklungen
wa¨hrend der Entwicklung.
Des Weiteren wurde mit der Vorstudie der Evaluationsaufbau getestet, so
dass fu¨r die erweiterte Evaluation ein solides Evaluationsvorgehen verwendet
werden konnte.
Die folgenden Abschnitte gliedern sich in die Beschreibung des Experiments
inklusive technischem Aufbau und Ablauf und der Darstellung der Ergeb-
nisse dieser Vorstudie. Ziel dieser ersten Studie ist es, den Einﬂuss der
Pra¨sentation von kontextualisierten Informationen auf das Verhalten der
Benutzer bei der Bearbeitung von Aufgaben zu ermitteln. Als Einsatzsze-
nario wurde APOSDLE gewa¨hlt (siehe Abschnitt 4.2.2).
5.2.1 Experiment
Um zu ermitteln, inwiefern die Pra¨sentation von kontextualisierten Infor-
mationen die Benutzer beeinﬂusst, werden in dieser Benutzerstudie zehn
Teilnehmern drei Aufgaben zur Bearbeitung vorgelegt. Die Teilnehmer wur-
den in zwei Gruppen (Gruppe 훼 und Gruppe 훽) zu jeweils fu¨nf Personen
aufgeteilt. Eine Gruppe fu¨hrte die Aufgaben mit kontextualisierten Visua-
lisierungen durch, wa¨hrend die andere Gruppe die reinen Visualisierungen
der Daten verwenden mussten, ohne Kontextanreicherung. Es handelt sich
demnach um eine Untersuchung zwischen den Gruppen (englisch: between-
groups design).
Gegenstand aller gestellten Aufgaben ist die Navigation durch eine Netz-
struktur mit Unternetzen, wobei ein in der Aufgabenstellung genannter
Knoten und drei beliebige, direkte Unterknoten mit Hilfe der Maus selek-
tiert werden sollten. In den drei Aufgaben musste dies mit den folgenden
Visualisierungen durchgefu¨hrt werden:
Aufgabe 1: in der Prozessansicht
Aufgabe 2: in der Baumansicht
Aufgabe 3: im TopicMap Viewer
Die Knoten stellen dabei Prozesse und Prozessschritte dar. Gemessen wird
in dieser Aufgabe, wie lange der Teilnehmer beno¨tigt, um zu dem Kno-
ten zu navigieren, sowie diesen und die drei Unterknoten auszuwa¨hlen. Die
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Netzstruktur wird den Teilnehmern in unterschiedlichen Darstellungsfor-
men pra¨sentiert: zuna¨chst anhand der Prozessansicht, anschließend durch
eine Baumansicht und abschließend durch den TopicMap Viewer (siehe Ab-
schnitt 4.2.2. Sowohl die Netzstruktur als auch die einzelnen Sichten auf
die Netzstruktur sind den Teilnehmern u¨berwiegend unbekannt. Lediglich
zwei der Teilnehmer kannten die Funktionsweise des TopicMap Viewer; dies
wurde bei der spa¨teren Analyse der Ergebnisse beru¨cksichtigt.
Die Netzstruktur ist in allen Aufgaben mit insgesamt 38 Knoten beziehungs-
weise Prozessschritten u¨berschaubar gehalten; die einzelnen Prozessschritte
sind nach Themen geordnet und somit transparent. Beispielsweise entha¨lt
der Knoten
”
Fortlaufende Werbung durchfu¨hren“ A⃝ die Unterknoten
”
Ver-
anstaltungsﬂyer erstellen“ B⃝ und
”
Pressevoranku¨ndigung herausgeben“ C⃝.
Der Benutzer kann also ungefa¨hr erahnen, wo sich der entsprechende Knoten
beﬁndet. Des Weiteren muss der Benutzer aufgrund der geringen Anzahl an
Knoten nicht in den einzelnen Fenstern scrollen, um die Aufgabenstellung
zu erreichen. Alle Informationen sind somit sofort sichtbar. Die vollsta¨ndige




Abbildung 5.1: Netzstruktur der Evaluationsaufgaben in der Prozessansicht
Die Teilnehmer der Gruppe 훼 mu¨ssen in der Prozessansicht, der Bauman-
sicht und dem TopicMap Viewer einen bestimmten, in der Aufgabenstellung
vorgegebenen Knoten ohne Kontextunterstu¨tzung ﬁnden.
Gruppe 훽 absolviert im Gegensatz dazu die drei Aufgaben jeweils mit Kon-
textunterstu¨tzung. Die Kontextunterstu¨tzung erfolgt durch farbliche Her-
vorhebung in Prozessansicht und Baumansicht beziehungsweise durch gro¨ßer
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dargestellte Symbole im TopicMap Viewer. Die drei Ansichten in Abbil-
dung 5.2 bis 5.4, zeigen die Hervorhebung in den einzelnen Visualisierungen
(Referenzpunkte D⃝, E⃝ und F⃝).
D
Abbildung 5.2: Kontextualisierte Prozessansicht (Vorstudie)
E
Abbildung 5.3: Kontextualisierte Baumansicht (Vorstudie)
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F
Abbildung 5.4: Kontextualisierte TopicMap Viewer (Vorstudie)
Der Ablauf des Experiments erfolgte getrennt fu¨r jeden einzelnen Teilneh-
mer. Jeder Teilnehmer bekam zu Beginn die Aufgabe schriftlich auf dem
Bildschirm pra¨sentiert. Hier wurde der zu suchende Knoten benannt so-
wie Hinweise zur Benutzung und Art der Darstellungsform gegeben. Der
Teilnehmer hatte die Mo¨glichkeit, bei Unklarheiten in der Aufgabenstellung
oder den Hinweisen nachzufragen. Anschließend dru¨ckte der Teilnehmer den
Knopf
”
Start“. Damit o¨ﬀnete sich das zu der Aufgabe geho¨rende Fenster mit
Prozessansicht, Baumansicht oder TopicMap Viewer. Erst mit dem Dru¨cken
der Starttaste begann auch die Zeitmessung. Hat der Teilnehmer die Aufga-
be absolviert, beendete er sie durch dru¨cken des Knopfes
”
Beenden“. Die
gemessene Zeit bezieht sich ausschließlich auf die zur Aufgabenerfu¨llung
beno¨tigte Zeit. Zusa¨tzlich zur Zeit wurden Anzahl und Art der Klicks fu¨r die
Prozessansicht und die Baumansicht aufgezeichnet, um spa¨ter Ru¨ckschlu¨sse
auf die Zielerreichung ziehen zu ko¨nnen. Beim TopicMap Viewer ist das Auf-
zeichnen von Mausklicks technisch nicht ohne weiteres umsetzbar und wurde
entsprechend fu¨r diese Evaluation außen vor gelassen.
Nach Abschluss der Aufgaben fu¨llten die Teilnehmer der Benutzerstudie
einen Fragebogen aus. Dieser ist im Anhang B.1.2 abgebildet. Einigen Fragen
basieren auf der ISO-Norm fu¨r
”
Ergonomische Anforderungen der Mensch-
System-Interaktion“ (siehe oben in Abschnitt 5.1.2 und [DIN06]). Zusa¨tzlich
kamen noch Auswahl- und Freitextfragen hinzu.
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5.2.2 Ergebnisse der Vorstudie
Im Folgenden werden die Ergebnisse dieser ersten Evaluation pra¨sentiert.
Es ist hierbei zu beru¨cksichtigen, dass es sich nicht um eine repra¨sentative
Stichprobe handelt und daher lediglich Tendenzen erarbeitet werden ko¨nnen.
Fast alle Teilnehmer der Benutzerstudie besaßen nach eigenen Einscha¨tzun-
gen sehr gute Kenntnisse im Umgang mit Computern. Es ist somit anzu-
nehmen, dass die Computerkenntnisse der Teilnehmer denen des Wissensar-
beiters entsprechen. Insgesamt haben alle Teilnehmer alle Aufgaben erfu¨llen
ko¨nnen. Es wird nun im Einzelnen auf verschiedene Sachverhalte der gewon-
nen Ergebnisse eingegangen und mo¨gliche Schlussfolgerungen vorgenommen.
Quantitative Ergebnisse
Die Zeiten, die wa¨hrend der Durchfu¨hrung der Aufgaben aufgezeichnet wur-
den, sind der Tabelle 5.1 zu entnehmen. Alle Antworten des Fragebogens sind
hingegen im Anhang B.1.3 in Tabelle B.1 zusammengefasst.
Tabelle 5.1: Durchschnittliche Bearbeitungszeiten wa¨hrend der Vorstudie (in
Sekunden)
Prozess Baum TopicMap
Gruppe 훼 41,2 27,4 30,2
Gruppe 훽 34,2 23,2 34,0
t-Test Wert 1,3452 1,5875 -0,7189
Den Teilnehmern der Gruppe 훽 wurde im Gegensatz zu Gruppe 훼 die kontex-
tualisierten Visualisierungen vorgelegt. Vergleicht man die Werte zwischen
den Gruppen 훼 und 훽 ist prinzipiell eine leichte Verbesserung durch die
Verwendung von Kontextinformationen zu erkennen.
Allerdings ist bei diesen Zahlen zu beachten, das diese durch die relativ kleine
Zahl an Probanden nicht signiﬁkant ist. Dies la¨sst sich auch an dem Wert fu¨r
den t-Test in Tabelle 5.1 ablesen (die Schranke fu¨r ein 95% Signiﬁkanzniveau
wa¨re 1.8595).
Im Folgenden werden die Aufgaben zur Prozessansicht betrachtet, die in
Aufgabe 1 zur Verfu¨gung gestellt wurden (Abbildung 5.2). Vergleicht man
die Werte der Gruppe 훼 mit denen der Gruppe 훽 stellt man fest, dass Gruppe
훽 die Aufgabe im Durchschnitt schneller erfu¨llt, obwohl beide Gruppen die
Prozessansicht nicht kannten. Dies gilt selbst dann, wenn Teilnehmer 6 aus
Gruppe 훼 nicht beru¨cksichtigt wird, der u¨berdurchschnittlich viel Zeit fu¨r
Aufgabe 1 beno¨tigte.
Ein a¨hnliches Ergebnis zeichnet sich bei der Baumansicht in Aufgabe 2 ab
(Abbildung 5.3). Hier fa¨llt die Diﬀerenz der durchschnittlich gemessenen
Zeiten mit und ohne Hervorhebung der Kontextinformationen in den Visua-
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lisierungen a¨hnlich groß aus. Die durchschnittlich beno¨tigte Zeit zwischen
der Gruppe 훼 und Gruppe 훽 sank auch hier um etwa 20 %.
Schwieriger ist die Auswertung des TopicMap Viewers (Abbildung 5.4). Hier
liegt die durchschnittliche Zeit der Gruppe 훼 sogar unter der von Gruppe
훽. Allerdings muss beru¨cksichtigt werden, das in Gruppe 훼 Teilnehmer 2
und 6 mit dem TopicMap Viewer bereits funktionsma¨ßig vertraut waren.
Rechnet man diese beiden Werte heraus, gab es auch in dieser Ansicht eine
Verbesserung der durchschnittlichen Bearbeitungszeit durch die Anzeige von
Kontextinformationen.
Benutzerzufriedenheit
In diesem Abschnitt u¨ber die Benutzerzufriedenheit geht es um die Aus-
wertung der subjektiven Zufriedenheit der Benutzer wa¨hrend der Vorstudie.
Diese wurde in Form eines Fragebogens nach der Durchfu¨hrung der Evalua-
tion erhoben. Dabei standen in der Regel vier Antwortmo¨glichkeiten (1–4)
zur Verfu¨gung.
Dabei ist festzustellen, dass die Teilnehmer kontextualisierte visuelle Aus-
gaben im Durchschnitt als
”
hilfreich“ (3) betrachtet haben. Die Teilnehmer
ko¨nnen sich zudem alle vorstellen, in Zukunft mit kontextualisierten visuel-
len Ausgaben zu arbeiten. Dabei empfanden alle Teilnehmer die Hervorhe-
bung von Knoten in den Ausgaben als
”
u¨berhaupt nicht aufdringlich“ (1).
Insgesamt betrachtet schnitt die Baumansicht im Fragebogen besser ab als
die Prozessansicht. So wurde die Navigierbarkeit der Baumansicht als durch-
schnittlich
”
navigierbar“ (3) bewertet. Die Prozessansicht erreichte hier nur
einen Wert zwischen
”
ein bisschen navigierbar“ (2) und
”
navigierbar“ (3).
Dies kann jedoch auch daran liegen, dass die Prozessansicht mehr Funktion-
alita¨t bietet, die auf den ersten Blick etwas unu¨bersichtlich wirkt. Auch bei
einer anderen Frage gaben die Teilnehmer an, dass bei der Baumansicht die
Kontextualisierung eine Unterstu¨tzung wa¨hrend der Erfu¨llung der Aufgabe
darstellte. So empfanden viele Benutzer die Kontextualisierung als
”
geeig-
net“ (3) oder sogar
”
sehr geeignet“ (4). Bei der Prozessansicht lag der Wert
durchschnittlich bei
”
geeignet“ (3). Des Weiteren ist zu erwa¨hnen, dass die
Baumansicht den Teilnehmern am vertrautesten ist, da diese Darstellungs-
form in vielen Anwendungen benutzt wird.
Auch ist anzumerken, dass der TopicMap Viewer mehr Erkla¨rung bedarf als
beispielsweise Baumansicht oder Prozessansicht. Die Anwender kennen im
Allgemeinen den Umgang mit Netzen und Ba¨umen aus anderen Anwendun-
gen. Die Ansicht und die Navigationsmechanismen des TopicMap Viewers
sind den Teilnehmern hingegen u¨berwiegend neu. Subjektiv empfanden die




Insgesamt ist festzuhalten, dass die Pra¨sentationsform von kontextualisier-
ten Informationen einen deutlichen Einﬂussfaktor auf die Unterstu¨tzung der
Benutzer darstellt. Die Teilnehmer konnten die Aufgaben durch eine Kon-
textualisierung der visuellen Ausgaben im Durchschnitt in ku¨rzerer Zeit be-
arbeiten. Es ist jedoch zu beachten, dass es sich bei den gestellten Aufgaben
um sehr einfache und u¨berschaubare Aufgaben handelt, die u¨berwiegend die
Navigation betroﬀen haben.
Da die bis hier vorgestellte Vorstudie eine erste positive Tendenz fu¨r die
Kontextualisierung darstellt, wurden das Rahmenwerk in einem weiteren
Szenario instantiiert und einer umfassenderen Evaluation unterzogen. Diese
zweite erweiterte Evaluation wird im Folgenden beschrieben.
Insbesondere sollten auf Grund der Vorstudie mehr Teilnehmer an der fol-
genden Evaluation teil nehmen. Außerdem ist wichtig, auch die Eﬀektivita¨t
zu betrachten, zum Beispiel die wa¨hrend der Arbeit gemachten Fehler. Dies
und mehr ﬂoss in die erweiterte Evaluation ein.
5.3 Erweiterte Evaluation
Nachdem die Vorstudie zwar positive Eﬀekte der Kontextualisierung nahe-
gelgt hat, wird an dieser Stelle eine weitergehende Evaluation vorgestellt,
die auf den Ergebnissen der Vorstudie aufbaut. Mit einer umfassenderen
und umfangreicheren Nutzerstudie soll die eﬀektive Unterstu¨tzung des Wis-
sensarbeiters durch kontextualisierte Visualisierung belegt werden.
Als Einsatzszenario wurde ein anderes als in der Vorstudie gewa¨hlt. Dies-
mal wurde EUDISMES als Szenario festgelegt, ein System zu kollaborati-
ven endbenutzergetriebenen Aufgaben- und Prozessentwicklung (siehe Ab-
schnitt 4.2.1).
In diesem Kapitel wird zuna¨chst das Experiment der erweiterten Evaluation
grundsa¨tzlich beschrieben. Hiernach wird in Abschnitt 5.3.2 auf den tech-
nischen Aufbau und Ablauf eingegangen und erla¨utert, welche Messungen
in welcher Weise durchgefu¨hrt wurden. Die Ergebnisse der Messungen sowie
der Teilnehmerbefragung bezu¨glich ihrer Einscha¨tzung des Systems werden
in Abschnitt 5.3.3 vorgestellt.
5.3.1 Experiment
Um zu messen, wie gut das System Wissensarbeiter unterstu¨tzen kann, wur-
den zwei Rollenspielvarianten entworfen, in denen jeweils drei einfache Auf-
gaben zu lo¨sen waren. Die Ausgangssituation beider Varianten war gleich
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und bestand darin, dass der Testperson die Rolle eines neuen Mitarbeiters
in einem Unternehmen zugewiesen wurde, welcher gewisse Aufgaben zu lo¨sen
hat. Um die Vergleichbarkeit der Varianten zu gewa¨hrleisten wurden diese
strukturell a¨hnlich gestaltet. Inhaltlich wurden sie jedoch leicht unterschied-
lich gestaltet, um verschiedene Lo¨sungen fu¨r Variante A und B zu erhalten.
Dies soll verhindern, dass sich die Teilnehmer der Nutzerstudie die richtigen
Antworten merken und die zweite Variante aus dem Geda¨chtnis lo¨sen. Die
Aufgaben fu¨r beide Varianten sind im Anhang in Abschnitt B.2.1 abgebildet.
Inhaltlich waren folgende Aufgaben von den Probanden zu lo¨sen:
Aufgabe 1
Finde den Namen eines geeigneten Kollegen heraus.
Aufgabe 2
Schlage einen Mitarbeiter vor, der die Aufgabe des Vero¨ﬀentlichens
u¨bernehmen soll. Beru¨cksichtige dabei die individuelle Aufgabenbe-
lastung Deiner Kollegen.
Aufgabe 3
Finde den Dateinamen des passenden Formulars heraus.
Die Teilnehmer der Studie bearbeiteten beide Varianten, wobei Variante A
mit Unterstu¨tzung kontextualisierter Visualisierung durchgefu¨hrt wurde und
Variante B nicht. Fu¨r beide Varianten wurde die Bearbeitungszeit gemes-
sen, sodass ein quantitativer Vergleich der Arbeit mit und ohne kontextua-
lisierter Visualisierung durchgefu¨hrt werden konnte. Im Anschluss an die
Bearbeitung fu¨llten die Teilnehmer einen Fragebogen aus, um den Prototyp
qualitativ zu beurteilen. Im na¨chsten Abschnitt wird der technische Aufbau
und Ablauf beschrieben.
5.3.2 Technischer Aufbau und Ablauf
An der Nutzerstudie nahmen 30 Personen teil. Alle Testpersonen haben
einen akademischen Hintergrund, waren also Studenten, Doktoranden, wis-
senschaftliche Assistenten oder sonstige Mitarbeiter einer wissenschaftlichen
Einrichtung. Die Personen sind in unterschiedlichen akademischen Diszipli-
nen ta¨tig, jedoch lag der Schwerpunkt mit 18 Personen auf informatiknahen
Fa¨chern. Zur Teilnehmerstruktur vergleiche auch Anhang B.2.4. Man kann
daher davon ausgehen, dass es sich bei allen Teilnehmern um repra¨sentative
Probanden handelt, also um Wissensarbeiter gema¨ß der Deﬁnition in Ab-
schnitt 2.2.3.
Die 30 Personen wurden in zwei gleich große Gruppen von Teilnehmern ge-
teilt. Die Evaluation wurde dann als Kreuzevaluation (englisch: Cross Eva-
luation) durchgefu¨hrt. Wa¨hrend die eine Gruppe also etwa erst ohne und
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danach mit Kontextunterstu¨tzung arbeiten musste, war es bei der anderen
Gruppe genau umgekehrt. Diese mussten erst mit Kontextunterstu¨tzung
und danach ohne. Mit diesem Verfahren ist es mo¨gliche, einige andere Fak-
toren aus der Evaluation auszuschließen, etwa Lernprozesse, die wa¨hrend
der Versuchsdurchfu¨hrung auftreten ko¨nnen und das Ergebnis beim zweiten
Durchlauf beeinﬂussen und verfa¨lschen ko¨nnen.
Dieser Ansatz stellt einen Kombination aus den Ansa¨tzen innerhalb ei-
ner Gruppe (englisch: within-groups design) und zwischen Gruppen (eng-
lisch: between-groups design) dar. Wa¨hrend Untersuchungen innerhalb ei-
ner Gruppe (eine Person macht mehrere Durchla¨ufe) kleinere Testgruppen
erlauben, schu¨tzen Untersuchungen zwischen Gruppen (eine Person pro Va-
riante) vor einigen anderen Faktoren, die die Evaluation negativ beeinﬂussen













Zur Durchfu¨hrung der Studie wurde ein Arbeitsplatz simuliert, der dem
eines Wissensarbeiters entspricht. Fu¨r die Bearbeitung der Aufgabenstellung
wurde den Teilnehmern ein Schreibtisch mit PC und gedruckten Unterlagen
zur Verfu¨gung gestellt. Auf dem PC war der Prototyp installiert und bei
Beginn des Experiments bereits gestartet. Das Programm durfte jedoch, wie
bereits erwa¨hnt, nur bei Variante A verwendet werden. Neben dem System
war eine Excel-Datei geo¨ﬀnet, die zur teilautomatischen Protokollierung der
Messergebnisse diente.
Das Telefonieren mit Mitarbeitern wurde simuliert, indem die Teilnehmer
dem Leiter des Experiments mitteilen konnten, welchen Kollegen sie ger-
ne sprechen wu¨rden und dieser dann die Rolle des gewu¨nschten Kollegen
u¨bernahm um die Fragen der Teilnehmer zu beantworten. Dies war lediglich
bei Variante B notwendig, bei dem die Unterstu¨tzung durch die kontextuali-
sierte Visualisierung nicht zur Verfu¨gung stand. Außerdem wurde bei jedem
Anruf eine
”
Zeitstrafe“ von zehn Sekunden addiert.
Eine Zeitstrafe von nur zehn Sekunden ist sehr niedrig, wenn man bedenkt,
wie viel Zeit es kostet, einen Kollegen zu erreichen. Dies gilt erst recht,
wenn der Kollege nicht in der eigenen Abteilung, sondern einer weiter ent-
fernten arbeitet. Außerdem kostet allein die Initiierung eines Gespra¨ches
eine ganze Weile (Begru¨ßung etc.), bis die eigentliche Frage zum Zuge kom-
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men kann. Hinzu kommen Zeiten fu¨r den Weg, wenn die Kommunikation
nicht per Telefon oder Chat, sondern von Angesicht zu Angesicht erfolgen
soll. Zusammenfassend stellen wir fest, das zehn Sekunden eine sehr geringe
Zeitannahme ist. Vielmehr handelt es sich dabei um die Abscha¨tzung einer
untersten Grenze. Realistische Zeitannahmen mu¨ssten dagegen viel ho¨her
angelegt werden.
Des Weiteren lagen den Studienteilnehmern die Beschreibungen der bei-
den Varianten inklusive der Aufgabenstellungen sowie eine graﬁsche Abtei-
lungsu¨bersicht des virtuellen Unternehmens zur Erga¨nzung der Beschreibun-
gen vor. Diese Materialien beﬁnden sich in Anhang B.2.1.
Ablauf
Der Versuchsablauf ist in Abbildung 5.6 schematisch dargestellt. Zu Be-
ginn eines jeden Versuchsdurchganges wurde dem Teilnehmer die Ausgangs-
situation der Varianten mu¨ndlich erla¨utert und eine kurze Einfu¨hrung in
die Bedienung des Programms gegeben. Dann wurde die Testperson ge-




BearbeitenVariante A BearbeitenVariante B
BearbeitenVariante B
Fragebogenausfüllenoder
Abbildung 5.6: Schematische Darstellung des Versuchsablaufs
Die Reihenfolge, in der die Varianten A und B zu bearbeiten waren, wurde
in jedem Versuchsdurchgang gewechselt, so dass die Ha¨lfte der Testpersonen
zuerst Variante A (mit kontextualisierter Visualisierung) bearbeiteten, und
die andere Ha¨lfte zuerst Variante B (ohne kontextualisierte Visualisierung).
Dadurch soll der Lerneﬀekt ausgeglichen werden, der entsteht, nachdem die
erste Variante durchgefu¨hrt wurde, da dies die Messergebnisse verzerren
ko¨nnte.
Bei beiden Varianten wurden die jeweils drei Aufgaben bearbeitet und die
Zeit fu¨r jede Aufgabe einzeln gemessen. Zur Zeitmessung wurde die bereits
angesprochene Excel-Anwendung verwendet. Diese stellt fu¨r jede Aufgabe
einen Start-Knopf zur Verfu¨gung, der von der Testperson angeklickt wurde,
sobald sie mit der Aufgabe begann (das Klicken wurde vom Studienleiter
u¨berwacht). Beim Klick auf diesen Knopf wurde die aktuelle Uhrzeit auf
einem anderen Tabellenblatt der Excel-Datei protokolliert. Nun wurde die
Aufgabe bearbeitet. Nachdem der Teilnehmer die Lo¨sung der Aufgabe, die
stets in der Beantwortung einer Frage lag, herausgefunden hatte, konnte er
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die Lo¨sung aus einer Reihe von Vorgaben in einer Auswahlliste der Excel-
Datei auswa¨hlen. Mit dieser Aktion wurde gleichzeitig wieder die dann ak-
tuelle Uhrzeit protokolliert, so dass aus der Diﬀerenz der beiden Zeitpunkte
die Dauer fu¨r die Bearbeitung der Aufgabe ermittelt werden konnte. Abbil-




Bearbeitungsdauer  der Aufgabe
Abbildung 5.7: Ermittlung der Bearbeitungsdauer einer Aufgabe
Bei Variante B (ohne Visualisierung) wurden zur gemessenen Zeit zehn Se-
kunden fu¨r jede Frage an einen Mitarbeiter addiert, egal ob dieser aus der
eigenen oder aus einer anderen Abteilung stammte. Dadurch sollen die ge-
messenen Zeiten realistischer werden. Wu¨rde man tatsa¨chlich Kollegen be-
fragen, so wu¨rde entweder der Weg zur anderen Abteilung oder zumindest
ein Telefonat anfallen. Dazu kommen Ablenkungen, wie das Treﬀen anderer
Kollegen auf dem Weg, Wartezeiten beim Telefonieren, wenn der gewu¨nschte
Mitarbeiter nicht gleich antwortet und schließlich auch die Zeit, die der ge-
fragte Mitarbeiter durch das Gespra¨ch verliert. Die zusa¨tzliche Zeit fu¨r Fra-
gen an Kollegen anderer Abteilungen ko¨nnte ho¨her angesetzt werden, da zu
erwarten ist, dass hier weniger enge Kontakte bestehen und die genannten
zusa¨tzlich anfallenden Zeiten zum Teil deutlich ho¨her ausfallen. Der Ein-
fachheit halber wurde jedoch auf diese Unterscheidung verzichtet.
Fu¨r die dritte Aufgabe in Variante B, das Herausﬁnden des Dateinamens
einer Ressource, wurde auf dem Computer ein Dateiordner zur Verfu¨gung
gestellt. In diesem war eine Ordnerstruktur angelegt, die zuerst nach Ab-
teilung, dann thematisch geordnet war. Die Teilnehmer sollten die gesuchte
Datei hier anhand der Informationen aus der Aufgabenstellung ﬁnden. Die
Ordnerstruktur ist in Anhang B.2.1 wiedergegeben.
Im Anschluss an die Bearbeitung der Varianten fu¨llten alle Teilnehmer einen
Fragebogen zu Ihrer Einscha¨tzung der Unterstu¨tzung durch das System aus.
Die Auswertung dieser Fragebo¨gen wird zusammen mit den Messergebnissen
der Aufgabenbearbeitung im folgenden Abschnitt vorgestellt. Der Fragebo-
gen selbst ist in Anhang B.2.6 enthalten.
5.3.3 Ergebnisse
In diesem Abschnitt werden die Ergebnisse der Nutzerstudie vorgestellt.
Zuna¨chst werden die beiden Aspekte Eﬃzienz und Eﬀektivita¨t betrachtet,
die sich aus den Messergebnissen ableiten lassen. Anschließend fa¨llt die Be-
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trachtung auf die Benutzerzufriedenheit, die mit den Fragebo¨gen ermittelt
wurde.
Eﬃzienz
Unter Eﬃzienz verstehen wir das Verha¨ltnis des Nutzens zu dem Aufwand,
mit dem der Nutzen erzielt wird. Fu¨r die Evaluation bedeutet dies konkret,
wie viel Zeit (Aufwand) beno¨tigt wurde, um die gestellten Fragen zu beant-
worten (Nutzen). Eine U¨bersicht der einzelnen Messwerte fu¨r jede Testper-
son ist in Anhang B.2.5 enthalten.
Graﬁsch lassen sich diese Zahlen wie in Abbildung 5.8 veranschaulichen. In
diesem Diagramm sind fu¨r jede Aufgabe zwei Sa¨ulen zu sehen. Die linke
(dunkel) zeigt jeweils die durchschnittlich beno¨tigte Zeit (in Sekunden) fu¨r
diese Aufgabe in Variante A an (mit Kontext), die rechte (hell) fu¨r die
Aufgabe in Variante B (ohne Kontext).
















100 mit Kontextohne Kontext
Abbildung 5.8: Vergleich der Bearbeitungszeiten zwischen den Varianten
In Tabelle 5.2 sind die Daten als Zahlenwerten dargestellt. Zusa¨tzlich zeigt
die Tabelle die zugeho¨rigen Werte des t-Tests. Dieser Wert sagt etwas u¨ber
die Gu¨te der Daten und damit der Signiﬁkanz der gemessenen Verbesserung.
Fu¨r die Aufgaben 1 und 2 bescheinigt dieser Wert eine hohe Signiﬁkanz. Da-
bei beru¨cksichtigt dieser t-Test nicht nur die Mittelwerte der Daten, sondern
auch die Varianz und die Stichprobengro¨ße. Bei 29 Freiheitsgraden in diesem
gepaarten t-Test und einem Signiﬁkanzlevel 99,5% (훼 = 0,005) mu¨sste der
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Tabelle 5.2: Durchschnittliche Bearbeitungszeiten wa¨hrend der erweiterten
Evaluation (in Sekunden)
Aufgabe 1 Aufgabe 2 Aufgabe 3
Variante A 57 33 51
Variante B 87 97 39
t-Test Wert 4,488 8,797 -2,463
t-Test Wert u¨ber 2,756 liegen. Diese Mindestgro¨ße wird fu¨r die Aufgaben 1
und 2 deutlich u¨berschritten und damit eine hohe Signiﬁkanz bescheinigt.
Warum Aufgabe 3 zu einem anderen, sogar negativen Resultat gefu¨hrt hat,
wird spa¨ter in Abschnitt 5.3.4 diskutiert.
Da die Mittelwerte allein nicht sehr aussagekra¨ftig sind, wurden in den Ab-
bildungen 5.9 bis 5.11 zu jeder einzelnen Aufgabe die Normalverteilungen
dargestellt (im unteren Teil der Abbildungen sind die einzelnen Stichproben
als kleine senkrechte Striche dargestellt). Die Normalverteilung der Daten
ist eine Voraussetzung fu¨r den t-Test und wurde mit dem Shapiro-Wilk Test
u¨berpru¨ft. Besonders in der mittleren Abbildung zu Aufgabe 2 ist in die-
ser Art der Darstellung die starke Verbesserung durch die kontextualisierte
visuelle Unterstu¨tzung zu erkennen.














Abbildung 5.9: Vergleich der Verteilungen Aufgabe 1, Variante A und B
Bei der Beschreibung des technischen Ablaufs des Experiments wurde be-
reits darauf hingewiesen, dass die Reihenfolge, in der die beiden Varian-
ten bearbeitet wurden, bei jedem Teilnehmer vertauscht wurde. Bei jedem
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Abbildung 5.10: Vergleich der Verteilungen Aufgabe 2, Variante A und B













Abbildung 5.11: Vergleich der Verteilungen Aufgabe 3, Variante A und B
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Versuchsdurchgang wurde daher auch protokolliert, welche Variante zuerst
bearbeitet wurde. Nach diesem Kriterium ko¨nnen die Messdaten in zwei


















Aufgabe 1 Aufgabe 2
zuerst mit Kontextzuerst ohne Kontext
Abbildung 5.12: Vergleich zwischen den Bearbeitungsreihenfolgen (Varian-
te A)
Nun ko¨nnen die durchschnittlichen Bearbeitungszeiten fu¨r die Aufgaben der
beiden Varianten zwischen diesen beiden Gruppen verglichen werden. Ab-
bildung 5.12 gibt die Bearbeitungszeiten fu¨r Variante A in Abha¨ngigkeit
der Bearbeitungsreihenfolge wieder. Die Ho¨he der dunkelgrau dargestellten
Sa¨ulen entsprechen der durchschnittlichen Bearbeitungszeit fu¨r den Fall ei-
ner Bearbeitung von Variante A als erstes, die hellgrau dargestellten Sa¨ulen
geben die entsprechende Bearbeitungszeit bei Bearbeitung von Variante B
als erstes wieder. Abbildung 5.13 zeigt analog die durchschnittlichen Bear-
beitungszeiten fu¨r Variante B (ohne Kontextunterstu¨tzung).
Bei der Betrachtung fa¨llt auf, dass die Gruppe, die zuerst Variante B bearbei-
tet hat, sowohl in Variante A als auch in Variante B weniger Zeit beno¨tigte,
als die andere Gruppe. Mo¨gliche Gru¨nde hierfu¨r werden in der Diskussion
der Ergebnisse in Abschnitt 5.3.4 ero¨rtert.
Eﬀektivita¨t
Allgemein bezeichnet Eﬀektivita¨t das Verha¨ltnis von erreichtem Ziel zu de-
ﬁniertem Ziel. Bezogen auf diese Evaluation bezeichnet Eﬀektivita¨t das
Verha¨ltnis zwischen der Anzahl der richtig beantworteten Aufgaben zur An-
zahl der gestellten Aufgaben. Welche Antworten
”
richtig“ sind, kann im Ein-
zelfall zu Diskussionen fu¨hren, da beispielsweise bei Aufgabe 2 (Vorschlagen


















Aufgabe 1 Aufgabe 2
zuerst mit Kontextzuerst ohne Kontext
Abbildung 5.13: Vergleich zwischen den Bearbeitungsreihenfolgen (Varian-
te B)
eines Kollegen fu¨r die Delegation einer Aufgabe) theoretisch mehrere Ant-
worten mo¨glich sind. Fu¨r diese Nutzerstudie wurde im Vorfeld fu¨r jede Auf-
gabe genau eine richtige Lo¨sung deﬁniert. Abha¨ngig davon, ob diese Antwort










Aufgabe 1 Aufgabe 3
richtigfalsch
Aufgabe 2Aufgabe 1 Aufgabe 3
Szenario A Szenario B
Abbildung 5.14: Eﬀektivita¨t bei der Lo¨sung der Aufgaben
Der u¨berragende Anteil der Aufgaben wurde richtig gelo¨st. Lediglich bei 8
der insgesamt 180 bearbeiteten Aufgaben (etwa 4,5%) wurden falsche Ant-
worten ausgewa¨hlt. Von diesen 8 Fehlern wurden 6 (75%) von der Gruppe




Um neben der Messung von Fakten auch den perso¨nlichen Eindruck der
Testpersonen zu erfassen, wurde jedem Teilnehmer der Studie nach der
Durchfu¨hrung des Experiments ein Fragebogen vorgelegt. Alle Testperso-
nen fu¨llten diesen aus.
Auf dem Bogen wurde neben einer Einscha¨tzung der eigenen Computer-
kenntnisse danach gefragt, wie die Unterstu¨tzung durch kontextualisierte
Visualisierung empfunden wurde. Dazu wurden insgesamt elf Fragen mit
vorgegebenen Antworten zum Ankreuzen (Auswahlfragen, englisch: Multi-
ple Choice) und zwei oﬀene Fragen zu Anmerkungen des Teilnehmers ge-
stellt. Der Fragebogen beﬁndet sich in Anhang B.2.6. Die Ergebnisse der
Befragung werden hier in aggregierter Form pra¨sentiert. Die detaillierten
Ergebnisse der Befragung beﬁnden sich in Anhang B.2.7. Zuna¨chst folgt in
Tabelle 5.3 eine tabellarische Darstellung der Ankreuzfragen (Fragen 1–11).
Anschließend wird eine Zusammenfassung der Antworten auf die oﬀenen
Fragen (Frage 12 + 13) gegeben.
Tabelle 5.3: Antworten auf den Fragebo¨gen
1. Wie wu¨rdest Du Deine Kenntnisse im Umgang mit Computern
einscha¨tzen?
keine Kenntnisse 2 7%
einige Kenntnisse 2 7%
gute Kenntnisse 10 33%
sehr gute Kenntnisse 16 53%
2. Ist EAGLE1 hilfreich fu¨r die Bearbeitung der gestellten Aufgaben?
nicht hilfreich 0 0%
ein bisschen hilfreich 0 0%
hilfreich 11 37%
sehr hilfreich 19 63%
3. Ist die Benutzung von EAGLE selbsterkla¨rend?
nicht selbst erkla¨rend 0 0%
ein bisschen selbst erkla¨rend 4 13%
selbst erkla¨rend 18 60%
sehr selbst erkla¨rend 8 27%
4. Ist die EAGLE-Visualisierung zu aufdringlich?
nicht aufdringlich 24 80%
ein bisschen aufdringlich 4 13%
aufdringlich 2 7%
sehr aufdringlich 0 0%
1EAGLE war der interne Name des Prototypen im EUDISMES-Szenarios.
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5. Sind die Kontextinformationen eine Unterstu¨tzung bei der Erle-
digung der gestellten Aufgaben?
keine Unterstu¨tzung 0 0%
ein bisschen Unterstu¨tzung 0 0%
Unterstu¨tzung 14 47%
sehr gute Unterstu¨tzung 16 53%
6. Wie scha¨tzt Du die Navigierbarkeit in der EAGLE-Visualisierung
ein?
nicht navigierbar 0 0%
ein bisschen navigierbar 2 7%
navigierbar 17 57%
sehr gut navigierbar 11 37%
7. Was ha¨ltst Du von der Fehlertoleranz der EAGLE-Visualisierung?
nicht fehlertolerant 2 7%
ein bisschen fehlertolerant 5 17%
fehlertolerant 14 47%
sehr fehlertolerant 9 30%
8. Wie ist Deine Meinung zur Individualisierung der EAGLE-
Visualisierung?
nicht individualisiert 4 13%
ein bisschen individualisiert 9 30%
individualisiert 15 50%
sehr gut individualisiert 2 7%
9. Bei welcher Aufgabe hat Dir EAGLE am meisten geholfen?
Aufgabe 1 6 21%
Aufgabe 2 18 62%
Aufgabe 3 5 17%
10. Bei welcher Aufgabe war der Nutzen von EAGLE am geringsten?
Aufgabe 1 4 14%
Aufgabe 2 5 17%
Aufgabe 3 21 72%
11. Ko¨nntest Du Dir vorstellen, in Zukunft mit kontextualisierten
Visualisierungstools, wie EAGLE, zu arbeiten?
auf keinen Fall 0 0%
eher nicht 1 3%
eher ja 9 30%
auf jeden Fall 20 67%
Die Antworten auf die oﬀenen Fragen 12 und 13 des Fragebogens sind in
detaillierter Form in Anhang B.2.8 wiedergegeben. Die am ha¨uﬁgsten ge-
nannten Punkte werden hier kurz zusammengefasst.
Die meistgenannten Anregungen betreﬀen die Darstellung der TopicMap.
In vier Antworten wurde vorgeschlagen, das aktuell fokussierte Topic deut-
licher hervorzuheben, da der Scheinwerfer-Lichtkegel zum Teil nicht gut zu
erkennen ist. Drei Personen regten an, die Assoziationen zwischen den To-
pics deutlicher darzustellen, da die grauen Linien nicht immer gut sichtbar
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sind. Einen a¨hnlichen Vorschlag machten drei Personen, na¨mlich dass die
Hervorhebung von Assoziationen eines selektierten Topics erhalten bleibt,
und nicht nur erscheint, wenn man mit der Maus u¨ber das Topic fa¨hrt. In
zwei Antworten wurde angeregt, individuelle Modiﬁkationen zu ermo¨glichen.
So sollten Topics frei umbenannt werden ko¨nnen, Farben selbst festgelegt
werden ko¨nnen oder Portra¨tfotos von Kollegen hinterlegt werden ko¨nnen.
Zwei Personen wu¨nschten sich eine u¨bersichtlichere intuitive Historienfunk-
tion und weitere zwei Teilnehmer regten an, bei Fokussierung eines Topics
nur die assoziierten Informationen anzuzeigen, auch wenn mehr Platz im
TopicMap Viewer ist, da sie sich von den anderen Topics verwirrt fu¨hlten.
Die Vorstellung der Evaluationsergebnisse ist damit abgeschlossen, es folgt
die Diskussion dieser Ergebnisse.
5.3.4 Diskussion
Wie bei der Pra¨sentation der Ergebnisse wird die Diskussion anhand der drei
Aspekte Eﬃzienz, Eﬀektivita¨t und Benutzerzufriedenheit vorgenommen.
Eﬃzienz
Die Aufgaben 1 und 2 wurden in Variante A deutlich schneller bearbei-
tet als in Variante B. Das System spart bei diesen Aufgaben viel Zeit, da
die gesuchten Informationen aus dem Programm abgerufen werden ko¨nnen.
Die Testpersonen mussten hier keinen Rat von Kollegen einholen, was die
ho¨here Bearbeitungszeit bei Variante B verursachte. Bei Aufgabe 3 war die
Bearbeitung hingegen in Variante B schneller (33%) als in Variante A. Dies
resultiert daraus, dass die Testpersonen den gesuchten Dateinamen in der
vorgegebenen Ordnerstruktur schneller durch direktes Suchen fanden. Hier-
bei ist jedoch zu beru¨cksichtigen, dass die gegebene Ordnerstruktur (verglei-
che Anhang B.2.1) idealisiert war. Netzlaufwerke in realen Arbeitsgruppen
enthalten weitaus mehr Dateien und Ordner und sind erfahrungsgema¨ß we-
niger klar strukturiert und aufgera¨umt, so dass die Suche nach einer Datei
ohne weiteres mehrere Minuten dauern kann. In diesem Fall kann eine sys-
tematische Darstellung von Ressourcen und Assoziationen mit zugeho¨rigen
Aufgaben, wie im TopicMap Viewer, schneller zum Ziel fu¨hren.
Insgesamt bringt das System beim Vergleich der Bearbeitungszeit des gesam-
ten Szenarios eine durchschnittliche Zeitersparnis von einigen Minuten, dies
entspricht einer klaren Verbesserung gegenu¨ber der Bearbeitung ohne kon-
textualisierte Visualisierung. Bildet man den Durchschnitt der Zeitersparnis
pro Aufgabe, ergibt sich eine durchschnittliche Verbesserung um 37%.
Die Gruppe der Testpersonen, die zuerst Variante A bearbeitete, wird im
Folgenden Gruppe 훼 genannt. Analog dazu wird von der Gruppe 훽 gespro-
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chen werden, wenn die Gruppe der Teilnehmer gemeint ist, die zuerst Va-
riante B bearbeitete. Beim Vergleich der Bearbeitungsreihenfolge wa¨re zu
erwarten gewesen, dass Gruppe 훼 in Variante B schneller ist und Gruppe 훽
in Variante A. Diese Annahme liegt nahe, da die Teilnehmer dann jeweils
schon eine Variante bearbeitet haben und gewisse Lerneﬀekte eingetreten
sind. Die gemessenen Zeiten zeigen, dass diese Annahme hier nicht zutriﬀt.
Gruppe 훽 war sowohl bei der Bearbeitung von Variante A als auch von Vari-
ante B schneller als Gruppe 훼. Eine mo¨gliche Erkla¨rung fu¨r dieses Ergebnis
ist die andere Herangehensweise, wenn zuerst Variante B, also die manuelle
Variante, bearbeitet wurde. Interessant ist in diesem Zusammenhang, dass
die schnellere Gruppe 훽 auch mehr Fehler als Gruppe 훼 machte. Damit ist
schon die Eﬀektivita¨t angesprochen, die nun diskutiert wird.
Eﬀektivita¨t
Es ist bemerkenswert, dass insgesamt nur sehr wenige Fehler gemacht wur-
den. Dies zeigt, dass die Testpersonen grundsa¨tzlich in der Lage waren, die
gestellten Aufgaben richtig zu lo¨sen. Die Aufgaben, bei deren Bearbeitung
Fehler begangen wurden, sind Aufgabe 3 in Variante A (A3) und Aufgabe
2 in Variante B (B2).
Die Fehler bei A3, also die Auswahl des falschen Dateinamens, ko¨nnen auf
teilweise schlecht sichtbare Assoziationslinien im TopicMap Viewer zuru¨ck-
gefu¨hrt werden. Dies ergeben die Auswertung der Fragebo¨gen sowie die Be-
obachtung wa¨hrend des Experiments. Mo¨glicherweise wa¨ren a¨hnlich viele
Fehler bei der entsprechenden Aufgabe in Variante B aufgetreten, wenn die
gegebene Ordnerstruktur nicht so stark idealisiert gewesen wa¨re. Sie enthielt
im richtigen Ordner nur eine einzige Datei (wie sich dieser Test bei realis-
tischeren Ordnerstrukturen verha¨lt, wurde nachtra¨glich nochmals u¨berpru¨ft
– siehe Abschnitt 5.3.5).
Der Grund fu¨r die Fehler bei B2 waren in allen Fa¨llen voreilige Entschei-
dungen auf Grundlage unzureichender Informationen. Dieser Informations-
mangel entstand durch das Unterlassen von Fragen an weitere Kollegen,
um Zeit zu sparen. Ein vergleichbares Verhalten ist auch in realen Pro-
blemlo¨sungsprozessen von Wissensarbeitern zu erwarten, wenn diese aus
Zeitdruck oder Bequemlichkeit die erste zula¨ssige Lo¨sung wa¨hlen, statt nach
einer optimalen Lo¨sung zu suchen. Kontextualisierte Visualisierung kann
daher dazu beitragen, nicht nur schnellere sondern auch bessere Entschei-
dungen zu treﬀen.
Interessant ist auch, dass 75% (6) der Fehler von Testpersonen aus Gruppe
훽 gemacht wurden. Aufgrund der kleinen Fehlerzahlen kann hieraus aber
nicht auf einen signiﬁkanten Zusammenhang geschlossen werden.
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Benutzerzufriedenheit
Die gestellten Fragen setzen sich aus verschiedenen Bereichen zusammen. Ei-
nige Fragen sind ebenso wie fu¨r die Vorstudie aus einer ISO-Norm fu¨r
”
Ergo-
nomische Anforderungen der Mensch-System-Interaktion“ [DIN06] abgelei-
tet, andere sollen die Meinung der Testpersonen zu verschiedenen Bereichen
des Prototyps untersuchen.
Wie bereits weiter oben bei der Vorstellung der Evaluationsmethode in Ab-
schnitt 5.1 beschrieben, bescha¨ftigen sich die ISO basierten Fragen des Fra-
gebogens damit, herauszuﬁnden, ob das System selbsterkla¨rend, aufdring-
lich, navigierbar, fehlertolerant und individualisierbar ist. Mehr als 50% der
Befragten stimmten fu¨r eine erfolgreiche Umsetzung jeder dieser Eigenschaf-
ten, bei der Aufdringlichkeit stimmten 80% der Testpersonen fu¨r
”
nicht auf-
dringlich“ (vergleiche dazu Abbildung 5.15). Man kann daher feststellen,
dass die Mehrheit der befragten Teilnehmer die Anforderungen der genann-
ten ISO-Norm fu¨r erfu¨llt halten.
0% 20% 40% 60% 80% 100%10% 30% 50% 70% 90%
selbst erklärend oder sehr selbst erklärend
nicht aufdringlich
navigierbar oder sehr gut navigierbar
fehlertolerant oder sehr fehlertolerant
individualisierbar oder sehr gut individualisierbar
Abbildung 5.15: Antworten zu ergonomischen Anforderungen (ISO-Norm)
Dass die Testpersonen kontextualisierte Visualisierung fu¨r ein sinnvolles
Werkzeug halten, la¨sst sich daran erkennen, dass alle Teilnehmer der Nut-
zerstudie angaben, das System sei hilfreich oder sehr hilfreich bei der Be-
arbeitung der gestellten Aufgaben, und die kontextualisierten Informatio-
nen als Unterstu¨tzung oder sehr gute Unterstu¨tzung wahrnahmen. Daru¨ber
hinaus ko¨nnen sich 97% der Befragten vorstellen oder sehr gut vorstellen,
zuku¨nftig kontextualisierte Visualisierungswerkzeuge, zu benutzen. Abbil-
dung 5.15 gibt einen U¨berblick u¨ber die Antworten aller ISO-basierten Fra-
gen.
Bei der Frage nach der Aufgabe, bei der die Unterstu¨tzung durch kontextua-
lisierte Visualisierung am gro¨ßten empfunden wurde, antworteten 62% der
Testpersonen, es sei Aufgabe 2. Dies erscheint schlu¨ssig, da diese Aufgabe
bei der manuellen Bearbeitung die meiste Zeit verbraucht hat. Außerdem
wurden bei der Verwendung des Systems bei dieser Aufgabe keine Fehler
gemacht. Als Aufgabe, bei der die Unterstu¨tzung durch kontextualisierte
Visualisierung am geringsten war, gaben 72% der Teilnehmer Aufgabe 3 an.
Auch diese Angaben passen zum gemessenen Ergebnis, denn Aufgabe 3 wur-
















Aufgabe 1Aufgabe 2Aufgabe 3
Abbildung 5.16: Antworten zur Unterstu¨tzung durch kontextualisierte Vi-
sualisierung nach Aufgaben
de ohne Visualisierung im Schnitt schneller bearbeitet. Abbildung 5.16 zeigt
die Verteilung der Antworten.
5.3.5 Evaluation mit realistischen Dateisystemstrukturen
Wie sich bei der Auswertung der Ergebnisse der erweiterten Evaluation
herausgestellt hat, war die Konzeption der dritten Aufgabe zu wenig rea-
lita¨tsnah (siehe Abschnitt 5.3.4). Dies zeigte sich in den gemessen Zeiten,
genauso aber in den Ergebnissen der Nutzerbefragung.
Um die Frage der Unterstu¨tzung und Nutzbarkeit des vorgestellten Rah-
menwerks umfassender zu beantworten, wurde dieser Teil der Evaluation
mit einem realistischeren Szenario (reale Datei- und Ordnerstruktur) wie-
derholt beziehungsweise vertieft.
Evaluationsaufbau
Diese Evaluation ist im Versuchsaufbau sehr a¨hnlich zu der erweiterten Eva-
luation gehalten. Dieses Vorgehen stellt sicher, dass die Ergebnisse und Mes-
sungen miteinander vergleichbar sind und somit die erweiterte Evaluation
in dem letzten Punkt erga¨nzt werden kann.
Zu diesem Versuch wurden 14 Personen herangezogen. Diese Probanden
mussten zwei Ressourcen suchen, die eine mit kontextualisierter Visuali-
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sierung, die andere ohne. Wie bei der erweiterten Evaluation wurde eine
Kreuzevaluation durchgefu¨hrt, um eine hohe Anzahl an Datenpunkten zu
erhalten, die trotzdem mo¨glichst keine anderen Eﬀekte widerspiegeln (siehe
Abschnitt 5.3.2). Bei diesem Experiment wurde im Vergleich zur erweiterten
Evaluation eine reale Dateisystemstruktur mit einer mittleren Komplexita¨t
verwendet. Die durchschnittliche Tiefe in dieser Struktur betrug drei Ebe-
nen.
Des Weiteren wurde erhoben, ob die Personen auch an der fru¨heren erwei-
terten Evaluation teil genommen hatten oder die Visualisierung kannten.
Wenn dies nicht der Fall war, wurde eine kurze Eingewo¨hnungszeit mit dem
TopicMap Viewer eingera¨umt, um die Vergleichbarkeit der Zeitmessungen
zu gewa¨hrleisten. Da auf realen Datenstrukturen gesucht wurde, wurde fer-
nerhin erfragt, ob die jeweilige Person die Daten kannte oder schon damit
gearbeitet hat.
Ergebnisse
Im Folgenden werden die Ergebnisse dieser nachtra¨glichen Evaluation vorge-
stellt. In der Tabelle 5.4 sind die Durchschnittswerte der Probanden zusam-
men mit dem Ergebnis des t-Tests dargestellt. Die Liste aller gemessenen
Zeiten sind im Anhang in Abschnitt B.3 aufgelistet.






Dabei ist erkennbar, dass bei der Verwendung realistischer Dateisystem-
strukturen die Variante A (mit kontextualisierter visueller Unterstu¨tzung)
einen deutlichen Gewinn bringt. Waren bei der erweiterten Evaluation noch
die Probanden ohne Kontextunterstu¨tzung schneller (siehe Abschnitt 5.3.3),
so ist das Ergebnis mit realistischen Dateisystemstrukturen umgekehrt.
Jetzt sind die Durchschnittswerte mit Kontextunterstu¨tzung etwa doppelt
so schnell wie bei Variante B (ohne Kontextunterstu¨tzung).
Abbildung 5.17 stellt diesen Sachverhalt bei angenommener Normalvertei-
lung graﬁsch dar. Wie bei den Abbildungen 5.9 bis 5.11 weiter oben, sym-
bolisieren die kleinen farbigen Striche im unteren Bereich der Abbildung die
einzelnen Stichproben.
Wenn man sich die einzelnen Messwerte genauer anschaut, wird weiterhin
deutlich, dass bis auf einen Probanden alle in Variante A (mit Kontextun-
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Abbildung 5.17: Vergleich der Verteilungen mit realen Dateisystemstruktu-
ren, Variante A und B
terstu¨tzung) schneller waren. Bei dieser einen Person handelt es sich aller-
dings um jemanden, der nach eigenen Angaben mit der Struktur des Datei-
systems sehr gut vertraut war und so die gestellte Aufgabe sehr schnell lo¨sen
konnte.
Diskussion
Wie bereits in Abschnitt 5.3.4 vermutet, hat die Komplexita¨t der Dateisys-
temstruktur einen erheblichen Einﬂuss auf das Ergebnis der durchgefu¨hrten
Evaluation.
Die Gru¨nde dafu¨r liegen in der Natur solcher Dateiablagen. Wa¨hrend der
U¨berblick in den eigenen Daten u¨ber einen gewissen Zeitraum in der Re-
gel gegeben ist, schwindet dieser zusehends mit ansteigender Anzahl von
Benutzern, die die Daten pﬂegen und verwenden, und zunehmender Zeit-
dauer der Verwendung. Weiterhin verwenden unterschiedliche Benutzer un-
terschiedliche Benennungen und Strukturen fu¨r Dateien und Verzeichnisse
(Taxonomien). Dies fu¨hrt u¨ber die Zeit zu einer
”
Verunreinigung“ und einem
Auseinanderdriften der Daten und Strukturen.
All dies fu¨hrt dazu, dass kontextualisierte Visualisierungen ab einem ge-
wissen Komplexita¨tsmaß eine deutliche Verbesserung der Arbeitseﬃzienz
ermo¨glichen, da zusa¨tzlich zur bloßen Struktur weitere Informationen (Sta-
tus- und Relationskontexte) herangezogen werden.
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5.3.6 Zusammenfassung erweiterte Evaluation
Insgesamt la¨sst die erweiterte Evaluation den klaren Schluss zu, das kontex-
tualisierte Visualisierungen am wissensintensiven Arbeitsplatz zu signiﬁkant
schnelleren und besseren Ergebnissen fu¨hren. Insbesondere bei komplexeren
Datenstrukturen, wie sie an realen wissensintensiven Arbeitspla¨tzen vorkom-
men, ist diese Verbesserung deutlich messbar. Was bei der Auswertung der
Ergebnisse der Vorstudie schon erkennbar war, ist mit Hilfe der erweiterten
Evaluation belegt worden.
5.4 Evaluation der verwendeten Visualisierungen
In diesem Abschnitt werden die eingesetzten Visualisierungen bezu¨glich der
Anforderungen und Randbedingungen aus den vorangegangenen Kapiteln 2
bis 4 untersucht. Insbesondere wird in diesem Abschnitt die Skalierbarkeit
des TopicMap Viewer u¨berpru¨ft, die Darstellung prozessartiger Daten im
TopicMap Viewer sowie der Einsatz der Prozessansicht.
5.4.1 Skalierbarkeit des TopicMap Viewers
Als erster zu untersuchender Punkt bezu¨glich der Visualisierungen, geht
es an dieser Stelle um die Skalierbarkeit. Dazu wurden entsprechend dem
Abschnitt 4.3.1 Messungen mit unterschiedlicher Anzahl anzuzeigender Da-
tenelemente durchgefu¨hrt, einmal bei
”
normalem Laden“ der Daten, dann
mittels
”
Laden nach Bedarf“. Das Ergebnis dieser Messungen ist in Abbil-
dung 5.18 dargestellt. Bei den dargestellten Werten handelt es sich jeweils
um Mittelwerte aus mindestens zehn Testla¨ufen.
Die gemessenen Zeiten setzen sich aus dem eigentlichen Laden der Daten
(풪(1)) und dem Zusammenfu¨gen mit dem lokalen Datenbestand (풪(푛)) zu-
sammen. Allerdings ist ersterer Punkt um Gro¨ßenordnungen einﬂussreicher,
weil hier Dateiein- und ausgabe eine Rolle spielen. Dies gilt um so mehr,
wenn die Daten u¨ber Intranet oder sogar das Internet geladen werden sol-
len.





Laden nach Bedarf“ einen sehr ﬂachen linearen Verlauf auf-
weist. Des Weiteren ist wichtig zu erwa¨hnen, dass die Visualisierung bei nor-
malem Laden schon ab ca. 1500 Datenelementen als nicht mehr benutzbar
empfunden wurde. Solch lange Ladezeiten konnten mit den zur Verfu¨gung
stehenden Datenmenge beim Laden nach Bedarf nicht erreicht werden.
Zusammenfassend la¨sst sich sagen, dass mittels
”
Laden nach Bedarf“ die
Visualisierung mit deutlich mehr Datenelementen umgehen kann. Insbeson-
dere im Empﬁnden der Benutzer wurde die Visualisierung nicht einfach nur
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normales LadenLaden nach Bedarf
Abbildung 5.18: Zeitmessungen zur Skalierbarkeit des TopicMap Viewers
schneller, sondern wurde fu¨r gro¨ßere Datenmengen u¨berhaupt erst benutz-
bar.
5.4.2 Prozessartige Datenstrukturen in der Netzansicht
In diesem Abschnitt soll beleuchtet werden, ob sich netzartige Ansichten wie
der TopicMap Viewer dazu eignen, prozessa¨hnliche Datenstrukturen darzu-
stellen. Dazu wurden ebenfalls Benutzer dieser Visualisierung befragt. Die
Ergebnisse der mu¨ndlichen Befragung werden hier auszugsweise zitiert und
qualitativ diskutiert.
Nach der Darstellungsform befragt, die die Benutzer in der Regel verwen-
den, wurde hervorgehoben, dass baumartige Visualisierungen sehr oft zum
Einsatz kommen.
”
Die Benutzer sind es gewohnt mit Ba¨umen zu arbeiten.“
Interessanterweise wird die Darstellung des TopicMap Viewers nicht als
baumartig wahrgenommen, auch wenn diese Visualisierung ebenfalls hie-
rarchisch aufgebaut ist. Dies mag mit der Neuartigkeit der Visualisierung
und der netzartigen Aufbereitung der Daten zusammenha¨ngen.
Zur Befragung der Benutzer was sie an dieser Art der Visualisierung beson-
ders scha¨tzen beziehungsweise wie sie die Visualisierung einsetzen, wurde
vor allem die Exploration der Modelle genannt.
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”
Der TopicMap Viewer ist sehr scho¨n zur Exploration der Mo-
delle geeignet.“
Die Benutzer erhalten also mit dieser Art der Ansicht einen guten U¨berblick
und ko¨nnen die Modelle einfach und gewinnbringend erforschen. Dabei la¨dt
oﬀenbar vor allem die Andersartigkeit der Visualisierung zum Explorieren
und Untersuchen der bestehenden Dateninhalte ein.
Abschließend la¨sst sich resu¨mieren, dass prozessartige Datenstrukturen und
Inhalte durchaus in hierarchisch und netzartige aufgebauten Visualisierun-
gen wertvoll dargestellt werden ko¨nnen. Dies wird um so interessanter, soll-
ten leichtgewichtigere oder Endbenutzer getriebene Prozessdeﬁnitionen und
-modellierungen Verwendung ﬁnden (siehe Abschnitt 4.2.1).
5.4.3 Prozessansicht
In diesem letzten Abschnitt zur Untersuchung der eingesetzten Visuali-
sierungen geht es um die Prozessansicht. Nach Abschnitt 2.2.5 geho¨rt zu
den wichtigsten Funktionen, die informelles Lernen unterstu¨tzen, einen
U¨berblick u¨ber die Informationen zu erhalten. Genau dieser Punkte wur-
de in einer Befragung besta¨tigt, die im Zusammenhang mit der formati-
ven Evaluation des zweiten Prototypen von APOSDLE durchgefu¨hrt wurde
[APO08].
Insbesondere wurde besta¨tigt, dass es mit der Prozessansicht sehr gut
mo¨glich ist, einen U¨berblick u¨ber den abzuarbeitenden Prozess zu erzie-
len und dass sich diese Ansicht dazu eignet, gute und wertvolle Hinweise
und Vorschla¨ge fu¨r na¨chste Schritte zu erhalten. Diese Ergebnisse sind in
Abbildung 5.19 zusammengetragen und graﬁsch aufbereitet.
0% 20% 40% 60% 80% 100%
Prozessansicht zur Aufgabenauswahl
Prozessansicht für den Überblick
Prozessansicht um Vorschläge zu erhalten
Abbildung 5.19: Einscha¨tzung der Prozessansicht bezu¨glich verschiedener
Einsatzgebiete
Als Antwort auf den Freitextfragen wurde als wiederkehrender Wunsch
gea¨ußert mehrere Daten- und Informationsquellen in einer Ansicht zu ver-
einen, zum Beispiel:
”
Integriert bitte Prozessansicht mit der Darstellung der zugeho¨-
rigen Ressourcen.“
und
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”
Stellt die Experten/Personen in Verbindung zu den entspre-
chenden Doma¨nenelementen dar.“
Auch wenn die Prozessansicht diesen Wunsch nicht erfu¨llt, wurde diese Idee
bei der weiteren Entwicklung des Rahmenwerks beru¨cksichtigt und erfolg-
reich umgesetzt. Im TopicMap Viewer im Szenario EUDISMES (siehe Ab-
schnitt 4.2.1) wurde genau dieser Ansatz umgesetzt und im Rahmen der
Evaluation als wertvoll und gewinnbringend eingescha¨tzt.
5.4.4 Zusammenfassung Evaluation der Visualisierungen
Abschließend kann den eingesetzten Visualisierungen eine erfolgreiche Inte-
gration in das Rahmenwerk besta¨tigt werden. Weiterhin wurde im Rahmen
der Evaluation belegt, dass die erarbeiteten Mechanismen in ihrer Umset-
zung einen positiven Eﬀekt auf den wissensintensiven Arbeitsplatz haben
und als unterstu¨tzend eingescha¨tzt werden.
5.5 Adressierung nicht-technischer Anforderungen bei
den betrachteten Instanzen des Rahmenwerks
Nachdem in Abschnitt 4.4 die Erfu¨llung der technischen Anforderungen dis-
kutiert wurde, werden an dieser Stelle die nicht-technischen Anforderungen
aus Abschnitt 3.1.6 auf Basis der oben beschriebenen Evaluationen betrach-
tet.
Eine erste Anforderung, die auf Basis der Nutzerbefragung in Form der
ISO-Fragen deutlich als erfu¨llt bewertet wurde, ist die Unaufdringlichkeit
der kontextualisierten Visualisierung. Des Weiteren kann resu¨miert werden,
das die Visualisierung aufgabenzentriert gestaltet ist und somit eine gute
Unterstu¨tzung fu¨r die gegebene Aufgabe am wissensintensiven Arbeitsplatz
darstellt. Hierzu liefern insbesondere die Zustandskontextsensoren grundle-
gende Informationen. Dies wird vor allem durch die Zeit widerspiegelt, die
die Wissensarbeiter fu¨r die Bewa¨ltigung ihrer Aufgaben beno¨tigten.
Auch die Anforderung Experten fu¨r eine gegebenen Situation zu ﬁnden und
Verbindungen in Daten zu entdecken wird in den vorgestellten Szenarios
unterstu¨tzt (siehe Abbildung 4.7).
Auf Seiten der Visualisierung wurde ebenfalls darauf geachtet, dass diese die
Anforderungen und Randbedingungen aus Abschnitt 3.1.5 erfu¨llen. Dazu
za¨hlt in erster Linie die Anforderung der Wissensarbeiter, mit der Darstel-
lung einen U¨berblick zu erhalten. Diese Eigenschaft wurde insbesondere fu¨r
die Prozessansicht durch konkrete Aussagen von Wissensarbeitern besta¨tigt
(siehe Abbildung 4.10).
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Gleiches gilt fu¨r die Anforderungen die Positionierung der einzelnen Elemen-
te nach semantischer Na¨he durchzufu¨hren, Assoziationen anzuzeigen und die
Mo¨glichkeit, entlang dieser Assoziationen zu navigieren. Eine hohe Abbil-
dungskonsistenz kann den Visualisierungen ebenso besta¨tigt werden. Sowohl
die Baumansicht als auch Prozessansicht und TopicMap Viewer erlauben es
so den Benutzern ein mo¨glichst einfaches Verfolgen der Vera¨nderungen der
Darstellung wa¨hrend der Navigation. Die Erfu¨llung dieser Anforderungen
wurden vornehmlich durch die ISO-Fragen zu Selbstbeschreibungsfa¨higkeit
und Erwartungskonformita¨t besta¨tigt.
Die in Abschnitt 5.4 durchgefu¨hrte Untersuchung hat zumindest dem Topic-
Map Viewer die Handhabung einer Gro¨ßeren Anzahl von Datenelementen
bezeugt. Dies geschieht an dieser Stelle mit Hilfe der Ansa¨tze der Skalier-
barkeit aus Abschnitt 4.3.
Die letzten beiden Anforderungen an die Visualisierungen, die Anpassbarkeit
der Anzeige und die Parametrisierbarkeit einzelner Elemente kann ebenso
fu¨r die eingesetzten Visualisierungen besta¨tigt werden. Nur mit diese Eigen-
schaften ist eine sinnvolle Integration in das System zu kontextualisierten
Visualisierung mo¨glich.
5.6 Zusammenfassung
In diesem Kapitel wurde anhand mehrerer Benutzerstudien untersucht, in-
wiefern kontextualisierte Visualisierungen den Wissensarbeiter am Arbeits-
platz unterstu¨tzen. Es handelte sich dabei um konkrete Instantiierungen des
Rahmenwerks fu¨r kontextualisierte Visualisierungen, die untersucht wurden.
Dabei haben sowohl die qualitativen als auch die quantitativen Ergebnisse
gezeigt, dass kontextualisierte visuelle Ausgaben den Wissensarbeiter in ho-
hem Maße unterstu¨tzen ko¨nnen. Dies macht sich sowohl in einer ku¨rzeren
Bearbeitungszeit (Eﬀektivita¨t) der gestellten Aufgaben als auch im subjek-
tiven Empﬁnden der Teilnehmer bemerkbar.
Insgesamt ist festzustellen, dass diese Art der Unterstu¨tzung ein deutliches
Potential hat, den Wissensarbeiter am Arbeitsplatz zu unterstu¨tzen. Wie
die Untersuchungen in diesem Kapitel gezeigt haben, kann kontextualisierte
Visualisierung dazu beitragen, nicht nur schnellere sondern auch bessere
Entscheidungen zu treﬀen (Eﬃzienz).
Ein letzter wichtiger Aspekt, den die durchgefu¨hrten Evaluationen ergeben
haben, ist, dass Wissensarbeiter am Arbeitsplatz den hier vorgestellten An-
satz als hilfreich empfanden und dieses oder a¨hnliche System in Zukunft
einsetzen wollen.
”





Die vorliegende Dissertationsschrift stellt einen neuen Ansatz vor, Ar-beitende an wissensintensiven Arbeitspla¨tzen mit kontextualisier-ten Visualisierungen zu unterstu¨tzen, also durch graﬁsch aufberei-
tete Anzeigen, die an ihre aktuelle Situation angepasst sind. Wissensarbeiter
(Arbeitende an wissensintensiven Arbeitspla¨tzen [Dru59]) stellen dabei die
Zielgruppe der Untersuchungen und Vorschla¨ge dar.
Ausgehend von einer Anforderungsanalyse unter direkter Beteiligung der
Wissensarbeiter in Abschnitt 3.1, wurde ein neuartiger Ansatz zur graﬁschen
Unterstu¨tzung dieser Zielgruppe erarbeitet. Das Ergebnis ist ein Rahmen-
werk zur kontextualisierten Visualisierung am wissensintensiven Arbeits-
platz [God09]. Dieses Rahmenwerk wurde im Zuge der vorliegenden Arbeit
in mehreren Szenarios eingesetzt, instantiiert und evaluiert. Dabei zeigte die
Evaluation mit realistischen Daten und repra¨sentativen Versuchspersonen
eine signiﬁkante Steigerung der Produktivita¨t. Dies wird vor allem in der
gemessenen Zeit und Arbeitsqualita¨t reﬂektiert. Zudem erfolgte in der Eva-
luation eine positive Ru¨ckmeldung zur individuellen Wahrnehmung bei der
Nutzung des Rahmenwerks.
Als technisches Ergebnis dieser Arbeit liegt das Rahmenwerk mit allen
Schnittstellen, Deﬁnitionen und Instantiierungen vor. Das Rahmenwerk
ermo¨glicht ein einfaches Einbringen verschiedener Visualisierungsformen,
Daten- und Kontextquellen. Die einfache Erweiterbarkeit wurde durch die
Adaption an unterschiedliche Einsatzszenarios erprobt und besta¨tigt (siehe
Abschnitt 4.2). Insbesondere die einfache Integration neuer Komponenten in
das Rahmenwerk wird durch ein oﬀenes Schlu¨ssel-Wert-Paar-basiertes Kon-
textmodell ermo¨glicht (siehe Abschnitt 4.1.3).
In den folgenden beiden Abschnitten wird kurz sowohl der wissenschaftliche
Beitrag der vorliegenden Dissertationsschrift als auch der Nutzen, der sich
fu¨r die Anwendung ergibt, zusammengefasst.
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6.1 Der wissenschaftliche Beitrag
An dieser Stelle wird der wissenschaftliche Beitrag zur Forschungslandschaft
nochmals kurz zusammengefasst und erla¨utert. Als wissenschaftliche Bei-
tra¨ge ergeben sich vornehmlich folgende Punkte:
1. Rahmenwerk fu¨r kontextualisierte Visualisierung
2. einfache und nahtlose Integration verschiedener
∙ Kontextsensoren
∙ Daten- und Informationsquellen
∙ Visualisierungen
3. generisches Modell zur Beschreibung des Kontexts
4. Kriterien fu¨r Visualisierungen am wissensintensiven Arbeitsplatz
5. Evaluation von Instanzen des Rahmenwerks in mehreren Szenarios
Als zentrales technisch-wissenschaftliches Ergebnis steht das Rahmenwerk
zur adaptiven kontextualisierten Visualisierung. Ausgehend von ei-
ner Anforderungsanalyse wurde in Abschnitt 3.2 ein neuartiger Ansatz und
ein Systementwurf fu¨r das Rahmenwerk erarbeitet. Dabei wurde mit dem
Einsatz in mehreren Szenarios die technische und konzeptionelle Eignung
des Rahmenwerks fu¨r kontextualisierte Visualisierung besta¨tigt.
Von Anfang an wurde bei dem Entwurf und Umsetzung darauf Wert gelegt,
dass eine einfache Integration von Kontextinformationen, Datenquellen
und Visualisierungen in das Rahmenwerk sicher gestellt ist (Abschnitte 3.3
und 4.1.2).
Um eine einfache Integrierbarkeit neuer Komponenten zu gewa¨hrleisten,
wurde im Rahmen dieser Arbeit ein einfaches, einheitliches und generisches
Modell zur Beschreibung des Kontexts erarbeitet (Abschnitt 4.1.3).
Erst dieses Kontextmodell erlaubt das Einfu¨gen von und die Kommunika-
tion zwischen Kontextsensoren und Visualisierungen und somit das Zusam-
menspiel aller Komponenten fu¨r die Unterstu¨tzung des Wissensarbeiters an
seinem Arbeitsplatz.
Dabei wurden weiterhin Kriterien fu¨r Visualisierungen am wissensintensi-
ven Arbeitsplatz erarbeitet (siehe Abschnitt 3.1.5). Diese erlauben es beste-
hende Visualisierungen fu¨r den Einsatz am wissensintensiven Arbeitsplatz
vorzubereiten oder neu zu entwickeln und anschließend in das Rahmenwerk
zu integrieren.
Abschließend wurde eine umfangreiche Evaluation durchgefu¨hrt, die quan-
titativ und qualitativ den Vorteil beim Einsatz des Rahmenwerks unter-
streicht (siehe Kapitel 5). Weiterhin wurden dabei die nicht- oder weniger
technischen Anforderungen anhand der Nutzerstudien u¨berpru¨ft [God09].
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6.2 Der Nutzen fu¨r die Anwendung
Neben dem rein technisch-wissenschaftlichen Beitrag dieser Dissertations-
schrift ergeben sich einige Vorteile direkt fu¨r die Arbeitenden am wis-
sensintensiven Arbeitsplatz. Diese lassen sich jeweils einem oder mehreren
Nutzerszenarios aus Abschnitt 1.1 zuordnen. Vorteile, die sich durch die
Beru¨cksichtigung des Kontextes bei der Visualisierung fu¨r den Wissensar-
beiter ergeben, sind insbesondere:
1. schnellerer Informationszugriﬀ
2. Anpassung an die aktuelle Arbeitssituation
3. passenderer Einstieg
4. einfache Benutzung
5. Vernetzung mehrerer Datenquellen
Dabei kann der messbar schnellere Informationszugriﬀ hervorgehoben
werden, welcher deutlich durch die Evaluation in Abschnitt 5.3.3 besta¨tigt
wurde. Probanden konnten mit kontextualisierten Visualisierungen die ih-
nen gestellten Aufgaben signiﬁkant schneller und erfolgreicher erfu¨llen (siehe
Nutzerszenario 1).
Ein weiterer wichtiger Punkt ist die Anpassung der Visualisierung an
den aktuellen Arbeitskontext (die Arbeitssituation) des Wissensarbeiters
(siehe Abschnitt 3.3.5 und Nutzerszenario 3).
Hierzu za¨hlt auch das automatische Auswa¨hlen eines passenden Einstiegs
in die Visualisierung im Gegensatz zur manuellen Auswahl. Dies wurde kon-
textbasiert im APOSDLE Szenario umgesetzt (Abschnitt 4.2.2) und erlaubt
eine ungehinderte Exploration der Daten direkt von Anfang an (Nutzersze-
nario 2).
Die Verwendung des Kontexts als Anpassungsgrundlage fu¨r die Visualisie-
rungen erlaubt daru¨ber hinaus eine intuitivere und einfachere Benutzung
des Systems u¨ber die gesamte Zeit der Benutzung. Auch dieses Ergebnis
wurde durch die durchgefu¨hrte qualitative Evaluation untermauert (siehe
Abschnitt 5.3.3 auf Seite 112 und Nutzerszenario 3).
Ein letzter, nicht zu vernachla¨ssigender Punkt ist die Vernetzung meh-
rerer Datenquellen, wie sie durch die Verwendung des vorgestellten Rah-
menwerks sicher gestellt wird (siehe Abschnitt 3.3.3). Die Behandlung vor-
her getrennt vorliegender Daten oder Daten-Silos erlaubt nun Exploration
und Navigation u¨ber vormalige Grenzen hinweg und dadurch ein gro¨ßeres
Versta¨ndnis zugrundeliegender Informationen und Zusammenha¨nge (zum
Beispiel Nutzerszenario 1).
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6.3 Ausblick – Interessante ungelo¨ste Probleme
An dieser Stelle wird auf Fragestellungen und U¨berlegungen hingewiesen,
die von der vorliegenden Arbeit noch nicht vollsta¨ndig abgedeckt werden
konnten beziehungsweise durch diese Arbeit erst neu aufgeworfen wurden.
Ausgehend von Arbeiten der Informationsvisualisierung ist eine na¨here Be-
trachtung der automatischen Visualisierungsauswahl innerhalb des Rahmen-
werks eine sehr spannende Fragestellung. Dabei ist es besonders interessant,
welche Quellen herangezogen werden ko¨nnen und welche Kontextsensoren
die beste Ausgangsbasis bieten, um mit der Visualisierung das aktuelle Ar-
beitsziel des Wissensarbeiters gezielt zu unterstu¨tzen. Dabei ist es unter
Umsta¨nden hilfreich, die verschiedenen Nutzerziele zu unterscheiden (Trans-
aktionsziel, Informationsziel und Navigationsziel) oder emotionale Faktoren,
wie Stress und Stimmung zu beru¨cksichtigen [Lok09].
Auf der Seite der Evaluation beziehungsweise empirischen Untersuchung er-
geben sich ebenso einige interessante Fragestellungen. Ein interessanter Un-
tersuchungsgegenstand ist zum Beispiel die Frage, welchen Einﬂuss die Art
der Visualisierung auf das Versta¨ndnis des Modells hat. Hier erga¨ben sich
Mo¨glichkeiten kontextbasierter Entscheidungen, welcher Aspekt des darge-
stellten Modells am wichtigsten ist und welche Visualisierungsform dement-
sprechend gewa¨hlt werden sollte.
Eine andere oﬀene Frage ist, welche Metaphern es fu¨r die Umsetzung der
Kontextmaße gibt und welche besonders gut geeignet sind, um die Visuali-
sierungen anzupassen (zum Beispiel die Gro¨ße des Elements als Zeichen der
Komplexita¨t, wie in dieser Arbeit). Außerdem ist es interessant zu betrach-
ten, ob fu¨r verschiedene Branchen/Zielgruppen andere Metaphern zu einer
besseren Unterstu¨tzung fu¨hren, oder eine Gewichtung der beru¨cksichtigten
Kontextinformationen einzufu¨hren, um den Nutzer nicht zu u¨berfordern
(Vermeidung von Cognitive Overload).
Diese Arbeit hat auf dem Gebiet der kontextualisierten Unterstu¨tzung von
Arbeitenden am wissensintensiven Arbeitsplatz eine Basis geschaﬀen. Wei-
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A.2 Integration des TopicMap Viewers in Java
Zur Integration des TopicMap Viewers in die Java-Anwendung war eine
Bru¨cke zwischen der SWING-Oberﬂa¨che und dem Flash-Programm, ein-
gebettet in eine HTML-Datei, zu schlagen. Abbildung A.1 zeigt die zu
u¨berwindende Lu¨cke – und wie sie gefu¨llt wurde.
Abbildung A.1: Bru¨cke zwischen Java und dem Flash TopicMap Viewer
Diese Lu¨cke ist vergleichbar zu der mittels IIOP angebundenen Kontextsen-
soren. Hier wird allerdings nicht zwischen C# und Java vermittelt, vielmehr
ist eine Bru¨cke zur Benutzungsschnittstelle zu schlagen. Die an dieser Stelle
zu u¨berbru¨ckenden Technologien sind Java auf der einen Seite, diesmal aber
Flash auf der anderen Seite.
Als Weg wurde JDIC gewa¨hlt, um die in Flash geschriebene Visualisierung
in das Rahmenwerk einzubetten. Das JDesktop Integration Components
(JDIC)-Projekt ermo¨glicht dazu die Einbettung von nativen Desktopan-
wendungen in Java-Programme [JDI09]. Insbesondere entha¨lt JDIC eine
Komponente namens WebBrowser, welche die Einbindung des Standard-
browsers des Betriebssystems in SWING-Oberﬂa¨chen ermo¨glicht.
Der WebBrowser-Komponente kann eine HTML-Seite u¨bergeben werden.
Dadurch kann der TopicMap Viewer, der in diese HTML-Seite eingebettet
wurde, per JDIC in der SWING-Oberﬂa¨che angezeigt werden. Eine Darstel-
lung der Integrationsebenen zeigt Abbildung A.2.
134 Anhang Implementierungsdetails
Abbildung A.2: Ebenen der Integration von Java und Flash
Mit Hilfe von JDIC la¨sst sich der TopicMap Viewer also recht komfortabel
in die Swing-Oberﬂa¨che von EAGLE integrieren. Eine gro¨ßere Herausfor-
derung war die Realisierung der Kommunikation wa¨hrend der Laufzeit von
der Java-Anwendung zum TopicMap Viewer und umgekehrt. Hierzu bietet
keine Lo¨sung eine einfache Mo¨glichkeit. Die Kommunikation zum TopicMap
Viewer ist no¨tig, um Topics aus der Java-Anwendung gesteuert zu selektie-
ren, zum Beispiel wenn der Anwender die bereitgestellte Auswahlfelder in
der Seitenleiste benutzt. In die andere Richtung wird die Kommunikation
gebraucht, um die Selektion von Topics im TopicMap Viewer selbst an die





B.1.1 Zeitmessung zur Vorevaluation




























































































Gruppe 훼 1 41 6 6 1 22 14 0 0 40
2 38 8 0 1 29 10 0 1 23
3 30 10 0 2 26 11 0 0 37
6 59 14 3 0 35 7 0 1 21
8 38 7 0 1 25 8 0 0 30
Gruppe 훽 4 36 10 0 1 20 7 0 1 29
5 38 8 1 2 22 9 1 0 48
7 27 7 0 2 28 9 0 0 35
9 33 7 0 1 21 8 0 1 31
10 37 8 1 1 25 7 0 0 27
∅ Gruppe 훼 41,2 27,4 30,2
∅ Gruppe 훽 34,2 23,2 34,0
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B.1.2 Fragebogen zur Vorevaluation
Seite 1/2
Evaluation – Fragebogen






















selbst erklärend selbst erklärend
sehr selbst
erklärend
Prozessansicht ? ? ? ?
Baumansicht ? ? ? ?
TopicMap Viewer ? ? ? ?




aufdringlich aufdringlich sehr aufdringlich
Prozessansicht ? ? ? ?
Baumansicht ? ? ? ?
TopicMap Viewer ? ? ? ?







Prozessansicht ? ? ? ?
Baumansicht ? ? ? ?
TopicMap Viewer ? ? ? ?






Prozessansicht ? ? ? ?
Baumansicht ? ? ? ?
TopicMap Viewer ? ? ? ?
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Prozessansicht ? ? ? ?
Baumansicht ? ? ? ?
TopicMap Viewer ? ? ? ?











9. Konntest Du einen Unterschied zwischen den ersten beiden Aufgaben (Prozessansicht und




































B.1.3 Antworten auf die Multiple Choice Fragen
Tabelle B.1: Antworten auf die Multiple Choice Fragen der Vorevaluation
Gruppe 훼 Gruppe 훽




sehr viele Kenntnisse x x x x x x x x x
2 nicht hilfreich
ein bisschen hilfreich x
hilfreich x x x x x
sehr hilfreich x x x x
3 A1 nicht selbst erkla¨rend x
ein bisschen selbst erkla¨rend x x x x x
selbst erkla¨rend x x x
sehr selbsterkla¨rend x
A2 nicht selbst erkla¨rend
ein bisschen selbst erkla¨rend
selbst erkla¨rend x x x x x x
sehr selbsterkla¨rend x x x x
A3 nicht selbst erkla¨rend x x
ein bisschen selbst erkla¨rend x x
selbst erkla¨rend x
sehr selbsterkla¨rend x












5 A1 nicht geeignet
ein bisschen geeignet x x




geeignet x x x x x x x
sehr geeignet x x x
A3 nicht geeignet x x x
ein bisschen geeignet x x
geeignet x x x
sehr geeignet x x
Gruppe 훼 Gruppe 훽
Nutzer 1 2 3 6 8 4 5 7 9 10
6 A1 nicht navigierbar
ein bisschen navigierbar x x x x
navigierbar x x x x x x
sehr navigierbar
A2 nicht navigierbar
ein bisschen navigierbar x x
navigierbar x x x x x
sehr navigierbar x x x
A3 nicht navigierbar x
ein bisschen navigierbar x x x x x
navigierbar x x x
sehr navigierbar x
7 A1 nicht fehlertolerant x
ein bisschen fehlertolerant x
fehlertolerant x x x x
sehr fehlertolerant x x x x
A2 nicht fehlertolerant x
ein bisschen fehlertolerant x
fehlertolerant x x x x
sehr fehlertolerant x x x x
A3 nicht fehlertolerant x
ein bisschen fehlertolerant x
fehlertolerant x x x x
sehr fehlertolerant x x x x
8 nicht individualisiert
ein bisschen individualisiert x x
individualisiert x x x x x x
sehr individualisiert x x
9 Ja x x x x x x x x x x
Nein
10 nicht entsprochen x x
ein bisschen entsprochen x x x
erfu¨llt x x x x
sehr erfu¨llt x
11 Aufgabe 1 x x x x
Aufgabe 2 x x x x
Aufgabe 3 x x
12 Aufgabe 1 x x
Aufgabe 2 x x x
Aufgabe 3 x x x x x
13 Ja x x x x x x x
Nein
B.2 Erweiterte Evaluation
Dieser Anhang stellt alle Informationen zur Verfu¨gung, die fu¨r oder bei der
erweiterten Evaluation eine Rolle gespielt haben.
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B.2.1 Aufgabenstellung zur erweiterten Evaluation
Variante A
EAGLE EVALUATION – VARIANTE A
BASISSZENARIO
Du bist Mitarbeiter bei einem Unternehmen in der Abteilung „Sonderprojekte“. Die Kollegen in Deiner
Abteilung sind Andreas, Eicke und Robert. Weitere Kollegen in anderen Abteilungen sind Arne, Lars,
Birgit, Tobias, Todor, Nicole und Martin.
Wenn Du etwas herausfinden möchtest, kannst Du Deine Kollegen fragen, sie werden Dir gerne hel-
fen, wenn sie können. Eine Frage an einen Kollegen kostet 10 Sekunden Extrazeit.
VARIANTE A – UNTERSTÜTZUNG DURCH EAGLE
AUFGABE 1 – ZUSTÄNDIGEN KOLLEGEN ERMITTELN
Eine Werbebroschüre soll erstellt werden. Um das Corporate Design (einheitliches Unternehmensbild)
zu wahren, soll die Broschüre im Stil bisher erschienener Broschüren gestaltet werden. Du möchtest
Dich daher mit einem Kollegen unterhalten, der schon einmal eine Werbebroschüre für das Unter-
nehmen erstellt hat.
Aufgabe:
Finde den Namen eines geeigneten Kollegen heraus.
AUFGABE 2 – AUFGABE DELEGIEREN
Du hast von Deinem Abteilungsleiter die Aufgabe bekommen, eine Verkaufsaktion auf der Webseite
Deines Unternehmens bekannt zu machen. Da Du selbst keine Zugriffsrechte auf die Unternehmens-
webseite hast, musst Du das Veröffentlichen des von Dir bereits formulierten Textes an einen Kolle-
gen delegieren. Du weißt, dass Arne, Lars und Birgit Zugriffsrechte für die Unternehmenswebseite
besitzen.
Aufgabe:
Schlage einen Mitarbeiter vor, der die Aufgabe des Veröffentlichens übernehmen soll. Berücksichtige
dabei die individuelle Aufgabenbelastung Deiner Kollegen.
AUFGABE 3 – FORMULAR FINDEN
Ausnahmsweise sollst Du ein Angebot für einen besonders wichtigen Kunden, die Firma Schmidt EDV
GmbH, erstellen. Dafür benötigst Du ein Angebotsformular im MS-Word-Format (.doc). Für gewöhn-
lich ist Dein Kollege Robert der zuständige Mitarbeiter, der Kundenanfragen bearbeitet. Jedoch ist er
gerade im wohlverdienten Urlaub und nicht zu erreichen.
Aufgabe:
Finde den Dateinamen des passenden Angebotsformulars heraus.
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Variante B
EAGLE EVALUATION – VARIANTE B
BASISSZENARIO
Du bist Mitarbeiter bei einem Unternehmen in der Abteilung „Sonderprojekte“. Die Kollegen in Deiner
Abteilung sind Andreas, Eicke und Robert. Weitere Kollegen in anderen Abteilungen sind Arne, Lars,
Birgit, Tobias, Todor, Nicole und Martin.
Wenn Du etwas herausfinden möchtest, kannst Du Deine Kollegen fragen, sie werden Dir gerne hel-
fen, wenn sie können. Eine Frage an einen Kollegen kostet 10 Sekunden Extrazeit.
VARIANTE B – KEINE UNTERSTÜTZUNG DURCH EAGLE
AUFGABE 1 – ZUSTÄNDIGEN KOLLEGEN ERMITTELN
Ein Messestand soll vorbereitet werden. Um das Corporate Design (einheitliches Unternehmensbild)
zu wahren, soll der Messestand im gleichen Stil wie auf vorigen Messen gestaltet werden. Du möch-
test Dich daher mit einem Kollegen unterhalten, der schon einmal einen Messestand vorbereitet hat.
Aufgabe:
Finde den Namen eines geeigneten Kollegen heraus.
AUFGABE 2 – AUFGABE DELEGIEREN
Du hast von Deinem Abteilungsleiter die Aufgabe bekommen, eine Kundenpräsentation vorzubereiten.
Die Vorstellung dieser Präsentation beim Kunden soll ein Mitarbeiter übernehmen, der schon einmal
Kontakt zu diesem Kunden hatte. Du weißt, dass Martin, Nicole und Arne schon einmal mit diesem
Kunden zu tun hatten.
Aufgabe:
Schlage einen Mitarbeiter vor, der die Aufgabe des Präsentierens übernehmen soll. Berücksichtige
dabei die individuelle Aufgabenbelastung Deiner Kollegen.
AUFGABE 3 – FORMULAR FINDEN
Ausnahmsweise sollst Du eine Stellenausschreibung für eine dringend zu besetzende Position auf
den Weg bringen. Dafür benötigst Du ein Ausschreibungsformular im MS-Word-Format (.doc). Für
gewöhnlich ist Dein Kollege Eicke der zuständige Mitarbeiter, der Stellenausschreibungen erstellt.
Jedoch ist er gerade auf Geschäftsreise in Indien, wo zu dieser Zeit Nacht ist.
Aufgabe:
Finde den Dateinamen des passenden Ausschreibungsformulars heraus.






























































































B.2.3 Ordnerstruktur fu¨r Aufgabe 3 in Variante B
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Politik- & Wirtschaftswissenschaften 1
Mathematik 1
Politikwissenschaft & Philsophie 1
Bauingenieurwesen 1
Energiewirtschaft 1












B.2.5 Zeitmessungen der erweiterten Evaluation
In der folgenden Tabelle sind die Bearbeitungsdauern der Aufgaben beider
Szenarien fu¨r die 30 Teilnehmer der Nutzerstudie aufgelistet. Die vorletzte
Zeile der Tabelle entha¨lt die durchschnittliche Bearbeitungsdauer fu¨r jede
Aufgabe. Die letzte Zeile entha¨lt die durchschnittliche Bearbeitungsdauer
pro Variante (in Sekunden).
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Variante A Variante B
Nr. Aufg. 1 Aufg. 2 Aufg. 3 Aufg. 1 Aufg. 2 Aufg. 3
1 69 36 72 87 89 51
2 72 26 42 58 84 42
3 84 47 38 97 142 58
4 49 22 26 57 90 29
5 99 80 51 54 94 58
6 68 60 126 189 113 60
7 69 43 57 46 146 39
8 56 44 54 83 97 36
9 40 25 39 97 109 40
10 79 25 36 85 91 30
11 83 20 84 88 94 93
12 84 44 75 110 244 47
13 52 31 45 56 127 23
14 71 74 48 71 80 35
15 86 80 68 131 89 53
16 62 30 30 86 47 34
17 18 17 143 84 114 26
18 35 34 32 50 76 48
19 25 15 48 66 120 15
20 66 14 60 168 84 28
21 80 43 41 97 41 14
22 43 20 75 97 73 56
23 46 30 21 109 77 65
24 56 13 42 70 40 32
25 21 14 19 69 117 22
26 48 25 38 103 129 32
27 37 14 19 53 83 19
28 24 14 34 51 72 18
29 68 28 29 74 89 32
30 27 17 47 119 69 25
∅ 57 33 51 87 97 39
Σ 141 223
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B.2.7 Antworten auf die Multiple Choice Fragen (Fragen 1–11)
Fragen
Nr. 1 2 3 4 5 6 7 8 9 10 11
1. x x x x x x x x x x x
2. x x x x x x x x x x x
3. x x x x x x x x x x x
4. x x x x x x x x x x
5. x x x x x x x x x x x
6. x x x x x x x x x x x
7. x x x x x x x x x x x
8. x x x x x x x x x x x
9. x x x x x x x x x x x
10. x x x x x x x x x x x
11. x x x x x x x x x x x
12. x x x x x x x x x x x
13. x x x x x x x x x x x
14. x x x x x x x x x x x
15. x x x x x x x x x x x
16. x x x x x x x x x x x
17. x x x x x x x x x x x
18. x x x x x x x x x x x
19. x x x x x x x x x x x
20. x x x x x x x x x x x
21. x x x x x x x x x x x
22. x x x x x x x x x x x
23. x x x x x x x x x x x
24. x x x x x x x x x x x
25. x x x x x x x x x x x
26. x x x x x x x x x x x
27. x x x x x x x x x x x
28. x x x x x x x x x x x
29. x x x x x x x x x x x
30. x x x x x x x x x x x
Die Position der Kreuze in der obenstehenden Tabelle entspricht der Position
der ausgewa¨hlten Antwort auf dem Fragebogen, vergleiche Anhang B.2.6.
B.2.8 Antwort auf die oﬀenen Fragen (Fragen 12 + 13)
Nr. Frage Antwort
1. 12 Mehr Info mit weniger Klicks
13 –






5. 12 Sehr u¨bersichtlich! Großteils selbsterkla¨rend. Die grauen
Pfade sind nicht sehr gut zu erkennen, Highlighting der Pfa-
de eines ausgewa¨hlten Items wa¨re sinnvoll.
13 –
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6. 12 Individuelle Modiﬁkationen: zum Beispiel Portraitfotos, in-
dividuelle Namensa¨nderungen
13 –
7. 12 Der Kontrast zwischen den einzelnen Feldern ko¨nnte etwas
sta¨rker sein. Besonders ist es mir am Kontrast zwischen
Aufgaben und Ressourcen aufgefallen.
13 –
8. 12 Dauerhafte Markierung der Linien und Objekte no¨tig.
U¨berschneiden von Linien verhindern. Derzeitige Ebene an-
zeigen (Baumstruktur). Keine Historie vorhanden (Wer ist
fu¨r abgeschlossene Projekte verantwortlich?)
13 Problem: Soziale Aspekte (jeder ist bestrebt, hohe Auslas-
tung zu haben)
9. 12 Verbindungen, Highlight, . . . ko¨nnten besser erkennbar sein.
Teilweise u¨berschneiden sich die Symbole. History wenig
u¨bersichtlich.
13 –
10. 12 Die Listenauswahl sollte besser wahrnehmbar, zum Beispiel
gro¨ßer, mittiger gestaltet sein
13 –
11. 12 Kontaktdaten (Arbeitsplatzadresse, Telefonnummern, Ab-
wesenheitsnotiz), Kontaktierbarkeit (doppelklick auf Figur
= o¨ﬀnet Messenger), Feine Abstufung bei (online/oﬄine),
mehr Individualisierung (Symbole durch Bilder ersetzbar,
zum Beispiel Mitarbeiterfoto), farbliche Anpassung, eige-
ner Startpunkt (eigene Abteilung oder ha¨uﬁg verwendete
Verbindungen)
13 –
12. 12 Leichtere Navigation zwischen den einzelnen Ebenen ermo¨g-
lichen
13 –
13. 12 Verbesserungsvorschlag: Volltextsuche auf Dokumenten




15. 12 Lob: Je komplexer und gro¨ßer das Unternehmen ist, desto
wichtiger die Vernetzung der Aufgaben und Abteilungen
13 –
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16. 12 Gut ﬁnde ich die komfortable Version der Ordnerver-
knu¨pfungen (Wessen Dateien zu welchem Projekt liegen
wo?) Etwas unu¨bersichtlich ﬁnde ich die Visualisierung
wenn mehrere Verknu¨pfungen oﬀen sind
13 –
17. 12 Besseres Hervorheben des gewa¨hlten Aspekts
13 –
18. 12 Informationen, die nicht direkt mit dem ausgewa¨hlten
Element zusammenha¨ngen haben dasselbe Gewicht und
ko¨nnen so verwechselt werden
13 –
19. 12 sehr gut, dass Fortschritt angegeben ist, dass Fa¨lligkeit und
zusta¨ndige Personen angegeben sind, dass Fortschritt auch
fu¨r Teilaufgaben angegeben ist. Benutzer (mich selbst) op-
tisch hervorheben.
13 –
20. 12 Im Großen und Ganzen sehr gelungen, da es wenn man die
Struktur verstanden hat doch sehr u¨bersichtlich und vor
allem praktisch ist
13 –
21. 12 Andere Darstellung von Benutzer / Abteilung
13 –
22. 12 PRO: Arbeitsauslastung einsehbar, Ansprechpartner ko¨n-
nen schnell gefunden werden, falls Ansprechpartner nicht
anwesend ko¨nnen Informationen trotzdem beschaﬀt werden
KON: Unu¨bersichtlichkeit bei Dateisuche (deutlicherer Fo-
kus)
13 –
23. 12 Sieht sehr gut aus, noch etwas mehr Visualisierung/Her-
vorhebung gerade relevanter Informationen, Einbindung in
Outlook!
13 –
24. 12 Die History-Funktion ist nicht unmitelbar klar. Die Unter-
scheidung von Aufgaben und Unteraufgaben ist nicht un-
mittelbar erkennbar
13 –
25. 12 Spotlight ko¨nnte deutlicher sein
13 –
26. 12 Spot schlecht erkennbar und dass direkte Relationen wich-
tiger sind als 2. Ordnung etc.
13 –
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27. 12 Der Spot ist zu schwach. Wichtigste Information waren fu¨r
mich die schwarzen Linien, die von einem Objekt ausge-
hen, diese ko¨nnten sta¨rker sein aber durch ra¨umliche Na¨he
unterstu¨tzt werden. Evtl. weiter entfernte Infoobjekte aus-
blenden und nur auf Anforderung anzeigen.
13 –
28. 12 Schnellere Animation
13 –
29. 12 Bei Auswahl von Objekten a¨ndert sich die Visualisierung
manchmal sehr stark und Objekte (insbesondere die aus-
gewa¨hlten) wandern weg → Verlust der Orientierung.
13 Skalierung wird nicht klar, was passiert, wenn man bspw.
10.000 Dokumente & 100 Abteilungen einbringt, zum Bei-
spiel SAP/Ministerium




Dieser Abschnitt entha¨lt die detaillierten Daten der nachtra¨glichen Evalua-
tion mit realistischer Dateisystemstruktur.
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