The ability to simulate correlated binary data is important for sample size calculation and comparison of methods for analysis of clustered and longitudinal data with dichotomous outcomes. One available approach for simulating length n vectors of dichotomous random variables is to sample from the multinomial distribution of all possible length n permutations of zeros and ones. However, the multinomial sampling method has only been implemented in general form (without ?rst making restrictive assumptions) for vectors of length 2 and 3, because specifying the multinomial distribution is very challenging for longer vectors. I overcome this di?culty by presenting an algorithm for simulating correlated binary data via multinomial sampling that can be easily applied to directly compute the multinomial distribution for any n. I demonstrate the approach to simulate vectors of length 4 and 8 in an assessment of power during the planning phases of a study and to assess the choice of working correlation structure in an analysis with generalized estimating equations. The ability to simulate correlated binary data is important for sample size calculation and comparison of methods for analysis of clustered and longitudinal data with dichotomous outcomes. One available approach for simulating length n vectors of dichotomous random variables is to sample from the multinomial distribution of all possible length n permutations of zeros and ones. However, the multinomial sampling method has only been implemented in general form (without first making restrictive assumptions) for vectors of length 2 and 3, because specifying the multinomial distribution is very challenging for longer vectors. I overcome this difficulty by presenting an algorithm for simulating correlated binary data via multinomial sampling that can be easily applied to directly compute the multinomial distribution for any n. I demonstrate the approach to simulate vectors of length 4 and 8 in an assessment of power during the planning phases of a study and to assess the choice of working correlation structure in an analysis with generalized estimating equations.
Introduction
Methods to simulate realizations of dependent variables with specified marginal means and pairwise correlations are useful to assess semi-parametric approaches such as generalized estimating equations (GEE) [1] , which only require models for the first two moments of the distribution of the outcome variable. Continuous variables can be simulated via the multivariate normal distribution that is determined by its mean and covariance matrix. In contrast, dependent Bernoulli random variables present a greater simulation challenge, due to the lack of an equally general and flexible equivalent of the normal distribution for discrete data.
Quite a few useful methods have been proposed, but how best to simulate correlated binary data remains an active area of research in the statistical literature. [2] reviewed methods for the simulation of correlated binary data, including an approach by [3] that allows for unstructured correlations and non-stationary data. [4] offered a flexible method for simulation that is somewhat complex because it involves the solution of non-linear equations via numerical integration. [5] proposed an approach that relies on the association among the random variables resulting from their sharing some common components that induce correlation. Recently, [6] compared the approach of [3] with a method based on the multivariate probit distribution.
This manuscript considers the simulation of Bernoulli random variables with specified marginal means and pairwise correlations via the multinomial sampling approach that considers "k-variate binary data as a multinomial distribution with 2 k possible outcomes" [7] . For paired data, the multinomial sampling approach that was proposed by [7] is a special case of the simulation method proposed for bivariate binomial data by [8, p.751 ]. More recently, [9] showed that multinomial sampling was comparable with the method of [4] , which [9] referred to as the gold-standard approach. (However, [9] also acknowledged that they did not make comparisons with the approach of [3] .)
Because the multinomial sampling approach involves complete specification of the underlying distribution of all possible permutations of zeros and ones, its use will ensure that a valid multivariate parent distribution exists that is compatible with particular specified marginal means and covariance matrix. The lack of a compatible parent is not typically a concern for continuous variables, because the multivariate normal distribution is a possible valid parent, even if it does not fit the data well. However, for discrete random variables it is known that for a given marginal mean, covariance matrix pair, it is not guaranteed that a valid distribution exists with the specified mean and covariance matrix [10] . As discussed by [11] , although not fully specified, the parent distribution provides an estimation framework and probabilistic basis for semi-parametric methods such as GEE or the quasi-least squares approach [12] [13] [14] QLS] that is in the framework of GEE.
From a practical perspective, [15] cautioned that the additional constraints necessary to ensure a valid parent distribution are especially important to assess during the planning phases of a study. For example, consider sample size calculation with a standard formula, such as the one provided in [16, p. 167] . If means and correlations for which there is no valid parent distribution are used, the formula will provide results, but they will be invalid, and no warning will be provided. Assessing power with a method that simulates from a compatible parent distribution will ensure that the results are sound. [17] suggested that a severe violation of constraints during the analysis could be used as a rule-out criterion in the selection of a working correlation structure to describe the pattern of association in the data.
Although it is useful for assessing the parent distribution, the multinomial sampling approach has not been implemented for vectors of length four or more, without first making simplifying assumptions such as the first-order Markov property [18, p. 13] or the exchangeability condition [7, Section 5] . As explained by [9] (who simulated vectors of length 2 and 3), "the CDF for establishing decision rules becomes complicated for cases of four or more repeated measures. While not impossible, constructing higher order joint probabilities can be computationally challenging." To overcome the difficulty described by [9] , this paper presents an algorithm for constructing higher order joint probabilities that is straightforward to implement. I describe the method in Section 2 and demonstrate its application in Section 3, in an assessment of power and selection of a working correlation structure for GEE.
Methods

Notation and assumptions
Let Y n = (Y 1 , . . . , Y n ) be an n × 1 vector of Bernoulli random variables Y j with marginal means E(Y j ) = P (Y j = 1) = p j and variances V ar(Y j ) = p j q j , where q j = 1 − p j (j = 1, . . . , n). Let R n = Corr(Y n ) be the n × n correlation matrix of Y n , with (j, k) th entry,
where
Let mod(x, y) represent the modulus of x with respect to y, so that
where floor(x/y) is the unique integer n such that n ≤ x/y < n + 1. Let B n (i) be the length n binary representation of i − 1 that is expressed as an n × 1 vector (i = 1, . . . , 2 n ). For example, B 3 (2) = 1, 0, 0 is the length 3 binary representation of 1 because 1 = 1
Construction of multinomial distribution for Bernoulli vectors of length n
Kang and Jung [7] proposed an algorithm for simulating dependent Bernoulli random variables Y n via multinomial sampling that, with slightly different notation, can be described as follows. To simulate a sample of size m, alternate m times between the following two steps.
Step One: Simulate a value U from a uniform (0, 1) distribution.
Step Two: Select sequence B n (i) if Z n (i − 1) ≤ U < Z n (i), where Z n (0) = 0 and Z n (i) = i j=0 P n (j) for i = 1, . . . 2 n . The probability that B n (i) is selected in Step Two is the length of the interval [Z n 
This algorithm is straightforward to implement for n = 2 because the marginal means p 1 , p 2 and the pairwise correlation ρ 12 can be used to easily construct the well-known bivariate Bernoulli distribution, for which
that we also require 0 ≤ P n (i) ≤ 1 (i = 1, . . . , 2 n ); simple algebra can be used to show that these inequalities will be satisfied for n = 2 as long as the pairwise correlations satisfy the following constraints that were provided by Prentice [19, p. 46]:
p2q1 . However, as noted earlier, it becomes increasingly difficult to directly obtain expressions for the P n (i) for larger n. I therefore developed an easy to program algorithm for constructing a consistent system of equations with a unique solution that contains the probabilities P n (i) of all possible length n permutations of zeros and ones. To achieve this, I first note that B n (j) can be expressed as follows: March 11, 2016 15:8 Shults˙March11˙2016
where y ij is mod [w n (i, j), 2] and w n (i, j) is the integer part of (2 n − j)/2 i−1 + 1. Then, the set of all possible length n permutations of zeros and ones is given by S n , where S n = {B n (j), j = 1, . . . , 2 n } . For example, if n = 3, then
The following theorem then provides the basis for an approach to construct the multinomial distribution for any n.
Theorem 2.1 Define P rob = (P n (1), . . . , P n (2 n )) , where P n (i) is the probability that Y n = (Y 1 , . . . , Y n ) is the binary representation of i − 1. Then, P rob can be expressed as
where X and E are defined as follows.
B n (i) are defined using (6), One 2 n is a 1 × 2 n is row vector of ones,
and X j and E j are constructed using the following algorithm (j = 2, . . . , n):
• Let num = 1.
• Let i 1 = 1.
• Let i j = i j−1 + 1.
• While i j ≤ n − j + j = n { March 11, 2016 15:8 Shults˙March11˙2016
the row vector obtained by element-wise multiplication of r n (i 1 ) through r n (i j ), where r n (a) is the a th row of matrix X 1 .
• The corresponding element num of E j is
• Let num = num + 1.
. .
Proof. To prove that X P rob = E, I first note that the product of row i of matrix X 1 and P rob is
Similarly, the product of row num of matrix X j in (11) and P rob is
In addition, the product of the last row of X and P rob is
n j = 2 n by 2 n . The rank of X is 2 n because X 1 has full column rank. Matrix X is therefore a full-rank square matrix, and is invertible. Equation X P rob = E therefore has a unique explicit solution P rob = (X X) −1 X E.
In words, matrix X was obtained by first stacking matrices X 1 through X n , where the rows of X j contain the n j rows (j = 1) or element-wise products (j = 2, . . . , n) of matrix B n (1) B n (2) . . . B n (2 n ) that contains all possible realizations of Y n . Note that X n will be the element-wise product of all rows of X 1 , and will therefore be a 1 by 2 n row vector with all elements equal to 0, except for element (1, 2 n ) that equals 1. The final row of X is then a 1 by 2 n row vector of ones. The probabilities in (7) satisfy P rob[i] = P n (i) for which 2 n i=1 P n (i) = 1. However, as was the case for n = 2, additional constraints must be satisfied to ensure that the P n (i) take value in (0, 1). To achieve 0 ≤ P n (i) ≤ 1 (i = 1, . . . , 2 n ) for a specified value for E, it is sufficient to ensure that each element of E j satisfies the constraints necessary to ensure non-negative probabilities for a vector of length j (j = 1, . . . , n). For example, for n = 4, we first check that the constraints are satisfied for (p 1 i=1 P n (i) = 1, we can find the constraints on p 1 ... n by solving 0 ≤ P n (i) for p 1 ... n (i = 1, . . . , 2 n ). The P n (i) are linear combinations of the elements of E that each have a coefficient of +1 or −1 for p 1 ... n . As a result, it is trivial to solve the equations directly for smaller n, or by using the following algorithm that can be applied using software that performs symbolic computations: March 11, 2016 15:8 Shults˙March11˙2016
• Let j = 1 and k = 1.
• For i = 1, . . . , 2 n :
where sol is the solution of P n (i) = 0 for p 1 ... n .
• If δ = 0 then Upper(k) = sol and then k = k + 1.
• Else Lower(j) = sol and then j = j + 1.
The overall constraints for p 1 ... n will then be
where J and K are the maximum values of j and k, respectively. This algorithm can also be applied to obtain the constraints for p i1...iw , by substituting i j for j (j = 1, . . . , w) in the expressions for the constraints for p 1...w . I next demonstrate the use of Theorem 2.1 to obtain the P rob[i] = P n (i) in (7), and obtain constraints sufficient to ensure 0 ≤ P n (i) (i = 1, . . . , 2 n ), for n = 1, . . . , 4. Results for n = 5 are provided in Appendix B. Text files that contain summarized results for n = 2, . . . , 12 are provided in the Supplemental Material, as described in Section 5.
2.2.1. For n = 1:
Then,
Solving 0 ≤ P 1 (i) for p 1 (i = 1, 2) yields the known constraint 0 ≤ p 1 ≤ 1.
For n = 2:
Solving 0 ≤ P 2 (i) for p 12 (i = 1, 2, 3, 4) yields the known constraints
or solving for ρ 12 yields the Prentice constraints (5) for the pairwise correlation.
2.2.3. For n = 3: 
Solving 0 ≤ P 3 (i) for p 123 (i = 1, . . . , 8) yields the known constraints 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Then, Solving 0 ≤ P 4 (i) for p 1234 (i = 1, . . . , 16) yields the constraints
As mentioned earlier, these results for n = 4 (and for n > 4) are new.
Demonstration
Here I demonstrate the multinomial sampling approach to simulate vectors of length 4 and 8, for assumed values of the marginal means p i and pairwise correlations ρ jk .
3.1.
Vectors of length 4
For this brief demonstration, I consider a model that could be used in a cross-sectional study to compare the probability of positive response between two equally sized groups (treatment A versus B) of clusters of size four. I assume that the marginal means E(Y ij ) = p ij can be expressed as p ij = p i , where
x i1 = 1 and x i2 is an indicator variable for treatment A, which equals 1 for the treatment A group (i = 1, . . . , m/2) and 0 for treatment B (i = m/2 + 1, . . . , m). For this model, logit (p 1 ) = β 0 for subjects receiving treatment A and logit (p 2 ) = β 0 + β 1 for subjects receiving treatment B. For specified (
I also assume that the pairwise correlations are equal within clusters, which is a plausible (and common) assumption for clustered data in cross-sectional studies. The correlation matrix for each cluster is therefore a 4 × 4 exchangeable (equicorrelated) structure, with parameter α that must take value in (−1/(n − 1), 1) = (−1/3, 1) to yield a positive definite correlation matrix. The constraints (5) necessary to achieve valid bivariate Bernoulli distributions are (−0.2195, 1), so that α must take value in (−0.2195, 1) for this example.
I assessed the power to test the hypothesis that the probability of response is equal between the two groups, when GEE was implemented in Stata 14.0 with a two-sided test of the hypothesis that β 1 is 0. The power with type-one error of 0.05 was estimated as the proportion of 10000 simulation runs that resulted in a p-value less than 0.05 based on Wald's test, with application of a "sandwich" covariance matrix for estimation of the covariance matrix of β. For this demonstration, my goal was to determine the sample size necessary to achieve 80 % power to detect a difference between 25 % versus 15 % response in the low versus high income groups, respectively. Table 1 displays the values of (Z 4 (i − 1), Z 4 (i)) (i = 1, . . . , 16) used to simulate dependent Bernoulli random variables Y 4 within each group according to the algorithm of Kang and Jung [7] described in Section 2.2, when α = .80. (Tables for α = 0 and α = 0.40 are provided in Table C1 and Table C2 in Appendix C.) I obtained the values in Table 1 using the expressions for P rob that are provided in Section 2.2.4. The values for p jk ( j,k ∈ {1, 2, 3, 4} ; j = k ) were determined by the assumed values for p 1 , p 2 , and α. (See Section 2.2.2.) I then specified the values of Table 2 displays the simulation results. Table 2 indicates that when α = 0, a sample size of 240 per group (m/2 = 60 clusters of size 4 per group) will achieve approximately 79 % power to detect a difference between p 1 = 0.15 and p 2 = 0.25 in a GEE analysis. This is similar to the 78 % power that would be achieved for a two-group Chi-Square test with a 0.05 two-sided significance level (per nQuery Advisor statistical software). As the value of α increases, the sample size required to achieve approximately 80 % power increases. For example, for α = 0.80, a sample size of 820 per group (m/2 = 210 clusters of size 4 per group) is required to achieve 80 % power. The results were very similar for w = 0.30 and w = 0.60. Table 2 . 
Vectors of length 8
In [17, 20, 21] we used simulations to demonstrate that a severe violation of the Prentice constraints could be used as a rule-out criterion when assessing working correlation structures for GEE or QLS analysis of longitudinal binary data. As is appropriate for a short demonstration, here I replicate some of the simulations. The results are similar to our earlier findings, but for slightly different assumptions. I consider a model that could be used to compare the change over time in an 8 study period in the probability of positive response between two equally sized groups of patients who had been randomized to one of two treatment groups (A versus B). I assume that the marginal means E(Y ij ) = p ij satisfy
where x i1 = 1; x i2 ∈ {1, 2, 3, 4, 5, 6, 7, 8} indicates month of measurement; x i3 is an indicator variable that equals 1 for treatment group A (i = 1, . . . , m/2); and x i4 is an interaction term that was constructed as the product of x i2 and x i3 . If the regression coefficient β 3 differs significantly from zero, this indicates that the change over time in the probability of response differs significantly between the two treatment groups. I assumed that (β 0 , β 1 , β 2 , β 3 ) = (0, −.1 − .01.13), which yields probabilities that increase linearly (in the logit) from 0.512 and 0.505 at month 1 to 0.858 and 0.703 at month 8, in groups A and B, respectively. I considered group sizes 15, 30, 60, and 120. For this model, I assumed that the true correlation structure is first-order autoregressive [AR(1)], so that Corr(Y ij , Y ik ) = α |j−k| . The AR(1) structure is plausible when we expect measurements on a subject to be more similar, and therefore to be more highly correlated, when they are measured more closely together in time. The correlation matrix for each subject is therefore an 8 × 8 AR(1) structure, with parameter α that must take value in (−1, 1) to yield a positive definite correlation matrix.
For the AR(1) structure and, more generally, for any product correlation structure of the form Corr(Y ij , Y ij+w ) = [18, p. 13] also assumed the first-order Markov property and linearity of the conditional expectations, but fully specified the distribution of all length n possible permutations of zeros and ones, and used multinomial sampling [7] for the simulations.
For this short demonstration, I compared results for the distribution that stems from assumed first-order antedependence and linear conditional expectations (MARK1) (so that the true correlation structure is AR(1)), with a different distribution that has the same specified marginal means and AR(1) structure. For assumed p ij and α, I first used [24, (5) ] to obtain the MARK1 distribution for each group. Next, to modify the MARK1 distributions, I first used the explicit expressions that are provided in the Supplemental Material (see Section 5) to obtain the constraints (L 12345678 , U 12345678 ) for p 12345678 . I then changed the value of p 12345678 to L 12345678 + .99(U 12345678 − L 12345678 ). I then used the explicit expressions for the P 8 (i) (i = 1, . . . , 256) that are provided in the Supplemental Material to obtain a new distribution based on the modified value of p 12345678 . Tables  D1 and D2 In each simulation run I correctly specified model (27) and the correct AR(1) correlation structure in a QLS analysis. In addition, I correctly specified model (27), but incorrectly specified the true AR(1) structure as exchangeable. The QLS models converged in 100 % of simulation runs for the AR(1) and exchangeable working structures, except for (α = 0.8 and group-size 15) and (α = 0.88 and group-sizes 15 or 30); the % convergence was 99.8 for each of these scenarios. Figure 1 displays box-plots of the QLS estimates α along with their estimated Prentice constraints (5) versus the true values of α. To improve readability, the Prentice lower and upper values of the constraints are plotted slightly to the left and right, respectively, of the true value of α. Figure 3 .2 shows what we have observed earlier [17, 20, 21] , that violation of the Prentice constraints is unlikely unless the true value of α is very close to the upper or lower boundary value for the Prentice constraint. Furthermore, the severity of violation decreases with increasing group size.
To allow for more carefully assessment of the concept of severity of violation of the Prentice constraints, figure 2 displays box-plots ofα and the estimated upper constraint for α = 0.80 and 0.88. These graphs show that as the sample sizes increase, the estimates of the correlation and of upper Prentice constraint move closer to their true values. As a result, the distance between α and the estimated upper value of the Prentice constraint decreases as the group sizes increase. The average distance for simulation runs that resulted in a violation of constraints (number of simulation runs that resulted in violation) was 0.027 (503), 0.018 (497), 0.013 (463), 0.008 (401) when α = 0.88, for group sizes 15, 30,60, and 120, respectively. Although it was not shown on the graphs, the same behavior was observed at the lower constraints. The average distance for simulation runs that resulted in a violation of constraints (number of simulation runs that resulted in violation) was 0.044 (185), 0.027 (78), 0.014 (27), 0.006 (5) when α = -0.10, for group sizes 15, 30,60, and 120, respectively. What we observed earlier for MARK1 distributions therefore also holds true for this non-MARK1 distrbution. Severe violation of the constraints is unlikely for a moderate sample size, when the true correlation structure is correctly specified as AR (1) . Figure 3 then displays the same triplets (estimated lower constraint, α, estimated upper constraint) versus the true value of α, when the working correlation structure is misspecified as exchangeable. Horizontal solid lines are again displayed at the true Prentice constraints, but horizontal dashed lines are only displayed at the limiting values ofα, when the limiting values exceed the Prentice constraints. The limiting value ofα when the true AR(1) correlation structure is misspecified as exchangeable was provided earlier; for example see [21, (9) and (10) of Online Appendix C]. Figure 3 shows that a severe violation of constraints is likely to occur for larger values of α when the true AR(1) structure is misspecified as exchangeable.
To allow for more careful assessment of the severity of violation of constraints, figure 4 then displays box-plots ofα and the estimated upper constraint for α = 0.80 and 0.88. These graphs show that as the group sizes increase, the severity of violation of constraints increases. The average distance for simulation runs that resulted in a violation of constraints (number of simulation runs that resulted in violation) was 0.027 (503), 0.018 (497), 0.013 (463), 0.008 (401) when α = 0.88, for group sizes 15, 30,60, and 120, respectively. What we observed earlier for MARK1 distributions therefore again holds true for this non-MARK1 distrbution. Severe violation of the constraints is likely for larger values of the correlation, and for increasing sample sizes, when the true AR(1) structure is misspecified as exchangeable. The rule-out criterion [17] could be applied in situations like these, to remove working correlation structure from consideration, when its application results in a severe violation of constraints for QLS or GEE. Group Size = 120 
Discussion
Simulation via multinomial sampling requires the user to specify the full likelihood of the length n correlated binary variables. Specifying the likelihood is helpful to ensure the existence of a valid parent distribution, to avoid unknowingly specifying impossible parameter values in a sample size formula, or incorrectly basing results of a GEE or QLS analysis on estimates that are not compatible with any valid parent distribution. However, the multinomial sampling approach was only implemented in previous papers for vectors of length 2 or 3, unless simplifying assumptions such as assuming the firstorder Markov property were made first. I therefore proved a theorem that can be used to obtain expressions for the probabilities of all possible length n permutations of zeros and ones. I also provided an algorithm that can be easily implemented in a program such as MATLAB to obtain the constraints that must be satisfied by the probability that Y 1 , . . . , Y n all take value one. I implemented my approach to obtain explicit expressions of the probabilities and constraints for n = 2, . . . , 12; these results are provided in Supplemental Material and will be updated to include results for larger values of n. 
Supplemental material
The supplemental materials include the following:
(1) Files that contain explicit expressions for the probabilities P rob (i) (i = 1, . . . , 2 n ) and lower level constraints L 1...n and upper level constraints U 1...n . For each n, three files were written, to organize the expressions and facilitate their use in programs. The files Probn.txt, Lowern.txt,Uppern.txt provide expressions for the probabilities, lower, and upper values for the constraints (n = 2, . . . , 13). Group Size = 120 Group Size = 120 
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Appendix A. Prior Work for n = 3:
As mentioned earlier, the multinomial sampling approach has only been implemented without simplifying assumptions, for n ≤ 3. Here I describe the example provided in [7] for n = 3. [7] assumed (p 1 , p 2 , p 3 ) = (0.9,0.7,0.5,0.2) and (ρ 12 , ρ 13 , ρ 23 ) = (0.2, 0.3, 0.4). Noting that specified values for the marginal means and pairwise correlations are not sufficient to determine a particular distribution for n = 3, [7] assumed P 3 (1) = 0.055 and reported that they obtained a solution with Mathematica. Their code was not printed with the paper and is no longer available (per personal correspondence with the authors). However, we can obtain their reported probability density function by first using the bivariate Bernoulli distribution to obtain p 12 = 0.65749545, p 13 = 0.495, and p 23 = Then, using (23), p 123 = p 12 -p 2 -p 3 -p 1 + p 13 + p 23 + 1 -P 3 (1) = 0.43914697. Next, substituting the assumed values for (p 1 , p 2 , p 3 , p 12 , p 13 , p 23 , p 123 ) into (23) yields the following values that agree, after rounding, with those provided in [7, Table 1 ]: P 3 (1) = 0.055 P 3 (2) = 0.186652 P 3 (3) = 0.04 P 3 (4) = 0.218348 P 3 (5) = 0.002495 P 3 (6) = 0.055853 P 3 (7) = 0.002505 P 3 (8) = 0.439147 Note that there was a typographical error in [7, Table 1 ] because the authors wrote (p 1 , p 2 , p 3 ) = (0.1, 0.3, 0.5) which is actually (1 − p 1 , 1 − p 2 , 1 − p 3 ) for this example.
[7] presumably chose a value for P 3 (1) that yields a valid probability density function (all non-negative probabilities) by trial and error. In contrast, [9] provided expressions for P 3 (i) (i = 1, . . . , 8) and suggested selecting a value for p 123 that is the midpoint of its constraints, although they noted that any value within the constraints could be used. For this example, the midpoint of (L 123 , U 123 ) = (0.43665151, 0.44165151) is 0.43915151, which agrees to five digits with the value for P 3 (8) = P 123 that is provided in the table above. Selecting the midpoint therefore yields a distribution that agrees, after rounding, with the one provided in [7, Appendix B. Results for n = 5: Table 2 . Table 2 . Table D1 . Partial listing of the values (for i − 1 = 0 through 68) to simulate dependent Bernoulli random variables Y 8 within each group according to the algorithm of Kang and Jung [7] described in Section 2.2 when α = 0.20. The full listing of values is provided in Supplemental Material, as described in Section 5. 
