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Abstract
Since group algebras of finite groups are Hopf algebras, products of characters of finite groups are
characters, too. In the present paper, we prove that products of characters of finite schemes G are
characters if one of the two factors contains the thin residue of G in its kernel. We also give details
in this situation.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a finite group, and let χ , ϕ be complex characters of G. Then, it is well known
that χϕ is also a character of G. The reason for this fact is that the group algebra CG is a
Hopf algebra. Especially, the comultiplication CG →CG ⊗CG defined by g → g ⊗ g is
an algebra homomorphism.
For association schemes, character products need not be characters, since the adjacency
algebras are not Hopf algebras, in general. But under some assumption, we can say that
character products are also characters.
In this paper, most of the notation follows the one of Zieschang’s book [5]. Let (X,G)
be an association scheme. We denote the set of complex irreducible characters of G by
Irr(G). We consider the thin residue Oϑ(G). By a suitable identification, we can see that
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g by σg and the valency of g by ng . Our main result is the following.
Theorem 3.3. If χ ∈ Irr(G//Oϑ(G)) and ϕ is a character of G, then χϕ is also a character
of G. Here χϕ is defined by χϕ(σg) := ng−1χ(σg)ϕ(σg).
The factor scheme G//Oϑ(G) is essentially a finite group. So we can consider the de-
rived subgroup D(G//Oϑ(G)). Let D(G) be the inverse image of D(G//Oϑ(G)). Then we
have the following.
Theorem 3.4. If χ ∈ Irr(G//D(G)) and ϕ ∈ Irr(G), then χϕ ∈ Irr(G) and the multiplicities
of ϕ and χϕ are the same.
Since G//D(G) is an abelian group, Irr(G//D(G)) has a group structure. Now this theo-
rem says that Irr(G//D(G)) acts on Irr(G) and irreducible characters in the same orbit have
the same multiplicities. This will help us to calculate the character table of an association
scheme G, if G//D(G) is non-trivial. By [4, Theorem 2.8], χ ∈ Irr(G) is in Irr(G//Oϑ(G))
if and only if χ(1) = mχ , and is in Irr(G//D(G)) if and only if mχ = 1.
We also show that our character product is a natural generalization of the Hadamard
product of primitive idempotents for commutative association schemes.
Now we show an example. Let (X,G) be an association scheme with the relation matrix


0 1 2 3 4 4 5 5 6 6 7 8
1 0 3 2 4 4 5 5 6 6 7 7
2 3 0 1 6 6 7 7 4 4 5 5
3 2 1 0 6 6 7 7 4 4 5 5
4 4 7 7 0 1 6 6 5 5 2 3
4 4 7 7 1 0 6 6 5 5 3 2
5 5 6 6 7 7 0 1 2 3 4 4
5 5 6 6 7 7 1 0 3 2 4 4
7 7 4 4 5 5 2 3 0 1 6 6
7 7 4 4 5 5 3 2 1 0 6 6
6 6 5 5 2 3 4 4 7 7 0 1
6 6 5 5 3 2 4 4 7 7 1 0


.
Then the character table of (X,G) is as follows:
g0 g1 g2 g3 g4 g5 g6 g7 mχi
χ1 1 1 1 1 2 2 2 2 1
χ2 1 1 −1 −1 −2 −2 2 2 1
χ3 1 −1 −1 1 0 0 0 0 3
χ4 1 −1 1 −1 0 0 0 0 3
χ 2 2 0 0 0 0 −2 −2 25
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our assertions hold. But the product χ3χ4 cannot be written as a linear combination of
irreducible characters. Also we note that χ3χ5 = χ3 + χ4 is reducible, though χ3 is linear.
2. Preliminaries
In this section, we state preliminaries for our argument. For details, the reader is referred
to Zieschang’s book [5].
Let X be a finite set. For g ⊂ X ×X, we define the adjacency matrix of g by the matrix
σg whose both rows and columns are indexed by X and the (x, y)-entry is 1 if (x, y) ∈ g
and 0 otherwise. Let G be a collection of subsets of X × X. The pair (X,G) is called an
association scheme if
(1) 1 := {(x, x) | x ∈ X} ∈ G,
(2) X × X =⋃g∈G g is a disjoint union,
(3) if g ∈ G, then g∗ := {(y, x) | (x, y) ∈ g} ∈ G, and
(4) for f,g,h ∈ G, there exists an integer phfg such that σf σg =
∑
h∈G phfgσh, where
σf σg is the usual matrix product (in Zieschang’s book [5], phfg is denoted by afgh).
For g ∈ G, we define ng := p1gg∗ and call it the valency of g. For A ⊆ G, we put σA :=∑
g∈A σg and nA :=
∑
g∈A ng . In particular, nG = |X|.
Throughout this paper, we assume that (X,G) is an association scheme. Often we omit
X and say that G is an association scheme. The last of the above conditions says that
CG :=
⊕
g∈G
Cσg
is a matrix algebra over C. This algebra is usually called the adjacency algebra of G
over C. If CG is commutative, we say that the association scheme G is commutative. It is
known that CG is a semisimple algebra. A representation of G means a matrix representa-
tion of the adjacency algebra CG (namely, an algebra homomorphism from CG to the full
matrix algebra Md(C) of some degree d), and a character of G means the trace function
of a representation. The map σg → σg is clearly a representation of G. This is called the
standard representation of G. We can see that the corresponding CG-module has X as a
basis, so we write this module by CX, and call it the standard module of G. We denote
γ the character of the standard representation and call this the standard character of G. It
is easy to see that γ (σ1) = |X| = nG, and γ (σg) = 0 for 1 = g ∈ G. We write Irr(G) for
the set of irreducible characters of G. We consider the irreducible decomposition of the
standard character γ :
γ =
∑
χ∈Irr(G)
mχχ,
and call mχ the multiplicity of χ .
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f,g ∈ G, define fg := Supp(σf σg), and, for A,B ⊂ G, define AB := Supp(σAσB). These
are called the complex products in G. A subset H of G is called closed if HH = H .
A closed subset H of G is called normal if gH = Hg for any g ∈ G, and strongly normal
if gHg∗ = H for any g ∈ G. It is known that a strongly normal closed subset is a normal
closed subset. Put
Oϑ(G) :=
⋂
H
H,
where H runs over all strongly normal closed subsets of G, and, following [5], we call this
the thin residue of G. The thin residue Oϑ(G) is also a strongly normal closed subset of G.
For A ⊂ G, 〈A〉 denotes the smallest closed subset of G containing A. Then, it is known
in [5, Theorem 2.3.1(iii)] that
Oϑ(G) =
〈 ⋃
g∈G
gg∗
〉
.
If ng = 1 for all g ∈ G, then we say G is thin. A thin scheme G is essentially a finite
group, and the adjacency algebra is the group algebra. For a closed subset H of G, we can
define the factor scheme G//H (see [5, Section 1.5]). A closed subset H of G is strongly
normal if and only if G//H is thin. So Oϑ(G) is the smallest closed subset of G such that
the factor scheme is thin. Since G//Oϑ(G) is essentially a finite group, we can consider the
derived subgroup D(G//Oϑ(G)). Let D(G) be the inverse image of D(G//Oϑ(G)), then
D(G) is a normal closed subset of G.
Let H be a normal closed subset of G. Note that an element of G//H is denoted by gH
for some g ∈ G. For χ ∈ Irr(G//H), we define
χ˜(σg) := ng
ngH
χ(σgH ).
Then χ˜ ∈ Irr(G) and mχ = mχ˜ [3, Theorem 3.5]. So we identify them and consider
Irr(G//H) as a subset of Irr(G).
3. Character products
In group character theory, the character product is given by
χϕ(g) := χ(g)ϕ(g).
The reason of this is that the group algebra is a Hopf algebra with the comultiplication
g → g ⊗g for all group elements g. The adjacency algebra of a finite scheme is not a Hopf
algebra, but Doi [2] consider a generalization of adjacency algebras from a viewpoint of
Hopf algebras and define the comultiplicationCG →CG⊗CG by σg → ng−1σg ⊗σg . We
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schemes by
χϕ(σg) := 1
ng
χ(σg)ϕ(σg)
for g ∈ G. Our comultiplication is not an algebra homomorphism, so the product of char-
acters is not a character, in general.
In this section, we put H := Oϑ(G) to simplify our descriptions.
Proposition 3.1. Define τ :CG → C(G//H) ⊗ CG by τ (σg) = σgH ⊗ σg . Then τ is an
algebra homomorphism.
Proof. By direct calculations, we have
τ (σf σg) =
∑
h∈G
phfgτ (σh) =
∑
h∈G
phfgσhH ⊗ σh,
τ (σf )τ (σg) = (σf H ⊗ σf )(σgH ⊗ σg) =
∑
h∈G
phfgσ(fH gH ) ⊗ σh,
here we note that f HgH is a single element in G//H , since G//H is thin. If phfg = 0,
then fHgH = hH . So the right-hand sides of these equations coincide. Now the proof is
completed. 
Corollary 3.2. Let S1 :C(G//H) → Md1(C) and S2 :CG → Md2(C) be representations of
G//H and G, respectively. Then (S1 ⊗ S2) ◦ τ :CG → Md1d2(C) is a representation of G.
The next theorem is the main result in this paper, but the proof is easy.
Theorem 3.3. If χ ∈ Irr(G//Oϑ(G)) and ϕ is a character of G, then χϕ is also a character
of G.
Proof. We use the notation in Corollary 3.2 and calculate the character of (S1 ⊗ S2) ◦ τ .
We have (S1 ⊗ S2) ◦ τ (σg) = S1(σgH ) ⊗ S2(σg), so the character is χ(σgH )ϕ(σg) =
ng
−1χ(σg)ϕ(σg). Here we used the fact ngH = 1, since G//H is thin. 
In general, products of irreducible characters are not irreducible. But the next result
holds like as group characters.
Theorem 3.4. If χ ∈ Irr(G//D(G)) and ϕ ∈ Irr(G), then χϕ ∈ Irr(G) and the multiplicities
of ϕ and χϕ are the same.
Proof. We use the notation in Corollary 3.2. Now d1 = 1, since χ(1) = 1. It is enough to
show that (S1 ⊗ S2) ◦ τ :CG → Md2(C) is surjective.
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exists α =∑g∈G αgσg ∈ CG such that S2(α) = A. Note that χ is a linear character of
finite group, so χ(σgH ) = S1(σgH ) = 0. Put β :=
∑
g∈G S1(σgH )−1αgσg , then we have
(S1 ⊗ S2) ◦ τ (β) =
∑
g∈G
S1(σgH )
−1αgS1(σgH ) ⊗ S2(σg) = 1 ⊗ S2(α) = A.
So (S1 ⊗ S2) ◦ τ is surjective, and the character χϕ is irreducible.
We calculate the multiplicity mχϕ . By the orthogonality relation [5, Theorem 4.1.5],
χϕ(1)
mχϕ
= 1
nG
∑
g∈G
1
ng
χϕ(σg)χϕ(σg∗) = 1
nG
∑
g∈G
1
ng3
χ(σg)χ(σg∗)ϕ(σg)ϕ(σg∗)
= 1
nG
∑
g∈G
1
ng3
ng
2
ngH
2 χ(σgH )χ(σ(gH )∗)ϕ(σg)ϕ(σg∗)
= 1
nG
∑
g∈G
1
ng
ϕ(σg)ϕ(σg∗) = ϕ(1)
mϕ
.
Obviously χϕ(1) = ϕ(1), so we have mχϕ = mϕ . 
Remark. There are many examples such that χ ∈ Irr(G//Oϑ(G)), ϕ ∈ Irr(G), ϕ(1) = 1,
but the product χϕ is reducible (see example in Introduction).
For a group character χ ∈ Irr(G), χ ∈ Irr(G/D(G)) if and only if χ(1) = 1. For a finite
scheme, it is known that χ ∈ Irr(G//Oϑ(G)) if and only if χ(1) = mχ [4, Theorem 2.8].
So we have χ ∈ Irr(G//D(G)) if and only if mχ = 1.
4. Hadamard products
For two square matrices A, B of the same degree, we can define the Hadamard product
A ◦ B , the entry-wise product. By the definition of association schemes, the adjacency
algebra CG is closed under the Hadamard product.
If G is commutative, then the set of primitive idempotents {eχ | χ ∈ Irr(G)} is a basis
of CG. So we can write
eχ ◦ eϕ = 1
nG
∑
ξ∈Irr(G)
qξχϕeξ .
The coefficients qξχϕ are known as Krein parameters [1, Chapter 2, Section 3]. In this
section, we will show that our definition of character product is a natural generalization of
the Hadamard product of primitive idempotents.
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acters, and write χϕ =∑ξ∈Irr(G) rξχϕξ . Then
eχ ◦ eϕ = 1
nG
∑
ξ∈Irr(G)
mχmϕ
mξ
rξχϕeξ .
Clearly, if G is commutative, then qξχϕ = mχmϕmξ−1rξχϕ is the Krein parameter.
Proof. Suppose χϕ =∑ξ∈Irr(G) rξχϕξ . Then
eχ ◦ eϕ =
(
mχ
nG
∑
g∈G
1
ng
χ(σg∗)σg
)
◦
(
mϕ
nG
∑
g∈G
1
ng
ϕ(σg∗)σg
)
= mχmϕ
nG2
∑
g∈G
1
ng2
χ(σg∗)ϕ(σg∗)σg = mχmϕ
nG2
∑
g∈G
1
ng
χϕ(σg∗)σg
= mχmϕ
nG2
∑
g∈G
1
ng
∑
ξ∈Irr(G)
rξχϕξ(σg∗)σg
= 1
nG
∑
ξ∈Irr(G)
mχmϕ
mξ
rξχϕ
(
mξ
nG
∑
g∈G
1
ng
ξ(σg∗)σg
)
= 1
nG
∑
ξ∈Irr(G)
mχmϕ
mξ
rξχϕeξ
holds. 
If we use eχ/mχ instead of eχ , then our statement becomes quite simple, namely
eχ
mχ
◦ eϕ
mϕ
= 1
nG
∑
ξ∈Irr(G)
rξχϕ
eξ
mξ
.
To use Theorem 4.1, we want to know when a linear function CG →C is a linear combi-
nation of irreducible characters. We give a criterion of it.
Theorem 4.2. A linear function µ :CG → C is a linear combination of irreducible char-
acters if and only if µ(σf σg) = µ(σgσf ) for all f,g ∈ G.
Proof. If µ is a linear combination of irreducible characters, then clearly µ(σf σg) =
µ(σgσf ) for all f,g ∈ G, since characters are trace functions of matrices.
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CG spanned by all commutators ab − ba, a, b ∈CG. Since CG is semisimple, we have a
direct sum decomposition
CG = Z(CG) ⊕ [CG,CG]
as C-vector spaces. Note that dimCZ(CG) = |Irr(G)| and {σf σg −σgσf | f,g ∈ G} spans
[CG,CG]. Put
V := {µ :CG →C ∣∣µ is C-linear and µ([CG,CG])= 0}.
Then V contains the subspace spanned by irreducible characters, but they have the same
dimensions. So they are equal. The result holds. 
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