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THESIS ABSTRACT
NAME: Tijani Abdul-Aziz Apalara
TITLE OF STUDY: On the Stability of Some Systems of Thermoelasticity of
Type III
MAJOR FIELD: Mathematics
DATE OF DEGREE: December 2013
In this dissertation, we study the well-posedness and the asymptotic behavior
of some systems of thermoelasticity of type III in the presence of a viscoelastic
damping and/or a delayed term. In this regard, we prove an exponential decay
result for the one-dimensional case and several general decay results for the multi-
dimensional case under some suitable assumptions. Furthermore, we investigate a
Timoshenko-Thermoelastic system with second sound and delay and prove an ex-
ponential decay result under appropriate conditions on the delay and the structural
parameters of the equations. In the absence of delay, we establish a polynomial
decay result for the Timoshenko-Thermoelastic system with second sound. We use
the multiplier method and/or convexity argument to establish the desired stability
results of the systems.
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 ﺍﻟﺮﺳﺎﻟﺔ ﻣﻠﺨﺺ
 ﺗﻴﺠﺎﻧﻲ ﻋﺒﺪ ﺍﻟﻌﻴﺰ ﺃﺑﻼﺭﺍ    :ﺍﻻﺳﻢ
 IIIﺣﻮﻝ ﺍﺳﺘﻘﺮﺍﺭ ﺑﻌﺾ ﺃﻧﻈﻤﺔ ﺍﻟﻤﺮﻭﻧﺔ ﺍﻟﺤﺮﺍﺭﻳﺔ ﻣﻦ ﺍﻟﻨﻮﻉ   :ﻋﻨﻮﺍﻥ ﺍﻟﺪﺭﺍﺳﺔ
 ﺍﻟﺮﻳﺎﺿﻴﺎﺕ  :ﺍﻟﺘﺨﺼﺺ ﺍﻻﺳﺎﺳﻲ
 3102ﺩﻳﺴﻤﺒﺮ   :ﺗﺎﺭﻳﺦ ﺍﻟﺸﻬﺎﺩﺓ
ﻓﻲ ﻫﺬﻩ ﺍﻟﺮﺳﺎﻟﺔ، ﻧﺪﺭﺱ ﺍﻟﺼﻴﺎﻏﺔ ﺍﻟﺠﻴﺪﺓ ﻭﺍﻟﺴﻠﻮﻙ ﺍﻟﻤﻘﺎﺭﺏ ﻟﺒﻌﺾ ﺃﻧﻈﻤﺔ ﺍﻟﻤﺮﻭﻧﺔ 
ﻓﻲ ﻫﺬﺍ ﺍﻟﺼﺪﺩ، ﻧﺜﺒﺖ ﻧﺘﻴﺠﺔ . ﺍﻟﻨﻮﻉ ﺍﻟﺜﺎﻟﺚ ﻓﻲ ﻭﺟﻮﺩ ﺣﺪ ﻟﺰﻭﺟﺔ ﻭﺣﺪ ﺗﺄﺧﻴﺮﺍﻟﺤﺮﺍﺭﻳﺔ ﻣﻦ 
ﺍﻻﺿﻤﺤﻼﻝ ﺍﻷﺳﻲ ﻓﻲ ﺣﺎﻟﺔﺍﻟﺒﻌﺪ ﺍﻟﻮﺍﺣﺪ ﻭﺍﻟﻌﺪﻳﺪ ﻣﻦ ﺍﻟﻨﺘﺎﺋﺞ ﺍﻻﺿﻤﺤﻼﻝ  ﺍﻟﻌﺎﻡ ﻓﻲ ﺣﺎﻟﺔ 
ﻭﻋﻼﻭﺓ ﻋﻠﻰ ﺫﻟﻚ، ﻧﻘﻮﻡ ﺑﺪﺭﺍﺳﺔ ﻧﻈﺎﻡ . ﺗﻌﺪﺩ ﺍﻷﺑﻌﺎﺩ ﺗﺤﺖ ﺑﻌﺾ ﺍﻻﻓﺘﺮﺍﺿﺎﺕ ﺍﻟﻤﻨﺎﺳﺒﺔ
ﺼﻮﺕ ﺍﻟﺜﺎﻧﻲ ﻭﻓﻲ ﻅﻞ ﻭﺟﻮﺩ ﺣﺪ ﺗﺄﺧﻴﺮ ﻭﺗﺜﺒﺖ ﺗﻴﻤﻮﺷﻴﻨﻜﻮﻣﺘﺰﺍﻭﺝ ﻣﻊ ﻣﺮﻭﻧﺔ ﺣﺮﺍﺭﻳﺔ ﺑﺎﻟ
ﻧﺘﻴﺠﺔ ﺍﻻﺿﻤﺤﻼﻝ ﺍﻷﺳﻲ ﺗﺤﺖ ﺷﺮﻭﻁ ﻣﻨﺎﺳﺒﺔ ﻋﻠﻰ ﺍﻟﺘﺄﺧﻴﺮ ﻭﺍﻟﻤﻌﺎﻣﻼﺕ ﺍﻟﻬﻴﻜﻠﻴﺔ 
ﻟﻘﺪ ﺍﺳﺘﺨﺪﻣﻨﺎ . ﻭﻓﻲ ﺣﺎﻟﺔ ﻏﻴﺎﺏ ﺣﺪ ﺍﻟﺘﺄﺧﻴﺮ، ﻧﺜﺒﺖ ﻧﺘﻴﺠﺔ ﺍﺿﻤﺤﻼﻝ ﻛﺜﻴﺮﺓ ﺣﺪﻭﺩ. ﻟﻠﻤﻌﺎﺩﻻﺕ
 .ﻤﺮﺟﻮﺓﻁﺮﻳﻘﺔ ﺍﻟﻤﻀﺮﻭﺑﺎﺕ ﻭﺑﻌﺾ ﺧﺼﺎﺋﺺ ﺍﻟﺘﺤﺪﺏ ﻟﻠﺪﻭﺍﻝ ﻻﺛﺒﺎﺕ ﺍﻟﻨﺘﺎﺋﺞ ﺍﻻﺳﺘﻘﺮﺍﺭﺍﻟ
 
CHAPTER 1
INTRODUCTION
1.1 Thermoelasticity
In thermoelasticity theory, the deformation of a body is associated with a change
of the heat content and, consequently, with a change of the body temperature.
In other words, thermoelasticity deals with the study of the relationship between
the elastic properties of a material and its temperature, or between its thermal
conductivity and its stresses.
The theory of thermoelasticity goes back to the pioneer work of Duhamel [18],
1838, when he derived the equations relating the strain in an elastic body to
the temperature gradient (the same results was obtained by Neumann [81] later
in 1841). The theory was based on an independence assumption between the
thermal effects and the mechanical effects. The total strain was determined
by superimposing the elastic strain and the thermal expansion caused by the
temperature distribution only.
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In 1857, Thomson [114] used the laws of thermodynamics to determine the
stresses and strains in an elastic body in response to varying temperatures. A
century later, Landau and Lifshitz [50] in 1953 used classical thermodynamics
methods to derive the coupled equations of thermoelasticity1. The derived
equations coupled a hyperbolic equation and a parabolic equation in the same
domain. In one space dimension (1−D), the basic linear equations are given by

utt − αuxx + βθx = 0,
c0θt − κθxx + βutx = 0
(1.1)
and in n−dimensional space (n ≥ 2)

utt − µ∆u− (µ+ λ)∇(div u) + β∇θ = 0,
c0θt − κ∆θ + β div ut = 0,
(1.2)
where u = u(t, x) ∈ Rm,m ≥ 1, and θ = θ(t, x) ∈ R denote the displacement and
the temperature difference to the equilibrium state, respectively, t denotes the
time-variable and x is the space-variable. Physical properties of the underlying
isotropic medium are described by the thermal conductivity κ > 0, the elasticity
modulus α = λ+ 2µ > 0, or Lame´ moduli µ and λ with µ > 0, and the thermoe-
lastic coupling coefficient β 6= 0. In the classical model for heat propagation, the
heat flux is governed by Fourier’s law of heat conduction, which states that the
1The detail of the aforementioned historical reviews can be found in [48]
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heat flux is proportional to the gradient of temperature. i.e.
q + κ∇θ = 0, (1.3)
where θ is the temperature (difference to a fixed constant reference temperature), q
is the heat flux vector and κ is the coefficient of thermal conductivity. It is obvious
that the combination of (1.3) with the energy equation for a rigid conductor
γθt = − div q (1.4)
leads to the parabolic diffusion equation
θt = k∆θ,
where k = κ/γ is the thermal diffusivity. Consequently, because of the parabolic
nature of the equation, the model using the classic Fourier’s law leads to the phys-
ical paradox of infinite speed of heat propagation. In other words, any thermal
disturbance at one point will be instantaneously transferred to the other parts
of the body. However, experiments have shown that heat conduction in some
dielectric crystals at low temperatures propagates with a finite speed (see [42]).
Similarly, working with very short laser pulses in laser cleaning of computer chips
is free of this paradox (see the references in [101]). To overcome this physical
paradox but still keeping the essentials of a heat conduction process, many theo-
ries have subsequently emerged. One of which is the advent of the second sound
3
effects observed experimentally in materials at a very low temperature. Second
sound effects arise when heat is transported by a wave propagation process instead
of the usual diffusion.
Thermoelasticity with second sound (transportation of heat by wave-like propa-
gation), first, arose in the work of Tisza in 1938 and Landau in 1941, when they
separately studied heat waves in liquid helium II, and gave a prediction for its
speed. Their predictions were later confirmed experimentally by Maurer and Her-
lin in 1949. From a theoretical point of view, Cattaneo in 1948 proposed a theory
that account for the existence of second sound. The proposed theory suggests re-
placing the classic Fourier’s law (1.3), by a modified law of heat conduction called
Cattaneo’s law
τqt + q + κ∇θ = 0, (1.5)
or by more general heat-flux equation of Jeffreys type2,
τqt + q + κ∇θ + τκ1∇θt = 0. (1.6)
In the above equations ((1.5) and (1.6)), the positive parameter τ represents
the relaxation time describing the time lag in the response of the heat flux to a
gradient in the temperature. The constant κ1 > 0 denotes the effective thermal
conductivity. If κ1 = 0, then (1.6) reduces to (1.5); i.e., Cattaneo’s equation.
When τ = 0, (1.6) reduces to (1.3); i.e., Fourier’s law. The obtained heat equation
is of hyperbolic type and hence, automatically, eliminates the paradox of infinite
2See [10] and [42] for references and more details.
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speeds.
Replacing (1.3) by (1.5) leads to the so-called thermoelasticity systems with second
sound. In the linear 1−D case, the system is given by

utt − αuxx + βθx = 0,
c0θt + γqx + βutx = 0,
τqt + q + κθx = 0
(1.7)
and in the n−D (n ≥ 2) case by

utt − µ∆u− (µ+ λ)∇(div u) + β∇θ = 0,
c0θt + γ div q + β div ut = 0,
τqt + q + κ∇θ = 0,
(1.8)
where q = q(t, x) denotes the heat flux vector, α, µ, λ, β, γ, δ, τ and κ are positive
constants. If τ = 0, then we recover the classical thermoelasticity systems.
Green and Naghdi [23], suggested another method which eliminated the paradox
of infinite speeds. They used an analogy between the concepts and equations of
the purely thermal and the purely mechanical theories and arrived at three types
of constitutive equations for heat flow in a stationary rigid solid labeled as types I,
II and III. These types of constitutive equations are such that when the respective
theories are linearized, type I leads to the usual heat conduction by Fourier law
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(1.3), type II leads to a telegraph equation3
θtt +
1
τ
θt = c
2∆θ, (1.9)
which is hyperbolic and transmits waves at a finite speed c, and type III leads to
an equation of Jeffrey’s type (1.6). Both types II and III theories for heat flow in
a stationary rigid solid accommodate finite wave speed, but only type II involves
no energy dissipation.
In line with the classification employed in [23] for flow of heat in a stationary
rigid solid, Green and Naghdi [24] derived the so-called classical thermoelasticity
(or thermoelasticity of type I). However, the procedure they used for the devel-
opment of constitutive equations is based on a procedure proposed in [22], which
employs an entropy balance law and requires the satisfaction of the reduced energy
equation before imposing any further restriction arising from the Second Law of
thermodynamics. Furthermore, they considered another thermoelastic theory, the
thermal part of which arises from transmission of heat as waves and is analogous
to that of the response of an elastic material in a mechanical theory. They referred
to it as thermoelasticity without energy dissipation (or thermoelasticity of type
II), since it involves no energy dissipation. The models in 1−D and n−D (n ≥ 2)
are
3Telegraph equation(1.9) can simply be derived from (1.4) and (1.5)
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
utt − αuxx + βθx = 0,
θtt − κθxx + βuttx = 0
(1.10)
and 
utt − µ∆u− (µ+ λ)∇(div u) + β∇θ = 0,
θtt − κ∆θ + β div utt = 0,
(1.11)
respectively. Equations (1.10)-(1.11) permit propagation of waves without damp-
ing.
Later in [25], Green and Naghdi derived the thermoelasticity models of type III for
isotropic media, using the constitutive equations developed in [23]. The system
in 1−D is given by

utt − αuxx + βθx = 0,
θtt − κθxx − δθtxx + βuttx = 0,
(1.12)
and in n−D (n ≥ 2) by

utt − µ∆u− (µ+ λ)∇(div u) + β∇θ = 0,
θtt − κ∆θ − δ∆θt + β div utt = 0.
(1.13)
If δ = 0, then the thermoelasticity models of type III, (1.12) and (1.13), become
thermoelasticity models of type II, (1.10) and (1.11), respectively. For further
historical reviews on thermoelasticity, we refer the readers to [11, 12, 41] and the
references therein.
7
1.2 Porous-Thermoelasticity
In 1972, Goodman and Cowin [21] proposed an extension of the classical elas-
ticity theory to porous media by introducing the concept of a continuum theory
of granular materials with interstitial voids into the theory of elastic solids with
voids. In addition to the usual elastic effects, the materials with voids possess
a microstructure with the property that the mass at each point is obtained as
the product of the mass density of the material matrix by the volume fraction.
This latter idea was introduced in the pioneered work of Nunziato and Cowin [88]
in 1979 when they developed a nonlinear theory of elastic materials with voids.
This representation (i.e the mass at each point is obtained as the product of the
mass density of the material matrix by the volume fraction) introduces an ad-
ditional degree of kinematic freedom and was employed previously by Goodman
and Cowin [21] to develop a theory for flowing granular materials.
In 1983, Cowin and Nunziato [14] established the linear theory of elastic materials
with voids. Later, Ies¸an [37]-[39], and Ies¸an and Quintanilla [40] added the tem-
perature as well as the microtemperature elements to the theory. The importance
of such materials could not be over-emphasized as it has resulted in the huge num-
ber of papers published in different fields of human endeavors most importantly,
in petroleum industry, material science, soil mechanics, foundation engineering,
powder technology, biology and others. For more details on the theory of elastic
solids with voids, the reader is referred to [13, 98] and the papers cited therein.
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1.3 Delay Differential Equations
It is generally known that many systems in science and engineering can be de-
scribed by models that include past effects. These systems, where the rate of
change in a state is not only determined by the present states but also by the
past states, are described by delay differential equations (DDEs). In other words,
DDEs are differential equations in which the derivatives of some unknown func-
tions at present time depend on the values of the functions at previous times.
They are also known as systems with aftereffect, hereditary systems, equations
with deviating argument or differential-difference equations. Mathematically, a
simple delay differential equation for x(t) ∈ Rn takes the form
d
dt
x(t) = f(t, xt),
where xt = {x(τ) : τ ≤ t} represents the trajectory of the solution in the past.
The functional operator f takes a time input and a continuous function xt and
generates a real number
d
dt
x(t) as its output.
Examples of such equation include:
(1) discrete/constant delay
d
dt
x(t) = f(t, x(t− τ)),
(2) time-varying delay
d
dt
x(t) = f(t, x(t− τ(t))), and
(3) distributed delay
d
dt
x(t) = f
(
t,
∫ τ
0
µ(s)x(t− s)ds) ,
9
where τ is the delay in time. The study of DDEs started after the First World
War due to the development and use of automatic control systems. A time delay
arises because a finite time is required to sense information and then react to it.
Minorsky [73] (see also Minorsky [74]) studied the control of the motion of a ship
with movable ballast and made a realistic mathematical model which contained a
delay (representing the time for the readjustment of the ballast) and observed that
the motion was oscillatory if the delay was too large. Furthermore, it has been
demonstrated in the area of automatic control that a relatively small delay may
lead to instability or significantly deteriorated performances for the corresponding
closed-loop systems. Nevertheless, in order to reliably analyze and design feedback
controls for such systems, it is imperative to take delay into consideration.
Time delay has been widely studied in fields as diverse as biology [58], population
dynamics [49], neural networks [5], feedback controlled mechanical systems [36],
lasers [94]. Richard [103] mentioned some other interesting and challenging areas
where delay are strongly involved. According to the causes of delays, we may
roughly classify them as physically inherent delays (physical or biological systems),
technological delays, transmission delays, and information delays.
Although a delay may cause instability, yet it can also cause boundedness and
stability. Delay effects can also be exploited to control nonlinear systems as stated
by Pyragas [96]. For instance, it is well known that the scalar equation
dx
dt
= x2(t) with x(0) = 1
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has a solution tending to infinity in finite time, but if τ(t) is positive for all t ≥ 0,
then
dx
dt
= x2(t− τ(t))
has all solutions continuable for all t ≥ 0 (See [7] page 245 − 246 for details). In
addition, it has been shown that voluntary introduction of delays can also benefit
the control (see Richard [103] for many examples on this). Further exposition on
delay equations can be found in [35, 87, 109].
1.4 Results Description
The aim of this dissertation is to investigate the well-posedness as well as the
asymptotic behavior of solutions of some systems of thermoelasticity type III
in the presence of viscoelastic damping and/or delay. In this regard, we study
several problems and establish an exponential decay result for the one-dimensional
case and several general decay results for the multi-dimensional case under some
suitable assumptions. This study improves and generalizes several earlier results
mentioned in Section 2.1, Section 2.2, Section 2.3 in the introduction, and in
Section 4.1 and Section 7.1.
Our contributions start from Chapter three, where we investigate the asymptotic
stability of solutions of the following thermoviscoelastic problem:
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
utt(x, t)− µ∆u(x, t)− (µ+ λ)∇(div u(x, t)) + β∇θ(x, t)
+
∫ t
0
g(s)∆u(x, t− s)ds+ µ1ut(x, t) + µ2ut(x, t− τ) = 0, x ∈ Ω, t > 0,
θtt(x, t)− κ∆θ(x, t)− δ∆θt(x, t) + β div utt(x, t),= 0, x ∈ Ω, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
θ(x, 0) = θ0(x), θt(x, 0) = θ1(x), x ∈ Ω,
ut(x,−t) = f0(x, t), x ∈ Ω, t ∈ (0, τ),
u(x, t) = θ(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
(1.14)
where Ω is a bounded domain of Rn(n ≥ 1) with a boundary ∂Ω of class C2, u =
u(x, t) ∈ Rn, θ(x, t) ∈ R, the relaxation function g is positive and decreasing,
the coefficients µ, λ, β, µ1, κ, δ are positive constants, µ2 is a real number, and
τ > 0 represents the time delay. This is a thermoviscoelastic system of type
III with a constant internal delay. The system is supplemented by initial data
u0, u1, θ0, θ1 and a history function f0. We consider (1.14) and establish a general
decay result for the associated energy functional. This result extends the result
obtained by Kirane and Said-Houari [44] for viscoelastic wave equation with a
delay to a thermoelastic system of type III with delay. Furthemore, in contrast
to [44], we do not require that µ2 be positive.
In Chapter four, we study the well-posedness and the asymptotic behavior of the
following thermoelastic system of type III with delay term and infinite memory:
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
utt(x, t)− µ∆u(x, t)− (µ+ λ)∇(div u(x, t)) + β∇θ(x, t)
+
∫ ∞
0
g(s)∆u(x, t− s)ds+ µ1ut(x, t) + µ2ut(x, t− τ) = 0 in Ω× (0,∞),
θtt(x, t)− κ∆θ(x, t)− δ∆θt(x, t) + β div utt(x, t),= 0 in Ω× (0,∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), θt(x, 0) = θ1(x) in Ω,
u(x,−t) = f0(x, t) in Ω× [0,∞),
ut(x,−t) = f1(x, t) in Ω× (0, τ),
u(x, t) = θ(x, t) = 0 on ∂Ω× [0,∞).
(1.15)
We prove the well-posedness of (1.15) using semi-group theory, and a general
decay result using the multiplier method and some convexity arguments similar
to those in [28].
In Chapter five, we study the well-posedness as well as the asymptotic stability
of the following one-dimensional system of thermoelasticity type III with delay:
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
utt(x, t)− αuxx(x, t) + βθx(x, t) + µut(x, t− τ) = 0, x ∈ (0, 1), t > 0,
θtt(x, t)− κθxx(x, t)− δθxxt(x, t) + βuxtt(x, t),= 0, x ∈ (0, 1), t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), θt(x, 0) = θ1(x), x ∈ (0, 1),
ut(x,−t) = f0(x, t), x ∈ (0, 1), t ∈ (0, τ),
u(0, t) = u(1, t) = θx(0, t) = θx(1, t) = 0, t ≥ 0.
(1.16)
We establish the well-posedness using the semi-group method. We obtain an ex-
ponential decay result subject to the smallness of the weight µ of the delay. This
stability result shows that the heat effect is strong enough to exponentially sta-
bilize the system when the weight of the delay is small. Our result extends the
result obtained by Quintanilla and Racke in [100] for system (1.16) without delay.
We devoted Chapter six to the study of the asymptotic behavior of a one-
dimensional porous-thermoelastic system of type III with a viscoelastic damping
acting in one of the equations. Namely,
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
ρ1ϕtt −K(ϕx + ψ)x + θx = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − αψxx +K (ϕx + ψ)− θ +
∫ t
0
g(t− s)ψxx(x, s)ds = 0, x ∈ (0, 1), t > 0,
ρ3θtt − κθxx − δθxxt + βϕxtt + βψtt = 0, x ∈ (0, 1), t > 0,
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), x ∈ (0, 1),
θ(x, 0) = θ0(x), θt(x, 0) = θ1(x), x ∈ (0, 1),
ϕ(0, t) = ϕ(1, t) = ψ(0, t) = ψ(1, t) = θ(0, t) = θ(1, t) = 0, t ≥ 0,
(1.17)
where ϕ(x, t) is the longitudinal displacement, ψ(x, t) is the volume fraction,
θ(x, t) is the difference temperature, the relaxation function g is positive and
decreasing, the coefficients ρ1, ρ2, ρ3, K, α, κ, δ and β are positive constants, and
ϕ0, ϕ1, ψ0, ψ1, θ0 and θ1 are initial data. We study system (1.17) and establish a
general decay result for the case of equal as well as different speeds of wave prop-
agation. This result extends the result obtained by Messaoudi and Fareh [70, 72]
for classical porous thermoelastic system to a porous-thermoelastic system of type
III.
Finally, in the last chapter (Chapter seven), we consider the following Timoshenko-
thermoelastic system with second sound and delay:
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
ρ1ϕtt −K (ϕx + ψ)x + µϕt(x, t− τ0) = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − bψxx +K (ϕx + ψ) + δθx = 0, x ∈ (0, 1), t > 0,
ρ3θt + qx + δψtx = 0, x ∈ (0, 1), t > 0,
τqt + βq + θx = 0, x ∈ (0, 1), t > 0,
(1.18)
together with the following initial, boundary and history conditions

ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), θ(x, 0) = θ0(x) x ∈ (0, 1),
ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), q(x, 0) = q0(x), x ∈ (0, 1),
ϕt(x,−t) = f0(x, t), x ∈ (0, 1), t ∈ (0, τ),
ϕ(0, t) = ϕ(1, t) = ψx(0, t) = ψx(1, t) = θ(0, t) = θ(1, t) = 0, t ≥ 0,
(1.19)
where ϕ is the transverse displacement of the beam, ψ is the rotation angle of
the beam, θ is the difference temperature, q is the heat flux, the coefficients
ρi, β,K, δ, b, τ are positive constants, µ is a real number, and τ0 > 0 represents
the time delay. This is a thermoelastic system of Timoshenko type with a delay
where the heat flux is given by Cattaneo’s law. We study problem (1.18)-(1.19)
and establish an exponential decay result under a smallness condition on the delay
µ and a stability number introduced first by Santos et al in [108]. Furthermore,
in the absence of a delay, we prove a polynomial decay result using multiplier
method instead of the semigroup method used in [108]. Our result extends the
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result obtained by Santos et al in [108] for system (1.18) and (1.19) without delay.
1.5 Methodology
We use the multiplier method and/or convexity argument to establish the desired
stability results of the systems. Multiplier method relies mostly on the construc-
tion of an appropriate Lyapunov functional L equivalent to the energy of the
solution E. By equivalence L ∼ E, we mean
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0, (1.20)
for two positive constants α1 and α2. To prove the exponential stability, we show
that L satisfies
L′(t) ≤ −c1L(t), ∀t > 0, (1.21)
for some c1 > 0. A simple integration of (1.21) over (0, t) together with (1.20)
gives the desired exponential stability result.
In the case of general decay result, the obtained decay rate depends on the relax-
ation function g, which assume to satisfy the following two conditions:
(A1) g : R+ → R+ is a C1 decreasing function satisfying
g(0) > 0, µ−
∫ ∞
0
g(s)ds = l > 0,
where µ is a positive constant.
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(A2) There exists a positive nonincreasing differentiable function η : R+ → R+
satisfying
g′(t) ≤ −η(t)g(t), t ≥ 0.
Then, we show that
(η(t)L(t) + cE(t))′ ≤ −k0η(t)E(t), ∀t ≥ t0.
Thereafter, we exploit (1.20), to prove that
R(t) = η(t)L(t) + cE(t) ∼ E(t). (1.22)
Consequently, for some positive constant c1, we obtain
R′(t) ≤ −c1η(t)R(t), ∀t ≥ t0. (1.23)
A simple integration of (1.23) over (t0, t) together with (1.22) leads to the general
decay result. In addition, we use a convexity argument, precisely in Chapter four,
to obtain the desired decay result. In that chapter, g also must satisfy some other
conditions (see page 64) in addition to (A1) stated above. For the well-posedness,
we employ the standard semi-group theory.
18
1.6 Notation and some Useful Inequalities
Throughout this dissertation, we use the following standard L2(Ω) and H1(Ω)
spaces equipped with their usual scalar products and norms denoted by
(u, v)L2(Ω) =
∫
Ω
u v dx, ‖u‖2L2(Ω) =
∫
Ω
|u|2 dx
and
(u, v)H1(Ω) = (u, v)L2(Ω) + (∇u,∇v)L2(Ω) =
∫
Ω
uv dx+
∫
Ω
∇u · ∇v dx
‖u‖2H1(Ω) = ‖u‖2L2(Ω) + ‖∇u‖2L2(Ω),
respectively. The domain Ω is bounded in Rn(n ≥ 2) with a smooth boundary.
The space H10 (Ω) is defined to be
H10 (Ω) = {u ∈ H1(Ω) : u = 0 on ∂Ω},
where ∂Ω is the boundary of Ω. For H2(Ω), we have
H2(Ω) = {u ∈ H1(Ω); ∂u
∂xi
∈ H1(Ω) ∀i = 1, 2, · · ·n},
where
H1(Ω) =
{
u ∈ L2(Ω);∃g1, g2, · · · gn ∈ L2(Ω) :∫
Ω
u
∂ϕ
∂xi
= −
∫
Ω
giϕ ∀ϕ ∈ C∞0 (Ω)
}
,
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and
∂u
∂xi
= gi in weak sense.
For the case of one dimension, we have
(u, v)L2(0,1) =
∫ 1
0
u v dx, ‖u‖2L2(0,1) =
∫ 1
0
|u|2 dx,
(u, v)H1(0,1) = (u, v)L2(0,1) + (ux, vx)L2(0,1) =
∫ 1
0
uv dx+
∫ 1
0
uxvx dx,
‖u‖2H1(0,1) = ‖u‖2L2(0,1) + ‖ux‖2L2(0,1).
The space H10 (0, 1) is defined to be
H10 (0, 1) = {u ∈ H1(0, 1) : u(0) = u(1) = 0},
where
H1(0, 1) =
{
u ∈ L2(0, 1);∃g ∈ L2(0, 1) :
∫ 1
0
uϕ′ = −
∫ 1
0
gϕ ∀ϕ ∈ C10(0, 1)
}
,
and we called g the weak derivative of w (i.e. ux = g).
Last, for H2(0, 1) we have
H2(0, 1) = {u, ux, uxx ∈ L2(0, 1)}.
Any other spaces different from the above are stated in the chapters where they
appeared. The following notations are used in the dissertation:
 ∆ = ∂2x1 + ∂
2
x2
+ ...+ ∂2xn , div u = (∂x1u1 + ∂x2u2 + ...+ ∂xnun),
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 ∇ = (∂x1 , ∂x2 , ..., ∂xn) , ut =
∂u
∂t
, ux =
∂u
∂x
, utt =
∂2u
∂t2
, uxx =
∂2u
∂x2
,
 C1(Ω) denotes the space of all continuously differentiable functions on Ω,
 C10(Ω) denotes the space of all continuously differentiable functions with
compact support in Ω. The support of a continuous function f defined on
Ω is the closure of the set of point where f(x) is nonzero. That is
supp(f) : = {x ∈ Ω | f(x) 6= 0}.
Furthermore, we use c to denote a generic positive constant. The following in-
equalities are repeatedly used in the dissertation:
1. Ho¨lder’s inequality. Let 1 ≤ p, q ≤ ∞ such that 1
p
+
1
q
= 1. If u ∈ Lp(Ω)
and v ∈ Lq(Ω), then uv ∈ L1(Ω) and
∫
Ω
|uv| ≤ ‖u‖Lp(Ω)‖v‖Lq(Ω).
By taking p = q = 2, we have the Cauchy-Schwarz inequality.
2. Young’s inequality. Let 1 < p, q <∞ such that 1
p
+
1
q
= 1. Then for any
ε > 0, we have
ab ≤ εap + Cεbq, ∀a, b ≥ 0,
where Cε =
1
q(εp)
q
p
. For p = q = 2, we have
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ab ≤ εa2 + b
2
4ε
.
3. Green’s formula. Let Ω be a bounded domain of Rn with smooth bound-
ary. Then
∫
Ω
u∆vdx = −
∫
Ω
∇u · ∇vdx+
∫
∂Ω
u∇v · νds, ∀u ∈ H1 and v ∈ H2.
where ν is the outer unit normal to ∂Ω. If u ∈ H10 , the Green’s formula
becomes ∫
Ω
u∆vdx = −
∫
Ω
∇u · ∇vdx.
4. Poincare´’s inequality. Let 1 ≤ p < ∞ and Ω be a bounded open subset
of Rn. Then there exists a constant C (depending on Ω and p only) such
that
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω), ∀u ∈ W 1,p0 (Ω).
If p = 2, then we set H10 (Ω) = W
1,2
0 (Ω).
Remark 1.1 The Poincare´’s inequality also holds for all u ∈ W 1,p(Ω) with
∫
Ω
udx = 0
provided that Ω is bounded.
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CHAPTER 2
LITERATURE REVIEW
2.1 Time-Delay System
In recent years, the control of PDEs with time delay effects has become an active
area of research, see for example [1, 113] and the references therein. The presence
of delay may be a source of instability. See for example, Datko et al. [16], Nicaise
and Pignotti [82], and Xu et al. [116], where it was proved that an arbitrarily
small delay may destabilize a system, which is uniformly asymptotically stable in
the absence of delay, unless additional conditions or control terms have been used.
Datko et al. [16] examined the following problem:

utt(x, t)− uxx(x, t) + 2aut(x, t) + a2u(x, t) = 0, x ∈ (0, 1), t > 0,
u(0, t) = 0, ux(1, t) = −kut(1, t− τ), t > 0,
where a, k, and τ are positive real numbers. By using spectral analysis method,
they proved that, if k satisfies
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0 < k <
1− e−2a
1 + e−2a
,
then the spectrum of this system lies in Re w ≤ −β, where β is a positive constant
depending on the delay τ and, consequently, the system is exponentially stable.
As for the system of wave equation with a linear frictional damping term and a
constant delay on the boundary;

utt(x, t)−∆u(x, t) = 0, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ Γ0, t > 0,
∂u(x, t)
∂ν
= −µ1ut(x, t)− µ2ut(x, t− τ), x ∈ Γ1, t > 0,
(2.1)
it is well known that in the absence of delay (µ2 = 0, µ1 > 0), system (2.1) is
exponentially stable (see [47, 51, 52, 118]). In the presence of delay (µ2 > 0),
Nicaise and Pignotti [82] proved, under the assumption µ2 < µ1, that the energy
is exponentially stable. However, for the opposite case (µ2 ≥ µ1), they were able
to construct a sequence of delays for which the corresponding solution is unstable.
Also, in [82], the authors obtained the same results for the case when both the
damping and the delay act internally in the domain. That is,

utt(x, t)−∆u(x, t) + a(x) [µ1ut(x, t) + µ2ut(x, t− τ)] = 0, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ Γ0, t > 0,
∂u(x, t)
∂ν
= 0, x ∈ Γ1, t > 0,
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where a ∈ L∞(Ω) is a function satisfying specific conditions. See [2] for the
treatment of this last system in more general abstract form. Nicaise and Pignotti
[83] treated the situation when the constant delay in system (2.1) is replaced with
a distributed delay of the form
∫ τ2
τ1
µ2(s)ut(x, t− s)ds
and established an exponential stability result under the condition that
∫ τ2
τ1
µ2(s)ds < µ1.
The same result was also obtained by Nicaise et al. [86] when the term with
constant delay on the boundary in (2.1) is replaced with the term
µ2ut(x, t− τ(t)),
containing time-varying delay, under the assumption that
µ2 <
√
1− d µ1,
where d is a constant such that
τ ′(t) ≤ d < 1, ∀t > 0.
26
Kirane and Said-Houari [44] considered a viscoelastic wave equation with delay of
the form
utt(x, t)−∆u(x, t) +
∫ t
0
g(t− s)∆u(x, s)ds+ µ1ut(x, t) + µ2ut(x, t− τ) = 0,
for x ∈ Ω, t > 0, together with initial and Dirichlet boundary conditions. They
established general energy decay results under the condition that µ2 ≤ µ1. In fact,
the presence of a viscoelastic damping together with a frictional damping allowed
the case µ2 = µ1 to be considered too. Said-Houari and Rahali [105] examined

ρ1ϕtt −K(ϕx + ψ)x = 0,
ρ2ψtt − bψxx +
∫ ∞
0
g(s)ψxx(x, t− s)ds+K(ϕx + ψ) + µ1ψt(t) + µ2ψt(t− τ) = 0,
for x ∈ (0, 1), t > 0, together with initial and Dirichlet boundary conditions and
established the well-posedness as well as an exponential stability result of the
energy for µ2 ≤ µ1. Pignotti [95] considered the equation
utt(x, t)−∆u(x, t) + µ1χωut(x, t) + µ2ut(x, t− τ) = 0, in Ω× (0,∞),
where µ1, τ > 0, and µ2 is a real number, ω is the intersection between an open
neighborhood of the set Γ0 = {x ∈ ∂Ω: m(x) · ν(x) > 0} and Ω, ν(x) is the outer
unit normal vector at a point x ∈ ∂Ω, m is the standard multiplier and χω is the
characteristic function of ω. She established, under some geometric condition on
the domain, the well-posedness of the problem and an exponential decay result
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for |µ2| < µ1. She thereby extended the previous results to the case when the
weight of the delay is a real number.
Recently, Guesmia [31] considered the following second-order abstract linear equa-
tion with infinite memory as a dissipation and constant delay:
utt + Au−
∫ ∞
0
g(s)Au(t− s)ds+ µut(t− τ) = 0, ∀t > 0
and proved that the unique dissipation given by the memory term is strong enough
to exponentially stabilize the system in the presence of a small delay. To the best
of our knowledge, [31] is the first time an exponential decay result was obtained
for a delay system without using any other source of damping (apart from the
memory term) as in the case of the aforementioned papers.
In one dimensional space, Mustafa [79] studied a thermoelastic system with time-
varying delay at the boundary, and showed that the damping effect through heat
conduction is also strong enough to uniformly stabilize the system even in the
presence of time-varying delay at the boundary. For more results concerning time
delay, we refer the reader to [3, 17, 20, 80, 84, 85, 102] and the references therein.
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2.2 Thermoelasticity of Type III
In this section, we recall some results regarding thermoelastic systems of type III.
In one space dimension, Quintanilla and Racke [100] considered the equation

utt − αuxx + βθx = 0, in (0,∞)× (0, L),
θtt − δθxx + γuttx − κθtxx = 0, in (0,∞)× (0, L)
and used the spectral analysis method and the energy method to obtain the ex-
ponential stability for two types of boundary conditions (Dirichlet-Dirichlet or
Dirichlet-Neuman). Furthermore, they proved an energy decay result for the ra-
dially symmetric situation in the multi-dimensional case (n = 2, 3).
Zhang and Zuazua [117] analyzed the long time behavior of the solution of the
n−dimensional system

utt − µ∆u− (µ+ λ)∇(div u) + β∇θ = 0, x ∈ Ω, t > 0,
cθtt − κ∆θ − δ∆θt + β div utt = 0, x ∈ Ω, t > 0,
together with initial and Dirichlet boundary conditions and showed that (i) for
most domains, the energy of the system does not decay uniformly, (ii) under
suitable conditions on the domain that may be described in terms of Geometric
Optics, the energy of the system decays exponentially and (iii) for most domains
in two space dimensions, the energy of smooth solutions decays polynomially.
Messaoudi and Soufyane [63] considered the system
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
utt − µ∆u− (µ+ λ)∇(div u) + β∇θ = 0, in Ω× R+,
θtt − κ∆θ − δ∆θt + β div utt = 0, in Ω× R+,
subject to a boundary feedback of viscoelastic type that acts on a part of the
boundary and established exponential and polynomial stability results. This result
was later generalized by Messaoudi and Al-Shehri [71] by taking a wider class of
relaxation functions. They proved a more general decay result, from which the
exponential and polynomial decay estimates are only special cases.
Recently, Qin and Ma [97] considered the system

utt −∆u+
∫ t
0
g(t− s)∆u(s)ds+∇θ = 0, x ∈ Ω, t > 0,
θtt −∆θt −∆θ + div utt = 0, x ∈ Ω, t > 0,
θ = 0, x ∈ ∂Ω, t > 0,
u = 0, x ∈ Γ0, t > 0,
∂u
∂ν
−
∫ t
0
g(t− s)∆u(s)ds+H(ut) = 0, x ∈ Γ1, t > 0
and established a general decay result depending on both g and H. This result
extends the decay result obtained by Messaoudi and Mustafa [68] earlier for vis-
coelastic wave equations. We refer the reader to [56] for a global existence result
for the higher-dimensional thermoviscoelastic equations and to [54, 62, 69] and
the references therein for more results on Thermoelasticity type III.
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2.3 Porous Thermoelasticity
In 1972, Goodman and Cowin [21] proposed an extension of the classical elasticity
theory to porous media. The one-dimensional porous-elastic model has the form

ρutt = µuxx + bϕx,
ρκϕtt = αϕxx − bux − τϕt − aϕ,
(2.2)
where u is the longitudinal displacement, ϕ is the volume fraction of the solid
elastic material, ρ > 0 is the mass density, κ > 0 is the equilibrated inertia and
µ, α, τ, a are the constitutive constants which are positive and satisfy µa > b2.
This type of material has both macroscopic and microscopic structures. Scientists
have investigated the coupling and its strength as well as the long-time behavior
of solution, using dissipation mechanisms at the microscopic and/or macroscopic
levels. The analysis of the decay rate for this class of materials was started by
Quintanilla [99] when he considered (2.2) for x ∈ (0, L), t > 0, with initial and
mixed boundary conditions, and showed that the damping in the porous equation
(−τϕt) is not strong enough to obtain an exponential decay but only a slow decay
can be obtained. To improve this decay, several other damping mechanisms were
considered. Magan´a and Quintanilla [60] investigated the temporal asymptotic
behavior of the solutions of the one-dimensional porous-elasticity problem when
several damping effects are present. They showed that viscoelasticity and tem-
perature produce slow decay in time, and the same result was obtained when the
porous-viscosity was combined with microtemperatures. However, when the vis-
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coelasticity was coupled with porous damping or with microtemperatures, they
proved that the decay was controlled by a negative exponential. We refer the
reader to [76, 90] and the references therein for more results on asymptotic be-
havior in porous-elasticity with other forms of damping mechanisms.
For the case of the classical porous thermoelasticity, we mention the following
model, which was introduced in [8],

ρutt = µuxx + bϕx − βθx, x ∈ (0, L), t > 0,
Jϕtt = αϕxx − bux − ξϕ+mθ − τϕt, x ∈ (0, L), t > 0,
cθt = kθxx − βuxt −mϕt, x ∈ (0, L), t > 0,
(2.3)
with initial and Dirichlet-Neumann boundary conditions. The function θ is the
temperature difference, the coefficients ρ, µ, J, α, ξ, τ, c and k are positive con-
stants. Casas and Quintanilla [8] considered the above system and used the semi-
group theory and the method developed by Liu and Zheng [55] to establish the
exponential decay of the solutions. Later, with τ = 0 (absence of porous dissi-
pation), the same authors showed in [9] that the heat effect alone is not strong
enough to bring about an exponential decay but only a slow decay could be es-
tablished. However, the heat effect together with microtemperature produced an
exponential decay results. Similarly, when τ = 0 and γuxxt is added to the first
equation in (2.3), Pamplona et al. [89] proved that the system lacks exponential
stability but, by taking some regular initial data, a polynomial stability is ob-
tained. Also, for τ = 0, Soufyane et al. [112] considered (2.3) with the following
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boundary conditions:

u(0, t) = ϕ(0, t) = θ(0, t) = θ(L, t) = 0, t ≥ 0,
u(L, t) = −
∫ t
0
g1(t− s) [µux(L, s) + bϕ(L, s)] ds, t ≥ 0,
ϕ(L, t) = −α
∫ t
0
g2(t− s)ϕx(L, s)ds, t ≥ 0,
where g1 and g2 are positive decreasing functions. They obtained a general decay
result, from which the usual exponential and polynomial decay rates are just
special cases. Soufyane [111] considered

utt = uxx + ϕx − θx, x ∈ (0, L), t > 0,
ϕtt = ϕxx − ux − ϕ+ θ −
∫ t
0
g(t− s)ϕxx(s)ds, x ∈ (0, L), t > 0,
θt = θxx − uxt − ϕt, x ∈ (0, L), t > 0,
(2.4)
with some initial and Dirichlet boundary conditions and g is a positive nonin-
creasing function. He used the multiplier technique to establish exponential and
polynomial stability results depending on the relaxation function g. Recently,
Messaoudi and Fareh [70, 72] considered

ρ1utt − k(ux + ϕ)x + θx = 0, x ∈ (0, 1), t > 0,
ρ2ϕtt − αϕxx + k (ux + ϕ)− θ +
∫ t
0
g(t− s)ϕxx(x, s)ds = 0, x ∈ (0, 1), t > 0,
ρ3θt − κθxx + uxt + ϕt = 0, x ∈ (0, 1), t > 0,
(2.5)
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with some initial and Dirichlet boundary conditions, where ρ1, ρ2, ρ3, k, α, κ are
positive constants and g is a positive decreasing function. They established some
general decay results for the solutions in case of equal wave speeds
(
κ
ρ1
= α
ρ2
)
as
well as for different speeds of wave propagation
(
κ
ρ1
6= α
ρ2
)
.
For nonclassical porous thermoelasticity, Magan˜a and Quintanilla [59] investigated
the asymptotic behavior of the solutions of the following one-dimensional porous-
thermo-elasticity problem:

ρutt = µuxx + bϕx − β (θ + αθt)x , x ∈ (0, pi), t > 0,
Jϕtt = δϕxx − bux − ξϕ+m (θ + αθt)− τϕt, x ∈ (0, pi), t > 0,
hθtt = kθxx − βuxt −mϕt − dθt, x ∈ (0, pi), t > 0
(2.6)
with initial and mixed boundary conditions. They proved that, generally, the
thermal damping (τ = 0) is not sufficiently strong to guarantee the exponential
decay of solutions. But when the porous dissipation (τ > 0) is also present, the
solutions decay exponentially. The arguments they used to prove the slow decay
work only on a particular class of boundary conditions. However, for exponential
decay of the solutions, the boundary conditions could be extended to other classes
of boundary conditions. Leseduarte et al. [53] investigated the asymptotic behav-
ior of solutions of thermo-porous-elasticity when the only dissipation mechanism
present in the system is the porous dissipation. That is, they considered
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
ρutt = µuxx + γϕx − βψxt, x ∈ (0, pi), t > 0,
Jϕtt = bϕxx +mψxx − ξϕ+ dψt − τϕt − γux, x ∈ (0, pi), t > 0,
aψtt = kψxx +mϕxx − dϕt − βuxt, x ∈ (0, pi), t > 0,
(2.7)
with initial and boundary conditions, where ψ is the thermal displacement. They
showed that when the parametersm and β are not both zero, the decay of solutions
is exponentially stable. Whereas, if one of the parameters m or β vanishes, the
decay of solutions is slow in the sense that it cannot be controlled by a negative
exponential (generally). We refer the reader to [13, 91] and the references therein
for more results.
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CHAPTER 3
THERMO-VISCO-ELASTICITY
OF TYPE III WITH A DELAY
TERM
In this chapter, we consider the following problem:

utt(x, t)− µ∆u(x, t)− (µ+ λ)∇(div u(x, t)) + β∇θ(x, t)
+
∫ t
0
g(s)∆u(x, t− s)ds+ µ1ut(x, t) + µ2ut(x, t− τ) = 0, x ∈ Ω, t > 0,
θtt(x, t)− κ∆θ(x, t)− δ∆θt(x, t) + β div utt(x, t),= 0, x ∈ Ω, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), θt(x, 0) = θ1(x), x ∈ Ω,
ut(x,−t) = f0(x, t), x ∈ Ω, t ∈ (0, τ),
u(x, t) = θ(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
(3.1)
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where Ω is a bounded domain of Rn(n ≥ 1) with a boundary ∂Ω of class C2, u =
u(x, t) ∈ Rn is the displacement vector, θ(x, t) is the difference temperature, the
relaxation function g is positive and decreasing, the coefficients µ, λ, β, µ1, κ, δ are
positive constants, µ2 is a real number, and τ > 0 represents the time delay. This is
a (type III) thermoelastic system with the presence of a viscoelastic damping and
a constant internal delay supplemented by initial data u0, u1, θ0, θ1 and a history
function f0. In section 3.1, we introduce some transformations and assumptions
needed in the chapter. Some technical lemmas and the statement with proof of
the main results are given in section 3.2 and section 3.3, respectively. Finally, we
give some examples to illustrate our results.
3.1 Assumptions and Transformations
In this section, we present some material needed in the proof of our results. For
the relaxation function g, we assume the following:
(A1) g : R+ → R+ is a C1 decreasing function satisfying
g(0) > 0, µ−
∫ ∞
0
g(s)ds = l > 0.
(A2) There exists a positive nonincreasing differentiable function η : R+ → R+
satisfying
g′(t) ≤ −η(t)g(t), t ≥ 0.
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Remark 3.1 There are many functions that satisfy (A1) and (A2). Below are
three examples of such functions with the assumptions that a, b > 0 and a < µb.
1. If g(t) = ae−bt, then g′(t) = −η(t)g(t), where η(t) = b.
2. If g(t) = a
(1+t)b+1
, then g′(t) = −η(t)g(t), where η(t) = b+1
1+t
.
3. If g(t) = a
(e+t)[ln(e+t)]b+1
, then g′(t) = −η(t)g(t), where
η(t) =
1
e+ t
+
b+ 1
(e+ t) ln(e+ t)
.
In order to exhibit the dissipative nature of system (3.1), it is convenient to
introduce, as in [117], the new variable
v(x, t) =
∫ t
0
θ(x, s)ds+ χ(x), (3.2)
where χ(x) is the solution of

−κ∆χ = δ∆θ0 − θ1 − β div u1, in Ω,
χ = 0, on ∂Ω.
(3.3)
Integrating the second equation in (3.1) with respect to t and using the fact that
vt = θ, vtt = θt, we have
vtt − κ∆v − δ∆vt + β div ut = θ1 − δ∆θ0 + β div u1 − κ∆χ(x),
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then using (3.3), we get
vtt − κ∆v − δ∆vt + β div ut = 0.
Next, as in [82], we introduce another new dependent variable
z(x, ρ, t) = ut(x, t− τρ), x ∈ Ω, ρ ∈ (0, 1), t > 0.
A simple differentiation shows that z satisfies
τzt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ Ω, ρ ∈ (0, 1), t > 0.
Hence, problem (3.1) is equivalent to the following:
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
utt(x, t)− µ∆u(x, t)− (µ+ λ)∇(div u(x, t)) + β∇vt(x, t)
+
∫ t
0
g(t− s)∆u(x, s)ds+ µ1ut(x, t) + µ2z(x, 1, t) = 0, x ∈ Ω, t > 0,
vtt(x, t)− κ∆v(x, t)− δ∆vt(x, t) + β div ut(x, t) = 0, x ∈ Ω, t > 0,
τzt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ Ω, ρ ∈ (0, 1), t > 0,
z(x, 0, t) = ut(x, t), x ∈ Ω, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ Ω,
z(x, ρ, 0) = f0(x, τρ), x ∈ Ω, ρ ∈ (0, 1),
u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t ≥ 0.
(3.4)
The dissipative nature of (3.4) is explicitly seen at the level of the energy E.
In fact, we easily get E ′ ≤ 0 (see (3.7)). Thus, we will consider problem (3.4)
instead of (3.1). In what follows, we consider (u, v, z) to be a solution of system
(3.4) with the regularity needed to justify the calculations in this chapter. The
existence and uniqueness of strong and weak solutions of system (3.4) can be
proved by repeating the arguments of [44].
Now, we assume that |µ2| ≤ µ1 and let ξ be a positive constant satisfying

τ |µ2| < ξ < τ(2µ1 − |µ2|), if |µ2| < µ1,
ξ = τµ1, if µ1 = |µ2|.
(3.5)
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The energy associated with problem (3.4) is
E(t) =
1
2
∫
Ω
|ut|2dx+ 1
2
∫
Ω
v2t dx+
1
2
(
µ−
∫ t
0
g(s)ds
)∫
Ω
|∇u|2dx+ κ
2
∫
Ω
|∇v|2dx
+
(µ+ λ)
2
∫
Ω
(div u)2dx+
1
2
(g ◦ ∇u)(t) + ξ
2
∫
Ω
∫ 1
0
z2(x, ρ, t) dρ dx,
(3.6)
where
(g ◦ ∇u)(t) =
∫
Ω
∫ t
0
g(t− s)∣∣ ∇u(x, t)−∇u(x, s) ∣∣2 ds dx.
3.2 Technical Lemmas
In this section, we establish several lemmas needed for the proof of our main
result.
Lemma 3.1 Let (u, v, z) be the solution of (3.4). Then the energy functional,
defined by (3.6), satisfies
E ′(t) ≤ −m0
(∫
Ω
|ut|2dx+
∫
Ω
z2(x, 1, t)dx
)
+
1
2
(g′ ◦ ∇u)(t)
− 1
2
g(t)
∫
Ω
|∇u|2dx− δ
∫
Ω
|∇vt|2dx ≤ 0, ∀t ≥ 0,
(3.7)
for some constant m0, where m0 > 0 if |µ2| < µ1 and m0 = 0 if µ1 = |µ2|.
Proof. A multiplication of the first and the second equation in (3.4) by ut and vt
respectively, and integration over Ω, using integration by parts and the boundary
conditions, yield
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12
d
dt
{∫
Ω
|ut|2dx+
∫
Ω
v2t dx+
(
µ−
∫ t
0
g(s)ds
)∫
Ω
|∇u|2dx+ κ
∫
Ω
|∇v|2dx
+ (µ+ λ)
∫
Ω
(div u)2dx+ (g ◦ ∇u)(t)
}
=
1
2
(g′ ◦ ∇u)(t)− δ
∫
Ω
|∇vt|2dx− 1
2
g(t)
∫
Ω
|∇u|2dx
− µ1
∫
Ω
|ut|2dx− µ2
∫
Ω
ut · z(x, 1, t)dx.
(3.8)
Now, multiplying the third equation in (3.4) by ξz and integrating over Ω× (0, 1),
we obtain
ξ
2
d
dt
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx = − ξ
2τ
∫
Ω
z2(x, 1, t)dx+
ξ
2τ
∫
Ω
|ut|2dx. (3.9)
A combination of (3.8) and (3.9), leads to
E ′(t) =
1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)
∫
Ω
|∇u|2dx− δ
∫
Ω
|∇vt|2dx−
(
µ1 − ξ
2τ
) ∫
Ω
|ut|2dx
− µ2
∫
Ω
ut · z(x, 1, t)dx− ξ
2τ
∫
Ω
z2(x, 1, t)dx.
Then, by Young’s inequality, we have
E ′(t) ≤ 1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)
∫
Ω
|∇u|2dx− δ
∫
Ω
|∇vt|2dx
−
(
µ1 − ξ
2τ
− |µ2|
2
)∫
Ω
|ut|2dx−
(
ξ
2τ
− |µ2|
2
)∫
Ω
z2(x, 1, t)dx.
Consequently, using (3.5), estimate (3.7) follows.
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Lemma 3.2 Suppose that (A1) and (A2) hold and let (u, v, z) be the solution of
(3.4). Then the functional
F1(t) :=
∫
Ω
ut · udx,
satisfies, for some positive constant m1, the following estimate:
F ′1(t) ≤ −m1
(∫
Ω
|∇u|2dx+
∫
Ω
(div u)2dx
)
+ c
(∫
Ω
|ut|2dx+
∫
Ω
v2t dx+
∫
Ω
z2(x, 1, t)dx+ (g ◦ ∇u)(t)
)
.
(3.10)
Proof. Direct computations using the first equation in (3.4), yield
F ′1(t) =
∫
Ω
|ut|2dx− µ
∫
Ω
|∇u|2dx− (µ+ λ)
∫
Ω
(div u)2dx+ β
∫
Ω
vt · div udx
+
∫
Ω
∇u ·
∫ t
0
g(t− s)∇u(s) ds dx− µ1
∫
Ω
u · utdx− µ2
∫
Ω
z(x, 1, t) · u dx.
Using Young’s and Poincare´’s inequalities, for δ1 > 0, we have
F ′1(t) ≤ −
(µ
2
− δ1(µ1 + |µ2|)
)∫
Ω
|∇u|2dx+ 1
2µ
∫
Ω
(∫ t
0
g(t− s)∇u(s)ds
)2
dx
+
(
1 +
cµ1
4δ1
) ∫
Ω
|ut|2dx− (µ+ λ− δ1)
∫
Ω
(div u)2dx+
1
4δ1
∫
Ω
v2t dx
+
c|µ2|
4δ1
∫
Ω
z2(x, 1, t)dx.
(3.11)
The second term in the right-hand side of (3.11) is estimated as follows:
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∫
Ω
(∫ t
0
g(t− s)|∇u(s)|ds
)2
dx
≤
∫
Ω
(∫ t
0
g(t− s)(|∇u(s)−∇u(t)|+ |∇u(t)|)ds
)2
dx
=
∫
Ω
(∫ t
0
g(t− s)|∇u(s)−∇u(t)|ds
)2
dx+
∫
Ω
(∫ t
0
g(t− s)|∇u(t)|ds
)2
dx
+ 2
∫
Ω
(∫ t
0
g(t− s)|∇u(s)−∇u(t)|ds
)(∫ t
0
g(t− s)|∇u(t)|ds
)
dx.
A simple calculation, using Cauchy-Schwarz and Young’s inequalities, for η > 0,
gives
∫
Ω
(∫ t
0
g(t− s)|∇u(s)|ds
)2
dx
≤ (µ− l)2(1 + η)
∫
Ω
|∇u|2dx+ (µ− l)(1 + 1
η
)
(g ◦ ∇u)(t).
(3.12)
By inserting (3.12) into (3.11) and choosing η = l
µ−l , we arrive at
F ′1(t) ≤
(
1 +
cµ1
4δ1
) ∫
Ω
|ut|2dx−
( l
2
− δ1(µ1 + |µ2|)
) ∫
Ω
|∇u|2dx+ 1
4δ1
∫
Ω
v2t dx
− (µ+ λ− δ1)
∫
Ω
(div u)2dx+
c|µ2|
4δ1
∫
Ω
z2(x, 1, t)dx+
(µ− l)
2l
(g ◦ ∇u)(t).
By taking δ1 small enough, (3.10) follows.
Lemma 3.3 let (u, v, z) be the solution of (3.4). Then the functional
F2(t) :=
∫
Ω
vtvdx+ β
∫
Ω
v div udx+
δ
2
∫
Ω
|∇v|2dx,
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satisfies, for any positive constant δ2, the following estimate:
F ′2(t) ≤ −κ
∫
Ω
|∇v|2dx+ c(1 + 1
δ2
) ∫
Ω
v2t dx+ cδ2
∫
Ω
(div u)2dx. (3.13)
Proof. Taking the derivative of F2(t) and using the second equation in (3.4), it
follows that
F ′2(t) =
∫
Ω
v2t dx+ κ
∫
Ω
v∆vdx+ δ
∫
Ω
v∆vtdx+ β
∫
Ω
vt div udx+ δ
∫
Ω
∇v · ∇vtdx.
Use of Green’s formula and the boundary conditions lead to
F ′2(t) =
∫
Ω
v2t dx− κ
∫
Ω
|∇v|2dx+ β
∫
Ω
vt div udx.
By exploiting Young’s inequality for δ2 > 0, estimate (3.13) is established.
As in [82], we state and proof the following lemma:
Lemma 3.4 let (u, v, z) be the solution of (3.4). Then the functional
F3(t) := τ
∫
Ω
∫ 1
0
e−τρz2(x, ρ, t)dρdx,
satisfies, for some positive constant m2, the following estimate:
F ′3(t) ≤ −m2
(∫
Ω
z2(x, 1, t)dx+ τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx
)
+
∫
Ω
|ut|2dx. (3.14)
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Proof. By differentiating F3 and using the third equation in (3.4), we obtain
F ′3(t) = −2
∫
Ω
∫ 1
0
e−τρz(x, ρ, t)zρ(x, ρ, t)dρdx
= − d
dρ
∫
Ω
∫ 1
0
e−τρz2(x, ρ, t)dρdx− τ
∫
Ω
∫ 1
0
e−τρz2(x, ρ, t)dρdx
= −
∫
Ω
[e−τz2(x, 1, t)− z2(x, 0, t)]dx− τ
∫
Ω
∫ 1
0
e−τρz2(x, ρ, t)dρdx.
By using the fact that z(x, 0, t) = ut(x, t) and e
−τ ≤ e−τρ ≤ 1, ∀ρ ∈ [0, 1], we get
F ′3(t) ≤ −e−τ
[∫
Ω
z2(x, 1, t)dx+ τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx
]
+
∫
Ω
|ut|2dx.
Setting m2 = e
−τ yields (3.14).
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Lemma 3.5 Suppose that (A1) and (A2) hold and let (u, v, z) be the solution of
(3.4). Then, for µ1 = |µ2| and for any t0 > 0, the functional
F4(t) := −
∫
Ω
ut ·
∫ t
0
g(t− s)(u(t)− u(s)) ds dx,
satisfies, for some positive constant m3 and for any positive constants δ3, δ4, δ5,
the following estimate:
F ′4(t) ≤−m3
∫
Ω
|ut|2dx+ c
∫
Ω
|∇vt|2dx+ δ3c
∫
Ω
|∇u|2dx
+ cδ4
∫
Ω
(div u)2dx+ Cδ(g ◦ ∇u)(t) + cδ5
∫
Ω
z2(x, 1, t)dx
− c(g′ ◦ ∇u)(t), ∀t ≥ t0 > 0,
(3.15)
where Cδ = c
(
1 + δ3 +
1
δ3
+ 1
δ4
+ 1
δ5
)
Proof. Differentiating F4, using (3.4) and integrating by parts together with
the boundary conditions, yield
47
F ′4(t) = µ
∫
Ω
∇u ·
(∫ t
0
g(t− s)(∇u(s)−∇u(t))ds
)
dx
+ (µ+ λ)
∫
Ω
(div u)
(∫ t
0
g(t− s)(div u(s)− div u(t))ds
)
dx
− β
∫
Ω
∇vt ·
(∫ t
0
g(t− s)(u(s)− u(t))ds
)
dx
−
∫
Ω
(∫ t
0
g(t− s)∇u(s)ds
)
·
(∫ t
0
g(t− s)(∇u(s)−∇u(t))ds
)
dx
+ µ1
∫
Ω
ut ·
∫ t
0
g(t− s)(u(s)− u(t))dsdx−
∫ t
0
g(s)ds
∫
Ω
|ut|2dx
+ µ2
∫
Ω
z(x, 1, t) ·
∫ t
0
g(t− s)(u(s)− u(t))dsdx
−
∫
Ω
ut ·
∫ t
0
g′(t− s)(u(s)− u(t)) ds dx.
(3.16)
Now, we estimate the terms in the right hand side of (3.16) using Young’s, Cauchy-
Schwarz, and Poincare´’s inequalities. So, for δ3, δ4, δ5, δ6 > 0, we obtain
I1 =
∫
Ω
∇u ·
(∫ t
0
g(t− s)(∇u(s)−∇u(t))ds
)
dx
≤ δ3
∫
Ω
|∇u|2dx+ 1
4δ3
∫
Ω
(∫ t
0
g(t− s)|∇u(s)−∇u(t)|ds
)2
dx
≤ δ3
∫
Ω
|∇u|2dx+ 1
4δ3
∫ t
0
g(s)ds
∫
Ω
∫ t
0
g(t− s)|∇u(s)−∇u(t)|2dsdx
≤ δ3
∫
Ω
|∇u|2dx+ µ− l
4δ3
(g ◦ ∇u)(t),
(3.17)
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I2 =
∫
Ω
(div u)
(∫ t
0
g(t− s)(div u(s)− div u(t))ds
)
dx
≤ δ4
∫
Ω
(div u)2dx+
1
4δ4
∫
Ω
(∫ t
0
g(t− s) (div u(s)− div u(t)) ds
)2
dx
≤ δ4
∫
Ω
(div u)2dx+
µ− l
4δ4
∫
Ω
∫ t
0
g(t− s)(div u(s)− div u(t))2 ds dx
≤ δ4
∫
Ω
(div u)2dx+
µ− l
2δ4
(g ◦ ∇u)(t),
(3.18)
I3 = −
∫
Ω
∇vt ·
(∫ t
0
g(t− s)(u(s)− u(t))ds
)
dx
≤ 1
2
∫
Ω
|∇vt|2dx+ c(µ− l)
2
(g ◦ ∇u)(t),
(3.19)
I4 = −
∫
Ω
(∫ t
0
g(t− s)∇u(s)ds
)
·
(∫ t
0
g(t− s)(∇u(s)−∇u(t))ds
)
dx
≤ δ3
∫
Ω
(∫ t
0
g(t− s)|∇u(s)|ds
)2
dx+
1
4δ3
∫
Ω
(∫ t
0
g(t− s)|∇u(s)−∇u(t)|ds
)2
dx
≤ 2(µ− l)2δ3
∫
Ω
|∇u|2dx+ (µ− l)
(
2δ3 +
1
4δ3
)
(g ◦ ∇u)(t),
(3.20)
I5 =
∫
Ω
ut ·
∫ t
0
g(t− s)(u(s)− u(t))dsdx ≤ δ6
∫
Ω
|ut|2dx+ c(µ− l)
4δ6
(g ◦ ∇u)(t),
(3.21)
I6 =
∫
Ω
z(x, 1, t) ·
∫ t
0
g(t− s)(u(s)− u(t))dsdx
≤ δ5
∫
Ω
z2(x, 1, t)dx+
c(µ− l)
4δ5
(g ◦ ∇u)(t),
(3.22)
I7 = −
∫
Ω
ut ·
∫ t
0
g′(t− s)(u(s)− u(t)) ds dx
≤ δ6
∫
Ω
|ut|2dx+ 1
4δ6
∫
Ω
(∫ t
0
g′(t− s)(u(s)− u(t))ds
)2
dx
≤ δ6
∫
Ω
|ut|2dx+ 1
4δ6
∫
Ω
(∫ t
0
−g′(s)ds
)(∫ t
0
−g′(t− s)|(u(s)− u(t))|2ds
)
dx
≤ δ6
∫
Ω
|ut|2dx− cg(0)
4δ6
(g′ ◦ ∇u)(t).
(3.23)
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Since the function g is positive, continuous and g(0) > 0, then, for any t ≥ t0 > 0,
we have ∫ t
0
g(s)ds ≥
∫ t0
0
g(s)ds = g0. (3.24)
A combination of (3.16)−(3.24) and bearing in mind that µ1 = |µ2| lead to
F ′4(t) ≤ −[g0 − δ6(1 + µ1)]
∫
Ω
|ut|2dx+ δ5µ1
∫
Ω
z2(x, 1, t)dx− cg(0)
4δ6
(g′o∇u)(t)
+
β
2
∫
Ω
|∇vt|2dx+ δ3[µ+ 2(µ− l)2]
∫
Ω
|∇u|2dx+ δ4(µ+ λ)
∫
Ω
(div u)2dx
+ (µ− l)[µ+ 1
4δ3
+
µ+ λ
2δ4
+ 2δ3 +
cµ1
4
( 1
δ5
+
1
δ6
)
+
cβ
2
]
(g ◦ ∇u)(t),
for all t ≥ t0. Next, we choose δ6 small enough to obtain (3.15).
3.3 Asymptotic Stability
This section is divided into two parts. In the first part, we discuss the case where
|µ2| < µ1, and in the second part, we discuss the case where µ1 = |µ2|.
3.3.1 General Decay Result for |µ2| < µ1
For ε > 0 to be chosen appropriately later, we let
L(t) := E(t) + εF1(t) + εF2(t) + εF3(t). (3.25)
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Lemma 3.6 There exist two positive constants α1 and α2 such that
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0, (3.26)
for ε small enough.
Proof. Let G(t) = εF1(t) + εF2(t) + εF3(t). By using Young’s and Poincare´’s
inequalities, we obtain
|G(t)| ≤ ε
2
∫
Ω
(|ut|2 + v2t + c|∇u|2 + (c(1 + β) + δ) |∇v|2 + (div u)2) dx
+ ετ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx
≤ εcE(t).
Consequently, by using (3.25), we obtain |L(t)− E(t)| ≤ εcE(t). In other words,
(1− εc)E(t) ≤ L(t) ≤ (1 + εc)E(t).
By choosing ε small enough, (3.26) follows.
Theorem 3.1 Let (u, v, z) be the solution of (3.4). Assume |µ2| < µ1 and (A1),
(A2) hold. Then, there exist two positive constants c0 and c1 such that the energy
functional given by (3.6) satisfies
E(t) ≤ c0e−c1
∫ t
0 η(s)ds, ∀t ≥ 0. (3.27)
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Proof. By differentiating (3.25) and using (3.7), (3.10), (3.13), (3.14) and
Poincare´’s inequality, we obtain
L′(t) ≤ −[m0 − εc]
∫
Ω
|ut|2dx− εm1
∫
Ω
|∇u|2dx− εκ
∫
Ω
|∇v|2dx
− ε [m1 − cδ2]
∫
Ω
(div u)2dx− εm2τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx
+ εc(g ◦ ∇u)(t)− [δ − εc(1 + 1
δ2
)] ∫
Ω
|∇vt|2dx
− [(m0 − εc) + εm2]
∫
Ω
z2(x, 1, t)dx.
At this point, we choose δ2 small enough such that (m1 − cδ2) > 0. Next, by
picking
0 < ε < min
(
m0
c
,
δ
c(1 + 1
δ2
)
)
,
we obtain
L′(t) ≤ k1(g ◦ ∇u)(t)− k2
{∫
Ω
|ut|2dx+
∫
Ω
|∇u|2dx+
∫
Ω
|∇v|2dx
+
∫
Ω
(div u)2dx+
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx+
∫
Ω
|∇vt|2dx
}
,
for some positive constants k1 and k2. Then, using Poincare´’s inequality again
and (3.6), we get
L′(t) ≤ −k0E(t) + k3(g ◦ ∇u)(t), ∀t ≥ 0, (3.28)
for some positive constants k0 and k3.
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By multiplying (3.28) by η(t) and using (A2) and (3.7), we arrive at
η(t)L′(t) ≤ −k0η(t)E(t)− 2k3E ′(t), ∀t ≥ 0,
which can be rewritten as
(η(t)L(t) + 2k3E(t))′ − η′(t)L(t) ≤ −k0η(t)E(t), ∀t ≥ 0.
Using the fact that η′(t) ≤ 0,∀t ≥ 0, we have
(η(t)L(t) + 2k3E(t))′ ≤ −k0η(t)E(t), ∀t ≥ 0.
By exploiting (3.26), it can easily be shown that
R(t) = η(t)L(t) + 2k3E(t) ∼ E(t). (3.29)
Consequently, for some positive constant c1, we obtain
R′(t) ≤ −c1η(t)R(t), ∀t ≥ 0. (3.30)
A simple integration of (3.30) over (0, t) leads to
R(t) ≤ R(0)e−c1
∫ t
0 η(s)ds, ∀t ≥ 0. (3.31)
The conclusion of the theorem follows by combining (3.29) and (3.31).
53
3.3.2 General Decay Result for |µ2| = µ1
By recalling (3.5), we have ξ = τµ1. Hence, (3.7) takes the form
E ′(t) ≤ 1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)
∫
Ω
|∇u|2dx− δ
∫
Ω
|∇vt|2dx ≤ 0, ∀t ≥ 0. (3.32)
We then use (3.10), (3.13), and (3.14) with µ1 = |µ2| and define another Lyapunov
functional
L˜(t) := NE(t) + ε1F1(t) + F2(t) + ε2F3(t) + F4(t), (3.33)
where N, ε1 and ε2 are positive real numbers, which will be chosen properly later.
Lemma 3.7 For N large enough, L˜(t) and E(t) satisfy
α3E(t) ≤ L˜(t) ≤ α4E(t), ∀t ≥ 0, (3.34)
for two positive constants α3 and α4.
Proof. The lemma is established by following the same steps enumerated in the
proof of Lemma 3.6 (see page 50).
Theorem 3.2 Let (u, v, z) be the solution of (3.4). Assume |µ2| = µ1 and (A1),
(A2) hold. Then, for any t0 > 0, there exist positive constants c2 and c3 such that
the energy functional given by (3.6) satisfies
E(t) ≤ c2e−c3
∫ t
t0
η(s)ds
, ∀t ≥ t0. (3.35)
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Proof. Differentiating L˜ and using (3.10), (3.13), (3.14), (3.15), (3.32) and
Poincare´’s inequality, we obtain
L˜′(t) ≤ −[m3 − ε1c− ε2]
∫
Ω
|ut|2dx− [ε1m1 − δ3c]
∫
Ω
|∇u|2dx− κ
∫
Ω
|∇v|2dx
− ε2m2τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx− [ε1m1 − cδ2 − cδ4]
∫
Ω
(div u)2dx
− [Nδ − c(1 + ε1 + 1
δ2
)] ∫
Ω
|∇vt|2dx+ [N
2
− c](g′ ◦ ∇u)(t)
− [ε2m2 − cε1 − cδ5]
∫
Ω
z2(x, 1, t)dx+ [ε1c+ Cδ](g ◦ ∇u)(t).
Now, we let
ε2 =
m3
2
, δ3 =
ε1m1
2c
, δ4 =
ε1m1
2c
.
Next, we choose ε1 small enough so that
k˜1 := [
m3
2
− ε1c] > 0 and k˜2 := [m2m3
2
− ε1c] > 0.
Once ε1 is fixed, we then take δ5 = k˜2/(2c) and choose δ2 small enough so that
k˜3 := [
ε1m1
2
− cδ2] > 0.
Finally, we choose N so large that (3.34) remains valid and furthermore,
k˜4 :=
[
Nδ −−c(1 + ε1 + 1
δ2
)]
> 0 and [
N
2
− c] > 0.
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Hence, we arrive at
L˜′(t) ≤ −k˜1
∫
Ω
|ut|2dx− ε1m1
2
∫
Ω
|∇u|2dx− κ
∫
Ω
|∇v|2dx
− k˜4
∫
Ω
|∇vt|2dx− k˜3
∫
Ω
(div u)2dx+ k˜5(g ◦ ∇u)(t)
− m2m3τ
2
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx.
Using Poincare´’s inequality and (3.6), we obtain
L˜′(t) ≤ −k˜0E(t) + k˜5(g ◦ ∇u)(t), ∀t ≥ t0, (3.36)
where k˜0 and k˜5 are two positive constants.
By multiplying (3.36) by η(t) and using (A2) and (3.32), we obtain
η(t)L˜′(t) ≤ −k˜0η(t)E(t)− 2k˜5E ′(t), ∀t ≥ t0,
which implies that
(
η(t)L˜(t) + 2k˜5E(t)
)′
≤ −k˜0η(t)E(t), ∀t ≥ t0.
If we set
R˜(t) = η(t)L˜(t) + 2k˜5E(t) ∼ E(t) (3.37)
and follow the same steps as in Theorem 3.1 (see page 53-53), we arrive at
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R˜(t) ≤ R˜(t0)e−c3
∫ t
t0
η(s)ds
, ∀t ≥ t0. (3.38)
Consequently, (3.35) is established by virtue of (3.37) and (3.38).
Remark 3.2 Estimate (3.35) also holds for t ∈ [0, t0] by the continuity and
boundedness of E and η. In other words, since E(t) ≤ E(t0) ≤ E(0), ∀t ≥ t0 > 0,
we get, for some c˜2,
E(t) ≤ c˜2E(0)ec3
∫ t0
0 η(s)dse−c3
∫ t
0 η(s)ds, ∀t ≥ t0 > 0.
Consequently, by taking c2 = c˜2E(0)e
c3
∫ t0
0 η(s)ds we obtain the estimate, for all
t ≥ 0.
Now, we give some examples to illustrate the energy decay rates obtained by
Theorem 3.1, which is also valid for Theorem 3.2. We consider the three examples
under Remark 3.1 with the same assumptions on a and b as stated before.
1. If g(t) = ae−bt, then
E(t) ≤ c0e−bc1t, ∀t ≥ 0.
2. If g(t) = a
(1+t)b+1
, then
E(t) ≤ c0
(1 + t)(b+1)c1
, ∀t ≥ 0.
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3. If g(t) = a
(e+t)[ln(e+t)]b+1
, then
E(t) ≤ c0e
c1
{(e+ t)[ln(e+ t)]b+1}c1 , ∀t ≥ 0.
Remark 3.3 Our result extends the result obtained by Kirane and Said-Houari
[44] for viscoelastic wave equation with a delay to thermoelasticity of type III with
delay. Furthemore, in contrast to [44], we do not require that µ2 be positive.
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CHAPTER 4
THERMOELASTICITY OF
TYPE III WITH A DELAY
TERM AND INFINITE
MEMORY
In this chapter, we investigate the asymptotic behavior of a thermoelastic system
of type III with infinite memory and internal delay. Under suitable assumptions
on the weight of the delay term, we prove the well-posedness of the system. Fur-
thermore, for a wide class of relaxation functions, we use the multiplier method
and a convexity argument to establish a general stability result of the system. To
this end, we consider the following thermoviscoelastic problem:
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
utt(x, t)− µ∆u(x, t)− (µ+ λ)∇(div u(x, t)) + β∇θ(x, t)
+
∫ ∞
0
g(s)∆u(x, t− s)ds+ µ1ut(x, t) + µ2ut(x, t− τ) = 0 in Ω× (0,∞),
θtt(x, t)− κ∆θ(x, t)− δ∆θt(x, t) + β div utt(x, t),= 0 in Ω× (0,∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), θt(x, 0) = θ1(x) in Ω,
u(x,−t) = f0(x, t) in Ω× [0,∞),
ut(x,−t) = f1(x, t) in Ω× (0, τ),
u(x, t) = θ(x, t) = 0 on ∂Ω× [0,∞),
(4.1)
where Ω is a bounded domain of Rn(n ≥ 1) with a boundary ∂Ω of class C2,
u(x, t) ∈ Rn is the displacement vector, θ(x, t) is the difference temperature, the
relaxation function g is positive and decreasing, the coefficients µ, λ, β, µ1, κ, δ are
positive constants, µ2 is a real number and τ > 0 represents the time delay. This
is a (type III) thermoelastic system with the presence of an infinite memory and
a constant internal delay supplemented by initial data u0, u1, θ0, θ1 and history
functions f0 and f1.
4.1 Introduction
Regarding infinite history problems, Appleby et al [4] investigated a linear integro-
differential equation and established exponential decay of strong solutions in a
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Hilbert space. Pata [92] discussed the decay properties of the semigroup generated
by a linear integro-differential equation in a Hilbert space, which is an abstract
version of
utt −∆u+
∫ ∞
0
µ(s)∆u(t− s)ds = 0 in Ω× (0,∞),
and established necessary and sufficient conditions for the exponential stability.
Mun˜oz Rivera and Ferna´ndez Sare [77] examined, in (0, L)× (0,∞), the following
system

ρ1ϕtt − k(ϕx + ψ)x = 0,
ρ2ψtt − bψxx +
∫ ∞
0
g(s)ψxx(x, t− s)ds+ k(ϕx + ψ) = 0,
(4.2)
where g is a positive twice differentiable function satisfying, for some constants
k0, k1, k2 > 0
−k0g(t) ≤ g′(t) ≤ −k1g(t) and |g′′(t)| ≤ k2g(t), ∀t ∈ R+ (4.3)
and
b−
∫ +∞
0
g(s)ds > 0
and showed that the dissipation given by the memory term is strong enough
to stabilize the system exponentially if and only if the wave speeds are equal
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(
k
ρ1
=
b
ρ2
)
. They also proved that the energy of regular solutions decays poly-
nomially for the case of different wave speeds
(
k
ρ1
6= b
ρ2
)
. Messaoudi and Said-
Houari [66] discussed (4.2) when g is decaying polynomially and established some
stability results under weaker conditions than (4.3).
Recently, Guesmia [28] considered
u′′ + Au−
∫ ∞
0
g(s)Bu(t− s)ds = 0, ∀t > 0
and introduced a new ingenuous approach which allows a larger class of infinite
history kernels than the one considered in the literature thereby established a
more general decay result for a class of hyperbolic problems. Using this approach,
Guesmia and Messaoudi [29] later considered
utt −∆u+
∫ t
0
g1(t− s) div(a1(x)∇u(s))ds+
∫ ∞
0
g2 div(a2(x)∇u(t− s))ds = 0,
in a bounded domain and under suitable conditions on a1 and a2 and for a wide
class of relaxation functions g1 and g2 that are not necessarily decaying polynomi-
ally or exponentially, and established a general decay result from which the usual
exponential and polynomial decay rates are only special cases. Using this same
approach, Guesmia et al. [30] revisited (4.2), as well as different kind of coupled
Timoshenko-heat systems and established general decay results from which the
results in [66] and [77] are only particular cases. More recently, Guesmia and
Messaoudi [33] considered the following problem:
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
ρ1ϕtt − k1(ϕx + ψ)x = 0,
ρ2ψtt − k2ψxx + k1(ϕx + ψ) +
∫ ∞
0
g(s)ψxx(t− s)ds = 0,
where the relaxation function g satisfies the same conditions and hypothesis im-
posed for the finite memory case1. They established some general decay results
for the cases of equal and nonequal speeds of wave propagation. Their method
of proof requires no convex function properties or the generalized Young inequal-
ity as required in [28]. For more results on infinite history, we refer readers to
[31, 32, 57, 105] and the references therein.
The rest of the chapter is organized as follows. In section 4.2, we introduce some
transformations and assumptions needed in this chapter. In section 4.3, we use
the semi-group theory to prove the well-posedness of the problem. Some technical
lemmas and the statement with proof of our main results will be given in section
4.4 and section 4.5, respectively.
4.2 Assumptions and Transformations
In this section, we present some materials needed in the proof of our results. We
use the standard Lebesgue space L2(Ω) and the Sobolev space H10 (Ω) with their
usual scalar products and norms. For the relaxation function g, we assume the
following:
1See assumptions (A1) and (A2) in Chapter 3, page 37.
63
(A) g : R+ → R+ is a C1 decreasing function satisfying
g(0) > 0, µ−
∫ ∞
0
g(s)ds = l > 0 (4.4)
and there exists a positive constant γ and a strictly increasing and strictly con-
vex positive function G ∈ C1(R+) ∩ C2(]0,∞[), with G(0) = G′(0) = 0 and
lim
t→+∞
G′(t) = +∞ such that
g′(t) ≤ −γg(t), ∀t ≥ 0, (4.5)
or ∫ ∞
0
g(s)
G−1(−g′(s))ds+ sups∈R+
g(s)
G−1(−g′(s)) <∞. (4.6)
Remark 4.1 To the best of our knowledge, inequality (4.6) was introduced first
in [28] to study the general stability of an abstract system with infinite memory.
In addition to the transformation in section 3.1 (see page 38-39), we introduce as
in Dafermos [15], the relative history of u
ηt(x, s) = u(x, t)− u(x, t− s), in Ω× (0,∞)× (0,∞).
Simple differentiation shows that ηt satisfies
ηtt(x, s) + η
t
s(x, s) = ut(x, t), in Ω× (0,∞)× (0,∞)
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Consequently, problem (4.1) takes the form

utt(x, t)− l∆u(x, t)− (µ+ λ)∇(div u(x, t)) + β∇vt(x, t)
−
∫ ∞
0
g(s)∆ηt(x, s)ds+ µ1ut(x, t) + µ2z(x, 1, t) = 0 in Ω× (0,∞),
vtt(x, t)− κ∆v(x, t)− δ∆vt(x, t) + β div ut(x, t) = 0 in Ω× (0,∞),
τzt(x, ρ, t) + zρ(x, ρ, t) = 0 in Ω× (0, 1)× (0,∞),
ηtt(x, s) + η
t
s(x, s) = ut(x, t) in Ω× (0,∞)× (0,∞),
z(x, 0, t) = ut(x, t) in Ω× (0,∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x), v(x, 0) = v0(x), vt(x, 0) = v1(x) in Ω,
η0(x, s) = η0(x, s) = f0(x, 0)− f0(x, s), ηt(x, 0) = 0 in Ω× (0,∞),
z(x, ρ, 0) = f1(x, τρ) in Ω× (0, 1),
u(x, t) = v(x, t) = ηt(x, s) = 0 on ∂Ω× (0,∞)× (0,∞).
(4.7)
Thus, we shall consider problem (4.7) instead of (4.1).
As in Chapter 3, page 40, we assume that |µ2| ≤ µ1 and let ξ be a positive constant
satisfying 
τ |µ2| < ξ < τ(2µ1 − |µ2|), if |µ2| < µ1,
ξ = τµ1, if |µ2| = µ1.
(4.8)
The energy associated with problem (4.7) is given by
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E(t) = E(t,u, v, z, ηt) =
1
2
∫
Ω
|ut|2dx+ 1
2
∫
Ω
v2t dx+
l
2
∫
Ω
|∇u|2dx+ κ
2
∫
Ω
|∇v|2dx
+
(µ+ λ)
2
∫
Ω
(div u)2dx+
1
2
(g ◦ ∇ηt)(t) + ξ
2
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx,
(4.9)
where
(g ◦ ∇ηt)(t) =
∫ ∞
0
g(s)
∫
Ω
∣∣ ∇ηt(x, s) ∣∣2dxds.
4.3 The Well-posedness of the Problem
In this section, we give the existence and uniqueness result for problem (4.7) using
semi-group theory. We consider the following Hilbert space:
H = (H10 (Ω))n×(L2(Ω))n×H10 (Ω)×L2(Ω)×L2((0, 1), (L2(Ω))n)×L2g(R+, (H10 (Ω))n),
where L2g(R+, (H10 (Ω))n) denotes the Hilbert space of (H10 (Ω))n-valued functions
on R+ equipped with the norm
∥∥ w ∥∥2
L2g(R+, (H10 (Ω))n)
=
∫ ∞
0
g(s)
∥∥ w(s) ∥∥2
(H10 (Ω))
nds.
and
L2((0, 1), (L2(Ω))n) =
{
w : (0, 1)→ (L2(Ω))n/
∫ 1
0
∥∥ w(s) ∥∥2
(L2(Ω))n
ds <∞
}
.
We equip H with the inner product
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(Φ, Φ˜)H = l
∫
Ω
∇u · ∇u˜dx+ (µ+ λ)
∫
Ω
div u · div u˜dx+
∫
Ω
ϕ · ϕ˜dx+
∫
Ω
ψψ˜dx
+ κ
∫
Ω
∇v · ∇v˜dx+
∫
Ω
∫ ∞
0
g(s)∇w · ∇w˜dsdx+ ξ
∫
Ω
∫ 1
0
z · z˜dρdx,
(4.10)
for Φ = (u, ϕ, v, ψ, z, w)T , Φ˜ = (u˜, ϕ˜, v˜, ψ˜, z˜, w˜)T ∈ H. It is easy to check that H,
with respect to (4.10), forms a Hilbert space.
With Φ = (u, ϕ, v, ψ, z, w)T , where ϕ = ut, ψ = vt and w = η
t, system (4.7) can
be rewritten in the following form:

Φ′(t) +AΦ(t) = 0, t > 0,
Φ(0) = Φ0 = (u0, u1, v0, v1, f1, η0)
T ,
(4.11)
where the operator A : D(A) −→ H is defined by
AΦ =

−ϕ
−l∆u− (µ+ λ)∇ div u+ β∇ψ −
∫ ∞
0
g(s)∆w(x, s)ds+ µ1ϕ+ µ2z(., 1)
−ψ
−κ∆v − δ∆ψ + β divϕ
1
τ
zρ
−ϕ+ ws

with domain
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D(A) =

Φ ∈ H : u, ϕ ∈ (H10 (Ω))n, lu+ ∫ ∞
0
g(s)w(s)ds ∈ (H2(Ω))n,
v, ψ ∈ H10 (Ω), κv + δψ ∈ H2(Ω),
z, zρ ∈ L2
(
(0, 1),
(
L2(Ω)
)n)
, z(0) = ϕ(x),
w, ws ∈ L2g
(
R+,
(
H10 (Ω)
)n)
, w(0) = 0

.
We have the following existence and uniqueness result:
Theorem 4.1 Assume that |µ2| ≤ µ1 and that g satisfies (4.4), then for any
Φ0 ∈ H, there exists a unique solution Φ ∈ C(R+,H) of problem (4.11). Moreover,
if Φ0 ∈ D(A), then Φ ∈ C(R+, D(A)) ∩ C1(R+,H).
Proof. The result follows from the Hille-Yosida theorem provided we prove that
A is a maximal monotone operator (see [6], Chapter 7). First, we prove that A is
monotone. For any Φ ∈ D(A), we have
(AΦ,Φ)H =µ1
∫
Ω
|ϕ|2dx+ µ2
∫
Ω
z(x, 1, t) · ϕdx+ ξ
τ
∫
Ω
∫ 1
0
z(x, ρ, t) · zρ(x, ρ, t)dρdx
+ δ
∫
Ω
|∇ψ|2dx+
∫
Ω
∫ ∞
0
g(s)∇w(x, s) · ∇ws(x, s)dsdx.
(4.12)
Using Young’s inequality, the second term in the right hand side of (4.12) gives
−µ2
∫
Ω
z(x, 1, t) · ϕdx ≤ |µ2|
2
∫
Ω
z2(x, 1, t)dx+
|µ2|
2
∫
Ω
|ϕ|2dx.
Also, using integration by parts and the fact that z(x, 0) = ϕ(x), the third term
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in the right hand side of (4.12) gives
∫
Ω
∫ 1
0
z(x, ρ, t) · zρ(x, ρ, t)dρdx = 1
2
∫
Ω
∫ 1
0
∂
∂ρ
z2(x, 1, t)dρdx
=
1
2
∫
Ω
z2(x, 1, t)dx− 1
2
∫
Ω
z2(x, 0, t)dx
=
1
2
∫
Ω
z2(x, 1, t)dx− 1
2
∫
Ω
|ϕ|2dx.
Similarly, the last term of (4.12) gives
∫
Ω
∫ ∞
0
g(s)∇w(x, s) · ∇ws(x, s)dsdx =1
2
∫
Ω
∫ ∞
0
g(s)
∂
∂s
|∇w(x, s)|2dsdx
=
1
2
∫
Ω
∫ ∞
0
∂
∂s
g(s)|∇w(x, s)|2dsdx
− 1
2
∫
Ω
∫ ∞
0
g′(s)|∇w(x, s)|2dsdx
=− 1
2
∫
Ω
∫ ∞
0
g′(s)|∇w(x, s)|2dsdx.
Consequently, (4.12) yields
(AΦ,Φ)H ≥
(
µ1 − ξ
2τ
− |µ2|
2
)∫
Ω
|ϕ|2dx+
(
ξ
2τ
− |µ2|
2
)∫
Ω
|z(x, 1, t)|2dx
+ δ
∫
Ω
|∇ψ|2dx− 1
2
∫
Ω
∫ ∞
0
g′(s)|∇w(x, s)|2dsdx.
In view of (4.8), we have
(AΦ,Φ)H ≥m0
∫
Ω
(|ϕ|2 + |z(x, 1, t)|2) dx+ δ ∫
Ω
|∇ψ|2dx
− 1
2
∫
Ω
∫ ∞
0
g′(s)|∇w(x, s)|2dsdx,
(4.13)
for some constant m0, where m0 > 0 if |µ2| < µ1 and m0 = 0 if |µ2| = µ1.
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Since g is nonincreasing, we conclude from (4.13) that (AΦ,Φ)H ≥ 0, which
implies that A is monotone. Next, we prove that the operator I +A is surjective.
Given G = (g1, g2, g3, g4, g5, g6)T ∈ H, we prove that there exists Φ ∈ D(A)
satisfying
(I +A) Φ = G, (4.14)
which is equivalent to the following system:

−ϕ+ u = g1,
−l∆u− (µ+ λ)∇ div u+ β∇ψ −
∫ ∞
0
g(s)∆w(s)ds+ (1 + µ1)ϕ+ µ2z(., 1) = g2,
−ψ + v = g3,
−κ∆v − δ∆ψ + β divϕ+ ψ = g4,
zρ + τz = τg5,
−ϕ+ ws + w = g6.
(4.15)
In what follows, we use (4.15)i, i = 1, 2, 3, 4, 5, 6, to refer to the ith equation in
(4.15).
Suppose u and v are given with the appropriate regularity, then (4.15)1 and (4.15)3
give
ϕ = u− g1 ∈ (H10 (Ω))n (4.16)
and
ψ = v − g3 ∈ H10 (Ω), (4.17)
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respectively.
Use of (4.15)5 together with (4.16) and the fact that z(x, 0) = ϕ(x) easily gives
z(x, ρ) = e−τρu(x)− e−τρg1 + τe−τρ
∫ ρ
0
eταg5(α)dα. (4.18)
Similarly, using (4.15)6 and (4.16), we define
w(x, s) = (1− e−s)(u− g1) + e−s
∫ s
0
eyg6(y)dy. (4.19)
Using Green’s formula, it can easily be shown that equations (4.15)2 and (4.15)4
satisfy the following:

(1 + µ1)
∫
Ω
ϕ · u1dx+ l
∫
Ω
∇u · ∇u1dx+ (µ+ λ)
∫
Ω
div u div u1dx
+ β
∫
Ω
u1 · ∇ψdx+
∫
Ω
∇u1 ·
∫ ∞
0
g(s)∇wsdsdx+ µ2
∫
Ω
z(., 1) · u1dx
=
∫
Ω
g2 · u1dx,∀u1 ∈ (H10 (Ω))n∫
Ω
ψv1dx+ κ
∫
Ω
∇v · ∇v1dx+ δ
∫
Ω
∇ψ · ∇v1dx+ β
∫
Ω
v1 divϕdx
=
∫
Ω
g4v1dx,∀v1 ∈ H10 (Ω).
Furthermore, by using (4.16) – (4.19), we have the following corresponding weak
formulation for (4.15)2 and (4.15)4: Finding (u, v) ∈ ((H10 (Ω))n × H10 (Ω)) such
that for all (u1, v1) ∈ ((H10 (Ω))n ×H10 (Ω)) the following holds:
B
(
(u, v), (u1, v1)
)
= F
(
u1, v1
)
, (4.20)
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where B is the bilinear form on (H10 (Ω))
n ×H10 (Ω) defined by
B
(
(u, v),(u1, v1)
)
= µ˜
∫
Ω
u · u1dx+ l˜
∫
Ω
∇u · ∇u1dx+ (µ+ λ)
∫
Ω
div u div u1dx
+ β
∫
Ω
u1 · ∇vdx+
∫
Ω
v · v1dx+ β
∫
Ω
v1 div udx+ (κ+ δ)
∫
Ω
∇v · ∇v1dx,
F is the linear form on (H10 (Ω))
n ×H10 (Ω) defined by
F
(
u1, v1
)
= µ˜
∫
Ω
g1 · u1dx+
∫
Ω
g2 · u1dx+
∫
Ω
∇u1 · ∇g1
∫ ∞
0
g(s)
(
1− e−s) dsdx
+ β
∫
Ω
u1 · ∇g3dx−
∫
Ω
∇u1 ·
∫ ∞
0
g(s)e−s
∫ s
0
ey∇g6(x, y)dydsdx
− µ2τe−τ
∫
Ω
u1 ·
∫ 1
0
eταg5(x, α)dαdx+
∫
Ω
(g3 + g4) v1dx
+ δ
∫
Ω
∇g3 · ∇v1dx− β
∫
Ω
g1 · ∇v1dx,
and
µ˜ = 1 + µ1 + µ2e
−τ , l˜ = l +
∫ ∞
0
g(s)(1− e−s)ds.
Let V = H10 (Ω), then for V
n × V equipped with the norm
‖(u, v)‖2V n×V =‖u‖2(L2(Ω))n + ‖∇u‖2(L2(Ω))n + ‖ div u‖2(L2(Ω))n
+ ‖v‖2L2(Ω) + ‖∇v‖2L2(Ω)
=‖u‖2V n + ‖ div u‖2(L2(Ω))n + ‖v‖2V ,
we prove that B and F are bounded.
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|B((u, v), (u1, v1))| ≤ |µ˜| ∫
Ω
|u||u1|dx+ l˜
∫
Ω
|∇u||∇u1|dx+
∫
Ω
|v||v1|dx
+ β
∫
Ω
|∇v||u1|dx+ (µ+ λ)
∫
Ω
|u|| div u1|dx
+ β
∫
Ω
| div u||v1|dx+ (κ+ δ)
∫
Ω
|∇v||∇v1|dx.
By using Cauchy-Schwarz inequality, we get
|B((u, v), (u1, v1))| ≤ |µ˜|‖u‖(L2(Ω))n‖u1‖(L2(Ω))n + l˜‖∇u‖(L2(Ω))n‖∇u1‖(L2(Ω))n
+ (µ+ λ)‖u‖(L2(Ω))n‖ div u1‖(L2(Ω))n
+ β‖∇v‖L2(Ω)‖u1‖(L2(Ω))n + (κ+ δ)‖∇v‖L2(Ω)‖∇v1‖L2(Ω)
+ ‖v‖L2(Ω)‖v1‖L2(Ω) + β‖ div u‖(L2(Ω))n‖v1‖L2(Ω)
≤ c‖u‖V n‖u1‖V n + c‖v‖V ‖v1‖V + c‖v‖V ‖u1‖V n
+ c(‖u‖V n + ‖ div u‖(L2(Ω))n)(‖v1‖V + ‖ div u1‖(L2(Ω))n)
≤ c (‖u‖V n + ‖v‖V + ‖ div u‖(L2(Ω))n)(‖u1‖V n + ‖v1‖V + ‖ div u1‖(L2(Ω))n)
≤ c‖(u, v)‖V n×V ‖(u1, v1)‖V n×V .
Similarly, we get
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|F(u1,v1)| ≤ |µ˜|‖g1‖(L2(Ω))n‖u1‖(L2(Ω))n + ‖g2‖(L2(Ω))n‖u1‖(L2(Ω))n
+ β‖∇g3‖L2(Ω)‖u1‖(L2(Ω))n + 2(µ− l)‖∇g1‖(L2(Ω))n‖∇u1‖(L2(Ω))n
+ τ |µ2|‖g5‖L2((0,1), (L2(Ω))n)‖u1‖(L2(Ω))n + β‖g1‖(L2(Ω))n‖∇v1‖L2(Ω)
+ ‖g3‖L2(Ω)‖v1‖L2(Ω) + ‖∇g3‖L2(Ω)‖∇v1‖L2(Ω)
+ ‖g4‖L2(Ω)‖v1‖L2(Ω) +
∫
Ω
∇u1 ·
∫ ∞
0
g(s)e−s
∫ s
0
ey∇g6(x, y)dydsdx.
(4.21)
By using Cauchy-Schwarz inequality, the last term in (4.21) is estimated as follows:
∫
Ω
∇u1 ·
∫ ∞
0
g(s)e−s
∫ s
0
ey∇g6(x, y)dydsdx
≤ ‖∇u1‖(L2(Ω))n
(∫
Ω
(∫ ∞
0
g(s)e−s
∫ s
0
ey|∇g6(x, y)|dyds
)2
dx
)1/2
≤ ‖u1‖V n
(∫
Ω
(∫ ∞
0
∫ s
0
g(s)e−sey|∇g6(x, y)|dyds
)2
dx
)1/2
= ‖u1‖V n
(∫
Ω
(∫ ∞
0
ey|∇g6(x, y)|
∫ ∞
y
g(s)e−sdsdy
)2
dx
)1/2
≤ ‖u1‖V n
(∫
Ω
(∫ ∞
0
eyg(y)|∇g6(x, y)|
∫ ∞
y
e−sdsdy
)2
dx
)1/2
= ‖u1‖V n
(∫
Ω
(∫ ∞
0
g(y)|∇g6(x, y)|dy
)2
dx
)1/2
.
(4.22)
Finally, using Cauchy-Schwarz inequality on the last term in (4.22), we get
∫
Ω
∇u1 ·
∫ ∞
0
g(s)e−s
∫ s
0
ey∇g6(x, y)dydsdx ≤ c‖u1‖V n‖g6‖L2g(R+, V n). (4.23)
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The combination of (4.21) and (4.23) yields
|F(u1, v1)| ≤ c(‖g1‖V n + ‖g2‖(L2(Ω))n + ‖g3‖V + ‖g4‖L2(Ω)
+ ‖g5‖L2((0, 1), (L2(Ω))n) + ‖g6‖L2g(R+, V n)
)
(‖u1‖V n + ‖v1‖V )
≤ c‖(u1, v1)‖V n×V .
Hence, B and F are bounded. On the other hand, from the definition of B, we
have
B
(
(u, v), (u, v)
)
=µ˜
∫
Ω
|u|2dx+ l˜
∫
Ω
|∇u|2dx+ (µ+ λ)
∫
Ω
(div u)2dx
+
∫
Ω
|v|2dx+ (κ+ δ)
∫
Ω
|∇v|2dx
≥ α0‖(u, v)‖2V n×V ,
for some α0 > 0, which implies that B is coercive. Consequently, by Lax-Milgram
Lemma, there exists a unique
(u, v) ∈ (H10 (Ω))n ×H10 (Ω)
satisfying (4.20). By substituting u and v into (4.16)–(4.19), we get
ϕ ∈ (H10 (Ω))n, ψ ∈ H10 (Ω), z ∈ L2
(
(0, 1),
(
L2(Ω)
)n)
, and
w ∈ L2g
(
R+,
(
H10 (Ω)
)n)
.
Moreover, by substituting z into (4.15)5, and ϕ,w into (4.15)6, we obtain
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zρ ∈ L2
(
(0, 1),
(
L2(Ω)
)n)
and ws ∈ L2g
(
R+
(
H10 (Ω)
)n)
.
It is very clear from (4.18) and (4.19) that z(x, 0) = ϕ(x) and w(x, 0) = 0.
Now, if v1 ≡ 0 ∈ H10 (Ω), then (4.20) reduces to
µ˜
∫
Ω
u·u1dx+ l˜
∫
Ω
∇u · ∇u1dx+ (µ+ λ)
∫
Ω
div u div u1dx+ β
∫
Ω
∇v · u1dx
= µ˜
∫
Ω
g1 · u1dx+
∫
Ω
g2 · u1dx+
∫
Ω
∇u1 · ∇g1
∫ ∞
0
g(s)
(
1− e−s) dsdx
+ β
∫
Ω
∇g3 · u1dx− µ2τe−τ
∫
Ω
u1 ·
∫ 1
0
eταg5(x, α)dαdx
−
∫
Ω
∇u1 ·
∫ ∞
0
g(s)e−s
∫ s
0
ey∇g6(x, y)dydsdx, ∀u1 ∈ (H10 (Ω))n.
By using (4.16) – (4.19) and the definition of µ˜ and l˜, we have
l
∫
Ω
∇u · ∇u1dx+
∫
Ω
(∫ ∞
0
g(s)∇wds
)
· ∇u1dx
= −
∫
Ω
(
− (µ+ λ)∇ div u+ β∇ψ(1 + µ1)ϕ+ µ2z(., 1)− g2
)
· u1, ∀u1 ∈ (H10 (Ω))n,
which is also true for all φ ∈ (C10(Ω))n ⊂ (H10 (Ω))n. Hence, we get
l∆u+
∫ ∞
0
g(s)∆w(s)ds = −(µ+λ)∇ div u+β∇ψ+(1+µ1)ϕ+µ2z(., 1)−g2 ∈
(
L2(Ω)
)n
.
By the regularity theory for the linear elliptic equations, it follows that
lu+
∫ ∞
0
g(s)w(s)ds ∈ (H2(Ω))n.
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Similarly, if u1 ≡ 0 ∈ (H10 (Ω))n, we obtain
−κ∆v − δ∆ψ + ψ = g4 − β divϕ ∈
(
L2(Ω)
)n
,
and by the regularity theory for the linear elliptic equations, it follows that
κv + δψ ∈ H2(Ω).
Finally, the application of the regularity theory for the linear elliptic equations
guarantees the existence of unique Φ ∈ D(A) such that (4.14) is satisfied. Conse-
quently, the operator A is maximal, and this completes the proof.
4.4 Technical Lemmas
In this section we establish several lemmas needed for the proof of our decay result.
Lemma 4.1 Let (u, v, z, ηt) be the solution of (4.7). Then the energy functional,
defined by (4.9), satisfies, for all t ≥ 0,
E ′(t) ≤ −m1
(∫
Ω
|ut|2dx+
∫
Ω
z2(x, 1, t)dx
)
+
1
2
(g′o∇ηt)(t)− δ
∫
Ω
|∇vt|2dx ≤ 0,
(4.24)
for some constant m1, where m1 > 0 if |µ2| < µ1 and m1 = 0 if |µ2| = µ1.
Proof. A multiplication of the first and the second equation in (4.7) by ut
and vt, respectively, integration over Ω and using integration by parts and the
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boundary conditions, yield
1
2
d
dt
{∫
Ω
|ut|2dx+
∫
Ω
v2t dx+ l
∫
Ω
|∇u|2dx+ κ
∫
Ω
|∇v|2dx+ (g ◦ ∇ηt)(t)
+(µ+ λ)
∫
Ω
(div u)2dx
}
=
1
2
(g′o∇ηt)(t)− δ
∫
Ω
|∇vt|2dx− µ1
∫
Ω
|ut|2dx− µ2
∫
Ω
ut · z(x, 1, t)dx. (4.25)
Now, multiplying the third equation in (4.7) by ξz and integrating over Ω× (0, 1),
we obtain
ξ
2
d
dt
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx = − ξ
2τ
∫
Ω
z2(x, 1, t)dx+
ξ
2τ
∫
Ω
|ut|2dx. (4.26)
A combination of (4.25) – (4.26) and the use of Young’s inequality, lead to
E ′(t) ≤ 1
2
(g′o∇ηt)(t)− δ
∫
Ω
|∇vt|2dx−
(
µ1 − ξ
2τ
− |µ2|
2
)∫
Ω
|ut|2dx
−
(
ξ
2τ
− |µ2|
2
)∫
Ω
z2(x, 1, t)dx.
Consequently, using (4.8), estimate (4.24) follows.
Lemma 4.2 Suppose (A) holds and assume η0 ∈ L2g(R+, (H10 (Ω))n), where
L2g(R+, (H10 (Ω))n) =
{
u : R+ −→ (H10 (Ω))n/
∫ ∞
0
g(s)
∥∥ ∇ηt(x, s) ∥∥2
(L2(Ω))n
ds <∞
}
.
Furthermore, we assume that there exists N0 ≥ 0 for which
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∫
Ω
|∇f0(x, s)|2dx ≤ N0, ∀s > 0. (4.27)
Then, there exists β1 > 0 such that for any δ0 > 0 and t ∈ R+, we have
G′(δ0E(t))g ◦ ∇ηt(t) ≤ −β1E ′(t) + β1δ0E(t)G′(δ0E(t)). (4.28)
Proof. We will use the approach of [28] to prove this lemma.
For all t, s ∈ R+, we have
∫
Ω
|∇ηt(x, s)|2dx =
∫
Ω
|∇u(x, t)−∇u(x, t− s)|2dx
≤ 2
∫
Ω
|∇u(x, t)|2dx+ 2
∫
Ω
|∇u(x, t− s)|2dx
≤ 2
∫
Ω
|∇u(x, t)|2dx+ 2 sup
τ∈R
∫
Ω
|∇u(x, τ)|2dx
≤ 4
∫
Ω
|∇u(x, t)|2dx+ 2 sup
τ>0
∫
Ω
|∇f0(x, τ)|2dx. (4.29)
By using (4.9) and the fact that E is nonincreasing, it follows that
∫
Ω
|∇u(x, t)|2dx ≤ 2
l
E(t) ≤ 2
l
E(0), ∀t ∈ R+ (4.30)
By substituting (4.27) and (4.30) into (4.29), we get
∫
Ω
|∇ηt(x, s)|2dx ≤ 8
l
E(0) + 2N0 ≤ c (4.31)
Next, we define K(s) = s
G−1(s) for s ∈ R+, and by using (A), it follows that
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lims→0+ sG−1(s) = limt→0+
G(t)
t
= G′(0) = 0. Thus, K(0) = 0. Furthermore, by
using the fact that G−1 is concave and G−1(0) = 0, then for any 0 ≤ s1 < s2, we
have
G−1(s1) = G−1
(
s1
s2
s2 +
(
1− s1
s2
)
0
)
≥ s1
s2
G−1(s2) +
(
1− s1
s2
)
G−1(0)
≥ s1
s2
G−1(s2).
Thus, K(s) yields
K(s1) ≤ s1
G−1(s1)
≤ s2
G−1(s2)
= K(s2).
Therefore, K is nondecreasing. On the other hand, let δ0, τ1, τ2 > 0, then by
exploiting (4.31) and the fact that K is nondecreasing, we obtain
K
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
≤ K (−cτ2g′(s)) . (4.32)
Now,
g ◦ ∇ηt(s) =
∫ ∞
0
g(s)
∫
Ω
|∇ηt(x, s)|2dxds
=
1
τ1G′(δ0E(t))
∫ ∞
0
G−1
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
× τ1G
′(δ0E(t))g(s)
∫
Ω
|∇ηt(x, s)|2dx
G−1
(−τ2g′(s) ∫Ω |∇ηt(x, s)|2dx) ds.
By using the definition of K and (4.32), we get
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g ◦ ∇ηt(s) = 1
τ1G′(δ0E(t))
∫ ∞
0
G−1
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
× τ1G
′(δ0E(t))g(s)
−τ2g′(s) K
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
ds
≤ 1
τ1G′(δ0E(t))
∫ ∞
0
G−1
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
× τ1G
′(δ0E(t))g(s)
−τ2g′(s) K (−cτ2g
′(s)) ds.
Using the definition of K again, yields
g ◦ ∇ηt(s) ≤ 1
τ1G′(δ0E(t))
∫ ∞
0
G−1
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
× cτ1G
′(δ0E(t))g(s)
G−1 (−cτ2g′(s)) ds.
Now, let G? be the dual function of the convex function G defined by
G?(t) = sup
s∈R+
{ts−G(s)} = t(G′)−1(t)−G((G′)−1(t)) ∀t ∈ R+,
then, using the general Young’s inequality t1t2 ≤ G(t1) +G?(t2), for
t1 = G
−1
(
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dx
)
and t2 =
cτ1G
′(δ0E(t))g(s)
G−1 (−cτ2g′(s)) ,
gives
g ◦ ∇ηt(s) ≤ 1
τ1G′(δ0E(t))
(∫ ∞
0
−τ2g′(s)
∫
Ω
|∇ηt(x, s)|2dxds
+
∫ ∞
0
G?
(
cτ1G
′(δ0E(t))g(s)
G−1 (−cτ2g′(s))
)
ds
)
.
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By exploiting (4.24) and the fact that G?(s) ≤ s(G′)−1(s), we get
g ◦ ∇ηt(s) ≤ −2τ2
τ1G′(δ0E(t))
E ′(t)
+ c
∫ ∞
0
g(s)
G−1 (−cτ2g′(s))(G
′)−1
(
cτ1G
′(δ0E(t))g(s)
G−1 (−cτ2g′(s))
)
ds.
Choosing τ2 =
1
c
yields
g ◦ ∇ηt(s) ≤ −2
cτ1G′(δ0E(t))
E ′(t)
+ c
∫ ∞
0
g(s)
G−1 (−g′(s))(G
′)−1
(
cτ1G
′(δ0E(t))g(s)
G−1 (−g′(s))
)
ds.
From (4.6), we deduce that
sup
s∈R+
g(s)
G−1 (−g′(s)) = γ1 <∞.
In addition, using the fact that (G′)−1 is nondecreasing, we get
g ◦ ∇ηt(s) ≤ −2
cτ1G′(δ0E(t))
E ′(t) + c(G′)−1 (cγ1τ1G′(δ0E(t)))
∫ ∞
0
g(s)
G−1 (−g′(s))ds.
Similarly, from (4.6), we deduce that
∫ ∞
0
g(s)
G−1 (−g′(s))ds = γ2 <∞.
Also, choosing τ1 =
1
cγ1
, yields
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g ◦ ∇ηt(s) ≤ −2γ1
G′(δ0E(t))
E ′(t) + cγ2δ0E(t), ∀t ∈ R+,
which implies (4.28) with β1 = max{2γ1, cγ2}.
Lemma 4.3 Suppose that (A) holds and let (u, v, z, ηt) be the solution of (4.7).
Then the functional
F1(t) :=
∫
Ω
ut · udx+ µ1
2
∫
Ω
|u|2dx
satisfies, for some positive constant m2, the estimate
F ′1(t) ≤
∫
Ω
|ut|2dx+ c
(∫
Ω
v2t dx+
∫
Ω
z2(x, 1, t)dx+ (g ◦ ∇ηt)(t)
)
−m2
(∫
Ω
|∇u|2dx+
∫
Ω
(div u)2dx
)
.
(4.33)
Proof. Direct computations, using the first equation in (4.7), yields
F ′1(t) =
∫
Ω
|ut|2dx− l
∫
Ω
|∇u|2dx− (µ+ λ)
∫
Ω
(div u)2dx+ β
∫
Ω
vt · div udx
−
∫
Ω
∇u ·
∫ ∞
0
g(s)∇ηt(s)dsdx− µ2
∫
Ω
z(x, 1, t) · udx.
By using Young’s and Poincare´’s inequalities, we get, for δ1 > 0,
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F ′1(t) ≤
∫
Ω
|ut|2dx− (l − δ1(1 + |µ2|))
∫
Ω
|∇u|2dx
− (µ+ λ− βδ1)
∫
Ω
(div u)2dx+
β
4δ1
∫
Ω
v2t dx
+
c|µ2|
4δ1
∫
Ω
z2(x, 1, t)dx+
(µ− l)
4δ1
(g ◦ ∇ηt)(t).
(4.34)
By taking δ1 small enough, (4.33) follows.
Lemma 4.4 let (u, v, z, ηt) be the solution of (4.7). Then the functional
F2(t) :=
∫
Ω
vtvdx+ β
∫
Ω
v div udx+
δ
2
∫
Ω
|∇v|2dx
satisfies, for any positive constant δ2, the estimate
F ′2(t) ≤ −κ
∫
Ω
|∇v|2dx+ c
(
1 +
1
δ2
)∫
Ω
v2t dx+ cδ2
∫
Ω
(div u)2dx. (4.35)
Proof. See the proof of Lemma 3.3 (page 45-45).
As in [82], we state the following lemma.
Lemma 4.5 let (u, v, z, ηt) be the solution of (4.7). Then the functional
F3(t) := τ
∫
Ω
∫ 1
0
e−τρz2(x, ρ, t)dρdx
satisfies, for some positive constant m3, the estimate
F ′3(t) ≤ −m3
(∫
Ω
z2(x, 1, t)dx+ τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx
)
+
∫
Ω
|ut|2dx. (4.36)
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Proof. See the proof of Lemma 3.4 (page 45).
Lemma 4.6 Suppose that (A) holds and let (u, v, z, ηt) be the solution of (4.7).
Then for |µ2| = µ1, the functional
F4(t) := −
∫
Ω
ut ·
∫ ∞
0
g(s)ηt(s)dsdx,
satisfies, for some positive constants m4 and for any δ2 > 0, the estimate
F ′4(t) ≤ −m4
∫
Ω
|ut|2dx+ cδ2
∫
Ω
|∇u|2dx+ c
∫
Ω
|∇vt|2dx+ cδ2
∫
Ω
z2(x, 1, t)dx
+ cδ2
∫
Ω
(div u)2dx+ c
(
1 +
1
δ2
)
(g ◦ ∇ηt)(t)− c(g′o∇ηt)(t).
(4.37)
Proof. Differentiation of F4, using (4.7) and integration by parts together with
the boundary conditions, yield
F ′4(t) =l
∫
Ω
∇u ·
∫ ∞
0
g(s)∇ηt(s)dsdx+ (µ+ λ)
∫
Ω
div u
(∫ ∞
0
g(s) div ηt(s)ds
)
dx
+ β
∫
Ω
∇vt ·
(∫ ∞
0
g(s)ηt(s)ds
)
dx+
∫
Ω
(∫ ∞
0
g(s)∇ηt(s)ds
)2
dx
+ µ1
∫
Ω
ut ·
∫ ∞
0
g(s)ηt(s)dsdx−
∫
Ω
ut ·
∫ ∞
0
g′(s)ηt(s)dsdx
+ µ2
∫
Ω
z(x, 1, t) ·
∫ ∞
0
g(s)ηt(s)dsdx− (µ− l)
∫
Ω
|ut|2dx.
(4.38)
Now, we estimate the terms in the right hand side of (4.38), exploiting Young’s,
Cauchy-Schwarz, and Poincare´’s inequalities. So, we obtain, for δ2, δ3 > 0,
I1 =
∫
Ω
∇u ·
∫ ∞
0
g(s)∇ηt(s)dsdx ≤ δ2
∫
Ω
|∇u|2dx+ µ− l
4δ2
(g ◦ ∇ηt)(t), (4.39)
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I2 =
∫
Ω
div u
(∫ ∞
0
g(s) div ηt(s)ds
)
dx
≤ δ2
∫
Ω
(div u)2dx+
µ− l
4δ2
∫
Ω
∫ ∞
0
g(s)
(
div ηt(s)
)2
dsdx
≤ δ2
∫
Ω
(div u)2dx+
µ− l
2δ2
(g ◦ ∇ηt)(t),
(4.40)
I3 =
∫
Ω
∇vt ·
(∫ ∞
0
g(s)ηt(s)ds
)
dx ≤ 1
2
∫
Ω
|∇vt|2dx+ c(µ− l)
2
(g◦∇ηt)(t), (4.41)
I4 =
∫
Ω
(∫ ∞
0
g(s)∇ηt(s)ds
)2
dx ≤ (µ− l)(g ◦ ∇ηt)(t), (4.42)
I5 =
∫
Ω
ut ·
∫ ∞
0
g(s)ηt(s)dsdx ≤ δ3
∫
Ω
|ut|2dx+ c(µ− l)
4δ3
(g ◦ ∇ηt)(t), (4.43)
I6 =−
∫
Ω
ut ·
∫ ∞
0
g′(s)ηt(s)dsdx ≤ δ3
∫
Ω
|ut|2dx+ 1
4δ3
∫
Ω
(∫ ∞
0
g′(s)ηt(s)
)2
dx
≤ δ3
∫
Ω
|ut|2dx+ 1
4δ3
∫
Ω
(∫ ∞
0
−g′(s)ds
)(∫ ∞
0
−g′(s)|ηt(s)|2ds
)
dx
≤ δ3
∫
Ω
|ut|2dx− cg(0)
4δ3
(g′o∇ηt)(t)
(4.44)
and
I7 =
∫
Ω
z(x, 1, t) ·
∫ ∞
0
g(s)ηt(s)dsdx ≤ δ2
∫
Ω
z2(x, 1, t)dx+
c(µ− l)
4δ2
(g ◦ ∇ηt)(t).
(4.45)
A combination of (4.38)−(4.45) and recalling that |µ2| = µ1, lead to
F ′4(t) ≤− [(µ− l)− δ3(1 + µ1)]
∫
Ω
|ut|2dx+ δ2l
∫
Ω
|∇u|2dx+ δ2(µ+ λ)
∫
Ω
(div u)2dx
+
β
2
∫
Ω
|∇vt|2dx+ δ2µ1
∫
Ω
z2(x, 1, t)dx− cg(0)
4δ3
(g′o∇ηt)(t)
+ (µ− l)
[
1 +
l
4δ2
+
µ+ λ
2δ2
+
cβ
2
+
cµ1
4
(
1
δ2
+
1
δ3
)]
(g ◦ ∇ηt)(t).
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Next, we choose δ3 small enough to get (4.37).
4.5 Asymptotic Stability
This section is divided into two parts. In the first part, we discuss the case where
|µ2| < µ1, and in the second part, we discuss the case where |µ2| = µ1.
4.5.1 General Decay Result for |µ2| < µ1
For ε > 0, to be chosen appropriately later, we let
L(t) := E(t) + εF1(t) + εF2(t) + εF3(t). (4.46)
Lemma 4.7 There exist two positive constants α1 and α2 such that
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0, (4.47)
for ε small enough.
Proof. See the proof of Lemma 3.6 (page 51).
Theorem 4.2 Let (u, v, z, ηt) be the solution of (4.7). Assume |µ2| < µ1 and (A)
hold. Assume further that (4.27) holds in case of (4.6). Then, there exist two
positive constants c0 and c1 such that the energy functional (4.9) satisfies
E(t) ≤ c0G−11 (c1t), ∀t ≥ 0, (4.48)
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where
G1(y) =
∫ 1
y
1
G0(s)
ds, on (0, 1]
and
G0(t) =

t if (4.5) holds,
tG′(δ0t) if (4.6) holds.
Proof. By differentiating (4.46) and using (4.24), (4.33), (4.35), (4.36) and
Poincare´’s inequality, we obtain
L′(t) ≤− [m1 − ε]
∫
Ω
|ut|2dx− εm2
∫
Ω
|∇u|2dx− εκ
∫
Ω
|∇v|2dx
− ε [m2 − cδ2]
∫
Ω
(div u)2dx− εm3τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx
+ εc(g ◦ ∇ηt)(t)−
[
δ − cε
(
1 +
1
δ2
)]∫
Ω
|∇vt|2dx
− [(m1 − εc) + εm3]
∫
Ω
z2(x, 1, t)dx.
At this point, we choose δ2 small enough so that (m2 − cδ2) > 0,
then we choose ε so that
0 < ε < min
m1, m1c , δ
c
(
1 +
1
δ2
)

So, we arrive at
L′(t) ≤ k1(g ◦ ∇ηt)(t)− k2
{∫
Ω
|ut|2dx+
∫
Ω
|∇u|2dx+
∫
Ω
|∇v|2dx
+
∫
Ω
(div u)2dx+
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx+
∫
Ω
|∇vt|2dx
}
,
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for positive constants k1 and k2.
Now, we use Poincare´’s inequality and (4.9) to conclude that
L′(t) ≤ −k0E(t) + k1(g ◦ ∇ηt)(t), ∀t ≥ 0, (4.49)
for a positive constant k0. Next, we estimate (g ◦ ∇ηt) in (4.49).
For this, we discuss two cases.
Case 1. (4.5) holds. By multiplying (4.49) by γ and then using (4.5) and (4.24),
we arrive at
(γL(t) + 2k1E(t))′ ≤ −k0γE(t), ∀t ≥ 0.
By exploiting (4.47), it can easily be shown that
R(t) = γL(t) + 2k1E(t) ∼ E(t). (4.50)
Consequently, for some positive constant c1, we obtain
R′(t) ≤ −c1R(t), ∀t ≥ 0. (4.51)
A simple integration of (4.51) over (0, t) leads to
R(t) ≤ R(0)e−c1t, ∀t ≥ 0. (4.52)
By combining (4.50) and (4.52), we obtain, for some positive constant c0,
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E(t) ≤ c0e−c1t, ∀t ≥ 0,
which gives the conclusion of Theorem (4.2) since G−11 (t) = e
−t.
Case 2. (4.6) holds. As in [28], we exploit (4.28) to get
G′(δ0E(t))L′(t) ≤ −k1β1E ′(t)− (k0 − k1β1δ0)E(t)G′(δ0E(t)), ∀t ≥ 0,
By choosing δ0 small enough so that k3 = (k0 − k1β1δ0) > 0, we obtain
G′(δ0E(t))L′(t) + k1β1E ′(t) ≤ −k3E(t)G′(δ0E(t)), ∀t ≥ 0,
which can be rewritten as
(G′(δ0E(t))L(t) + k1β1E(t))′ − (G′(δ0E(t)))′L(t) ≤ −k3E(t)G′(δ0E(t)), ∀t ≥ 0,
Set H(t) = G′(δ0E(t))L(t) + k1β1E(t) and use the fact that G′(δ0E(t)) is nonin-
creasing, we arrive at
H′(t) ≤ −k3G0(E(t)), ∀t ≥ 0, (4.53)
where G0(t) = tG
′(δ0t). By exploiting (4.47), it can easily be shown that for some
α˜1, α˜2 > 0, we have
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α˜1E(t) ≤ H(t) ≤ α˜2E(t), ∀t ≥ 0. (4.54)
If we let
H1(t) = ε1H(t)
α˜2
, 0 < ε1 < 1,
and taking into account (4.54), we obtain
H1(t) ∼ E(t). (4.55)
If we choose ε1 small enough so that H1(t) ≤ E(t), H1(0) ≤ 1, and note that G0
is not decreasing, then we have, for some c1 > 0,
H′1(t) ≤ −c1G0(H1(t)),
which means
− H
′
1(t)
G0(H1(t)) ≥ c.
Consequently, we get
(G1(H1(t)))′ ≥ c1, (4.56)
where G1(t) =
∫ 1
t
1
G0(s)
ds, on (0, 1].
A simple integration of (4.56) over (0, t) and using the fact that G1(1) = 0, gives
G1(H1(t)) ≥ c1t, ∀t ≥ 0.
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Using the property (nonincreasing) of G1, we get
H1(t) ≤ G−11 (c1t), ∀t ≥ 0. (4.57)
The conclusion of the theorem follows by combining (4.55) and (4.57).
4.5.2 General Decay Result for |µ2| = µ1
By recalling (4.8), we have ξ = τµ1. Hence, (4.24) takes the form
E ′(t) ≤ −δ
∫
Ω
|∇vt|2dx+ 1
2
(g′o∇ηt)(t) ≤ 0, ∀t ≥ 0. (4.58)
We then use (4.33), (4.35) and (4.36) with |µ2| = µ1 and define another Lyapunov
functional
L˜(t) := NE(t) + ε2F1(t) + F2(t) + ε3F3(t) + F4(t), (4.59)
where N, ε2 and ε3 are positive real numbers, which will be chosen properly later.
Lemma 4.8 For N large enough, L˜(t) and E(t) satisfy
α3E(t) ≤ L˜(t) ≤ α4E(t), ∀t ≥ 0, (4.60)
for two positive constants α3 and α4.
Proof. The lemma is established by following the same steps enumerated in the
proof of Lemma 3.6 (see page 50).
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Theorem 4.3 Let (u, v, z, ηt) be the solution of (4.7). Assume |µ2| = µ1 and (A)
hold. Assume further that (4.27) holds in case of (4.6). Then, there exist two
positive constants c˜0 and c˜1 such that the energy functional (4.9) satisfies
E(t) ≤ c˜0G−11 (tc˜1), ∀t ≥ 0, (4.61)
where G1 is defined in Theorem 4.2.
Proof. Differentiating L˜ and using (4.33),(4.35)–(4.37), (4.58) and Poincare´’s
inequality, we obtain
L˜′(t) ≤− [m4 − ε3 − ε2]
∫
Ω
|ut|2dx− [ε2m2 − cδ2]
∫
Ω
|∇u|2dx− κ
∫
Ω
|∇v|2dx
− ε3m3τ
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx− [ε2m2 − cδ2]
∫
Ω
(div u)2dx
−
[
Nδ − c
(
1 + ε2 +
1
δ2
)]∫
Ω
|∇vt|2dx+
[
N
2
− c
]
(g′o∇ηt)(t)
− [ε3m3 − cε2 − cδ2]
∫
Ω
z2(x, 1, t)dx+ c
[
1 + ε2 +
1
δ2
]
(g ◦ ∇ηt)(t).
Now, we let ε3 =
m4
2
and then choose ε2 small enough so that
k3 =
m3m4
2
− ε2c > 0 and m4
2
− ε2 > 0.
Once ε2 fixed, we then pick δ2 such that
cδ2 < min (ε2m2, k3) .
Finally, we choose N large enough so that (4.60) remain valid and
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k4 = Nδ − c
(
1 +
1
δ2
+ ε2
)
> 0 and
N
2
− c > 0.
Hence, we arrive at
L′(t) ≤ k˜1(g ◦ ∇ηt)(t)− k˜2
{∫
Ω
|ut|2dx+
∫
Ω
|∇u|2dx+
∫
Ω
|∇v|2dx
+
∫
Ω
(div u)2dx+
∫
Ω
∫ 1
0
z2(x, ρ, t)dρdx+
∫
Ω
|∇vt|2dx
}
,
for two positive constants k˜1 and k˜2.
By using Poincare´’s inequality, we get, for some positive constant k˜0,
L˜′(t) ≤ −k˜0E(t) + k˜1(g ◦ ∇ηt)(t), ∀t ≥ t0, (4.62)
By repeating the same steps, from (4.49) to (4.57), estimate (4.61) is obtained.
Remark 4.2 Similarly to Pignotti [95], we did not require that µ2 be positive
Remark 4.3 Our result extends the results of Pignotti [95], and Said-Houari and
Rahali [105]. In fact, in [105], the authors considered only relaxation functions of
exponential decay type and required that µ2 > 0, while in our case, µ2 is a real
number satisfying |µ2| ≤ µ1 and the relaxation function is of a general decay.
We now give an example to illustrate our general decay estimate.
Let g(t) = ae−bt and G(t) = tp+1. Assumption (A) holds for a < µb and p > 0.
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For (4.5), we have γ = b and (4.48) implies
E(t) ≤ c0e−c1t, ∀t ≥ 0,
whereas in case of (4.6), we have
E(t) ≤ C
(1 + t)
1
p
, ∀t ≥ 0,
for some C > 0. We refer the reader to [28] and [31] for more examples.
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CHAPTER 5
ONE-DIMENSIONAL SYSTEM
OF THERMOELASTICITY OF
TYPE III WITH A DELAY
TERM
In this chapter, we consider a one-dimensional system of thermoelasticity of type
III with a constant internal delay. That is
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
utt(x, t)− αuxx(x, t) + βθx(x, t) + µut(x, t− τ) = 0, x ∈ (0, 1), t > 0,
θtt(x, t)− κθxx(x, t)− δθxxt(x, t) + βuxtt(x, t),= 0, x ∈ (0, 1), t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), θt(x, 0) = θ1(x), x ∈ (0, 1),
ut(x,−t) = f0(x, t), x ∈ (0, 1), t ∈ (0, τ),
u(0, t) = u(1, t) = θx(0, t) = θx(1, t) = 0, t ≥ 0,
(5.1)
where u(x, t) is the displacement, θ(x, t) is the difference temperature, the coef-
ficients α, β, κ, δ are positive constants, µ is a real number, τ > 0 represents
the time delay, u0, u1, θ0, θ1 are initial data and f0 is a history function. The well-
posedness of the problem is consider in section 5.1 and the exponential decay of
the energy is establish in section 5.2.
5.1 The Well-posedness of the Problem
In this section, we give the existence and uniqueness result for problem (5.1) using
the semi-group theory. To this end, we first transform (5.1) into an equivalent
problem by introducing some new dependent variables as in [117]:
v(x, t) =
∫ t
0
θ(x, s)ds+ χ(x), (5.2)
where χ ∈ H1(0, 1) is the solution of
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
−κχ′′ = δθ′′0 − θ1 − βu′1 in (0, 1),
χ′(0) = χ′(1) = 0.
(5.3)
Then, integrating the second equation in (5.1) with respect to t and using (5.2)
and (5.3), we get
vtt − κvxx − δvxxt + βuxt = 0.
Next, we introduce, as in [82], another new dependent variable
z(x, ρ, t) = ut(x, t− τρ), in (0, 1)× (0, 1)× (0,∞).
A simple differentiation shows that z satisfies
τzt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ (0, 1), ρ ∈ (0, 1), t > 0.
Hence, problem (5.1) takes the form
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
utt(x, t)− αuxx(x, t) + βvxt(x, t) + µz(x, 1, t) = 0, x ∈ (0, 1), t > 0,
vtt(x, t)− κvxx(x, t)− δvxxt(x, t) + βuxt(x, t) = 0, x ∈ (0, 1), t > 0,
τzt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ (0, 1), ρ ∈ (0, 1), t > 0,
z(x, 0, t) = ut(x, t), x ∈ (0, 1), t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ (0, 1),
z(x, ρ, 0) = f0(x, τρ), x ∈ (0, 1), ρ ∈ (0, 1),
u(0, t) = u(1, t) = vx(0, t) = vx(1, t) = 0, t ≥ 0.
(5.4)
Thus, we shall consider problem (5.4) instead of (5.1). In order to be able to use
Poincare´’s inequality for v, let
vˆ(x, t) = v(x, t)− t
∫ 1
0
v1(x)dx−
∫ 1
0
v0(x)dx,
hence, using the second equation in (5.4), we obtain
∫ 1
0
vˆ(x, t)dx = 0, ∀t ≥ 0. (5.5)
Therefore, Poincare´’s inequality is applicable for vˆ and, in addition, (u, vˆ, z) sat-
isfies (5.4). From now on, we work with vˆ but write v for convenience.
We set
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L2?(0, 1) =
{
w ∈ L2(0, 1) |
∫ 1
0
w(s)ds = 0
}
,
H1? (0, 1) = H
1(0, 1) ∩ L2?(0, 1)
H2? (0, 1) = {w ∈ H2(0, 1) : wx(0) = wx(1) = 0}
and introduce the Hilbert space
H = H10 (0, 1)× L2(0, 1)×H1? (0, 1)× L2?(0, 1)× L2
(
(0, 1), L2(0, 1)
)
.
equipped with the inner product
(Φ, Φ˜)H = α
∫ 1
0
uxu˜xdx+
∫ 1
0
ϕϕ˜dx+κ
∫ 1
0
vxv˜xdx+
∫ 1
0
ψψ˜dx+τ |µ|
∫ 1
0
∫ 1
0
zz˜dρdx,
(5.6)
for Φ = (u, ϕ, v, ψ, z)T and Φ˜ = (u˜, ϕ˜, v˜, ψ˜, z˜)T ∈ H. It is easy to check that H,
with respect to (5.6), forms a Hilbert space.
Now, with Φ = (u, ϕ, v, ψ, z)T , where ϕ = ut, and ψ = vt, system (5.4) can be
rewritten in the following form:

Φ′(t) + (A+ B)Φ(t) = 0, t > 0,
Φ(0) = Φ0 = (u0, u1, v0, v1, f0),
(5.7)
where the operator A : D(A) −→ H is defined by
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AΦ =

−ϕ
−αuxx + βψx + |µ|ϕ+ µz(., 1)
−ψ
−κvxx − δψxx + βϕx
1
τ
zρ

with domain
D(A) =

Φ ∈ H | u ∈ H2(0, 1) ∩H10 (0, 1), ϕ ∈ H10 (0, 1), v, ψ ∈ H1? (0, 1)
κv + δψ ∈ H2? (0, 1), z, zρ ∈ L2 ((0, 1), L2(0, 1)) , z(x, 0) = ϕ(x)

and the operator B : D(B) = H −→ H is defined by
BΦ = |µ|

0
−ϕ
0
0
0

.
We have the following existence and uniqueness result:
Theorem 5.1 Let Φ0 ∈ H, then there exists a unique solution Φ ∈ C(R+,H) of
problem (5.7). Moreover, if Φ0 ∈ D(A), then Φ ∈ C(R+, D(A)) ∩ C1(R+,H).
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Proof. We use the semi-group approach. So, we prove that A is a maximal
monotone operator and that B is a Lipschitz continuous operator. First, we prove
that A is monotone. So, for any Φ ∈ D(A), we have
(AΦ,Φ)H = |µ|
∫ 1
0
ϕ2dx+δ
∫ 1
0
ψ2xdx+µ
∫ 1
0
ϕz(., 1)dx+|µ|
∫ 1
0
∫ 1
0
zzρdρdx. (5.8)
Using Young’s inequality, the third term in the right-hand side of (5.8) gives
−µ
∫ 1
0
ϕz(., 1)dx ≤ |µ|
2
∫ 1
0
z2(., 1)dx+
|µ|
2
∫ 1
0
ϕ2dx.
Also, using integration by parts and the fact that z(x, 0) = ϕ(x), the last term in
the right-hand side of (5.8) gives
∫ 1
0
∫ 1
0
zzρdρdx =
1
2
∫ 1
0
z2(., 1)dx− 1
2
∫ 1
0
ϕ2dx.
Consequently, (5.8) yields
(AΦ,Φ)H ≥ δ
∫ 1
0
ψx
2dx.
Hence A is monotone. Next, we prove that the operator I +A is surjective.
Given G = (g1, g2, g3, g4, g5)T ∈ H, we prove that there exists Φ ∈ D(A) satisfying
(I +A) Φ = G. (5.9)
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That is, 
−ϕ+ u = g1
−αuxx + βψx + (1 + |µ|)ϕ+ µz(., 1) = g2
−ψ + v = g3
−κvxx − δψxx + βϕx + ψ = g4
zρ + τz = τg5.
(5.10)
Suppose u and v are given with the appropriate regularity. Then, the first and
the third equations in (5.10) yield
ϕ = u− g1 ∈ H10 (0, 1) (5.11)
and
ψ = v − g3 ∈ H1? (0, 1), (5.12)
respectively.
The fifth equation in (5.10) together with (5.11) and the fact that z(x, 0) = ϕ(x)
gives
z(x, ρ) = u(x)e−τρ − e−τρg1 + τe−τρ
∫ ρ
0
eταg5(x, α)dα. (5.13)
Using integration by parts, it can easily be shown that the second and fourth
equations in (5.10) satisfy the following:
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
α
∫ 1
0
uxu1xdx+ β
∫ 1
0
ψxu1dx+ (1 + |µ|)
∫ 1
0
ϕu1dx+ µ
∫ 1
0
z(., 1)u1dx
=
∫ 1
0
g2u1dx, ∀u1 ∈ H10 (0, 1)
κ
∫ 1
0
vxv1xdx+ δ
∫ 1
0
ψxv1xdx+ β
∫ 1
0
ϕxv1dx+
∫ 1
0
ψv1dx
=
∫ 1
0
g4v1dx, ∀v1 ∈ H1? (0, 1).
(5.14)
Furthermore, by using (5.11) – (5.13), we have the following corresponding weak
formulation for the second and fourth equations in (5.10):
Finding (u, v) ∈ (H10 (0, 1))2 such that for all (u1, v1) ∈ (H10 (0, 1))2 the following
holds:
B
(
(u, v), (u1, v1)
)
= F
(
u1, v1
)
, (5.15)
where B :
[
H10 (0, 1)×H1? (0, 1)
]2 −→ R is the bilinear form defined by
B
(
(u, v), (u1, v1)
)
= µ˜
∫ 1
0
uu1dx+ α
∫ 1
0
uxu1xdx+ β
∫ 1
0
vxu1dx+
∫ 1
0
vv1dx
+ (κ+ δ)
∫ 1
0
vxv1xdx+ β
∫ 1
0
uxv1dx,
F : H10 (0, 1)×H1? (0, 1) −→ R is the linear functional given by
F
(
u1, v1
)
= µ˜
∫ 1
0
g1u1dx+
∫ 1
0
g2u1dx+ β
∫ 1
0
g3xu1dx+
∫ 1
0
g3v1dx+
∫ 1
0
g4v1dx
+ β
∫ 1
0
g1xv1dx+ δ
∫ 1
0
g3xv1xdx− µτe−τ
∫ 1
0
u1
∫ 1
0
eταg5(x, α)dαdx,
and µ˜ = 1 + |µ|+ µe−τ .
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Now, we equip H10 (0, 1)×H1? (0, 1) with the following norm:
‖(u, v)‖2H10 (0,1)×H1?(0,1) = ‖u‖
2
2 + ‖ux‖22 + ‖v‖22 + ‖vx‖22.
Similar to the steps on page 72-75, we can easily show that B and F are bounded.
Furthermore, we have,
B
(
(u, v), (u, v)
)
= µ˜
∫ 1
0
u2dx+ α
∫ 1
0
u2xdx+
∫ 1
0
v2dx+ (κ+ δ)
∫ 1
0
v2xdx
≥ c‖(u, v)‖2H10 (0,1)×H1?(0,1),
which means that B is coercive. Consequently, by Lax-Milgram Lemma we con-
clude that there exists a unique (u, v) ∈ H10 (0, 1)×H1? (0, 1) which satisfies (5.15).
Now, by substituting u into (5.11) and (5.13), and v into (5.12), we obtain
ϕ ∈ H10 (0, 1), ψ ∈ H1? (0, 1) and z ∈ L2
(
(0, 1), L2(0, 1)
)
.
Furthermore, if (u1, v1) ≡ (u1, 0) ∈ H10 (0, 1)×H1? (0, 1), then (5.15) reduces to
µ˜
∫ 1
0
uu1dx+α
∫ 1
0
uxu1xdx+ β
∫ 1
0
vxu1dx = µ˜
∫ 1
0
g1u1dx+
∫ 1
0
g2u1dx
+ β
∫ 1
0
g3xu1dx− µτe−τ
∫ 1
0
u1
∫ 1
0
eταg5(x, α)dαdx, ∀u1 ∈ H10 (0, 1).
By using (5.11) – (5.13), we have
α
∫ 1
0
uxu1xdx+
∫ 1
0
(βψx + (1 + |µ|)ϕ+ µz(., 1))u1dx =
∫ 1
0
g2u1dx, ∀u1 ∈ H10 (0, 1).
(5.16)
105
Equation (5.16) is also true for any φ1 ∈ C10(0, 1) ⊂ H10 (0, 1). Hence, we have
α
∫ 1
0
uxφ1xdx = −
∫ 1
0
(βψx + (1 + |µ|)ϕ+ µz(., 1)− g2)φ1dx, ∀φ1 ∈ H10 (0, 1).
Thus,
αuxx = βψx + (1 + |µ|)ϕ+ µz(., 1)− g2 ∈ L2(0, 1),
which solves the second equation in (5.10). Consequently, by the elliptic regularity
theory, it follows that
u ∈ H2(0, 1) ∩H10 (0, 1).
Similarly, if (u1, v1) ≡ (0, v1) ∈ H10 (0, 1)×H1? (0, 1), then we obtain
∫ 1
0
(κvx + δψx)v1xdx+
∫ 1
0
(βϕx + ψ − g4) v1dx = 0, ∀v1 ∈ H1? (0, 1), (5.17)
which gives
κvxx + δψxx = βϕx + ψ − g4 ∈ L2(0, 1),
thereby satisfying the fourth equation in (5.10). Thus, by the elliptic regularity
theory, we deduce that
κv + δψ ∈ H2(0, 1).
Furthermore, (5.17) is also true for any φ2 ∈ C1([0, 1]) ⊂ H1? (0, 1). Hence, we have
∫ 1
0
(κvx + δψx)φ2xdx+
∫ 1
0
(βϕx + ψ − g4)φ2dx = 0, ∀φ2 ∈ C1([0, 1]).
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By using integration by parts, we obtain
(κvx(1) + δψx(1))φ2(1)− (κvx(0) + δψx(0))φ2(0) = 0, ∀φ2 ∈ C1([0, 1]).
Hence,
κvx(1) + δψx(1) = κvx(0) + δψx(0) = 0.
Therefore,
κv + δψ ∈ H2? (0, 1).
Last, it is clear from (5.13) that
zρ ∈ L2 ((0, 1)× (0, 1)) and z(x, 0) = ϕ(x).
Hence, there exists a unique Φ ∈ D(A) such that (5.9) is satisfied. Therefore,
operator A is maximal. With this, we conclude that A is a maximal monotone
operator. On the other hand, from the definition of B, it is clear (since B is linear)
that for Φ1 ∈ H, we have
|BΦ1|2 = |µ|2
(∫ 1
0
|ϕ1|dx
)2
≤ |µ|2
∫ 1
0
|ϕ1|2dx,
then
‖BΦ1‖H ≤ |µ|‖ϕ1‖H = |µ|‖Φ1‖H,
which implies that the operator B is Lipschitz continuous.
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Consequently, A+ B is the infinitesimal generator of a linear contraction C0−
semigroup on H. Hence, the result of Theorem 5.1 follows (see [46] and [93]).
5.2 Exponential Decay Result
In this section, we discuss the asymptotic behavior of the solutions of system (5.4).
For the solution of problem (5.4), we define the energy functional
E(t) = E(t, u, v, z) =
1
2
∫ 1
0
u2tdx+
α
2
∫ 1
0
u2xdx+
1
2
∫ 1
0
v2t dx+
κ
2
∫ 1
0
v2xdx
+
τ |µ|
2
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx.
(5.18)
The main result in this section is the following:
Theorem 5.2 Let (u, v, z) be the solution of (5.4). There exists a positive con-
stant k0 such that, for |µ| < k0, the energy functional (5.18) satisfies
E(t) ≤ k1e−k2t, ∀t ≥ 0, (5.19)
for two positive constants k1 and k2.
In order to prove Theorem 5.2, we need several lemmas.
Lemma 5.1 Let (u, v, z) be the solution of (5.4). Then the energy functional,
defined by (5.18), satisfies
E ′(t) ≤ |µ|
∫ 1
0
u2tdx− δ
∫ 1
0
v2xtdx, ∀t ≥ 0. (5.20)
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Proof. A multiplication of the first and the second equation in (5.4) by ut
and vt, respectively, integration over (0, 1) and using integration by parts and the
boundary conditions, yield
1
2
d
dt
{∫ 1
0
u2tdx+ α
∫ 1
0
u2xdx+
∫ 1
0
v2t dx+ κ
∫ 1
0
v2xdx
}
= −δ
∫ 1
0
v2xtdx− µ
∫ 1
0
utz(x, 1, t)dx
≤ −δ
∫ 1
0
v2xtdx+
µ
2
∫ 1
0
u2tdx+
µ
2
∫ 1
0
z2(x, 1, t)dx.
(5.21)
Now, multiplying the third equation in (5.4) by |µ|z and integrating over (0, 1)×
(0, 1), we obtain
τ |µ|
2
d
dt
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx =
|µ|
2
∫ 1
0
u2tdx−
|µ|
2
∫ 1
0
z2(x, 1, t)dx. (5.22)
Estimate (5.20) easily follows by the combination of (5.21) and (5.22).
Remark 5.1 It is obvious from (5.20) that the energy E is not decreasing in
general. Thus, system (5.4) is not necessarily dissipative.
Lemma 5.2 Let (u, v, z) be the solution of (5.4). Then the functional
F1(t) :=
∫ 1
0
utudx
satisfies the estimate
F ′1(t) ≤ −
α
2
∫ 1
0
u2xdx+
∫ 1
0
u2tdx+ c
(∫ 1
0
v2xtdx+ µ
2
∫ 1
0
z2(x, 1, t)dx
)
. (5.23)
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Proof. Direct computations, using the first equation in (5.4), yields
F ′1(t) =
∫ 1
0
u2tdx− α
∫ 1
0
u2xdx+ β
∫ 1
0
uxvtdx− µ
∫ 1
0
uz(x, 1, t)dx.
By using Young’s and Poincare´’s inequalities, we get, for δ1 > 0,
F ′1(t) ≤
∫ 1
0
u2tdx−
(
α− δ1
) ∫ 1
0
u2xdx+
β2
2δ1
∫ 1
0
v2xtdx+
µ2
2δ1
∫ 1
0
z2(x, 1, t)dx.
By taking δ1 =
α
2
, we get (5.23).
Lemma 5.3 Let (u, v, z) be the solution of (5.4). Then the functional
F2(t) :=
∫ 1
0
vtvdx+ β
∫ 1
0
uxvdx+
δ
2
∫ 1
0
v2xdx
satisfies, for any positive constant δ2, the estimate
F ′2(t) ≤ −κ
∫ 1
0
v2xdx+ c
(
1 +
1
δ2
)∫ 1
0
v2xtdx+ δ2
∫ 1
0
u2xdx. (5.24)
Proof. Taking the derivative of F2 and using the second equation in (5.4), it
easily follows that
F ′2(t) = −κ
∫ 1
0
v2xdx+
∫ 1
0
v2t dx+ β
∫ 1
0
vtuxdx,
where we have used integration by parts and the boundary conditions in (5.4).
By exploiting Poincare´’s and Young’s inequalities for any δ2 > 0, (5.24) is estab-
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lished.
Lemma 5.4 Let (u, v, z) be the solution of (5.4). Then the functional (first de-
fined in [82])
F3(t) := τ
∫ 1
0
∫ 1
0
e−τρz2(x, ρ, t)dρdx,
satisfies, for some positive constant m1, the estimate
F ′3 ≤ −m1
(∫ 1
0
z2(x, 1, t)dx+ τ
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx
)
+
∫ 1
0
u2tdx. (5.25)
Proof. See the proof of Lemma 3.4 (page 45).
Lemma 5.5 Let (u, v, z) be the solution of (5.4). Then the functional
F4(t) :=
∫ 1
0
ut
(∫ x
0
vt(s, t)ds
)
dx− κ
∫ 1
0
vxudx
satisfies, for any δ2 > 0, the estimate
F ′4(t) ≤ −
β
2
∫ 1
0
u2tdx+ cδ2
∫ 1
0
u2xdx+ c
(
1 +
1
δ2
)∫ 1
0
v2xtdx+ µ
2δ2
∫ 1
0
z2(x, 1, t)dx.
(5.26)
Proof. Differentiation of F4(t), then using the first and second equations in
(5.4), give
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F ′4(t) =
∫ 1
0
(
αuxx − βvxt − µz(x, 1, t)
)(∫ x
0
vt(s, t)ds
)
dx− κ
∫ 1
0
uvxtdx
+
∫ 1
0
ut
(∫ x
0
(κvxx + δvxxt − βuxt)ds
)
dx− κ
∫ 1
0
utvxdx.
(5.27)
Use of integration by parts, (5.5) and the boundary conditions in (5.4) yield
F ′4(t) =− β
∫ 1
0
u2tdx+ β
∫ 1
0
v2t dx+ δ
∫ 1
0
utvxtdx− κ
∫ 1
0
uvxtdx
− α
∫ 1
0
uxvtdx− µ
∫ 1
0
z(x, 1, t)
(∫ x
0
vt(s, t)ds
)
dx.
(5.28)
Now, we estimate the terms in the right-hand side of (5.28), exploiting Young’s,
and Poincare´’s inequalities. So, we obtain for δ2, δ3 > 0,
∫ 1
0
utvxtdx ≤ δ3
∫ 1
0
u2tdx+
c
δ3
∫ 1
0
v2xtdx, (5.29)
−
∫ 1
0
uvxtdx ≤ δ2
∫ 1
0
u2xdx+
c
δ2
∫ 1
0
v2xtdx, (5.30)
−
∫ 1
0
uxvtdx ≤ δ2
∫ 1
0
u2xdx+
c
δ2
∫ 1
0
v2xtdx (5.31)
and
− µ
∫ 1
0
z(x, 1, t)
(∫ x
0
vt(s, t)ds
)
dx ≤ µ2δ2
∫ 1
0
z2(x, 1, t)dx
+
c
δ2
∫ 1
0
(∫ x
0
vt(s, t)ds
)2
dx.
(5.32)
Using Cauchy-Schwarz and Poincare´’s inequalities on the last term in (5.32), gives
∫ 1
0
(∫ x
0
vt(s, t)ds
)2
dx ≤
(∫ 1
0
vtdx
)2
≤
∫ 1
0
v2xtdx.
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Thus, (5.32) yields
−µ
∫ 1
0
z(x, 1, t)
(∫ x
0
vt(s, t)ds
)
dx ≤ µ2δ2
∫ 1
0
z2(x, 1, t)dx+
c
δ2
∫ 1
0
v2xtdx. (5.33)
A combination of (5.28)−(5.31) and (5.33), leads to
F ′4(t) ≤ −(β − δδ3)
∫ 1
0
u2tdx+ cδ2
∫ 1
0
u2xdx+ µ
2δ2
∫ 1
0
z2(x, 1, t)dx
+ c
(
1 +
1
δ3
+
1
δ2
)∫ 1
0
v2xtdx.
Next, we set δ3 =
β
2δ
to obtain (5.26).
Now, we define a Lyapunov functional L and show that it is equivalent to the
energy functional E.
Lemma 5.6 The functional defined by
L(t) := E(t) + ε1
(
F1(t) + F2(t) + F3(t) +
6
β
F4(t)
)
, (5.34)
where ε1 is a positive real number to be chosen appropriately later, satisfies
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0, (5.35)
for two positive constants α1 and α2.
Proof. See the proof of Lemma 3.6 (page 51).
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Proof of Theorem 5.2.
To finalize the proof of Theorem 5.2, we differentiate (5.34), and recall (5.20),
(5.23)–(5.26) to obtain
L′(t) ≤ −
[
ε1 − |µ|
] ∫ 1
0
u2tdx− ε1m1τ
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx
− ε1
[
α
2
− cδ2
] ∫ 1
0
u2xdx− κε1
∫ 1
0
v2xdx−
[
δ − cε1
(
1 +
1
δ2
)]∫ 1
0
v2xtdx
− ε1
[
m1 − cµ2
(
1 + δ2
)]∫ 1
0
z2(x, 1, t)dx.
Now, we need to carefully choose our constants. We set δ2 =
α
4c
. This choice yields
L′(t) ≤ −
[
ε1 − |µ|
] ∫ 1
0
u2tdx− ε1m1τ
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx
− α
4
ε1
∫ 1
0
u2xdx− κε1
∫ 1
0
v2xdx−
[
δ − cε1
] ∫ 1
0
v2xtdx
− ε1
[
m1 − cµ2
] ∫ 1
0
z2(x, 1, t)dx.
At this point, we choose ε1 small enough so that (5.35) remains valid and
δ − cε1 > 0.
Finally, it is clear, for any
|µ| < k0 = min
(
ε1,
√
m1
c
)
,
we have
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L′(t) ≤ −k3E(t), ∀t > 0, (5.36)
where k3 is a positive constant. A combination of (5.35) and (5.36) gives
L′(t) ≤ −k2L(t), ∀t > 0, (5.37)
where k2 =
k3
α2
. A simple integration of (5.37) over (0, t) yields
L(t) ≤ L(0)e−k2t, ∀t > 0. (5.38)
Thus, using (5.35) and (5.38), the conclusion of theorem 5.1 follows.
115
CHAPTER 6
MEMORY-TYPE POROUS
THERMOELASTIC SYSTEM
OF TYPE III
In this chapter, we consider the following system:

ρ1ϕtt −K(ϕx + ψ)x + θx = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − αψxx +K (ϕx + ψ)− θ +
∫ t
0
g(t− s)ψxx(x, s)ds = 0, x ∈ (0, 1), t > 0,
ρ3θtt − κθxx − δθxxt + βϕxtt + βψtt = 0, x ∈ (0, 1), t > 0,
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), x ∈ (0, 1),
θ(x, 0) = θ0(x), θt(x, 0) = θ1(x), x ∈ (0, 1),
ϕ(0, t) = ϕ(1, t) = ψ(0, t) = ψ(1, t) = θ(0, t) = θ(1, t) = 0, t ≥ 0,
(6.1)
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where ϕ(x, t) is the longitudinal displacement, ψ(x, t) is the volume fraction,
θ(x, t) is the difference temperature, the relaxation function g is positive and
decreasing, the coefficients ρ1, ρ2, ρ3, K, α, κ, δ and β are positive constants, and
ϕ0, ϕ1, ψ0, ψ1, θ0 and θ1 are initial data. This is a one-dimensional porous-
thermoelastic system of type III with a viscoelastic damping acting on one of
the equations. We investigate system (6.1) and establish a general decay result
for the case of equal as well as different speeds of wave propagation. In section
6.1, we introduce some transformations and assumptions needed in this chapter.
We state and prove some technical lemmas in section 6.2. The statements with
proof for the case of equal and different speeds of wave propagation will be given
in section 6.3.
6.1 Assumptions and Transformations
In this section, we present some material needed in the proof of our results. For
the relaxation function g, we assume the following:
(A1) g : R+ → R+ is a C1 function satisfying
g(0) > 0, α−
∫ ∞
0
g(s)ds = l > 0.
(A2) There exists a positive nonincreasing differentiable function η : R+ → R+
satisfying
g′(t) ≤ −η(t)g(t), t ≥ 0.
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Remark 6.1 There are many functions satisfying (A1) and (A2). See Remark
3.1 (page 37) for some examples.
In order to exhibit the dissipative nature of system (6.1), we introduce the new
variable
u(x, t) =
∫ t
0
θ(x, s)ds+ χ(x), (6.2)
where χ(x) is the solution of

−κχ′′ = δθ′′0 − ρ3θ1 − βϕ′1 − βψ1 in (0, 1),
χ(0) = χ(1) = 0.
(6.3)
A simple integration of the third equation in (6.1) with respect to t and taking
into account (6.2) and (6.3) transform (6.1) into

ρ1ϕtt −K(ϕx + ψ)x + utx = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − αψxx +K (ϕx + ψ)− ut +
∫ t
0
g(t− s)ψxx(x, s)ds = 0, x ∈ (0, 1), t > 0,
ρ3utt − κuxx − δutxx + βϕtx + βψt = 0, x ∈ (0, 1), t > 0,
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), x ∈ (0, 1),
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1),
ϕ(0, t) = ϕ(1, t) = ψ(0, t) = ψ(1, t) = u(0, t) = u(1, t) = 0, t ≥ 0.
(6.4)
The first-order energy associated with problem (6.4) is given as
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E(t) = E1(ϕ, ψ, u) =
β
2
∫ 1
0
[
ρ1ϕ
2
t + ρ2ψ
2
t +K (ϕx + ψ)
2] dx+ β
2
g ◦ ψx
+
1
2
∫ 1
0
[
ρ3u
2
t + κu
2
x
]
dx+
β
2
(
α−
∫ t
0
g(s)ds
)∫ 1
0
ψ2xdx,
(6.5)
where
(g ◦ v)(t) =
∫ 1
0
∫ t
0
g(t− s) (v(x, t)− v(x, s))2 dsdx, ∀v ∈ L2(0, 1).
6.2 Technical Lemmas
In this section, we establish several lemmas needed to prove our main result.
Lemma 6.1 Let (ϕ, ψ, u) be the solution of (6.4). Then the energy functional E,
defined by (6.5), satisfies
E ′(t) = −δ
∫ 1
0
u2xtdx+
β
2
g′ ◦ ψx − β
2
g(t)
∫ 1
0
ψ2xdx ≤ 0. (6.6)
Proof. Multiplying the first equation of (6.4) by βϕt, the second by βψt, and the
third by ut, integrating over (0, 1), using integration by parts and the boundary
conditions, then summing up, we obtain
β
2
d
dt
∫ 1
0
[
ρ1ϕ
2
t + ρ2ψ
2
t +K (ϕx + ψ)
2 + ψ2x
]
dx+
1
2
d
dt
∫ 1
0
[
ρ3u
2
t + κu
2
x
]
dx
+ β
∫ 1
0
ψt
∫ t
0
g(t− s)ψxx(s)dsdx = −δ
∫ 1
0
u2xtdx.
(6.7)
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The last term in the left-hand side of (6.7) gives
∫ 1
0
ψt
∫ t
0
g(t− s)ψxx(s)dsdx
=
∫ 1
0
ψxt
∫ t
0
g(t− s) (ψx(t)− ψx(s)) dsdx−
(∫ t
0
g(s)ds
)∫ 1
0
ψxtψxdx
=
1
2
d
dt
[
g ◦ ψx −
(∫ t
0
g(s)ds
)∫ 1
0
ψ2xdx
]
+
1
2
g(t)
∫ 1
0
ψ2xdx−
1
2
g′ ◦ ψx.
(6.8)
Lemma 6.1 follows by combining (6.5), (6.7) and (6.8).
Lemma 6.2 Let (ϕ, ψ, u) be the solution of (6.4). Then the functional
F1(t) := −ρ1
∫ 1
0
ϕtϕdx− ρ2
∫ 1
0
ψtψdx
satisfies, for any positive constant ε1, the estimate
F ′1(t) ≤ −ρ1
∫ 1
0
ϕ2tdx− ρ2
∫ 1
0
ψ2t dx+
1
ε1
∫ 1
0
u2tdx+ c (1 + ε1)
∫ 1
0
ψ2xdx
+ (K + ε1)
∫ 1
0
(ϕx + ψ)
2 dx+ cg ◦ ψx.
(6.9)
Proof. Direct computations, using the first and the second equations in (6.4),
yields
F ′1(t) = −ρ1
∫ 1
0
ϕ2tdx− ρ2
∫ 1
0
ψ2t dx+K
∫ 1
0
(ϕx + ψ)
2 dx+ α
∫ 1
0
ψ2xdx
−
∫ 1
0
utϕxdx−
∫ 1
0
utψdx−
∫ 1
0
ψx
∫ t
0
g(t− s)ψx(s)dsdx.
By using Young’s and Poincare´’s inequalities, we get, for ε1 > 0,
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F ′1(t) ≤ −ρ1
∫ 1
0
ϕ2tdx− ρ2
∫ 1
0
ψ2t dx+K
∫ 1
0
(ϕx + ψ)
2 dx+
ε1
2
∫ 1
0
ϕ2xdx
+
(
2α +
ε1
2
)∫ 1
0
ψ2xdx+
1
ε1
∫ 1
0
u2tdx+
1
4α
∫ 1
0
(∫ t
0
g(t− s)ψx(s)ds
)2
dx.
(6.10)
The fourth term in the right-hand side of (6.10) gives
∫ 1
0
ϕ2xdx =
∫ 1
0
[(ϕx + ψ)− ψ]2 dx ≤ 2
∫ 1
0
(ϕx + ψ)
2dx+ 2
∫ 1
0
ψ2dx,
and by Poincare´’s inequality, we obtain
∫ 1
0
ϕ2xdx ≤ 2
∫ 1
0
(ϕx + ψ)
2dx+ 2
∫ 1
0
ψ2xdx. (6.11)
By using the fact that (a + b)2 ≤ 2a2 + 2b2 and the Cauchy-Schwarz inequality,
we estimate the last term in the right-hand side of (6.10) as follows:
∫ 1
0
(∫ t
0
g(t− s)ψx(s)ds
)2
dx
≤ 2
∫ 1
0
(∫ t
0
g(t− s) (ψx(s)− ψx(t)) ds
)2
dx+ 2
(∫ t
0
g(s)ds
)2 ∫ 1
0
ψ2xdx
≤ 2
∫ t
0
g(s)ds
∫ 1
0
∫ t
0
g(t− s) (ψx(s)− ψx(t))2 dsdx+ 2
(∫ t
0
g(s)ds
)2 ∫ 1
0
ψ2xdx.
By using (A1), we obtain
∫ 1
0
(∫ t
0
g(t− s)ψx(s)ds
)2
dx ≤ c
(
g ◦ ψx +
∫ 1
0
ψ2xdx
)
. (6.12)
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By substituting (6.11) and (6.12) into (6.10), we get (6.9).
Lemma 6.3 Let (ϕ, ψ, u) be the solution of (6.4). Then the functional
F2(t) := −ρ2
∫ 1
0
ψt
∫ t
0
g(t− s)(ψ(t)− ψ(s))dsdx
satisfies, for any positive constant ε2, the estimate
F ′2(t) ≤ −
(
ρ2
∫ t
0
g(s)ds− cε2
)∫ 1
0
ψ2t dx+ cε2
∫ 1
0
ψ2xdx−
c
ε2
g′ ◦ ψx
+ ε2
∫ 1
0
(ϕx + ψ)
2dx+ ε2
∫ 1
0
u2tdx+ c
(
ε2 +
1
ε2
)
g ◦ ψx.
(6.13)
Proof. Taking the derivative of F2 and using the second equation in (6.4), it
easily follows that
F ′2(t) = α
∫ 1
0
ψx
∫ t
0
g(t− s)(ψx(t)− ψx(s))dsdx− ρ2
(∫ t
0
g(t− s)ds
)∫ 1
0
ψ2t dx
+K
∫ 1
0
(ϕx + ψ)
∫ t
0
g(t− s)(ψ(t)− ψ(s))dsdx
−
∫ 1
0
ut
∫ t
0
g(t− s)(ψ(t)− ψ(s))dsdx− ρ2
∫ 1
0
ψt
∫ t
0
g′(t− s)(ψ(t)− ψ(s))dsdx
−
∫ 1
0
(∫ t
0
g(t− s)(ψx(s)ds
)∫ t
0
g(t− s)(ψx(t)− ψx(s))dsdx,
where we have used integration by parts and the boundary conditions in (6.4).
By using Young’s inequality, we obtain, for any ε2 > 0,
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F ′2(t) ≤ −
(
ρ2
∫ t
0
g(s)ds− cε2
)∫ 1
0
ψ2t dx+ ε2
∫ 1
0
(ϕx + ψ) dx
+
c
ε2
∫ 1
0
(∫ t
0
g(t− s)(ψ(t)− ψ(s))ds
)2
dx
+ cε2
∫ 1
0
ψ2xdx+
ε2
2
∫ 1
0
(∫ t
0
g(t− s)ψx(s)ds
)2
dx
+
c
ε2
∫ 1
0
(∫ t
0
g′(t− s)(ψ(t)− ψ(s))ds
)2
dx+ ε2
∫ 1
0
u2tdx
+
c
ε2
∫ 1
0
(∫ t
0
g(t− s)(ψx(t)− ψx(s))ds
)2
dx.
(6.14)
By exploiting the properties of g, Cauchy-Schwarz and Poincare´’s inequalities, we
get
∫ 1
0
(∫ t
0
g(t− s)(ψ(t)− ψ(s))ds
)2
dx
≤
∫ t
0
g(s)ds
∫ 1
0
∫ t
0
g(t− s) (ψ(t)− ψ(s))2 dsdx
≤ (α− l)g ◦ ψ ≤ cg ◦ ψx,
(6.15)
∫ 1
0
(∫ t
0
g(t− s)(ψx(t)− ψx(s))ds
)2
dx ≤ cg ◦ ψx (6.16)
and
∫ 1
0
(∫ t
0
g′(t− s)(ψ(t)− ψ(s))ds
)2
dx
≤
(∫ t
0
−g′(s)ds
)∫ 1
0
∫ t
0
−g′(t− s) (ψ(t)− ψ(s))2 dsdx
≤ −g(0)g′ ◦ ψ ≤ −cg′ ◦ ψx.
(6.17)
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The substitution of (6.12), (6.15)–(6.17) into (6.14), gives (6.13).
Lemma 6.4 Let (ϕ, ψ, u) be the solution of (6.4). Then the functional
F3(t) := ρ3
∫ 1
0
utudx+ β
∫ 1
0
ϕxudx+
δ
2
∫ 1
0
u2xdx,
satisfies, for any positive constant ε1, the estimate
F ′3 ≤ −
κ
2
∫ 1
0
u2xdx+ c
(
1 +
1
ε1
)∫ 1
0
u2tdx+ ε1
∫ 1
0
ψ2xdx
+ c
∫ 1
0
ψ2t dx+ ε1
∫ 1
0
(ϕx + ψ)
2dx.
(6.18)
Proof. By differentiating F3 and using the third equation in (6.4), we obtain
F ′3(t) = −κ
∫ 1
0
u2xdx+ ρ3
∫ 1
0
u2tdx+ β
∫ 1
0
ϕxutdx− β
∫ 1
0
ψtudx.
By using Young’s and Poincare´’s inequalities, we obtain, for any ε1 > 0,
F ′3(t) ≤ −
κ
2
∫ 1
0
u2xdx+
(
ρ3 +
β2
2ε1
)∫ 1
0
u2tdx+
ε1
2
∫ 1
0
ϕ2xdx+
β2
2κ
∫ 1
0
ψ2t dx.
The conclusion of Lemma 6.4 follows courtesy (6.11).
As in [76], we introduce the multiplier w, which is the solution of
−wxx = ψx, w(0) = w(1) = 0. (6.19)
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Lemma 6.5 The solution of (6.19) satisfies
∫ 1
0
w2xdx ≤
∫ 1
0
ψ2dx ≤
∫ 1
0
ψ2xdx (6.20)
and ∫ 1
0
w2t dx ≤
∫ 1
0
w2txdx ≤
∫ 1
0
ψ2t dx. (6.21)
Proof. We multiply (6.19) by w and then integrate over (0, 1) to obtain
∫ 1
0
w2xdx =
∫ 1
0
ψwxdx.
By applying Young’s inequality, we get
∫ 1
0
w2xdx ≤
∫ 1
0
ψ2dx.
The last part of (6.20) follows thanks to Poincare´’s inequality.
For (6.21), we differentiate (6.19) with respect to t, multiply the resulting equation
by wt and then integrating over (0, 1) to obtain
∫ 1
0
w2txdx =
∫ 1
0
ψtwtxdx.
It easily follows by Young’s inequality that
∫ 1
0
w2txdx ≤
∫ 1
0
ψ2t dx,
125
then by using Poincare´’s inequality, we obtain
∫ 1
0
w2t dx ≤
∫ 1
0
w2txdx ≤
∫ 1
0
ψ2t dx,
which complete the proof of Lemma 6.5.
Remark 6.2 It can easily be seen that the solution of (6.19) is explicitly given
as
w(x, t) = −
∫ x
0
ψ(s, t)ds+ x
∫ 1
0
ψ(s, t)ds.
Lemma 6.6 Let (ϕ, ψ, u) be the solution of (6.4). Then the functional
F4(t) := ρ1
∫ 1
0
ϕtwdx+ ρ2
∫ 1
0
ψtψdx
satisfies, for any positive constant ε3, the estimate
F ′4(t) ≤ −
l
2
∫ 1
0
ψ2xdx+ c
∫ 1
0
u2tdx+ c
(
1 +
1
ε3
)∫ 1
0
ψ2t dx+ ε3
∫ 1
0
ϕ2tdx+ cg ◦ ψx.
(6.22)
Proof. A simple differentiation of F4, then using the first and second equations
in (6.4) lead to
F ′4(t) =K
∫ 1
0
w2xdx+
∫ 1
0
utwxdx+ ρ1
∫ 1
0
ϕtwtdx+
∫ 1
0
utψdx− α
∫ 1
0
ψ2xdx
−K
∫ 1
0
ψ2dx+ ρ2
∫ 1
0
ψ2t dx+
∫ 1
0
ψx
∫ t
0
g(t− s)ψx(s)dsdx,
where we have used integration by parts, (6.19) and the boundary conditions
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in (6.4). By Young’s and Poincare´’s inequalities, we get, for any ε3, ε4 > 0,
F ′4(t) ≤(K + ε4)
∫ 1
0
w2xdx+
1
2ε4
∫ 1
0
u2tdx+ ε3
∫ 1
0
ϕ2tdx+
ρ21
4ε3
∫ 1
0
w2t dx−K
∫ 1
0
ψ2dx
+
(
2ε4 +
∫ t
0
g(s)ds− α
)∫ 1
0
ψ2xdx+ ρ2
∫ 1
0
ψ2t dx
+
∫ 1
0
(∫ t
0
g(t− s)(ψx(s)− ψx(t))ds
)2
dx.
By exploiting (A1), (6.16) and Lemma 6.5 we get
F ′4(t) ≤− (l − 3ε4)
∫ 1
0
ψ2xdx+
1
2ε4
∫ 1
0
u2tdx+ ε3
∫ 1
0
ϕ2tdx+
(
ρ2 +
ρ21
4ε3
)∫ 1
0
ψ2t dx
+
α− l
4ε4
g ◦ ψx.
(6.23)
By setting ε4 =
l
6
, the conclusion of our proof follows.
Lemma 6.7 Let (ϕ, ψ, u) be the solution of (6.4). Then, the functional
F5(t) := ρ2
∫ 1
0
ψt(ϕx + ψ)dx+
αρ1
K
∫ 1
0
ϕtψxdx− ρ1
K
∫ 1
0
ϕt
∫ t
0
g(t− s)ψx(s)dsdx
satisfies, for any positive constant ε1, the estimate
F ′5(t) ≤
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ ρ2
∫ 1
0
ψ2t dx+ cε1g ◦ ψx
− K
2
∫ 1
0
(ϕx + ψ)
2dx+ ε1
∫ 1
0
ϕ2tdx+ c
(
1 +
1
ε1
)∫ 1
0
u2xtdx
− c
ε1
g′ ◦ ψx +
(
ρ2 − αρ1
K
)∫ 1
0
ϕxtψtdx+ c
(
1 +
1
ε1
)∫ 1
0
ψ2xdx.
(6.24)
Proof. By using equations (6.4) and integrating by parts, we get
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F ′5(t) =
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ ρ2
∫ 1
0
ψ2t dx
−K
∫ 1
0
(ϕx + ψ)
2dx+
1
K
∫ 1
0
uxt
∫ t
0
g(t− s)ψx(s)dsdx
− ρ1g(0)
K
∫ 1
0
ϕtψxdx− ρ1
K
∫ 1
0
ϕt
∫ t
0
g′(t− s)ψx(s)dsdx
+
(
ρ2 − αρ1
K
)∫ 1
0
ϕxtψtdx− α
K
∫ 1
0
uxtψxdx+
∫ 1
0
ut(ϕx + ψ)dx
=
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ ρ2
∫ 1
0
ψ2t dx+
∫ 1
0
ut(ϕx + ψ)dx
−K
∫ 1
0
(ϕx + ψ)
2dx+
1
K
∫ 1
0
uxt
∫ t
0
g(t− s)(ψx(s)− ψx(t))dsdx
− ρ1g(t)
K
∫ 1
0
ϕtψxdx+
ρ1
K
∫ 1
0
ϕt
∫ t
0
g′(t− s)(ψx(t)− ψx(s))dsdx
+
(
ρ2 − αρ1
K
)∫ 1
0
ϕxtψtdx− α
K
∫ 1
0
uxtψxdx+
1
K
∫ t
0
g(s)ds
∫ 1
0
uxtψxdx.
By using Young’s and Poincare´’s inequalities, we get
F ′5(t) ≤
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ ρ2
∫ 1
0
ψ2t dx
− K
2
∫ 1
0
(ϕx + ψ)
2dx+
(
K
2
+
α
2K
+
1
4ε1K2
+
1
2K
∫ t
0
g(s)ds
)∫ 1
0
u2xtdx
+ ε1
∫ 1
0
(∫ t
0
g(t− s)(ψx(s)− ψx(t))ds
)2
dx+ ε1
∫ 1
0
ϕ2tdx
+
(
(ρ1g(t))
2
2ε1K2
+
α
2K
+
1
2K
∫ t
0
g(s)ds
)∫ 1
0
ψ2xdx+
(
ρ2 − αρ1
K
)∫ 1
0
ϕxtψtdx
+
ρ21
2ε1K2
∫ 1
0
(∫ t
0
g′(t− s)(ψx(t)− ψx(s))ds
)2
dx.
Estimate (6.24) is established thanks to (6.16), (6.17) and the properties of g.
In consideration of the boundary terms that appear in (6.24), we define, as in [75],
the function
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m(x) = 2− 4x, x ∈ [0, 1].
Consequently, we have the following result:
Lemma 6.8 Let (ϕ, ψ, u) be the solution of (6.4). Then, for any positive constant
ε1, the functional
F6(t) :=
ε1ρ1
K
∫ 1
0
m(x)ϕtϕxdx+
ρ2
4ε1
∫ 1
0
m(x)ψt
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)
dx
satisfies the estimate
F ′6(t) ≤−
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ cε1
∫ 1
0
u2xtdx
+ cε1
∫ 1
0
(ϕx + ψ)
2dx+
c
ε1
∫ 1
0
ψ2t dx+ cε1
∫ 1
0
ϕ2tdx−
c
ε1
g′ ◦ ψx
+ c
(
ε1 +
1
ε1
+
1
ε31
)∫ 1
0
ψ2xdx+ c
(
1
ε1
+
1
ε31
)
g ◦ ψx.
(6.25)
Proof. By using equations (6.4) and integrating by parts, we get
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F ′6(t) = −
[
ε1ϕ
2
x(1) +
1
4ε1
(
αψx(1)−
∫ t
0
g(t− s)ψx(1, s)ds
)2]
−
[
ε1ϕ
2
x(0) +
1
4ε1
(
αψx(0)−
∫ t
0
g(t− s)ψx(0, s)ds
)2]
+
αρ2
2ε1
∫ 1
0
ψ2t dx+
2ε1ρ1
K
∫ 1
0
ϕ2tdx−
ρ2g(t)
4ε1
∫ 1
0
mψtψxdx
+
1
2ε1
∫ 1
0
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)2
dx+ ε1
∫ 1
0
mψxϕxdx
+
1
4ε1
∫ 1
0
mut
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)
dx− ε1
K
∫ 1
0
muxtϕxdx
− K
4ε1
∫ 1
0
m(ϕx + ψ)
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)
dx
+
ρ2
4ε1
∫ 1
0
mψt
(∫ t
0
g′(t− s)(ψx(t)− ψx(s))ds
)
dx+ 2ε1
∫ 1
0
ϕ2xdx.
(6.26)
In what follows, we use Young’s and Poincare´’s inequalities, (6.12), (6.17), prop-
erties of g, the fact that 0 ≤ m2(x) ≤ 4,∀x ∈ [0, 1] and (a+ b)2 ≤ 2a2 + 2b2.
ϕx(1)
(
αψx(1)−
∫ t
0
g(t− s)ψx(1, s)ds
)
≤ ε1ϕ2x(1) +
1
4ε1
(
αψx(1)−
∫ t
0
g(t− s)ψx(1, s)ds
)2
,
(6.27)
−ϕx(0)
(
αψx(0)−
∫ t
0
g(t− s)ψx(0, s)ds
)
≤ ε1ϕ2x(0) +
1
4ε1
(
αψx(1)−
∫ t
0
g(t− s)ψx(0, s)ds
)2
,
(6.28)
− 1
K
∫ 1
0
muxtϕxdx ≤ 1
2K
∫ 1
0
m2ϕ2xdx+
1
2K
∫ 1
0
u2xtdx ≤ c
∫ 1
0
ϕ2xdx+ c
∫ 1
0
u2xtdx,
(6.29)
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−ρ2g(t)
4
∫ 1
0
mψtψxdx ≤ 1
2
∫ 1
0
ψ2xdx+
ρ22g
2(t)
32
∫ 1
0
m2ψ2t dx
≤ c
∫ 1
0
ψ2xdx+ c
∫ 1
0
ψ2t dx,
(6.30)
∫ 1
0
mψxϕxdx ≤ c
∫ 1
0
ϕ2xdx+ c
∫ 1
0
ψ2xdx, (6.31)
1
2
∫ 1
0
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)2
dx
≤ α2
∫ 1
0
ψ2xdx+
∫ 1
0
(∫ t
0
g(t− s)ψx(s)ds
)2
dx
≤ c
∫ 1
0
ψ2xdx+ cg ◦ ψx,
(6.32)
1
4
∫ 1
0
mut
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)
dx
≤ ε5
8
∫ 1
0
m2u2tdx+
1
8ε5
∫ 1
0
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)2
dx
≤ cε5
∫ 1
0
u2xtdx+
c
ε5
∫ 1
0
ψ2xdx+
c
ε5
g ◦ ψx,
(6.33)
−K
4
∫ 1
0
m(ϕx + ψ)
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)
dx
≤ ε5
8
∫ 1
0
m2(ϕx + ψ)
2dx+
K2
8ε5
∫ 1
0
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)2
dx
≤ cε5
∫ 1
0
(ϕx + ψ)
2dx+
c
ε5
∫ 1
0
ψ2xdx+
c
ε5
g ◦ ψx
(6.34)
and
ρ2
4
∫ 1
0
mψt
(∫ t
0
g′(t− s)(ψx(t)− ψx(s))ds
)
dx
≤ ρ
2
2
32
∫ 1
0
m2ψ2t dx+
1
2
∫ 1
0
(∫ t
0
g′(t− s)(ψx(t)− ψx(s))ds
)2
dx
≤ c
∫ 1
0
ψ2t dx− cg′ ◦ ψx.
(6.35)
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The subsitution of (6.27)–(6.35) into (6.26) yields
F ′6(t) ≤−
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ c
(
ε1 +
ε5
ε1
)∫ 1
0
u2xtdx
+ c
ε5
ε1
∫ 1
0
(ϕx + ψ)
2dx+
c
ε1
∫ 1
0
ψ2t dx+ cε1
∫ 1
0
ϕ2tdx−
c
ε1
g′ ◦ ψx
+ c
(
ε1 +
1
ε1
+
1
ε1ε5
)∫ 1
0
ψ2xdx+ c
(
1
ε1
+
1
ε1ε5
)
g ◦ ψx + cε1
∫ 1
0
ϕ2xdx.
By setting ε5 = ε
2
1 and then using (6.11), we obtain (6.25).
6.3 General Decay Result
In this section, which is subdivided into two parts, we state and prove our main
results.
6.3.1 Equal Speed of Propagation Kρ1 =
α
ρ2
In this subsection, we state and prove a general decay result in the case of equal
wave-speed propagation.
Remark 6.3 For K
ρ1
= α
ρ2
, equation (6.24) takes the form
F ′5(t) ≤
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ ρ2
∫ 1
0
ψ2t dx
− K
2
∫ 1
0
(ϕx + ψ)
2dx+ ε1
∫ 1
0
ϕ2tdx+ c
(
1 +
1
ε1
)∫ 1
0
u2xtdx
− c
ε1
g′ ◦ ψx + cε1g ◦ ψx + c
(
1 +
1
ε1
)∫ 1
0
ψ2xdx.
(6.36)
Next, we define a Lyapunov functional L equivalent to the first-order energy
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functional E. For positive constants N,N1 and N2 to be chosen appropriately
later, we let
L(t) := NE(t) + 1
8
F1(t) +N1F2(t) + F3(t) +N2F4(t) + F5(t) + F6(t). (6.37)
Lemma 6.9 For N large enough, there exist two positive constants α1 and α2
such that
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0. (6.38)
Proof. See the proof of Lemma 3.6 (page 51).
Theorem 6.1 Let (ϕ, ψ, u) be the solution of (6.4). Assume that g satisfies (A1)
and (A2) and that
K
ρ1
=
α
ρ2
.
Then, for any t0 > 0, there exist two positive constants c0 and c1 such that
E(t) ≤ c0e−c1
∫ t
t0
ξ(s)ds
, ∀t ≥ t0. (6.39)
Proof. By differentiating (6.37) and using (6.6), (6.9), (6.13), (6.18), (6.22),
(6.25) and (6.36), using Poincare´’s inequality and letting ε2 =
κ
4N1
, we obtain
L′(t) ≤ −
[
ρ1
8
− cε1 − ε3N2
] ∫ 1
0
ϕ2tdx+
[
βN
2
− c
(
1
ε1
+N21
)]
g′ ◦ ψx
−
[
Nδ − c
(
1 + ε1 +
1
ε1
+N2
)]∫ 1
0
u2xtdx−
κ
2
∫ 1
0
u2xdx
−
[
lN2
2
− c
(
1 + ε1 +
1
ε1
+
1
ε31
)]∫ 1
0
ψ2xdx
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−
[
N1ρ2
∫ t
0
g(s)ds− 7ρ2
8
− c
(
1 +
1
ε1
+
(
1 +
1
ε3
)
N2
)]∫ 1
0
ψ2t dx
+ c
[
1 + ε1 +
1
ε1
+
1
ε31
+N21 +N2
]
g ◦ ψx −
[
K
8
− cε1
] ∫ 1
0
(ϕx + ψ)
2dx.
Next, we choose ε1 small enough such that
µ1 =
ρ1
8
− cε1 > 0 and K
8
− cε1 > 0,
and then N2 large enough that
lN2
2
− c
(
1 + ε1 +
1
ε1
+
1
ε31
)
> 0.
We then select ε3 so small that
µ1 − ε3N2 > 0.
Meanwhile, using the fact that the function g is positive, continuous and g(0) > 0,
we have, for any t ≥ t0 > 0,
∫ t
0
g(s)ds ≥
∫ t0
0
g(s)ds = g0.
Now, we choose N1 large enough such that
N1ρ2g0 − ρ2
2
− c
(
1 +
1
ε1
+
(
1 +
1
ε3
)
N2
)
> 0.
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Finally, we choose N large enough such that (6.38) remains valid,
Nδ − c
(
1 + ε1 +
1
ε1
+N2
)
> 0 and
βN
2
− c
(
1
ε1
+N21
)
> 0.
Consequently, by using Poincare´’s inequality and (6.5), we obtain
L′(t) ≤ −k0E(t) + cg ◦ ψx, ∀t ≥ t0, (6.40)
where k0 is a positive constant.
By multiplying (6.40) by η(t) and using (A2) and (6.6), we arrive at
η(t)L′(t) ≤ −k0η(t)E(t)− cE ′(t), ∀t ≥ t0,
which can be rewritten as
[η(t)L(t) + cE(t)]′ − η′(t)L(t) ≤ −k0η(t)E(t), ∀t ≥ t0.
Using the fact that η′(t) ≤ 0, we have
(η(t)L(t) + cE(t))′ ≤ −k0η(t)E(t), ∀t ≥ t0.
By exploiting (6.38), it can easily be shown that
R(t) = η(t)L(t) + cE(t) ∼ E(t). (6.41)
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Consequently, for some positive constant c1, we obtain
R′(t) ≤ −c1η(t)R(t), ∀t ≥ t0. (6.42)
A simple integration of (6.42) over (t0, t) leads to
R(t) ≤ R(0)e−c1
∫ t
t0
η(s)ds
, ∀t ≥ t0. (6.43)
Finally, (6.39) is established by combining (6.41) and (6.43).
Remark 6.4 Estimate (6.39) also holds for t ∈ [0, t0] by virtue of continuity and
boundedness of E and η. See Remark 3.2 on page 57 for similar proof.
6.3.2 Nonequal Speed of Propagation Kρ1 6= αρ2
In this subsection, we treat the case of different wave-speed propagation. In this
regard, we establish a general decay result, which depends on the asymptotic
behaviour of g and the regularity of the initial data. The main theorem in this
subsection is:
Theorem 6.2 Let (ϕ, ψ, u) be the strong solution of (6.4). Assume that g satisfies
(A1) and (A2) and
K
ρ1
6= α
ρ2
.
Then, for any t0 > 0, there exists a positive constant c2 such that
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E(t) ≤ c2∫ t
0
η(s)ds
, ∀t ≥ t0. (6.44)
In order to establish this result, we need the second-order energy associated with
problem (6.4). To this end, we differentiate (6.4) with respect to t and use the
fact that
d
dt
∫ t
0
g(t− s)ψxx(x, s)ds = d
dt
∫ t
0
g(s)ψxx(x, t− s)ds
= g(t)ψxx(x, 0) +
∫ t
0
g(s)ψxxt(x, t− s)ds
= g(t)ψ0xx(x) +
∫ t
0
g(t− s)ψxxt(x, s)ds
to get the system

ρ1ϕttt −K(ϕxt + ψt)x + uxtt = 0, x ∈ (0, 1), t > 0,
ρ2ψttt−αψxxt +K (ϕxt + ψt)− utt + g(t)ψ0xx(x)
+
∫ t
0
g(t− s)ψxxt(x, s)ds = 0, x ∈ (0, 1), t > 0,
ρ3uttt − κuxxt − δuxxtt + βϕxtt + βψtt = 0, x ∈ (0, 1), t > 0,
ϕt(0, t) = ϕt(1, t) = ψt(0, t) = ψt(1, t) = ut(0, t) = ut(1, t) = 0, t ≥ 0.
(6.45)
The second-order energy is defined by
E(t) = E1(ϕt, ut, ψt), (6.46)
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where E1 is given in (6.5).
Now, as in [34], we prove the following lemma:
Lemma 6.10 Let (ϕ, ψ, u) be the strong solution of (6.4). Then there exits c > 0
such that the energy functional E(t), defined by (6.46), satisfies
E ′(t) = −δ
∫ 1
0
u2xttdx+
β
2
g′◦ψxt− β
2
g(t)
∫ 1
0
ψ2xtdx−βg(t)
∫ 1
0
ψttψ0xx(x)dx (6.47)
and
E(t) ≤ c, ∀t ≥ 0. (6.48)
Proof. Multiplying the first equation of (6.45) by βϕtt, the second by βψtt, and
the third by utt, integrating over (0, 1), and summing up, as in Lemma 6.1, we
obtain (6.47).
To prove (6.48), following the idea of [34], we observe that
E ′(t) ≤ −βg(t)
∫ 1
0
ψttψ0xx(x)dx, ∀t ≥ 0. (6.49)
By using the fact that
β
2
g(t)
∫ 1
0
(√
ρ2ψtt +
1√
ρ2
ψ0xx
)2
dx ≥ 0, ∀t ≥ 0,
we get
−βg(t)
∫ 1
0
ψttψ0xx(x)dx ≤ βρ2
2
g(t)
∫ 1
0
ψ2ttdx+
β
2ρ2
g(t)
∫ 1
0
ψ20xxdx. (6.50)
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The combination of (6.46), (6.49) and (6.50) gives
E ′(t) ≤ g(t)E(t) + β
2ρ2
g(t)
∫ 1
0
ψ20xxdx. (6.51)
It is clear from (6.51) that
d
dt
(
E(t)e−
∫ t
0 g(s)ds
)
≤ β
2ρ2
g(t)e−
∫ t
0 g(s)ds
∫ 1
0
ψ20xxdx ≤
β
2ρ2
g(t)
∫ 1
0
ψ20xxdx.
A simple integration yields
E(t)e−
∫ t
0 g(s)ds ≤ E(0) + β
2ρ2
(∫ t
0
g(s)ds
)∫ 1
0
ψ20xxdx.
Using (A1), it follows that
E(t)e−
∫∞
0 g(s)ds ≤ E(0) + β(α− l)
2ρ2
∫ 1
0
ψ20xxdx.
Consequently. we obtain
E(t) ≤ c, ∀t ≥ 0.
Lemma 6.11 Let (ϕ, ψ, u) be the strong solution of (6.4), then for all t ≥ t0, we
have
(
ρ2 − αρ1
K
)∫ 1
0
ϕxtψtdx ≤ ε1
∫ 1
0
ϕ2tdx+
c
ε1
(
g(t)− g′ ◦ ψx + g ◦ ψxt
)
. (6.52)
139
Proof. Similar to [72], we consider
(
ρ2 − αρ1
K
)∫ 1
0
ϕxtψtdx =
(αρ1
K
− ρ2
)∫ 1
0
ϕtψxtdx
=
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)(ψxt(t)− ψxt(s))dsdx
+
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)ψxt(s)dsdx.
(6.53)
We estimate the terms in the right-hand side of (6.53) as follows:
By using Young’s inequality, for any ε1 > 0, the first term gives
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)(ψxt(t)− ψxt(s))dsdx
≤ ε1
2
∫ 1
0
ϕ2tdx+
1
2ε1

(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
2 ∫ 1
0
(∫ t
0
g(t− s)(ψxt(t)− ψxt(s))ds
)2
dx.
By exploiting (6.16) for ψxt, we obtain
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)(ψxt(t)− ψxt(s))dsdx ≤ ε1
2
∫ 1
0
ϕ2tdx+
c
ε1
g ◦ ψxt.
(6.54)
By using integration by parts with respect to t, the second term in the right-hand
side of (6.53) gives
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(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)ψxt(s)dsdx
=
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
(
g(0)ψx(t)− g(t)ψ0x +
∫ t
0
g′(t− s)ψx(s)ds
)
dx
=
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
(
g(t)ψx(t)− g(t)ψ0x −
∫ t
0
g′(t− s) (ψx(t)− ψx(s)) ds
)
dx.
By using Young’s inequality, for any ε1 > 0, we get
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)ψxt(s)dsdx
≤ ε1
2
∫ 1
0
ϕ2tdx+
1
2ε1

(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
2 ∫ 1
0
[
g(t)ψx(t)− g(t)ψ0x
−
∫ t
0
g′(t− s) (ψx(t)− ψx(s)) ds
]2
dx,
By using the fact that (a− b)2 ≤ 2a2 + 2b2, we get
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)ψxt(s)dsdx ≤ ε1
2
∫ 1
0
ϕ2tdx
+
c
ε1
g2(t)
∫ 1
0
(
ψ2x(t) + ψ
2
0x
)
dx+
c
ε1
∫ 1
0
(∫ t
0
g′(t− s) (ψx(t)− ψx(s)) ds
)2
dx.
By exploiting (6.17), we obtain
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)ψxt(s)dsdx
≤ ε1
2
∫ 1
0
ϕ2tdx+
c
ε1
g2(t)
∫ 1
0
(
ψ2x(t) + ψ
2
0x
)
dx− c
ε1
g′ ◦ ψx,
(6.55)
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From (6.5), it is clear that
(
α−
∫ t
0
g(s)ds
)∫ 1
0
ψ2xdx ≤
2
β
E(t),
and by using the fact that α − ∫ t
0
g(s)ds > 0, thanks to (A1) and the non-
increasingness of E, we get
∫ 1
0
ψ2xdx ≤
2
β
(
α− ∫ t
0
g(s)ds
)E(t) ≤ 2
β
(
α− ∫∞
0
g(s)ds
)E(t) ≤ cE(0). (6.56)
By substituting (6.56) into (6.55) and using the fact that g is bounded, we obtain
(αρ1
K
− ρ2
)
∫ t
0
g(s)ds
∫ 1
0
ϕt
∫ t
0
g(t− s)ψxt(s)dsdx ≤ ε1
2
∫ 1
0
ϕ2tdx+
c
ε1
g(t)− c
ε1
g′ ◦ ψx.
(6.57)
The combination of (6.54) and (6.57) gives (6.52), which is the desired result.
Remark 6.5 For K
ρ1
6= α
ρ2
, taking Lemma 6.11 into account, equation (6.24) takes
the form
F ′5(t) ≤
[
ϕx
(
αψx −
∫ t
0
g(t− s)ψx(s)ds
)]x=1
x=0
+ ρ2
∫ 1
0
ψ2t dx+
c
ε1
g(t)
+ 2ε1
∫ 1
0
ϕ2tdx−
K
2
∫ 1
0
(ϕx + ψ)
2dx+ c
(
1 +
1
ε1
)∫ 1
0
u2xtdx
+ c
(
1 +
1
ε1
)∫ 1
0
ψ2xdx−
c
ε1
g′ ◦ ψx + cε1g ◦ ψx + c
ε1
g ◦ ψxt.
(6.58)
Proof of Theorem 6.2. To finalize the proof of Theorem 6.2, we use the same
Lyapunov functional L defined in (6.37). That is
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L(t) := NE(t) + 1
8
F1(t) +N1F2(t) + F3(t) +N2F4(t) + F5(t) + F6(t),
but we use (6.58) instead of (6.24). Following the same steps with the same choice
of the constants (up to (6.40)) as in the proof of Theorem 6.1, we obtain, for all
t ≥ t0,
L′(t) ≤ −k0E(t) + cg ◦ ψx + cg ◦ ψxt + cg(t). (6.59)
By multiplying (6.59) by η(t) and using (A2), we obtain
η(t)L′(t) ≤ −k0η(t)E(t)− cg′ ◦ ψx − cg′ ◦ ψxt − cg′(t), ∀t ≥ t0,
that is
η(t)E(t) ≤ −k2η(t)L′(t)− cg′ ◦ ψx − cg′ ◦ ψxt − cg′(t), ∀t ≥ t0, (6.60)
where k2 =
1
k0
. Integrating (6.60) over [t0, t], we get
∫ t
t0
η(s)E(s)ds ≤ k2
[
η(t0)L(t0)− η(t)L(t) +
∫ t
t0
η′(s)L(s)ds
]
− c
∫ t
t0
g′ ◦ ψx(s)ds− c
∫ t
t0
g′ ◦ ψxt(s)ds+ c, ∀t ≥ t0.
(6.61)
We estimate each terms in (6.61) as follows:
Since η is positive and nonincreasing, and L is positive and equivalent to E (recall
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that E is positive and nonincreasing) , so
η(t0)L(t0) ≤ cE(0) ≤ c, ∀t ≥ t0, (6.62)
−η(t)L(t) +
∫ t
t0
η′(s)L(s)ds ≤ 0, ∀t ≥ t0, (6.63)
Using (6.6), we get
−
∫ t
t0
g′ ◦ ψx(s)ds ≤ − 2
β
∫ t
t0
E ′(s)ds =
2
β
(
E(t0)− E(t)
) ≤ cE(0) ≤ c, ∀t ≥ t0.
(6.64)
Similarly, by using (6.47) and (6.48), we obtain
−
∫ t
t0
g′ ◦ ψxt(s)ds ≤− 2
β
∫ t
t0
E ′(s)ds− 2
∫ t
t0
g(s)
∫ 1
0
ψttψ0xxdxds
≤c− 2
∫ t
t0
g(s)
∫ 1
0
ψttψ0xxdxds, ∀t ≥ t0.
(6.65)
By using Young’s inequality, the last term in (6.65) gives
−
∫ 1
0
ψttψ0xx(x)dx ≤ 1
2
∫ 1
0
ψ2ttdx+
1
2
∫ 1
0
ψ20xxdx. (6.66)
By exploiting (6.46) and (6.48), it follows that
∫ 1
0
ψ2ttdx ≤
2
ρ2β
E(t) ≤ c.
Thus, (6.66) yields
−
∫ 1
0
ψttψ0xx(x)dx ≤ c. (6.67)
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By subsituting (6.67) into (6.65), we get
−
∫ t
t0
g′ ◦ ψxt(s) ≤ c+ c
∫ t
t0
g(s)ds, ∀t ≥ t0,
and by (A1), we obtain
−
∫ t
t0
g′ ◦ ψxt(s) ≤ c+ c(α− l) ≤ c, ∀t ≥ t0. (6.68)
Consequently, using (6.62)–(6.64) and (6.68), we get
∫ t
t0
η(s)E(s)ds ≤ c, ∀t ≥ t0. (6.69)
Since E is nonincreasing, then
E(t)
∫ t
0
η(s)ds ≤
∫ t
0
η(s)E(s)ds =
∫ t0
0
η(s)E(s)ds+
∫ t
t0
η(s)E(s)ds
≤ t0η(0)E(0) + c ≤ c2 ∀t ≥ t0.
Therefore,
E(t) ≤ c2∫ t
0
η(s)ds
∀t ≥ t0,
which is the conclusion of Theorem 6.2.
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CHAPTER 7
TIMOSHENKO-
THERMOELASTIC SYSTEM
WITH SECOND SOUND AND
A DELAY TERM
In this chapter, we consider a Timoshenko-Thermoelastic system with second
sound and delay. More precisely, we study the following one-dimensional problem

ρ1ϕtt −K (ϕx + ψ)x + µϕt(x, t− τ0) = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − bψxx +K (ϕx + ψ) + δθx = 0, x ∈ (0, 1), t > 0,
ρ3θt + qx + δψtx = 0, x ∈ (0, 1), t > 0,
τqt + βq + θx = 0, x ∈ (0, 1), t > 0,
(7.1)
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together with the following the initial, boundary and history conditions

ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), θ(x, 0) = θ0(x) x ∈ (0, 1),
ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), q(x, 0) = q0(x), x ∈ (0, 1),
ϕt(x,−t) = f0(x, t), x ∈ (0, 1), t ∈ (0, τ0),
ϕ(0, t) = ϕ(1, t) = ψx(0, t) = ψx(1, t) = θ(0, t) = θ(1, t) = 0, t ≥ 0,
(7.2)
where ϕ is the transverse displacement of the beam, ψ is the rotation angle of
the filament, θ is the difference temperature, q is the heat flux, the coefficients
ρi, β,K, δ, b, τ are positive constants, µ is a real number, and τ0 > 0 represents the
time delay. This is a thermoelastic system of Timoshenko type with a delay where
the heat flux is given by Cattaneo’s law. The system is subjected to a constant
internal delay, boundary conditions of Neumann-Dirichlect type, initial conditions
ϕ0, ϕ1, ψ0, ψ1, θ0, q0 and history function f0. We investigate system (7.1)-(7.2) and
establish an exponential decay result under a smallness condition on the delay
and the stability number introduced first by Santos et al in [108]. Furthermore,
in the absence of a delay, we prove the polynomial decay result using multiplier
method instead of the semigroup method used in [108].
7.1 Introduction
In 1921, Timoshenko [115] developed a simple model describing the transverse
vibration of a beam. The model is given by a system of coupled hyperbolic
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equations of the form

ρutt = (K (ux − ϕ))x , in (0, L)× (0,∞) ,
Iρϕtt = (EIϕx)x +K (ux − ϕ) , in (0, L)× (0,∞) ,
(7.3)
where t denotes the time variable, x is the space variable along the beam of
length L, in its equilibrium configuration, u is the transverse displacement of the
beam and ϕ is the rotation angle of the filament of the beam. The coefficients
ρ, Iρ, E, I and K are, respectively, the density (the mass per unit length), the
polar moment of inertia of a cross section, Young’s modulus of elasticity, the mo-
ment of inertia of a cross section, and the shear modulus.
The model has been studied by a great number of researchers and various damping
mechanisms have been utilized to stabilize the vibrations. The obtained results
in those work show that the presence of damping terms in both equations leads
to uniform stability (exponential or polynomial) regardless of the values of the
constants ρ, Iρ, E, I and K. This has been demonstrated by Kim and Renardy
[43], Messaoudi and Mustafa [61] and others.
In the case of only one damping in the second equation of (7.3), uniform sta-
bility is obtained for weak solutions if
K
ρ
=
EI
Iρ
. Whereas, in the opposite case(
K
ρ
6= EI
Iρ
)
, a weaker rate of decay is obtained for strong solutions. In this re-
gard, we quote, among others, the work of Soufyane and Wehbe [110], Guesmia
and Messaoudi [26, 27], Rivera and Ferna´ndez Sare [77], Rivera and Racke [78],
Messaoudi and Mustafa [64, 67], Messaoudi and Said-Houari [66].
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For stabilization of Timoshenko systems via heat effect, Rivera and Racke [75]
considered the following system

ρ1utt − σ (ux, ϕ)x = 0,
ρ2ϕtt − bϕxx + k (ux + ϕ) + γθx = 0,
ρ3θt − kθxx + γϕtx = 0.
(7.4)
Under appropriate conditions of σ, ρi, b, k, γ, they proved several exponential decay
results for linearized system in the case of equal wave speeds and non exponential
stability for the case of different wave speeds. Various general stability estimates
for system (7.4) in the linear case were proved in [30] by adding an infinite memory
on the first or second equation. These estimates depend on the regularity of the
initial data and the speeds of wave propagation and allow the kernel to have a
weak decay at infinity, which can be arbitrarily close to 1
t
.
Concerning second sound, Messaoudi et al. [65] studied the following problem

ρ1utt − σ (ux, ϕ)x + µut = 0,
ρ2ϕtt − bϕxx + k (ux + ϕ) + βθx = 0,
ρ3θt + γqx + δϕtx = 0,
τqt + q + κθx = 0,
where (x, t) ∈ (0, L) × (0,∞), and established several exponential decay results
for both linear and nonlinear cases under appropriate conditions on the nonlinear
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function σ.
In 2009, Ferna´ndez Sare and Racke [19] looked into the system

ρ1utt −K (ux + ϕ)x = 0, in (0, 1)× (0,∞)
ρ2ϕtt − bϕxx +
∫ ∞
0
g(s)ϕxx (., t− s) ds+K (ux + ϕ) + βθx = 0, in (0, 1)× (0,∞)
ρ3θt +Kqx + βϕtx = 0, in (0, 1)× (0,∞)
τqt + q +Kθx = 0, in (0, 1)× (0,∞) ,
(7.5)
for g ≡ 0 and for g > 0. They proved in both cases that (7.5) is no longer
exponentially stable even if the propagation speeds are equal
(
K
ρ1
=
b
ρ2
)
and g is
of exponential decay. The results of [19] were generalized in [30] to the case where
g does not converge exponentially to zero. On the other hand, it was proved in
[30] that the uniform stability (exponential, polynomial or others depending on
the growth of g at infinity) holds without any restriction on the parameters if the
infinite memory is considered in the first equation of (7.5).
Very recently, Santos et al. [108] considered (7.5) for g = 0 and introduced a new
stability number
χ =
(
τ − ρ1
Kρ3
)(
ρ2 − bρ1
K
)
− τρ1δ
2
Kρ3
and used the semigroup method to obtain exponential decay result for χ = 0,
and polynomial decay for χ 6= 0 provided that τ − ρ1
Kρ3
> 0. A similar result
was obtained by Said-Houari and Kasimov in [107] by considering the Cauchy
problem for the one-dimensional Timoshenko system coupled with heat conduc-
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tion governed by either the Cattaneo law or the Fourier law. They proved that
heat dissipation alone is sufficient to stabilize the system in both cases and then
concluded that the Timoshenko-Fourier and the Timoshenko-Cattaneo systems
have the same decay rate, which depends on a certain stability number (which
is a function of the parameters of the system) as identified previously by Santos
et al. in [108] for Timoshenko system in a bounded domain.
Introducing a delay term in the internal feedback of Timoshenko system with
second sound makes the problem considered in this chapter different from those
considered so far in the literature. We refer the reader to [45], [104]–[106] for some
related results concerning Timoshenko type system with delay.
The rest of the chapter is organized as follows. The well-posedness of the prob-
lem is considered in section 7.2. We use the multiplier method to establish the
exponential decay of the energy in section 7.3. In section 7.4, we reproduce the
polynomial decay of [108] using the multiplier method instead of the semigroup
method, in the case of absence of delay.
7.2 The Well-posedness of the Problem
In this section, we give the existence and uniqueness result for problem (7.1)-(7.2)
using the semigroup theory. To this end, we first transform (7.1) into an equivalent
problem by introducing, as in all other chapters, a new dependent variable
z(x, ρ, t) = ϕt(x, t− ρτ0), x ∈ (0, 1), ρ ∈ (0, 1), t > 0.
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A simple differentiation shows that z satisfies
τ0zt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ (0, 1), ρ ∈ (0, 1), t > 0.
Consequently, problem (7.1)-(7.2) is equivalent to the following system:

ρ1ϕtt −K (ϕx + ψ)x + µz(x, 1, t) = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − bψxx +K (ϕx + ψ) + δθx = 0, x ∈ (0, 1), t > 0,
ρ3θt + qx + δψtx = 0, x ∈ (0, 1), t > 0,
τqt + βq + θx = 0, x ∈ (0, 1), t > 0,
τ0zt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ (0, 1), ρ ∈ (0, 1), t > 0,
z(x, 0, t) = ϕt(x, t), x ∈ (0, 1), t > 0,
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), θ(x, 0) = θ0(x) x ∈ (0, 1),
ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), q(x, 0) = q0(x), x ∈ (0, 1),
z(x, ρ, 0) = f0(x, ρτ0), x ∈ (0, 1), ρ ∈ (0, 1),
ϕ(0, t) = ϕ(1, t) = ψx(0, t) = ψx(1, t) = θ(0, t) = θ(1, t) = 0,∀t ≥ 0.
(7.6)
Thus, we shall consider problem (7.6) instead of (7.1)-(7.2).
From (7.6)2, (7.6)4 and the boundary conditions, we easily verify that
d2
dt2
(∫ 1
0
ψ(x, t)
)
+
K
ρ2
∫ 1
0
ψ(x, t) = 0 and
d
dt
(∫ 1
0
q(x, t)
)
+
β
τ
∫ 1
0
q(x, t) = 0.
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So, if we set
ψ(x, t) = ψ(x, t)−
(∫ 1
0
ψ0(x)dx
)
cos
√
K
ρ2
t−
√
ρ2
K
(∫ 1
0
ψ1(x)dx
)
sin
√
K
ρ2
t
and
q(x, t) = q(x, t)−
(∫ 1
0
q0(x)dx
)
exp
(
−βt
τ
)
,
then simple substitution shows that (ϕ, ψ, θ, q, z) satisfies equations and the
boundary condition in (7.6). More importantly
∫ 1
0
ψ(x, t)dx = 0 and
∫ 1
0
q(x, t)dx = 0, ∀t ≥ 0.
Hence, the use of Poincare´’s inequality for ψ is justified. From now on, we work
with ψ and q but write ψ and q for convenience. Introducing the vector function
Φ = (ϕ, u, ψ, v, θ, q, z)T , where u = ϕt and v = ψt, system (7.6) can be re-written
as 
Φ′(t) + (A+ B)Φ(t) = 0, t > 0,
Φ(0) = Φ0 = (ϕ0, ϕ1, ψ0, ψ1, θ0, q0, f0)
T ,
(7.7)
where the operator A is defined by
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AΦ =

−u
−K
ρ1
(ϕx + ψ)x +
|µ|
ρ1
u+
µ
ρ1
z(., 1)
−v
− b
ρ2
ψxx +
K
ρ2
(ϕx + ψ) +
δ
ρ2
θx
1
ρ3
qx +
δ
ρ3
vx
β
τ
q +
1
τ
θx
1
τ0
zρ

and the operator B : D(B) = H −→ H is defined by
BΦ = |µ|
ρ1

0
−u
0
0
0
0
0

.
We equally introduce
L2?(0, 1) = {w ∈ L2(0, 1) :
∫ 1
0
w(s)ds = 0}, H1? (0, 1) = H1(0, 1) ∩ L2?(0, 1)
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and
H2? (0, 1) = {w ∈ H2(0, 1) : wx(0) = wx(1) = 0}
and the Hilbert space
H = H10 (0, 1)×L2(0, 1)×H1? (0, 1)×L2?(0, 1)×L2(0, 1)×L2?(0, 1)×L2
(
(0, 1), L2(0, 1)
)
,
equipped with the inner product
(Φ, Φ˜)H =K
∫ 1
0
(ϕx + ψ)
(
ϕ˜x + ψ˜
)
dx+ ρ1
∫ 1
0
uu˜dx+ b
∫ 1
0
ψxψ˜xdx+ ρ2
∫ 1
0
vv˜dx
+ ρ3
∫ 1
0
θθ˜dx+ τ
∫ 1
0
qq˜dx+ τ0|µ|
∫ 1
0
∫ 1
0
zz˜dρdx.
The domain of A is then
D(A) =

Φ ∈ H | ϕ ∈ H2(0, 1) ∩H10 (0, 1), ψ ∈ H2? (0, 1) ∩H1? (0, 1), u, θ ∈ H10 (0, 1),
v, q ∈ H1? (0, 1), zρ ∈ L2 ((0, 1), L2(0, 1)) , z(x, 0) = u(x)
 .
Clearly, D(A) is dense in H.
We have the following existence and uniqueness result:
Theorem 7.1 Let Φ0 ∈ H, then there exists a unique solution Φ ∈ C(R+,H) of
problem (7.7). Moreover, if Φ0 ∈ D(A), then Φ ∈ C(R+, D(A)) ∩ C1(R+,H).
Proof. We use the semigroup approach. So, we prove that A is a maximal
monotone operator and that B is a Lipschitz continuous operator. In what follows
we prove that A is monotone. For any Φ ∈ D(A), we have
155
(AΦ,Φ)H = |µ|
∫ 1
0
u2dx+β
∫ 1
0
q2dx+µ
∫ 1
0
uz(., 1)dx+|µ|
∫ 1
0
∫ 1
0
zzρdρdx. (7.8)
By using Young’s inequality, the third term in the right-hand side of (7.8) gives
−µ
∫ 1
0
uz(., 1)dx ≤ |µ|
2
∫ 1
0
z2(., 1)dx+
|µ|
2
∫ 1
0
u2dx,
which implies that
µ
∫ 1
0
uz(., 1)dx ≥ −|µ|
2
∫ 1
0
z2(., 1)dx− |µ|
2
∫ 1
0
u2dx.
Also, using integration by parts and the fact that z(x, 0) = u(x), the last term in
the right-hand side of (7.8) gives
∫ 1
0
∫ 1
0
zzρdρdx =
1
2
∫ 1
0
z2(., 1)dx− 1
2
∫ 1
0
u2dx.
Consequently, (7.8) yields
(AΦ,Φ)H ≥ β
∫ 1
0
q2dx.
Hence A is monotone. Next, we prove that the operator I +A is surjective.
Given G = (g1, g2, g3, g4, g5, g6, g7)T ∈ H, we prove that there exists Φ ∈ D(A)
satisfying
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(I +A) Φ = G. (7.9)
That is,

−u+ ϕ = g1,
−K (ϕx + ψ)x + (|µ|+ ρ1)u+ µz(., 1) = ρ1g2,
−v + ψ = g3,
−bψxx +K (ϕx + ψ) + δθx + ρ2v = ρ2g4,
qx + δvx + ρ3θ = ρ3g5,
(β + τ) q + θx = τg6,
zρ + τ0z = τ0g7.
(7.10)
Suppose ϕ, ψ and q are given with the appropriate regularity, then (7.10)1, (7.10)3
and (7.10)6 yield
u = ϕ− g1 ∈ H10 (0, 1), (7.11)
v = ψ − g3 ∈ H1? (0, 1) (7.12)
and
θx = τg6 − (β + τ) q ∈ L2?(0, 1), (7.13)
respectively. From (7.13), we define
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θ = τ
∫ x
0
g6dx− (β + τ)
∫ x
0
qdx,
then
θ(0, t) = θ(1, t) = 0.
The seventh equation in (7.10) together with (7.11) and the fact that z(x, 0) =
u(x) yield
z(x, ρ) = ϕ(x)e−τ0ρ − e−τ0ρg1(x) + τ0e−τ0ρ
∫ ρ
0
eτ0sg7(x, s)ds. (7.14)
By using (7.11) – (7.14), it can easily be shown that ϕ, ψ and q satisfy

−K (ϕx + ψ)x + µ˜ϕ = h1 ∈ L2(0, 1),
−bψxx +K (ϕx + ψ) + ρ2ψ − (β + τ) δq = h2 ∈ L2?(0, 1),
−qx + (β + τ) ρ3
∫ x
0
q(y)dy − δψx = h3 ∈ L2(0, 1),
(7.15)
where 
µ˜ = ρ1 + |µ|+ µe−τ0 ,
h1 = µ˜g1 + ρ1g2 − µτ0e−τ0
∫ 1
0
eτ0sg7(x, s)ds,
h2 = ρ2 (g3 + g4)− τδg6,
h3 = −δg3x − ρ3
(
g5 − τ
∫ x
0
g6(y)dy
)
.
The variational formulation corresponding to (7.15) takes the form
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B
(
(ϕ, ψ, q), (ϕ1, ψ1, q1)
)
= F
(
ϕ1, ψ1, q1
)
, (7.16)
where B :
[
H10 (0, 1)×H1? (0, 1)× L2?(0, 1)
]2 −→ R is the bilinear form defined by
B
(
(ϕ, ψ, q), (ϕ1, ψ1, q1)
)
= K
∫ 1
0
(ϕx + ψ) (ϕ1x + ψ1) dx+ (β + τ)
∫ 1
0
qq1dx
+ b
∫ 1
0
ψxψ1xdx+ ρ2
∫ 1
0
ψψ1dx− δ (β + τ)
∫ 1
0
qψ1dx
+ µ˜
∫ 1
0
ϕϕ1dx+ δ (β + τ)
∫ 1
0
ψq1dx
+ ρ3 (β + τ)
2
∫ 1
0
(∫ x
0
q(y)dy
∫ x
0
q1(y)dy
)
dx
and F :
[
H10 (0, 1)×H1? (0, 1)× L2?(0, 1)
] −→ R is the linear functional given by
F
(
ϕ1, ψ1, q1
)
=
∫ 1
0
h1ϕ1dx+
∫ 1
0
h2ψ1dx+
∫ 1
0
h3
∫ x
0
q1(y)dydx.
Now, for V = H10 (0, 1)×H1? (0, 1)× L2?(0, 1) equipped with the norm
‖(ϕ, ψ, q)‖V = ‖ (ϕx + ψ) ‖22 + ‖ϕ‖22 + ‖ψx‖22 + ‖q‖22,
as in chapter 4 (see page 72-75), one can easily show that B and F are bounded.
Furthermore, using integration by parts, we obtain
B
(
(ϕ, ψ, q), (ϕ, ψ, q)
)
= K
∫ 1
0
(ϕx + ψ)
2 dx+ (β + τ)
∫ 1
0
q2dx+ b
∫ 1
0
ψ2xdx
+ρ2
∫ 1
0
ψ2dx+ µ˜
∫ 1
0
ϕ2dx+ ρ3 (β + τ)
2
∫ 1
0
(∫ x
0
q(y)dy
)2
dx
≥ α0‖(ϕ, ψ, q)‖2V ,
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for some α0 > 0. Thus B is coercive. Consequently, by Lax-Milgram Lemma,
system (7.15) has a unique solution
ϕ ∈ H10 (0, 1), ψ ∈ H1? (0, 1) and q ∈ L2?(0, 1).
Moreover, if (ϕ1, q1) ≡ (0, 0) ∈ H10 (0, 1)× L2?(0, 1), then (7.16) reduces to
K
∫ 1
0
(ϕx + ψ)ψ1dx+b
∫ 1
0
ψxψ1xdx+ ρ2
∫ 1
0
ψψ1dx− δ (β + τ)
∫ 1
0
qψ1dx
=
∫ 1
0
h2ψ1dx, ∀ψ1 ∈ H1? (0, 1).
Now, by following the same steps on page 105, we get
bψxx = K (ϕx + ψ) + ρ2ψ − (β + τ) δq − h2 ∈ L2(0, 1),
which solves (7.15)2. Consequently, by the elliptic regularity theory, it follows that
ψ ∈ H2(0, 1) ∩H1? (0, 1).
Furthermore, by following the same steps on page 107, we obtain
ψx(0, t) = ψx(1, t) = 0.
Thus, we get
ψ ∈ H2? (0, 1) ∩H1? (0, 1).
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Similarly, we have
Kϕxx = µ˜ϕ− h1 +Kψx ∈ L2(0, 1)
and
qx = (β + τ) ρ3
∫ x
0
q(y)dy − δψx − h3 ∈ L2(0, 1),
and by the regularity of the elliptic problem, we can conclude that
ϕ ∈ H2(0, 1) ∩H10 (0, 1) and q ∈ H1? (0, 1).
Furthermore, we deduce from (7.11)–(7.13) and (7.14) that
u ∈ H10 (0, 1), v ∈ H1? (0, 1), θ ∈ H10 (0, 1), and z, zρ ∈ L2
(
(0, 1), L2(0, 1)
)
.
It is obvious from (7.11) and (7.14) that z(x, 0) = u(x).
Hence, there exists a unique Φ ∈ D(A) such that (7.9) is satisfied. Therefore, the
operator A is maximal. With this, we conclude that A is a maximal monotone
operator. On the other hand, it is obvious that operator B is Lipschitz continuous
(see similar proof on page 107 in chapter 5). Consequently, A+ B is the infinites-
imal generator of a linear contraction C0 − semigroup on H. Hence, the result of
Theorem 7.1 follows (see [46, 93]).
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7.3 Exponential Decay Result
In this section, we discuss the asymptotic behavior of the solution of problem
(7.6). We define the energy functional
E(t) =
1
2
∫ 1
0
[
ρ1ϕ
2
t + ρ2ψ
2
t + ρ3θ
2 + bψ2x +K (ϕx + ψ)
2 + τq2
]
dx
+
|µ|τ0
2
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx.
(7.17)
The following theorem is the main result of this section:
Theorem 7.2 Let (ϕ, ψ, θ, q, z) be the solution of (7.6) and assume that
ξ =
(
τ − ρ1
Kρ3
)(ρ2
b
− ρ1
K
)
− τρ1δ
2
bKρ3
= 0. (7.18)
Then, for small |µ|, the energy functional (7.17) satisfies
E(t) ≤ c0e−c1t, ∀t ≥ 0, (7.19)
where c0 and c1 are two positive constants.
To establish the proof of Theorem 7.2, we need several lemmas.
Lemma 7.1 Let (ϕ, ψ, θ, q) be the solution of (7.6). Then the energy functionals,
defined by (7.17), satisfies
E ′(t) = −β
∫ 1
0
q2dx+ |µ|
∫ 1
0
ϕ2t ∀t ≥ 0. (7.20)
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Proof. A simple multiplication of (7.6)1, (7.6)2, (7.6)3 and (7.6)4, by ϕt, ψt, θ
and q, respectively, and integration over (0, 1), using integration by parts and the
boundary conditions, yield
1
2
d
dt
{∫ 1
0
ρ1ϕ
2
tdx+K
∫ 1
0
(ϕx + ψ)
2 dx+ ρ2
∫ 1
0
ψ2t dx+ b
∫ 1
0
ψ2xdx
+ ρ3
∫ 1
0
θ2dx+ τ
∫ 1
0
q2dx
}
= −β
∫ 1
0
q2dx− µ
∫ 1
0
ϕtz(x, 1, t)dx.
(7.21)
Now, multiplying (7.6)5 by |µ|z and integrating over (0, 1)×(0, 1), bearing in mind
(7.6)6 , we obtain
|µ|τ0
2
d
dt
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx =
|µ|
2
∫ 1
0
ϕ2tdx−
|µ|
2
∫ 1
0
z2(x, 1, t)dx. (7.22)
Equation (7.20) follows by the combination of (7.21)-(7.22) and the use of Young’s
inequality.
Remark 7.1 It is obvious from (7.20) that the energy E is not decreasing in
general. Thus, system (7.6) is not necessarily dissipative.
Lemma 7.2 Let (ϕ, ψ, θ, q, z) be the solution of (7.6). Then the functional
F1(t) := −
∫ 1
0
[ρ1ϕtϕ+ ρ2ψtψ] dx
satisfies, for all ε1 > 0, the estimate
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F ′1(t) ≤ −ρ1
∫ 1
0
ϕ2tdx− ρ2
∫ 1
0
ψ2t dx+ c
(
1 +
µ2
ε1
)∫ 1
0
(ϕx + ψ)
2 dx
+ c
(
1 +
µ2
ε1
)∫ 1
0
ψ2xdx+ c
∫ 1
0
θ2dx+ ε1
∫ 1
0
z2(x, 1, t)dx.
(7.23)
Proof. Direct computations, using the (7.6)1 and (7.6)2, give
F ′1(t) = −ρ1
∫ 1
0
ϕ2tdx− ρ2
∫ 1
0
ψ2t dx+ b
∫ 1
0
ψ2xdx+K
∫ 1
0
(ϕx + ψ)
2 dx
− δ
∫ 1
0
ψxθdx+ µ
∫ 1
0
ϕz(x, 1, t)dx.
By using Young’s inequality, for ε1 > 0 and the fact that
∫ 1
0
ϕ2xdx ≤ 2
∫ 1
0
(ϕx + ψ)
2 dx+ 2
∫ 1
0
ψ2xdx, (7.24)
the conclusion of Lemma 7.2 follows.
Lemma 7.3 Let (ϕ, ψ, θ, q, z) be the solution of (7.6). Then the functional
F2(t) := −ρ2ρ3
δ
∫ 1
0
θ
(∫ x
0
ψt(y, t)dy
)
dx
satisfies, for all ε2 > 0, the estimate
F ′2(t) ≤ −
ρ2
2
∫ 1
0
ψ2t dx+2ε2
∫ 1
0
ψ2xdx+ ε2
∫ 1
0
(ϕx + ψ)
2 dx
+ c
(
1 +
1
ε2
)∫ 1
0
θ2dx+ c
∫ 1
0
q2dx.
(7.25)
Proof. Taking the derivative of F2, using (7.6)2, (7.6)3 and recalling that ψ
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stands for ψ, it easily follows that
F ′2(t) = −ρ2
∫ 1
0
ψ2t dx−
ρ2
δ
∫ 1
0
qψtdx− bρ3
δ
∫ 1
0
θψxdx+
Kρ3
δ
∫ 1
0
θϕdx
+ ρ3
∫ 1
0
θ2dx+
Kρ3
δ
∫ 1
0
θ
(∫ x
0
ψ(y, t)dy
)
dx.
By exploiting Cauchy-Schwarz, Poincare´’s and Young’s inequalities, for ε2 > 0,
we obtain
F ′2(t) ≤ −
ρ2
2
∫ 1
0
ψ2t dx+ε2
∫ 1
0
ψ2xdx+
ε2
2
∫ 1
0
ϕ2xdx
+ c
(
1 +
1
ε2
)∫ 1
0
θ2dx+ c
∫ 1
0
q2dx.
Estimate (7.25) is established thanks to (7.24),
Lemma 7.4 Let (ϕ, ψ, θ, q, z) be the solution of (7.6). Then the functional
F3(t) := ρ2
∫ 1
0
ψψt − ρ1
∫ 1
0
ϕt
(∫ x
0
ψ(y, t)dy
)
dx
satisfies, for all ε3 > 0, the estimate
F ′3(t) ≤ −
b
2
∫ 1
0
ψ2xdx+ε3
∫ 1
0
ϕ2tdx+ c
(
1 +
1
ε3
)∫ 1
0
ψ2t dx
+ c
∫ 1
0
θ2dx+
µ2
b
∫ 1
0
z2(x, 1, t)dx.
(7.26)
Proof. A simple differentiation of F3, using (7.6)1 and (7.6)2, gives
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F ′3(t) = −b
∫ 1
0
ψ2xdx+ρ2
∫ 1
0
ψ2t dx+ δ
∫ 1
0
ψxθdx− ρ1
∫ 1
0
ϕt
(∫ x
0
ψt(y, t)dy
)
dx
+ µ
∫ 1
0
z(x, 1, t)
(∫ x
0
ψ(y, t)dy
)
dx.
By recalling Cauchy-Schwarz, Poincare´’s and Young’s inequalities, for ε3 > 0,
estimate (7.26) is established.
Lemma 7.5 Let (ϕ, ψ, θ, q, z) be the solution of (7.6). Then the functional
F4(t) := τρ3
∫ 1
0
θ
(∫ x
0
q(y, t)dy
)
dx
satisfies, for all ε4 > 0, the estimate
F ′4(t) ≤ −
ρ3
2
∫ 1
0
θ2dx+ ε4
∫ 1
0
ψ2t dx+ c
(
1 +
1
ε4
)∫ 1
0
q2dx. (7.27)
Proof. Differentiation of F4, then using (7.6)3, (7.6)4, integration by parts and
using the fact that
∫ 1
0
q(x, t)dx = 0 (it is to be noted that we are working with q)
give
F ′4(t) = −ρ3
∫ 1
0
θ2dx+ τ
∫ 1
0
q2dx+ τδ
∫ 1
0
qψtdx− βρ3
∫ 1
0
θ
(∫ x
0
q(y, t)dy
)
dx.
Consequently, (7.27) follows by using Cauchy-Schwarz and Young’s inequalities
for any ε4 > 0.
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Next, we define another functional bearing in mind the definition of ξ as given in
(7.18).
Lemma 7.6 Let (ϕ, ψ, θ, q, z) be the solution of (7.6) and assume that ξ = 0.
Then the functional
F5(t) :=
τρ2
K
∫ 1
0
ψt (ϕx + ψ) dx+
bτρ1
K2
∫ 1
0
ϕtψxdx− bτρ3
δK
(ρ2
b
− ρ1
K
)∫ 1
0
θϕtdx
+
bτ
δK
(ρ2
b
− ρ1
K
)∫ 1
0
q (ϕx + ψ) dx
satisfies, for all ε5 > 0, the estimate
F ′5(t) ≤ −
τ
2
∫ 1
0
(ϕx + ψ)
2 dx+ ε5
∫ 1
0
z2(x, 1, t)dx
+ c
(∫ 1
0
ψ2t dx+
∫ 1
0
q2dx+
µ2
ε5
∫ 1
0
ψ2xdx+
µ2
ε5
∫ 1
0
θ2dx
)
.
(7.28)
Proof. A simple differentiation of F5 gives
F ′5(t) =
τρ2
k
∫ 1
0
ψtt (ϕx + ψ) dx− bτρ3
δK
(ρ2
b
− ρ1
K
)∫ 1
0
θϕttdx
+
τρ2
K
∫ 1
0
ψ2t dx+
bτρ1
K2
∫ 1
0
ϕttψxdx+
bτ
δK
(ρ2
b
− ρ1
K
)∫ 1
0
qt (ϕx + ψ) dx
+
bτ
δK
(ρ2
b
− ρ1
K
)∫ 1
0
qϕxtdx+
bτ
δK
(ρ2
b
− ρ1
K
)∫ 1
0
qψtdx
− bτρ3
δK
(ρ2
b
− ρ1
K
)∫ 1
0
θtϕtdx− bτ
K
(ρ2
b
− ρ1
K
)∫ 1
0
ϕtψxtdx.
(7.29)
Now, we work out the terms in the right-hand side of (7.29), using integration by
parts and the equations in (7.6).
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ρ2
∫ 1
0
ψtt (ϕx + ψ) dx = −K
∫ 1
0
(ϕx + ψ)
2 dx+ b
∫ 1
0
ψxx (ϕx + ψ) dx
− δ
∫ 1
0
θx (ϕx + ψ) dx,
(7.30)
−
∫ 1
0
θϕttdx =
K
ρ1
∫ 1
0
θx (ϕx + ψ) dx+
µ
ρ1
∫ 1
0
θz(x, 1, t)dx, (7.31)
ρ1
∫ 1
0
ϕttψxdx = −K
∫ 1
0
ψxx (ϕx + ψ) dx− µ
∫ 1
0
ψxz(x, 1, t)dx, (7.32)
τ
∫ 1
0
qt (ϕx + ψ) dx = −β
∫ 1
0
q (ϕx + ψ) dx−
∫ 1
0
θx (ϕx + ψ) dx (7.33)
and
−ρ3
∫ 1
0
θtϕtdx = −
∫ 1
0
qϕxtdx+ δ
∫ 1
0
ϕtψxtdx. (7.34)
The subsitution of (7.30)–(7.34) into (7.29), gives
F ′5(t) = −τ
∫ 1
0
(ϕx + ψ)
2 dx+
τρ2
K
∫ 1
0
ψ2t dx+
bτ
δK
(ρ2
b
− ρ1
K
)∫ 1
0
qψtdx
− bβ
δK
(ρ2
b
− ρ1
K
)∫ 1
0
q (ϕx + ψ) dx− µbτ
K2
∫ 1
0
ψxz(x, 1, t)dx
+
µbτρ3
Kδρ1
(ρ2
b
− ρ1
K
)∫ 1
0
θz(x, 1, t)dx
+
bρ3
δρ1
[(
τ − ρ1
Kρ3
)(ρ2
b
− ρ1
K
)
− τρ1δ
2
bKρ3
] ∫ 1
0
θx (ϕx + ψ) dx.
(7.35)
By recalling that ξ = 0 and using Young’s inequality, for ε5 > 0, (7.28) follows.
Lemma 7.7 Let (ϕ, ψ, θ, q, z) be the solution of (7.6). Then the functional
F6(t) := τ0
∫ 1
0
∫ 1
0
e−τ0ρz2(x, ρ, t)dρdx
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satisfies, for some positive constant m0, the estimate
F ′6 ≤ −m0
(∫ 1
0
z2(x, 1, t)dx+ τ0
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx
)
+
∫ 1
0
ϕ2tdx. (7.36)
Proof. See the proof of Lemma 3.4 on page 45.
Next, we define a Lyapunov functional L and show that it is equivalent to the
energy functional E.
Lemma 7.8 For N sufficiently large, the functional defined by
L(t) := NE(t) + F1(t) +N1F2(t) +N2F3(t) +N3F4(t) +N4F5 + ρ1
2
F6, (7.37)
where Ni are positive real numbers to be chosen appropriately later, satisfies
α1E(t) ≤ L(t) ≤ α2E(t), ∀t ≥ 0, (7.38)
for two positive constants α1 and α2.
Proof. The lemma is established by following the same steps enumerated in the
proof of Lemma 3.6 (see page 50).
Proof of Theorem 7.2.
We differentiate (7.37) and recall (7.20), (7.23), (7.25)–(7.28) and (7.36) to obtain
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L′(t) ≤ −
[
βN − cN1 − cN3
(
1 +
1
ε4
)
− cN4
] ∫ 1
0
q2dx
−
[
ρ1
2
− ε3N2 − |µ|N
] ∫ 1
0
ϕ2tdx−
ρ1m0τ0
2
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx
−
[
ρ2
2
N1 + ρ2 − ε4N3 − cN2
(
1 +
1
ε3
)
− cN4
] ∫ 1
0
ψ2t dx
−
[
b
2
N2 − 2ε2N1 − c
(
1 +
µ2
ε1
)
− cµ
2
ε5
N4
] ∫ 1
0
ψ2xdx
−
[
ρ3
2
N3 − c− cN1
(
1 +
1
ε2
)
− cN2 − cµ
2
ε5
N4
] ∫ 1
0
θ2dx
−
[
τ
2
N4 − ε2N1 − c
(
1 +
µ2
ε1
)]∫ 1
0
(ϕx + ψ)
2 dx
−
[
ρ1m0
2
− ε1 − ε5N4 − µ
2
b
N2
] ∫ 1
0
z2(x, 1, t)dx.
Now, we need to choose carefully our constants. We set
ε3 =
ρ1
4N2
, ε4 =
ρ2
N3
, ε2 =
τN4
4N1
, ε1 =
m0ρ1
4
and ε5 =
ρ1m0
8N4
.
This choice yields
L′(t) ≤ −
[
βN − cN1 − cN3 (1 +N3)− cN4
] ∫ 1
0
q2dx
−
[
ρ2
2
N1 − cN2 (1 +N2)− cN4
] ∫ 1
0
ψ2t dx
−
[
b
2
N2 − c
(
1 + µ2
)− cN4 (1 + µ2N4) ] ∫ 1
0
ψ2xdx
−
[
ρ3
2
N3 − c− cN1
(
1 +
N1
N4
)
− cN2 − cµ2N24
] ∫ 1
0
θ2dx
−
[τ
4
N4 − c
(
1 + µ2
)] ∫ 1
0
(ϕx + ψ)
2 dx−
[
ρ1
4
− |µ|N
] ∫ 1
0
ϕ2tdx
170
−
[
ρ1m0
8
− µ
2
b
N2
] ∫ 1
0
z2(x, 1, t)dx− ρ1m0τ0
2
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx.
At this point, we choose N4 large enough so that
k1 =
τ
4
N4 − c > 0,
then we choose N2 large enough so that
k2 =
b
2
N2 − c− cN4 > 0,
then we choose N1 large enough so that
k3 =
ρ2
2
N1 − cN2 (1 +N2)− cN4 > 0,
then we choose N3 large enough so that
k4 =
ρ3
2
N3 − c− cN1
(
1 +
N1
N4
)
− cN2 > 0,
then we choose N large enough (even larger) so that (7.38) remains valid and,
furthermore,
k5 = βN − cN1 − cN3 (1 +N3)− cN4 > 0.
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L′(t) ≤ − k5
∫ 1
0
q2dx− k3
∫ 1
0
ψ2t dx−
[
k2 − cµ2
] ∫ 1
0
ψ2xdx
− [k1 − cµ2] ∫ 1
0
(ϕx + ψ)
2 dx− ρ1m0τ0
2
∫ 1
0
∫ 1
0
z2(x, ρ, t)dρdx
−
[ρ1
4
− c|µ|
] ∫ 1
0
ϕ2tdx−
[
k4 − cµ2
] ∫ 1
0
θ2dx
−
[ρ1m0
8
− cµ2
] ∫ 1
0
z2(x, 1, t)dx.
Finally, by taking |µ| so small that
k1 − cµ2 > 0, k2 − cµ2 > 0, k4 − cµ2 > 0, ρ1
4
− c|µ| > 0, ρ1m0
8
− cµ2 > 0,
and using (7.17), we get
L′(t) ≤ −c2E(t), ∀t > 0, (7.39)
where c2 is a positive constant.
A combination of (7.38) and (7.39) gives
L′(t) ≤ −c1L(t), ∀t > 0, (7.40)
where c1 =
c2
α2
. A simple integration of (7.39) over (0, t) yields
L(t) ≤ L(0)e−c1t, ∀t > 0. (7.41)
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Thus, using (7.38) and (7.41), the conclusion of Theorem 7.2 follows.
Remark 7.2 As in Pignotti [95], one can consider the auxiliary problem

ρ1ϕtt −K (ϕx + ψ)x + |µ|ϕt + µϕt(x, t− τ0) = 0, x ∈ (0, 1), t > 0
ρ2ψtt − bψxx +K (ϕx + ψ) + δθx = 0, x ∈ (0, 1), t > 0
ρ3θt + qx + δψtx = 0, x ∈ (0, 1), t > 0
τqt + βq + θx = 0, x ∈ (0, 1), t > 0
ϕt(x,−t) = f0(x, t), x ∈ (0, 1), t ∈ (0, τ)
ϕ(0, t) = ϕ(1, t) = ψx(0, t) = ψx(1, t) = θ(0, t) = θ(1, t) = 0, ∀t ≥ 0
(7.42)
and establish an exponential decay result by either repeating the above calcula-
tions (noting that the energy for (7.42) is dissipative) or by applying the semigroup
theory as in Santos et al. [108]. Then our problem (7.1) can be regarded as a
bounded perturbation of the auxiliary problem (7.42). Consequently, the stability
result will also hold for our problem, for µ small enough (See Pazy [93], chapter
III).
7.4 Polynomial Decay Result (for µ = 0, ξ 6= 0)
In this section, we establish the polynomial decay result for system (7.1) and (7.2)
when µ = 0, using the multiplier method instead of the semigroup method used
in [108]. Therefore, we consider the following problem:
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
ρ1ϕtt −K (ϕx + ψ)x = 0, x ∈ (0, 1), t > 0,
ρ2ψtt − bψxx +K (ϕx + ψ) + δθx = 0, x ∈ (0, 1), t > 0,
ρ3θt + qx + δψtx = 0, x ∈ (0, 1), t > 0,
τqt + βq + θx = 0, x ∈ (0, 1), t > 0,
ϕ(0, t) = ϕ(1, t) = ψx(0, t) = ψx(1, t) = θ(0, t) = θ(1, t) = 0, ∀t ≥ 0.
(7.43)
The first-order energy functional for the solution of problem (4.1), is given by
E1(t) =
1
2
∫ 1
0
[
ρ1ϕ
2
t + ρ2ψ
2
t + ρ3θ
2 + bψ2x +K (ϕx + ψ)
2 + τq2
]
dx. (7.44)
Furthemore, for any strong solution, we define the second-order energy functional
E2(t) =
1
2
∫ 1
0
[
ρ1ϕ
2
tt + ρ2ψ
2
tt + ρ3θ
2
t + bψ
2
tx +K (ϕtx + ψt)
2 + τq2t
]
dx. (7.45)
It is very easy to verify that the energy functionals defined by (7.44) and (7.45),
satisfy,
E ′1(t) = −β
∫ 1
0
q2dx, ∀t ≥ 0 (7.46)
and
E ′2(t) = −β
∫ 1
0
q2t dx, ∀t ≥ 0. (7.47)
The following theorem is the main result of this section:
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Theorem 7.3 Let (ϕ, ψ, θ, q) be the strong solution of (4.1) and assume that
ξ =
(
τ − ρ1
Kρ3
)(ρ2
b
− ρ1
K
)
− τρ1δ
2
bKρ3
6= 0. (7.48)
Then there exists a positive constant λ0 such that the energy functional (7.44)
satisfies,
E1(t) ≤ λ0
t
, ∀t > 0. (7.49)
As in (7.37), we define a Lyapunov functional L as follows:
L (t) := N(E1(t)+E2(t))+F1(t)+N1F2(t)+N2F3(t)+N3F4(t)+N4F5(t), (7.50)
where Fi, i = 1− 5, remain as defined in Lemma 7.2–Lemma 7.6 but with deriva-
tives given as
F ′1(t) ≤ −ρ1
∫ 1
0
ϕ2tdx− ρ2
∫ 1
0
ψ2t dx+ c
∫ 1
0
(ϕx + ψ)
2 dx+ c
∫ 1
0
ψ2xdx+ c
∫ 1
0
θ2dx,
(7.51)
F ′2(t) ≤ −
ρ2
2
∫ 1
0
ψ2t dx+2ε2
∫ 1
0
ψ2xdx+ ε2
∫ 1
0
(ϕx + ψ)
2 dx
+ c
(
1 +
1
ε2
)∫ 1
0
θ2dx+ c
∫ 1
0
q2dx,
(7.52)
F ′3(t) ≤ −
b
2
∫ 1
0
ψ2xdx+ ε3
∫ 1
0
ϕ2tdx+ c
(
1 +
1
ε3
)∫ 1
0
ψ2t dx+ c
∫ 1
0
θ2dx, (7.53)
F ′4(t) ≤ −
ρ3
2
∫ 1
0
θ2dx+ ε4
∫ 1
0
ψ2t dx+ c
(
1 +
1
ε4
)∫ 1
0
q2dx (7.54)
and
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F ′5(t) ≤ −
τ
2
∫ 1
0
(ϕx + ψ)
2 dx+ c
(∫ 1
0
ψ2t dx+
∫ 1
0
q2dx+
∫ 1
0
q2t dx
)
. (7.55)
Estimates (7.51)–(7.55) can easily be obtained by following the steps in the proof
of Lemma 7.2–Lemma 7.6. For example, (7.55) easily follows from (7.35) by using
Young’s inequality and the fact that
∫ 1
0
θ2xdx ≤ c
(∫ 1
0
q2dx+
∫ 1
0
q2t dx
)
,
thanks to (7.43)4.
Remark 7.3 It is important to note that L 6∼ E1. In other words, (7.38) no
longer holds.
Proof of Theorem 7.3. To finalize the proof of Theorem 7.3, we differentiate the
Lyapunov functional L (t) defined in (7.50) and use (7.46)–(7.47), (7.51)–(7.55),
to obtain
L ′(t) ≤ −
[
βN − cN1 − cN3
(
1 +
1
ε4
)
− cN4
] ∫ 1
0
q2dx−
[
βN − cN4
] ∫ 1
0
q2t dx
−
[
ρ2
2
N1 + ρ2 − ε4N3 − cN2
(
1 +
1
ε3
)
− cN4
] ∫ 1
0
ψ2t dx
−
[
ρ1 − ε3N2
] ∫ 1
0
ϕ2tdx−
[
b
2
N2 − 2ε2N1 − c
] ∫ 1
0
ψ2xdx
−
[
ρ3
2
N3 − c− cN1
(
1 +
1
ε2
)
− cN2
] ∫ 1
0
θ2dx
−
[τ
2
N4 − ε2N1 − c
] ∫ 1
0
(ϕx + ψ)
2 dx.
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As in the proof of Theorem 7.1, we set
ε2 =
τN4
4N1
, ε3 =
ρ1
4N2
and ε4 =
ρ2
N3
.
This choice yields
L ′(t) ≤ −
[
βN − cN1 − cN3 (1 +N3)− cN4
] ∫ 1
0
q2dx−
[
βN − cN4
] ∫ 1
0
q2t dx
−
[
ρ2
2
N1 − cN2 (1 +N2)− cN4
] ∫ 1
0
ψ2t dx−
3ρ1
4
∫ 1
0
ϕ2tdx
−
[
b
2
N2 − τN4
2
− c
] ∫ 1
0
ψ2xdx−
[τ
4
N4 − c
] ∫ 1
0
(ϕx + ψ)
2 dx
−
[
ρ3
2
N3 − c− cN1
(
1 +
N1
N4
)
− cN2
] ∫ 1
0
θ2dx.
In addition to the same choice of N and Ni (i = 1, ..., 5) as in the proof of Theorem
7.1, we further choose N large enough so that
βN − cN4 > 0.
Thus, we get
L ′(t) ≤ −λ1E1(t) ∀t > 0, (7.56)
where λ1 is a positive constant. A simple integration of (7.56) over (0, t), recalling
that E1 is nonincreasing, yields
tE1(t) ≤
∫ t
0
E1(s)ds ≤ 1
λ1
(L (0)−L (t)) ≤ L (0)
λ1
.
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Finally, for λ0 =
L (0)
λ1
= E1(0)+E2(0)
λ1
, we have
E1(t) ≤ λ0
t
∀t > 0,
which completes the proof.
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