The RooFitUnfold package provides a common framework to evaluate and use different unfolding algorithms, side-by-side. It currently provides implementations or interfaces for the Iterative Bayes, Singular Value Decomposition, TUnfold and Gaussian Processes unfolding methods, as well as bin-by-bin and matrix inversion methods. The RooFitUnfold package provides covariance matrix evaluation, bias calculations and multidimensional unfolding. This paper focusses on the treatment of uncertainties in unfolding analyses. A statistical comparison of different unfolding techniques is included.
Introduction
Measurements depend on the underlying physics processes as well as on the properties of the detector. The term unfolding is used to describe methods which remove the influence of the detector, such that cross sections or similar properties can be reported that do not depend on the apparatus. The measurement as performed with the detector is referred to as the reconstructed level, since the effect of the detector is reconstructed for the theory that is tested. The unfolded measurement, which reports properties independent of the detector, is referred to as the particle level or truth level, since no corrections have to be made to the theory predictions to compare to the data. This paper focusses on the treatment of uncertainties in unfolding analyses as implemented in the unfolding package in RooFit [10] . The implementation of unfolding is based on the RooUnfold package [2] . This paper also includes a short statistical comparison of the different unfolding techniques currently included in the RooFitUnfold package.
Overview of unfolding methods
Consider a counting experiment where a histogram of some distribution x has M bins.μ represents the expectation value of the number of entries in bin i of the histogram. So it progresses for the true histogram; µ T ot = i µ i and p(x|i) = p i = µ i /µ T ot . The goal of this problem is not to estimate the parameters θ that parametrise f (x|θ) but instead the µ i parameters for each binμ = (µ 1 , ..., µ M ). This is not trivial because of fluctuations caused by the act of the measurement itself. Each observation, binned or unbinned, is characterised by a unknown underlying value which is our function x which we are interested in and a measured value y obtained by the experiment
where R(y|x) is the response function if y and x are the pdfs represented by histograms. When considering a binned distribution, the response function R(y|x) can be written in the form of a matrix. Unfolding problems are considered ill defined estimators because the information lost in the measurement, such as smearing, inefficiencies and noise, cannot be correctly inferred. When attempts are made to unfold these high frequency components, small fluctuation in the data can produce arbitrarily large contributions to the prediction. Regularisation imposes a degree of smoothing to the unfolding in order to limit the effect of high frequency contributions on the predicted distribution.
Iterative Bayes
The RooUnfoldBayes algorithm uses the method described by D'Agostini in [4] . An iterative procedure is used to invert the response matrix in which each step can be considered as an application of Bayes' theorem but is not explicitly so. In other fields this algorithm is known as Richardson-Lucy deconvolution and is typical of truncated expectation maximisation algorithms whereby the iterations are stopped before reaching the maximum likelihood estimator. [5] RooUnfoldBayes takes the truth distribution as its initial prior and the regularisation strength corresponds to the number of iterations performed.
IDS -Iterative dynamically stabilized
The iterative, dynamically stabilized (IDS) unfolding method [7] is based on the idea that if the Monte Carlo dataset (MC) describes the shape of the data spectrum well, the MC transfer matrix can be used for deriving an unfolding probability matrix. The shape of the truth MC is iteratively improved, through a reweighting using the unfolding result at each intermediate step.
The regularisation method is based on the statistical significance of the data-MC differences in each bin. The IDS regularisation method does not impose global constraints on the shape of the unfolded distributions. This allows to have a small bias on the unfolded spectrum.
SVD -Singular Value decomposition
RooUnfoldSvd provides an interface to the TSVDUnfold class implemented in ROOT by Tackmann [6] , which uses the method of Höcker and Kartvelishvili [9] . Singular Value Decomposition is used to express the detector response as a linear series of coefficients. Regularisation is applied in the form of a truncation of this series in order to remove contributions with a small singular value, s 2 i → s 2 i /(s 2 i +s 2 k ), where the kth singular value defines the cut-off, which correspond to high-frequency fluctuations.
TUnfold
RooUnfoldTUnfold provides an interface to the TUnfold method implemented in ROOT by Schmitt [8] . TUnfold performs a matrix inversion with 0-, 1-, or 2-order polynomial regularisation of neighbouring bins. RooUnfold automatically takes care of packing 2D and 3D distributions and creating the appropriate regularisation matrix required by TUnfold. TUnfold can automatically determine an optimal regularisation parameter (τ ) by scanning the 'L-curve' of log 10 χ 2 vs log 10 τ .
GP -Gaussian Processes
An estimator is defined for the underlying truth distribution as the mode of the posterior using Bayesian regression. For distributions that approximate a Gaussian, the estimator is equivalent to the mean function of a Gaussian Process (GP) conditioned on the maximum likelihood estimator. The kernel function of the GP introduces regularisation, which has a natural interpretation as the covariance of the underlying distribution. This approach allows for the regularisation to be informed by prior knowledge of the underlying distribution, and for it to be varied along the spectrum [3] .
Unregularised
These methods are not generally recommended since they risk biases from the MC mode and/or can give large bin-bin correlations and magnify statistical fluctuations.
Bin-by-bin
The bin-by-bin method defines 'correction factors' for each bin, to be applied to the background-subtracted data. RooUnfoldBinByBin, which applies MC correction factors with no inter-bin migration.
RooUnfoldInvert
The simplest possible case of matrix unfolding is defined for equal number of bins on detector level and on particle level, m = n. In this case, the matrix is square and can be inverted. RooUnfoldInvert, which performs unregularised matrix inversion with singular value removal (TDecompSVD)
Statistical handling of uncertainties
There are four principal sources of uncertainties affecting an unfolded distribution:
1. Inherent statistical uncertainties due to the limited size of the dataset being unfolded, modelled with Poisson-constrained nuisance parameters γ Data .
2. Statistical uncertainties arising from the limited size of the Monte Carlo samples used for the performed analysis, modelled with Poisson-constrained nuisance parameters γ MC .
3. Systematic uncertainties affecting the detector response, modelled with nuisance parameters θ exp .
4. Theory uncertainties affecting the underlying physics model, modelled with nuisance parameters θ theory .
The statistical uncertainties on data are straight-forward in the sense that they are completely uncorrelated with any of the other sources, affecting only the argument of the unfolding function, not the function itself. Their effect on the unfolded result can easily and precisely be estimated with toy datasets or Gaussian error propagation, ignoring any and all other sources of uncertainties. Since the dataset to be unfolded can be the result of a likelihood fit or a background subtraction, all of these types of uncertainties can affect the dataset to be unfolded, not only the unfolding function itself. The unfolding function is derived from the detector response R(x, y) through an inversion of a probability matrix populated by the simulated response of the detector on MC events. Any regularisation is applied to this inversion. Hence, these uncertainties can be modelled by considering the effect they have on the detector response, and propagating their effects onto the unfolding function. As the same uncertainties can affect both the detector response and the reconstructed-level background-subtracted data estimates, they need to be treated in a coherent way, taking into account their simultaneous effects on the unfolding function and the data to be unfolded, as well as the correlations of these uncertainties found in the analysis of the reconstructed-level data. Uncertainty bands on the unfolded result can then be acquired by Gaussian error propagation or toy sampling. The unfolding of some reconstructed-level distribution f reco (y) to some truthlevel distribution f true (x) can be described as a functional Unf y→x . Taking into account the parametrisations of all of these uncertainties given above, one can write
where f reco (y) could for example be given as
where the γ Data and their uncertainties are simply given by the measured event counts in observed data, assuming a Poisson-distribution. The values and uncertainties of the γ MC , θ exp , and θ theory could be derived by means of auxiliary measurements conducted independently. When unfolding the results of a likelihood fit including the signal to be unfolded, one can alternatively use
where the values and uncertainties of γ MC , θ exp , and θ theory are now obtained from the likelihood fit. Here, the newly introduced unconstrained parameters of interest µ are assumed to be able to capture any discrepancy between the data and the model, absorbing the uncertainties from data and thus replacing the γ Data in (2).
Statistical comparison of methods
There are two main uncertainties that need to be considered when comparing different methods. Firstly the uncertainty of the measurement itself. This includes the statistics of the data sample, the precision of the particle level prediction, as well as any other measurement uncertainties such as detector uncertainties. These uncertainties can either effect the shape or the normalisation of the considered distribution. The treatment of these uncertainties is explained in section 3
The second uncertainty that needs to be considered is the possible bias introduced in the measurement. The bias is defined as
where E[µ] is the expectation value of the considered parameter and µ truth is the value of the considered parameter as predicted by theory on truth level. The bias can be estimated by performing the unfolding on an Asimov dataset created at the reconstruction level. For a more accurate calculation of the bias, the following procedure is performed. First the uncertainties are taken truth level from the unfolded Asimov dataset. Toys are thrown in each bin around the Asimov truth values based on the full uncertainty. These toys are called level 1 toys. For each level 1 toy further toys are thrown, called level 2 toys. Each of the level 2 toys is folded and then unfolded with the chosen unfolding method. The bias for each level 2 toy is calculated as
where the truth refers to the value of the level 1 toy at truth level from which the level 2 toy is thrown and ref old refers to the value of the level 2 toy after folding and unfolding. The bias of each bin in the distribution that is being unfolding is the average over all bias l2 . A bimodal distribution is used as an example to compare the statistical power and the bias of the different unfolding methods introduced in section 2.
Bimodal example
The 
The generated values of the above probability distribution is used to fill the histogram.
To show the impact of systematic effects on unfolding two parameters in the data generation model were varied. The first nuisance parameter is the p.d.f. fraction f of the two Gaussian p.d.f.'s that are used to build the bimodal model.
The second nuisance parameter is the standard deviation σ of the Gaussian smearing function. To model the detector resolution, the truth values generated with the bimodal model get a smearing term added generated with this Gaussian smearing function.
∆η reco = ∆η truth + ∆η smear .
The Gaussian smearing function is a p.d.f. defined as
with bias term b = 0.2. Both parameters f and σ are varied up and down around a nominal value to create additional truth and reconstructed distributions. Distributions were created according to the parameter value combinations shown in Table 1 . The results at truth level for different methods is shown in Figure 2 . The corresponding biases are shown in Figure 3 . When choosing an unfolding method and, in the case of a regularised method, the depth or number of steps taken in the regularisation, it is important to look at both the errors on the unfolding of the results as well as the bias.
To show the affect of choosing different regularisation strengths, Figure 4 shows a comparison for different levels of regularisation in the Iterative Bayes method. The corresponding biases are shown in Figure 5 . Generally speaking it is desired to minimalise both the errors on the result as well as the bias. The effect of regularisation compared to no regularisation is also shown by comparing the SVD method with the Matrix inversion method. 
Discussion
There are seven different unfolding methods discussed and compared. The RooFitUnfold package provides a common framework to evaluate and use different unfolding algorithms side-by-side. It currently provides implementations for the Iterative Bayes, Singular Value Decomposition, TUnfold and Gaussian Processes unfolding methods, as well as bin-by-bin and matrix inversion methods. Different physics analyses need different methods and the decision for which method is used needs to take the uncertainty and the bias into account. The implementation and calculation of the uncertainty on the unfolding and the bias can be used to make an informed choice for an unfolding method.
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Appendix
Differential cross section in the H → γγ decay channel
The measurement of the Higgs boson differential cross section measurement of the Higgs transverse momentum in the di-photon decay channel is used as a second example. This example is set up to be a mock version of the ATLAS paper here [1] . The Hγγ distribution is a p T distribution where each bin count is extracted from a fit on m T -distributions. The fit extracts the Gaussian distributed signal events from falling exponential distributed background events. The extracted number of signal events are then used to fill the corresponding p T -bin. 
P DF
The systematics is created in a similar way to the bimodal example. The inputs to the unfolding for the di-photon Higgs decay example are shown in Figure 6 . The result and bias at truth level for for the bin-by-bin method is shown in Figure 7 . Figure 7 : Results at truth level for the Bin-By-Bin method (left) and its corresponding bias (right) for the di-photon example.
