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We introduce a new functional for simulating ground-state and time-dependent electronic systems
within density-functional theory. The functional combines an expression for the exact Kohn-Sham
(KS) potential in the limit of complete electron localization with a measure of the actual localiza-
tion. We find accurate self-consistent charge densities, even for systems where the exact exchange-
correlation potential exhibits non-local dependence on the density, such as potential steps. We
compare our results to the exact KS potential for each system. The self-interaction correction is
accurately described, avoiding the need for orbital-dependent potentials.
PACS numbers: 71.15.Mb, 31.15.A-, 73.63.Nm, 73.63.-b
Density-functional theory (DFT) [1] is the most widely
used tool for the simulation of many-electron systems
in numerous fields of physics, chemistry and materials
science. Its success hinges on approximations [2, 3] to the
exchange-correlation (xc) part of the Kohn-Sham (KS)
functional, which perform well across a range of ground-
state systems. However, these approximations become
much less secure in the presence of strong correlation
[4, 5] and/or current flow [6–10]. Particular attention has
been given to improving the time-dependent xc potential,
used within time-dependent DFT (TDDFT) [11], where
the use of adiabatic functionals of the electron density
ignores the role of currents and memory effects.
In this Letter we demonstrate that electron localiza-
tion, driven by the Coulomb interaction and the Pauli
principle, can form a powerful ingredient in approxima-
tions for the KS potential. The electron localization func-
tion (ELF), L(x), as in Ref. 12, provides a useful indica-
tor of localization: L = 1 is complete localization, i.e. the
chance of finding one electron in the vicinity of another
is zero. L(x) ranges from 0 to 1, and a homogeneous
electron gas (HEG) has L = 0.5.
Our starting point is the KS potential of Refs. 13 and
14, originally derived for a system of two spinful electrons
in their spin-zero ground state. We observe that the logic
applies exactly to any one-electron system, and, indeed,
in a general system, to all regions of space where the
electron density is dominated by any one Kohn-Sham
orbital [15]. For such a region the KS equations may
be approximated as [16]
(− 12O2 + VKS)√n = εk√n for
the dominant orbital φk, where n ≈ |φk|2 in the region,
yielding the ground-state KS potential, which we term
the single orbital approximation (SOA),
V SOAKS (r) =
O2n(r)
4n(r)
− [On(r)]
2
8n(r)2
. (1)
(Here the zero of energy in the KS system is at εk.)
We begin by considering Eq. 1 as an approximation to
the universal KS functional. We find that the SOA not
only works well for the strongly localized orbital regions,
but also accounts for non-local features and corrects self-
interaction in the KS potential in regions of low local-
ization. We compare the SOA to the exact KS potential
for a variety of ground-state and time-dependent systems
that exhibit non-local behavior in the xc potential. We
then extend our approach by combining the SOA with
a potential suited to delocalized systems, in proportions
depending on the strength of localization: the mixed lo-
calization potential (MLP), introduced in Eq. 2 below,
which is amenable to self-consistent use in DFT calcula-
tions.
Our four test systems consist of either two or three
spinless electrons in one dimension of varying degrees
of electron localization. Spinless electrons maximize
the richness of correlation for a given computational ef-
fort, with each electron occupying a distinct KS orbital.
The electrons interact through the appropriately softened
Coulomb repulsion 1/(|x− x′|+ 1). The calculations are
performed using our iDEA code [10], which determines
the exact KS potential from the fully correlated ground-
state or time-dependent many-electron wavefunction.
System 1 (double well).—We begin by studying a
ground-state system where the electrons are highly local-
ized: two spinless electrons subject to an external poten-
tial consisting of two identical spatially-separated wells
together with a potential step between them (Fig. 1(a))
[17]. In the absence of interaction, the electrons would
simply occupy the two lowest single-particle states, which
are both located in the left-hand well. The Coulomb re-
pulsion, however, localizes the electrons, with one elec-
tron per well. To reflect this (as originally noted by Alm-
bladh and von Barth [18]), the xc part of the KS potential
must incorporate a second spatial step between the wells,
ensuring one electron per well through the ordered filling
of the KS orbitals.
We calculate the exact KS potential for this system and
compare to that given by the SOA (Eq. 1), evaluated for
the exact density (Fig. 1(b)). The anticipated new step
in the exact KS potential (arrow in Fig. 1(b)) appears,
located at the density minimum: the “interface” between
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2the two electrons where the localization is lowest. The
SOA replicates this xc step quite well [19], despite be-
ing at its least secure in this region of low localization.
The SOA’s ability to form this potential step is particu-
larly impressive in this region of very low electron density,
showing proper sensitivity of Eq. 1 to tiny variations in
the density (inset in Fig. 1(b)). The self-interaction cor-
rection, which is the dominant new feature in the exact
VKS within the wells, is very well reproduced by the SOA,
owing to its exactness in the limit of complete localiza-
tion.
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FIG. 1. (color online) System 1 (double well). (a) The ex-
act many-body electron density (red solid line for all three
plots) with the external potential (dotted-dashed purple). A
potential step gives the right-hand well a lower ionization en-
ergy, while the Coulomb repulsion ensures one electron per
well. (b) The exact KS potential (blue dotted, also in (c)); an
xc potential step (arrow) forms at the minimum in the elec-
tron density. The SOA potential (green dashed) replicates
the position and magnitude of the step well. Inset: detail of
the density in the neighborhood of the two steps. The deli-
cate features that give rise to the steps in VKS are visible at
x = −3 and x = 10. (c) The self-consistent MLP potential,
for f = 0.6, (short-dashed dark green) with the correspond-
ing electron density (dashed black), which matches the exact
density very well.
A useful approximate functional must give accurate
densities when applied self-consistently without prior
knowledge of the exact density. The SOA, as it is “unan-
chored” to the external potential, is not suited to this,
but by mixing the SOA with a suitable reference poten-
tial we can better approximate the KS potential:
V MLPKS = fV
SOA
KS + f
′V refKS , (2)
where f(x) and f ′(x) depend on the localization. We
term this the mixed localization potential (MLP).
For complete localization (L = 1), f = 1 and f ′ = 0.
Similarly for the HEG (L = 0.5) V refKS = V
LDA
KS , and hence
f = 0 and f ′ = 1. The precise mapping between L and f
must be that appropriate to the reference potential used.
We can also infer, from the sum rule of the xc hole [20],
that f + f ′ ≈ 1.
For a highly localized system, such as System 1, the
failure of the LDA to correct the self-interaction would
make its use as a reference potential damaging in the
regions of high density, and in the regions of low den-
sity any LDA-like potential will have small Hartree and
exchange-correlation (Hxc) terms. Thus Vext is a supe-
rior choice of reference potential [21].
We use the MLP to solve, self-consistently, for two
electrons in the double well system, using the standard
potential-mixing iterative procedure of DFT. We choose
the simplest approximation for f(x), a constant through-
out space. For multiple spinless electrons we must have
some delocalization, especially at the “interface” between
the electrons, implying that f < 1. We have investigated
a range of values of f , and find the density to be accurate
when f is in the range 0.6−0.9 (Figure 1(c)). (Note that
for this double-well system the KS potential is approxi-
mately the external potential plus a new step. Therefore,
V MLPKS is unaffected by assuming f to be lower than 1 for
the regions of strong localization, as it is simply mixed
with the external potential.)
f(x) = 0.6 (consistent with the partial delocalization
in the interface region) reproduces the features of the
exact VKS with remarkable accuracy, including the align-
ment of the wells and the magnitude and position of both
steps, correctly allowing one electron to occupy each well
[22]. (In addition to the step, V MLPKS also exhibits a high,
narrow peak, arising from f being approximated as a
constant, but this has little effect on the electron density,
owing to the density being very small in this region.)
System 2 (single well).—Next we consider a system
where the localization of the electrons drops significantly
below 1: two electrons confined to a single well. This
will establish the performance of the MLP functional well
outside the limit in which the underlying SOA is exact.
Figure 2(a) shows the ELF for this system together with
the exact electron density and the MLP density, show-
ing that the electrons are significantly delocalized in the
central region. In this region the exact potential has a
“bump” which acts to push the density peaks apart, to-
gether with long-range Hxc fields on either side; the raw
3SOA contains both features, though their magnitude is
overestimated in the delocalized region.
In forming the MLP, we are guided by the ELF in the
region of low localization and have explored a range of
values for f of 0.2 − 0.3. For simplicity, we continue to
use the external potential as our reference. The MLP
yields high accuracy for the Hxc potential in this central
region. The central bump in the potential is accurate
across our range of f , and the corresponding densities are
in good agreement with the exact. We find that f = 0.25
reflects the delocalization in the central region (approxi-
mately the average of the ELF in this section), and hence
yields a highly accurate V MLPHxc in the central region (see
Fig. 2(b)).
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FIG. 2. (color online) System 2 (single well). (a) The many-
body electron density (solid red), self-consistent MLP density
(dashed blue), external potential (short-dashed green) and
ELF (dotted black). Note the large dip in the localization
of the electrons in the center of the well. (b) The exact Hxc
potential (solid red) together with the Hxc potential from the
self-consistent MLP, for f = 0.25 (dashed blue; also f = 0.2
and 0.3 in gray). The MLP Hxc potential is in very good
agreement with the exact in the center; the two potentials
differ at the edges as a result of approximating f as a constant.
For the edges of the system the approximate and exact
potentials differ; this is attributable to the approximation
of f(x) as a constant tailored to the central delocalized re-
gion, causing V MLPHxc to subdue the long-range Hxc fields.
To improve this result one would need to have a spatially
varying f , dependent on L, which introduces more of the
SOA into this region. Nevertheless, even with a constant
f and a simple V refKS the MLP performs remarkably well,
far from its exact limit.
System 3 (polarized three-atom chain).—We study a
chain of three atoms (one electron per well), with an
applied electric field in the ground state (Fig. 3(a)). We
chose this system to test the MLP primarily due to the
charge imbalance predicted by the LDA, which fails to
screen the field sufficiently [23, 24], since it lacks ultra-
non-local density-dependence of the exact Vxc [25, 26].
We find that the exact xc potential partly counteracts
the applied external electric field, principally through two
potential steps (Fig. 3(b)). The SOA predicts complete
screening of the applied bias via similar steps, aligning
the lowest KS eigenvalue within each potential well.
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FIG. 3. (color online) System 3 (polarized three-atom chain).
(a) The electron density for a chain of three atoms (one elec-
tron per well) in the many-body picture (solid red for each
plot), with the external potential (dotted-dashed purple). (b)
The exact KS potential (dotted blue, also in (c)); xc steps act
to screen the external electric field. The SOA KS potential
(dashed green) is also shown; this predicts complete screen-
ing of the electric field. (c) The self-consistent MLP density
(dashed black) and KS potential (short-dashed dark green),
mixing in the external potential with f = 0.17.
For this system, we would expect strong localization,
except in the two crucial “interface” regions where the
4KS potential exhibits a step, and therefore use the ex-
ternal potential as reference as discussed for System 1.
A range of values of f(x) from 0.17 to 0.77, applied self-
consistently in the MLP, yield accurate densities, with
f(x) = 0.17 yielding the most accurate screening in the
MLP potential. (We note in passing that a position-
dependent f(x) that increases to 0.77 at the edges pro-
duces more accurate Hxc fields in the two outer wells,
causing the density in these wells to become more accu-
rately polarized.)
System 4 (time-dependent double well).—Finally we
consider the extension of our functional to the time-
dependent regime. Consider two electrons confined to
a symmetric double well (inset of Fig. 4). For t ≥ 0 an
applied E -field (−0.1x) forces the left electron towards
the right electron. After sufficient time has elapsed (5
a.u.), an appreciable dynamic spatial step has formed
in the corresponding KS potential between the electrons
– at the electron density minimum – in order to repli-
cate the effect of the Coulomb repulsion, as we showed
in Ref. 10. We demonstrated that there is a local de-
pendence between the dynamic spatial steps and peaks
in the velocity field (u = j/n), making u the natural
focus when considering appropriate functional develop-
ment. We therefore extend Eq. 1 to include the extra
terms that come about from solving the time-dependent
KS equations for a single orbital, following Ref. 14, giving
V SOAKS (r, t) =
O2n
4n
− [On]
2
8n2
−
∫ r
−∞
∂u
∂t
· dr′ − 12u2. (3)
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FIG. 4. (color online) System 4 (time-dependent double well).
Inset: ground-state external potential (dotted green) and
ground-state density (dashed black). Main panel: exact
VKS(x, t)− VKS(x, 0), at t = 5 a.u. (solid red), together with
the corresponding quantity for the MLP (dashed blue): both
replicate the potential step introduced by the time-evolution
(arrow). Here f(x, t) = 0.2.
In the MLP, f in principle becomes time-dependent,
but for simplicity we choose it to be constant in space
and time. In order to focus on the purely time-dependent
part of the MLP, we add the difference between the MLP
potential at time t and the MLP potential just after
application of the external field at t = 0 to the exact
ground-state KS potential, and allow the KS orbitals to
propagate through time, recalculating the MLP densities
on each time step.
Once again we find that a range of values for f ,
0.1 − 0.3, give accurate current and charge densities,
even in the barrier region, with f(x, t) = 0.2 most
accurately replicating the potential. Figure 4 shows
VKS(x, t)− VKS(x, 0), at t = 5 a.u. (the latest time stud-
ied), together with the same potential given by the time-
dependent MLP for f = 0.2. Several features are repli-
cated by the MLP, most importantly the time-dependent
xc potential step that is clearly far outside the ability
of the adiabatic LDA. The details of the time-evolution
of this step differ between the exact and MLP poten-
tials, especially at earlier times. Nonetheless, the general
features of the exact KS potential, as well as the time-
dependent charge and current densities, are reproduced
by the MLP.
In conclusion, we have shown that the single orbital ap-
proximation (SOA) not only reproduces important non-
local features of the xc potential for systems where there
is electron localization, but also reproduces features in
the KS potential in the presence of multiple occupied KS
states. The crucial self-interaction correction is also well
described. Our mixed localization potential (MLP), a
weighted mixture of the SOA and a reference potential,
extends the good performance to regions of reduced local-
ization. The method can be applied self-consistently for
a variety of challenging ground-state and time-dependent
situations, including the Almbladh-von Barth thought
experiment, to obtain accurate results. The MLP uses
a measure of localization, f , for which simple approxi-
mations already give successful results for systems with
various degrees of localization. Improved approximations
for f(x, t), building on existing DFT-based localization
measures, should yield further predictive accuracy.
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