We present a new color photometric stereo (CPS) method that can recover high quality, detailed 3D face geometry in a single shot. Our system uses three uncalibrated near point lights of different colors and a single camera. We first utilize 3D morphable model (3DMM) [42] and semantic segmentation of facial parts to achieve robust self-calibration of light sources. We then address the spectral ambiguity problem by incorporating albedo consensus, albedo similarity, and proxy prior into a unified framework. We avoid the need for spatial constancy of albedo and use a new measure for albedo similarity that is based on the albedo norm profile. Experiments show that our new approach produces state-of-the-art results in single image with high-fidelity geometry that includes details such as wrinkles.
Introduction
State-of-the-art photometric stereo solutions for 3D face reconstruction [3, 2, 1, 37] are capable of producing moviequality, photo-realistic results. However, these systems tend to be bulky and expensive and generally require taking multiple shots. Even with elaborate time-multiplexing, it is difficult to capture fine facial geometry movements unless using an ultra-fast speed camera coupled with high precision synchronized light sources. The light sources and cameras also require accurate calibration to avoid distortions in the final reconstruction.
In this paper, we present a novel one-shot solution based on uncalibrated color photometric stereo method that simply uses a camera and three near point light sources of different color. Our approach eliminates the need of time multiplexing, and therefore can be used to recover dynamic facial motions.
For objects with non-gray albedo, color photometric stereo is inherently under-determined due to spectral inconsistencies of surface reflectance: albedo is not identical under different spectra and therefore there are more unknown variables than there are equations. We address the spectral ambiguity problem by incorporating albedo consensus, albedo similarity, and proxy prior into a unified framework, without enforcing spatial constancy of albedo. We also present a new measure for albedo similarity based on albedo norm profile. The proposed albedo similarity and proxy prior effectively correct distortions caused by incorrect albedo consensus in prior art. Experiments show that our new approach can produce state-of-the-art results in one-shot with high-fidelity geometry that includes details such as wrinkles.
Our technical contributions are:
• A self-calibration method utilizing 3DMM proxy face for color photometric stereo with near point lights.
• A per-pixel formulation for solving normal and albedo from color photometric stereo.
• A framework that incorporates albedo similarity and proxy prior with albedo consensus to produce accurate 3D reconstruction.
Related Work
Structured light [61, 62] and multi-view stereo [16] have been used to reconstruct faces. While they can accurately reconstruct coarse shapes, they are less successful in recovering high frequency details such as wrinkles. On the other hand, photometric stereo [56] is capable of extracting such high frequency details. Techniques that combine stereo and photometric stereo exist [37, 19, 20] , but it is at the expense of a complicated hardware setup.
Photometric Stereo (PS).
Traditional PS [56] uses 3 or more distant lights (with the same color) and sequentially creates different directional illumination by turning on only one light at a time. A sequence of images are captured, each with a different light source. The surface orientation map can then be inferred from image intensities via an overdetermined linear system. Normal integration is then applied to obtain a 2.5D reconstruction. We refer readers to [22, 4] for a complete review of classical PS methods. The distant light requirement has since been relaxed; much work has been done using more practical near point light sources [12, 24, 48, 38, 55, 5, 59, 35, 33, 44, 34] . Notably, Liu et al. [34] use an LED ring with a radius of only 30 mm centered at camera lens. Alternative self-calibrating methods [6, 50, 58, 36, 40] provide simpler and more flexible solutions under various assumptions [51] . It is also possible to use uncalibrated near point light sources [31, 41, 10] but they all require sequential capture.
Color Photometric Stereo (CPS). CPS has the key benefit of acquiring only one image and hence can be directly used to reconstruct dynamic objects. Most existing approaches use red, green, and blue lights along with a color camera [15, 30, 57] . Hernández et al. [23] apply the technique to dynamic cloth reconstruction, where they use a planar board with cloth sample fixed in the center to calibrate the coupled matrix containing reflectance, camera response, lighting spectrum, and lighting directions. Vogiatzis and Hernández [54] first construct a coarse 3D face using structure from motion and then impose constant chromaticity constraint for shape refinement. Klaudiny et al. [29] use a specular sphere to estimate lighting directions. To ensure constant chromaticity, they apply uniform make-up to faces. Bringier et al. [8] explicitly calibrate the spectral response of camera and assume gray color or known uniform color.
To eliminate the need of constant chromaticity, there are methods [14, 28] that combine spectral and timemultiplexing; optical flow is then used to align adjacent frames. Jankó et al. [26] make use of temporal constancy of surface reflectance to eliminte the need of timemultiplexing but still require the use of an image sequence. Gotardo et al. [20] simultaneously solve for color photometric stereo, optical flow, and stereo matching within each 3-frame time window but requires using 9 color lights. Rahman et al. [45] arrange complementary color lights on a ring but their approach requires using two images under complementary illuminations as input. Anderson et al. [7] assume piecewise constant chromoticity by segmenting a scene into different chromaticities. To calibrate chromaticities, they also require a stereo camera pair to obtain coarse geometry.
Fyffe et al. [18] extended the usual three color channels to six by using two RGB cameras and a pair of Dolby dichroic filters. An extension of their work [17] employed polarized color gradient illumination but requires an ultra complex setup with 2040 LEDs light sources. Chakrabarti and Sunkavalli [11] observe that the reflectance and normal within a uniform color region can be uniquely recovered from spectrally demultiplexed image by assuming piecewise constant albedo. Ozawa et al. [39] densely discretize albedo chromaticity and utilize consensus on albedo norms to reconstruct objects with spatially varying albedo. Most of these approaches assume directional lighting and require pre-calibrating them. It is possible to use near light sources [13] but still require pre-calibration. In contrast, our technique assumes unknown light positions and spatially varying albedo. The former enables more feasible capture and the latter fulfils the physical property of real faces.
Single Image Techniques. There are methods for inferring face geometry from a single unconstrained image. We refer readers to [63] for an overview of state-of-theart methods. However, their accuracy is incomparable to multi-view stereo and photometric stereo. Piotraschke and Blanz [43] demonstrate the usefulness of semantic segmentation to improve reconstruction quality. In our work, we use the 3D morphable model [42] to obtain an initial proxy face for light source calibration.
Shape-from-shading and deep learning based approaches have also been adopted to recover details [9, 46, 49, 47, 53, 21, 32] . Jiang et al. [27] combined local corrective deformation fields with photometric consistency constraints. Yamaguchi et al. [60] use a large corpus of high-fidelity face capture from the USC Light Stage [19] to learn the mapping from texture to highly-detailed displacement map. These solutions can provide visually pleasing results but accuracy depends heavily on illumination.
Color Photometric Stereo with Near Point Lights
Traditional color photometric stereo uses three distant lights with different lighting directions and spectrum (usually red, green and blue) together with an RGB camera to spectrally multiplex different illumination in a single image. By assuming distant lights, each surface point is illuminated by three directional lighting with direction l j ∈ R 3 and spectral distribution E j (λ), where j = 1, 2, 3 and λ is the wavelength. We denote the normal and reflectance function at any pixel (x, y) as n(x, y) and R(x, y, λ), respectively. Let S i (λ) with i = 1, 2, 3 be the spectral response of each camera color channel; for a Lambertian surface, the image pixel intensity c i (x, y) can be expressed as
We denote A(x, y) ∈ R 3×3 as the albedo matrix whose element at ith row and jth column is
Each element of A(x, y) represents the albedo under one light-channel pair.
, we can rewrite Eq. 1 in matrix form as
Note that for distant lights, L is identical for all pixels. As a result, with initial coarse normal n , one can self-calibrate the product of A and L by assuming constant albedo or constant chromoticity [54] . However, for near point lights, lighting direction is spatially-varying. By further taking into account the inverse square illumination attenuation due to distance, we obtain
where p j is the 3D position of jth light source and v(x, y) is the corresponding 3D position for pixel at (x, y).
Near Point Light Self-Calibration
In order to self-calibrate the light source positions, we require a coarse proxy mesh, from which we obtain initial rough estimates for normal n and position v at every pixel (x, y). Unlike other methods that use multi-view stereo [54] or stereo matching [7] to obtain the proxy mesh, our approach makes use of the 3D morphable model (3DMM) [42] and needs only one image as input. To compensate for inaccuracies in the proxy mesh, we use RANSAC followed by hypothesis merging to robustly estimate light source positions. We provide details of our method in the following two sections.
Proxy Mesh Generation
3DMM is a deformable template for the mesh of a human face. It consists of Principal Component Analysis (PCA) linear basis along three dimensions: shape, expression, and albedo. Since we are concerned with only shape and expression associated with the proxy mesh, we omit the albedo dimension. 3DMM interprets the face mesh m ∈ R 3n as a linear combination of shape and expression bases:
where a s , a e ∈ R 3n are PCA means and b
are ith PCA bases of shape and expression space, respectively. n is the number of mesh vertices, and α i , β i are ith coefficients for the linear combination of the bases. We adopt the Basel Face Model [42] for 3DMM, and use the iterative linear method from [25] to jointly solve for PCA coefficients and camera parameters (intrinsics and extrinsics). We then rasterize the generated proxy mesh to recover the initial normal and 3D position for each pixel. While the proxy mesh resembles a human face with a reasonable pose, its geometry is usually inaccurate.
Estimation of Light Source Positions
As with [11, 39] , we assume that there is a bijection between light source and camera channel, i.e., the spectrum of each light source can only be observed in its corresponding camera channel. As a result, the albedo matrix A(x, y) is diagonal; for simplicity, let ρ(
where is the Hadamard product operator. For two pixels (x 1 , y 1 ), (x 2 , y 2 ) with equal albedo in the ith channel, i.e., ρ i (x 1 , y 1 ) = ρ i (x 2 , y 2 ), we have
where L i is the ith row of L. Note that L i is equivalent to the lighting direction of ith light source. Substituting Eq. 4 into Eq. 7 and moving all variables to the left hand side, we obtain the following equality:
Once n, v are extracted, we now recover p i , which has 3 unknowns. We require at least 3 constraints, which means a minimum of 4 pixels with equal albedo in the ith channel. Since there is no correlation between different lights or channels in Eq. 8, we can estimate the positions of different lights independently. However, since the albedo is unknown, we cannot deterministically locate pixels with equal albedo. Our solution is to employ RANSAC to randomly sample quadruplets of pixels. Since we only require each sampled quadruplet to have equal albedo in one channel, there is still a high probability that at least one sampling provides a qualified quadruplet.
Notice that in Eq. 8, the numerators have a higher order of distance between light source and surface point than those in the denominators. This biases the solution towards closer light positions. We instead use an unbiased form of Eq. 8 to measure the residual between two pixels a 1 , a 2 :
For each quadruplet Q, a hypothesis of the light position is computed by solving
which is a squared sum of residuals between each pair of pixels in a quadruplet. We use the Levenberg-Marquardt algorithm to solve the nonlinear optimization.
In voting for a hypothesis, a pixel a w is considered an inlier if the squared sum of residuals between it and the pixels in Q satisfies
where τ is a threshold and set as 0.01 in our experiments. Instead of using all pixels for sampling and voting, we use only pixels on left cheek, right cheek, and forehead. This is to avoid potential highly non-Lambertian regions such as facial hair and shadow. The segmentation of these regions only need to done once on a 3DMM mean face, which can then be projected to different face images [10] .
Unlike standard RANSAC which chooses the hypothesis with most number of inliers as the final estimate, we perform an additional filtering and merging process on all the hypotheses. The reason is that the 3DMM-based proxy mesh is inaccurate even as low-frequency geometry. As a result, the initial normals deviate from true normals at most pixels, making consensus less concentrated and also drifting away from the correct hypothesis. Therefore, we take a set of hypotheses into account to produce a more robust estimate.
In the filtering step, we determine a plausible region for hypotheses and ignore all hypotheses outside this region. We first use the four-point algorithm in [54] to produce the calibration matrix, which is the product of dominant albedo and directional lighting directions. We then factor out the dominant albedo and extract lighting direction l i for each light by simply normalizing each row of the calibration matrix. Hypothesis p i (for the ith light source position) is dropped if it does not satisfy
where v c is the mean 3D position of all pixels. Eq. 12 forms a cone region with half-angle η around l i ; all hypotheses outside this region are ignored. We use η = 15
• in our experiments. Subsequently, we merge remaining hypotheses P i with weighted linear combination to obtain final estimate for a light source position:
where w(p i ) is the number of inliers for hypothesis p i .
Face Reconstruction
Once the light source positions have been determined, we then estimate per-pixel photometric normal. With the albedo unknown, this problem is pixel-wise underdetermined (from Eq. 6). This is because there are 5 degrees of freedom (3 for albedo and 2 for normal) but only 3 constraints. It has been shown [11, 39] that three pixels with equal albedo and linearly independent normals can uniquely determine the albedo and normals at these pixels. To exploit this property, Chakrabarti and Sunkavalli [11] model albedo as piece-wise constant and use a polynomial model for surface depth. However, their method tends to produce overly-smoothed results. On the other hand, Ozawa et al. [39] develop an iterative voting scheme based on albedo norms to simultaneously classify pixels into different albedos and compute their normals. Since their method assumes no spatial constancy on albedo, high-frequency details can be recovered. However, their method suffers from incorrect consensus, which leads to errors.
By comparison, our method has a pixel-wise formulation which incorporates albedo consensus, albedo similarity between pixels as well as proxy mesh for high-quality reconstruction. From Eq. 6, we can decompose albedo ρ into albedo chromaticityρ and albedo normρ:
where is the Hadamard division operator. Consequently, we only need to solve for albedo chromaticity because albedo norm and normal can then be trivially computed.
To make the problem more tractable, as with [11, 39] , we discretize albedo chromaticity in the space of positive unit (1) ,ρ (2) , ...}. Then, for each pixel a i , we solve for its albedo chromaticity usinĝ
where E c is the albedo consensus term, E s the albedo similarity term, and E p the proxy prior term. w s (a i ) and w p (a i ) modulate the influence of similarity term and proxy term at different pixels. After solving for albedo chromaticity at each pixel, we can then compute the normal and use Poisson integration to obtain geometry. Compared with proxy mesh, our final reconstruction is more accurate for both macro-(shape, expression) and micro-(wrinkles, etc.) geometries.
Albedo Consensus
Albedo consensus measures the number of pixels that have similar albedo norm under an albedo chromaticity candidate [39] . Pixels with the same albedo must have the same albedo norm under correct albedo chromaticity; they may also have the same albedo norms under incorrect albedo chromaticities. In the extreme case where all the pixels share the same albedo, the correct albedo chromaticity can be estimated by finding the one that produces the strongest consensus on the albedo norm.
To compute the consensus term, for each albedo chromaticity candidateρ (j) , we find the corresponding albedo norms of all pixels N (j) = {ρ (j) (a 1 ),ρ (j) (a 2 ), ...} and build a histogram for it with the bin width being δ b · median(N (j) ) [39] . Let B (j,k) be the kth bin underρ (j) , |B (j,k) | its cardinality, and b i,j the index for the bin that contains the albedo norm of pixel a i underρ (j) . We define
where m is the total number of pixels. For a multi-colored surface, however, consensus may lead to incorrect estimation at some pixels. This is because a pixel can be interpreted by any albedo chromaticity and corresponding albedo norm. There may exist situations where, under consensus albedo chromaticity, a pixel with a different albedo has a similar albedo norm with consensus. For human faces, the albedo distribution tends to spread out instead of being of a single albedo, as shown in Fig. 2a . Consensus usually arrives at a reasonable estimation for major clusters because the number of inliers tend to be large, which improves robustness. On the other hand, for minor clusters, consensus tends to provide unreliable estimation as shown in Fig. 2b-d , where the lip pixels can be better interpreted by an incorrect albedo chromaticity. We propose using albedo similarity and proxy prior to handle this problem.
Albedo Similarity
Directly inferring albedo similarity from image intensity is error-prone, since the difference in image intensity can be caused by either albedo or shading or both. Instead, the albedo norms of a pixel under all albedo chromaticities form an albedo norm profile. We reason that if two pixels have similar albedo norm profile, then they are likely to have similar albedos. From Eq. 14, letting
The albedo norm profile of a pixel is controlled by H. Hence, we measure the similarity between two pixels as
where . F is the Frobenius norm. The similarity term is computed as (19) which is the mean similarity between a pixel and its samebin pixels under the jth albedo chromaticity candidate.
We further multiply a per-pixel weight to the similarity term to suppress its effect at pixels where the similarity term is large for all albedo chromaticity candidates. More specifically, we compute the weight as 
Proxy Prior
The proxy albedo chromaticity map can be computed from the proxy mesh using Eq. 6 and is used to penalize implausible estimations produced by the consensus term. The proxy term is expressed as
whereρ p (a i ) is the proxy albedo chromaticity at pixel a i . We apply this term only to pixels where the consensus term gives estimations largely deviated from proxy albedo chromaticity. Otherwise, it will bias reconstruction towards the proxy mesh. We multiply this term with a per-pixel weight:
whereρ c (a i ) is the estimated albedo chromaticity at pixel a i using the consensus term alone.
Experimental Results
In this section, we first report results on synthetic face images generated using a high-quality face dataset and synthetic lighting. We then show results for real data captured using our setup. To self-calibrate each light, we use 2,000 iterations for RANSAC. The reconstruction parameters are set as follows: δ b = 0.025, λ s = 1.5, λ p = 0.5, σ s = 0.003, σ p = 0.01. We discretize albedo chromaticity in spherical coordinates as {0
• 
Synthetic Data
To evaluate our method objectively, we apply it to synthetic input images with known ground truth. The synthetic images are generated by rendering high-quality face data from the USC Light Stage [37] under near point lighting at different distances and orthographic projection. The synthetic image resolution is 2048 × 1536.
The synthetic lights are distributed with equal azimuth angles between neighboring lights, and at the same elevation angle of 65
• . The distance between each light and the face center is identical. The distance is specified in terms of the vertical span of the face and it ranges from 0.5 to 10, with an increment of 0.5. The rendered images for the first 8 distances are shown in Fig. 3a . During rendering, we retain self-shadow while ignoring other shadowing effects on the background. We also prevent saturation by scaling each image so that the maximum pixel intensity is 255. Fig. 3b compares the calibration errors for vanilla RANSAC and our method. We compute the relative position error as Euclidean position error normalized by light source distance. We can see that vanilla RANSAC is less accurate with large fluctuations in error over distance. By comparison, our calibration results are more accurate and robust to changing light source distance, with the relative position error mostly around 0.1 under most distances.
We also compare the reconstruction accuracy of our method using our estimated light positions with [54] in Fig. 3c . [54] assumes directional lighting with single albedo chromaticity, and uses the same proxy face for selfcalibration. We can see that our method consistently performs better, even at distance 10 (where lighting is almost directional). There is considerable shape deformation for [54] across the different distances, while our method produces reasonable shapes starting from distance 1.5. At very close distances such as 0.5 and 1, both methods do not perform well due to significant self-shadowing. [54] , CK16 [11] , OS18 [39] ) using data from the ICT-3DRFE dataset. GT is ground truth. The mean normal and geometry errors are listed in the odd and even rows, respectively. More results can be found in the supplementary file. [54] , CK16 [11] , OS18 [39] , our "Consensus + Similarity" and our "Consensus + Similarity + Proxy". light positions and mean albedo chromaticity (which are the conditions that should result in the best accuracy under the single chromaticity assumption). In this case, our method using ground truth light positions out-performs the others by a significant margin under almost all distances; this shows the importance of varying albedo chromaticity. The degraded accuracy at distance 0.5 is due to self-shadowing.
We further evaluate our method using the ICT-3DRFE dataset [52, 37] , which contains highly-detailed albedo and geometry for 23 subjects (22 with 15 expressions each, and one with 12 expressions, with a total of 342 face inputs). The dataset has vastly different skin albedo as well as face geometry. We rendered images at light source distance 2.0 and added Gaussian noise (σ noise = 2/255) to simulate real images. Results are shown in Fig. 6 .
As shown in Fig. 6a , our self-calibration method greatly improves over vanilla RANSAC. In Fig. 6b , we compare the accuracy of our face reconstruction method with those of [54, 11, 39] . Since [11] requires directional lighting directions as input, we compute approximated lighting directions as the rays from face center to ground truth light positions.
[39] originally assumes directional lighting, but is adapted by us to work for near point lighting.
For our method, we show results for two variants ("Consensus + Similarity" and "Consensus + Similarity + Proxy") to analyze the influence of each term. For [39] and the two variations of our method, we use the light positions estimated in our self-calibration. We compute geometry error as the depth error of integrated geometry normalized by depth span of ground truth geometry. Methods using the near point light model outperform those using directional light model in terms of normal error. Each of our proposed term improves over using consensus only.
Although [11] handles multi-chromaticity, it performs worse than [54] . A possible reason is its polynomial model for depth is not suitable for complex geometry. While [54] has lower geometry error than using consensus only, our full method improves over this metric and yields the best accuracy. Fig. 5 shows 2 examples of comparison. Note that our method works reasonably well in the lip and eyebrow regions. These regions are challenging because they contain non-dominant albedos, which causes incorrect consensus. Please see the supplementary material for more results. 
Real Data
To collect real data, we built a color photometric capture system (see the supplementary file for a photo of the system). It consists of 3 LED (red, green, blue) near point lights and a PointGrey Flea3 FL3-U3-88S2C color camera (4096 × 2160). The distance between the light sources and subject is roughly 70cm. We mounted orthogonal linear polarizers in front of the light sources and camera to reduce specular reflection. The final mesh consists of about 3,000,000 vertices. The whole process takes about 12 minutes on MATLAB, with self-calibration taking 8 minutes and face reconstruction taking 4 minutes.
We captured faces of different people and expressions; Fig. 7 shows results for two examples (one of a woman, the other a man with an exaggerated expression). Results from competing techniques (VH12 [54] , CK16 [11] , and OS18 [39] ) feature local and global geometric distortion as well as over-smoothing. These results also have issues at the lips, and this is because the albedo at the lips differ from those at the rest of the face. Please refer to the supplementary material for more results. We have also captured a video clip of a face with changing expressions and reconstructed each frame independently. Fig. 8 shows results for 5 representative frames. The mouth interior was not reconstructed well due to significant self-shadowing.
Concluding Remarks
We have presented a novel color photometric stereo method with only 3 uncalibrated near point lights. Our method is capable of reconstructing high-quality face geometry from a single image. Self-calibration of the near point lights relies on the geometric prior from the 3DMM proxy face. We apply RANSAC, followed by hypothesis merging to robustly estimate light positions. We also propose a per-pixel formulation that incorporates albedo consensus, albedo similarity, and proxy prior to handle the ill-posedness of color photometric stereo. Synthetic and real experiments show that our method outperform previ-ous CPS methods that similarly use a single image as input.
In our work, we did not exploit the albedo prior of human faces, which may further improve the accuracy of selfcalibration and face reconstruction. Another possible future work would be extending our method to general objects by harnessing information from depth sensors.
