Such chains were introduced by Harris in [6] , [7] . Let P n (x, E) be the w-step transition probability, P\x, E) -P (x, E) . In [7] it is proved that there exists a unique (up to constant factor) sigma finite measure Q which is stationary in the sense that Q{E) -\ P(x, E)Q(dx).
Section 1 establishes some preliminary results. The relationship between (*) and Doeblin's condition is investigated. The results of Harris [6] , [7] are summarized and extended. Note that many notational conventions used throughout the paper are introduced in § 1.
In § 2 it is shown that after the deletion of an inessential Q-null set the process splits up into a finite number, d, of disjoint cyclically moving classes.
Section 3 studies the asymptotic behavior of P n (x, ) in case the stationary measure Q happens to be a probability measure. The approach is the "direct" approach of Markov and Doeblin and Doob [4] . It is shown that if d = 1, the total variation of (P n (x,-) -Q) approaches 0 as n approaches oo; for d > 1 the convergence statement must be modified in an obvious way. For the relationship of these results to those of [3] see the beginning of § 3.
Section 4 considers the asymptotic behavior of
where / is a measurable function from S into the positive integers. If f(x)Q(dx) < co, U(n) is for large n approximately a periodic function. 'he period depends both on the {Xι} process and on /; this period may be greater than 1 even though the d associated with the {X t } process is 1 and f(x) = 1 for a set of x of positive Q-measure.
Section 5 is concerned with the behavior of normed sums, for every Borel subset E of A and x e A. The process on A will also satisfy (*). Notions defined for the original process can thus be relativized to A notationally this is indicated by a subscript A, e.g., p A (x f y) is defined like p n (x, y) but using P A {x, E) in place of P (x, E) . 
Proof. For every x e B,
if the proviso of the lemma holds. Then there exists a probability measure φ on A and numbers a,~ηe (0,1) such that P k+1 (x, E) ^ 1 -rj whenever E ξΞ: A, Ee ^, φ(E) <^ a and xeA.
Proof. Let η be any number such that 0 < η < rm(A)k~3. Let x be some point in A. Define Let £7 be a Borel subset of A, and suppose
The inequality above yields 9>(2?) > α, proving the lemma. Proof. Since the process on C also satisfies (*) the lemma applies to it, yielding the corollary. (A, r, k) £ K A {A y r, fc). So the conclusion of Corollary 1.2A applies with P A for P o ; but this gives Doeblin's condition for the process on A.
Let 3ί be the collection of A 6 & such that the process on A satisfies Doeblin's condition.
It will be seen that & is an important collection. In [6] Harris announced a result which, slightly extended, asserts that when (*) holds one has for all x, y e S Σ(,) It follows that (1.2) will hold for every pair of x and y belonging to the same recurrence class. In particular in case (*) holds and S is denumerable (1.2) will hold for all x and y outside a fixed Q-null set. It would be interesting if this could be shown to hold even when S is not denumerable.
Harris showed in [7] that if A = K A (A, r, k) the process on A has a stationary probability measure; this also follows from Corollary 1.2B. Whenever the process on some Borel set B has a stationary probability measure it will be denoted by Q B . Then there exists an integer M such that for all xe B and Borel subsets E of B,
So when Q 4 (E) < l/(4(ilf -iV)), P n B (x, E) < 3/4 proving the lemma. The restriction m(A) > 0 or m(A) < oo appeared frequently above. Note that there always exists finite measures q having the same null sets as Q and therefore satisfying (*). If such a q is chosen for m in the preceding lemma the hypothesis m(A) < oo may be dropped and the conclusion may be weakened to A gΞ K(S, r, k) for some fc. Letting S k = K(S, r, fc), where r is fixed, 0 < r < 1, the preceding sentence can be restated thus: Ae S) implies A gΞ S k for some positive integer fc. Clearly S fc £ S fc+1 , fc = 1, 2,
. By the remark preceding Lemma 1.1 S= UΓ-iSk. Lemma 1.1 asserts that
For fc sufficiently big such a choice of r f will be possible, since S k approaches S. So then by Corollary 1.2B such S k belong to &. Now by Lemma 1.3 all S k and all their Borel subsets belong to 3ί. This proves the following theorem. THEOREM 
// (*) holds S can be represented as a union of Borel sets S u i -1, 2, such that S t g S ί+1 and a Borel set A belongs to 3ί if and only if A gΞ S k for some fc.
Harris showed that if A is a Borel set such that the process on A has a stationary probability measure Q A , Q Λ can be extended to a stationary sigma finite measure on S, Q A . Q Λ (E) is the expected number of visits to E up to and including the first return to A if the process starts with the initial distribution Q A . Analytically
where P A {x, E) is defined by (1.1) (regardless of whether E £ A or not).
The process {X t } is determined by the function P(x, E) and the initial distribution. It will sometimes be convenient to indicate the initial distribution as a subscript on the expectation operator E, or on P.
Let Ae^f, and suppose {X Al } possesses a stationary probability measure Q A . Let V be the least positive integer such that X v e A. It is not hard to verify that if / is any measurable function from S into the positive integers one has
where both sides are infinite if either one is. 
and (y, z)e D x Z): there exists an x such that (x, y) e iâ nd 2/M2/, 2) > -_ i .
Let Q be the product measure Q x Q in the product space D x D. Given any Q-null set N of D x D it is clear that it is always possible to choose 
exists a unique integer d such that whenever Ce &, Q(C) > 0 and I(C) non-void then d is the greatest common devisor of I(C). There exists a partition of S into Borel sets C Q , C lf
, C d -19 F, such that Q(F) -0 and for xeC t P(x, C i+1 ) = 1, where the subscripts are integers modulo d.
Convergence of P
n (x, E) when Q is finite. In this section it is assumed that (*) holds and that Q is a probability measure. The basic method used here goes back to Markov and Doeblin; in detail, however, this presentation leans on Chapter V of Doob [4] .
In [3] Doob investigated Markov chains possessing stationary probability measures. To gee that under the assumptions of this section contradicting (*). Theorem 3 below, however, shows somewhat more than would follow from an application of Theorem 5 of [3] since it proves, say when d = 1, that the variation of (P n (x, ) ~ Q) approaches 0 when n approaches «D while [3] gives only (P n (x, E) -Q(E)) approaches 0 as n approaches oo for every Ee&. If φ is a totally additive set function on S, ||^|| is to be the total variation of φ on S. Tφ (T n φ) will denote the measure 
Thus to prove the lemma it suffices to prove (3. Proof. The first assertion follows from Lemmas 3.2 and 3.3. The reduction of the second assertion to the first one is trivial.
Obviously P w (x, ) cannot converge if Q is not finite. It may be conjectured that in this case P n (x, E) -> 0 whenever Q(E) < CΌ such a result would be very useful. So far no proof of this conjecture has been found, not even under the additional hypothesis Ee &. 4. A renewal theorem. Let {X t } satisfy (*) and assume {X^ has a stationary probability measuae Q. Let / be a measurable function from S to the positive integers. Let
U ψ (n)= ±
where ψ is the initial probability distribution. U φ (n) = P ί [X n eS°l.
Assume now that Since P(x, E) = P s o((x,f(x)) f E°)
for all xeS and £e^,{I,o} has a stationary probability measure Q^o. 
JS where a^ψ) is defined by (4.2) and the subscripts are integers modulo d.
If the {Xi} are independent (and then automatically identically distributed), S = CO and the theorem yields
This is a result of [5] . It seems plausible that U φ (n) approaches 0 as n approaches OD in case This would follow from a proof of the conjecture made at the end of the previous section.
5. The invariance principle. Let / be a real-valued measurable function on the state space of the Markov chain {XJ. Under certain conditions the sequence of sums is known to behave like a sequence of partial sums of independent random variables, e.g., the central limit theorem holds for suitable norming constants. Two devices are available for proving results of this kind. The first method, which is due to S. Bernstein, uses the fact that in certain cases the dependence of X n+k on X 19 »--f X n diminishes quickly as k increases; this method is applicable if {XJ satisfies Doeblin's condition. The second method is applicable to certain cases in which the state space is denumerable; the idea in this case, due to Doeblin, is that if V t is defined to be the ith nonnegative integer n such that X n = x, where x is a fixed state, the sums /(X F . +1 ) + + /(X F . +i ), ί -1, 2, , are independent and identically distributed. If {XJ is merely assumed to satisfy (*) and have a stationary probability measure Q neither method applies. However, it will be shown below that a combination of the two methods may be used in this case.
Assume now that {XJ satisfies (*). Let Ae,^ have positive Qmeasure. Let V, h (or V^A)) be the ith nonnegative integer v such that , define L n (or L n (A)) to be the random variable such that L n is the biggest w such that V w ^ n.
The reference in the hypotheses of the following two theorems to some A may seem unsatisfactory. This point will be discussed at the end of this section and the results of the next section are also relevant.
Before proceeding to the theorems it will be useful to state a lemma. This lemma will serve in the present context in place of Lemma 7.2, p. 224 of [4] ; since the lemma follows easily from Theorem 3 and the argument is similar to the corresponding one in [4] no proof needs to be given. If {X t } satisfies (*) the process is acyclic (cyclic) if d = 1 (d>l) in Theorem 3. for every initial probability distribution φ.
Since the process {YJ is determined by the distribution of X Vι it is natural to indicate the distribution of Z Fl by a subscript on the P or E when these operate on sets or random variables measurable on the {FJ process. 
. Let [α] denote the largest integer in a for a > 0. The argument follows [2] and [8] , In particular the following decomposition is used:
The distribution of the third term on the right tends to the desired normal by the central limit theorem for Markov chains satisfying Doeblin's condition (see [4], p. 228 or [I] ). 3 So it suffices to show that each of the other terms approaches zero in probability. The corresponding facts were shown in [2] and [8] , but some new arguments are needed in the present case; on the other hand, much of the following argument is due to [2] and [8] .
The first term on the right causes no difficulty. That the second term approaches zero in probability follows from (5.2), which will be proved.
w-*oo n Suppose first that {XJ is acyclic. By Theorem 3 there exists a function 8(w) tending to zero as w approaches infinity and such that one has for h -0, 1, :
Σ Let ε > 0 there then exist h s such that the first term of the last member of (5.3) exceeds 1 -ε/2 for h = h s . Choose n s so that for n^n z .
Then
for n > n e . Clearly one can find h' 8 such that
for all n. So for h ^ h' e P[n -V Lγι > K\ < ε for all n, as had to be shown. If {JSΓJ is cyclic a simple variation of the above argument can be used to prove (5.2) provided A is included in one of the cyclic classes. Clearly (5.2) for arbitrary A with positive A-measure follows. Obviously (5.2) also shows that the last term in (5.1) approaches zero in probability.
Note that
In the last member the middle term approaches zero in probability by (5.2) , and the last term obviously tends to zero in probability. So the law of large numbers, valid for processes satisfying Doeblin's condition (see [1] or [4] ), 3 applied to the first term leads to n 1 (5.4) approaches --in probability as n L n 1 Q{Λ) Write [a] for the largest integer in a for a > 0 and define
Let ε > 0. (5.4) shows that there must be an n Q such that
Thus to show the fourth term on the right in (5.1) approaches zero it needs only to be shown that (5.5) max B n vθ)^sgλ( approaches zero in probability.
To prove (5.5) assume temporarily that {FJ is stationary, which will make {Z^ stationary. Then (5.5) is equivalent to (5.6) -JL max
approaches zero in probability.
The expression in (5.6) equals
The distribution in the expression in braces approaches a limiting distribution by the Erdos-Kac-Donsker invariance principle, which is applicable here by [I], 3 and the corresponding fact for independent identically distributed random variables with normal distributions of mean 0. Since the quantity preceding the braces approaches zero (5.6), and hence (5.5), holds in this case. That (5.5) holds for any initial distribution follows from Lemma 5. So the theorem is proved.
In [1] Billingsley showed that the invariance principle of Erdos, Kac, and Donsker is applicable to certain sequences of dependent random variables. The following theorem extends these results to processes satisfying (*). The terminology is that of [1] . THEOREM 5.2. 4 Under the conditions of Theorem 5.1 the invariance principle holds for the sequence {S n } with norming factors {B n }.
Proof. As in the proof of Theorem 4.1 of [1] it suffices to verify two conditions, (i) and (ii).
The verification of (i) in the present case is reduced to verifying the corresponding condition in the case where Doeblin's condition is satisfied in the same manner that the central limit theorem, Theorem 5.1, was reduced to the central limit theorem for processes satisfying Doeblin's condition. When Doeblin's condition is satisfied the argument of [1] applies. 3 Verification of (ii) is carried out as in [1] , except that Lemma 5 is used in place of Lemma 7.2, p. 224 of [4] . 3 The fact that \imE\--[ exists and is finite »^~ I Bl ί is also needed; this is easily reduced to Lemma 7. 3, p. 224 of [4] by using the decomposition (5.1) and the fact, proved above, that in the right member of (5.1) all terms other than the third one approach zero in probability.
As remarked above the hypotheses of Theorems 5.1, 5.2, have the unsatisfactory feature that they refer to some A e &. In [2] there are analogous hypotheses referring to some state of the denumerable state space; there, however, the hypotheses are proved invariant in the sense that if they hold for some state they hold for each state. In the present situation there exists no similar invariance. Indeed, it is very simple to give examples of a Markov process satisfying (*) and Doeblin's condition and of a function / such that the conditions of Theorem 5.1 are true for some A e & but not for A = S. δ Such examples show also that even when dealing with processes satisfying Doeblin's condition the theorems above may be applicable when the result of [1] is not.
Though the existence of moments of random variables of the form /*(Yi(A)) or g(Y 1 (A)) does depend on the choice of A certain facts can be established. This is the subject of the following section.
6, Relations between path processes. In this section {X t } will satisfy (*), Q will be the stationary measure, A, De &, D s A, 0 < Q(D) < oo, and g will be a positive, real-valued, measurable function on state space. Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 2120 Oxford Street, Berkeley 4, California.
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