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a b s t r a c t
In the present work, utilizing the two-dimensional equations of an incompressible inviscid
fluid and the reductive perturbation method, we studied the propagation of weakly non-
linear waves in water of variable depth. For the case of slowly varying depth, the evolution
equation is obtained as a variable-coefficient Korteweg–de Vries (KdV) equation. A pro-
gressive wave type of solution, which satisfies the evolution equation in the integral sense
but not point by point, is presented. The resulting solution is numerically evaluated for two
selected bottom profile functions, and it is observed that the wave amplitude increases but
the band width of the solitary wave decreases with increasing undulation of the bottom
profile.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The propagation of solitary waves in water of variable depth has attracted considerable interest since the beginning of
1970, and has become the focus of intensive study following the tsunami in the Indian Ocean in December 2004. A solitary
wave of constant depth h0 is a progressive wave of permanent form consisting of a single elevation above the undisturbed
free surface, whose amplitude a and effective length L0 are such that  = a/L0 and h20/L20 are comparatively small quantities.
Early studies on the propagation of weakly nonlinear waves in water of variable depth had been undertaken by
Grimshaw [1,2], Freeman and Johnson [3] and Johnson [4–6]. Later, the reflection of shallow-water solitary waves in chan-
nels with decreasing depth was studied by Knickerbocker and Newell [7,8], Sugimoto et al. [9], Philip et al. [10], Jeng and
Seymour [11], Li and Jeng [12] and Duin [13]. Recently, Killen and Johnson [14] further established a model for the Ko-
rteweg–de Vries equation in cylindrical coordinates.
In the present work, utilizing the two-dimensional equations of an incompressible inviscid fluid and the reductive
perturbation method, we studied the propagation of weakly nonlinear waves in water of variable depth. For the case of
slowly varying depth, the evolution equation is obtained as a variable-coefficient Korteweg–de Vries (KdV) equation. A
progressive wave type of solution, which satisfies the evolution equation in the integral sense but not point by point, is
presented. The resulting solution is numerically evaluated for two selected bottom profile functions, and it is observed that
the wave amplitude increases but the band width of the solitary wave decreases with increasing undulation of the bottom
profile. It is further noticed that the speed of the wave is also variable in the variable τ .
2. Basic equations
We consider a two-dimensional incompressible non-viscous fluid in a constant gravitational field g . The space coordi-
nates are denoted by (x∗, z∗) and the corresponding velocity components by (u∗, w∗). The gravitational force is assumed to
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Fig. 1. Geometry of the general wave propagation problem.
be acting along the negative z-axis, Fig. 1. The equations describing the motion of such a fluid are as follows.
∂u∗
∂x∗
+ ∂w
∗
∂z∗
= 0 (incompressibility condition), (1)
∂u∗
∂t∗
+ u∗ ∂u
∗
∂x∗
+ w∗ ∂u
∗
∂z∗
+ 1
ρf
∂P∗
∂x∗
= 0, (2)
∂w∗
∂t∗
+ u∗ ∂w
∗
∂x∗
+ w∗ ∂w
∗
∂z∗
+ 1
ρf
∂P∗
∂z∗
+ g = 0, (3)
where ρf is the mass density and P∗ is the pressure function of the fluid. Assuming that the flow is irrotational, the velocity
vector can be derived from a scalar potential φ∗(x∗, z∗, t∗) as
u∗ = ∂φ
∗
∂x∗
, w∗ = ∂φ
∗
∂z∗
. (4)
Then, the incompressibility condition reduces to
∂2φ∗
∂x∗2
+ ∂
2φ∗
∂z∗2
= 0, (5)
and the Euler equation becomes
P∗ − P0
ρf
= −∂φ
∗
∂t∗
− 1
2
[(
∂φ∗
∂x∗
)2
+
(
∂φ∗
∂z∗
)2]
− gz∗, (6)
where P0 is an integration constant, which can be considered as the atmospheric pressure.
We consider the case of a fluid of height h∗(x∗) bounded by a steady atmospheric pressure P0. Let the upper surface of
the fluid be described by z∗ = ψ∗. Then, the kinematic boundary condition on this surface reads
∂φ∗
∂z∗
= ∂ψ
∗
∂t∗
+ ∂φ
∗
∂x∗
∂ψ∗
∂x∗
, on z∗ = ψ∗. (7)
From the condition (6), the dynamical boundary condition on this surface becomes
∂φ∗
∂t∗
+ 1
2
[(
∂φ∗
∂x∗
)2
+
(
∂φ∗
∂z∗
)2]
+ gψ∗ = 0, on z∗ = ψ∗. (8)
Finally, the lower boundary is supposed to be rigid. Therefore, at z∗ = −h0 + f ∗(x∗), the normal velocity component must
vanish:
∂φ∗
∂z∗
− df
∗
dx∗
∂φ∗
∂x∗
= 0, at z∗ = −h0 + f ∗(x∗). (9)
Here f ∗(x∗) is the profile function at the bottom of the channel.
At this stage, it is convenient to introduce the following non-dimensional quantities:
φ∗ = c0h0φˆ, ψ∗ = h0ψˆ, x∗ = h0x, z∗ = h0z,
t∗ = h0
c0
t, f ∗(x∗) = h0f (x), c0 =
√
gh0, (10)
H. Demiray / Computers and Mathematics with Applications 60 (2010) 1747–1755 1749
where c0 is the phase speed of the linearized wave equations. Introducing (10) into the field equations (5), (7)–(9), the
following non-dimensional equations are obtained:
∂2φˆ
∂x2
+ ∂
2φˆ
∂z2
= 0, (11)
∂φˆ
∂z
= ∂ψˆ
∂t
+ ∂φˆ
∂x
∂ψˆ
∂x
, on z = ψˆ. (12)
∂φˆ
∂t
+ 1
2
(∂φˆ
∂x
)2
+
(
∂φˆ
∂z
)2+ ψˆ = 0, on z = ψˆ. (13)
∂φˆ
∂z
− df
dx
∂φˆ
∂x
= 0, at z = −1+ f (x). (14)
3. Long-wave approximation
In this section, we shall consider the long-wave approximation in shallowwater theory to Eqs. (11)–(14) by applying the
reductive perturbation method. For this purpose we introduce the following stretched coordinates:
ξ = 1

∫ τ
c(s)ds− 1/2t, τ = 3/2x, (15)
where  is a small parameter measuring the weakness of nonlinearity and dispersion, and c(s) is a scale function to be
determined from the solution.
For our future purposes, we introduce the following new dependent variables:
φˆ = 1/2φ, ψˆ = ψ. (16)
Introducing (15) and (16) into the field Eqs. (11)–(14), we have
∂2φ
∂z2
+ c2(τ )∂
2φ
∂ξ 2
+ 2
[
2c(τ )
∂2φ
∂ξ∂τ
+ dc
dτ
∂φ
∂ξ
]
+ 3 ∂
2φ
∂τ 2
= 0, (17)
∂φ
∂z
= − ∂ψ
∂ξ
+ 2
[
c(τ )
∂φ
∂ξ
+  ∂φ
∂τ
] [
c(τ )
∂ψ
∂ξ
+  ∂ψ
∂τ
]
on z = ψ, (18)
−∂φ
∂ξ
+ 1
2

[
c(τ )
∂φ
∂ξ
+  ∂φ
∂τ
]2
+ 1
2
(
∂φ
∂z
)2
+ ψ = 0, on z = ψ (19)
∂φ
∂z
− 2 df
dτ
[
c(τ )
∂φ
∂ξ
+  ∂φ
∂τ
]
= 0, at z = −1+ f (τ ). (20)
Now, we expand the functions φ and ψ into a suitable power series in  as
φ = φ0 + φ1 + 2φ2 + · · · ,
ψ = ψ0 + ψ1 + 2ψ2 + · · · . (21)
Introducing (21) into the field Eqs. (17)–(20) and setting the coefficients of like powers of  equal to zero, we obtain the
following sets of differential equations and boundary conditions.
O(1) equations:
∂2φ0
∂z2
= 0, (22)
with boundary conditions
∂φ0
∂z
= 0, −∂φ0
∂ξ
+ 1
2
(
∂φ0
∂z
)2
+ ψ0 = 0, at z = 0
∂φ0
∂z
= 0, at z = −1+ f (τ ). (23)
O() equations:
∂2φ1
∂z2
+ c2(τ )∂
2φ0
∂ξ 2
= 0, (24)
1750 H. Demiray / Computers and Mathematics with Applications 60 (2010) 1747–1755
with boundary conditions[
∂φ1
∂z
+ ψ0 ∂
2φ0
∂z2
]∣∣∣∣
z=0
+ ∂ψ0
∂ξ
= 0,[
−∂φ1
∂ξ
− ψ0 ∂
2φ0
∂ξ∂z
+ 1
2
c(τ )
(
∂φ0
∂ξ
)2
+ ∂φ0
∂z
∂φ1
∂z
]∣∣∣∣∣
z=0
+ ψ1 = 0,
∂φ1
∂z
= 0, at z = 1+ f (τ ). (25)
O(2) equations:
∂2φ2
∂z2
+ c2(τ )∂
2φ1
∂ξ
+ 2c(τ ) ∂
2φ0
∂ξ∂τ
+ dc
dτ
∂φ0
∂ξ
= 0, (26)
with boundary conditions[
∂φ2
∂z
+ ψ0 ∂
2φ1
∂z2
+ 1
2
ψ20
∂3φ0
∂z3
+ ψ1 ∂
2φ0
∂z2
− c2(τ )∂φ0
∂ξ
∂ψ0
∂ξ
]∣∣∣∣
z=0
+ ∂ψ1
∂ξ
= 0,[
−∂φ2
∂ξ
− ψ0 ∂
2φ1
∂ξ∂z
− 1
2
ψ20
∂3φ0
∂z2∂ξ
− ψ1 ∂
2φ0
∂z∂ξ
+ c(τ )∂φ0
∂ξ
∂φ0
∂τ
+ c2(τ )∂φ0
∂ξ
∂φ1
∂ξ
+ 1
2
(
∂φ1
∂z
)2]∣∣∣∣∣
z=0
+ ψ2 = 0,
∂φ2
∂z
− df
dτ
c(τ )
∂φ1
∂ξ
= 0 at z = −1+ f (τ ). (27)
3.1. Solution of the field equations
From the solution of the set (22) and (23), we obtain
φ0 = ϕ(ξ, τ ), ψ0 = ∂ϕ
∂ξ
, (28)
where ϕ(ξ, τ ) is an unknown function whose governing equation will be obtained later.
Introducing (28) into Eqs. (24) and (25), we get
∂2φ1
∂z2
+ c2(τ )∂
2ϕ
∂ξ 2
= 0,[
φ1
∂z
+ ψ0 ∂
2φ0
∂z2
]∣∣∣∣
z=0
+ ∂ψ0
∂ξ
= 0,[
−∂φ1
∂ξ
− ψ0 ∂
2φ0
∂z∂ξ
+ 1
2
c2(τ )
(
∂ϕ
∂ξ
)2]∣∣∣∣∣
z=0
+ ψ1 = 0,
∂φ1
∂z
= 0 at z = −1+ f (τ ). (29)
From the solution of Eq. (29), we have
φ1 = −12
∂2ϕ
∂ξ 2
[
c2(τ )z2 + 2z]+ ϕ1(ξ , τ ) (30)
provided that
c2(τ ) = 1
1− f (τ ) . (31)
Here ϕ1(ξ , τ ) is another unknown functionwhose governing equation should be obtained from the higher-order expansion.
The use of the second boundary condition in (29) yields
ψ1 = ∂ϕ1
∂ξ
− c
2(τ )
2
(
∂ϕ
∂ξ
)2
. (32)
Finally, introducing (28), (30) and (32) into Eqs. (26) and (27), we have
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∂2φ2
∂z2
− 1
2
∂4ϕ
∂ξ 4
[c4(τ )z2 + 2c2(τ )z] + c2(τ )∂
2ϕ1
∂ξ 2
+ 2c(τ ) ∂
2ϕ
∂ξ∂τ
+ dc
dτ
∂ϕ
∂ξ
= 0, (33)
∂φ2
∂z
∣∣∣∣
z=0
−3c2(τ )∂
2ϕ
∂ξ 2
∂ϕ
∂ξ
+ ∂
2ϕ1
∂ξ 2
= 0,
∂φ2
∂z
− df
dτ
c(τ )
∂ϕ
∂ξ
= 0, at z = −1+ f (τ ). (34)
The solution of the differential equation under the first boundary conditions in (34) yields
φ2 = 124
∂4ϕ
∂ξ 4
[
c4(τ )z4 + 4c2(τ )z3]− [ c2(τ )
2
∂2ϕ1
∂ξ 2
+ 1
2
dc
dτ
∂ϕ
∂ξ
+ c(τ ) ∂
2ϕ
∂ξ∂τ
]
z2
+
[
3c2(τ )
∂ϕ
∂ξ
∂2ϕ
∂ξ 2
− ∂
2ϕ1
∂ξ 2
]
z + ϕ2(ξ , τ ), (35)
where ϕ2(ξ , τ ) is another unknown function whose governing equation should be obtained from the higher-order expan-
sion.
Using the last boundary condition in (34), we obtain the following evolution equation:
2c(1− f ) ∂
2ϕ
∂ξ∂τ
+ 3c2 ∂ϕ
∂ξ
∂2ϕ
∂ξ 2
+ 1
3
c2(1− f )2 ∂
4ϕ
∂ξ 4
+
[
(1− f ) dc
dτ
− df
dτ
c
]
∂ϕ
∂ξ
= 0. (36)
Noticing that ψ0 = ∂ϕ/∂ξ , the above equation can be rewritten as
∂ψ0
∂τ
+ 3
2
c3ψ0
∂ψ0
∂ξ
+ 1
6c
∂3ψ0
∂ξ 3
− 1
2c
dc
dτ
ψ0 = 0. (37)
This is the variable-coefficient perturbed KdV equation. Here, the variable-coefficient property of the evolution equation is
the result of an uneven bottom topography. If the function f (τ ) is set equal to zero, the Eq. (37) reduces to the following
conventional KdV equation:
∂ψ0
∂τ
+ 3
2
ψ0
∂ψ0
∂ξ
+ 1
6
∂3ψ0
∂ξ 3
= 0. (38)
3.2. Progressive wave solution
In this subsection, we shall try to give a progressive wave solution of Eq. (37). When the coefficient functions are slowly
varying in their arguments, some asymptotic solutions are given in the current literature [15,16]. There are also some
numerical works on the solution of a variable-coefficient KdV equation [17].
Following Demiray [18], in this work we shall present a progressive wave solution of the form
ψ0 = a(τ )U(ζ ), ζ = α(τ)[ξ − ϕ(τ)], (39)
where a(τ ), α(τ ) and ϕ(τ) are some unknown functions of the variable τ , and U(ζ ) is another unknown function of ζ to be
determined from the solution. Introducing (39) into Eq. (37), we have[(
a′
a
− 1
2
c ′
c
)
U + α
′
α
ζ
dU
dζ
]
+
[
−αϕ′ dU
dζ
+ 3
2
c3aαU
dU
dζ
+ α
3
6c
d3U
dζ 3
]
= 0, (40)
where the prime denotes differentiation of the corresponding quantity with respect to the variable τ .
Since, in place of the single unknown function ψ0(ξ , τ ), we have introduced two unknown functions a(τ ) and U(ζ ), we
have the liberty to put some restrictions on these functions. Motivated by the sech2 type of solution to the KdV equation
with constant coefficient (38), we shall assume that U(ζ ) is such that the portion in the second bracket in (40) vanishes;
thus we obtain
−αϕ′ dU
dζ
+ 3
2
c3aαU
dU
dζ
+ α
3
6c
d3U
dζ 3
= 0, (41)(
a′
a
− 1
2
c ′
c
)
U + α
′
α
ζ
dU
dζ
= 0. (42)
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First, we shall seek a solution of Eq. (41). For that purpose, we integrate (41) with respect to ζ and obtain the following
equation:
− ϕ′U + 3
4
c3aU2 + α
2
6c
d2U
dζ 2
= A(τ ), (43)
where A(τ ) is an unknown function of the parameter τ . In the present work, we are concerned with localized waves, i.e., U
and its various order derivatives vanish as ζ →±∞. In this case, we can choose A(τ ) to be zero, and the result is
− ϕ′U + 3
4
c3aU2 + α
2
6c
d2U
dζ 2
= 0. (44)
Motivated by the solution of Eq. (38), we propose a solution of Eq. (44) of the form
U(ζ ) = sech2 ζ . (45)
Introducing (45) into (44) and equating the coefficients of the like powers of sech ζ equal to zero, we obtain
3
4
ac3 − α
2
c
= 0, 2
3
α2
c
− ϕ′ = 0. (46)
The solution of this equation yields
α2 = 3
4
a(τ )c4(τ ), ϕ′ = 1
2
a(τ )c3(τ ). (47)
To complete the solution, one has to determine the function a(τ ). For this, wemultiply Eq. (42) by U and integrate the result
with respect to ζ from−∞ to∞ and obtain[
a′
a
− 1
2
c ′
c
− 1
2
α′
α
]
〈U2〉 = 0, (48)
where
〈U2〉 =
∫ ∞
−∞
U2dζ . (49)
Since we are dealing with localized travelling waves, the function U is square integrable; thus 〈U2〉 is bounded. Hence, from
Eq. (48) we obtain
a′
a
− 1
2
c ′
c
− 1
2
α′
α
= 0, (50)
and from Eq. (47) 1 one can write
α′
2α
= a
′
4a
+ c
′
c
. (51)
Introducing (51) into Eq. (50), we have
a′
a
− 2 c
′
c
= 0. (52)
The integration of (52) yields
a = a0c2, (53)
where a0 is an integration constant. Introducing (53) into Eq. (47) 2, the function ϕ(τ) is expressed as follows:
ϕ(τ) = a0
2
∫ τ
0
c5(s)ds. (54)
Thus, the final solution for ψ0(ξ , τ ) is given by
ψ0 = a0c2(τ ) sech2 ζ , ζ = (3a0)1/2 c
3
2
[
ξ − a0
2
∫ τ
0
c5(s)ds
]
. (55)
Here it should be noted that (55) is not a solution of (37) in the classical sense, i.e., it does not satisfy Eq. (37) point-wise;
rather, it satisfies (37) in the integral sense. Therefore, Eq. (55) is to be considered as the solution of (37) in the sense of
distribution.
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Fig. 2. The variation of the wave profile with ξ and a for τ = 0 (model (a)).
Fig. 3. The variation of the wave profile with τ and a for ξ = 1 (model (a)).
3.3. Numerical results and discussion
In this subsection, we shall study the numerical evaluations of the analytical solution for two different bottom profile
functions: (a) f (τ ) = a tanh bτ , (b) f (τ ) = a[1− exp(−λτ)], where a, b and λ are some constants to be specified later.
(a) f (τ ) = a tanh bτ : This model can be considered as an approximation of waves over a step. Introducing the expression
for f (τ ) into the expression for c2(τ ) and the solution (55), we get
ψ0 = a0(1− a tanh bτ)−1 sech2 ζ ,
ζ = 0.5(3a0)1/2(1− a tanh bτ)−3/2
[
ξ − 0.5a0
∫ τ
0
(1− a tanh bs)−5/2ds
]
. (56)
This expression is evaluated numerically for various values of a, b, ξ and τ , and the results are depicted in Figs. 2 and 3. Fig. 2
shows the variation of the wave profile for a0 = 1, b = 2 and τ = 1 and for various values of a and ξ . It is seen that when
the height of the step increases the amplitude of the wave also increases. Fig. 3 reveals the variation of the wave amplitude
for a0 = 1, b = 2 and ξ = 1 for various values of a and τ . Here again, the wave amplitude increases with the increasing
value of the parameter a. Furthermore, due to non-uniformity of the topography of the bottom, the wave profile is distorted,
i.e. no longer bell-shaped.
(b) f (τ ) = a[1 − exp(−λτ)]: This model can be considered as waves over a sloping beach. Introducing the expression for
f (τ ) into the expression for c2(τ ) and the solution (55), we have
ψ0 = a0{1− a[1− exp(−λτ)]}−1 sech2 ζ ,
ζ = 0.5(3a0)1/2{1− a[1− exp(−λ τ)]}−3/2
[
ξ − 0.5a0
∫ τ
0
{1− a[1− exp(−λ s)]}−5/2ds
]
. (57)
This expression is evaluated numerically for various values of a, λ, ξ and τ , and the results are depicted in Figs. 4 and 5.
Fig. 4 shows the variation of the wave profile for a0 = 1, a = 0.5 and τ = 1 and for various values of λ and ξ . It is observed
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a = 0.5
Fig. 4. The variation of the wave profile with ξ and λ for τ = 0.5 (model (b)).
a = 0.5
λ = 0.05
λ = 0.00
λ = 0.10
1
Fig. 5. The variation of wave profile with τ and λ for ξ = 5.0 (model (b)).
that the amplitude of the wave is increasing with increasing parameter λ. This means that the sharper bottom topography
causes larger wave amplitude. Fig. 5 reveals the variation of the wave amplitude for a0 = 1, a = 0.5 and ξ = 1 for various
values of a and τ . Here again, the wave amplitude increases with increasing value of the parameter λ. Furthermore, due to
non-uniformity of the topography of the bottom, the wave profile is distorted, i.e. no longer bell-shaped. Finally, it might be
useful to state that non-uniform bottom topography causes variable wave speed.
4. Conclusion
By introducing a proper set of stretched coordinates and employing the classical reductive perturbation method, we
studied the propagation of weakly nonlinear waves in a water of slowly varying depth. The evolution equation for the
lowest-order term in the perturbation expansion is obtained as a variable-coefficient Korteweg–de Vries (KdV) equation.
A progressive wave type of solution, which satisfies the evolution equation in an integral sense, but not a point by point
sense, is presented. The resulting solution is numerically evaluated for two selected bottom profile functions. It is observed
that with increasing undulation of the bottom profile the wave amplitude increases but the band width of the solitary wave
decreases. It is further observed that non-uniform bottom topography causes variable wave speed.
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