THE HIGHER ORDER DIFFERENTIABILITY OF SOLUTIONS OF ABSTRACT EVOLUTION EQUATIONS
P
2) in (s, T] if (i) u(t) is strongly continuous in the closed interval [s, T] and is strongly continuously diff erentiable in the semi closed interval (s, Γ], (ii) u(t)eD(A(t)), the domain of A(t), for each te(s, T],

From the above it is clear that if further Ait)' 1 e C°°[0, T], B(t)eC°°[0, T] and f(t)eC°°
, then %(ί)eC°° (0, T] . It is shown by an example that the solution u(t) need not be real analytic even though A(ί)" 1 is real analytic and satisfies all other requirements.
The existence and uniqueness of strict solutions are established under varying hypotheses in a number of papers, Kato [3, 4, 5, 7] , Tanabe [10, 11, 12] , Kato and Tanabe [8] and Fisher fl] based on the theory of semigroups of operators. A survey of work done on the abstract evolution equation (0.1) is given in Kato [5] . Kato and Tanabe [8] established the existence and uniqueness of strict solutions without any assumptions on the constancy of the domain of the operators A(t). They also proved that the solution u(t) is analytic when ( -A(t) ) is a generator of an analytic semigroup for complex values of t in a convex neighbourhood of [0, T] provided that the inhomogeneous term fit) is also analytic. On the other hand, when D(A(t)) is constant, Tanabe [12] proved that the solution of (0.2) is twice differentiate if A(t)A(s)~ι is Holder continuously differentiate. P. E. Sobolevskii [9] showed that if
The following notations are used throught the paper. X denotes a fixed Banach space. Σ denotes the closed sector in the complex plane consisting of the complex numbers λ satisfying
M being a constant independent of t and λ. (This implies that for each t, -Ait) generates a semigroup exp ( -sA(t) ) analytic in the sector I arg s I ^ Θ,$Φ 0. Hille-Phillips [2] , Yosida [13] 
Jo
Here U(t, s) is a bounded operator and is called evolution operator, Greenes operator, propogator or fundamental solution. It is constructed as U(t,s) = exp(-(ί -s)A(t))
(2.2) ct + I exp (-(£ -τ)A(t))R(τ, s)dτ , Jo
R(t, s) being determined as the solution of the integral equation
where
This U(t, s) has the properties (i) U(s, s) = I (The identity operator) for any s e [0, T] (ii) U(t, r)U(r, s) = U(t, s),0^s^r^t£T (iii) The range of U(t, s) is contained in D(A(t)) and £tyt,8)= -A(t)U(t,s) dt (2.3) = A(t) exp (-(* -s)A(t)) -R(t,s) + (Ά(ί)exp(-(ί -τ)A(t))(R(τ, s)-R(t, s))dτ + exp (-(ί -s)A(t))R(t, s)
. LEMMA 1. Under the same assumptions as above, the following are true.
\\R(t,s)-R(τ,s
Λi(ί,8)||;gC(ί-β)-'.
R(t,s)\\^C(t-s)-".
(2.8)
Then we have
Noίe. Throughout this section and the following, C denotes a positive constant depending only on the fundamental constants M, N, θ, p, a and those which appear in the assumptions of Theorem 1. The constant C is not necessarily the same at every occurence. We use C ε to denote a constant depending on ε > 0 in addition to the constants mentioned above.
We also require a slightly weaker form of Theorem 6.1 [Kato and Tanabe [8] . We present it as THEOREM B ( Kato and Tanabe) . Let A(t) satisfy E.I, E.2.1, and E.3, B(t) satisfy E.5.1 and f(t) satisfy E.4,1. Then the equation (1.4) has a unique strict solution given by (t, s) being the evolution operator corresponding to (0.1).
We now proceed to give the proofs of theorems stated in § 1. Section 3 will be devoted for the proof of Theorem 1 and §4 for Theorem 2.
For the proof of Theorem 2, we need the following Theorem C from Kato [6] , which is the same as Lemma 13.7.1 in HillePhillips [2] . DEFINITION 1. H(ω, 0) is the set of all densely defined closed linear operators Tin a Banach space X satisfying (i) the resolvent set p(-T) contains a sector
Iargξ\ <* -+ ω , 0 < ω < -and (ii) for any ε > 0,
with M ε independent of ζ. DEFINITION 2. H(ω, β) , β real, is the set of operators T of the form T = Γ o -β with T Q e H{ω, 0).
THEOREM C. Let TeH(ω,β) and let A be relatively bounded with respect to T so that \\Au\\ ^a\\u\\ + b\\Tu\\, ueD(T)dD(A) .
For any ε > 0, there exists a β' > 0, 8 > 0 depending on T, ω and ε only, such that T + Ae H(ω -ε, β') whenever a < δ,b < δ. If in particular β = 0 and a -0, then T + Ae H(ω -ε, 0).
3* Proof of Theorem 1* In view of Theorem B, we have only to prove the Holder continuity of du/dt. We do this in several steps.
Step I. We consider the solution u(t) of the homogeneous equation (0.2) with the same assumptions on A(t) as in Theorem 1.
Let 0 ^ s < r < t ^ T.
As (d/dt)U(t,s)=-A(t)U(t,s),(t>s) it is enough to estimate
\\A(t)U(t,8)-A(r)U(r,8)\\ .
From (2.3) we have
A(t)U(t,8) -A{r)U{r,s)
where Γ is a smooth contour running in Σ from ooe-^ί r/2) + β) to
A{r))~ιdX Using (1.1) and (1.2) we have Step II. We now consider the solution u(t) of the equation (0.1) with the same assumptions on A(t) and f(t) as in Theorem 1.
(t)U(t, s) -A(r)U(r, s)\\^C(tr)» ,
The solution of (0.1) is given by:
Js u{s) being the initial value at t = s and U(t, s) the corresponding evolution operator. In view of the result proved in Step I, it is enough to consider the case u(s) = 0. Let 0 ^ s < r < t ^ T.
From the defining equations of U(t, s) and W(t, s) on using (2.11), (2.12) and (2.13) we obtain
= Γ A exp {~(t -σ)A(t)}(f(σ) -f(t))dσ at hot -^Rtf, σ)f(t)dσ + exp (-(ί -s)A(t))f(t)
552 P. SURYANARAYANA Using the Holder continuity of f(t), the estimates (2.4) through (2.13) and the estimates obtained in Step I, we can prove after some tedious computations that f or 0 <Ξ s < s Q <^ r < t <£ T, dt dr where η = min {1 -^ -ε, a -s, 7 -ε}, ε > 0 being arbitrarily chosen to make η > 0. iΓ is a constant depending on s 0 , s, ε and Γ but not on t and r. This establishes the Holder continuity of the derivative of the solution of (0.1) in every interval of the form [s 0 , T], 0 < s 0 < T.
Step III. The existence and uniqueness of the solution of the equation (1.4) is established in Theorem B. We have only to establish the Holder continuity of the derivative du/dt of this solu-
tion. Because u(t) e C^O, T] and B(t) is Holder continuous, we have that B(t)u(t) e (7(0, T]. We can treat u(t) as the solution of the equation 4^-+ A(t)u(t) = f(t) -B(t)u(t) ,
u Q e X given . dt 4* Proof of Theorem 2. The proof of Theorem 2 will be given after a few preparatory lemmas.
As A(t) satisfies the conditions used in Step II and f(t) -B(t)u(t) is
Let us first remark that if u(t) is a strict solution of operator and E.3 holds, then for a suitable K > 0,
A(t) + K + \^-(A(t) + K)A(A(t) + K)
satisfies E.I with a possibly different constant M. 
Proof. We can regard -A(t; K) as a perturbation of the analytic semi-group generator -(A(t) + K). If ueD(A(t)), we have
\dt κy\A(t) + K)u\\^H II Wdt So (d/dt)(A(t) + K)-\A(t) + K) is
Proof. A(t; K) = {1 + (d/dt)(A(t) + K)~1}(A(ί) + K).
In view of E.3, we can choose K > 0 such that
exists as a bounded operator. Then for such a choice of if,
Also in view of (1.3) and A{ty λ e C n+a [0, T] , it follows that
Hence the Lemma is proved. 
Combining all these estimates we have , N x being constants which do not depend on t or λ. Thus A(t; K) satisfies E.3 with the same p and this completes the proof of the Lemma.
Proof of Theorem 2. We wish to prove this theorem by induction. First the case n = 1 is Theorem B of Kato and Tanabe. So let us now assume the theorem true for n = m and make the induction hypothesis that A(t) satisfy E.I, E.2. m + 1 and E.3, B(t) satisfy E.5. m + 1 and f(t) satisfy E.4. m + 1. Let K > 0 be so chosen to satisfy (4.2) and to allow + A exist as a bounded operator for each t e [0, T], This is possible because Sup o^^Γ \\B(t) \\ is finite and A(t) satisfies E.I and E.2.
As remarked earlier, we will consider the equation where u(t 0 ) is the value of the strict solution of (4.1) at t -t 0 .
Because the equation (4.6) satisfies the conditions of theorem with n = m, we have that the unique strict solution v(t) of (4.6) is of class C n+8 [t l9 Γ], ίi > ί 0 arbitrary.
Let w(t) = F(t) + v(t). Clearly w(t) e C m+S [t u T]. Then
in view of (4.6) and noting that, B
(t; K)(A(t) + K) = A(t;K) + B(t) = F(t)
by our choice of g(t) (see 4.5). Thus w(t) satisfies
Since (4.1) has a unique strict solution t&(ί), 0 < t ^ Γ, and since the unique strict solution of (4.7) coincides with that of (4.7) at ί = ί 0 , we conclude that 
Hence u e C m+1+B [t u T] .
Because t 0 > 0, and ί 2 > ί 0 are arbitrary, we have
arbitrary. This completes the proof of Theorem 2. Corollary 1 follows immediately.
Example of an operator A(t) which satisfies E.I and E.3 with A{t)~ι real analytic the corresponding evolution operator U(t, s) of which is not real analytic:
This example is the same as given in Kato [5] . Let X = L\a, 6], 0 < a < b < T. A(t) be a family of multiplication operators in X defined by D(A(t) ) .
These are positive and self adjoint operators and so E.I is clearly satisfied. 
It is also clear that U(t, t) -I and
U{t,r)U(r,s) = U(t,s)
It can easily be shown that 
U(t,8) = -(X -t)-2 U(t,s) = -A(t)U(t,s) .
This implies that U(t, s) is the evolution operator. Now A(t)" 1 , being multiplication by (ί -xf, is analytic in t.
Also U(t, s) = 0 if s ^ a and £ Ξ> b and Ϊ7(ί, s) =£ 0 otherwise. Hence U(t, s) is not analytic in t.
We note that this is due to the fact that even though A(ί)" 1 has an analytic extension for t complex, -A(t) is not the generator of an analytic semigroup. Thus K -T condition is verified with p = 0.
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