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Introduction
The Nörlund matrix A NM W = (a n,k ) n,k 0 associated with the weight sequence W = {ω n } ∞ n=0 , (ω n 0, ω 0 > 0), is defined by a n,k = ω n−k /W n if 0 k n, 0 otherwise, ୋ This work is supported by the National Science Council, Taipei, ROC, under Grant NSC 96-2115-M-364-003-MY3.
where W n = n k=0 ω k . In this paper, we focus on the investigation of the number L p,q (A NM W ), where 0 < p, q ∞ and L p,q (A) is defined as the supremum of those L satisfying AX q L X p (X ∈ p , X 0). Here p denotes the space of all complex sequences X = {x k } ∞ k=0 such that
We write X 0 if x k 0 for all k. The symbol A 0 will be defined in a similar way. The study of L p,q (A) goes back to the work of Copson. In [10] (see also [12, Theorem 344] ((C(1) t ) = p, where (·) t denotes the transpose of (·) and C(1) = (a n,k ) n,k 0 is the Cesàro matrix defined by a n,k = 1/(n + 1) if 0 k n, 0 otherwise.
Copson's result was extended in many directions (see, e.g., [1, 2, 3, 4, 5, 7, 8, 9, 11] ). In particular, in [9] , it was proved that for p 1 and 0 < q p ∞, L p,q ( The corresponding result to this is still unknown for the case p < 1. The purpose of this paper is to solve this problem.
The organization of this paper is given as follows. In Section 2 (see Theorem 2.2), we claim that the number W q / W 1 in (1.2) is only an upper bound for L p,q (A NM W ) with 0 < q p < 1. More precisely, we shall establish the following inequality for W ∈ q :
We also prove that the left side of (1.3) is an equality for the case p = q, that is, L p,p (A NM W ) = 1 for W ∈ p and for 0 < p < 1. In the same theorem, we also give a second estimate for the lower bound. Next, in Section 3, we introduce the function 
Proof. Without loss of generality, we assume that M < ∞ and m > 0. Let X 0 with
This leads us to L p,q (A) M 1/p * m 1/q , and we finish the proof.
The main result reads as follows. For the case that 1 p ∞ and 0 < q p, it has been established in [9] . 
This enables us to derive L p,q (A NM W ) = ∞ for the case of (2.4), where 
We know that lim k→∞
This finishes the proof of (a). Consider (b). Let W ∈ 1 ∩ q . We have
is true, that is, the right side of (2.2) holds. On the
in k and the Lebesgue dominated convergence theorem, we get
Applying (2.1) to the matrix A NM W , we obtain the left side of (2.2). In particular, we have 
where X N is defined by (2.6). This finishes the proof of (b). Finally, we prove (c). For X 0 with
where
. By (2.2), we get (2.3). The proof is complete.
The choice X N given by (2.6) also ensures that L [4, p. 410] for definition). In general, the left side of (2.2) may not be an equality for the case 0 < q < p < 1. This is illustrated by the sequence W α = {ω k } ∞ k=0 , defined by the rules:
where 0 < α < 1/2. Since 0 < q < q/p < 1, W α exists. For such a W , we have W ∈ q . Moreover, from (2.3), we know that
Hence, the left side of (2.2) is indeed an inequality for the case p / = q, in general. The above example also shows that the estimate given in (2.3) is better than the lower estimate appeared in (2.2) for some cases. We shall give a further discussion about (2.2) in the next section. 
The function L (·),q (A)
In (2.2), we provide a range for the value of L p,q (A NM W ). The purpose of this section is to give a further discussion on this range. For 0 < q < ∞ and A 0, define the function
A c,q for all p ∈ (0, ∞), where
Moreover, L (p),q (A) = ∞ if and only if A c,q = ∞ (cf. the proof of Theorem 2.2(a)). We also have the following result. Theorem 3.1. Let 0 < q < ∞ and A = (a n,k ) n,k 0 0. Then the following two assertions hold:
(i) L (·),q (A) is increasing and right continuous on (0, ∞). (ii) For p ∈ (0, ∞) with 0 < L (p),q (A) < A c,q , L (·),q (A) is continuous on [p, ∞).

Moreover, there exists a unique ξ ∈ (p, ∞) such that L (·),q (A) is strictly increasing on [p, ξ ] and L (r),q (A) = A c,q for r ξ.
Here the terminology "increasing" has the same meaning as "non-decreasing". Before proving Theorem 3.1, we first establish the following lemma. Letting N → ∞, we get L (p),q (A) A c,q , which contradicts with the hypothesis. Hence, sup N X N ∞ < 1.
Proof of Theorem 3.1. Consider (i). Obviously, if 0
. Under the hypothesis, we have A c,q < ∞, and so L (r),q (A) < ∞ for all r p.
Consider those r with β r < ζ, where
where ( ) is the set consisting of all non-negative integers k with x k γ and
The appearance of the last term in (3.3) is based on the fact that γ ζ −r − 1 < 0 and X r = 1.
then by the Hölder inequality, we get
γ. This contradicts with the definition of ( ).
, and so by (3.3), we conclude that X ζ (γ ζ −r − ) 1/ζ for X ∈ p (r). Putting this with (3.2) together yields continuous on [p, ∞) . Obviously, the uniqueness of ξ follows from its definition. We prove the existence of ξ . By [ 
It is clear that X N ∞ < 1 for each N and X N p 2 = 1 for all N . By Lemma 3.2, τ := sup N X N ∞ < 1. On the other hand, 
Proof. By Theorem 2.2(b) and the Lebesgue dominated convergence theorem, we know that
Thus, (i) follows from 
By definition, we can easily prove that
On the other hand, for X 0 with X p = 1 and for all m 0,
This implies that . By (i), we get ξ = 1. This completes the proof.
By the comparison test for series, we know that the condition required in Corollary 3.3(ii) holds, whenever W ∈ q and lim inf k→∞ (A) . For 0 < p, q < 1, we have −∞ < p * , q * < 0. Hence, the mapping L q * ,(·) * (A t ) deals with the case of negative indices. We leave the details to the readers.
