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Systems as diverse as binary mixtures and inclusions in biological membranes, and many more,
can be described effectively by interacting spins. When the critical fluctuations in these systems are
constrained by boundary conditions, critical Casimir forces (CCF) emerge. Here we analyze CCF
between boundaries with alternating boundary conditions in two dimensions, employing conformal
field theory (CFT). After presenting the concept of boundary changing operators, we specifically
consider two different boundary configurations for a strip of critical Ising spins: (I) alternating equi-
sized domains of up and down spins on both sides of the strip, with a possible lateral shift, and
(II) alternating domains of up and down spins of different size on one side and homogeneously fixed
spins on the other side of the strip. Asymptotic results for the CCF at small and large distances are
derived. We introduce a novel modified Szego¨ formula for determinants of real antisymmetric block
Toeplitz matrices to obtain the exact CCF and the corresponding scaling functions at all distances.
We demonstrate the existence of a surface Renormalization Group flow between universal force
amplitudes of different magnitude and sign. The Casimir force can vanish at a stable equilibrium
position that can be controlled by parameters of the boundary conditions. Lateral Casimir forces
assume a universal simple cosine form at large separations.
I. INTRODUCTION
Van der Waals interactions or more generally Casimir forces are ubiquitous in nature [1]. They originate from a
confinement or modification of fluctuations. Those can be quantum fluctuations, as in the quantum electrodynamical
(QED) Casimir effect [2, 3], or thermal order parameter fluctuations in the vicinity of a phase transition where
correlation lengths are large, resulting in so-called critical Casimir forces (CCFs) between the confining boundaries
[4, 5]. Analogies and differences between quantum and thermally induced forces have been reviewed in Ref. [6].
The CCF is characterized by a universal scaling function that depends on the ratio of the correlation length and the
distance between the confining elements. This function is determined by the universality classes of the critical medium
[7]. Its sign depends on the boundary conditions for the order parameter at the surfaces, and hence the CCF can
be attractive or repulsive [8, 9]. Controlling the sign of the force is important to myriad applications in design and
manipulation of micron scale devices. Experimentally, sign control has been achieved with judicious choice of materials
in case of QED Casimir forces [10], and with appropriate boundary conditions for CCFs in binary mixtures [11–13].
In QED, a general theorem shows that there is always attraction between mirror symmetric shapes [14, 15]. More
generally, a theorem for Casimir forces in QED, similar to Earnshaw’s theorem, rules out the possibility of stable
levitation (and consequently force reversals) in most cases [16]. Contrary to that, the sign of the CCF can be tailored
by modifying the shape [17] or the boundary conditions [18, 19] of the confining surfaces. For example, a classical
binary mixture can be described by an Ising model where homogeneous surfaces have a preference for one of the
two components of the mixture, corresponding to fixed spin boundary conditions (+ or −). Depending on whether
the conditions are like (++ or −−) or unlike (+− or −+) on two surfaces, the CCF between them is attractive or
repulsive. However, so-called ordinary or free spin boundary conditions are difficult to realize experimentally but can
emerge due to renormalization of inhomogeneous conditions as we shall show below [20]. In general, the required
conditions for a sign change remain an open problem for general shapes and boundary conditions.
Experimentally, CCFs can be observed indirectly in wetting films of critical fluids [21], as has been demonstrated
close to the superfluid transition of 4He [22] and binary liquid mixtures [23]. More recently, the CCF between
colloidal particles and a planar substrate has been measured directly in a critical binary liquid mixture [11, 12].
Motivated by their potential relevance to nano-scale devices, fluctuation forces in the presence of geometrically or
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2chemically structured surfaces have been at the focus recently. Chemical surface preparation allows for an adsorption
preference for the components of a binary mixture that varies along the surface [24–26]. The CCF between such
inhomogeneous surfaces is determined by the effective boundary conditions at which the surfaces “see” each other.
Due to renormalization, the effective boundary conditions depend on the distance between the surfaces. This leads
to interesting phenomena such as cross-overs with respect to strength and even sign of the force, a lateral force
[27] and pattern formation among colloidal particles near non-uniform substrates. The latter situation has been
studied experimentally for spherical colloids [11]. Due to the possibility that the lipid mixtures composing biological
membranes are poised at criticality [28, 29], it has been also proposed that inhomogeneities on such membranes are
subject to a CCF [30] which provides an example of a 2D realisation.
Initial studies of CCFs mostly considered highly symmetric shapes and boundary conditions since the computation
of these interactions is notoriously difficult. Chemical surface structures (and hence modifications of the boundary
conditions) and less symmetric geometric shapes complicate CFFs further but add also to the richness of phenomena
that can be expected. The experimentally mostly studied critical Casimir systems belong to the Ising universality
class and hence the CCF can be extracted from numerical simulations. This has been done for the simple film
geometry with various homogeneous boundary conditions [31–33] and for spherical particles [34]. On the analytical
side, mostly mean field methods in combination with the Derjaguin approximation have been used to compute CCFs
for various geometries [35]. Conformal field theory (CFT) [36–38] opens a path to compute CCFs exactly in two
dimensional systems at criticality: Casimir forces in a strip are related to the central charge of the CFT [18, 19, 39],
with appropriate modification for boundaries [40]. There are results for interactions between circles [30], needles [41];
Ref. [42] describes a general approach for any compact shapes. Sign changes of CCFs due to wedge like surface
structures have been reported very recently [17]. These techniques have been applied to the Casimir interaction
between two needles immersed in a two-dimensional critical fluid of Ising symmetry [43]. A general classification of
the sign of the critical Casimir force within 2D CFT’s has been obtained within a similar approach [44].
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FIG. 1: A statistical lattice model in a domain with a given shape, and a given set of boundary conditions (BC1, BC2, BC3).
The dots indicate positions where the boundary condition changes. The system has a linear size L, and a UV cutoff a0 (here
represented as lattice spacing). Sending the UV cutoff to zero, while keeping the global shape fixed, one obtains a system that
is well described by a conformal field theory (CFT) in the bulk, with boundary condition changing operators (BCC operators)
located at the dots on the boundary. Independent of microscopic details, the predictions of CFT are applicable to all models
that fall into the same universality class for L a0.
How can one describe a system with changing boundary conditions in CFT? Consider a bounded 2d lattice model
at equilibrium. For example, one may think of an Ising or Potts model. Imagine that the boundary shape of the
system is fixed, as well as its boundary conditions. Let L be the linear size of the system, and a0 a UV cutoff, for
example the lattice spacing. Imagine that we were able to tune the UV cutoff without affecting the global shape of
the system (Fig. 1). Then one may consider L/a0 as a large parameter, and focus on the corresponding expansion of
the free energy, which is usually of the form F = αbulk L2a20 +αsurf.
L
a0
+ . . . The first two terms reflect the fact that the
free energy is extensive (at least for systems with sufficiently short-ranged interactions): they scale with the bulk area
and with the length of the boundary. At criticality, it is well-known that the next term in this expansion is universal
and may be computed using the powerful machinery of CFT,
F = αbulkL
2
a20
+ αsurf.
L
a0
+ FCFT + . . . . (1)
In general, the last term can be decomposed as
FCFT = ζ log L
a0
+ θ[shape] , (2)
3with a logarithmic contribution with coefficient ζ, and some function θ[shape] that does not depend on L/a0, but
instead is a function of the shape of the system. For example, when the system is a rectangle with sides of length L
and `, then it is a function of the aspect ratio, θ = θ(`/L). For more complicated shapes, described by more length
scales `1, `2, . . . , it is a function θ(`1/L, `2/L, . . . ). Importantly, both the coefficient ζ and the function θ are universal
– meaning that they are independent of the microscopic details of the system (like the lattice constant or UV cutoff
a0) – and can be computed in CFT.
In the following, we focus on simply connected domains with one boundary. In the simplest case when the boundary
condition is the same everywhere along the boundary, it is known that the CFT part FCFT of the free energy is directly
proportional to the central charge c of the CFT model, and is insensitive to any other details of the theory. More
precisely, ζ and θ[shape] are both given by c times their value in the free scalar field theory with Dirichlet boundary
conditions (the normalization convention for the central charge is such that the free scalar field has c = 1). The
variation with the shape of the domain is given in full generality by the Polyakov-Alvarez formula [45, 46], but we
will not need it in what follows. In fact, in this paper we consider only very simple shapes, for which the CFT part
of the free energy is well-known. Instead, our main interest is in the contributions to the free energy FCFT that are
induced by changes of the boundary conditions along the boundary. When the boundary condition (BC) changes from
BC1 to BC2, from BC2 to BC3, and so on (Fig. 1), at points z1, . . . , zm along the boundary, the partition function,
Z = (L/a0)
−ζe−θ[shape], can be expressed as
Z
Z0
=
〈
φBC1|BC2(z1)φBC2|BC3(z2) . . . φBCn|BC1(zn)
〉
. (3)
Here Z0 is the partition function when the BC is constant along the boundary, and Z is the partition function of the
system with the BC changes. The remarkable thing is that, since the change of BC is a local effect, in the scaling limit
it can be encoded as a local operator [40], dubbed boundary condition changing (BCC) operator. These operators are
primary operators, with a scaling dimension hp that depends on the two boundary conditions BCp and BCp+1. As a
consequence, the joint effect of several changes of boundary conditions must take the form of a correlation function
of local operators along the boundary. How do such changes of boundary conditions affect the free energy of Eq. (2)?
The insertion of BCC operators is reflected in the free energy by
FCFT → FCFT − log 〈φBCC,1(z1) . . . φBCC,n(zn)〉 , (4)
and, since correlation functions must have the scaling form 〈φBCC,1(z1) . . . φBCC,n(zn)〉 =
(L/a0)
−∑j hjg(z1/L, . . . , zn/L), where hj is the scaling dimension of the BCC operator φBCC,j , we see that
ζ → ζ +
∑
hj and θ → θ − log g(z1/L, . . . , zn/L) . (5)
The calculation of arbitrary correlation functions, and thus of the function g, is usually difficult. The purpose of this
paper is to exploit a few cases where this can be done exactly. A short account of our results has been published
recently [47].
The rest of the paper is organized as follows. In the next section we consider a general CFT on a strip with a small
number of changes in the boundary conditions, to familiarize the reader with the use of BCC operators. In Sec. III we
introduce the model of interest: two boundary configurations of the critical Ising model on a strip with periodically
alternating boundary conditions. In that section we derive limiting cases of the CCF from simple arguments. Some
facts on Toepliz determinants and a modified Szego¨ formula for the determinant of real antisymmetric block Toeplitz
matrices are presented in Sec. IV. This modified formula allows us the compute the exact CCF for the two boundary
configurations of the Ising strip in Sec. V. We conclude in Sec. VI.
II. CFT FOR CASIMIR FORCES ACROSS A STRIP WITH CHANGING BOUNDARY CONDITIONS
In this section, we consider a general CFT in the strip geometry, with boundary condition changes along the surface.
Making use of the fact that, in any CFT, two-point functions and three-point functions are entirely fixed by conformal
invariance, the CCF can be computed explicitly, because it follows from the correlation function of BCC operators
that enters the free energy, see Eq.(4). We assume that the strip has width L and length W where the latter serves
as an IR cutoff that can be considered infinity when computing the free energy density FCFT/W (see Fig. 2).
4L
W
FIG. 2: Strip of width L and length W  L. Here the boundary condition is assumed to be identical on both sides.
A. Identical BCs on both sides
It is well-know that the CFT part of the free energy of a rectangle of size L×W for W/L 1 is to leading order
FCFT = −pic
24
W
L
+ . . . (6)
where c in the central charge of the CFT, and the dots stand for corrections that vanish when W/L→∞. The critical
Casimir force per unit length between the two boundaries is then
F
W
= − d
dL
FCFT
W
= − pic
24L2
. (7)
B. Insertion of two BCC operators
Now consider a strip where the boundary conditions change from BC1 to BC2 at the positions z = x + iL (upper
boundary) and z = x′ (lower boundary), see Fig. 3 The two-point correlation function of the BCC operators with
scaling dimension h is fixed by conformal invariance,〈
φBC1|BC2(x+ iL)φBC2|BC1(x
′)
〉
=
1∣∣∣ 2Lpi sinh pi(x−x′+iL)2L ∣∣∣2h . (8)
Using Eq. (4), the free energy becomes
FCFT = −pic
24
W
L
+ 2h log
∣∣∣∣2Lpi cosh pi(x− x′)2L
∣∣∣∣ . (9)
There are some limiting cases that are of primary relevance to the rest of this paper. First, take x → −W/2 and
x′ →W/2. This corresponds to boundary condition BC2 on the upper surface, and BC1 on the lower surface. In that
limit the free energy per unit length is to leading order
FCFT
W
= −
( c
24
− h
) pi
L
, (10)
where we have ignored logarithmic corrections. From this result one observes that if the boundary condition is different
on both sides, then the critical Casimir force becomes repulsive if h > c/24. Interestingly, a strip with one change of
boundary conditions on the upper boundary and constant boundary conditions on the lower boundary has the free
energy of Eq. (10) with h replaced by h/2. This can be easily seen by keeping x finite and taking x′ → W/2  x.
Hence, like and unlike boundary conditions contribute with equal weight to the total interaction energy between the
surfaces (addivity, see also below).
For distances L large compared to |x− x′| (but still small compared to the length W ), the second term in Eq. (9)
has a leading logarithmic dependence on L but is independent of W so that it does not contribute to FCFT/W in the
thermodynamic limit W →∞. Hence, in that limit the strip appears like a strip with equal boundary conditions on
both sides, and the free energy per unit length is given by Eq. (10) with h = 0. In general, a finite number of boundary
changes with a finite distance between them does not change the free energy per unit length for asymptotically large
L in the thermodynamic limit.
5L
W
φ1|2(x+ iL)
φ2|1(x
′)
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BC2
FIG. 3: A strip with two changes of boundary conditions. For better readability we write φ1|2 instead of φBC1|BC2 .
L
W
φ1|2(w1) φ2|3(w2)
φ3|1(w3)
BC1 BC2
BC3BC1
BC3
FIG. 4: A strip with three changes of boundary conditions.
Another limiting case of interest corresponds to short distance, L |x− x′|. In that limit one easily sees that the
free energy per unit length becomes to leading order
FCFT
W
= − pic
24L
+
pih
L
|x′ − x|
W
. (11)
This case illustrates the additivity in short distance limit: The second term contributes to the Casimir potential pih/L
only over the fraction |x′ − x|/W of the boundaries where they have different boundary conditions. This dependence
of the free energy on the position where the BCs change gives rise to a lateral CCF per unit length, determined by
Flat
W
= −d(FCFT/W )
dx′
= − sgn (x′ − x) pih
WL
. (12)
This lateral force is constant along the boundaries (up to a sign) and tends to align the two boundaries at x = x′ so
that there are no different boundary conditions facing each other. Of course, for W/L→∞ this force vanishes since
the free energy is extensive in W . In that limit, a finite lateral force per unit length could be achieved by a finite
density of positions where the boundary conditions change. This situation shall be considered in Sec. III.
C. Insertion of three BCC operators
Next, we consider the situation depicted in Fig. 4, which is a strip with three BCC operators on the boundaries,
separating three different boundary conditions. It is well-known that the three-point correlation function is entirely
fixed by conformal invariance [37, 38]. For three BCC operators on the boundary of the strip, it is given by
〈
φ1|2(w1)φ2|3(w2)φ3|1(w3)
〉
=
(
2L
pi
)−h1|2−h2|3−h3|1 ∣∣∣∣sinh pi(w1 − w2)2L
∣∣∣∣−h1|2−h2|3+h3|1 (13)
×
∣∣∣∣sinh pi(w2 − w3)2L
∣∣∣∣+h1|2−h2|3−h3|1 ∣∣∣∣sinh pi(w3 − w1)2L
∣∣∣∣−h1|2+h2|3−h3|1 .
For better readability, we have replaced φBC1|BC2 by φ1|2; the scaling dimension of the latter operator is h1|2. Formula
(13) easily follows from combining the conformal map w 7→ e piLw, that sends the strip to the upper half-plane, with
the well-known formula for the three-point function in the latter domain [37, 38].
Again, it is interesting to consider the limit of short distances L (compared to the distances between changes in
the boundary conditions). To study this limit we set w1 = x1 + iL, w2 = x2 + iL, w3 = x3 and assume that x1 < x2.
6The free energy can be obtained again from Eq. (4). The result depends on the position of x3 on the lower boundary
relative to x1 and x2 on the upper boundary. We find for the free energy per unit length
FCFT
W
= − pic
24L
+

pi
WL
[
h2|3(x2 − x1) + h3|1(x1 − x3)
]
for x3 < x1 < x2
pi
WL
[
h1|2(x3 − x1) + h2|3(x2 − x3)
]
for x1 < x3 < x2
pi
WL
[
h1|2(x2 − x1) + h3|1(x3 − x2)
]
for x1 < x2 < x3
. (14)
Since the scaling dimensions hj|k are all non negative, the part of the free energy that depends on the positions xj
where the boundary conditions change is always positive and hence all boundary changes cost energy. To see which
configuration minimizes the free energy when we allow the lower boundary and hence x3 to move laterally, we consider
the lateral force
Flat
W
= −d(FCFT/W )
dx3
= − pi
WL
×

−h3|1 for x3 < x1 < x2
h1|2 − h2|3 for x1 < x3 < x2
h3|1 for x1 < x2 < x3
. (15)
In general, the lateral force is discontinuous at the points where the boundary conditions change. It points to the
center region between x1 and x2 when x3 is located outside that region so that the lower boundary tends to move
x3 towards x1 or x2. This is expected since otherwise there could be an arbitrarily large region where the boundary
conditions BC1 and BC3 face each other, which would cost an extensive energy. When x3 is located in the central
region between x1 and x2, the lateral force tends to align x3 with x1 when h1|2 > h2|3 and with x2 when h1|2 < h2|3
(If h1|2 = h2|3 then there is no lateral force in that center region). So the stable point of minimal energy is either
x3 = x1 or x3 = x2, depending on the relative magnitude of h1|2 and h2|3. Again, this is expected physically as the
scaling dimensions hj|k measure the energy cost associated with two different boundary conditions facing each other.
So if h1|2 > h2|3 it is more expensive to have BC1 and BC2 opposite each other than BC2 and BC3 and hence x3 = x1
minimizes the energy.
III. ISING UNIVERSALITY CLASS WITH PERIODICALLY ALTERNATING BOUNDARY
CONDITIONS: GENERAL ARGUMENTS AND ASYMPTOTIC LIMITS
Any critical system in the 2d Ising universality class is described by a CFT with central charge c = 1/2. It admits
three type of conformally invariant boundary conditions, corresponding to fixed (+ or −) spins and free (f) spins along
the boundary. The BCC operators implementing the change (+,−) and (+, f) or (−, f) have dimension h(+,−) = 1/2
and h(±,f) = 1/16 respectively [40]. We consider again the strip geometry. Of course, the formulas of the previous
section apply, but we would like to generalize them to an extensive number of BCC operators. We are interested
in computing the critical Casimir forces between surfaces with periodic chemical patterns. Since these chemical
structures realize different boundary conditions for the Ising spins when the model is applied to binary mixtures, here
we focus on boundary conditions which alternate periodically. In contrast with usual boundary CFT approaches, this
problem requires to consider a finite density of BCC operators. We consider the two following configurations:
• Configuration I: A strip of width L and length W  L with periodically alternating fixed spin boundary
conditions on both edges with periodicity a and lateral shift δ, as illustrated in Fig. 5. The positions of the 2N
BCC operators are (w = x+ iy):
w2j = ja+ iL, w2j+1 = ja+ δ , j = 1, . . . , N = W/a. (16)
For large W or N , we are interested in the CFT part of the free energy per unit length, FCFT/W , as a function
of L and of the two dimensionless parameters a/L and δ/L.
• Configuration II: A strip of width L and length W  L with homogeneous + spins on the lower boundary and
alternating domains of and + spins of different lengths a and b, respectively, on the upper boundary, see Fig. 6.
The positions of the 2N BCC operators are
w2j = j (a+ b), w2j+1 = j(a+ b) + a , j = 1, . . . , N = W/(a+ b) . (17)
Now the CFT part of the free energy per unit length, FCFT/W , is a function of L, and of the dimensionless
ratios a/L and b/L.
7a a a a a a a
L
  a a a a a a
FIG. 5: Ising strip with boundary configuration I.
a b a b a b a
L
FIG. 6: Ising strip with boundary configuration II.
A. Casimir interaction for small L a, b, δ
When L is much smaller than the separations between boundary changes, we can use the additivity property
demonstrated in the previous section.
1. Configuration I
In the short distance limit one has a very narrow strip, with segments that have (+,−) boundary conditions on
either sides over a fraction δ/a of the system, and (+,+)/(−,−) boundary conditions over a fraction 1− δ/a. Hence,
additivity yields
FCFT
W
= − pic
24L
(
1− δ
a
)
− pi
L
( c
24
− h(+,−)
) δ
a
+ . . .
= − pi
48L
+
pi
2L
δ
a
+ . . . , (18)
where we used c = 1/2 and h(+,−) = 1/2. There is also a logarithmic contribution to FCFT, which reads
2W
a h(+,−) log(L/a0) with a0 a UV cutoff that does not appear in the force after taking the derivative with respect to
L. However the latter is subleading in the regime L a, b, so we dropped it.
82. Configuration II
Now the narrow strip has segments (+,−) boundary conditions over a fraction a/(a+ b) of the system, and (+,+)
boundary conditions over a fraction b/(a+ b), yielding
FCFT
W
= − pic
24L
b
a+ b
− pi
L
( c
24
− h(+,−)
) a
a+ b
+ . . .
= − pi
48L
b− 23a
a+ b
+ . . . , (19)
where we again used additivity. Interestingly, the force changes sign depending on the relative amount of + and −
spins on the boundaries, and it vanishes to leading order for a = b/23. As in the case of Configuration I, we dropped
the logarithmic term, which is subleading.
B. Asymptotic Casimir interaction for large L a, b, δ from renormalization group arguments
1. Configuration I
When L  a, it is useful to look at each of the two boundaries of the strip from a coarse-grained perspective.
Contrary to homogeneous boundary conditions, in this configuration the BCC operators break the scale invariance
at the boundaries, because they are associated with the length scale a. However, at length scales much larger than
a, one should be able to regard the coarse-grained boundary as homogeneous, with some new effective boundary
condition. The effective boundary condition must be a Renormalization Group (RG) fixed point [48]. To calculate
the free energy for Configuration I, it is not necessary to know what RG fixed point this is exactly, because it clearly
has to be the same boundary condition on both sides, so it is given by Eq. (6), with c = 1/2,
FCFT
W
= − pi
48
1
L
. (20)
We shall see in Sec. V that this result is indeed recovered from the exact solution of the model.
2. Configuration II
Repeating the same RG argument as for configuration I, we now need to have a finer understanding of the boundary
conditions that are RG fixed points. For the Ising universality class, they are expected to be one of the three known
conformally invariant boundary conditions [40]: free (f), or fixed (+), (−) boundary conditions. We thus need to
distinguish the following cases. When a = b, the effective boundary condition at large scale should be the free (f)
boundary condition. Indeed, since in that case the proportion of + and − spins along the boundary is the same, the
effective boundary condition must enjoy Z2-invariance, which rules out fixed boundary conditions. However, when
b > a, there are more + spins than − spins on the upper boundary, so the Z2-symmetry is broken, and one expects
the system to renormalize towards fixed (+) boundary conditions. Similarly, for a > b, one should obtain fixed (−)
boundary conditions. Since the lower boundary has homogeneous (+) boundary conditions, the CFT free energy must
behave asymptotically for W  L a, b as
FCFT
W
=

− piL c24 = − piL 148 if b > a (+,+) BC ,
− piL
(
c
24 − h(f,+)
)
= + piL
1
24 if a = b (f,+) BC ,
− piL
(
c
24 − h(−,+)
)
= + piL
23
48 if a > b (−,+) BC .
(21)
Since the three possible surface RG fixed points (+, − or f) are realized in configuration II, it is interesting to study
the RG flow between them. While we shall look at this in greater detail in Sec. V, we present here simple scaling
arguments for perturbations of the boundary condition around the free (f) boundary fixed point. We thus start from
the case a = b, which corresponds effectively to free (f) boundary condition on the upper edge. The action S on the
strip can be formally decomposed as
S = Sbulk + Stop edge + Sbottom edge . (22)
9To perturb this boundary condition, one can add a field to the top edge,
Stop edge → Stop edge + λ
∫
dx φ(x), (23)
where φ(x) is a local operator on the edge, with scaling dimension hφ. For b close to a, the coupling constant λ must
vary linearly with a − b. One can see from the action (23) that λ has scaling dimension 1 − hφ, so it must scale as
λ ∼ (a/b− 1)(a+ b)hφ−1. Thus, there is a natural length scale ξc with
ξc(τ) ∼ |τ |
1
hφ−1 (a+ b), τ = a/b− 1 . (24)
At length scales smaller than ξc, the boundary condition is effectively free, and at scales larger than ξc, it is effectively
fixed. We will refer to ξc as the crossover length. Here, for the Ising universality class, we need to determine the
perturbing operator φ that generates an RG flow from free to fixed boundary conditions and its scaling dimension hφ.
Clearly, the most natural candidate for that operator is the spin operator itself, which breaks Z2 symmetry. At the
boundary, it has scaling dimension hφ = 1/2 [40], so we obtain a crossover scale and an associated critical exponent
νc, given by
ξc(τ) ∼ |τ |−νc(a+ b), νc = 2 . (25)
This length scale determines the scaling of the free energy which is always a function of L and of two dimensionless
parameters, which we can chose as (a+ b)/L and ξc/L. We are interested in the regime where L, ξc  a, b, such that
FCFT(L, (a+ b)/L, ξc/L) ∼
L,ξca,b
FCFT(L, 0, ξc/L), (26)
leaving a function of two parameters only. It must take a scaling form, in terms of a universal function ϑ,
FCFT(L, 0, ξc/L)
W
=
1
L
ϑ[L/ξc(τ)] . (27)
In Sec. V, we shall compute the free energy exactly, and recover the value of the critical exponent νc = 2. In addition,
we will obtain the scaling function ϑ explicitly.
IV. DETERMINANTS OF REAL ANTISYMMETRIC BLOCK-TOEPLITZ MATRICES: THE ROLE OF
THE KITAEV Z2 INDEX
In Sec. V, we will see that the problem of calculating the partition function for the strip with periodically alternating
boundary conditions requires the evaluation of the asymptotics of a large block-Toeplitz determinant. This is a
standard problem for which there exist well-established results. Here, we briefly discuss some facts about Toeplitz
determinants.
Interestingly, in addition to those well-established results, we need to deal with one rather subtle case, involving
real antisymmetric block-Toeplitz matrices, for which the standard theorems (namely, variants of the strong Szego¨
limit theorem [49, 50]) are not sufficient for our purposes. Here we shall simply state our main results that we
need subsequently in this work, deferring all the details to a subsequent paper [51]. A key role is played by Kitaev’s
pfaffian invariant [52], or Z2 invariant which distinguishes between two topologically distinct sets of real antisymmetric
matrices.
A. (Block-)Toeplitz matrices and the (common) strong Szego¨ limit theorem
Let Gn be a block-Toeplitz matrix of size nm× nm, with n2 blocks of size m×m,
Gn =

g0 g1 g2 . . . gn−1
g−1 g0 g1 . . . gn−2
g−2 g−1 g0 . . . gn−3
...
...
...
. . .
g−n+1 g−n+2 g−n+3 g0
 , (28)
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where each gp is an m ×m complex matrix. The asymptotics of detGn is given by the strong Szego¨ limit theorem
[49], which is a generalization of the strong Szego¨ limit theorem available for the scalar case (i.e. m = 1), also
sometimes called the Szego¨-Widom theorem. Let us briefly recall the statement of the strong Szego¨ limit theorem. A
fundamental role in the theory of Toeplitz operators is played by the Fourier transform of gp, called the symbol in the
mathematics literature,
ϕ(θ) =
∑
p∈Z
eipθgp, θ ∈ [0, 2pi] ' S1. (29)
(In the literature, it is customary to introduce the symbol ϕ first, and then view the sequence of matrices Gn’s as
truncations of the infinite-dimensional operator defined by ϕ.) When the entries of gp decay sufficiently fast (e.g.
exponentially) with p, θ 7→ ϕ(θ) is a smooth function from the circle [0, 2pi] ' S1 to the space of m × m complex
matrices. One key assumption that is required is that ϕ(θ) never vanishes (or equivalently, ϕ(θ) is invertible). If this
holds, then one can define the winding number I ∈ Z of the map
S1 −→ C \ {0}
θ 7→ detϕ(θ) , (30)
which is also referred to as the Fredholm index. Indeed, it can be shown that the Toeplitz operator with symbol ϕ is
Fredholm iff detϕ(θ) 6= 0 for all θ, so that ϕ is a (continuous) map from S1 to GL(m,C), and that the Fredholm index
then labels the elements of the fundamental group of GL(m,C) ' U(1) × SL(m,C). Since SL(m,C) is contractible,
this is nothing but pi1(U(1)) ' Z, and the index is precisely what is counted by the winding number of Eq. (30) – up
to a sign, depending on the convention for the orientation of the winding – see for instance [53].
The content of the strong Szego¨ limit theorem is the following (for the original statement, see [49]). If the winding
number I is zero, the leading asymptotics is given by
(I = 0) 1
n
log detGn −→
n→∞
∫ 2pi
0
dθ
2pi
log detϕ(θ). (31)
When I 6= 0, this result is modified; references where the case of non-zero index is discussed include [50, 54]. For
scalar Toeplitz matrices (i.e. m = 1), this is the complete classification: the Fredholm index decides whether Eq. (31)
applies ot not. However, in the block-Toeplitz case (m > 1), it remained somewhat unclear whether references such as
[49] are making additional assumptions to reach formula (31); different references on the strong Szego¨ limit theorem
for block-Toeplitz matrices seem to be relying on different assumptions (compare, for instance, the statements of the
strong Szego¨ limit theorem in the block Toeplitz case in [49, 50, 55]). In what follows, we will refer to Eq. (31) as the
strong Szego¨ limit formula (as opposed to theorem), and discuss whether or not it applies to the matrices that we will
encounter later on in this paper.
B. An example involving a real antisymmetric matrix: does the strong Szego¨ limit formula apply?
Let u, v be real numbers, with 0 < u < 1 and 0 < v < 1. Consider the block-Toeplitz matrix (with n2 blocks of size
2× 2)
Gn =

0 u uv u2v u2v2 u3v2 . . . un−1vn−1 unvn−1
−u 0 v uv uv2 u2v2 . . . un−1vn un−1vn−1
−uv −v 0 u uv u2v . . . un−2vn−2 un−1vn−2
−u2v −uv −u 0 v uv . . . un−2vn−1 un−2vn−2
−u2v2 −uv2 −uv −v 0 u . . . un−3vn−3 un−2vn−3
−u3v2 −u2v2 −u2v −uv −u 0 . . . un−3vn−2 un−3vn−3
...
...
...
...
...
...
. . .
...
...
−un−1vn−1 −un−1vn −un−2vn−2 −un−2vn−1 −un−3vn−3 −un−3vn−2 . . . 0 u
−unvn−1 −un−1vn−1 −un−1vn−2 −un−2vn−2 −un−2vn−3 −un−3vn−3 . . . −u 0

.
One can check that, for any n ≥ 1,
detGn = u
2n . (32)
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This is an exact result for any finite size, so there is of course no need to use more advanced techniques to evaluate
the asymptotics of this determinant. However, it is instructive to see what the outcome of the strong Szego¨ limit
formula in that case is. First, notice that the entries of gp are zero unless p = −1, 0, 1, so that the assumption about
the decay of the entries of the matrix gp is trivially satisfied. In fact, the symbol is easily calculated, and it is clearly
a smooth function of θ,
ϕ(θ) =
1
cos θ − (uv + u−1v−1)/2
(
i sin θ v+v
−1
2 − e−iθ u+u
−1
2
−v+v−12 + eiθ u+u
−1
2 i sin θ
)
. (33)
Second, one observes that, as long as u 6= v, the determinant of the symbol is non-zero,
detϕ(θ) =
cos θ − (uv−1 + u−1v)/2
cos θ − (uv + u−1v−1)/2 .
Third, the winding number (or Fredholm index) is obviously I = 0, because the determinant is real-valued and non-
zero. So all the basic assumptions of the strong Szego¨ limit formula, as stated above, are satisfied. What result do we
get when we apply formula (31)? The right hand side of Eq. (31) is given by an integral which is readily evaluated,∫ 2pi
0
dθ
2pi
log
[
cos θ − (uv−1 + u−1v)/2
cos θ − (uv + u−1v−1)/2
]
=
∮
|z|=1
dz
2pii
1
z
log
[
(z − u−1v)(z − uv−1)
(z − uv)(z − u−1v−1)
]
= 2 log [max(u, v)] . (34)
Hence, when u > v, the strong Szego¨ limit formula yields
1
n
log detGn −→
n→∞ 2 log u ,
in agreement with Eq. (32). However, when v > u, the strong Szego¨ limit formula must be modified.
C. A variant of the strong Szego¨ limit formula
In fact, real antisymmetric matrices require a modified version of the strong Szego¨ limit formula, which we state
now, and illustrate with the help of the example above. We need to introduce the Kitaev Z2 invariant. Notice that,
because Gn is real antisymmetric, the symbol has the following properties,
ϕ(θ) = ϕ(θ + 2pi) = ϕ∗(−θ) = −ϕ†(θ) .
In particular, ϕ(0) and ϕ(pi) are real and antisymmetric. One can then define the following number,
I2 = sign [Pfϕ(0) Pfϕ(pi)] ∈ {1,−1} , (35)
which is called the Kitaev pfaffian (or Z2) invariant. Pf denotes the Pfaffian of the matrix ϕ. For a proof that this
number is a topological invariant, in the sense that it depends continuously on the entries of the symbol as long as
detϕ 6= 0, see [52].
In this paper, we will use the following two formulas for the asymptotics of the determinant of real antisymmetric
block-Toeplitz matrices (with m×m blocks, for m even) that have no additional symmetries. If I2 = +1, then
(I2 = +1) 1
n
log detGn −→
n→∞
∫ 2pi
0
dθ
2pi
log detϕ(θ), (36a)
which is identical to Eq. (31). If I2 = −1, then we have instead the modified formula
(I2 = −1) 1
n
log
[
det(Gn)/ det
(∫
dθ
2pi
einθϕ−1(θ)
)]
−→
n→∞
∫ 2pi
0
dθ
2pi
log detϕ(θ). (36b)
Notice that this resolves the problem with the strong Szego¨ limit formula in our above example. Indeed, in that
example, one has I2 = sign [u− v], such that when v > u, one needs to use the modified formula (36b). The entries
of the Fourier transform of ϕ−1(θ) all decay as (uv−1)n, because the decay rate is set by the complex zero of detϕ(θ)
that is closest to the real axis. As a consequence, we see that
det
(∫
dθ
2pi
einθϕ−1(θ)
)
∼ (uv−1)2n ,
up to a multiplicative constant. Hence, Eqs. (36b) and (34) give 1n log
[
det(Gn)/(uv
−1)2n
] →
n→+∞ 2 log v, in agreement
with the exact determinant of Eq. (32).
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V. ISING UNIVERSALITY CLASS WITH PERIODICALLY ALTERNATING BOUNDARY
CONDITIONS: EXACT RESULTS
In this section we come back to the Ising system that we defind and studied in Sec. III in some limiting cases. Here,
we make use of the theory of Toeplitz determinants presented in the previous section, to obtain exact expressions
for the Casimir free energy of the Ising strip configurations. It turns out that, because we are considering the Ising
universality class with boundary conditions changing from + to −, it is possible to evaluate the N -point correlator
of Eq. (3) explicitly. Indeed, in this case the BCC operator is the chiral part of the energy operator in the Ising
field theory, which can by identified with the fermion ψ in the Majorana fermion formulation. This field has scaling
dimension h(+,−) = hψ = 1/2. The crucial observation is that ψ is a free field, so its N -points correlator can be
computed exactly from Wick’s theorem. It has the form of the Pfaffian of an 2N × 2N antisymmetric matrix,
〈ψ(w1) . . . ψ(w2N )〉 = Pf G , Gij = 〈ψ(wi)ψ(wj)〉 . (37)
Using the above expression in Eq. (3), and making use of the fact that the Ising model has central charge c = 1/2,
the universal contribution to the free energy takes the form
FCFT = − pi
48
W
L
− 1
2
log |det G| . (38)
The calculation of the free energy, and therefore of the critical Casimir force, is hence reduced to the evaluation of
the determinant of the 2N × 2N matrix G in the limit N → ∞. All information on the interaction is contained in
the two-point function 〈ψ(wi)ψ(wj)〉, which depends on the homogeneous boundary conditions of the strip before
we insert BCC operators. Without loss of generality, we assume that, initially (i.e. before the insertion of BCC
operators), the boundary conditions are fixed to + on both sides of the strip. The two point function is then
〈ψ(zi)ψ(zj)〉 = 1
2L
pi sinh
pi(zi−zj)
2L
. (39)
As we shall see below, for both configurations of boundary conditions (see Eqs. (16)-(17)), G takes the form of a real
antisymmetric block-Toeplitz matrix. This allows us to evaluate the large-N asymptotics of the determinant, using
the results given in the previous section.
A. Configuration I: periodically alternating boundary conditions on both sides
δ
L
a a
a a
+−+−+−+
+−+−+−+
FIG. 7: Configuration I: Ising model on an infinite strip with periodically alternating boundary conditions on both sides. The
number of up and down spins is equal on each side. δ denotes a lateral shift between the boundaries.
Consider configuration I, illustrated in Fig. 7 and introduced in Sec. III. Without loss of generality, we can assume
that 0 ≤ δ ≤ a. We are interested in the free energy per unit length, calculated in the limit N → +∞,
FCFT
W
= − pi
48L
− lim
N→∞
1
2Na
log |detGI| , (40)
where we used that the total length of the strip is W = Na. The matrix GI is block-Toeplitz, see Eq. (28), with the
2× 2 blocks given by
(p 6= 0)
(
〈ψ(w2j)ψ(w2j+2p)〉 〈ψ(w2j)ψ(w2j+2p+1)〉
〈ψ(w2j+1)ψ(w2j+2p)〉 〈ψ(w2j+1)ψ(w2j+2p+1)〉
)
=
 12Lpi sinh piap2L 12Lpi sinh(pi(ap+δ)2L −ipi2 )
1
2L
pi sinh(
pi(ap−δ)
2L +i
pi
2 )
1
2L
pi sinh
piap
2L
 ,
(41a)
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(p = 0)
(
0 〈ψ(w2j)ψ(w2j+1)〉
〈ψ(w2j+1)ψ(w2j)〉 0
)
=
 0 12Lpi sinh( piδ2L−ipi2 )
1
2L
pi sinh(− piδ2L+ipi2 )
0
 . (41b)
Notice that this matrix has complex entries. However, it is easily transformed into a real matrix by conjugating it
with the diagonal matrix diag(1, i, 1, i, · · · ), which leaves the determinant unchanged. Hence, the problem is reduced
to evaluating the large N asymptotics of the determinant of the real antisymmetric matrix GI , defined as
GI =

g0 g1 g2 . . . gN−1
g−1 g0 g1 . . . gN−2
g−2 g−1 g0 . . . gN−3
...
...
...
. . .
g−N+1 g−N+2 g−N+3 g0
 , (42a)
(p 6= 0) gp =
 12Lpi sinh piap2L 12Lpi cosh(pi(ap+δ)2L )
1
2L
pi cosh(
pi(ap−δ)
2L )
1
2L
pi sinh
piap
2L
 ; and g0 =
 0 12Lpi cosh( piδ2L )
1
2L
pi cosh(
piδ
2L )
0
 . (42b)
The symbol (i.e. the Fourier transform of gp) is given by
ϕI(θ) =
pi
L
(
i γI1(θ) (γ
I
2(θ))
∗
γI2(θ) i γ
I
1(θ)
)
, γI1(θ) =
∞∑
p=1
sin(pθ)
sinh(piap2L )
, γI2(θ) =
1
2
∑
p∈Z
eipθ
cosh(pi(pa−δ)2L )
. (43)
The coefficients gp decay exponentially with p, so the symbol ϕI(θ) is an analytic function of θ. One observes that
detϕI(θ) 6= 0 if δ 6= a
2
, (44)
while, if δ = a2 , then detϕI(θ) vanishes at θ = pi. From now on, we assume δ 6= a2 . Then the map θ 7→ detϕI(θ) has
winding number I = 0 [see Eq. (30)]. However, it is easy to check that the Kitaev Z2 invariant is
I2 = sign[γI2(0)γI2(pi)] = sign [a/2− δ] . (45)
Therefore, we need to distinguish two cases, according to the discussion of Sec. IV. When δ < a/2, we can apply
Eq. (36a), while if δ > a/2, we need to apply Eq. (36b) instead. The exact expression for the free energy is then
FCFT
W
=

− pi
48L
− 1
2a
∫ 2pi
0
dθ
2pi
log detϕI(θ) if δ <
a
2
− pi
48L
− 1
2a
(∫ 2pi
0
dθ
2pi
log detϕI(θ) + κ
)
if δ > a2 ,
(46)
where the additional term κ of the modified Szego¨ formula for δ > a/2 is
κ = − lim
n→+∞
1
n
log det
(∫
dθ
2pi
einθϕ−1I (θ)
)
. (47)
1. Asymptotics for L a, δ
For small separations, L  a, δ, we can approximate sinh piap2L by 12e
piap
2L , and cosh pi(pa−δ)2L by
1
2e
pi(pa−δ)
2L . Then the
matrix is equivalent to the one we treated in Sec. IV B, see Eq. (33), with u = e−
piδ
2L and v = e−
pi(a−δ)
2L . We see from
Eq. (32) that the determinant is always given by u2N = e−N
piδ
L . This leads to the expected result of Eq. (18) for the
free energy,
FCFT
W
= − pi
48L
+
pi
2L
δ
a
+ . . . , (48)
where we have ignored again subleading logarithmic corrections. Interestingly, to leading order, the Casimir force is
attractive for 0 < δ < a/24 and repulsive for a > δ > a/24.
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2. Asymptotics for L a, δ
Next, we turn to the regime where the width L of the strip is much larger than the modulation length 2a of the
boundary conditions and the lateral shift δ between the two boundaries. Let us start by evaluating the integral
of log detϕI from 0 to 2pi. The asymptotics of the functions γ
I
1(θ) and γ
I
2(θ) can be obtained directly from the
Eqs. (A17), (A23) and (A41) in the Appendix [with the substitutions β → pia/(2L) and α→ piδ/(2L)],
γI1(θ) =
La,δ
L
a
[
1− θ
pi
+ tanh
(
Lθ
a
)
+ tanh
(
L(θ − 2pi)
a
)]
+O (1) (49a)
γI2(θ) =
La,δ

L
a
[
eiθ
δ
a cosh
(
Lθ
a
)−1]
, if 0 ≤ θ ≤ pi
L
a
[
ei(θ−2pi)
δ
a cosh
(
L(θ−2pi)
a
)−1]
. if − pi < θ < 0
+O(1) . (49b)
One can check that γI1(θ)
2 + |γI2(θ)|2 behaves as (L/a)2g(θ), where the function g(θ) does not depend on L, as shown
in Fig. 8. Thus, ∫ 2pi
0
dθ
2pi
log |detϕI(θ)| = log
(
(pi/L)2
)
+
∫ 2pi
0
dθ
2pi
log[γI1(θ)
2 + |γI2(θ)|2]
=
La,δ
log
(
(pi/a)2
)
+
∫ 2pi
0
dθ
2pi
log g(θ)
which is a constant independent of L. If δ < a/2, this is sufficient to conclude that limN→∞ 1N detGI is a constant
independent of L. It is straightforward to verify from Eq. (49) that the dominant term in the large L limit of detϕI(θ)
does not depend on δ, i.e., the lateral Casimir force must decay faster than any power of L.
FIG. 8: This plot shows that, in the limit L→∞, the function a2/L2detϕI(θ) converges to a function g(θ) independent of L,
see text for details.
In the case δ > a/2, however, we need to discuss the correcting term in Eq. (36b). We have to evaluate the decay
rate κ of the integral
∫
dθ
2pi e
iθnϕ−1I (θ) ∼ e−2nκ. Since γI1(θ) and γI2(θ) are real analytic in θ, they must also be complex
analytic in some finite strip around the real axis in the complex plane. Assuming that detϕI(θ) possesses at least one
zero inside this strip, we see from Cramer’s formula that the singularity of ϕ−1I (θ) that is closest to the real axis must
be a zero of detϕI(θ). The decay rate κ is then given by the imaginary part κ = =(θs) of the zero θs of detϕI(θ) that
is closest to the real axis. One can see from Eqs. (49a)-(49b) that, to leading order in L, this point is on the real axis,
θs = pi. Thus, κ = 0, and there is in fact no correcting term to leading order in L. Hence, as in the case δ < a/2, for
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FIG. 9: Free energy per unit length (measured in units of a), as given by the exact formula of Eq. (46), as a function of L,
for different values of δ/a. Note that the free energy shown here contains (L-independent) surface self-energies and hence does
not vanish for L→∞. The self-energies depend on the boundary conditions itself but not the lateral shift δ.
δ > a/2 we find that limN→∞ 1N detGI is some constant independent of L in the regime L a, δ. We conclude that,
for L a, δ, we recover the result for the free energy that we obtained above from simple scaling arguments,
FCFT
W
= − pi
48L
+O
(
L−2
)
. (50)
As discussed in Sec. III, this result is consistent with the RG picture that the boundary conditions flow towards
the same homogeneous boundary conditions on both sides of the strip, yielding an attractive normal force for all δ.
Hence, if a > δ > a/24 then there must be a change from an attractive to a repulsive force when the separation L is
decreased, leading to a stable minimum of the free energy (at fixed δ). This we shall see explicitly in the next section.
3. Arbitrary separations L
To study the Casimir interaction at arbitrary separations, we have evaluated the free energy from the (modified)
Szego¨ formula of Eq. (46) by numerical summation of the series and integration over θ. In addition, we have obtained
the free energy directly from a numerical computation of the determinant of truncated versions of the infinite matrix
GI [see Eq. (42a)] and extrapolation of the results to N →∞. Both methods yield coincident results. The free energy
per unit length is shown in Fig. 9 as function of the rescaled separation L/a for different values of the lateral shift δ.
As expected from the limiting behavior of the free energy and small and large separations L, the free energy shows a
minimum if a > δ > a/24. This minimum is most pronounced for δ slightly larger than a/24, and for larger δ becomes
more shallow and displaced to larger L/a. Hence, be tuning the lateral shift of the boundaries, different equilibrium
positions of the boundaries can be achieved.
In order to study the lateral variation of the Casimir interation, we have also computed the free energy per unit
length for three different fixed separations (L/a = 0.1, 1.0, 8.0) as function of the lateral shift over one period
(−a ≤ δ ≤ a), see Fig. 10(i). At short separations, L/a = 0.1, we recover the approximation of Eq. (48) with good
accuracy. Towards intermediate distances, L/a = 1, the dependence on δ becomes more cosine like and finally at
sufficiently large separations L/a = 8, we find convergence to a perfect cos(piδ/a) dependence on δ. This simple cosine
dependence of the Casimir force has been observed before for QED Casimir forces between geometrically structured
surfaces at large separations, irrespective of the precise form of the surface’s periodic pattern [56]. Similarly, for
the Ising strip (and other CFT models) we expect for more complicated but periodic spin boundary conditions a
convergence to such a simple cosine dependence at large separations. This follows from the fact that the free energy
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FIG. 10: (i) Free energy per unit length (measured in units of a), as given by the exact formula of Eq. (46), as a function of
δ, for different values of L. The left curve (L/a = 0.1) is well approximated by the asymptotic formula of Eq. (48) valid for
L a, while the right curve (L/a = 8) is well approximated by cos(pi δ
a
) times an L-dependent amplitude. For the latter case,
we have rescaled the free energy and subtracted a constant offset. (ii) The amplitude of the periodic modulation, defined as
1
W
|F( δ
a
= 1)−F( δ
a
= 0)|, decays as e−piLa at large L.
must be a periodic function of δ and hence can be decomposed into a discrete Fourier series. As we shall see in a
moment, the amplitudes of the harmonics decay exponentially with 2piL/λ where λ = 2a/m is the wavelength of
the harmonic function of order m. Hence, higher harmonics with m > 1 are more strongly suppressed at large L,
leaving only a cosine dependence from m = 1. The dependence of the free energy on δ yields a lateral Casimir force
Flat = −∂F/∂δ that is determined by the curves in Fig. 10(i).
Fig. 10(ii) shows the dependence of the amplitude of the modulation of the free energy with δ, and hence the
decay of the lateral force Flat with L. For sufficiently large L/a the amplitude and hence the lateral force decays
exponentially as ∼ e−piL/a which is in agreement with the decay expected for the lowest harmonic with m = 1.
B. Ising model with periodically alternating boundary conditions on one side
Now we focus on the configuration II (see Sec. III), and we show in detail how to recover the results of Eqs. (19)
and (21) from the analysis of the asymptotics of a block-Toeplitz determinant. Notice that the total length of the
strip is now W = N(a+ b) in Eq. (38), and the free energy per unit length is then, for N → +∞,
FCFT
W
= − pi
48L
− lim
N→∞
1
2N(a+ b)
log |detGII| . (51)
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FIG. 11: Configuration II: Ising model on an infinite strip with periodically alternating boundary conditions on one side, and
homogeneous boundary conditions on the other side. On the upper boundary, the number of up spins (over length a) and down
spins (over length b) can be different.
The block-Toeplitz matrix GII whose determinant we need to evaluate is defined by the following blocks,
(p 6= 0) gp =
(
〈ψ(w2j)ψ(w2j+2p)〉 〈ψ(w2j)ψ(w2j+2p+1)〉
〈ψ(w2j+1)ψ(w2j+2p)〉 〈ψ(w2j+1)ψ(w2j+2p+1)〉
)
=
 12Lpi sinh pi(a+b)p2L 12Lpi sinh pi(a+b)p+pia2L
1
2L
pi sinh
pi(a+b)p−pia
2L
1
2L
pi sinh
pi(a+b)p
2L
 ,
(52a)
g0 =
(
0 〈ψ(w2j)ψ(w2j+1)〉
〈ψ(w2j+1)ψ(w2j)〉 0
)
=
 0 12Lpi sinh pia2L
− 12L
pi sinh
pia
2L
0
 . (52b)
A brief account of our results for this configuration has been given in Ref. [47]. Below we shall give further details
on the derivation of the results.
1. Asymptotics for small separations L a, b
In the regime of a narrow strip, L a, b, we can approximate sinh pi(a+b)p2L by 12e
pi(a+b)p
2L , and write similar expressions
for the other entries of the blocks in Eq. (52). Again, this case is exactly equivalent to the one we treated in Sec. IV B
[see Eq. (33)] now with u = e−
pia
2L and v = e−
pib
2L . We saw in Eq. (32) that the determinant is always u2n = e−n
pia
L .
Thus, we recover the result of Eq. (19),
FCFT
W
= − pi
48L
+
pi
2L
a
a+ b
+ . . . , (53)
where we have ignored again subleading logarithmic corrections.
2. Asymptotics for large separations L a, b
The symbol of the block-Toeplitz matrix of Eq. (52) is
ϕII(θ) =
pi
L
(
iγII1 (θ) −(γII2 (θ))∗
γII2 (θ) iγ
II
1 (θ)
)
, γII1 (θ) =
∞∑
p=1
sin(pθ)
sinh pip(a+b)2L
, γII2 (θ) =
1
2
∑
p∈Z
eipθ
sinh pi(p(a+b)−a)2L
. (54)
One can check that the index I2 is
I2 = sign[b− a]. (55)
When L  a, b, the asymptotics of the functions γII1 (θ) and γII2 (θ) can be read directly from the formulas (A17),
(A23) and (A35) with the substitutions β → pi(a+ b)/(2L) and α→ pia/(2L), yielding
γII1 (θ) =
L
a+ b
{
γˆ1(θ) + tanh
(
Lθ
a+ b
)
+ tanh
(
L(θ − 2pi)
a+ b
)}
(56a)
γII2 (θ) =
L
a+ b
{
γˆ2(θ, τ) + i
[
tanh
(
Lθ
a+ b
)
+ tanh
(
L(θ − 2pi)
a+ b
)]}
(56b)
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FIG. 12: Graph of the function Γ(θ, τ), defined in Eq. (59), for different values of τ .
with
γˆ1(θ) = 1− θ
pi
,
γˆ2(θ, τ) =
1
pi
[
−τ + 2
τ + 1
+ eiθ(τ + 2)2F1
(
1,
1
τ + 2
;
τ + 3
τ + 2
; eiθ
)
− e−iθ τ + 2
2τ + 3
2F1
(
1,
2τ + 3
τ + 2
;
3τ + 5
τ + 2
; e−iθ
)]
. (57)
We recall that the parameter τ was defined as τ = a/b− 1 in Eq. (24). In the following we treat the cases a < b and
a > b separately since they differ in the index I2 and hence require the application of different versions of the Szego¨
limit formula.
The case a < b (I2 = +1). Using the expressions (56a) and (56b), for a < b (or τ < 0), Eq. (31) yields the free
energy density per unit length
FCFT
W
= − pi
48L
− 1
4pi(a+ b)
∫ 2pi
0
dθ log
{
1 + Γ(θ, τ)
[
tanh
(
θL
a+ b
)
+ tanh
(
(θ − 2pi)L
a+ b
)]}
, (58)
where
Γ(θ, τ) =
2γˆ1(θ) + i(γˆ2(θ, τ)− γˆ∗2 (θ, τ))
|γˆ1(θ)|2 − |γˆ2(θ, τ)|2 . (59)
To obtain Eq. (58) we have subtracted an a term that is L-independent and hence does not contribute to the Casimir
force. Notice also that the logL term originating from the global factor pi/L of ϕII(θ), see Eq. (54), is cancelled by
another one coming from the scaling with L of γII1 (θ) and γ
II
2 (θ), see Eqs. (56a) and (56b). We note that the rescaled
free energy LFCFT depends only on τ and (a+ b)/L.
The integrand in Eq. (58) is exponentially localized around θ = 0, 2pi over a range ∼ (a + b)/L. Therefore, it is
important to consider the scaling behavior of the function Γ(θ, τ) around θ = 0 and θ = 2pi. This function is shown
in Fig. (12) for different values of τ . Expanding the numerator and the denominator of Eq. (59) around θ = 0 and
τ = 0, the function Γ(θ, τ) has the expansion
Γ(θ, τ) =
2
pi θ
pi2
16 τ
2 + 2pi θ
+O
(
θ2, τθ, τ3
)
, (60)
that implies the following scaling behavior when τ → 0,
Γ (ζ|τ |x, τ) =
τ→0

1 if 0 < x < 2,
ζ
ζ+pi3/32 if x = 2,
0 if x > 2,
(61)
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for any constant ζ. From this behavior of Γ(θ, τ) it is evident that the relevant length scale to be compared to L is
ξc(τ) ∼ (a + b)|τ |−2 introduced in Eq. (24) and Eq. (25). It is crucial to realize that the two limits L/(a + b) → ∞
and τ → 0 do not commute. Hence, we need to distinguish three different scaling regimes for τ → 0, depending on
the value of L/ξc that we shall identify with 1/ζ:
(i) The regime L ξc or L/(a+ b) ∼ τ−x, x > 2 (fixed spin BCs): The behavior of the integral in Eq. (58) depends
on the limits of Γ(θ, τ) when θ → 0+ and θ → 2pi−, which are both zero so that the integral vanishes. The free
energy per unit length is then to leading order FCFT/W = − pi48L , which corresponds to like fixed spin boundary
conditions on both sides, as argued in Eq. (21).
(ii) The regime L ξc or L/(a+ b) ∼ τ−x, 0 < x < 2 (free-fixed spin BCs): The integral in Eq. (58) can be treated
as follows. We consider first the part of integration from 0 to pi. We split the integration into two intervals,
0 ≤ θ ≤ Cτx and Cτx ≤ θ ≤ pi, for some fixed constant C > 0. After a change of variables, θ → θ˜ = Lθ/(a+ b),
the integral can be approximated by
− 1
4pi(a+ b)
∫ 2pi
0
dθ log
{
1 + Γ(θ, τ)
[
tanh
(
θL
a+ b
)
+ tanh
(
(θ − 2pi)L
a+ b
)]}
' − 1
4piL
∫ ∞
CLτx/(a+b))
log
{
1 + Γ
(
(a+ b)θ˜
L
, τ
)[
tanh θ˜ − 1
]}
dθ˜
− 1
4piL
∫ CLτx/(a+b))
0
log
{
1 + Γ
(
(a+ b)θ˜
L
, τ
)[
tanh θ˜ − 1
]}
dθ˜.
Because of the factor tanh θ˜ − 1, the first integral is localized around CLτx/(a + b) while the second term is
of order CLτx/(a + b)), since the integrand is bounded. Replacing Γ by 1, see Eq. (61), and taking the limit
C → 0, we see that the second integral vanishes, while the first one becomes
− 1
4piL
∫ ∞
0
dθ˜ log
[
tanh (θ˜)
]
=
pi
32L
.
The same contribution comes from the integration from pi to 2pi in Eq. (58). Hence, the free energy FCFT/W =
− pi48L + pi16L = pi24L , as expected from Eq. (21) for a strip with free spin BCs on one and fixed spin BCs on the
other side.
(iii) The scaling regime L ∼ ξc or L/(a + b) ∼ τ−2 (flow from free spin BCs to fixed spin BCs): this is probably
the most interesting case since it yields the scaling function that describes the flow from free to fixed boundary
conditions. To evaluate the integral in Eq. (58), one proceeds again by splitting the integral into two parts,
exactly as in the previous case. Replacing Γ(ζτ2, τ) by ζ/(ζ + pi2/32), see Eq. (61), we find the following
expression for the free energy per unit length,
FCFT
W
= − pi
48
1
L
− 1
L
1
2pi
∫ ∞
0
dθ˜ log
{
1 +
ζ
ζ + pi2/32
(tanh (θ˜)− 1)
}
=
1
4piL
Li2
(
2ζ
ζ + pi3/32
− 1
)
, (62)
where Li2(x) is the polylogarithm function. Hence, identifying the scaling variable ζ with ξc/L, we conclude
that the exponent νc defined in Eq. (25) is indeed 2 and the free energy takes the form
FCFT
W
=
ϑ−(ζ)
L
, (63)
where the universal scaling function ϑ−(ζ) for a < b is given by
ϑ−(ζ) =
1
4pi
Li2
(
2ζ
ζ + pi3/32
− 1
)
. (64)
The case a > b (I2 = −1). In this case the large N asymptotic of the Toeplitz determinant is given by Eq. (36b).
Note that the contribution to the free energy coming from the term
∫ pi
0
dθ
2pi log detϕII(θ) is symmetric in a and b and
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is still given by the Eq. (58). Analogously to the case of configuration I with δ > a/2, see Eq. (46) and Eq. (47), we
have to add to Eq. (58) the decay rate κ:
κ = − lim
n→∞
1
n
log det
∫ 2pi
0
dθ
2pi
einθϕ−1II (θ) . (65)
The free energy per unit length is therefore
FCFT
W
= r.h.s. of Eq. (58) +
κ
(a+ b)
. (66)
We recall that κ is determined by the location of the nearest pole θs to the real axis of the function [ϕ
−1
II (θ)]11. The
pole θs is obtained from the zeros of the determinant, detϕII(θs) = 0. In particular one has κ = =(θs). To determine
κ, we can use the expansions of Eqs. (A15) and (A32) with β = pi(a + b)/2L and ˜ ∼ τ/2, where τ is defined in
Eq. (24). We find that
det ϕII(θ) =
pi4
64
τ2 +
pi
2
θ tanh
(
Lθ
a+ b
)
+O
( τ
L
)
(67)
The value of κ is therefore given by the solution of the non-linear equation
pi4
64
τ2 − pi
2
κ tan
(
Lκ
a+ b
)
= 0 . (68)
As shown in Fig. (13), the solutions of Eq. (68) depend on the following three scaling regimes for τ → 0:
(i) The regime L ξc or L/(a+ b) ∼ τ−x, x > 2 (fixed -, fixed + spin BCs). In this regime, the Eq. (68) yields
κ = pi
a
L
+O(L2
1−x
x ) (69)
The free energy Eq. (66) then becomes FCFT/W = − pi48L + κ(a+b) = − pi48L + pi2L = + piL 2348 and we recover the
(−,+) BCs of Eq. (21).
(ii) The regime L ξc or L/(a+ b) ∼ τ−x, 0 < x < 2 (free-fixed spin BCs). In this regime, the solution of Eq. (68)
takes the form
κ ∼ L− 2+x2x . (70)
The free energy Eq. (66) is still given by FCFT/W = − pi48L + pi16L as κ gives a sub-leading contribution, κ ∼
O(L−1). Hence we recover thus the result Eq.(21) for (f,+) BCs.
(iii) The scaling regime L ∼ ξc or L/(a + b) ∼ τ−2 (flow from the free to fixed + spin BCs). We can write the
non-linear equation for κ in terms of the scaling variable ζ with L/(a+ b) = ζτ−2 in the compact form
∆ϑ(ζ) tan [∆ϑ(ζ)] =
pi3
32
ζ, (71)
where we defined
∆ϑ
L
=
κ
(a+ b)
. (72)
Using Eqs. (64) and (66), the universal scaling function ϑ+(ζ), defined by
FCFT
W
=
ϑ+(ζ)
L
(73)
is given by
ϑ+(ζ) = ϑ−(ζ) + ∆ϑ(ζ) . (74)
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FIG. 13: The panels show, from the left to the right, the solution of the Eq. (68) in the three regimes (i), (ii) and (iii) discussed
in the text. In particular, the values of the exponent x, L/(a+ b) ∼ τ−x have been set to x = (5, 3/2, 2) for the regime (i), (ii)
and (iii) respectively. The parameters a and b have been chosen such that a+ b = 1.
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FIG. 14: Free energy per unit length (measured in units of a + b), as given by the exact formula of Eq. (51) as function of L
for different values of a/b. Note that the free energy shown here contains (L-independent) surface self-energies and hence does
not vanish for L→∞. The self-energies depend on the boundary conditions and hence on a/b.
3. Arbitrary separations L
To study the free energy for arbitrary separations, and to determine the position of the energy minimum for the
cases with b/23 < a < b, we have evaluated Eq. (51) numerically for different ratios a/b, following the procedure
outline above for configuration I.The result is shown in Fig. 14. The minimum in the free energy is most pronounced
for a/b slightly larger than 1/23. For increasing values of a/b the minimum becomes rather shallow.
Our overall findings for configuration II can be summarized by the scheme of Fig. 15. It shows the different scaling
regimes and the corresponding asymptotic amplitudes of the Casimir force. At short distance L a, b the amplitude
varies continuously across the critical point at a = b, with a sign change at b/a = 23. For L  a, b there exist
three distinct regions: around a = b appears a region where L  ξc where the force is repulsive and approaches for
asymptotic L the universal amplitude for fixed-free spin boundary conditions. For a < b, the force changes sign from
attractive to repulsive when L approaches ξc, corresponding to a stable point. For a > b, the force is always repulsive
but the amplitude crosses over from pi/24 to 23pi/48 under an increase of L beyond ξc.
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Fig.3
FIG. 15: Schematic overview of critical Casimir force amplitudes as function of the strip width L and the ratio a/b. For
L a, b the solid curves represent the diverging crossover length ξc. The horizontal dashed line indicates the cut along which
the force amplitude is plotted in Fig. 16. Across the red curve the sign of the force changes whereas the blue curve indicates
only a change between two universal (repulsive) limits.
The dependence of the force F on |a− b| at fixed L a, b (see dashed horizontal line in Fig. 15) is determined by
F = −∂F/∂L = Θ(xs)L−2 with a universal scaling function Θ of the scaling variable xs that is defined on both sides
of the critical point by xs = sign(τ)(L/ξc)
1/2 ∼ a− b. This function is shown in Fig. 16 where we used the results for
ϑ±(ζ) of Eqs. (64), (74). In the critical region |xs|  1, one has the expansions
Θ(xs) =

pi
24 − pi
2
64x
2
s + . . . for xs < 0
pi
24 +
pi3/2
8
√
2
xs + . . . for xs > 0
, (75)
whereas for L outside the critical region, |xs|  1,
Θ(xs) =

− pi48 + 32 log 2pi4 1x2s + . . . for xs < 0
23pi
48 − 32(pi
2−log 2)
pi4
1
x2s
+ . . . for xs > 0
. (76)
We see that Θ(xs) is not analytic around xs = 0 and hence constitutes a singular part of the free energy density. This
resembles the singular nature of scaling functions describing the bulk transition at T = Tc.
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FIG. 16: Universal scaling function Θ(xs) for the critical Casimir force as function of the scaling variable xs ∼ a− b.
VI. CONCLUSION
We have demonstrated that boundary CFT is a powerfull tool to study critical Casimir forces in two dimensional
systems with inhomogeneous boundary conditions. We have studied explicitly a Ising strip at its critical temperature
with periodically varying boundary conditions along the edges of the strip. Depending on the relative number and
position of the fixed spins at the edges, we have observed a number of interesting phenomena:
(i) At short separation between the edges, their Casimir interaction is determined by additivity, i.e., by a superpo-
sition of the interaction for like and unlike fixed spin boundary conditions.
(ii) If an edge has identical numbers of fixed up and down spins, at large separations it contributes to the Casimir
interaction effectively as an edge with homogeneous free spin boundary conditions.
(iii) When the fixed spin boundary conditions break Z2 symmetry (edge with unequal number of up and down spins)
the effective boundary condition determining the Casimir force depends on the edge separation. The crossover
in the Casimir interaction between the different boundary conditions is described by a universal scaling function.
(iv) The normal Casimir force between the edges can be attractive or repulsive. There are cases where the force
changes sign from attractive to repulsive when the edge separation is reduced, leading to a stable equilibrium
position.
(v) For the configurations studied here, a stable position (with respect to the normal separation L) exists for
configuration I if the lateral shift δ obeys the condition a/24 < |δ| < a (modulo periodicity) and for configuration
II if the modulation length obey the condition b/23 < a < b.
(vi) When both edges have periodically modulated fixed spin boundary conditions, there acts a lateral Casimir force
between them. This force decays exponentially with the edge separation over a length scale that is given by the
wavelength of the boundary conditions. At short separations, the lateral force follows from additivity, leading to
a piecewise constant force. At large separations, the lateral force assumes a universal form that follows a simple
cosine profile.
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The observed renormalization of modulated fixed spin boundary conditions, in binary mixtures, allows for an
experimental realization of ordinary (free spin) boundary conditions. These boundary conditions can be “switched”
on and off by varying the distance L, or an inhomogeneous surface field. The position of the minimum of the free
energy can be tuned either by varying the lateral shift between the boundaries or by changing the relative number of
up and down spins. This provides external control parameters to define a preferred equilibrium separation between
the surfaces. It is interesting to explore these concepts in three dimensions for Ising and XY models, and tri-critical
points which have an even richer spectrum of possible boundary conditions. Previous mean field and numerical studies
of a 3D Ising system confined between parallel boundaries with alternating boundary conditions indicated indeed the
possibility of a sign change of the force [20].
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Appendix A: Asymptotics infinite sums
We define the functions:
f1(x) =
sin(xθ)
sinh(βx)
, f±2 (x) =
exp(±ixθ)
sinh(βx∓ α), f
±
3 (x) =
exp(±ixθ)
cosh(βx∓ α) (A1)
and the corresponding sums:
γ1(θ) =
∞∑
n∈Z+
f1(n), γ2(θ) =
∞∑
n∈Z
f+2 (n) and γ3(θ) =
∞∑
n∈Z
f+3 (n). (A2)
We are interested in the asymptotics of the above sums in the limit:
β → 0, α→ 0, and α
β
→ constant. (A3)
Unless otherwise stated, the variable θ runs in the interval −pi < θ ≤ pi.
We use the Euler-MacLaurin summation formula:
∞∑
n=nmin
f(x) =
∫ ∞
nmin
dxf(x) +
1
2
f(nmin) + ∆. (A4)
The rest term ∆ in the above formula is given by:
∆ = −
∞∑
l=1
B2l
2l!
f (2l−1)(nmin), (A5)
where the B2l are the Bernoulli numbers. We will also use the Abel-Plana formulation [57] for the sum (A4) with
nmin = 0. In Abel-Plana formula the rest ∆ is expressed as:
∆ = i
∫ ∞
0
f(iy)− f(−iy)
e2piy − 1 . (A6)
1. Asymptotics of γ1(θ)
From the Eq. (A4) and Eq. (A5)) one obtains:
γ1(θ) =
∫ ∞
1
dxf1(x) +
sin(θ)
2 sinh(β)
−
∞∑
l=1
B2l
2l!
f
(2l−1)
1 (1). (A7)
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The above expression can be rewritten in the form:
γ1(θ) =
1
β
(∫ ∞
0
dx−
∫ β
0
dx
)
sin(xθ/β)
sinh(x)
+
sin(θ)
2 sinh(β)
−
∞∑
l=1
B2l
2l!
f
(2l−1)
1 (1). (A8)
In the limit β → 0 we can use the expansion sinhβn = βn+O(β2): the dominant contribution ∆01 in the expansion
of the rest term:
∞∑
l=1
B2l
2l!
f
(2l−1)
1 (1) = −β−1∆01 +O(β0), (A9)
is given by:
∆01 = −
∞∑
l=1
B2l
2l!
d2l−1
dx2l−1
[
sin (xθ)
x
]
(1) (A10)
The integrals: ∫ ∞
0
dx
sin(xy)
sinh(x)
=
pi
2
tanh
(pi
2
y
)
, Si(θ) ≡
∫ 1
0
dx
sin (θ)x
x
, (A11)
give, for the expansion (A7), the following result:
γ1(θ) =
1
β
[
pi
2
tanh
(
piθ
2β
)
+
sin(θ)
2
− Si(θ) + ∆01
]
+O(β0). (A12)
The term ∆01 in (A10) can also be computed by applying the Euler-Maclaurin formula to the sum:
∞∑
n=1
sin (nθ)
n
=

pi
2 − θ2 , if 0 < θ ≤ pi
−pi2 − θ2 , if pi ≤ θ < 0
0 if θ = 0,
. (A13)
One obtains:
∆01 =
θ
2
− sin(θ)
2
+ Si(θ). (A14)
Collecting all the previous formula one finally gets:
γ1(θ) =
1
β
(
pi
2
tanh
(
piθ
2β
)
− θ
2
)
+O(β0), for − pi < θ ≤ pi (A15)
The validity of (A15) is verified in Fig (A 1). In the interval 0 ≤ θ < 2pi, the result (A15) reads:
γ1(θ) =

1
β
(
pi
2 tanh
(
piθ
2β
)
− θ2
)
, if 0 ≤ θ ≤ pi
1
β
(
pi
2 tanh
(
pi(θ−2pi)
2β
)
− θ2 + pi
)
. if pi < θ < 2pi
+O(β0). (A16)
The above formuala can be approximated (with a difference ∼ e−1/β) by the expression:
γ1(θ) =
1
β
(
pi
2
− θ
2
+
pi
2
tanh
(
piθ
2β
)
+
pi
2
tanh
(
pi(θ − 2pi)
2β
))
+O(β0) (A17)
2. Asymptotics of γ2(θ)
Using the identity: ∑
n∈Z+
einθ
sinh (βn− α) = e
iθ+α
∞∑
p=0
e2αp
eβ(2p+1) − eiθ , (A18)
26
FIG. 17: The plots compare, for different values of β = 5, 2, 0.5, the function γ1(θ) computed using the sum in (A2) and the
asymptotic formula (A15)
the sum γ2(θ) can be written in the form:
γ2(θ) = − 1
2 sinh (α)
+ eiθ+α
∞∑
p=0
e2αp
eβ(2p+1) − eiθ − e
−iθ−α
∞∑
p=0
e−2αp
eβ(2p+1)−e−iθ
(A19)
Applying the summation formula (A4) to the (A18) and using the integral representation of the hypergeometric
functions 2F1(a, b; c; z), we obtain:
γ2(θ) = − 1
2 sinh (α)
+ eα+iθ
[
e−β
2(β − α) 2F1
(
1, 1− α
β
; 2− α
β
; eiθ−β
)
+
1
2(eβ − eiθ)
]
−
−e−α−iθ
[
e−β
2(β + α)
2F1
(
1,
α
β
+ 1;
α
β
+ 2; e−β−iθ
)
+
1
2(eβ − e−iθ)
]
+ ∆2, (A20)
where a convenient expression for the rest ∆2 is found by the formula (A6):
∆2 = i
∫ ∞
0
dy
h+(iy)− h−(iy)− h+(−iy) + h−(−iy)
e2piy − 1 , h
±(x) =
e±2αx
eβ(1+2x)−e±iθ
. (A21)
a. β, α→ 0 and θ >> α, β
In the limit β, α→ 0 and θ >> α, β, it is straightforward to obtain from the above expression that:
γ2(θ) = β
−1γˆ2(θ) +O(α0, β0), (A22)
where
γˆ2(θ) = − β
2α
+ eiθ
[
β
2(β − α) 2F1
(
1, 1− α
β
; 2− α
β
; eiθ
)]
− e−iθ
[
β
2(β + α)
2F1
(
1,
α
β
+ 1;
α
β
+ 2; e−iθ
)]
. (A23)
The above expression expresses the leading behavior of γ2(θ) for values of θ >> α, β. More subtle is to find the
contribution to the leading term of γ2(θ) coming from the region θ ≤ α, β. In order to derive this contribution, we
computed the small θ expansion of γ2(θ).
b. β, α→ 0 and θ << β, α
Differently from what seen before, we use the summation formula (A4) and (A5) on the sum γ2(θ) as expressed in
(A2):
γ2(θ) =
1
2
(∫ ∞
2
dy f+2 (x)−
∫ ∞
1
dy f−2 (x)
)
+
eiθ
2 sinh (β − α) −
1
2 sinhα
+ ∆2, (A24)
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where the rest ∆2 is expressed now as:
∆2 =
∞∑
l=1
B2l
(2l)!
(
d(2l−1)
dx2l−1
f−2 (1)−
d(2l−1)
dx2l−1
f+2 (2)
)
. (A25)
It is convenient to express the functions under consideration in terms of the parameters (θ˜, β, ε˜) that are defined as:
˜ = 2
α
β
− 1, θ˜ = θ
β
. (A26)
The contribution coming from the integrals in (A24) admits the following expansion in β :
1
2
(∫ ∞
2
dy f+2 (x)−
∫ ∞
1
dy f−2 (x)
)
=
eiθ˜β(1−˜)/2
2β
(∫ ∞
β(3/2−˜/2)
dx
eixθ˜
sinh (x)
−
∫ ∞
β(3/2+˜/2)
dx
e−ixθ˜
sinh (x)
)
=
= β−1
[
−coth−1
(
˜
3
)
+ i
pi
2
tanh
(
piθ˜
2
)
− ipi
2
]
+O(β0). (A27)
The rest ∆2 behaves as:
∆2 = β
−1∆02(˜) +O(β
0, θ˜), (A28)
where ∆02(˜) is some function of ˜. We obtain therefore the following result:
γ2(θ˜) = β
−1
[
−coth−1
(
˜
3
)
+ i
pi
2
tanh
(
piθ˜
2
)
− ipi
2
+
1
−1 + ˜ +
1
1 + ˜
+ ∆02(˜)
]
+O(β0) (A29)
In the small ˜ expansion, the (A29) yields:
γ2(0) = β
−1
[
d0 + ˜
(
−7
3
+ d1
)
+O(˜2)
]
+O(β0), (A30)
where d0 and d1 are the coefficients of the expansion of ∆
0
2(˜) = d0 + d1˜+O(
2). The direct computation of γ2(0):
γ2(0) =
1
β
∑
n≥0
[
1
2n+ (1 + ˜)
− 1
2n+ (1− ˜)
]
+O(β0) = β−1
−2˜∑
n≥0
1
(2n+ 1)2
+O(˜)
+O(β0) =
= β−1
[
−pi
2
4
˜+O(˜2)
]
+O(β0), (A31)
fixes d0 = 0 and d1 = −pi2/4 + 7/3.
We have obtained therefore the following expansion of γ2(θ) for small ˜:
γ2(θ˜) = β
−1
[
−pi
2
4
˜+ i
pi
2
tanh
(
piθ˜
2
)
+O(˜2)
]
+O(β0). (A32)
Comparing the above result with the small ˜ expansion of γˆ2(0) in (A23):
γˆ2(0) =
{
−ipi2 − pi
2
4 ˜+O(˜
2), if 0 ≤ θ ≤ pi
ipi2 − pi
2
4 ˜+O(˜
2), if − pi < θ < 0 , (A33)
we find:
γ2(θ) =
β
−1
[
γˆ2(θ) + i
pi
2
(
tanh
(
piθ/β
2
)
− 1
)]
, if 0 ≤ θ ≤ pi
β−1
[
γˆ2(θ) + i
pi
2
(
tanh
(
piθ/β
2
)
+ 1
)]
. if − pi < θ < 0
+O(β0). (A34)
The above asymptotics are checked in Fig. (A 2 b). A compact expression in the interval 0 ≤ θ < 2pi providing an
approximation ∼ e−1/β to the asymptotics (A34) is:
γ2(θ) = β
−1
[
γˆ2(θ) + i
pi
2
(
tanh
(
piθ
2β
)
+ tanh
(
pi(θ − 2pi)
2β
))]
+O(β0) (A35)
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FIG. 18: The plots compare the real and imaginary part of the functions γ2(θ) computed from (A2) and its asymptotics (A34)
for values of (α, β) = (1, 1.5), (0.1, 0.15).
3. Asymptotics of γ3(θ)
In the limit β, α→ 0 and in the region θ >> β, α, one can replaces cosh(βn−α) by one, as cosh(βn−α) = 1+O(β−2).
In this case one obtains:
γ3(θ) = 0 +O(β
−2) θ >> β (A36)
In the region θ ≤ β, the asymptotics of the function γ3(θ) can be found as in the previous case by using the formula
(A5):
γ3(θ) =
1
2
(∫ ∞
2
dy f+3 (x) +
∫ ∞
1
dy f−3 (x)
)
+
eiθ
2 cosh (β − α) −
1
2 coshα
+ ∆3 (A37)
where
∆3 =
∞∑
l=1
B2l
(2l)!
(
d(2l−1)
dx2l−1
f−3 (1)−
d(2l−1)
dx2l−1
f+3 (2)
)
. (A38)
One can verify that the rest term ∆3 behaves as:
∆3 = i
(
eiθ − e2iθ) −2 + θ cot(θ/2)
2x
+O(β2), (A39)
thus producing a term of order β0, ∆3 = O(1) The only terms that contribute with a O(β
−1) term are the integrals
in (A37). Using the same manipulations as before, one obtains:
γ3(θ) = β
−1
[
pi
2
eiθ
α
β cosh
(
piθ
β2
)−1]
+O(β0). (A40)
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FIG. 19: The plots compares the real and imaginary part of the function γ3(θ) as in (A2) with its asymptotics (A40)
The validity of the above asymptotic is tested in Fig. (A 3). In the interval 0 ≤ θ < 2pi the (A40) takes the form:
γ3(θ) =

β−1
[
pi
2 e
iθ αβ cosh
(
piθ
β2
)−1]
, if 0 ≤ θ ≤ pi
β−1
[
pi
2 e
i(θ−2pi)αβ cosh
(
pi(θ−2pi)
β2
)−1]
. if − pi < θ < 0
+O(β0). (A41)
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