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1. INTRODUCTION AND DEFINITIONS 
In this paper it is shown that the sequence of solutions 
{U‘“(X, t) ‘Z (uyx, t) )...) LPN)} 
of the linear hyperbolic Cauchy problems 
for - CD < x < co; 0 < t < T; i = I,..., N, 
uyx, 0) S 0(x, pi”) 2 0; for-oo<<<co; (1.1’) 
are [with suitable restrictions on the constants piN, Bz] convergent semi- 
discrete approximations of the solution to the linear transport Cauchy problem 
41 +f) *l L(U)~(~ii,+a,)U(x,t,y)+oU-~-J U(x,t,p)dp==O, 
-1 
(1.2) 
U(x, 0, P) = Qi(% l-4 2 0; for-cO<X<cO;I~j<ll. (1.2’) 
A precise statement of the conditions under which the solutions, UN, of 
(1.1) converge to the solution U(x, t, p) of (1.2) is given at the end of Section 5. 
The symbol, N, appearing above is an abbreviation for the n-th element, 
I 9.9 of a monotonicly increasing subsequence, {In) of the positive integers. 
The constants p and f in (1.2) are assumed to satisfy 
u > 0; l+f>O, (1.2”) 
412 
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and depending on whether (i) f > 0, (ii) f = 0, (iii) f < 0, the medium is 
called multiplicative, scattering, or absorbing, respectively. See [4, p. 121- 
1271 for a clear and concise explanation of the physical meaning of (1.2). 
Next we will formally present the motivation for approximating the opera- 
tor L( .) by the operators 
The n-th hyperbolic system given in (1.1) originates from (1.2) by approx- 
imating the definite integral on the left side (abbreviated LS) of (1.2) by a 
quadrature rule with N zz I, “nodes” given by 
pi z ipLih’ 1 pl” = - 1, pNN = I, py+l > pjN;j = l,..., N -- l}, (1.3) 
and “weights” given by 
WN G { WiN j WiN is “weight” for the node piN}. (1.4) 
It is hypothesized that the quadrature rule specified by (1.3) and (1.4) has 
the properties: 
For all functions f in CL [class of k-times continuously differentiable 
functions] 
c’ f (d dtL = 5 WNf (d) + T”(f) U-5) 
J -1 i=l 
where 
lih& T”(f) = 0. (1.5’) 
(It is tacitly assumed that r”(f) is majorized by a product of a constant 
times the k-th derivative off times the maximum mesh spacing.) 
WiN > 0, for all indices; (1.6) 
The set pN becomes everywhere dense in the interval [- 1, l] as N--t co; 
(1.7) 
t wp = 2. 
i=l 
(1.8) 
These properties are possessed by most of the commonly used quadrature 
rules. By evaluating with the quadrature rule the definite integral on the 
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LS of (1.2) and evaluating the other terms in (1.2) at each successive node 
pi” we get 
or, by using (1.2) 
(&N& + 8,) U(X, t ,  CL?) - 2 BzU(Xj tj /kjN) z TN(U): (1.9’) 
I=1 
where in (1.9’) 
By. f (‘(I + f) w,,N 23 9 , ) forj # i; 
Bh) = d1 +f) 
%Z 2 
WiN - u. (l.lol) 
By combining the definition of the operator L$N( .) [given in (1. l)] and Eq. 
(1.9’) there results 
where 
Lp( UN(X, t)) = - TN< U), (1.11) 
u&, t, = (u(& & ~lN),-*, u(x, t, pNN)). (1.12) 
Because the right side (RS) of (1.11) can be made as small as it is desired by 
taking N large there is an intuitive expectation that the solutions V’(x, t) 
of the homogeneous form of (1 .l 1) [i.e. solutions of (1. l), (l.l’)] approach, 
in a sense to be presently explained, the solution U(x, t, cc) of (1.2), 
(1.2’). This completes the formal description of how the semidiscrete approx- 
imations L~N( .) of L( .) arise. 
In order to explain exactly what is meant by the assertion that the vector- 
valued solutions, UN(x, t), of (l.l), (1.1’) app roach the scalar-valued solution 
of (1.2), (1.2’) it is convenient to introduce additional notation for the quanti- 
ties U’j(x, t); we therefore define UN(x, t, pjN) to be UNj(x, t), for all suitable 
indices. Furthermore, C(p), denotes the class of all sequences {p$)}E .r with 
the two properties 
&4 E PN and k-5 t&4 = Y- (1.13) 
We say that the vector UN(x, t) approaches [converges to] the scalar U(x, t, p) 
at the point (x, t, p) if and only if for every sequence {p$)} E C(p) 
ppb, 6 P&4) - w? 4 &-4~ = 0. (1.14) 
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I f  the function U(x, t, p) is continuous in the variable, t,~, and (1.14) holds 
then it is easy to see from the decomposition 
uyx, t, p$ - qx, t, PL) = UN@, t, P:(P)) - w? 6 &4) 
(1.15) 
that 
i.e. UN(x, t, &‘(p)) converges to U(x, t, ,u) in the conventional sense. One of 
our assumptions, throughout, will be that U(x, t, p) is continuous; hence 
(1.14) and (1.16) are synonymous. 
In the next section we will outline the proof of convergence of 
U”(x, t, P$-4) to U(x, 4 CL). 
2. OUTLINE OF THE CONVERGENCE PROOF AND AUXILLIARY MATERIAL 
The convergence proof can be logically separated into two parts. In the 
first part of the proof it is shown, under suitable hypothesis, that 
L:jq uyx, t) - c&(x, t)) = TN Es - 7-y U), (2.1) 
pi $yU) = 0. 
(The convergence in (2.2) is uniform in x, t.) 
The second part of the proof consists of the establishment of a priori 
inequalities of the form 
II DN II d C, Ilf” II + C, II? II 9 (2.3) 
for the solutions, DN, of the systems 
L$‘(DN) = f “, -m<x<oo, O<t<T, (2.4a) 
DN(x, 0) = gN, --<x<q (2.4b) 
where in (2.3) C, , C, are in independent of N; I] . j/ is defined in (5.3). 
By combining (2.1)-(2.3) with the fact that gN = UN(x, 0) - UN(x, 0) = 0 
[see (l.l’-1.2’)] it is seen that (1.14) = (1.16) holds. 
The first part of the convergence proof, i.e. relations (2.1) and (2.2) are 
easy to establish under the overall hypothesis that 
4"9/37/2-10 
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HYPOTIIESIS H,. The solution of the transport problem (1.2)--( 1.2’) exists 
and is of class Cl in the variables x, t and is of class C” in the variable CL, 
furthermore the k-th derivative of CJ with respect to /L is uniformly bounded 
in 
Remark. The places in the proof where the continuity restrictions 
imposed in H, are used will be pointed out as we proceed. It has already been 
explained that U is to be, at least, continuous in TV in order to assert that 
(1.14) implies (1.16). 
Because the solution of (1.2)-( 1.2’) exists and is of class CL in p the applica- 
tion of the quadrature rule used in formally deriving (1.11) is meaningful and 
legitimate. In particular, at each point (x, t), relation (1.5’) withf replaced by 
U(x, t) holds. But T”(U) app roaches zero uniformly in Q(T) because the only 
dependence of T”(U) on x and t is [see text following (1.5’)] through the value 
of aWP U(x, t, CL) [which occurs as a factor in T”( U)] and this factor is uniformly 
bounded in Q(T) by hypothesis H, . Hence, we see that (2.2) holds uniformly 
in x and t and thus [from (5.3)] 
The assumption in hypothesis Ha that U is of class Cl in the variable x 
implies [see (1.2’)] that UN(x, 0) E Cl. This, in turn, implies [by using 
standard theorems on the existence of solutions to linear hyperbolic systems] 
that the solutions to the sequence of Cauchy problems (1.1) exist and are 
of class Cl. This property of the solutions of (1.1) is used in Section 5. 
Since the solutions of (1.1) exist we can subtract (1.11) from (1.1) and obtain 
a meaningful result, i.e. we get (2.1). This completes the derivation of (2.1) 
and (2.2). 
The second part of the convergence proof, i.e. proving (2.3) is equivalent 
[roughly speaking] to demonstrating that the inverse operators of L$(.) 
are bounded independently of N. In Section 4 it is shown, with the aid of 
Riemann functions (RF) see [3], that the solutions of linear hyperbolic 
systems can be expressed as quadratures of the initial and inhomogeneous 
data and the Riemann functions. [Thus the RF are essentially the inverses 
of the linear hyperbolic systems]. Since the RF for the hyperbolic systems 
(2.4) are slightly more complicated than the RF for the systems in [3] their 
definition is extended and reviewed in Section 4a. Besides the RF themselves 
the main ingredient used in proving (2.3) is the positivity of the RF. This 
positivity [which is established in Section 4b] is a consequence of the “positiv- 
ity” of the hyperbolic system, LN( ), i.e. the condition (4.18) (in this connec- 
tion see [l]). By using the RF and their positiveness the relation (2.3) is 
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proven in Section 5. Section 6 gives a method of deducing “decay rates” 
from (2.3). Section 6 also contains some remarks concerning the extension 
of our methods to more general transport equations. 
In order to simplify the derivation of the results in Sections 4 and 5 it 
is desirable to alter slightly the form of the system (1.1); this is done in 
Section 3. 
3. AN EQUIVALENT FORM OF SYSTEM (1.1) 
By making use of the facts that 1 piN 1 < 1, prN = - 1, pr,P = 1, and 
relabeling subscripts on the piN we can find angles BiN, O,, , emin such that 
/LiN EE cot 9.N. t 9 
(3.lb) 
0 < $ = emin = e,N < . . . -c eNN = em, = 3 z < 77. 
After the &” in Eq. (1.1) h ave been replaced by cot OiN and the i-th equation 
multiplied by sin OiN, the initial value problem (1.1) and (1.1’) becomes 
L?iN(UN) E z;N(u*) = (a$, + &,) uNi - t A;U** = 0; (3.2) 
i=l 
where, 
u‘yx, 0) = U(x, pp) >, 0, (3.2’) 
CQ* z (CL~ , &) G (COS ejN, sin e*); 
AZ = BE sin BiN. 
(3.3b) 
(When the superscript N is unnecessary it will be dropped.) 
It will be the inhomogeneous form of the systems (3.2)-(3.2’) for which 
we prove the a priori inequality in Section 5; but because solutions of (1.1) and 
(1.1’) are also solutions of (3.2)-(3.2’) an a priori inequality for (3.2) and (3.2’) 
is also an a priori inequality for (1.1) and (1 .l’). 
For future reference note that 
where 
(sin ejN)LjyDN) E ZiN(DN) = TjN; (3.3) 
DNi(X, 0) EC UNi(X, 0) - u(Xy 0, /-QN) = O? (3.3’) 
TiN s T”(U) sin 0,“; (3.4a) 
DNi(x, t) SE UNi(x, t) - u(x, t, ,uiN). (3.4b) 
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In Section 5, we will use the result 
(3.5) 
this follows from combining the definitions (3.3b), (1. lo), (1. lo’), and (1.8). 
4. AUXILIARY RESULTS 
4.1. Riemann Functions and the Inversion of Linear Hyperbolic Systems 
Since no limits involving “N” are taken in this section we usually drop the 
“N” from all symbols connected with (3.2), for example, A$, c@‘, Uyi 
become Aij , 01~ , Ui. 
It will be shown in this subsection how to invert the linear hyperbolic 
operators which are defined by the LS of (3.2). The inversion process will be 
explained by illustrating its essential details for the special but typical case 
when there are three equations and three unknowns in (3.2) so that we have 
9:(U) = (0l~+3~ + ~8,) Ui - 2 AijUj = fi(x, t); i = 1,2, 3; (4.1) 
j=l 
uyx, 0) = 0(x, &), (4.1’) 
where 
u +z (Ul, u2, US). 
The system (4.1) is the nonhomogenous version of (3.2) when N = 3. 
We will show how to express a typical component, say U3(x’, t’), of the vector- 
valued solution U(x, t) = (Ul(x, t), U2, U3) of (4.1) and (4.1’) [where 
U3(x’, t’) is evaluated at an arbitrary parameter point P’ = (x’, t’) in the upper 
half of the Cartesian plane (x, t)] as a quadrature of the initial data 
0(x, 0) = (01(x, pl) ,...) 03) 
and kernels 
V3”(x, t; x’, t’) = (Py(x, t; x’, t’), v23”, V,““), 
where k = 1,2 (if we were finding the inverse operator for the component 
U’ of U then the kernels would be denoted by Vz7:). 
Remark. The vectors Vrk are called Riemann functions because of their 
similarity to the classical Riemann function that is associated with the 
one-dimensional wave equation. 
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In the way of preparation for describing the inversion technique to be used 
on (4.1) and (4.1’), we introduce some notation (see Fig. 1) and definitions. 
The points P = (x, t) and P’ = ( x’, t’) are two arbitrary points in the upper 
half (x, t)-plane. The characteristic Ci through the point P’ is the line 
x = cd& + 3’) 
t= oIi2s + tq 
-co<s<a3. 
(Notice that along this line dx2 + dt2 = ds2, so “s” is arclength.) 
(4.2) 
FIG. 1. Geometry for the definition of Riemann functions. 
The point Qi = (Qia:, QJ is th e intersection of the i-th characteristic Ci 
through P’ with the x axis. The triangular region R, is the domain bounded 
by the characteristics C, and C,,, through the point P’ and the segment 
!&Qlc+~ of the x-axis which lies between Qk and Qk+r . The point Qij is the 
intersection of the forward [s increasing in (4.2)] i-th characteristic through P 
with the backward j-th characteristic through P’ (for the cases where this 
definition is used t < t’, so that there will be a point of intersection). The 
vector N,+ = (ajz , - oljr) is that unit normal to the j-th characteristic 
which has a positive x component (as is seen from aj2 = sin 8< and 
0 < 0; < r) while, Ni- E - Nj+ is the unit normal to Cj which has a 
negative x component. The definition of Nj+ and the fact that 0 < 0, < x 
[from (3.1 b)] implies that the angle from the positive x axis to the vector 
Nj+ called L Nj+, is given by 
L Nj+ = ej - F , (4.3a) 
because a vector in this direction is both normal to Cj (or aj) and has a 
positive x component. Similarly, it is seen that 
L Nj- = e, + F. (4.3b) 
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The function expk(P; P’) is defined by the expression 
expk(P; P’) E- exp[A,,{a,,(X’ - x) + %s(t’ - t>)l. (4.4) 
Usually the point P' is thought of as a parameter and we write exp,(P) as an 
abbreviation. The function expk(P; P') has the two useful properties 
(da: + GA) ew@; P’) = - 41, expdp; P’); 
exp,(P’; P') = 1, 
for all values of k. 
(4.4a) 
(4.4b) 
The line integral of a function f(x, t) defined on the characteristic C, 
through some point P' is symbolized and defined by 
The dot product (e) between vectors is defined by 
x * y = c xcyi . (4.6) 
The matrix At is the transpose of the matrix A that appears in Eq. (3.11). 
We are now prepared to describe the inversion of the hyperbolic system (4.1), 
(4.1’). 
The inversion of the system (4.1), (4.1’) results from combining two rela- 
tions. The first relation results from multiplying the equation 9aa(*) = f3 
by exp,(P) (P' is the parameter) and then noting that by (4.4a) 
exp,P) k&L + 05&t) U3 - 2 exp,(P) A3JJ3 
i-l 1 
(4.7) 
= bdr + F&I (exp3W u3) - c exp,P> A3P. 
j#3 
Hence, after the equation 933(*) = f3 has been multiplied through by 
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exps(P) and the result integrated along the characteristic C’s through P’ 
between the points Qs and P’ it is found that, 
U3(P’) = ex~3CQ3) WQ3) + S’,:,Q3 j$3 A3jUj ex,(P) ds 
+ JP’ 
(4.8) 
exp3P).h & 
G.Qa 
where Eq. (4.4b) has been used in simplifying (4.8). 
In a similar manner we obtain the relations, 
W-“> = expdQJ Uz(Q~) + Ii,, ,& expdp) AzJJz ds 
+ j” expdP).h ds 
Cc.Qc 
(4.9) 
from the inhomogeneous form of the system (3.2). 
The second kind of relations that are used in the inversion of (4.1), (4.1’) 
are Green’s identities 
IS { V3i - cY3( U) + U ’ oF’P*~( V3i)} dx dt Ri 
where U = (Ul, U2, U3) is the solution of (4.1), (4.1’) and 
v3i3 (jiy... V,“i) (i= 1,2) 
are, as yet, unspecified vector-valued functions defined in Ri . In Eq. (4.10) 
the line integrals are to be taken around the boundary of Ri , N is the outward 
unit normal along the boundary and ds is an element of positive arc-length. 
The adjoint equation (defined for general values of N) is 
LiFf”( UN) = (&as + &at) UNi + f A:UNj= 0; i= 1 ,...) N; (4.11) 
j=l 
recall that 
Aij = Aji . 
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We will proceed to show how the system (4.1) (4.1’) can be inverted by 
making use of relations (4.Q (4.10). When the relations (4.10) are summed 
over the index i there results 
[ V3i . c!Z;““( U) + 7J . cY*“( Vi)] d.x dt 
= jP’ c (cq * N-) vyu ds + i‘l” c (oij * N3+) v;TP ds 
CIQI j#l " CBQZ j53 
(4.12) 
where Nz G (0, - 1) is the outward pointing normal along that part of the 
boundary of R, which coincides with the x axis. The reason that both Na+ 
and N,- appear in the line integral along C, is that Na+ is the outer normal to 
C, relative to the region R, while Na- is the outer normal on C, relative to 
the region R, . The term (ai . N$+) i = 1, 2, 3 is absent from the integrand 
of the line integral Ci on the RS of (4.12) because 01~ . Ni+ = 0 on Ci . 
After the vectors V3r and V32 are chosen in such a way that the coefficients 
of Ui (for j = 1,2, 3) which appear in the integrands of the line integrals 
Jzi,Q,C.) ds and Jz:,, (.) ds on the RS of (4.12) are made to vanish while the 
coefficients of the Uj % the integrand of Jg’ o ,(.) ds are chosen to be equal to 
the coefficients of the same line integral J$ Q (.) ds appearing on the RS of 
(4.8) and after the vectors V31 and P are aiso3required to satisfy the adjoint 
systems 
di4*3(V’3i) = 0 in Ri , i=1,2 (4.13) 
(see Eq. (4.11) for the definition of Z*3), it is seen that (4.12) becomes the 
sought after representation of U3(P’): 
V(F) = exp3(Q3) U3(QJ + i jj,, t’3i *fdx dt 
61 I 
+ j” exp3WNf, ds 
CsQ, 
(4.14) 
+ ‘f j- i [- (ai - N”) V,“iUj(x, 0)] dx, 
i=l QtQt,, j=l 
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wheref = (fi ,fi ,f3) is t h e inhomogeneous part of (4.1), and the parameter 
in the function exp,(.) is P’. 
When the previously described conditions on the coefficients of the Uj 
which appear in the integrands of J-FSoi(.) ds are written out explicitly they 
become 
(aj * Nl-) vy = 0, for j # 1 on Cr; 
(4.14a) 
(q * N,+) Vj”’ + (oIj * N2-) vi2 = 0, forj # 2 on C,; 
(4.14b) 
(aj + N3+) Vj”” = exp,(P) A,$ , forj # 3 on Cs. 
(4.14c) 
In conclusion then the defining conditions on the Riemann functions for 
U3(P’) (i.e. V3i(x, 2; x’, t’), i = 1, 2) are given by Eqs. (4.13)-(4.14~). It is 
understood here and below that the Riemann functions (RF) satisfy (4.13)- 
(4.14~) as functions of the variables P = (x, t) while P’ = (x’, t’) is a param- 
eter indicating the point at which U3(.) is to be evaluated. 
By employing the same type of operations which were used in obtaining 
(4.14), the general inhomogeneous system (3.2)-(3.2’) can be inverted. The 
result is [where fN E (frN,..., fNN) is the inhomogeneous part of (3.2)] 
iY’i(P’) = exp,(QJ lP’“(QJ + Ni1 Is,. Vdj * fN dx dt 
j=l 3 
+ s:,.,. 
exp,( *)fiN ds 
t E 
(4.16) 
4.2. The Nonnegativity of the Riemann functions 
By combining Eqs. (3.3b), (3.lb), (1.10), (1.6), and (1.2”) we get 
Aij > 0 forifj. (4.18) 
It is this property of the system (3.2) which implies the nonnegativity of its 
associated RF. 
The RF’s are proven to be nonnegative by first showing that they satisfy a 
system of integral equations and then deducing from this and (4.18) their 
nonnegativity. The proof that the RF’s for systems like (3.2), satisfy a system 
of integral equations is very similar to the derivation of the integral equations 
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for the slightly simpler hyperbolic equations treated in [3]. Therefore, by, 
using the technique in [3] we get 
(4.25) 
and for i < 1 
In equations (4.25), (4.26) the parameter [see (4.4)] in exp,(.), exp,(.) are, 
respectively, P and P’; the symbols Qii in the limits of integration are abbre- 
viations for S(Q,i), which is the directed distance (from (P to Qij is positive) 
between the points P and Qij on the i-th characteristic. For later reference 
note that 
S(P) < S(Q,j) < S(Qj,'"). (4.21) 
It is convenient to abbreviate the integral equations (4.25) and (4.26) in the 
form 
vy = w”(v,“:..., V~“‘). (4.27) 
The functions Vf’(P) will be everywhere nonnegative if it can be shown 
that the operator Wk(.) is nonnegative i.e. maps nonnegative functions into 
nonnegative functions. This can be seen by combining the following pro- 
positions. The solution of (4.25) and (4.26) is the limit of a sequence of 
successive approximation vectors which are generated by iterating the 
operator IV(*). The initial element in the sequence of successive approx- 
imations can be chosen arbitrarily and hence as a vector with all positive 
elements. Consequently, if W*( .) ma p s nonnegative vectors into nonnegative 
vectors then all the successive approximations must be nonnegative; this 
implies that the limit of the successive approximations which is the solution 
of (4.25) (4.26) is nonnegative. 
The nonnegativity of the mapping Wk(*) can be determined by examination 
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of the terms on the RS of (4.25) and (4.26). Thus, no negativity can enter the 
successive approximations through the exponential functions exp,(.) since 
these functions are always positive. Also, the integrals will always be non- 
negative because the integrands are positive by the condition (4.18) and the 
lower limits of the definite integrals are always less than their upper limits 
[see Eq. (4.21)]. Consequently the RS of (4.25) will be positive if (ai * Nj-) > 0 
when j < i. [We only need consider the sign of (ai . Nj-) when j takes values 
less than i because in Eqs. (4.25) i > I (see text above Eq. (4.25)) and the 
index j ranges from 1 to 2 (see the summation index range of the first term 
on the RS of (4.25)).] We proceed with the proof that clli . Nj- > 0; the author 
regrets that he cannot find a simpler nongeometric proof of this result. Since 
(see [O; p. 3081) 
C+ . Nj- = COS Xij ) (4.28) 
where xu is the magnitude (absolute value) of the radian measure of the 
smallest angle between the positive directions of the unit vectors 01~ and N,-, 
the number CQ . Nj- will be positive if 
xij < +. (4.29) 
In order to establish inequality (4.29) note that 
(i) 8, (the angle between ai and the positive x axis) > 0, when i > j. 
Statement (i) follows from Eq. (3.lb). 
(ii) 0 > 0, - B,>--rrwheni<j. 
Statement (ii) follows from (i) and the extremal inequalities in Eq. (3.Ib). 
(iii) L Nj- = 19~ + 7~12. 
Statement (iii) follows from (4.3b). 
(iv) xij = & - (Sj + v/2) if ei > ej + r/2, 
Xij=-[ei-(ej++)] if ei<ej+%. 
Statement (iv) follows from the definition of xii and (iii). 
Finally inequality (4.29) is implied by (iv) and (ii); and this in turn implies 
oli . Ni- > 0 for j < i. A similar type of proof implies that the terms (01~ . N,+) 
on the RS of (4.26) are positive. Hence after considering what has been said 
earlier about the nonnegativity of the successive approximations to (4.27) 
we conclude that all the Riemann functions for the system (3.2) are non- 
negative. In the next section we will use this knowledge to deduce an a priori 
estimate like (2.3) for the system (3.2). 
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5. THE A PRIORI INEQUALITY AND THE CO?WERGENCE 
OF THE DISCRETE ORDINATE METHOD 
The first objective of this section is to establish an a priori inequality for 
the inhomogeneous initial value problem 
.Jzy( UV) = f<"(X, t), i =-_ 1 . . . AT; (5.1) 
UNyX, 0) = p(X), -m<x<co, (5.1’) 
where the operator LP’( ) = (YIN,..., ZNN) is defined by the RS of (3.2) and 
fi”, gNi are arbitrary functions. 
By an a priori inequality for the problem (5.1) and (5.1’) is meant an 
inequality of the type (we will once again be dealing most of the time with 
systems of an arbitrary but fixed value of N; hence we drop “N” from the 
notation in this context) 
II u II < Cl(X> T) llfll + G(x, T) II g II , (54 
where a very important characteristic of the numbers C,(x, T), C,(x, T) is 
that they do not depend on N, and the meaning of j/ . /) is defined by 
(5.3) 
In the definition (5.3) N is a vector-valued function with N components and 
furthermore 
R ES R(x, T) (5.4) 
is the triangular shaped domain in the (x, t) space bounded by the x axis and 
the characteristics C, and C, that pass through the point (x, I”). It is a 
consequence of Eq. (3.lb) that R(x, T) does not depend on N. 
The derivation that will be given of the a priori inequality (5.2) is similar 
to and inspired by the derivation of a priori inequalities which arise in the 
theory of finite difference approximations for elliptic partial differential 
equations. 
The a priori inequality (5.2) is derived in two stages. In the first stage an 
inequality in the form of (5.2) is obtained by taking the absolute value of the 
RS of (4.16) [recall that the RS of (4.16) is the solution of the initial problem 
(5. l), (5. I’)] while using the triangle inequality and then the non-negativity of 
all the integrands (which are RF) and coefficients in (4.16) (in particular note 
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that - (aj . Nz) = oljz = sin 0, > 0) to remove the absolute value operation; 
we find thus, 
(5.5) 
+ 7 j-- f [- (ah . N”) V; ( UNh I] dx. 
+1 QjQj+, h=l 
where P’ is an arbitrary point in R(x, T). Equation (5.5) and the definition 
(5.3) imply (recall that UNh(x, 0) =gNh(x) and UNyi(Qi) = gNi(Qi,)) 
I UII < Cl(X7 Wfll + G(x, ~)Ilgll ? (54 
where 
P’ER 
[It is understood that the maxima in Eqs. (5.7) are for all P’ E R(x, T).] 
The second stage in the verification of (5.2) consists in proving that the 
quantities C,(x, T), C,(x, T) d fi d b e ne a ove are independent of the magnitude 
of N. First it will be shown that the positive quantities 
as,.,rl;, Vf dx dt E S,(P’) (5.8a) i=l 9 
P’ fE qx, T), 
Yg lo,a,+, g [- (ah 
- N”) Vc] dx s S,(P’) (5.8b) 
are bounded independently of N and P’. 
The first stage in establishing the boundedness of the quantities S, and S, 
that are defined in Eqs. (5.8a, b) is to insert the N-dimensional vector 
T E (eBt,.. weBt), 
L v 
N components 
w 
into PN(.) = (SIN,..., ZNN), where Pi”(.) is defined by LS of (5.1) and B 
is a positive constant whose value will be specified later. The result of letting 
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gN operate on T IS that the N vector 2’ is seen to satisfy the inhomogeneous 
initial problem 
Zi(T) = eBt &,B - f Aij 
( 1 
; i _- l,..., N, (5.10) 
j=l 
qx, 0) = (1, J,...) 1). (5.10’) 
Another result which will be used later is that the positive constant B 
[appearing in Eq. (5.9)] can always be chosen large enough to make 
CdizB--AA,>1* (5.11) 
j=l 
That B can be chosen to validate the inequality (5.11) is a consequence of 
two relations. The first relation 
ai = sin di > 0, 
follows from Eq. (3.10) while the second relation 
(5.12) 
il Aij = of sin tii (5.13) 
was established in Eq. (3.15). 
The second step in establishing the uniform boundedness of S, and S, 
is to make use of the previous observation that the N-vector T [as defined in 
Eq. (5.9)] is the solution of the initial value problem specified by Eqs. (5. IO)- 
(5.10’); and hence we can apply the inversion formula (4.16) and obtain 
(5.14) 
where use has been made of Eq. (5.10’) in simplifying the first and last terms 
on the RS of (5.14). Equation (5.14) is the key result in the derivation of the 
a priori inequality because it permits one to apply the principle: Each term 
of a sum of non-negative numbers must be less than the sum. Since, as was 
explained before Eq. (5.5), all the terms of (5.14) are non-negative, we can use 
the above principle to deduce, for all N, that 
t&(x’, t’) < eBt’ Q em, (5.15) 
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where in writing the second inequality in (5.15) the positivity of B has been 
used and also the fact that (by assumption) P’ E R(x, T). 
The positivity of the constant B, inequality (5.1 I), and the positivity of the 
RF imply 
(5.16) 
Thus by combining (5.16) with the representation (5.14) and using the ideas 
which led to Eq. (5.15) we can infer that 
S, < eBt’ ,< eBT. (5.17) 
Equations (5.15) and (5.17) assert that the last terms on the RS of (5.7a) 
and (5.7b) are uniformly bounded for all points P’ E R(x, T) and all indices 
E’ and N. 
The first terms on the RS of (5.7a) and (5.7b) are also uniformly bounded. 
For the definition of exp,(P; P’) [ see Eq. (4.411 yields, when the point P lies 
on the i-th characteristic through P’ (as is the case in this situation), 
exp,(P) = expi(Aii 1 PP’ I), (5.18) 
where 1 PP’ 1 is the directed Euclidean distance between points P and P’. 
Hence, since P and P’ (in the situation here) always lie in the bounded 
triangular domain R(x, T) we conclude that ( PP’ 1 is bounded. This implies 
in conjunction with Eqs. (5.18) (3.11b), (3.5b) that 
1‘ 
P’ 
exp$‘(41 ds and evi(Qi) 
CiQi 
(5.19) 
are uniformly bounded for all i = l,..., N; P’ E R(x, T); and all N. 
Thus, by combining this last result with the established fact that S,(P’) 
and S,(P’) are uniformly bounded we see that the quantities Cr(x, T) and 
Ca(x, 2’) are uniformly bounded for all N and therefore the a priori inequality 
(5.6) is established. Notice that from (5.15) and (5.17) and the previous 
analysis of the terms in (5.18)-(5.19) that neither C,(x, T) or Ca(x, 7’) actually 
depends on x, however in cases when we are dealing with a more general 
equation than (1.2) both C,(x, T) and C,(x, T) could depend on x. 
In deriving (5.2) certain regularity assumptions were tacitly assumed about 
the solution of the systems (3.2) in order to justify the use of Green’s identity 
and the identity of the directional derivative with aila, + cYizat . The applica- 
tion of these identities is legitimate if the solution of (3.2) is in Cl. The 
particular solution of (3.2) that concerns us is V(X, t) - UN(x, t). By assum- 
ing in hypothesis H, that the solution U(x, t, p) of (1.2) is of class Cl in x 
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and t we guarantee [as was explained in Section 21 that (7 E Cr. Hence, both 
??‘(x, t) and LTX(x, t) [see (1.12)] are in Cl and the derivation of (5.2) - : (2.3) 
is complete. 
By combining (2.1)-(2.3) in the way that was explained in text below 
Eq. (2.4) we achieve our main result: 
THEOREM. Suppose hypothesis H, holds and let LEN be constructed as in 
Section 1 then (1.16) E (1.14) holds. 
6. OBSERVATIONS ABOUT GENERALIZATIONS AND DECAY RATES 
The techniques of this paper are also applicable to more general transport 
equations than (1.2). The essential feature of (1.2) is that the lowest order 
terms in its semidiscrete approximation has nonnegative off diagonal coef- 
ficients Aij , i # j. This property had its origin in the nonnegativity of the 
scattering kernel K(., .), of the transport equation. Hence, the methods of 
Section 5 will be applicable in the semidiscrete approximation of (1.1) with 
general scattering kernels. 
The methods of Section 5 can be used to obtain information concerning 
the decay rates of solutions to linear hyperbolic systems which approximate 
linear transport equations like (3.1) in the presence of an absorbing medium 
[i.e. f  < 0, see text below Eq. (3.1)]. In this case we can find a negative 
number B such that the expression on the LS of (5.11) is still positive. When 
this negative value of the constant B is used in the definition of the vector T 
[see Eq. (5.9)] it is found that Eq. (5.14) is still valid and all its terms are still 
positive. We can then infer from this that the first inequality in (5.15) is 
valid. Thus 
(6-l) 
tends to zero like eBt’. 
Now any solution (such as UN) of the system (3.2) has the representation 
(4.16) [with f N = (O,... O)]. From the representation of UN given in (4.16) 
[withf N = 01, and (6.1), we can conclude (assuming 0(x, CL) vanishes outside 
some bounded interval) that UN decays to zero like eBt’ in an absorbing 
medium. 
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