Precise asymptotics in complete moment convergence of the associated counting process  by Zang, Qing-Pei & Fu, Ke-Ang
J. Math. Anal. Appl. 359 (2009) 76–80Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Precise asymptotics in complete moment convergence of the associated
counting process✩
Qing-Pei Zang a,∗, Ke-Ang Fu b
a Department of Mathematics, Huaiyin Teachers College, Huaian 223300, China
b School of Statistics and Mathematics, Zhejiang Gongshang University, Hangzhou 310018, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 17 November 2008
Available online 20 May 2009
Submitted by M. Peligrad
Keywords:
Precise asymptotics
Complete moment convergence
The associated counting process
Record occurrence time
Let {μ(n), n 1} be the associated counting process. In this paper, we prove the precise
asymptotics in complete moment convergence of the associated counting process generated
by i.i.d. random variables.
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1. Introduction and main result
Let {X, Xn; n  1} be a sequence of independent and identically distributed (i.i.d.) random variables whose distribution
function are continuous. Set Sn = ∑nk=1 Xk , n  1, and logn = ln(n ∨ e), n  0. We have the famous result following, for
0 < p < 2 and r  p,
∞∑
n=1
nr/p−2P
(|Sn| εn1/p)< ∞, ε > 0
if and only if E|X |r < ∞ and when r  1, EX = 0. For r = 2, p = 1, the suﬃciency was proved by Hsu and Robbins [11],
and the necessity by Erdös [4,5]. For the case r = p = 1, we refer to Spitzer [13], and for the general result to Baum and
Katz [1].
The sums obviously tend to inﬁnity as ε ↘ 0. It is interesting to ﬁnd the exact rate at which this occurs. The ﬁrst result
following to this end was given by Heyde [10], who proved that
lim
ε↘0ε
2
∞∑
n=1
P
(|Sn| εn)= EX2,
if and only if EX = 0 and EX2 < ∞. Later, Chen [2] and Gut and Spa˘taru [9] both studied the precise asymptotics of the
inﬁnite sums as ε ↘ 0.
Since {X, Xn; n 1} is a sequence of i.i.d. random variables with continuous distribution function. Set
L1 = 1,
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Ln = min{k > Ln−1, Xk > XLn−1}, n 2.
Then {Ln, n  1} is the so-called record occurrence time sequence of {Xn, n  1}. The associated counting process {μ(n),
n 1} is given by
μ(n) = max{k: L(k) n},
which is associated to record times of sequences of i.i.d. random variables.
Recently, Gut [8] established the precise asymptotics for the associated counting process, and the result is as follows:
Theorem A. Let 1 p < 2 and δ > −1. Then
lim
ε↘0ε
2p(1+δ)/(2−p)∑
n3
(logn)δ
n
P
(∣∣μ(n) − logn∣∣> ε(logn)1/p)= 1
1+ δ E|N|
2p(1+δ)/(2−p),
where N denotes a standard normal random variables with distribution function Φ(x).
Also for i.i.d. random variables, Chow [3] discussed the complete moment convergence, and obtained the following result.
Theorem B. Let {Y , Yk; k  1} be a sequence of i.i.d. random variables with EY = 0. Suppose that p  1, α > 12 , pα > 1,
E{|Y |p + |Y | log(1+ |Y |)} < ∞. Then for any ε > 0, we have
∞∑
n=1
npα−2−αE
{
max
jn
∣∣∣∣∣
j∑
k=1
Yk
∣∣∣∣∣− εnα
}
+
< ∞,
where {x}+ = max(x,0).
Inspired by these results, in this paper we aim to investigate the precise asymptotics in the complete moment conver-
gence of the associated counting process. Our main result reads as follows.
Theorem 1.1. For b > −1, we have
lim
ε↘0ε
2b+3
∞∑
n=1
(logn)b
n
E
{∣∣μ(n) − logn∣∣− ε logn}+ = 2b+1(2b + 3)√π 
(
b + 3
2
)
,
where (.) is the Gamma function.
Remark 1.1. Some authors have showed this type result for Sn by strong approximation method (cf. Jiang et al. [12]), but it
is not available here since our condition of Theorem 1.1 is much weaker.
2. Proof of Theorem 1.1
In this section, we will present the proof of Theorem 1.1, and in what follows, let C denote positive constants whose
values may vary from place to place. In the sequel, set A(ε) = exp(M/ε2), M > 4 and 0 < ε < 1/4. Notice that from Gut [7],
it provides that as n → ∞,
μ(n) − logn√
logn
d→ N(0,1). (2.1)
The proof is very much modeled for proving results in the area of precise asymptotics, and our proof is also based on the
following lemmas.
Lemma 2.1. For b > −1, we have
lim
ε↘0ε
2b+3
∞∑
n=1
(logn)b
n
√
lognE
{|N| − ε√logn }+ = 2b+1(2b + 3)√π 
(
b + 3
2
)
.
Proof. Note that (cf. Feller [6])
1− Φ(x) = 1√ e− x
2
2
(
1+ O
(
1
2
))
, as x → ∞. (2.2)2πx x
78 Q.-P. Zang, K.-A. Fu / J. Math. Anal. Appl. 359 (2009) 76–80Hence, by the change of variable, we have
lim
ε↘0ε
2b+3
∞∑
n=1
(logn)b
n
√
lognE
{|N| − ε√logn }+
= lim
ε↘0ε
2b+3
∞∫
e
(log t)b+ 12
t
∞∫
0
2√
2π
(x+ ε√log t )−1 × exp{−1
2
(x+ ε√log t )2}dxdt
= lim
ε↘0ε
2b+3
∞∫
e
(log t)b+ 12
t
∞∫
ε
√
log t
2
z
√
2π
exp
{
− z
2
2
}
dzdt
= 2√
2π
lim
ε↘0
∞∫
ε
1
z
exp
{
− z
2
2
} z∫
ε
y2b+2 dydz
= 1
2b + 3
2√
2π
∞∫
0
z2b+2 exp
{
− z
2
2
}
dz − 1
2b + 3
2√
2π
lim
ε↘0ε
2b+3
∞∫
ε
1
z
exp
{
− z
2
2
}
dz
= 2
b+1
(2b + 3)√π 
(
b + 3
2
)
.
Thus the proof is completed. 
Lemma 2.2. Uniformly for 0 < ε < 1/4, we have
lim
M→∞ε
2b+3 ∑
n>A(ε)
(logn)b
n
√
lognE
{|N| − ε√logn }+ = 0.
Proof. Observe that if M > 4 and 0 < ε < 1/4, then A(ε) − 1√A(ε). Thus it follows from (2.2) that
ε2b+3
∑
n>A(ε)
(logn)b
n
√
lognE
{|N| − ε√logn }+
 Cε2b+3
∞∫
A(ε)−1
(log t)b+ 12
t
∞∫
0
(x+ ε√log t )−1 × exp{−1
2
(x+ ε√log t )2}dxdt
 Cε2b+3
∞∫
√
A(ε)
(log t)b+ 12
t
∞∫
ε
√
log t
2
z
√
2π
exp
{
− z
2
2
}
dzdt
 C
∞∫
√
M
y2b+2
∞∫
y
1
z
exp
{
− z
2
2
}
dzdy
 C
∞∫
√
M
z2(b+1) exp
{
− z
2
2
}
dz → 0, as M → ∞. 
Lemma 2.3. For any M > 4, we have
lim
ε↘0ε
2b+3 ∑
nA(ε)
(logn)b
n
∣∣E{∣∣μ(n) − logn∣∣− ε logn}+ −√lognE{|N| − ε logn}+∣∣= 0.
Proof. Set
n = sup
∣∣P(|μn − logn| x√logn )− P(|N| x)∣∣.x
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n → 0, as n → ∞, (2.3)
and we have by (2.2), for large enough x
P
(|N| x)= 2P (N  x) C
x
e−
x2
2 . (2.4)
Together with (2.3), it follows that, for large enough n and x,
P
( |μ(n) − logn|√
logn
 x
)
 C
x
e−
x2
2 . (2.5)
Then
ε2b+3
∑
nA(ε)
(logn)b
n
∣∣E{∣∣μ(n) − logn∣∣− ε logn}+ −√lognE{|N| − ε√logn }+∣∣
= ε2b+3
∑
nA(ε)
(logn)b
n
∣∣∣∣∣
∞∫
0
P
(∣∣μ(n) − logn∣∣ x+ ε logn)dx−√logn
∞∫
0
P
(|N| x+ ε√logn )dx
∣∣∣∣∣
= ε2b+3
∑
nA(ε)
(logn)b+ 12
n
∣∣∣∣∣
∞∫
0
P
( |μ(n) − logn|√
logn
 x+ ε√logn)dx−
∞∫
0
P
(|N| x+ ε√logn )dx
∣∣∣∣∣
 ε2b+3
∑
nA(ε)
(logn)b+ 12
n
(n1 + n2),
where
n1 =
∣∣∣∣∣
1√
n∫
0
P
( |μ(n) − logn|√
logn
 x+ ε√logn)dx−
1√
n∫
0
P
(|N| x+ ε√logn )dx
∣∣∣∣∣,
n2 =
∣∣∣∣∣
∞∫
1√
n
P
( |μ(n) − logn|√
logn
 x+ ε√logn)dx−
∞∫
1√
n
P
(|N| x+ ε√logn )dx
∣∣∣∣∣.
Thus for n1, we have
n1 
√
n → 0, as n → ∞. (2.6)
Now, we are in a position to estimate n2. By Markov’s inequality, (2.4) and (2.5), we have for large enough n∣∣∣∣P
( |μ(n) − logn|√
logn
 x+ ε√logn)− P(|N| x+ ε√logn )∣∣∣∣ Cx e− x
2
2 .
Hence
n2 
∞∫
1√
n
C
x
e−
x2
2 dx → 0, as n → ∞. (2.7)
Denote ′n = n1 + n2. Since the weighted average of a sequence that convergences to 0 also converges to 0, it follows
from (2.6) and (2.7) that
1
(log A(ε))b+ 32
∑
nA(ε)
(logn)b+ 12
n
′n → 0, as ε ↘ 0.
Then we have
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∑
nA(ε)
(logn)b
n
∣∣E{∣∣μ(n) − logn∣∣− ε logn}+ −√lognE{|N| − ε logn}+∣∣
= Mb+ 32 1
(log A(ε))b+ 32
∑
nA(ε)
(logn)b+ 12
n
′n → 0, as ε ↘ 0. 
Lemma 2.4. For b > −1, we have
lim
M→∞ε
2b+3 ∑
n>A(ε)
(logn)b
n
E
{∣∣μ(n) − logn∣∣− ε logn}+ = 0.
Proof. For ε suﬃciently small, from (2.5), we obtain
ε2b+3
∑
n>A(ε)
(logn)b
n
E
{∣∣μ(n) − logn∣∣− ε logn}+
 Cε2b+3
∑
n>A(ε)
(logn)b
n
∞∫
0
P
(∣∣μ(n) − logn∣∣ x+ ε logn)dx
= Cε2b+3
∑
n>A(ε)
(logn)b
n
∞∫
0
P
( |μ(n) − logn|√
logn
 x√
logn
+ ε√logn)dx
= Cε2b+3
∑
n>A(ε)
(logn)b+ 12
n
∞∫
0
P
( |μ(n) − logn|√
logn
 x+ ε√logn)dx
 Cε2b+3
∞∫
A(ε)−1
(log t)b+ 12
t
∞∫
0
(x+ ε√log t )−1 × exp{−1
2
(x+ ε√log t )2}dxdt.
Then, the lemma can be proved in the same way used in Lemma 2.2 and the detail is omitted here for sake of avoiding the
repetitions. 
Proof of Theorem 1.1. Theorem 1.1 follows from Lemmas 2.1–2.4 by using the triangle inequality immediately. 
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