Under the situation of scarcity of data in the target domain, the performance of the traditional agent simulation model tends to decrease. In this scenario, the useful knowledge in the source domain is extracted to guide the target domain learning to obtain more appropriate class information and agent simulation performance is an effective learning strategy. Based on the similarity measure, this paper proposes a Biased Agent Model (TIM) algorithm, which is similar to the source and target domain data distribution by introducing a biased learning mechanism (IM) algorithm to improve the simulation performance of the intelligent simulation (IM) algorithm in the data scarcity scenario. In order to ensure the validity of the bias, the TIM improves the performance of IM by considering the statistical and geometric characteristics of the source and target domains, the message passing mechanism in the algorithm makes it possible to achieve the goal of assisting the target domain learning. In addition, the factor graph of TIM can also show that the IM can be similar to IM in the case of lack of data in the target domain. The simulation results of the simulated data set and the real data set show that the proposed algorithm is more efficient than the classical IM algorithm in dealing with the non-sufficient data agent simulation task with better performance.
Introduction
The similarity measure (IM) algorithm [1] has been attracting the attention of many researchers because of its unique principle of intelligent simulation, which was introduced by Frey in 2007. According to the introduction in [1] , the nature of IM algorithm is a belief propagation and maximization algorithm based on factor graph [2] , which has the following advantages compared with other classical agent simulation methods: 1) IM agent simulation does not need to specify K (classical K-Means [3] ) or other parameters describing the number of agents (SOM [4] ) and 2) the most representative point in the simulation of an agent is called IM Different from the other simulation centers, the agent simulation point is the data point which exists in the original data, not the virtual point.
3) The simulation model of the IM agent is executed many times. The results are exactly the same and do not need to randomly select the initial step, that IM algorithm is not sensitive to initialization, 4) IM agent simulation than other methods of error squared and low [5, 6] . IM [7] , IM [8] , semi-supervised IM [9] and so on, which are based on IM.
The successful point of IM algorithm is the ability to automatically generate a reasonable amount of simulation of the number of agents, in the case of sufficient data, IM can accurately identify the representative of the agent simulation points, and the resulting intelligent body simulation results are often perfect. However, in practice, the data collected due to the high confidentiality of some production process data or the low cost of high-cost industries are usually very limited, resulting in scenes of scarcity of data often appearing. In the case of the agent simulation under the scenario, the simulation results of the IM algorithm are usually sensitive to the geometric distribution of the data. This is mainly because IM is designed to maximize the data points in each category to its agent simulation representative point. The sum of the energy and the real geometric distribution in the data scarcity scenario are often neglected, so it is difficult to meet any requirement except for the minimum energy, which leads to the inaccuracy of the representative point and the distribution matrix of the obtained agent. Therefore, if we continue to use the energy minimization principle of the IM algorithm and ignore the important information in the relevant field will affect the final simulation results of the intelligent body.
Therefore, how to make the IM algorithm in the face of data scarcity scene can still have better class identification. The ability and high performance of agent simulation are currently awaiting solution. The Biased Learning Framework [10] [11] [12] is similar to human cognitive processes in that learning can be efficiently used to guide new things. It has been shown to be effective in solving machine learning problems in the context of data scarcity [13] . In recent years, the bias learning framework has been widely used in pattern classification, regression modeling and agent simulation, among which representative work includes: 1) In the field of pattern classification, the theory of bias learning is applied to the classification of unlabeled data [17] . In [18] , the TPLSA algorithm based on bias learning theory is proposed and applied to text categorization. In [19] , the biased learning method of domain adaptation is successfully applied to large-scale emotion data classification. A bias learning method based on boosting algorithm [16] is proposed to solve the classification problem in the case of interference; recently proposed a multi-source adaptive bias learning strategy [15] for image classification.
2) In the area of regression modeling, a fuzzy system based on knowledge utilization and an enhanced version are proposed to solve the problem of fuzzy regression modeling in data scarcity scenarios [13, 14] .
3) In the field of unsupervised agent simulation, the current research is still less. In 2012, a biased agent simulation model based on spectral method is proposed to solve the problem of biased agent simulation in text data.
Based on the above research results, we can find that the current bias learning strategy aims at abstracting the relevant effective knowledge from the source domain data to guide the learning of the target domain. The main learning strategies can be summarized as follows: 1) That is maximizing the embedded variance or minimizing the reconstruction error [13] [14] [15] [16] [17] [18] [19] [20] ; 2) maintaining the geometry such that similar data in the target domain remains in a similar expression to the samples in the source domain, although the above studies work on different, but only in the past, they chose only one learning mode and neglected the role of other structural information. In order to solve the problem, the IM algorithm is not able to simulate the performance of the intelligent agent when the data is lacking. In this paper, the biased learning mechanism is introduced into the IM algorithm to obtain the biased IM agent simulation model with knowledge biased ability. In addition, the statistical characteristics and geometrical structure of the data are considered in the process of knowledge bias to ensure the quality of bias. The proposed bias IM algorithm can be viewed as a generalization of the IM algorithm, which can effectively share information and bias information between similar domains or tasks while maintaining the classical form of IM. This paper will focus on the introduction and analysis of two IM algorithms, biased strategy and biased agent simulation model. Firstly, the IM algorithm and two bias strategies are introduced, and then the biased agent simulation method TIM based on similarity measure is introduced to integrate these two strategies. 
It can be seen that the IM algorithm can efficiently find the best representative simulation points and distribution matrixes without any external intervention when the data volume is sufficient, but if there is no data in the absence of any extra data, it is easy to make the simulation center of intelligent body deviate greatly, which leads to the failure of the agent simulation. In this paper, we will give a new bias in the next chapter, Agent simulation method.
Bias similarity measure (TIM) agent simulation model
In this paper, we introduce the following two techniques to improve the current method based on the statistic features and geometry structure of the IM Agent simulation method described in the previous section. We propose a new method which is suitable for the IM algorithm Biased learning framework, the framework will make full use of the statistical characteristics of the source domain data (distribution matching bias strategy) and the geometric features (instance retention bias strategy) between the source domain data and the target domain data to improve the biased agent simulation results biased learning quality and enhanced IM algorithm in the face of data scarcity scenario of the agent simulation results, the specific method is shown in the following two sections.
Domain distribution approximation strategy
According to the theory of bias learning, the higher the similarity of domain distribution is, the closer the distribution of target domain is to the source domain, the more the knowledge abstracted by the source domain can guide the target domain data learning, the theoretical correctness should be improved using the similarity principle of data distribution among agents, 
Here Mu is the pending parameter, (1), (2), (3), used to penalize the distribution differences between the source and target domains. from (2-1)、(2-2)、(3), we can get 1 
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As described in [12] , the bias learning needs to deal with two cases: (1) the training samples used for learning do not satisfy the condition of independent and identical distribution with the new test samples; (2) there are not enough available training samples; It is found that the distribution property cannot guarantee the validity of the bias in the case of lack of data.
Therefore, we use the geometric features of the class representative point of the source domain and the class representative point of the target domain to ensure the feasibility of the bias. The data of the manifold geometry is represented by the neighbor data to some extent. Therefore, the information of the representative point is simulated by the source domain agent to assist the selection of the representative agent of the target domain agent.
As shown in Figure 3 , the black and red data points for the source domain data set, in which red is the representative point of its class; green and yellow data points for the target domain data set, the yellow is the representative point of the class. It is obvious that the representative point in the source domain data and its neighbors can be used to help the target domain learning. In addition, the bias strategy can speed up the convergence rate of the IM algorithm, we will introduce in Section 3.3. 
Here I is defined as follow:
, The data in the source domain can be used as the representative point of the final class.
Therefore, the information in the source domain can be used by the TIM in the case of insufficient data or information in the target domain to help it learn and to speed up the convergence of the algorithm, which can be found more easily to the target domain data simulation agent representative points and distribution matrix. 
Experimental Study

Experimental Setup
In order to verify the simulation performance of this method in complex situations such as data scarcity, this chapter will analyze and evaluate the TIM algorithm by synthetic dataset and real network intrusion detection data KDD99 and SEA dataset respectively. For artificial synthesis a detailed description of the data and the real data will be given in Sections 3.2 and 3.3,
respectively. In addition, for the TIM simulation of the proposed algorithm, the simulation performance will be evaluated in sections 3. Clustering (TSC) [20] , IM algorithm [1] , and the results are analyzed and explained properly. As follows: 1) In IM and TIM, when the simulation result of the agent is kept unchanged for 100 times, the algorithm is terminated, that is, the maximum number of iterations is set, the similarity is calculated by using the negative Euclidean distance.
2) The parameters of k-centers and TSC algorithms are set by reference [1] and [20] . The optimal matching results are described in the Hungarian algorithm.
2) Standardized mutual information NMI is defined as follows: i N denotes The number of data in the entire data set.
3) The RI indicator is defined as follows:
Here the number of pairing points indicating that the data points have different class labels and belonging to different classes indicates that the data points have the same class label and the number of pairing points belonging to the same class, and represents the total size of the entire data sample.
The above three methods show that the performance of the algorithm is superior to the higher value of the three methods, and the range of the above three methods is all with the value of the high value shows the algorithm of the performance is more superior.
Experimental environment: Experimental hardware platform for the Windows32 bit 4Intel
Corei3, memory is 4GB.Programming environment for the MATLAB2012b.
Experimental Analysis of Real Data Set
In order to further explore and analyze the TIM simulation performance and practical application value, this section will discuss the TIM algorithm on the real data set. We select two classical data sets, network intrusion detection data and SEA Data set. The time series of these two datasets have different distributions and the intra-class changes are large, which is meaningful for the robustness of the intelligent agent simulation model. The KDD99 dataset is a network connection defined as the sequence of TCP packets from the beginning to the end of a period of time, and during this period. 1.0000
1.0000
Data is transmitted from a source IP address to a destination IP address under a predefined protocol, such as TCP and UDP. Because the attack event is highly correlated in time, statistics on the connection between the current connection record and the previous period some relationships between records can better reflect the relationship between connections, with strong bias characteristics of the data set has 41 features, in addition to the discontinuation of the property after the remaining 32 properties. Smurf class accounted for 57.015%, Neptune class accounted for 21.582%, the remaining categories of a total of 1.782%; 2) SEA data sets (1), the total number of the data blocks of 22 categories, which accounted for 19.621% Is a data set with abrupt concept drift characteristics proposed by Street et al in 2001. This data has good bias, with 60, 000 samples, 3 attributes, two of which are related attributes, attributes Values ranging from 0 to 10, including four concepts, each concept, including 15000 samples. Remove 10% of the noise point, the conceptual function using the threshold data will be divided into two categories, namely greater than a threshold for the first class. Table 2 shows the algorithm test data fragment information.
In this part of the experiment, the amount of data in the target domain is 25% of the data in the source domain to form a data-deficient bias scenario. For the KDD dataset, the proportion of the data is extremely low, the number of classes is set to 3 and the data sets are normalized for both K-Centers and TSCs in the experiment. On this basis, the simulation performance of each algorithm is compared all experimentally set data sets were run 10 times, averaged and given the variance. Table 3 shows the experimental results for the KDD99 dataset, where Table 3 shows the experimental results for the source domain data of 1-3000 and the target domain data of 1000. We can get the following conclusions:
The results of Table 3 show that the TIM algorithm is superior to other algorithms in terms of the effectiveness of NMI, ACC, and RI for most of the three agents, which further demonstrates that the TIM under, Based on a coordination mechanism for the source domain and target domain data to coordinate the data distribution characteristics similar to both improve the learning performance of the role.
However, for a class of data less geometric characteristics of the distribution of data changes, the algorithm is not very effective.
2) It can be seen from the experimental results table that IM-based simulation model of a class of agents is not sensitive to the initialization of the data, which makes the IM and TIM algorithm simulation results of the variance of 0. As can be seen, TIM algorithm which inherits the excellent characteristics of the stability of the IM algorithm, which is more practical than other intelligent simulation models.
3) As can be seen from Table 3 , based on the source domain dataset class representative point of the way to play the label changes in the data structure is no longer applicable, the agent simulation performance with the increasing deterioration of this decline more and more While a class of data-based agent simulation models keep the agent simulation performance by updating the agent simulation model, which is often achieved through some knowledge retention techniques (such as through the decay function mechanism) to update the agent simulation model
It is worth noting that, in the current bias scenario, the data fragment is not continuous, as shown in Table 2 , this time using the data flow algorithm for its intelligent simulation model because the upper and lower moments of data fault caused by the Intelligent Simulation Center cannot get accurate update, so as to achieve the desired agent simulation results.
In conclusion, through the experiment and analysis on the real data set, we can get a definite conclusion that the TIM algorithm is better than the non-biased agent simulation model in dealing with the lack of data, The TIM algorithm considering the distribution and geometrical features is superior to the previous biased agent simulation model, so the superior performance of this algorithm has been fully verified and affirmed. 
Conclusion
Based on the classical IM algorithm, this paper introduces a biased learning mechanism and uses source domain knowledge to assist target domain learning. A new biased similarity measure agent model is proposed to solve the problem of traditional data analysis task failure due to lack of target domain data samples. The algorithm is a knowledge bias simulation model based on data distribution and agent simulation point geometry, which utilizes both the geometrical structure of the source domain data and its statistical characteristics to obtain more instructive Which is a generalization version of IM, which can identify the number of agents and obtain the corresponding distribution matrix by a method of information propagation of factor graph similar to IM algorithm. In artificial data and real data the results of experiments show that the TIM algorithm is effective and efficient in the field of knowledge biased learning.
