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Résumé 
L'utilisation de Feature Models (FMs) pour décrire les features communes 
et variables d 'une ligne de produits logiciel est devenu un scénario ordinaire. 
Malheureusement, la tâche de création du FM à partir d 'un catalogue de 
produit existant est à la fois sujette à erreurs, consommatrice en temps et 
nécessite un effort de modélisation important de l 'utilisateur. C 'est pourquoi 
nous présentons, dans ce mémoire, un processus d 'extraction de FMs à par-
tir de catalogues de produits (par exemple, documenté par des fichiers au 
format CSV ou Comma-Separated Values). Nous garantissons que le FM ré-
sultant représente de manière compacte les combinaisons valides des features 
supportées par les produits et comporte une hiérarchie de features lisible as-
sociée à l 'information de variabilité. Un gestionnaire de ligne de produits 
peut paramétriser le processus d 'extraction à partir de directives de haut 
niveau (par exemple, permettant de filtrer des produits ou caractéristiques). 
Notre approche repose sur une implémentation et nos résultats d 'évaluation 
démontrent la montée en charge et la praticabilité de celle-ci pour différents 
ensembles de données publiques. 
Abstract 
The use of feature models to describe the common and variable features of 
software product lines (SPL) is becoming commonplace. Unfortunately, the 
task of creating a feature model (FM) for an existing source is both daunting 
and time-consuming, requiring substantial effort from a modeller. We present 
an automated process for extracting feature models from products catalogue 
(e .g., documented in CSV files - Comma-Separated Values). We guarantee 
that the resulting feature model compactly represents the valid combination 
of features supported by products and has a readable tree hierarchy toge-
ther with variability information. An SPL practitioner can parametrize the 
extractive procedure through high-level directives ( e.g., products/ features 
scoping). The process is tool supported and our evaluation results demons-
trate the scalability and practicability of the approach on various public 
data. 
Avant-propos 
Je voudrais remercier toutes les personnes qui m'ont aidé dans la réali-
sation de ce mémoire. J'aimerais remercier les personnes suivantes : 
- Prof. Patrick Heymans, pour m'avoir donné l'opportunité de diriger 
mon mémoire dans un domaine de recherche intéressant, orienté vers 
un stage me correspondant vraiment et pour sa disponibilité. 
- Prof. Philippe Lahire, pour m'avoir accueilli à l 'Université de Nice--
Sophia Antipolis, donné la ligne directrice de mes recherches et mis 
tout en œuvre pour le bon déroulement de mon stage. 
- Mathieu Acher, pour sa disponibilité, ses conseils avisés, sa détermi-
nation , le bon travail collaboratif et sa sympathie. 
- Philippe Collet , pour ses bons conseils au sein de l'équipe lors de mon 
stage et sa bonne humeur. 
Quentin Boucher, pour sa disponibilité et pour avoir relu successive--
ment et de manière attentive mon mémoire lors de son élaboration. 
- Andreas Classen, pour le support fourni lors du travail sur T\'L. 
J 'aimerais aussi remercier ma famille et amis, et surtout Jonathan Bour-
geois, pour m 'avoir supporté et encouragé lorsque j 'étais à l 'étranger. J'adresse 
un remerciement tout particulier à mes parents qui n 'ont eu de cesse de croire 
en moi et de m 'épauler en toutes circonstances. 
Table des matières 
1 Introduction 1 
2 Les lignes de produits logiciels 3 
2.1 Les Feature Models . . . 4 
2.2 Opérations sur les FMs . . . . 6 
2.2.1 Environnement .... 6 
2.2.2 Configuration de FM . 7 
2.2.3 Opérations de base . . 8 
2.2.4 Opérateur de fusion 9 
2.3 Différentes approches de représentation de FMs 10 
2.3.1 Approches graphiques 11 
2.3.2 Approches textuelles 13 
3 Le cas WikiMatrix 17 
4 Extraction de Feature Models à partir de catalogues de pro-
duits 21 
4.1 D'un catalogue de produits à une représentation compacte 22 
4.2 Les défis de l'extraction de FMs . 24 
4.3 Processus d 'extraction . . . . . . . . . . . . . . . . . 25 
4.3.1 Modèle de conversion . . . . . . . . . . . . . . 26 
4.3 .2 Organisation des données et de la variabilité . 30 
4.3.3 Étapes de conversion . . . . . . . . . . . . . . 33 








5.1 Perfectionnement du processus d 'extraction 
5.1.1 Structuration de vues . . . 
5.1.2 Identifiants composés ... . 
5.1.3 Valeur de type multivaluée 
5.2 Pont T \ .L vers FA\lILL\.R ..... . 
5.2.1 Équivalence de constructions 
5.2.2 Implémentation et tests 
9 
6 Architecture et implémentation 55 
6.1 Architecture générale . 55 
6.2 Choix d 'implémentation 58 
6.3 Sources 59 
7 Etude de cas 61 
7.1 Données en entrée 61 
7.2 Création du modèle de conversion . 63 
7.3 Filtrage avec le DSL . . 64 
7.4 Lancement du convertisseur 66 
7.5 Script généré .. 66 
7.6 Génération du FM final 68 
8 Évaluation 71 
8.1 Établissement des tests . 71 
8.2 Scénario de base .. 73 
8.2.1 Algorithme de fusion de F:-\ l\11Ll:\R 73 
8.2.2 Résultats et interprétation . 73 
8.3 Scénario optimisé . 74 
8.3.1 Fusion par structure approximée 74 
8.3.2 Optimisations diverses 76 
8.3.3 Résultats et interprétation . 77 
8.4 Validité du FM généré 79 
9 Related Work 83 
9.1 Extraction de la variabilité . 83 
9.2 Veille technologique . 84 
9.3 Travaux connexes . 84 
10 Conclusion 87 
Chapitre 1 
Introduction 
Les Feature Models (FMs) sont couramment utilisés dans l 'ingénierie des 
lignes de produits logiciels (Software Product Lines - SPLs) pour documenter 
et raisonner sur la variabilité relative à une famille de produits. Les produits 
sont alors décrits en terme de caractéristiques ( appelées features), structurées 
hiérarchiquement, qui peuvent être obligatoires ou optionnelles, représenter 
des alternatives, ou dépendre d 'autres caractéristiques. L'utilisation de FMs 
pour décrire les features communes et variables d'une SPL est devenu un 
scénario ordinaire. 
La tâche de création du FM à partir d 'un catalogue de produits exis-
tant est à la fois sujette à erreurs, consommatrice en temps et nécessite un 
effort de modélisation important de l 'ut ilisateur. Dans la littérature, cer-
tains cas d 'utilisation font état de la création d 'un extracteur automatique 
de FM. Par exemple [12], concerne l 'extraction de la variabilité autour de 
la configuration du noyau Linux pour déterminer s' il existe des features non 
sélectionnables ( appelées features mortes). Ou encore, [36] relate la création 
d 'un FM, contenant les caractéristiques d 'un ensemble de logiciels antivi-
rus, à partir de données disponibles sur un site web spécialisé. Chacune des 
features associées à ces logiciels provient de listes à puces HTML issues des 
pages de produits correspondants. De la même manière, nous avons remar-
qué que dans l'industrie, la variabilité des produits est déjà documentée dans 
des catalogues qui consistent souvent en des fichiers peu structurés caractéri-
sant les produits selon différentes perspectives. Beaucoup d'entre-elles n'ont 
jamais utilisé les FMs à cause de l'effort important à apporter pour les créer. 
Les 3 cas présentés au paragraphe précédent sont des illustrations de 
l'importance d 'un processus d 'extraction de FM à partir de données peu 
structurées. C 'est pourquoi nous présentons, dans ce mémoire, un processus 
qui permet d 'extraire de façon générique et semi-automatique un FM à partir 
d 'un catalogue de produit existant. Le FM généré peut alors servir de point 
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de départ à des opérations de raisonnements ou pour créer un configurateur. 
De plus, nous garantissons que le FM résultant représente de manière com-
pacte les combinaisons valides des features supportées par les produits et 
comporte une hiérarchie de features lisible associée à l'information de varia-
bilité. Nous donnons des facilités au gestionnaire de ligne de produits pour 
paramétriser le processus d'extraction à partir de directives de haut niveau 
(par exemple, permettant de filtrer des produits ou caractéristiques). Notre 
approche repose sur une implémentation et nos résultats d 'évaluation dé-
montrent la montée en charge et la praticabilité de celle-ci pour différents 
ensembles de données publiques. 
Notre travail est divisé comme suit : 
Chapitre 2 dresse un bref état de l'art permettant de comprendre les di-
verses contributions associées à ce travail. 
Chapitre 3 présente un cas d 'utilisation qui servira à illustrer les différents 
aspects et exemples du processus d 'extraction dans le reste de ce mé-
moire. 
Chapitre 4 donne la motivation et la description du processus d'extraction 
complet. 
Chapitre 5 donne une liste d'extensions au processus d 'extraction ainsi 
qu'au formalisme de modélisation de FM associé. 
Chapitre 6 décrit l'architecture générale et les choix d'implémentation. 
Chapitre 7 donne un cas d 'utilisation de bout en bout pour que l 'utilisateur 
puisse comprendre comment utiliser notre processus d 'extraction avec 
ses propres données. 
Chapitre 8 évalue notre processus d'extraction en terme de performance et 
de validité des modèles générés. Des optimisations y sont définies pour 
permettre une meilleure montée en charge. 
Chapitre 9 fait référence à une série de travaux connexes à notre approche. 
Chapitre 10 présente la conclusion de notre travail ainsi que des idées de 
futurs travaux potentiels sur le sujet et le travail restant à faire pour 
que notre approche soit employée à large échelle. 
Chapitre 2 
Les lignes de produits logiciels 
Une ligne de produits logiciel (Software Product Line - SPL) est « un 
ensemble critique de systèmes logiciels qui partagent un ensemble de fea-
tures communes qui est géré pour satisfaire les besoins spécifiques d'un seg-
ment particulier du marché ou d'une mission et qui sont développés autour 
d'un ensemble commun d'actifs principaux (core assets) d'une manière pres-
crite» [19]. Le but de l'ingénierie des lignes de produits logiciels (Software 
Product Line Engineering ou SPLE) est de produire une famille de variantes 
de programmes associées à un domaine d'une manière systématique [19]. Le 
développement d'une SPL commence avec l 'analyse du domaine pour iden-
tifier les points communs et différences entre les éléments de la ligne de pro-
duits. Pour ce faire, usuellement, on décrit la variabilité d'une SPL en terme 
de caractéristiques ( ou features) qui sont pertinentes en terme d'abstraction 
du domaine et sont typiquement des incréments dans les fonctionnalités du 
programme. Un modèle de features (Feature Model ou FM) est utilisé pour 
définir de manière compacte toutes les features dans une SPL et leurs com-
binaisons valides; il consiste typiquement en un graphe ET / OU avec des 
contraintes propositionnelles. 
Dans ce chapitre, nous présentons en détail différents concepts autour de 
l'ingénierie des SPLs. Deux tâches découlent de l'SPLE : (1) la modélisation 
de la SPL avec le formalisme des FMs, décrit dans la Section 2.1. Différents 
types de FMs y sont énoncés; (2) le raisonnement et la manipulation de ce 
FM avec toute une série d'opérateurs, présentés à la Section 2.2 qui permet, 
par exemple, d 'obtenir la liste des configurations valides. Pour finir , nous 
discutons à propos des différentes approches de programmes de gestion des 
FMs. De manière générale, en SPLE, le gestionnaire de SPL va modéliser 
la ligne de produits manuellement, souvent aidé de ces outils. Il existe des 
approches de type graphiques et textuelles qui ont des particularités exposées 
dans la Section 2.3. Les concepts présentés dans ce chapitre permettent à 
un non-initié aux FMs de comprendre les contributions présentées dans les 
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chapitres suivants de ce mémoire. 
2.1 Les Feature Models 
Une feature est une caractéristique visible et intelligible d'une ligne de 
produits [18 , 7]. Les FMs structurent hiérarchiquement les features en des 
niveaux de détails croissants . Les FMs sont souvent représentés par des fea-
ture diagrams (FDs) soit par une syntaxe textuelle. Un FD consiste en une 
représentation graphique d 'un FM , c'est un arbre Et/ Ou dont les nœuds 
sont des features et dont les liens représentent les relations. Un exemple de 
FD est présenté à la Figure 2.1. Au moins une feature est comprise dans 
l'arbre, la racine G). Une configuration est une instance d'un FM particulier 
et correspond à un ensemble de features sélectionnées ou désélectionnées. 
Une feature peut être sélectionnée seulement si sa feature parente a été sé-
lectionnée quelle que soit la relation avec celle-ci. La racine est par défaut 
toujours sélectionnée. La validité d'une configuration est déterminée par la 
sémantique du FM. Des outils sont fournis à l'utilisateur pour manipuler les 
configurations de son FM (ceux-ci sont décrits à la Section 2.2.2). Un produit 
est équivalent à une configuration complète et valide où les features sélection-
nées sont stipulées, les features omises sont implicitement désélectionnées et 
où les features sélectionnées ne violent aucune relation ( ou contrainte). Une 
f eature morte est une feature qui n'apparait dans aucun produit, c'est-à-dire 
que par les contraintes, celle-ci n'est jamais sélectionnable par l'utilisateur. 
Un FM représente la variabilité relative aux produits d'une SPL en terme 
de features et de relations entre elles. 
Chaque feature a une relation particulière avec ses features filles. Les 
relations de groupes permettent de lier l 'ensemble des features filles par une 
contrainte. Nous en avons identifié 7 : 
- Relation Obligatoire @ : La feature fille apparaît dans tous les produits 
dans lesquels la feature parente apparait. 
- Relation Optionnelle ® : La liberté est donnée à l 'utilisateur de sélec-
tionner ou non cette feature. 
- Groupe Et @ : Toutes les features du groupe sont sélectionnées. 
- Groupe Alternati/1 @ : Une et une seule feature du groupe peut être 
sélectionnée. 
- Groupe Ou @ : Au moins une des features du groupe est sélectionnée. 
- Groupe Mutex (!) : Au plus une feature du groupe peut être sélection-
née. Contrairement au groupe Alternatif, la configuration reste valide 
1. Dans la littérature, différents noms désignent ce même concept : XOR-group 
(exemple dans (15 , 22]) , One-of-group [26], ... Nous avons toutefois choisi celui-là, car c'est 
de cette manière qu'il a été défini pour la première fois dans [43). 
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6 Relation Optionnelle 
• Relation Obligatoire 





A Groupe Alternatif 
A Groupe Ou 
~ -m
1Groupe à Cardinalité 
FIGURE 2.1 - Exemple de feature diagram reprenant toutes les constructions 
si aucune feature du groupe n 'est sélectionnée. 
- Groupe à Cardinalité @ : Une cardinalité de groupe correspond à un 
intervalle dénoté par <n .. m> , avec n ~ m, qui limite le nombre de fea-
tures filles qui peut faire partie d 'un produit lorsque la feature parente 
est sélectionnée [11]. Cela implique que le groupe Alternatif correspond 
à un groupe à cardinalité <1 . . 1> , le groupe Ou correspond à l 'inter-
valle <1 .. N> où est le nombre de features du groupe ainsi que le 
groupe Et à <N .. N> et le groupe Mutex à <O .. 1>. 
En plus de ces relations, il est possible d'ajouter explicitement des contraintes 
booléennes 2 sur les features : 
- Implication : A -+ B signifie que si la feature A est sélectionnée, la 
feature B l'est aussi. 
- Négation : ,A signifie que A ne peut pas être sélectionnée. 
Ou : A V B signifie que au moins une des deux feature doit être sélec-
tionnée. 
Et : A/\ B signifie que si A (respectivement B) est sélectionnée, alors 
B (respectivement A) l 'est aussi. Et inversement , si A (respectivement 
B) est désélectionnée, alors B (respectivement A) est désélectionnée. 
Il est évidemment possible de combiner les 4 opérations booléennes 
de base présentées aux points précédents pour former des contraintes 
complexes. 
2. Ces contraintes ne sont pas indiquées directement dans le feature diagraro, mais y 
sont adjointes. 
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Il existe aussi des contraintes implicites qui sont des contraintes don-
nées par des structures particulières du FM considéré ( dans cette section 
sont définis les groupes Et, Ou, Alternatifs, etc.). Ces structures peuvent être 
contournées en utilisant des contraintes dites explicites. Ce sont des formules 
propositionnelles qui sont données par l'utilisateur. Cependant, pour un FM 
d'une taille raisonnable, les formules booléennes deviennent conséquentes et 
illisibles pour le gestionnaire de la SPL. Les contraintes implicites sont donc 
utilisées autant que possible, car elles renforcent la sémantique de l'arbre et 
diminuent la complexité des contraintes explicites. Un FM bien modélisé est 
un FM contenant le plus d'information sémantique possible. 
Dans la littérature [11], on distingue 3 types de FMs. Les FMs de base 
comprennent les relations Obligatoire et Optionnelle, les groupes Et, Ou, Al-
ternatif et les contraintes booléennes. Les FMs à Cardinalité comprennent 
les mêmes constructions que les FMs de base, mais gèrent, en plus, les groupes 
à cardinalité particulière. Le troisième type de FM est le FM à attributs 3 . Il 
n'est pas présenté dans ce mémoire, car aucune implémentation de gestion-
naire de FM ne les gère correctement. Le groupe Mutex ainsi que la cardi-
nalité de f eature sont des extensions propres à certaines implémentations de 
gestionnaire de FM. 
2.2 Opérations sur les FMs 
Des opérations de manipulation des FMs ont été définies pour répondre 
aux besoins en terme de gestion et de raisonnement du gestionnaire de la 
SPL. ous allons énoncer les opérateurs les plus communément admis et 
implémentés . Il se pourrait donc qu 'une opération ne soit pas incluse dans 
un gestionnaire de FM particulier ou que l 'utilisateur doive fournir un effort 
supplémentaire pour les utiliser. En général, les implémentations de gestion-
naire de FM sont des APis dans des langages divers. Il est donc possible à 
l'utilisateur, si besoin est, de programmer les opérateurs décrits dans cette 
section avec le langage associé. En premier lieu, nous allons présenter l'envi-
ronnement sous-tendant la manipulation de FMs. Ensuite, nous introduisons 
les opérations de configuration ainsi que les opérations de base qui sont dis-
ponibles dans presque toutes les implémentations de gestionnaire de FMs. 
Nous terminerons par définir l'opérateur de fusion de FMs qui est à la base 
de la contribution du Chapitre 4. 
2.2.1 Environnement 
Une fois l'activité de modélisation d'un FM finie, l'utilisateur obtient 
une version graphique et / ou textuelle de celui-ci. Suivant l'utilisation dans 
3. Le concept d 'attribut est défini dans [11 , 10]. 
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l'activité de raisonnement, l 'utilisateur peut le charger autant de fois que 
nécessaire en mémoire. Il faut alors placer ces instances dans des entités 
identifiables, que nous allons appeler variables. La possibilité de placer les 
FMs dans des variables est une condition aux opérations décrites dans les 
sections suivantes. De la même manière, des boucles permettant d 'itérer sur 
des ensembles de features, des configurations ou des FMs sont très intéres-
santes dans de multiples cas pratiques. 
Des accesseurs existent pour permettre à l 'utilisateur de naviguer dans 
le FM. En voici une liste non exhaustive : 
- Retourner la feature racine (root). 
- Retourner la liste des features enfant de l 'actuelle ( children). 
- Retourner la feature parente de l 'actuelle (parent). 
- Retourner la liste des features sœurs de l 'actuelle (sibling). 
- Retourner le type de relation de la feature actuelle avec sa feature pa-
rente : groupes Ou , Alternatif, Mutex, à Cardinalité <n .. m> et relations 
Obligatoire ou Optionnelle ( operator). 
- Retourner un nouveau FM à partir d 'un sous-arbre du FM donné. 
Cette opération ne modifie pas le FM donné en entrée. Le FM produit 
aura les mêmes configurations que le sous-arbre associé ( extract). 
Pour permettre à l 'utilisateur de travailler en groupe sur la même SPL 
ou FM, il peut être intéressant de lui donner la possibilité de charger un en-
semble d 'opérations à partir de fichiers . Cette facilité amène à la réutilisation 
d'opérateurs groupés afin de répondre à une tâche ou ayant une sémantique 
particulière. 
Un opérateur très ut ilisé est l 'opérateur d'égalité. Il permet de vérifier si 
deux FMs, configurations ou features sont identiques. 
Tous les éléments que sont les variables, les opérateurs, les accesseurs 
et les structures de contrôle constituent l 'environnement du gestionnaire de 
FM. 
2.2.2 Configuration de FM 
L'autopropagation est une opération qui prend un FM et une configura-
tion partielle en entrée et retourne une nouvelle configuration avec les fea-
tures qui devraient être sélectionnées et / ou supprimées en tant que résultat 
de la propagation des contraintes du modèle. Cette opération est implémen-
tée par tous les gestionnaires de FM supportant la configuration, car elle est 
l'opération sine qua non de l'activité de configuration de FM. Cette activité 
consiste donc à utiliser les outils donnés par les différentes implémentations 
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de gestionnaire de FM. 
Pour modifier une configuration 4 , l'utilisateur peut utiliser les opérations 
suivantes : 
- Sélectionner une feature : consiste à placer la feature donnée en para-
mètre dans la liste des features sélectionnées de la configuration (se-
lect ). 
- Désélectionner une feature : consiste à placer la feature donnée en 
paramètre dans la liste des features désélectionnées de la configuration 
( deselect). 
- Annuler la sélection d'une feature : consiste à retirer la feature donnée 
en paramètre de la configuration (unselect). 
Certaines facilités sont offertes à l'utilisateur pour accéder aux différentes 
features sélectionnées, désélectionnées et non encore configurées. Les opéra-
tions consistent en la génération d 'une liste de ces différentes features qui est 
alors manipulable programmativement. 
2.2.3 Opérations de base 
Les opérations décrites dans cette section sont les plus communément 
admises et implémentées par les gestionnaires de FMs. Pour dresser la liste 
d'opérations suivante, nous nous sommes basé sur celles fournies par Fr\~IILIAn, 
un gestionnaire de FM sur le marché. 
Pour raisonner à propos des FMs, nous avons identifié 5 opérateurs : 
- Vérifier si la configuration donnée en entrée est valide (isValid). 
- Comparer deux FMs donnés et signaler si une relation de refacto-
ring, généralisation, spécialisation ou une modification arbitraire, existe 
entre ceux-ci (compare). L'opérateur se base sur l'ensemble des confi-
gurations de chacun de ces FMs. Soit C1 et C2 l'ensemble des confi-
gurations respectivement du premier et du deuxième FM. Si C1 = C2, 
nous avons un refactoring, c'est-à-dire que les deux FMs ont peut être 
des hiérarchies différentes mais ils représentent le même ensemble de 
configurations. Si C1 C C2, alors on dit que C2 généralise C1 et que 
C1 spécialise C2. Si par contre aucun lien particulier n 'est trouvé entre 
C1 et C2, on dit que les hiérarchies sont des modifications arbitraires 
l 'une de l'autre. 
- Compter le nombre de configurations valides (counting). 
4. Un FM non encore configuré a les core features sélectionnées. 
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- Retourner le nombre de features faisant partie du FM donné en entrée 
(nbFeatures). 
- Déterminer la liste des features mortes ( deadFeaturesList). 
Pour modifier les FMs, nous avons identifié 4 opérateurs : 
- Permettre de changer le nom d 'une feature (renameFeature). Le nom 
est bien entendu modifié dans les contraintes associées. 
- Permettre de supprimer une feature ( deleteFeature). Les contraintes 
associées à cette feature sont supprimées. 
- Permettre de placer un FM donné en dessous d'une feature d'un autre 
FM (insert). 
- Permettre d'ajouter, modifier ou supprimer des contraintes (alterCons-
traints). 
Dans certains cas, l'ensemble des configurations valides ( et donc des produits 
associés au FM) peut être modifié par l 'utilisation de ces opérateurs. 
2.2.4 Opérateur de fusion 
Comme expliqué dans [5], lorsque différentes vues d'une SPL doivent 
être manipulées, il est plus que probable qu'elles partagent certaines fea-
tures. Dans ce cas, l'opérateur de fusion peut être ut ilisé pour fusionner les 
parties des FMs qui se chevauchent et alors obtenir une version compacte de 
ceux-ci. Cet opérateur se base sur la correspondance des noms de features, 
c'est-à-dire que deux features sont des pivots 5 si elles ont le même nom. 
Dans [2], les différentes approches de composition de FMs sont comparées. 
Il est déterminé qu'une implémentation basée sur la logique propositionnelle 
couplée à l 'algorithme proposé dans [25] pour construire un FM à partir de 
la formule propositionnelle est efficient. En particulier, les approches concur-
rentes, la plupart basées sur des stratégies syntaxiques [55, 54, 1], ont des 
limitations pour représenter de manière précise l'ensemble des configurations 
voulu, et ce, surtout en la présence de contraintes interarbres. Une approche 
basée sur la logique propositionnelle a l 'avantage de raisonner directement 
au niveau sémantique, en terme d 'ensemble de configurations. 
Comme présenté dans [3], l 'idée générale est d'encoder chaque FM en 
entrée impliqué dans l'opération de fusion comme des formules proposition-
nelles 6 , notées 1>FM I , 1>FM2, etc. En fonction de mode de fusion, on ap-
5. Un pivot est une feature qui ser t de point de fusion. 
6. L'ensemble des configurations représentées par un FM peut être décrit de manière 
compacte par une formule propositionnelle définie sur un ensemble de variables booléennes, 
où chacune d 'elles correspondent à une feature [9, 25]. 
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plique certaines opérations booléennes sur ces formules pour obtenir </; Result, 
la formule booléenne résultant de la fusion. Finalement , l'algorithme pré-
senté dans [25] transforme </;Result en une hiérarchie de features , c'est-à-dire, 
un FM. Il construit un arbre avec des nœuds additionnels pour les groupes 
de features qui peuvent être traduites en un FM basique. En particulier, l'al-
gorithme peut restaurer la hiérarchie des FMs donnée en entrée en indiquant 
les liens parent-enfants ( différents groupes et relations) . 
Plusieurs modes sont définis pour l'opérateur de fusion en fonction de 
l'ensemble de configuration à conserver dans le FM résultant de la fusion. 
En voici quelque uns : 
- L'intersection : est le mode le plus restrictif. En effet , il conserve les 
configurations communes de l'ensemble des FMs fusionnés. 
- L'union : est le mode le moins restrictif. En effet , celui-ci garde les 
configurations valides de tous les FMs passés en entrée. Cela veut dire 
qu 'une configuration valide d'un des FMs donne une configuration va-
lide dans le FM généré. 
- L'union stricte : regroupe toutes les configurations qui sont valides 
dans l'ensemble des FMs passés en entrée. Cela veut dire qu'une confi-
guration valide du FM fusionné est valide dans un seul des FMs passés 
en entrée. 
- La différence : conserve l'ensemble des configurations qui forme la diffé-
rence entre les ensembles des configurations des FMs passés en entrée. 
C'est-à-dire, que pour deux FMs, les configurations gardées sont les 
configurations apparaissant dans l'un et pas dans l'autre et inverse-
ment. 
D'autres modes existent, comme les produits croises. Ils ne sont pas 
abordé car leur utilisation ne rentre pas dans le cadre de ce mémoire. De 
la même manière, l'explication technique de l'opérateur de fusion en terme 
de manipulation de l'expression logique n'est pas abordée. Toutefois, si le lec-
teur est intéressé à en savoir plus, il peut trouver tous les détails dans [1 , 2, 3] 
2.3 Différentes approches de représentation de FMs 
Il existe tout un éventail de solutions de gestion de FMs dont certaines 
sont décrites dans cette section (d 'autres existent comme FaMa [29] ou encore 
S2T2 [52]). Les outils sélectionnés nous paraissent les plus représentatifs du 
marché et sont utilisés dans le cadre de ce mémoire. Certains sont graphiques, 
d 'autres sont textuels et chacun a des avantages et des inconvénients, qu 'il 
est parfois intéressant de combiner. Les concepts des FMs et les opérateurs de 
manipulations de ceux-ci sont définis dans la littérature ( et repris en résumé 
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dans la Section 2.2), mais en pratique , l 'implémentation donne lieu à des 
interprétations et à beaucoup de libertés. 
2.3.1 Approches graphiques 
Les approches dites « graphiques » sont des outils qui permettent de 
représenter à l 'écran des FMs sous forme d'une hiérarchie de features. Elle 
consiste en un arbre dont les nœuds sont des features et les liens, des relations. 
Les différents types de relations sont illustrés par différentes représentation 
de liens. Pour la création ou la configuration d 'un FM, des interactions gra-
phiques sont envisagées, par exemple, le clic. Comme expliqué dans [37], le 
gros avantage avec ces approches est que c'est une façon intuitive d 'aborder 
les FMs pour l 'utilisateur. Il est donc facile pour un utilisateur non technicien 
de se familiariser avec l'outil. Cependant, construire un FM peut devenir une 
tâche lourde et qui prend beaucoup de temp car elle nécessite beaucoup de 
clics ou de glissés déposés. Il est donc très difficile de modéliser de grands 
FMs. De la même manière, naviguer dans un FM ou encore, le configurer 
devient une tâche difficile si celui-ci est d 'une taille conséquente. De plus, ces 
approches se basent sur un programme particulier pour visualiser le modèle 
et manquent donc d'interopérabilité, ce qui implique un manque d 'efficacité 
dans le travail collaboratif. Dans cette section, nous présentons deux ges-
tionnaires de FM graphiques : Feat.m eIDE et S.P.L.O. T . Il en existe toutefois 
d'autres comme FA\IA [29] . 
FeatureIDE 
FPaturdDE [45, 59] consiste en un plugin eclipse crée 
en Java pour le développement de programmes orientés 
features. Cet outil est principalement graphique, mais 
a une syntaxe textuelle pour représenter des FMs. Il 
supporte toutes les phases de développement de SPLs : 
~ IDE 
Jeature 
analyse du domaine, implémentation du domaine, analyse des exigences et la 
génération de programmes. Différentes techniques d 'implémentation de SPL 
sont gérées comme la programmation orientée aspect [46] ou la program-
mation orientée feature [51]. Les FMs basiques sont pris en charge et , par 
conséquent, le groupe Mutex, les attributs et le groupe à Cardinalité ne sont 
pas représentables. 
La création ou la modification d 'un FM peut se faire de façon graphique, 
ce qui est très appréciable pour un utilisateur. Celui-ci peut , par exemple, 
ajouter ou modifier des features (voir la Figure 2.2), ajouter des relations, 
modifier les contraintes, etc. De la même manière, des facilités sont données 
pour configurer le FM (voir la Figure 2.3). Un arbre de features est présenté à 
l'utilisateur et il suffit de cliquer sur une feature pour la sélectionner, cliquer 
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FIGURE 2.2 - Ajouter une feature à un FM avec Fc•atnrc-IDE 
une seconde fois pour la désélectionner et une troisième fois pour la retirer de 
la configuration. L'autopropagation sélectionne ou désélectionne les features 
sujettes aux différentes contraintes déclenchées. 
S.P.L.0.T. 
Comme décrit dans (47, 60], S.P.L.0.T. est un sys-
tème de raisonnement et de configuration pour les 
SPLs. Celui-ci consiste en une interface web visant à 
mettre en pratique la recherche autour des SPLs. En 
s.1> .1 •• <>:r. 
Sllwa:e fuducl Lir~s f.dlllS T~ 
effet, celui-ci permet aux gestionnaires de SPLs et aux chercheurs de créer, 
analyser et configurer des FMs en ligne ( voir la Figure 2.4 pour la configu-
ration) et de les partager avec la communauté. Cet outil est populaire, car 
il met à disposition des ut ilisateurs des catalogues de produits d 'une taille 
relativement importante par rapport à ceux renseignés habituellement dans 
la littérature. Par exemple, le catalogue de VTTs contient 549 features et 
376 produits. 
Comme avec Fmturc·IDE , l'utilisateur peut concevoir ou configurer un FM 
en utilisant l 'interface , .P.L.0.T .. La Figure 2.4 nous montre l 'interface de 
configuration d 'une ligne de produits d'ordinateurs portables. Il suffit à 
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FIGURE 2.3 - Tâche de configuration d 'un FM avec FeatureTDE 
l'utilisateur de cliquer sur l 'icône représentant un « V » vert ou un « X » 
rouge pour respectivement sélectionner ou désélectionner une feature. Les 
contraintes sont alors propagées automatiquement et la liste des configura-
tions valides est réduite / étendue en temps réel. 
S.P. L .O.T est implémenté en servlet Java et repose sur un moteur de rai-
sonnement appelé , .P.L....\.11. Ces deux composantes ont été rendues open 
source en Novembre 2010 et ont une petite communauté de contributeurs, 
à la fois pour le dépôt public de SPLs ainsi que pour l'implémentation des 
fonctionnalités ou extensions. Un effort dans le développement de S.P.L. A.R. 
a été fourni pour l'optimisation des opérations de raisonnements en implé-
mentant de façon performante, par exemple, la compilation des diagrammes 
de décisions binaires (ou BDDs) décrite dans [48]. 
2.3.2 Approches textuelles 
Comme expliqué dans [37] , les approches dites textuelles, sont très in-
téressantes dans la pratique. En effet, celles-ci ont de nombreux avantages. 
Elles ne nécessitent pas l'utilisation d 'un outil particulier . Il est donc pos-
sible de modifier le FM avec n 'importe quel éditeur de texte. Cela favorise 
la collaboration autour de la construction de FMs car, en plus de cela, des 
mécanismes de modularisation sont souvent associés avec ces langages. Il 
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FJGURE 2.4 - Tâche de configuration d 'un FM avec S.P.L.O .T . 
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est donc possible d 'éditer le FM à plusieurs et en même temps. De plus, il 
est, par exemple, possible d 'employer des outils de versionnement comme 
Git [31], Subversion [57] ou CVS [20] pour maintenir les différentes versions 
de FMs. Les approches textuelles apportent aussi des concepts difficilement 
représentables graphiquement, comme les attributs, les contraintes compo-
sées, les commentaires, la spécialisation , les valeurs par défaut ou les types 
étendus. Malgré tous ces avantages, l 'utilisateur devra se familiariser avec ces 
langages, ce qui représente un effort plus important que pour les approches 
graphiques . Cependant , selon [37], la courbe d 'apprentissage est relativement 
courte. 
TVL 
T \'L [8] est un langage textuel de modélisation de FMs avec une syntaxe 
ressemblante au C. Le but de celui-ci est de pouvoir monter en charge, par le 
fait d 'être concis et en offrant un mécanisme de modularité et de réutilisation 
de structures. Le but principal est de rester compréhensif par le gestionnaire 
de la SPL en lui fournissant un grand ensemble de constructions (à forte 
sémantique) définies dans la littérature. Les FMs à Cardinalités, les graphes 
orientés acycliques (DAG ou Directed Acyclic Graph [44]) , les attributs et 
diverses constructions supplémentaires (par exemple, les énumérations) sont 
gérées. 
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Les concepts et la syntaxe de ce langage ont été définis dans différents 
articles [16 , 13, 17) et évalués dans [37) . Une implémentation a été proposée 
en J ava et peut être téléchargée [8) . Celle-ci donne des facilités pour vérifier 
syntaxiquement le FM en entrée, calculer le nombre de features, effectuer un 
contrôle de satisfaisabilité, récupérer la liste des produits ou encore norma-
liser le modèle. 
FAMILIAR 
FA:\1ILIAR [30, 5, 4) est un DSL 7 qui donne des facilités pour modéliser , 
manipuler et interagir textuellement avec des FMs. Il se cantonne aux FMs 
de base, formalisme peu expressif, pour pouvoir offrir des opérations riches 
de manipulation automatisée. Ce gestionnaire de FM a de particulier qu 'il 
essaye de combiner les forces et les faiblesses de la majeure part ie des autres 
gestionnaires de FM du marché en utilisant leur librairie. 
F . ..\Ml U AR est particulièrement exposé dans cett e section , car celui-ci 
sous-tend les opérations de raisonnement des différentes contribut ions de 
ce travail. En effet, il est le seul outil fonctionnel proposant l'opérateur de 
fusion ( qui se révèle dans la pratique très utile [3]) , condition sine qua non 
de notre out il d 'ext raction de la variabilité à partir de lignes de produits 
déjà existantes. De plus, le st age associé à ce mémoire s'est déroulé à l'école 
polytechnique de Nice Sophia-Antipolis , lieu où a été crée F...\MILI..-\R. Vu les 
contacts étroits avec l 'équipe de développement , il est tombé sous le sens de 
l 'utiliser . 
Il est possible d 'interagir avec FA:\1ILIATI en ligne de commande classique 
ou avec le plugin eclipse qui comporte, en plus, une visualisation graphique. 
Ce plugin est le résultat de l 'intégration de l 'environnement F<>atureIDE. Toutes 
les modifications des FMs via la partie graphique sont synchronisées avec 
les variables de l 'environnement FAMILI...\TI ainsi que toutes les opérations 
FA:\lILIAR le sont avec l 'éditeur graphique. D'autres types de visualisations 
sont implémentés de manière expérimentales, comme S.P.L.O.T. ou encore 
Zest [64]. 
FA:\lILIATI mise sur l'interopérabilité, un certain nombre de formats d 'en-
trée ou de sort ies sont gérés. Les fichiers actuellement pris en charge sont 
ceux de S.P.L.O.T. (.xml) , Fcatur<'lDE (.m), T \ 'L (.tvl 8) , Triskdl (.featuredia-
7. Les DSLs (Domain Specific Langage) sont des langages adaptés à un domaine appli-
catif spécifique. Ils offrent un gain d 'expressivité et une facilité d'ut ilisation comparé aux 
langages généralistes. Le pourquoi et le comment de l'uti lisation de ce type de langage est 
discuté dans [49] . 
8. Un sous-ensemble est géré. Ce module d 'import fait partie d 'une des contribut ions 
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gram) ainsi que bien sûr, FA'.\11LIA l1 (.xmi et .fml). Il est donc possible de 
créer un FM en T \ ' L, avec toutes les facilités de modélisation que ce langage 
fournit , pour ensuite le manipuler avec F...\'.\IlLL-\R . 
F.-\'.\JILIAn a été développé en Java et utilise Xtext [63], un framework 
pour le développement de DSLs. Le moteur de raisonnement se base sur des 
librairies de solveur SAT [53] et de BDD [39] . L'utilisation de deux librairies 
plutôt qu 'une se fait par souci d 'optimisation. En effet, le décompte des confi-
gurations se fait via les BDDs tandis que les autres opérations se font par le 
solveur SAT. De la même manière, il est possible de paramétrer F.-\'.\JILlAH 
pour qu 'il utilise S.P.L .. \ .H . pour certaines opérations de raisonnement. 
Ce DSL , avec une courbe d 'apprentissage relativement courte, donne un 
environnement complet et des fonctionnalités de manipulations des FMs. La 
combinaison d 'opérateurs sous forme de scripts permet la réutilisation et 
la collaboration des utilisateurs autour de la SPL. Des facilités sont don-
nées à l'utilisateur pour interagir de manière programmative avec FAWLI...\R. 
Par exemple, FA!\HLI.-\R a été utilisé pour maintenir en mémoire l 'état (la 
configuration) ainsi que la variabilité autour de la SPL qu 'est la vidéo sur-
veillance [6] . L'utilisation des opérations de configuration et l 'autopropaga-
tion permet de faire évoluer la configuration des caméras de sécurité. Des 
tests synthétiques, des cas d 'utilisations ainsi que la contribution principale 
de ce mémoire, évaluée au Chapitre 8, ont montré la montée en charge de 
FA'.\IILIAR pour des FMs de taille conséquentes. 
F.-\ !\11 Ll.-\R donne des facilités d 'interopérabilité, un environnement com-
plet d 'opérateurs de manipulation et de raisonnement à propos de FMs. 
Cependant, ce langage, en tant que langage de modélisation manuel de FMs, 
est peu expressif, car il ne représente que les FMs basiques. En effet, les 
constructions gérées ne comportent pas, par exemple, des FMs à Cardina-
lité, des sucres syntaxiques comme des énumérations, deux features de même 
nom, les DAGs, ou encore les attributs. Il peut donc être intéressant, vu la 
modularité de F.-\'.\IILL.\.R, d 'utiliser un autre langage de modélisation comme 
T\'L en entrée et de l'importer. 
de ce mémoire et est décrit à la Section 5.2 
Chapitre 3 
Le cas WikiMatrix 
Dans ce chapit re, nous donnons un 
cas d'utilisation qui servira de base aux 
exemples du reste de ce mémoire. Les Wiki Mat ri X 
données utilisées proviennent de Wikima- compare them a ll 
trix [61], une organisation qui fournit un ac-
cès à des informations détaillées à propos de multiples moteurs de wiki. La 
liste des fonctionnalités supportées/ offertes par les moteurs de wiki est do-
cumentée en utilisant le formalisme XML [62], ou plus généralement, une 
spécification semi-structurée 1 . 
Pour notre exemple, nous avons choisi de sélectionner seulement un ex-
trait des données fournies par WikiMatrix. En effet, la base de donnée fournie 
est assez large : elle regroupe la comparaison de plus de 130 wikis sur 140 
critères, ce qui donne plus de 18000 valeurs de comparaison . Pour donner 
un exemple intéressant et raisonnable en taille, nous avons filtré les données 
et nous avons retenu 8 moteurs de wiki et 11 cri tères de comparaisons que 
nous trouvions pertinent. Nous les avons classés en 3 points de vues, appe-
lés : General, Functionnalities et Requirements . La Figure 3.1 regroupe les 
caractéristiques dites générales ( General) comme le langage (Language) de 
programmation ou le moteur de stockage (Storage) , c'est-à-dire si les don-
nées sont stockées sous la forme de fichiers, de base de données, etc. La 
Figure 3.2 regroupe les fonctionnalités (Functionnalities) du moteur de wiki. 
La Figure 3.3 regroupe les caractéristiques dites prérequises (Requirements) 
à l'installation. 
Pour représenter et manipuler plus facilement les données, nous avons 
écrit un convertisseur entre les fichiers XML donnés par WikiMatrix et des 
1. ous qualifions les données semi-structurée de par le fait que ce sont des données 
structurées, mais qui ne sont pas conformes avec la structure formelle de table et de modèle 
de données associées aux bases de données relationnelles, mais elles contiennent toutefois 
des marqueurs pour séparer les éléments sémantiques [14] . 
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structures tabulaires à 2 dimensions. Des fichiers CSV sont utilisés pour 
contenir ces données, car ils sont particulièrement indiqués pour représenter 
des structures tabulaires. Le format de fichier CSV est un type de données 
semi-structurées. Un fichier CSV consiste en un fichier textuel ( en opposi-
tion aux fichiers binaires) dont les valeurs sont délimitées par un séparateur 
comme, par exemple, des virgules . Vu son manque de définition précise, son 
utilisation est plutôt libre. Toutefois, nous avons pris comme point de dé-
part [56] pour définir nos propres règles constituant un fichier CSV. Les 
Figures 3.1, 3.2 et 3.3 fournissent une représentation visuelle de ces 3 fichiers 
ou points de vues . Chacune des lignes documente un produit ( dans ce cas, un 
moteur de wiki) ainsi que la liste des fonctionnalités supportées. Par exemple, 
le wiki Confluence a une licence Commerciale qui coute 10 Dollar et supporte les 
flux RSS. Nous pouvons aussi remarquer que DokuWiki , PmWiki , Drupa/Wiki 
et MediaWiki sont développés en PHP. 
Identifier License Language Storage LicenseFee 
PBwiki olimit No No Yes 
MoinMoin GPL Python Files No 
DokuWiki GPL2 PHP Files No 
PmWiki GPL2 PHP Files No 
DrupalWiki GPL2 PHP Database D iff eren tlicen ces 
TWiki GPL Perl FilesRCS Community 
Media Wiki GPL PHP Database No 
Confluence Commercial Java Database USlO 
FIGURE 3.1 - Point de vue General 
Identifier RSS Unicode Flash ImageEditing 
PBwiki Yes No Indentedblock Yes 
MoinMoin Yes Yes Yes No 
DokuWiki Yes Yes Yes Yes 
PmWiki Yes Yes Yes Yes 
Dru pal Wiki Yes Yes Yes Yes 
TWiki Yes Yes Yes Yes 
Media Wiki Yes Yes Yes No 
Confluence Yes Yes Yes Yes 
FIGURE 3.2 - Point de vue Functionnalities 
En se basant sur la spécification du catalogue de produits , un gestionnaire 
de SPL peut considérer que les 8 moteurs de wiki forment une SPL. Nous 
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Identifier 0 peratingSystem RootAccess Other 
PBwiki No Yes N_A 
MoinMoin No No No 
DokuWiki No No No 
PmWiki No No 0 
Dru pal Wiki Yes Yes No 
TWiki No No Yes 
M edia Wiki N_A Yes No 
Confluence No No Java5 
FIGURE 3.3 - Point de vue Requirements 
prenons comme scénario qu'il veut produire un modèle qui représente les 
éléments communs et la variabilité des 8 produits. La relation entre une 
SPL et un FM peut être résumée comme suit : une SPL est un ensemble de 
produits où chacun d'eux correspond à une configuration valide d 'un FM. 
Un tel modèle peut être utilisé comme point de départ au développement de 
la SPL, pour par exemple, raisonner à propos des variantes ou identifier les 
frontières de celle-ci. La génération de FM à partir de catalogue de produits 
existants est discutée dans le Chapitre 4. Dans le reste de ce mémoire, nous 
allons considérer qu'une configuration est définie par un ensemble de features 
sélectionnées. Par exemple : { General , License, GPL, Language, Pyt hon, St orage, 
Files } est une configuration valide du FM représenté à la Figure 3.4 et 
correspond au moteur de wiki MoinMoin. Le FM extrait contient tous les 
produits du point de vue General de la Figure 3.1. La Figure 3.4 comprend 
uniquement un extrait de contraintes générées par souci de lisibilité. 
GPL2 
Contraintes : 
Java - Database 
US 10 - Commercial 
... D'autres contraintes 
Differentlicences 
FlGURE 3.4 - FM extrait de la spécification des produits de la figure 3.1 
Chapitre 4 
Extraction de Feature Models 
à partir de catalogues de 
produits 
Pour concevoir et implémenter une SPL, une analyse du domaine est ha-
bituellement accomplie. Une portion significative de ce domaine de connais-
sance est parfois disponible sous forme digitale. Par exemple, des données 
tabulaires ( des feuilles de calcul) sont très largement utilisées pour de nom-
breuses tâches professionnelles et sont susceptibles de contenir un large éven-
tail de savoirs implicites comme la spécification des produits ou des catalogues 
de produits. La tâche de construire des FMs peut être très ardue pour les 
parties prenantes, et ce, particulièrement s'ils doivent être déduits à partir de 
documents peu structurés. En effet, une large quantité d 'information du do-
maine du SPL doit être collectée, modelée, et plus tard interprétée en terme 
de features et de variabilité [40, 41 ). De plus, les opérations de raisonnements 
sur les FMs produits comme celle d 'identifier les features principales ainsi 
que les features qui varient est particulièrement lente et constitue une lourde 
tâche. Une difficulté supplémentaire est que les combinaisons de features ne 
sont pas forcément toutes valides . En effet, elles ne correspondent pas forcé-
ment à un produit de par les contraintes qui restreignent le domaine. Cette 
tâche est extrêmement difficile quand elle est effectuée manuellement, c'est 
pourquoi l 'extraction aidée par un outil va significativement aider les inter-
venants en rendant le processus d 'extraction moins sujet aux erreurs, plus 
robuste et considérablement plus rapide. 
Vu la qualité intrinsèque et le support outil existant des FMs, nous les 
utilisons dans notre approche. Nous motivons leur emploi à la Section 4.1. 
À la Section 4.2, nous identifions les défis rencontrés pour la construction 
d 'un « bon» FM qui représente efficacement le catalogue de produit donné 
en entrée. Pour transformer un ensemble de fichiers contenant des données 
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semi-structurées en un FM, nous avons développé un processus décrit dans 
la Section 4.3.3. Celui-ci utilise un modèle de conversion pour normaliser 
les données en entrée et le traduit en un script exécutable. Ce script, une 
fois chargé dans un gestionnaire de FM, produit le FM final qui est une 
représentation compacte de la SPL. 
4.1 D'un catalogue de produits à une représenta-
tion compacte 
Le but de notre approche est décrit par la Figure 4.1. Afin d'obtenir une 
représentation compacte de toutes les combinaisons valides de features dé-
crites dans un catalogue de produits (exemple: comme celui de la Figure 3.1 
ou des fichiers XML,etc.), nous passons par un modèle de conversion pour 
normaliser les données en entrée. Ious donnons des facilités à l'utilisateur 
pour le construire et l 'adapter en fonction de ses besoins. Une fois construit, 
ce modèle peut être converti de deux façons. L'une est dite logique, car elle 
consiste en une formule booléenne avec comme variables les différentes fea-
tures. L'autre est une hiérarchie de features et représente l'information de 
variabilité. 
D'une part, nous soutenons qu'une représentation logique est suffisante. 
Par exemple, quand un gestionnaire de SPL veut déterminer si une certaine 
combinaison de features, disons fi et h , conduit à au moins un produit, 
un solveur SAT ou une librairie de BDD peuvent être utilisés pour raison-
ner dans l'espace logique. Des vérifications de consistance peuvent donc être 
opérées sur <Pcatalog /\ fi /\ h, où <Pcatalog est la formule booléenne qui repré-
sente les combinaisons valides du catalogue de features. De plus, le domaine 
de validité peut être calculé pour inférer certains choix de variabilité. 
D'autre part, nous soutenons qu'en plus de la représentation logique, une 
hiérarchie de features et l'information de variabilité associée (exemple : un 
FM 1 ) est nécessaire. Cette hiérarchie est particulièrement utile lorsque le rai-
sonnement sur la ligne de produit est accompagné d 'une activité complexe 
de gestion. Deelstra et al. [27] rapportent que la configuration de produit 
est une activité coûteuse et qui prend beaucoup de temps. Leurs résultats 
montrent notamment que l'absence de regroupement approprié des points 
de variation est un grave obstacle à une configuration de produit efficace. 
De plus, une hiérarchie propre serait utile pour comprendre des relations 
complexes entre les features, par exemple, durant la configuration de pro-
duits parmi des ensembles de produits en compétition . De manière similaire, 
1. Comme déclaré dans [24), l'essence d 'un FM est l'incarnation d 'une hiérarchie et 
la description de la variabilité, plutôt que son rendus. Par hiérarchie, nous ne voulons ni 
désigner des arbres FODA, ni des vues d 'explorations. 
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Catalogue de produits 
m ~ 
Facilités de décodage 
Extraction de vues 
Directives de filtrage 
Interprétation de la variabilité 
Structuration des données 
Modèle de conversion 
Représentation logique 
Opérations de raisonnement : 
Validité du domaine 
Vérification de consistance 
Vérification d'équivalence 
Métriques 
Hiérarchie de Features et 
information de variabil ité 
Gestion de la SPL : 
Processus de configuration 
Planification de features 
Transformation ou évolution de la SPL 
Lier les features à d'autres artefacts 
Communiquer avec les parties prenantes 
F IGU RE 4.1 - Scénario d 'extraction 
l'évolution (refactoring, généralisation et spécialisation) d'un SPL existant 
est une activi té difficile [38, 58] et le FM extrait, via notre approche, peut 
servir de point de départ pour une évolution future par le gestionnaire de 
SPL. Durant le développement d 'une SPL, le FM extrait peut être associé 
à d 'autres artefacts comme du code ou des modèles [23, 33]. Un autre ar-
gument est que quand les par ties prenantes (d 'une division d 'une entreprise 
ou des fournisseurs externes) communiquent à propos de la planification de 
features et des réutilisations opportunistes, ils peuvent avoir une documenta-
tion explicite de la variabilité, c'est-à-dire un FM. La littérature sur l'analyse 
automatisée de FMs donne un large ensemble d 'opérations, de techniques, 
d'outils et de résultats empiriques. De tels mécanismes automatisés peuvent 
être utilisés par les gestionnaires de SPL pour extraire de l'information utile 
à partir de FMs [11] (par exemple : calculer des métriques). 
En vue de tous ces arguments, nous avons décidé de baser notre approche 
sur les FMs plutôt que sur une représentation logique. Il est toutefois possible 
de récupérer cette dernière, car elle sous-tend la construction des FMs. 
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4.2 Les défis de l'extraction de FMs 
La création manuelle d'un FM qui contient la variabilité associée à un en-
semble de produits est une tâche fastidieuse et sujette à erreurs. La hiérarchie 
de features (ou arbre) n'est pas le seul élément du FM à considérer. En effet , 
déterminer si une feature est obligatoire, optionnelle ou dans un groupe alter-
natif est loin d'être une tâche immédiate. De plus, les contraintes complexes 
liants certaines features entre elles sont difficiles à déduire par un humain . 
Par exemple, dans la Figure 3.4, la contrainte « Java implique Database » est 
déduite de la spécification de produits : il n'y a pas de moteurs de wiki qui 
est basé sur java et qui supporte une stratégie différente de stockage que les 
bases de données. Cette tâche devient encore plus difficile lorsque le FM est 
composé de multiples perspectives ou préoccupations. Par exemple, la spéci-
fication de moteurs de wiki comprend les perspectives General (Figure 3.1), 
Functionnalities (Figure 3.2), Requirements (Figure 3.3) , etc. Dans ce cas, l'uti-
lisateur doit considérer des sources différentes et potentiellement hétérogènes. 
L'idée d'extraction d'un FM à partir d 'un catalogue de produit rencontre 
certains défis : 
Défi 1 : Automatisation de l'extraction. Comme énoncé ci-dessus, nous 
voulons réduire l 'effort de l'utilisateur et le temps nécessaire à la construc-
tion d'un FM à partir d'un catalogue de produit. Le problème clé est 
l'automatisation de cette activité pour accélérer le développement . 
Défi 2 : Insérer l'utilisateur dans le processus d'extraction. Bien que 
la procédure doit être complètement automatisée, l 'utilisateur devrait 
être capable de jouer un rôle dans l 'extraction. Comme dans l'ingénierie 
des SPLs, un problème clé est de donner des facilités pour le filtrage. 
Par exemple, il peut être utile de ne pas considérer certains produits, 
points de vues ou features dans le FM résultant de l 'extraction. De 
plus, la manière dont les données sont interprétées en terme de varia-
bilité doit être paramétrable, si le besoin est, pour mieux correspondre 
à l 'intention de l 'utilisateur. 
Défi 3 : Qualité des FMs extraits. Une propriété requise du FM extrait 
est qu 'il représente avec précision les combinaisons valides de features 
supportées par les produits intégrés à la SPL. Cependant, ce n'est 
pas le seul critère vu que différents FMs peuvent représenter le même 
ensemble de configurations. La conséquence est que générer une struc-
ture porteuse de sens à la hiérarchie de features (incluant des relations 
parent-enfants et des groupes Ou / Alternatifs) pourrait aider l'utili-
sateur et éviter le refactoring manuel (38] du FM. 
Défi 4 : Montée en charge de l'extraction. L'extraction devrait être ca-
pable de gérer un grand ensemble de données pour être utilisable dans 
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l 'industrie. Des limites théoriques ou pratiques devraient être identi-
fiées en terme de nombre de ressources, de produits , de features, etc. 
Pour le défi 2, dans la Section 4.3.2, nous allons montrer comment le 
gestionnaire de SPL peut paramétriser le convertisseur. Ensuite, nous al-
lons décrire le processus d 'extraction et montrer comment celui-ci peut être 
complètement automatisé (voir la Section 4.3.3) pour produire un FM satis-
faisant . Nous allons aussi proposer une solution qui peut monter en charge 
et son évaluation en considérant les défis 3 et 4 mentionnés ci-dessus (voir la 
Section 8). 
4.3 Processus d'extraction 
La Figure 4.2 nous montre les différentes étapes de l 'extraction que nous 
allons décrire dans cette section. Premièrement, l 'utilisateur doit transformer 
ses fichiers en un modèle de conversion CD, défini à la Section 4.3.1. Celui-ci 
représente les données, les structure autour de concepts et donne une sé-
mantique aux constructions. Ensuite, @ l'utilisateur écrit un ensemble de 
directives dans un langage dédié ( ou DSL) qui filtre le modèle utilisé. Les 
instructions d 'organisation des données et de la variabilité avec le DSL sont 
présentées dans la Section 4.3 .2. Avec les facilités données par le DSL, l'utili-
sateur peut adapter le modèle à ses besoins et lui donner la structure voulue. 
Une fois construit , @ le modèle de conversion est donné au convertisseur qui 
@ se charge de traduire ce modèle en un script FA:\ IILIAn en 3 étapes. Elles 
sont décrites à la Section 4.3.3. Ce script, ou fichier FML, sera ® exécuté 




Interprétation de Etape 2 
© la variabilité 
Représentation 
Feature Model des données Root 
Directives de 




FIGURE 4.2 - Processus d 'extraction complet 
Chapitre 4. Extraction de Feature Models à partir de catalogues de produits 26 
4.3.1 Modèle de conversion 
Le but du processus d'extraction est de transformer des données semi-
structurées en un FM unique qui représente et organise la variabilité. Dans 
leur forme syntaxique pure, les données semi-structurées ne sont pas suffi-
samment riches pour avoir une traduction directe en un FM. La clé de la 
solution consiste en l'interprétation des données en terme de variabilité. Les 
points Q) et @ de la Figure 4.2 représentent les données et directives en en-
trée du convertisseur. Nous proposons un modèle de conversion générique en 
vue de les normaliser et de faciliter leur interprétation. En particulier, nous 
réifions les concepts de modélisation de feature pour la conversion et nous 
définissons des règles de transformation (exemple : déterminer dans quelles 
conditions une valeur correspond à une feature obligatoire). Pour un forma-
lisme en entrée, le gestionnaire de la ligne de produits écrit un convertisseur 
entre son formalisme et le modèle de conversion ( celui pour CSV est fourni 
dans notre implémentation). En se basant sur le modèle de conversion, nous 
fournissons un langage dédié pour spécifier des directives ( exemple : de fil-
trage) de haut niveau et pour paramétriser la transformation des données. 
De par la simplicité du format de fichier CSV, celui-ci est fort utilisé, car il 
permet pour ainsi dire de traduire n'importe quel formalisme. On peut donc 
intuitivement et facilement traduire un fichier de tableur, un fichier XML ou 
une table d 'une base de données relationnelle en un ou des fichiers CSV. Ces 
trois formats étant très souvent utilisés dans la pratique pour maintenir un 
catalogue de ligne de produits, l'utilisation de CSV et plus particulièrement 
des tableaux à deux dimensions prend tout son sens. 
Un FM n'étant à la base qu'un ensemble de features avec des relations 
et des contraintes, il nous faut définir des concepts, c'est-à-dire, un modèle 
permettant de transcrire le catalogue de produits en un FM significatif et 
bien structuré. C'est pourquoi nous allons vous présenter dans cette section 
un modèle de conversion entre un ensemble de tableaux à deux dimensions 
comme, par exemple, des fichiers CSV, et un FM. Ce modèle de conversion 
structure le FM autour de concepts. De plus, il donne à l'utilisateur des faci-
lités pour manipuler et adapter les données en entrée (souvent brutes) à ses 
besoins. 
Le modèle de conversion est décrit par le diagramme de classe de la 
Figure 4.3. Comme indiqué par le point @ de la Figure 4.2, ce modèle peut 
être divisé en trois parties : (1) les éléments en bleu correspondent à un 
tableau à deux dimensions avec de la sémantique ajoutée. Il normalise les 
données en entrée; (2) les éléments en rouge correspondent aux différentes 
valeurs contenues dans les tableaux, leur interprétation et leur conversion en 
terme de features et contraintes; (3) les éléments en orange correspondent 
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aux structures et relations permettant une cohérence entre les éléments du 
tableau , les valeurs et les produits dans le FM à obtenir. Il est nécessaire 
d'indiquer que les relations Is-a du diagramme sont des partitions. 
Feature Model Feature 
0 .. '1'1..1 
Modèle Conversion 







FIGURE 4.3 - Diagramme de classe du modèle de conversion 
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Modélisation des données 
La part ie bleue du modèle de conversion consiste en un tableau à deux 
dimensions. Celui-ci contient des Lignes (horizont alement) et des Colonnes 
(verticalement ). Une Cellule est le contenu placé à l'intersection d 'une ligne 
et une colonne. La première ligne du tableau est l' En-tête. Les cellules de 
l'en-tête sont nommées Labels [34]. Chaque label doit être unique dans l'en-
tièreté du modèle de conversion. Une Rangée est une ligne autre que l'en-tête. 
L'ensemble de toutes les rangées constitue les Données. Un des labels est ap-
pelé Clé. La clé sert à indiquer que le contenu des cellules de cette colonne 
identifient ( de manière unique) les rangées associées dans la table. Elles sont 
nommées Identifiant s. Une Valeur est le contenu d 'une cellule des données 
autre qu 'identifiante. 
Dans la Figure 3.1, la première ligne consiste en l 'en-tête, la clé est la 
cellule Identifier et les labels sont entre autres License et Language. Les iden-
tifiants sont les cellules associées à la clé. Les cellules Confluence et PBwiki 
ident ifient donc leur rangée et sont associées à un produit de la SPL. Pour 
l'identifiant PBwiki et le label License, la valeur associée est Nolimit. C 'est-
à-dire, avec une interprétation , que le moteur de wiki PBwiki a une licence 
non limitée (non-propriétaire) . 
Un utilisateur sait facilement transformer un formalisme quelconque en 
ce modèle de conversion. Avec le format de fichier CSV, c'est pour ainsi dire 
immédiat. Convertir un fichier CSV vers ce modèle pour obtenir un FM est 
utile, mais non suffisant pour des cas d 'étude réalistes. En effet, comme dans 
les bases de données relationnelles, utiliser uniquement une seule table n'a 
pas de sens. Il est donc nécessaire de combiner la variabilité d 'un ensemble 
de tableaux en un seul FM. Pour ce faire, nous définissons un ensemble de 
concepts servant de points de pivot pour la combinaison des données en en-
trée : Vue, Entité et Caractéristique . Ces concepts font la traduction entre 
la structure en tableau (les concepts de la partie bleue du diagramme) et 
leur traduction en terme de feature et contrainte dans le FM final . Ils sont 
définis dans la partie orange du diagramme de classe de la Figure 4.3. 
Dans la Figure 3.1, nous pouvons considérer les identifiants comme des 
entités. Ils sont uniques ( dans l'entièreté du modèle de conversion) et re-
présentent un concept ou un objet, réel ou non. Ce sont les identifiants des 
différents produits de la SPL. Le FM final contient l'union de chacun des 
ident ifiants de l'ensemble des tableaux. Une vue, correspondant à un tableau 
( défini par la section bleue du diagramme de classe, consiste en un fi chier , 
un point de vue de l'utilisateur) , a un nom qui illustre les données contenues 
dans celui-ci. Elle contient des caractéristiques (ou labels) qui sont associées 
à une colonne et définissent les entités de la vue. L'association d 'une carac-
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téristique et une valeur caractérisent l'entité correspondante. Les différentes 
vues donnent des niveaux de granularité aux données contenues dans le FM 
et structure hiérarchiquement les différentes caractéristiques. Il en découle 
donc le principe de sous-vues, c'est-à-dire la possibilité de créer plusieurs 
niveaux de vues. Cette extension à notre approche sera développée à la Sec-
tion 5.1.1. 
ous pouvons considérer comme 3 vues distinctes les tableaux des Fi-
gures 3.1, 3.3 et 3.2 faisant partie du modèle de conversion. Les entités PB-
wiki , MoinMoin , DokuWiki sont caractérisées dans les 3 vues. Par exemple, 
la caractéristique RSS avec la valeur associée Yes pour l'entité Confluence 
signifie que « Confluence gère les flux RSS ». 
Interprétation des données 
Du point de vue des SPLs, nous avons remarqué que certaines valeurs du 
tableau ont plus de sémantique que de simples valeurs textuelles. Le gestion-
naire de SPL voudrait par exemple rendre une caractéristique optionnelle 
pour une entité et une vue donnée. Pour ce faire, celui-ci va intuitivement 
donner Opt (ou N/ A, Optional... ou un autre texte donné) comme valeur. 
Nous avons identifié quatre différentes constructions. Elles sont définies dans 
la partie rouge du diagramme de classe donné à la Figure 4.3. 
- Relation Obligatoire pour les valeurs suivantes données par l'utilisa-
teur: « Yes », « 1 », ... 
- Relation Optionnelle pour les valeurs suivantes : « / A », « Opt » , ... 
- Une feature morte pour la valeur: «No». Une feature morte est séman-
tiquement différente d'une absence de feature. En effet, une feature qui 
n'est pas présente n'a pas le même sens qu'une feature qui est toujours 
désélectionnée. 
- Nous créons une sous feature contenant toute autre valeur textuelle qui 
n 'a pas de sémantique particulière. Celle-ci sera marquée Obligatoire. 
- Dans certaines circonstances, une valeur peut être multivaluée. En 
terme de variabilité, elle peut être interprétée de multiples manières. 
Par exemple, pour Windows ;Linux ;Mac OS, les features Windows, Li-
nux et MacOS peuvent être considérées comme étant soit mutuellement 
exclusives (dans un groupe Alternatif), soit Optionnelles, soit Obliga-
toires , etc. C'est pourquoi nous fournissons à l 'utilisateur la possibilité, 
via le DSL, de définir une sémantique qui correspond à ses intentions 
initiales. Le type multivalué des variables est considéré comme une 
extension du processus d 'extraction. Elle est décrite en détail à la Sec-
tion 5.1.3. 
La construction détaillée de ces relations est définie à la Section 4.3.3. 
Chapitre 4. Extraction de Feature Models à partir de catalogues de produits 30 
4.3.2 Organisation des données et de la variabilité 
Notre approche consiste en la transformation des données et donc du 
modèle de conversion en un FM générique. Cependant , il est possible que 
ce modèle ne corresponde pas exactement aux besoins de l'utilisateur. C'est 
pourquoi notre approche donne des facilités à celui-ci pour gérer à sa manière 
le processus d 'extraction. Nous lui fournissons un langage dédié 2 pour qu 'il 
puisse paramétriser programmativement le processus d 'extraction. 
Grâce aux directives du Listing 4.1 et les données brutes sous format 
CSV de Wikimatrix, nous obtenons un modèle de conversion contenant 4 
vues : General, Deployment, Hosting et datastorage. 
1 II Imp ort d e d o nn é 
2 import : "general. csv" as genera l 
:i 11 Import d e "g n e r a l . cs v" dans un t a bl e au du modèle d e 
c on v e r s io n nommé ge n e r a l 
"datastorage . csv" as datastorage 
~ "hosting . csv" as hosting 
6 " sec urity . csv " as security 
7 
" narne : 11 Wiki Compare" 
\1 11 Jorn de l a f ea tur r ac in e du FM final 
10 
11 11 Stru ct ur at i o n d es vues 
u st ru ct ur e : 
tJ security rnovein ho sting 
14 ho st ing b elow genera l 
1c. deployrnent abstract datastorage 
11 11 Dir ec tiv es à port ée g l o b a le, s ur t o u tes l es vu s 
18 default: 
l'l par ing : 
211 key : "Identifier" Il La b e l so u s l e qu e l se trou ve l es 
id e ntifian ts 
21 11 Int e rpr é ta t ion de l a v a ri a bilit é , d é t e rmin at ion d es 
v a l e ur s t e x t u e ll es co rr es p ond a nt aux c on st ru ct i o n s à 
obt e nir 
22 variability : 
23 optiona l : "Optional" "Opt" "Partial" 
21 rnandatory: "Yes" "true" "l" 
25 notpresent : " Jo" "fa l se " "O" 11 Connu au ss i comme 
feat ur e mor te 
2s separ ator : 11 , " 11 Sé p a r a t e ur d es v a le ur s CSV 
21 multivalued_separator : 11 ;" 11 S é p a r a t e ur d es va l e ur s 
mu l tiv a l u ées 
2H Il Filtr age d es e ntit és p our gard er uniqu ement ce ll es 
d éf ini s i c i 
n on ly _products : "Moinmoin" "DokuVliki" "PrnWiki" 
2. Le langage est utilisé pour paramétriser l'entrée de la ligne de commande 
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JI) 
11 11 Dir ect i ves à p or tée l oca l e , s ur l a vue genera l 
a2 v iew : general 
,1:i r ootn a m e : "General" 11 'om de l a vue 
;H Il Sur har ge à p ort ée l oca l e de I in te rpr état i o n de l a 
va ri a bili té 
;15 p a r s ing: 
J6 vari a bilit y : 
,11 op t io nal: "Plugin" ''Optional" "Opt" "Partial" 
:ix Il E limi11 l e ca r acté r ist i q u e su i va n tes de l a vue 
:l!' exce p t_fea tures : "V er s ion" "Author" 
1u Il R éé ritur e d ' une va[e u ir text u e ll e en une a utr e 
11 r ew ri t in g : "License Cost l Fee" => "Licens e Cost" 
u Il In te rpr état i o n des va l ur s m ul t i va lu ées 
1a m ul t i valu es : 
11 "Other Limit s " => Alt e rn at iv es 
1~ "Intended Audience" => OR- A l te rn at i ves 
IO 
47 v iew : sec urity 
1>1 rootname : 11 Sec urity" 
411 o nl y _ feat ur es : "Mail Encryption" "Blackli st" 
50 
51 v iew : datastorage 
52 11 R ééc ritur e de v a l e ur s. Remplace d a ns l a tabl ea u l es 
v a l u rs "~1:,ySQL" ou " Post gr eSQL " ou " SQLi te " p a r l a va le ur 
"SQL" 
53 st ru c tur e : "SQL" r e pl ace II iySQL" or "PostgreSQL" or "SQLite " 
'>4 m ul t i va lu es : "S torage Quota" => Al te rn at i ves 
Listing 4.1 - Exemple de création d 'un modèle de conversion avec les 
directives du DSL fourni 
Comme vous pouvez le voir, les directives sont structurées en plusieurs 
parties : 
Import : Lignes 2 à 6 : Permet de spécifier les différents fichiers à 
importer et les associer à une variable. 
Structure : Lignes 12 à 15 : Permet de donner une structure particulière 
au FM final. Permet, par exemple, de déplacer des données entre des 
vues, de définir des sous-vues, etc. 
Default : Lignes 18 à 29 : Spécifie un ensemble de filtres appliqués à 
l'ensemble des vues. Permet , par exemple, de restreindre les entités à 
un sous-ensemble donné. 
Les différentes vues : Lignes 32 à 54 : Ensemble de définitions de filtres 
pour des vues spécifiques. Les filtres définis dans ces différentes parties 
auront un impact local, c'est-à-dire, un impact dans la vue associée. 
Par exemple, les lignes 4 7 à 49 concernent la vue security. 
Le DSL donne une interaction conviviale avec les fonctions du modèle de 
conversion de la Figure 4.3. Il donne certaines facilités pour : 
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Décoder l'entrée. (1) Un gestionnaire de SPL peut importer différentes 
sources de données avec la directive import (lignes 2 à 5 du Listing 4.1) . 
Elles correspondent aux différentes perspectives, intérêts et (sous- )domaines; 
ce que nous appelons vues. Par conséquent, chaque source de données 
est associée à une vue; (2) les produits/ entités sont identifiés par une 
clé et le praticien peut définir , par exemple, à quelle colonne du ta-
bleau la clé correspond. Pour ce faire , faut utiliser la directive key 
("key")* avec key, les labels identifiants (ligne 20) ; (3) l'interprétation 
des valeurs en terme de variabilité et de construction traduite peut être 
spécifiée. Les 4 types de constructions prises en charge sont : optional , 
mandatory et notpresent 3 (lignes 23 à 25) ; ( 4) certaines instructions 
syntaxiques de décodage des données en entrée peuvent être spécifiées. 
Par exemple, dans le format CSV, il est nécessaire de spécifier le sé-
parateur des différentes valeurs avec separator (ligne 26) ainsi que le 
séparateur des champs mult ivalués avec multivalued _ separator (ligne 
27) . 
Filtrer les données. Un gestionnaire de SPL pourrait vouloir limiter la 
portée des données ou les filtrer de multiples manières et pour de mul-
tiples raisons. Par exemple, toutes les vues ne sont pas à prendre en 
considération pour décrire la SPL. En effet , il se peut que le (sous-
)domaine soit non pertinent pour l'utilisateur ou bien que la granula-
rité de l'information soit trop importante. L'entièreté des produits ne 
doit pas non plus forcément être intégrée dans le FM. Certains pro-
duits pourraient être trop pauvres en terme de features supportées et 
pas assez compétitif. De plus, l'entièreté des caractéristiques ou fea-
tures ne doit pas forcément être considérée. Par exemple : le numéro 
de version du produit n 'est pas une information pertinente en terme 
de prise de décision à partir d 'un FM. Les directives except_products 
et only _products (ligne 29) du DSL définissent les produits a ou a 
ne pas considérer pour l 'ensemble des vues importées (exemple : nous 
considérons uniquement les entités Moinmoin , DokuWiki et PmWiki ). 
En outre, les directives except _ features (ligne 39) et only _ features 
(ligne 49) peuvent être spécifiées pour chacune des vues, localement . 
Par exemple, à la ligne 49, nous utilisons la directive only _features 
pour spécifier que nous sommes uniquement intéressés aux caractéris-
t iques Mail Encryption et Blacklist dans la vue Security . 
Transformer les données. Ces directives consistent en des fonctionnali-
tés de renommage / réécriture ou des opérations plus complexes de 
remplacement 4 . Par exemple, « "SQL" replace "MySQL" or "Post-
3. Dans ce mémoire, cette construction est aussi appelée feat ure morte. 
4. Il faut remarquer que, plus généralement , les données peuvent être prétraitêes en 
utilisant les processus d 'Extraction, Transformation et chargement (Loading) (ETL - voir 
http: //en . wikipedia. org/wiki / ETL) . ous avons décidé d 'intégrer eulement un extrait 
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greSQL" or 11S QLite" » à la ligne 53, signifie que la feature SQL sera 
présente dans le FM résultant si la spécification du produit contient 
soit la feature MySQL, PostgreSQL ou SQLite . 
Spécifier la structure. Les vues sont probablement liées les unes aux autres 
(pour décrire un sous-domaine) et les informations structurantes ne 
sont pas implicites avec la structure tabulaire (structure à deux di-
mensions). Un gestionnaire de SPL peut vouloir imposer une structure 
hiérarchique particulière. Par exemple, « Hosting below General » à 
la ligne 14, signifie que la vue Hosting est la fille de General. Cette 
instruction est prise en compte par le convertisseur et la hiérarchie du 
FM résultant sera adaptée en conséquence. La description complète du 
principe des sous-vue est développée à la Section 5. 1.1. 
4.3.3 Étapes de conversion 
Comme énoncé dans l 'introduction de ce chapitre, notre convertisseur 
prend en entrée un modèle de conversion . Celui-ci contient, de façon norma-
lisée, la variabilité du catalogue de produit associé. Le processus d'extraction 
consiste en 3 étapes décrites dans les Sections 4.3 .3, 4.3.3 et 4.3 .3. Pour illus-
trer le fonctionnement de notre processus, nous nous baserons sur l'exemple 
Wikimatrix: précédemment introduit au Chapitre 3. Nous avons créé un mo-
dèle de conversion contenant trois fichiers de données qui ont été obtenus 
en filtrant avec notre DSL les données collectées . ous avons juste gardé les 
caractéristiques et les entités qui nous semblaient utiles et nous les avons dis-
tribuées en 3 vues : General , Functionnalities et R equirements représentées 
respectivement par les Figures 3.1 , 3.2 et 3.3. Les directives permettant de 
générer ce modèle de conversion sont décrites à la Section 7.3. 
otre approche prend F . .\ l\HLJAR comme langage de manipulation de FM 
car il permet d 'illustrer nos propos. Cependant, l 'utilisateur pourra utiliser 
n'importe quel autre langage de manipulat ion de FM tant que celui-ci gère 
les opérations de fusion , d 'insertion et les boucles. 
Génération des FMs représentant l'association d'une Vue et d'une 
Entité 
Cette étape consiste en la génération d 'un FM pour chaque entité cou-
plée à une vue. Chacun de ces FMs contient la variabilité associée à une 
rangée d'une vue particulière. Il y a donc autant de FMs généré que l'union 
de toutes des rangées des différents tableaux du modèle de conversion. Par 
exemple, les Figures 4.4, 4.5 et 4.6 décrivent visuellement la variabilité de 
PBwiki des Figures 3.1, 3.2 et 3.3. Ces FMs générés sont stockés dans des 
de ces facilités dans le DSL en ne prenant que les pertinentes dans le cadre dans l'ingénierie 
des SPLs et la modélisation de features. 
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variables nommées par convention : ID_ N omDe Vue , avec ID le nom de 
l'entité et NomDe Vue , le nom de la vue associée à cette rangée. Le nom de 
ces variables est très important pour l'étape de transformation suivante. En 
effet , grâce à une expression régulière, il sera facile de manipuler l'ensemble 
des FMs pour une entité particulière (ID_ *) . Le nom de leur racine est 
le nom de la vue associée. Chacun de ces FMs consiste en un niveau de vue 
pour une entité particulière. 
Nolimit 
Contraintes : 
General ---+ -, Language 
General ---+ -, Storage 




Functionnalities ---+ -, Unicode 
FIGURE 4.5 - FM PBwiki Functionnalities 
Le code P.-DIILIAR du Listing 4.2 place dans la variable PBwiki_ General 
un nouveau FM correspondant à celui de la Figure 4.4. Un FM est composé 
d 'un ensemble de productions et de contraintes. Une production définit une 
relation entre une feature parente et les features filles . La ligne 2 donne 
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Contrainte : 
Requirements -.. -, OperatingSystem 
F IGURE 4.6 - FM PBwiki_ Requirements 
General comme parent et les caractéristiques License , Programminglanguage, 
DataStorage et LicenseCost_ Fee dans un groupe Et. Les features délimitées par 
des crochets sont Optionnelles. La ligne 3 indique que Nolimit est une feature 
fille obligatoire de License . Les lignes 4 et 5 sont les deux contraintes associées 
au FM. Elles impliquent que si la feature General est sélectionnée, alors les 
features Programminglanguage et DataStorage sont déselectionnées. 
1 PBwiki_ General = FM ( 
2 General ; License r ProgrammingLanguage l I DataStorage l 
LicenseCost _ Fee ; 
3 License : Nolimit ; 
General - > ! Progr ammingLanguage; 
5 General - > ! DataStorage; ) 
Listing 4.2 - Équivalent en A~IILIAH de la Figure 4.4 
Comme expliquée ci-dessus, la présente étape dans le processus d'extrac-
tion génère un FM par rangée du modèle de conversion. Ce FM est constitué 
de structures résultant de l'interprétation des différentes valeurs de chacune 
de ces rangées. Voici les différentes valeurs prises en charge et leur traduction 
en terme de features et contraintes : 
- Si la valeur équivaut à « Yes », nous créons une feature Obligatoire 
avec le nom de la caractéristique associée. Dans la Figure 4.4, la carac-
téristique LicenseFee est traduite en une feature du même nom et est 
rendue Obligatoire car la valeur associée vaut « Yes ». 
- Si la valeur équivaut à « o », nous créons une feature morte avec le 
nom de la caractéristique associée. Cela signifie que nous créons une 
feature optionnelle avec une contrainte qui la rend non sélectionnable. 
Cette construction montre au configurateur de la SPL que cette feature 
est non gérée par le produit sélectionné. Dans la Figure 4.4, La nguage 
est une feature morte. En effet, elle est rendue Optionnelle et il lui est 
adjoint la contrainte « General ➔ -,Language » car la valeur associée 
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est«No». 
- Si la valeur équivaut à « _A », cela signifie qu'il n 'y a pas de va-
leur connue. En considérant que l 'on ne sait pas si cela signifie que 
la caractéristique est sélectionnable ou pas, nous générons une feature 
Optionnelle. Dans la Figure 4.6, la feature Other est rendue Optionnelle 
car la valeur associée est « N A ». 
- Si la valeur est une valeur textuelle quelconque (autre que les trois pré-
cédemment énoncées), nous créons une feature Obligatoire avec le nom 
de la caractéristique associée et nous lui adjoignons une feature fille. 
Cet enfant sera nommé par la valeur textuelle. Dans la Figure 4.4, la 
feature Obligatoire License contient une sous-feature Obligatoire nom-
mée Nolimit. « olimit » est la valeur textuelle associée à License. 
Les FMs obtenus sont nommés « FM d 'étape 1 » ou « FMs d'Entité x 
Vue» . 
Génération des FMs d'entités 
Une fois que l 'entièreté de la variabilité a été convertie en un certain 
nombre de FM d'étape 1, nous agrégeons ceux-ci en les groupant en de nou-
veaux FM en fonction de leur nom d 'entité. Chacun des FMs qui résultent 
de cette étape contient l'entièreté de la variabilité associée à une entité. ous 
les nommons« FMs d 'étape 2 » ou bien« FMs d'entité». Ils sont placés dans 
des variables nommées par convention fm _ N omEntite avec N omEntite , 
le nom de l'entité concernée. Nous obtenons autant de FMs d 'étape 2 que 
d'entités présentes dans le modèle de conversion. 
Nolimit 
Contraintes : 
General - .., Language 
General - , Storage 
Functionnalities - , Unioode 
Requirements , OperatingSystem 
FIGURE 4.7 - fm_PBwiki 
Les FMs produits par cette étape ont comme feature racine RootFeature-
Name, un nom donné par l 'utilisateur. Celui-ci est le premier point nécessaire 
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à l'opérateur de fusion à l'étape suivante du processus d'extraction. Ce nom 
particulier représente le FM à produire. Dans le cas de Wikimatrix, nous 
avons décidé de le nommer WikiCompare, car le FM final représente les don-
nées de comparaison des moteurs de fusion. 
Pour grouper la variabilité de l'ensemble des FMs de l'étape 1 selon une 
entité particulière, il suffit de les insérer juste en dessous de la racine. En-
suite, on associe l'identifiant de l'entité à ce FM. Pour ce faire, nous créons 
une feature obligatoire nommée par convention ID et qui est placée en des-
sous de la racine. Nous allons adjoindre une feature fille Obligatoire à celle-ci 
qui contient l 'identifiant de l'entité associé à ce FM. 
La Figure 4. 7 nous donne une illustration graphique du FM produit à 
cette étape pour l 'entité PBwiki. Les sous-arbres de ce FM, ayant comme ra-
cine Functionalities , Requirements et General , placés juste en dessous de la racine 
viennent des FMs de l 'étape 1 et correspondent aux différentes vues associées 
à l'entité concernée. Elles sont illustrées par les Figures 4.4, 4.5 et 4.6. Ces 
vues sont des points pivots de la fusion à l 'étape suivante. 
1 frn_ENTITYNAME = FM(RootFeature ame : ID ; ID : ENTITYNAME 
for eac h ( f in ENTITYNAME*) do 
;l in se rt f into frn ENTITYNAME.RootFeatureName with mand 
1 end 
Listing 4.3 - Script de génération du FM d'entité de ENTITYNAM E 
Pour obtenir les FMs d 'entité, il faut exécuter le script .-\tIILI..\R du Lis-
ting 4.3 pour chacune des entités. Ce script va créer un squelette de FM com-
posé du RootFeatureName avec comme enfant la feature ID ayant elle aussi une 
sous feature ayant le même nom que l'entité concernée, c'est-à-dire ENTI-
TYNAME (ligne 1). Le fait de placer ce FM dans une variable nommée par 
convention fm_ ENTITYNAME est très important . En effet, par après, 
il sera facile de les récupérer avec l'expression régulière fm _ * . Ce script va 
boucler pour chacun des FMs de l 'étape 1 (lignes 2 et 4). En effet , ceux-ci 
seront mis tour après tour dans la variable temporaire f (f in ENTITY-
NAME*) . Chacun de ces FMs, sera alors inséré en dessous de la racine de 
fm_ENTITYNAME (ligne 3). La racine du FM inséré aura une relation 
Obligatoire avec son nouveau parent. 
Génération du FM final 
À cette étape, l 'algorithme a un ensemble de FM d'entité et doit les 
combiner en un FM qui contiendra la variabili té de l 'entièreté du modèle 
de conversion. Grâce aux concepts associés au modèle de conversion, il est 
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plus que probable que ces FMs partagent un grand nombre de features com-
munes ( exemple : la feature racine, la feature spéciale ID , les différents noms 
de vues, les noms des caractéristiques, ... ). Dans ce cas, l'opérateur de fusion 
peut être utilisé pour fusionner les parties des différents FMs qui se che-
vauchent et donc créer un FM compact qui représente exactement l'union 
des configurations des FMs d 'entités. L'opérateur utilisé pour la fusion se 
base sur une association par nom de feature : deux features correspondent 
si et seulement si elles ont le même nom. Plusieurs modes de fusion existent 
comme l'intersection , l'union , etc. Avec l'union stricte, nous voulons obtenir 
un nouveau FM dont chaque configuration valide est une configuration valide 
de F M1 ou F M2, ou n 'est pas une configuration d 'aucun des deux FMs. 
[F Mi] U [F M2] -=f [Result] 
Comme la fusion dans son mode d 'union stricte est commutative et asso-
ciative, plus de deux FMs peuvent être fusionnés. Avec cet opérateur utile, 
l'obtention du FM compact résultant du processus d 'extraction s'effectue en 
exécutant une simple commande FX \IILIAR donnée par le Listing4.4. 
1 finalFM = merge s union fm * 
Listing 4.4 - Fusion des FMs d 'entité 
L'expression régulière fm * se réfère à tous les FM d 'entités de l'étape 
précédente. Par définition de l'opérateur de fusion , finalFM contient l 'en-
semble de toutes les configurations de toutes les entités et garde bien évidem-
ment le lien entre les caractéristiques et l 'identifiant. Les identifiants sous la 
feature réservée ID font donc le lien entre l 'ensemble des configurations as-
sociées et l 'entité. Ce lien est très pratique dans le cas d 'un configurateur. 
En effet, le gestionnaire de SPL, pour sélectionner le système de wiki qui 
lui convient, sélectionnera certaines des features qui correspondent à ses be-
soins. Il voudra alors savoir quel est le système de wiki qui comprenant les 
feature sélectionnées. Pour ce faire, grâces aux contraintes induites par la 
fusion, la feature identifiante sera automatiquement sélectionnée par l'auto-
propagation. 
La Figure 4.8 montre le FM final généré avec notre processus d 'extrac-
tion à partir des données des Figures 3.1, 3.2 et 3.3. Seulement un extrait 
des contraintes est renseigné par soucis de lisibilité. 
GPL2 
Contraintes : 
Java _, Database 
US10 _, Commercial 
FilesRCS _, TWiki 
. D'autres contraintes 




Dans ce chapitre, des fonctionnalités supplémentaires sont introduites 
pour compléter notre processus d 'extraction ainsi que l'utilisabilité de F.-\l\1I L1AR . 
La Section 5.1 parle d'extensions à notre approche. La Section 5.2 concerne 
la création d'un pont entre le formalisme T \ ï _ et FA:'I IILIAn . 
5.1 Perfectionnement du processus d'extraction 
Vu que notre approche se veut générique, nous introduisons des exten-
sions au processus d 'extraction pour donner un certain degré de liberté sup-
plémentaire à l 'utilisateur. Les directives de structuration de vues, les iden-
tifiants composés 1 et les champs multivalués sont présentés respectivement 
dans les sections 5.1.1, 5.1.2 et 5.1.3. La combinaison du paramétrage, du fil-
trage, du modèle de conversion avec les concepts qu 'il apporte, des extensions 
au modèle présentées dans cette section ainsi que la souplesse de FAl\IlLI.-\R 
(grâces à ses opérations de manipulation de FM) permettra au manager de 
SPL d 'extraire automatiquement et facilement le FM ayant la structure et 
le contenu adéquat d 'un catalogue de produit existant. 
5.1.1 Structurat ion de vues 
Le FM résultant de l'extraction peut manquer de granularité au niveau 
de la variabilité qu 'il représente. En effet, actuellement, il n 'existe que trois 
niveaux de détails : que sont les vues, les caractéristiques et les valeurs, dé-
finies à la Section 4.3.1 et illustrées par la Figure 4.8. Il pourrait donc être 
intéressant de combiner les vues pour créer une hiérarchie dont chaque ni-
veau est de plus en plus détaillé. Notre approche donne la possibilité de (1) 
créer des vues dites « techniques », c'est-à-dire des vues qui ne contiennent 
pas de caractéristiques et qui ne sont pas associées à des tableaux dans le 
modèle de conversion. Elles permettent donc de créer des niveaux de détails 
1. Un peu au même titre que dans les bases de données. 
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et donc de généraliser ou abstraire d'autres vues; (2) placer des vues en des-
sous d 'autres. Nous les nommons «sous-vue ». 
Pour donner encore plus de facilités au gestionnaire de SPL pour mani-
puler ses vues et la structure finale du FM à extraire, nous avons développé 
une opération supplémentaire. Elle consiste en l'agrégation de deux vues. Le 
résultat de cette agrégation est la juxtaposition du contenu de la première 
vue à la seconde. La seconde vue contiendra alors toute la variabilité des 
deux vues originales. 
La création de cette extension a été motivée par le cas d 'utilisation pré-
senté dans (12]. Il concerne l 'extraction de la variabilité relative à la confi-
guration du noyau Linux et indique que la profondeur maximum du FM est 
de 8 niveaux. Il est donc indispensable de fournir à l'utilisateur le concept 
de sous-vue pour dépasser les limites initiales de notre approche. 
Des directives du DSL permettent à l 'utilisateur de renseigner la structure 
du FM à extraire, nous les énonçons avec un petit exemple : 
1 st ru ct ur e: 
hardware b e low computer 
J 11 h ardw are t une so us-vue de computer 
software a b st r ac t OS apps 
fi 11 s oftwar e es t une nouv e ll e vue t ec hniqu e ayant comme 
6 Il ou - vues OS et a pps 
1 software b elow computer 
11 s oftw a r e es t une so u s -vue de co mput er 
" memory moveln hardware 
JO Il hardwar e c ont ie nt la va ri abi li t é de memory 
Listing 5.1 - Exemple de déclaration de la structure de vues 
Comme présenté dans le Listing 5.1 , trois instructions existent : (1) « vuel 
belmv vue2 » place la vuel en dessous de la vue2 ; (2) « vuel abstract vue2 » 
crée la vue vide vuel et place vue2 en dessous de celle-ci ; (3) « vuel rnoveln 
vue2 » copie le contenu de vuel et l 'ajoute à la vue vue2. 
Il est important de noter que les directives de structuration seront opérées 
par ordre d 'écriture. Par exemple : 
1 st ru ct ur e: 
1 viewl moveln view2 
:l view2 moveln view3 
Listing 5.2 - Exemple de création de sous-vue : Ordre 1 
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N'a pas le même effet que : 
1 st ru ct ur e : 
view2 moveln view3 
:l v iewl rnoveln vi ew2 
Listing 5.3 - Exemple de création de sous-vue : Ordre 2 
En effet , dans le Listing 5.2, view3 contient à la fois view2 et viewl. Par 
contre, dans le Listing 5.3 , view3 ne contient que view2 . 
5.1.2 Identifiants composés 
Pour introduire le concept d 'identifiants composés, nous utiliserons un 
scénario typique : un configurateur d 'ordinateurs portables. Le gestionnaire 
de la SPL doit attribuer un identifiant unique pour chacun de ses produits. 
Cependant , cet identifiant peut manquer de granularité. En effet, il pour-
rait être intéressant de distinguer les ordinateurs portables de gammes ou 
de marques différentes. Ces critères de choix peuvent être très pratiques 
dans le processus de configuration. L'utilisateur configurant la SPL veut, par 
exemple, obtenir la liste des produits qui ont une marque et une quantité de 
mémoire vive particulière. Pour ce faire, il sélectionne les deux features de 
son choix et demande au moteur de raisonnement de lui donner la liste des 
configurations valides par rapport à la configuration actuelle. Il peut alors 
effectuer son achat à partir des différents produits proposés. Dans la pra-
t ique, cette fonctionnalité est recherchée, car t rès utilisée. 
Dans le cas où les identifiants composés ne sont pas gérés, il suffi t au ges-
tionnaire de la SPL d 'ajouter les caractéristiques Gamme et Marque à chacune 
des vues du modèle de conversion. Cette façon de faire amène un certain 
nombre de problèmes : (1) il se peut que les valeurs associées aux caracté-
ristiques Gamme et Marque varient pour une même entité selon les vues. En 
effet , il n 'y a pas de contraintes d 'unicité sur la composit ion des 3 identi-
fiants; (2) ajouter les caractéristiques Gamme et Marque sur toutes les vues 
a.mène à des duplications d 'informations assez importantes sur le FM final. 
Pour répondre à cette problématique, nous avons décidé d 'ajouter une ex-
tension permettant la composition d 'ident ifiants à notre approche. 
Notre convertisseur propose au gestionnaire de SPL de définir des clés 
secondaires 2 . Le n-uple de clés secondaire doit être unique pour une même 
entité. Les clés sont définies grâce au DSL via la directive : 
2. Par opposition à la clé primaire, dont les valeurs ident ifient les entités. 
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1 defaul t : 
parsing : 
3 key : "Id e ntifiant" "Marque " "Grumne" 
4 // première c l é: prim a ir e 
6 // clé uivant es: c l és seco nd aire 
Listing 5.4 - Exemple identifiant composé 
À la place de dupliquer les clés secondaires à travers tout l 'arbre dans 
les vues associées, nous avons décidé de les placer à l 'endroit où elles ont le 
plus de sens, c'est-à-dire sous la feature réservée ID . Nous y reconstituons 
une hiérarchie de clés définies par l 'ordre de définition dans la directive du 
DSL. Au sommet (c 'est-à-dire juste en dessous de ID) , sera placée la première 
clé secondaire. Au second niveau (c'est-à-dire juste en dessous des premières 
clés secondaires) seront placés les deuxièmes, et ainsi de suite jusqu'à ce qu 'il 
n 'y ait plus de clés secondaires. On mettra alors les clés primaires comme 
feuilles de l'arbre ainsi composé. Le FM résultant de l 'import du catalogue 
de produit sera alors cohérent au point de vue des identifiants et l 'utilisateur 
n'aura aucun mal a le configurer à sa guise. 
5.1.3 Valeur de type multivaluée 
Comme décrite à la Section 4.3.1 , une valeur du modèle de conversion 
peut être de plusieurs types. Elle peut être soit textuelle, soit particulière et 
donc induire une structure prédéfinie dans le FM converti ( Obligatoire, Op-
tionnelle ou feature morte) ou encore être multivaluée. Techniquement, une 
valeur multivaluée est une valeur dont le contenu a un séparateur particulier. 
1 d e faul t : 
~ parsing : 
separator : " , " 
multivalued_separator : Il . Il 
' 
Listing 5.5 - Définition du séparateur des valeurs multivaluées 
Ce nouveau séparateur est défini par les directives du Listing 5.5. La 
ligne 3 correspond à la définition de la virgule comme séparateur des valeurs 
et la ligne 4 à la définition du point-virgule comme séparateur de valeurs 
multivaluées. 
1 I den tifi er ,OS_ Comp , Lic e ns e 
2 Gimp , Linux ;MacOS ; Windows , Free 
1 Photoshop , Windows; MacOS , Shareware 
• Paint . n e t , Windows, Free 
Listing 5.6 - Exemple CSV multivalué 
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Le Listing 5.6 nous montre un exemple de fichier CSV donné en entrée à 
notre convertisseur . Celui-ci contient des données relatives à des programmes 
de retouche d 'image. Pour une entité donnée, la caractéristique OS _ Cornp re-
présente la compatibilité du logiciel avec un ou plusieurs systèmes d'exploita-
tion. Certaines des valeurs associées à cette caractéristique sont multivaluées . 
Par exemple, l 'entité Gimp est compatible avec les systèmes Linux , Macüs 
et Windows tandis que Paint.net est uniquement compatible avec Windows . 
Comme montré dans cet exemple, notre convertisseur permet de combiner 
les valeurs normales et multivaluées pour une même caractéristique. 
La traduction d'une valeur multivaluée en une structure de FM est s'ef-
fectue comme suit : (1) en dessous de la feature représentant la vue, nous 
créons une feature ayant le même nom que la caractéristique; (2) nous par-
courons les différentes valeurs multivaluées . S'il existe des valeurs textuelles, 
nous créons un sous-groupe contenant autant de feature que de valeur tex-
tuelle. Ce groupe est par défaut un groupe Alternatif mais celui-ci peut être 
interprété différemment selon les directives de l 'utilisateur. Le Listing 5. 7 
donne un exemple d 'interprétation de valeurs multivaluées. Tous les groupe-
ments gérés par PA\1ILIAR sont utilisables ; (3) si une valeur représentant une 
feature morte existe, nous créons la contrainte associée; ( 4) nous inférons les 
relations si des valeurs particulières sont combinées. 
1 // D é fi n iti on de 1 ' in te rpr é t at i o n p a r d é fa u t 
2 defaul t : 
1 mu l tivalues : Alt e rnativ es 
s view : g e n e ral 
Cl // Sur c h a r ge de 1 ' int erpr é t a tion d es va l e ur s mul t i va l uées 
po ur des ca r acté ri st iqu es d onn ées 
, mu l tiva lues : 
"Other Limit s " => A l ternat i ves 
•• " Int e nd ed Audi e n ce " => OR- Alt e rnativ es 
Listing 5. 7 - Définition de l 'interprétation des valeurs multivaluées 
Pour illustrer le processus de conversion de valeurs multivaluées par un 
exemple, nous donnons le Listing 5.8 à notre convertisseur, qui produit la 
Figure 5.1. La combinaison de plusieurs valeurs textuelles avec la valeur 
particulière Optionnelle implique que la feature Caractéristique est optionnelle 
et a un sous-groupe Alternatif contenant les valeurs textuelles Val _ Textuelle! 
et Val_ Textuelle2 . Si un utilisateur sélectionne la caractéristique, il sera alors 
obligé de sélectionner une des sous-features pour obtenir une configuration 
valide. 
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Caractéristique 
FIG URE 5.1 - Combinaison valeurs multivaluées textuelles avec optionnelle 
t Ident ifi er , Caractéristique 
2 ID , Opt ; Val_ T ext uell e l ; Val_ T extu ell e2 
Listing 5.8 - Exemple CSV combinant plusieurs types de valeurs multivaluées 
5.2 Pont TVL vers FAMILIAR 
Dans cette section , en plus du processus d 'extraction , une contribut ion 
supplémentaire a été apportée au mémoire. En effet , les implémentations de 
programme de gestion de FMs ont des caractéristiques propres qui font leurs 
forces et faiblesses. Ce mémoire se base principalement sur FA IILTAR [30] 
car celui-ci a été développé en vue de manipuler et raisonner de manière 
programmative à propos des FMs. Il fournit aussi des opérateurs indispen-
sables au processus d 'extraction . Cependant , celui-ci n 'apporte pas certaines 
facilités pour la modélisation manuelle d'une SPL. En effet, les construc-
tions prises en charge sont assez basiques. Il est, par exemple, très difficile 
de définir des groupes à Cardinalité (énoncées à la section 2.1), impossible 
de donner à features différentes le même nom ou encore, d'utiliser des méca-
nismes de modularisation [13]. ous avons donc développé un pont entre T \ .L 
et FA\HLIAH , présentés à la Section 2.3.2, pour permettre à l 'utilisateur de 
modéliser un FM avec les richesses syntaxiques de T\"L et de, par la suite, le 
manipuler avec , A\lILIAR . De la même manière, l 'ut ilisateur peut aussi, par 
exemple, extraire un FM à partir d 'un catalogue de produit avec FA~1ILL~R 
pour, ensuite, le représenter avec la souplesse de T\"L. 
Comme énoncé dans le Chapitre 2, les concepts autour de la modélisation 
de SPLs ainsi que la manipulation de FM sont nombreux et beaucoup sont 
considérés comme des extensions des FMs de base. Chacun des programmes 
de gestion de FMs sur le marché fourni t un sous-ensemble de ceux-ci dont 
certains sont sujets à des interprétations. C'est pourquoi , dans le cadre de 
création d'un pont entre T\"L et F.\tlilLl.~R , nous comparons leur expres-
sivité. Dans la Section 5.2.1, nous identifions tout d 'abord l'ensemble des 
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fonctionnalités gérées par T\"L et qui ne sont pas fournies par FA\JILIAB . 
Nous donnons ensuite les différentes traductions ou interprétations de ces 
concepts dans le formalisme FA\JILIAIL Finalement , nous donnons la liste 
des constructions non gérées par notre traducteur. Pour soutenir cette contri-
bution, nous avons implémenté un outil permettant de traduire du T\'L en 
FA\IILIAR et inversement. L'implémentation ainsi que les tests unitaires pour 
la validation de celui-ci sont décrits à la section 5.2.2. Celle-ci s'intéresse uni-
quement à la représentation interne normalisée de T\'L et en crée directement 
la représentation FA\lILIAn associée en terme d'objet. Ces deux langages de 
modélisation ne sont donc pas manipulés textuellement. 
5.2.1 Équivalence de constructions 
T \' L donne des facilités pour modéliser de manière intuitive le FM. Beau-
coup de constructions sémantiques sont donc fournies, dont certaines peuvent 
être qualifiées de sucre syntaxique. Pour rester interprétable en logique boo-
léenne, il a été nécessaire de transformer le langage T\'L , très expressif, en 
un formalisme normalisé beaucoup plus basique. Ce formalisme a pour ainsi 
dire la même expressivité que F...\l\IILIA.R , qui modélise les FM de base. 
Faute de temps, de faisabilité et d'utilité, certaines constructions de 
T\'L ont été mises de côté. Seules les constructions qui semblaient les plus 
pratiques et une interprétation presque directe ont été intégrées à l'outil 
de traduction. ous avons sélectionné les fonctionnalités générant un FM 
FAl\IILIAn qui reste intuitif et nous avons estimé que les opérations traduites 
étaient suffisantes pour créer des FMs expressifs. Les opérations non traduites 
sont simplement ignorées par l'outil de traduction et signalées à l 'utilisateur. 
Relations et groupes 
Comme expliqué dans la Section 2.1, un groupe à cardinalité correspond 
à une intervalle dénotée par <n .. m> , avec n :S m, qui limite le nombre de 
feature fille qui peut faire partie d'un produit lorsque la feature parente est 
sélectionnée [11). Les cardinalités sont utilisées par T\'L pour tout type de 
groupement. En effet, les intervalles <N .. N>, <1. . N> , <1. . 1> correspondent 
respectivement aux groupements Et, Ou et Alternatif avec N le nombre de 
features filles . Celles-ci sont directement transposables en FAMILI...\ R . Cepen-
dant , les intervalles avec des cardinalités autres que les 3 identifiées ci-dessus 
ne sont pas intuitifs à simplifier en un FM de base. En effet, il est néces-
saire d 'ajouter des contraintes qui réduisent la liste des configurations de la 
même manière que la cardinalité associée. Nous nous basons sur l'approche 
décrite par [50), qui génère une contrainte optimisée utilisant des variables 
temporaires en fonction des bornes n et m. Cette fonction est notée dans la 
littérature card[i .. j]. 
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Étapes du processus de traduction : 
- Nous créons une liste de production 3 Fr\1\IIU .. rn dénotée ProdL. 
- Nous créons une liste de contraintes 4 FA\IILIAn dénotée ContL. 
- L'algorithme suivant est lancé à partir d'une feature particulière. Celui-
ci est récursif et il est convenu de lui donner la référence de la feature 
racine. 
- Récupération la liste des features filles. 
- Détermination de leur nombre dans la variable N. 
- Si N = 0, création d'une production avec la feature donnée en pa-
ramètre, stop. 
- Sinon, identification de la relation de groupe associée. 
- Sin = m = N, création d'une production contenant un groupe Et 
avec les features filles et la placer dans ProdL. Compléter cette 
production par le caractère obligatoire ou optionnel de chacune 
des features filles. 
- Sin= m = l, création d 'un groupe Alternatif dans ProdL. 
- Sin= let m = N, création d'un groupe Ou dans ProdL. 
- Sinon, création d'un groupe Et dans ProdL et ajout de la contrainte 
générée par la fonction card[n, m] définie dans (50] à ContL. 
- Récupération des contraintes associées à la feature donnée en para-
mètre. Nous itérons pour chacune d'entre-elles : 
- Simplification de la contrainte par une fonction de l' API T\'L . 
Celle-ci utilise uniquement les opérateurs V, A,---+ , +-+ , -, , (et). 
- Ajout de la contrainte à ContL. 
- Lancer récursivement cet algorithme pour chaque feature fille. 
- Création d 'un objet représentant un FM Fr\\llLIAH qui contient ProdL 
et ContL. 
Ajouter une contrainte visant à émuler une cardinalité particulière est 
la seule manière de traduire ce concept avancé en un FM de base. Le FM 
produit est donc différent sémantiquement (car il ne contient pas de relation 
de cardinalité) mais garde le même ensemble de configuration. De par sa 
complexité, la contrainte diminue l 'expressivité et l'évolutivité du modèle, 
ce qui peut poser problème à l'utilisateur. 
Cet algorithme constitue la base de tous les algorithmes décrits dans les 
sections suivantes, car celui-ci parcourt la structure complète du FM T\ ·L 
3. La structure interne de FA\1ILIAH se base sur des productions et des contraintes. 
Une production représente un niveau de relation entre les features . Par exemple, la pro-
duction« A: (BICID); » (représentée ici de manière textuelle) dénote un groupe Alternatif 
composé des features B, C et D et ayant comme parent A. 
4. En F.-'\ :sllL lAH , vu que les features ont des noms uniques, les contraintes ont une 
portée globale. 
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ainsi que ses contraintes. 
Espace de nom 
La gestion des noms de feature ne se fait pas de la même manière en T YL 
ou en F . ..\1\1ILL..\H . En effet, contrairement à T \" L, FA IILIAR n'autorise pas 
deux features différentes à avoir le même nom. Pour convertir un FM T \ ·L 
contenant potentiellement des features de même nom, il a fallu introduire un 
espace de noms assez complexe. 
Lors de la traduction, nous appliquons ce processus pour la gestion des 
noms: 
Pour chaque feature T \" L rencontrée, nous opérons les sous-étapes sui-
vantes : 
- Nous rendons le nom de feature compatible avec FA:\lILlATI en sup-
primant les espaces et autres caractères particuliers. 
Nous vérifions si le nom de la feature n'a pas encore été utilisé en 
parcourant l'espace de nom. 
Si oui, nous générons aléatoirement une particule que nous ajou-
tons au nom de la feature. Nous plaçons ce nom dans une variable 
prévue à cet effet et nous l'insérons dans l'espace de nom. Nous 
l'insérons aussi dans une table faisant la correspondances entre le 
nom d'origine et le nouveau nom généré. 
- Sinon, nous plaçons ce nom dans la variable prévue à cet effet, et 
nous l 'insérons dans l'espace de nom. 
Nous créons la feature FA:\lILIAR associée ayant le nom renseigné par 
la variable. 
- Pour chaque contrainte contenues dans le FM T\·L , nous opérons les 
sous-étapes suivantes : 
- Nous parcourons l 'ensemble des références aux features. 
- Nous résolvons les noms 5 . 
- Nous vérifions, grâce à la table des correspondance, si ceux-ci 
doivent être remplacé par le nom généré. 
- Nous ajoutons la contrainte au FM FA:\11LIAn . 
Comme indiqué, nous utilisons des noms générés aléatoirement pour les 
features de même nom. La particule à ajouter au nom est une interprétation 
d 'un concept non transposable en F...\.MILI...\R. Il se peut que ce changement 
biaise l'expressivité du FM traduit. Il est, toutefois important de noter que 
le FM résultant conserve le même ensemble de configuration. 
5. En effet, de par la non unicité des noms en T\"L , ils sont qualifiés par un chemin 
relatif. Des accesseurs comme « this. », « parent. » ou encore « root. » sont fournis pour 
parcourir le FM. 
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Attributs 
Contrairement au langage 1 \ ' L décrit dans la littérature [16, 13, 17], son 
implémentation gère uniquement les attributs booléens. Leur traduction en 
un FM de base est relativement aisée. En effet , de par le caractère binaire 
d'une feature (sélectionnée - désélectionnée), celle-ci peut représenter un at-
tribut booléen ( contenant les valeurs vrai - faux). Pour ce faire , il suffit de 
placer en dessous de la feature concernée une nouvelle feature ayant le même 
nom que l 'attribut booléen à traduire. Cependant , un problème de taille sur-
vient : FA\JILIATI ne gère pas le multigroupe et ne permet donc pas d 'ajouter 
une sous-feature (sous forme de groupe Et) s'il existe déjà un groupe Al-
ternatif ou Ou. Dans ce cas, la solution envisagée est de créer une feature 
technique rendue obligatoire entre le parent et le groupe posant problème. 
Voici les différentes étapes du processus de traduction des attributs qui 
est exécuté pour chacune des features du FM : 
- La feature passée dans cet algorithme est dénotée Parent. 
- Récupérer la liste des features filles dénotée f f L. 
- Récupérer la liste les attributs dénotée laL. 
- Si laL est vide, stop. 
- Sinon: 
- Si le groupe identifié par f f L est un groupe Ou, Alternatif ou à car-
dinalité, créer une nouvelle production dénotée nProd consistant en 
un groupe Et contenant une feature obligatoire avec un nom quel-
conque (généré aléatoirement , non encore utilisé). Modifier la pro-
duction d'origine (définissant Parent) pour placer le groupe posant 
problème en dessous de la feature générée. Ajouter nProd à la liste 
des productions du FM. 
- Si f f L est vide, créer une production contenant un groupe Et vide. 
Le placer dans la liste des productions du FM. 
Si le groupe identifié par f f L est un groupe Et, ne rien faire. 
Pour chaque attribut booléen, ajouter une feature obligatoire de 
même nom que l'attribut booléen en dessous de Parent. 
~--~ q 
c6ctJG 
FIGURE 5.2 - Traduction attribut booléen avec sous-groupe Alternatif 
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La Figure 5.2 montre à gauche un FM T \" L composé de 4 features (A , 
B , C , D), une racine (A), un groupe Alternatif (B,C, D) et d 'un attribut 
booléen nommé Bool. À droite, nous pouvons voir le résultat de notre al-
gorithme. Deux features sont placées en dessous de la racine A : la feature 
Bool qui est rendue obligatoire, ainsi qu 'une feature technique nommée pour 
l'occasion GEN _X4F B. Le groupe Alternatif a été déplacé en dessous de 
la feature GEN X4FB . 
Lorsque l 'utilisateur va lister les configurations du FM résultant, il va y 
trouver les features techniques. Nous lui conseillons de les filtrer ( en fonction 
du préfixe) car elles entravent la lisibilité des configurations. Il faut toutefois 
noter que le nombre de configurations n'est pas modifié par celles-ci. 
Énumération 
L'énumération est un concept apporté par T \ .L. Déclarer un attribut 
comme étant du type enum signifie que l'attribut aura la valeur d'un des 
éléments d'un ensemble de valeurs prédéfinies. Par exemple, en T\"L : 
t MoteurDeWiki{ 
enum Licence in {GPL, LGPL, MIT, Apache} 
3 } 
Listing 5.9 - \ ' L enum exemple 
Ce code est la représentation d'une feature nommée MoteurDeWiki quipos-
sède un attribut Licence de type enum pouvant prendre les valeurs « GPL », 
« LGPL », « MIT » ou «Apache ». 
Le concept d 'attribut, et donc du type enum, n 'est pas présent en F . ..\:\llLL-\11. 
Pour le traduire, nous avons pensé en terme d'ensemble de configuration. 
L'utilisateur, en déterminant un attribut de type enum, veut restreindre le 
choix de la configuration à une seule des valeurs prédéfinies. Cela revient 
donc, en FA:\IILIAH, à créer un groupe Alternatif en dessous de MoteurDeWiki 
et composé de 4 features nommées GPL, LGPL, MIT et Apache. 
De nouveau , vu que le multigroupe n'est pas géré par F . ..\l\llLI...\R, il faut 
utiliser des features techniques comme décrit à la section précédente lorsqu'il 
existe déjà des groupes Ou, Alternatif ou à cardinalité. 
Constructions non traduites 
Voici une liste des constructions non retenues pour la création du pont : 
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Graphe acyclique dirigé (DAG - Directed Acyclic Graph - une feature 
peut avoir de multiples parents) : Nous ne voyons pas une façon de 
réaliser cette traduction . De plus , cette construction est peu employée. 
Attributs entiers Ceux-ci ne sont actuellement pas gérés par l 'implémen-
tation de T \ 'L. De plus, il n 'est pas possible avec l 'implémentation 
F . .\l\llLI . ..\R de raisonner sur les entiers, car cela nécessite un solveur 
particulier. De la même manière, les opérations sur les entiers ne sont 
pas gérées. 
Ifln / Ifüut Ces opérateurs sont traduits par l'utilisation de la fonction de 
simplification des contraintes fournie par l'API de T \ 'L , et ce, unique-
ment dans le cas de valeurs booléennes. Ils ont un intérêt limité si les 
attributs numériques ne sont pas gérés car ils sont remplaçables par 
des contraintes. 
Mécanisme de modularisation Celui de T \ 'L est en partie interprété, 
mais non traduit. Celui-ci permet d'agréger la représentation d 'un 
concept à un endroit unique, ce qui évite des duplications. Il permet, 
par exemple, de définir un sous-arbre ou une feature quelque part et , 
ensuite, de l 'étendre une ou plusieurs fois à d'autres positions du FM. 
Il est donc possible, par exemple, de définir un type « Ordinateur » qui 
est composé des features Processeur , Memoire, Hd , etc. et de l 'étendre à 
un ensemble de gammes de produits. Deux personnes peuvent travailler 
sur le FM sans altérer le travail de l'autre. Il est possible d 'ajouter des 
contraintes supplémentaires sur les « instances ». 
Pour notre algorithme, nous nous sommes basés sur une représentation 
interne normalisée de T\.L et non pas sur le modèle textuel. Dans le 
modèle normalisé, les différents modules sont déjà assemblés et d 'autres 
constructions y sont simplifiées . La façon de définir un FM par module 
est difficilement émulable par FAl\llLIAR . En effet , il faudrait utiliser 
une multitude de FM (pour chaque module ou concept) et les insé-
rer à la volée dans le FM à produire. Cette opération amènerait des 
problèmes de gestion de noms dupliqués. 
Les différentes constructions non traduites de cette section sont soit des 
fonctionnalités mineures, soit des fonctionnalités mal gérées par n ·L. Nous 
pouvons donc dire que l'ensemble des constructions traduites est suffisant 
pour la majeure partie des modélisations en T\'L. 
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5.2.2 Implémentation et tests 
Une implémentation du pont T\'L vers F . ..\l\1ILI . ..\R a été réalisée 6. Elle 
est centrée sur la traduction des représentations internes Java de ces deux 
gestionnaires de FMs. Des tests unitaires ont été écrits pour vérifier que 
les constructions traduites correspondent à l'entrée et pour valider les deux 
implémentations en vérifiant l'ensemble des configurations. La comparaison 
des configurations est une tâche qui a été bénéfique pour les 3 projets, c'est-
à-dire à T\'L , PA~JILIAR et au pont entre ces deux formalismes. En effet, cela 
a permis d 'ajuster la traduction du pont T \ 'L ainsi que de déceler des bugs 
ou des interprétations conflictuelles des FMs entre F'Al\IILI...\R et T\'L. 
6. Le code source du projet est disponible en ligne sous forme d 'archive zip à l'adres e 
http ://www . douby. be/dl/realisations/memoire/TVLTranslator. zip. Il est aussi dis-
ponible sur le serveur Subversion https : //www.webkot.be/svn/tvltranslator/. L'uti-
lisateur veillera, pour se connecter , à utiliser l 'identifiant « guest » et le mot de passe 
« guest » 

Chapitre 6 
Architecture et implémentation 
Nous donnons, dans ce chapitre, une ébauche de l'architecture et des 
choix d'implémentation de notre approche. Dans la Section 6.1 nous don-
nerons l'architecture générale de notre approche en l'illustrant par un dia-
gramme de classe. Nous expliquerons alors les choix technologiques et archi-
tecturaux qui ont guidé l 'implémentation dans la Section 6.2. Nous y dres-
sons aussi un bref aperçu des tests unitaires ayant pour but de valider les 
fonctionnalités ainsi que la justesse des FMs produits par notre outil. Pour 
finir , dans la Section 6.3, nous indiquons à l'utilisateur comment celui-ci peut 
récupérer le code source du projet. 
6.1 Architecture générale 
Pour décrire l 'architecture générale de notre approche, nous utilisons le 
diagramme de classe de la Figure 6.1. 
Notre convertisseur utilise un certain nombre de classes : 
FMLConvert Cette classe opère les 3 étapes du processus de conversion 
sur l 'objet ConversionModel passé en para.mètre pour obtenir le script 
F'A\IILIAn intermédiaire ou le FM final. Si l'utilisateur le souhaite, elle 
crée l'objet Skeleton associé pour l'optimisation par structure approxi-
mée. Un ensemble de méthodes est fourni pour récupérer des métriques 
et déterminer les valeurs textuelles qui sont interprétées en terme de 
structures particulières. 
ConversionModel Cette classe représente le modèle de conversion. Elle 
contient la variabilité de la SPL associée et fourni des méthodes pour 
filtrer et adapter les données aux besoins de l 'utilisateur. Il est, par 
exemple, possible de filtrer des vues , des caractéristiques, de garder un 
certain nombre d 'entités, ... 
ConversionModelArray Constitue une vue du modèle de conversion. Elle 
est associée à un objet ConversionModel et peut avoir un ensemble de 
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FMI..Convert 
- nameScace: Set<Strina> 
+ convertQ 
+ activateSqueletonOptimisationQ StoFML.Reader 
+ makeNameValid(String name) : String 
+ getSkeletonQ : Skeleton 
+ metrics ... : lnteger + execute(String path):FMLConvert 
+ deleteEntity(String id) 
+ setBehaviourMandValues(Set<String>) 
+ setBehaviour ... Values(Set<String>) 
+ getFinalFAMILIARScriptQ 
+getFir11tFeatureM01ilatO 




rootFeatureName : String 
+ rootFeatureName:Sbinn 
composedlD : Stringa + getViewslteratorQ :lie rator<Ske letonView> 
cmdBiller . ··-·· . 'anM 
,. + getldentifierslteratoro: 
+ addView(ConversionModelArray view) lterator<SkeletonldentifierGroup> 
+ filterView(String viewName) + toFMLFeatlftModelQ: String 
+ filterReplaceValuesBy(String expr, String rpl) V 0 
+ filterCharacteristic(String name) 
SkeletonldentiflerGrou p 
+ filterKeepOnlyEntilies(Stringa names) 
+filtl!IS ... + primary : Boolean 
+melfiCL, + ids : Set<Slrinm. 
f + getldentiliersQ:Set<String> 
ConverslonModelArray + getFAMILIARSubProductionQ 
C 
: String 
viewName : String 
a subvlaws : Satc:;CQll11BrslonMD.t!le~11r""'>· orr posea 1a SkeletonView 
Sub C: + metrics ... : lnteger + removeSubVtew(String viewName) + renameLabel(Slring old, String new) + addSubView() 
addlabel(String label) Subvi~ + getSubViewlterator() :lterator<SkeletonView 
addRow(String identifier) getSubViewlteratorQ: lterator<SkeletonView> 
addValueToRow(String identifier. + gelCharacteristicsQ: 
Stringvalue) lterato!CSlœletonchar .. > ,.. filters ... : lloolean ,. ilQplllt'lltO · 800.lean 
"'·· 
'f -~ 1+- fll!IP.IIMlllAMt:lbP'reductk>l'II_Q: S1riru! 
CSVAbstract î identifier : String 
seDarato r : Strino SkeletonCharacterlstic 
+ textualCharacteristics:Set<Strina> 
'r + getSpecialCharacte risticsQ :Set<String> + isOpllonnal() : Boolean 
+ aetFAMILIARSUbProductiOnsO: Strinc 
CSVParser Il CSVWrlter 
• height : double 
parse(String) width : double 
rnln, • r-ntn, 
+ aggregateWrth(CSVAbstract) 
+ + addLabel(String label) 
+ addRow(String identifier) 
i. ac;JtlllfalueToRow(String identifier, String value) 
ft- .• • 
fi- gatCSVStrl1J9Q: S1ring 
itt writaCSV'NFll1(S1rillg paah) 
FI GU RE 6.1 - Diaramme de classe de l'implémentation de notre contribut ion 
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sous-vues. Des méthodes sont fournies pour manipuler la structure en 
tableau , c'est-à-dire, modifier l'en- tête, ajouter des labels, des rangées, 
des valeurs etc. Un ensemble de fonctions fournies permettent de filtrer 
la vue. 
CSVAbstract Abstrait les fichiers CSV et regroupe certaines méthodes pri-
vées et des attributs. Cette classe hérite de ConversionModelArray . 
CSVParser Cette classe hérite de CSVAbstract et donc de ConversionMode-
lArray . Elle est un accesseur aux fichiers CSV car elle implémente un 
parseur. Elle fournit des méthodes pour, agréger le fichier CSV parsé 
avec un autre fichier et convertir cet objet en un objet du type CSV-
Writer . 
CSVWriter Cette classe hérite de CSVAbstract et donc de ConversionMode-
lArray. Elle permet de créer manuellement un fichier CSV et donc le 
tableau du modèle de conversion associé. Des méthodes sont fournies 
pour, par exemple, ajouter une rangée, un label, une valeur, etc. Elle 
donne la possibilité, une fois le tableau CSV constitué, de récupérer le 
code CSV associé ou de le placer dans un fichier. 
Skeleton Est la représentation objet de la structure approximée permettant 
une optimisation de la performance du processus de conversion. Elle 
permet de générer , avec les structures d 'objets sous-jacentes, la repré-
sentation textuelle FA\JILIAR de la structure approximée. Des méthodes 
sont fournies pour récupérer la liste des identifiants et des vues. 
SkeletonldentifierGroup Est la représentation d 'un niveau d 'identifiant. 
Nous parlons de niveau , en référence aux identifiants composés, présen-
tés comme extension du processus d 'extraction à la Section 5.1.2. Cette 
classe fournit une méthode pour obtenir les productions F...\.:\lILIAn as-
sociées aux identifiants sous leur représentation textuelle. 
SkeletonView Est la représentation d 'une vue pour la structure approxi-
mée. Elle gère les sous-vues décrites à la Section 5.1.1. Des méthodes 
permettent d 'inférer sa visibilité selon les critères énoncés par l'algo-
rithme de la Section 8.3.1. Une méthode est fournie pour obtenir les 
productions FA:\IILIAn associées dans leur représentation textuelle. 
SkeletonCharacteristic Est la représentation d 'une caractéristique pour 
la structure approximée. Une méthode est fournie pour obtenir les pro-
ductions FAMILL\R associées dans leur représentation textuelle. 
StoFMLReader Permet d 'obtenir , avec un fichier de directive passé pa-
ramètre, un objet FMLConvert qui contient un modèle de conversion 
complet, paramétré et fil t ré. 
L'utilisation de l 'héritage entre CSVAbstract et ConversionModelArray n 'est 
pas anodin . En effet, ce découpage en classe rend notre approche plus gé-
nérique. Pour l 'import de données provenant d 'un autre type de fichier que 
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CSV, il suffit , à l 'utilisateur, d'étendre ConversionModelArray pour créer un 
accesseur aux données de son choix. 
Un effort particulier à été investi dans cette implémentation pour qu'elle 
soit rigoureuse, performante et générique. De plus, des facilités sont données 
à l 'utilisateur pour prendre en main facilement cet outil. Nous avons donc 
(1) mis sur pied une documentation; (2) développé le code autour de design 
patterns; (3) développé une structure d 'objets pour que l 'utilisateur puisse 
facilement transformer ses données en entrée en un modèle de conversion ; 
(4) établi un ensemble conséquent de tests unitaires ; (5) crée un DSL pour 
faciliter la paramétrage du convertisseur , le filt rage de l 'entrée et la structu-
ration du FM résultant. 
Comme la description des classes l'a sous-entendu, le DSL que nous four-
nissons à l'utilisateur consiste uniquement en des appels de méthodes de 
filtrage des classes FMLConvert, ConversionModel et ConversionModelArray. Les 
appels aux méthodes de ConversionModelArray ont une portée locale à la vue 
associée, ceux de ConversionModel ont une portée globale, sur l 'ensemble des 
vues et des données. Finalement, les appels à FMLConvert permettent de pa-
ramètrer FM à obtenir , comme l'utilisation d'un algorithme particulier de 
fusion ou l'interprétation des variables en terme de structure. 
6.2 Choix d'irnplérnentation 
Pour notre contribution, nous avons décidé d'utiliser F . ..\l\IILIAR pour sous-
tendre les activités de manipulation de FM. En effet, comme énoncé à la 
Section 2.3.2, FA\JILIATI est le seul outil fonctionnel proposant l'opérateur 
de fusion, condition sine qua non de notre outil d 'extraction de la variabi-
lité. Pour le choix du langage de programmation utilisé, nous avons choisi 
d 'ut iliser J ava vu que FAl\f!Ll...\R est codé de cette façon. 
Nous avons choisi de rédiger un DSL avec Xtext [63], un framework pour 
le développement de langages dédiés . Nous considérons que les DSLs sont un 
bon moyen pour l'utilisateur de se familiariser avec un outil , contrairement 
à une API dans un langage généraliste. 
L'import des données par défaut est le CSV. Ce format a été créé pour 
représenter des tableaux à deux dimensions. Il n 'a donc pas d 'autres éléments 
que des valeurs séparées par des virgules. Son cadre d 'utilisation est bien fixé 
et est d 'expressivité pauvre. Il est donc facile de t ransformer d 'autres formats 
de fichiers semi-structurés en un ensemble de fichiers CSV. De plus, ils sont 
facilement manipulables, diffusables et sont fortement répandus. 
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Pour valider notre implémentation , une série de tests unitaires ont été 
écrits . Nous avons, pour cela, utilisé la librairie Junit [42]. Ils sont décrits à 
la Section 8.4. 
6.3 Sources 
Le code source de l'implémentation présenté dans ce chapitre consiste en 
5337 lignes de codes réparties en 37 classes. 382 méthodes ont été écrites dont 
la plupart sont vérifiées par des tests unitaires. Une documentation Javadoc 
complète a été rédigée et compilée dans le package du projet. Une archive zip 
est disponible en ligne à l 'adresse http://www . douby. be/dl/realisations/ 
memoire/FrnlExtract. zip . Elle est aussi disponible sur le serveur Subversion 
https: //www.webkot.be/svn/frnlextract/ . L'utilisateur veillera, pour se 
connecter, a utiliser comme login « guest » et comme mot de passe « guest ». 

Chapitre 7 
Etude de cas 
Dans ce chapitre, nous expliquons le flux de travail complet pour convertir 
une SPL existante en un FM à partir d 'un exemple. À la Section 7.1 , nous dé-
crivons les fichiers de données issus de WikiMatrix, présentés au Chapitre 3. 
Premièrement, l 'utilisateur doit écrire un traducteur entre son formalisme 
d 'encodage des données en entrée et le modèle de conversion décrit à la Sec-
tion 4.3. 1. Cette tâche est présentée à la Section 7.2. Dans un second temps , 
l'utilisateur paramétrise le processus de conversion en écrivant un ensemble 
de directives avec le DSL prévu à cet effet (abordé à la Section 7.3). Ce DSL 
permet, par exemple, de définir l 'interprétation de la variabilité en terme de 
features, de filtrer et d 'arranger à ses besoins les données passées en entrée. 
Après cette étape, l'utilisateur lance la conversion pour récupérer un script 
F:\l\1ILI...\fi qu'il pourra alors exécuter pour finalement obtenir le FM final. 
L'étape de lancement du convertisseur est décrite à la Section 7.4. Le script 
généré est expliqué à la Section 7.5. Ce FM contient l 'entièreté de la varia-
bilité des données passées en entrée et filtrées par les directives. Le FM final 
est décrit à la Section 7.6. 
7.1 Données en entrée 
Les données de comparaison de moteurs de wiki ont été récupérées sur le 
site de WikiMatrix 1 . Leur API consiste juste en deux fichiers XML dispo-
nibles en ligne. Le premier décrit la structure de données. ous pouvons voir 
dans le Listing 7.1 que les balises itemgroup et item peuvent être intuiti-
vement traduites dans les concepts de vues et de caractéristiques du modèle 
de conversion. 
1 < itemgroup g_id= " l" name=" General Feature "> 
:i < item i_id="l" name="\ ersion" /> 
,, < item i_id= "60" name="Last Release Date" /> 
1. Le 14 Janvier 2011 
61 
Chapitre 7. Etude de cas 62 
< ite m id= "2 " name= " Aut hor "/> 
:, < ite m i id= " 3 " name= "URL" /> 
Il < ite m id= "4" name= " Free and ÛJJell So ur e "/> 
7 < item i id= " 5" name= " Li cc n se "/> 
• </iterngroup > 
w < it emgroup g_id= " 18 " name=" Host ing F eat ur es "> 
11 < ite m id= " 140 " name="S t or a ge Quota" /> 
11 
J < item i_id= " 145" na.me=" Ads a llow ed "/> 
4 </ it emgroup > 
Listing 7.1 - Extrait du fichier XML de WikiMatrix donnant la structure 
des données 
Le second fichier contient les données dont un extrait est donné par le 
Listing 7.2. Chaque moteur de wiki décrit est délimité par la balise product. 
Les balises itemgroup et item donnent les données associées aux différentes 
vues/ caractéristiques pour le produit concerné. 
1 < product p_id= " 1" name="Doku~Tiki "> 
1 < ge n e ral_info name="G ener a l Inform at i o n "> 
.! 
• < info name=" D esc r i p t io n"> 
~ DokuWiki is a standards comp liant, simple to . .. </ info > 
e < info name=" R ecoru added" > 2005-ll-22 </ info > 
1 < info name="Las t updated" > 2010-ll-08</ info > 
• </ ge n e ral _ info > 
10 < ite mgroup g_id= " 1 " na.me=" G en er a l F eatur es "> 
< ite m i _ id= " l" name="Ver s io n" > 2010-ll-07 Anteater </ item > 
12 < item i _ id= "60" name="Las t R e lease Date " > 2010-11-07</ item > 
1:1 < ite m id= "2" na.me= " Aut hor"> Andreas Gohr</ item > 
14 < ite m id= " 3" name= "URL"> http ://www . dokuwiki. org </ item > 
1r. < item id= "4" name= "Fr e and Open So urce"> Yes </item > 
111 < item i id= "5" name=" Li ce n se ">GPL 2</ item > 
11 < ite m i id= " 51" name="Progr a mming La nguage ">PHP</ item > 
111 </ it emgroup > 
10 
21 < it emgroup g_id= " 18" na.me=" Ho sti n g F e a t ur s "> 
1. < item i id= "1 40" name="S to r age Quota"> Linux , UNl .. . </ ite m > 
2:s < ite m i id= " 141" na.me=" Bandwidt,h Quota">No</ item > 
.H 
26 </ it emgroup > 
Listing 7.2 - Extrait du fichier XML de WikiMatrix donnant les données 
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L'utilisateur doit maintenant écrire un traducteur entre ces structures 
XML et le modèle de conversion, structure compréhensible par le convertis-
seur. 
7.2 Création du modèle de conversion 
Il y a deux manières de transformer l'entrée XML en un modèle de conver-
sion. La première est de traduire directement les données XML en un objet 2 
nommé ConversionModel. Cependant, il peut être plus facile de traduire le 
formalisme en entrée dans un formalisme plus basique et nativement géré 
par le convertisseur, c'est-à-dire, CSV. C'est cette deuxième approche que 
nous allons utiliser dans cette section. 
Le format de fichier CSV est un type de donnée semi-structuré. Un fichier 
CSV consiste en un fichier texte ( en opposition aux fichiers dits binaires) 
qui contient des valeurs séparées par des virgules sur chacune des lignes du 
fichier. En considérant son manque de définition précise, on peut dire que son 
utilisation est plutôt libre. Nous avons choisi de prendre [56] comme point 
de départ pour définir nos propres règles constituant un fichier CSV : 
- Chaque rangée est localisée sur une ligne séparée, délimité par un re-
tour à la ligne (\n pour les systèmes U IX, \r\n pour les systèmes 
Windows) . 
- Le retour à la ligne de la dernière rangée n'est pas obligatoire. 
- La première ligne du fichier est l 'entête et a le même format qu'une ran-
gée. Chacune des valeurs de cette en-tête sont appelées labels car elles 
donnent de l'information à propos des cellules de la colonne associée. 
- Dans l'entête ou dans une rangée il y a un certain nombre de valeurs 
séparées par des virgules. Si une rangée contient moins de valeurs que 
l'en-tête, cette rangée est étendue par des valeurs par défaut. 
- Tous les espaces et les caractères particuliers sont effacés car ils ne sont 
pas acceptés comme nom des feature. 
Le Listing 7.3 donne un exemple de fichier CSV défini selon les règles 
énoncées ci-dessus. 
1 Identifior ,License ,Language,Storage ,LicenseFee 
! PBwiki , Nolimit , No , No , Yes 
1 MoinMoin ,GPL, Python, F i les ,No 
t DokuWiki ,GPL2 ,PHP , Fi l es , No 
5 PmWiki,GPL2,PHP, Files , No 
DrupalWiki ,GPL2 , PHP , Data base, Di ff eren t l i cences 
7 TWiki ,GPL, Perl , FilesRCS , Community 
2. En faisant référence au langage orienté objet Java, utilisé dans l'implémentation du 
convertisseur. 
Chapitre 7. Etude de cas 
11 Media Wiki ,GPL,PHP, Database ,No 
Y Conf! uence , Commercial , Java , Data base , USlO 
IO 
Listing 7.3 - Équivalent de la vue General de la figure 3.1 
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Ces règles ne sont pas restrictives par rapport aux formats de fichiers 
CSV communément définis. Cela implique que pour ainsi dire tous les fi-
chiers CSV vont être acceptés par le module d 'entrée du convertisseur. De 
par sa structure tabulaire, nous pouvons faire le lien direct entre un fichier 
CSV et une vue : un tableau du modèle de conversion. 
Pour traduire le formalisme XML défini à la section précédente en fi-
chiers CSV, l'utilisateur doit créer un fichier CSV (associé à une vue) par 
itemgroup, une rangée par moteur de wiki concerné et écrire chaque valeur 
les unes après les autres en les séparant par des virgules. La traduction des 
fichiers XML du cas WikiMatrix génère 16 fichiers CSV car les données re-
groupent 16 points de vues de comparaison, ou autant d'itemgroup. 
Les données étant traduites dans un formalisme compréhensible par notre 
convertisseur, il faut maintenant que l'utilisateur écrive des directives avec 
notre DSL pour filtrer et paramétrer notre processus d 'extraction. 
7 .3 Filtrage avec le DSL 
otre approche consiste en la conversion des données de l'utilisateur en 
un FM unique regroupant l'entièreté de la variabilité. Il est toutefois possible 
que ce modèle ne corresponde pas tout à fait aux besoins de l 'utilisateur. En 
effet, les 16 fichiers CSV en entrée contiennent beaucoup de données inutiles 
pour le processus de configuration , comme le numéro de version de l'im-
plémentation du moteur de wiki ou encore le nom et l'adresse mail de son 
créateur. C'est pourquoi notre approche propose à l'utilisateur de configurer 
l'extraction en fonction de ses besoins et intérêts. Nous fournissons un DSL 
pour qu 'il puisse paramétriser programmativement le processus d 'extraction. 
Les directives présentées dans le Listing 7.4 permettent ainsi de filtrer les 
fichiers CSV crées à l 'étape précédente. 
1 import : 
// Nous imp or to n s seul em ent l es fi c hi e r s que nous u t ili so n s ( 
parmi l es 16 gé n ér és à l ' é t a p e pr écé d ent e ) 
J "CSV/ Out put . cs v" as output 
4 "CSV/ S stemRequirem en ts . cs v" as sys r equirements 
5 "CSV/ G e n e r a lFeatures . cs v" as generalFts 
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G "CSVI Me diaan dF il es . cs v ll as media 
7 "CSVI S p ecialF eat ur es. cs v " as s pe c ial 
I! 
9 name : 11 \Viki :'vla t rix " 
10 11 1om d e ta feat u re rac in e du 1 fin a l 
11 structure : 
12 out put moveln s p ec ial 
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13 I / P[ace to u tes l es do n nées d e l a vue o u t pu t dans l a vue 
spec i a l 
14 medi a moveln s p ec i a l 
15 
16 defaul t : 
11 11 Di r e ct i ves por tant à to u tes l es v ues 
11, parsing : 
1•1 key : "Id e n t ifi e r" 
20 only _products : "MoinMoin" "DokuWiki" "Media Wiki" "Pm\1/iki" 11 
T \~liki" "Drupal\Viki" "Conflue n ce " "PB wiki" 
2 1 Il F il t r e l es e n t i tés po ur garder uniqu em en t "MoinMoin " " 
DokuW iki " 
2:.? 
n view: ge n eralFt s 
11 rootna1ne : "G en eral" 
2~ 11 Nom e ff ect if de la vue g e n eralF ts 
20 only_features: "Li ce n se " "Language " "Stor a g e " "Li ce n seFee" 
27 
28 view : s p ec ial 
w rootname : "Fun c tion a liti e s" 
30 only _features : "Unicode " 
:Il 
32 view: o u t put 
:ia only _features : "RSS" 
34 
:\5 view : m edia 
:io only_features : "Flas h" "Im a ge Editing" 
37 
3,; view : sys r equir e m e nt s 
a•1 rootname : "Require m ent s " 
10 except_features : "Webserver" 
41 11 Filtr e l a ca r acté ri st iqu e "Webserver" 
Listing 7.4 - Directives de filtrage pour obtenir les 3 Figures 3.1, 3.2 et 3.3 
L'ensemble des directives du Listing 7.4 , permet de restreindre les don-
nées à 3 vues et à 8 entités. Elles sont représentées visuellement par les 
Figures 3.1 , 3.2 et 3.3. 
Maintenant que les directives sont écri tes, il faut que l 'utilisateur lance 
le processus d 'extraction. 
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7.4 Lancement du convertisseur 
Pour créer un modèle de conversion à partir de fichiers CSV et des di-
rectives écrites à l 'étape précédente, il faut utiliser l'objet StoFMLReader de 
notre librairie Java. Cette opération consiste en quelques lignes Java reprises 
par le Listing 7.5. 
p ack age useCases. wik iMatrixDSL; 
1 impor t CSVtoFML . FMLConvert ; 
1 import CSVtoFML . StoFMLReader; 
publi c c l ass Launcher { 
11 publi c stat i c vo id main( Str i ng [) args) { 
1 String path = "wikiMatrixDSL / filt e r s / " ; 
// Do ss ie r contenant l e fichier de dire ct iv e 
9 StoFMLReader stoFMR = new StoFMLReader () ; 
w // Instan c i at ioJ1 de l ecte ur de dir ec tiv es 
11 try { 
11 FMLConvert con ver ter = 
u stoFMR.execute(path + "filt e rSm a ll .stofm" ); 
14 // Début de la co nv e r s ion à partir du fichi e r de 
dir ctives "filt e rSm a ll .stofm" 
1~ } catch ( Exception e) { 
16 e. printStackTrace (); 




Listing 7.5 - Lancement du convertisseur à partir d'un fichier de directives 
Maintenant que le modèle de conversion est établi , l 'utilisateur doit ré-
cupérer le script FAJ\fl LJ..\R intermédiaire qui , une fois exécuté, produira le 
FM final. 
7 .5 Script généré 
Pour récupérer le script FA\JILIAR qui permet de générer le FM final, il 
faut appeler la méthode getFinalFAMILIARScript() de l'objet déclaré à 
la section précédente. Le code Java présenté au Listing 7.6 permet d'imprimer 
ce script au flux standard de sortie. 
1 System.out.println( 
., con ver ter . getFinalF AMILIARScript ()) ; 
Listing 7.6 - Récupérer le script F . .\:\11Ll . .\R 
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La Figure 7.1 reprend un ensemble de métriques pour rendre compte 
du FM généré. Les colonnes renseignent du nombre de données à l 'origine, 
le nombre d 'éléments filtrés, le nombre gardé pour la fusion et donne cer-
taines valeurs relatives au FM généré. Les lignes, quant à elles, renseignent 
le nombre de fichiers (ou vues), de caractéristiques, de rangées, d 'entités et 
de valeurs textuelles qui ont été remplacées par une expression régulière. 
Quelques indications sur le FM final sont données, comme le nombre de fea-
tures différentes (ayant un nom différent), de valeurs induisant une structure 
Obligatoire, Optionnelle, feature morte et textuelles. 
Origine Filtré Gardé FM Final 
Fichiers 16 13 3 -
Caractéristiques 147 19 11 -
Rangées 2016 ? 24 -
Entités 126 118 8 -
Valeurs 18522 18434 88 -
Valeurs remplacées 29 -
Features différentes 41 
Valeurs Obligatoires 33 
Valeurs Optionnelles 2 
Dead Features 25 
Valeurs Textuelles 28 
FIGURE 7.1 - Point de vue General 
Le Listing 7. 7 donne un extrait du script F . ..\ ~11 LI...\R généré par l'appel du 
Listing 7.6. 
, Il F~ls d'étapes 1 pour l 'e ntité MoinMoin 
MoinMoin_Requirements = FM ( R equir ements [ OperatingSystem] [ 
RootAccess ] [ OtherRequirements] ; R equirements - > ! 
Oper at ingSystem ; R equir ement s - > ! RootAccess ; Requirements - > 
! OtherRequirements; ) 
:i MoinMoin_ General = FM ( General : License ProgrammingLanguage 
DataStorage [ Li cens eCost _ Fee ] ; Li ce n se : GPL ; 
Progr amm ing Lang uage : Python ; D ataStor age Files ; Gener al 
- > ! Li censeCost_Fee ; ) 
1 MoinMoin_Funct ionaliti es = FM ( Fun ct i o n a liti es U ni codeSupport 
RSSFeeds EmbeddedFlash [ Im ageEditing ] ; Functionali ties - > ! 
ImageEdi ting ; ) 
s 
6 II F111d'étape 2 pour l 'e ntité MoinMoin 
~ fm_MoinMoin = FM(WikiCompare : ID ; ID : MoinMoin ; ) 
~ for e a c h (f in MoinMoin_ *) do 
" in se rt f into fm_MoinMoin . WikiCompare with mand 
10 end 
, 11 Optimisation. R e tir e l es FMs d 'étap e 1 de l a mémoire. 
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11 removeVariable MoinMoin_Requirement s 
tJ removeVariable MoinMoin General 
11 removeVariable MoinMoin Functionalities 
1' 
6 11 FMs p our 1 ' e ntit é PBwiki 
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11 PBwiki_Functionaliti es = FM ( Function a liti es : f Un icodeSupport] 
R SSFeeds EmbeddedFlash Imag e Editing ; EmbeddedFlash 
Indentedblo ck ; Im ageEdit ing : Number1Number2 ; 
Functiona li ties - > ! UnicodeSupport; ) 
" PBwiki_Requirements = FM ( R equirem e nts : [ Op erat in gSystem ] 
Ro otAccess f OtherRequir eme nt s ] ; Requirements - > ! 
Operat ingSystem ; ) 
J') PBwiki_ General = FM ( General : Li ce n se [ Progr ammingL anguage ] 
DataStorage ] LicenseCost_Fee ; Li cense : No li mit General - > 
! ProgrammingLanguage; General - > ! DataStorage; 
111 fm_PBwiki = FM(WikiCompare : ID ; ID : PBwiki ; ) 
zi foreach ( f in PBwiki _ *) do 
n in sert f into fm_PBwiki. WikiCompare with mand 
1:\ end 
~-1 removeVariable PBwiki Functionalities 
remove Va ri able PBwiki _ Requirements 
~11 removeVariable PBwiki General 
17 
_ Il R e tir é l es FMs d es a utr es e ntit és p a r s ou c i d e li s ibili té 
2!I 
m Il Et a pe 3 , union s tri c t e d e tou s l es FMs d ' é t a pe 2 
1 final FM = merge sunion fm_ * 
Listing 7.7 - Script FA\11LIAn généré à partir des directives du Listing 7.4 
Par souci de lisibilité, les scripts intermédiaires pour les FMs DokuWiki , 
PmWiki , Drupa/Wiki , TWiki , MediaWiki et Confluence ont été retirés. Les 
lignes 2, 3 et 4 correspondent aux trois FMs générés par l 'étape 1 du pro-
cessus d 'extraction pour le moteur de wiki MoinMoin , c'est-à-dire qu'elles 
contiennent la variabilité associée aux différentes vues pour une entité par-
ticulière. Les lignes 7 à 10 donnent le script généré par l 'étape 2 de notre 
convertisseur. Les lignes 12 à 14 sont présentes par souci d 'optimisation, 
comme énoncé dans la Section 8.3.2. Elles permettent de décharger de la 
mémoire des FMs plus utilisés. Les lignes 17 à 26 sont équivalentes aux 
lignes précédemment énoncées, mais dédiées à l 'entité PBwiki . Pour finir, la 
ligne 31 opère une fusion sur l 'ensemble des FMs d 'étape 2. 
Pour récupérer le FM final, l 'utilisateur doit exécuter le script F . ..\ \ J ILlAH 
obtenu à cette étape. 
7.6 Génération du FM final 
Pour récupérer le FM final, il faut appeler la méthode getFinalFea-
tureModel(boolean) de l'instance converter , précédemment déclarée. Le 
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paramètre booléen permet d'obtenir une génération verbeuse, retraçant les 
différentes étapes de conversion. 
System. out. println ( 
con ver ter. getFinalFeatureModel ( fa l se )); 
Listing 7 .8 - Récupération du FM final 
Le Listing 7.9 donne le FM final généré par notre processus d'extraction. 
Il est obtenu en appelant la méthode donnée dans le Listing 7.8. Par souci 
de lisibilité, nous avons retiré un certain nombre de contraintes. Il faut noter 
que celles-ci sont assez complexes et ne sont pas facilement compréhensibles 
ni modélisables manuellement. La ligne 1 stipule que le FM est placé dans 
la variable FinalFM. La ligne 4 donne la première production, c'est-à-dire 
qu'elle contient la racine, les différentes vues et la feature ID. La ligne 7 donne 
le développement de la vue Functionnalities qui contient deux groupes : un 
groupe Ou et un groupe Et. La ligne 12 nous montre l'ensemble des identi-
fiants dans un groupe Alternatif. Les contraintes sont renseignées à partir de 
la ligne 24. 
1 FinalFM = FM( 
11 WikiCompare est la feat ur e ra c in e 
a 11 Functionalities , R equirements et Ge n eral sont l es 3 vues 
4 Wiki Compare: Functionali ties Requirements General ID 
6 11 Associat i on des caractéristiques aux 3 vues 
1 Functionalities: (UnicodeSupport I ImageEditing)+ EmbeddedFlash 
RSSFeeds ; 
x Requirements: ( OperatingSystem I OtherRequir ements)? [ RootAccess] 
;i General: ( LicenseCost_Fee I DataStorage) + License [ 
ProgrammingLanguage] ; 
10 
11 Il Liste d es noms d'entités sous la feature spéc ial e ID 
-, ID: (MoinMoin I TWiki I Pm Wiki I PBwiki I DrupalWiki I Confluence I DokuWiki 
1 Media Wiki) ; 
13 
11 11 Li ste des ca ra ctéristiqu es et l e ur s so us-featu r es 
1~ ImageEditing: ( umberl umber2] ; 
111 EmbeddedFlash: [ Indentedb lock] ; 
1 OtherRequirements: [ Java5 ] ; 
License: (GPLI Commercial I GPL21 Nolimit) 
rn LicenseCost_Fee: (Differentlicences IUSlOICommunity)? 
2u ProgrammingLanguage: ( Java I Python I PHPI P erl) 
21 DataStorage: ( Files I FilesRCS I Database) 
2a 11 Quelques cont raint es 
2-1 ( Confluence - > Java); 
2s (Number1Number2 - > Indentedb lo c k) ; 
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•ct ( FilesRCS - > TWiki) ; 
>1 (TWiki - > Perl); 
!>< ( Files - > UnicodeSupport) ; 
N (Java-> Confluence) ; 
10 (((((((((((((((((((((((((true & !FilesRCS) & !Java5) & !Database 
) & !Nolimit) & !OtherRequirements) & ! Differentlicences) & ! 
Number1Number2) & ! Perl) & ! Java) & ! PBwiki) & ! DrupalWiki) & 
!Python) & !Operat ingSystem) & !Community) & !RootAccess) & 
!Commercial) & !TWiki ) & !MoinMoin) & !GPL) & !USlO) & ! 
Pm Wiki) & ! Media Wiki) & ! Indentedblock) & ! Confluence) - > 
!((((((((((((((((true & GPL2) & PHP) & true) & 
LicenseCost_Fee) & true) & true) & t ru e) & Files) & 
ProgrammingLanguage) & UnicodeSupport) & ImageEditing) & 
DokuWiki) & DataStorage) & true) & true) & true)); 
.11 ((((((((((((((((((((((((true & !FilesRCS) & !Java5) & !Database) 
& ! Nolimit) & !GPL2) & ! OtherRequirements) & ! 
Differentlicences) & !Number1Number2) & ! Perl) & !Java) & ! 
PB wiki) & ! Drupa lWiki) & ! OperatingSystem) & ! Community) & ! 
Commercial) & ! TWiki) & ! DokuWiki) & ! USlO) & ! Pm Wiki) & !PHP 
) & !MediaWiki) & !Indentedblock) & !Confluence)-> 
! ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( MoinMoin & GPL) & true) & true) & 
LicenseCost_Fee) & true) & true) & Files) & true) & 
ProgrammingLanguage) & Python) & U nicodeSupport) & 
ImageEditing) & RootAccess) & DataStorage) & true) & true) & 
true)) ; 
J2 ( Commercial - > Conf! uence) ; 
:14 // Les au t r es c ontraint es ont é t é r e tir ées par s ou c i s de 
li s ibilit é 
Listing 7.9 - Extrait du FM final résultant de l'extraction 
Chapitre 8 
Évaluation 
Dans ce chapitre , nous évaluons le processus d 'extraction décrit au Cha-
pitre 4. Pour cela, nous parlons de la performance et de la montée en charge 
de notre approche. En effet, elle se base sur des algorithmes comme, par 
exemple, la fusion , qui est elle-même basée sur un problème SAT NP-complet. 
Cette évaluation est primordiale dans le cadre de ce mémoire. Elle permet 
de rendre compte l'utilisabilité et des limites réelles de notre convertisseur 
qui , dans un cas échéant, pourrait être utilisé dans l'industrie. 
Dans la Section 8.1 nous décrivons les tests que nous exécutons pour dé-
terminer les limites de scalabilité de notre contribution. Nous y déterminons 
le mode opératoire, l'environnement d 'exécution, les différents ensembles de 
données en entrée ainsi que différentes métriques permettant de mesurer la 
performance. Ensuite, nous exposons deux scénarios. Le premier, à la Sec-
tion 8.2, donne un cas d'utilisation classique en utilisant les paramètres par 
défaut de F.-UfILI.-\R . Le second, à la Section 8.3, décrit des optimisations 
pour une meilleure montée en charge. Ces deux sections présentent les résul-
tats des tests. Finalement , dans la Section 8.4, nous discutons de la validité 
des modèles générés. 
8.1 Établissement des tests 
Pour identifier les limites de scalabilité de notre approche, nous mettons 
en œuvre une série de tests. Ils se veulent synthétiques dans la façon de créer 
les modèles de conversion, mais ils sont basés sur les données fournies par 
WikiMatrix (introduit au Chapitre 3) qui constitue un cas d'utilisation réa-
liste. Si les résultats montrent la montée en charge de l'application pour un 
grand nombre de features, nous pourrons conclure que ceux-ci sont généra-
lisables à d'autres cas, ainsi qu'à l 'industrie. 
ous avons créé un générateur de directives de filtrage qui crée des mo-
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dèles de conversions à partir de 3 paramètres : 
- n Vues , le nombre de vues ; 
- nCaracteristiques , le nombre de caractéristiques; 
- nEntites , le nombre d'entités / produits. 
Au niveau de la scalabilité, ces paramètres ne sont ut iles que pour gé-
nérer des données en entrée plus ou moins importantes. L'extraction de la 
variabilité se fait sur un ensemble de valeurs équivalentes à nValeurs = 
nVues * nCaracteristiques * nEntites . Nous avons décidé de ne pas consi-
dérer comme important les paramètres séparément, car nous estimons que 
ceux-ci n'influencent que la structure du FM final, pas le temps de calcul. 
Les modèles générés contiennent des valeurs prises aléatoirement à partir 
des données de WikiMatrix. Grâce à notre générateur , nous lançons les tests 
en créant à la volée des modèles de conversions contenant progressivement 
de plus en plus de valeurs. A chaque exécution, nous générons un fichier 
rapportant différentes métriques du FM généré. Elles visent à caractériser 
plus finement les modèles de conversion associés. Voici les plus importantes : 
- nObligatoire , le nombre de valeurs Obligatoires; 
- nOptionnelles , le nombre de valeurs Optionnelles ; 
- nDeadFeatures, le nombre de valeurs features mortes; 
- nTextualValues , le nombre de valeurs textuelles; 
- tempsExec, le temps d'exécution du processus d 'extraction pour gé-
nérer le FM final. Celui-ci est mesuré en utilisant des timestamps. 
t fin - t debut = t exec avec t fin et t debut respectivement les - - - - -
timestamps de fin et de début de l'exécution de l'algorithme et t_exec 
le temps d 'exécution en secondes; 
- nUniqueFeature , le nombre de features dans le FM final. ous dési-
gnons par « feature unique » une valeur produisant une nouvelle featu re 
dans le FM final. 
La configuration de test est un ordinateur de bureau classique. Il est 
composé d 'un processeur Intel Core 2 duo E6750, 6Go Ram à 800Mhz de 
fsb et un disque dur Western Digital Raptor 150 Go 15000tr / min. Le tout 
tourne sur Ubuntu 11.04 desktop 64bit, OpenJDK 20.0-bll, eclipse 3.6.2 et 
une version de FA:\JILIAR compilée avec les sources datant du 22 Mai 2011. 
Grâce aux métriques présentées dans cette section, nous allons déterminer 
la montée en charge brute de notre approche et vérifier si les interprétations 
en terme de structure des valeurs particulières influent sur la performance 
du processus d'extraction. 
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8.2 Scénario de base 
Nous allons tester dans cette section la scalabilité du processus d'extrac-
tion avec notre outil et F . .\:\11LL-\.11 paramétré par défaut. En lisant la litté-
rature [25], nous avons remarqué la limite pratique de certains algorithmes 
utilisés par l 'opérateur de fusion de FA:\JILIAn , c'est pourquoi, nous le pré-
sentons en détail, en vue de les identifier, à la Section 8.2.1. Finalement, les 
résultats de l'application des tests et l'interprétation de ceux-ci sont donnés 
à la Section 8.2.2. 
8.2. 1 Algorit hme de fusion de FAMILIAR 
Comme décrit dans la Section 2.2.4 , l'algorithme de fusion est utilisé 
pour créer une représentation compacte de tous les FMs d'entités. Comme 
illustré par la Figure 8.1 , il encode les FMs en entrée, FM1 à FMx (avec 
x le nombre de FMs) , en des formules propositionnelles, FP1 à FP x. Il 
effectue alors certaines opérations booléennes sur celles-ci, en fonction du 
mode de fusion choisi, ce qui produit une nouvelle formule propositionnelle 
nommée FPFusion . Cette dernière est alors passée dans un algorithme de 
reconstruction de hiérarchie [25]. L'algorithme peut restaurer la hiérarchie 
résultant de la fusion des FMs donnés en entrée en utilisant prioritairement 
des contraintes implicites : les liens parent-enfants (différents groupes et re-
lations). 










~ - - - - - - - - - - - - - - - - - - - - - - - - - - - - _I 
FlGURE 8.1 - Algorithme de fusion classique 
8.2.2 Résultats et interprétation 
Selon le cadre décrit à la Section 8.1, nous avons lancé un test compor-
tant 20 entités, 12 vues avec 5 caractéristiques chacune. Le résultat du test 
est illustré par la Figure 8.2. Avec ces paramètres, 1200 valeurs sont prises 
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en considération et le FM final contient 391 features. Nous avons lancé le 
script F . ..\~IJLI.\11 généré par notre processus d 'extraction. ous avons décidé 
de l 'arrêter après 10 minutes d'exécution. Malgré que le test porte sur des 
données de petite taille, le temps d'exécution est important. 
Test Valeurs Secondes Features Obligatoire Dead Optionnel Textuelle 
20 12 5 1200 > 600 391 286 280 281 353 
FJGURE 8.2 - Résultat d 'évaluation du scénario de base 
Nous constatons que la performance est un problème majeur dans notre 
approche. Nous avons identifié certains goulots d'étranglement, comme par 
exemple, l'algorithme de Czarnecki 1 . C'est pourquoi nous avons implémenté 
différentes optimisations et conduit une batterie de tests afin de vérifier la 
scalabilité de notre approche optimisée. Nous les décrivons dans la section 
suivante. 
8.3 Scénario optimisé 
Dans cette section, nous présentons les différentes techniques d'optimisa-
tion du processus d'extraction, ainsi que de FA:\IILIAn . Celles-ci sont utilisées 
à plusieurs niveaux, aussi bien dans la création d 'un processus de fusion dédié 
à notre approche, décrit à la Section 8.3 .1, que dans l'utilisation de librai-
ries efficaces et d'astuces algorithmiques, exposées à la Section 8.3.2. Elles 
ont été développées en vue de répondre au problème de montée en charge 
énoncé dans la section précédente. Ensuite, dans la Section 8.3.3 , nous éva-
luerons notre approche par une série de tests et donnerons l'interprétation 
des résultats. 
8.3 .1 Fusion par structure approx imée 
L'algorithme de fusion que nous avons développé particulièrement pour 
notre processus d 'extraction est décrit par la Figure 8.3. ous l 'avons appelé 
fusion par structure approximée car nous utilisons une approximation, un 
squelette du FM à obtenir. Il est construit en inférant sa hiérarchie à partie 
des données en entrée de notre processus d 'extraction ainsi que des directives 
renseignées par l'utilisateur. La fusion s'effectue selon les étapes suivantes : 
(1) les FMs en entrée, FM1 à FMx, sont encodés en des formules pro-
positionnelles, nommées FP1 à FPx; (2) certaines opérations booléennes 
sont exécutées selon le mode de fusion de base et on obtient FPFusion , 
une expression booléenne résultant de la fusion; (3) on encode la structure 
1. En effet, cet algorithme, étant de complexité élevée pour la construction des grou-
pements Ou, monte difficilement en charge. 
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approximée en une formule propositionnelle, nommée FPApproximé ; (4) 
on exécute la fusion en mode différence sur les deux formules FPFusion 
et FPApproximé. On obtient alors une formule booléenne qui correspond 
à un ensemble de contraintes; (5) on ajoute les contraintes obtenues à la 
structure approximée, qui est une déjà hiérarchie de features. On obtient 
alors, un FM qui a le même ensemble de configurations que celui résultant 
de l'algorithme de fusion classique utilisant l'algorithme de reconstruction 
de hiérarchie (25], à la différence près que l'opérateur utilisé est de faible 
complexité. Les opérations qui sont en bleu à la Figure 8.3 sont celles qui 











FIGURE 8.3 - Fusion par structure approximée 
La clé de notre solution est la création de la structure approximée. L'idée 
est de créer une généralisation (nous la nommerons par la suite FMA) du 
FM à obtenir (FMF ou FM de Fusion). Pour ce faire , nous utilisons un 
processus qui parcourt les différents tableaux du modèle de conversion et 
les données associées. L'algorithme est de complexité linéaire et est décrit 
comme suit : 
- Créer un nouveau FM désigné FMA. 
- Nommer la racine de FMA par le rootFeatureName du modèle de 
conversion. 
- Créer la feature particulière ID sous la racine de FMA . 
- Ajouter sous ID l 'ensemble des identifiants des entités dans un groupe 
Alternatif Celui-ci est obtenu en faisait l 'union des identifiants de cha-
cune des vues. 
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- Itération pour chaque vue : 
- Créer une feature Obligatoire avec le nom de la vue et la placer sous 
la racine. Nous l 'identifions par FVue . 
- Itération pour chaque caractéristique de FVue : 
- Créer une feature Obligatoire avec le nom de la caractéristique et 
la placer sous FVue . Nous l'identifions par FCar . 
- Itérer pour chaque valeur associée à la caractéristique pour inférer 
la relation entre FVue et FCar : 
- Si la valeur correspond à l'interprétation par la structure Obli-
gatoire (par exemple, « Yes »), ignorer ( car la relation actuelle 
entre FVue et FCar est déjà Obligatoire). 
- Si, la valeur correspond à une structure Optionnelle, transformer 
la relation entre FVue et FCar en une relation Optionnelle. 
- Si la valeur correspond à une structure dead f eature, transformer 
la relation entre FVue et FCar en une relation Optionnelle 
- Si la valeur est textuelle, ajouter une sous-feature Obligatoire à 
FCar . 
- Si toutes les valeurs associées à FCar induisent des dead features, 
ajouter une contrainte impliquant la négation de FCar . 
- Si des valeurs textuelles sont présentes pour la caractéristique : 
- S'il n 'y a qu'une valeur textuelle et que FCar est Optionnelle, 
changer la relation entre FCar et la valeur en Optionnelle. 
- S'il y a plusieurs valeurs textuelles et que FCar est Optionnelle, 
placer ces valeurs dans un groupe Mutex. 
- S'il y a plusieurs valeurs textuelles et que FCar est Obligatoire, 
placer ces valeurs dans un groupe Alternatif. 
- Si chaque caractéristique de F Vue est Optionnelle, modifier la rela-
tion entre la racine et FVue en une relation Optionnelle. 
- Transformer cette hiérarchie dans le langage de modélisation de FA:\IILIATl . 
Il est intéressant de noter que pour obtenir une caractéristique Obliga-
toire, il est nécessaire que toutes les valeurs associées soient des structures 
Obligatoires. À l'inverse, pour obtenir une vue Optionnelle, il est nécessaire 
que toutes les caractéristiques associées aient des relations Optionnelles. 
Notre approximation FMA est uniquement composé des groupes Et, Al-
ternatif et Mutex. En effet, le groupe Ou est trop difficile à inférer avec une 
analyse du modèle de conversion (stratégie syntaxique). 
8.3.2 Optimisations diverses 
Le script F . ..\:\JJLL..\.n, qui résulte de l 'extraction de variabilité, comporte un 
grand nombre de FMs. Tous les charger en mémoire prend beaucoup de place 
pour un catalogue de produit un minimum conséquent . C'est pourquoi nous 
avons identifié 3 optimisations possibles, liées aux chargements dynan1iques 
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de ceux-ci. 
1. Comme expliqué dans la Section 4.3.3 , le processus d 'extraction se 
déroule en 3 étapes. La première consiste en la génération d 'un FM 
par entité et par vue. Ils sont alors chargés en mémoire. La seconde, 
crée des FMs qui résultent de l'agrégation des FMs d'étape l. À partir 
du moment où un FM d'étape 1 est inséré dans un FM d'étape 2, il 
n'est plus utilisé. C 'est pourquoi, nous insérons dans le script F.,-\:\lILlATI 
généré une opération de suppression des FMs concernés après chaque 
nouveau FM d'étape 2. Il suffit d'appeler« removeVariable nomDeFM » 
pour retirernomDeF M de la mémoire. 
2. Nous avons modifié F . .\l\1IL1AR pour que, lors du chargement d'un FM, 
son expression booléenne soit calculée et enregistrée dans une variable 
en mémoire. Cette optimisation permet de ne pas la recalculer à chaque 
appel. 
3. Nous avons changé la structure d'appels de F'AMILI...\.R pour que celui-ci 
charge un FM en mémoire uniquement quand celui-ci est appelé. 
Ces optimisations sont mineures en termes de code et d'impact, mais 
elles peuvent, dans certains cas, amener des gains de performances non né-
gligeables. Leur utilisation n 'importe évidemment pas un changement dans 
l'ordre de grandeur des opérations exécutées. 
En lisant la littérature [48], nous avons identifié une heuristique pour la 
compilation de BDD qui permet de mieux monter en charge (l'algorithme de 
BDD de base plafonne à 2000 features différentes). Nous avons donc décidé 
d 'intégrer S.P.L . ...\..R . pour cette tâche. 
8.3.3 Résultats et interprétation 
Nous avons effectué une batterie de tests, selon le cadre décrit à la Sec-
tion 8.1 , en faisant varier les paramètres n Vues, nCaracteristiques et 
nEntites. Nous avons repris les différents résultats bruts dans le tableau 
de la Figure 8.4. Les différents tests sont nommés, par convention, selon 
leurs paramètres : nEntites _ n Vues_ nCaracteristiques. L'ensemble de 
nos tests sont scalables, du moins , jusqu'au test 120 _ 13 _ 30 inclus. Nous 
déterminons comme non-scalable un test dont la complexité en temps ou en 
mémoire explose de manière exponentielle. Nous n 'avons pas jugé intéressant 
d 'étendre les tests au-delà. Premièrement, car l'entièreté de la variabilité de 
WikiMatrix est convertie (sauf 3 vues contenant des informations inutiles 
pour le processus de configuration, par exemple, le nom des auteurs des 
différents moteurs de wiki ainsi que le numéro de version actuelle du pro-
gramme). Deuxièmement, car le temps d'exécution de l'algorithme devient 
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trop important pour une utilisation pratique. En effet, le dernier test com-
portant 13680 valeurs a pris presque 24 minutes pour créer le FM compact. 
À partir de données en entrée d 'une certaine taille, l'utilisateur veillera donc 
à inclure le processus d 'extraction dans un batch. Troisièmement, car nous 
estimons que travailler sur un FM de cette taille lors de la tâche de configu-
ration devient une tâche difficile pour l'utilisateur. L'analyse du tableau à la 
Figure 8.4 a permis de soulever certaines remarques à propos de la scalabilité 
de notre approche. Nous les exposons dans la suite de cette section. 
Test Valeurs Secondes Features Obligatoire Dead Optionnel Textuelle 
30 5 5 750 12 262 223 178 104 245 
20 11 5 1100 14 351 277 257 248 318 
20 12 5 1200 15 391 286 280 281 353 
20 10 12 1800 21 526 439 474 364 523 
20 11 12 1920 21 550 473 515 384 548 
20 11 15 2000 22 570 494 543 395 568 
40 11 12 3840 61 899 1141 1007 527 1165 
40 11 15 4000 63 928 1192 1064 540 1204 
80 11 12 7680 317 1542 2093 2103 1097 2387 
120 10 8 9000 671 1732 2441 2415 1296 2848 
120 11 15 12000 1000 2126 3314 3353 1701 3632 
120 13 30 13680 1433 2532 3560 3911 2056 4153 
FIGURE 8.4 - Résultat d 'évaluation du scénario optimisé 
Considérons le graphique de la Figure 8.5. Il montre l 'évolution du temps 
d 'exécution selon le nombre de features uniques. Nous pouvons remarquer 
que le temps d 'exécution augmente en 3 étapes. La première concerne les 
tests 30 _ 5 _ 5 au 20 _ 11 _ 15 . Il est dans le même ordre de grandeur, c'est-
à-dire entre 12 et 22 secondes pour un écart de 308 features. La deuxième 
consiste en une étape intermédiaire qui regroupe les tests 4 0 _ 11 12 et 
40 _ 11 15 ayant respectivement 899 et 928 features. Le temps d 'exécu-
tion de 40 _ 11 15 est pour ainsi dire triple de 20 _ 11 15 alors que le 
nombre de features ne fait que d 'augmenter de 63%. Nous constatons donc 
un ralentissement dans la performance par rapport à la première série de 
tests. La troisième étape concerne les tests 80 _ 10 _ 8 à 120 _ 13 _ 30. Elle 
amène une cassure nette en terme de performance entre le test 4 0 _ 11 15 
et 80 _ 10 _ 8 . En effet, il y a un bond de 63 à 317 secondes pour une aug-
mentation de 928 à 1542 features. C'est-à-dire que pour une augmentation 
de plus de 5 fois le temps d 'exécution , il y a une augmentation de 66% de 
features. Cette tendance se confirme pour les tests jusqu 'à 120 _ 13 _ 30 . 
Nous supposons donc que lorsque notre algorithme dépasse la barre des 1000 
features, le temps d 'exécution devient gênant pour l 'ut ilisateur. En regar-
dant les résultats, nous supposons aussi que la scalabilité de notre approche 
dépend uniquement du nombre de features différentes dans le FM final. 
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FIGURE 8.5 - Évolut ion du nombre de features différentes et le temps d 'exé-
cution 
A la vue de la constatation précédente, nous pourrions penser que l'ac-
croissement soudain du temps d 'exécution au seuil des 1000 features uniques 
est du à la nature des variables considérées. Selon la Figure 8.6, qui montre 
l'évolution des proportions de différents types de valeurs, il n'en est rien. En 
effet, les différentes proport ions varient entre chacun des tests, mais pas de 
manière suffisante pour expliquer une telle envolée du temps d 'exécution. Ce 
graphique infirme donc que le nombre de features de types différents impacte 
les performance de l'extraction. Cette constatation est quand même à nuan-
cer . En effet, si l 'utilisateur ajoute des valeurs qui ne créent pas de features 
uniques, il augmentera toutefois le temps d'exécution vu que l 'algorithme 
devra traiter les nouvelles valeurs. 
La Figure 8. 7 nous montre que plus il y a de valeurs considérées, moins 
il y a proportionnellement de features différentes. On peu imaginer que plus 
il y a de valeurs, plus la probabilité d 'ajouter une nouvelle feature au FM 
final diminue. 
8.4 Validité du FM généré 
La validité du FM produit par le processus d 'extraction est difficile à 
définir. En effet, la génération de ce FM est associée à un certain nombre 
d ' interprétations du catalogue de produi ts. Nous dirons que le FM extrait 
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est valide si l'ensemble des configurations de celui-ci correspond à l'ensemble 
des produits du catalogue augmenté des configurations résultant de l 'inter-
prétation des valeurs. De plus, pour être correct, notre convertisseur doit 
fournir à l 'utilisateur des fonctionnalités permettant d'exprimer ses besoins 
et de les appliquer sans effets indésirables ou bugs. 
Des tests unitaires ont été écrits pour valider le FM à deux niveaux : 
- Vérifier si le FM final est correct . Nous testons toutes les fonctions de 
toutes les étapes du processus d 'extraction, comme l'import des fichiers 
CSV, les directives associées au DSL, les features et relations des FMs 
intermédiaires ainsi que la structure et configuration du FM généré. 
Les tests sont basés sur le modèle : ( 1) donner une entrée visant à 
tester une limite particulière de l'algorithme; (2) comparer la sortie de 
l'algorithme avec le résultat à obtenir créé manuellement. 
Nous vérifions si les constructions approximées de notre approche op-
timisée sont correctes avec une stratégie syntaxique, c'est-à-dire que le 
squelette en sortie de notre algorithme est équivalent à un squelette 












FIGURE 8.7 - Évolution du nombre de features différentes par rapport aux 
valeurs 
créé manuellement. Pour compléter notre test, nous vérifions, en plus, 
à partir de différents ensembles de données, si les squelettes de FM sont 
bien une généralisation de la formule propositionnelle du FM résultant . 
L'ent ièreté des tests unitaires passe avec succès. Il peut toutefois subsis-
ter des bugs non couverts par nos tests. 
Il peut être intéressant de compléter la définition de la validité du FM 
final, énoncée ci-dessus, par le concept d 'expressivité. En effet, comme ex-
pliqué à la Section 2.1 , les contraintes implicites, c'est-à-dire les relations de 
groupe, renforcent la sémantique de la hiérarchie de featu res . Elles évitent 
d 'utiliser des contraintes booléennes, dites explicites, qui sont peu lisibles 
par l'utilisateur de par leur complexité. Un FM bien modélisé est un FM 
contenant le plus d'informations sémantiques possible. Comme soulevé dans 
la Section 8.3.1, notre optimisation par approximation de structure n 'utilise 
pas les groupes Ou. Ils sont par conséquent remplacés par des contraintes 
explicites qui peuvent être conséquentes. Il y a donc, à ce niveau, une perte 
de quali té dans la génération de la structure du FM final par rapport à l'uti-
lisation de l'algorithme de reconstruction de hiérarchie [25] . Cependant , nous 
trouvons que l 'optimisation utilisée est un bon compromis. Elle apporte une 




Nous présentons dans ce chapitre l'ensemble des travaux connexes aux 
différentes contributions de ce mémoire. Nous avons parcouru la littérature 
a.fin de trouver des publications intéressantes au sujet : (1) de l 'extraction de 
la variabilité de catalogues de produits existants ou de sources de données 
semi-structurées; (2) du processus de veille technologique des travaux dont le 
nôtre dépend; (3) des travaux dans d 'autres domaines comportant des idées 
intéressantes. Ils sont abordés respectivement aux Sections 9.1, 9.2 et 9.3. 
9.1 Extraction de la variabilité 
Comme expliqué dans la Section 2.3.2, notre approche est sous-tendue 
par F.-UHLIAR, ce qui amène intrinsèquement un lot d 'avantages et d 'incon-
vénients. En effet , nous avons défini dans le Chapitre 2 qu 'un « bon » FM est 
un FM expressif. Pour cela, nous essayons d'utiliser le plus de contraintes im-
plicites possible. Cependant, nous sommes limités par le formalisme que nous 
utilisons pour représenter le FM. S'il est possible de créer de façon scalable 
des FMs avec des groupes Ou et encore mieux avec des groupes à Cardinalité, 
l'utilisateur sera d'autant plus satisfait. De la même manière, certains cata-
logues de produits utilisent des intervalles de valeurs numériques. Le type 
entier ou réel peut être très utile pour, par exemple, donner un prix à un 
produit. Ce sont quelques-unes des extensions de notre approche qui permet-
traient de générer de meilleurs FMs. Il peut aussi être intéressant d 'étudier 
le concept d 'attribut [11 , 10] et en quoi celui-ci pourrait améliorer la qualité 
du FM généré par notre approche. 
Dans [12], il est présenté un benchmark sur la variabilité liée aux configu-
rations avec Kconfig du noyau Linux. Il est utile de remarquer que Kconfig 
utilise uniquement des contraintes binaires dont la consistance est vérifiée 
par un solveur 2-SAT de complexité polynomiale contrairement à FA!\1ILL.\R 
qui utilise des clauses ternaires dont la vérification de la consistance est 
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NP-complète. Le cas d'utilisation présenté est intéressant, car, pour la pre-
mière fois dans la littérature, il est de taille conséquente. Ils indiquent qu 'il 
existe 5323 features dans le noyau Linux. Vu que, dans nos tests présen-
tés la Section 8.3.3, nous arrivons a convertir un FM de 13680 valeurs avec 
2532 features différentes, ce qui est du même ordre de grandeur, nous pou-
vons conclure que notre approche est performante et utilisable pour des cas 
d'utilisation dans l 'industrie. 
9 .2 Veille technologique 
Notre implémentation repose sur FA~IILI...\TI (décrit à la Section 2.3.2), qui 
lui-même utilise un grand nombre de projets connexes tels que Featnr<·IDE, 
S.P.L....\ .n ., SAT4J et JavaBDD ainsi que certains algorithmes comme celui 
de Czarnecki [25) qui reconstruit une hiérarchie à partir d'une expression 
logique. Une veille technologique soutenue à propos de ceux-ci est indispen-
sable car des contributions pourraient apporter de grands avancements pour 
le processus d'extraction. Par exemple, si l'algorithme de Czarnecki monte en 
charge pour plus de 400 features, nous pourrions considérer l'utiliser pour de 
grands FMs. Cela permettrait d'obtenir des FMs de meilleure qualité vu que 
celui-ci reconstitue les groupes Ou, contrairement à notre stratégie d'opti-
misation par approximation de structure. Des informations complémentaires 
sur les limites actuelles de notre approche sont disponibles à la Section 8.4. 
De la même manière, si la librairie SAT4J améliorait l 'heuristique de ré-
solution des problèmes SAT, la performance de notre programme en serait 
favorablement impactée. 
9.3 Travaux connexes 
Une approche intéressante est décrite dans [35). Ils extraient un dia-
gramme de classe à partir de feuilles de calcul selon un processus automatisé. 
L'algorithme développé essaye de repérer des motifs types en parcourant les 
tableaux à deux dimensions des feuilles de calcul. Les motifs sont utilisés pour 
donner une interprétation en terme de classes et de relations à des données 
sémantiquement pauvres. os recherches respectives se ressemblent, car elles 
visent a extraire un modèle expressif à partir de données semi-structurées. 
Cependant, les réalisations sont fort différentes. En effet, ils essayent d'ex-
traire automatiquement les données sans aucune intervention de l'utilisateur , 
ce qui mérite d 'être étudié. Cette extraction amène néanmoins à un problème 
de validité des modèles générés. Les tests qu 'ils ont dirigés ont montré que 
40% des feuilles de calcul converties correspondent aux modèles cherchés. 
Notre approche, par contre, fait certaines interprétations, mais l'utilisateur 
peut paramétriser le processus d 'extraction à tout niveau, ce qui lui permet 
d 'obtenir le FM recherché. Il pourrait toutefois être intéressant de suivre 
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certaines pistes pour pousser l'automatisation de notre approche. 
L'approche présentée dans [36] donne un processus d 'extraction d 'un FM 
â partir de données peu structurées diffusées sur le site Softpedia.com. Un 
système d'analyse de recommandation y est adjoint pour permettre â un 
utilisateur de sélectionner le produit qui lui correspond en donnant au sys-
tème une description en langage naturel du produit qu 'il veut obtenir. Cette 
approche utilise des algorithmes d'exploration textuelle et de groupement 
pour générer un feature model probabiliste et ensuite utiliser des algorithmes 
d'exploration des règles d'associations et des k-Nearest-Neighbor pour géné-
rer des recommandations sur des features particulières. Plusieurs points sont 
â étudier : (1) comparer leur processus d'extraction et celui présenté dans ce 
mémoire en vue de les améliorer de manière réciproque; (2) étudier s'il est 
possible d'adjoindre leur système de recommandation â notre approche; (3) 
étudier en quoi l'analyse du langage naturel permettrait d'améliorer notre 
processus d'extraction. 
Notre processus d'extraction se base sur un modèle de conversion pour 
normaliser les données en entrée. Ce modèle crée des points pivots pour la 
fusion. Il n'y a donc pas de problèmes d'alignements dans notre approche. 
Il peut toutefois en apparaître si l'utilisateur fusionne deux FMs extraits â 
partir de catalogues de produits hétérogènes. Il devra alors les manipuler 
avec les opérateurs fournis par FA 11LL-\R pour adapter ces FMs et créer les 
pivots nécessaires â la fusion. Le lecteur qui est intéressé par les problèmes 
d'alignement, peut lire [28]. 
Employer des FMs probabilistes [21] conjointement avec notre processus 
d'extraction pour aider l'utilisateur dans le processus de configuration serait 
une extension pratique â notre approche. Les différentes probabilités asso-
ciées aux nœuds pourraient être calculées â partir de métriques portant sur le 
catalogue de produit en entrée. Par exemple, si une valeur textuelle associée 
â une caractéristique particulière revient dans beaucoup de produits, nous 




Les Feature Models (FMs) sont couramment utilisés dans l 'ingénierie des 
lignes de produits logiciels (Software Product Lines - SPLs) pour documenter 
et raisonner sur la variabilité relative à une famille de produits. Les produits 
sont alors décrits en terme de caractéristiques (appelées features) , structurées 
hiérarchiquement, qui peuvent être obligatoire ou optionnelles, représenter 
des alternatives, ou dépendre d'autres caractéristiques. 
La modélisation manuelle d'un FM constitue une lourde tâche, consom-
matrice en temps et sujette à erreurs. À partir d'une certaine taille, il peut 
nécessiter des contraintes complexes et non intuitives. Il est donc irréalisable 
de construire un FM à partir d'un cas industriel comportant plusieurs mil-
liers de features. Généralement, dans le cas de la modélisation d'une SPL 
déjà existante, la variabilité des produits est déjà documentée dans des cata-
logues qui consistent souvent en des fichiers peu structurés qui caractérisent 
les produits selon différentes perspectives. Dans ce mémoire, nous proposons 
une procédure automatisée et générique qui extrait un FM compact et repré-
sentatif d'un catalogue de produits existant. Notre approche vise à permettre 
à des organisations de convertir leurs SPLs existantes en des FMs avec très 
peu d 'investissement. 
Pour aider l'utilisateur à paramétriser le processus d'extraction, nous 
avons développé un langage déclaratif dédié. Il permet de filtrer les données 
en entrée, de définir leur interprétation en terme de variabilité et de structu-
rer la hiérarchie du FM final. Une fois les directives écrites, notre processus va 
les transformer, ainsi que les données entrées, en une représentation logique. 
L'idée clé de notre approche est de dériver une formule propositionnelle qui 
« imite » toutes les combinaisons valides des caractéristiques de produits et 
qui peut être analysée par les solveurs SAT ou de diagrammes de décision 
binaire. Cette formule est définie sur un ensemble de variables booléennes 
dont chacune correspond à une caractéristique de produit. Grâce un algo-
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rithme de fusion, nous obtenons une représentation logique et compacte de 
l'entièreté de la variabilité du catalogue de produits donné en entrée. Nous 
créons alors, à partir de cette formule, une hiérarchie de feature que nous 
appelons FM final. 
Nos résultats d'évaluation démontrent la scalabilité et la praticabilité de 
l'approche sur des données publiques et larges ainsi que la validité des FMs 
produits. La montée en charge de notre application a été rendue possible par 
l'implémentation de diverses optimisations, dont la création d'un algorithme 
de fusion dédié à l'extraction de la variabilité. Par souci de généricité de notre 
approche, nous proposons une série d'extensions et nous avons implémenté 
un pont entre F.--\:\IILl.--\R et T\"L, deux formalismes de représentation de FM. 
Un effort particulier a été fourni à l'implémentation des diverses contribu-
tions pour qu'elles soient claires, extensibles et qu'elles comportent peu de 
bugs. 
Nous imaginons une série de perspectives dans le travail sur notre ap-
proche. Elles sont liées aux limitations de notre processus. Il pourrait être 
intéressant (1) d 'étendre le processus d'extraction pour que celui-ci puisse 
convertir une base de données relationnelle ou d'autres formalismes struc-
turés, et ce, de façon générique; (2) de créer un mode d'extraction qui fait 
des interprétations supplémentaires sur le contenu du catalogue de produits 
pour que l'utilisateur n'ait pas a paramétrer le processus. Le processus serait 
alors entièrement automatique; (3) de trouver une architecture permettant 
de définir facilement un nouvel accesseur aux données et de l'intégrer direc-
tement dans le DSL pour réduire l'effort de l'utilisateur; ( 4) de faire en sorte 
que notre optimisation par structure approximée représente des groupes Ou 
pour rendre les FMs extraits plus expressifs; (5) d'étudier en profondeur 
l'activité de filtrage (scoping) et améliorer l'outil existant. L'extension de 
cette activité permettrait une sélection plus fine des données en entrée. Des 
projets fort avancés sur le sujet existent déjà comme Google Refine [32]. 
Pour que notre travail soit réutilisé à plus large échelle, nous pensons 
qu 'il faudrait créer un package tout-en-un comportant des interfaces per-
mettant (1) d 'importer différents formats de fichier; (2) de manipuler et 
filtrer ces données; (3) de paramétriser le processus d'extraction; ( 4) de lan-
cer la conversion et de récupérer le FM final dans divers formalismes de 
sorties comme F.--\ 1\flLL\R ou T\"L ; (5) de visualiser la hiérarchie du FM final 
et de le configurer. En effet, le cadre d'utilisation actuel de notre approche 
est expérimental. Il nécessite l'installation d'un grand nombre de librairies, 
de plugins et reste cantonné à eclipse. Un point positif soulevé est que le 
processus d'extraction est scalable pour un grand nombre de features. L'uti-
lisateur pourra donc charger sans problème un catalogue de produits issus 
de l 'industrie. 
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