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DNA photolyase is a DNA repair enzyme commonly found across the kingdom of 
life. Binding studies for the hyperthermophilic photolyase derived from Sulfolobus 
solfataricus (SsPL) may serve to illuminate how DNA photolyase can adapt over a large 
temperature range.  In the first section of this study, the thermodynamics of substrate 
binding for SsPL in a choline chloride buffer were determined using isothermal titration 
calorimetry. Using the Counter-Ion Condensation Concept as a model, ionic strength 
studies were performed to separate the binding interactions into electrostatic, and non-
electrostatic components. The electrostatic interactions do not appear to make a 
significant contribution to the thermodynamic binding parameters.  
The second part of this study will be a review of how the sugar trehalose 
contributes to stabilization of proteins, such as photolyase, at high temperatures.  The 
experimental set up for binding studies involving SsPL in trehalose will be included, and 
preliminary binding data will be obtained. The trehalose review will serve as an 
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Chapter 1 : Introduction to Photolyase and Sulfolobus solfataricus 
Introduction 
Near-UV solar radiation, with wavelengths varying from approximately 200 nm 
to 400 nm (1), constitutes a large fraction of the solar spectrum (1). Approximately 10% 
of all DNA damage from environmental agents is believed to be caused by UV radiation 
(1). Near-UV radiation may induce damage to an organism’s DNA by causing pyrimidine 
dimer formation within DNA molecules (1-2). The potential implications of UV damage 
to an organism’s DNA include mutagenesis, delays to growth, and death (1-2). 
Photoreactivation is the process by which exposure to blue light (350-400 nm) is used to 
reverse ultraviolet (UV) damage to organisms (1-2).  DNA photolyases are enzymes that 
repair UV damage to DNA molecules through photoreactivation (1-2). There are two 
common types of UV lesions on DNA that photolyases can repair; cyclobutane 
pyrimidine dimers (CPD) and pyrimidine-pyrimidone (6-4) photoproducts (2). CPD 
photolyase, or photolyase, only repairs CPD lesions, while (6-4) photolyases can only 
repair (6-4) pyrimidine-pyrimidone lesions (2).  
Cyclobutane Pyrimidine Dimers and 6-4 Pyrimidine-Pyrimidone Photoproducts 
Exposure to UV light will cause the cycloaddition of two adjacent ethylene groups, 
forming a cylcobutane ring (1).  In DNA, UV exposure causes two adjacent pyrimidine 
bases of nucleic acids to undergo the same type of cycloaddition reaction, forming 
cyclobutane pyrimidine dimers, as shown in Figure 1 (1).  This dimer formation is most 
common among thymidine residues that are adjacent on a single DNA strand (1). 
Cyclobutane thymine dimers (CPDs) are characterized by the formation of a cyclobutyl 
ring between C-5 and C-6 of the adjacent pyrimidine residues (1).  The (6-4) pyrimidine-
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pyrimidone photoproducts are characterized by a link between the C-6 of one pyrimidine 
and the C-4 of the neighboring pyrimidine (1). 
Figure 1: Cyclobutane Thymine Dimer and (6-4) Photoproducts 
UV exposure to adjacent thymines causes the formation of Cyclobutane thymine 
dimers and (6-4) Photoproducts, adapted from (1). 
 
CPDs account for approximately 70-80% of all UV induced dimers, while 6-4 
photoproducts typically account for 20-30% (4). It is hypothesized that both CPDs and 6-
4 lesions can cause a distortion to the shape of a DNA molecule in the form of a kink or 
bend (1). These distortions would apparently stop, or stall, DNA replication and 




Figure 2: NMR Structure of Duplex DNA containing a CPD lesion (top) vs. B-
form DNA (bottom).   
Adapted from (2). 
	
In addition, both types of UV lesions are linked to carcinogenic mutagenesis (5). UV 
lesions can cause significant disruptions to necessary cellular processes, potentially 
leading to cell death (1,2,5). Therefore, organisms have evolved DNA repair systems 
responsible for either removing, or remediating, CPD or 6-4 lesions (1).   
DNA Photolyase 
DNA photolyases are photoreactivating, flavin adenine dinucleotide (FAD) 
containing enzymes that use blue light (350-400 nm) to reverse the effects of UV induced 
dimer formation (1,2,3). There are photolyases that repair either CPD lesions, or (6-4) 
lesions, but none are known to repair both types (2). CPD photolyases were discovered 
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first, and as such are typically referred to simply as photolyase, whereas photolyases that 
repair (6-4) lesions are qualified as (6-4) photolyases (2). 
 Over 50 photolyases have known amino acid sequences, with sequence homologies 
ranging between 15-70% (2).  With the exception of a common FAD binding site (2), 
which will be discussed in greater detail later, microbial photolyases share very little 
sequence homology with plant and non-placental animal photolyases (2). All DNA 
photolyases are members of the photolyase-cryptochrome family (2,3,14), including 
cyptochromes and DASH cryptochromes, which are blue light photoreceptors involved in 
circadian clock regulation (2,3,14). Photolyases have little to no sequence homology with 
flavoprotein oxioreductases (2). However, a distant relationship to nucleotide binding 
proteins such as class I aminoacyl-tRNA synthetases and other electron transport 
flavoproteins has been proposed through molecular phylogenetic analysis (2). From now 
on, we will focus only on the well-defined characteristics of CPD photolyases. 
Photolyases are monomeric proteins composed of 450-500 amino acids (2), which 
typically contain two noncovalently bound chromophores (2-3). All known photolyases 
have one FAD cofactor (2-3), which is necessary both for substrate binding, as well as 
catalysis (2-3). The second, non-binding chromophore varies, and may include flavin 
adenine dinucleotide (FAD), flavin mononucleotide (FMN), 5,10-
methenyltetrahydrofolate polyglutamate (MTHF), or 8-hydroxy-5-deazaflavin (8-HDF) 
(see Figure 4) (2-3). Depending on which second chromophore cofactor is present, 
enzymes may be classified into either the folate class, or the deazaflavin class (2). The 
second “accessory” chromophore may act as a light-harvesting photoantenna (2,7,10).  
The greatest degree of sequence homology for both the deazaflavin and the folate class 
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was found among the 150 or so amino acids that make up the C-terminal tail (2, 8). This 
region has been shown through crystallographic studies (9) to likely be the common FAD 
site, where DNA binding occurs (2).  
FAD Cofactor and Oxidation States 
The FAD cofactor, which is common to all known photolyases, is the catalytic 
cofactor (1-2) that directly interacts with the CPD lesion during photoreactivation (2-3). 
The mechanisms by which it does so will be discussed in more detail below. 
In general, flavin nucleotides, which are derived from the vitamin riboflavin (1), 
contain an isoalloxazine ring (1). This structure has three oxidation states,  and can be 
either reduced or oxidized by one-or two-electron-transfer reactions, as depicted in Figure 
3 (1-3).  A single electron reduction from the fully oxidized state will produce the 
semiquinone form, known as FADH (1,2,3,7). A two-electron reduction for FAD results 
in either the neutral, or anionic reduced form (FADH-)(1-2). 
FAD is both synthesized, and incorporated, into various apoenzymes in the fully 
oxidized form under normal physiological conditions (1-2). After incorporation, it may 
be converted to either FADH or FADH- during the course of a normal catalytic cycle (2).   
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Figure 3: FAD and its corresponding Oxidation States. 
Adapted from (1). 
 
Flavin nucleotides have absorption spectra that are unique for each oxidation state 
(7). These peaks are sensitive to the particular protein environment, and can shift slightly 
when associated with photolyase, depending on where it binds (2, 7).  The fully reduced 
form (two-electron reduction) has an absorption maximum around 370 nm, the partially 
reduced (semiquinone) has peaks around 500 nm, 580 nm, and 620 nm, and the fully 
oxidized form absorbs around 450-470 nm (7).   
Accessory Chromophores 
Most photolyases have a second associated chromophore, believed to be the light 
harvesting cofactor (1,7,10). The second accessory chromophore may act as a 
photoantenna by harvesting a photon of light, and the energy is then transferred to the 
catalytic site (11). The second chromophore typically has a higher extinction coefficient 
than the FADH- (13), leading to an absorption peak at a longer wavelength than FADH- 
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(13). After excitation, the second chromophore appears to transfer the energy to FADH- 
via Förster resonance energy transfer (FRET) (13).  
There are several different accessory chromophores, as shown in Figure 4, which vary 
by organism (2). For example, there is MTHF for E.coli (9), 8-HDF for Anacystis 
nidulans (9), FAD for Sulfolobus sulfataricus (3,7), and FMN for Thermus thermophilus 
(13). The second FAD cofactor, for organisms like S.solfataricus and S. tokodaii, is 
always present in the fully oxidized state (7). 
 
 
Figure 4: Cofactors for Photolyase. 
Organisms that contain 8-HDF belong to the deaziflavin class of photolyases, while 
organisms that contain 5,10-MTHF belong to the folate class. All photolyases contain 




Photolyase crystal structures have been found from the following organisms: E.coli 
(9),  A.nidulans (15), T.thermophilus (10), and S.tokodaii (16). Importantly, the crystal 
structure from A.nidulans  is the only of the four that shows photolyase bound to 
substrate with a repaired CPD lesion (3, 33).  E.coli photolyase (EcPL), A.nidulans 
photolyase (AnPL), and T.thermophilus photolyase (TtPL) share approximately 25% 
sequence identity (2); however, all three share very similar overall structures (2). For 
example, the root-mean-square (rms) deviations for aligned Cα atoms between EcPL and 
AnPL is 1.12 Å (2), between EcPL and TtPL it is 1.54 Å (2), and it is 1.60 Å between 
AnPL and TtPL (2). Sulfolobus tokodaii photolyase (StPL) shows 32% sequence identity 
with EcPL (7,16), 35% sequence identity with AnPL (7,16) and 28% sequence identity 
with TtPl (16). StPL also shares similar overall structure with EcPl, AnPL, and TtPL 
(16). The biggest differences for all four structures are found at and around the binding-
site for the non-catalytic, accessory chromophore, which varies among all four (2, 9, 15, 
10, 16). 
 
Figure 5: Crystal Structures of the Domains of DNA Photolyase from E.coli. 
A) The N-terminal α/β containing the accessory MTHF cofactor. B) The α-helical 
domain containing the catalytic FAD cofactor. Adapted from (9). 
	 16
 
All four photolyases are made up of two domains, the N-terminal α/β, and the C-
terminal α-helical domain, shown in Figure 5 (2,9,15,10,16).  Both domains are 
connected via an interdomain loop that is wrapped about the α/β domain (2). In between 
each domain there is a shallow cleft where the accessory chromophore binds, and 
partially extends from the protein’s surface (2). In StPL, one unique feature is an 
additional disulfide bond detected between residues Cys3 and Cys26 within the α/β 
domain (16). The Cys3 and Cys26 residues are as yet exclusive to Sulfolobus photolyase 
sequences (16).  
 
Figure 6: Ribbon Diagram of Photolyase 
The relative locations of the accessory chromophore, MTHF, and the catalytic FADH, 
on EcPL highlighted with arrows. Adapted from (2). 
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The catalytic FAD cofactor is found deeply buried within the α-helical domain, 
shown in Figure 6 (2). This is supported by biochemical evidence showing EcPL and 
AnPL have the catalytic FAD bound very tightly, though noncovalently (2). The FAD is 
bent into a U-shaped conformation, and held in place by 14 highly conserved amino acid 
residues (2). It is important to note that in all of the solved crystal structures, the FAD is 
most likely in the fully reduced form due to absorption of x-rays (2-3). Therefore, there 
are likely some structural differences when photolyase contains the oxidized or 
semiquinone form of FAD (2).   
 
Figure 7: Surface Potential Representation of Photolyase 
Blue represents basic residues, red represents acidic residues, and white represents 
hydrophobic residues. The dashed square highlights the cavity, or binding pocket, 
leading to the catalytic FAD. Adapted from (2). 
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The FAD cofactor has limited accessibility to the solvent (2); there is a small cavity 
within the α-helical domain that allows access to the catalytic FAD,  but it does not allow 
for the free movement of the flavin to the protein’s surface (2). Importantly, this cavity 
has the necessary shape and polarity to allow a thymine dimer access to the FAD’s 
isoalloxazine ring of the FAD (see Figure 7) (2). Additionally, the cavity would allow for 
the easy movement of oxygen to the FAD, which may account for the ease with which 
the active form of FADH-  is oxidized to FADH• (2).  
The crystal structure of AnPL shows a double stranded CPD-like lesion within the α-
helical cavity (33). The AnPL structure shows a direct van der Waals contact (3-4 Å) 
between the flavin cofactor with the thymine dimer (33). This contact is also supported 
by spectroscopic evidence from mechanistic studies (17-18). Additionally, from the 
AnPL structure, there are several charged amino acids that appear to form interactions 
with the CPD lesion (7, 33).  These include three positively charged amino acids, Arg 
232, Arg 350, and Lys 414 (7, 33), and one negatively charged amino acid, Glu 283 (7, 
33). Sequence alignment for homologous amino acids between AnPL and EcPL shows 
that the charge is conserved among these four residues (7). Sequence alignment between 
AnPL and SsPL shows that charge is only conserved in two residues similar for residues; 
Arg 350 in AnPL to Arg 309 for SsPL, and the Arg 232 in AnPL to Lys 204 in SsPL (7). 
However, the positive Lys 414 in AnPL becomes a neutral polar Thr 372 in SsPL, and the 
negative Glu 283 in EcPL becomes a neutral polar Gln 242 in SsPL (7). 
Photoreactivation Mechanisms 
Photolyase catalysis follows Michaelis-Menten kinetics (2), in that the enzyme, E, binds 
to substrate S, to form the enzyme-substrate complex, ES (1-2). After catalysis, it forms 
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EP, and P, the product, dissociates (1-2). Notably, this reaction differs from normal 
Michaelis-Menten kinetics in that the catalytic step is entirely light dependent (2).  
A generalized overview of photolyase’s proposed repair mechanism goes as follows. 
Photolyase binds the pyrimidine dimer on DNA at the active site, forming a stable ES 
complex (1-2). The catalytic flavin at the active site is excited to the active form FADH- 
with blue light- (2). The excited flavin then transfers the electron to the pyrimidine dimer 
(1-3). This electron transfer causes the 5-5 and 6-6 bonds of the cyclobutane ring to 
violate Hückel’s rules (2). Consequently, the pyrimidine dimer splits, forming two 
distinct pyrimidines (1-2). The electron is transferred back to the FADH• , reconstituting 
the active form of FADH- (1-3). The overall reaction is not technically a redox reaction, 
because there is no net gain or loss of an electron (2). This radical mechanism is also well 
supported by structural (9-10), spectroscopic (18), and biochemical evidence (19). 
 
Figure 8: Repair Process of UV-Damaged DNA by Photolyase 
Top shows schematic of the electron-transfer and radical repair mechanism. Below, 
the catalytic reactions, with charge separation with k1, and ring splitting with k2.  
Adapted from (17). 
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In 2003, the Stanley group showed that the entire DNA repair cycle is completed in 
1500 ps in AnPL (18). They found that, although the first carbon-carbon double bond on 
the CPD lesion has its repair initiated at around 60 ps, the entire process finishes after 
1500 ps (18). The authors proposed that repair of the first C=C on a CPD has a much 
lower activation energy than the repair of the second C=C (18).  These results suggest 
that the repair process occurs in a sequential, rather than concerted, manner (17-18). 
Binding and Recognition Mechanisms 
Photolyase is a “structure-specific DNA binding protein,” (2), as opposed to 
“sequence-specific DNA binding proteins” (2). For structure-specific binding, the 
specificity is derived from the both the backbone and the chemical structure of the DNA 
lesion (2). Structure-specific DNA binding proteins typically bind independent of 
sequence (2). However, for sequence-specific DNA binding proteins, specificity is 
achieved through hydrogen bonding along the major and minor grooves of double-
stranded DNA (2).  
In 2011, Wilson et al. (25) found from the apparent binding constant (KA) that 
photolyase binds to a thymine dimer in DNA with a specific binding constant of 
approximately 106 M (25). The binding constant for nonspecific binding to undamaged 
DNA is approximately 102 M (25). Photolyase’s affinity for binding pyrimidine dimers is 
unchanged between double-stranded, and single-stranded DNA (2).  The selectivity 
factor, or ratio of non-specific binding to specific binding (KNS/KS) is approximately 10-
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4 (25). As a result, it is estimated that a small portion of the binding energy is derived 
from interactions between the enzyme and the backbone of DNA, while the majority 
comes from the interactions between the residues present at the active site, FAD, and the 
dimer itself (2).  
There are three major structural factors that contribute to the affinity and specificity 
of the photolyase binding interaction: 1) a positively charged groove found at the surface 
of the α-helical domain,(2) 2) a cavity within the α-helical domain that is of the 
appropriate size and shape to fit a pyrimidine dimer (2), and 3) the catalytic FAD cofactor 
to which the α-helical hole opens up to (2). The positively charged groove is believed to 
accommodate the distorted DNA backbone, and lies around the cavity at the proposed 
active site (2). This cavity not only has the correct dimensions to fit a pyrimidine dimer, 
but also contains an asymmetrical polarity as well (see Figure 7) (2). The asymmetrical 
polarity, characterized by polar residues at one end of the hole, and hydrophobic residues 
at the other (2), accommodates the polarity of a CPD lesion very well (2). For CPD 
lesions, the cyclobutane ring on one end is apolar, but at the opposite end there are 
several polar, potential H-bond forming nitrogens and oxygens (2).  Mutagenesis studies 
to both polar and nonpolar residues within the α-helical cavity by Vande Berg and Sancar 
provided early evidence for the proposed CPD binding site (23).  
Additional evidence for this proposed binding cavity has also been provided by the 
Stanley group (22). By incorporating a fluorescent analog, 2-aminopurine (2-Ap) 
opposite the thymine dimer, structural changes around the CPD lesion were detected by 
changes in the quantum yield and emission maximum (22).  The Stanley group found 
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large increases in the fluorescence yield upon binding damaged DNA (22). Their results 
indicate significant changes to the local structure of the CPD lesion occur upon binding to 
photolyase (22). The authors account for the increase in fluorescence to a loss of H-
bonding between opposite bases in duplex DNA, as well as to base stacking (3,22). Their 
findings also provide evidence that the photolyase binding cavity accommodates the CPD 
lesion in a “flipped-out geometry,” (3,22).  The flipped-out geometry of the CPD lesion is 
characterized by the lesion assuming an extrahelical position with respect to duplex 
DNA  (3,20,22).  
 
Importantly, the X-Ray crystal structure of AnPL has provided significant support to 
proposed CPD binding cavity, as shown in Figure 9 (3, 33). The crystal structure of 






pocket (33).  This structural conformation also supports the flipped-out, extrahelical CPD 
binding geometry of photolyase (3,33).  Additionally, the presence of the thymidines 
within the proposed CPD binding cavity highlights a few potentially important 
interactions. First, there are two conserved tryptophans, Trp 277 and Trp 384 (2), which 
are within van der Waals contact with the thymidine ring on one side, and the edge of the 
thymine dinucleotide on the other (3,33). Notably, in mutagenesis studies where Trp 277 
was mutated to a nonaromatic residue, all specific binding was found to be eliminated, 
indicating its potential role in specific binding (2). Second, the C4 carbonyl on both 
thymidines appears to form hydrogen bond to the N6 on adenine in the FAD cofactor (3, 
33).  Thirdly, there appears to be an additional hydrogen bond between Glu 283 and the 
C4 carbonyl on the 5’ thymidine (3, 33).  In studies where Glu 283 was mutated to a non-
polar alanine, there was a 60% decrease in repair efficiency (3), indicating Glu 283 may 
play a role in DNA binding and repair.  
In order to form an enzyme-substrate complex, it appears the CPD lesion must be 
“flipped out” of the DNA helix.  Although there is some speculation that photolyase may 
play a role in flipping the CPD out of the helix through α-helical rearrangements on the 
enzyme (23-24), this has not been supported by photolyase-substrate binding studies (20, 
25).  The binding rate constant for photolyase was found to be 100-4000 times slower 
than DNA-repair systems that use facilitated diffusion, such as sliding or hopping, to 
locate DNA lesions (20). Instead, it appears the CPD lesion must first spontaneously flip 
out of the helix formation (25), and that photolyase then targets the flipped-out bases 
through a three-dimensional search (25).  
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Archaea and Hyperthermophiles 
In the 1970s, Carl Woese was attempting to put together a phylogenetic tree for all 
life by examining small subunit (SSU) rRNA sequences (26). After examining the 
sequence of a 16S rRNA from a methanogen provided by Ralph Wolfe, he found what he 
believed to be a unique, third domain of life (26). It took approximately 20 years for 
Woese to convince microbiologists that there is indeed a third domain, dubbed the 
Archaea (26). 
Archaea are a highly diverse kingdom, containing organisms of varying morphology, 
physiology, and found in a wide variety of habitats (26). Many Archaea can inhabit so-
called “extreme” environments, such as anoxic, high salt, high or low pH, or high 
temperature, and therefore have been nicknamed “extremophiles” (26). Archaea share 
many similarities with both Eukarya and Prokarya. For example, Archaea contain circular 
genomes such as those found in Prokarya, and some Archaea contain histone-like 
proteins similar to those found in Eukarya (26). Archaea can be either single-celled, or 
form filaments or aggregates (26). They may stain either gram negative, or gram positive 
(26). However, they have cell walls that are unique from both Prokarya and Eukarya (26). 
The majority of archaeal cell envelopes have a single surface layer (S-layer) consisting of 
either a protein or glycoprotein, attached to an underlying plasma membrane (26). In 
order for Archaea to maintain the integrity of the cell membrane in either a high 
temperature or high salt environment, they have developed long branched chain 
hydrocarbons attached via ether linkages to glycerol (26). Thermophilic Archaea tend to 
link glycerols into groups, forming 40 carbon tetraethers, or, cyclizing chains into 
cyclopentane rings (26). Such rings can increase the packing density, stabilizing the 
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membrane at high temperature (26). Additionally, these tetraether membrane types are 
less permeable to ions, which is potentially important in conditions of high 
osmolarity (26).  
There are two main phyla of within the archaeal kingdom: Crenarchaeota and 
Euryarchaeota (26). Euryarchaeota contain a variety of organisms, ranging from 
methanogens, halophiles, thermophiles, and thermoacidophiles (26). On the other hand, 
Crenarchaeota consist mainly of hyperthermophiles, thriving in temperatures ranging 
from 70-100°C (26).  Although only two major phyla are mentioned here, metagenomic 
analysis suggests that the phylogeny is much more complex (26). For example, a group of 
mesophiles originally classified under Crenarchaeota have been suggested as an 
additional separate phylum, Thaumarchaeota (26).  
Sulfolobus solfataricus 
In 1972, Brock et al. isolated cells from hot springs at Yellowstone National Park, 
and identified them as a “new bacterial genus,” Sulfolobus (27). These cells were found 
growing on sulfur at temperatures between 65-75C, with a pH between 2 to 4 (27). Now, 
the Sulfolobus genus is classified under the Crenarchaeota phylum of the Archaea, not 
bacteria (26).  Sulfolobus are considered thermoacidophiles, with an optimum pH 
between 2-3, and an optimum temperature around 80 C (26). Sulfolobus are aerobic,  
and may grow heterotrophically or chemolithotrophically (26). For the latter, Sulfolobus 
are known to oxidize H2, H2S, and FeS2, using either oxygen or iron as a terminal 
electron acceptor (26). At least three species of Sulfolobus have been characterized: S. 
acidocaldarius, S. tokodaii, and S. solfataricus (26).   
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Sulfolobus solfataricus was isolated in Naples, Italy, from the Solfatara volcano (28).  
S. solfataricus are found as an oily deposit on the top of the volcanic mud or waters (28). 
Despite growing at a pH between 2-4, S. solfataricus maintains its cytoplasmic pH at 
around 6.5 (26). The difference creates a large pH gradient across the plasma membrane 
(26). The movement of protons across the gradient is controlled by membrane bound 
ATP synthases, as well as many secondary transport systems (26). The secondary 
transport systems typically couple the transport of sugars and other organic solutes to the 
movement of protons (26).  
The natural environment for S. solfataricus, very high temperature, very low pH, and 
high UV exposure, is considered to be particularly harsh for maintaining the integrity of 
DNA (30). Therefore, S. solfataricus has been the subject of many studies involving the 
DNA repair mechanisms of organisms in extreme environments (31).   Understanding 
such mechanisms has the potential to contribute to our limited knowledge of ancestral 
cell evolution, as well as provide information for practical applications in 
biotechnology (31).  
Hyperthermophilic Archaea lack many DNA repair proteins that are commonly 
conserved within both prokaryotes and eukaryotes (31). For example, they do not contain 
any genes encoding for homologues of DNA mismatch repair proteins MutS and MutL 
(32). Hyperthemophilic Archaea are also missing common nucleotide excision repair 
proteins (NER), such as UvrABC (30-32).  
In 2007, Dorazi et al. investigated DNA repair in S. solfataricus following irradiation 
with UV light (30). They found that S. solfataricus showed the fastest repair kinetics of 
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DNA photoproducts in the presence of visible light (30). The authors suggested that these 
results indicated the presence of DNA photolyase in S. solfataricus (30). 
 In 2011, Sakofsky et al. investigated the roles of the genes found in the Sulfolobus 
genus, Saci_1227 and Saci_1096 (32). Saci_1227 and Saci_1096 were genes suspected of 
participating in an NER independent pathway for the repair of UV photoproducts (32). 
Through the mutation of Saci_1096 and Saci_1227, subsequent phenotypic analysis 
indicated that Saci_1227 likely encodes for DNA photolyase (32).   
In summary, S. solfataricus is known to contain the DNA repair enzyme photolyase. 
In Chapter 2, the binding properties of S. solfataricus photolyase, SsPL, to its substrate 
UV-damaged DNA, will be explored through ITC.  
Chapter 2: Investigation of Electrostatic Interaction between Sulfolobus solfataricus 
Photolyase and its Substrate 
 Introduction 
Ion pairs, also known as salt bridges, consist of cationic and anionic moieties forming 
electrostatic interactions (35). There are two major states, shown in Figure 10,  in which 
cations and anions interact, a contact ion pair (CIP), and a solvent-separated ion pair 
(SIP) (35). A CIP occurs when cations and anions interact through direct contact (35). A 
SIP occurs when the interaction is separated by solvent, or water molecules (35).  
When macromolecules contain a large number of charged groups, such as with DNA, 
they tend to attract a high number of counter-ions through long-range electrostatic 
interactions (35). The population of counter-ions surrounding a charged macromolecule 
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may become much greater than the mean concentration in the bulk solution (35).  The 
distribution of ions around charged macromolecules in solution can be predicted 
theoretically by the Poisson-Boltzmann (PB) equation (34, 35, 41). However, due to the 
difficulty in both applying, and evaluating the nonlinear PB equation, (34, 41), an 
alternative approach, the Counter-ion Condensation (CC) concept, was proposed by 
Manning in 1969 (37-39).  
Contact Ion Pair and Solvent-Separated Ion Pairs 
Two of the major states in which ions interact are either via CIP or SIP (see figure 10) 
(34).  Whether ions interact as a CIP or SIP depends upon the particular ions that are 
involved (34). Ion pairs are usually in a dynamic equilibria between CIP and SIP states 
(34). It is important to note, however, while the dynamic equilibria between states for an 
ion pair is present in solution, crystal structures will only show either a CIP or SIP state 
(34). 
 
Figure 10: Contact Ion Pair (CIP) and Solvent-Separated Ion Pair (SIP) 
Adapted from (35). 
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Depending on the influence that ions have on the hydrogen-bonding network of 
water, ions may be categorized as either kosmotropic or chaotropic (34). Kosmotropic 
ions possess a strong affinity for water, and thereby cause strong electrostatic ordering of 
surrounding water molecules (34). By contrast, chaotropic ions have a lower affinity for 
water, and form a weaker interaction with surrounding water molecules than the 
prevailing water-water interactions (34). 
Whether ion pair preference follows CIP or SIP is governed by Collin’s law of 
matching water affinity (34). When cations and anions have similar affinities for water, 
they will preferentially form a CIP (34). If ion pairs have divergent affinities for water, 
they will preferentially form a SIP (34). For example, kosmotrop-kosmotrope ion pairs, 
and chaotrope-chaotrope ion pairs both prefer the CIP state (see figure 11) (34).  
 
Figure 11: Collin’s Law for Matching Water Affinity for Ion Pairs. 
Adapted from (35). 
 
Chaotrope-chaotrope ions preferentially form a CIP state because the ion-pair 
formation releases additional water molecules to the bulk solution, freeing these 
molecules to form more stable water-water interactions (34).  Kosmotrope-kosmotrope 
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pairs preferentially form a direct interaction that is stronger than the interactions between 
each kosmotrope ion and water (34). 
Collin’s law of matching water affinity works well with small ion pairs (34). 
However, there are limitations to applying it to ion pairs formed between biological 
macromolecules (34). For example, according to Collin’s law, Lys and Arg side chains 
are chaotropic, and DNA phosphate groups are kosmotropic (34). However, numerous 
NMR studies and crystal structures show that many protein-DNA complexes appear to 
preferentially form the CIP state (34). This difference may be due to specific attributes of 
the macromolecules involved, such as the surface energy potential, or restriction of 
movement via covalent bonds (34). Additionally, the free energy barrier for the transition 
between CIP and SIP states may not only rely on the particular ion pair involved, but also 
the relative orientation of the ions (34). 
Counter-Ion Condensation Concept 
According to the CC theory, the distribution of counter-ions around polyelectrolytes 
can be treated as a linear array of point charges (35). Each point charge is given a finite 
local volume of condensation (35). CC theory therefore assumes a uniform cylindrical 
distribution around each charge (35).  The CC theory applies to highly charged 
polyelectrolytes, for which Manning defined a linear charge density parameter,  (37-
39): 
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ߦ ൌ ௟ಳ௕ ൌ
௘మ
ସగఢబఢ௞್்   eqn. (1) 
Where lB is the Bjerrum length (lB=7.1 Å in water at 25 °C), and b is the distance 
between charges along the polyelectrolyte chain axis (35, 37, 41). Additionally, counter-
ion condensation only occurs when highly charged electrolytes satisfy  > 1 (35, 37, 41). 
In general, CC does not apply to most proteins or biomolecules, as they do not satisfy this 
condition (35). However, the most stable type of DNA, Watson-Crick B-form DNA (1) 
does have counter-ion condensation occur around it (35). This is because, B-form DNA 
has two phosphate groups every 3.4 Å, b=1.7 Å, making  > 1 (40). Melting experiments 
have shown single stranded DNA has an estimated b of approximately 4.3 Å, meaning 
single stranded DNA also satisfies  > 1 (43). 
When a polyelectrolyte, such as DNA, forms an association with a ligand, such as a 
protein, the condensed counter-ions may be released into solution (35). This release of 
counter-ions is due to the formation of intermolecular ion-pairs at the protein-DNA 
interface (35). Condensed counter-ion release is considered entropically favorable due to 
the entropy of mixing (35). Manning described the binding free energy of a 
polyelectrolyte with a ligand as: 
∆ܩ ൌ ∆ܩ଴ െ ሺܼ െ 1ሻܴܶ െ ܼܴ݈ܶ݊ሺሾெ
శሿ೎೚೙೏
ሾெశሿ ሻeqn. (2) 
where Z is the number of condensed counter-ions released, T is the temperature in K, 
R is the gas constant, and [M+]cond is the local concentration of condensed counter-ions 
(35). For B-form DNA, [M+]cond is 1.2 M (35). This definition assumes that the 
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electrostatic component of binding energy is reliant only on the entropy of mixing of the 
displaced counter-ions (34, 43).   
Electrostatic and Non-Electrostatic Binding Components 
The counter-ion condensation concept allows the separation of overall binding energy 
into its electrostatic, (salt-dependent), and non-electrostatic, (salt-independent) 
components (34). The non-electrostatic, or salt-independent, components arise from 
hydrogen bonding, dehydration effects, and van der Waals interactions (34).  The salt-
independent component describes specificity of DNA and protein interactions (34). On 
the other hand, the salt-dependent component governs affinity, and is entirely entropic 
(34). Distinguishing between salt-dependent and salt-independent components is critical 
for understanding the physical forces behind the interaction of highly charged 
macromolecules such as DNA, and DNA binding proteins (34).  
Record and colleagues (43) developed an experimental approach to Manning’s CC 
concept using the following linear equation: 
logሺܭ஺ሻ ൌ logሺܭ௡௢௡௘௟௘௖௧௥௜௖௔௟ሻ െ ܰlog	ሾ݈ܵܽݐሿ  eqn. (3) 
Where KA represents a measured binding constant at a given salt concentration, the 
first term, log(Knonelectrical) accounts for the non-electrostatic interactions, and the 
second term, Nlog[Salt] accounts for the salt dependent interactions (34). N represents 
the total number of counter-ions released from DNA upon complexation with a protein, 
and may also written as follows: 
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ܰ ൌ ܼ߰  eqn. (4) 
where Z represents the number of negatively charged phosphate groups on DNA that 
interact with the protein and is greater or equal to 1, and  represents the number of 
cations released per phosphate group upon binding (34). For short oligonucleotide 
duplexes, the experimentally derived value for  is 0.70 (34). 
Privalov, Dragan, and Crane-Robinson showed that the CC model, as developed by 
Record et al. (Equation 3) (43), may be applied to determine the electrostatic, and non-
electrostatic components of binding (34). At 1 M salt concentration, the salt-dependent 
term goes to zero (34). Therefore, by analyzing the salt dependence of the KA, we can 
extrapolate a value for the non-electrostatic binding component (34).  Using the total 
Gibbs energy, we can then determine the electrostatic component (34).  Using the slope, 
N, we can estimate the number of counter-ions released upon complex formation (34).   
The strength of the CC model as developed by Record et al. (43)  not only lies in its 
ability to define the electrostatic and non-electrostatic components of binding, but also in 
the ease with which it can be applied through experimentation (34). Although the CC 
model appears to be an overly simplified approach to DNA-protein interactions, it may be 
the only experimentally available means for quantitative evaluation of the electrostatic 
and non-electrostatic components of DNA binding (34).  One criticism of the CC model 
has been that DNA counter-ions are expected to follow a distribution according to the 
Poisson-Boltzmann equation for polyelectrolytes (34). However, there are several 
obstacles preventing the implementation of the nonlinear PB equation. The first is in 
determining the necessary dielectric constant of water in heterogeneous systems, such as 
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those found at a protein-DNA interface (34). The second obstacle is in its practical 
application. Even if the value for the dielectric constant of water is approximated, the PB 
analysis gives estimates for the forces involved in three free-energy terms (34). Both the 
first and second free-energy terms have both entropic and enthalpic contributions, while 
the third term is based solely on entropy of solvation (34). Therefore, it is difficult to 
experimentally verify estimates provided by PB analysis (34).  By contrast, the CC model 
gives a salt-dependent Gibbs energy of binding that is purely entropic, with 
Gelectrostatic=-TSnonelectrostatic and the enthalpic component of binding based only on 
non-electrostatic interactions, where Hbinding=Hnonelectrostatic (7, 34).  Additionally, 
Privalov, Dragan, and Crane-Robinson showed that the CC model provides reliable, 
experimentally verifiable binding characteristics (34). Therefore, the CC model is an 
indispensable tool in the elucidation of physical forces governing the interactions of DNA 
and DNA binding proteins. 
Isothermal Titration Calorimetry 
During an isothermal titration calorimetry (ITC) experiment, small amounts of a 
reactant are added to, and mixed with, another reactant within a cell (44). The heat 
change produced upon mixing is then measured by the instrument. Each heat change 
signal can be integrated into an enthalpy at each step. Over the course of an experiment, a 
titration curve may be generated (44). The integrated area of these signals may then be 
used to calculate the enthalpy of binding (45).  
  ITC can provide information about the change in heat signal as a protein moves 
from an unbound state, to one in which it binds its given substrate (45). For example, the 
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experiment may consist of serial injections of a substrate into a solution cell containing a 
known concentration of protein until all binding sites are saturated (45). If both starting 
concentrations are known, the heat per mole of injected material can be used to determine 
the fraction of substrate bound (45). Using the information obtained for enthalpy, H, 
and binding constant, KA, a complete thermodynamic profile for a given temperature can 
be calculated (45). The change in free energy of binding is calculated by the following: 
∆ܩ ൌ െܴ݈ܶ݊ܭ஺eqn. (5) 
where R=8.31451 Jmol-1K-1, and T is the temperature in Kelvin (45). The change in 
entropy may then be calculated by the following equation (45):  
∆ܵ ൌ ∆ுି∆ீ்   eqn. (6) 
Finally, heat capacity of the system changes when a protein binds substrate (7). If the 
experiment is repeated over a range of temperatures, the heat capacity at constant 
pressure may be determined as follows (45):  
∆ܥ௣ ൌ ௗ∆ுௗ்   eqn. (7) 





ITC instruments have a pair of matched sample and reference cells contained in an 
adiabatic jacket (see Figure 12) (44). The adiabatic jacket protects the cells from external 
temperature fluctuations (44). Both the jacket, and the cells, are connected to separate 
heaters, and thermoelectric devices (44). The thermoelectric device measures the 
temperature difference between the two cells, and between the cells and the jacket (44). A 
thermopile measures the temperature difference between the cells and the adiabatic jacket 
(44). Any “heat leaks” are remedied by a separate jacket heater (44). 
 
Figure 12: Block Diagram of an Isothermal Titration Calorimeter. 
Adapted from (44). 
 
Over the course of an experiment, a small, constant, amount of power is applied from 
a heater to the reference cell (44). Any difference in temperature between the sample and 
reference cells is monitored by a thermopile (44). Then, power proportional to the 
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temperature difference is applied to the sample cell (44). This brings the temperature 
difference between the two cells to zero (44). The amount of voltage applied to the 
sample cell is sent to a computer, and read as the signal along the Y-axis, where the X-
axis represents the experimental time (44). Exothermic reactions produce a negative 
signal, and endothermic reactions produce a positive signal (44). Integrating the time-
dependent voltage signal gives the degree of heat either generated, or absorbed, during an 
experiment (44).  
Experimental Introduction 
DNA photolyase (PL) is an enzyme that repairs CPD lesions on DNA (1,2). The 
repair process goes as follows: 1) PL finds, and binds, the UV lesion, 2) PL absorbs a 
blue-light photon, and an electron is transferred from the FADH- cofactor at the active 
site to the CPD lesion, 3) the CPD lesion is repaired, and an electron is transferred back 
to the FADH to reform the active form FADH-, and finally, 4) the repaired DNA 
dissociates from the enzyme (2,3,7). 
Sulfolobus solfataricus is a hyperthermophilic archeon isolated from acidic volcanic 
hot springs (28).  S. solfataricus, like other Archaea, does not contain many common 
DNA repair enzymes such as UvrABC, however does contain photolyase (30-32). As S. 
solfataricus has an optimal temperature around 80 C (26), there is significant interest in 
investigating how the organism has evolved to maintain enzyme activity and efficiency at 
high temperatures.  Other studies have focused on comparing mesophilic photolyase, 
such as EcPL, directly to SsPL. In one such, Gindt found that SsPL appeared to make 
fewer ionic contacts with single-stranded DNA than EcPL, despite having a greater 
overall number of charged residues (7).   
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Concerns arose that the lack of ionic contacts could be due to an artifact of the KCl 
used in the study by Gindt (7). In addition, Kernchen and Lipps compared the DNA 
binding characteristics of archaeal replication protein A (RPA) from S. solfataricus using 
four different salts: potassium chloride, potassium fluoride, potassium glutamate, and 
choline chloride (46).  They found that the number of ions released when single-stranded 
DNA bound RPA depended upon the particular salt anion present (46). Additionally, the 
dissociation constant was also found to depend on the type of salt (46). Kernchen and 
Lipps also saw that the amount of ion release was dependent on the temperature for 
certain salts (46). 
In this study, the importance of the salt identity for photolyase is investigated with the 
salt choline chloride. Four different salt concentrations were used at two different 
temperatures; 200 mM, 400 mM, 600 mM, and 800 mM at either 25C or 45C. The 
binding constants were obtained using ITC. The thermodynamics of the interaction were 
analyzed using eqn. (5) and eqn. (6), and the CC model was used to determine the 
number of ions released upon SsPL binding single stranded DNA (ssDNA) using eqn. (3) 





Preparation of SsPL and Substrate 
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Cloning and overexpression of S. solfataricus phrB gene, and subsequent isolation of 
SsPL, were produced using a previously described procedure (7, 60). Concentrated 
protein was stored at -80C in small aliquots until further use.  
The undamaged p(dT)10 was purchased from TriLink Biotechnologies, and used to 
create UV-damaged DNA substrate, UV-p(dT)10 (7). UV-p(dT)10 was prepared as 
previously described (61). Each DNA strand averages one CPD lesion, and the damaged 
sites are randomly distributed (7). 
Preparation of FADH- Active Site for Binding Studies 
Purified protein concentrate was thawed, and then exchanged into the appropriate 
buffer using a desalt column, followed by one to two cycles of microconcentration. 
Protein was diluted to concentrations ranging from 20-50 M. Protein concentration was 
determined using UV-Vis absorption spectroscopy. The dilute protein, along with 5 mM 
dithiothreitol, was placed in a quartz cuvette with a septum. The protein solution was 
placed on ice,  and purged for 10 minutes with N2 gas. The protein solution was then 
photo-reduced using a small white LED light for 10 minutes at 4C. Following 
illumination, the solution sample was checked for reduction using absorption 
spectroscopy. The reduced protein sample was removed before each ITC experiment 
using a syringe, while the remainder was stored under septa in an N2 environment. 
Isothermal Titration Calorimetry 
ITC experiments were run using TA Instruments NanoITC. The ionic strength 
dependence studies were performed using 50 mM Hepes buffer at pH 7.0 with 200 mM, 
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400 mM, 600 mM, or 800 mM choline chloride. The reduced protein solution was 
degassed before each experiment for 10-15 minutes at approximately 200 mmHg 
vacuum, at either 25C or 45C, using a TA Instruments degasser. Between 200L to 300 
L of the protein solution was loaded into the sample cell.  UV-p(dT)10 substrate was 
mixed with the same buffer to a concentration of 350 M. The syringe was filled with 
UV-p(dT)10 substrate. Typical experiments ran with 22 aliquots of 1.73 L DNA 
substrate added in 90 second intervals. Signal integration and data analysis were 
performed with TA Instruments Nanoanalyze. The data was fit to one-state independent 
binding model. Binding experiments were replicated three or more times, with N values, 
or number of DNA molecules bound to the protein, between approximately 0.5 to 1.0. 
Determination of FADH- Concentration from SsPL 
Following ITC experiments, UV-Vis absorption spectroscopy was used to determine 
the oxidation state of the flavin cofactor. First, used protein was obtained predominantly 
with the active site flavin in either the FAD or FADH state. FADH state concentration 
was found from the absorbance at 583 nm with the molar absorptivity of 
4500 M-1cm-1 (7). Fully oxidized flavin common to both the active site and the antenna 
was found from the absorbance at 470 nm (7). This required correcting for the or FADH 
present using: [FAD]= (A470 -A583)/11300 M-1cm-1 (7). The sample was then boiled for 
1-2 minutes to release all flavin (7). The solution was spun at 11000 g for ~ 5 minutes to 
separate out protein precipitate (7). Absorption spectra were obtained from the 
supernatant. Total flavin content was determined using the 450 nm absorbance and molar 
	 41
absorptivity 11300 M-1cm-1 (7). This allowed the subsequent calculation of the 
concentration of active FADH- in the sample after completing ITC (7).   
Results 
The heat of binding was exothermic for all salt concentrations, and at both 25C and 
45C. From the heat of binding, binding curves were generated for each experiment, and 
the association constant and enthalpy of binding were obtained. In Table 1, the 
thermodynamic parameters obtained from each binding experiment, including H, G 
(eqn. 5), and S (eqn. 6), are presented. The values given represent averages over 
replicate experiments, with the standard deviation from replicate trials, or propagated 
error, given in parenthesis.  
Table	1:	Thermodynamic	Parameters	of	SsPL	and	ssDNA	Binding	
Temperature, K Concentration, 
M 
ΔH°, kJ mol-1 ΔG°, kJ mol-1 ΔS°, J K-1 mol-1 
298 .200 -34 (2)a -31.93 (0.10)b -8 (9)b 
.400 -32 (5) -33.5 (0.2) 16 (17) 
.600 -35 (2) -33.01 (0.17) -6 (8) 
.800 -32 (10) -32.7 (0.4) 23 (7) 
318 .200 -54.7 (1.9) -36.2 (0.4) -60 (30)  
.400 -55 (3) -36.6 (0.2) -57 (11) 
.600 -50 (5) -35.34 (0.12) -45 (15) 
.800 -38.0 (1.6) -36.00 (.04) -62 (5) 
a Denotes standard deviation of replicate measurements.  
b Denotes propagation of error. 
 
Within a given temperature, the values obtained for ΔH° did not change within the 
error of the method, regardless of salt concentration with the exception of 0.800 M 
concentration (see figure 13). The enthalpy at 0.800 M concentration choline chloride 
	 42
was excluded from figure 13 because at 45C, the enthalpy is significantly lower (see 
table 1). The 0.800 M experiments run at 45C only represent two successful ITC 
experiments, and may require further investigation. The binding of ssDNA to reduced 
SsPL generally becomes more exothermic at higher temperature (see Figure 13), with the 
average H of -33.3 kJ mol-1 at 25C, versus the average H of -53.0 kJ mol-1 at 
45C.  
The values for ΔG° of binding varies very little within a given temperature. However, 
we do see a slight, though significant, decrease in the value of ΔG° with increasing 
temperature. The values for ΔS° become more negative with increasing temperature (see 
Table 1). The negative values for the entropy of binding indicate that at higher 
temperature, the enthalpy of binding is driving the interaction. 
 
Figure 13: Enthalpies of Binding Photolyase to ssDNA 
Enthalpies of binding measured by ITC in 200, 400, and 600 mM Choline Chloride at 


















The measured binding constant, KA, was obtained at each concentration (data not 
shown). These values were used to generate a plot according to Equation 3 above. At 
both temperatures, the slope is close to zero, with a ZΨ=0.2 at 25C (see figure 14), and a 
ZΨ=-0.18 at 45C (see figure 15). The error for the slope at both temperatures are 
reported in table 2. The slope indicates that ssDNA binding reduced SsPL is independent 
of the ionic strength for choline chloride. If we assume a Ψ=0.70 for our oligonucleotides 
(34), at 25C Z= 0.3, and at 45C, we see Z=0.2.  In both cases, the small value for Z 
indicates there are effectively zero ionic contacts made between the ssDNA and SsPL 
upon binding.  
 
Figure 14: Ionic Strength Dependence of Binding of ssDNA at 25 C. 
ITC experiments were run at 25 C in 0.050 M Hepes, at pH 7.0, with choline 
concentrations 0.200 M, 0.400 M, 0.600 M, and 0.800 M. The KA values plotted at 
each concentration represent averages over replicate values. The plot was generated 
















Figure 15: Ionic Strength Dependence of Binding of ssDNA at 45 C. 
ITC experiments were run at 45 C in 0.050 M Hepes, at pH 7.0, with choline 
concentrations 0.200 M, 0.400 M, 0.600 M, and 0.800 M. The KA values plotted at 
each concentration represent averages over replicate values. The plot was generated 
according to eqn. (3) above. The uncertainties are presented in Table 2 below. 
 
The Knonelectrostatic at both temperatures was obtained from the y-intercept of the ionic 
strength dependence plots (see figures 14 and 15). Using the Knonelectrostatic, the 
ΔG°nonelectrostatic was calculated using eqn. (5) above,  and is displayed in Table 2. The 
values for ΔS°nonelectrostatic, displayed below in Table 3, were calculated using eqn. (6) 
above by assuming Hbinding=Hnonelectrostatic. The ΔS°nonelectrostatic becomes more 
negative at the higher temperature. At both temperatures, the enthalpy of binding makes 
the most significant favorable contribution to the nonelectrostatic component of the 















 T= 298 K T=318 K 
ZΨ 0.2 (0.4)a -0.18 (0.17)a 
LogKnonelectrostatic 5.80 (0.18) 5.45 (0.07) 
Knonelectrostatic 6.35 x 105 3.08 x 105 
ΔG°nonelectrostatic, kJ mol-1 -33.12 (0.16)b -31.3 (0.4)b 
Z 0.3 (0.6)b 0.2 (0.2)b 
a The error in paranthesis is from least squares analysis for ZΨ and LogKnonelectrostatic 
 b Propagated error for ΔG°nonelectrostatic. Z was calculated by assuming Ψ=0.7. 
	
The electrostatic interactions make a very small contribution to the overall Gibbs energy 
of binding at all salt concentrations and temperatures analyzed. For example, at 25°C and 
600mM choline chloride, the electrostatic interactions make up 1.2% of the overall Gibbs 
energy of binding. At 45°C and 600 mM choline chloride, the electrical interactions 
contribute 5.4% to the overall Gibbs energy of binding. Figures 16 and 17 below provide 
a summary of the contributions of the electrical, and nonelectrical, components to the 
overall Gibbs energy of binding. 
Table	3:	Nonelectrostatic	Components	of	Enthalpy	and	Entropy	of	Binding.	
 Choline Chloride, M 298 K 318 K 
ΔH°nonelectrostatic, 
kJ mol-1 a 
.200 -34 (2)c -54.7 (1.9)c 
.400 -32 (5) -55 (3) 
.600 -35 (2) -50 (5) 
.800 -32 (10) -38.0 (1.6) 
ΔS°nonelectrostatic, 
J K-1 mol-1 b 
.200 -4 (8)d -54 (14)d 
.400 14 (8) -78 (2) 
.600 -6 (7) -63 (11) 
.800 24 (3) -21 (5) 
a Enthalpy was calculated by assuming Hbinding=Hnonelectric, and the values are taken from Table 1. 
b Entropy was calculated using eqn.  (6). 
c Standard deviation for replicate trials is shown in parenthesis for ΔH°nonelec 
 




Figure 16: Electrostatic & Nonelectrostatic Components of Gibbs Free Energy of 
Binding at 25°C in Presence of Choline Chloride 
 
Figure 17: Electricrostatic & Nonelectrostatic Components of Gibbs Free 








































We found that SsPL shows no salt dependence when binding ssDNA at either 25°C 
or 45°C. At both temperatures, it appears that SsPL makes effectively zero ionic contacts 
with ssDNA upon binding. Consequently, the electrostatic interactions between SsPL and 
ssDNA do not form a significant contribution to the overall Gibbs binding energy. 
In 2016, Gindt et al. investigated the ionic strength dependence of SsPL in the salt 
KCl (7). In this study, they compared the electrostatic contribution made between EcPL 
and SsPL (7), and found that the electrostatic interactions made up a significant portion 
(~25%) of the binding interaction between EcPL and ssDNA (7, 25). However, 
electrostatic interactions did not appear to make any significant contribution to the overall 
Gibbs energy of binding between reduced SsPL and ssDNA (7, 25). They also found that 
the number of ionic contacts made upon binding was reduced from 3 ionic contacts 
formed between EcPL and ssDNA, to 1 ionic contact between reduced SsPL and ssDNA 
(7, 25). The data presented here also lends support to their finding that electrostatics do 
not appear to make any significant contribution to the overall binding interaction between  
reduced SsPL and ssDNA. Additionally, the number of ionic contacts formed between 
SsPL and ssDNA upon binding is further reduced in choline chloride to zero. 
Although SsPL has a greater overall number of charged residues than EcPL, it is not 
wholly unexpected that SsPL would make fewer ionic contacts than EcPL. As mentioned 
in Chapter 1, three positively charged amino acids in the AnPL structure, Arg 232, Arg 
350, and Lys 414, were singled out as having potential interaction with the CPD lesion 
itself (7). Sequence alignment for homologous amino acids within photolyase’s binding 
pocket between AnPL and EcPL showed that these three positively charged residues were 
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unchanged, with Arg 227, Arg 343, and Lys 408 respectively in EcPL (7). However, 
SsPL retains only two homologous amino acids that share a positive charge; where Arg 
232 in AnPL becomes Lys 204 in SsPL, and Arg 350 in AnPL becomes Arg 309 in SsPL 
(7). Nevertheless, we might expect SsPL to make some ionic contacts, if not with the 
CPD lesion itself, at least with the other negatively charged phosphate groups found on 
the DNA strand. As stated in Chapter 1, there is a positively charged groove along the -
helical domain of photolyase that is believed to accommodate the distorted backbone of 
DNA,  and contribute to the overall binding affinity (2). However, it is possible that the 
oligonucleotides used in this study are not of the correct length and or shape to make 
contact with this groove.  
Additionally, although SsPL has a greater overall number of charged residues than 
EcPL, it is possible that many are being used for structural stabilization, rather than 
recognition and substrate binding. Thermophilic proteins sometimes exhibit an increased 
number of salt bridges than their mesophilic counterparts, as will be discussed in greater 
detail in Chapter 3 (47). Salt bridges play an important role in protein folding, structure, 
and function, and therefore may help maintain protein stability at high temperature (46).  
In molecular dynamics (MD) simulations, Bakker et al. found that an increased number 
of salt bridges stabilized hyperthermophilic proteins, but slightly destabilized mesophilic 
proteins (48). Furthermore, buried salt bridges appear to be more stabilizing for than 
solvent exposed ones for hyperthermophiles (47). This may be because buried salt 
bridges are no longer subjected to the shielding effects of the surrounding solvent (47). It 
seems possible that the additional charged residues that SsPL contains may be forming 
buried salt bridges to aid in its stabilization at high temperature. In this event, these 
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charged residues would not be accessible to the negative phosphate groups of DNA, and 
therefore not involved in either recognition or binding. 
Importantly, photolyase is a structure-specific DNA binding protein (2). As 
mentioned earlier, non-electrostatic components govern the specificity of the protein-
substrate interaction (34). Therefore, although there appears to be no electrostatic 
contribution to the overall binding interaction between SsPL and ssDNA, SsPL retains all 
its specificity for the CPD lesion (7).  
Another potential explanation for the lack of electrostatic contributions to the binding 
interaction between SsPL and ssDNA lies in the native environment for SsPL. SsPL 
originates from a hyperthermoacidophile, thriving in pH between 2-3 (26). However, it is 
important to note that S. solfataricus maintains an intracellular pH around 6.5 (26). 
Therefore, the lack of electrostatic interactions is not likely due to a difference in the 
number of ionized side-chains between EcPL and SsPL. One unexplored possibility is 
that S. solfataricus maintains an intracellular environment of extremely high ionic 
strength, rendering electrostatic interactions useless (7). However, this possibility seems 
less likely, as S. solfataricus is not a halophile, and does not originate from a high salt 
environment (28). 
An additional explanation for the lack of electrostatic interactions in binding SsPL to 
ssDNA may be in the nature of the ion pair interaction. The argument would be that SsPL 
preferentially forms SIPs rather than CIPs (see figure 18). In this case, we would not see 
the direct release of counter-ions, which is consistent with our observations (35).  
However, we would expect fewer water molecules to be released upon binding (7, 35). If 
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fewer water molecules are released, we would see a lower entropy of binding as well (7, 
35). Although we do observe a low entropy of binding for SsPL, it is not lower than the 
entropy of binding Gindt et. al. observed for EcPL (25). As mentioned earlier, EcPL does 
exhibit a significant electrostatic contribution to binding (25). Therefore, it is unlikely 
that the lack of electrostatics is due to the preferential formation of SIP over CIP. 
 
Figure 18: Ion Pairs of Protein side-chain and DNA Phosphate Groups 
Adapted from (35). 
 
Kernchen and Lipps showed that the number of ions released may be temperature 
dependent for certain ions (46). Here, we saw no temperature dependence with the salt 
choline chloride; there were effectively zero ionic contacts at both 25°C and 45°C. 
Kernchen and Lipps also observed that RPA had the lowest binding affinity in the 
presence of choline chloride (46). The measurements by Gindt et al. for the binding 
affinity of SsPL in KCl are comparable to our current measurements for SsPL in choline 
chloride, at ~105 (7). Therefore, we do not observe a lowering of the binding affinity in 
the presence of the particular salt choline chloride for SsPL. Finally, Kernchen and Lipps 
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showed that the number of ions released depends on the particular anion present (46). We 
are unable to comment of the effect of the particular anion on the electrostatics, as the 
previous work by Gindt et al. uses the salt potassium chloride, which shares the same 
anion as the one used in the present study. Therefore, it is possible that the anion is 
responsible for the lack of electrostatics observed in binding SsPL to ssDNA. Future 
studies using salts with different anions may help elucidate the effect of anions on the 
number of ions release upon ssDNA binding SsPL.  
Chapter 3: Sulfolobus solfataricus Photolyase Binding Substrate in Trehalose 
Introduction 
There are over 75 known species of hyperthermophilic Archaea and bacteria (47), 
which thrive at temperatures from 70 C to 100 C (26). At high temperature, proteins 
may show an increased conformational disorder, or entropy, arising from a higher degree 
of atomic mobility (47). Additionally, the amount of disorder found in protein-solvent, 
and protein-substrate interactions increases with temperature (47). Reaction rates increase 
at higher temperatures, so the stability of substrate molecules may also be compromised, 
potentially affecting overall activity (47). Therefore, it is necessary for hyperthermophilic 
proteins to adapt resistance to temperature induced changes to their native structure that 
may result in the loss of function. How these organisms manage to not only tolerate, but 
thrive, at high temperatures has been an important question for furthering the 
understanding of protein folding, stability, and protein engineering (47). There are two 
main approaches to the question surrounding the thermal adaptation of proteins: protein 
structure and protein-solvent interactions (49). 
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Sugars, and other osmolyte cosolvents, have been shown to aid proteins in 
maintaining stability and activity at high temperature, and to prevent protein aggregation 
(50, 51). Additionally, it has been observed that osmolytes such as trehalose tend to 
accumulate in organisms under stress (50).  Trehalose in particular has been well 
documented as one of the prevailing protein stabilizers and compatible solutes (50). As 
such, a great deal of interest has focused on the mechanism by which trehalose acts as a 
stabilizer, and how trehalose protects enzyme activity (50, 51). 
Structural Aspects of Thermophilic Proteins 
There are several common aspects of protein structure that are observed in 
thermophilic proteins. These include, but are not limited to, greater hydrophobicity, 
tighter atom packing, shortening of solvent exposed loops, fewer cavities, fewer 
thermolabile residues, and more salt bridges and electrostatic interactions (47,49). There 
are three groups for categorizing the typical substitutions to an amino acid sequence 
between mesophiles and their thermophilic counterparts: 1) thermophiles have fewer 
polar charged residues, 2) thermophiles exhibit a greater number of charged residues, and 
3) thermophiles exhibit a greater number of hydrophobic residues (49). 
 In the first category, thermophiles tend to decrease the number of polar charged 
residues in favor of non-polar residues (49). These non-polar residues tend to be more 
likely to participate in hydrophobic interactions (49). In addition, at high temperatures, 
asparagine and glutamine tend to see deamidation by residues like serine or threonine 
(49). Replacement of these particular types of residues with non-polar residues prevents 
the potential problems associated with a deamidation at high temperature (49).  
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The second category shows an increased number of charged residues among 
replacements made by thermophiles (47, 49). These charged residues may form 
stabilizing electrostatic interactions or networks (49). Hyperthermophilic proteins tend to 
show a greater degree of charged residues found buried within hydrophobic pockets (47). 
Buried charges have been found to be more stabilizing than solvent-exposed ones for 
hyperthermophiles (47, 48). This may be because buried residues can form stronger ion 
pair interactions than if they were exposed to the shielding effects of the solvent (47). The 
increased number of salt bridges and electrostatic networks may also increase the 
enthalpy change between the native state of a protein and its unfolded form around the 
melting temperature, acting as a barrier against unfolding (47).  
The third category shows an overall increase in residue hydrophobicity (49). This 
includes increases in the number of amino acids with branched hydrophobic side chains 
(47). These may serve to strengthen the hydrophobic interactions within the protein (47). 
At higher temperatures, the hydrophobic effect becomes weaker (49).  Increasing the 
hydrophobicity also increases the change in enthalpy at melting temperature of the 
protein (47), indicating a higher energy input is required to denature the protein.  
Thermophilic and hyperthermophilic do not just differ from their mesophilic 
counterparts in amino acid composition. One change includes smaller overall protein size, 
or fewer total amino acids (47, 49).  The change in heat capacity is directly related to the 
sequence length of a protein (47). Smaller proteins generally have lower heat capacities, 
which leads to an increased stability at higher temperatures (47, 49). A decrease in heat 
capacity flattens the stability curve, leading to an increase in the free energy of 
stabilization over a broader temperature range (47, 49, 50). Another type of change 
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includes a reduction in the number, or length, of surface exposed loops (47, 49). The 
reduction in surface exposed loops may contribute to a reduction in the difference in 
entropy between the folded, and unfolded states (47, 49).  Additionally, thermophilic 
proteins tend to have higher incidence of -sheets over -helices (49). Finally, the -
helices that are found among thermophilic proteins tend to have more stabilizing 
electrostatic interactions, as well as enhanced charge-dipoles (49), both which may 
contribute to structural stability (49). 
Compatible Solutes and Stabilization 
Organisms need not only rely on structural adaptations to aid stabilization at extreme 
temperatures. In addition, or in lieu of, structural changes, stabilizing solutes, also known 
as compatible solutes, may be used (49). There are two main advantages to using 
compatible solutes for temperature stabilization (49). The first advantage is that these 
organisms have the ability to adjust the concentration of stabilizing solutes in response to 
changing temperatures (49). This allows these organisms to thrive in a much broader 
temperature range (49). The second advantage is that it becomes easier for these 
organisms to colonize new thermal habitats (49). Organisms that use compatible solutes 
no longer need to make structural adaptations to every protein, a process which may take 
several thousand generations (49).  As such, stabilizing solutes often work 
nonspecifically, or independent to the physical attributes of any specific protein (49). 
Two leading mechanisms proposed for how compatible solutes promote protein 
stability include either preferential binding, or preferential exclusion (50, 52). Arsiccio 
and Pisano showed through MD simulations that preferential binding by compatible 
solutes occurs more frequently during dehydration and freezing, while preferential 
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exclusion mechanism dominates protein-solute interactions in the liquid state (56).  
However, it is important to note that experiments indicate that individual protein and 
solute properties also appear to dictate which type of mechanism might occur, as will be 
discussed in greater detail below.   
During preferential binding, the compatible solutes form hydrogen bonds at the 
protein surface (50, 54). These compatible solutes may be able to prevent the dehydration 
of proteins by acting as water substitutes (50, 54). Small, non-reducing sugars tend to 
work better than larger polysaccharides as stabilizing agents during the freezing or 
dehydration process (54). This is likely because the smaller sugars have less steric 
hindrance and are more flexible than larger polysaccharides (54). Consequently, the 
smaller sugars are able to form more hydrogen bonds with a protein (54).  
In 1980, Timasheff and Lee investigated the effect of sucrose on the thermal 
unfolding of -chymotrypsin, chymotrypsinogen, and ribonuclease (62). They found that 
sucrose appears to be preferentially excluded from the surface of the proteins being 
studied (62). During preferential exclusion, the compatible solutes are kept out of the 
vicinity of the protein because protein-solute interactions are less favorable than protein-
water interactions (55, 62). This leads to increased hydration of the protein (50-55, 62), or 
a “water mediated hydrogen bonding network,” (51) between the solute and the protein. 
In this scenario, the folded state may be favored over the unfolded state because it has a 
reduced surface area (49, 50, 53, 55). Additionally, Timasheff and Lee found that sucrose 
appeared to exert an effect on the surface tension of water, leading to its preferential 
exclusion (62). Miyawaki et al.  have argued that protein stability is strongly dependent 
	 56
on the activity of water (53). Water activity plays a role in protein stability through 
cooperative hydration, or the network of hydrogen bonding found between amino acids at 
the protein surface the surrounding water molecules (53). Compatible solutes therefore 
may affect protein structure and stabilization indirectly, by exerting changes to the 
surrounding solution structure (53).  The preferential exclusion mechanism is also 
sometimes referred to as the glass formation mechanism when it applies to the 
dehydration process (51, 53, 55). This is because the water molecules become trapped 
around the protein by the formation of a glass-like matrix of sugars, such as sucrose or 
trehalose (55). Along a similar line, a broken-glass mechanism has also been suggested, 
characterized by the interaction of the protein with non-uniform patches of solute (51).  
Trehalose as a Protein Stabilizer 
Trehalose is a non-reducing sugar, and a disaccharide of D-glucose, as shown below 
in Figure 19 (1). Small non-reducing sugars, such as sucrose and trehalose, have been 
observed to increase the free energy of unfolding for proteins in vitro (55).  In the 




Figure 19: Trehalose Haworth Perspective 
Trehalose shown as Haworth perspective. The full systematic name, as well as the 
abbreviated name, are listed below the common name. Adapted from (1). 
 
In a 2017 study, Kaushik and Bhat measured the effect of trehalose on the thermal 
stability for five different globular proteins: ribonuclease A (RNase A), lysozyme, 
cytochrome c (cyt c), -chymotrypsinogen (-CTgen), and trypsin-inhibitor (Trp-
Inh) (50). They found that activity was retained for RNase A at high temperatures in 
the presence of trehalose (50). In addition, they found a linear correlation between the 
effect of trehalose on the surface tension of the solvent, and the transition 
temperature, or the temperature at which the proteins begin to denature (50).  They 
observed a transition temperature increase with increasing concentrations of trehalose 
(50). This finding is similar to what was observed by Timasheff and Lee with sucrose 
(62), and lends evidence to the argument by Miyawaki et al. that the properties of the 
water play a vital role in protein stabilization (53). Kaushik and Bhat also saw 
evidence for preferential exclusion by trehalose with RNase A, lysozyme, and -
CTgen (50). Additionally, they observed that trehalose decreased the heat capacity of 
denaturation, which is related to the change in accessible surface area (50). This 
stabilization tactic is similar to the one mentioned earlier. Thermophiles decrease 
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their heat capacities by reducing overall protein size, leading to broader temperature 
range of stabilization (47, 49).   
In their 2014 work, Katyal and Deep investigated the mechanism behind trehalose 
stabilization of lysozyme through MD simulations (51). The authors observed that 
trehalose preferentially aggregates around polar residues on the surface of the folded 
protein, displacing water molecules interacting by only single hydrogen bonds (51). 
These patches of the trehalose were subsequently destroyed upon protein 
denaturation, exposing the hydrophobic core of lysozyme (51). The authors note that 
trehalose shifts the folded-unfolded equilibrium of the protein towards the folded 
form through the enthalpic contributions, or binding of trehalose to the native form of 
the protein (51).  Therefore, the authors results argue against the mechanism of 
preferential exclusion between trehalose and lysozyme (51). Additionally, Katyal and 
Deep found that trehalose molecules had a profound effect on the structural 
characteristics of the water (51). In particular, they found that trehalose disrupts the 
hydrogen bonding network of water at lower concentrations, contributing to  the 
“slowing of water dynamics,” (51). By contrast, at higher concentrations (above 0.5 
M trehalose), they observed a higher degree of sugar cluster formation (51). It is 
important to note that Katyal and Deep’s results are specific to the protein lysozyme. 
As the authors mention, trehalose appears to act through preferential binding by 
binding to, and aggregating around, the exposed polar groups of the native form of 
lysozyme (51). This mechanism may not be feasible for thermophilic and 
hyperthermophilic proteins. As stated earlier, thermophiles tend to have fewer polar 
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residues than their mesophilic counterparts (49). Therefore, it may be less likely that 
trehalose stabilizes thermophilic proteins through preferential binding.  
In 2016 Rani and Venkatesu investigated the ability of trehalose on maintaining 
the stability of stem bromelain (BM) in the presence of guanidinium chloride 
(GdnHCl) (58).  GdnHCl is a well-known protein denaturant often used in protein 
folding and unfolding experiments (58). Rani and Venkatesu reported that by itself, 
trehalose does not favorably interact with BM directly (58). Instead, it tends to form 
trehalose clusters, while BM remains in its more compact native state (58). This 
observation suggests that trehalose-BM interaction follows the preferential exclusion 
mechanism for stability (58). Furthermore, they found that trehalose counteracted the 
denaturant effect of GdnHCl (58). GdnHCl in solution might disrupt the H-bonding 
network of the trehalose clusters (58). However, Rani and Venkatesu argue that 
trehalose’s preferential exclusion is strong enough override the effects of GdnHCl on 
cluster formation (58). The authors suggest that both trehalose and GdnHCl are being 
preferentially excluded from the BM (58). 
In their 2016 paper, Malferrari et al. compared the protein immobilization 
capabilities of both sucrose and trehalose during dehydration, using the bacterial 
photosynthetic reaction center (RC) as a model (59). They found that the sugar to 
protein molar ratio was an important factor for sucrose’s immobilization abilities, but 
not so for trehalose (59). The formation of a glassy matrix characterized each sugar’s 
ability to immobilize RC (59). Trehalose appeared to form homogenous sugar 
matrices, independent of the protein content (59). The authors note that trehalose has 
a higher propensity to form intermolecular H-bonds than sucrose (59). By contrast, 
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sucrose forms two intramolecular H-bonds, while trehalose forms none (59). These 
intramolecular H-bonds may prevent the sucrose from forming additional H-bonds 
with its surroundings (59).  Therefore, the non-specific intermolecular hydrogen bond 
networks appear to make the most significant contribution to trehalose’s 
immobilization capabilities (59). 
In summary, trehalose appears capable of acting as a stabilizing agent either 
through preferential binding or preferential exclusion, depending on the properties of 
the particular protein being used (50, 51, 58). In addition, trehalose appears to affect 
the surface tension of water, (50, 51, 53, 57, 58) potentially by exerting long-range 
hydrogen bonding networks which disrupt the solution structure (50, 51, 53). Finally, 
trehalose’s advantage over structurally similar sugars, such as sucrose, may lay in its 
ability to form more intermolecular H-bond networks (59). Taken together, it appears 
that trehalose’s flexibility in forming hydrogen bonding networks contributes to its 
superior performance as a stabilizing agent under various conditions. 
Experimental Introduction 
In the following, we will provide the results from binding experiments involving 
reduced SsPL to ssDNA in the presence of trehalose. The results from these binding 
experiments indicate that there are no significant differences in the thermodynamic 
binding parameters between SsPL and its substrate in the presence of trehalose. These 
results will serve as preliminary data for future binding studies, which aim to probe the 
mechanism behind trehalose stabilization of SsPL at higher temperatures. 
Experimental Procedure 
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Binding experiments were carried out according to the procedure outlined in Chapter 
2, with a few key differences. First, concentrated SsPL was frozen in 0.553 M trehalose, 
.200 M -glycerophosphate, and 50 mM Hepes at pH 7.0. Therefore, there was no need 
to exchange protein into the appropriate buffer after thawing. Three replicate ITC 
experiments were run at 25°C, with SsPL concentration of ~ 47 M, and UV-p(dT)10 
substrate at 350 M in the same buffer.  
Preliminary Results 
The preliminary experiments for SsPL binding ssDNA at 25°C showed exothermic 
heat of binding. Binding curves were successfully generated for only two of the three 
experiments run. The association constant, and enthalpy of binding, were obtained from 
the binding curves. The association constant, KA, obtained was ~105. In Table 4 below, 
the thermodynamic parameters obtained from each experiment are presented.  The Gibbs 
free energy of binding was calculated according to eqn. (5), and the entropy of binding 
following eqn. (6).  The average for both experiments showed ΔG° of -33.1 kJ mol-1,  a 
ΔH° of  -23 kJ mol-1, and a ΔS° of 31 J K-1 mol-1 and is displayed in table 5 below.  
Table	4:	Thermodynamic	Properties	of	SsPL	binding	ssDNA	in	Trehalose	
Temp, K ΔH°, kJ mol-1 ΔG°, kJ mol-1 ΔS°, J K-1 mol-1 
298 -20.3 -32.5 40 





The preliminary binding experiments for ssDNA binding SsPL in the presence of 
trehalose gave a KA of ~ 105, and an average ΔG° of -33.1 kJ mol-1. These values are 
consistent with previous SsPL and ssDNA binding experiments, as presented earlier, and 
reported earlier by Gindt (7) (see Table 5). The consistent thermodynamic binding 
parameters suggest that SsPL binds its substrate normally in the presence of trehalose.  
Table	5:	A	Comparison	of	Thermodynamic	Properties	of	SsPL	binding	
ssDNA	in	the	Presence	of	Different	Solutes	
Solute ΔH°, kJ mol-1 ΔG°, kJ mol-1 ΔS°, J K-1 mol-1 
Trehalosea -23 (3)d -33.1 (0.8)d 35 (8)e 
Choline Chlorideb -34 (2) -31.93 (0.10) -8 (9) 
KClc -39 (10) -33 (2) -20 (40) 
a 0.553 M trehalose, .200 M -glycerophosphate, and 50 mM Hepes at pH 7.0. 
b 0.200 M Choline Chloride, 50 mM Hepes at pH 7.0,  (from Table 1).  
c SsPL in 20 mM KCl, 88 mM K2SO4 , 50 mM Hepes at pH 7.00, from (7). 
d Standard deviation reported in parenthesis for ΔH° and ΔG°. 
e Propagated error in parenthesis for ΔS°.  
 
 
One difference observed between the present experiments, and those performed 
previously, was in the values obtained for the enthalpy of binding. The trehalose 
experiments showed a lower enthalpy of binding, averaging at -23 kJ mol-1, than was 
been previously observed at 25 °C (see Table 5). As reported above in Table 1, ΔH° 
values obtained at 25°C ranged from -32 to -35 kJ mol-1. The lower enthalpy may be 
caused by the effect the sugar has on the surface tension of water, and/or preferential 
exclusion of trehalose from SsPL. Preferential exclusion would lead to an increased 
hydration of SsPL. Substrate binding event will disrupt of the hydrogen-bonding network 
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between trehalose and the intervening water molecules. This effect would also explain 
the observed increase in entropy (see Table 5). Binding substrate would release highly 
ordered water molecules from the surface of the protein, resulting in an increase in 
entropy. Whether or not trehalose is causing the observed difference for the enthalpy of 
binding damaged ssDNA to SsPL is inconclusive. Further experiments involving SsPL 
binding its substrate in the presence of trehalose are required to determine whether the 
observed difference in ΔH° is repeated. 
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