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The introduction of collaborative robots in the industry requires new training methods. Users 
without experience in collaborative tasks with robots present insecurity at the beginning, reduc-
ing their productivity until they become familiar with this type of process. To address this prob-
lem the training method must take place in an environment where the user feels comfortable 
working with the cobot to overcome the insecurities. This thesis aims at defining a training 
method for users to get used to working with collaborative robots. The method covers every 
kind of robot and task. In addition, this research looks for a training that takes place outside the 
production line so as not to affect the productivity of the plant. 
The document presents the background of training methods in the industry and new trends 
in this field such as virtual reality and the evolution of interactions with robots. A patent land-
scape is included to evaluate the current situation in the investigation and development of these 
fields. 
This thesis work proposes an interactive and immersive virtual reality training based on 
WebGL. It consists on a simulation where the operator interacts in real time with a cobot execut-
ing a collaborative task. By using WebGL you can access the simulation directly from the 
browser and without restrictions in the virtual reality equipment. The scenario presents the as-
sembly of a box in collaboration with the YuMi cobot of ABB. The tools, models and techniques 
used for the implementation are described. Taking advantage of the properties of virtual reality 
to facilitate the learning of the task, the simulation offers a user assistance system that is ex-
plained in detail. 
This method has been tested in a group of student engineers who performed the simulation 
in order to evaluate the effectiveness of this proposal to help operators in their learning of col-
laborative tasks. The results show a greater acceptance and confidence of the users to perform 
the task with the cobot after the simulation while they learnt the entire process of the task.  
It is concluded therefore with this thesis that the proposed method is valid for user training in 
collaborative tasks. It is hoped that this work will serve as a basis for future research in the in-
corporation of WebGL and virtual reality in the training of industrial processes. 
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1. INTRODUCTION 
1.1 Motivation 
The fourth industrial revolution (i.e., Industry 4.0) drives the industrial equipment manu-
facturers to include the advances from the Information and Computer Technology (ICT) 
field. These technologies and concepts have been enriching the final products that can 
be used at the factory shop floor [1]. These advances focus on the automation of indus-
trial processes. Two trends are highlighted more and more requested for their imple-
mentation in the industry: the set of Mixed Reality, Augmented Reality and Virtual Real-
ity; and the Human-Robot Interactions (HRI).   
As both the devices and the applications offered by virtual reality are developed, it ap-
pears to be an increasingly effective tool in the automation process since it facilitates 
activities that until now were carried out manually in the plant, for example, the monitor-
ing of real-time industrial plant tasks. The advancement of hardware technology has 
reached a point where it is now feasible to produce hardware for Virtual Reality (VR) 
that are actually highly usable, and most importantly, affordable for many consumers 
[2]. The high accessibility of the virtual reality and the great variety of devices that have 
been developed with diverse capacities and economic ranges allow an adequate inte-
gration of the same in diverse work environments, either in the line of industrial opera-
tion, in training or in tasks of management. 
The study and development of the second trend, HRI, arises from the need to auto-
mate increasingly complex processes that require the technical capabilities of a robot 
and the criteria of a human. As these tasks become more precise and detailed, the 
necessity arises for a greater integration of the qualities of the human and the robot. 
Collaborative robots (Cobots) emerge from this need. Cobots are intended to physically 
interact with humans in a shared workspace [3], which requires a direct interaction be-
tween the robot and the user with no barriers. New lines of research are being devel-
oped with this possibility of introducing automation with cobots. 
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1.2 Justification 
Since the two exposed tendencies are still in process of evolution, the study carried out 
in this thesis work seeks to make a contribution to this line of research looking for pos-
sible applications for the industry in which the qualities of virtual reality can be incorpo-
rated to the automation with cobots, exploiting the benefits that each of them brings. 
For this study to add value to the automation process, the applications proposed in this 
work should cover and reinforce the weaknesses of the current processes used in this 
field. 
1.3 Problem statement 
Although the cobots incorporate a high level security system there is distrust on the 
part of the users towards working with robots with such closeness. This distrust hinders 
the correct execution of the tasks by the users until they get confidence with the 
cobots, which translates into a long period of adaptation to work on collaborative tasks. 
As a consequence, productivity is reduced since the period required to train the user is 
greater and, therefore, it requires more time for the user to execute the task with the 
maximum performance. This problem generates the need to introduce new training 
methods for operators who are not familiar with collaborative task processes. Training 
can facilitate this process by reducing initial biases, providing knowledge about system 
capability, and applying a risk assessment based on the behaviour of the automation 
[4]. These training methods must collect the necessary requirements to be able to an-
swer the following question: “How to train operators to work with collaborative robots 
without decreasing productivity during the period of adaptation?”. 
1.4 Scope and objectives 
As abovementioned, the scope of this thesis work is collaborative tasks. The collabora-
tive tasks imply that user and robot work at the same time, in the same workspace and 
in the same process, usually in manipulation tasks.  
The proposal presented in this document is an off-the-job training, thus allowing the 
operator to learn the task outside the production time and, therefore, avoiding a reduc-
tion in the productivity of the plant. 
In addition to learning the task, the user has the possibility to become familiar with the 
cobot outside the production line, so that the period of adaptation required by those 
operators without experience with cobots is done outside the production time. As a 
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consequence of this, the productivity of the line is not affected by this adaptation peri-
od. 
With this system the operator has maximum productivity from the moment he/she en-
ters the production line because he/she is already familiar with the task to be carried 
out in collaboration with the cobot. 
This document seeks to incorporate the qualities that virtual reality contributes with the 
objective of improving the training process. 
1.5 Outline 
This documents structures as follows: state of the art, design and implementation, tests 
and results, and conclusions.  
The state of the art presents the background of the aspects required for the realization 
of this thesis and that have been presented throughout the introduction. It introduces 
the basic and necessary knowledge about each of these aspects to be able to follow up 
on the following chapters. This chapter includes a patent landscape that allows visual-
izing the current research trends in these fields. 
The chapter of design and implementation presents the research path followed until the 
application that is proposed in this work. After the research period reflected in the state 
of the art, a selection of the alternatives that best meet the requirements of the ap-
proach is made. Once the parameters of the proposal are defined, an investigation is 
made on the existing applications in search of proposals that can cover all or part of the 
requirements. From this research a new solution to the problem exposed in the intro-
duction is proposed. Finally, the implementation of said proposal is carried out. 
The implemented application is tested through a series of tests whose results are ex-
posed in the chapter of tests and results. From these results it is concluded the effec-
tiveness of the application and the possible defects that it may have are detected so 
that it is possible to establish the improvements to be incorporated. 
Finally, in the chapter of conclusions it is determined if the application covers the needs 
exposed in the problem statement and introduces the possible research paths to which 
this proposal can contribute in future works. 
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2. STATE OF THE ART 
This chapter is a theoretical background in which the concepts used to this thesis are 
defined and described. The content of this chapter is focused on manufacturing sys-
tems, since this is the environment in which the application of the thesis implementa-
tion is planned to be applied.  
Although all the concepts to be discussed in this section are related to each other, they 
will be treated separately in 5 subsections. The first section provides a definition for 
mixed, augmented and virtual realities, while explaining the main characteristics with 
the help of industrial examples. The second section shows a comparison between the 
contributions of human and robots to industrial processes. This section introduces the 
concept of “Cobot”. The third section the most common methods used for training op-
erators on industrial tasks. The fourth section summarizes the concepts reviewed dur-
ing the previous sections using tables, with the purpose of facilitating the selection of 
the correct methods and devices that will be used in the implementation of the thesis. 
The last section illustrates the research trends on the fields treated in this chapter 
through a patent landscape. 
2.1 Mixed Reality 
Nowadays, the global competition in industry generates the need for fast adaptation of 
production to the changing demands of the market. To meet this requirement a great 
advance is needed in current manufacturing technology. The fourth industrial revolution 
(i.e. Industry 4.0) is an approach based on integration of the business and manufactur-
ing processes which involves the application of the generic concepts of Cyber-Physical 
Systems (CPS) and Internet of Things (IoT) to the industrial production systems [5].  
Mixed Reality (MR) has a growing role in industry 4.0. A MR environment is a combina-
tion of real and virtual worlds presented together within a single display [6], which 
makes it highly useful for industry especially in those areas where the pre-visualization 
of the operation plays a critical role in the prevention of accidents.  Within the industrial 
scope, MR has diverse applications.  
Its ability to simulate the system operation even in extreme situations makes it suitable 
for detecting problems in advance and finding out the solution. In terms of optimizing 
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the processes, MR allows the worker to perform an analysis and monitoring in real 
time. Traditionally, the detection of errors in the product was done in the post-process; 
however, nowadays technologies like MR allow human-robot collaboration so that it is 
possible to detect some errors in the product and problems in the machine immediately 
during the processing. The result of these applications translates into a reduction in 
process costs due to the rapid detection of errors and, therefore, the rapid intervention, 
among others.  
Spacedesign is an example of a MR application that has already been implemented in 
industry for aesthetic design of free form curves and surfaces. It is a workbench-like 3-
D display for free hand sketching, surfacing and engineering visualization. Thanks to 
stereo glasses that augment the process the user adds shapes, textures and annota-
tion [7]. Figure 1 illustrates the Spacedesign application. 
 
Figure 1.  A car body is realized in Spacedesign using 3D devices and VR/AR vis-
ualization [7] 
As already defined above, Mixed Reality is a combination of real and virtual worlds. 
Figure 2 shows the possible combinations between the real world, the virtual world and 
human interactions. 
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Figure 2.  Venn diagram of Mixed Reality 
The Real Environment (RE) is a totally real world, so the human can interact with it. 
The Virtual Reality (VR) is a totally 3D computer generated world human can interact 
with it with the help of hand controllers. Finally, the Mixed Reality (MR) introduces vir-
tual objects in the real world. The human can interact with them or just take the virtual 
information visually. A special case of MR is Augmented Reality (AR) which contains 
virtual images overlaid on the view of the user. In the following, the section focuses in 
AR and VR. 
2.1.1 Augmented Reality 
An Augmented Reality (AR) system adds computer generated objects on top of the 
user’s view that enhance the real world. This technology combines the real and virtual 
objects in a real environment which are aligned with each other. It runs interactively 
and in real time [8].  
The displays that introduce the virtual images on top of the user’s view can be divided 
into three categories. Firstly, the head-worn display presents augmented information in 
front of the user’s eyes. The most common way to find this device is in the form of 
glasses. The second one is the handheld display which needs to have a camera incor-
porated. The user focuses with this camera on the scenario to be augmented. This 
scenario is shown with an AR overlay on the screen of the device. Finally, the projec-
tive display projects the virtual information directly on the physical objects to be aug-
mented [8]. 
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One example of application that uses projective displays is smARt.Assembly which 
provides a projection based assembly assistance system in industrial processes. This 
system projects digital guidance information in terms of collecting information and as-
sembly data in a user's physical work area without the use of smart glasses that might 
limit the field of view of the user [9]. Figure 3 shows a prototype of this application. 
 
Figure 3.  Prototype of projection-based AR assembly station, with the projector at-
tached above the users’ head [9] 
Within the applications that require the use of head-worn or handheld displays, accord-
ing to [10], there are two types of augmented reality: marker based which uses identifi-
ers or markers, and markerless which uses positional data.  
Marker-based Augmented Reality. This kind of AR requires a camera and the use of 
visual markers. These markers are distinctive pictures (e.g. QR code) that are recog-
nizable by the user. Most are black and white due to the good contrast between these 
two colours that facilitates the recognition of the drawn pattern. The virtual world is not 
displayed above the real one unless the user has located the marker through the cam-
era and processed it, as it is depicted in Figure 4.  
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Figure 4.  Flowchart of Marker-based Augmented Reality system 
One application of this type of AR is automotive maintenance. Figure 6.a. illustrates its 
implementation for the engine maintenance of a real Mercedes-Benz [11]. In this ex-
ample the markers were attached to an object of the engine. Multiple markers were 
used to present a view of maintenance and repair instructions in several ways such as 
textual and video formats, 3D animated models, and a video/audio link to a technician 
as an example of remote technical assistance. 
Markerless Augmented Reality. It uses location data to adapt the virtual content to the 
user’s position. The virtual image is gathered through internet (i.e. using GPS) and dis-
played on any specific location. The process followed in this type of augmented reality 
is illustrated in Figure 5.  
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Figure 5.  Flowchart of Markerless Augmented Relality system 
Figure 6.b. shows the application of this technology for assistance of an operator dur-
ing maintenance operations in an engine of a Renault Clio [12]. Virtual elements are 
added to guide the operator during the procedure by pointing out virtually different parts 
of the engine. The addition of these elements implies a robust localization process.  
 
Figure 6.  Maintenance assistance through a) marker based AR [11] and b) marker-
less AR [12] 
Enhancing the real world does not imply a tangible interaction of the user with the vir-
tual objects, as demonstrated in the previous example (Figure 6), in which the interac-
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tion between the user and the virtual world was merely visual. But nevertheless, these 
interactions provide the user with a more natural and intuitive experience [13]. There 
are two trends in AR interaction research. The first one uses heterogeneous devices to 
take advantage of different displays (e.g. projective or handheld displays) so that the 
user can manipulate and interact with the virtual data. The second integrates the virtual 
data with the physical world through tangible interfaces in such a way that the user 
modifies the virtual model by manipulating real objects [8].  
2.1.2 Virtual Reality 
Virtual Reality (VR) is a simulation of a non-real environment that can be interacted by 
the user using sensory devices, while this experience can be realistic or fantastic. The 
study of virtual reality extends to a great variety of fields of diverse disciplines, including 
the industrial field.  
2.1.2.1 Keywords 
Below are introduced the key concepts for a better comprehension of VR in the field of 
interest of this research: virtual world, immersion, total immersion, interactivity and 
sensory feedback. 
Virtual world (VW) is a three-dimensional computer generated environment that can be 
joined by several users interacting with each other and with the environment. 
Immersion is the perception of being present in a non-real world. The grade of immer-
sion experienced by the user determines the nature of the interactions with the virtual 
environment. There are three levels. In the first level are the non-immersive simulations 
that the user accesses through a standard screen. The second is the semi-immersive 
simulation. The user enters in the virtual environment through a surround screen that 
covers and stimulates both frontal and peripheral vision. In the third level are the fully-
immersive simulations which require the use of a head-mounted display and motion 
detection devices such as joysticks, controllers, data gloves or body suits. 
Total Immersion (TI) is the extreme case of fully-immersive simulation. The user loses 
awareness of being in a virtual environment because the experience feels so real that 
the user forgets to be in an artificial environment and acts as being in the real world. 
This grade of immersion can be achieved as long as the environment and its interac-
tion with the user are completely based on the real world. 
Interactivity is a critical concept when it comes to engaging the user with the virtual 
environment. If this environment does not respond to the user’s action in a natural 
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manner the human brain loses the sense of immersion. The most habitual way of inter-
acting with the virtual environment is through hand trackers that recognize the position 
and orientation of user's hands and use them to make changes in the virtual environ-
ment. 
Sensory feedback (SF): in order to provide the user with an optimal level of immersion 
the experience must stimulate vision, hearing and touch senses, which requires senso-
ry feedback. SF is achieved through input-output devices include position trackers, 
sensing gloves and visual, audio and haptic feedback [14]. Normally, the VR simula-
tions start with the sampling of the user’s head and hand positions which are the initial 
data for the position trackers to measure the translation and orientation of both. The 
sensing gloves are used in those simulations that require the measurement of finger 
positions or haptic feedback. However this is not the most used technology nowadays 
due to the difficulties when adapting the glove to the hand shape and the higher price. 
There are several devices for getting visual feedback depending on the level of immer-
sion. Head Mounted Displays (HMD) offer a fully immersive experience as they cover a 
larger visual field and incorporate audio feedback which provides realism to the simula-
tion. 
2.1.2.2 VR System 
According to [15], VR systems are characterized by four main technologies: head track-
ing, hand and gesture tracking, 3D computer graphics and wide-angle stereoscopic 
displays. All these technologies are depicted in Figure 7. 
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Figure 7.  VR System diagram [16] 
The first technology is the head-tracking which defines the location of the user’s head 
in order to perform the interactions between the user and the virtual environment. Both 
the user's head and the virtual objects have defined the position and orientation with 
respect to a global coordinate system. As the virtual environment covers more than the 
user’s field of view, only by moving the orientation of the head can the user access to 
the entire environment.  
The second of the four technologies, hand and gesture tracking is not mandatory for 
performing a VR simulation, unlike the rest. The use of this technology depends on the 
level of interaction required by the experience. Hand tracking allows a VR system to 
determine the position and orientation of the user’s hand for enabling interaction with 
the environment [17]. As the VR environment is the 3D space, it is needed 6 degrees of 
freedom in order to define the position and orientation of an element. This necessity is 
covered by the controllers.  
The graphics subsystem is connected to head and hand trackers and to the Head 
Mounted Display It receives the data from the trackers and processes it. Based on this 
input information, the subsystem generates a series of interactions that are inserted 
into the HMD. The grade of immersion is favoured by two factors contained in the 3D 
computer graphics: realistic graphics and real-time interaction with the environment. 
Real-time interactions are achieved with an appropriate update rate. This rate condi-
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tions the quality and complexity of the design of the virtual world, being the most advis-
able to increase the rate of image updates to greater than 30 times per second.  
Wide-angle stereoscopic displays, is responsible for forming images on the visual dis-
play (e.g. HMD) in the same way than the human brain does. The vision of a person is 
the result of combining the information received by both eyes. This is called stereo-
scopic, or binocular, vision. With each eye independently a range of 150º-160º of vision 
is obtained. Combining the two eyes provides a single sharper image that widens the 
field of vision, reaching up to 180º. This model is used to introduce images in the lens 
of the head-mounted display so that the user gets the maximum possible information 
from the environment. According to Kalawsky, the minimum features of a VR display 
system are greater than 110º for horizontal field of view, greater than 60º for vertical 
field of view, and greater than 30º of stereo overlap [15].  
2.1.2.3 Applications 
Virtual reality is a proper tool to learn how to perform processes without needing ac-
cess to the real work space, being able to train workers without damaging the real 
equipment. Since virtual reality places the user in a totally virtual environment, it is also 
used to train the user and perform simulations of potentially dangerous tasks. A proto-
type training system called Look, Stop and Fix trains the worker for recognizing hazard 
situations and applying preventive actions [18]. It simulates the working areas of mining 
industry in dangerous situations with the purpose that the worker trains his response to 
these hazards. The interface of the application is shown in Figure 8. 
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Figure 8.  Screenshot of available options when trainee has stopped the simulation 
[18] 
2.2 Human-Robot Interactions. Cobot 
Over the years industrial processes have become increasingly complex, which has led 
to automate a large part of them. At this point Human Robot Interactions (HRI) emerge. 
HRI is the science of studying people’s behaviour towards robots in relationship to the 
physical, technological and interactive features of the robots, with the objective to de-
velop robots that facilitate the rise of human-robot interactions [19].   
As happens every time a modification is introduced, contrary opinions arise in this re-
gard. In the case of automation there were opinions that rejected the use of robots and 
there were also opinions that defended the complete automation of the process. How-
ever, neither of these two proposals is adequate since humans and machines provide 
different characteristics to the process. On the one hand, the robots optimize the per-
formance of the process and have mechanical characteristics that operators cannot 
reach, but lack human and logical criteria. On the other hand, humans have experience 
and logic, but they are unpredictable and imprecise. The appropriate level of automa-
tion depends on the characteristics of each process and situation [20]. Table 1shows 
the strengths and weaknesses provided to the industrial process by humans and ro-
bots. 
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Human component Automated control system 
Strengths Weaknesses Strengths Weaknesses 
Judgment Inconsistent Consistent Lacks judgment 
Adaptable 
Vision, hearing, reach, 
strength, attention span 
limited 
Predictable 
Cannot be pro-
grammed for all even-
tualities 
Sentient 
knowledge 
Unpredictable, possibly 
unreliable 
Efficient 
Lacks sentient 
knowledge 
Interactive 
Subject to emotion, 
bias, alternative motiva-
tions 
Uniform, reliable 
Constrained by hu-
man limitations in de-
sign, installation, use 
Can use ex-
perience 
Forgetful, subject to 
distractions 
Fatigue-resistant 
Subject to wear and 
tear 
Can learn, 
adapt 
Subject to fatigue 
No attention span 
limits 
Adapted responses 
must be pro-
grammed—human 
programmers 
From the abovementioned it can be concluded that automated processes require hu-
man intervention to optimize the process. In this type of processes, the operator is re-
sponsible for supervision and decision-making tasks, thus reducing injuries due to 
physically complex or dangerous tasks. But nevertheless, automated control systems 
are designed by humans, so they are sensitive to human errors and, because of that, 
the probability of accidents between humans and robots increases, either due to hu-
man error or due to machine error. Because of the speed and force with which the ro-
bots work, the injuries that can cause to the operator are more serious. For this reason, 
automation requires a high level security system that protects the user, which is trans-
lated into higher costs. It is almost impossible to design a system to respond correctly 
to every possible situation. Therefore, the engineer responsible for the design process 
must integrate the operator in a way that it can contribute with criteria and flexibility 
Table 1. Human vs. Machine Strengths & Weaknesses [20] 
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when the system deviates from the established path, with the purpose of taking ad-
vantage of the strengths of Table 1, both the user and the robot. The designer can in-
tervene in ﬁve attributes that affect the interactions between humans and robots: level 
and behaviour of autonomy; nature of information exchange; structure of the team; 
autonomy, adaptation, learning and training of people and the robot; and shape of the 
task, which relates to the way the task has been done and how should be done [21]. 
Failures in a process can occur due to errors in the robots or in the decision making. 
Part of the errors caused by the latter are related to the operator trust in the automation 
and whether an operator over-relies or under-relies on the automation as a result. The 
“reliance” factor represents the probability that an operator will use automation and is 
influenced by the operator’s self-confidence and level of trust in the automation. Trust 
is influenced by the actual reliability of the automation and the experience it has work-
ing with robots, because the operator gains confidence with the robots as the operator 
acquires experience with it [22]. 
Conventional industrial robots have long proven their effectiveness in production 
chains. They produce massively, occupy a lot of space and often remain in a fixed po-
sition. Over the years, automation has been applied to more and more precise and 
detailed processes which are inaccessible for conventional robots. To fulfil this pro-
posal, the Collaborative Robots (Cobots) were introduced. The cobots are 6-axis articu-
lated robotic arms designed as worker's assistants and not as substitutes. 
2.2.1 Cobot 
Collaborative robots are intended for direct interaction with a human worker, handling a 
shared payload [23]. They are compact and occupy little space, so they are easily relo-
catable. In addition, they are designed so that they are flexible enough work with hu-
mans. 
In terms of safety, industrial robots, as abovementioned, can sometimes be dangerous. 
Because of this, they need the installation of security barriers that protect operators. 
Since they lack sensors that allow them to detect the intrusion of an operator in their 
workspace they turn into potentially dangerous tools. On the contrary, when a worker 
intervenes in the operational range of the robot, the robot is stopped immediately to 
avoid injury. Figure 9 depicts a conventional robot contained in a cell and a cobot work-
ing with an operator with no barriers.  
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Figure 9.  a) industrial ABB robot in a cell [24], b) ABB cobot interacting with an op-
erator [24] 
To achieve safe human-robot collaboration the maximal payload and velocity of the 
motion are decreased with respect to conventional robots. The load capacity of collabo-
rative robots is around 10 kg and maximal velocity of the motion is limited to 250 mm 
per second. This light design ensures that de damage suffered after an impact is not as 
serious as it would be with a standard robot. In order to reinforce the safety for the 
worker the robot incorporates sensors detecting so that it can prevent collisions by 
stopping in case of sensing contact with the operator [25]. As a consequence, cobots 
do not need security barriers to keep operators safe, so both cobots and workers can 
be integrated into a production chain. 
There are several ways to insert cobots in the production lines and each of these ways 
implies a different kind of HRI, as is illustrated in Figure 10.  
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Figure 10. Human-robot interactions in future production lines  [26] 
Following the production line of the figure from left to right, the level of cooperation be-
tween the cobot and the operator increases. The first working couple interact through a 
work table, but the human does not enter the working range of the cobot. The second 
couple shows the interaction between an automated guided vehicle (AGV) and cobot. 
The third one is a collaborative interaction between a cobot and a human, which im-
plies that the human and the cobot share the working range of the robot. At the end of 
the line of work, there is an interaction between an AGV and a human. In addition to 
these relations, in industrial areas there are also co-inhabitancy interactions, as illus-
trated at the bottom of the figure, in which humans and AGVs share the area, but they 
do not collaborate in any task. 
As shown in the previous figure there are two types of cobots: humanoid (dual arm) 
single arm. Single arm cobots are the most extended but dual arm robots are arising in 
the industrial field. The two-arm design allows for increased application flexibility. Sev-
eral researches have proven the advantage of using two arms versus one, especially 
for manipulation tasks [27]. Two arms can work together to handle objects and perform 
operations on them. By carrying out operations simultaneously, the two arms can also 
save time compared to using a single arm which would need to perform tasks sequen-
tially. In some applications, they can also save space compared to using two separate 
single-arm robots. They allow objects to be approached at angles that would not be 
possible using a single arm by itself. However, they need careful programming to en-
sure that their arms coordinate their movements and operations perfectly with each 
other, and there are no agreed standardised methods for setting up and implementing 
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two-arm robot applications. In addition, single arm cobots occupy a space similar to 
that occupied by a human, which can be critical when designing the layout of the indus-
trial space. 
An example of implemented cobot in industry is Walt at the Audi Brussels factory. Fig-
ure 11 shows the developed MRK-Systeme robot, along with its interaction with factory 
workers. The user interacts with the cobot using gestures and the cobot communicates 
with the user through a robotic head that expresses emotions [28].  
 
Figure 11. Views of the cobot Walt at the Audi Brussels factory [28] 
2.3 Human as factory resource  
The introduction of automation in the industry has significantly changed the role of op-
erators in the production chain. Due to the constant innovation of industrial processes, 
it is necessary to qualify workers about new and changing technology trends. This de-
mands introducing novel approaches for knowledge-delivery and skill transfer [29].  
The cost that implies for the company the introduction of trainings of the operators is 
collected in the “Human Capital Theory”. Human Capital Theory was formalized by 
Becker in 1962 and contemporaneously developed by others. This theory recognises 
the skills, experience and knowledge that people have and the economic value of these 
to the companies [30]. It is considered, therefore, the education of the operator as an 
investment that will provide greater benefits [31].  
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Training is defined by the Cambridge Dictionary1 as the process of learning the skills 
you need to do a particular job or activity. The objective of the training is to provide the 
employee with the skills that lacks when doing a particular job and to achieve that work 
with ease. The first step in establishing a training method is to determine the objective 
of the training and the skills to train. The training methods can be classified into two 
groups: On-the-job training (OTJ) and Off-the-job training. 
OTJ is based on the philosophy of “Learning by doing”, that is, experiential learning. In 
this method the operator carries out his training period directly in the workplace. The 
trainee learns the methodology of the task through observation and puts it into practice 
under the supervision of a superior. This method is suitable for teaching technical skills; 
however, mistakes made by the trainee lead to errors in the production chain, which is 
expensive both economically and in time value. 
Off-the-job training is performed out from the workstation. The trainee takes away the 
stress that comes with the real job and focuses on learning experience. Within this type 
of training are the classroom lectures and exercises and the simulations. As the pro-
cesses become more complex, the study of virtual reality prototypes for this purpose 
increases. The VR provides a risk-free environment, where the user can not only learn 
without fear of getting hurt, but also learn the consequences of the various mistakes 
that can be made without affecting the real production line. This stress-free situation 
facilitates the learning of the task and the prevention of accidents [32].  
Operators receive training before and during their tasks to ensure safe and efficient 
operations in industrial plants [33].Traditionally, workers train with hardware prototypes, 
along with several disadvantages such as the high cost, the limitations in scale and 
product variants or the limited hardware availability only at a late development stage. In 
order to bypass these limitations new training methods are being studied based on 
virtual reality. Virtual training was introduced for the first time more than two decades 
ago. Over the years, many studies have been conducted on the impact of using virtual 
reality for training tasks.  Many of them have demonstrated a positive impact on the 
learning of industrial processes (Lin al. 2002; Malmsköld et al. 2007; Adams, Klowden, 
and Hannaford 2001), Despite these positive results, virtual training has not been intro-
duced as a daily practice in industry yet [29].   
                                               
1
 https://dictionary.cambridge.org/dictionary/english 
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2.4 Summary 
This last section includes the main alternatives that have been shown throughout the 
state of the art, collected in table form.  
Table 2 indicates the suitable situations where to use virtual, augmented or mixed reali-
ty, using as comparison parameters if the user is in the workplace or away from it, the 
interactions between real and virtual objects and the capability of the user to join both 
of them at the same time, and the level of immersion provided with its corresponding 
visual devices. 
 VR AR MR 
OJT (the user is in the 
workplace) 
 X X 
Off-the-job training X X X 
User is aware about the 
real world 
 X X 
Real and virtual con-
tents interact with each 
other 
  X 
Immersion Low Semi Fully Low Semi 
Visual 
Displays 
Head-worn 
display 
Smart-
glasses 
HMD Smart-glasses Smart-glasses 
Hand-held 
display 
 X X 
Projective 
display 
 X  
The shaded cells form groups, that is, smart glasses provide low and semi-immersed 
experiences while Head Mounted Displays provide a fully-immersive experience. 
Table 3 focuses on the Human-Robot Interactions, comparing the differences of these 
interactions based on using a conventional industrial robot or a cobot. The aspects to 
be compared are: the payload of the robot, the direct physical contact if there is, and 
the way they interact depending on how close they are to the human and the robot. 
 
Table 2. Comparison between MR, AR and VR 
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HRI Payload 
Human-Robot 
physical contact 
Human-Robot Layout depending on the 
proximity 
Robot High No Robot isolated in a cell 
Cobot 
Low 
 (0-10 kg) 
Yes 
Shared Worktable 
(Human is not en-
tering the cobot’s     
operation range) 
Shared Workspace 
(Human enters 
cobot’s operation 
range) 
Table 4 shows the advantages and disadvantages of single and dual arm cobots so it 
is easier to choose the most suitable option for each situation. 
Single arm 
Advantages 
Occupy as little space as a person 
Most extended in collaborative field 
Disadvantages No possibility of multitasking 
Dual arm 
Advantages 
Suitable for manipulation 
Multitasking 
Increased application flexibility 
More similar to a human 
Disadvantages 
Occupy more space than single arm cobots 
Difficult coordination of both arms 
no standard methods for setting up and implementing 
applications 
2.5 Patent landscape 
One technology that is attracting growing interest from a research and development 
focus or market entry perspective is Virtual Reality. Although this technology is being 
developed for its application in a wide variety of disciplines, this analysis focuses on the 
industrial field since it is the field of application developed in this thesis. The objective 
Table 3. Comparison between robot and cobot 
Table 4. Comparison between single and dual arm cobots 
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of this section is to shed light on recent patent activity in the training of tasks involving 
robots through VR with the target of providing insight for those working in this area.  
It is possible to track patent applications with a visual representation of the data 
through a patent landscape, which provides graphics and charts to demonstrate patent 
trends and leading patent assignees. The search database used to obtain the dataset 
for this thesis is Derwent Innovation2, by Clarivate Analytics, a patent research applica-
tion that provides access to globally trusted patent in scientific literature. The search for 
patents was based on two couples of keywords that define the scope of study of this 
work: Virtual Reality and industrial environment; human-robot collaboration and train-
ing.  
Figure 12 illustrates a bar chart for the optimized assignees. The top applicant for fil-
ings is Brain Corporation3, whose target is the development of intelligent systems for 
everyday machines. Rethink Robotics Inc.4 is second, with approximately half the num-
ber of filings of the top applicant, which is focused in collaborative robots for industrial 
automation. 
 
Figure 12. Bar chart for the optimized assignees 
Figure 13 indicates the total number of patents for the top inventors associated with the 
top applicants. 
                                               
2
 https://clarivate.com/products/derwent-innovation/ 
3
 https://www.braincorp.com/ 
4
 https://www.rethinkrobotics.com/ 
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Figure 13. Number of patents for the top inventors 
Figure 14 illustrates the top countries around the world owning patents based on the 
selected dataset.  
 
Figure 14. Top countries and regions 
The clear leader is United States with 91 patent families out of the 161 patents that 
comprise the dataset. The top two applicants are enterprise from USA with a total of 
about 40 patent families. Other mayor player with 32 patent families is China. 
Figure 15 shows the number of patent families in the data set by priority year since 
1995 to 2018. It depicts an upward trend in patent filings in general.  
25 
 
 
Figure 15. Patent families by year 
In the early stages of this period, filings were mostly flat until 2010. From 2010 to 2014, 
fillings began to grow moderately, and from 2014 onwards the filings experienced a 
very sharp growth. 
Figure 16 shows the patent map that represents the data by means of a graphic repre-
sentation that takes characteristics of the cartography. 
 
Figure 16. Patent landscape 
The map shows that the patents are concentrated in the following areas of study: reali-
ty eyeglass communication device, physical environment, inspection robot target area, 
control function and intuitive interaction. The highest concentration of patents in this 
dataset relates to patents comprising keywords such as “control function”, “skill, mix-
ture model”, “direction, move” and “performance measure, sensory input”. 
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3. DESIGN AND IMPLEMENTATION 
This chapter describes the procedure that has been carried out for the selection of the 
training method implemented in this thesis. Therefore, it is explained the reasons why it 
has been determined that the selected proposal is suitable for the case of study. 
The steps followed during the thesis work are presented, from the search of the suita-
ble proposal for a training method to work with cobots, to the selection of the tools, de-
vices and software, until the implementation of such proposal. 
3.1 Training approach 
The aim of this chapter is to design a training method for industrial tasks that involve 
interactions between humans and cobots. The introduction of robots in the industry has 
benefits for the productive process as illustrated in Table 1 of the state of the art. But it 
also has benefits for the operators who work with them since robots provide physical 
assistance to humans for reducing fatigue and stress [34]. But nevertheless, although 
the cobots have a high level safety system, it takes time to make the user feel comfort-
able working with them because of their fear of working with robots that may fail or 
damage them.  
The level of confidence in the robots alters the behavior of humans in the accomplish-
ment of the task. This problem is especially relevant in dealing with cobots since the 
operator shares the workspace with the robot. From this problem of trust between hu-
mans and robots arises the need to stablish a training method in which users feel com-
fortable and with which they can develop advanced skills in human-robot collaborative 
activities and become familiar with the collaborative interactions. 
Since the cause of this problem is working with the cobot, this approach consists of an 
off-the-job training that it is carried out outside the workplace, as defined in the state of 
the art. Within this type of training are class-lectures and simulations. Many studies 
have been carried out that show that simulations are more effective when performing 
trainings with operators working with robots, as is the case of the study carried out by 
Salman Nazira, Alberto Gallaceb, Monica Bordegonic, Simone Colomboa and Davide 
Mancaa collected in Article [35]. The study focuses on evaluating the cognitive perfor-
mance, skills and reactions of industrial operators in abnormal situations based on two 
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training methods: Power Point presentation and 3D virtual environment. The experi-
mental results showed that operators trained in a 3D virtual environment obtained bet-
ter results when tested in emergency conditions.  
Several studies and proposals have been made to increase the trust of the operators in 
the machines through training with simulation. One example of these proposals is the 
MITPAS Simulation presented in the article [4]. MITPAS is a simulation environment 
designed for measuring and evaluating the performance of mixed human-robot teams 
in military and non-military situations, with the purpose of providing meaningful 
measures of both human and unmanned system performance to prove the proposed 
configurations and identify new training requirements. Collaborative human-robot be-
haviour is studied in a simulated location with typical tactical features of roads, forests 
and a small village, depicted in Figure 17, where the operator controls an unmanned 
ground vehicle (UGV) for ensuring a safe route. The operator uses a keyboard, track-
ball mouse, and joystick to control the system. 
 
Figure 17. MITPAS Experimental Environment [4] 
The objective of doing off-the-job training is for the user to learn to work with cobots 
without the need to have physical contact with them. Since the training will lack the 
physical robot, it is necessary to have a virtual model that behaves like the real one 
and with which the user can interact. In the example just described, MITPAS, a simula-
tion is used in which the interaction with the machine is given by means of controls and 
a simulation on a screen. However, this type of interaction is not applicable to the train-
ing of collaborative tasks because it does not allow the user to interact with the virtual 
model in the same workspace. Therefore, a simulation is proposed in MR, AR and VR 
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which allows the user to interact with a virtual model of the cobot working both in the 
same workspace. 
Both MR and AR have awareness of the real world. This is suitable for trainings in 
which the user only needs a guide or support to perform the task. The objective of this 
approach is not only for the user to learn the procedure to be carried out, but also to 
make them feel comfortable and with sufficient confidence to work with the real robot at 
the end of the training process. For this purpose, it is best to use VR because it simu-
lates the situation in the most realistic way, so that the user can immerse itself in the 
real process but with the certainty that the mistakes made during the learning process 
will not affect him or the chain of production. The benefits of higher immersion have 
been demonstrated through several experiments like [36], which found positive effects 
of this kind of immersion, particularly stereoscopy, on spatial understanding and inter-
action task performance.  
Due to the chosen immersion, the most suitable equipment is formed by a Head 
Mounted Display, as the smart glasses cannot provide enough immersion.  
According to [37], a basic VR System is composed by 5 main elements: the Task, the 
User, I/O Devices, VR Engine and Software & Databases. These components and the 
communication channels between them are represented in Figure 18, adapted from 
[37]. 
 
Figure 18. Basic VR System 
Figure 19 depicts a schema of the communication flow between the first three compo-
nents (Task-User-I/O Devices). While the user is engaged in the task, he/she provides 
inputs and receives information to and from the Output Devices, such as the HMD. 
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Figure 19. User I/O communications 
This I/O flow is directly connected to the VR Engine which can be either a multiproces-
sor or a graphics accelerator. This component processes the input information and 
sends it to the Software & Databases block. After this process the VR Engine provides 
some information in the outputs as a response to the inputs received [1].  
3.2 Training requirements 
In case the cobot software with which to work had the capacity to offer simulations in 
VR, the problem would be solved. To overcome this limitation this thesis work looks for 
a solution as generic as possible which allows to work with all types of robot or cobot, 
and to accept every kind of virtual reality devices. The proposal must comply with a 
series of requirements: 
- Compatible with immersive HMD 
- Contain a virtual model of the cobot moving as the real one 
- User interacting with the virtual environment 
- Capable of simulating collaborative tasks 
- Generic 
When conducting a background research, meeting these requirements is a proposal of 
an immersive Virtual Reality Training System (VRTS) for gaining experience in “be-
Ware of the Robot” for human–robot collaboration in manufacturing tasks [38]. The 
virtual environment inspired in an industrial layout, the virtual models of robot and user, 
and the corresponding interactions are designed in Unity. Figure 20 illustrates the vir-
tual world of the simulation. The user is immersed in the simulation through a HMD and 
the hand tracking is performed through Kinect sensor. Thanks to these devices the 
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virtual model of the user responds to the gestures of both head and hands, as shown in 
Figure 21. 
 
Figure 20. The shop-ﬂoor environment and the main VE components as seen 
from a third person shooter inside Unity3d [38] 
 
Figure 21. Hands tracking example-avatar’s hands following the user’s arm 
movements (left), and avatar’s hand moving a patch and placing it onto the red-
coloured surface of the die (right) [38] 
BeWare of the Robot was tested by a group of 30 ﬁnal year mechanical engineering 
students that answered a questionnaire for evaluating the experience, mainly the as-
pects of immersion and involvement. The system had good results in “presence by 
involvement” and in navigation issues, but also a number of limitations were found in 
the use of head and hands tracking devices. 
As for the Kinect sensor, almost half of the users “lost control” of their hands. That is in 
part due to the fact that Kinect sensor has difficulties distinguishing the left from the 
right hand. In addition, when users turn more than 90º to the Kinect sensor axis the 
virtual model gets stuck for a while, although the user may continue moving. In terms of 
tracking quality newer I/O devices were recommended, such as the Kinect for Xbox 
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One sensor for tracking, the Leap Motion device for precise hand/ﬁnger tracking as well 
as immersion devices offering wider ﬁeld of view and extensive head tracking (e.g. the 
Oculus Rift). 
3.3 Proposal 
After analysing this method of training it has been found that, despite being a generic 
solution, as requested in the requirements, for the training of collaborative tasks with 
robots, it presents a series of limitations among which are the problems with the track-
ing of user movements and the need for high levels of programming in C# to carry out 
the design of both the scenario and the interactions between user and virtual environ-
ment. 
In order to solve these limitations, this thesis work proposes a new solution: the use of 
WebVR. This alternative can be applied to any task, using any type of robot and the 
user can interact with both hands.  
WebVR is a JavaScript Application Programming Interface (API) that provides support 
for virtual reality devices in a web browser, so it is possible to experience VR directly in 
the browser. It makes easier for everyone to access virtual reality experiences, no mat-
ter what VR device is available. There are only two requirements for implementing this 
alternative: a VR headset (and controllers if needed) and a compatible web browser. 
Different headsets need different browsers.  
WebVR experiences are built on WebGL (Web Graphics Library), developed and main-
tained by Khronos Group 5. WebGL is a JavaScript API for rendering interactive 2D and 
3D graphics within any compatible web browser [39]. Nowadays, most web browsers 
do not support some of the plug-ins. New JavaScript standards (HTML5, WebGL, etc.) 
already provide rich interactive feature, and the current trend is moving to JavaScript. 
Based on WebGL, there are many 3D graphic engines available in the market such as 
Unity6, Unreal7, Three.js8 and Babylon.js9 [40].   
Figure 22 depicts the WebGL calls, adapted from [41] to make it generic. 
                                               
5
 https://www.khronos.org/ 
6
 https://unity.com/ 
7
 https://www.unrealengine.com/ 
8
 https://threejs.org/ 
9
 https://www.babylonjs.com/ 
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Figure 22. WebGL calls 
Off-Screen Mesa (OSMesa) interface is used to render in the memory assigned by the 
user without any dependencies of the windows system or the operating system. Open 
Graphics Library (OpenGL) is a cross-language, cross-platform Application Program-
ming Interface (API) for rendering 2D and 3D vector graphics. The API is used to inter-
act with a Graphics Processing Unit (GPU) in order to achieve hardware-accelerated 
rendering. The Document Object Model (DOM) is a cross-platform and language-
independent API that treats an XML document as a tree structure wherein each node is 
an object that represents a part of the document. The DOM represents a document 
with a logical tree. DOM methods allow access to the tree and one can change the 
structure, style or content of a document. Layers of Webrender GPU Compositing, 
WebGL Thread and DOM Object Implementation are contained in Inter-Process Com-
munication (IPC) which allows the processes to manage shared data. Web Interface 
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Description Language (IDL) format describes APIs that are intended to be implemented 
in web browsers. On top of the WebVR structure is the JavaScript Context which re-
lates to objects. 
The WebVR API is designed for operating with any VR device by following the next 
steps: 
1) Search for available VR devices. 
2) Check if the available device is compatible with using browser. 
3) The application informs the user about available devices in case they are com-
patible. 
4) User enters the VR mode. 
5) Graphical frames are displayed on the VR device. 
The WebVR project is accessed by the user throughout internet in the PC. The corre-
sponding server generates a communication flow based on request-response between 
the user accessing the browser and the virtual environment. If there is virtual reality 
equipment connected to the PC the user can enter in the virtual world of the WebVR 
project by wearing the VR-Headset and interact with it through the controllers.  
WebVR was first conceived in 2014 by Vladimir Vukićević from Mozilla10. Although it is 
relatively new and has been used in many gaming applications, still in the development 
stage, it has potential for applications such as immersive analytics [42] or that present-
ed in this thesis work. 
WebVR projects comply with all the above requirements and solve the problems pre-
sented by the proposal performed with Unity. There are different WebVR frameworks, 
some of which have more simple and intuitive programming languages than the one 
required by Unity. In addition, with Unity a lot of plugins and functionalities are needed 
that with WebVR are not. WebVR allows for easy sharing of an experience on all head-
sets, while Unity requires downloading the application, with the correct version for 
runtime. 
Once the proposal has been defined it is necessary to select the tools and task to be 
used in the implementation. 
                                               
10
 https://www.mozilla.org/ 
34 
 
3.4 WebVR Project 
The web is becoming a delivery platform for virtual reality and 3D experiences ren-
dered with WebGL. Nowadays there are several available frameworks online such as 
XSeen11, X3DOM12, Three.js, React VR, BabylonJS or A-Frame that are presented 
next. 
XSeen is a declarative language for the XR Web. It uses attributes similar to HTML that 
are fully integrated into the DOM and can be manipulated with JavaScript. 
X3DOM is an open-source framework for 3D graphics on the Web. Its objective is to 
comply with the current HTML5 specification for declarative 3D content and allows in-
cluding X3D elements as part of any HTML5 DOM tree. 
Three.js is a JavaScript library/API for creating and displaying animated 3D computer 
generated models in a web browser using WebGL.  
BabylonJS is an open source 3D engine based on WebGL and Javascript used to cre-
ate 3D experiences with HTML5, WebG and WebVR. 
A-Frame is an open-source web framework for building virtual reality experiences. It is 
a three.js framework that brings the entity-component-system pattern to the DOM.  
The option chosen for this project is A-Frame since it meets all the requirements to 
carry out this work and is compatible with a wide range of VR devices. 
A-Frame is a web framework for building virtual reality (VR) experiences. A-Frame is 
based on top of HTML, which is an easy and intuitive programming language. It pro-
vides a declarative and extensible structure to three.js.  A-Frame was developed by 
Mozilla to develop VR content and now is maintained by the co-creators of A-Frame 
within Supermedium. A-Frame supports most VR headsets such as Vive, Rift, Win-
dows Mixed Reality, Daydream, GearVR, Cardboard, Oculus Go. A-Frame defines fully 
immersive interactive VR experiences that go beyond basic 360° content, making full 
use of positional tracking and controllers. If not having a VR Headset A-Frame still 
works on standard desktop and smartphones. It makes simple the use of VR headset 
and controls as there is no need of installations [43]. Its code, HTML, is easy to read, 
understand, and copy-and-paste. Being based on top of HTML, A-Frame is accessible 
to everyone: from web developers to VR enthusiasts. Updates of 3D object are made in 
memory with little overhead. A-Frame runs components such as geometries, materials, 
                                               
11
 https://xseen.org/ 
12
 https://www.x3dom.org/ 
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lights, animations, models, text, and controls for most headsets. A-Frame has been 
used by companies such as Google, Samsung, Ford, Chevrolet, among others.   
3.5 Head Mounted Displays (HMD) 
Generally all the HMDs can be classified into two groups: high-end HMDs, such as the 
Oculus Rift or HTC Vive, and mobile-based HMDs that include the Samsung Gear VR 
and Google Card-board.  
High-end  HMDs  provide a comfortable user experience with a separate display 
screen, a complex device structure and advanced technology. Sometimes they include 
strong computation ability with powerful sensor system [40]. Figure 23 illustrates some 
examples of HDMs. 
 
Figure 23. Various kinds of HMDs [40] 
The training to be implemented needs to engage the user in the simulated task will be 
used in this implementation. In this implementation High-end HMDs are used since 
they have higher quality than mobile-based. In addition, the training needs hand track-
ing. By selecting a HMD with compatible hand-controllers the problems of hand-
tracking presented in the study performed with kinetic sensor are solved. Sensor 
gloves would also solve those problems but the controllers are more suitable for this 
training as such grade of precision is not needed and the controllers are a more eco-
nomic option. 
In this thesis work the Oculus Rift13 equipment (Figure 24) is used since they meet the 
requirements that have just been imposed and are both the HMD and its controllers are 
compatible with A-Frame. 
                                               
13
 https://www.oculus.com/rift/ 
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Figure 24. Oculus Rift equipment [44] 
This equipment is composed of three elements: a wired headset, touch-controllers and 
two sensors for translating the user’s movements into VR.  
Figure 25 shows the connection of Rift equipment. The HMD and the controllers are 
detected by the sensors which are connected to the PC passing through an external 
GPU that accelerates 3D rendering process, making it possible to run 3D application 
smoothly inside web browsers. 
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Figure 25. Connection of the Rift equipment 
3.6 Cobot 
Based on the state of the art, the use of a two-armed robot is chosen for this proposal 
since it resembles a human being more. Although a dual arm robot requires more at-
tention from the user as both arms of the robot move at the same time, it is used in this 
implementation because its human-like appearance might favour the user's initial trust 
in the cobot. 
The selected cobot for this application is YuMi, the ABB14 commercial cobot. YuMi (IRB 
14000), illustrated in Figure 26, is a dual arm collaborative robot from ABB.  
                                               
14
 https://new.abb.com/ 
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Figure 26. The YuMi robot from ABB used in the research work [24] 
It was introduced in 2015 as the world’s first genuinely collaborative robot. Its objective 
is to enable users and robots safely and productively work side-by-side, without any 
fence. As cobot, it includes safety in its functionality. YuMi meets the demands of 
greater flexibility in automated manufacturing. It is designed with two arms to perform 
human-like movements in assembly tasks with small components that require precise 
actions in a small space [45].  
The technical data (Table 5) [46] of the cobot are within the established range to en-
sure the safety of the operator: 
Reach 0.559 m 
Payload 0.5 kg 
Max TCP Velocity 1.5 m/s 
Max TCP Acceleration 11 m/s*s 
Acceleration time 0-1m/s 0.12s 
Position repeatability 0.02 mm 
This cobot is already implemented in some production lines; for example, DEONET15, a 
European market-leading manufacturer of promotional products. As human and cobot 
work together without barriers, the worries of operators for getting injured arise. That is 
                                               
15
 https://www.deonet.com/ 
Table 5. Technical data IRB 14000 YuMi 
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the reason why the learning curve is quite steep during at the beginning, until the user 
gets comfortable with the cobot and how it interfaces with him. This fact was verified in 
DEONET by Joanie Slegers, assembly department manager: “Having the YuMi on our 
plant floor took some getting used to for our workers, but once they saw that the robot 
was safe and helped boost our productivity, they really welcomed the new member of 
our team” [47].  
As mentioned above, when the software is included in virtual reality simulations, it 
could be used to train users in this particular case in which an ABB robot is used. How-
ever, after analysing this option, there are greater limitations than the type of robot. 
ABB's RobotStudio software offers simulations of the paths programmed for the robot 
in virtual reality [48]. This software allows the usage of the VR set for teaching a virtual 
model offline which facilitates the simulation of robots’ functionality [1]. RobotStudio 
provides the performance of training, programming, and optimization tasks without af-
fecting the production line. The main advantages of this software are risk reduction, 
quicker start-up and increased productivity. 
RobotStudio is built on the ABB Virtual Controller, which uses exactly the same soft-
ware as the physical one that runs the production robots. This provides highly realistic 
simulations with real robot programs. The programing of the robot’s sequences and 
paths is done in RAPID code. RobotStudio has libraries that collect all the robots from 
ABB, including the YuMi, so the simulation in VR of YuMi assembling the box can easi-
ly be done by inserting the RAPID code of the process and entering the virtual envi-
ronment. Figure 27 and Figure 28 show the interface of the software and its VR simula-
tion respectively.   
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Figure 27. RobotStudio interface with YuMi model 
 
Figure 28. Virtual environment of RobotStudio with YuMi model 
As shown in Figure 28, the VR environment consists on the display of the workspace 
built in the offline mode and the interactions are performed through the virtual control-
lers that correspond to the ones connected to the PC (Rift Touch Controllers in this 
case). The left hand contains a menu and the right hand is used for selecting the differ-
ent options of the menu and interacting with the virtual YuMi. Thanks to the different 
menu options the user can manipulate the links of the robot (‘grab’ option shown in 
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Figure 28), generate arrows, draws and text labels, control the sequences of the simu-
lation or adjust the robot’s position, among others. 
Table 6 compares the advantages and disadvantages of the exposed alternatives for 
this specific case which are RobotStudio and WebVR project so it is possible to visual-
ize the advantages of the proposal of this thesis even when having VR mode in the 
software. 
RobotStudio 
Advantages 
High quality graphics 
Accurate and realistic movements 
Same simulation programing as for the real robot 
Disadvantages 
Limited to ABB robots 
Left hand is occupied by a menu, so it is limited to 
the simulation of tasks in which the user only re-
quires interactions with one hand 
WebVR 
Advantages 
Applicable to any kind of robot 
No need for any software installation 
User can interact with both hands, which seems 
more natural to the user 
Disadvantages Low quality of the graphics 
If focusing on the quality and accuracy of the simulation, the best choice would be Ro-
botStudio. However, the goal of this study is to design a training method applicable to 
all possible industrial tasks with cobots. This is not achievable for RobotStudio; there-
fore, the balance between the advantages and disadvantages of WebVR exceeds that 
of RobotStudio.  
So, the most suitable alternative to be implemented is WebVR, which, although has 
graphics quality limitations, provides a more natural interaction for the user as it can 
use both hands [49]. 
Table 6. Comparison between RobotStudio and WebVR for virtual simulation 
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3.7 Collaborative Task 
Due to the fact that the scope of this thesis work is collaborative tasks, it is necessary 
to choose a collaborative task to be carried out with the selected cobot. Since the two-
arm cobots are suitable for the manipulation of objects, as defined in the state of the 
art, an assembly task is sought. With bimanual manipulation, a robot can simultaneous-
ly control two objects, one in each hand, in order to better control the objects with re-
spect to one another, and interact with the user [50]. A collaborative task requires both 
YuMi and the operator working together for its performance at the same time. In this 
section two alternatives are presented: a crane and a box. 
3.7.1 Crane 
The first alternative is a crane. Figure 29 shows the CAD model of the assembled 
crane and Figure 30 illustrates its exploded view for showing all parts the crane is 
formed by and the order they are assembled. 
 
Figure 29. CAD model of the crane 
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Figure 30. Exploded view of the crane 
Figure 31 depicts the 3D printed prototype of this crane. To make it work it is necessary 
to make two rope circuits. By rotating the handles two movements are performed: raise 
the position of the mobile part of the crane and raise and lower the hook.  
 
Figure 31. 3D printed prototype of the crane 
The following sequence diagram, Figure 32, describes the steps needed to assembly 
the box distinguishing the tasks performed by the YuMi, the user and the interface 
which coordinates the movements of both YuMi and user. This implementation was not 
performed due to time constrains. 
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Figure 32. Sequence diagram of the crane assembly process 
3.7.1 Box 
The box [51] is made of wood and consists of 6 sides, linked with a total of 12 screws if 
the top side is not locked and 16 screws if it is locked. Figure 33 shows the CAD model 
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of the assembled box and Figure 34 illustrates its exploded view for showing all parts 
the box is formed by and the order they are assembled. 
 
Figure 33. CAD model of the box 
 
Figure 34. Exploded view of the box 
Figure 35 depicts the wooden prototype of this box. 
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YuMi’s work is to pick up the different parts of the box and assembly them in a proper 
position for the user’s activity. The human operator must link the parts that the robot is 
holding with bolts and screws and the interface is responsible of coordinating the tasks 
of user and cobot. The task consists of an iterative process that is repeated until the 
box is completed. This process is explained through the sequence diagram of Figure 
36.  
 
Figure 35. Wooden prototype of the box 
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Figure 36. Sequence diagram of assembly process of the box 
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3.7.1 Task Selection 
Although both alternatives are valid for the case study, the design of the crane presents 
more disadvantages in comparison with that of the box. The crane requires precise 
tolerances so that the pieces do not show resistance when they are joined or have an 
excess of slack that annuls their functionality. These tolerances are obtained through 
the machining of the pieces, which means a higher cost and time compared to the pro-
duction of the pieces of the wooden box.  
Since the assembly process of both is valid without providing advantages one option 
over the other, and since the difference in material does not make any difference to the 
study of training, the task to be implemented is the box. Figure 37 illustrates one of the 
steps of the collaborative process. 
 
Figure 37. Operator working in the box assembly with YuMi 
3.8 Flowchart 
Once the proposal has been selected, the virtual reality team, the cobot and the task, it 
is proceeded to its implementation. The main steps to follow are shown in the form of a 
flowchart in Figure 38. 
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Figure 38. Flowchart of a WebVR project including virtual model simulation 
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3.9 VR Environment 
The A-Frame project is opened from Glitch16, which is a web that allows creating a site 
from the browser. Glitch provides a URL instantly and is continuously deployed within 
HTTPS (Hypertext Transfer Protocol Secure). Glitch generates the server needed for 
the communication between the user accessing the browser and the virtual environ-
ment. The interface of the A-Frame’s project of this implementation when wearing the 
VR Headset is shown in the Figure 39. The images correspond to the ones seen by 
each of the eyes when wearing a Head-Mounted Display (stereoscopic vision). 
 
Figure 39. Stereoscopic vision wearing Oculus Rift headset 
Summing up, for opening the VR application the user has to follow four steps, illustrat-
ed in Figure 40.  
1) Access a computer with a VR equipment installed  
2) Open the A-Frame project in Glitch  
3) Open the virtual environment through “Show-Live” mode 
4) Wear on the Headset and join the virtual environment 
                                               
16
 https://glitch.com/   
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Figure 40. Communications diagram of the implementation 
The A-Frame Project opened in Glitch is structured in:  
6) ‘assets’ which is a space where to upload the files that will be used in the code 
7) ‘license’ which contains the copyright and permissions of A-Frame software 
8) ‘readme’ which is a space for adding a description of the developed code 
9) ‘index’ which is HTML document where the code of the VR experience is devel-
oped.  
This html document created in the ‘index’ has a DOM hierarchy as depicted in Figure 
41, which is formed by the head and the body. The head is composed of the title and 
the scripts. There are two types of scripts: the ones which contain the address of the 
libraries imported, mainly the ones of [52]; and the ones which define a function. The 
body has the elements needed for building the scene: assets that load the uploaded 
files that will be used in the simulation, code lines to define the background of the sce-
ne (floor and sky) and primitives such as box, cylinder or circle, or a combination of 
them for creating more complex elements.  
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Figure 41. DOM hierarchy of an html document 
A general overview of the simulation to be performed allows identifying the main com-
ponents involved in the simulation. In the study case of this implementation there are 
three main components: virtual model, interface and user, as illustrated in the class 
diagram of Figure 42.  
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Figure 42. Class diagram of the implemented simulation 
The virtual model contains all the elements needed for building the box. It moves the 
YuMi model which is responsible of picking and holding the parts of the box during the 
assembly process. The interface orchestrates the virtual model and the user by send-
ing events to the virtual model and sending messages to the user through the screen. 
In addition, it determines the action to be performed by YuMi model based on the 
clicked button by the user and provides visual assistance to the user for following the 
process correctly. Finally, the user grabs and places the screws and informs the inter-
face to start the next step by clicking the buttons of the screen. 
3.10 Task analysis 
The scenario, shown in Figure 43, includes a table which contains all the parts for as-
sembling the box, i.e., box sides, bolts and screws and the interface for communication 
between the user and the virtual cobot. 
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Figure 43. Scenario of the implementation 
As the training aims to get the user used to working with the cobot, the simulation must 
be as similar as possible to the reality. When carrying out the study of the task, a series 
of aspects necessary for its recreation in virtual reality must be taken into account: the 
sequence of events, the movements of the cobot and its velocity, the elements that are 
involved in the simulation apart from YuMi and the interactions between YuMi and the 
operator. 
During this process YuMi executes an action composed of a series of movements with 
which the cobot takes the pieces from the box and places them in a suitable way for 
the user to place the screws. The action is activated by the user by pushing a button. 
When YuMi finishes the action the user activates the assistance which provides the 
user the instructions to place the screws. 
3.11 Virtual components 
The main element of the simulation is the cobot. Apart from this, at the time of estab-
lishing the components that take part in the simulation, a classification has to be made: 
the ones managed by the cobot and those managed by the user. This step is relevant 
since it affects the way they are introduced in the virtual environment. 
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Manipulated by the cobot Manipulated by the user 
Parts of the box Tool to screw 
Screws Screws 
Work-table Buttons 
To ensure that the simulation is immersive and the user learns the movements of the 
cobot, these must be as realistic as possible and, therefore, the virtual model must be-
have in the same way as the real cobot does. The method used to replicate YuMi's 
movements is to generate a virtual model that contains all the actions performed during 
the task. This model must contain all the elements that the cobot uses during its ac-
tions, collected in the previous table (Table 7).  
Since the elements that the user handles are of simple geometry, their models are cre-
ated directly in A-Frame. This facilitates the addition of interactions between the user 
and these elements. 
3.11.1 Cobot’s manipulation 
The models must be entered in the A-Frame project in an appropriate format to repro-
duce the actions. This format must be accepted by A-Frame. The most convenient for-
mat is glTF (GL Transmission Format) that is used for 3D scenes and models using the 
JSON standard, which is capable of supporting animations. This glTF file is uploaded 
to the project in the ‘assets’ space. 
The design of the YuMi model has been acquired from the 3D CAD drawings available 
on the manufacturer’s website [46]. These drawings are provided as a group of STEP 
files, each file corresponding to each of the links of the robot. On the other hand, it is 
needed a software for animating the virtual model with accuracy so it seems as realistic 
as possible. The software selected for adding the actions to the 3D model is Blender17, 
as it fulfils the requirements of the proposal: a YuMi model moving as realistic as the 
original one. Blender is a 3D computer graphics software toolset that allows creating 
visual effects and interactive 3D applications, among other features. It is free and open 
source software written in Python and is available for Windows, Mac, and Linux. Since 
the format of the model that has been downloaded from ABB is not combinable with 
                                               
17
 https://www.blender.org/   
Table 7. Classification of the components involved in the simulation 
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Blender, it is necessary to use an intermediary that allows conversion of the format of 
the model to one that can be imported into Blender. The intermediary used in this im-
plementation is FreeCAD. The STEP files of the robot are imported into this program 
and the models of the robot’s links are connected one to each other in order to assem-
bly the YuMi model. Once the 3D model is assembled it is exported in COLLADA for-
mat (.dae) which is compatible with Blender.  
The other elements are inserted in Blender in a simpler way. They are designed in a 
CAD application like SolidWorks or SolidEdge and exported as STL format, which is 
compatible with Blender. The program used in this implementation is SolidEdge. 
The result of the animation process in Blender, explained in next subsection, is a single 
file containing all the imported elements performing the actions involved in the assem-
bly box. Blender does not have the ability to export glTF files, thus it is needed another 
intermediary to get the desired format. There are some available glTF converters online 
that make possible to export the file with the animations as a .glb extension. The con-
verters developed by blackthread.io18, which is the one used in this thesis work, or 
modelconverter.com19 are some of the available options online. The file imported to the 
converter requires a compatible format for the converter and for blender exporter, and 
must support animations. For the described use case, the chosen format is FBX. 
The programs used to introduce the model in A-Frame in glTF format are shown in 
Figure 44, as well as the formats used to import and export files in each of these pro-
grams. 
                                               
18
 https://blackthread.io/gltf-converter/ 
19
 https://modelconverter.com/   
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Figure 44. Format transformations for inserting virtual models in A-Frame 
Animation in Blender is based on a set of key frames, which is a marker of time which 
stores the value of a property. In this implementation Blender has been configured so 
that 1 second equals to 30 frames in order to have high accuracy when creating the 
movements. The inserted key frames indicate the position of the links through location 
(X, Y, Z) and rotation (W, X, Y, Z). The links have a rotational movement relative to the 
link to which they are attached. Figure 45 depicts the 7 axes of rotation of one of the 
two arms of the cobot. The fingers of the end-effector move linearly for closing and 
opening. 
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Figure 45. Rotation axis of YuMi's arm 
In the previous section “action” has been defined as the set of movements that the 
YuMi performs in each of the iterations. In the real world the YuMi maintains the final 
position of the action until the user has placed all the screws. However, in the virtual 
environment, when an action ends it returns to the initial position of said action. In order 
to avoid this, when finishing an action YuMi model jumps to an “idle” action which is 
continuously repeated in which the YuMi maintains the final position of the performed 
action until the operator end his/her task. Therefore, there have to be created two ac-
tions for each iteration: the first corresponds to the set of movements performed by the 
real robot and the second is an “idle” action. 
Figure 46 illustrates the scenario created in Blender and that is the basis on which the 
actions are going to be created. The colour of the table and box’s elements is changed 
by setting a RGB combination to the ‘material’ property. The YuMi’s material is import-
ed with the YuMi model in the COLLADA file. 
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Figure 46. Scenario of the implementation in Blender 
To facilitate the way in which this sequence of movements is visualized in virtual reality, 
it is important that the actions are applied to a single element. In this way, by calling 
just one action all the elements (YuMi’s links and the parts of the box) will move at the 
same time and in a coordinated way. This single element that will cover all the ele-
ments is obtained by creating an “armature” of the robot. The “armature” is like a skele-
ton formed by a set of bones attached to each of the links, so when moving the bone 
the corresponding link moves in the same way. As shown in Figure 47 the bone has a 
local coordinate system defined. When defining the movements of the YuMi model, the 
key frames of the bones that are attached are saved instead of the positions of the 
links themselves.  
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Figure 47. Example of bone that is attached to the virtual model 
The origin of the bone is placed on its corresponding link, at the point of contact with 
the following link and with an orientation such that the axis ‘y’ of the bone coincides 
with the axis of rotation of the link. So the bone rotates in the same way as the link 
does and, since both link and bone are connected, the link will also move. 
To create the existing connection between the links, a parent-child hierarchy must be 
generated. In this way, by moving one of the links, all the parent links related to it as 
children will follow him in the movement. That is, it will be possible to move both the 
end individually and in conjunction with the rest of the arm. The hierarchy of both arms 
is illustrated in Figure 48. For example, when moving the bone “Bone.005” bones 6, 7 
and 8 will follow this movement and bones from 0 to 4 will stay quiet. When moving all 
of these bones at the same time, it will keep the physical attachment that the real links 
of the arm have between them, while having a relative movement. 
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Figure 48. Hierarchy of the armature in Blender 
Therefore, the action will be applied to the armature and the inserted key frames will 
correspond to the position of each of the bones. For creating the paths of the actions, 
when performing the study of the task, some reference positions and the time that 
passes from one position to another must be taken. Having in mind the relation be-
tween time and frames (1 second = 30 frames), the key frames are inserted in the 
frame-line of Blender. The model of YuMi will move from one key frame to the next in 
the defined time. In case the model does not move correctly or accuracy enough, more 
key frames must be inserted. It is of great importance that the model moves loyally to 
the real cobot to obtain a good immersion of the user in the virtual training and that said 
training allows him to know the way in which the cobot will move when it is incorporated 
into the real production line. In the same way it is important to have in mind the differ-
ent velocities of the links when deciding which of the positions will be saved as key 
frames, as the pick and place actions have slower motion. 
As abovementioned, all the elements must be incorporated in the armature to get all 
the sequence of movements in one single action; so the parts of the box must be at-
tached to bones which belong to the armature but with no parent-child hierarchy. The 
pick and place actions of these box’s parts is done by adding “child of” constrains. They 
act as temporary parent-child hierarchy linked to the bone of the robot’s end effector. 
Figure 49.a. shows the pieces of the box with no parent constrain while Figure 49.b. 
shows one of the pieces linked to the hand of the robot (the temporary parent constrain 
has already started).  
63 
 
 
Figure 49. Pieces of the box a) without and b) with parent constrain 
3.11.2 User’s manipulation 
The manipulated elements must be defined differently from the YuMi model in the html 
code to provide interaction with the user's Rift controllers. The most appropriate for this 
type of interaction is that the elements are created directly in A-Frame. The shape of 
these elements is made of primitives such as box, circle, cylinder or plane, or a combi-
nation of them. The user can grab these elements whenever they have the attribute 
“grabbable” and click them in case they have the attribute “clickable”. The interactions 
with these elements are explained in next section. 
3.12 Interactions 
The user's interactions with the virtual environment are done through the Rift control-
lers. Although all the buttons of the controls can be used in the A-Frame projects, for 
this application only the buttons indicated in Figure 50 are used: trigger of both con-
trols, A and B. 
 
Figure 50. Used buttons of Rift controllers during the simulation 
The function that each of these buttons activates is explained in the table below. These 
functions are responsible for performing the user's interactions with the virtual environ-
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ment and also the interactions of the virtual environment with the user, made through 
the exchange of events through the interface. 
Among these functions is collected the assistance process available to the user to facil-
itate the learning process of the task. This assistance can be divided into three visual 
aids. The first is to give the user a series of instructions written on the screen. These 
instructions indicate to the user what the step that is currently running is and what the 
next step will be for him/her to do.  The second is the signalling of the holes in which 
the screws must be placed so that the user gets used to placing the screws always in 
the same order and so, in the long run, it is faster performing the task. This help is acti-
vated in each of the iterations of the process once YuMi has finished its task. It consists 
of a yellow dot on the hole in which the screw must be placed, which facilitates the user 
to detect the next hole to be filled. Once the screw has been placed its corresponding 
point disappears and the next appears. Finally, this assistance facilitates the user the 
task of taking the screws since being very small elements the controllers can have 
problems detecting the collision with them. For this the screw to be used at each mo-
ment is illuminated and raised with respect to the plane in which the other screws are 
located so that it is easily identified by the user. 
Table 8 shows the main functions that are activated by the use of Rift controllers by the 
user. 
Function Button Description 
Grab trigger 
User can grab “grabbable” elements by getting close to it 
and pressing the trigger button. The element keeps 
grabbed while the trigger button is pressed. For dropping 
the element the user must release the button. 
Table 8. Functions activated with Rift controllers in the simulation 
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Click trigger 
User can select “clickable” elements by pointing the vir-
tual buttons with the laser control and pressing the trig-
ger button of the Rift controller. When selecting one of 
the buttons, the code jumps to ‘animation_control’ func-
tion where the interface starts a specific based on the 
selected button. When YuMi finishes the action it starts 
an ‘idle’ action that holds the box’s parts on the correct 
position for the user to place the screws. It keeps this 
position until the user informs to start the next iteration. 
At the same time the instructions of the screen change to 
explain the user the next step. 
Assistance B 
By pressing button B the code enters the ‘Assistance’ 
function which activates the assistance of the corre-
sponding step: visual help for the user to know in which 
hole he/she must place the screw. When activating the 
assistance the instructions on the screen change to 
show the next step. 
Place_screws A 
By pressing button A the code enters function 
‘Place_screws’ which adjusts the screw in the hole. 
When all the screws of the corresponding iteration have 
been placed no more helping dots appear and the in-
structions on the screen inform the user that there are no 
more screws left to place by indicating to push the button 
corresponding to the next step. 
3.13 Final VR training 
The sequence diagram of the final VR training is shown in Figure 51, highlighting the 
differences between the real process and the virtual one with red font of text. The pro-
cess starts with the robot in the initial position and the instructions of the screen inform 
the user to start the simulation by pressing the start button. When the button is pressed 
the instruction informs the user to activate the assistance when YuMi stops. YuMi picks 
two of the box pieces and holds them until it receives the next command. The user ac-
tivates the assistance by pressing button A, which explains the user how to place the 
screw, points the hole to place the screw and facilitates the user the screw to be used. 
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After the user has placed the screw the screen shows the next instructions to be fol-
lowed. In the first step only one screw is placed; in the second, four; in the third, three, 
and in the fourth, four. When the user has placed a screw, if the step requires placing 
more screws the assistance points the next hole and the next screw. If all the screws of 
the step have been placed the instructions inform the user to continue by clicking the 
next button. After all the screws have been placed the user activates the last step, in 
which he/she does not participate. YuMi leaves the box on the table and the places the 
last piece on top of the box. YuMi returns to its initial position and when it stops moving 
the simulation is finished.  
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Figure 51. Sequence diagram of the implemented VR training 
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The resulting simulation is illustrated through the images of Table 9, where it can be 
seen some of the process of the sequence diagram. 
  
  
  
Table 9. Simulation steps visually displayed 
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Following the order of the cells from left to right and up to down, the first image shows 
the default scene that appears when the user starts the animation. The virtual model is 
waiting for the user to push the start button, as it is indicated in the instructions of the 
screen. Second, YuMi picks the first two parts of the box to hold them in the proper 
position for the user to work. Third, the user pushes B button to activate the assistance, 
so the instructions change, the next screw to place is highlighted and the hole where to 
place the screw is pointed with a yellow dot. This process is repeated in each iteration 
as shown in fourth image and fifth images where the transition of the scene when acti-
vating the assistance is shown. Then the user grabs a screw and places it in the point-
ed hole (sixth image). In image seven the user adjusts the screw by pressing button A, 
and the yellow point changes position to the next hole and the next screw to grab is 
highlighted. Finally, when all the screws have been located YuMi places the box on the 
table and closes it by placing onto the box the top part. 
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4. TESTS AND RESULTS 
This chapter aims to verify the validity of the implemented application through a test. 
When designing the test some limitations were found.  
The group of people with whom to carry out the tests must represent the type of users 
that would use this training method. The profile sought is therefore that of workers who 
normally work in assembly tasks of industrial plants and who, without having experi-
ence working with cobots, could have to work on collaborative tasks in the future.  
The tests carried out with this type of user could provide information not only on the 
effectiveness of the application, but also on its capacity to reduce the adaptation time 
required by the operator in comparison with the training methods that are currently 
used and its influence in the productivity of the production line. 
These experiments require two test groups working in an industrial plant in collabora-
tive tasks. Each of the groups would carry out different trainings. After finishing the 
training, the time necessary to learn the task and perform it in a comfortable and natu-
ral way along with the cobot in each of the operators of both groups would be meas-
ured. The differences found in the productivity of the plant after comparing a work 
group that performs the training within the plant and another group that performs the 
training outside the job proposed in this thesis would also be measured. 
However, having no access to this type of group of tests, the tests have been carried 
out with a group of users that collect the necessary characteristics to prove that the 
proposed training allows the user to gain confidence with the cobot and learn the steps 
and interactions of the assembly process. 
This testing group is formed by 10 degree and master engineering students who have 
never worked with cobots but who know the characteristics of the processes of indus-
trial plants. There were male and female users and their age range was between 21 
and 26 years. The participants performed the simulation where they assembled the 
abovementioned box. Each participant was tested individually, and after the experi-
ment, they answered a questionnaire. This questionnaire and the results of each partic-
ipant are detailed in Appendix A. 
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Table 10 shows the information that is intended to be obtained from the answers of the 
users to some of the questions to which they responded evaluating the range questions 
from 1 to 5.  
 
Question Goal Possible answers 
Acceptable 
range 
1 
How comfortable 
do you feel relating 
to working with 
YuMi? (Before the 
simulation) 
Quantifying the 
level of trust and 
the biases they 
have relating to 
working with 
cobots 
1-2 
not   comfortable 
and not confidence 
1-3 3 
not afraid of the 
cobot but not com-
fortable 
4-5 
comfortable and 
interested 
2 
How comfortable 
did you feel during 
the simulation? 
Evaluating how the 
participant feels 
during the execu-
tion of the simula-
tion 
1-2 
overwhelmed by 
the feeling of being 
somewhere else 
4-5 3 
comfortable in the 
virtual world but 
confused by the 
task to be executed  
4-5 
comfortable in the 
environment and 
with the task 
3 
How realistic did 
you find the simula-
tion? 
Detecting the 
weaknesses of the 
training so that it is 
possible to improve  
1-2 
nothing in the task 
reminded of a real 
process 
3-5 
3 
the graphics were 
not realistic and the 
interactions were 
difficult to perform  
4 
the graphics were 
not realistic but the 
interactions 
seemed like reality 
5 
interactions and 
graphics were real-
istic and felt like 
really grabbing 
objects 
4 
How easy was to 
follow the process? 
Detecting weak-
nesses in the as-
1-2 
confusing instruc-
tions 
4-5 
Table 10. Analysis of the questionnaire 
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sistance process 
so that it is possi-
ble to improve 
3 
Could follow the 
process but doubt-
ing about the steps 
4-5 
It was intuitive and 
the instructions 
were clear 
5 
Would you be able 
to reproduce the 
process?  
 
Evaluating if the 
participant gets the 
necessary skills for 
reproducing the 
process 
1-2 
Cannot repeat the 
process 
4-5 3 
Can repeat the 
process but having 
troubles to screw 
4-5 
Can reproduce the 
whole process 
6 
How comfortable 
do you feel relating 
to working with 
YuMi? (After the 
simulation) 
Quantifying the 
level of trust they 
have relating to 
working with 
cobots after the 
simulation 
1-2 
not   comfortable 
and not confidence 
4-5 3 
not afraid of the 
cobot but not com-
fortable 
4-5 
comfortable and 
interested 
7 
Did you learn how 
the YuMi interacts 
during the pro-
cess? 
 
Evaluating if the 
participant be-
comes familiar with 
the movements of 
the cobot and the 
interactions with it 
1-2 
did not realize how 
the cobot was mov-
ing 
4-5 
3 
learnt the move-
ments but not fea-
tures like the veloc-
ity 
4-5 
learnt the move-
ments and interac-
tion with the cobot 
as well as its main 
features like the 
velocity 
Figure 52 illustrates the average results of the participants for each of the questions 
presented in the table above. 
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Figure 52. Bar diagram of the results of the test 
Next, the results obtained from the test are analysed comparing them with the values of 
the acceptable range. 
The answers of the users to Question 1 vary from 1 to 5, with an average of 3.1. The 
acceptable range for this case of study is between 1 and 3, since in order to obtain 
valid results it is necessary that the users can experience an improvement in the trust 
towards the cobots. 50% of the participants responded within the acceptable range. 
Those whose response exceeded 3 claimed not to be prejudiced or distrustful of the 
cobot despite having no experience working with cobots.  
Since the simulation seeks to make the operator feel comfortable during his/her training 
period to favour the acceptance of collaborative tasks the range of suitable answers to 
Question 2 is between 4 and 5. The average value is 4.6 so it is within the range. 
Those few participants evaluating with lower marks said they felt more overwhelmed by 
the fact of working with virtual reality for the first time than by the content of the simula-
tion, causing them to lose their focus on the task. 
Question 3 relates to the realism of the simulation. The average result, 4.3, is within the 
acceptable range. Most of the criticisms focused on the difficulties of grabbing the 
screws since none of the users was used to working with the virtual reality equipment 
and, being a small element requires more precision for its manipulation. They also 
found that the graphics were not as realistic as they expected but that both the move-
ments of the cobot and its speed and the interactions with it were realistically executed. 
Those evaluating with the highest mark thought that, even though the cobot was visibly 
1 2 3 4 5
Question 1
Question 2
Question 3
Question 4
Question 5
Question 6
Question 7
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a virtual element its structure as well as its movements were the same as those of the 
real model and that, therefore, it was realistic enough for the realization of the task.  
Question 4 was answered with an average of 4.5. Participants found the process easy 
to keep in mind that they had never done this process and that until the moment of per-
forming the simulation they did not know any of their steps or elements. The element 
most valued in this aspect was visual assistance. The help to take the screws helped 
them with the problems of grip already mentioned, the yellow points that indicated the 
place in which they had to put the screws in each moment and the instructions of the 
screen told them to follow the process from the beginning to the end. However, several 
users had problems not remembering which button corresponded to each of the func-
tions and sometimes pressed the button several times followed by accident, which af-
fected the performance of the simulation. Once this error is detected, the simulation 
could be improved by adding messages displayed to the user when pressing the but-
tons to ensure that it is the button that the user wants to press before executing the 
action linked to said button. 
Question 5 had an acceptable range of 4 to 5 and the average result is 4. Many of the 
users were able to reproduce the entire process in the real environment; however, 
some of them, in spite of showing to know the process and the steps to carry out had 
problems with the process of screwing.  
Question 6 is the same as Question 1 but done once the simulation has been complet-
ed. This is done with the purpose of detecting an increase in the confidence of the us-
ers when it comes to getting to work with real cobot. Fortunately, all users said they felt 
more confident after knowing the movements of the cobot and the steps of the process, 
except those who answered with the highest grade and therefore have not experienced 
differences between the two questions. The average answer is 4.4 versus 3.1 of Ques-
tion 1. 
Question 7 is the one that has obtained the best results. All participants responded with 
the maximum note that after the realization of the simulation they learned not only the 
steps of the process to be carried out but also the interactions that take place between 
the operator and the cobot, the movements and the speed with which the cobot and the 
proximity to the cobot with which they have to work in a collaborative task. Many of the 
users indicated that the fact that the virtual environment focuses only on the task to be 
carried out helped to maintain the concentration in this task. 
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5. CONCLUSIONS 
Users who work in an industrial scenario do not necessarily have a previous formation 
related to robots. This lack of experience working with robots can generate unease 
especially when facing collaborative tasks with them. This unease lengthens the user's 
training period since it requires more time to accommodate collaborative tasks. This 
longer period of time translates into lower productivity because during this time the op-
erator does not work at maximum performance. This problem was introduced in the 
first chapter of this document. This thesis work has been trying to solve this problem by 
searching a training method for operators that get to answer the question presented in 
the introduction: “How to train operators to work with collaborative robots without de-
creasing productivity during the period of adaptation?” 
In order to answer the question this thesis work includes a research of the background 
in the state of the art that allows knowing the methods performed up to date and the 
trends in development process. Based on the existing proposals for operator training 
methods, a new solution is sought that allows bypass the problems and limitations de-
tected in said proposals.  
The solution presented in this thesis work incorporates virtual reality technology. The 
training consists of an immersive virtual reality simulation rendered in WebVR that al-
lows the user to perform the training and adaptation period outside the production line 
and without affecting productivity. 
Its implementation consists on the assembly of a box in collaboration with YuMi cobot 
from ABB. The effectiveness was tested with a group of participants who lacked expe-
rience with cobots. The results show that the operators feel more confident when work-
ing on a collaborative task with cobot after doing the training. In addition, this training 
method allows them to follow and learn the process and become familiar with the 
movements and interactions with the cobot. 
It is concluded therefore that this proposal is valid for solving this problem since it an-
swers the exposed research question. 
A more detailed evaluation has to be done in future work, by using a large number of 
participants with more suitable characteristics, as explained in Chapter 4, and perform-
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ing different tasks in the virtual training. A second phase of training should be carried 
out in which the virtual environment of the simulation does not only focus on the task to 
be performed, but also introduces the user in an industrial environment so that the op-
erator becomes familiar with the movements and noises which will be surrounded when 
entering the production line. 
One way to improve the training of users is to incorporate the readings of their emo-
tions, so that the training can be adapted to the needs of each user based on their 
mental state in each moment. There are some headsets like the one created by Emo-
tiv20 which allow to measure the signals emitted by the brain in order to evaluate the 
mental state of the user by analysing the lectures of emotions like stress, engagement 
and focus, among other. It can be achieved through the use of helmets that incorporate 
virtual reality and reading of emotions [53]. 
 
                                               
20
 https://www.emotiv.com/ 
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APPENDIX A: TEST QUESTIONNAIRE 
Before the training: 
1- How comfortable do you feel relating to working with YuMi? (1-5) 
 
After the training: 
2- What is the simulation about? 
3- How many screws did you use? 
4- How comfortable did you feel during the simulation? (1-5) 
5- How realistic did you find the simulation? (1-5) 
6- How easy was to follow the process? (1-5) 
7- Would you be able to reproduce the process?  
8- How comfortable do you feel relating to working with YuMi? (1-5) 
9- Did you learn how the YuMi interacts during the process? (1-5) 
 
User 
1 2 3 4 5 6 7 8 9 10 
Q
u
e
s
ti
o
n
 
1 4 1 1 4 5 2 2 3 5 4 
2 * * * * * * * * * * 
3 16 16 12 12 12 12 16 12 16 12 
4 5 5 4 4 5 3 5 5 5 5 
5 4 4 4 3 5 3 5 4 5 4 
6 5 5 4 5 4 3 4 5 5 5 
7 Yes ** ** ** Yes Yes ** Yes ** ** 
8 5 4 3 5 5 3 4 5 5 5 
9 5 5 5 5 5 5 5 5 5 5 
 
* All the users answered, using different words, that the task consisted on the as-
sembly of a box in collaboration with a cobot. 
** Users knew the steps to follow but had some difficulties screwing.  
Table 11. Results of the questionnaire 
