The Large Hadron Collider (LHC) is one of largest scientific instruments ever built. It has been exploring the new energy frontier since 2010, gathering a global user community of 7,000 scientists. To extend its discovery potential, the LHC will need a major upgrade in the 2020s to increase its luminosity (rate of collisions) by a factor of five beyond its design value and the integrated luminosity by a factor of ten. As a highly complex and optimized machine, such an upgrade of the LHC must be carefully studied and requires about ten years to implement. The novel machine configuration, called High Luminosity LHC (HL-LHC), will rely on a number of key innovative technologies, representing exceptional technological challenges, such as cutting-edge 11-12 tesla superconducting magnets, very compact superconducting cavities for beam rotation with ultra-precise phase control, new technology for beam collimation and 300-meter-long high-power superconducting links with negligible energy dissipation.
Context and Objectives
The Large Hadron Collider (LHC) was successfully commissioned in March 2010 for proton-proton collisions with a 7 TeV center-of-mass energy and has delivered 8 TeV center-of-mass proton collisions since April 2012. The LHC is pushing the limits of human knowledge, enabling physicists to go beyond the Standard Model: the enigmatic Higgs boson, mysterious dark matter and the world of supersymmetry are just three of the long-awaited mysteries that the LHC might unveil. The announcement given by CERN on 4 July 2012 about the discovery of new boson at about 125 GeV, the long awaited Higgs particle, is hopefully the first fundamental discovery of a series that LHC can deliver. Thanks to the LHC, Europe has decisively regained world leadership in High Energy Physics, a key sector of knowledge and technology. The LHC can act as catalyst for a global effort unrivalled by other branches of science: out of the 10,000 CERN users, more than 7,000 are scientists and engineers using the LHC, half of which are from countries outside the EU.
The LHC baseline programme till 2025 is schematically shown in Fig. 1 . After entering in the near-to-nominal energy regime of 13 TeV center-of-mass energy in 2015, (hoping to reach the 14 TeV in the subsequent year) it is expected that the LHC will reach the design peak luminosity . Then in the period 2015-2022 LHC will hopefully increase the peak luminosity: indeed margins have been taken in the design to allow, in principle, to reach about two times the nominal design performance. The baseline programme for the next ten years is depicted in Fig. 1 , while Fig. 2 shows the graphs of the possible evolution of peak and integrated luminosity.
After 2020 the statistical gain in running the accelerator without an additional considerable luminosity increase beyond its design value will become marginal. The running time necessary to half the statistical error in the measurements will be more than ten years after 2020. Therefore to maintain scientific progress and to explore its full capacity, the LHC will need to have a decisive increase of its luminosity. That is why, when the CERN Council adopted the European Strategy for Particle Physics in 2006 [1] , its first priority was agreed to be: "to fully exploit the physics potential of the LHC. A subsequent major luminosity upgrade, motivated by physics results and operation experience, will be enabled by focused R&D". The European Strategy for Particle Physics has been integrated into the ESFRI Roadmap of 2006 and its update of 2008 [2] . The priority to fully exploit the potential of the LHC has been recently confirmed as first priority among the "High priority large-scale scientific activities" in the new European Strategy for Particle Physics -Update 2013 [3] , approved in Brussels on 30 May 2013 with the following wording: "Europe's top priority should be the exploitation of the full potential of the LHC, including the high-luminosity upgrade of the machine and detectors with a view to collecting ten times more data than in the initial design, by around 2030." The importance of the LHC upgrade in luminosity for the future of High Energy Physics has been also recently re-affirmed by the May 2014 resolution of the so-called P5 panel in the USA [4] , a critical step in updating the USA strategy for HEP, with the following wording: "Recommendation 10: … The LHC upgrades constitute our highest-priority near-term large project."
In this context, CERN has put in place, at the end of 2010, the High Luminosity LHC (HL-LHC) project [5, 6] . Started as a Design Study, HL-LHC has become CERN's major construction project for the next decade after the approval of CERN The main objective of High Luminosity LHC is to determine a set of beam parameters and the hardware configuration that will enable the LHC to reach the following targets: All hadron colliders in the world have so far produced a total combined integrated luminosity of about 10 fb
1
; LHC has delivered nearly 30 fb
at the end of 2012 and should reach 300 fb 1 in its first 10-12 years of life. The High Luminosity LHC is a major and extremely challenging upgrade. For its successful realization, a number of key novel technologies have to be developed, validated and integrated. The work is initiated with the FP7 Design Study HiLumi LHC which, approved by EC in the Seventh Framework Programme (FP7-INFRA) in 2011 with the highest mark [7] , is instrumental in initiating a new global collaboration for the LHC that matches the spirit of the worldwide user community of the LHC experiments.
The High Luminosity LHC project is working in close connection with the companion ATLAS and CMS upgrade projects of 2018-2023 and the upgrade foreseen in 2018 for both LHCb and Alice, as discussed in [8] . Furthermore, the performance of the high luminosity machine will depend on the performance of the injector chain, which is also being upgraded by a companion program, the LHC Injector Upgrade (LIU) program [9] .
Approach for the Upgrade
The (instantaneous) luminosity L can be expressed as: 
Present luminosity limitations and hardware constraints
There . Any further performance increase of the LHC will require significant hardware and beam parameter modifications with respect to the designed LHC configurations.
Before discussing the new configuration, it is useful to recall the systems that need to be changed, and possibly improved, just because they become more vulnerable to breakdown and accelerated wear out. This goes well beyond the ongoing basic consolidation.
(1) Inner Triplet Magnets: At about 300 fb 1 some components of the low-beta triplet quadrupoles and their corrector magnets, we will have received a dose of 30 MGy, entering in the region of radiation damage. The quadrupoles may withstand 400-700 fb 1 but some corrector magnets of nested type are likely to wear out are already above 300 fb
1
. Damage must be anticipated because the most likely way of failing is through sudden electric breakdown, entailing serious and long repairs. That is why replacement of the triplet must be envisaged before damage. Replacement of the low-beta triplet is a long intervention, requiring one to two years shutdown and must be coupled with a major detector upgrade. (2) Cryogenics: To increase flexibility of intervention and then availability (i.e. integrated luminosity) we plan to install a new cryo-plant in P4 for a full separation between SCRF and Magnets cooling. In the long term, the cooling of the inner triplets and matching section magnets must be separate from the magnets of arc, to avoid that an intervention in the triplet region requires warm up of the entire arc (an operation of three months, not without risk). (3) Collimation: The collimation system has been designed for the first phase of LHC life, but will certainly need a renovation plan mainly concerning the momentum and betatron cleaning in P3 and P7, as well as the tertiary collimators protecting the triplets. Any small gain in triplet aperture and performance must be accompanied by an adequate consolidation or modification of the collimation system. A second area that will require a special attention to the collimation system is the Dispersion Suppressor (DS), where a leakage of off-momentum particle into the first and second main superconducting dipole, has been already identified as a possible LHC performance limitation. The most promising concept is to substitute an LHC main dipole with a dipole of equal bending strength (121 T m)  obtained by a higher field (11 T) and shorter length (11 m) than those of the LHC dipoles (8.3 T and 14.2 m). The room gained is sufficient for placing special collimators. A further improvement of the collimation system will be the use of new material for the jaws, in order to reduce the impedance (half of the LHC impedance is attribute to collimators). A molybdenum-graphite composite, coated with molybdenum, seems the best solution, capable to reduce the impedance of factor five to ten, keeping the robustness of the present design. (4) R2E and SC links for remote cold powering: A considerable effort is under way to study how to replace the radiation sensible electronic boards with rad-hard cards. A complementary solution is also pursued for special zones: removal of the power supplies and associated DFBs (electrical feed-boxes, delicate equipment today in line with the continuous cryostat) out of the tunnel, possibly on the surface. LHC availability will be improved. In particular for Point 7 where a set of 600 A power converters are placed in front of the betatron cleaning collimators, removal will be done in a lateral tunnel since here ground surface is not accessible. (a) Quench Protection System (QPS) of the superconducting magnets, which is based on a design of almost twenty years ago.
(b) Machine protection: improving vulnerability to mis-injected beams, to kickers sparks and asynchronous dumps. The kicker system is, with collimation and TDI, the main barrier against severe beam induced damage. Not only the kicker system, but also the interlock system needs renovation after 2020. (c) Remote manipulation: the level of activation from 2020, and even earlier, requires a carefully study and development of special equipment to allow replacing collimators, magnets, vacuum components, etc., according to ALARA principle. While full robotics is difficult to implement, given the real conditions, remote manipulation, enhanced reality and supervision is the key to minimize the radiation dose to operators.
Upgraded systems for the high luminosity

Luminosity leveling and availability
Both consideration of energy deposition by collision debris in the interaction region magnets, and the necessity to limit the peak pile up in the experimental detector, impose "a priori" a limitation of the peak luminosity. The consequence is that the HL-LHC operation will have to rely on luminosity leveling. As shown in Fig. 3 (left) , the luminosity profile without leveling quickly decreases from the initial peak value, due to "proton burning" (protons consumed in collisions). By designing the collider to operate with a constant luminosity, i.e. "leveling" it and suppressing its decay for a good part of the fill, the average luminosity is almost the same as the one of a run without leveling, see Fig. 3 (right), however with the advantage that the maximum peak luminosity is smaller. The fact that the maximum leveled luminosity is limited, means that to maximize the integrated value one needs to maximize the run length, which can be obtained by filling the maximum number of protons, i.e. by maximizing the beam current:
.
Other key factors for maximizing the integrated luminosity and obtaining the challenging goal of 3 fb 1 /day, see Fig. 4 , are a short average machine turnaround time and a good overall machine "efficiency" defined as the ratio between actual time spent in physics production and the physics time of the ideal cycle. Clearly, for maximizing the integrated luminosity the efficiency counts almost as much as the virtual peak performance.
HL-LHC with 150 days of physics needs an efficiency of ca. 40%. During the 2011 run the efficiency varied, without luminosity leveling and the added system complexity of the HL-LHC (e.g. Crab Cavity operation), between 20% and 40%. Requiring an efficiency much higher than the one of the present LHC, with a (leveled) luminosity five times the nominal one and additional technically challenging hardware, will be a real challenge. The project must foresee a vigorous consolidation for the high intensity and high luminosity regime: the High Luminosity LHC must also be a High Availability LHC. Table 1 lists the main parameters foreseen for the high luminosity operation. Although the 25 ns bunch spacing remains the baseline, given the experience of the first years of operation, 50 ns is kept as a viable alternative, in case the e-cloud or other unforeseen effects undermine the 25 ns performance. For similar reasons, a slightly different parameter set with very small emittance beams (BCMS) is also maintained in case the LHC operation at with high beam intensities reveals unexpected sources for emittance blow-up during the beam injection and acceleration. Table 1 . High Luminosity LHC parameters (LHC nominal ones for comparison). 1 Assuming one less batch from the PS for machine protection (pilot injection, TL steering with 12 nominal bunches) and non-colliding bunches for experiments (background studies…). Note that due to RF beam loading the abort gap length must not exceed the 3  s design value. 2 An intensity loss of 5% distributed along the cycle is assumed from SPS extraction to collisions in the LHC. 3 A transverse emittance blow-up of 10% to 15% on the average H/V emittance in addition to the 15% to 20% expected from intra-beam scattering (IBS) is assumed (to reach the 2.5  m/3.0  m of emitance in collision for 25 ns/50 ns operation). 4 As of 2012 ALICE collided main bunches against low intensity. Satellite bunches (few per-mill of main bunch) produced during the generation of the 50 ns beam in the injectors rather than two main bunches, hence the number of collisions is given as zero. 5 For the design of the HL-LHC systems (collimators, triplet magnets,…), a design margin of 50% on the stated peak luminosity was agreed upon. 6 For the BCMS scheme emittances well below 2.0  m have already been achieved at LHC injection. 7 The lower number of collisions in IR2/8 wrt to the general purpose detectors is a result of the agreed filling scheme, aiming as much as possible at a democratic sharing of collisions between the experiments.
Upgrade parameters
Parameter
Nominal LHC (design report)
HL-LHC 25ns (standard) HL-LHC 25ns (BCMS) HL-LHC 50ns
Beam An upgrade should provide the possibility of performance increase over a wide range of parameters, such that the machine experience and experiments can eventually find the practical best set of parameters in actual operations.
Beam current and brightness:
The total beam current may be a hard limit in the LHC since many systems are affected by this parameter. RF power system and RF cavity, Collimation, Cryogenics, Kickers, Vacuum, beam diagnostics, QPS, various controllers, etc. Radiation effects put aside, all systems have been designed in principle for 0.86 A, beam I  the so-called "ultimate" beam current. However this is still to be experimentally proven and for the goal of HL-LHC we need to go beyond the ultimate value by 30% with 25 ns bunch spacing.
For HL-LHC it is needed to increase the beam brightness, which is a property that must be maximized at beginning of the beam generation and then preserved throughout the entire injector chain and LHC itself, i.e. it is a global property. The LIU project has as primary objective to increase the brightness at the LHC injection, basically increasing the number of protons per bunch by a factor two above what we have today while keeping the emittance at the present low value. *  and canceling the reduction factor R: A classical route to the luminosity upgrade is to reduce *  , the optical function at the Interaction Points (IPs), by means of stronger and larger aperture low- triplet quadrupoles. However a reduction in *  value implies an increase of beam sizes inside the low- triplet quadrupoles and a wider crossing angle, which both require in turn larger aperture low- triplet quadrupole magnets, a larger D1 (first separation/recombination dipole) and a few modifications in the matching section, too. Stronger chromatic aberrations coming from the larger  -functions inside the triplet magnets may exceed the strength of the existing correction circuits. The peak beta-function inside the triplet magnets is also limited by the possibility to match the optics to the regular beta functions of the neighboring arcs. A previous study has shown that a practical limit in LHC is  , such as they collide effectively head on, overlapping perfectly at the collision point, see Fig. 6 . Crab cavities make then accessible the full performance reach of the small *  that the ATS scheme and the large low-beta triplet quadrupoles can generate: their primary function is boosting the virtual peak luminosity for attaining the full HL-LHC performance.
The lay-out and main hardware modifications required to meet the parameters listed in Table 1 are described in Chapter 3 of this book (The High Luminosity LHC Machine). annual integrated luminosity goal can be attained and, possibly, overcome.
The international collaboration
The LHC luminosity upgrade was born even more international than LHC, since USA laboratories started to work on it, with considerable resources, well before CERN. In 2002-2003 common work between US labs and CERN indicated the route for upgrade [10] . Right after the LARP (LHC Accelerator Research Program) was set up and approved by DOE [11] and become a ten-year program with a financing from 2008 of about 12 M$/year (in USA accounting). LARP heavily profited for the low- triplet quadrupoles R&D of the DOE-Conductor Development Program, launched in 1998, which was instrumental for improving 3 Nb SN to accelerator quality [12] . Meanwhile CERN was heavily engaged in the LHC construction and commissioning and could only participated to an EC- Finally with the approval of the EC-FP7 Design Study HiLumi LHC in 2011, and the maturing of all conditions illustrated in Section 1, the collaboration for HL-LHC took the present form. It is worth noticing that FP7 HiLumi Design Study covers only the design of a few components of the general lay-out, given the limited amount of funding in the program. However, it has allowed to form and structure a European participation to the upgrade at the very beginning of the project, something that was missing at the time of LHC. Since 2014, CEA (Saclay, FR), INFN (Milano and Genova, IT) and CIEMAT (Madrid, ES), have signed each a further collaboration agreement to carry out design, engineering and prototypal works for HL-LHC magnets in addition to the FP7-EC commitment. In all three cases the CERN funding is about 50%, the rest coming at charge of the collaborating Institutes. Figure 8 illustrates the various collaboration branches.
As stated above, the FP7-HiLumi LHC covers only a few WPs, which are the backbone of the upgrade. Work Packages are the basic structure of all FP7 projects: the WP structure, with task branching, is now the basic structure of the project.
LARP is a parallel structure, independently funded, but associated to FP7 with connections both at project management level as well as at WP/task level, to assure a maximum synergy. KEK is directly member of FP7-HiLumi. It is worth noticing that HiLumi LHC is the nickname to indicate the part of HL-LHC that is covered by FP7 funds, even if in practice has become a popular name to indicate the full project. Figure 9 shows the general governance of the project, while Fig. 10 illustrates the detailed structure in WP. Typically, each WPs is composed by 3 to 6 tasks. The mechanism of FP7 funding is such that each of the thirteen European Institutions that are members of HiLumi LHC have to match the EC contribution with their internal funding: in case of HiLumi the matching funds equal the EC funds (except for CERN that receives from the EU only 17% of the total CERN cost for the design study, mainly for the management and coordination). Table 2 lists the 15 FP7-HiLumi Institutions and Table 3 the four USA-LARP institutions.
