The problem of incomplete data is common in signal processing and machine learning. Tensor completion algorithms aim to recover the incomplete data from its partially observed entries. In this paper, taking advantages of high compressibility and flexibility of recently proposed tensor ring (TR) decomposition, we propose a new tensor completion approach named tensor ring weighted optimization (TR-WOPT). It finds the latent factors of the incomplete tensor by gradient descent algorithm, then the latent factors are employed to predict the missing entries of the tensor. We conduct various tensor completion experiments on synthetic data and real-world data. The simulation results show that TR-WOPT performs well in various high-dimension tensors. Furthermore, image completion results show that our proposed algorithm outperforms the state-of-the-art algorithms in many situations. Especially when the missing rate of the test images is high (e.g., over 0.9), the performance of our TR-WOPT is significantly better than the compared algorithms.
I. INTRODUCTION
Tensors are high-dimension representations of vectors and matrices. Many kinds of data in real-world, for example, color images (length × width × RGB channels), videos (length × width × RGB channels × time) and electroencephalography (EEG) signals (magnitude×trails×time) are more than two dimensions. Usually, the high-dimension data is first transformed to vector or matrix, only then can the data be applied to traditional algorithms. In that way, the adjacent structure information of the original data will be lost, thus lead to redundant space cost and low-efficiency computation [20] . Tensor representation can retain the high dimension of data and solve the above problems. Tensor has been studied for more than a century, many methodologies have been proposed [14] . Moreover, tensor has been applied in various research field such as signal processing [6] , machine learning [2] , data completion [1] , brain-computer interface (BCI) [16] , etc.. CANDECOMP/PARAFAC (CP) decomposition [3] and Tucker decomposition [22] are the most popular and classic tensor decomposition models, of which many theories and applications have been proposed [21] . In recent years, a new theory system named tensor network has drawn people's attention and becomes a promising aspect of tensor methodology [5] , [7] . One of the most representative tensor decomposition models of tensor network is matrix product state (MPS), which is also known as tensor train (TT) decomposition [19] . TT decomposition shows high data compression ability and computational efficiency. One of the most significant features of TT decomposition is that it can overcome the "curse of dimensionality", i.e., for an N -dimension tensor, the number of parameters of Tucker decomposition is exponential in N , while the number of parameters of TT decomposition is linear in N . Although CP decomposition achieves high compression ability and the number of parameters is also linear in N , finding the optimal latent factors of CP decomposition is very difficult. Recently, a new tensor decomposition model named tensor ring (TR) decomposition which is more generalized than TT decomposition has been proposed [27] . Tensor ring owns all the dominant properties TT has and it has a more flexible model constraint than tensor train. TR relaxes the rank constraint of TT, thus lead to more interesting properties, e.g., enhanced compression ability, interpretability of latent factors and rotational invariance ability of latent factors [25] . Several papers have studied and applied TR decomposition in machine learning fields [23] , [4] , in which TR shows promising aspects in representation ability and computational efficiency.
Tensor completion is to recover an incomplete tensor from the partially observed entries of the tensor, which has been applied in various completion problems such as image/video completion [15] , [28] , compressed sensing [10] , link prediction [18] , recommendation system [13] , etc.. The theoretical key point of matrix completion and tensor completion is the low-rank assumption of data. There exists strong theoretical support and various solutions for solving the low-rank problem of matrices, and the most studied convex relaxation of lowrank matrix is nuclear norm [12] . However, determining the rank of a tensor is an NP-hard problem [11] . To solve this problem, there are mainly two types of tensor completion methods, "rank minimization based" approach and "tensor decomposition based" approach [17] . The first approach formulates the convex surrogate models of low-rank tensors. The most representative model of this kind of tensor completion approach employs low-rank constraints on the matricization of every mode of the incomplete tensor [15] . For an N -dimension incomplete tensor T , the low-rank tensor completion model is formulated by: min X N n=1 X (n) * , s.t. P Ω (X ) = P Ω (T ), (1) where X is the low-rank approximation tensor, · * is the nuclear norm, and P Ω (T ) denotes the entries w.r.t. the set of indices of observed entries represented by Ω. The missing entries of T is approximated by X and the rank of the completed tensor X is determined automatically. Different from "rank minimization based" approach, the "tensor decomposition based" approach do not find the low-rank tensor directly, instead, it firstly finds the tensor decomposition of the incomplete data by observed entries, then the latent factors are used to predict the missing entries. This kind of approach sets the rank of tensor decomposition manually, and the optimization model is given below:
where · F is the Frobenius norm, {G (n) } N n=1 is the sequence of latent factors under consideration and X ({G (n) } N n=1 ) is the tensor approximated by the latent factors. W is a weight tensor which is the same size as the incomplete tensor, and every entry of W meets:
More explanations of notations can be found in Section II.A. Based on different tensor decomposition models, various "tensor decomposition based" approaches have been proposed, e.g., CP weighted optimization [1] , weighted tucker [9] and TT weighted optimization [24] . All the methods aim to find the specific structure of the incomplete data by different kinds of tensor decompositions. However, CP, Tucker and TT based WOPT algorithms apply tensor decomposition models which lack of flexibility, this may lead to bad convergence when considering different kinds of data. TR decomposition model is much more flexible, so TR-based WOPT method can get a better approximation of incomplete data, thus provide better completion results. In this paper, we propose a novel tensor completion method which shows good performance in various experimental situations. The main works of this paper are listed below: that our method is robust to tensor dimension. When the image data is tensorized to a proper high-dimension, the performance of our method can be enhanced.
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II. PRELIMINARIES
A. Notations
In this paper, a scalar is denoted by a normal lowercase or capital letter, e.g., x ∈ R and X ∈ R. A vector is denoted by a boldface lowercase letter, e.g., x ∈ R I . A matrix is denoted by a boldface capital letter, e.g., X ∈ R I×J . A tensor of dimension N ≥ 3 is denoted by Euler script letters, e.g., X ∈ R I1×I2×···×IN . For n = 1, · · · , N , {X (n) } N n=1 := {X (1) , X (2) , · · · , X (N ) } is defined as a tensor sequence, and X (n) is the nth tensor of the sequence. The representations of matrix sequence and vector sequence are denoted in the same way. An element of tensor X ∈ R I1×I2×···×IN of index {i 1 , i 2 , . . . , i N } is denoted by x i1i2···iN or X (i 1 , i 2 , . . . , i N ). One type of the mode-n matricization (unfolding) of tensor X ∈ R I1×I2×···×IN is denoted by X (n) ∈ R In×I1···In−1In+1···IN . Another type of mode-n matricization of tensor X ∈ R I1×I2×···×IN is denoted by X <n> ∈ R In×In+1···IN I1···In−1 . The inner product of two tensors X , Y with the same size R I1×I2×···×IN is defined as X , Y = i1 i2 · · · iN x i1i2···iN y i1i2···iN . Furthermore, the Frobenius norm of X is defined by X F = X , X . The Hadamard product is denoted by ' * ' and it is an elementwise product of vectors, matrices or tensors of same sizes. For example, given tensor X , Y ∈ R I1×I2×···×IN , Z = X * Y, then Z ∈ R I1×I2×···×IN , and z i1i2···iN = x i1i2···iN y i1i2···iN .
B. Tensor ring decomposition
Tensor ring (TR) decomposition is the generalization of tensor-train (TT) decomposition. It represents a tensor by circular multilinear products over a sequence of latent factors of lower-dimension [27] . The latent factors are named core tensors. All of the core tensors of TR decomposition are threedimension tensors, and are denoted by G (n) ∈ R Rn×In×Rn+1 , n = 1, . . . , N , where R 1 , . . . , R N denotes the TR-rank which controls the model complexity of TR decomposition. The representation regulation of tensor network in monography [5] is adopted and the diagram of TR decomposition is shown in Figure 1 . Similar as TT, the TR decomposition linearly scales the tensor dimension, and thus it can overcome the "curse of dimensionality". The TR decomposition relaxes the rank constraints on the first and last core tensors of TT to R 1 = R N +1 , while the original constraints on TT decomposition is rather stringent, i.e., R 1 = R N +1 = 1. The rank constraints of TT is because of the relation of core tensors and original tensor has to be deduced by multiple multiplication operation. TR applies trace operation, so all the core tensors can be constrained to be third-dimension equivalently. Therefore, TR is considered as a linear combination of TT and it offers a more powerful and generalized representation ability than TT decomposition. The element-wise relation of the TR core tensors and the original tensor is given by:
where Trace(·) is the matrix trace operator, G (n) (i n ) ∈ R Rn×Rn+1 is the i n th mode-2 slice matrix of G (n) , which also can be denoted by G (n) (:, i n , :). Every element of the tensor can be calculated by the trace of the matrices multiple multiplication of the according mode-2 slice of every TR core tensors.
III. TENSOR RING WEIGHTED OPTIMIZATION
Based on TR decomposition, we propose the TR-WOPT algorithm which is illustrated as follows. Define T ∈ R I1×I2×···×IN is the incomplete tensor with missing entries filled with zero, X ({G (n) } N n=1 ) is the tensor approximated by the core tensors of TR decomposition. The proposed algorithm is based on "tensor decomposition based" approach and the model is described in (2) . The model is to find the core tensors of TR decomposition of an incomplete tensor, then use the TR core tensors to approximate the missing entries. To minimize the model by gradient-based algorithm, the problem is reformulated by the below optimization model:
(5) This is an objective function of an optimization problem and all the core tensors are the optimization objective. From [27] , the relation between the approximated tensor X and the core tensors {G (n) } N n=1 can be deduced as the following equation:
where G ( =n) ∈ R Rn+1× N i=1,i =n Ii×Rn is a subchain tensor by merging all core tensors except the nth core tensor, i.e., G ( =n) := X ({G (n+1) , . . . , G (n) , G (1) , . . . , G (n−1) }). Because each of the core tensors is independent, we can optimize them independently. The optimization function w.r.t. G (n) can be written as:
where we consider other tensor cores remain fixed. Next, we can deduce the partial derivatives of the objective function (7) w.r.t. G (n) (2) as follow: ∂f
For n = 1, ..., N , the gradients of all the core tensors can be obtained, and the core tensors can be optimized by any gradient-based optimization algorithms. Furthermore, if there is no missing entries in tensor data, our algorithm can also be used as a TR decomposition algorithm. The whole process of applying TR-WOPT to tensor completion is listed in Algorithm 1. The details of gradient descent algorithm and parameter settings in this paper will be explained in Section IV .
Algorithm 1 Tensor ring weighted optimization (TR-WOPT) 1: Input: incomplete tensor T , weight tensor W, TR-rank R 1 , . . . , R N , and randomly initialized {G (n) } N n=1 . 2: While the stopping condition is not satisfied 3:
For n=1:N 4:
Compute gradients of {G (n) } N n=1 according to (8) .
5:
End 6: Update {G (n) } N n=1 by gradient descend algorithm. 7: End while 8: Y = P Ω (T ) + PΩ(X ({G (n) } N n=1 )) 9: Output: completed tensor Y.
IV. EXPERIMENT RESULTS
We conduct several synthetic data experiments and RGB image data experiments to test the performance of our TR-WOPT algorithm. We compare our algorithm with some tensor completion algorithms which are similar to our algorithm, e.g., TT-WOPT [24] and CP-WOPT [1] . Moreover, some other state-of-the-art algorithms, e.g., FBCP [26] and FaLRTC [16] are also tested in the next experiments.
For the gradient descent method applied in our TR-WOPT, we use the nonlinear conjugate gradient (NCG) with line search method, which is implemented by a Matlab toolbox named Poblano toolbox [8] . We use two stopping conditions to all the algorithms: the number of iteration reaches 500 and the error between two iterations satisfies Y 2 − Y 1 / Y 2 < tol = 10 −6 . When one of the stopping conditions is satisfied, the optimization will be stopped.
For completion performance evaluation, we adopt relative square error (RSE) and peak signal-to-noise ratio (PSNR). RSE is calculated by:
where T real is the real tensor with full observations, Y is the completed tensor. Moreover, for RGB image data, PSNR is obtained by: PSNR = 10 log 10 (255 2 /MSE).
MSE is deduced by:
where num(·) denotes the number of element of the tensor. In addition, for tensor experiments of random missing cases, we define missing rate as 1 − M/num(T real ), where M is the number of sampled entries (i.e. observed entries).
A. Synthetic data
In this section, we conduct synthetic data experiments to see the performance of our algorithm and the compared algorithms under different tensor dimensions and different missing rates. TR-WOPT, TT-WOPT, CP-WOPT, FBCP, and FaLRTC are tested in the experiments. The synthetic data is generated by a highly oscillating function: f (x) = sin(π/4)cos(x 2 ) in vector form, then the synthetic data is reshaped to generate the required tensors of different dimensions. We test four different tensor dimensions: 48 × 48 × 48 (3D), 16 × 16 × 16 × 16 (4D), 10 × 10 × 10 × 10 × 10 (5D) and 7 × 7 × 7 × 7 × 7 × 7 (6D). The missing rate varies from 0.1 to 0.95. For the rank selection of TR-WOPT, TT-WOPT, CP-WOPT, we adjust the ranks of each algorithm to make the model parameters to be as close as possible, thus provide a fair situation to compare model representation ability. FBCP can tune CP rank automatically, and FaLRTC does not need to set tensor ranks beforehand, thus we only need to tune hyper-parameters of the two algorithms and record the best performance. The five algorithms are tested and the RSE results are shown in Figure 2 .
From the figure we can see, TR-WOPT performs well in all the four tensor dimensions. Moreover, when the tensor dimension increases, many compared algorithms show performance degradation. TT-WOPT is the closest algorithm to TR-WOPT, though the number of model parameters is set similarly, TR-WOPT performs better than TT-WOPT almost in all situations due to higher representation ability of the TR-based model. 
B. Image experiments
The synthetic data experiments results show that our TR-WOPT performs well in higher-dimension tensors, so in this section, we first test the performance of TR-WOPT under different tensor dimension and TR-ranks. Instead of directly reshaping image to higher-dimension, we apply a novel tensorization scheme mentioned in [24] . The idea is simple, if the size of a RGB image is U × V × 3, and U = u 1 × u 2 × · · · × u l and V = v 1 × v 2 × · · · × v l are satisfied, then the image can be tensorized to a (l + 1)-dimension tensor of size u 1 v 1 × u 2 v 2 × · · · × u l v l × 3. The first dimension of the higher-dimension tensor stands for a pixel block of the image, and the following dimensions are the extension blocks of the image. The higher-dimension tensor generated by the above tensorization scheme is considered to be a better structure of the image.
We choose the benchmark RGB image "Lena" (original size 256 × 256 × 3) in this experiment and tensorize the image by the above tensorization scheme to 3-D (256 × 256 × 3), 5-D (16 × 16 × 16 × 16 × 3) and 9-D (4 × 4 × 4 × 4 × 4 × 4 × 4 × 4 × 3). For simplicity, the TR-ranks of each experiment are set as the same value, i.e., R 1 = R 2 = . . . = R N . We conduct the experiments when TR-ranks are 12, 24, 36 and 48 respectively. The missing rates of all the data are set as 0.7. Figure 3 shows the visual results and corresponding RSE values of each situation. From the results we can see, the best completion performance is obtained at the 5-D case when TRrank is set as 48. So tensorizing data to a higher-dimension properly can enhance the performance of our algorithm. In the following RGB image experiments, we adopt this tensor structure for our algorithm.
The following experiments consider four different irregular missing situations, i.e., removing images by the shapes of the alphabet, missing by scratching, the block missing and the line missing. Moreover, random missing cases with high missing rates are also considered. Because all the tensor completion algorithms perform well in low missing rate situations, we only test high random missing rate situations, i.e., missing rates are 0.8, 0.9, 0.95 and 0.99. We tune ranks and hyper-parameters of each algorithm and record the best completion results of each algorithm. Figure 4 and Table I show the visual and numerical completion results of the five algorithms respectively. From the results we can see, TR-WOPT performs better than TT-WOPT, CP-WOPT, and FBCP in all the tested situations. However, FaLRTC shows slightly better performance than TR-WOPT in the images of scratch missing and random missing (missing rate is 0.8). This is because the images own distinct lowrank property and the missing rate is relatively low, which is easy for "rank minimization based" algorithms to catch the low-rank structures of the tensor. However, when the missing rate of data is higher and most of the information is missing, FaLRTC cannot find the low-rank structure of the data, so the performance of random missing rate 0.9 to 0.99 of the algorithm drops quickly. 
V. CONCLUSIONS
Based on low-rank tensor ring decomposition, in this paper, we proposed a new tensor completion algorithm named tensorring weighted optimization (TR-WOPT). The TR core tensors are optimized by the gradient-based method and used to predict the missing entries of the incomplete tensors. We conduct various synthetic data experiments and real-world data experiments, and the results show that TR-WOPT outperforms the state-of-the-art algorithms in many situations. In addition, we also find that tensorizing lower-dimension tensor to a proper higher-dimension tensor can give a better data structure and thus can improve the performance of our algorithm. Good performance of TR-WOPT in various completion tasks shows the high representation ability and flexibility of TR decomposition. It is also shown that the gradient-based algorithm is promising to optimize tensor decompositions. Furthermore, our method needs the TR-rank to be specified before the experiment, which is time-consuming to find the best TRrank for the data. In our future work, we will study how to determine TR-ranks automatically.
