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I. INTRODUCTION 
We investigate the asymptotic behavior of the solutions of the equation 
r(t) 7 J’ u(t - T) ‘&c(T)) dT .= f(f), o<t<m, U-1) 
0 
where a(t), f(t), g(x) are prescribed real functions. The following is our main 
result. 
THEOREM 1. Let 
a(t) 3 0, O<t<co, 
a(t) be nonincreusing on [0, OS), a(O) < co, 
f(t) E C[Q a) f-t R W, 4, 
g(x) 6 C(- “0, a). 
Let x(t) be a solution of (1.1) on [0, 33) and such that 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
sup 1 x(t)[ < co. 
O<l<r. 
(1.6) 
Then, ij u(t) 6 L,(O, a), lim,,, g(x(t)) exists and satisfies 
‘,ill g@(t)) ‘-- 0. (l-7) 
Zf u(t) e&(0, cc), then lim,,, [x(t) + Ax(t)) jt U(T) dT] exists and satisfies 
Equation (1 .l) occurs in several applied fields and has been extensively 
studied. We refer the reader to [I] or [3] f or references to earlier papers. 
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Also note the comments. made on (1.1) in [2]. More recently Eq. (1.1) has 
been analyzed in [I and 31 under hypotheses related to those of Theorem I. 
Comparing the present result with the results of [3] we observe the 
following. In addition to the full hypothesis of Theorem 1 above, certain 
smoothness conditions were imposed on a(t) and f(i) in [3]. Specifically, 
a(t) E Cl[O, co) and absolute continuity of f(t) on [0, 00) were assumed. 
In the present result these requirements have been weakened, and in particular 
we do not even require a(t) to be continuous. 
A comparison with [l] yields roughly the following. At the expense of 
assuming the existence of a bounded solution we are able, in Theorem 1, to 
obtain results on the asymptotic behavior of the solutions under weaker 
hypotheses than in [l]. In particular we do neither make any assumption of 
type xg(x) > 0, nor do we require g(x) to satisfy a Lipschitz-type condition 
near the equilibrium point. Only continuity is imposed on g(x). 
As to the existence of bounded solutions we have the following result 
which partially overlaps the results of [ 11, and extends a result obtained in [3]. 
THEOREM 2. Let (1.2), (1.3), (1.4) and (1 S) hold. Define G(r) by 
G(x) = Gg(u) du, I x I < m, and suppose 
I g(x)1 d K[I + G(x)], I x 1 < co, for some constant K. 
Then there exists a solution x(t) of (1.1) on [0, co). Moreowef, under this 
hypothesis any solution of (1.1) on [0, 00) sut$es supoCICo 1 x(t)1 < co. 
Theorem 2 follows by combining the hypothesis with (2.8), (2.10), (2.19), 
(2.20), and after using the same technique as in the proof of [3, Theorem 21. 
The proof of Theorem 1 is divided in three parts. In the first we show 
that g(x(t)) is uniformly continuous on [0, W) and we also deduce certain 
inequalities, (2.21)-(2.24), which indicate that the possible oscillations of 
g(4)) on K4 1 co necessarily are of a rather special nature. The second part 
is formulated in Lemma 1. Here we show, roughly speaking, that g(x(t)) 
varies more and more slowly as t --f 00. In the last part of the proof we 
finally deduce (1.7) and (I .8) using Lemma I. 
2. PROOF OF THEOREM 1 
From (1.5) and (1.6) it follows that 
sup Ig(x(t))l = M < co. 
ost<o (2.1) 
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Define y(l) by 
y(t) :: ft a(f - T)@(T)) dT, 0 t . 
‘0 
Combining (1.1) and (2.2) gives 
.$) I Y(f) L= f(t), 0 c; 1 < zc. 
Our first objective will be to establish the validity of 
x. (2.2) 
(2.3) 
&x(t)) is uniformly continuous on 0 :-:I t < cc. (2.4) 
To demonstrate (2.4) we begin by noticing that using the hypothesis on 
a(t) and (2.1) it is not difficult to show that y(t) E C[O, a). By (1.4) and (2.3) 
one then has x(t) E CIO, zz) and invoking also (1.5), 
We assert that y(t) is locally absolutely continuous on [0, ox) and that 
y’(f) = a(O)g(x(t)) +- jo*g(x(f - T)) da(~), ax. on [0, co). (2.6) 
To prove this assertion we remark at first that (1.2) and (I .3) imply 
a(l) E BV[O, co). This, together with (2.9, yields that Jig(x(t - 7)) da(T) 
exists for any t > 0. Integrating by parts and using Fubini’s theorem gives 
r(t) z jok+ - 7)) 44 d7 = - jot 4~) d [jot-‘&(E)) d5] 
= 4’) j’&(~)) dT +. jot j~k(5 - T)) d5; da(T) 
0 
-= a(O) jotg(x(d) d7 T jot 1 j’g(+ - s)) da(s)/ d7, 
0 
from which it follows that y(t) is absolutely continuous on [0, T] for any 
T > 0, and that (2.6) is satisfied. 
Now observe that (2.1), (2.6), and the fact that a(t) E BV[O, co), together 
give ess supo61<30 1 y’(t); < W, and thus y(t) is uniformly continuous on 
[0, co). By (1.4) one has thatf(t) is uniformly continuous on [0, co). There- 
fore, by (2.3), x(t) is uniformly continuous on [0, m). Combining this fact 
with (I 5) and (1.6) finally gives (2.4). 
Our second objective, before proving Lemma 1, is to show that certain 
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integral expressions involving g(x(l)) are bounded on [0, a). Specifically, 
we wish to deduce the inequalities (2.21)-(2.24). 
Kate at first that the absolute continuity of y(t) implies that y(t) is locally 
of bounded variation. Combining (I .4) and (2.3) then clearly gives 
x(t) E B qo, q, for any T > 0. (2.7) 
By (1.4), (2.5) and (2.7) one has that both of the integrals on the right side 
of (2.8) exist. Thus, by (2.3) 
jot g(-4T)) Yt(T) dT -7 jo’ g(x(T)) dYC7) = jot g(4T)) 4(T) - jot g(x(7)) dx(T). 
(2.8) 
But, by (1.4) and (2.1) 
SUP 1 j’&(d) df(T) 1 < MV,[O, a> < *, (2.9) ost<m 0 
where V,[O, ~0) denotes the total variation off(t) on [O, co). Also, 
jot&b)) @T=jot dc(X(~)) = GW) - G(x(O)h <t<co. 
(2.10) 
From (1.6) and (2.1) one has supo~L<z 1G(x(t))l < co. Therefore, combining 
(2.8), (2.9), and (2.10), 
(2.11) 
By (1.2) and (1.3) it is evident that we may write 
where 
a(‘> LzZ b(t) + c(t), O<t<co, 
b(t) E C[O, a>, 
Q) >, 0, O<t<co, 
b(t) nonincreasing on [0, a), 40) < 00, 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
and (without loss of generality let u(t) be left-continuous and denote the 
discontinuity points of a(t) by tp), 
c(t) = 1 [+J - 4, i- q1, O<t<q (2.16) 
tstt 
c(t) > 0, o<t<q (2.17) 
c(t) nonincreasing on [0, co), c(0) < 00. (2.18) 
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Expanding [g(x(T)) - g(x(r - s))]~, integrating by parts, and using 
Fubini’s theorem immediately yields that (2.19) holds. 
J at a(0)g2(.r(T)) dr I /tg(s(7)) ;j’g(.+ - s)) da(s); dr 0 ‘0 0 
r= - ; jb’ [Jb’ [g+(T)) - g(x(T - s))]’ da(s)\ dT (2.19) 
$ ; .F,’ g’(X(t - 7)) U(T) dr I ; rf g*@(T)) O(T) dr. 
‘0 
But note that multiplying (2.6) by g(x(t)), and integrating, gives 
jot &(T>) Y’(T) d  =jot a(O) g’@(T)) d7 
$ jotg(s(‘)) 1Sbg(x(T - S)) du(s)j dT. (2.20) 
and remember that by (2.11) the left side of (2.20) is bounded on [0, co). 
Hence, finally, by (2. I2), (2.14) (2.1 S), and (2.17)-(2.20) 
- jof [j; [g@(T)) - &(T - S))]‘db(s)/ dr < K, 0 < t < CO, (2.21) 
- jot &[&V(T)) - ,f(X(T - s))]’ dc(s)l dT <: K, 0 < t < Co, (2.22) 
jotg2(x(t - T)) b(T) dT < K, 0 < t < ~0, (2.23) 
- T)) U(T) dT < K, 0 < t < co, (2.24) 
for some a priori constant K. 
Following this, our purpose is to demonstrate Lemma 1. 
LEMMA I. Assume (1.2)-(1.6) hold and let {tn} be any sequence such that 
lim n+m t, = 03, limn+mg(4tn)) exists. Let T, Y be arbitrary positive constants. 
Then there exists an integer No such that 
RWJ) -- ” < &W) G &47J) -t v> (2.25) 
fort,-TT,<t,(t,,ifn>N,. 
Proof of Lemma 1. As the proof is essentially different depending on 
whether b(t) + b(O) or not, we consider the two cases separately, in (i) and 
(ii) respectively. 
NONLINEAR VOLTERRA EQUATION 111 
(i) Suppose 
b(t) + b(O). (2.26) 
In the next few paragraphs we work out some preliminaries and in particular 
we establish the existence of two disjoint intervals [a1 , aa], [fir , &I satisfying 
(2.35), and such that or, - a1 and /Ia - /I, are sufficiently small compared 
to the distance between these intervals. 
Let 3~ = Y and define g(t) = g(x(t)), 0 < t < co. From the hypothesis 
of Lemma 1 follows that one may assume the existence of p such that 
p $ 2E < g(t,) < p + 3E. (2.27) 
By (2.4) there exists S > 0 such that if for some t, one has p + e < g(tO) < 
p + 4E, then 
CL < g(t) < P + 56, t, - 6 < t < t, + 8. (2.28) 
Choose any such S > 0. By (2.15) and (2.26) there exists an interval [T, ,v.J 
such that 
0 < 71 < 772, 72 - 771 d 6 wh) - he) > 0. (2.29) 
Let [Q , QJ be any such interval. 
Using (2.15), the last part of (2.29), and the uniform continuity of b(t) on 
[or ,121, it is not difficult to show that there exist two intervals [al’, a2’], 
Gs,‘, 82’1 such that 
0 < r), d al’ < a~’ < 8: < S2’ d ~12, 
b(a1’) - 4%‘) > 09 W,‘) - w&7 I=- 0. 
ww 
Choose any two intervals [aI’, ae’ ] p,‘, pa’] which satisfy (2.30) and define y’ , 
by 2~’ = &’ - %‘. Then let N be any odd integer, N 3 3, such that 
T < NY’, (2.31) 
and let 8, be any positive constant which satisfies 
N6, < y’. (2.32) 
By (2.15) and (2.30) there exist intervals [a1 , a& & , Pa-J such that 
al’ < a, < a, < orz’, A' G 81 < 82 G 8,'s (2.33) 
0 < a!2 - s< a,, 0 -c I32 - 81 Q &I, (2.34) 
4s) - 44 > 0, Wl) - b(B2) > 0. (2.35) 
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Choose any two such intervals [(it , x2], [& , &] and define y by 2y -7 & - a, . 
Clearly y’ < y and so, by (2.31) 
T c ivy. 
Observe also that by (2.29), (2.30), (2.32) and (2.33) one has 
(2.36) 
0 < 2NS, < 2y’ >: p1 - a2 < 2y .< 6. (2.37) 
Thus (think about N as being a large integer) c+ - aI and /Ia - PI have been 
chosen sufficiently small compared to the distance between the intervals 
[aI , z.J and [rs, , j&J. Also note that from (2.28) and (2.37) it follows that if 
for some t, one has p + c < g(t,,) S: p + 4r, then 
p < g(t) < p + 5% t, - y - NS, < t <s t, + y + 6, , (2.38) 
and so, by (2.27), one surely has 
CL < g(t) < /* f 5% t, - y < t < t,. (2.39) 
After these preliminaries our goal will be to obtain bounds on g(t) (same as 
in (2.39)) on longer and longer intervals. The intervals will have t, as their 
right end point and we will show that the length of the intervals increases 
with n. More precisely, the analysis will display that the intervals on which 
~1 < g(t) < p + 56, are of length >ly, if n is sufficiently large, where 
I = 1, 3,..., N. Taking n large enough thus yields that the intervals are of 
length >Ny, and remembering (2.36) we then easily show that (2.25) holds. 
For simplicity we only carry out the calculations needed to obtain lower 
bounds, upper bounds may be obtained in an entirely analogous way. 
To attain our purpose we start from (2.27) and by repeatedly using (2.4) 
and (2.21), we obtain p 4 e < g on sequences {Q~}, (tkn}, such that 
(approximately) 
Tyn = t,-j?-2(k- I)y, t,, -L t, - 2ky, (24-N 
where K = 1, 2,..., (1/2)[N - I]. This is combined with (2.38) to obtain 
p <g on a y-neighborhood of each point t,, . Using the second part of 
(2.40) one then clearly has p < g on [t, - Ny, t,]. The sequences {rkn} 
function merely as tools and it is not necessary to state that p < g on a 
y-neighborhood of each point T,.~. 
Observe however that from the technique we use follows that the points 
7xn , t,, cannot be located exactly relative to t, . This clearly implies that the 
intervals on which we at first succeed in obtaining ~1 < g (exemplified by 
those in (2.52) and (2.62)) cannot be placed exactly relative to t, . The 
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location of any such interval is subject to an uncertainty of size [m + l] So, 
where m is the number of sequences (counting both t- and r-sequences) 
that have to be constructed in order to obtain p < g on this particular 
interval. (For example, in (2.52) we have m = 2 as {7rn}, {tin} are required 
to obtain TV < g on the interval mentioned there. Similarly, m = 4 in (2.62)). 
It is to take care of this effect that the terms A%,, , 6, appear in (2.38). By 
taking subintervals of the intervals first obtained, one constructs intervals 
which are exactly placed relative to t, . The latter intervals are exemplified 
by those in (2.53) and (2.63). 
Part of this uncertainty, m8,, is caused by the fact that flZ # /?I (and 
0~~ # 0~~). The purpose of choosing p2 - /Jr sufficiently small compared to 
P2 - a1 9 is thus to keep this part small enough. The remaining part of the 
uncertainty is caused by the constants si , (; = 1, 2,..., N - 1) to be defined 
below. This necessitates choosing, e.g., & < S,,P, so that this part, which 
is C si , satisfies x si < 8, . 
WC observe at first that by (2.4) and (2.27) there exists S, > 0 such that 
p + E + 4 < g(t), t, - 6, < t < t, + 6, . (2.41) 
Choose any such 6, which also satisfies 28, < S, . We then claim that there 
exist a sequence {pi,,}, and an integer Ni such that 
I-L + c + E/3 d &1,), 
if n > Nr , and such that 7in satisfies 
t” - 82 - 6, < ‘178 G 4l - a + 6, * 
Suppose not. Then there exists a subsequence {n,} of {n} such that 
(2.42) 
(2.43) 
&) < P + 6 + c/3, t”‘ - p2 - 6, < t < t,, - 81 + 6, * (2.44) 
Combining (2.15), (2.41), and (2.44) gives 
~“(+~l 
- 
I II ‘n,-b 
r--t”d+8*+61 [g(T) - g(T - s)]” d&)1 dr 
T--t”(+B~-B~ 
> 2 ,I-zl P(T + PI - Sd - 47 + A + %)I dr 
a 36 2M48,) - Wdl > 0, (2.45) 
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where the final step follows from (2.35). (Note that we also use the fact that 
/3, > 28,). Thus, by (2.15) and (2.45), 
if t + co, where 
But (2.21) and (2.46) contradict each other and therefore (2.44) is false. 
Consequently (2.42) and (2.43) hold. 
Let {or”} be any sequence satisfying (2.42) (2.43) and choose S, such that 
0 < 46, < 8,) and such that 
if n > Nr . By (2.4) and (2.42) this is possible. 
Our next task is to show that if n is sufficiently large, then p < g(t) on the 
intervals of (2.39), extended to left by 2~. Thus we claim that there exists an 
integer N, > Nr such that (2.53) holds if n > N2, because combining 
(2.39) and (2.53) clearly yields 
P d g(t), t, - 3r < t d t, 7 if n>N2. (2.48) 
Observe that (2.39) was obtained as a by-product of (2.27) and was not 
needed to obtain (2.42). Analogously, as we show in the next paragraph, one 
has the following. Equation (2.53) is obtained by at first constructing a 
suitably placed new sequence {tin} on which p + 4 < g. And to construct 
this sequence we need (2.42) and (2.43), but not (2.39). Combining the 
existence of {tin} with (2.38), then gives (2.53). 
Suppose we succeed in showing that there exists a sequence {tin}, and an 
integer N, such that 
p + l + 45 G Aah (2.49) 
if n > N2 , and such that t,, satisfies 
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(2.43) and (2.50) then give 
*7l - l;s, - al] - 8, - 6, < 11, $ I, - I& - 4 + 6, + 6, . (2.51) 
(Remember that the difference between ps - ar and /3r - ar is small compared 
to either of them). From (2.38) and (2.49) we have 
P d g(t), 2173 - y - 38, .< t < t1, + Y + a,, if n>N,. (2.52) 
Note that all we know about the location of the points fin is that they satisfy 
(2.51). Therefore the intervals in (2.52) cannot be placed exactly relative to 
t, . However, combining (2.51) and (2.52) gives p <g(r) for 
which together with (2.34), ( o b serve that (2.34) may be written /31 3 /?s - 6, , 
% < a1 + a,), the definition of y, and the fact that S, < S&-i, i = 1, 2, yields 
P G g(t), t, - 3y < t < t, - y. (2.53) 
We conclude that it suffices to prove (2.49) and (2.50) in order to have (2.53). 
Assume (2.49) does not hold for any sequence {fin} which satisfies (2.50). 
Then there exists a subsequence {ni) of (a} such that 
g(i) < P + t + 45, 
Combining (2.15), (2.47), and (2.54) gives 
> & J:i2 [b(r -ia1 - 6,) - 6(~ + a2 + S,)] dT 
>, f 2&[b(a,) - b(%)] > 0, (2.55) 
where the final step follows from (2.35). (Without loss of generality, let 
aI 2 3,). Thus, by (2.15) and (2.55), 
(2.56) 
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if t + co, where 
Of course, (2.21) and (2.56) contradict each other and therefore (2.54) 
cannot possibly hold. Hence (2.49) and (2.50) have been established, and 
consequently also (2.48) and (2.53). 
Suppose N = 3. Invoking (2.27), (2.36), (2.48), and the fact that v 7: 3~, 
then yields 
‘d&J - ” < g(t), t, - T < t ,< t,, if n>N,, 
which is the part of (2.25) that we wish to prove in detail. Therefore, in 
what remains of (i), let N 2 5. 
To obtain p <g(t) on [t, - 5y, t,J, which is clearly our next task, we 
now simply repeat the arguments leading from (2.41) to (2.56). To begin 
with we take any sequence {tin> satisfying (2.49) and (2.50). Clearly (2.4) and 
(2.49) imply that there exists 6, > 0 such that 
P + c + c/6 < g(t), t,, - S, < t < tl,x + S, . (2.57) 
We take any such S, which also satisfies 86, < 6, . Then we replace (2.41) by 
(2.57), and repeat the arguments which showed that (2.15), (2.21), (2.35), and 
(2.41), yield (2.42), (2.43). Th’ g’ is Ives that there exist a sequence {7sn}, and 
an integer hr3 such that 
CL i c t e/7 G &zn>, (2.58) 
ifn > hr3, and such that TV,, satisfies 
t 1n - P2 - 63 < 72n < t,n - f% + ‘% . (2.59) 
Then, using (2.4), (2.15), (2.21), (2.35), (2.58), (2.59), and repeating the 
arguments which gave (2.49), (2.50), one obtains 
P + E + 43 < &z,>, 
where 
724 + 4 - 6, < t,, < T2n + a, -I- s, * 
By (2.38), (2.60) one has 
P d .dt>, f2” - y - 56, < t d &I + y + &I . 
(2.W 
(2.61) 
(2.62) 
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Equations (2.61) and (2.62) are then combined with (2.34) (2.51), (2.59), 
and the fact that &, Si < 6, , to yield 
CL < g(t), t, - 5y -6s t < t, - 3y, (2.63) 
for n sufficiently large, which together with (2.48) gives p <g(t) on 
[tn - 5y, tn]. This in turn allows us to assume N > 7. 
By now it is evident that to obtain 
CL < g(t) < CL t- 5% t, - Ny < t < t, ) (2.64) 
for n sufficiently large, it suffices to repeat the arguments leading from 
(2.41) to (2.56) a large enough number of times, and to remember that upper 
bounds for g(t) may be obtained in a perfectly analogous way. 
Finally, (2.27), (2.36), (2.64), and the fact that 3~ == v, immediately yield 
(2.25). 
(ii) Suppose b(t) = b(O), and let at first b(O) : 0. 
The saltus function c(t) may clearly be written 
where 
k-l 
O<t<m, (2.65) 
a(t,) - a(t, + 0) “Y Uk > 0, 
c,(t) = 0 
0 B t < t,, 
, t, < t < 03, 
(2.66) 
and where 
ak < 03. 
k-.1 
(2.67) 
(Of course, the series in (2.65) may contain only a finite number of terms. 
The modifications then required in (ii) are obvious). (2.1) and (2.67) give 
the uniform convergence which justifies writing (2.2) as 
y(t) = kfl jot ck(t - T)&(T)) dt, O<t<co. (2.68) 
Define f,.(t); k = 1, 2,...; on LO, ~0) by fk(t) = ji ck(t - 7) gW)) dT. (2.1) 
and (2.66) yield that eachf,(t) is absolutely continuous on [0, co) and 
WWh 
fk’w = L,g(x(t)) - a,g(x(t - Q), 
O<t<t,, 
t, <t < 03. 
(2.69) 
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From (2.68) follows y(t) = xr?rf,.(t). By (2.1), (2.67), and (2.69) one has 
that ~~zlfk’(t) converges uniformly on [0, co). Therefore 
and so 
r’(t) = f fk’W a.e. on [0, co). (2.70) 
k=l 
In what follows we establish 
(2.71) 
which combined with (1.4) (1.5), and (2.3) immediately gives (2.25). 
Fix E > 0. We show that ess SUP~<~<~ 1 y’(r); < E, if t is sufficiently 
large. For this, choose A,, so that 
c(o) - ; ak < &j , 
k=l 
(2.72) 
then let Tk, = max,ck<kO r, . By (2.22) and the fact that uk > 0, one has 
I ;b [g(W) - MT - 4J)12 d7 < K Tb < t < 03, k = 1, 2,..., K, ; 
(2.73) 
for some a priori K. From (2.4) and (2.73) we deduce 
l$.&(t)> - &tt - tk))l = O, k = I, 2,..., k, . (2.74) 
But (2.69), (2.70), (2.72), and (2.74) give 
a.e. on [t, cc) for sufficiently large t. (2.71) follows and consequently also 
(2.25). 
Suppose finally that b(t) = b(O) > 0. Then, by (2.4) and (2.23), 
lim,,,g(x(t)) = 0 which immediately gives (2.25), and in fact (1.7). This 
completes the proof of Lemma 1. 
To prove the Theorem we consider (1.7) at first. Thus let 
4t) t+ w-h co), (2.75) 
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and suppose (1.7) does not hold. Then there exist t, + co and 6 > 0 such 
that, for example, 26 < g(x(t,)). By (2.1) th ere exists a subsequence {tn,) of 
{tn} such that lim,,, g(x(t,,)) exists. For simplicity, let this subsequence 
equal the original sequence. Applying Lemma 1 one then has 
6 G sW)h t, - T < t < t, , (2.76) 
for arbitrarily large T, if tl is sufficiently large. But (1.2), (2.24) and (2.76) 
imply 
K > ~otng2(x(tn - T)) U(T) dT > Ior g”(x(t, - 7)) u(7) d7 
> S2 j- ’ U(T) dr, 
0 
which by (1.2) and (2.75) is impossible. Thus (1.7) holds. 
Suppose next that 
a(t) EW, a), (2.77) 
and that (1.8) is not satisfied. Then there exist t, -+ co and 6 > 0 such 
that, for example, 
(2.78) 
Define A(t) = $, U(T) d T on [0, 00). By Lemma 1, (without loss of generality, 
assume lim,,, g(x(t,)) exists), 
&(t)) 2 gW?J) - vw~), t, - T < t < t, , (2.79) 
for arbitrarily large T, if n is sufficiently large. But then, by (1 .l), (1.2), 
(1.4), (2.1), (2.77), and (2.79), 
-a> + &h)) A(a) 
if T, t, are sticiently large. Thus (2.78) is violated, and (1.8) follows. This 
completes the proof of Theorem 1. 
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