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In the past, we proposed a safe semi-supervised learning based on weighted likelihood.
We also showed that our method improve the bupervised learning asymptotically in view
of information geometry. In this study, we discuss its converse. If we are given a geomet-
rical object (inuence function), caIl we recover its associated estimator? As a result, we
derive a bet of all inuence functions of regular and asymptotically lineal$\cdot$ estimators in semi-
supervised setting. In this $analysi_{b}$ , we do not absu1ne that the model of $p(y|x)i$ correctly
specied. Next, given an inuence function, we reconstruct an estimating function such that
the lesultant estimator has the given inuence function.
1 Semi-Supervised Learning
We review the setting of semi-bupervised learning. Suppose that we have a data set:
$(x], y_{1})$ , $(x_{2}, y_{2})$ , $\cdots,$ $(x_{n}, y_{n})$ $\sim$ $p(x, y)$ , iid.
$x_{1}',$ $x_{2}',$
$\cdots,$
$x_{n}',$ $\sim$ $p(x')= \int p(x', y)dy$ . iid.




The goal of semi-bupervised learning is to estimate $a$ such that $p(y|x;a)$ is as close to $p(y|x)$ as
possible in a certain distance measure.
2 Notations
We introduce several notations used in this paper. Let $u_{\alpha},$ $u_{\eta}$ be some estimating functions of
parameter $\alpha$ and $\eta$ and $s_{r.\iota}$ and $s_{\eta}$ be score functions with the models $\mathscr{M}_{x}$ and $\mathscr{M}$ . We dene
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the following symbols:
$s_{\eta}:=s_{\eta}(x;\eta_{0})$ , $s_{\eta}':=s_{\eta}(x_{:}'\cdot\eta_{0})$ , $u_{\eta}:=s_{\eta}(x;\eta_{0})$ , $u_{\eta}':=s_{\eta}(x';\eta_{0})$ , $u_{\alpha}:=u_{\alpha}(x';\alpha_{0})$ ,
$r:=n/n',$ $J_{\overline{\alpha}}:=-E_{p(x,y)}[ \frac{\dot{c}?u_{a}(X,Y;\alpha_{0})}{\partial 0^{T}}],$ $J_{\tilde{\eta}}:=-E_{p(x,y)}[ \frac{\partial u_{\gamma/}(X,Y;\eta_{0})}{\partial\eta^{T}}],$ $\theta=(\alpha^{T}, \eta^{T})^{T},$
$G_{\alpha\alpha}--:=E_{p(x./1)}[u_{\alpha}(X, Y\alpha_{0})u_{\alpha}(X, Y\alpha_{0})^{T}],$ $G_{\overline{\eta}\overline{\eta}}:=E_{p(x,y)}[u_{\eta}(X, Y_{:}\eta_{0})u_{\eta}(X, Y_{:}\eta_{0})^{T}],$
$G-:=E[u_{\alpha}(X, Y_{\backslash }\alpha_{0})s_{\eta}(X;\eta_{0})^{T}],$ $G_{\hat{\alpha}\alpha}:=E[u_{\alpha}(X, Y;\alpha_{0})s_{\alpha}(Y|X;\alpha_{0})^{T}].$
As for $G$ we listed only two examples above. The rule is to use tilde to express a general
estimating function. Without tilde, it indicates a score function. We also use the following
acronyms:
IF Inuence Function
SIF Semi-supervised Inuence Function
IIF Interest Inuence Function
NIF Nuisance Inuence Function.
3 Background
Let us consider an arbitrary supervised estimator dened as
supervised $\epsilon!bti_{1}$nator $\hat{\alpha}=argso1ve\alpha\in\Re^{d}\{\sum_{i=1}^{n}u_{\alpha}(x_{i}, y_{i};\alpha)=0\},$
supervised inuence function $\sqrt{n}(\hat{\alpha}-\alpha_{0})=\frac{1}{\sqrt{n}}\sum_{i=1}^{n}J_{\overline{\alpha}}^{-1}u_{\alpha}(x_{i}, y_{i};\alpha_{0})+o_{p}(1)$ .
where $u_{\alpha}(x, y;\alpha)$ is an estimating function $(i.e., E_{g(x;\eta)p(y|x;\alpha)}[u(X, Y;\alpha)]=0$ for any $\theta$ ). Fur-
ther, $0_{0}:=argsolve_{\alpha}\{E[u_{\alpha}(X, Y;\alpha)]=0\}$ . Kawakita and Takeuchi (2014) showed that DRESS
I improves the supervised estimator if $g(x;\eta)$ is a correct model and $p(y|x;\alpha)$ is a wrong model.
DRESS I is dened as the solution of the following estimating equations:
DRESS I a $=$ $argso1ve\alpha\in\Re^{d}\{\sum_{i=1}^{n}u_{(X}(x_{i}, y_{i};\alpha)w(x_{i};\hat{\eta},\hat{\eta}')=0\},$
$\hat{\eta} = argso1ve\eta\in\Re^{d\prime}\{\sum_{i=1}^{n}s_{\eta}(x_{i\backslash }\eta)=0\},$
$\hat{\eta}' = argso1ve\eta'\in\Re^{d\prime}\{\sum_{j=1}^{n'}s_{\eta} (x_{j}' ;\eta')=0\}$ . (1)
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where $w(x;\eta, \eta')=g(x;\eta')/g(x;\eta)$ . Its inuence function was also elucidated as
IIF $\sqrt{n}(\hat{\alpha}-\alpha_{0})$ $=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}(J_{\overline{a}}^{-1}u_{\alpha}(x_{i:}y_{i};\alpha_{0})-J_{\alpha}^{-1}-G_{\overline{\alpha}\eta}G_{\eta\eta}^{-1}s_{\eta}(x_{i};\eta_{0}))$
$+ \frac{1}{\sqrt{n'}}\sum_{j=1}^{n'}\sqrt{r}J_{\overline{\zeta y}}^{-1}G_{\alpha\eta}-G_{\eta\eta}^{-1}s(x_{j}';\eta_{0})+o_{p}(1))$
NIF $\sqrt{n}(\hat{\eta}-\eta_{0})$ $=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}G_{\eta}^{-1}s_{\eta}(x_{j};\eta_{0})+o_{p}(1)$ ,
NIF $\sqrt{n}(\hat{\eta}'-7|0)$ $=$ $\sqrt{r}\frac{1}{\sqrt{n}}\sum_{j=1}^{n'}G_{\eta\eta}^{-1}s_{\eta}(x_{j}' ; \eta_{0})+o_{p}(1)$ . (2)
Kawakita and Takeuchi (2014) showed that IIF can be interpreted as
$\sqrt{n}(\hat{\alpha}-\alpha_{0})=J_{\alpha}^{-1}-u_{\alpha}-(1+r)\Pi[J_{\hat{\alpha}}^{-1}u_{\alpha}|s_{\eta}-\sqrt{r}s_{\eta}'].$
This can be illustrated geometrically as in Fig. 1. In this gure, DRESS I corresponds to the
$\sqrt{n}z^{T}\hat{\beta}$
Figure 1: Geometry of estimators.
blue line. It is easy to see that the blue line is always shorter than the black line (supervised
estimator) unless $r\leq 1$ . As in Kawakita and Takeuchi (2014), an existence of better estimator
is suggested from this gure. That is a red line. Its IF is given by
$\sqrt{n}(\hat{\alpha}-\alpha_{0})=J_{\overline{\alpha}}^{-1}u_{cv}-\Pi[J_{\overline{\alpha}}^{-1}u_{\alpha}|s_{\eta}-\sqrt{r}s_{\eta}'].$
However, we are not sure whether such an estimator exists or how to obtain it? In (Kawakita
and Takeuchi, 2014), such an estimator was heuristically found. That is DRESS II estimator
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dened as
DRESS II $\tilde{\alpha}$ $=$ $argso1ve\alpha\in\Re\subset/\{\sum_{=1}^{n}u_{\alpha}(x_{i}, y_{i};\alpha)w(x_{i};\hat{\eta},$ $\eta$ $=0\},$
$\hat{\eta} = sxgso1ve\eta\in\Re^{d\prime}\{\sum_{i=1}^{n}\mathcal{S}_{\eta}(x_{i};\eta)=0\},$
$\hat{\eta}' = argso1ve\eta'\in\Re^{d\prime}\{\sum_{j=1}^{n}s_{\eta}(x_{i};\eta')+\sum_{j=1}^{n'}s_{\eta}(x_{j}' ; \eta')=0\}$ . (3)
Its inuence function is given by
IIF $\sqrt{n}(\hat{\alpha}-\alpha_{0})$ $=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}J_{\alpha}^{-1}-u_{\alpha}(x_{i}, y_{i};\alpha_{0})-J_{\overline{\alpha}}^{-1}G_{\alpha^{-}\eta}G_{\eta\eta}^{-1}s_{\eta}(x_{i};\eta_{0})$ (4)
$+J_{\overline{\alpha}}^{-1}G_{\overline{\alpha}\eta}G_{\eta\eta}^{-1}s(x_{j}';\eta_{0})+o_{p}(1)$ ,
NIF $\sqrt{n}(\hat{\eta}-\eta_{0})$ $=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}G_{7|\eta}^{-1}s_{\eta}(x_{i:}\eta_{0})+o_{p}(1)$ ,
NIF $\sqrt{n}(\hat{\eta}'-\eta_{0})$ $=$ $\frac{r}{r+1}\frac{1}{\sqrt{n}}\sum_{j=1}^{n}G_{\eta\eta}^{-1}s_{\eta}(x_{i};\eta_{0})+\frac{\sqrt{r}}{r+1}\frac{1}{\sqrt{n}}\sum_{j=1}^{n'}G_{\eta\eta}^{-1}s_{\eta}(x_{j}' ; \eta_{0})+o_{p}(1).(5)$
Our goal is to establish the method to do these. More concretely, we aim at giving answers to
the following questions:
$\bullet$ For each IF, is there an estimator corresponding to it?
$\bullet$ If it exists, how can we obtain it?
3.1 Problem formulation
Suppose that
$(x_{1}, y_{1})$ , $(x_{2}, y_{2})$ , $\cdots,$ $(x_{n}, y_{n})$ $\sim$ $p(x)p(y|x)$ , i.i.d.
$x_{1}',$ $x_{2}',$
$\cdots,$
$x_{n}',$ $\sim$ $p(x')$ , i.i.d..
Fnrther, suppose that we are given esti1nating functions
estimating function for $\alpha$ $u_{\alpha}(x, y;\alpha)$
estimating function for $\eta$ $u_{\eta}(x;\eta)$ (this is not necessary. just a virtual concept.)
Dene two target parameter values as the the function of $p(x, y)$ :
$\alpha(p)$ $:=$ argsolve $\{E_{p(x,y)}[u_{\alpha}(X, Y;\alpha)]=0\}$ (6)
$\eta(p) = argso1ve\{E_{p(x)}[u_{\eta}(X;\eta)]=0\}\eta\in\Re^{d\prime}$
. (7)
Note that $\alpha(p)$ clearly depends on $u_{\alpha}$ . Our goal is
$\bullet$ to elucidate the set of all IIF of regular and asymptotically linear estimators of $\hat{\alpha},$
$0$ for any xed IIF, to derive the set of estimating equations yielding the estimator which
$ha^{\sigma}i$ the given IIF.
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3.2 Class of all inuence functions
Again, we focus on the regulal$\cdot$ estimators.
Denition 1 (local data generating $P^{locess)}$ . Let $\{p_{n}(y|x)\}$ and $\{p_{n}(x)\}$ be sequences of
conditional and marginal probability density functions such that
$(x_{n1}, y_{n1})$ , $(x_{n2}, y_{n2})$ , $\cdots$ , $(x_{7)\eta}, y_{nn})$ $\sim$ $p_{n}(x, y)$ , i.i.d.
$x_{n1}',$ $x_{n2}',$ $\cdots$ , $x_{nn}',$ $\sim$ $p_{n}'(x')= \int p_{n}(x', y)dy$ , i.i.d.
where $p_{n}(x, y)$ $:=p_{n}(x)p_{n}(y|x)$ . Dene
$\delta_{n}(x) := \sqrt{7\iota}(\frac{p_{71}(x)-p(x)}{p(x)})$
$\gamma_{n}(x, y) := \sqrt{n}(\frac{p_{\eta}(y|x)-p(y|x)}{p(y|x)})$ .
We say $(p_{n}(x),p_{n}(y|x))$ is a local data generating process if $\delta_{n}(x)$ and $\gamma_{n}(x, y)$ converge to some
functions.
We write $\alpha(p_{n}(x, y \alpha(p(x, y \eta(p_{n}(x))$ and $\eta(p(x))$ as $\alpha_{n\backslash }\alpha_{0},$ $\eta_{n},$ $\eta_{0}$ respectively. For any
LDGP, the following lemma holds.
Lemma 2. For any LDGP, $\sqrt{n}(\alpha_{n}-\alpha_{0})$ and $\sqrt{n}(\eta_{n}-\eta_{0})$ converge to some constant vectors.
Proof. Assume that $p_{n}(x)$ and $p_{n}(x, y)al\cdot e$ LDGP. Then, we have
$p_{n}(x) = p(x)(1+ \frac{1}{\sqrt{n}}\delta_{n}(x))\grave{J}$
$p_{n}(y|x) = p(y|x)(1+ \frac{1}{\sqrt{n}}\gamma_{n}(x, y))$ ,
$p_{n}(x, y) := p_{n}(x)p_{n}(y|x)=p(x, y)(1+ \frac{1}{\sqrt{n}}\delta_{n}(x)+\frac{1}{\sqrt{n}}\gamma_{n}(x, y))+O(1/n)$ .
By their denitions, it holds that
$E_{p_{11}}[u_{\alpha}(X, Y;\alpha_{n})]=0,$
$E_{p_{71}}[u_{\gamma/}(X:\eta_{n})]=0.$
By Taylor-expansion, we have
$E_{p_{n}}[ u_{\alpha}(X, Y;\alpha_{0})+\frac{\partial u_{\alpha}}{\partial\alpha^{T}}(\alpha_{n}-0_{0})+o(1/\sqrt{n})]=0,$
$E_{p_{\mathfrak{n}}}[u_{\eta}(X; \eta_{0})+\frac{(Ju_{\eta}}{\partial^{t}\eta^{T}}(\eta_{?l}-\eta_{0})+o(1/\sqrt{n})]=0.$
Multiplying $\sqrt{n},$
$E_{Pn}[ \sqrt{n}u_{\alpha}(X, Y;\alpha_{0})+\frac{\partial u_{(X}}{\partial\alpha^{T}}\sqrt{n}(\alpha_{n}-\alpha_{0})+o(1)]=0,$
$E_{p_{n}}[ \sqrt{n}u_{\eta}(X;\eta_{0})+\frac{\partial u_{\eta}}{\partial\eta^{T}}\sqrt{n}(\eta_{n}-\eta_{0})+o(1)]=0$ . (8)
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Under the assumption that $u_{\alpha}$ and $u_{\eta}$ are of $C^{1}$ class, we have
$E_{p_{n}}[ \frac{\partial\uparrow r_{\alpha}}{\partial a^{T}}]arrow E_{p}[\frac{\partial u_{\alpha}}{\partial\alpha^{T}}]1E_{p_{n}}[\frac{\partial u_{\eta}}{\dot{e}?\eta^{T}}]arrow E_{p}[\frac{(fu_{\eta}}{\partial\eta^{T}}].$
The rst term is evaluated ab
$\sqrt{n}E_{p)1}[u_{\eta}(X;\eta_{0})] = \sqrt{n}\int p(x)(1+\frac{1}{\sqrt{n}}\delta_{n}(x))u_{\eta}(x;\eta_{0})dxdy$
$= \int p(x)\delta_{71}(x)u_{\eta}(x;\eta_{0})dxdy$
$= \int p(x)\Pi[\delta_{n}(x)|u_{r/}]u_{\eta}(x;\eta_{0})dxdy$
Dene $b_{n}':=G_{\overline{\eta}\overline{\eta}}^{-1}E_{p(x)}[\delta_{n}(x)u_{\eta}(X;\eta_{0}$ Then. $\Pi[\delta_{n}(x)|u_{\eta}]=u_{\eta}^{T}b_{n}'$ . Using this,
$\sqrt{n}E_{p\}1}[\tau\iota_{\eta}(X;\eta_{0})]=G_{\overline{\eta}\overline{\eta}}b_{n}'.$
As a result, we have
$G_{\overline{\eta}\overline{\eta}}b_{n}'-J_{\overline{\eta}}\sqrt{n}(\eta_{n}-\eta_{0})+o(1)=0.$
Hence, it holds that
$\sqrt{n}(\eta_{n}-\eta_{0})=J_{\overline{\eta}}^{-1}G_{\overline{\eta}\overline{\eta}}b_{n}'+o(1)$ .
Because $\delta_{n}(x)$ converges to a some function, $\{b_{7l}'\}$ also converges to a some constant vector $b'$ so
that
$\sqrt{n}(rb-\eta_{0})arrow J_{\overline{\eta}}^{-1}G_{\overline{\eta}\overline{\eta}}b'+o(1)$ .
Similarly, the other rst term is evaluated as
$\sqrt{n}E_{p_{n}}[u_{\alpha}(X, Y;\alpha_{0})]$ $=$ $\sqrt{n}\int\rho(x, y)(1+\frac{1}{\sqrt{n}}\delta_{n}(x)+\frac{1}{\sqrt{n}}\gamma_{n}(x, y)+O(1/n))$ .
$u_{\alpha}(x, y;\alpha_{0})dxdy$
$= \int p(x, y)(\delta_{n}(x)+\gamma_{n}(x, y))u_{\alpha}(x, y;\alpha_{0})(hdy+O(\frac{1}{\sqrt{n}})$ . (9)
The orthogonal projection of $\delta_{n}(x)+\gamma_{n}(x, y)$ onto $u_{\alpha}$ is decomposed as
$\Pi[\delta_{n}(x)+\gamma_{n}(x, y)|u_{\alpha}]=\Pi[\delta_{\iota}(x)|u_{\alpha}]+\Pi[\gamma_{n}(x, y)|u_{\alpha}].$
Let $b_{n}$ $:=G_{\alpha\alpha}--E_{p(xy)}[\delta(x, y)c\iota_{\alpha}(X, Y;\alpha_{0})]$ so that $\Pi[\gamma_{n}(x, y)|u_{\alpha}]=b_{n}^{T}u_{\alpha}$ . On the other hand,
$\delta_{n}(x)$ is decomposed into $\delta_{n}(x)=u_{\eta}^{T}b_{n}'+(\delta_{n}(x)-u_{\eta}^{T}b_{n}')$ . We write $(\delta_{n}(x)-u_{\eta}^{T}b_{n}')$ as $h_{n}(x)$ for
short. We can further decompose $\delta_{n}(x)$ as
$\delta_{n}(x) = \Pi[u_{\eta}^{T}b_{n}'+h_{n}|u_{\alpha}]+(\delta_{n}(x)-\Pi[\delta_{n}(x)|u_{\alpha}])$
$= (G_{\alpha\alpha}^{-\underline{1}}-G_{\overline{\alpha}\overline{\eta}}b_{n}')^{T}u_{\alpha}+\Pi[h_{n}|u_{\alpha}]+(\delta_{n}(x)-\Pi[\delta_{n}(x)|u_{\alpha}])$
Let $c_{n}$ $:=G_{\overline{\alpha}}^{-} \frac{1}{\alpha}E_{p(x)}[h_{n}u_{\alpha}]$ so that $\Pi[h_{n}|u_{\alpha}]=c_{n}^{T}u_{\alpha}$ . As a result,
$\delta_{n}(x) = (G_{\alpha^{-}}^{-}\frac{1}{\alpha}G_{\overline{\alpha}\tilde{\eta}}b_{n}'+c_{n})^{T}u_{\alpha}+(\delta_{n}(x)-\Pi[\delta_{n}(x)|u_{\alpha}])$ .
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Note that $c_{n}$ also converges to a some constant $c$ because $h_{n}$ converges to a some function.
Similarly, let $b_{n}:=G_{(\overline{X}}^{-} \frac{1}{\alpha}E_{p(x,y)}[\gamma_{n}(x, y)u_{\alpha}]$ so $\Pi[\gamma_{n}(x, y)|u_{\alpha}]=b_{n}^{T}u_{\alpha}$ . Because of the same reason
again, $b$ converges to a some constant $b$ . Summarizing these, we have
$\Pi[\delta_{n}(x)+\gamma_{n}(x, y)|u_{\alpha}]=(G_{\overline{\alpha}\alpha}^{-\underline{1}}G_{\overline{\alpha}\overline{\eta}}b_{n}'+c_{n}+b_{n})^{T}u_{\alpha}.$
Substituting this into Eq. (9), we have
$\sqrt{n}E_{p_{n}}[u_{\alpha}(X, Y;\alpha_{0})]$ $=$ $\int p(x, y)(\delta_{n}(x)+\gamma_{n}(x, y))u_{\alpha}(x, y;\alpha_{0})dxdy+O(\frac{1}{\sqrt{n}})$




Hence, from Eq. (8),
$\sqrt{n}(\alpha_{n}-\alpha_{0})arrow J_{\overline{\alpha}}^{-1}(G_{\alpha\overline{\eta}}-b'+G_{\overline{\alpha}\overline{\alpha}}(c+b$
$\square$
Lemma 3. For $ar|y$ LDGP $(p_{n}(x),p_{n}(y|x))$ , $\delta_{n}(x)$ and $\gamma_{n}(x, y)$ satisfy the following proper-
ties:
1. Both $\delta_{n}(x)$ and $\gamma_{n}(x, y)$ have zero mean.
2. The junction $\delta_{n}(x)$ is perpendicular to any function $a(x, y)$ such that $E_{p(y|x)}[a(X, Y)]=0.$
3. The function $\gamma_{n}(x, y)$ is perpendicular to any function $a(x)$ .
Proof. Taking expectation, we have
$\int p(x)\delta_{n}(x)dx = \int p(x)\sqrt{n}(\frac{p_{n}(x)-p(x)}{p(x)})dx=\sqrt{n}\int(p_{n}(x)-p(x))dx=0_{:}$
$\int p(x, \tau/)\gamma_{n}(x, y)dxdy$ $=$ $\int p(x, y)\sqrt{n}(\frac{p_{n}(y|x)-p(y|x)}{p(y|x)})dx$
$= \sqrt{n}\int p(x)(p_{n}(y|x)-p(y|x))dxdy=0.$
For any function $a(x, y)$ ,
$E_{p}[ \delta_{n}(X)a(X, Y)]=\int p(x, y)\delta_{n}(x)a(x, y)dxdy=\int p(x)\delta_{n}(x)\int p(y|x)a(x, y)dydx.$
Therefore, if $\int p(y|x)a(x,,y)dy=0$ , then $\delta_{n}$ is perpendicular to $a$ . For any function $a(x)_{:}$
$E_{p}[ \gamma_{n}(X, Y)a(X)]=\int p(x, y)a(x)\gamma_{n}(x, y)=\int p(x)a(x)\intp(y|x)\gamma_{n}(x, y)dydx=0.$
$\square$
129
From this lemma, we immediately know that $\delta_{n}$ is perpendicular to $\gamma_{n}.$
Lemma 4. Consider an LDGP $(p_{n}(x),p_{n}(y|x))$ . Dene two probability density sequences:
truth $p_{0n}(v_{n}):=\Pi_{i=1}^{n}p(x_{i}, y_{x'})\Pi_{j=1}^{n'}p(x_{j}')$ ,
LDGP $p_{1n}(v_{n}):=\Pi_{i=1}^{n}p_{n}(x_{i}, y_{i})\Pi_{j=1}^{n'}p_{n}(x_{j}')$ .
If and only if $E_{p(x)}[ \frac{p_{n}(x)}{p(x)}\frac{p_{?l}(x)}{p(x)}]$ and $E_{p(y|x)}[ \frac{p_{n}(y|x)}{p(l\int|x)}\frac{p_{n}(y|x)}{p(\nu|x)}]$ are nite: then, $E_{p(x)}[\delta_{n}(X)^{2}]$ and
$E_{p(x,y)}[\gamma_{n}(X, Y)^{2}]$ are nite for any $n.$
Proof. By denition, we have
$E_{p(x.y)}[ \delta_{n}(X)^{2}] = \int p(x)(\sqrt{n}\frac{(p_{n}(x)-p(x))}{p(x)})^{2}dx$
$= n \int(\frac{(p_{n}(x)^{2}-2p_{n}(x)p(x)+p(x)^{2})}{p(x)})dx$
$= n \int(p(x)(\frac{p_{n}(x)^{2}}{p(x)^{2}})-2p_{n}(x)+p(x)))dx$
$= n( \int p(x)(\frac{p_{n}(x)^{2}}{p(x)^{2}})dx-1)$ .
Therefore, the niteness of the squared expectation norm of $p_{n}/p$ is equivalent to the niteness
of $E[\delta_{n}^{2}]$ . Similarly, we have
$E_{p(x,y)}[ \gamma_{n}(X_{:}Y)^{2}] = \int p(x, y)(\sqrt{n}\frac{(p_{n}(y|x)-p(y|x))}{p(y|x)})^{2}dxdy$
$= n \int(\frac{(p_{n}(y|x)^{2}-2p_{n}(y|x)p(y|x)+p(x)^{2})}{p(y|x)})dxdy$
$= n \int(p(y|x)(\frac{p_{n}(y|x)^{2}}{p(y|x)^{2}})-2p_{n}(x)+p(y|x)))dxdy$
$= n( \int p(x)(\frac{p_{n}(x)^{2}}{p(x)^{2}})dx-1)$ .
$\square$
Lemma 5. Consider an LDGP $(p_{n}(x),p_{n}(y|x))$ . Dene two probability density sequences:
truth $p_{0n}(v_{n}):=\Pi_{i=1}^{n}p(x_{i}, y_{i})\Pi_{j=1}^{n'}p(x_{j}')$ ,
LDGP $p_{1n}(v_{n}):=\Pi_{i=1}^{n}p_{n}(x_{7}, y_{i})\Pi_{j=1}^{n'}p_{n}(x_{j}')$ .
If $E_{p(x)}[ \frac{p_{n}(x)}{p(x)}\frac{p_{n}(x)}{p(x)}]$ and $E_{p(y|x)}[ \frac{p_{n}(y|x)}{p(y|x)}\frac{p_{n}(y|x)}{p(y|x)}]$ are nite, then, $p_{1n}$ is contiguous to $P0n.$
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Proof. By denition, we have
$\log(\frac{p_{1n}(v_{n})}{p_{0n}(v_{n})})$
$=$ $\log(\frac{\Pi_{j_{--1}}^{n}p_{n}(x_{i},y_{i})\Pi_{j=1}^{n'}p_{n}(x_{j}')}{\Pi_{i=1}^{n}p(x_{i},y_{i})\Pi_{j=1}^{n'}p(x_{j})})$
$=$ $\log(\Pi_{i=1}^{n}p(x_{i}, y_{i})(1+\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{i}, y_{i})+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i}))$
$\Pi_{j=1}^{n'}p(x_{j}')(1+\frac{1}{\sqrt{n}}\delta_{\eta}(x_{j}')))-\log(\Pi_{i=1}^{n}p(x_{i:}y_{i})\Pi_{j=1}^{n'}p(x_{j}'))$
$=$ $\log(\Pi_{j_{ノ}}^{n}=1(1+\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{j}, y_{i})+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i},y_{j}))\Pi_{j=1}^{n'}(1+\frac{1}{\sqrt{n}}\delta_{n}(x_{j}')))$
$=$ $\sum_{i=1}^{n}\log(1+\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{i}, y_{i})+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i}))+\sum_{j=1}^{n'}\log(1+\frac{1}{\sqrt{n}}\delta_{n}(x_{j}'))$ .
Note that by Taylor-expansion around $t=0$ , there exists $c\in[0, t]$ such that
$\log(1+t)=t-\frac{1}{2}\frac{1}{1+c}t^{2}.$
Let $t= \frac{1}{\backslash /\overline{n}}\delta_{n}+\frac{1}{\sqrt{n}}\gamma_{n}+\frac{1}{n}\delta_{7\}}\gamma_{n}$ so that $tarrow 0$ . Then, there exists a real sequence $c_{n}$ such that
$c_{n}arrow 0$ and $th^{)}e$ rst term is evaluated as
1st term $=$ $\sum_{i=1}^{n}\log(1+\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{i}, y_{i})+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i:}y_{i}))$
$= \sum_{j=1}^{n}(\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{i:}y_{i})+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i}))$
$- \sum_{i=1}^{n}\frac{1}{2}\frac{1}{1+c_{n}}(\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{i}, y,)+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i}))^{2}$
$= \sum_{i=1}^{n}(\frac{1}{\sqrt{n}}\delta_{n}(x_{i})+\frac{1}{\sqrt{n}}\gamma_{n}(x_{i}, y_{i})+\frac{1}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i}))$
$- \sum_{i=1}^{n}\frac{1}{2}\frac{1}{1+c_{n}}(\frac{1}{n}\delta_{n}(x_{i})^{2}+\frac{1}{n}\gamma_{n}(x_{i}, y_{i})^{2}+\frac{2}{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i})+o(1/n))$
$= \frac{1}{\sqrt{n}}\sum_{i=1}^{n}(\delta_{n}(x_{i})+\gamma_{n}(x_{i}, y_{i}))+\frac{1}{n}\sum_{i=1}^{n}\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i})$
$- \frac{1}{n}\sum_{i=1}^{n}\frac{1}{2}\frac{1}{1+c_{n}}(\delta_{r\iota}(x_{i})^{2}+\gamma_{n}(x_{i}, y_{i})^{2}+2\delta_{n}(x_{i})\gamma_{n}(x_{i}, y_{i}))+o(1)$
$arrow \frac{1}{\sqrt{n}}\sum_{i=1}^{n}(\delta_{n}(x_{i})+\gamma_{n}(x_{i}, y_{i}))-\frac{1}{2}(\frac{1}{n}\sum_{r'=1}^{n}(\delta_{n}(x_{i})^{2}+\gamma_{n}(x_{i}, y_{i})^{2}))+o(1)$
The rst term converges in distribution to $N(0,$ $E_{p(x,y)}[\delta_{n}^{2}+\gamma_{n}^{2}$ The second term converges in
probability to
$- \frac{1}{2}(E_{p(x,y)}[\delta_{n}(X)^{2}+\gamma_{n}(X, Y)^{2}])$ .
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By denoting $E_{p(x,/1)}[\delta_{n}^{2}+\gamma_{n}^{2}]$ by $\tau^{2},$ $\log(\frac{p_{1n}(\iota_{1})}{p0_{n}(v_{n})})$ converges in distribution $N(-(1/2)\tau^{2}, \tau^{2})$ .
Thus, by LeCam's lemma, $p_{1\bullet}$ is contiguous to $p_{0n}.$ $\square$
$Usi_{1}\mathfrak{B}$ these lemmas, we provide a theorem corresponding to Theorem 3.2 of Tsiatis (2006)
under model misspecication.
Theorem 6 (semi-supervised setting). Let $\hat{\alpha}_{n}$ be asymptotically linear with inuence func-
tions $(\phi_{1}, \phi_{2})$ such that $E_{p}[\phi_{1}\phi_{1}^{T}]$ and $E_{p}[\phi_{2}\psi_{2}^{T}]$ are continuous in the neighborhood of $p$ . If $\hat{\alpha}_{n}$ is
regular and both $E_{p(x)}$ $[ \frac{p_{n}(x)}{p(x)}\frac{p_{n}(x)}{p(x)}]$ and $E_{p(y|x)}$ $[ \frac{p_{n}(y|x)}{p(y|x)}\frac{p_{n}(y|x)}{p(y|x)}]$ are nite, then there exists a function
$a(x):\mathscr{X}arrow\Re^{d}$ such that
$\phi_{1}(x, y)=J_{\overline{\alpha}}^{-1}u_{\alpha}(x, y;\alpha_{0})-\frac{1}{\sqrt{r}}\phi_{2}(x)$ . (10)
Proof. Let $(p_{7l}(x),p_{n}(y|x))$ be any LDGP. By Lemma 2, $\sqrt{n}(\alpha_{n}-\alpha_{0})$ and $\sqrt{n}(7\int_{n}-,\int 0)$ converge
to some constant vectors. Dene two probability densities
truth $p_{0n}(v_{n}):=\Pi_{i=1}^{n}p(x_{i}, y_{i})\Pi_{j=1}^{n'}p(x_{j}')$ ,
LDGP $p_{1n}(v_{n}):=\Pi_{i=1}^{n}p_{n}(x_{i}, y_{i})\Pi_{j=1}^{n'}p_{n}(x_{j}')$ .
By asymptotic linearity, it holds that
$\sqrt{7l}(\hat{\alpha}_{n}-\alpha_{0})=\frac{1}{\sqrt{n}}\sum_{i=1}^{n}\phi_{1}(x_{i}, \tau/i)+\frac{1}{\sqrt{n'}}\sum_{j=1}^{n'}\phi_{2}(x_{j}')+o_{p0_{tl}}(1)$ .
By Lemma 5, $p_{1n}$ is contiguous to $p_{0n}$ . Therefore, $o_{p}(1)$ with $p_{0n}$ is still $o_{p}(1)$ with $p_{1n}$ . Further,
$\phi_{1}(x_{i}, y_{i};\alpha_{n})$ converges to $\phi_{1}(x_{i}, y_{i};\alpha_{0})$ under suitable smoothness assumptions. Similarly to $\phi_{2}.$
Thus, under LDGP, we also have
$\sqrt{n}(\hat{\alpha}_{n}-\alpha_{0})=\frac{1}{\sqrt{n}}\sum_{i=1}^{n}\phi_{1}(x_{i}, y_{i})+\frac{1}{\sqrt{n'}}\sum_{j=1}^{n'}\phi_{2}(x_{j}')+o_{p_{\ln}}(1)$ .
Using this, we have
$\sqrt{n}(\hat{\alpha}_{n}-\alpha_{n}) = \sqrt{n}(\hat{\alpha}_{n}-\alpha_{0})-\sqrt{n}(\alpha_{n}-\alpha_{0}))$
$= \frac{1}{\sqrt{n}}\sum_{?=1}^{n}\phi_{1}(x_{i}, y_{i})+\frac{1}{\sqrt{n'}}\sum_{j=1}^{n'}\varphi_{2}(x_{j}')+o_{p_{1n}}(1)-\sqrt{n}(\alpha_{n}-\alpha_{0}))$
$=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}(\phi_{1}(x_{i}, y_{i})-E_{p_{n}}[\phi_{1}(X, Y$ (i)
$+ \frac{1}{\sqrt{n'}}\sum_{j=1}^{n'}(\phi_{2}(x_{j}')-E_{p\})}[\phi_{2}(X')])$ (ii)





The left hand side $\sqrt{n}(\hat{\alpha}_{n}-\alpha(p_{n}))$ has a limit distribution independent of LDGP because of
its regularity. Because $\phi_{1}-E_{p_{7/}}\phi_{1}$ has zero mean and nite variance, the term (i) converges to
$N(O, E_{p_{n}}[\phi_{1}\phi_{1}^{T}])$ by CLT. By the assumption, $E_{p_{\eta}}[\phi_{1}\phi_{1}^{T}]$ converges to $E_{p}[\phi_{1}\phi_{1}^{T}]$ . As a result,
the term (i) converges to $N(O, E_{p}[\phi_{1}\phi_{1}^{T}])$ in distribution under LDGP. Similarly, the term (ii)
converges to $N(O, E_{p}[\phi_{2}\phi_{2}^{T}])$ . Recalling that the term (i) and the term (ii) are statistically
independent, their sum is subject to $N(O, E_{p}[\phi_{1}\phi_{1}^{T}+(lJ2\phi_{2}^{T}])$ . The term (iii) is calculated as
$\frac{1}{\sqrt{n}}\sum_{i=1}^{n}E_{p_{n}}[\phi_{1}(X, Y)]$ $=$ $\sqrt{n}\int p_{n}(x, y)\phi_{1}(x_{:}y)dxdy$
$= \sqrt{n}\int p(x, y)(1+\frac{1}{\sqrt{n}}\delta_{n}(x)+\frac{1}{\sqrt{n}}\gamma_{n}(x, y))\phi_{1}(x, y)dxdy+O(\frac{1}{\sqrt{n}})$
$= \int p(x, y)(\delta_{n}(x)+\gamma_{n}(x, y))\phi_{1}(x, y)dxdy+O(\frac{1}{\sqrt{n}})$ .
Similarly, the term (iv) is calculated as
$\frac{1}{\sqrt{n'}}\sum_{j=1}^{n'}E_{p_{n}}[\phi_{2}(X')]$ $=$ $\sqrt{n'}\int p_{n}(x')\phi_{2}(x')dx'=\sqrt{n'}\int p(x')(1+\frac{1}{\sqrt{n}}\delta_{n}(x'))\phi_{2}(x')dx'$
$= \frac{1}{\sqrt{r}}\int p(x')\delta_{n}(x')\phi_{2}(x')dx'.$
By the process of proof of Lemma 2, the term (v) is
$\sqrt{n}(\alpha_{n}-\alpha_{0})=\int p(x, y)(\delta_{n}(x)+\gamma_{n}(x, y))J_{(\overline{y}}^{-1}u_{\alpha}(x, y_{:}\alpha_{0})dxdy+O(\frac{1}{\sqrt{n}})$ .
Because the right-hand side of Eq. (11) must be independent of LDGP, we have
$0 = \int p(x, y)(\delta_{\gamma\ell}(x)+\gamma_{n}(x, y))\phi_{1}(x, y)dxdy+\frac{1}{\sqrt{r}}\int p(x')\overline{\delta}_{n}(x')\phi_{2}(x^{f})dx'$
$- \int p(x, y)(\delta_{n}(x)+\gamma_{n}(x, y))J_{\overline{\alpha}}^{-1}u_{\alpha}(x, y;\alpha_{0})dxdy+O(\frac{1}{\sqrt{n}})$
$= \int p(x, y)\delta_{n}(x)(\phi_{1}(x, y)-J_{\overline{\alpha}}^{-1}u_{\alpha}(x, y;\alpha_{0})+\frac{1}{\sqrt{r}}\phi_{2}(x))dxdy$
$+ \int p(x, y)\gamma_{n}(x, y)(\phi_{1}(x, y)-J_{\overline{\alpha}}^{-1}u_{\alpha}(x, y;\alpha_{0}))dxdy+o(1)$
for any $\delta_{n}$ and $\gamma_{n}$ sequences. The last term requires that $\phi_{1}-J_{(X}^{-1}へ u_{\alpha}$ must be a function of only
$x$ . That is, there exists a function $a(x)$ : $\mathscr{X}arrow\Re^{d}$ such that $\phi_{1}(x, y)=J_{\overline{\alpha}}^{-1}u_{\alpha}+a(x)$ . Therefore,
the second last term requireb that
$a(x)+ \frac{1}{\sqrt{r}}\phi_{2}(x)=0.$
$\square$
We can obtain the similar theorem for nuisance inuence function by the same way as
Theorem 6.
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Theorem 7 (semi-supervised setting). Let $\hat{\eta}_{n}$ be asymptotically linear with inuence func-
tions $(\phi_{1}, \phi_{2})$ such that $E_{p(x,y)}[\phi_{1}\phi_{1}^{T}]$ and $E_{p(x)}[\phi_{2}\phi_{2}^{T}]$ are continuous in the neighborhood of
$p(x, y)$ . If $\hat{7}b$ is regular, then $\phi_{1}$ must be a function of only $x$ and
$\phi_{1}(x)+\frac{1}{\sqrt{r}}\phi_{2}(x)=J_{\tilde{\eta}}^{-1}u_{\eta}(x_{:}\cdot\eta_{0})$ . (12)
Proof. Only the dierence is the term (v) in the proof of Theorem 6. From Lemma 2, Eq. (12)
is replaced with
$0 = \int p(x, y)(\delta_{n}(x)+\gamma_{n}(x, y))\phi_{1}(x, y)dxdy+\frac{1}{\sqrt{r}}\int p(x')\delta_{n}(x')\phi_{2}(x')dx'$
$- \int p(x)\delta_{n}(x)J_{\overline{\eta}}^{-1}u_{\eta}(x, y;\eta_{0})dxdy+O(\frac{1}{\sqrt{n}})$
$= \int p(x_{\backslash ,\prime}y)\delta_{n}(x)(\phi_{1}(x_{\backslash }y)-J_{\overline{\eta}}^{-1}u_{\eta}(x;\eta_{0})+\frac{1}{\sqrt{r}}\phi_{2}(x))dxdy$
$+ \int p(x, y)\gamma_{n}(x, y)\phi_{1}(x, y)dxdy+o(1)$ .
The last term requires that $\phi_{1}$ should be a function of only $x.$ $\square$
For a given $u_{\eta}$ , we call the inuence function satisfying Eq. (12) a $u_{\eta}$ -proper $NIF$ while any
function $(v_{1}, \nu_{2})$ satisfying only
$E_{p(x)}[\phi_{1}(X)]=E_{p(x)}[\phi_{2}(X)]=0,$
Both $\phi_{1}$ and $\phi_{2}$ have the proper covariance matrix.
is just called an NIF. We show that some examples of inuence function of $\hat{\alpha}$ in this setting
satises the above conditions. Suppose that we are given $u_{\alpha}(x, y;\alpha)$ and $u_{\eta}(x;\eta)=s_{\eta}(x;\eta)$ by
which the solution $\alpha_{0}$ and $l|0$ is dened.
Example 1: supervised learning IF is given by
$\phi_{1}(x, y)=J_{\alpha^{-}}^{-1}c\iota_{\alpha}(x, y;\alpha), \phi_{2}=0.$
It is trivial that thib IF satises Eq. (10).
Example 2: DRESS I IIF is given by
$\phi_{1}(x\prime,y)=J_{\alpha}^{-1}-u_{\alpha}(x_{:}y;\alpha_{0})-J_{\alpha^{-}}^{-1}G_{\alpha\eta}-G_{r,\eta}^{-1}s_{\eta}(x;\eta_{0}) , \phi_{2}(x')=\sqrt{r}J_{\alpha^{-}}^{-1}G_{\overline{\alpha}\eta}G_{\eta\eta}^{-1}s_{\eta}(x';\eta_{0})$ .
Therefore, we have
$\phi_{1}(x, y)+\frac{1}{\sqrt{r}}\phi_{2}(x)=J_{\overline{\alpha}}^{-1}u_{\alpha}(x, y;\alpha_{0})$ .
Example 3: DRESS II IIF is given by
$\phi_{1}(x, y) = J_{\alpha}^{-1}-u_{\alpha}(x, y;\alpha_{0})-\frac{1}{1+r}J_{\tilde{\alpha}}^{-1}G_{\alpha^{-}\eta}G_{\eta\eta}^{-1}s_{\eta}(x';\eta_{0})$ ,




Let us see some examples where the nuisance estimator also satises Eq. (12).
DRESS I The rst NIF is given by $(\phi_{1}, \phi_{2})=(J_{\overline{\eta}}^{-1}s_{\eta}(x;\eta_{0}), 0)$ . Clearly, this satises the NIF
condition. The second NIF is given by $(\phi_{1}, \phi_{2})=(0,$ $\sqrt{r}J_{\overline{\eta}}^{-1}s_{\eta}(x';\eta_{0}$ It is also trivial to
see the NIF condition is satised.
DRESS II The rst NIF is the same as DRESS I. The second NIF is given by
$( \phi_{1}, \phi_{2})=(\frac{r}{r+1}G_{\eta\eta}^{-1}s_{\eta}(x_{\backslash }\cdot\eta_{0}), \frac{\sqrt{r}}{r+1}G_{\eta\eta}^{-1}s_{\eta}(x';\eta_{0}))$ .
Substituting this into Eq. (12), we have
$( \frac{r}{r+1}G_{\eta\eta}^{-1}s_{\eta}(x;\eta_{0})+\frac{1}{\sqrt{r}}\frac{\sqrt{r}}{r+1}G_{\eta\eta}^{-1}s_{\eta}(x;\eta_{0}))=G_{\eta\eta}^{-1}s_{\eta}(x;\eta_{0})$ .
3.3 Decomposition of inuence function
In this section, we show that any IIF in semi-supervised setting can be decomposed into some
IIF and NIFs. For this purpose, we provide a series of lemmas.
Lemma 8. Let $(\phi_{1}, \phi_{2})$ be an interest inuence function in semi-supervised setting. For any




and ( $(fJ_{1,\varphi_{2})}$ is decomposed.$as$
$(\phi_{1}, \phi_{2})=(\phi_{1)}'\phi_{2}')+(\rho_{1}, \rho_{2})$
where
$(\rho_{1}, \rho_{2}):=(\rho, -\sqrt{r}\rho)$ . (13)
Proof. Dene $\rho(x)$ $:=\phi_{1}(x)-\phi_{1}'(x)$ . Because $(\phi_{1}'+\rho_{1}, \phi_{2}'+\rho_{2})$ must satisfy Eq. (10), it must
hold that
$( \phi_{1}'+\rho_{1})=J_{\overline{\alpha}}^{-1}u_{\alpha}-\frac{1}{\sqrt{r}}(\phi_{2}'+/J_{2})$ .
Because $\phi_{1}'$ is an IIF, we have
$(J_{\overline{\alpha}}^{-1}u_{\alpha}- \frac{1}{\sqrt{r}}\phi_{2}'(x)+\rho_{1})=J_{\alpha}^{-1}-u_{\alpha}-\frac{1}{\sqrt{r}}(\phi_{2}'+\rho_{2})$ .
Thus, we obtain $\rho_{1}+\frac{1}{\sqrt{r}}\rho_{2}=0$ . To guarantee the niteness of $(\rho_{1}, \rho_{2})s$ covariance, it suces
to show that for any $z\in \mathfrak{R}^{d}z^{T}E[(\phi_{1}-\phi_{1}')(\phi_{1}-\phi_{1}')^{T}]z$ is nite. Note that
$z^{T}E[(\phi_{1}-\phi_{1}')(\phi_{1}-\phi_{1}')^{T}]z=z^{T}E[\phi_{1}\phi_{1}^{T}]z+z^{T}E[\phi_{1}(\phi_{1}')^{T}]z-z^{T}E[\phi_{1}(\phi_{1}')^{T}]z-z^{T}E[\phi_{1}'\phi_{1}^{T}]z.$
Because $E[\phi_{1}\phi_{1}^{T}]$ and $E[\phi_{1}'(\phi_{1}')^{T}]$ are nite, the rst and second terms are nite. As for the
remaining term, we can show the niteness similal.ly by using Cauchy Schwartz inequality. $\square$
From this lemma, it is immediate to see that such a pair $(\rho_{1}, \rho_{2})$ is neither IIF nor NIF
because it does not satisfy neither Eq. (10) nor Eq. (12).
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Assumption 1 (model enlargement). Assume that $\mathscr{M}_{x}$ is correctly specied with $d'<d.$
Then, $tne$ can enlarge the model up to $d$ -dimension as
$\overline{\mathscr{M}}_{x}:=\{\overline{g}(x;\eta):=g(x;\eta_{1})\exp(\eta_{2}T(x)-?/(\eta))|\eta_{1}\in\Re^{d'}, \eta_{2}\in\Re^{d-d'}, \eta=(\eta_{1}^{T}, \eta_{2}^{T})^{T}\}$
where $\psi(\eta)$ $:= \log(\int g(x;\eta_{1})\exp(\eta_{2}^{T}T(x))dx)$ . Clearly, this model also contains $p(x)$ and has a
score function
$s_{\eta}(x; \eta)=(\frac{\partial\log g(x;\eta_{1})}{\partial\eta_{1}}T-\int\overline{9}(x;\eta)\frac{\partial\log g(x;\eta)}{\partial\eta}dx_{:}T(x)-\int\overline{g}(x;\eta)T(x)dx)$ .
Lemma 9. Assume that $d\leq d'$ . Let $\rho:\mathscr{X}arrow\Re^{d}$ such that $E_{p}[p(X)]=0$ and $\rho$ has a nite
covariance matrix. Then, for any given full-rank matrix $A\in\Re^{d\cross d'}$ , there is $\nu$ : $\mathscr{X}arrow\Re^{d'}$ such
that $E_{p}[\nu(X)]=0$ and $\nu$ has a proper covariance matrix and $\rho(x)=Av(x)$ .
Proof. When $d\leq d'$ , let us prepare an arbitrary function $\nu_{2}:\mathscr{X}arrow\Re^{d'-d}$ such that $E[\nu_{2}(X)]=0$
and $\nu_{2}$ has a proper covariance matrix and linearly independent of $\rho$ . Without loss of generality,
$A$ is decomposed as $A=[A_{1}A_{2}]$ where $A_{1}\in\Re^{d\cross d}$ is non-singular and $A_{2}\in\Re^{d\cross(d'-d)}$ . Dene
$\nu_{1}(x) :=A_{1}^{-1}\rho(x)-A_{1}^{-1}A_{2}\nu_{2}(x)$ .
Then, $\nu(x)$ $:=(v_{1}(x)^{T}, v_{2}(x)^{T})^{T}$ . It is easy to see that
$A\nu(x)=[A_{1}A_{2}](\begin{array}{l}\nu_{l}(x)\nu_{2}(x)\end{array})=A_{1}\nu_{1}(x)+A_{2}\nu_{2}(x)=p(x)-A_{2}\nu_{2}(x)+A_{2}\nu_{2}(x)=\rho(x)$ .
Clearly, $E_{p(x)}[\nu(x)]=$ O. By construction, $E[\rho p^{T}]$ is proper because $E[\rho\rho^{T}]$ and $E[\nu_{2}\nu_{2}^{T}]$ are
nite and $v(x)$ is linearly independent of each other. $\square$
Lemma 10. Let lノ (x) : $\mathscr{X}arrow\Re^{d}$ be a function of $x$ such that $E_{p(x)}[v(X)]=0$ and $v(x)$ has




Proof. Let $V:=E_{p(x)}[\nu(X)\nu(X)^{T}]$ . By assumption, $V$ is non-singular. Dene
$\overline{v}(x):=V^{-1}v(x)$ .
This $\overline{\nu}(x)$ is a dual basis of $v(x)$ , i.e.,
$E[v(X)_{\overline{Jノ}}(X)^{T}]=E[\nu(X)\nu(X)^{T}]V^{-T}=VV^{-1}=I.$
Let $C$ be any xed non-singular $(d\cross d)$ matrix. Let further $a$ : $\mathscr{X}arrow\Re^{d}$ be a vector-valued
function such that each component is perpendicular to Span$(v(x))$ . Using these, dene
$C(x;\eta) :=\exp((a(x)-\overline{\nu}(x))^{T}(\eta-\eta_{0}))C.$
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We write the k-th row of $C$ and $C(x;\eta)$ ab $\mathcal{C}_{k}$ and $c_{k}(x;7$ i.e.,
$C=\{\begin{array}{l}c_{2}^{T}c_{1}^{T}\vdots c_{d}^{T}\end{array}\} C(x;\eta)=\{\begin{array}{l}c_{2}(x;\eta)^{T}c_{1}(x\cdot\eta)^{T}\vdots\eta)^{\tau_{c_{d}(x;}}\end{array}\}$
By the chain rule of dierential, we have
$\frac{\partial u_{\eta}(x;\eta)}{\partial\prime]^{T}}=\{\begin{array}{l}|ノ (x)^{T}\frac{c)c_{1}(x,\eta)}{\partial_{C_{2}}(_{x,\eta)},\partial\eta^{T}\partial\tau^{T}}\nu(x)^{T}\frac{}{}\vdots\nu(x)^{T}\frac{\partial c_{d}(x,\cdot\eta)}{rJ_{7)}^{T}}\end{array}\}$
Using these, dene
$u_{\eta}(x;\eta) :=C(x;\eta)v(x)$ .
First, noting that $u_{\eta}(x\prime;\eta 0)=C_{lノ}(x)$ . we have
$E_{p(x)}[u_{\gamma/}(X_{:^{7/()]}}=CE_{p(x)}[\nu(X)]=0.$
Next, we calculate $\partial u_{r/}/\partial\eta^{T}$ . From its denition,
$\frac{\partial_{C_{k}}(x;\eta)}{\partial\eta^{T}}=\exp((a(x)-\overline{\nu}(x))^{T}(\eta-\eta_{0}))c_{k}(a(x)-\overline{\nu}(x))^{T}.$







$-E_{p(x)}[ \frac{\partial u_{\eta}(X;\eta_{0})}{\partial\eta^{T}}]^{-1}u_{\eta}(x;\eta_{0})=-(-C)^{-1}Cv(x)=\nu(x)$ .
$\square$
Lemma 11 (scale decomposition). Let $\nu(x)$ be an inuence function of $\hat{\eta},i.e..$
$\sqrt{n^{*}}(\hat{\eta}-\eta_{0})=\frac{1}{\sqrt{n^{*}}}\sum_{i=1}^{n^{*}}\nu(x_{i})+o_{p}(1)$
for any data number $n^{*}$ . Depending on which data set are used. its inuence function for
$\sqrt{n}(\hat{\eta}-\eta_{0})$ varies as written as
only labeled data $(1, 0)\cdot\nu(x)$
only unlabeled data $(0, \sqrt{r})\cdot\nu(x)$
both labeled/unlabeled data $( \frac{r}{1+r}, \frac{\sqrt{r}}{1+r})\cdot\nu(x)$
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where $(1, 0)\cdot\nu(x)$ denotes $(\nu(x)_{)}0)$ for example. Next, consider a pair offunction $a\cdot(1_{:}-\sqrt{r})\cdot\nu(x)$
where $a$ is a some real $nu7r\iota ber$. We can decompose it into the above terms` dierence for some
constants:
1. $(1, -\sqrt{r})$ $=$ $(1, 0)-(0, \sqrt{r})$
$-1\cdot(1, -\sqrt{r}) = (0, \sqrt{r})-(1,0)$
$\frac{1}{r+1}. (1, -\sqrt{r}) = (1, 0)-(\frac{r}{r+1}\frac{\sqrt{r}}{r+1})$
$- \frac{1}{r+1}\cdot(1, -\sqrt{r}) = (\frac{r}{r+1}, \frac{\sqrt{r}}{r+1})-(1,0)$
$\frac{r}{r+1}. (1, -\sqrt{r}) = (\frac{r}{r+1}, \frac{\sqrt{r}}{r+1})-(0, \sqrt{r})$
$- \frac{r}{r+1}\cdot(1, -\sqrt{r}) = (0, \sqrt{r})-(\frac{r}{r+1}, \frac{\sqrt{r}}{r+1})$
where $v(x)$ is omitted in each term for simphcity.









It is immediate to conrm the decomposition from the above results. $\square$
We say that an inuence function of $\hat{\alpha}$ is a SIF if its inuence function has the form
$(J_{\overline{\alpha}}^{-1}u_{\alpha}(x, y;\alpha_{0}), 0)$ . Clearly, this corresponds to a some supervised estimator.
Theorem 12 (decomposition theorem). Assume that $d\leq d'$ . Suppose that we are given an
interesting inuence function $(\phi_{1}(x, y), \phi_{2}(x))$ . For any $IIF(\phi_{1}', \phi_{2}')$ , any $(d\cross d')$ full-rank matrix
$A$ and nuisance parameter value $\eta 0$ , there exist two nuisance inuence functions associated with
$\eta_{0}$ such that $(\phi_{1}, \phi_{2})$ is decomposed as
$(\phi_{1}, \phi_{2})=(\phi_{1}', \varphi_{2}')+A(\nu_{1}, \nu_{2})-A(\nu_{1}', \nu_{2}$ (14)
and two NIFs satisfy Eq. (15) in the proof.
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Proof. By the series of previous lemmas, it is almost trivial. By Lemma 8 with an arbitrary IIF
$((\phi_{1}', \phi_{2}'$ there exists function $\rho(x)$ such that $E_{p}[\rho(X)]=0$ and $E_{p}[\rho(X)\rho(X)^{T}]<\infty$ and
$(\phi_{1}, \phi_{2})=(\phi_{1}', \phi_{2}')+(\rho(x), -\sqrt{r}\rho(x))$ .
By Lemma 9, for any full-rank $(d\cross d')$ matrix $A_{:}$ there exists $v(x)$ such that $E_{p}(x)[\nu(X)]=0$
and $\nu$ has a proper covariance matrix. Hence, we have
$(\phi_{1}, \phi_{2})=(\phi_{1}', \phi_{2}')+A(\nu(x), -\sqrt{r}v(x))$ .




For any NIF $($ lノ 1' $(x),$ $\nu_{2}'(x))$ associated with $\eta_{0}$ and $u_{\eta}(x;\eta)$ , dene
$(\tilde{v}_{1}(x),\tilde{\nu}_{2}(x)) :=(\nu(x), -\sqrt{7'}\nu(x))+(v_{1}'(x), v_{2}'(x))$ .
Then, they satisfy
$(v, -\sqrt{r}v)=(\overline{\nu}_{1:}\tilde{v}_{2})-(\nu_{1}', v_{2}$ (15)
This pair of function $(\overline{\nu}_{1},\tilde{\nu}_{2})$ satises
$\tilde{\nu}_{1}(x)+\frac{1}{\sqrt{r}}\tilde{\nu}_{2}(x)=\nu(x)+lノ_{}1'(x)+\frac{1}{\sqrt{r}}(-\sqrt{r}\nu(x)+\nu_{2}'(x))=v_{1}'(x)+\frac{1}{\sqrt{r}}\nu_{2}'(x)=J_{\overline{\eta}\prime}^{-1_{u_{\eta}(X;\eta_{0})}}$
by Theorem 7. This indicates that $(\tilde{l}ノ_{}1(x),\overline{\nu}_{2}(x))$ is also another NIF. $\square$
4 Construction of Estimating Equations
By the decomposition theorem, we know that any IIF consists of an IIF and two NIFs. Using
this fact, let us specify estimating equations $yieldi_{1}\mathfrak{B}$ the estimator with the given IIF. We
immediately have the following corollary from the decomposition theorem:
Theorem 13. In semi-supervised setting, suppose that we are given an interest function
$(\phi_{1}, \phi_{2})$ of regular and asymptotically linear estimator $\hat{\alpha}$ . If the estimating function correspond-
ing to the supervised inuence function is available (written as $\mu_{\alpha}$), there exist two estimating
functions $\mu_{\eta}$ and $\mu_{\eta'}$ such that the solution of the following equation
$\sum_{i=1}^{n}\mu_{\alpha}(x_{i}, y_{i};\alpha)f(w(x_{i};\eta, \eta = 0,$
$\sum_{i=1}^{n}\mu_{\eta}(x_{i}, y_{i:}\cdot\eta)+\sum_{j=1}^{n'}\mu_{\eta}(x_{j}';\eta) = 0,$
$\sum_{i=1}^{n}\mu_{\eta}'(x_{j}, y_{i:}\eta')+\sum_{j=1}^{n'}\mu_{\eta}'(x_{j}';\eta') = 0$ . (16)




$\frac{\partial f(w(x;\eta,\eta'))}{\partial\eta} = -f'(w(x;\eta, \eta'))w(x;\eta, \eta')s_{\eta}(x;\eta)$ ,
$\frac{\partial f(w(x;\eta,\eta'))}{\dot{c})\eta} = f'(w(x;\eta, \eta'))w(x;\eta, \eta')s_{\eta}(x_{:}\eta$
By Taylor-expansion around $(\alpha 0, \eta 0, \eta_{0})$ , we have
$0$ $=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}\mu_{\alpha}(x_{i}, y_{i};\alpha_{0})+\frac{1}{n}\sum_{i=1}^{n}\frac{\partial\mu_{\alpha}(x_{i:}y_{i};\alpha_{0})}{\partial\alpha^{T}}\sqrt{n}(\hat{\alpha}-\alpha_{0})$
$+ \frac{1}{n}\sum_{i=1}^{n}\mu_{\alpha}(x_{i}, y_{i};\alpha_{0})(\frac{\partialf(w(x_{i};\eta 0,\eta_{0}))}{\partial\eta})^{T}\sqrt{n}(\hat{\eta}-\eta_{0})$
$+ \frac{1}{n}\sum_{i=1}^{n}\mu_{\alpha}(x_{i}, y_{i};\alpha_{0})(\frac{\partialf(w(x_{i};\eta 0,\eta_{0}))}{\partial\eta})^{T}\sqrt{n}(\hat{\eta}'-r/0)$
$=$ $\frac{1}{\sqrt{n}}\sum_{i=1}^{n}\mu_{\alpha}(x_{i}, y_{i};\alpha_{0})+\frac{1}{n}\sum_{i=1}^{n}\frac{\partial_{l}\iota_{\alpha}(x_{i:}y_{i}\backslash \alpha_{0})}{\dot{\partial}\alpha^{T}}\sqrt{n}(\hat{\alpha}-\alpha_{0})$





By Theorem 12 with $A=J_{\overline{\alpha}}^{-1}G_{\overline{\alpha}r/}\eta_{0}=0$ and $(\phi_{1}', \phi_{2}')=J_{\alpha^{-}}^{-1}G_{\overline{\alpha}\eta},$ $(\phi_{1}, \phi_{2})$ can be decomposed
as
$(\phi_{1}, \phi_{2})=(J_{\alpha}^{-1}-G_{\alpha^{-}\eta}, 0)+A(v_{1}, \nu_{2})-A(v_{1}', \nu_{2}')$
where $(v_{1}, \nu_{2})$ and $(\nu_{1}', \nu_{2}')$ are inuence functions associated with estimating functions $u_{\eta}(x;\eta)=$
$\exp(-\eta^{T}\overline{\nu}(x))\nu(x)$ and $u_{\eta}'(x;\eta)=\sqrt{r}\exp(-\eta^{\prime\tau}\overline{v}(x))\nu(x)$ . This form is equal to the IIF given
by solving Eq. (16). $\square$
Using this theorem, we can recover the estimating equation of DRESS I and DRESS II
from their inuence functions. However, their recovery is not unique. We cannot guarantee the
recovery of the original estimating equations without any prior knowledge about them.
5 Eective and Ecient Class of Inuence Function and Its As-
sociated Estimators
We derive the most ecient inuence functions associated with regular and asymptotic linear
estimators.
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Theorem 14. Let $(\phi_{1}, \phi_{2})$ be an arbitrary interest inuence function of $RAL$ estimator. The
$IIF(\phi_{1}, \phi_{2})$ improves (overcomes or is equal to) the supervised inuence function $J_{\overline{\alpha}\prime}^{-1_{u_{\alpha}(x,y;\alpha)}}$
with respect to the asymptotic variance of the associated estimator if and only if
$0 \leq \frac{1}{\sqrt{r}}(J_{\overline{\alpha}}^{-1}E_{p(x)}[\overline{u}_{\alpha}(X;\alpha_{0})\phi_{2}(X)^{T}]+E_{p(x)}[(p_{2}(X)\overline{u}_{\alpha}(X_{:}\cdot\alpha_{0})^{T}]J_{\overline{\alpha}}^{-T})$
$-(1+ \frac{1}{r})E_{p(x)}[\phi_{2}(X)\phi_{2}(X)].$
where $\overline{u}_{\alpha}(x;\alpha)$ $:=E_{p(y|x)}[u_{\alpha}(X, Y;\alpha)|X=x].$
Proof. For any IIF $(\phi_{1}, \phi_{2})$ , the asymptotic covariance of its associated estimator is calculated
as
Avar $(\alpha^{-})$ $=$ $E_{p(x,y)}[\phi_{1}(X, Y)\phi_{1}(X, Y)^{T}]+E_{p(x')}[\phi_{2}(X')\phi_{2}(X')^{T}]$
$= E[(J_{\overline{cc}}^{-1}u_{\alpha}(X, Y_{:} \cdot\alpha_{0})-\frac{1}{\sqrt{r}}\phi_{2}(X))(J_{\tilde{Ct}}^{-1}u_{\alpha}(X, Y_{:}\cdot\alpha_{0})-\frac{1}{\sqrt{r}}\phi_{2}(X))^{T}]$
$+E_{p(x')}[\phi_{2}(X')\phi_{2}(X')^{T}]$
$= J_{\overline{\alpha}}^{-1}G_{\overline{\alpha}\overline{\alpha}}J_{\overline{\alpha}}^{-T}- \frac{1}{\sqrt{r}}E[\phi_{2}(X)u_{\alpha}(X, Y;\alpha_{0})^{T}J_{\overline{\alpha}}^{-T}]-\frac{1}{\sqrt{r}}E[J_{\overline{\alpha}}^{-1}u_{\alpha}(X, Y;\alpha_{0})\varphi_{2}(X)^{T}]$
$+ \frac{1}{r}E_{p(x)}[\phi_{2}(X)\phi_{2}(X)]+E_{p(x')}[\phi_{2}(X')\phi_{2}(X')^{T}]$
where Avar(\^a) is dened as the variance of the limit distribution of $\sqrt{n}(\hat{\alpha}-\alpha_{0})$ . Because the
rst term isjust the asymptotic covariance of supervised estimator, we obtain the statement. $\square$
Theorem 15. The most ecient interest inuence function is
$( \phi_{1}, \phi_{2})=(J_{\alpha}^{-1}u_{\alpha}-\frac{1}{r+1}J_{\overline{\alpha}}^{-1}\overline{u}_{\alpha}(x_{:}\cdot\alpha_{0}), \frac{\sqrt{r}}{r+1}J_{\tilde{a}}^{-1}\overline{u}_{\alpha}(x_{:}'\cdot\alpha_{0}))$ .





By variation method with respect to $\phi_{2}(x)$ , we have
$(2z^{T}J_{\overline{\alpha}}^{-1} \overline{u}_{\alpha}(X;\alpha_{0})-2\frac{r+1}{\sqrt{r}}(z^{T}\phi_{2}(X)))z=0$




In this case, the asymptotic covariance is calculated as follows. Let
$\overline{G}_{\overline{\alpha}} :=E_{p(x)}[\overline{u}_{\alpha}(X;\alpha_{0})\overline{u}_{\alpha}(X;\alpha_{0})^{T}].$
It is straightforward to see that
$E[u\overline{u}_{\alpha}^{T}] = E[\overline{u}_{\alpha}\overline{u}_{\alpha}^{T}]=\overline{G}_{\overline{\alpha}}$
$E[J_{\alpha^{-}}^{-1}u_{\alpha}(X, Y_{\backslash } \alpha_{0})(-\frac{1}{\sqrt{r}}\phi_{2}(X)^{T})]$ $=$ $- \frac{1}{r+1}E[J_{\overline{\alpha}}^{-1}u_{\alpha_{(1}}\overline{u}^{T}J_{\tilde{\alpha}}^{-T}]=-\frac{1}{r+1}J_{\alpha}^{-1}-G_{\overline{\alpha}}^{-}J_{\tilde{\alpha}}^{-T}$
$E[(- \frac{1}{\sqrt{r}}\phi_{2}(X))(-\frac{1}{\sqrt{r}}\phi_{2}(X))^{T}]$ $=$ $\frac{1}{(r+1)^{2}}E[J_{\alpha}^{-1}-\overline{u}_{\alpha}\overline{u}_{\alpha}^{T}J_{\overline{\alpha}}^{-T}]=\frac{1}{(r+1)^{2}}J_{\overline{\alpha}}^{-1}G_{\alpha}^{-}-J_{\overline{\alpha}}^{-T}.$
Using these we have
$E[\phi_{1}\phi_{1}^{T}]+E[\varphi_{2}\phi_{2}^{T}]$ $=$ $J_{\tilde{\alpha}}^{-1}G_{\alpha\alpha}--J_{\overline{\alpha}}^{-T}+(- \frac{2}{r+1}+\frac{1}{(r+1)^{2}}+(\frac{\sqrt{r}}{r+1})^{2})J_{\overline{\alpha}}^{-1}\overline{G}--J_{\overline{\alpha}}^{-T}$
$= J_{\hat{\alpha}}^{-1}(G_{(\overline{x}\tilde{\alpha}}- \frac{1}{r+1}\overline{G}_{\overline{\alpha}}\alpha-)J_{\hat{\alpha}}^{-T}.$
6 Conclusion
We specied the set of all possible inuence functions of regular and asymptotic linear semi-
supervised estimator under the conditional misspecication. We also showed that DRESS type
estimating equation is universal because, for any given inuence function of regular and asymp-
totic linear estimator, this type of estimating equation can yield an estimator having the given
inuence function. However, this construction is less useful. In real situations, we are not given
a xed inuence function but given an inuence function as a functional of joint distribution. It
is valuable to extend our result to this case.
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