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Abstract We determine the growth of the dimension of the slope subspaces of the cohomology of
arithmetic subgroups in reductive algebraic groups as a function of the slope.
Introduction. (0.1) According to part of (a higher rank analogue of) the Gouvea-Mazur
Conjecture, the dimension of the slope α-subspace of the cohomology of an arithmetic
subgroup Γ in a reductive group G˜ with coefficients in a finite dimensional irreducible
representation L is bounded independently of L. In the original case GL2 this has been
proven by Wan (following work of Coleman) and - using different methods - by Buzzard (cf.
[B], [W]). Moreover, these authors determine explicit bounds, i.e. they give an explicit linear
polynomial in α which yields an upper bound for the dimension of the slope α subspace of
the cohomology (cf. [B], Corollary 1 in sec. 3).
In this article we determine bounds for the dimension of the slope subspaces of the coho-
mology of arithmetic subgroups in the higher rank case. To state our result, we fix a prime
p ∈ N. We let G˜ be a Q-split reductive group with maximal Q-split torus T˜, Γ ≤ G˜(Q)
an arithmetic subgroup satisfying a certain level condition at p and we denote by L
λ˜
the
irreducible G˜-module of highest weight λ˜ ∈ X(T˜). Moreover, s = #Φ+ is the number of
positive roots of G˜. Finally, H i(Γ, L
λ˜
)≤α denotes the slope ≤ α-subspace of the cohomology
of Γ w.r.t. a normalized Hecke operator at p.
Theorem (cf. (2.3) Corollary). There are natural numbers m,n only depending on Γ such
that
dimH i(Γ, L
λ˜
)≤α ≤ mαs + n
for all α ∈ Q≥0, all dominant and algebraic weights λ˜ and all i.
Thus, in the case GL2, as in [B], we obtain a linear polynomial in α. On the other hand, in
[B] the factor m is made explicit by showing that it can be chosen equal to the cardinality
of a minimal system of generators for Γ. In the higher rank case, we do not know whether
the coefficients m and n have an interpretation in terms of Γ. We show that they can be
computed explicitly from the maximum of the numbers ni, where ni is the number of i-cells
of a cell decomposition Z of the locally symmetric space Γ\X¯ and from the coefficients
of the Bernoulli polynomials Bs and Bs+1 (cf. (1.4) and (2.2)). By Tietze’s Theorem, the
1-cells in Z yield a finite system of generators for Γ, hence, the determination of the number
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of 1 cells (which is sufficient in the GL2-case) and of a finite system of generators for Γ
are related problems. In this sense, the maximum of the ni’s may be seen as a higher rank
analogue of the number of generators of Γ.
(0.2) The proof of the Theorem relies on the methods in [M], where the existence of
a bound for the dimension of the slope subspaces which is independent of the coefficient
system L has been proven. In addition, we use a Theorem of Borel-Serre according to
which any arithmetic group is of type FL. This also simplifies the arguments in [M] since
the result about isomorphisms between truncations of representations is no longer necessary.
On the other hand, congruences between truncations might also yield local constancy of the
dimension of the slope subspaces (cf. [P] in the case of unit groups of quaternion algebras)
which may not be possible using the simpler argument. Following [B], in order to obtain
bounds for the dimension of the slope subspaces, we determine lower bounds for the Newton
polygon of the normalized Hecke operator at p acting on cohomology.
We hope that the Theorem will have applications to the construction of explicit congruences
between automorphic eigenforms.
(0.3) Notations. We keep the notations and definitions from [M]. For convenience, we
recall the most important ones, referring for the remaining ones to [M]. G˜ is a reductive,
Q-split algebraic group with derived group G and Γ ≤ G(Q) is an arithmetic subgroup. We
fix a prime p ∈ N and we assume that Γ is contained in the level subgroup K∗(p) ≤ G(Zp)
defined in [M], sec. 4.2 (K∗(p) is a Iwahori type subgroup). We denote by T˜ resp. T a
maximal split torus in G˜ resp. in G such that T ≤ T˜. We write g resp. h for the Lie
Algebra of G resp. T and for any weight λ˜ ∈ X(T˜) we set λ = d λ˜|T ∈ h
∗. Let λ˜ ∈ X(T˜)
be an algebraic and dominant weight. We denote by L
λ˜
the irreducible representation of
G˜ of highest weight λ˜ and by Vλ = U
−vλ resp. Lλ = U
−vλ the Verma module resp. the
irreducible g-module of highest weight λ = d λ˜|T. Thus, Lλ is the derived representation of
the restriction of L
λ˜
to G. Moreover, Πλ ⊆ h
∗ is the set of weights occuring in Lλ and Φ
+
is the set of positive roots of g.
Finally, we define the Γ-modules Lλ(Zp, r), Lλ˜(Zp, r) and L
[r]
λ (Zp) = Lλ(Zp)/Lλ(Zp, r) as in
[M]. The modules Lλ(Zp, r) and Lλ˜(Zp, r) are isomorphic but on Lλ˜(Zp, r) (like on Lλ˜(Zp))
we still have an action of dominant elements h ∈ T˜(Qp) (cf. [M], 5.4 Lemma). We fix a
strictly dominant element h ∈ T˜(Q); the normalized Hecke operator T(h) (cf. [M], sec.
5.3) then acts on cohomology with integral coefficients H i(Γ, L
λ˜
(Zp)), H
i(Γ, L
λ˜
(Zp, r)) and
H i(Γ,L
[r]
λ˜
(Zp)) (cf. [M], 5.8 Proposition).
1 The Newton polygon
(1.1) We recall that we have chosen an ordering of the positive roots Φ+ = {α1, . . . , αs}
of G. We use this to define the following counting function. We denote by Nh, h ∈ N0, the
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number of tuples n = (n1, . . . , ns) ∈ N
s
0 such that
s∑
i=1
niht(αi) = h.
The above condition implies that any coordinate ni of n is smaller than or equal to h and
that the last coordinate ns is determined by the first s − 1 coordinates. Hence, we obtain
Nh ≤ (h+ 1)
s−1.
(1.2) Lemma. For any dominant and algebraic weight λ and any r ∈ N there is an
embedding
L
[r]
λ (Zp) ≤
r⊕
h=0
(Zp/p
r−hZp)
Nh .
Proof. By equation (5) in section (2.1) of [M] we know
Vλ(Z, µ) =
⊕
n
n1α1+···+nsαs=λ−µ
ZXn−vλ
Since further Xn−vλ has weight µ = λ −
∑
i niαi which has relative height htλ(µ) =∑
i niht(αi) we obtain⊕
n∈Ns
0
ht(n1α1+···+nsαs)=h
ZXn−vλ =
⊕
µ∈Πλ
htλ(µ)=h
⊕
n∈Ns
0
λ−n1α1+···+nsαs=µ
ZXn−vλ
=
⊕
µ∈Πλ
htλ(µ)=h
Vλ(Z, µ).
In particular, we obtain
Nh = dimZ
⊕
µ∈Πλ
htλ(µ)=h
Vλ(Z, µ).
Since Lλ is a quotient of the Verma module Vλ this implies
dim
⊕
µ∈Πλ
htλ(µ)=h
Lλ(Z, µ) ≤ Nh.
By [M], (1.5) equation (3) we know that
L
[r]
λ (Zp) =
Lλ(Zp)
Lλ(Zp, r)
∼=
r⊕
h=0
⊕
µ∈Πλ
htλ(µ)=h
Lλ(Zp, µ)
pr−hLλ(Zp, µ)
=
r⊕
h=0
⊕
µ∈Πλ
htλ(µ)=h
Lλ(Zp, µ)⊗
Zp
pr−hZp
.
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We obtain
L
[r]
λ (Zp) ≤
r⊕
h=0
(Zp/p
r−hZp)
Nh
and the Lemma is proven.
(1.3) According to [B-S] the arithmetic subgroup Γ ≤ G(Q) is a FL-group (cf. [B], p.
218). Thus, there is a resolution of the trivial Γ-module Z
0→Md → · · · →M1 →M0 → Z→ 0
where Mi is a free ZΓ-module of finite rank (cf. [B], p. 199). This yields a finite free
resolution of the trivial Γ-module Zp
0→Mp,d → · · · →Mp,1 →Mp,0 → Zp → 0
where Mp,i = Mi ⊗ZΓ ZpΓ; note that Z ⊗ZΓ ZpΓ ∼= Zp as ZpΓ-modules. The group
H•(Γ,L
[r]
λ
(Zp)) then may be computed as the cohomology of the complex
0→ HomZpΓ(Mp,0,L
[r]
λ (Zp))→ · · · → HomZpΓ(Mp,d,L
[r]
λ (Zp))→ 0;
We set
g = g(Γ) = supi=0,...,d rkZΓMi = supi=0,...,d rkZpΓMp,i.
Thus, g only depends on the arithmetic group Γ.
(1.4) Remark. The number g can be related to Γ as follows. We denote by Y = Γ\X¯ the
Borel-Serre compactification of the locally symmetric space Γ\X. By the work of Borel-
Serre Y is a compact K(Γ, 1) space (cf. [B-S]), hence, there is a finite CW complex Z
which is homtop to Y . The universal cover Y˜ → Y inherits a structure of CW complex Z˜
from Z and the cellular complex C˜• = (C˜i) attached to Z˜ is a complex consisting of free
ZΓ-modules C˜i. The module C˜i has a natural basis which is in bijection with the set of
i-cells Z (cf. [Br], p. 15); hence, C˜• is a finite complex consisting of free, finitely generated
ZΓ-modules. In particular, the cohomology groups H i(Γ,L
[r]
λ (Zp)) can be computed using
C˜•. Since rkZΓ C˜i equals the number of i-cells of Z this shows that we can take for g the
following value: g = supini, where ni is number of i-cells of a CW complex Z which is
homotop to Γ\X¯ .
If we only look at cohomolgy in degree 1 (e.g. in the GL2-case) then g may be taken as the
number of 1 cells in Z. Since any CW complex for Γ\X¯ yields a presentation for Γ with
the generators corresponding to a subset of the set of 1-cells of Z by Tietze’s theorem (cf.
[R], Theorem 11.31, p. 374), this relates g to the cardinality of finite systems of generators
for Γ.
(1.5) We set t = t(λ˜, i) = dimH i(Γ, L
λ˜
(Qp)) and we denote by
N = N
λ˜,i
: [0, t]→ R≥0
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the Newton polygon of T(h) acting on H i(Γ, L
λ˜
(Qp)). We let g be as in (1.3).
Theorem. The Newton polygon N lies above the restriction to [0, t] of the piecewise linear
function f∞ : R≥0 → R≥0 which starts in (0, 0) and has slope 0 in the interval
0 ≤ x ≤ g
Bs(2) −Bs(0)
s
and slope j in the interval
g
Bs(j + 1)−Bs(0)
s
≤ x ≤ g
Bs(j + 2)−Bs(0)
s
, j = 1, 2, . . .
Equivalently, f∞ may be defined as the piecewise linear function joining the points
(0, 0), Pj = (g
Bs(j + 2)−Bs(0)
s
, g
j∑
h=0
h(h+ 1)s−1), j = 0, 1, 2, . . . .
Proof. We proceed in steps.
(1.5.1) We let λ˜ ∈ X(T˜) and we set λ = d λ˜|T ∈ h
∗. Moreover, we select a natural number
r ∈ N. By (1.2) Lemma we know that
L
[r]
λ (Zp) ≤
r⊕
h=0
(Zp/p
r−hZp)
Nh ,
which implies that
(1) HomZpΓ(Mp,i,L
[r]
λ (Zp)) ≤
r⊕
h=0
(Zp/p
r−hZp)
NhrkZpΓMp,i .
We set gi = rkZpΓMp,i and we denote by (p
al)l, a1 ≥ a2 ≥ · · · ≥ an > 0 the sequence of
elementary divisors of the right hand side of equation (1), i.e.
(2) (pal)l=1,...,n = (p
r, . . . , pr, pr−1, . . . , pr−1, . . . , p, . . . , p),
where pr−h appears giNh-times. The exact sequence
0→ Lλ(Zp, r)
i
→ Lλ(Zp)
π
→ L
[r]
λ (Zp)→ 0
yields an exact sequence
H i−1(Γ,L
[r]
λ (Zp))→ H
i(Γ, Lλ(Zp, r))→ H
i(Γ, Lλ(Zp))
π∗
→ H i(Γ,L
[r]
λ (Zp)).
We denote by an upper index ”TF” the maximal torsion-free quotient. SinceH i(Γ,L
[r]
λ
(Zp))
is finite we further obtain an exact sequence
0→ H i(Γ, Lλ(Zp, r))
TF i
∗
→ H i(Γ, Lλ(Zp))
TF π
∗
→ Q→ 0,
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where Q is a certain subquotient of H i(Γ,L
[r]
λ
(Zp)). Since i
∗ is injective, we may identify
H i(Γ, Lλ(Zp, r))
TF with its image under i∗. Hence,
(3)
H i(Γ, Lλ(Zp))
TF
H i(Γ, Lλ(Zp, r))TF
is a subquotient of H i(Γ,L
[r]
λ (Zp)).
We recall that t equals the rank of H i(Γ, Lλ(Zp))
TF and we denote by (pbl)l, b1 ≥ b2 ≥
· · · ≥ bm > 0 the sequence of elementary divisors of
Hi(Γ,Lλ(Zp))
TF
Hi(Γ,Lλ(Zp,r))TF
. Equations (2) and (3)
yield m ≤ n and
(4) b1 ≤ a1, b2 ≤ a2, . . . , bm ≤ am.
We set bl = 0 for m < l ≤ t and al = 0 for n < l ≤ t.
(1.5.2) Using the results so far we can give a lower bound for N . Since H i(Γ, L
λ˜
(Zp)) ∼=
H i(Γ, Lλ(Zp)) and H
i(Γ, L
λ˜
(Zp, r)) ∼= H
i(Γ, Lλ(Zp, r)) as Z-modules we obtain in particu-
lar, that
H i(Γ, L
λ˜
(Zp))
TF
H i(Γ, L
λ˜
(Zp, r))TF
∼=
m⊕
l=1
Z
pblZ
is a finite abelian group and equations (2) and (4) imply that the bl are all smaller
than or equal to r. Moreover, (5.4) Lemma 3.) in [M] and the definition of the ac-
tion of the Hecke operator on cochains (cf. [M], section (5.2), equation (8)) imply that
T(h)(Zi(Γ, L
λ˜
(Zp, r))) ⊆ p
rZi(Γ, L
λ˜
(Zp)), hence, we obtain
T(h)(H i(Γ, L
λ˜
(Zp, r))
TF) ⊆ prH i(Γ, L
λ˜
(Zp))
TF.
Thus, we may apply Lemma 1 in [B] to the pair L = H i(Γ, L
λ˜
(Zp))
TF and K =
H i(Γ, L
λ˜
(Zp, r))
TF and the operator ξ = T(h). More precisely, we denote by fb : [0, t] →
R≥0 the piecewise linear function attached to the sequence (bl)l=1,...,t as in [B]. We recall
its definition: we set C(j) =
∑j
l=1(r − bl), 0 ≤ j ≤ t, and fb is defined as the piecewise
linear function joining the points (j, C(j)), j = 0, . . . , t. Lemma 1 in [B] then states that
the Newton polygon N of T(h) acting on H i(Γ, L
λ˜
(Zp))
TF is bounded from below by the
graph of fb.
(1.5.3) We further estimate the function fb. Equation (4) implies that fb lies above the
piecewise linear function fa : [0, t]→ R≥0 attached to the sequence (al)l=1,...,t as defined in
(1.5.2) (the “C(j)’s” attached to the sequence (al)l are smaller than those attached to the
sequence (bl)l; note that also al ≤ r for all 1 ≤ l ≤ t). Thus, we have
N ≥ fb ≥ fa.
Using equation (2) it is not difficult to see that the function fa is the restriction to [0, t]
of the piecewise linear function which starts in (0, 0) and has slope j for gi
∑j−1
h=0Nh ≤
x ≤ gi
∑j
h=0Nh, j = 0, . . . , r − 1 and slope r for x ≥ gi
∑r−1
h=0Nh. By (1.1) we know that
Nh ≤ (h + 1)
s−1, h ≥ 0; since also gi ≤ g we see that the function fa and, hence, N , is
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bounded from below by the restriction to [0, t] of the piecewise linear function fr : R≥0 → R
which starts in (0, 0), has slope j for
(5) g
j−1∑
h=0
(h+ 1)s−1 ≤ x ≤ g
j∑
h=0
(h+ 1)s−1, j = 0, . . . , r − 1
and slope r for x ≥ g
∑r−1
h=0(h+ 1)
s−1. Thus, we obtain
(6) N ≥ fb ≥ fa ≥ fr.
This holds for all r ∈ N since r was chosen arbitrarily. Taking into account that
(7)
j−1∑
h=0
(h+ 1)s−1 =
{
Bs(j+1)−Bs(0)
s
if j ≥ 1
0 if j = 0
it is immediate that fr and f∞ coincide on the interval [0, g
Bs(r+2)−Bs(0)
s
]. Since equation
(6) in particular holds for arbitrarily large r we finally obtain N ≥ f∞.
(1.5.4) To finish the proof it remains to verify the alternative description of f∞. Equation
(5) implies that fr connects the points
(0, 0), Pj = (g
j∑
h=0
(h+ 1)s−1, g
j∑
h=0
h(h+ 1)s−1), j = 0, 1, . . . , r − 1
(notice that the interval in equation (5) has length (j + 1)s−1 with corresponding slope j).
Since fr and f∞ coincide on [0, g
Bs(r+2)−Bs(0)
s
] for all r ∈ N this implies that f∞ is the
piecewise linear function connecting the points (0, 0) and Pj , j = 0, 1, 2, . . .. Hence, the
proof of the Theorem is complete.
(1.6) Corollary. For all r ∈ N the Newton polygon N lies above the restriction to [0, t] of
the piecewise linear function f∗∞ : R≥0 → R≥0 which joins the points
(0, 0), Qj =
(
g
Bs(j + 2)−Bs(0)
s
, g
Bs+1(j + 1)−Bs+1(0)
s+ 1
)
, j = 0, 1, 2, . . .
Proof. Again, using Bernoulli polynomials we obtain that the second coordinate of Pj is
bigger than or equal to gBs+1(j+1)−Bs+1(0)
s+1 , which is the second coordinate of Qj . Hence,
the claim follows.
(1.7) Remark. 1.) If s ≥ 2 then Pj lies strictly above Qj for all j ≥ 1, hence, we obtain
f∞ ≥ f
∗
∞. If s = 1, i.e. in the rank 1 case the points Pj and Qj coincide, hence, f∞ = f
∗
∞.
2.) The functions f∞ and f
∗
∞ do not depend on the weight λ˜.
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2 Explicit bounds for the dimension of the slope subspaces
(2.1) We apply the above Theorem to obtain bounds on the dimension d = d(λ˜, i, α) of
the slope subspace H i(Γ, L
λ˜
(Qp))
≤α and, hence, also on the dimension of H i(Γ, L
λ˜
(Qp))
α,
α ∈ Q≥0. To this end let h : R≥0 → R be any function such that f
∗
∞(x) ≥ h(x) for all
x ≥ 0. Since the function x 7→ (α + ǫ)x, ǫ > 0, strictly lies above the Newton polygon
N≤α = N|[0,d] of T(h) acting on H
i(Γ, L
λ˜
(Qp))
≤α (note that N≤α starts in (0, 0) and all
its segments have slope ≤ α) we obtain from (1.6) Corollary
(α+ ǫ)x > N≤α(x) = N (x) ≥ h(x) for all 0 < x < d.
Thus, if x 7→ (α + ǫ)x and h intersect in a point (d(ǫ), y) with d(ǫ) > 0, then necessarily
d ≤ d(ǫ), hence, infǫ>0d(ǫ) is an upper bound for d = d(λ˜, i, α).
(2.2) We make an explicit choice of a function h as in (2.1). To this end, let P =
xs + as−1x
s−1+ · · ·+ a0 be a polynomial with coefficients ai ∈ R. For all x ≥ max{1, s|ai|}
and all i < s we have |ai|x
i ≤ |ai|x
s−1 ≤ 1
s
xs. Hence, we obtain
P (x) ≤ 2xs
for all x ≥ max{1, s|as−1|, . . . , s|a0|}. Similarly, for all x ≥ max{1, 2s|ai|} and all i < s we
have |ai|x
i ≤ 12sx
s. Hence, we obtain
P (x) ≥ xs −
s−1∑
i=0
|ai|x
i ≥
1
2
xs
for all x ≥ max{1, 2s|as−1|, . . . , 2s|a0|}. Since Bs is a polynomial of degree s with leading
coefficient equal to 1 we obtain as a special case of the above that there is M = M(s) ∈ N
such that
(1) g
Bs(x+ 2)−Bs(0)
s
≤
2g
s
xs and g
Bs+1(x+ 1)−Bs+1(0)
s+ 1
≥
g
2(s + 1)
xs+1
for all x ≥ M . The constant M can be explicitly determined from the coefficients of the
Bernoulli polynomials Bs and Bs+1.
We set c = 2−
3s+1
s (s/g)
1
s ∈ R>0 and we define the function h : [xM ,∞)→ R≥0, x 7→ cx
s+1
s .
Using equation (1) we obtain for all points Qj = (xj , yj) as in (1.6) Corollary with j ≥M :
h(xj) = h(g
Bs(j + 2)−Bs(0)
s
) ≤ c(
2g
s
js)
s+1
s ≤ c(
2g
s
)
s+1
s
2(s + 1)
g
yj ≤ yj
(notice that 2s ≥ s+1). Thus, h lies below all points Qj = (xj , yj) with j ≥M and since h
is convex and f∗∞ is the piecewise linear function connecting the points Qj, the intermediate
value Theorem implies that
(2) f∗∞(x) ≥ h(x) for all x ≥ xM = g
Bs(M+2)−Bs(0)
s
.
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We extend h to a function h : R≥0 → R by sending
x 7→
{
f∗∞(x) if x ≤ xM
h(x) if x > xM .
and obtain h(x) ≤ f∗∞(x) for all x ≥ 0 by equation (2).
(2.3) Corollary. 1.) For all α ∈ Q≥0, all dominant weights λ˜ ∈ X(T˜) and all i we have
dimH i(Γ, L
λ˜
(Qp))
≤α ≤ mαs + n,
where m = 23s+1 g
s
and n = gBs(M+2)−Bs(0)
s
.
2.) For all α ≥M(s), all dominant weights λ˜ ∈ X(T˜) and all i we have
dimH i(Γ, L
λ˜
(Qp))
≤α ≤ mαs,
where m = 23s+1 g
s
.
Proof. 1.) Since • h(x) = f∗∞(x) = 0 in the interval [0, g
Bs(2)−Bs(0)
s
] which has positive
length by equation (7) in (1.5.3) • h(x) grows to infinity faster than x 7→ (α+ ǫ)x as x→∞
• f∗∞(xM ) ≥ h(xM ) (i.e. h “jumps downwards” at xM ; cf. equation (2)) we see that the
functions x 7→ (α+ǫ)x and h(x), x ≥ 0, always intersect in at least one point S = (a, b) with
a > 0. By (2.1) a then is a bound for the dimension d = d(λ˜, α, i) of the slope α subspace.
The functions x 7→ (α+ ǫ)x and x 7→ cx
s+1
s , x ≥ 0, precisely intersect in the point (d(ǫ), y)
with d(ǫ) = ((α+ ǫ)/c)s. We distinguish cases. If (α/c)s ≥ xM then d(ǫ) ≥ xM and (d(ǫ), y)
is a point of intersection of x 7→ (α + ǫ)x and h. Hence, we obtain d ≤ d(ǫ) for all ǫ > 0
which implies that d ≤ (α/c)s = 23s+1 g
s
αs. Since n ≥ 0 by equation (7) in (1.5.3) this
implies the claim. If (α/c)s < xM then x 7→ (α + ǫ)x and x 7→ cx
s+1
s do not intersect in
the range x ≥ xM . Hence, any intersection point S = (a, b) of h and x 7→ (α+ ǫ)x satisfies
a ≤ xM which implies d ≤ xM = g
Bs(M+2)−Bs(0)
s
. Again, this yields the claim.
2.) If α > M then x 7→ (α+ ǫ)x, ǫ > 0, has strictly bigger slope than any of the segments of
f∞ in the intervall [0, xM ] by (1.5) Theorem. Hence, x 7→ (α+ǫ)x strictly lies above f∗∞ and
therefore above h in the intervall [0, xM ]; the functions x 7→ (α+ǫ)x and h therefore intersect
in a point S = (d(ǫ), y) with d(ǫ) ≥ xM . As in part 1.) we deduce that d(ǫ) = ((α + ǫ)/c)
s
which implies the claim. Hence, the Corollary is proven.
Remark. We did not make an attempt to optimize the coefficients m,n appearing in
(2.3) Corollary. This would mainly mean to replace the function h by a function which is a
better approximation from below to f∞ and, hence, to N or to improve on the bounds in
equation (1). E.g. by allowing n to become bigger one can achieve that m comes arbitrarily
close to g
s
.
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