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1. Introduction
In this article we apply the constructs and the main result of Korppi [4] to study homology of spaces.
We prove that strong homology and Cˇech homology are equivalent for compact pairs and coeﬃcients in a non-standard
group or an equationally compact group. The result is a generalization of Garavaglia’s result [3] stating that Cˇech homology
is exact in the category of compact pairs with equationally compact coeﬃcients. In the proof we utilize the non-standard
acyclicity result from the Korppi [4]. This result, together with a result by Garavaglia [3], characterizes all the coeﬃcients
for which Cˇech homology coincides with strong homology for compact spaces (see Remark 6).
McCord [6] constructed a homology theory based on hyperﬁnite chains of iniﬁnitesimally small near-standard simplices.
We prove that the McCord homology group HMn (X, A; ∗G) has compact supports, if (X, A) is a pair of regular Hausdorff
spaces, and the non-standard model is rich enough with respect to X and G . This proof has no direct relation to the
non-standard acyclicity result of Korppi [4].
Garavaglia [3] proved that if McCord homology is developed in non-standard models that are ultraproducts, then it
coincides with the Cˇech homology, for a compact (X, A), if the non-standard model is rich enough with respect to X and G .
We give an alternative proof for the result in the models we use (see the subsection “Notation” below).
Together these two results characterize McCord homology as follows: Let S be any small subcategory of the category of
pairs of regular Hausdorff spaces. Then, if the non-standard model used to deﬁne McCord homology is rich enough with
respect to S and the coeﬃcient group G , then McCord homology with coeﬃcients in ∗G coincides with Cˇech homology with
compact supports and coeﬃcients in ∗G for pairs of spaces in S .
In the last section, we study the strong homology of the 2-adic solenoid and prove that there exist point-embeddings
i1, i2 : P → T (P the one-point space, T the solenoid) such that H0(i1;Z)(1) = H0(i2;Z)(1), but H0(i1;Z)(n) = H0(i2;Z)(n)
for n divisible by a ﬁxed odd number. In this proof we utilize the equivalence of the Cˇech and strong homology theories
with non-standard coeﬃcients proved above.
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T. Korppi / Topology and its Applications 157 (2010) 2704–2714 2705We will be using notation deﬁned, conventions made and results proved in Korppi [4], and we assume that the reader
is familiar with that article.
Furthermore, we assume that the reader is familiar with strong homology theory as presented on Mardesic [5], McCord
homology as presented in McCord [6] and the methods of non-standard analysis as presented in Robinson [8].
1.1. Notation
As in Korppi [4] we work in a non-standard version ∗M of a portion M = R(κ) of the set theoretical universe, where
we can choose κ as large as we like. Furthermore, ∗M is an |R(κ)|-saturated elementary extension of M . When we use the
expression “by applying the saturation principle” or “by saturation” we mean that our conclusion follows by virtue of ∗M
being |R(κ)|-saturated.
For an object X of M , we denote by ∗X its non-standard version. In some cases, when X does not play the role of a
“set”, we may omit the ∗ operator.
We denote by S the set containing all the mathematical objects for which we want to prove things, and by M = R(κ),
S ⊂ M the set of auxiliary constructions. If our claims involve ∗ ’ed objects, we leave out the mention that the thorem holds
only for objects of S . This practice is can be justiﬁed, since S can be chosen arbitrarily big, as long as it is not a proper
class.
For a more detailed description of our non-standard conventions, see Korppi [4, Section 2].
If G = (I, (Gi)i∈I , (π ji) j<i∈I ) is an inverse system, we denote ( ∗G)|I = (I, ( ∗Gi)i∈I , ( ∗π ji) j<i∈I ). By Theorem 7 in Ko-
rppi [4], if G is a system of R-modules (R an arbitrary commutative ring with a unit), then ( ∗G)|I is lim-acyclic, meaning
that limn( ∗G)|I = 0, if n > 0. Furthermore, the elementary embedding M → ∗M induces an R-linear level-morphism em-
bedding of systems G → ∗G .
For the deﬁnition of a subequational system and equationally compact groups, see Korppi [4], the beginning of Sec-
tion 5.2. By Theorem 21 in Korppi [4], subequational systems over an equationally compact base group G are lim-acyclic.
By a lim-acyclic system G we mean that limn G = 0 for n > 0.
By compact we mean compact Hausdorff.
2. Non-standard limit-colimit equivalence
Let X = (I, Xi, p ji) be an inverse system of R-modules, where I is a directed set. For i ∈ ∗ I we denote i > I if and only
if i > i′ for all i′ ∈ I .
In this section we prove that lim( ∗X)|I is isomorphic to a colimit of ∗X taken over non-standard indices that are greater
that all standard indices.
Let J = {i ∈ ∗ I | i > I}. If I has no largest element, then J is non-empty, since there exists a subset of ∗ I containing I
and a largest element (see Theorem 1 in Korppi [4]).
Lemma 1. For any two elements j, j′ of J , there exists j′′ ∈ J such that j′′ < j and j′′ < j′ .
Proof. For each ﬁnite subset I0 ⊂ I there exists (standard) i ∈ I such that i > i0 for each i0 ∈ I0. Then also i < j and i < j′ .
By saturation, there exists j′′ such that j′′ < j, j′′ < j′ and i < j′′ for all standard i. 
Now regard ( ∗X)| J as a direct system, when J is given the inverse order of ∗ I .
Theorem 2. There exists an isomorphism p : colim( ∗X)| J → lim( ∗X)|I induced by the system projections pij .
Proof. Given any two i > j ∈ ∗ I there exists the system projection ∗p ji , and thus by the universal properties of direct and
inverse limits, there exists the canonical map p : colim( ∗X)| J → lim( ∗X)|I induced by ( ∗pij), j ∈ J , i ∈ I . We need to prove
that p is bijective.
First we prove that p is surjective. If f ∈ lim( ∗X)|I , then f : I → ⋃i∈I ∗Xi , f i ∈ ∗Xi for all i ∈ I , f compatible with∗pij . By Theorem 1, in Korppi [4] f can be extended into a set I ′ containing I and a largest element i0, such that it is
compatible with ∗pij . In particular, [ f (i0)] ∈ colim( ∗X)| J . Since for all i in I we have that ∗pi,i0( f (i0)) = f (i), we have that
p( f (i0)) = f . Since f ∈ lim( ∗X)|I is arbitrary, p is surjective.
We prove that p is injective, that is, ker p = 0. Assume that [x] ∈ colim( ∗X)| J , x ∈ ( ∗X)i0 such that p(x) = 0, that is,
pi,i0(x) = 0 for all i ∈ I . By applying the saturation principle, we obtain i1 < i0, i1 > I such that ( ∗p)i1,i0(x) = 0, that is,[x] = 0 ∈ colim( ∗X)| J . 
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3.1. Strong homology of compact pairs
In this section, we prove that for compact pairs (X, A), Cˇech homology and strong homology coincide with equation-
ally compact coeﬃcients, and with non-standard coeﬃcients. The former result, together with a result by Garavaglia [3],
characterizes the coeﬃcients with which Cˇech homology and strong homology coincide for compact pairs (see Remark 6).
The following lemma was mentioned in the master’s thesis or the author.
Lemma 3. Consider the category of ﬁnite simplicial pairs and simplicial maps of pairs, and let H be the simplicial homology functor.
The functor ( ∗H) : (K , L) → ∗(H(K , L;G)), f → ∗(H( f )) is a homology theory with coeﬃcients in ∗G in the sense that it satisﬁes
Eilenberg–Steenrod axioms. Here the boundary operator of the homology theory is ∗∂ , where ∂ is the boundary operator of the simplicial
homology theory.
We remark that up to isomorphism, all ﬁnite simplicial pairs form a set, and thus we can assume that S contains an isomorphic
copy of each ﬁnite simplicial pair.
Proof. ∗H is functorial as a composite of two functors H and ∗( ). The maps ∗∂ and ∗(H( f )) commute as required, since
commutation can be expressed in the ﬁrst-order logic.
If f : (K , L) → (K ′, L′) is an excisive pair, then H( f ) : H(K , L) → H(K ′, L′) is an isomorphism implies that ∗(H( f )) is also
an isomorphism, since being an isomorphism can be expressed in the ﬁrst-order logic.
If f , g : (K , L) → (K ′, L′) are homotopic, then H( f ) = H(g) implies ∗(H( f )) = ∗(H(g)), since two maps being the same
can be expressed in the ﬁrst-order logic.
If A → B → C is exact, so is ∗A → ∗B → ∗C , since being exact can be expressed in the ﬁrst-order logic. Thus, ∗H is
exact.
Let P be the one-point space. Since H0(P ;G) = G , and Hn(P ;G) = 0 for n > 0 we have that ∗(H0(P ;G)) = ∗G and∗(Hn(P ;G)) = 0 for n > 0.
Thus, all the axioms are satisﬁed. 
Since the homology functor is unique in the category of ﬁnite simplicial complexes, ∗(H(·,G)) is the unique homology
theory with coeﬃcients in ∗G . In particular, there is a natural isomorphism between the functors H(; ∗G) and ∗(H(;G)),
which we use to identify H(; ∗G) and ∗(H(;G)).
As a corollary of the previous lemma, we have the following:
Proposition 4. Let (X, A) be a pair of compact spaces. Let (I, (Xi, Ai), p ji) be a resolution of the pair (X, A) with pairs of compact
polyhedra. Consider the homology pro group (see Mardesic [5, 16.1]) (I, Hn(Xi, Ai;G), Hn(π ji)).
We have an isomorphism (I, (Hn(Xi, Ai; ∗G))i∈I , Hn(π ji; ∗G)) = (I, ∗(Hn(Xi, Ai;G))i∈I , ∗(Hn(π ji;G))). Since the right-hand
side is acyclic, then so is also the left-hand side.
Furthermore the system (I, (Hn(Xi, Ai;G))i∈I , Hn(π ji)) is a subequational system as deﬁned in Korppi [4, Section 5.2].
Proof. Represent each (Xi, Ai) as a ﬁnite simplicial pair (Ki, Li).
For each i, we have the natural isomorphism Hn(Ki, Li; ∗G) = ∗(Hn(Ki, Li;G)). Note that the maps π ji do not need to
be simplicial.
Let i > j be given. Let h : (K ′, L′) → (Ki, Li) be a simplicial approximation of π ji , where (K ′, L′) is an iterated barycentric
subdivision of (Ki, Li). Let k : (K ′, L′) → (Ki, Li) be a simplicial map inducing the canonical isomorphism in homology. Now,
H(π ji) = H(h)H(k−1) : H(Ki, Li) → H(K j, L j), and since h and k−1 are simplicial, ∗(H(h;G)) = (H(h; ∗G)) and H(k−1; ∗G) =
∗(H(k−1;G)). Thus H(π ji; ∗G) = H(h; ∗G)H(k−1; ∗G) = ∗(H(h;G)) ∗(H(k−1;G)) = ∗(H(π ji;G)).
Thus, the systems (I, (Hn(Xi, Ai; ∗G))i∈I , Hn(π ji; ∗G)) = (I, (Hn(Ki, Li; ∗G))i∈I , Hn(π ji; ∗G)) and (I, ∗(Hn(Ki, Li;G))i∈I ,∗(Hn(π ji;G))) = (I, ∗(Hn(Xi, Ai;G))i∈I , ∗(Hn(π ji;G))) are isomorphic. Furthermore, the right-hand side system is lim-
acyclic by Theorem 7 in Korppi [4]. Thus, we have the ﬁrst part of the proposition.
Then the “furthermore”-part. Consider C(Ki, Li;G), the ordered chain complex. It consists of groups that are ﬁnite sums
of G . Thus, H(Ki, Li;G) has a subequational representation Z(Ki, Li;G)/B(Ki, Li;G).
By Eilenberg and Steenrod [2, Section VI.7], there exists a chain map Sd : C(Ki, Li;G) → C(K ′, L′;G), which induces the
canonical isomorphism in homology. One easily checks that the map Sd is equational. Thus, the map h ◦ Sd : C(Ki, Li;G) →
C(K j, L j;G) is equational as deﬁned in Korppi [4, Section 5.2]. Thus, the induced map Hn(π ji;G) = Hn(h ◦ Sd;G) is sube-
quational. 
Theorem 5. Let (X, A) be a compact pair in S, and let G be an Abelian group in S. Then Cˇech homology and strong homology coincide
for (X, A) with coeﬃcients in ∗G.
Let (X, A) be a compact pair, and let G be an equationally compact Abelian group. Then Cˇech homology and strong homology
coincide for (X, A) with coeﬃcients in G.
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We handle the non-standard coeﬃcient group ﬁrst. Let m ∈ N be given.
Let (X, A) be a compact pair, and let H(X, A; ∗G) be its homology pro-group. By Proposition 4, Hm(X, A; ∗G) is lim-
acyclic in each dimension m i.e. limn Hm(X, A; ∗G) = 0 for n > 0.
Let n ∈ N. Thus, the exact Miminoshvili sequence, see Mardesic [5, Theorem 17.8], gives us an exact sequence
0→ H (n+1)m (X, A; ∗G) pn→ H (n)m (X, A; ∗G) → 0,
where each map pn is natural.
Now, each pn is an isomorphism. Thus, the inverse system H ′ = (N, (H(n)m (X, A; ∗G)n∈N, (pn)) is lim-acyclic. Thus, by
Theorem 17.11 in Mardesic [5], the strong homology group H(X, A; ∗G) is naturally isomorphic to lim H ′ , which is naturally
isomorphic to H(0)m (X, A; ∗G) since each pn is an isomorphism. But H(0)m (X, A; ∗G) is naturally isomorphic to Hˇm(X; A; ∗G)
by Mardesic [5, Lemma 17.7].
Thus, the isomorphisms mentioned above give a natural isomorphism Hm(X, A; ∗G) → Hˇm(X, A; ∗G).
(We remark that we had to go the hard way in the proof and not use Theorem 21.9 in Mardesic [5], since it is not
formulated for pairs.)
The homology pro-group Hm(X, A;G) is subequational by the previous proposition. Thus, when G is equationally com-
pact, the homology pro group is lim-acyclic by Theorem 21 in Korppi [4]. The equality of Cˇech and strong homologies is
shown with an argument similar to the one above. 
Remark 6. According to Garavaglia [3], the following are equivalent:
• G is equationally compact.
• Cˇech homology is exact in the category of compact pairs with coeﬃcients in G .
• Cˇech homology is exact in the category of compact metrizable pairs with coeﬃcients in G .
Since Cˇech homology and strong homology (which is exact) cannot coincide whenever Cˇech homology is not exact, we have
as a corollary to Garavaglia’s equivalence and the previous theorem that the following are equivalent:
• G is equationally compact.
• Cˇech homology and strong homology coincide for compact pairs with coeﬃcients in G .
• Cˇech homology and strong homology coincide in the category of compact metrizable pairs with coeﬃcients in G .
We remark the equivalence of equational compactness of G and the last point could also be deduced using Garavaglia’s
equivalence and the uniqueness of the homology for compact metrizable pairs satisfying Eilenberg–Steenrod–Milnor axioms.
(For the uniqueness result, see Milnor [7].)
In the proof of the previous theorem, the only place where we used equational compactness was to prove the acyclicity
of the pro group Hn((Xi, Ai)i∈I ;G), where (Xi, Ai)i∈I is a resolution of (X, A) with compact polyhedra. Thus, the above
equivalences imply that the following are equivalent:
• G is equationally compact.
• For all compact metrizable pairs (X, A), limn Hm((Xi, Ai)i∈I ;G) = 0 for all n > 0.
• For all compact pairs (X, A), limn Hm((Xi, Ai)i∈I ;G) = 0 for all n > 0.
We have that Hn(Xi, Ai)i∈I is a subequational system. Furthermore, if the pair (X, A) is metrizable, we can choose the
resolution so that I = N. Thus, we get the following strengthening of Theorem 21 in Korppi [4]. Namely, the following are
equivalent:
• G is equationally compact.
• For all subequational inverse systems H over G , limn H = 0 for n > 0.
• For all inverse systems H having N as the index set such that H is subequational over G , limn H = 0 for n > 0.
Let G be an Abelian group. There exists a set S ′ of compact metrizable pairs such that for each compact metrizable
pair (X, A) there is a homeomorphic pair in S ′ . Assume that the set S is chosen so that contains S ′ , all continuous maps
between the pairs of S ′ , and G . Then, by the equivalences above, Cˇech homology and strong homology coincide for compact
metrizable pairs with coeﬃcients in ∗G , and thus the group ∗G is equationally compact for the particular choice of S .
Consequently, strong homology and Cˇech homology coincide for all compact pairs with coeﬃcients in ∗G .
3.2. McCord homology
The main purpose of this section is to prove that Cˇech homology with compact supports and McCord homology coincide
for pairs of regular spaces in S . Note that McCord homology has been deﬁned only for non-standard coeﬃcient groups ∗G .
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cohomology, was proved in Zivaljevic [9].
Let X be Hausdorff. Let a ∈ X and b ∈ ∗X . We say that b is inﬁnitesimally close to a, if b is contained in ∗U for every
standard neighbourhood U of a. If b,b′ ∈ ∗X are both inﬁnitesimally close to some a ∈ X , we say that b is inﬁnitesimally
close to b′ .
That is, b is inﬁnitesimally close to a standard a if b is contained in the monad of a, as deﬁned in Robinson [8, 4.1.1]. If
b is inﬁnitesimally close to some standard a, following Robinson [8], we say that b is near-standard.
3.2.1. Coincidence with Cˇech homology for compact spaces
Lemma 7. Let (X, A) be a compact pair, and U a ﬁnite open cover of (X, A). Let (K , L) be a simplicial complex such that the vertices
of K are the points of X , the vertices of L are the points of A, and a set of vertices is a simplex, if all the vertices are contained in a
member of U . Then Hn(K , L; ∗G) = ∗(Hn(K , L;G)).
Moreover, if V reﬁnes U , then the map used in the identiﬁcation above commutes with the map induced in homology by the
reﬁnement.
Furthermore, let f : (Y , B) → (X, A) be continuous. Then, we get the induced map f ′ : (K f −1U , L f −1U ) → (K , L). Also the map
induced by f ′ in homology commutes with the identiﬁcation map.
And last, ∂ : Hn(K , L) → Hn−1(L) commutes with the identiﬁcation.
Proof. Let G be a coeﬃcient group. We say that two points x, y of X are of the same type, if for all U ∈ U we have that
x ∈ U if and only if y ∈ U and x ∈ L if and only if y ∈ L. Let K ′ be a ﬁnite full subcomplex of K containing one point of each
type, and let L′ = L ∩ K ′ . Let i : (K ′, L′) → (K , L) be the inclusion, and p : (K , L) → (K ′, L′) be the map that maps each point
to the point with the same type. Then i, p are simplicial. For each simplex s of L, let U (s) be the intersection of L and all
U ∈ U such that s ⊂ U . For each simplex s of K not a simplex of L, let U (s) be the intersection of all U ∈ U such that s ⊂ U .
In both cases, let C(s) be the subcomplex of C(K , L;G) spanned by of the simplices with all the vertices in U (s).
Now p ◦ i is the identity map, and by Eilenberg and Steenrod [2, Theorem VI.5.8] the maps i ◦ p and id(K ,L) are chain
homotopic. Thus i is a chain homotopy equivalence, and thus Hn(i) : Hn(K ′, L′;G) → Hn(K , L;G) is an isomorphism for any
coeﬃcient group G . Consequently, ∗(Hn(K ′, L′;G)) → ∗(Hn(K , L;G)) is an isomorphism.
Thus, we have isomorphisms Hn(K , L; ∗G) a→ Hn(K ′, L′; ∗G) b→ ∗(Hn(K ′, L′;G)) c→ ∗(Hn(K , L;G)), where b is the identi-
ﬁcation made for ﬁnite simplicial pairs. One easily sees that the isomorphism is independent of the choice of (K ′, L′). Name
the isomorphism i′ .
Now, let V be a reﬁnement of U , and (K1, L1) be the simplicial complex of the cover V . Let (K ′1, L′1) and i′1 be as above
for V . Let r : (K1, L1) → (K , L) be the inclusion. Let (K2, L2) be the full subcomplex of (K , L), such that the vertices of K2
are the vertices of K ′ ∪ K ′1 and the vertices of L2 are L′ ∪ L′1. Let j, j1 be the inclusions of (K ′, L′) and (K ′1, L′1) to (K2, L2).
Now ∗(H(r;G))i′1 = i′H(r; ∗G) follows from the commutative diagram below. Note that all horizontal maps and H( j; ∗G)
and ∗(H( j;G)) are isomorphisms. Note that i′ denotes the composite map of the upper row and i′1 denotes the composite
map of the lower row.
∗(Hn(K , L);G) ∗(Hn(K ′, L′);G)
∗(H( j;G))
Hn(K ′, L′; ∗G)
H( j; ∗G)
· · ·
∗(Hn(K2, L2;G)) Hn(K2, L2; ∗G)
∗(Hn(K1, L1);G)
∗(H(r;G))
∗(Hn(K ′1, L′1);G)) Hn(K ′1, L′1; ∗G) · · ·
· · · Hn(K ′, L′; ∗G)
· · · Hn(K ′1, L′1; ∗G)
H(r; ∗G)
Then the “furthermore”-part. Similar to the previous point, we get (K f −1U , L f −1U ) instead of (K1, L1). Let (K ′f −1U , L
′
f −1U )
be like above.
Let (K ′2, L′2) be the full subcomplex of (K , L), such that vertices of K ′2 are the vertices of f ′K ′f −1U ∪ K ′ , and the vertices
of L′2 are the vertices of f ′L′f −1U ∪ L′ . Now ∗(H( f ′;G))i′2 = i′H( f ′; ∗G) follows with a diagram argument similar to the one
above.
And the “and last” part. It follows simply from a commutative diagram argument involving the groups Hn+1(K , L; ∗G),
Hn(L; ∗G), ∗(Hn+1(K , L;G)), ∗(Hn(L;G)), Hn+1(K ′, L′; ∗G), Hn(L′; ∗G), ∗(Hn+1(K ′, L′;G)), ∗(Hn(L′;G)). 
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homology operator, when we interpret C as a “real-world” chain complex.
Consequently, the following holds: If D = (I, (Cn, fn)i, (p ji)) is a direct system of chain complexes such that each (Cn, fn)i is
internal, the directed set I and the maps p ji need not be internal, we have that Hn(colim D) = colim( ∗Hn)(D).
We remark that the lemma is true for all n ∈ ∗Z, if we deﬁne Hn(C) = ker fn/ im fn+1 .
Proof. The properties “to be a cycle” and “to be a boundary” can be expressed in the 1st order logic. Thus ∗ Z(C) and Z(C)
coincide, and also ∗B(C) and B(C) coincide. To complete the proof of the ﬁrst part, we must thus prove that if Z , B are
groups of ∗M , B ⊂ Z , then B is the kernel of the natural internal map e : Z → Z( ∗/)B , where ∗/ is the non-standard version
of the quotient operator. But this holds, since “being the kernel” can be expressed in the ﬁrst order logic, and B is the
∗kernel of e.
The last part follows from the ﬁrst part, since colim commutes with homology. 
The following theorem is a variant of Garavaglia [3, Theorem 2.1] (see also the remark after the proof). The result is the
same, but for a different kind of a non-standard model. Our proof is different from Garavaglia’s.
For the deﬁnition of McCord homology, see McCord [6].
Theorem 9. Let S be a small subcategory of the category of compact pairs and continuous maps. Then there exists M such that the
following holds:
In S Cˇech homology with coeﬃcients in ∗G and McCord homology with coeﬃcients in ∗G are isomorphic.
Proof. Let (X, A) be a compact pair in S . Let Y = (I, (Xi, Ai),π ji) be the Vietoris system of (X, A), i.e. if i ∈ I is an open
cover of X , then (Xi, Ai) is the (K , L) of Lemma 7.
We know that Vietoris homology and Cˇech homology are equivalent. (See Dowker [1, Sections 5 and 8]. Although the
Dowker’s Vietoris system is formally deﬁned for pairs of covers, our single cover approach is equivalent. Namely, for compact
pairs our Vietoris system equals a coﬁnal subset of Dowker’s Vietoris system when one interprets a cover U as the pair
(U , {U ∈ U | U ∩ A = 0}).)
Thus, it is enough to prove that lim H(Y ; ∗G) and McCord homology groups are naturally isomorphic. By Lemma 7, it is
enough to prove that lim ∗(H(Y ;G)) and McCord homology groups are naturally isomorphic.
We prove ﬁrst the isomorphism for groups and return to naturality at the end of this section.
For a ﬁnite I let U be the cover where each U ∈ U is a singleton. Then lim ∗(H(Y ;G)) = H(YU ; ∗G), which are naturally
isomorphic to the McCord groups. (Both are the simplicial homology of the simplicial pair whose vertices are (X, A) with
no positive-dimensional simplices.)
For I not ﬁnite, we have that J = {i ∈ ∗ I | i > I} = ∅. By Theorem 2, there is an isomorphism q : colim ∗(H(Y ;G))| J →
lim ∗(H(Y ;G))|I . Thus, it is enough to prove that McCord homology groups are isomorphic to the groups colim ∗(H(Y ;G))| J .
Since colim commutes with homology, it is enough to prove that colim ∗(Cn(Y ;G))| J is naturally isomorphic to the chain
complex of McCord chains for each standard n. Here ∗C denotes the ∗chain complex of simplicial chains.
First, we note that each c ∈ ∗(Cn(Yi;G)), i > I , is an internal hyperﬁnite chain of simplices with coeﬃcients in ∗G , such
that each simplex s of c is contained in a member of a hyperﬁnite non-standard open cover V = i reﬁning each standard
open cover of (X, A). Thus, c is a McCord chain, since in a compact space each point is near-standard. Hence, we have the
inclusion m : colim ∗(Cn(Y ;G))| J → CMn (X, A; ∗G), where CM is the McCord chain operator. The map m is a monomorphism,
since chains in ∗Cn(Yi;G) are McCord chains.
Conversely, assume that c is a McCord chain (of a standard dimension).
If U1, . . . ,Un are ﬁnite standard open covers of X , then there exists their common reﬁnement U , and each simplex s of c
is contained in ∗U for some U ∈ U . Thus, by the saturation principle there exists a hyperﬁnite ∗open cover V reﬁning each
ﬁnite standard open cover such that each simplex s of c is contained in some V ∈ V . Now, if we choose i = V , we see that
c is a chain in ∗(Cn(Yi;G)) and i > I . Thus m is an epimorphism, and hence an isomorphism.
In the continuation we will assume that the elements of lim( ∗H(Y ;G))|I are represented as sequences (yi)i∈I , yi ∈
( ∗H(Y ;G))|I such that ∗p ji yi = y j for all j < i ∈ I .
First we note that McCord cycles are also cycles in ∗C(Yi;G).
Now consider the map q ◦ H(m−1). For each ﬁnite open cover i = U of X and a McCord cycle z of CM(X, A; ∗G), we see
from the deﬁnitions of q and m−1 that (q ◦ H(m−1)([z]))i = [z]′ , where [ ] is the McCord homology class operator, and [ ]′ is
the homology class operator in ∗(H(Yi;G)) = ∗(HU (Y ;G)).
The map q ◦m−1 is natural with respect to f , since HM( f ) and ∗H f −1U ( f ) are both induced by s → ( ∗ f )(s) for each
simplex. The naturality of ∂ follows, since ∂M and ∂U are both induced by the map taking s to the alternating sum of its
n − 1-dimensional faces. 
3.2.2. Compact supports
The following lemma is a slight generalization of Theorem 4.1.13 in Robinson [8].
2710 T. Korppi / Topology and its Applications 157 (2010) 2704–2714Lemma 10. Let X be a regular Hausdorff space, and let A ⊂ ∗X be an internal set of near-standard points. Then there exists compact
B ⊂ X such that each a ∈ A is inﬁnitesimally close to some b ∈ B.
Proof. Let B be the set of points b ∈ X such that some a ∈ A is inﬁnitesimally close to b. Since all a ∈ A are near-standard,
the latter condition in the statement of the lemma is satisﬁed. We need to prove that B is compact.
If not, since X is regular, there is a cover U of B in X such that for each ﬁnite V ⊂ U we have that cl⋃V does not
cover B .
For each ﬁnite subset V of U choose bV ∈ B , bV /∈ cl⋃V , and let aV ∈ A be inﬁnitesimally close to bV . Thus aV /∈ ∗(⋃V).
By the saturation principle, there is aV0 ∈ A such that V0 is a hyperﬁnite subset of ∗U such that V0 contains ∗U for all
standard U ∈ U , and aV0 /∈
⋃V0. But now
⋃V0 contains a non-standard version of a standard neighbourhood of each b ∈ B ,
and thus aV0 cannot be inﬁnitesimally close to any b ∈ B . A contradiction. 
Lemma 11. Let X be a regular Hausdorff space, and let B ⊂ X. Let A ⊂ ∗X be internal such that every a ∈ A is inﬁnitesimally close to
some standard ba ∈ B. Note that the correspondence a → ba does not need to be internal.
Then there is an internal function f : A → ∗B such that f (a) is inﬁnitesimally close to ba, and if a ∈ ∗B, then f (a) = a.
Proof. Let I be the directed set of all ﬁnite open covers of X directed by reﬁnement. The set I is directed, since if U1, U2
are ﬁnite open covers, then {U1 ∩ U2 | U1 ∈ U1,U2 ∈ U2} is their common ﬁnite reﬁnement.
For each ﬁnite open cover i = U of X and a ∈ A, we have ba ∈ U for some U ∈ U , and consequently, a ∈ ∗U and∗U ∩ ∗B = 0. Let f i : A → ∗B be internal such that for all a ∈ A we have that a and f i(a) both belong to ∗U for some U ∈ U ,
and if a ∈ ∗B , then f i(a) = a. (Such f i exists by the transferred Axiom of Choice.)
Let U1, . . . ,Un be ﬁnite open covers of X . Then there exists their common ﬁnite reﬁnement U , and the map fU such
that for all a ∈ A we have that a, f (a) ∈ ∗U for some U ∈ Un for all n, and fU (a) = a if a ∈ ∗B . Now, the saturation principle
gives us a ∗ﬁnite open cover V reﬁning each standard ﬁnite open cover and fV : A → ∗B such that a and fV (a) belong to a
same element V of V , and if a ∈ ∗B , then fV (a) = a.
We prove that f = fV satisﬁes the lemma.
Let a ∈ A be given. Let now U be a standard neighbourhood of ba . Since X is regular, (U , X \ C) is a ﬁnite open cover
of X for small enough closed neighbourhood C of ba . Let V ∈ V be a set containing both a and f (a).
Now, a ∈ ∗C , and since V reﬁnes ( ∗U , ∗(X \ C)), we have V ⊂ ∗U , and hence f (a) ∈ ∗U . Since U was an arbitrary
standard neighbourhood, we have that f (a) is inﬁnitesimally close to ba . 
Next, we prove that McCord homology has compact supports. As far as we can tell from McCord’s paper [6], McCord
homology groups HMn (X; ∗G) have been deﬁned only for a standard n.
Theorem 12. Let S be a small subcategory of the category of pairs of regular spaces and continuous maps such that if (X, A) ∈ S,
then A, X ∈ S, together with the canonical maps A → X and X → (X, A). Then, for big enough M the following holds: If we develop
McCord homology using ∗M, then McCord homology has compact supports for objects of S.
Proof. Let HM be the McCord homology functor, and let HC be McCord homology functor with compact supports. Since
there is the canonical natural transformation from HC to HM (see Eilenberg and Steenrod [2, Exercise IX.C]), it is enough
to prove the isomorphicity of the natural transformation for spaces. Then the case for pairs follows by the well-known
ﬁve-lemma trick, since both HM and HC have long exact homology sequences.
Let X be a regular space in S . By the deﬁnition of McCord homology, see McCord [6], and Lemma 8 we have HM(X) =
colim( ∗H)(F ), where the simplicial complexes F are of the following type: The simplices of F (and hence the vertices of F )
form a hyperﬁnite (and hence internal) set such that all vertices of F are near-standard points of ∗X , and (v1, . . . , vn) is
a simplex of F implies that the points v1, . . . , vn are inﬁnitesimally close to each other. Furthermore, the simplices of F are
of a standardly bounded dimension. We call such F a good complex.
The order in colim is the one determined by inclusion.
Let now F be a good complex. Let K be a compact subset of X such that each vertex v of F is inﬁnitesimally close to
some cv ∈ K . Such K exists by Lemma 10. By Lemma 11, there is an internal function f : F vert → ∗K such that v, cv and
f (v) are inﬁnitesimally close to each other, and if v ∈ ∗K , then f (v) = v . Consider the complex F ′ whose vertices are the
points F vert ∪ f (F vert), and s′ is a simplex of F ′ if and only if s is contained in the set s∪ f (s) for some simplex s of K . One
sees easily that the simplices of F ′ are inﬁnitesimally small and near-standard. Thus F ′ is a good complex.
Let F ′′ be the complex whose vertices are the points f (F vert), and s′′ is a simplex of F ′′ if and only if s′′ is contained
in the set f (s) for some simplex s of F . Also the simplices of F ′′ are inﬁnitesimally small and near-standard. Thus F ′′ is a
good complex.
We claim that the inclusion i : F ′′ → F ′ induces a ∗chain homotopy equivalence for ∗simplicial chains. Let p : F ′ → F ′′ be
the map deﬁned so that if v ∈ (F ′′)vert, then p(v) = v , and p(v) = f (v) otherwise. One readily checks that p is a simplicial
map, and that if s is a simplex of F ′ , then s∪ p(s) is a simplex of F ′ . Now, p ◦ i is the identity map. To prove that ( ∗C)(i; ∗G)
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s of F ′ , let Ns be the full subcomplex of F ′ on the vertices s∪ p(s). One readily checks that the function s → Ns is internal.
Now, by the deﬁnition of F ′ , ( ∗C)(Ns; ∗G) is acyclic, and thus by the transferred Eilenberg and Steenrod [2, Theo-
rem VI.5.8], ( ∗C)(idF ′) and ( ∗C)(i ◦ p) are ∗chain homotopic. Thus, ( ∗Hn)(p; ∗G) : ( ∗Hn)(F ′; ∗G) → ( ∗Hn)(F ′′; ∗G) is an
isomorphism.
Consider now the canonical map m : colim HMn (X ′; ∗G) → HMn (X; ∗G), where X ′ runs over compact subsets of X . If we
are given a cycle z, [z] ∈ HMn (X; ∗G), then the z is a ∗simplicial cycle of F for some F of the type described above, and it
can be extended into F ′ by using some f as above. By the isomorphicity of ∗(H(p;G)), there exists a homologous cycle in
( ∗Cn)(F ′′; ∗G), where F ′′ ⊂ ∗K for some compact K . Thus m is an epimorphism.
Assume then that there is cycle z, [z] ∈ HMn (X ′; ∗G) for some compact X ′ ⊂ X such that m([z]) = 0. Let b ∈ CMn+1(X; ∗G)
kill it. Then b is a chain of ( ∗C)n+1(F ), for some good complex F , and it can be extended into F ′ by using some f as above.
Now, z is killed in ( ∗H)n(F ′). Thus, p(z) is killed in ( ∗H)n(F ′′), where F ′′ ⊂ ∗K for some compact K .
Let F1 ⊂ F be an internal subcomplex such that z ∈ ( ∗C)n(F1), and F vert1 is contained in an ∗X ′ . By using the f |F1,
we construct F ′1, F ′′1 , and ∗homotopy equivalences ( ∗C)(p1), p1 = p|, ( ∗C)(i1), i1 = i|, like above. Now F ′vert1 and F ′′vert1 are
contained in the sets ∗(X ′ ∪ K ) and ∗K respectively. Now ( ∗C)n(p)(z) = ( ∗C)n(i1p1)(z) is homologous to z in ( ∗Hn)(F ′1).
Thus, z is killed in ( ∗Hn)(F ′1 ∪ F ′′; ∗G), F ′1 ∪ F ′′ is contained in ∗(X ′ ∪ K ), X ′ ∪ K compact and F ′1 ∪ F ′′ is a good complex as
the union of two good complexes.
Thus, m is a monomorphism. 
Theorem 13. By combining Theorems 5, 9 and 12, we conclude that given a small category S of pairs regular Hausdorff spaces, then
for big enough M, McCord homology of (X, A) with coeﬃcients in ∗G coincides with the Cˇech homology with compact supports and
the same coeﬃcients, which, in turn, coincides with strong homology with compact supports and the same coeﬃcients.
4. Case study: the solenoid
In this section we study the 0th strong homology group of the 2-adic solenoid. By H we mean the strong homology
functor, which has been identiﬁed with the Cˇech homology functor in those cases where strong and Cˇech homologies
coincide. When we want to emphasize that we deal with Cˇech homology, we use the notation Hˇ .
Let T be the 2-adic solenoid, that is, the inverse limit of the sequence (N, S1i ,π ji) where each S
1
i is the complex unit
circle, and each πi,i+1 is the map x → x2. Let x0 = x1 be two arbitrary different points in T . Since T is homogeneous, we
can assume that x0 is chosen so that πi(x0) = 0 for each i ∈ N. By replacing, if necessary, the system with its end segment,
we can assume that πi(x1) = 0 for all i ∈ N. Below, we will identify in the notation πi(x0) with x0, and πi(x1) with x1.
We will use the notation Hn(πi) for the canonical map lim(I, Hn(S1i ),π ji) → Hn(S1i ).
4.1. Simplicial groups in the inverse systems
We have that H1(S1; ∗Z) = ∗Z, and H1(S1, x0 ∪ x1; ∗Z) = ∗Z ⊕ ∗Z, where the two 1-cells, oriented in the positive
direction, are chosen as generators. The map H1(πi,i+1; ∗Z) : H1(S1i ; ∗Z) → H1(S1i ; ∗Z) is the multiplication by 2. It is
injective, and thus we identify the limit of the sequence (I, H1(S1i ; ∗Z), H1(π ji)) with H1(π0) lim H1(S1i ; ∗Z) ⊂ H1(S10; ∗Z).
For H1(πi,i+1; ∗Z) : H1(S1i+1, x0 ∪ x1; ∗Z) → H1(S1i ; x0 ∪ x1; ∗Z) we have that H1(πi,i+1; ∗Z)(a,b) is either (2a,a + b) or
(a + b,2b) depending on x1. That is, the system projections are monomorphisms, and thus lim H1(S1i ; x0 ∪ x1; ∗Z) can be
identiﬁed with H1(π0; ∗Z) lim H1(S1i ; x0 ∪ x1; ∗Z) ⊂ H1(S10; x0 ∪ x1; ∗Z).
We have H1(S1i ; ∗Z/Z) = ∗Z/Z, and H1(S1i , x0 ∪ x1; ∗Z/Z) = ∗Z/Z ⊕ ∗Z/Z. Furthermore, in both cases, all the system
projections are isomorphisms (see Example 10 in Korppi [4]). Thus, we identify the limits of these systems with the groups
H1(S10; ∗Z/Z) and H1(S10, x0 ∪ x1; ∗Z/Z), respectively.
4.2. Homology of the solenoid with non-standard coeﬃcients
Since Cˇech homology is continuous, we can identify Hˇ1(T ) and Hˇ1(T ; x0 ∪ x1) with the limits of the respective inverse
systems of the homology groups described in 4.1 (which, in turn, have been identiﬁed with subgroups of the 0th level
groups in the systems).
Furthermore, Cˇech and strong homology groups coincide, whenever we are dealing with the non-standard systems by
Theorem 5.
By Example 10 in Korppi [4], H1(T ; ∗Z) = 2∞ ∗Z ⊂ H1(S10; ∗Z).
Cˇech and strong homologies coincide also for H1(T ; ∗Z/Z) and H1(T , x0 ∪ x1; ∗Z/Z) since (I, H2(S1i ; ∗Z/Z,π ji) and
(I, H2(S1i , x0 ∪ x1; ∗Z/Z,π ji) are zero systems, and hence acyclic.
Next, we describe H1(T , x0 ∪ x1; ∗Z).
Lemma 14. There exists ax1 ∈ ∗Z such that H1(T , x0 ∪ x1; ∗Z) ⊂ H1(S10, x0 ∪ x1; ∗Z) is generated, as a module over ∗Z, by
(ax1 + 1,ax1 ) and the elements of the type (2N ,2N ), where N runs over the elements of ∗N \ N.
Furthermore, ax1 is unique up to an addition of a constant of the type 2
Nb, where N ∈ ∗N \ N and b ∈ ∗Z.
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group (N, H1(S1i , x0 ∪ x1; ∗Z), H(π ji)) = ∗(Xi)|N. By Theorem 2, lim ∗(Xi)|N = colim ∗(Xi)| ∗N \ N. Thus, it is enough to
determine imq, where q : colim ∗(Xi)| ∗N \ N → X0.
If i, j ∈ N, then H1(π ji;Z)(a + 1,a) is of the type (b + 1,b). By transfer, ∗(H1(π0i;Z))(1,0) is of the type (b + 1,b)
for all i ∈ ∗N. For i non-standard, ∗Xi = ∗Z ⊕ ∗Z, which is generated by (1,0)i and (0,1)i . Thus, we choose ax1 so that
H1( ∗π0i; ∗Z)(1,0)i = (ax1 + 1,ax1 ).
We claim that colim( ∗Xi)| ∗N\N is generated by [(1,0)i], and elements of the type [(1,1) j], where j runs over ∗N\N. It
is enough to prove that each ( ∗X j), N < j < i, is generated by π ji((1,0)i) and (1,1) j , but this is obvious, since π ji((1,0)i)
is of the type (1+ x, x).
Now H1(π0; ∗Z) colim( ∗Xi)| ∗N \ N is generated by the required elements, since H1(π0 j; ∗Z)(1,1) j = (2 j,2 j).
We need to prove the uniqueness of ax1 . Assume that (b + 1,b) also generates H1(π0; ∗Z) colim( ∗Xi| ∗N \ N) together
with the elements (2N ,2N ). Now (ax1 + 1,ax1 ) = k0(b + 1,b) + k1(2N1 ,2N1 ) + . . . ,+kl(2Nl ,2Nl ). Assume that N1  · · · Nl ,
and rewrite (ax1 +1,ax1 ) = k0(b+1,b)+k′1(2N1 ,2N1 ). If k0 = 1 then ax1 +1−ax1 = 1, but k0(b+1)+k′12N1 −k0b−k′12N1 = k0,
a contradiction. Thus k0 = 1, and ax1 is unique up to an addition of a constant of the required type. 
Lemma 15. In this lemma, let H be the simplicial homology functor.
Let 2N > 4a > 0, a,N ∈ ∗N. Let ∗ f : ( ∗S1,0∪ x) → ( ∗S1,0∪ y), where y = eπ i , x = e2π i(a+1/2)/(2N ) , f : x → x2N .
Let s be the 1-cycle in ( ∗S1,0∪ x) represented by the (shorter) arc segment from 0 to x.
Then, for ( ∗H)1( ∗ f ; ∗Z) : ( ∗H1)( ∗S1,0 ∪ x; ∗Z) → ( ∗H1)( ∗S1,0 ∪ y; ∗Z), we have that ( ∗H)1( ∗ f ; ∗Z)(s) is represented by
the cycle (a + 1,a), where the ﬁrst coordinate is the coeﬃcient of the upper-half cell (oriented from 0 to eπ i), and the second position
is the coordinate of the lower-half cell. (Oriented from eπ i to 0.)
Proof. If a,N ∈ Z, then also x ∈ S1, and we have H1( f ;Z) : H1(S1,0 ∪ x;Z) → H1(S1,0 ∪ y;Z). Then H1( f ;Z)(s) in
H1(S1,0∪ y;Z) is (a + 1,a) by an elementary homology theoretical argument.
Thus, the lemma follows by transfer. 
Lemma 16. In Lemma 14, for each a ∈ ∗Z, there exists x1 ∈ T such that ax1 = a.
Proof. By adding a constant of the type ′2N ′ , we can assume that a > 0. By Lemma 14, if ax1 = a for some x1, then the
choice ax1 = a − ′2N ′ works as well.
Let N > N be such that 2N > 4a. Choose x ∈ S1N such that x = e2π i(a+1/2)/2
N
. Now, the map π0N is the map x → x2N , and
π0N (x) = eπ i .
Furthermore, if s ∈ ( ∗H1)(SN ,0 ∪ x; ∗Z)) is the cycle presented by the arc segment from 0 to x, its image by
( ∗H1)(π0N ; ∗Z) is a + 1 times the upper half, and a times the lower half by the previous lemma.
Thus, we can choose x1 ∈ lim S1i to be ( ∗πnN (x))n∈N . The point x1 is easily seen to be standard. 
4.3. An exact sequence
The exact coeﬃcient sequence
0→ Z → ∗Z → ∗Z/Z → 0
gives us an exact sequence in strong homology
H2
(
T , x0 ∪ x1; ∗Z/Z
)→ H1(T , x0 ∪ x1;Z) → H1
(
T , x0 ∪ x1; ∗Z
)→ H1
(
T , x0 ∪ x1; ∗Z/Z
)
by Mardesic [5, Theorem 17.6]. (Mardesic handles only single spaces, but the proof for pairs is totally the same.)
By the computations in the last two subsections, the sequence reduces to
0→ H1(T , x0 ∪ x1;Z) →
〈
(1+ ax1 ,ax1),
(
2N ,2N
)
N>N
〉 f→
∗
Z ⊕ ∗Z
Z ⊕ Z ,
where f is the coordinatewise projection.
Thus H1(T , x0 ∪ x1;Z) = ker f .
In the following lemmas, we will exploit a couple of properties of ∗Z. First, that ∗Z satisﬁes all such number-theoretical
properties, that hold in Z, and are formulable with a ﬁrst-order formula. Second, if N,N ′ > N and , ′ ∈ ∗Z, then 2N −′2N ′
is either non-standard or zero. This holds, since 2N − ′2N ′ is divisible by the non-standard min(2N ,2N ′ ).
Lemma 17. ker f = Z or ker f = 0.
Proof. ker f = {(a,b) ∈ 〈(ax1 + 1,ax1 ), (2N ,2N )N 〉|a,b are standard}. Write (a,b) ∈ 〈· · ·〉 as k(ax1 + 1,ax1 ) + l(2N ,2N ). If (a,b)
are both standard, then a − b = k is standard, and thus k must be standard. Furthermore, (a,b) is standard, if and only if k
is standard and kax1 + l2N is standard.
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that l = l′ or N = N ′ . Since l2N − l′2N ′ is non-standard, given kax there is at most one l2N such that kax + l2N is standard.
Let k > 0 be the least such that such l2N exists. Now ker f is the free Abelian group generated by k(ax1 + 1,ax1 ) +
l(2N ,2N ). That this holds is seen as follows. Assume that (a′,b′) = k′(ax1 + 1,ax1 ) + l′(2N ′ ,2N ′ ) is an element of ker f . If k′
is divisible by k, then the uniqueness of l′2N ′ implies that (a′,b′) is of the form h(a,b) for h ∈ Z. If k′ > k, but k′ does not
divide k, one obtains a contradiction with the minimality of k with an element of the type (a′,b′) − h(a,b), where h ∈ N+
is the greatest such that k′ > hk.
If k > 0 does not exist, then ker f = 0. 
Deﬁnition 18. We denote the k in the proof of the previous lemma by kx1 . If ker f = 0, then we let kx1 = 0.
Lemma 19. Depending on x1 , kx1 can get any odd value. The only even value it can get is zero.
Proof. Assume that k is standard. Consider the equality kax1 + L2N = q. For a given k, we must show that there exists ax1
such that k is the smallest positive number such that there exists standard q, non-standard N > N and L ∈ ∗Z making the
equality true. By Lemma 16, for each a ∈ ∗Z there exists x1 ∈ T such that ax1 = a.
If k were even, then both 2N and q would be even, and one could get a smaller k by dividing the equality by 2. Thus kx1
even would violate the minimality assumption of kx1 .
If k = 1, we see that the choice ax1 = 0 makes k the smallest a solution. Thus, kx1 can be 1.
Assume k > 1 is odd. Then the equality has solutions, namely choose N ∈ ( ∗N) \ N arbitrarily, choose L = −1 and
0< q < k such that k|(2N + q). Now ax1 = (2N + q)/k is a solution.
Note that the greatest common divisor of k and q is one, since 2N and k do not have common divisors.
Now the equality cannot have solutions that are smaller than k. Assume in contrary that there exist L′,N ′,q′ such that
k′ax1 = L′2N
′ + q′
for 0< k′ < k. We also have
kax1 = L2N + q.
By elementary manipulations we get
kL′2N ′ − k′L2N = k′q − kq′.
Since the left-hand side is divisible by the non-standard min(2N
′
,2N ) and the right-hand side is standard, we must have
k′q − q′k = 0. Since q and k do not have common divisors, we must have k|k′ , but this is impossible, since k′ < k. A
contradiction. Thus we have kx1 = k.
We prove that is possible to choose ax1 so that kx1 = 0. Let ax1 =
∑N ′′
i=1 2i
2
, where N ′′ is non-standard. Assume that L, k,
N and q are given. For big enough (standard) , we have that k(
∑
i=1 2i
2
) + q < 2222 < 2(+1)2 , and thus 2(+1)2 does not
divide k(
∑
i=1 2i
2
) + q. Thus 2(+1)2 does not divide k(∑i=1 2i2 ) + q + 2(+1)2 (k
∑N ′′−−1
i=0 2i
2 + L2N−(+1)2 ) = kax + L2N + q.
Thus kax + L2N + q = 0. 
4.4. Equality of homology classes of point-embeddings in the solenoid
Now H0(x0 ∪ x1;Z) = Z⊕Z, and we are interested in determining ker g , where g : H0(x0 ∪ x1;Z) → H0(T ;Z) is induced
by the embedding.
By the exact sequence
H1(T , x0 ∪ x1;Z) h→ H0(x0 ∪ x1;Z) g→ H0(T ;Z)
we have ker g = imh, where h is the boundary homomorphism.
Since H1(T , x0 ∪ x1;Z) → H1(T , x0 ∪ x1; ∗Z) and H0(x0 ∪ x1;Z) ↪→ H0(x0 ∪ x1; ∗Z) are embeddings (the former, because
H2(T , x0 ∪ x1; ∗Z/Z) = 0, and the latter because Z ↪→ ∗Z is an embedding), imh is the image of the map H1(T , x0 ∪
x1;Z) → H1(T , x0 ∪ x1; ∗Z) ∂→ H0(x0 ∪ x1; ∗Z). But this is the same as the image of ker f under ∂ : H1(T , x0 ∪ x1; ∗Z) →
H0(x0 ∪ x1; ∗Z). ( f deﬁned in the beginning of Section 4.3.)
If (a,b) is given in the coordinates of H1(T , x0∪x1; ∗Z), we have ∂(a,b) = (b−a,a−b), where the generators on the right
are the two points. Thus, the image of ker f under ∂ is generated by the elements of the type ∂(kx(ax +1,ax)+ lx(2N ,2N )) =
(−kx,kx), N > N.
Thus, we have proved the following:
Theorem 20. The kernel of the map g : H0(x0 ∪ x1;Z) → H0(T ,Z) induced by the embedding is generated by (−kx1 ,kx1 ). Depending
on what x1 is, kx1 can be 0, or it can get any odd value.
In particular, g(n,0) = g(0,n) if and only if n is divisible by kx1 .
2714 T. Korppi / Topology and its Applications 157 (2010) 2704–2714Corollary 21. Let p be a one-point space. Now H0(p;Z) = Z.
Given odd k, there exists embeddings i : p → T and j : p → T such that H0(i;Z)(n) = H0( j;Z)(n) if and only if n is divisible by k.
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