We compare the performances of two sampling plans, namely, the Lin-LiangHuang (2002)'s Bayesian sampling plan (n * , ξ * ) and the Lin-Huang-Balakrishnan (2008a, 2010a)'s exact Bayesian sampling plan (n 0 , r 0 , t 0 , ξ 0 ). We also comment the accuracy of the values of the design parameters (n 0 , r 0 , t 0 , ξ 0 ) provided in Lin-Huang-Balakrishnan (2010a). We conclude that among the class of sampling plans (n, r, t , ξ) of Lin et al. (2008a Lin et al. ( , 2010a , the exact Bayesian sampling plan does not exist.
Introduction
Recently, Lin, et al. (2008a Lin, et al. ( , 2008b Lin, et al. ( , 2010a Lin, et al. ( , 2010b , Huang (2010) and have studied the problem of acceptance sampling for exponential distributions. Sampling plans have been designed based on different censoring schemes. However, those papers are carelessly written. In the papers, incorrect approaches are applied. The so claimed exact Bayesian sampling plans are not the true Bayesian sampling plans and the provided tables contains too many serious computational errors. We will present papers to discuss the related problems of acceptance sampling and comment the accuracy of those sampling plans proposed in the above mentioned papers. In this paper, we shall comment the results presented in Lin et al. (2008a Lin et al. ( , 2010a . Our comments are based on the Bayesian concept and the Bayesian analysis method introduced in Berger (1985) .
Recently, Lin et al. (2008a) have studied the problem of acceptance sampling for exponential distributions based on type-I hybrid censored sample. Their method is described as follows.
Suppose we are given a batch of lifetime components for acceptance sampling. A sample of size n items is put on life test at the outset. Failed items are not replaced. We let X 1 , . . . , X n 114 TACHEN LIANG denote the lifetimes of these n components. It is assumed that X 1 , . . . , X n are mutually independent, follow an exponential distribution, having expected lifetime θ = 1/λ. It is assumed that the parameter λ follows a gamma (α, β) prior distribution. Let C s denote the cost per item inspected. Let d denote an action on this problem of acceptance sampling. When d = 1, it means that the batch is accepted; and when d = 0, it means to reject the batch. We let C r be the loss of rejecting the batch and let h(λ) = a 0 + a 1 λ+ a 2 λ 2 be the loss of accepting the batch, where a 0 ≥ 0, a 1 ≥ 0, and a 2 > 0. The following loss function is considered:
Lin et al. (2008a) proposed using type-I hybrid censoring scheme to collect data from the sample. Let Y 1 , . . . , Y n be the ordered statistics of X 1 , . . . , X n . For a given time t > 0 and an integer r , 1 ≤ r ≤ n, type-I hybrid censoring scheme (type-IHCS) terminates the life-testing 
A sampling plan is a determination of the values of the parameters (n, r, t , ξ) or (n, r, t , Lin et al.(2008a) attempted to find the best sampling plan, say (n 0 , r 0 , t 0 , δ LHB 0 ) or (n 0 , r 0 , t 0 , ξ 0 ), which will minimize the Bayes risks R(n, r , t , δ LHB ) among all sampling plans of the types (n, r, t , ξ) described in (2). However, we have observed that the type of sampling plans (n, r, t , ξ) possesses certain defects. (a) The type of decision functions δ LHB of (2) is not derived through a Bayesian analysis, and is not a Bayes decision function. Thus, (n 0 , r 0 , t 0 , δ LHB 0 ) is not a Bayesian sampling plan; (b) Since the cost of experimental time used for life test experiment is not included in the loss, for n being fixed, the best choice of (r, t ) should be: r = n and t = ∞, so that we are able COMMENT ON DESIGNING EXACT BAYESIAN SAMPLING PLANS 115 to observe the complete lifetime data of the n components and obtain the most information about the expected lifetime θ = 1/λ. Based on the complete lifetime data, we can make a suitable decision to reduce the cost of making a wrong decision. In this note, we shall consider a competitor, the Bayesian sampling plan of Lin et al. (2002) . In Section 2, we shall compare the performances of the two sampling plans. In Section 3, we comment the accuracy of the values of (n 0 , r 0 , t 0 , ξ 0 ) provided in Lin et al.(2010a) . A concluding remark is given in Section 4. We conclude that among the class of sampling plans (n, r, t , ξ) of Lin et al. (2008a Lin et al. ( , 2010a , the Bayesian sampling plan does not exist.
Comparing the performances of two sampling plans
Lin et al. (2002) have studied the problem of deriving the Bayesian sampling plans (n * , δ * )
for the problem of acceptance sampling using the loss function L(d , λ, n) of (1) based on complete observations. Let θ ML denote the MLE of the expected lifetime θ based on the complete observations. Let
The Lin et al. (2002)'s Bayesian decision function δ * can be presented as:
Due to (3), we may also denote the Bayesian sampling plan (n * , δ * ) by (n * , ξ * ) and its corresponding Bayes risk by R * = R(n * , ξ * ).
In the following, we provide numerical comparison on the performances of the two sampling plans (n 0 , r 0 , t 0 , ξ 0 ) and (n * , ξ * ). In Tables 1-6 and computing the value of the Bayes risk R * . The numerical results indicate that R * is smaller than R 0 in all cases. In all cases studied, we observe that n 0 = r 0 . Also, the Bayesian sampling plan (n * , ξ * ) allows no sample situation, that is, n * can be 0, (see Table 1 , (α, β) = (2.5, 1.2) case, Table 4 , a = 0.5 case, and Table 6 , C r = 10 and 100 cases), while the sampling plan (n 0 , r 0 , t 0 , ξ 0 ) requests n 0 to be at least one.
3. On the accuracy of (n 0 , r 0 , t 0 , ξ 0 ) Lin et al. (2008a Lin et al. ( ,2010a claimed that their sampling plans (n 0 , r 0 , t 0 , ξ 0 ) are the Bayesian sampling plans among all sampling plans having the type of decision function as defined in Table 2 : Numerical comparison on the performance of (n * , ξ * ) and (n 0 , r 0 , t 0 , ξ 0 ) with (α, β) = (2.5, 0.8), C s = 0.5, C r = 30, a 1 = 2, a 2 = 2 and a 0 varying. Table 6 : Numerical comparison on the performance of (n * , ξ * ) and (n 0 , r 0 , t 0 , ξ 0 ) with (α, β) = (2.5, 0.8), C s = 0.5, a 0 = 2, a 1 = 2, a 2 = 2, and C r varying. (2) and achieve the minimum Bayes risk which is denoted by R(n 0 , r 0 , t 0 , ξ 0 ). However, such a claim is not true. We are able to find many such type of sampling plans which are better than the sampling plans (n 0 , r 0 , t 0 , ξ 0 ). In the following, for each given (n 0 , r 0 ) and given t > 0, we let ξ 1 = ξ 1 (t ) ≡ ξ(n 0 , r 0 , t ) be the value of the best design parameter for the decision function of the type given in (2). We also denote the Bayes risk associated with the sampling plan (n 0 , r 0 , t , ξ 1 ) by R(n 0 , r 0 , t , ξ 1 ). For cases considered in Table 1 , certain numerical results of (n 0 , r 0 , t , ξ 1 ) and R(n 0 , r 0 , t , ξ 1 ) are computed and given in Tables 7-16 , respectively.
Lin et al.(2002) Lin et al.(2010a)
In each case studied, the numerical output indicates that R(n 0 , r 0 , t , ξ 1 ) decreases in t , and as claim that (n 0 , r 0 , t 0 , ξ 0 ) is the exact Bayesian sampling plan. We have observed that: for cases in which n 0 = n * , R(n 0 , r 0 , t , ξ 1 ) ≥ R * for all t > 0, and R(n 0 , r 0 , t , ξ 1 ) approximates R * when t is sufficiently large; and for cases where n 0 = n * , R(n 0 , r 0 , t , ξ 1 ) > R * for all t > 0, and R(n 0 , r 0 , t , ξ 1 ) does not approximate R * though t is very large, see Tables 7 and 15 . Table 10 : Numerical values of ξ(n 0 , r 0 , t ) and Table 11 : Numerical values of ξ(n 0 , r 0 , t ) and ) in all cases studied. When r 0 = n 0 = n * , R(n 0 , r 0 , t , ξ 1 ) ≥ R * for all t > 0, and R(n 0 , r 0 , t , ξ 1 ) decreases in t for t > 0, and approximates R * when t is sufficiently large. However, when r 0 = n 0 = n * , R(n 0 , r 0 , t , ξ 1 ) > R * , for all t > 0, and there is some gap between R(n 0 , r 0 , t , ξ 1 ) and R * even for very large t . Also, R(n 0 , r 0 , t , ξ 1 ) decreases in t for t > 0. Lin et al. (2008a Lin et al. ( , 2010a attempted to find the exact Bayesian sampling plans from among the class of sampling plans (n, r, t , ξ) of the type having decision functions given in (2) . However, since R(n 0 , r 0 , t , ξ 1 ) decreases in t for t > 0, thus, for any t 1 > 0, the sampling plan (n 0 , r 0 , t 1 , ξ 1 (t 1 )) is always dominated by (n 0 , r 0 , t 2 , ξ 1 (t 2 )) as t 2 > t 1 . This fact implies that among the class of sampling plans (n, r, t , ξ), the exact Bayesian sampling plan does not exist.
Thus, the Lin et al. (2008a, 2010a) 's goal to find the exact Bayesian sampling plans will never be successfully achieved.
