ABSTRACT. We study hyperbolic Gaussian analytic functions in the unit polydisk of C n . Following the scheme previously used in the unit ball we first study the asymptotics of fluctuations of linear statistics as the directional intensities L j , j = 1, . . . , n tend to ∞. Then we estimate the probability of large deviations of such linear statistics and use the estimate to prove a hole theorem. Our proofs are inspired by the methods of M. Sodin and B. Tsirelson for the one-dimensional case, and B. Shiffman and S. Zelditch for the study of the analogous problem for compact Kähler manifolds.
INTRODUCTION
This paper studies some properties of the zero sets of Gaussian analytic functions in the polydisk. The plan of the paper and the techniques of the proofs are the same as in [BMP14] , where the analogous problems in the unit ball were dealt with, so we will often just outline the proofs and refer to [BMP14] for the details.
Consider the unit polydisk in C n D n = z ∈ C n : |z j | < 1, j = 1, . . . , n and the normalised invariant measure
where dm stands for the Lebesgue measure. We simply write dν when no confusion about the dimension can arise.
Here and throughout the paper we use the standard notations
and, for L = (L 1 , . . . , L n ),
(1 − |z j | 2 ) L j . Given a vector L with L j > 1, j = 1, . . . , n, consider the weighted Bergman space
where c n,L = n j=1 (L j − 1) is chosen so that 1 n,L = 1. Consider also the normalisation of the monomials z α in the norm · n,L :
As usual here we denote z = (z 1 , . . . , z n ) and use the multi-index notation α = (α 1 , . . . , α n ), α! = α 1 ! · · · α n !, |α| = |α 1 | + · · · + |α n | and z α = z
where a α are i.i.d. complex Gaussians of mean 0 and variance 1 (denoted a α ∼ N C (0, 1)).
The sum defining f L can be analytically continued to L j > 0, which we assume henceforth.
The probabilistic properties of the hyperbolic GAF are determined by its covariance kernel, which is given by (see [ST04,  Section 1], [Sto94, ):
In this paper we follow the scheme of [BMP14] and study some statistical properties of the zero variety
A main feature of the hyperbolic GAF is that the distribution of Z f L is invariant under a large subgroup of the holomorphic automorphisms group Aut(D n ). Consider the group A consisting of the automorphisms of the form
We use the notation φ w (z) in case θ j = 0, j = 0, . . . , n.
Any automorphism in Aut(D n ) is the composition of an element of A with a permutation of the coordinates (see for instance [Sha92, Theorem 2, pag. 48]).
The transformations
are isometries of B L (D n ), hence the random zero sets Z f L and Z f L •φ θ w have the same distribution. More specifically, the distribution of the (random) integration current
The typical distribution of Z f L is given by the Edelman-Kostlan formula (see [HKPV09, Section 2.4] and [Sod00, Theorem 1]): the so-called first intensity of the GAF is
where ω L is the form
When L j = 1, j = 1, . . . , n, we simply denote ω. Notice that
In Section 1 we study the fluctuations of linear statistics as the L j tend to ∞. Let D (n−1,n−1) denote the space of real-valued, compactly supported, C 2 forms of bidegree (n − 1, n − 1).
and note that the Edelman-Kostlan formula yields
Theorem 1. Let ϕ ∈ D (n−1,n−1) and let Dϕ be the function defined by
n j=0 L j (see (6)) this shows a strong self-averaging of the volume I L (ϕ) (which increases with the dimension), in the sense that the variance is much smaller than the square of the typical values.
The same computations involved in the proof of this theorem show the asymptotic normality of I L (ϕ), i.e., that the distribution of
converges weakly to the (real) standard gaussian (Corollary 5), for each ϕ.
In Section 2, we estimate the probability of large deviations for I L (ϕ).
Theorem 2. For all ϕ ∈ D (n−1,n−1) and δ > 0, there exist c > 0 and L
Remarks. 1. In case n = 1 the result coincides with [Buc13, Theorem 5.7] (see also [BMP14,  Theorem 2]). Also, fixing L j , j = i, and letting L i → ∞ we see that the exponent is of order L 2 i , which corresponds again to the one-dimensional case (for the coordinate z i ).
Following the scheme of [SZZ08, pag.1994] we deduce a corollary that implies the upper bound in the hole theorem (Theorem 4 below).
For a smooth compactly supported function ψ in D n consider the (n − 1, n − 1)-form
In this case
and note that (1) gives here
In particular, and for an open set U ⊂ D n let χ U denote its characteristic function and let
The proof of this is as in the ball (see [BMP14, Corollary 5]), so we skip it.
In the last Section we study the probability that Z f L has a pseudo-hyperbolic hole of polyradius r. Given w ∈ D n and r = (r 1 , . . . , r n ), r j ∈ (0, 1) consider the pseudo-hyperbolic polydisk
By the invariance of the distribution of the zero variety under the automorphisms A, the probability that Z f L does not intersect E(w, r) is the same as the probability that Z f L ∩ E(0, r) = ∅.
Theorem 4. Let r = (r 1 , . . . , r n ), r j ∈ (0, 1), be fixed. There exist
A final word about notation. By A B we mean that there exists C > 0 independent of the relevant variables of A and B for which A ≤ CB. Then A ≃ B means that A B and B A.
LINEAR STATISTICS. PROOF OF THEOREM 1
The proof is as in [BMP14, Section 1] so we keep it short. The starting point is the following bi-potential expression of the variance:
Notice that
We see next that only the near diagonal part of the double integral (2) is relevant.
Split the integral into three parts
The bound for the first integral is a consequence of the estimate
By the uniform continuity of i∂∂ϕ there exists a regular function η(x 1 , . . . , x n ) with η(1, . . . , 1) = 0 and such that for all z, w ∈ D n ,
By the invariance by automorphisms of the measure dν, we get
On the other hand, using again the invariance of dν, we see that
By (4) we have thus I2 = o(I3) and therefore
It remains to compute the second factor in I3:
Using the computations in [BMP14, Section 1] for n = 1 we see that
This and (5) give the stated result.
As an immediate consequence of the results of M. Sodin and B. Tsirelson and the previous computations we obtain the asymptotic normality of I L (ϕ). The proof is as in [BMP14, Corollary 5], so we skip it.
Corollary 5. As L → ∞ the distribution of the normalised random variable
tends weakly to the standard (real) gaussian, for each ϕ.
LARGE DEVIATIONS. PROOF OF THEOREM 2
Applying Stokes' theorem, we have
Thus,
Writing the form as
and therefore
This shows that the proof of Theorem 2 will be completed as soon as we prove the following Lemma.
Lemma 6. For any ϕ ∈ D (n−1,n−1) and any δ > 0 there exists c > 0 such that
The key ingredient in the proof of this lemma is given by the following control on the average of log |f L | 2 over pseudo-hyperbolic polydisks.
Lemma 7.
There exists a constant c > 0 such that for a pseudo-hyperbolic polydisk E = E(z 0 , s), z 0 ∈ D n , s ∈ (0, 1),
Let us see first how this allows to complete the proof of Lemma 6, and therefore of Theorem 2.
Proof of Lemma 6. Cover K := supp ϕ with pseudo-hyperbolic polydisks E k = E(λ k , ǫ), k = 1, . . . , N of fixed invariant volume ν(E k ) = η (to be determined later on). A direct estimate shows that N ≃ ν(K)/η.
By Lemma 7, outside an exceptional event of probability Ne
Choosing η such that ν(K)η 1/n = δ we are done.
Now we proceed to prove Lemma 7. A first step is the following lemma.
Combining both estimates P max
Proof. By the invariance of the distribution off under A, it is enough to consider the case z 0 = 0.
(a) Consider the event
Note that
hence, by plurisubharmonicity,
Therefore, for a suitableδ =δ(r),
and the estimate of P[E 1 ] will be done as soon as we prove the following lemma.
Lemma 9. For 0 < δ < 1/2 and a polyradius r = (r 1 , . . . , r n ) there exist c = c(δ, r) and
Proof of Lemma 9. Under the event we want to estimate we have
We shall see that this implies that some coefficients of the series of f L are necessarily "small", something that only happens with a probability less than exp(−c(
. Writing f L in Taylor series we see that
With this and Cauchy's estimates
we have
Stirling's formula
Claim: For ǫ j small and for the indices in
the following estimate holds
(1 + ǫ j ) −α j .
Proof:
The lower bound on α j implies that
The upper bound in I yields
which gives the claim.
Since for α ∈ I we have cL j ≤ α j ≤ CL j , we deduce that the number of indices in I is of order n j=1 L j . Therefore, letting ξ ∼ N C (0, 1), and using the Claim, we have
We finish by noticing that for α ∈ I
This finishes the proof of (a) in Lemma 8.
(b) Let now
We estimate the probability of this event by controlling the coefficients of the series of f L . Let C j > 0 be constants to be determined later on. Split the series defining |f L | into two families of indices:
Then, using Cauchy-Schwarz for the indices I 1 we see that
We shall estimate each part separately. First we shall see that, except for an event of small probability, (II) is bounded (if C j are chosen appropiately).
Fix γ (to be determined later) and consider the event
Here |α| ∞ = max j α j . We also use the notation
We split the indices I 2 in level sets
is increasing both in n and L.
Under the event A, and denoting r 0 = max j r j , we have for z ∈ E(0, r),
The asymptotics of the Γ-function
By [BMP14, Lemma 10], given ǫ > 0 there exists c > 0 such that for m ≥ C * δL * With this we obtain the estimate
Under the event E 2 we have then
and therefore, for L j big enough
It remains to estimate the probability of this estimate, and to show that the event A has "big" probability. The variables |a α | 2 are independent exponentials, hence
Since x = e −e 2γ|α|∞ is close to 0, we can use the estimate log(1 − x) ≃ −x. Thus, 
Since the number of indices in
n j=1 L j and therefore
It remains to prove Lemma 7. Before we proceed we need the following mean-value estimate of log |f L (λ)| 2 , which is obtained as [BMP14, Lemma 11].
Lemma 10. Let λ ∈ D n and s ∈ (0, 1) n a polyradius. Then
where
Proof of Lemma 7. According to Lemma 8(a), except for an exceptional event of probability e −c(
Therefore, using Lemma 10,
and separating the positive and negative parts of the logarithm we obtain:
Finally, again by Lemma 8, outside another exceptional event of probability e −c(
THE HOLE THEOREM. PROOF OF THEOREM 4
The upper bound is a direct consequence of the results in the previous section. Letting U = E(0, r) and applying Corollary 3 with δµ(U) instead of δ we get
The method to prove the lower bound is standard (see [HKPV09, Theorem 7.2.3] and [ST04] ): we shall choose three events forcing f L to have a hole E(0, r) and then we shall see that the probability of such events is at least e
Our starting point is the estimate
where, for constants C j to be chosen later,
The first event is
which has probability
The second event corresponds to the tail of the power series of f L . Here we use the notations of the previous sections. Let, as in the previous section,
Then, for z ∈ E(0, r),
By the same arguments as in [BMP14, Section 3], for C j big enough and for
where K = max Under the event E 2 , essentially by (7), S 3 ≤ m≥C * L *
(1 − δ) m m n and there exists C * big enough so that
We shall see next that P[E 2 ] is big. We have The third event takes care of the middle terms in the power series of f L . Let
Using Cauchy-Schwarz's inequality we get, as in previous computations:
Under the event E 3 ,
Since 1 − e −x ≥ x/2 for x ∈ (0, 1/2), we get
, and under this event |f L (z)| ≥ 1 − 1/2 − 1/4 > 0. 
