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I. INTRODUCTION
The measurement of the production cross section of two energetic isolated central photons (diphotons) in high energy hadron collisions is important for testing standard model (SM) predictions in the domain of searches for undiscovered particles and new physics. Understanding the reaction mechanisms in the complicated environment formed in such collisions is a challenge for perturbative Quantum ChromoDynamics (pQCD) calculations. Pho-tons orginating from hard collisions of hadrons ("direct" or "prompt" photons) are an ideal probe for testing these calculations because they do not interact with other final state particles, and their energies and directions can be measured with high precision in modern electromagnetic calorimeters. Prompt diphoton production creates an irreducible background to the diphoton decay channel of proposed new particles, such as low mass Higgs bosons or Randall-Sundrum gravitons in models of extra spatial dimensions [1, 2] . An improved knowledge of the SM background will help the development of more powerful search strategies for these particles.
The basic mechanisms of prompt diphoton production in hadron collisions are quark-antiquark annihilation→ γγ, quark-gluon scattering gq → γγq, and gluongluon fusion gg → γγ. The respective basic diagrams are shown in Fig. 1 . At the Tevatron, the dominant mechanism is quark-antiquark annihilation. In quarkgluon scattering, most of the time at least one of the two photons is emitted almost parallel to the scattered quark. Contributions from this mechanism are therefore suppressed by requiring isolated prompt photons. Each mechanism can be modeled by calculating the respective matrix element for the specific event kinematics. Matrix element calculations of Leading Order (LO) in the strong coupling are relatively simple and are thus implemented in advanced parton shower Monte Carlo (MC) event generators [3] [4] [5] , which allow for gluon and photon radiation as well as multiple interactions in the colliding beams. By including radiation before and after the hard scattering, parton shower generators take into account soft gluon and photon emissions, thus resulting in an effective resummation of all of the Leading Logarithmic (LL) terms in the cross section to all orders of the strong and electromagnetic couplings constants. Nextto-Leading Order (NLO) calculations [6] [7] [8] additionally include one-loop corrections at the cost of not featuring realistic multi-particle event representations as the LO generators do. Recent NLO calculations include an analytical resummation of the cross section for initial-state gluon radiation to all orders in the strong coupling constant [8] , reaching a higher logarithmic accuracy than in the parton shower Monte Carlo generators. By this method, all soft gluon emissions in the initial state are taken into account, and reliable predictions for the low diphoton transverse momentum region are possible. A fixed-order NLO calculation implemented by the diphox program [6] also accounts for the case where a final state quark loses almost all of its energy to the photon detected in the event [9] . This process is called "fragmentation" and, in contrast to final state photon radiation in parton showering, it involves non-perturbative calculations. One or both photons in the event may come from fragmentation. The case where both photons come from fragmentation of a single quark is also possible, but is not included in calculations, as in this case the photons are nearly collinear and non-isolated most of the time.
The prompt diphoton cross section has been previously measured by the CDF Collaboration using 200 pb −1 of data [10] , but the large statistical uncertainties did not allow for a precise comparison with theoretical calculations. The nearly 30-times larger CDF II data set currently available presents an opportunity to significantly extend the kinematic range and perform a detailed study of diphoton kinematic distributions. A recent measurement of the diphoton cross section using 4.2 fb −1 has been reported by the D0 Collaboration [11] . The reported differential cross sections were only partly reproduced by theoretical calculations [3, 6, 8] , although the discrepancies between the NLO calculations [6, 8] and the data were less important in kinematic regions where the Higgs boson or new heavy particles are expected.
This article is organized as follows. An overview of the detector is given in Section II. The event selection is presented in Section III. Section IV deals with extracting the cross section from the selected diphoton sample. The results are presented and discussed in Section V. The conclusions are given in Section VI. Appendix A explains details of the non-prompt photon subtraction technique introduced in Section IV. Finally, tables of the measured cross section, differential in various kinematic quantities, are given in Appendix B.
II. DETECTOR OVERVIEW
The CDF II detector is a cylindrically-symmetric apparatus [12] designed to study pp collisions at the Fermilab Tevatron. The detector has been described in detail elsewhere [13] ; only the detector components that are relevant to this analysis are briefly discussed here. The magnetic spectrometer consists of tracking devices inside a 3-m diameter, 5-m long superconducting solenoid magnet which provides an axial magnetic field of 1.4 T. A set of silicon microstrip detectors (L00, SVX, and ISL) [14] [15] [16] and a 3.1-m long drift chamber (COT) [17] with 96 layers of sense wires measure momenta and trajectories (tracks) of charged particles in the pseudorapidity regions of |η|<2 and |η|<1 [12] , respectively. Surrounding the magnet coil is the projective-tower-geometry sampling calorimeter, which is used to identify and measure the energy and direction of photons, electrons, and jets. The calorimeter consists of lead-scintillator electromagnetic and iron-scintillator hadron compartments and it is divided into a central barrel (|η|<1.1) and a pair of "end plugs" that cover the region 1.1<|η|<3.6. The central calorimeter is composed of towers with a segmentation of ∆η × ∆φ ≃ 0.1 × 15
o . The energy resolution of the central electromagnetic calorimeter for electrons is σ(E T )/E T = 13.5%/ E T (GeV) ⊕ 1.5% [18] , while the energy resolution of the central hadron calorimeter for charged pions that do not interact in the electromagnetic section is σ(E T )/E T = 50%/ E T (GeV) ⊕ 3% [19] . Multiwire proportional chambers with cathode-strip readout (the CES system), located at the depth of six radiation lengths (near shower maximum) in the central electromagnetic calorimeter, are used for identification and precise position measurement of photons and electrons. Cathode strips and anode wires, with a channel spacing between 1.5 cm and 2 cm, running along the azimuthal (strips) and the beam line (wires) direction provide location and two-dimensional profiles of electromagnetic showers. The position resolution of the CES is 2 mm for a 50 GeV photon. The electromagnetic compartments of the calorimeter are also used to measure the arrival time of particles depositing energy in each tower [20] . A system of Cherenkov luminosity counters (CLC) [21] , located around the beam pipe and inside the plug calorimeters, is used to measure the number of inelastic pp collisions per bunch crossing, and thereby the luminosity.
The online event selection at CDF is done by a threelevel trigger [22] system with each level providing a rate reduction sufficient to allow for processing at the next level with minimal deadtime. Level-1 uses customdesigned hardware to find physics objects based on a subset of the detector information. Level-2 does limited event reconstruction. Level-3 uses the full detector information and consists of a farm of computers that reconstruct the data and apply selection criteria similar to the offline requirements.
III. DATA SELECTION AND EVENT RECONSTRUCTION
Inclusive γγ events are selected online by a three-level trigger that requires two isolated electromagnetic (EM)
clusters with E γ T >12 GeV (diphoton-12 trigger) or two electromagnetic clusters with E γ T >18 GeV and no isolation requirement (diphoton-18 trigger). The transverse energy of the clusters is calculated with respect to the nominal center of the detector at z=0 cm. The trigger requirements at each level are briefly described below.
At Level-1, events having two towers with EM E T >8 GeV each are required. For each trigger tower, the amount of energy in the hadronic compartment of the calorimeter (E HAD ) has to be consistent with that of an electromagnetic object. A trigger tower consists of two adjacent towers in the same calorimeter wedge, so that the granularity is approximately ∆η × ∆φ ≃ 0.2 × 15 o . The Level-2 requirements are different for the two triggers. The diphoton-12 trigger selects events if there are two isolated seeds with EM E T >10 GeV each. The isolation (ISO) energy is calculated as a sum of the transverse energy in the towers nearby the seed tower. The ISO energy for both photons has to be less than 3 GeV or 15% of the seed energy, whatever is larger. The diphoton-18 trigger requires two towers with EM E T >16 GeV each at Level-2.
Events are fully reconstructed at Level-3. At this level, for all photons in both triggers, the energy profile at the shower maximum of each photon candidate has to be consistent with that of a single photon. The diphoton-12 trigger selects events with two isolated photon candidates with E T >12 GeV. The isolation energy at level-3 is calculated as the sum of E T in all towers (except for photon towers) within the cone of ∆R = (∆η) 2 + (∆φ) 2 < 0.4 centered around the photon candidate. This ISO energy has to be less than 2 GeV or 10% of the photon energy, whatever is larger. The diphoton-18 trigger has no isolation requirement and accepts events with two photon candidates with E T >18 GeV. Table I gives a summary of all trigger requirements for events with EM objects in the central calorimeter and with E T calculatated with respect to the event vertex.
The triggered γγ candidate events are then subject to the offline selection. Each event is required to have two central photon candidates inside a well-instrumented region of the calorimeter (approximately 0.05<|η|<1.05) with E T >17 GeV for one candidate and E T >15 GeV for the other. This asymmetric cut helps to avoid instabilities in fixed NLO calculations [6] . Photon candidates must satisfy strict (referred to as "tight") photon identification requirements. The EM cluster has to be located inside the well-instrumented region of the CES chamber, away from the φ-boundary of a calorimeter tower [23] . The energy deposition pattern in both transverse profiles at CES has to be consistent with that of a single electromagnetic object. The ratio of the energy measured in the hadron (HAD) calorimeter to the EM energy, E HAD /E EM , has to satisfy the requirement E HAD /E EM <0.055+0.00045×E γ . To distinguish photons from electrons, no high-p T chargedparticle track should point into the cluster (N track ≤1 with track p T <1.0+0.005×E T ). The main sources of "fake" photons are energetic π 0 and η 0 mesons produced in jets. These mesons are usually produced in association with other particles. To reduce this contamination from jets, the photon candidate must be isolated in the calorimeter. To calculate the calorimeter isolation (cal-ISO), the E T deposited in the calorimeter towers within the cone of ∆R < 0.4 around the EM cluster is summed, and the E T of the EM cluster is subtracted. Cal-ISO is then corrected for the photon's energy leakage into towers in the neighboring wedge and for the contribution from multiple interactions in the same bunch crossing [24] . Cal-ISO must be consistent with the amount of energy expected from the underlying event (see Table II ). In addition to the calorimeter isolation, there should be no other significant energy (E T of 2 nd CES cluster) deposited in the CES chamber containing the photon candidate. Table II provides a summary of the photon identification requirements described above. To reduce contamination due to cosmic-ray, beam-related, and other non-collision backgrounds, the event must contain a wellreconstructed vertex, formed from tracks, with |z|<60 cm. If multiple vertices are reconstructed, the vertex with the largest p T of the associated tracks is selected. The transverse energy of the photon candidates is calculated with respect to this primary vertex.
Inclusive γγ events satisfying the above criteria form the baseline γγ sample used in the analysis. Due to the presence of fakes, this sample consists of real γγ, jet-γ and jet-jet events. (An object misidentified as a photon is referred to as a "fake" photon.) Events with one or two fake photons are classified as background. The baseline signal plus background γγ sample consists of roughly 60,000 events in data corresponding to 5.36 fb −1 of integrated luminosity. Signal and background samples were simulated with the pythia event generator which includes simulation of the underlying event and multiple hadron interactions, as well as initial-(ISR) and finalstate radiation (FSR) and a hadronization model of the final state partons [3] . The pythia events were processed through a geant-based detector simulation [25] and trigger emulation, followed by the same reconstruction program as that for the data.
IV. CROSS SECTION MEASUREMENT
This section describes the steps of the cross section measurement. Kinematic variables of interest are histogrammed to measure the corresponding differential cross section. The background is subtracted from each histogram bin. The signal histograms are normalized to the integrated luminosity and to the size of each bin to obtain uncorrected differential cross section histograms. These are then corrected for the reconstruction efficiency, acceptance, and resolution effects.
A. Background Subtraction
The fake photon background subtraction is based on the use of the track isolation (track-ISO), which is calculated as the p T of tracks with ∆R to the photon <0.4 and |z vertex -z track |<5 cm. The concept of this technique is similar to the one used in the earlier measurement of the inclusive photon cross section [10] . The main idea behind the method is that true and fake photons have very different isolation distributions (see Fig. 2 ). Therefore, one expects different efficiencies for signal (true photons) and background (fake photons) for a given isolation cut. In a single-photon sample this property can be used to extract the number of true photons:
where ǫ i =1 if track-ISO<cut and ǫ i =0 if track-ISO>cut, ǫ s (E T ) is the signal efficiency for track-ISO<cut, ǫ b (E T ) is the background efficiency for track-ISO<cut and N is the total number of candidate photons in the sample. This technique can be generalized in the case of the γγ As mentioned in Section III, two types of isolation can be defined for central photons: calorimeter and track isolation. Cal-ISO is sensitive to the following contributions: underlying event (UE), multiple interactions (MI), leakage from the photon cluster (LE), and fragmentation contribution (FR) from jets (for fakes). Track-ISO, on the other hand, is only a measure of UE and FR. Therefore, it can potentially offer a better separation between true and fake photons. Using track-ISO for the fake photon background subtraction also has additional advantages that low-P T tracks are very well measured (unlike the calorimeter energy) and jet fragmentation studies [26] indicate that track observables are well described by pythia both for the UE and for the jets.
To perform the background subtraction, signal (ǫ s ) and background (ǫ b ) efficiencies are needed for a certain cut on track-ISO. The form of Eq. 1 suggests that the best accuracy in photon purity can be achieved when the absolute value of the denominator is maximum. When this happens the terms in the sum of Eq. 1 are minimized in magnitude and thus the purity is less sensitive to the statistical uncertainty of the number of events in the sample. Therefore, a scan of ǫ s − ǫ b as a function of the track-ISO cut is performed using MC samples of true and fake photons. The difference peaks at track-ISO∼1 GeV. The threshold of the track-ISO cut for the signal and background efficiency functions is thus chosen at 1 GeV.
The signal track-ISO efficiency is obtained from pythia photon-plus-jet samples. The background efficiency is obtained from pythia dijet samples. All pythia samples used in this work are derived from version 6.2.16 of the program using the CTEQ5L PDF set for [27] and the "tune A" for UE parameters [28] . Background events are filtered out if a detector photon is matched to a generator level photon originating from quark ISR or FSR. This ensures that the background track-ISO efficiency function is obtained for neutral hadrons (mostly π 0 or η 0 ) faking a photon signature. Similarly, for the signal events detector photons are required to match generator level photons from the hard scattering (thus fragmentation photons are removed). The signal efficiency ǫ s and the background efficiency ǫ b are shown in Fig. 3 as functions of the photon E T . Both functions are parameterized by a linear combination of an exponential and a constant.
The isolation cones for the two photon candidates are not entirely independent. For example, if a particular event has a higher (lower) than average underlying event activity, then it is likely that both isolation cones will simultaneously have more (less) energy. In addition, the ordering in E T of the two photons also introduces some bias. The signal (for E T <50 GeV) and the background track-ISO efficiencies drop with increasing E T (see Fig.  3 ). Therefore, the lower E T threshold for the first photon in the event relative to the second photon implies, on average, that the E T of the first photon will be systematically lower than the E T of the second photon, thus introducing some bias due to the E T dependence of the efficiencies. This effect is negligible for E T >50 GeV, where the signal track-ISO efficiency is flat and the background is weak, but it becomes significant at low E T . It is a small effect in the single photon purity, but it is at least a factor of two more important for diphoton events. These cor- relations must be taken into account when calculating a probability of two photon candidates to pass-pass, passfail, fail-pass or fail-fail the 1 GeV isolation cut described above. pythia diphoton events were used to obtain "per event" track-ISO efficiencies for these combinations. Correlations are much less important for events with one or two fake photons because they are diluted by a much larger contribution from jet fragmentation.
The systematic uncertainties in the signal and background track-ISO efficiencies are estimated and propagated into the final estimate of photon purity. Correlations between different sources of systematics are taken into account. The following sources of uncertainties are considered: 1) mis-modeling of the distribution of the number of vertices (N vx ) in MC (pile-up effect); 2) statistical uncertainties in the fit parameters; 3) choice of the fit function for the efficiency; 4) generator-related data-MC differences; 5) effect of the E T threshold for selected photon candidates (only for the background). These uncertainties are presented in Fig. 4 and discussed below.
The MC simulation does not describe accurately the distribution of the number of reconstructed vertices. This effect can be either removed by re-weighting the MC to match the data or the associated uncertainty can be assigned for the effect of mis-modeling. The latter approach is chosen in this analysis because the track-ISO, to leading order, is not sensitive to the presence of multiple interactions and the effect is very small. This uncertainty is conservatively estimated as the difference between the extreme cases of track-ISO efficiencies obtained in events with N vx =1 and track-ISO efficiencies obtained in events with N vx >1. For the photon energies relevant to this analysis, the relative effect is <1% for the signal and <3% for the background.
The fit statistical uncertainties are included in the estimation of systematic uncertainties. Correlations between fit parameters are properly taken into account. The relative effect is negligible for the signal and 1%-3% for the background in the range of photon energies relevant to this analysis.
The default fit function choice is an exponential plus a constant term. As one can see from the track-ISO efficiency plots shown in Fig. 3 , the quality of the fit is very good. The studies of the efficiency dependence on the track-ISO cut indicated that, for some cut values, the exponential plus a linear function can be a better fit to the signal efficiency. This function was thus chosen as an alternative track-ISO efficiency parameterization and the difference with the default function was taken as the associated uncertainty. The relative effect is <1% for both signal and background with E T <200 GeV.
The modeling of both signal and background relies on the MC. Therefore, it is necessary to assign a systematic uncertainty on possible data-MC differences both for signal and background photons. In the case of signal, it is necessary to check the modeling of the underlying event in the MC. This is done by means of complementary cones. The complementary cones are chosen such that their axes have the same angle θ with respect to the beam line as the photon candidate and are rotated by ±π/2 in φ. These cones are assumed, on average, to collect the same amount of the underlying event as cones of the same size around true photons. This assumption is tested and confirmed in the MC. It is also checked that complementary cones for signal and background look very similar. Finally, the signal track-ISO efficiency is obtained from complementary cones in data and signal MC and the difference between the two is taken as the associated systematic uncertainty in the signal track-ISO efficiency. The comparison of track-ISO efficiencies for complementary cones in data, MC signal and background is shown in Fig. 5 . The relative effect is ∼3.5% for most of the photon energies. This is the largest systematic uncertainty for the signal track-ISO efficiency. The systematic uncertainty from this source decreases from 5.5% at E T =10 GeV to ∼3.5% at E T =40 GeV and then it stays at roughly the same level for E T >40 GeV. An additional uncertainty arises from the fact that the signal efficiency is derived from true photons generated only by direct gq → γq,→ γg and gg → γg production, omitting photons radiated from initial or final state quarks. Fig.  6 shows that the track isolation of photons radiated from final state quarks is somewhat different than that of photons produced by hard scattering or radiated from initial state quarks. This difference is estimated to have a constant 2% effect on the signal track-ISO efficiency which is added to its total systematic uncertainty.
The systematic uncertainty due to data-MC differences in the track-ISO background efficiency is estimated by comparing the track-ISO cut efficiency for a leading track in dijet events from data and MC. This method assumes that jets with a leading neutral particle (e.g., π 0 /η) have the same or very similar fragmentation properties as jets with a leading charged particle (e.g., π ± or K ± ). The following procedure is applied to both data and MC. Events with two well-balanced and back-to-back jets are used, satisfying |E T (jet1)−E T (jet2)|/[E T (jet1)+E T (jet2)]<0.3 and |φ(jet1)−φ(jet2)|>2.7 rad. The event is rejected if there is a third jet with E T >0.1×[E T (jet1)+E T (jet2)]. One of the jets (a probe jet) is required to be in the central detector region, |η|<1.1, thus matching the pseudorapidity requirement for photons. In the next step, a well-reconstructed track (a probe track) is selected with the largest p T inside the probe jet, i.e. inside a cone of ∆R=0.4 around the jet direction. For this track, an analog of the cal-ISO is calculated as the E T of all towers inside a cone of ∆R=0.4 around the track direction. Towers associated with the track (up to 3 towers in η) are excluded from the sum. The cal-ISO for the probe track has to satisfy exactly the same requirements as the isolation for a photon with E T =p T . An analog of the track-ISO for the probe track is also calculated by following exactly the same procedure as for photons, with the only exception being that the track itself is excluded from the sum. Finally, the efficiency of the track-ISO<1 GeV cut for the probe track is compared in data and MC. The observed relative difference of 8%, independent of the track p T , is taken as an estimate of the systematic uncertainty due to data-MC differences in the track-ISO background efficiency.
Finally, the last source of systematic uncertainty in the background track-ISO efficiency is associated with the choice of an E T threshold for selecting fake photons from a particular jet sample. The fake rate for jets is very small and, as a consequence, the MC dijet samples do not have enough statistics to yield a sufficient number of fake photons after the selection cuts. To maximize the statistics, fake photons are accepted from each dijet sample if E T >p T wherep T is the parton transverse momentum cutoff used in the event generation. Ideally, events with E T >(p T +offset) should have been selected to avoid a bias due to thep T threshold effect. This is necessary because fake photons carry, on the average, only 90% of the energy of the original parton. Therefore, the procedure is biased toward selecting fakes originating from gluon jets produced by radiation, which are not limited by thep T threshold of hard scattering, and as a consequence toward lower background efficiencies. To obtain a conservative estimate of this effect, the threshold was lowered even more, thus accepting fake photons with E T >F ×p T where F ∼0.8-0.9, depending onp T . By decreasing the threshold, the effect is overestimated, but this gives a conservative estimate of the associated uncertainty. The total systematic uncertainty of the background track-ISO efficiency is at the level of 10%-12% in the range of photon E T from 15 GeV to 200 GeV, the range relevant to this analysis.
The background subtraction procedure has been tested with MC signal and fake events as well as with inclusive photon data. Tests with MC provide closure checks: the returned purity was 100% for signal events and 0% for fakes (within the corresponding uncertainties). The estimated photon purity for inclusive photon data as a function of the photon transverse energy is shown in Fig. 7 and is similar to the purity obtained in the inclusive photon cross section analysis [10] . The uncertainty in the signal fraction of the inclusive photon sample achieved with the track-ISO method is between ∼11% at low E T and ∼5% at very high E T . Fig. 8 shows the estimated purity for the diphoton data as a function of the kinematic variables defined in Subsection V B. The corrections for event reconstruction and selection efficiency were derived primarily from pythia diphoton MC samples. The numerator of the efficiency is the number of events with two photons that pass all of the trigger criteria and selection cuts listed in Tables I and II . The definition of the cross section measurement is determined by the definition of the denominator of the efficiency. The denominator cuts are summarized in Table III . This work reports a cross section for isolated photons, so the selection of denominator events includes isolation. This isolation is found by summing over all generated hadrons and photons originating from the primary vertex within a cone of ∆R=0.4 around each photon.
For each kinematic quantity, one histogram of the reconstructed quantity and one of the quantity derived from generator variables are constructed. In the first iteration, the efficiency is computed as the ratio of these histograms. This ratio also corrects event migration in neighboring bins due to finite resolution. Events which pass the denominator cuts and have a reconstructed value for the histogrammed quantity but not a generator level value are assigned the reconstructed values as the best approximation to the generator level values. To improve accuracy, the efficiency calculation is iterated a second time. Once all corrections are applied to the data, including the efficiency, it is the best available representation of the true distribution. Then the pythia events are reweighted so that the second iteration of the denominator histogram agrees with the corrected data. The purpose is to correct the pythia distribution closer to the true distribution, making the efficiency more accurate. In practice, this does not have a large effect on any distribution (see Fig. 9 ). A third iteration changes the efficiency at the level of 1% or less and, therefore, only two iterations are applied.
The following corrections are applied to the efficiency:
− events in data and MC are compared to derive a correction to the photon ID efficiency reported by the MC. The correction is reported as a function of N vx and of run periods. The correction is weighted by the period luminositites, and the observed N vx distributions to find an overall multiplicative efficiency correction of 0.967 per photon. In addition, there is some indication of an E Tdependence, so the factor 0.967 is allowed to vary linearly up to 1.0 between 40 and 80 GeV, and then is held constant at 1.0 above 80 GeV.
• A small correction is included near the E T cut threshold due to the trigger turn-on curve. This is implemented as a factor of 0.98 at E T = 15 GeV, going linearly up to 1.0 at E T = 18 GeV. Ref. [10] concludes that there is no need for other corrections for the trigger.
• pythia includes the underlying event, but NLO calculations do not. This makes the pythia-based efficiency correction too large when comparing the isolated cross section to NLO predictions. It is too large since the UE causes events to be removed from the isolated denominator of the efficiency. A correction is derived by convoluting the pythia UE isolation energy with the diphox energy in the isolation cone [6] . This reduces the probability for the diphox event to pass the isolation cuts. This effect is measured to be a factor of 0.88 per event which is then applied as a correction to the data.
The efficiency obtained for the kinematic quantities defined in Subsection V B is shown in Fig. 9 . The typical efficiency is 40%. In addition to the total systematic uncertainty arising from the background subtraction, whose details are discussed in Subsection IV A, the following systematic uncertainties are included in the cross section measurement.
• The Z 0 -based efficiency correction has an uncertainty from several sources, including uncertainty in the amount of material leading to conversion events, which are rejected, and the difference between the electron and photon response to cuts. These are summarized as 1.8% below E T = 40 GeV, rising linearly to 3% at 80 GeV and fixed above that point. This increase completely covers the E T -dependence in the photon ID efficiency mentioned above.
• The photon energy scale is varied and the change in the kinematic distribution is reported as an uncertainty. For the diphoton mass, the variation is 0 at E T = 40 GeV, rising linearly up to 1.5% at 80 GeV, then fixed above 80 GeV. These uncertainties are based on energy scale studies in the inclusive photon cross section measurement [29] .
• A 3% uncertainty due to trigger efficiency is taken from Ref. [10] .
• A 6% uncertainty (3% per photon) for underlying event correction is taken from Ref. [29] .
• No uncertainty in the acceptance from variations in the ISR/FSR model is included since the primary mechanism for the effect is extra jets interfering with isolation. Both the numerator and denominator photons in the efficiency calculation are isolated, therefore the efficiency is immune to this effect, to leading order.
• No uncertainty in the efficiency due to the choice of the Q 2 scale is included because the primary mechanism of this effect is through the boosting of the final state. Since the efficiency's numerator and denominator are calculated with full kinematic requirements, the efficiency is immune to this effect to leading order.
The breakdown of the systematic uncertainties for the kinemaric quantities defined in Subsection V B is shown in Fig. 10 . In all distributions, the dominant uncertainty comes from the background subtraction. The total systematic uncertainty is obtained by adding all individual components quadratically and averages near 30%.
C. Corrections and Tests with the
Z 0 → e + e −
Sample
The Z 0 → e + e − sample is used in this analysis for two purposes: 1) to set the energy scale in the CEM calorimeter and 2) to check the overall cross section normalization. The Z 0 → e + e − data sample is derived from the diphoton trigger dataset. The same global event selection as for the diphoton sample is applied. Two objects are required to pass a "photon-like electron" selection. The cuts applied are those of the standard photon selection, with modifications to allow for the electron track. The modifications are:
• The number of allowed tracks in the cluster is increased by 1.
• The leading track p T cut is applied on the secondhighest p T track instead of the highest one.
• The track isolation is corrected by subtracting the leading track p T .
• 0.8 < E/p < 1.2 is required for the energy-tomomentum ratio of the leading track. (Events which fail this cut also tend to fail the CES χ 2 cut.)
The electrons are required to match EM objects passing the Level-1 and Level-2 trigger criteria (or trigger simulation for the MC). A high-luminosity sample of fully simulated and reconstructed pythia Z 0 → e + e − events is used for MC.
The electromagnetic energy scale is set by tuning the reconstructed Z 0 mass to the world average [30] in both the data and the MC samples. The correction is applied as a function of time. It is applied before final event selection to account for a few events slightly below the energy threshold which the correction pushes above the threshold. The correction can only have a noticable effect on kinematic variables with rapidly falling spectra, related to the photon E T , such as the diphoton mass. A 1.5% systematic uncertainty due to energy scale is included, as mentioned in Subsection IV B.
The Z 0 → e + e − cross section is measured in order to check the cross section measurement procedures. This measurement tests the trigger efficiency, the ability for the MC to predict the event selection efficiency, the efficiency corrections, and the luminosity. The cross section is measured for events with e + e − invariant mass between 65 and 115 GeV/c 2 . The "photon-like electron" selection is applied and the efficiency from the pythia MC is used.
The same photon efficiency corrections as in the diphoton cross section (see Subsection IV B) are applied. Since the photon-like electron cuts are used, it is assumed that the response is similar to photon response. The resulting Z 0 → e + e − cross section is found to be consistent with previous dedicated measurements and expectation from theory [31] .
V. RESULTS
This Section presents the results of the cross section measurement. A brief description of the theoretical calculations is given first, then the comparisons for selected kinematic variables are shown and discussed. Tables with the measured cross section values are given in Appendix B.
A. Theoretical Calculations
The results of this measurement are compared with three theoretical predictions:
• A calculation using the pythia program [3] . This is a parton-showering generator which features a realistic representation of the physics events in terms of observable particles. It includes initial and final state radiation and an underlying event model. pythia implements a Leading-Order (LO) matrix element (ME) for direct diphoton production which includes the→ γγ and gg → γγ LO processes described, respectively, by diagrams (a) and (b) of Fig. 1 . Significant contributions also arise from the processes→ γγg (diagrams (c) of Fig. 1 ) and gq → γγq (diagrams (d) of Fig. 1 ) where the second photon is emitted from an initial or final state quark according to the pythia radiation model. These contributions were included in the calculation by running the program with a filter selecting diphoton events from inclusive γ+X events, where X is either a photon or a jet, with an efficiency of 0.025%. Fig. 11 shows the individual contributions to the cross section as a function of the diphoton invariant mass, transverse momentum and azimuthal difference. Initial-state radiation (ISR) photons, in particular, produce substantially different distributions than ME and final-state radiation (FSR) photons, having a harder transverse momentum spectrum and stronger low-∆φ tail in the azimuthal difference spectrum. In leading order, this can be attributed to the fact that FSR occurs in quark-gluon scattering [diagram (d) of Fig. 1 ], whereas ISR occurs both inannihilation [diagram (c) of Fig. 1 ] and quark-gluon scattering, and the luminosity of quark-gluon states falls off more rapidly with the parton momenta than the luminosity ofstates [6, 8] . The diphoton ME contributes 56% to the cross section, the processes→ gγγ ISR and gq → qγγ ISR 29%, and the process gq → qγγ FSR 15%. Double radiation processes in minimum bias dijet events, such as→ qqγ ISR/FSR γ ISR/FSR ,→ qqγ ISR/FSR γ ISR/FSR , gq → gqγ ISR/FSR γ ISR/FSR ,→ ggγ ISR γ ISR and gg → qqγ FSR γ FSR , were also examined but their overall contribution was estimated to only ∼ 3% of the total, having no significant effect to any kinematical distribution. Therefore, these processes were not included in the pythia calculation.
• A fixed Next-to-Leading-Order (NLO) calculation using the diphox program [6] . This generator explictly includes parton fragmentation into photons [9] , i.e. processes in which nearly all the energy of a parton is transformed into a photon. Direct production contributes 85% to the cross section and fragmentation 15%. The diphox matrix element accounts for the→ γγ and gq → γγq processes up to NLO, and LO for the gg → γγ process, since this is already a second order process in the strong coupling. The NLO gg → γγ contributions were examined with the gamma2mc program [7] . Fig.  12 shows an example of the uncorrected and corrected diphox predictions in comparison with the measured cross section as a function of the diphoton invariant mass M . The corrected prediction is calculated by running diphox without the LO gg → γγ term and then adding the full LO+NLO gg → γγ calculation from gamma2mc incoherently, since the initial state is different in gluon fusion than in the other processes. The correction of the total cross section for the NLO gg → γγ contribution is nearly 10%, which is comparable with the experimental and theoretical uncertainties (see Table IV) . Therefore, this correction was not applied to the diphox calculation.
• A resummed NLO calculation using the resbos program [8] . Here the effects of soft gluon ISR in the NLO calculation are analytically resummed to all orders in the strong coupling and reach NNLL accuracy. The resultant prediction is smoothly matched to the fixed-order NLO result in the kinematic regions where the NLO matrix element is dominant. The resbos matrix element includes the→ γγ, gq → γγq and gg → γγ processes up to NLO and it is adjusted so as to approximately account for fragmentation.
All calculations are done by Monte Carlo event generation and are subject to the experimental kinematic and isolation cuts. In the fixed-order NLO calculations the isolation cut is applied on parton variables and thus it only approximates the isolation cut appplied in the data and in pythia. The resbos predictions are restricted in the diphoton invariant mass M range from 2m b = 9 GeV/c 2 to 2m t = 350 GeV/c 2 and they are shown up to The individual contributions to the cross section from events where both photons are generated according to the pythia diphoton matrix element and from events where one photon originates from initial or final state radiation, as functions of the diphoton mass (top), transverse momentum (middle) and azimuthal difference (bottom).
NLO theoretical uncertainties are estimated for the choice of scale, representing the sensitivity to missing higher order terms, and for the PDFs. In diphox the default renormalization, factorization and fragmentation scales are all set to µ = M/2. In resbos the default renormalization and factorization scales are both set to µ = M . In either case, all scales are varied by a factor of 2 up and down relative to the default choice and this is taken as a conservative estimate of the total scale uncertainty. The proton PDF set is the CTEQ6.1M set [32] for both diphox and resbos. The corresponding uncertainty is estimated by varying the generated event weights within the 90% level uncertainties given by the 20 CTEQ6.1M eigenvectors.
The measured total cross section is shown in Table IV together with the predictions from the three theoretical calculations. All calculations are consistent with the size of the measured cross section within the experimental uncertainties.
B. Kinematic Variables
The complete description of the reaction h 1 +h 2 → γ 1 + γ 2 + X, where h 1,2 are hadrons, requires five independent kinematic variables. A suitable choice consists of the invariant mass
(2) the transverse momentum
the rapidity
the azimuthal difference
of the photon pair in the laboratory frame [12] , and the cosine of the polar angle θ of the 1 st photon in the CollinsSoper frame [33] . This is defined as the rest frame of the photon pair chosen so that (a) the 3-momenta p h1 and p h2 of the initial hadrons lie in the Oxz plane (with positive x) and (b) the z axis bisects the angle between p h1 and − p h2 . This variable is generally determined by [33] cos θ = 2p Tγ1 p Tγ2 sinh(y γ1 − y γ2 )
For photons emitted at large angles with respect to the beam, cos θ ≈ tanh[(y γ1 −y γ2 )/2] in the limit P T → 0. In the above equations p Tγi , y γi and φ γi are the transverse momentum, rapidity and azimuth of photon i, respectively, with i=1, 2.
The set of {M, P T , Y γγ } describes the kinematics of the diphoton system and, therefore, of possible heavy particles decaying into a photon pair, such as a Higgs boson. The existence of such a particle would manifest as a peak in the distribution of the invariant mass M . The results of this analysis are presented in the form of cross sections differential in each of the five kinematic variables {M, P T , ∆φ, Y γγ , cos θ} and in the variable z = p Tγ2 /p Tγ1 , the ratio of sub-leading to leading photon transverse momentum (0≤z≤1). Three kinematic cases are examined:
• Differential cross sections without additional kinematic cuts. No kinematic cut other than those listed in Table III is applied. The results of this case are presented in Subsection V C.
• Differential cross sections for P T <M . The kinematics in this case are similar to the diphoton decay of a heavy particle, such as a Higgs boson, produced in events of moderate parton activity. At the Tevatron, prompt photon pairs are almost entirely produced in this case by low-P T quark-antiquark annihilation. The results of this case are presented in Subsection V D.
• Differential cross sections for P T >M . The importance of high-P T contributions from gluon-gluon fusion, fragmentations and ISR is enhanced in this case. The results of this case are presented in Subsection V E.
The oveflow data entries are excluded from the M and P T histograms, to keep the cross section definition consistent for the data and the theories at the highest bins. For each kinematic variable, the following plots are presented:
• The measured and calculated cross sections as functions of the selected variable. Each of these plots includes the predictions of all three calculations, for comparison, and shows only the uncertainties of the data. The prediction of the pythia γγ calculation, involving only the→ γγ and gg → γγ processes, is also shown in these plots, to be compared with the pythia γγ + γj calculation (j=jet), which includes also the→ γγg and gq → γγq processes.
• The relative deviations of the data from each calculation, in the form (data−theory)/theory, as functions of the selected variable. These plots show the comparison of the data with each calculation separately and include the uncertainties of the NLO predictions. No relative deviations are shown for the pythia γγ calculation. The benchmark parton showering MC calculation, compared in detail with the data, is pythia γγ + γj.
C. Differential Cross Sections Without Additional Kinematic Cut
Fig . 13 shows the results for dσ/dM and dσ/dP T . The mass spectrum peaks at M =2 E min T1 E min T2 ≈32 GeV/c 2 . All three theoretical predictions for dσ/dM are in reasonable agreement with the data, within uncertainties, except in the region 6 GeV/c 2 <M <32 GeV/c 2 below the mass peak. The low mass limit of 6 GeV/c 2 is set by the ∆R(γγ) and E γ T cuts. This region is rich in events coming from gluon scattering and fragmentation. All three predictions underestimate the data in this region.
The excess of the data over all three predictions for M below the peak of the mass spectrum is reflected in the region 20 GeV/c<P T <50 GeV/c of the P T spectrum, which has a shoulder around P T =p min T2 +p min T1 =32 GeV/c (the so-called "Guillet shoulder"). This arises from a collinear enhancement for the two photons in the fragmentation processes which, however, is suppressed by the ∆R(γγ) cut. The resbos predictions for dσ/dP T are in overall agreement with the data, within uncertainties, except in this region. The diphox prediction underestimates the data, in addition, for P T <20 GeV/c, where the resummation effects implemented in resbos provide a better description. The pythia prediction underestimates the data at very low P T , P T <10 GeV/c, showing that the LL resummation of parton showering is less accurate than the NNLL resummation implemented in resbos. The pythia prediction is in reasonably good agreement with the data, within uncertainties, in the rest of the P T range due to the→ gγγ ISR and gq → qγγ ISR processes which make the pythia P T spectrum sufficiently hard (see the middle plot of Fig. 11 ). The ∆φ spectrum peaks at ∆φ=π, corresponding to vanishing diphoton P T , and the Y γγ spectrum at Y γγ =0, corresponding to vanishing diphoton momentum P z parallel to the proton beam. While all three predictions agree fairly well with the measured dσ/dY γγ , within uncertainties, all three of them underestimate the data in the low end of the ∆φ spectrum. This region is dominated by events with low mass and high P T . The resbos prediction provides the best description of the measured dσ/d∆φ for ∆φ>2.5 rad, where soft gluon resummation is important. pythia provides the best description in the region 1 rad<∆φ<2.5 rad where the→ gγγ ISR and gq → qγγ ISR processes are the most important (see the bottom plot of Fig. 11 ). Fig . 15 shows the results for dσ/d cos θ and dσ/dz. All three predictions agree with the data, within uncertainties. Exceptions are the predictions of all three calculations underestimating the data in the two ends of the cos θ spectrum, where again gluon scattering processes and associated fragmentation are expected to dominate [8] .
In general, all three calculations reproduce most of the main features of the data, as observed in the earlier diphoton cross section measurements [10, 11] . However, depending on their approximations, they display differences with each other and with the data in certain kinematic regions. There is a problem common to all three calculations in the description of events with very low diphoton mass, low azimuthal distance and diphoton transverse momentum in the region of the "Guillet shoulder". Such events include fragmentation at a relatively high rate. The pythia γγ calculation fails completely to describe the data both in the scale, where it is low by a factor of 2.5, and in the shape, particularly of the P T , ∆φ and z distributions, where it predicts a much softer spectrum than the data. This is in agreement with the conclusion of Ref. [10] which tested only pythia γγ as a parton showering MC prediction. Fig. 16 shows the results for dσ/dM and dσ/dP T for P T <M . The low tail of the mass spectrum, in the region 6 GeV/c 2 <M <32 GeV/c 2 , and the shoulder of the P T spectrum, in the region 20 GeV/c<P T <50 GeV/c, are now eliminated. The agreement between the data and all three predictions is improved in this case. However, diphox still underestimates the data for P T <40 GeV/c and similarly pythia still underestimates the data for P T <10 GeV/c, thus showing the importance of NNLL low-P T resummation in this case as well. Fig. 17 shows the results for dσ/d∆φ and dσ/dY γγ for P T <M . The tail of the ∆φ spectrum for ∆φ<π/2 is now weaker but the measured cross section is underestimated by all three predictions, as in the case of unconstrained kinematics. Fig. 18 shows the results for dσ/d cos θ and dσ/dz for P T <M . The results are similar to the case of unconstrained kinematics. Generally, all three calculations agree with the data, within uncertainties. Exceptions are again the predictions of all three calculations in the two ends of the cos θ spectrum, where they underestimate the data.
D. Differential Cross Sections for PT<M Kinematics
In general, events with kinematics similar to the de- cay of a heavy particle with low transverse momentum into a photon pair, such as gg→H→γγ production and decay, are better described by the theory than events with low mass and high transverse momentum. This is also observed in Ref. [11] which examines only the case of P T <M . This observation is important for current searches of yet undiscovered particles with a diphoton decay signature. The pythia γγ calculation again fails to describe the data both in the scale and in the shape, in agreement with the conclusion of Ref. [11] which tested only pythia γγ as a parton showering MC prediction. Fig. 19 shows the results for dσ/dM and dσ/dP T for P T >M . Both spectra are depleted in this case: the mass spectrum for M >200 GeV/c 2 and the transverse momentum spectrum for P T <20 GeV/c. All three calculations underestimate the data. Fig. 20 shows the results for dσ/d∆φ and dσ/dY γγ for P T >M . The ∆φ spectrum is strongly suppressed for ∆φ>π/2. Again, the measured cross section is underestimated by all three calculations. Fig. 21 shows the results for dσ/d cos θ and dσ/dz for P T >M . In contrast with the unconstrained kinematics and the P T <M kinematics, in this case all three calculations underestimate the data through the full ranges of the cos θ and z spectra.
E. Differential Cross Sections for PT>M Kinematics
In general, events with low diphoton mass and high diphoton transverse momentum, mainly coming from fragmentation, are not well described by the examined calculations. This observation is important for measurements under conditions where contributions from such events are strong, as in the LHC [1] .
VI. CONCLUSIONS
In summary, the prompt diphoton production cross section, differential in kinematic variables sensitive to the dynamics of the reaction mechanism, is measured using data corresponding to an integrated of luminosity 5.36 fb −1 collected with the CDF II detector. The large size of the data sample allows for scanning a much more extended phase space and with a better statistical precision than in earlier measurements. Using a novel technique for the background subtraction, based on the track isolation, the overall systematic uncertainty is limited to about 30% on average.
The results of the measurement are compared with three state-of-the-art calculations, applying complementary techniques in modeling the reaction. All three calculations describe events with large diphoton mass and small diphoton transverse momentum fairly well, where the kinematics is similar to the decay of a low-P T heavy particle, such as the Higgs boson, decaying into a photon pair. Exceptions are kinematic regions where gluon interactions and the associated fragmentations of quarks into photons are expected to be important, such as the low mass and azimuthal difference regions and the region of the "Guillet shoulder" at moderate transverse momentum. All three calculations underestimate the data in those regions. Although the diphox calculation explicitly includes a fragmentation model, it fails to reproduce the data in those sensitive regions, possibly because of the approximate nature of the requirement of photon isolation in the diphox framework. This requirement is mostly responsible for the suppression of fragmentation contributions and is applied using hadron variables in the data but using parton variables in diphox. The low transverse momentum and large azimuthal difference regions, where resummation in the diphoton transverse momentum is important, are best described by resbos, as expected from the analytical resummation implemented in this calculation. Photon radiation, especially from the initial state quarks, in addition to the prompt photon production at the hard scattering, is for the first time shown to play a very important role in the parton showering pythia calculation in order to bring the prediction into reasonable agreement with the data. The signal and background disentanglement is done in a maximum likelihood framework. A likelihood of the composition of the baseline γγ sample is defined on the basis of binomial probabilities for the observed photons to pass or fail the track isolation cut:
where k = 1, . . . , N labels all events in the sample and i = pp, pf, f p, f f labels the categories of events in which both photons pass, the leading passes and the sub-leading fails, the leading fails and the sub-leading passes, and both photons fail the track isolation cut, respectively. µ i (k) is the probability of the event k to fall in the category i and n i (k) is the observation for the event k; i.e. n i (k) is 1 for one of the four categories i and 0 for the other three. The probabilities can be analyzed as follows:
where j = ss, sb, bs, bb labels the categories in which both photons are signal, the leading is signal and the subleading background, the leading is background and the sub-leading signal, and both photons are background, respectively. p j (k) is the probability for an event k to be in the category j. ε ij (k) is the probability for an event k of the truth category j to be observed in the observation category i. This probability is directly related with the efficiencies of the two photons in the event k to pass the track isolation cut, since the efficiencies are defined as the probabilities for the leading or sub-leading photon to pass the cut. In a 4 × 4 matrix notation,
where ǫ αβ (k) (α = s or b, β = 1 or 2) are the efficiencies of the leading or sub-leading photon, coming from the signal or from the background, to pass the track isolation cut.
The likelihood L is maximized or, equivalently, the opposite of its natural logarithm
is minimized with respect to the probabilities p j (k). The minimization of the logarithm L leads to the system of equations
with solutions 
