from the case of two-phase flow. The three-phase relative permeability and capillary pressure curves are far more
INTRODUCTION
For the above reason on the total differential condition, we also derive other formulations of the governing equaIt has been shown that the governing equations describ-tions for three-phase flow in porous media. We show that ing two-phase flow in porous media can be written in a these equations can be written in terms of a phase or fractional flow formulation, i.e., in terms of a global pres-pseudo-global pressure and two saturations without any sure and saturation [1, 8, 14] . Further, it has been proven assumption. However, it turns out that the phase and that this fractional flow approach is far more efficient than pseudo-global pressure-saturation forms are much more the original two-pressure approach from the computational complicated than the global pressure-saturation form. In point of view [5, 11, 13] . The main reasons for this are that particular, the coupling between the pressure and saturathe differential equations written in the fractional flow tion equations in the phase and pseudo-global pressureformulation formally resemble the governing equations for saturation forms is stronger, and thus these equations are single-phase flow, and that efficient numerical schemes can more expensive to solve. This agrees with our theoretical be devised to take advantage of many physical properties and numerical observations, which are carried out here for inherent in the flow equations.
the first time. The pseudo-global formulation is useful In this paper we discuss various formulations of the when the total differential condition is violated and the governing equations describing three-phase (e.g., water, fractional flow functions of the water and gas phases are oil, and gas) flow in porous media. We show that, under a close to their respective mean values. In this case the presso-called total differential condition on the shape of three-sure equation is more decoupled from the saturation equaphase relative permeability and capillary pressure functions in this formulation than in the phase formulation. In tions, the governing equations can be written in a fractional the general case where these two features are not satisfied, flow formulation, i.e., in terms of a global pressure and two the phase formulation can be applied. saturations. The case of three-phase flow is quite different
In the next section we review the governing equations for three-phase flow in a porous medium. Then the phase, a total velocity and flux are derived in Sections 3-5, respec-sures, and the absolute permeability k can depend on space and any dependent variables. The density Ͱ and viscosity tively. A theoretical comparison of these forms is presented in Section 6. A comparison between the global and phase Ȑ Ͱ are functions of pressures. Finally, we assume that the capillary pressure and relative permeability functions deforms, and between the phase and pseudo-global forms via numerical experiments is given in Section 7; finite ele-pend upon the saturations s Ͱ solely. For notational simplicity, we neglect their dependence on space, which would ment and difference methods are applied to solve the partial differential equations. Finally, a concluding remark is then introduce lower-order terms in the partial differential equations [8, 14] . In the next three sections we shall write given in Section 8.
Eqs. (2.1)-(2.3) in terms of a pressure p and the two saturations s w and s g .
THE GOVERNING EQUATIONS
The usual equations describing the flow of three immisci-
PHASE FORMULATION
ble fluids in a porous medium ⍀ ʚ ᑬ 3 are given by the mass balance equation and Darcy's law for each of the In this section the phase pressure-saturation formulation fluid phases [4, 21] , with a total velocity and flux is derived.
3.1. Phase Formulation with a Total Velocity. For expositional convenience, we introduce the phase mobility
and the total mobility where and k are the porosity and absolute permeability of the porous medium; Ͱ , s Ͱ , p Ͱ , u Ͱ , and Ȑ Ͱ are, respectively, the density, (reduced) saturation, pressure, volumet-
ric velocity, and viscosity of the Ͱ-phase; q Ͱ is the source/ sink term; k rͰ is the relative permeability of the Ͱ-phase; and g is the gravitational, downward-pointing, constant Also, we define the fractional flow functions vector. Below Ͱ ϭ w, o, and g denote water, oil, and gas phases, respectively, for example. In addition to (2.1), we f Ͱ ϭ Ͱ /, Ͱ ϭ w, o, g. also have the customary property for the saturations, 
3) and define the total velocity where p coo ϵ 0, p cgo represents the gas phase capillary
2) pressure, and p cwo is the negative water phase capillary pressure.
The dependent variables are s Ͱ , p Ͱ , and u Ͱ . In (2.1) and Then, use (3.1) and (3.2), carry out the differentiation (2.2), we have utilized the reduced saturations s Ͱ , which indicated in (2.1a), divide by Ͱ in (2.1a), and apply (2.2) are related to the phase saturations s Ͱ by and (2.3) to obtain the differential equations with x ʦ ⍀ and t Ͼ 0,
where s rͰ is the residual saturation of the Ͱ-phase, Ͱ ϭ w,
The porosity can be a function of space and pres-and and
The phase velocity is given by where
The equations in (3.3) and (3.4) are, respectively, the pressure and saturation equations. The phase velocity is related to the total velocity by
GLOBAL FORMULATION
In this section the global pressure-saturation formulation
(3.5) with the total velocity and flux is obtained.
Global Formulation with the Total Velocity. The phase and total mobilities and the fractional flow functions are defined in the same manner as in Subsection 3.2. Phase Formulation with a Total Flux. In the right-3.1; i.e., hand sides of (3.3b) and (3.4) appear the terms u Ͱ и ٌ Ͱ , which are essentially quadratic in the velocities. To get rid of these terms, we now introduce a total flux. Toward that
To introduce a global pressure, we assume that the frac- 
The pressure variable is defined as in (3.1), but a total flux This holds if and only if the following equations are satis now introduced: isfied: This condition is referred to as the total differential condi-4.2. Global Formulation with the Total Flux. As in Subsection 3.2, to get rid of the quadratic terms in the tion [8] . When the condition (4.3) is satisfied, the function p c is determined by velocities in (4.7b), we define
(4.4) Also, define the total flux where we assume that the above integrals are well-defined, 
The assumption on the dependence on the pressure p means that we ignore the error caused by calculating the Now, use the condition (4.3), the definitions in (4.4)-density and viscosity functions for the Ͱ-phase at p instead (4.6), and the same calculations as in Subsection 3.1 to get of p Ͱ . For details on this error, the reader is referred to the pressure and saturation equations with x ʦ ⍀ and t Ͼ 0, [14] for a similar treatment in the two-phase flow.
With the same argument as in Subsection 4.1, a necessary u ϭ Ϫk(ٌp Ϫ G ), (4.7a) and sufficient condition for existence of a function p c satis- and where p is treated as a parameter. Under the condition (4.12), the function p c is described by
Finally, the phase velocity is determined by The global pressure is again defined by A simple numerical procedure for constructing these 
The phase velocity is computed by discuss the total differential condition (4.3). For three-5.1. Pseudo-global Formulation with the Total Velocity. Again, the phase and total mobilities and the fractional flow functions are defined as in Subsec tion 3.1:
To introduce a pseudo-global pressure, we assume that the fractional flow functions f Ͱ depend solely on the saturations s w and s g (for pressure-dependent functions f Ͱ , see the next subsection). Also, assume that the capillary pressures satisfy (4.18). Then it follows from (3.3a) that
We introduce the mean values 
It follows from (4.20) that, if the total mobility is close 
PSEUDO-GLOBAL FORMULATION
The global formulation in Section 4 requires the total differential condition (4.3) on the shape of three-phase relative permeability and capillary pressure functions. In this section we derive a pseudo-global pressure-saturation formulation, which does not require this condition.
where s wc and s gc are such that p cwo (s wc ) ϭ 0 and p cgo 6. THEORETICAL COMPARISON (s gc ) ϭ 0. Now, by (5.1), we see that
We first note that if f w and f g are close to their respective mean values f w and f g , then the last term in the right-hand side of (5.2) and (5.3) can be neglected. In particular, in
2) the case of compressible fluids with cross-relative permeabilities and unity viscosities mentioned in Subsection 4.3, f w ϭ f w and f g ϭ f g . Hence, in these cases the where f o ϭ 0. Equations (3.3b) and (3.4) remain the pseudo-global form reduces to the global form. However, same here.
in the general case the pseudo-global form is essentially 5.2. Pseudo-global Formulation with the Total Flux. the same as the phase form, and the coupling between the The phase and total mobilities and the fractional flow func-pressure and saturation equations in these two forms has tions are again given as in Subsection 3.2:
the same pattern. Here we compare the phase and global forms; an analogous comparison between the pseudoglobal and global forms can be carried out. The comparison
between the phase and pseudo-global forms will be given in the next section numerically. 
stronger than that between the equations in (4.7) and (4.8).
In particular, Eq. (3.3a) has the gradient of the two capil- 
What is more, while the capillary diffusion terms involve the gradient of the two capillary pressure functions p cwo and p cgo in (3.4) for Ͱ ϭ w and g, the calculation of the Apply this definition to (3.7a) to obtain diffusion terms requires the resolution of the four linear systems 
NUMERICAL COMPARISON
In this section we compare the previous three formulaIn the phase pressure-saturation form, Eqs. (3.3) and tions for two sets of data. The first set of data is relatively (3.4) now reduce to (with x ʦ ⍀ and t Ͼ 0) simple and satisfies the total differential condition (4.3). Thus in this case we numerically compare the phase and u ϭ Ϫk(ٌp ϩ s w ٌs w Ϫ s g ٌs g ), (7.2a) global formulations. The second set of data is more physi-ٌ и u ϭ q, (7.2b) cally adequate, but does not satisfy the condition (4.3). For this set of data we compare the phase and pseudoand global formulations.
The First Test. The capillary pressure functions
Ѩs w Ѩt ϩ ٌ и ͕s w u Ϫ ks w ((1 Ϫ s w )ٌs w ϩ s g ٌs g )͖ ϭ q w , (7.3a) are defined as
Recall that p cwo is the negative water phase capillary pres-where q ϭ ͚ Ͱ q Ͱ . Similarly, in the global pressuresure. The relative permeability curves are given by saturation form the pressure equation (4.7) becomes u ϭ Ϫkٌp,
(7.4b) With these choices, the total differential condition (4.3) is the saturation equations are the same as in (7.3) for the satisfied from the discussion in Subsection 4.3. Further, present set of data. Recall that the p in (7.2a) is the oil with ϭ Ȑ Ͱ ϭ Ͱ ϭ 1, Ͱ ϭ w, o, g, and g ϭ 0, the mobility phase pressure, while the p in (7.4a) is the global pressure and fractional flow functions become defined in (4.5). Also, it follows from (7.1) that the boundary condition for (7.2) and (7.4) is
and that the boundary conditions for (7.3a) and (7.3b) are Thus the function p c is given by
For the present set of data, the system in (3.3) and (3.4) (respectively, (4.7) and (4.8)) is the same as that in (3.7) and where is the outer unit normal to the boundary Ѩ⍀ of ⍀. over the given mesh up to time t ϭ 1 from the initial time For the present simple problem, (7.4) implies that the t ϭ 0 are presented. CPU-P denotes the CPU times for pressure equation is completely decoupled from the saturathe phase system, while CPU-B indicates those for the tion equations in the global pressure-saturation form, and global system. All experiments are carried out on a Sun thus it can be independently computed and the resulting workstation. total velocity can be used by the saturation equations later.
It follows from Tables I-IV that the numerical results In the phase pressure-saturation form, the system in Eqs.
agree with the theoretical error prediction O(⌬t ϩ h) for (7.2) and (7.3) is solved sequentially. An approximation both systems. However, the CPU times required for the of u is first obtained at time level t ϭ t n from solution of solution of the phase pressure-saturation system almost Eq. (7.2) with the saturations s w and s g evaluated at the double those for the global system. This shows that the previous time level t ϭ t nϪ1 . Then, using the current approxlatter system can be more easily solved, and agrees with imation for u, approximations of s w and s g are obtained our theoretical observation in Section 6. Lots of time is at t ϭ t n by using (7.3a) and (7.3b) simultaneously. The spent on the coupling between the pressure and saturation saturation equations are solved here by the classical upequations in the former system. weighting finite difference scheme, while the pressure equation is solved by a mixed finite element method. We 7.2. The Second Test. In the second example we test assume that the reader is familiar with the former scheme; a more physically adequate set of data for the comparison the latter method will be reviewed in the Appendix.
between the phase and pseudo-global formulations. The Uniform partitions of ⍀ into rectangular parallelepipeds relative permeability curves are given by the modified Corwith the space step h ϭ ⌬x ϭ ⌬y ϭ ⌬z are taken. The ey's model [15] time differentiation terms in (7.3) are discretized with the backward Euler scheme, and the time step is assumed to k rw ϭ 0.21s 1.5 w , be proportional to the space step: ⌬t ϭ h, where is the k ro ϭ 0.71s Table V , the CPU times s rg ϭ 0.05. in minutes for solving the whole pressure-saturation system 
), turns out that the pseudo-global system takes more time, which is indicated in Table X by CPU-S. The reason for this where the constants a w , etc., depend on the residual satura-is that the coupling between the pressure and saturation tions. The water and oil densities are taken to be 1000 kg/ equations in the phase and pseudo-global forms has the m 3 and 1200 kg/m 3 , respectively, while the gas density is same pattern, but extra time is needed to handle the numerchosen as ical integrals in the latter form. As mentioned before, in the case where f w and f g are close to their respective mean values f w and f g , the pseudo-global form is very useful.
ͪ , (7.9) For, in this case, this form approximates the global form, and thus the pressure equation is more decoupled from the saturation equations. We have observed this in our where 0g is the density of the gas phase at the reference numerical experiments (not reported here). pressure p 0g . The constants in (7.8) and (7.9) are not imWe end with two remarks. First, the transport term in portant for the present test, and are chosen randomly.
the saturation equations is governed by the total velocity Finally, the viscosities of the water, oil, and gas phases are (respectively, flux) u. Thus accurate numerical simulations 1 cp, 0.9 cp, and 0.8 cp, respectively, and and g are require an accurate approximation for u. The mixed finite the same as in the first example. The no-flow boundary element method is here used to approximate u and p simulcondition for each phase in (7.1) is also exploited here.
taneously, and produces an accurate velocity [18] . Second, The comparison is here done between the system given due to their convection-dominated feature, more efficient by (3.3) and (3.4) and that given by (5.2), (3.3b), and (3.4); approximate procedures should be used to solve the saturasimilar results have been observed for the system in (3.7) tion equations. However, the interest here is in the comparand (3.8) and that in (5.3), (3.7b), and (3.8). Note that, in ison between the two differential systems; the simple finite the present situation, the pressure equations are parabolic, difference scheme is accurate for this purpose [12] . and are not decoupled from their saturation equations. These are the differences between the two test cases. Another difference is, as mentioned above, that the functions 8. CONCLUDING REMARK in (7.7) and (7.8) do not satisfy the condition (4.3).
The same discretization techniques and set of numerical The phase, pseudo-global, and global pressure-saturadata in the first example are used here. The integrals in tion differential systems have been established for the the pseudo-global system are computed numerically by a three-phase fluid flow in porous media. Comparisons bescheme which is consistent with the used discretization tween these systems have been carried out both theoreti- 
