Conditional Neural Generation using Sub-Aspect Functions for Extractive
  News Summarization by Liu, Zhengyuan et al.
1Conditional Neural Generation using Sub-Aspect
Functions for Extractive News Summarization
Zhengyuan Liu, Ke Shi, Nancy F. Chen
Abstract—Much progress has been made in text summariza-
tion, fueled by neural architectures using large-scale training
corpora. However, reference summaries tend to be position-biased
and constructed in an under-constrained fashion, especially for
benchmark datasets in the news domain. We propose a neural
framework that can flexibly control which sub-aspect functions
(i.e. importance, diversity, position) to focus on during sum-
mary generation. We demonstrate that automatically extracted
summaries with minimal position bias can achieve performance
at least equivalent to standard models that take advantage of
position bias. We also show that news summaries generated with
a focus on diversity can be more preferred by human raters.
These results suggest that a more flexible neural summarization
framework can provide more control options to tailor to different
application needs. This framework is useful because it is often
difficult to know or articulate a priori what the user-preferences
of certain applications are.
Index Terms—natural language processing, text summariza-
tion, neural networks.
I. INTRODUCTION
A. Motivation
TEXT summarization is a core task in natural languageprocessing, targeting to automatically generate a shorter
version of the source content while retaining the most impor-
tant information. As a straightforward and effective method,
extractive summarization creates a summary by selecting and
subsequently concatenating the most salient semantic units in a
document. Recently, neural networks, which can be trained in
an end-to-end manner, has achieved favorable improvements
on various large-scale benchmarks [1], [2], [3].
Despite renewed interest and avid development in extractive
summarization, there are still long-standing, unresolved chal-
lenges. One major problem is position bias, which is especially
common in the news domain, where the majority of research in
summarization is studied. In news articles, sentences appearing
earlier tend to be more important for summarization tasks [4],
and this preference is reflected in many reference summaries
of public datasets. However, while there is a tendency for
important sentences to be presented in the very beginning
of a news article, news articles can be presented in various
ways in addition to this classic textbook writing style of the
“inverted pyramid” [5]. Other journalism writing styles include
anecdotal lead, question-and-answer format, and chronological
organization [6]. Therefore, salient information could also be
scattered across the entire article, instead of being concentrated
in the first few sentences, depending on the chosen writing
style of the journalist.
In addition to journalistic writing style variations, more
subjective variability is injected into text summarization tasks
at the ground-truth construction stage. According to [7]:
“Content selection is not a deterministic process [8], [9],
[10]. Different people choose different sentences to include
in a summary, and even the same person can select different
sentences at different times [11]. Such observations lead to
concerns about the advisability of using a single human model
...” such observations suggest that without explicit instructions
and targeted applications in mind, ground-truth construction
for summarization could easily become an under-constrained
assignment for human evaluators, making it difficult for cur-
rent machine learning models to reach their full potential [12].
Therefore, in this work, we propose a flexible neural sum-
marization framework that is able to provide more explicit
control options when automatically generating summaries (see
Figure 1). We follow the spirit of sub-aspect theory and adopt
control codes on sub-aspects to condition summary generation.
The advantages of this framework are two-fold: (1) It provides
a systematic approach to investigate and analyze how one
might minimize position bias in extractive news summarization
in neural modeling. Most, if not all, previous work (e.g. [13],
[12]) only focus on analyzing the degree and prevalence of
position bias. In this work, we take one step further to propose
a research methodology direction to disentangle position bias
from important and non-redundant summary content. (2) Text
summarization needs are often domain or application specific,
and difficult to articulate a priori what the user-preferences
are, thus requiring potential iterations to adapt and refine.
However, human ground-truth construction for summarization
is time-consuming and labor-intensive. Therefore, if there is
a more flexible summary generation framework, we can cut
down on manual labor and generate useful summaries more
efficiently.
B. Generation Framework Overview
In neural approaches, maximum likelihood estimation is
commonly applied for model optimization, which maximizes
the probability p(y|x, θ), where x is the input, y is the target,
and θ is a trainable parameter set. This setup results in neural
models tagging on to features that correlate the most with
the output, which are often positional-related features in the
case of extractive news summarization. The model will easily
overfit and select the first-k sentences as best candidates
regardless of considering the full context, resulting in sub-
optimal models with fancy neural architectures that do not
generalize well to other domains [14].
To this end, we postulate that sentence selection can benefit
from finer-constrained conditional learning. Since summa-
rization has been regarded as a combination of sub-aspect
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2Figure 1. Proposed conditional generation framework exploiting sub-aspect
functions.
functions (e.g. information, layout) [13], [15], [16], we can use
these sub-aspects to condition summary generation. Therefore,
we transform the learning object from p(y|x, θ) to p(y|x, c, θ),
where c is an auxiliary conditional vector. In our framework,
c is the control code which is an integral part of the input that
helps guide the model to focus on different sub-aspect features.
We expect that such control measures can reduce position bias
and provide more extractive news summarization options for
downstream applications.
A suitable set of sub-aspect control codes is important for
such conditional generation. An ideal set should characterize
different aspects of summarization well in a comprehen-
sive manner but at the same time possess a relatively clear
boundary between one another to minimize the set size [17].
To achieve this, we adopt the sub-aspects defined in [13]:
IMPORTANCE, DIVERSITY, and POSITION, and assess their
characterization capability on the CNN/Daily Mail news cor-
pus [18] via quantitative analyses and unsupervised clustering.
We utilize control codes based on these three sub-aspect
functions to label the training data and implement our con-
ditional generation approach with a neural selector model.
Experiment results show that given different control codes,
the model can generate output summaries of alternative styles
while maintaining performance comparable to the current
state-of-the-art models.
II. IN RELATION TO OTHER WORK
Most benchmark datasets in text summarization focus on the
news domain, such as New York Times [19] and CNN/Daily
Mail [18], where the human-written summaries can be utilized
in both abstractive and extractive paradigms. While abstractive
approaches focus on writing a summary automatically via
exploring comprehension and generative methods [20], [21],
extractive approaches are to score and select semantic units
such as phrases and sentences from the source content, and
concatenate them as a summary with better fluency and
readability.
To improve the performance of extractive summarization,
non-neural approaches explore to utilize various linguistic and
statistical features such as lexical characteristics [22], explicit
or latent topic information of source content [23], document-
level rhetorical discourse analysis [24], and graph-based lexi-
cal [25] and structural [26] modeling. On the other side, neural
approaches learn the features in a data-driven manner, which
are significantly improved by large-scale available corpora and
the development of neural architectures. Various sophisticated
designs and components equip neural models with powerful
learning capability: word embedding methods like Word2Vec
[27] provide feature-rich semantic vector representation, and
sequential modeling architectures like recurrent networks [28]
help to obtain contextual comprehension, which can be further
enhanced by adapting self-attention mechanism [29]. Based
on recurrent neural networks, SummaRuNNer is one of the
earliest neural models [1]. Much development in extractive
summarization has been made by applying reinforcement
learning [30], jointly learning of scoring and ranking [31],
exploiting multi-level segmentation [32], and utilizing deep
contextual language models [3].
Despite much development in recent neural approaches,
there are still challenges such as corpus bias and system bias
[13] in the summary, which often stems from position bias
in the golden ground-truth, conceivably resulting from the
“inverted pyramid” writing style in journalism [33]. However,
to date only analysis work has been done to characterize the
position-bias problem and its ramifications, such as inability
to generalize across corpora or domains [12], [13], [14]. Few,
if any, has attempted to resolve this long-standing problem
of position bias using neural approaches. In this work, we
take a first stab to explore the possibility of disentangling
three sub-aspects that are commonly used to characterize
summarization: POSITION for choosing sentences by their
position, IMPORTANCE for choosing relevant and repeating
content across the document, and DIVERSITY for ensuring
minimal redundancy between summary sentences [13] during
the summary generation process. In particular, we use these
three sub-aspects as control codes for conditional training. To
the best of our knowledge, this is the first work in applying
auxiliary conditional codes for extractive summary generation.
In other research areas such as computer vision and voice
conversion, there has been work on including auxiliary con-
dition signals as input to obtain finer-constrained outputs.
In image style transfer, codes specifying color or texture
are used to train conditional generative adversarial networks
[34] and variational autoencoders [17]. In natural language
processing, topic information can be categorized and imported
as conditional signals, which has been applied in dialogue
response generation [35] and pre-training of large scale lan-
guage models [36], and sentiment polarity is used in text style
transferring [37].
III. EXTRACTIVE ORACLE CONSTRUCTION
A. Similarity Metric: Semantic Affinity vs. Lexical Overlap
For benchmark corpora that are widely adopted, e.g.
CNN/Daily Mail [18], there are only golden abstractive sum-
maries written by humans with no corresponding extractive
oracle summaries. To convert the human-written abstracts to
3Figure 2. Cumulative position distribution of oracles built on ROGUE (Blue)
and BertScore (Orange). X axis is the ratio of article length. Y axis is the
cumulative percentage of summary sentences.
extractive oracle summaries, most previous work used ROUGE
score [38], which counts contiguous n-gram overlap, as the
similarity criteria to rank and select sentences from the source
content. Since ROUGE scores only conduct simple lexical
matching using word overlapping algorithms, salient sentences
from the source content paraphrased by human-editors could
be overlooked as the ROUGE scores would be low, while
sentences with a high count of common words could get an
inflated ROUGE score [12].
To tackle this drawback of using ROUGE as scoring criteria,
we propose to apply the semantic similarity metric BertScore
[39] to rank the candidate sentences due to the following
reasons. First, BertScore has shown better performance than
ROUGE and BLEU in sentence-level semantic similarity as-
sessment [39]. Moreover, BertScore includes recall measures
between reference and candidate tokens, which is a more
suitable metric than distance-based similarity measures [40],
[41] for summarization related tasks, where there is an asym-
metrical relationship between the reference and the generated
text.
B. Oracle Construction and Evaluation
To build oracles with semantic similarity, first we con-
duct sentence segmentation on source documents and human-
written gold summaries. Then we convert the text to a
semantic-rich distributed vector space. For each sentence in
a gold summary, we use BertScore to calculate its semantic
similarity with candidates from the source content, then the
sentence with the highest recall score is chosen. We filtered
out candidates with a recall score lower than 0.5 to further
streamline the selection process.
We observed that the oracle summaries generated through
semantic similarity is different from those chosen from tradi-
tional n-gram overlap. As shown in Figure 2, the positional
distribution of the two schemes are different, where early
sentence bias is less significant for the BertScore scheme. To
further evaluate the effectiveness of this oracle construction
approach, we conducted two assessments. First, we calculated
their ROUGE scores with the gold summary. As shown in
Table I, the oracle summaries derived from BertScore are com-
parable though slightly lower than those from ROUGE, which
is not unexpected given that the former is more mismatched
with the ROUGE metric criteria.
Next, we conducted 2 human evaluation experiments. The
first one was to rank the candidate summary pairs of 50
Table I
ROUGE AND HUMAN EVALUATION SCORES OF ORACLE SUMMARIES
BUILT ON BERTSCORE AND ROUGE.
ROUGE-1 ROUGE-2
F1 Score F1 Score
ROUGE Oracle 51.84 31.08
BertScore Oracle 50.56 29.41
Similarity Evaluation Score
Gold Summaries -
ROUGE Candidates 0.70
BertScore Candidates 0.84
QA Paradigm Evaluation Accuracy
Entity and Event Questions:
Gold Summaries 0.95
ROUGE Candidates 0.54
BertScore Candidates 0.72
Extended Questions:
Gold Summaries 0.87
ROUGE Candidates 0.52
BertScore Candidates 0.70
news samples based on their similarity to human-written gold
summaries [2]. Four linguistic analyzers were thus asked to
consider two aspects: informativeness and coherence [42].
The evaluation score represents the likelihood of a higher
ranking, and is normalized to range [0, 1]. Then, we adopted
the question-answering paradigm as in [3] to evaluate the
selected candidates of 30 samples. For each sentence of gold
summary, questions were related to key information like event
and name entities. Then human annotators were asked to
answer these questions given an oracle summary. The accuracy
of answers is regarded as the evaluation score. Moreover, we
constructed some extended questions in which the answer can
only be answered with comprehension of the full summary.
The extractive summaries constructed with BertScore score
are significantly higher in all human-evaluation experiments
(see Table I).
IV. SUB-ASPECT CONTROL CODES
A. Sub-Aspect Features in News Summarization
Conditional generation approaches often use control codes,
in the form of an auxiliary vector, to adjust the pre-defined
style features. Some classic examples include polarity in sen-
timent style transferring [37], topics in task-oriented dialogue
systems [35], and physical attributes (e.g. texture, color) in
image generation [17]. However, for extractive news summa-
rization, it is more challenging to pinpoint such intuitive and
well-defined features, as the writing style could vary according
to genre, topic, or editor preference.
In this work, we adopt position, importance and diversity
as a set of sub-function features to characterize extractive
news summarization [13]. Considerations include: (1) “in-
verted pyramid” writing style is common in news articles, thus
making layout or position a salient sub-aspect for summariza-
tion; (2) Importance sub-aspect indicates the assumption that
repeatedly occurring content in the source document contains
more important information; (3) Diversity sub-aspect suggests
4Figure 3. Sample-level distribution of sub-aspect functions of the BertScore
oracle. Values are the percentage in categorized samples, which adds up to
60.03% of CNN/Daily Mail training set. The remaining 39.97% do not belong
to any of these 3 sub-aspects.
that selected salient sentences should maximize the semantic
volume in a distributed semantic space [16], [43].
B. Summary-Level Quantitative Analysis
Next, we apply two methods to evaluate the compatibility
and effectiveness of the sub-aspects we choose for extractive
news summarization. First, we conduct a quantitative analysis
on the CNN/Daily Mail corpus, based on the assumption that
the writing style variability of summaries can be characterized
through different combinations of sub-aspects. [16].
For each source document, we segmented and converted
all sentences to vector representations with a pre-trained
contextual language model BERT1 [44]. For each sentence,
we averaged hidden states of all tokens as the sentence
embedding. Similar to [13], to obtain the subset of sentences
which correspond to importance sub-aspect, we adopted an
N-Nearest method which calculates an averaged Pearson cor-
relation between one sentence and the rest for all source
sentence vectors, and collected the first-k candidates with the
highest scores (k equals oracle summary length). To obtain the
subset which corresponds to the diversity sub-aspect, we used
one implementation2 of the QuickHull algorithm [45] to find
vertices, which can be regarded as sentences that maximize the
volume size in a projected semantic space. For the subset that
corresponds to the position sub-aspect, the first 4 sentences in
the source document were chosen.
With three sets of sub-aspects, we quantified the distribution
of different sub-aspects on the extractive oracle constructed
in Section III. An oracle summary will be mapped to the
importance sub-aspect when at least two sentences in the
summary are in the subset of importance sub-aspect. For those
oracle summaries that are shorter than 3 sentences (occupying
19% of the oracle), only one sentence was used to determine
which sub-aspect they would be mapped to. Note that the
mapping is many to many; i.e. each summary can be mapped
to more than one sub-aspect. Figure 3 displays the distribution
of the three sub-aspect functions of the oracle summaries,
where position occupies the largest area. This visualization
1https://github.com/google-research/bert
2http://www.qhull.org/
Figure 4. Autoencoder with adversarial training strategy for unsupervised
clustering of sentence-level distribution of sub-aspect functions.
shows that the three sub-aspects represent distinct linguistic
attributes but could overlap with one another. This agrees with
the linguistic feature of news writing. Additionally, the these
three sub-aspects overlapping with each other supports our
assumption that a summary can be viewed as a combination
of different sub-aspects. Together, sample-level quantitative
analysis demonstrates those three sub-aspects we choose are
reasonable.
C. Sentence-Level Unsupervised Analysis
According to the mapping algorithm in the previous section,
39% summaries were not mapped to a sub-aspect. This finding
motivated us to investigate the distribution of sub-aspect func-
tions at the sentence level. Thus, we conducted unsupervised
clustering, assuming that samples within one cluster are most
similar to each other and they can be represented by the
dominant feature.
As shown in Figure 4, we use an autoencoder architecture
with adversarial training to model the correlation between
document and summary sentences in the semantic space. The
encoding component receives the source document represen-
tation and one summary sentence representation as input, and
compresses it to a latent feature vector. Then, the latent vector
and document vector are concatenated and fed to the decoding
component to reconstruct the sentence vector. To obtain a
compact yet effective latent vector representing the correlation
between the source and summary, we adopt an adversarial
training strategy as in [37]. More specifically, the adversarial
decoder we include aims to reconstruct the sentence vector
directly from the latent vector. During the training process,
we update parameters of the autoencoder with an adversarial
penalty. After training this autoencoder, we conduct k-means
clustering (k = 5) on the latent representation vectors. Then,
we analyze the clustering output, with the sentence-level labels
of sub-aspect functions as defined in Section IV-B. As shown
in Figure 5, sentences with position sub-aspect is distributed
relatively equally across each cluster, while importance and
diversity dominate in respectively different clusters. Based on
the clustering results, we assign the sub-aspect function which
is dominant to unmapped sentences in the same cluster. For
instance, diversity is assigned to unmapped sentences in cluster
0 and 1 while importance is assigned to those in cluster 3 and
4. By doing this, we reduce ≈ 78% of unmapped sentences
5and further reduce 35% unmapped summaries using the same
criteria in Section IV-B.
D. Implementation Details of Unsupervised Analysis Model
In this section, we provide implementation details of the
model in Section IV-C: an autoencoder with adversarial train-
ing strategy.
Encoding Component: Given a document representation vec-
tor vdoc, and a sentence representation vector vsen as input,
the encoding component (two linear layers) compresses it to a
lower dimension, namely the latent feature vector vlatent. In
our setting, the hidden dimensions of vdoc, vsen and vlatent
are 768, 768 and 10, respectively. henc is the hidden vector,
defined as:
henc = LeakyRelu(W[vdoc;vsen] + b) (1)
the lantent feature vector is defined as:
vlatent = Sigmoid(Whenc + b) (2)
where W and b are trainable parameters in each layer, and ;
denotes the concatenation operation.
Decoding Component: Given a latent feature representation
vector vlatent and a document representation vdoc as input,
the decoding component (two linear layers) is targeted to
reconstruct the sentence representation vsen.
hdec = LeakyRelu(W[vdoc;vlatent] + b) (3)
sdec =Whdec + b (4)
where hdec and sdec are the hidden state and reconstruction
output, respectively.
Adversarial Decoding Component: Given a latent feature
representation vector vlatent as input, the adversarial decoding
component (one linear layer) is targeted to reconstruct the
sentence representation vsen.
sadv =Wvlatent + b (5)
where sadv is the reconstruction output.
Training Procedure: During each training batch, there is a
two-step parameter update:
1) Update the adversarial decoder with Mean Square Error
(MSE) loss between sadv and vsen.
lossadv = MSE(sadv,vsen) (6)
2) Update the autoencoder with MSE loss between sadv and
vsen, combined with a penalty from the adversarial MSE to
reduce the unnecessary information leaked from vsen in the
encoding component. The adversarial loss is defined as:
lossadv = MSE(sdec,vsen)− λMSE(sadv,vsen) (7)
where λ = 0.2 in our training setting.
V. CONDITIONAL NEURAL GENERATION
In this section, we construct a set of control codes to specify
the three sub-aspect features described in Section IV, and
label the oracle summaries constructed in Section III, then we
propose a neural extractive model with a conditional learning
strategy for more flexible summary generation.
Figure 5. Sentence-level clustering result labeled with sub-aspect features. X
axis is the cluster index. Y axis is the proportion of sub-aspect features in
each cluster.
A. Control Code Specification Scheme
The control codes are constructed in the form of [impor-
tance, diversity, position] to specify sub-aspect features. We
can flexibly indicate the ‘ON’ and ‘OFF’ state of each sub-
aspect by switching its corresponding value to 1 or 0, thus
enabling disentanglement of each sub-aspect function. For
instance, the control code [1, 0, 0] would tell the model to focus
more on importance during sentence scoring and selection,
while [0, 1, 1] would focus on both diversity and position.
Indeed, switching the position code to 0 would help the model
obtain minimal position bias. Note that this does not mean the
first few sentences would not be selected, as there is overlap
between position, importance and diversity (shown in Figure
3). There are 8 control codes under this specification scheme,
and we expect this code design can provide the model with
sub-aspect conditions for generating summaries.
B. Neural Extractive Selector
Given a document D containing a number of sentences
[s0, s1, ..., sn], the content selector assigns a score yi ∈ [0, 1]
to each sentence i, indicating its probability of being included
in the summary. A neural model can be trained as an extractive
selector for text summarization tasks by contextually modeling
the source content.
Here, we implemented the neural extractive selector in a
sequence labeling manner [14]. As shown in Figure 6, the
model consists of three components: a contextual encoding
component, a selection modeling component and an output
component. First, we used BERT in the contextual encoding
component to obtain feature-rich sentence-level representa-
tions. Then, in the training process, we concatenated these
sentence embeddings with the pre-calculated control code vec-
tor and fed them to the next layer, which models the contextual
hidden states with the conditional signals. Next, a linear layer
with Sigmoid function receives the hidden states and produces
scores for each segment between 0 and 1 as the probability of
extractive selection. While this architecture is straightforward,
it has shown to be competitive when combined with state-of-
the-art contextual representation [3].
In our setting, sentences were processed by a sub-word
tokenizer [46] and their embeddings were initialized with 768-
dimension “base-uncased” BERT [44] and were fixed during
6Figure 6. Overview of the controllable neural selector architecture.
training. Lengthy source documents were not truncated. For
the selection modeling component, we applied a multi-layer
Bi-directional LSTM [28] and a Transformer network [29] and
it was empirically shown that a two-layer Bi-LSTM performed
best. During testing, sentences with the top-3 selection prob-
ability were extracted as output summary.
C. Implementation Details of Neural Selector Model
In this section, we provide implementation details of the
model in Section V-B: a neural sentence selector for extractive
summarization.
BERT Encoding Component: Given a document D contain-
ing a number of sentences [s0, s1, ..., sn] as input, the encoding
component produces the sentence representation hi from each
s, which is a list of tokens [w0,w1, ...,wm]. Here we use the
average of the token-level hidden states in the last layer of
BERT as hi.
hi =
1
m
m∑
i
wBertRepi (8)
Selection Modeling Component: Given the specific control
code vctrl and sentence vectors H = [h0,h1, ...,hn] as input,
this component use a bi-directional LSTM layer to model the
contextual information with sub-aspect conditioning. The for-
ward and backward hidden states are concatenated as output.
uforwardi = LSTMf ([hi−1;vctrl]) (9)
ubackwardi = LSTMb([hi+1;vctrl]) (10)
ui = [u
forward
i ;u
backward
i ] (11)
where the hidden dimension is 768, control code dimension is
3, and ; denotes the concatenation operation.
Output Component: A linear layer is used to produce output
yi for each sentence, as the probability of being included in
the generated summary.
yi = Sigmoid(Wui + b) (12)
Training Setting: Binary cross entropy (BCE) is used to
measure the loss between the prediction yi and the ground-
truth yˆi for all time steps:
loss =
∑
BCELoss(yˆi,yi). (13)
Figure 7. Position distribution of generated summaries from a strong baseline
model BertEXT and our conditional summarization model with position code
set to 0 (3 implementations). X axis is the position ratio. Y axis is the sentence-
level proportion.
Figure 8. Sub-aspect mapping of generated summary with importance-focus
code [1,0,0]. Left panel: one sentence in the summary belongs to importance
sub-aspect. Right panel: two sentences in the summary belong to importance
sub-aspect. Contour lines denote the number of generated summaries.
Figure 9. Sub-aspect mapping of generated summary with diversity-focus
code [0,1,0]. Left panel: one sentence in the summary belongs to diversity
sub-aspect. Right panel: two sentences in the summary belong to diversity
sub-aspect. Contour lines denote the number of generated summaries.
Adam optimizer [47] with learning rate of 3e−4 was used.
Batch size was set to 64. Drop-out [48] of rate = 0.2 was
applied in the modeling layer and output linear layer. BERT
parameters were fixed during training. Lengthy documents
were not truncated.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we conduct quantitative analysis, automatic
and human evaluations to assess the performance of our
proposed conditional neural summarization framework.
A. Baseline
We compare the proposed model with following baseline
systems:
LEAD3 Since the news articles tend to present important
information at the beginning, selecting the leading three sen-
tences is a strong and commonly used baseline method.
7Table II
ROUGE F1 SCORE EVALUATION WITH VARIOUS CONTROL CODES, IN THE
FORM OF [importance, diversity, position]. * DENOTES THE RESULTS FROM
CORRESPONDING PAPER.
ROUGE-1 ROUGE-2
Oracle (BertScore) 50.56 29.41
LEAD-3 40.42 17.62
SummaRuNNer* 39.60 16.20
TransformerEXT* 40.90 18.02
BertEXT* 43.23 20.24
Code [0,0,0] 39.44 17.37
Code [0,0,1] 40.21 18.25
Code [0,1,0] 39.18 17.11
Code [0,1,1] 40.70 18.42
Code [1,0,0] 36.72 14.74
Code [1,0,1] 40.33 17.90
Code [1,1,0] 37.59 15.68
Code [1,1,1] 40.87 18.50
SummaRuNNer A neural extractive model proposed in [1],
which fuses some interpretable lexical features to enhance a
RNN-based sentence scoring network.
TransformerEXT An end-to-end extractive model as a strong
baseline used in [3] with Transformer [29] as the base neural
architecture.
BertEXT A state-of-the-art model [3] with fine-tuned BERT
[44] as strong encoding backbone, however the input doc-
uments were truncated in this model due to the position
embedding limitation.
B. Quantitative Analysis
To evaluate the effectiveness of applying sub-aspect func-
tions to conditioning summary generation, we fed various
control codes separately on the test set, and compared the
output summaries.
To test the possibility of reducing position bias by condi-
tioning summary generation, we switched the position code
to 0 and compared the position of selected sentences in sum-
maries generated by our model to the state-of-the-art baseline
BertEXT, based on fine-tuning BERT [3]. The results show
that BertEXT has a 50% chance of choosing the first 10% of
sentences in the document. While the proposed framework still
has a stronger tendency to choose sentences from the first 30%
of the sentences, its position distribution is flattened compared
to that of BertEXT.
We respectively switched importance and diversity codes to
1 and categorized the generated summaries into subset of each
sub-aspect function as in Section IV-B. As shown in Figure
8 and 9, summaries in the subset of importance and diver-
sity weigh higher when the corresponding control codes are
ON. Together, these results demonstrate the feasibility of our
proposed framework, which can generate output summaries of
alternative styles when given different control codes.
C. Automatic Evaluation
We calculated F1 scores of ROUGE-1 and ROUGE-2 for
generated summaries under 8 control codes, and compared
Table III
HUMAN EVALUATION ON SAMPLES FROM BASELINES AND OUR MODEL
WITH CONTROL CODES, IN THE FORM OF [importance, diversity, position].
Evaluation Score
Oracle 0.0458
BertEXT 0.0332
Code [1,0,0] -0.062
Code [0,1,0] 0.0198
Code [0,0,1] -0.071
Code [1,1,0] 0.0350
them with the BertScore oracle (see Section III), the Lead-
3 baseline, and several strong extractive baseline models.
From Table II we observe that: (1) Summary generated from
code [0,0,1] is similar to LEAD-3 but can dynamically learn
the positional features not limited to the first 3 sentences,
while isolating out diversity and importance features. (2) Only
focusing on the importance sub-aspect leads to the worst per-
formance, but performance can be improved when considering
other sub-aspects. (3) Focusing on the diversity sub-aspect
alone (i.e. Code [0,1,0]) can generate results comparable to
strong baselines such as SummaRuNNer.
D. Human Evaluation
In addition to automatic evaluation using ROUGE, we also
evaluated output summaries by eliciting human judgments.
The study was conducted by experienced linguistic analyzers
using Best-Worst Scaling [49]. Participants were given 50
news articles that were randomly chosen from the CNN/Daily
Mail testset and the corresponding summaries from five sys-
tems: the oracle, BertEXT and three codes that disable sub-
aspect position. Then they were asked to decide the best and
the worst summaries for each document in terms of informa-
tiveness and coherence [2], [42]. We collected judgments from
5 human evaluators for each comparison. For every evaluator,
the documents were randomized differently as well as the
order of summaries for each document. The score of a model
was calculated as the percentage of times it was labeled as best
minus the percentage of times it was labeled as worst, which
ranges from −1.0 to 1.0. Since these differences come in pairs,
the sum of all the evaluation scores for all summary types add
up to zero. As shown in Table III, summaries under diversity
code are more favored than those under importance, and their
combination can further produce better results. These findings
resonate those from the automatic evaluation, suggesting that
whether the evaluation metric is lexical overlap (ROUGE) or
human judgement, the diversity sub-aspect plays a more salient
role than importance.
Both automatic and human evaluations show that sum-
marizing with sub-aspect condition codes achieve reasonable
summaries, which can be tailored to different styles. Figure
10 shows an example, where a generated summary is not
position-biased but still preserves key information from the
source content.
8Figure 10. One news article example. Oracle summary is underlined, summary generated from a baseline model is in blue while from our model with
diversity-focus code is in orange, and their overlap is in purple.
Table IV
INFERENCE SCORES ON SAMPLES WITH SHUFFLED SENTENCES. CONTROL
CODES ARE IN THE FORM OF [importance, diversity, position]. VALUES IN
BRACKET ARE THE ABSOLUTE DECREASE FROM SCORES ON ORIGINAL IN
ORDER SAMPLES.
ROUGE-1 ROUGE-2
Code [1,0,0] 33.94 (-2.78) 13.04 (-1.70)
Code [0,1,0] 36.59 (-2.59) 14.33 (-2.78)
Code [0,0,1] 30.34 (-9.87) 8.90 (-9.35)
E. Inference on Samples with Shuffled Sentences
To further assess the extent of uncoupling between utilizing
sub-aspect signals and the position information learned by
the model, we conducted an experiment on the samples with
shuffled sentence, which is similar to the document shuffle in
[14]. In our setting, we only introduced the shuffle process
in the model inference phase. More specifically, we shuffled
the sentences of the test samples we used in Section VI-C,
then applied the well-trained model to generate the predicted
summaries. As show in TableIV, outputs under position sub-
aspect suffer a significant drop in performance when we shuffle
the sentence order. By comparison, there is far less decrease
between the shuffled and in order samples under diversity
and importance control code, demonstrating that the latent
features of these two semantic-related sub-aspects rely less on
the position information. This suggests that applying semantic
sub-aspects in training process can reduce the system bias,
which learnt by the model on a corpus with position bias.
F. Inference on AMI Corpus
We also conducted an inference experiment on a less
position-biased corpus. The AMI corpus [50] is a collection
of meetings annotated with text transcriptions with human-
written summaries. Different from news summarization, the
meeting summaries are usually more abstractive with key-
words extracted from the whole conversation. Unlike the
Table V
INFERENCE SCORES ON AMI CORPUS FROM BASELINES AND OUR MODEL
WITH CONTROL CODES, IN THE FORM OF [importance, diversity, position].
* DENOTES THE RESULTS FROM CORRESPONDING PAPER.
R-1 F1 R-2 F1 R-2 Recall
Oracle - - 8.70*
Baseline - - 6.10*
Code [1,0,0] 34.81 6.23 6.34
Code [0,1,0] 31.79 5.32 4.62
Code [0,0,1] 29.67 3.98 3.47
previous comparison work in [14], we did not train the model
from scratch with the training set of AMI, instead, we only
applied the pre-trained model in Section VI for summarization
inference on its test set (20 meeting transcript-summary pairs).
As shown in Table V, summaries under importance code
obtain the highest ROUGE-1 and ROUGE-2 scores, and it is
better than the best-reported model in [14]. Not surprisingly,
summaries under position code do not perform well as the
corpus is more balanced. This shows the effectiveness of
semantic-related control codes and the generality of our model.
Compared with the result in Section VI-C showing news
summaries under diversity code obtain higher performance,
it suggests that semantic-related sub-aspects can be favored
differently in various domains.
VII. CONCLUSION
In this paper, we proposed a neural framework for condi-
tional extractive news summarization. In particular, sub-aspect
functions of importance, diversity and position are used to
condition summary generation. This framework enables us to
reduce position bias, a long standing problem in news summa-
rization, in generated summaries while preserving comparable
performance with other standard models. Moreover, our results
suggest that with conditional learning, summaries can be more
efficiently tailored to different user preferences and application
needs.
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