The activity of neural populations in the brains of humans and animals can exhibit vastly different spatial patterns when faced with different tasks or environmental stimuli. The degree of similarity between these neural activity patterns in response to different events is used to characterize the representational structure of cognitive states in a neural population. The dominant methods of investigating this similarity structure first estimate neural activity patterns from noisy neural imaging data using linear regression, and then examine the similarity between the estimated patterns. Here, we show that this approach introduces spurious bias structure in the resulting similarity matrix, in particular when applied to fMRI data. This problem is especially severe when the signal-to-noise ratio is low and in cases where experimental conditions cannot be fully randomized in a task. We propose Bayesian Representational Similarity Analysis (BRSA), an alternative method for computing representational similarity, in which we treat the covariance structure of neural activity patterns as a hyper-parameter in a generative model of the neural data. By marginalizing over the unknown activity patterns, we can directly estimate this covariance structure from imaging data. This method offers significant reductions in bias and allows estimation of neural representational similarity with previously unattained levels of precision at low signal-to-noise ratio. The probabilistic framework allows for jointly analyzing data from a group of participants. The method can also simultaneously estimate a signal-to-noise ratio map that shows where the learned representational structure is supported more strongly. Both this map and the learned covariance matrix can be used as a structured prior for maximum a posteriori estimation of neural activity patterns, which can be further used for fMRI decoding. We make our tool freely available in Brain Imaging Analysis Kit (BrainIAK).
Introduction Results

101
Traditional RSA translates structured noise in estimated 102 activity patterns into spurious similarity structure 103 Traditional RSA [8] first estimates the response amplitudes (β) of each voxel in an ROI 104 and then calculates the similarity between the estimated spatial response patterns of 105 that ROI to different task conditions. 106 The estimation of β is based on a GLM. We denote the fMRI time series from an 107 experiment as Y ∈ R n T ×n V , with n T being the number of time points and n V the 108 number of voxels. The GLM assumes that 109 Y = X · β + .
(1)
X ∈ R n T ×n C is the "design matrix," where n C is the number of task conditions. Each 110 column of the design matrix is constructed by convolving a hemodynamic response 111 function (HRF) with a time series describing the onsets and duration of all events 112 belonging to one task condition. The regressors composing the design matrix express the 113 hypothesized response time course elicited by each task condition. Each voxel's response 114 amplitudes to different task conditions can differ. All voxels' response profiles form a 115 matrix of spatial activity patterns β ∈ R n C ×n V , with each row representing the spatial 116 pattern of activity elicited by one task condition. The responses to all conditions are 117 assumed to contribute linearly to the spatio-temporal fMRI signal through the temporal 118 profile of hemodynamic response expressed in X. Thus, the measured Y is assumed to 119 be a linear sum of X weighted by response amplitude β, corrupted by zero-mean noise . 120 The goal of RSA is to understand the degree of similarity between each pair of 121 spatial response patterns (i.e., between the rows of β). But because the true β is not 122 accessible, a point estimate of β, derived through linear regression, is usually used as a 123 surrogate:
Similarity is then calculated between rows ofβ. For instance, one measure of similarity 125 that is frequently used is Pearson correlation:
To demonstrate the spurious structure that may appear in the result of traditional 127 RSA, we first performed RSA on the fMRI data in one ROI, the orbitofrontal cortex, in 128 a previous dataset involving a decision-making task [22] . The task included 16 different 129 task conditions, or "states." In each state, participants paid attention to one of two 130 overlapping images (face or house) and made judgments about the image in the 131 attended category. The transition between the 16 task states followed the Markov chain 132 shown in Fig 1A, thus some states often preceded certain other states. The 16 states other ROIs. In addition, when we applied the same GLM to randomly generated white 144 noise and performed RSA on the resulting parameter estimates, the similarity matrix 145 closely resembled the result found in the real fMRI data ( Fig 1C) . Since there is no 146 task-related activity in the white noise, the structure obtained from white noise is 147 clearly spurious and must reflect a bias introduced by the analysis. In fact, we found 148 that the off-diagonal structure obtained from white noise ( Fig 1C) explained 84 ± 12% 149 of the variance of the off-diagonals obtained from real data ( Fig 1B) . This shows that 150 the bias introduced by traditional RSA can dominate the result, masking the real 151 representational structure in the data. 152 To help understand this observation, we provide an analytic derivation of the bias 153 with a few simplifying assumptions [19] . The calculation of the sample correlation ofβ 154 in traditional RSA implies the implicit assumption that an underlying covariance 155 structure exists that describe the distribution of β, and the activity profile of each voxel 156 is one sample from this distribution. Therefore, examining the relation between the 157 covariance ofβ and that of true β will help us understand the bias in traditional RSA. 158 We assume that a covariance matrix U (of size n C × n C ) captures the true 159 covariance structure of β across all voxels in the ROI: β ∼ N(0, U). Similarity 160 measures such as correlation are derived from U by normalizing the diagonal elements 161 to 1. It is well known that temporal autocorrelation exists in fMRI noise [24, 25] . To 162 capture this, we assume that in each voxel ∼ N (0, Σ ), where Σ ∈ R nT ×nT is the 163 temporal covariance of the noise (for illustration purposes, here we assume that all 164 voxels have the same noise variance and autocorrelation, and temporarily assume the 165 noise is spatially independent). 166 By substituting the expression for Y from equation 1 we obtain
which means the point estimate of β is contaminated by a noise term (X T X) −1 X T .
168
Assuming that the signal β is independent from the noise , it is then also independent 169 from the linear transformation of the noise, (X T X) −1 X T . Thus the covariance ofβ is 170 the sum of the covariance of true β and the covariance of (X T X) −1 X T : 171 β ∼ N(0, U + (X T X) −1 X T Σ X(X T X) −1 )
The term (X T X) −1 X T Σ X(X T X) −1 is the source of the bias in RSA. This bias 172 originates from the structured noise (X T X) −1 X T in estimatingβ. It depends on 173 both the design matrix X and the temporal autocorrelation of the noise . Fig 1F   174 illustrates how structured noise can alter the correlation of noisy pattern estimates in a 175 simple case of just two task conditions. Even if we assume the noise is spatially and 176 temporally independent (i.e., Σ is a diagonal matrix, which may be a valid assumption 177 if one "pre-whitens" the data before further analysis [25] ), the bias structure still exists 178 but reduces to (X T X) −1 σ 2 , where σ 2 is the variance of the noise. Figure 1 . Standard RSA introduces bias structure to the similarity matrix. (A) A cognitive task including 16 different experimental conditions. Transitions between conditions follow a Markov process. Arrows indicate possible transitions, each with p = 0.5. The task conditions can be grouped into 3 categories (color coded) according to their characteristic transition structure. (B) Standard RSA of activity patterns corresponding to each condition estimated from a brain region reveals a highly structured similarity matrix (left) that reflects aspects of the transition structure in the task. Converting the similarity matrix C to a distance matrix 1 − C and projecting it to a low-dimensional space using MDS reveals a highly regular structure (right). Seeing such a result, one may infer that representational structure in the ROI strongly reflects the task structure. (C) However, applying RSA to regression estimates of of patterns obtained from pure white noise generates a very similar similarity matrix (left), with a similar low-dimensional projection (right). This indicates that standard RSA can introduce spurious structure in the similarity matrix that does not exist in the data. (D) RSA Using Euclidean distance as a similarity metric applied to patterns estimated from the same noise (left) yields a slightly different, but still structured, similarity structure (right). (E) Calculating the correlation between raw patterns of resting state fMRI data (instead of patterns estimated by a GLM), assuming the same task structure as in (A), also generates spurious similarity structure, albeit different from those in (B-D). A permutation test shows that many of the high correlation values are not expected in a null distribution (details in main text). (F) The bias in this case comes from structured noise introduced during the GLM analysis. Assuming the true patterns β (red dots) of two task conditions are anti-correlated (the horizontal and vertical coordinates of each dot represent the response amplitudes of one voxel to the two task conditions), regression turns the noise in fMRI data into structured noise (X T X) −1 X T (blue dots). The correlation between the noises in the estimated patterns is often non-zero (assumed to be positive correlation here) due to the correlation structure in the design matrix and the autocorrelation property of the noise. The estimated patternsβ (purple dots) are the sum of β and (X T X) −1 X T . The correlation structure between estimated activity vectors for each condition will therefore differ from the correlation structure between the true patterns β. (G) Distribution of the autocorrelation coefficients in a resting state fMRI dataset, estimated by fitting AR(1) model to the time series of each voxel resampled at TR=2.4s. The wide range of degree of autocorrelation across voxels makes it difficulty to calculate a simple analytic form of the bias structure introduced by the structured noise, and calls for modeling the noise structure of each voxel separately.
their corresponding columns in the design matrix. The degree of correlation depends on 192 the overlapping of the HRFs. If one task condition often closely precedes another, which 193 is the case here as a consequence of the Markovian property of the task, their 194 corresponding columns in the design matrix are more strongly correlated. As a result of 195 these correlations, X T X is not a diagonal matrix, and neither is its inverse (X T X) −1 . 196 In general, unless the order of task conditions is very well counter-balanced and 197 randomized across participants, the noise (X T X) −1 X T inβ is not i.i.d between task 198 conditions. The bias term B = (X T X) −1 X T Σ X(X T X) −1 then deviates from a It is worth pointing out that the bias is not restricted to using correlation as metric 212 of similarity. Because structured noise exists inβ, any distance metrics between rows of 213 β estimated within imaging runs of fMRI data are likely biased. We can take Euclidean 214 distance as an example. For any two task conditions i and j, the expectation of the
is the bias in the covariance structure. Therefore, the bias n V (B 2 ii + B 2 jj − 2B 2 ij ) in 217 Euclidean distance also depends on the task timing structure and the property of noise. 218 (See Fig 1D) . 219 In our derivations above, point estimates ofβ introduce structured noise due to the 220 correlation structure in the design matrix. One might think that the bias can be 221 avoided if a design matrix is not used, i.e., if RSA is not performed after GLM analysis, 222 but directly on the raw fMRI patterns. Such an approach still suffers from bias, for two 223 reasons that we detail below.
224
First, RSA on the raw activity patterns suffers from the second contributor to the 225 bias in RSA that comes from the temporal properties of fMRI noise. To understand 226 this, consider that estimating activity pattern by averaging the raw patterns, for 227 instance 6 sec after each event of a task condition (that is, at the approximate peak of 228 the event-driven HRF) is equivalent to performing an alternative GLM analysis with a 229 design matrix X 6 that has delta functions 6 sec after each event. Although the columns 230 of this design matrix X 6 are orthogonal and (X T 6 X 6 ) −1 becomes diagonal, the bias 231 term is still not a diagonal matrix. Because of the autocorrelation structure Σ in the 232 noise, the bias term (X T 6 X 6 ) −1 X T 6 Σ X 6 (X T 6 X 6 ) −1 essentially becomes a sampling of 233 the temporal covariance structure of noise at the distances of the inter-event intervals. 234 In this way, timing structure of the task and autocorrelation of noise together still cause 235 bias in the RSA result.
236
To illustrate this, we applied RSA to the raw patterns of an independent set of 237 resting state fMRI data from the Human Connectome Project [26] , pretending that the 238 participants experienced events according to the 16-state task in Fig 1A. As shown in 239 Fig 1E, even in the absence of any task-related signal spurious similarity structure 240 emerges when RSA is applied to the raw patterns of resting state data. To quantify the 241 extent of spurious structure in Fig 1E, we computed the null distribution of the average 242 estimated similarity structure by randomly permuting the task condition labels on each 243 simulated participant's estimated similarity structure 10000 times and averaging them. 244 We then compared the absolute values of the off-diagonal elements in Fig 1E against 245 those in the null distribution. The Bonferroni corrected threshold for incorrectly 246 rejecting at least one true hypothesis that an off-diagonal element in the average 247 similarity matrix is from the null distribution is p=0.0004 for α=0.05. In our 248 resting-state fake RSA matrix, 39 out of 120 off-diagonal elements significantly deviated 249 from the null distribution based on this threshold.
250
Second, averaging raw data 6 sec after events of interest over-estimates the similarity 251 between neural patterns of adjacent events, an effect independent of the fMRI noise 252 property. This is because the true HRF in the brain has a protracted time course 253 regardless of how one analyzes the data. Thus the estimated patterns (we denote byβ 6 ) 254 in this approach are themselves biased due to the mismatch between the implicit HRF 255 that this averaging assumes and the real HRF. The expectation ofβ 6 becomes patterns of adjacent events. If the order of task conditions is not fully counter-balanced, 263 this method would therefore still introduce into the estimated similarity matrix a bias 264 caused by the structure of the task.
estimates may reduce the bias introduces into the similarity matrix. However, the bias 269 inβ itself alters the similarity matrix again. For example, in ridge regression, an 270 additional penalization term λβ T β is imposed for β for each voxel. This turns 271 estimatesβ toβ = (X T X + λI) −1 X T Y. The component contributed toβ by the 272 true signal Xβ becomes (X T X + λI) −1 X T β. As λ increases, this component 273 increasingly attributes neural activity triggered by other task events near the time of an 274 event of interest to the event's activity. Therefore, this method too would overestimate 275 pattern similarity between adjacent events.
276
In all the derivations above, we have assumed for simplicity of illustration that the 277 noise in all voxels has the same temporal covariance structure. In reality, the 278 autocorrelation can vary over a large range across voxels ( Fig. 1G ). So the structured 279 noise in each voxel would follow a different distribution. Furthermore, the spatial 280 correlation in noise means the noise inβ is also correlated across voxels, which makes 281 the bias even more complicated. At minimum, noise correlation between voxels violates 282 the requirement of Pearson correlation that pairs of observations should be independent. 283
Bayesian RSA significantly reduces bias in the estimated 284 similarity 285 As shown above, the covariance structure of the noise in the point estimates of neural 286 activity patternsβ leads to bias in the subsequent similarity measures. The bias can 287 distort off-diagonal elements of the resulting similarity matrix unequally if the order of 288 task conditions is not fully counterbalanced. In order to reduce this bias, we propose a 289 new strategy that aims to infer directly the covariance structure U that underlies the 290 similarity of neural patterns, using raw fMRI data. Our method avoids estimatingβ 291 altogether, and instead marginalizes over the unknown activity patterns β without 292 discarding uncertainty about them. The marginalization avoids the structured noise 293 introduced by the point estimates, which was the central cause of the bias. Given that 294 the bias comes not only from the experimental design but also from the spatial and 295 temporal correlation in noise, we explicitly model these properties in the data. We 296 name this approach Bayesian RSA (BRSA) as it is an empirical Bayesian method [28] 297 for estimating U as a parameter of the prior distribution of β directly from data.
298
Direct estimation of similarity matrix while marginalizing unknown neural 299 patterns 300 BRSA assumes a hierarchical generative model of fMRI data. In this generative model, 301 the covariance structure U serves as a hyper-parameter that governs the distribution of 302 β, which in turn generates the observed fMRI signal Y. Each voxel i has its own noise 303 parameters, including auto-correlation coefficient ρ i , variance σ 2 i of innovation noise 304 (the noise component unpredictable from the previous time step) and pseudo-SNR s i 305 (we use the term 'pseudo-SNR' because the actual SNR depends on both the value of 306 the shared covariance structure U and the voxel-specific scaling factor s i ). Given these, 307 (σ i s i ) 2 U is the covariance matrix of the distribution of the activity levels β i in voxel i. 308 The model allows different signal and noise parameters for each voxel to accommodate 309 situations in which only a fraction of voxels in an ROI might have high response to 310 tasks [27] and because the noise property can vary widely across voxels (e.g., Fig. 1G ). 311 We denote the voxel-specific parameters (σ 2 i , ρ i and s i ) of all voxels together as θ.
312
If the fMRI noise can be assumed to be independent across voxels [19] , then for any 313 single voxel i, we can marginalize over the unknown latent variable β i to obtain an 314 analytic form of the likelihood of observing the fMRI data Y i in that voxel 315 p(Y i |X, U, θ i ). Multiplying the likelihoods for all voxels will result in the likelihood for 316 the entire dataset: p(Y|X, U, θ). Note that this computation marginalizes over β,
avoiding altogether the secondary analysis on the point estimatesβ that is at the heart 318 of traditional RSA. Through the marginalization, all the uncertainty about β is 319 correctly incorporated into the likelihood. By searching for the optimalÛ and other 320 parametersθ that maximize the data likelihood, we can therefore obtain a much less 321 biased estimate of U for the case of spatially independent noise [19] . 322 However, as illustrated by [14] , intrinsic fluctuation shared across brain areas that is 323 not driven by stimuli can dominate the fMRI time series and influence the RSA result. 324 If one labels any fluctuation not captured by the design matrix as noise, then intrinsic 325 fluctuation shared across voxels can manifest as spatial correlation in the noise, which 326 violates our assumption above. To reduce the impact of intrinsic fluctuation on the 327 similarity estimation, we therefore incorporate this activity explicitly into the BRSA 328 method, with inspiration from the GLM denoising approach [29] . 329 We start by assuming that the shared intrinsic fluctuation across voxels can be 330 explained by a finite set of time courses, which we denote as X 0 , and the rest of the 331 noise in each voxel is spatially independent. If X 0 were known, the modulation β 0 of 332 the fMRI signal Y by X 0 can be marginalized together with the response amplitude β 333 to the experimental design matrix X (note that we still infer U , the covariance 334 structure of β, not of β 0 ). Since X 0 is unknown, BRSA uses an iterative fitting 335 procedure that alternates between a step of fitting the covariance structure U while 336 marginalizing β 0 and β, and a step of estimating the intrinsic fluctuation X 0 from the 337 residual noise with principal component analysis (PCA). Details of this procedure are 338 described in the Materials and Methods under Model fitting procedure.
339
Since our goal is to estimate U , voxel-specific parameters θ can also be analytically 340 or numerically marginalized so that we only need to fit U for the marginal likelihood 341 p(Y|X, X 0 , U ). This reduces the number of free parameters in the model and further 342 allows for the extension of estimating a shared representational structure across a group 343 of participants, as shown later. 
346
The covariance matrix U can be parameterized by its Cholesky factor L, a 347 lower-triangular matrix. To find theÛ that best explains the data Y , we first calculate 348 theL that best explains the data by optimizing the marginal log likelihood:
And then obtain the estimated covariance matrix
OnceÛ is estimated (after the iterative fitting procedure for L and X 0 ),Û is 351 converted to a correlation matrix to yield BRSA's estimation of the similarity structure. 352
BRSA recovers simulated similarity structure 353
To test the performance of BRSA in a case where the ground-truth covariance structure 354 is known, we embedded structure into resting state fMRI data. Signals were simulated 355 by first sampling response amplitudes according to a hypothetical covariance structure 356 for the "16-state" task conditions ( Fig 3A) , and then weighting the design matrix of the 357 task in Fig 1A by the simulated response amplitudes. The simulated signals were then 358 added to resting state fMRI data. In this way, the "noise" in the test data reflected the 359
Generative model of Bayesian RSA. The covariance structure U shared across all voxels is treated as a hyper-parameter of the unknown response amplitude β. For voxel i, the BOLD time series Y i are the only observable data. We assume Y i is generated by task-related activity amplitudes β i (the i-th column of β), intrinsic fluctuation amplitudes β 0i and spatially independent noise i :
where X is the design matrix and X 0 is the set of time courses of intrinsic fluctuations. i is modeled as an AR(1) process with autocorrelation coefficient ρ i and noise standard deviation σ i . β i depends on the voxel's pseudo-SNR s i and noise level σ i in addtion to U : β i ∼ N (0, (s i σ i ) 2 U ). By marginalizing over β i , β 0i , σ i , ρ i and s i for each voxel, we can obtain the likelihood function p(Y i |X, X 0 , U ) and search for U which maximizes the total log likelihood log p(Y|X, X 0 , U ) = nV i log p(Y i |X, X 0 , U ) of the observed data Y for all n V voxels. The optimalÛ can be converted to a correlation matrix, representing the estimated similarity between patterns.
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spatial and temporal structure of realistic fMRI noise. To make the estimation task 360 even more challenging, we simulated a situation in which within the ROI ( Fig 3B; we 361 took the lateral occipital cortex as an ROI in this simulation, as an example) only a 362 small set of voxels respond to the task conditions ( Fig 3C) . This is to reflect the fact 363 that SNR often varies across voxels and that an ROI is often pre-selected based on 364 anatomical criteria or independent functional localizer, which do not guarantee that all 365 the selected voxels will have task-related activity.
366 Fig 3E shows the average covariance structure and similarity matrix estimated by 367 BRSA. The corresponding results estimated based onβ in standard RSA are shown in 368 Fig 3F. This comparison clearly demonstrates that at low SNR and with a small 369 amount of data, BRSA can recover the simulated covariance structure of task-related 370 signals, while standard RSA is overwhelmed by the bias structure (eq. 5). It has been 371 suggested that cross-run RSA, that is, similarity calculated between patterns estimated 372 from separate scanning runs, can also reduce bias [14, 15, 17] . As shown in Fig 3G,   373 indeed the true covariance and similarity structure can be recovered better by this 374 approach as compared to within-run RSA ( Fig 3F) . However, this approach leads to 375 faster degradation of results as SNR decreases, as demonstrated by the lowest two SNR 376 levels in the simulation. The peak height of task-triggered response is often in the range 377 of 0.1-0.5% in cognitive studies [30] while the noise level is often a few percents, which 378 means the SNRs expected in real studies are likely in the lower range in our simulation, 379 except when studying primary sensory stimulation. Furthermore, the inner products or 380 correlation between noises in patterns estimated from separate runs can be positive or 381 negative by chance. When the noise is large enough, even the correlation between 382 pattern estimates in different runs corresponding to the same task conditions may 383 become negative (as observed in Fig 3G) . This makes it difficult to associate results of 384 cross-run RSA with a notion of pattern "similarity" because one would not expect 385 patterns for a task condition to be anti-correlated across runs. Fig 3H summarizes the 386 average correlation between the off-diagonal elements of the estimated similarity matrix 387 and those of the simulated similarity matrix. At high SNR, cross-run RSA's 388 performance is similar to that of BRSA, and they both outperform within-run RSA.
389
But BRSA performs the best at low SNR. 390 We also tested cross-run RSA with the estimated patterns spatially whitened using 391 the procedure of [17] . Surprisingly, spatial whitening hurts similarity estimation. This 392 might be because the spatial correlation structure of the simulated signal is different 393 from that of the noise. Whitening based on the spatial correlation structure of noise 394 would re-mix signals between different voxels to the extent of changing its similarity 395 structure. Practically, it is difficult to estimate the spatial correlation of true signal 396 patterns, because their estimates are always contaminated by noise.
397
Added bonus: inferring pseudo-SNR map 398 Although the voxel-specific parameters θ are marginalized during fitting of the model, 399 we can obtain their posterior distribution and estimate their posterior means. The 400 estimated pseudo-SNRŝ is of particular interest, as it informs us of where the estimated 401 representational structure is more strongly supported in the ROI chosen by the 402 researcher. As shown in Fig 3D, the estimated pseudo-SNR map highly resembles the 403 actual map of SNR in our simulated data in Fig 3C, up to a scaling factor.
404
Estimating shared representational similarity across participants 405 As mentioned above, BRSA can be extended to jointly fit the data of a group of 406 participants, thus identifying the shared representational similarity structure that best 407 explains the data of all participants. This is achieved by searching for a single U that 408 maximizes the joint probability of observing all participants' data (Group Bayesian RSA 409 ;GBRSA). The rationale or GBRSA is that it searches for the representational structure 410 that best explains all the data. Using all the data to constrain the estimation of U 411 reduces the variance of estimation for individual participants, an inspiration from 412 hyper-alignment [20] and shared response model [21] . Fig 3H shows that the similarity 413 structure recovered by GBRSA has slightly higher correlation with the true similarity 414 structure than the average similarity structure estimated by other methods, across most 415 of the SNR levels and amounts of data. Cross-run RSA performs better only at the 416 highest simulated SNR. However, low average SNR is common in many brain areas and 417 this is where (G)BRSA offers more power for detecting the true but weak similarity intrinsic fluctuation X 0 and the design matrix X are perfectly orthogonal, part of the 424 intrinsic fluctuation cannot be distinguished from task-related activity. Therefore, the 425 structure of β 0 , the modulation of intrinsic fluctuation, could also influence the 426 estimatedÛ when SNR is low.
427
For instance, in Fig 3E, at the lowest SNR and least amount of data (top left 428 subplot), the true similarity structure is almost undetectable using BRSA. Is this due to 429 large variance in the estimates, or is it because BRSA is still biased, but to a lesser 430 degree than standard RSA? If the result is still biased, then averaging results across 431 subjects will not remove the bias, and the deviation of the average estimated similarity 432 structure from the true similarity structure should not approach 0. To test this, we 433 simulated many more subjects by preserving the spatial patterns of intrinsic fluctuation 434 and the auto-regressive properties of the voxel-specific noise in the data used in Fig 3, 435 and generating intrinsic fluctuations that maintain the amplitudes of power spectrum in 436 the frequency domain. To expose the limit of the performance of BRSA, we focused on 437 the lower range of SNR and simulated only one run of data per "subject". Fig 4A   438 shows the quality of the average estimated similarity matrix with increasing number of 439 simulated subjects. The average similarity matrices estimated by BRSA do not 440 approach the true similarity matrix indefinitely as the number of subjects increase. 441 Instead, their correlation saturates to a value smaller than 1. This indicates that the 442 result of BRSA is still weakly biased, with the bias depending on the SNR. It is possible 443 that as the SNR approaches 0, the estimatedÛ is gradually dominated by the impact 444 of the part of X 0 not orthogonal to X. We reason that this is partly because the 445 algorithm [31] we used to estimate the number of components in X 0 is a relatively 446 conservative method. In particular, in this simulation, the number of components of 447 simulated intrinsic fluctuations were 20±4, while the number of components estimated 448 from these simulated data by the algorithm were 13±3. However, empirically this 449 algorithm [31] yields more stable and reasonable estimation than other methods we have 450 tested [32] . It should be noted that BRSA still performs much better than standard 451 RSA, for which the correlation between the estimated similarity matrix and the true 452 similarity matrix never passed 0.1 in these simulations (not shown).
453
The expected bias structure when spatial noise correlation exists is difficult to derive. 454 We used (X T X) −1 as a proxy to evaluate the residual bias in the estimated similarity 455 using BRSA. As expected, when the SNR approached zero, the model over-fit to the 456 noise and the bias structure increasingly dominated the estimated structure despite 457 increasing the number of simulated participants ( Fig 4B) Top: average correlation (mean ± std) between the off-diagonal elements of the estimated and true similarity matrices, for each method, across SNR levels (x-axis) and amounts of data (separate plots). Bottom: The correlation between the average estimated similarity matrix of each method (for GBRSA, this is the single similarity matrix estimated) and the true similarity matrix. "point-est": methods based on point estimates of activity patterns; "-crossrun": similarity based on cross-correlation between runs; "-whiten": patterns were spatially whitened (similarity matrix not shown because the true structure could barely be seen) evaluation procedure to detect over-fitting in applications to real data, when the ground 459 truth of the similarity structure is unknown.
460
One approach to assess whether a BRSA model has over-fit the noise is 461 cross-validation. In addition to estimating U , the model can also estimate the posterior 462 mean of all other parameters, including the neural patterns β of task-related activity, 463 β 0 of intrinsic fluctuation, noise variances σ 2 and auto-correlation coefficients ρ. For a 464 left-out testing data set, the design matrix X test is known given the task design. Over-fitting might also arise when the assumed design matrix X does not correctly 481 reflect task-related activity. When there is a sufficient amount of data but the design 482 matrix does not reflect the true activity, the estimated covariance matrixÛ in BRSA 483 would approach zero, as would the posterior estimates ofβ. In this case as well, the full 484 model would be indistinguishable from the null model. 485 We tested the effectiveness of relying on cross-validation to reject over-fitted results 486 using the same simulation procedure as in Fig 3, and repeated this simulation 36 times, 487 each time with newly simulated signals and data from a new group of participants in 488 HCP [33] as "noise". Fig 5A shows the rate of correct acceptance when both training 489 and test data have signals. We counted each simulation in which the cross-validation 490 score (log predictive probability) of the full BRSA model was significantly higher than 491 the score of the null model (based on a one-sided student's t-test at a threshold of 492 α=0.05) as one incidence of correct acceptance. When the SNR is high (above 0.14), 493 warranting reliable estimation of the similarity structures as indicated in Fig 3H, data, the full model was never selected (p<3e-11), consistent with a poor estimation of 497 the similarity matrix in Fig 3E. As the amount of training data increased to 2 runs 498 (even without changing the SNR), the rate of accepting the full model increased, 499 although with the lowest SNR it was still not significantly different from chance 500 (p=0.6), while the estimated similarity matrix was also noisy but started to be visually 501
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A B Figure 4 . Limited performance of BRSA at very low SNR and small amount of data. (A) The average correlation between the off-diagonal elements of the estimated and true similarity matrices (mean ± std) as the number of simulated subjects increases. Each simulated subject had one run of data. Legend shows average SNR in task-responsive voxels. Half of the voxels do not include any signal related to the design matrix. The correlation reaches asymptotic levels slightly below 1 with increasing numbers of participants except when the SNR is extremely low (0.07), indicating that the bias is not fully eliminated.(B) The average correlation between the estimated similarity matrix and the expected bias structure assuming white noise. The estimated similarity structure is most dominated by the bias structure at the lowest SNR simulated (0.07). The negative correlation at the highest SNR reflects the weak negative correlation between the true similarity structure and expected bias structure (-0.055) Fig 3E. This indicates that the cross-validation procedure is relatively 502 conservative. Fig 5B shows only. The means and standard deviations of the t-statistics across simulated groups for 508 all simulation configurations are displayed in Fig 5C. The differences in cross-validation 509 scores between full and null models are displayed in Fig 5D. 510
The cross-validation procedure also helps avoid false acceptance when activity 511 patterns are not consistently reproducible across runs. To illustrate this, we simulated 512 the case when signals are only added to the training data but not to the test data. Now, 513 the full model was always rejected across the simulated SNR and amounts of data (not 514 shown). Finally, when neither training data nor testing data included signal, the 515 cross-validation procedure also correctly rejected the full model in all cases. Fig 5E and the design matrix. The average correlation between the decoded design matrix and the 530 true design matrix is displayed in Fig 6B. High values on the diagonal elements indicate 531 that overall, the decoder based on BRSA can recover the task-related signals well. The 532 structure of the off-diagonal elements appears highly similar to those of the correlation 533 structure between corresponding columns in the original design matrix(r=0.82, 534 p<1e-30). This means that the signals corresponding to task conditions which often 535 occur closely in time in training data are more likely be confused when they are decoded 536 from testing data. Indeed, at the time of mistakenly decoded high response around the 537 90th TR in Fig 6A, there is a true event of the first task condition ((Fo)Fy) in the 538 design matrix. The decoder confused the response to the first condition as response to 539 the sixth condition. The events of these two conditions did in fact often co-occur in the 540 training data, therefore their overlap in the design matrix makes it difficult to 541 distinguish which event triggered the response in the training data, and reduces the 542 accuracy of posterior estimates of their activity patterns, causing further confusion at 543 the stage of decoding. We suspect that such confusion is not limited to decoding based 544 on BRSA, but should be a general limitation of multi-variate pattern analysis of fMRI 545 data: due to the slow smooth BOLD response, the more often the events of two task 546 conditions occur closely in time in the training data, the more difficult it becomes for 547 the classifier to discern their patterns. 
Discussion
549
In this paper, we demonstrated that bias can arise in the result of representational 550 similarity analysis, a popular method in many recent fMRI studies. By analytically 551 deriving the source of the bias with simplifying assumptions, we showed that it is 552 determined by both the timing structure of the experiment design and the correlation 553 structure of the noise in the data. Traditional RSA is based on point estimates of neural 554 activation patterns which unavoidably include high amounts of noise. The task design 555 and noise property induce covariance structure in the noise of the pattern estimates.
556
This structure in turn biases the covariance structure of these point estimates, and a 557 bias persists in the similarity matrix. Such bias is especially severe when the SNR is low 558 and when the order of the task conditions cannot be fully counterbalanced.
559
To reduce this bias, we proposed a Bayesian framework that interprets the 560 representational structure as reflecting the shared covariance structure of activity levels 561 across voxels. Our BRSA method estimates this covariance structure directly from data, 562 bypassing the structured noise in the point estimates of activity levels, and explicitly 563 modeling the spatial and temporal structure of the noise. This is different from many 564 other methods that attempt to correct the bias after it has been introduced.
565
In addition to inferring the representational similarity structure, our method also 566 infers activation patterns (as an alternative to the traditional GLM), SNR for different 567 voxels, and even the "design matrix" for data recorded without knowledge of the 568 underlying conditions. The inferred activation patterns are regularized not only by the 569 SNR, but also by the learned similarity structure. The inference of an unknown "design 570 matrix" allows one to uncover uninstructed task conditions (e.g., in free thought) using 571 the full Bayesian machinery and all available data.
572
In a realistic simulation using real fMRI data as background noise, we showed that 573 BRSA generally outperforms standard RSA and cross-run RSA, especially when SNR is 574 low and when the amount of data is limited, making out method a good candidate in 575 scenarios of low SNR and difficult-to-balance tasks. Because temporal and spatial 576 correlation also exist in the noise of data from other neural recording modalities, the 577 method can also be applied to other types of data when the bias in standard RSA is of 578
concern. To detect overfitting to noise, the difference between the cross-validated score 579 of the full model of BRSA and a null model can serve as the basis for model selection. 580 We further extend the model to allow for estimating the shared representational 581 structure across a group of participants.
582
The bias demonstrated in this paper does not necessarily question the validity of all 583 previous results generated by RSA. However, it does call for more caution when 584 applying RSA to higher-level brain areas for which SNR in fMRI is typically low, and 585 when the order between events of different task conditions cannot be fully 586 counterbalanced. This is especially the case with decision making tasks that involve 587 learning or structured sequential decisions, in which events cannot be randomly shuffled. 588 Even when the order of task conditions can be randomized, it may not be perfectly 589 counter-balanced. Thus, a small deviation of the bias structure from a diagonal matrix 590 may still exists. If the same random sequence is used for all participants, the tiny bias 591 can persist in the results of all participant and become a confound. Therefore, it is also 592 important to use different task sequences across participants.
593
Prior to the proposal of our method, similarity measures calculated between patterns 594 estimated from separate scanning runs (cross-run RSA) was proposed to overcome the 595 bias [15, 17, 34] . The inner product between noise pattern estimates from separate runs 596 is theoretically unbiased. However, at low SNR, cross-run RSA suffers from large noise, 597 sometimes generating results where noisy pattern estimates of the same condition from 598 different runs appear anti-correlated. In addition, even though the cross-run covariance 599 matrix is not biased, the magnitude of cross-run correlation is under-estimated because 600 the computation requires division by the standard deviation of the estimated patterns, 601 which is in turn inflated by the high amount of noise carried in the estimated patterns. 602 In our simulation, cross-run RSA appears to slightly outperform BRSA at very high 603 SNR but the results of both methods are already very close to the true similarity 604 structure in this case. On the other hand, at very low SNR, cross-run RSA fails to 605 reveal the true similarity structure, while BRSA does. However, cross-run RSA may be 606 a more conservative approach given that the cross-run covariance matrix (and 607 Mahalonobis distance [17] is unbiased. It is difficult to predict whether BRSA or 608 cross-run RSA are more suitable for any specific study and brain area of interest.
609
Nonetheless, based on our results, both approaches should always be favored over 610 traditional within-run RSA based on pattern estimates.
611
It is surprising that spatial whitening, that is often recommended [17] , in fact hurts 612 the result of standard RSA and cross-run RSA in our simulation. This may be because, 613 in our simulation, the spatial correlation of noise is not the same as the spatial 614 correlation in the simulated signal. While whitening reduces the correlation between 615 noise in the estimatedβ of different voxels, it may cause undesired remixing of true 616 signals between voxels. As discussed before, in practice, it is difficult to know whether 617 the intrinsic fluctuation and task-evoked signals share the same spatial correlation 618 structure, because we do not know the ground truth of signals in real data. The cost 619 and benefit of spatial whitening on standard and cross-validated RSA therefore awaits 620 more studies. Instead of performing spatial whitening, BRSA estimates a few time 621 series X 0 that best explain the correlation of noise between voxels and marginalizes 622 their modulations in each voxel. Without remixing signals across voxels, it still captures 623 spatial noise correlation.
624
In our study, we did not directly compare BRSA to cross-validated Mahalanobis 625 distance [17] because they are foundamentally different measures: BRSA aims to 626 estimate the correlation between patterns, which is close to the cosine angle between 627 two patterns vectors [35, 36] ; in contrast, Mahalanobis distance aims to measure the 628 distance between patterns. Nonetheless, given the theoretical soundness of the 629 cross-validated Mahalanobis distance, it could also be a good alternative to BRSA when 630 PLOS 20/35
there are multiple runs in a task.
631
Our BRSA method is closely related to the PCM [16, 37] . A major difference is that 632 PCM models the point estimatesβ after GLM analysis while BRSA models fMRI data 633 Y directly. The original PCM [16] in fact considered the contribution of the noise in 634 pattern estimates to the similarity matrix, but assumed that the noise inβ is i.i.d 635 across task conditions. This means that the bias in the covariance matrix was assumed 636 to be restricted to a diagonal matrix. We showed here that when the order of task 637 conditions cannot be fully counter-balanced, such as in the example in Fig 1, this   638 assumption is violated and the bias cannot be accounted for by methods such as PCM. 639 If one knew the covariance structure of the noise Σ , then the diagonal component 640 of the noise covariance structure assumed in PCM [16] could be replaced by the bias 641 term (X T X) −1 X T Σ X(X T X) −1 to adapt PCM to estimate the covariance structure 642 U that best explainsβ [38] if spatial noise correlation is not considered. However, as 643 shown in Fig 1G, different voxels can have a wide range of different autocorrelation 644 coefficients. Assuming a single Σ for all voxels may be over-simplified. In addition,
645
PCM assumes all voxels within one ROI have equal SNR. However, typically only a 646 small fraction of voxels exhibits high SNR [27] . Therefore, it is useful to model the noise 647 property and SNR of each voxel individually.
648
In addition to these differences, BRSA explicitly models spatial noise correlation. It 649 also comes with the ability to select between a full model and null model based on 650 cross-validated log likelihood, and the method can be applied to fMRI decoding. PCM 651 can additionally evaluate the likelihood of a few fixed candidate representational 652 structures given by different computational models. It can also estimate the additive 653 contributions of several candidate pattern covariance structures to the observed 654 covariance structure. These options are not yet available in the current implementation 655 of BRSA. Combining the strength of PCM and BRSA is an interesting future direction. 656 Many aspects of flexibility may be incorporated to BRSA. For example, the success 657 of the analysis hinges on the assumption that the HRF used in the design matrix 658 correctly reflects the true hemodynamics in the ROI, but it has been found that HRF in 659 fact vary across people and across brain regions [39, 40] . Jointly fitting the shape of the 660 HRF and the representational structure may improve the estimation. In addition, it is 661 possible that even if the landscape of activity patterns for a task condition stays the 662 same, the global amplitude of the response pattern may vary across trials due to 663 repetition supression [41] [42] [43] and attention [44, 45] . Such modulation may not be 664 predictable by response time or stimulus duration. Allowing global amplitude 665 modulation of patterns associated with a task condition to vary across trials might 666 capture such variability and increase the power of the method. 667 Our simulations revealed that BRSA is not entirely unbiased, that is, results cannot 668 be improved indefinitely by adding more subjects. We hypothesize that the residual 669 bias is due to the underestimation of the number of components necessary to capture 670 the spatial correlation introduced by intrinsic fluctuation. Development of a proper but 671 less conservative algorithm for estimating the number of components suitable for BRSA 672 may improve its performance.
673
Comparing the cross-validation score of the full model and a null model is one 674 approach to detect overfitting. One interesting finding is that when the design matrix 675 does not explain the real brain response (Fig 5C where signal factors that cause bias in traditional RSA and impact the power of detecting similarity 684 structure. Carefully designing tasks that fully balance the task conditions, randomizing 685 the sequence of a task across participants, and increasing the number of measurements, 686 are our recommended approaches in the first place. In the analysis phase of the project, 687 one can then use BRSA.
688
Materials and methods
689
Generative model of Bayesian RSA 690
Our generative model of fMRI data follows the general assumption of GLM. In addition, 691 we model spatial noise correlation by a few time series X 0 shared across all voxels. The 692 contribution of X 0 to the i th voxel is β 0i . Thus, for voxel i, we assume that
Y i is the time series of voxel i. X is the design matrix shared by all voxels. β i is the 694 response amplitudes of the voxel i to the task conditions. i is the residual noise in 695 voxel i which cannot be explained by either X or X 0 . We assume that is spatially 696 independent across voxels, and all the correlation in noise between voxels are captured 697 by the shared intrinsic fluctuation X 0 .
698
We use an AR(1) process to model i : for the i th voxel, we denote the noise at time 699 t > 0 as t,i , and assume
where σ 2 i is the variance of the "innovation" noise at each time point and ρ i is the 701 autoregressive coefficient for the i th voxel.
702
We assume that the covariance of the multivariate Gaussian distribution from which 703 the activity amplitudes β i are generated has a scaling factor that depends on its 704 pseudo-SNR s i :
This is to reflect the fact that not all voxels in an ROI respond to tasks. 706 We further use Cholesky decomposition to parametrize the covariance structure U : 707 U = LL T , where L is a lower triangular matrix. Thus, β i can be written as 708 β i = s i σ i Lα i , where α i ∼ N (0, I). This change of parameter allows for estimating 709 U of lower rank (if the researcher has sufficient reason to make such a guess) by setting 710 L as lower-triangular matrix with a few rightmost-columns truncated. With an 711 improper uniform prior for β 0i , and temporarily assuming X 0 is given, we have the 712 unmarginalized likelihood for each voxel i:
where k ≤ n C is the rank of L.
714
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In contrast to the full model, our null model assumes
For data within one run, Σ −1 i , the inverse matrix of the covariance of i , is a banded 716 symmetric matrix which can be written as
where F is 1 717 only at the superdiagonal and subdiagonal elements and 0 everywhere else, and D is 1 718 on all diagonal elements except for the first and last one, and 0 elsewhere. For 719 abbreviation, we can denote
across several runs, Σ −1 i is a block diagonal matrix with each block diagonal elements 722 corresponding to one run, constructed in the same way.
723
To derive the log likelihood of L for data of all voxels in the ROI, we need to 724 marginalizing all other unknown parameters. Below, we marginalize them step by step. 725 By marginalizing β 0i , we have
n 0 is the number of components in X 0 . In the equation above, we denoted
By further marginalizing α i which is equivalent to marginalizing β i , we get
where
are the variance 730 and mean of the posterior distribution of α i , respectively.
731
All the steps of marginalization above utilize the property of multivariate Gaussian 732 distribution. Next we marginalize the noise variance σ 2 i . We assume an improper 733 uniform distribution of σ 2 i in R + . It is also possible to assume a conjugate prior for σ 2 i . 734 Given that data of at least hundreds of time points are obtained in each run to provide 735 enough constraint to σ 2 i , our choice does not appear to cause problem. 
This form is proportional to an inverse-Gamma distribution of σ 2 i . n r is the number 739 of runs in the data. Therefore, we can analytically marginalize σ 2 i and obtain
We did not find ways to further analytically marginalize s i or ρ i . But we can 741 numerically marginalize them by weighted sum of 16 at n l × n m discrete grids 742 {ρ il , s im } (0 < l < n l , 0 < m < n m ) with each grid representing one area of the 743 parameter space of (ρ, s).
The weights w(ρ il , s im ) are the prior probabilities of the two parameters in the 745 area represented by {ρ il , s im }. We assume uniform prior of ρ in (-1,1). All the 746 simulations in this paper used a negative exponential distribution as prior for s. The 747 grids s im are each chosen at the centers of mass of the prior distribution in the bins 748 they represent in (0, +∞). All bins equally divide the area under the curve of the prior 749 distribution for s. Alternative forms of priors such as uniform in (0, 1) and truncated 750 log normal distribution are also implemented in the tool.
751
Because we made the assumption that i is independent across voxels. The log 752 likelihood for all data is the sum of the log likelihood for each voxel.
For the null model, the likelihood for each voxel after marginalizing β 0i and σ 2 i can 754 be similarly derived, and the total log likelihood can be calculated similarly by numerically marginalizing ρ i 756 and summing the log likelihood for all voxels.
757
Model fitting procedure 758 To fit the model, we need the derivative of the total log likelihood with respect to L. It 759 can be derived that conditional on any grid of parameter pairs {ρ il , s im }, the 760 derivative of the log likelihood for voxel i against each lower-triangular element of L is 761 the corresponding lower-triangular element of the matrix
where A * il and Λ * ilm are A * i and Λ * i evaluated at {ρ il , s im }. The derivative of the 763 total log likelihood against L after marginalizing over all grids {ρ il , s im } of all voxels is 764
p(ρ il , s im |Y i , X, X 0 , L) is the posterior probability of {ρ il , s im } conditional on a 765 given L. It can be obtained by normalizing p(Y i |X, X 0 , L, ρ il , s im )w(ρ il , s im ) after 766 calculating 16.
767
With the derivative 21, the total log likelihood 18 can be maximized using 768 gradient-based method such as Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm 769 to search for the optimal L [46] [47] [48] [49] .
770
However, the derivations above have made the assumption that X 0 is given, while it 771 is not. The requirement for X 0 should be to appropriately capture the correlation of 772 noise across voxels without overfitting. Therefore, at the starting of the model fitting, 773 regular regression of Y against X and any nuisance regressors such as head motion and 774 constant baseline is performed. Then the algorithm by Gavish and Donoho [31] is used 775 to select the optimal number of components n 0 to choose X 0 from the eigenvectors of 776 the residual of regression. Because regular regression does not shrink the magnitudes of 777 β, their magnitudes can only be over-estimated. n 0 thus has no risk of being 778 over-estimated. This n 0 is then fixed throughout the model fitting. Next, the first n 0 779 principal components of the residual of regression are set asX 0 to allow for calculating 780 the marginal log likelihood in 21 and gradient ascent with BFGS. A sufficient steps of 781 iterations are performed to optimize L. Thenβ post , the posterior expectations of β, are 782 calculated with the currentL and with s, ρ, σ being marginalized.X 0 is subsequently 783 recalculated using PCA from the residuals after subtracting Xβ post from Y . The 784 alternation between optimizing L and re-estimatingX 0 is repeated until convergence. 785 Once we obtainL, the estimate of L, the estimate of the covariance structure is estimated from data. This is the reason we consider our model as an empirical Bayesian 791 method.
792
Many subcomponents of the expressions in these equations do not depend on L and 793 thus can be pre-computed before optimizing for L. The fixed grids of (ρ, s) further 794 make several subcomponents shared across voxels when evaluating 16. These all reduce 795 the amount of computation needed.
796
The fitting of the null model is similar to that of the full model except that there is 797 no L to be optimized.
798
Model selection and decoding 799 Once a model has been fitted to some data from a participant or a group of participants, 800 we can estimate the posterior mean of ρ, s, σ 2 , β and β 0 , conditional on the empirical 801 priorÛ (essentiallyL), data Y , design matrix X and estimated intrinsic fluctuations 802 X 0 . Below, we derive their formula and the procedure in which they are used for 803 calculating cross-validated log likelihood of new data and decoding task-related signal 804 X test andX 0test from new data in the context of fMRI decoding.
805
The posterior mean of these variables are 806 
For null model,σ 2 i(post) ,β 0i(post) andρ i(post) are of similar forms except that all 811 terms including s im are removed and that p(ρ il , s im |Y i , X,X 0 ,L) is replaced by 812 p(ρ il |Y i ,X 0 ).
813
To calculate cross-validated log likelihood, we assume the posterior estimates above 814 and the statistical properties of X 0 stay unchanged in the testing data. We use 815 zero-mean AR(1) process to describe the statistical properties of X 0 . The AR(1) 816 parameters estimated fromX 0 serve as the parameters of the empirical prior for X 0 in 817 the testing data. When X 0 at each time point t is treated as a random vector X (t) 0 , the 818 AR(1) parameters of each component can be jointly written as the diagonal matrix 819 V ∆X0 for the variance of the innovation noise, and diagonal matrix T X0 for the 820 auto-regressive coefficients, both of size n 0 × n 0 .
821
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For model selection purpose, design matrix X test for the testing data should be 822 generated in the same manner as they are for the training data by the researcher. For 823 full BRSA model, X testβpost is the predicted task-related signal in Y test .
824
Y res = Y test − X testβpost is the residual variation which cannot be explained by the predictive log likelihoods for the testing data Y test . These log likelihoods are the basis 835 for selecting between the full and null models.
836
To calculate the log likelihood, we notice that the predictive model of Y res in testing 837 data by both models are dynamical system models in which X 0test is the latent state 838 and Y res is the observed data. They are slightly different from the standard dynamical 839 system model [50] in that not only the latent states, but also the noise, have temporal 840 dependency [51] :
Where Diag(ρ post ) and Diag(σ 2 post ) are diagonal matrices with vectorsρ post and 843 σ 2 post being their diagonal elements, respectively.
844
Because a modified forward-backward algorithm from the standard approach [50] is 845 needed to calculate the preditive log likelihood 846 p(Y res |β 0post , T X0 , V ∆X0 , Diag(ρ post ), Diag(σ 2 post )) and the posterior distribution of 847 X 0test , we describe the procedure below.
and
Therefore, the cross-validated log likelihood is
It can be derived that the posterior distribution of X To perform the forward step, we first note that for t = 1
and 860
0test , we can find its covariance 862 and mean from 36:
BecauseĜ(X
0test ) is a normalized probability distribution, the components in 36 after 865 factoring out the multivariate normal distributionĜ(X
For any t > 1, the following relation holds:
0test ) is defined by 27.
868
Mean and covariance ofĜ(X (t−1) 0test ) are calculated by the previous step for t − 1.
869
Therefore, by marginalizing X (t−1) 0test , we obtain 870 Γ (t) 
0post . Note that J , K 1 , K 2 are all constants.
875
Similarly to 39, after factoring outĜ(X (t) 0test ), we obtain
By calculating 41, 42 and 43 recursively with t incremented by 1 until n T , the 877 predictive log likelihood 32 of both the full and null models can be calculated to serve as 878 the basis of model selection.
879
To calculate the mean and variance of the posterior distribution γ(X 0test (t) ) of 880 X 0test , backward step is needed. We denote its mean asμ (t) X0 , and covariance asΓ
.
881
For any t < n T , it can be derived that
By plugging in 33, we get
After the marginalization in 45 and observing the terms related to X 0test (t) , we get the 884 recursive relations 885 Γ (t)
and 886 µ (t) test . Therefore, we do not 892 subtract a predicted signal X testβpost based on a hypothetical design matrix from 893 testing data Y test . We perform the forward-backward algorithm on Y test directly. By data obtained from Human Connectome Project (HCP) [33] . The first 24 participants 903 who have completed all 3T protocols and whose data were acquired in quarter 8 of the 904 HCP acquiring period without image quality issues were selected for analysis in Fig 3. 905 Data from 864 participants without image quality issues in HCP were used in the 906 analysis in Fig 5. Each participants in the HCP data have 2 runs of resting state data 907 with posterior-anterior phase encoding direction and 2 runs with anterior-posterior 908 phase encoding direction. Time series were resampled at the same TR as the design 909 matrix before further analysis. restricted maximum likelihood estimation. AR(1) parameters of each voxel were 931 estimated after initial regular regression. The AR(1) parameters were used to 932 re-compute the temporal noise covariance matrices for each voxel andβ were calculated 933 again assuming these noise covariance matrices. When spatial whitening ofβ were 934 performed, it followed the procedure of Diedrichsen et al. [17] . Point estimates of the 935 PLOS 30/35 spatial covariance of noise were first calculated from residuals of regression. These are 936 not full rank matrices due to large numbers of voxels. The off-diagonal elements were 937 further shrunk by weighting the point estimate of the spatial noise covariance structure 938 by 0.4 and a diagonal covariance matrix with the same diagonal elements as the point 939 estimate covariance matrix by 0.6.
940
To simulate the fMRI noise in Fig 4, we first estimated the number of principal 941 components to describe the spatial noise correlation in the 24 resting state fMRI data 942 from HCP databse using the algoritm of Gavish and Donoho [31] . The spatial patterns 943 of these principal components were kept fixed as the modulation magnitude β 0 by the 944 intrinsic fluctuation. AR(1) parameters for each voxel's spatially indepndent noise were 945 estimated from the residuals after subtrating these principal components. For each 946 simulated subject, time courses of intrinsic flucutations were newly simulated by 947 scrambling the phase of the Fourier transformation of the X 0 estimated from the real 948 data, thus preserving the amplitudes of their frequency spectrum. AR(1) noise were 949 then added to each voxel with the same parameters as estimated from the real data. To 950 speed up the simulation, only 200 random voxels from the ROI in Fig 3B were kept for 951 each participant in these simulations. Among them, 100 random voxels were added with 952 simulated task-related signals. Thus, each simulated participant has different spatial 953 patterns of β 0 due to the random selection of voxels. 500 simulated datasets were 954 generated based on the real data of each participant, for each of the three SNR levels. 955 In total 36000 subjects were simulated. The simulated pool of subjects were sub-divided 956 into bins with a fixed number of simulated subjects ranging from 24 to 1200. The mean 957 and standard deviation of the correlation between the true similarity matrix and the 958 average similarity matrix based on the subjects in each bin were calculated, and plotted 959 in Fig 4A. 960 All SNRs in Fig 3 and Fig 4 were calculated post hoc, using the standard deviation 961 of the added signals in the bounding box region devided by the standard deviation of 962 the noise in each voxel, and averaged across voxels and simulated subjects for each level 963 of simulation. 
