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Ferroelectric/ferroelastic ceramics are used in a range of smart structure 
applications, such as actuators and sensors due to their electromechanical coupling 
properties. However, their inherent brittleness makes them susceptible to cracking and 
understanding their fracture is of prominent importance. 
A numerical study for a stationary, plane strain crack in a ferroelastic material is 
performed as part of this work. The stress and strain fields are analyzed using a 
constitutive law that accounts for the strain saturation, asymmetry in tension versus 
compression, Bauschinger effects, reverse switching, and remanent strain reorientation 
that can occur in these materials due to the non-proportional loading that arises near a 
crack tip. The far-field K-loading is applied using a numerical method developed for two-
dimensional cracks allowing for the true infinite boundary conditions to be enforced. The 
J -integral is computed on various integration paths around the tip and the results are 
discussed in relation to energy release rate results for growing cracks and for stationary 
cracks in standard elastic–plastic materials. 
In addition to the fracture studies, we examine the far field electromechanical 
loading conditions that favor the formation, existence and evolution of stable needle 
domain array patterns, using a phase-field modeling approach. Such needle arrays are 
often seen in experimental imaging of ferroelectric single crystals, where periodic arrays 
 vi 
 
of needle-shaped domains of a compatible polarization variant coexist with a 
homogeneous single domain parent variant. The infinite arrays of needles are modeled 
via a representative unit cell and the appropriate electrical and mechanical periodic 
boundary conditions. A theoretical investigation of the generalized loading conditions is 
carried out to determine the sets of averaged loading states that lead to stationary needle 
tip locations. The resulting boundary value problems are solved using a non-linear finite 
element method to determine the details of the needle shape as well as the field 
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Chapter I Introduction 
Ferroelectricity is the property of some pyroelectric crystals wherein the electric 
polarization of a material sample can be changed or switched due to the application of 
electric field. Materials exhibiting the property can be found in the form of bulk single 
crystals, thin films and ceramics with ABO3 compositions such as barium and lead 
zirconate titanate and exhibit many interesting coupled effects. They possess large 
dielectric constant, piezoelectric, pyroelectric and electro-optical effects. Manipulation of 
the chemical composition and the methods in which they are fabricated and processed 
can further enhance the material properties.  
The linear electromechanical properties have been traditionally exploited in many 
technological applications such as capacitors, transducers, optical and memory devices. A 
very informative historical and technological review on the tailoring of the properties on 
the plethora of applications can be found in Haertling (1999). In the last two decades 
there is increasing interest in the industrial use of ferroelectrics for their nonlinear 
properties, which will greatly facilitate the ongoing trend of miniaturization of devices in 
engineering applications (Scott, 2000). 
Ferroelectric materials involve different length scales in their technologically 
useful forms, hence different approaches are employed in the analysis of the constitutive 
response. At the single crystal scale and when domain structure and evolution is 
analyzed, sharp and diffuse interface models of domain wall interactions dominate, while 
at the grain and polycrystalline level, phenomenological models are mainly employed. In 
this work both approaches are used for the nonlinear analysis of ferroelectric/ferroelastic 
materials. A phenomenological model is used to analyze the fracture of ferroelastic 
materials and a phase-field model approach is applied to simulate domain patterns. 
 2 
Background information on both subject and a brief review of the main features of 
ferroelastic and ferroelectric materials, relevant to the thesis are presented in the 
remainder of the chapter. 
1.1 FERROELECTRIC AND FERROELASTIC MATERIALS 
In a historical review on ferroelectricity (Jaynes, 1953), referring to the work of 
Anderson, Nicolson and Cady in 1917 on the piezoelectric properties of Rochelle salt, 
describes the discovery of ferroelectricity as the observation of “anomalies in the 
dielectric behavior, among which significant were the existence of hysteresis between 
applied electric field and polarization and a sudden change in polarization activity at 
”. At this transition temperature, later called the Curie temperature, the ‘anomaly’ 
is experienced by a loss of centrosymmetry of the crystal. The distortion of the crystal 
structure and the relative displacement of the ions of the unit cell, create a permanent 
dipole moment per unit volume in the crystal (polarization).  
A typical example of such a transition is the cubic to tetragonal transition 
experienced by barium titanate (BaTiO3) at 1200C. To demonstrate the range of physical 
properties of ferroelectrics, the unit cell of barium titanate, shown schematically in Figure 
1.1.1 following Landis (http://www.ae.utexas.edu/~landis/Landis/Research.html) is 
employed. Above the Curie point, barium titanate is in its paraelectric cubic phase. 
The unit cell is composed of eight positively charged barium ions (Ba, +2) at the cube 
corners, six negatively charged oxygen ions (O, -2) in the center of the cube faces, and a 
positively charged titanium ion (Ti, +4) in the center of the cell. Below  the central 
titanium ion will shift away from the center of the unit cell, displacing the centers of the 





Applying an electric field, smaller that the coercive field of the material, on the 
spontaneously polarized cell, will cause the ions to move along with the electric field. On 
one hand, this change of the relative position of the centers of positive and negative 
charge is followed by a change of electric polarization, and this is the cause of the 
dielectric effect in ferroelectric materials. 
 
Figure 1.1.1 A simplified schematic of the crystal structure of barium titanate is 
illustrated above. Ferroelectric and ferroelastic switching behavior including 
the linear piezoelectric, dielectric and elastic effects are depicted. 
(http://www.ae.utexas.edu/~landis/Landis/Research.html) 
On the other hand, the position change of the ions will cause an elongation or shortening 
of the cell, which leads to mechanical strain and the converse piezoelectric effect. The 
direct piezoelectric effect appears when a small stress is applied. Elongation or 
shortening of the unit cell will change the relative positions of the centers of positively 
 4 
and negatively charged ions, inducing a change of the electric polarization. Finally the 
geometric change of the unit cell induced by the stress field is observed as mechanical 
strain, and this effect is the elastic material response. 
Application of large electric field, larger than the coercive field of the material, 
will permanently pole the unit cell along the direction favored by the loading, giving rise 
to the ferroelectric response. Application of electric field parallel and at the opposite 
direction of the polarization vector will cause the polarization vector to switch by  or 
 if the electric field is applied perpendicularly to the polarization vector. Application 
of large mechanical stress can cause switching of the polarization direction, giving 
rise to the ferroelastic response of the unit cell.  
Figure 1.1.2 Schematic of the free energy of the perovskite crystal structure of barium 
titanate at different temperatures. (a) Above the Curie Temperature TC the 
material is in the high temperature cubic phase and the free energy is convex 
with a single well at zero polarization. (a) Below TC the low temperature 
phase is tetragonal and the free energy becomes non-convex with multiple 
wells associated with the possible spontaneous polarization states. (c) 





In terms of free energy , the stable ferroelectric state associated with the 
spontaneous polarization and 180° switching is depicted in Figure 1.1.2. In Figure 
1.1.2(a), above the Curie temperature TC, the high temperature phase is cubic and the 
polarization of the unit cell is equal to zero. The material free energy is convex in this 
case with a single well at zero polarization depicting the stable phase. Below the Curie 
temperature, a cubic to tetragonal phase transition occurs giving rise to possible 
spontaneous polarization states along crystallographic planes. The material free energy is 
non-convex in this case with multiple wells associated with the stable possible 
spontaneous polarization states as shown Figure 1.1.2(b). The zero-polarization state is 
still an equilibrium state but it is no longer stable. Under the application of a strong 
electric field, the energy barrier between equilibrium states can be overcome and the 
polarization can switch by 180°, switching from one energy well to another as depicted in 
Figure 1.1.2(c). 
Typical idealized constitutive response of the ferroelectric unit cell is shown in 
Figure 1.1.3. Figure 1.1.3a shows the hysteretic loop between polarization and applied 
field as derived from the double-well potential characteristic of these materials. The red 
part is unstable and cannot exist homogeneously throughout the material. The dashed 
lines intersect the electric field axis at the coercive field value of the unit cell. The blue 
lines intersect the polarization axis at points corresponding to the spontaneous 
polarization of the cell. As discussed above the change in polarization also causes 
straining of the unit cell. This electrostrictive effect also causes a hysteretic behavior, 
known as butterfly loop, between the strain and the applied field, shown in Figure 1.1.3b. 




Figure 1.1.3 The (a) polarization and (b) strain as the function of the electric field below 
the Curie temperature . The red portions of the curves correspond to 
unstable states, and the crystal jumps directly along the dashed line.  
1.1.1 Ferroelastic and Ferroelectric Microstructure 
In the previous section, the unit cell of barium titanate was employed to discuss 
the electromechanical properties of ferroelectric materials. However, the technologically 
useful form of ferroelectric materials takes advantage of the formation of microstructure 
in order to enhance the material constitutive response by integrating the properties arising 
from the unit cell. Unless otherwise fabricated, typical single crystals or polycrystalline 
Tc
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ferroelectric materials break into complex domain structures upon cooling from the Curie 
temperature.  
These low energy configurations are contain domains or twins, which are regions 
with the individual electric dipoles of the unit cell aligned. Domains form in each grain or 
in the single crystal in order to accommodate local and global equilibrium and continuity 
of electromechanical fields along with energy minimization preferences creating a 
domain structure in the crystal. The interface separating different domains or variants of 
uniform spontaneous polarization is called a domain wall. Switching takes place by 
means of the displacement of these boundaries between domains and is the primary 
mechanism responsible for nonlinear ferroelectric constitutive response. 
In the as-cooled state the average strain and polarization of the crystal are zero 
and mechanical loading will lead to purely ferroelastic response. In fact poling of the 
material is a necessary step for piezoelectricity to appear in the case of multi-domain 
single crystals and polycrystalline materials. The permanent spontaneous polarization can 
then be reduced to zero and ‘switched’ to a reversed direction under the influence of 
electric field through domain wall motion as in the ferroelastic case, giving rise to the 
non-linear and coupled ferroelectric behavior in these crystals. The mobility of the 
existing twin or domain boundaries will greatly influence the ferroelastic/ferroelectric 
hysteretic behavior and by manipulating the microstructure the overall response and 
properties can be enhanced. 
The orientation of domain walls in infinite ferroelectric crystals, was theoretically 
investigated by Fousek and Janovec (1969). Permissible wall orientations that satisfy 
mechanical compatibility can have arbitrary orientation (W∞) or prominent 
crystallographic directions (Wf). It is also possible for the orientation of the permissible 
domain walls to depend on the electromechanical coefficients and temperature (S). 
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Between a pair of domains in a given ferroelectric material the domain wall can be either 
of the W∞ type, or one of the Wf or S type. The permissible walls can be either charged or 
neutral. Domain wall orientations, that minimize the crystal free energy, satisfying both 
the charge and mechanical compatibility have been investigated by Shu and Bhattacharya 
(2001). Models that take into account strain and charge compatibility across the domain 
walls have been successfully applied to predict minimum energy lamellar domain 
structures for a given average strain and polarization (Lu and Liu, 2004, Tsou and Huber, 
2010). 
Figure 1.1.4 Schematic of planar 1800 and 900 domain walls. Application of electric field 
parallel to the domain wall favoring the left variant will cause the domain 
structure to switch by (a)1800 and (b) 900  by domain wall motion . 
Examples of such compatible domain wall orientations in BaTiO3, are the 900 
walls of the Wf type, along [110] crystallographic orientations and the 1800 of the W∞ 
type, shown in Figure 1.1.4. Application of electric field will cause switching by planar 
domain wall motion in order for the variant favored by the loading to expand at the 
expense of the other. Figure 1.1.4(a) and Figure 1.1.4(b) show domain wall motion that 
causes 1800  and 900  switching respectively. As discussed above,  switching can be 
caused by the application of mechanical stress in an unpoled ferroelectric crystal. Typical 
idealized ferroelastic constitutive response of a multi-domain single crystal is shown in 
the schematic shown in Figure 1.1.5 (Landis, 2003). An interesting feature of ferroelastic 
90o
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materials is the asymmetry in tension versus compression in the uniaxial stress-strain 
response. The asymmetry can be realized with a thought experiment described in detail 
by Landis, (Landis 2003). Assuming three equal volumes of possible tetragonal variants 
in the crystal and loading along one polar axis in tension, two of the three variants are 
available to switch to accommodate the loading. On the other hand, loading in 
compression along a polar axis only one variant can switch to accommodate the loading.  
 
Figure 1.1.5 (a) Three possible orientations of tetragonal variants coexisting within a 
single crystal separated by a domain wall or twin boundary. (b) The 
asymmetric in tension versus compression uniaxial stress-strain response of 
a model single crystal loaded along any of the polar directions (Landis, 
2003). 
Ferroelectricity is a broad subject and one should only hope to give a brief review. 
More comprehensive treatments on can be found in many excellent texts and review 
articles covering the ferroelectric phenomenon (Jona and Shirane, 1962; Jaynes, 1953; 
Devonshire, 1954; Scott 2000, Damjanovic, 1998; Xu, 1991, Tagantsev et al, 2010, 
Haertling, 1999). 
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1.2 FERROELASTIC FRACTURE, MOTIVATION AND BACKGROUND 
The first part of this dissertation deals with the understanding of the fracture 
properties of ferroelastic ceramics. There have been many excellent experimental and 
theoretical investigations on the fracture properties of ferroelectrics, recently summarized 
by Schneider (2007) and Kuna (2010). To model the effects of domain switching Yang 
and Zhu (1998) and Reece and Guiu (2002) followed the approaches of McMeeking and 
Evans (1982) and Budiansky et al (1983) for transformation toughening in materials 
undergoing a dilatant phase transformation. These models assume that a given material 
point consists of a single domain variant and switching between variants is driven by an 
energetic criterion, e.g. Kessler and Balke (2001). Such a description of the material is 
physically reasonable, but to fully model a ferroelectric in this manner would require the 
tracking of the locations and interactions of many domain walls. To carry out such a 
program for millimeter to centimeter sized samples of material would be computationally 
intensive. 
A second approach taken by Landis (2003b) and Wang and Landis (2004, 2006) 
is to implement a phenomenological constitutive law to describe ferroelastic/ferroelectric 
switching within detailed finite element computations of the electromechanical fields 
around the crack tip. In contrast to the transformation-type switching model, a material 
point can contain multiple domain variants. To date such calculations have been 
performed on growing cracks to determine the amount of toughening that is provided by 
domain switching during crack growth. Some of the successes of this approach include 
the prediction of switching zones with a gradation of switching strain and similar R-curve 
toughening enhancements for both unpoled material and the same material poled parallel 
to the crack front as observed by Hackemann and Pfeiffer (2003) and Jones et al (2007). 
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In this work a phenomenological constitutive law of Landis (2003b) is used to 
study the mechanical fields near a stationary crack tip in a ferroelastic material. A brief 
introduction on some computational aspects of nonlinear fracture mechanics addressed in 
the dissertation and also applied to elastic-plastic materials will be given next. 
1.2 1 Fracture Mechanics Concepts, Crack Tip Fields and the J –integral 
The study of the stress and strain fields near cracks plays a central role in 
theoretical fracture mechanics. For non-linear fracture mechanics one goal is to compute 
the distributions of stress and strain near a crack tip as a result of nonlinear material 
behaviors like plasticity, phase transformation, dislocation emission, and the like. For 
situations where the region of non-linear material response is very small compared to all 
other specimen dimensions, Rice (1968) introduced the concept of a boundary layer 
approach to analyze small-scale yielding. Rice’s approach is now almost universally 
adopted for small-scale yielding studies, wherein a semi-infinite crack is analyzed with 
far-field loading characterized by the linear elastic stress intensity factors. Since the non-
linear material response near the crack tip usually requires the finite-element method for 
the analysis, the common procedure for dealing with the far-field boundary conditions is 
to mesh a large but finite domain and apply tractions or displacements associated with the 
K-fields to the outer boundary. Clearly modeling errors are introduced when analyzing a 
finite domain, and the true small-scale yielding assumptions are attained in the limit as 
the ratio of the size of the non-linear material process zone to the size of the domain tends 
to zero. 
In linear elastic fracture mechanics (LEFM) the objective is to determine the 
stress intensity factors for a specific specimen shape and loading. In all but the simplest 
geometrical configurations some type of numerical method is required to solve this 
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problem. The implementation of standard non-singular finite elements for crack problems 
leads to issues with convergence associated with the singular stress and strain fields near 
the crack tip. This issue can be alleviated to some extent by the introduction of a ring of 
singular finite-elements around the crack tip (Barsoum, 1977; Manu, 1985), but the radial 
dimension of this ring of elements still needs to be relatively small to obtain accurate 
results for the stress intensity factors (Shih et al., 1976). Alternatively, the crack tip 
singularity can be represented by the employment of semi-analytical methods. In linear 
elastic fracture mechanics, Song and Wolf (2002) applied the scaled boundary finite 
element method to represent the crack tip singularity in bounded and unbounded 
domains. 
One approach to address both of the infinite domain and crack tip region 
problems is to couple an analytic series solution to the finite-element solution. The 
infinite domain problem was solved by Givoli and Keller (1989) in regions without 
branch cuts, and crack tip and corner problems were solved for the longitudinal shear 
case by Givoli et al (Givoli et al, 1992; 1993).  Givoli and co-workers (Givoli, 1991; 
1992; 1999; Givoli et al, 1989; 1992; 1993; 1990; 1994; 1998, Keller et al, 1989) have 
named their method the Dirichlet to Neumann map. Hilton and Hutchinson (1971) 
applied a very similar approach to study the plastic zones near crack tips in longitudinal 
shear loading.  Landis (2002) combined the approaches of Givoli and Keller (1989) and 
Givoli et al. (1992) to study switching zones for longitudinal shear and electrical loading 
in ferroelastic/ferroelectric materials, and found that the method is able to very accurately 
reproduce closed-form results (Rice, 1967; Landis, 2002). Landis, (2002) used similar 
boundary conditions to study mode III and analogous electrical mode E crack tip fields, 
and has shown that this numerical approach provides highly accurate agreement with the 
analytical results due to Rice (1967). 
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 Absent from the list of problems solved by Givoli and co-workers are elastostatic 
problems with branch cuts, of which two-dimensional crack problems are of significant 
interest. Here we adopt this terminology due to the similarity of the approach and a DtN 
map for two-dimensional cracks is developed.   
1.3 THE J INTEGRAL 
The -integral as introduced by Eshelby (1956; 1970) and Rice (1968) is a useful 
quantity for the analysis of mechanical fields near crack tips in both linear elastic and 
nonlinear elastic materials. For nonlinear elastic materials, it is well known that the -
integral is equivalent to the energy release rate (Eshelby, 1956; 1970; Rice, 1968). 
Additionally,  has been used in several studies to characterize the intensity of stress 
and deformation fields near cracks in power-law hardening materials (Rice, 1968; Rice 
and Rosengreen, 1968, Hutchinson, 1968; Shih, 1974, Shih, 1981). It is established that 
 is a path-independent integral when the material is nonlinear elastic (Rice, 1968; 
1968). As such, the path-independence of  rigorously holds in elastic-plastic materials 
when the material response is governed by the deformation theory of plasticity or when 
flow theory exactly mimics deformation theory, where proportional loading occurs at all 
points within the domain. 
Rice (1967; 1968) demonstrated that, in fact, flow theory plasticity does perfectly 
mimic deformation theory near a stationary crack tip loaded in mode III in an elastic-
power-law hardening material under small-scale yielding conditions. Hence, for mode III, 
the -integral is path-independent for small-scale yielding. No such proof of the path-
independence of  is available for the in plane loading modes and we will show that  
is not path independent in cases with a mode I component. In any situation where a 










will not be path independent. For example, McMeeking (1977) analyzed the effects of 
finite deformation near a mode I crack and found that the blunting of the crack tip causes 
significant non proportional plastic loading, which results in the path-dependence of . 
Rice and coworkers (Rise and Rosengreen, 1978; Drugan et al, 1982) showed that for 
steadily growing cracks, where there is a significant amount of non proportional straining 
including elastic unloading and plastic reloading, causing the strain singularity in an 
elastic-perfectly plastic material to be  and, hence,  evaluated around a contour 
close to the crack tip is zero. In this work, we consider stationary crack tip and the effects 
of both infinitesimal and finite deformation and  is found to be path dependent. Since 
proportional loading is not guaranteed for in plane loading modes the finding that  is 
path-dependent is not entirely unexpected. However, the amount of path-dependence is 
an unforeseen result. 
1.4 PHASE FIELD MODELING OF NEEDLE DOMAINS, MOTIVATION AND BACKGROUND 
The second part of the dissertation deals with the modeling of the microstructure 
of ferroelectric single crystals. The behavior of ferroelastic and ferroelectric materials is 
directly linked to the natural domain patterns occurring at the grain level upon cooling 
from the Curie temperature and the evolution of the microstructure through domain wall 
motion upon electromechanical loading. Understanding and modeling the ferroelectric 
domain structure is a great part of successfully engineering new ferroelectric materials.  
Reviews of recent developments on the subject can be found in Liu and Lynch (2006) 
and Pontis et al (2011) and the references therein. 
As discussed in section 1.1.2, ferroelectric microstructure is formed to achieve 
global and local energy minimization within the crystal. The microstructure appears in 
the form of uniformly polarized regions, domains, which are separated by thin regions of 
J




varying polarization called domain walls. Theoretically the minimization of the elastic 
and electrostatic energy is favored by the formation of stress free domain configurations 
with compatible spontaneous strain and charge neutrality between the spontaneously 
polarized domains.  
However, in a finite and imperfect crystal deviations from the predicted 
orientations are expected and often encountered. Usual domain structures in ferroelectric 
single crystals that deviate from the predicted orientation are wedge domains or 
compatible lamellar patterns terminating within the crystal, with needle or wedge like 
tips. They were first observed and described by Forsbergh (1949) and Little (1954) in 
BaTiO3 in single crystals and later experimentally investigated by many researchers. 
Needle and wedge domains, appear in the crystal after cooling in extended regions in the 
crystal where a domain variant with a polarization direction perpendicular to a parent 
domain, surrounding phase is exists. The existence of needle or wedge domains causes 
stresses in the surrounding area in the crystal. The tips can be electrically charged since 
locally there is deviation from the charge free wall orientation. However, the domains at 
the tip can be further divided into compatible 1800 domains such that electric neutrality is 
approached on average (Tagantsev et al, 2010).  
Fousek and Brezina (1961a) using a simple model investigated the conditions for 
the existence of wedge domains caused by internal defects. Salje and Ishibashi (1996) 
investigated the pinning of domain walls in ferroelastic crystals due to internal defects 
and predicted energetically favored needle trajectories, and Salje et al. (1998) compared 
the predicted results to experimental observations in minerals. Novak et al. (2002) 
simulated equilibrium shapes of needles with respect to a free surface using a two-
dimensional discrete ferroelastic lattice model. Recently, needle configurations were 
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experimentally examined as possible natural flux closure states in thin barium titanate 
singe crystals (McGilly et al, 2010). 
The existence and evolution of needle and wedge domains has a pronounced 
effect on the electrical and electromechanical properties of ferroelectric ceramics. The 
mobility of wedge domains in an electric field, differs from the mobility of planar walls, 
contributing to the initial permittivity of the material (1961b). Pointis and Huber (2012) 
used optical microscopy to observe that needle configurations of different spacing and 
volume fraction, like the ones modeled in this work, respond differently to stress having a 
influence ferroelastic switching criterion of the BaTiO3 crystal. 
Here we employ a phase-field approach to model the equilibrium and evolution of 
needle-like configurations commonly found in bulk single crystal barium titanate. In 
contrast with sharp interface models, diffuse interface or phase-field approaches allow for 
the nucleation of domains naturally without any specific rules, which is accomplished by 
defining a material free energy that depends on the mechanical strain, the electric field 
and the electric polarization in the material. Employing the material polarization as the 
order parameter, the phase-field approach allows for a detailed accounting of the 
electromechanical processes that occur during the nucleation and growth of domains.  
The phase-field modeling approach has been used successfully to study several 
different features of ferroelectric domain switching behavior including the structure of 
domain walls (Cao and Cross, 1991), switching of polycrystals and single crystals 
(Chaudhury et al, 2005; Zhang and Bhattacharya, 2005), the interactions of domain walls 
with charge defects (Su and Landis, 2007) and dislocations (Kontsos and Landis, 2009), 
domain switching (Song et al, 2007) and nucleation and growth near crack tips (Li and 
Landis, 2011). Details on the method will be presented in chapter IV.  
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1.5 OUTLINE 
The remainder of the dissertation is organized as follows. Chapter II presents the 
method for coupling an analytic series solution to a finite-element solution for two 
dimensional crack problems. The method is applied to the determination of the stress 
intensity factors and T-stress in a set of problems in linear elastic fracture mechanics. The 
classic problem of plane strain, stationary crack under of small-scale yielding in a 
nonlinear elastic is then analyzed in order to create a reliable computational template 
addressing most aspects associated with the correct representation of crack tip fields and 
the calculation of the -integral. Then, interesting results for a crack in an elastic-plastic 
material are presented. 
Chapter III presents computations of the stress and remanent strain fields, the 
switching zone shape and size, along with results for the path-dependence of the -
integral around stationary cracks in ferroelastic materials. The phenomenological 
constitutive law, used to describe the constitutive response of the ferroelastic 
polycrystalline and the results f the analysis are discussed in relation to their steady crack 
growth counterparts. 
Chapter IV is devoted to the phase-field modeling of infinite arrays of domain 
needles. The domain pattern is modeled via a representative unit cell and the appropriate 
electrical and mechanical periodic boundary conditions are applied. A theoretical 
investigation of the generalized loading conditions is carried out to determine the loading 
states that lead to stationary needle tip locations. The resulting boundary value problems 
are solved using a non-linear finite element method to determine the details of the needle 






Chapter II Analysis of 2-D Cracks in Elastic-Plastic Materials 
A series of two dimensional crack problems can be studied by employing the 
Dirichlet-to-Neumann map. For linear elastic fracture mechanics problems, the interior 
map is used around the crack tip, away from the geometric complexities of the specimen 
boundary and stress intensity factors are computed. For small-scale yielding problems, 
the map is used in the infinite region away from the non-linear process zone surrounding 
the crack tip. In this case, the effect of the far field boundary conditions along with other 
computational aspects of fracture mechanics are discussed and results for the crack tip 
fields and the J -integral are presented for elastic-plastic materials. 
2.1 THE DIRICHLET-TO-NEUMANN MAP FOR TWO-DIMENSIONAL CRACK PROBLEMS 
The two classes of crack problems that can be studied with the Dirichlet to 
Neumann map by coupling an analytic solution to the finite-element method are shown in 
Figure 2.1.1. The first class of problems, Figure 2.1.1(b), considers entirely linear elastic 
domains with irregular external boundaries and/or complex applied loadings. In this case, 
the Dirichlet-to-Neumann map is used to represent a circular region surrounding the 
crack tip. The finite-element method is used for the external region and the mixed mode 
stress intensity factors and the T-stress are retrieved from the map. 
The second, shown in Figure 2.1.1(a), considers problems where non-linear 
constitutive processes occur in a small region near the crack tip and the remotely applied 
loading can be characterized by the linear elastic K-field and perhaps the T-stress. Here, 
the finite-element method is applied in a circular region around the crack tip where non-
linear constitutive response is occurring, and stiffness contributions associated with the 
Dirichlet-to-Neumann map are imposed on the circular boundary to account for the large 
surrounding elastic domain and the remote applied loading. The general theory for 
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coupling regions described by an analytic solution to regions represented by a numerical 
solution obtained from the finite-element method will be presented next. 
 
 
(a)                                                                  (b) 
 
Figure 2.1.1. (a) Semi-infinite crack problems with non-linear material behavior near the 
crack tip. (b) Linear elastic fracture mechanics problems with complex 
geometry and loading.  The finite-element (FE) and analytic regions of the 
solution method are illustrated on each figure. 
2.1.2 Theory 












,  ti ,  ui  are the Cartesian components of the stress tensor, 
infinitesimal strain tensor, traction, and displacement respectively. Standard Einstein 






V! = ti !ui dSS!  (2.1) 
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 on S, where  ni  are the components 
of the unit normal vector to the surface.  Additionally, the strain and displacement are 








)/ 2 . The  !  indicates that the quantity following 
it is allowed to undergo an arbitrary variation. The initial step in the formulation is to 
partition the domain V into two regions, one where the solution is represented 
numerically via finite-elements VFE, and the remainder of the domain where the solution 
is represented analytically VA. The regions VFE and VA are mutually exclusive, but share a 
common boundary SA/FE.  The principle of virtual work is now written as 
 
 
The superscripts FE and A have been added to indicate the solutions in the finite-
element and analytic regions respectively. SA is the part of the surface surrounding VA that 
is not shared by VFE, and SFE is the part of the surface surrounding VFE that is not shared 




Clearly, the last terms on each side of this equality cancel, and we are left with the 
form of principle of virtual work that is applied to develop the numerical approach. The 





































analytically, and for linear elastic regions this will be accomplished with an infinite 
series. Specifically, the displacement field is taken in the form 
 
 
in which each individual term of the series must satisfy the governing linear elasticity 
equations within VA. The functions  gi
0  are associated with prescribed displacements 
and/or tractions on SA, whereas the functions  gi
n  satisfy homogeneous boundary 
conditions on SA. The coefficients  C n  are to be linked to the finite-element solution by 
enforcing, in a weak sense, continuity of displacements and tractions across SA/FE. For this 




Now, weak enforcement of traction continuity across SA/FE is implicit to Equation 
(2.3), otherwise the term 
 
 
would have appeared. Hence, (2.6) is the traction continuity condition, and a weak form 
of displacement continuity must also be imposed across SA/FE. 
The procedure proposed by Givoli and co-workers (Givoli and Keller, 1989; 

















! dS = 0,  (2.6) 
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1990; Givoli, 1991; Givoli, 1992;Givoli 1999; Givoli and Vigdergauz, 1994; Givoli et al., 
1998) to enforce continuity of displacements is to introduce a Fourier series 
representation of the displacement on SA/FE and then match the numerical and analytic 
solutions to this form. This procedure works quite well when the analytic solution itself 
takes the form of a Fourier series. In other cases, such as in-plane elasticity with branch 
cuts, this procedure leads to non-symmetric contributions to the finite-element stiffness 
for a truncated series representation of the analytic solution. The weak form of 
displacement continuity that we are proposing to use leads to symmetric contributions to 
the finite-element stiffness for any level of truncation to the analytic series solution. The 
displacement continuity condition is given as 
 
 
Equation (2.7) will be used to relate the unknown coefficients  C n  to the nodal 
displacements,  ui
J , from the finite-element solution on the boundary SA/FE. Note that  ui
FE  
is interpolated from  ui
J  through the shape functions  N J  as  
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Rearranging (2.9) and grouping the appropriate terms allows us to define the 
components of the matrices  [G] ,  [H] , and the vector  [L]. 
 
 
The proofs that  [G]  is symmetric and positive definite are straightforward and 
relatively trivial. Symmetry is proven by recognizing that  gi
n  is a displacement field 
satisfying the equations of elasticity and  fi
m  are the tractions on SA/FE from a second 
solution. Application of the Rayleigh-Betti reciprocal theorem then demonstrates that the 
integral on the left-hand side of (2.10) remains the same if m and n are interchanged. The 
proof that  [G]  is positive definite is performed by recognizing that  
1
2
CnGnmCm  is the 
energy stored in VA for any of the solutions that can be represented by (2.4) and (2.5) in 
the absence of  gi
0  and  fi
0 . Since the stored energy must always be positive in a stable 
material,  [G]  is positive definite for such materials. 
Equation (2.10) is valid for arbitrary variations of the  Cm  coefficients, which then 
leads to their solution as  
 
 
Note that  {C}  is the vector of unknown coefficients  C
n , and  {u
N }  is the vector 
of nodal displacements  ui
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[G]{C}= [H]{uN}+ {L} ! {C}= [G]!1[H]{uN}+ [G]!1{L}.  (2.11) 
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Note that  {F
!}  is the vector of internal nodal forces associated with the stresses, which 
may have a non-linear and path-dependent constitutive relationship to the strain history. 
Next, we apply the result from (2.11) relating the  C n  to the  ui
J . 
 
Here, we have also defined the stiffness and forces associated with the Dirichlet-
to-Neumann map,  [K
DtN ]  and  {F
DtN } . That  [K
DtN ]  is symmetric and positive definite, 
follows from these same properties of  [G] . A standard Newton-Raphson procedure can 
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are the internal forces associated with both the finite-element region and the Dirichlet-to-
Neumann map from the prior Newton-Raphson iteration. The vector  {!u
N }  contains the 
nodal displacement corrections such that 
 
 
Finally, this equation is valid for arbitrary variations of the nodal displacements, leading 
to the final system of equations to be solved, 
 
 
concluding the general method for coupling a domain with an analytic solution 
represented by a truncated series to a finite-element domain. Note that while linearity has 
been assumed in the analytic region, no assumptions or restrictions associated with 
isotropy or homogeneity in this region have been made. The primary complications of the 
method arise from the generation of the analytic solution, and then the evaluation of the 
integrals in Equation (2.10). In the following sections we will discuss how these issues 
are addressed for crack problems in homogeneous isotropic regions, and present sets of 
results that can be obtained from the method. 
 
 {F
in}i!1 = {F!}i!1 + [KDtN ]{uN }i!1  (2.15) 
{uN}i = {uN}i!1 + {"uN}.  (2.16) 
[KFE ]+ [KDtN ]!"#
$
%&{'u
N}= {FFE}({F0}({FDtN}({Fin}i(1,  (2.17) 
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2.2 INTERIOR MAP 
The first class of problems that can be studied with the coupled analytic/finite-
element method is on the determination of the linear elastic fracture mechanics 
parameters in an arbitrarily shaped and loaded specimen. As mentioned above, in this 
case, the analytic solution is used to represent the linear elastic field within a circular 
region around the crack tip, with traction free crack faces on  r < R . The finite-element 
method is implemented for the remainder of the body, i.e.,  VFE  contains the points on 
r !R . The crack faces must be traction free on r <R , not necessarily on r !R . Note 
that the region being analyzed with finite-elements need not be restricted to homogeneous 
linear elastic behavior. 
The analytic solution in the vicinity of the crack tip is represented by all of the 
terms in the Williams expansion (1957), that yield non-singular displacements at the 


































































































































































In Equations (2.18)-(2.21),  µ  is the shear modulus,  2µ = E /(1 + !) , and 
 ! = 3! 4"  for plane strain or  (3!!)/(1 + !) for plane stress. Here the unknown  An  
and  Bn  coefficients are equivalent to the  C
n  coefficients of Equations (2.5) and (2.6), the 
functions that they pre-multiply are the  fi
n  and  gi
n . With all of these functions explicitly 
defined, the integrals in (2.10) can be determined analytically with one caveat.  In general 
the shape functions  N J  are polynomial functions of the Cartesian coordinates, and do not 
represent a circular arc exactly. However, in order to evaluate the integrals in (2.10) 
analytically, the approximation that the  N J  can be used to interpolate the angular 
position along the arc SA/FE is made. For example, for standard 4-noded isoparametric 








)  and  N






) , where I and J are the node 
numbers and  !I  and  !J  are the angular positions along the arc for nodes I and J. 
The tractions from (2.20) and (2.21) are those on a circular boundary of radius r, 
with unit normal pointing away from the origin. Here we emphasize that the fracture 
parameters of interest,  KI ,  KII , and T, are unknown quantities that must be determined 
from the calculation. We will see that this is in contrast to the exterior map, where  KI , 
 KII , and T were the known amplitudes of the far field loading conditions.  Effectively, 
we have extracted the terms associated with  A1 = KI 2! ,  A2 = T 4 ,  B1 = KII 2! , 
and  B2 = 0  from the infinite series in order to explicitly relate these coefficients to the 
linear elastic fracture mechanics parameters. Note that the  B2  term leads to a rigid body 
rotation and does not contribute to the DtN stiffnesses or forces. Next, the functions of 
Equations (2.18)-(2.21) are fed into (2.10) to determine the  [G]  and  [H]  matrices (note 
that  {L} = 0  in this case). After the finite-element solution is obtained it is necessary to 
perform a post-processing step, specifically the calculation of the coefficients via (2.11), 
in order to recover the stress intensity factors,  KI  and  KII , and the T-stress. 
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2.2.1 Infinite Plate with Center Crack - Accuracy of the Method with Truncation 
Number 
In order to demonstrate the accuracy and convergence of the method we first 
compare the method to an analytic solution. The problem studied is an infinite plate with 
a finite crack of length 2a on the x-axis along 
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! = " . For this problem 
the stress intensity factors and the T-stress are  
 
 
The displacement fields can be obtained from the Westergaard stress functions as 
 
 
where  z = x + iy . The displacements induced by the uniform T-stress are then given as  
 
 
In order to compare the numerical method to this analytic solution, which is valid 
for an infinite plate, we consider only the circular region around the right crack tip 
 KI = ! "a , KII = ! "a  and  T = Txx . (2.22) 
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defined by  (x !a)
2 + y 2 " a . The inner circular region  (x !a)
2 + y 2 " a / 2  is 
represented by the interior DtN map, and the annulus  a / 2 < (x !a)
2 + y 2 " a  is 
analyzed with 9-noded isoparametric finite-elements, as shown in Figure 2.2.1. The 
annulus is discretized by a uniform structured mesh with 24, 48, or 96 elements around 
the arc and 5 or 10 elements along the radial direction. On the outer boundary, 
 (x !a)
2 + y 2 = a , the displacements from the analytic solution, (2.24) and (2.25), are 
imposed. The purpose of this study is to investigate the effect that the level of truncation, 
 N truncation , has on the accuracy of the determination of the fracture mechanics parameters. 
 
Figure 2.2.1 Schematic of an infinite plate with, (H,B!" ), with a center crack. The red 
circle, blown up on the right of the Figure shows the regions represented by 










! = !.  
Figure 2.2.2 plots the error in the mode I stress intensity factor computed using 
the interior DtN map as a function of the level of truncation for the infinite series in 
























Figure 2.2.2 The error in the calculated mode I stress intensity factor  K I  as a function of 
the level of truncation in the DtN map for three different finite-element 
meshes in the annulus surrounding the map.  Green triangles, red squares 
and blue circles are for 24, 48 and 96 element divisions along the arc.  The 
results using either 5 or 10 element divisions along the radial direction are 
indistinguishable from one another.  The error in the mode II stress intensity 
factor is very similar to this plot.  The T-stress also follows the initial curve 
for  N truncation < 10  very closely, but the plateau levels for the error in T are 
approximately an order of magnitude lower than those for  K I  and  K II . 
 N truncation . The three curves correspond to different finite-element meshes in the annulus 
surrounding the DtN map, with green triangles, red squares and blue circles representing 
24, 48 and 96 element divisions along the arc. Note that the results for the error using 
either 5 or 10 element divisions along the radial direction for each of the angular 
discretization are indistinguishable from one another. What is evident in Figure 2.2.2 is 
that the accuracy of the DtN map controls the level of the error when  N truncation  is low, 
and the finite-element discretization controls the error for large  N truncation .  For a given 
finite-element mesh and a given boundary value problem, there is a level of  N truncation  
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beyond which no additional accuracy can be gained by the method because the errors 
introduced by the finite-element discretization dominate. 
Note that the error values reported in Figure 2.2.2 are problem specific and 
sensitive to the ratio of the DtN map radius to the crack half-length, which in this case is 
one half. In every fracture mechanics problem there is a characteristic length scale 
associated with the geometry and/or loading of the specimen. As the radius of the DtN 
region is reduced with respect to this length scale, the accuracy associated with each level 
of  N truncation  is improved. However, a benefit of the DtN map is that it can be used to 
accurately represent the solution in a region that is as large as possible. Furthermore, 
from a practical standpoint, the stiffness and force contributions from the DtN map for 
 N truncation  in the thousands can be computed rapidly, which in turn will leave the accuracy 
in the determination of  KI ,  KII , and T to be controlled by the finite-element 
discretization for most boundary value problems of interest. Finally, we note that the 
error in the mode II stress intensity factor is very similar to the error in  KI  shown in 
Figure 2.2.2 for each case.  The error in the T-stress also follows the initial part of the 
curve in Figure 2.2.2 for  N truncation < 10  very closely, but the plateau levels for the error 
in T are approximately an order of magnitude lower than those for  KI  and  KII . 
2.2.2 Single-Edge Notched Tensile Specimen – Stress Intensity Factor Determination 
To further demonstrate the method we solve for the mode I stress intensity factor 
and the T-stress for a single-edge notched tensile (SENT) specimen. Due to symmetry 
conditions, only the top half of the specimen geometry is analyzed. The coarsest finite-
element mesh (264 elements) and the parameters of the specimen geometry, including the 
crack length a, specimen width w, and half-height h, are illustrated in Figure 2.2.3. The 
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Figure 2.2.3. The finite-element mesh with 264 elements for the single-edge notched 
tensile specimen. Due to symmetry conditions only the top half of the 
specimen needs to be analyzed. The circular region around the crack tip is 
analyzed with the DtN map. A uniform tensile traction  !  is applied along 
the top boundary. 
circular region around the crack tip is modeled with the interior DtN map. The loading of 
the specimen consists of a uniform tensile traction  !  applied in the vertical direction 
along the top boundary. The mesh displayed in Figure 2.2.3 has 24 element divisions 
along the arc shared by the DtN map. We have also analyzed meshes with 48 and 96 
divisions along the arc, corresponding to 4 and 16 times as many elements as the mesh in 
Figure 2.2.3. The results for  KI  and T for several specimen geometries are reported in 
Table 1. The computed values have converged to the number of significant figures shown 
in Table 1 for all cases, and these values can be obtained from the coarsest mesh studied. 
 
 
 a /w   K I / ! "a   
T / !  
   
0.2 1.487 (1.483) -0.521 (-0.516) 





0.4 2.324 (2.309) 0.110 (0.114) 
0.5 3.009 (3.033) 0.667 (0.673) 
0.6 4.149 (4.092) 1.375 (1.386) 
   
 h / w = 1  
 a /w   K I / ! "a   
T / !  
   
0.2 1.368 (1.380) -0.589 (-0.583) 
0.3 1.661 (1.676) -0.607 (-0.605) 
0.4 2.113 (2.134) -0.571 (-0.567) 
0.5 2.825 (2.858) -0.410 (-0.405) 
0.6 4.033 (4.090) 0.050 (0.057) 
   
Table 2.2.1 Results for  K I  and T for the SENT specimen geometry shown in Figure 
2.2.3. The results in parentheses are due to Yang and Ravi-Chandar (Yang 
and Ravi-Chandar, 1999). 
2.3 EXTERIOR MAP 
As previously discussed, the exterior map can be used to investigate problems of 
planar semi-infinite cracks. The crack tip lies at the origin and the crack flanks are on the 
negative x-axis. At sufficiently remote distances from the crack tip the fields are 
governed by linear elasticity such that the stresses are dominated by the combined K-T 


































































































Close to the crack tip we allow for a wide range of situations that are not amenable to 
analytic solution techniques but can be handled with the finite-element method.  Such 
problems include geometric features like voids or inhomogeneities around the crack, 
prescribed loading of the crack faces or the material near the crack tip, and perhaps most 
interestingly plasticity or some other non-linear constitutive response near the crack tip. 
In all of these cases we must identify a radial distance from the crack tip,  R , that 
surrounds all such features. For  r > R  the domain is a homogeneous isotropic elastic 
region with Young’s modulus E and Poisson’s ratio  ! . The crack faces must be traction 
free on  r > R , but not necessarily on  r ! R . In relation to Equation (2.2),  VA  consists of 
all points satisfying  r > R , and  VFE  contains the points  r < R . We now need a series 
representation of the solution in the analytic domain that satisfies the remote loading 
conditions of (2.26) and the traction-free crack face boundary conditions. This solution 
contains the standard K and T terms along with all of the terms from the Williams 













































Here the unknown  An  and  Bn  coefficients are equivalent to the  C
n  coefficients 
of Equations (2.5) and (2.6), the functions that they pre-multiply are the  fi
n  and  gi
n  as in 
the case of the interior map. The known in this case loading terms associated with  KI , 
 KII , and T are the  fi
0  and  gi






















































































































those on a circular boundary of radius r, with unit normal pointing towards the origin. 
Then, the integrals in (2.12) can be determined analytically as described above for the 
interior map. 
2.3.1 Semi-Infinite Crack Terminating in an Inclusion – Combination of the Interior 
and Exterior Map 
Before proceeding to the application of the exterior map to the small-scale 
yielding problem, we analyze the problem of a semi-infinite crack terminating in a 
circular inclusion of radius R by combining both the interior and exterior DtN maps. In 
this case, no finite-element mesh is needed at all aside from a discretization of the 
circular boundary shared by the inclusion and the matrix. In general the DtN maps can be 
thought of as super-elements for the region that they represent. The interior DtN map is a 
super-element for a circular disk containing a straight crack terminating at its center.  The 
exterior map is a super-element for an infinite region with a circular cutout around the 
origin and a semi-infinite crack. In either case the super-element stiffness is a fully dense 
matrix with interactions between each nodal degree of freedom along the discretized 
circular boundary. For the crack terminating in the inclusion the exterior DtN map 
associated with the discretization of the inclusion boundary is used to create the far-field 
loading and stiffness contributions for the matrix material, and the internal map 





Figure 2.3.1. (a) The mode I and mode II crack-tip stress intensity factors for a semi-
infinite crack terminating in the center of a circular inclusion (material 1) of 
radius R with far-field loading in the surrounding matrix material (material 
2) characterized by either pure mode I or pure mode II.  Curves are plotted 
as a function of the shear modulus ratio for two values of Poisson’s ratio, 
which is assumed to be equal in both phases.  (b) The T-stress induced 
within the inclusion for pure mode I loading.  Due to symmetry, no T-stress 
is induced for mode II loading. 
The matrix material with shear modulus,  µ1 , and Poisson’s ratio,  !1 , occupies the 



















inclusion with shear modulus,  µ2 , and Poisson’s ratio,  !2 , occupies the region  r ! R , 
and contains the crack tip which is located at  r = 0 . This problem can be studied over 
the full range of Dundurs parameters (1969), as has been done by Steif (1987) and Wang 
and Ballarini (2003). Here we demonstrate the DtN map method for a wide range of shear 
modulus ratios and two values for the Poisson’s ratios with  !1 = !2 = ! . The results for 
pure mode I loading, are in excellent agreement with Steif’s results.  Specifically, for 
 !1 = !2 = 0.2 , and  µ2 / µ1 = 0.1  our result for  KI / KI
!  is 0.17804, and Steif’s result is 
0.17806 (which appears to be converging from above). Figure 2.3.1a plots the ratio of the 
crack-tip stress intensity factor in the inclusion to the far-field stress intensity factor 
applied to the matrix for either pure mode I,  KI
! , or pure mode II,  KII
! , loading. 
Interestingly, the magnification of the stress intensity factor by a stiff inclusion is 
significantly larger in mode I than in mode II.  Figure 2.3.1b plots the T-stress that 
develops in the inclusion during pure mode I loading of the matrix. Note that due to 
symmetry, no T-stress develops in the inclusion for pure mode II loading of the matrix. 
2.4 EXTERIOR MAP – THE SMALL SCALE YIELDING PROBLEM 
A semi-infinite crack, with crack flanks along the negative x-axis and crack tip 
located at the origin is studied numerically, within the context of the small scale yielding 
boundary layer approach as described by Rice (1968a, 1968b, 1974), employing the 
exterior Dirichlet-to-Neumann map. Details of the crack tip field for a stationary crack in 
elastic plastic material that have been computed previously by others, including the 
existence of an elastic sector in mode I loading, are confirmed. 
The path-dependence of the J -integral is investigated numerically, via the finite 
element method, for a range of loadings, Poisson's ratios, and hardening exponents within 
the context of J2 -flow plasticity. The somewhat unexpected result is that J  for a contour 
 40 
approaching zero radius around the crack tip is approximately 18% lower than the far-
field value for Mode I loading for Poisson’s ratios characteristic of metals. In contrast, 
practically no path-dependence is found for mode II. The applications of T - or S -
stresses, whether applied proportionally with the K -field or prior to K , have only a 
modest effect on the path-dependence. 
2.4.1 Problem Description and Constitutive Response of the Material 
Material with a power-law hardening constitutive response as described by Rice 





The initial yield strength is ! 0 , and the uniaxial strain at initial yield is !0 . These 
material parameters are related through the Young’s modulus, E , as ! 0 = E"0 . The 
strain-hardening exponent is N , with N = 0 representing perfect plasticity and N =1
linear elasticity. The J2 -flow theory of plasticity is used for the multi-axial 
generalization of the material constitutive response such that the increments of the 



















 for ! > !0.  (2.32) 
 d! ij =
E!
1+!( ) 1! 2!( ) d!kk! ij +
E
1+!( ) d! ij ! d!
p
ij( )   (2.33) 
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Here, the Poisson’s ratio is !  and ! ij  is the Kronecker delta, and the Cartesian 
components of the total strain and plastic strain increments are d! ij  and d!
p
ij . Within the 
context of J2 -flow theory, the plastic strain increments are proportional to the stress 
deviator components, sij =! ij !! kk" ij / 3 , 
 
 
where the effective uniaxial stress is ! = 3
2
sijsij , and the effective uniaxial strain 




ij . During continued plastic deformation the stress state is 
constrained to reside on the yield surface given by 
 
 
The current level of the yield strength, ! y , satisfies the following nonlinear equation in  
order to be consistent with the uniaxial behavior described by Equation (2.1), 
 
 
where the total effective plastic strain is simply the sum of all increments, ! p = d! p! , 
throughout the history of loading. 
Deformation theory of plasticity is also employed for comparison when 
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ij
. An example of strain energy density, W, for elastic-perfectly plastic 



































































/ 3 . The solution to this problem is characterized by the 
development and self-similar growth of a plastic zone around the crack tip. Note that self-
similar growth of the plastic zone only occurs if the mode I and mode II stress intensity 
factors are applied proportionally. At sufficiently remote distances from the crack tip, the 
fields are governed by linear elasticity and the stresses approach the combined K !T  
field given in the previous section by Equation (2.26). 
In the out-of-plane direction generalized plane strain is imposed such that the out-
of-plane axial strain is constant throughout the domain and given by 
 
 
with S  as the far field out-of-plane axial stress ! zz . 
Neglecting the S - and T -stresses, the characteristic size of the plastic zone 
around the crack tip is approximated as, 
 
 ! zz =
1
E
S !!T( )   (2.38) 
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Using this mixed-mode definition of the plastic zone size, the maximum radial 
distance from the crack tip to the perimeter of the yielded region in an elastic-perfectly-
plastic material is Rmax !1.4RP  for all combinations of KI  and KII . Details of the shapes 
of the plastic zones will follow soon. The next sections are devoted to the numerical 
solution procedure applied for the calculation of the fields and the J -integral. 
2.4.2 The J -integral 
Following the successful solution of the mechanical fields for a given 
combination of applied loading and material properties, the J-integral can be computed 
along several circular arcs of different radii. The J -integral is calculated with the domain 
integral method of Li et al (1985). The derivation by Li et al (1985), is strictly valid only 
for non-linear elastic materials where the J -integral is path-independent, and not for 
materials obeying flow theory where non-proportional loading is present and J  is path-
dependent. However, the domain integral method is still valid for obtaining the radial 
average of J  over the domain. The proof of this statement is as follows. First, the 
definition of J  for a counterclockwise path !  encircling the crack tip is (Rice, 1968, 
1968), 
 
where ni  are the Cartesian components of the outward unit normal to the path, ui  are the 


















  (2.39) 
 J = Wn1!!jinjui,1( )d""#  (2.40) 
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work density, W = ! ij d" ij! . Consider the associated domain integral introduced by Li et 
al (1985). 
 
where A  is an area that contains both the top and bottom crack faces as part of its 
boundary. For our specific calculations A  will be a circular annulus with inner radius Ri  
and outer radius Ro . For nonlinear elastic materials J  is path-independent and JA = J  
for any q  that is unity along the inner boundary of A  and zero along its outer boundary.  
For the present radial average proof the function q  must be,  
 
 
Substituting (2.3) into (2.2) we obtain, 
 
 
and hence JA  is the radial average of J  over all circular paths between Ri  and R0 . 
Therefore, when J r( )  is reported using a domain integral, r  is taken as the average of 
Ri  and R0 . 
For any path !  that does not pass through any part of the plastic zone it can be 
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2.4.3 Finite Element Implementation and Computational Aspects 
The calculation of the crack tip fields and the J -integral is carried out by 
separating the x ! y  plane into two regions, a small circular region of radius R that must 
encompass the entire plastic zone and the remainder of the plane composed of linear 
elastic material.  
The inner circular region is represented by a radial focused mesh of nine-node 
isoparametric elements as shown on the left of Figure 2.4.1. The arc subtended by each 
element is ! / 25 , and the radial length of the elements varies from R / 400  for the first 
ring of elements around the crack tip to R / 20  for the last ring. In order to assure that the 
plastic zone is always contained within the finite-element region we take the location of 
the analytic/finite-element interface to be twice the characteristic size of the plastic zone. 
Figure 2.4.1 Circular, radially focused mesh used in the calculations for mode I loading. 
The radius of the mesh is R =1= 2RP . 
Along the boundary region r > R, represented by the Dirichlet to Neumann map, 
we have both stiffness contributions and forces associated with the K !T  field to the 
boundary of the finite element mesh. The finite element connectivity of the infinite region 
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stiffness mimics a super-element with stiffness interactions between each of the degrees 
of freedom on the arc r = R . However, if the node numbering of the finite element region 
proceeds first in the angular coordinate and then in the radial coordinate, the overall 
bandwidth of the full stiffness matrix is not increased by the fully dense contribution of 
the infinite region stiffness. The number of terms retained in the A and B series of 
Equations (2.27)-(2.30) used to generate the contributions to the forces and stiffness from 
the analytic region is 1000. We have seen that accurate solutions can be obtained with far 
fewer terms, but the cost associated with computing this number of terms is minor.  
 
 
Figure 2.4.2 The J-integral as a function of the characteristic plastic zone size (Eq. ()) for 
a crack extending to the center of an elastic-perfectly plastic circular region 
of radius R for three sets of boundary conditions; applied tractions 
associated with a K-field, applied displacements associated with a K-field, 
and the DtN map boundary conditions. The parameter  !E = E / (1" !
2 ) . 
 Ultimately these boundary conditions allow for a very dense mesh in the plastic 
zone with no degrees of freedom expended by attempting to model the infinite region 
with a large but finite domain. Furthermore, no finite size approximation, imposed by 
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applying either traction or displacement boundary conditions at a finite radial distance, is 
needed to represent the far-field loading since the true infinite boundary conditions are 
enforced to within the same accuracy as the angular discretization on the arc r = R  
allows. In order to demonstrate and quantify how errors are generated by implementing a 
finite region, Figure 2.4.2 plots the J-integral (Rice, 1968), computed by the domain 




/ R  for three sets of boundary 
conditions:  displacements corresponding to the KI-field on  r = R , tractions 
corresponding to the KI-field on  r = R , and the DtN-map conditions.  
Figure 2.4.3 Crack tip elements formed by collapsing the nine-node elements, for the 
linear elastic and elastic-perfectly plastic case respectively.  
The DtN boundary conditions are able to recreate the small-scale yielding limit as 
long as plastic zone does not intersect the boundary of the circular finite-element region. 
In contrast, the K-field traction and displacement boundary conditions show significant 
differences between the actual value of J and its effective applied value as the plastic 
zone grows towards the boundary of the finite domain. 
Since we are interested in the computation of fields well contained in the plastic 
zone, to avoid phenomena of volumetric locking due to the plastic incompressibility the 
selective reduced four-point integration (Fried, 1974; Nagtegaal et al, 1974), is used to 
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‘penalize, the volumetric part and full nine-point integration for the deviatoric part of the 
element stiffness matrix, i.e. 
 
 
Another computational aspect of importance is the correct representation of the crack tip 
singularity. For perfect plasticity, when N = 0  and where the desired strain singularity is 
1/ r , the crack tip elements are triangular elements created by collapsing one side of the 
nine-node quadrilaterals and giving each of the crack tip nodes separate degrees of 
freedom, Figure 2.4.3. We have found that for perfect plasticity, moving the mid-side 
nodes along the rays to the quarter-points as suggested by Barsoum (1977), is inferior to 
keeping them at the midpoint. This is likely due to the fact that the 1/ r  strain field that 
exists in the quarter-point elements corrupts the 1/ r  singular strain field. In fact, we were 
not able to obtain mode II solutions for perfect plasticity with the quarter-point elements. 
The quarter-point elements are used, and provide very accurate results, for the linear 
elastic cases, (Manu, 1985). In this case the nodes at the tip are constrained and not 
allowed to move. The former case of the collapsed the quarter-point elements with 
separate degrees freedom for the tip nodes is usually used to approximate singularities 
with some strain hardening. 
Here, however for the strain hardening cases the special six-node singular 
triangular elements developed by Stern (1979) are implemented around the crack tip. 
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Figure 2.4.4 J -integral using deformation theory and different values of the hardening 
exponent N . The upper Figure corresponds to the collapsed quarter point 
element tied at the tip and the lower to the triangular elements (Stern, 1979). 
mesh and any strain singularity of the form 1/ r
1
1+N  is captured exactly. Details on the 
shape functions are shown in Appendix. A The effect of the crack tip singularity on the 
J -integral value close to the crack tip for these two cases is shown in Figure 2.4.4 for 
deformation theory and different values of the hardening exponent N . It can be seen that 
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up to 3% of the J -integral from the far field value. Details on the J -integral calculation 
are presented shortly. 
In the following section results will be reported for the shapes of the plastic zones, 
the stresses near the crack tip, and for the radial variation of the J -integral. Dimensional 
analysis can be used to prove that normalized quantities like ! ij /! 0 , ! ij / !0  and J / J!  
are independent of the ratio of ! 0 / E , and hence the path-dependence of J  only needs to 






Results over a range of these parameters are presented next. 
2.4.4 Results 
The first set of results presented in Figure 2.4.5 are the shapes of the plastic zones 
for mode I, mode II, and mixed mode loading with KI = KII  for an elastic-perfectly-
plastic material with ! = 0.3 , and S = T = 0 . The size of the plastic zones is dictated by 
the magnitudes of the intensity factors and is given specifically by Equation (2.39). Note 
that the factor of 25 / 4  multiplying the KII  contribution to Rp  indicates that the mode II 
plastic zone size is significantly larger than the mode I zone for equivalent levels of the 
intensity factors.  
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(a)                                                                                  (b) 
Figure 2.4.5 (a) Plastic zone shapes for mode I (blue), mode II (red) and mixed-mode 
loading with KI = KII  (green) for an elastic-perfectly plastic material with 
! = 0.3  and S = T = 0 . (b) The corresponding plastic zones using 
deformation theory plasticity. 
Also note that the addition of hardening to the calculations does change the size 
and shape of the plastic zones. Our numerical results for the effect of N  on the plastic 
zone are very similar to those shown by Shih (1974). As observed by Rice and Tracey 
(1973) and Du and Hancock (1991), the mode I plastic zone does not entirely surround 
the crack tip. Our calculations indicate that the elastic sectors extend from 
!180o "! <148o and 148o !! <180o . Given the differences in mesh density, this result is 
in agreement with these prior studies (recall that the arc covered by each element is 7.2o  
in this work). Comparing with the plastic zones for the J2 -deformation theory of 
plasticity presented in the previous section we see that while the overall shape of the 
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plastic zone is similar to that from flow theory, the elastic sector on the crack flanks does 
not exist. Computations for pure Mode II indicate that the plastic zones predicted from 
the flow and deformation theories are nearly indistinguishable from one another. 
An additional comparison between flow theory and deformation theory is shown 
in Figure 2.4.6. Figure 2.4.6 plots the angular distribution of stresses near the crack tip for 
the same cases studied in Figure 2.4.5. In each of these figures the solid lines correspond 
to flow theory and the dashed lines to deformation theory. Figure 2.4.6(a) shows that for 
mode I the deformation theory results follow the Prandtl crack tip field perfectly, while 
the flow theory results differ from the Prandtl field throughout the entire angular range. 
We find that the flow theory results for the axial stress in the constant stress sector ahead 
of the crack tip is ! yy = 2.85! 0  when ! = 0.3  and ! yy = 2.89! 0  when ! = 0.49 , as 
compared to the values of 2.96! 0 and 2.90! 0  when ! = 0.3  computed by Rice and 
Tracey (1973) and Du and Hancock (1991) respectively. For deformation theory our 
computed result for stress ahead of the crack tip is ! yy = 2.97! 0 , which is in nearly 
perfect agreement with the Prandtl slip-line field prediction. In contrast, the flow and 
deformation theory results for mode II are practically identical to one another, as the 
dashed lines for the deformation theory results are hidden by the solid flow theory curves. 
Finally, as for the mode I result, the mixed mode case shows a difference between the 
flow and deformation theories. Note however, that for this case the two theories are 
coincident near the crack flank that bounds the plastic zone.  Given that the J -integral is 
path-independent for flow theory plasticity only in the cases where it mimics deformation 
theory, i.e. for proportional loading at all points in the plastic zone, these results suggest 
that the most significant cases of path-dependence should occur under predominantly 






Figure 2.4.6 Angular variations in the Cartesian components of the stress around a crack 
tip in an elastic-perfectly plastic material with ! = 0.3  and S = T = 0  for a)
mode I, b)  mode II and c)  KI = KII . Solid lines are the solutions for flow 






Figure 2.4.7 Values for the J-integral for a circular contour of radius r computed by the 
domain integral method near a crack tip under mode I loading in an elastic-
perfectly plastic material with ! = 0.3 . The markers correspond to different 
points along the load history and different sizes of the plastic zone relative 
to the minimum radial dimension of the elements surrounding the crack tip. 
Figure 2.4.7 illustrates the primary and perhaps the most intriguing result of this 
Chapter. Here, the path-dependence of the J -integral for mode I loading on an elastic-
perfectly plastic material with ! = 0.3 , and S = T = 0  is demonstrated. Included on this 
plot are results from four different KI  levels from the same simulation corresponding to 
plastic zone sizes that are 12.5, 50, 112.5, and 200 times the radial dimension of the first 
ring of elements surrounding the crack tip, hm in . The loading to the final KI  level is 
broken into 400 equal increments, such that these plastic zone sizes result from 100, 200, 
300 and 400 load steps respectively. The results in Figure 2.4.7 demonstrate several 
features of the present numerical solution. First, self-similarity of the solution is achieved 
even when the plastic zone is relatively small compared to the finite element mesh size. A 
second test of the self-similarity of the solution is on the normalized crack tip opening 
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displacement, ! t" 0 / J! . For this calculation with ! = 0.3 , we find that ! t" 0 / J! = 0.61  
after the full 400 load steps, and that this normalized quantity is larger than 0.61 by 10% 
and 1% after 14 and 81 load steps respectively. Hence again, self-similarity of the 
numerical solution is achieved after approximately 100 of the 400 load steps to within a 
1% level of convergence. For comparison, the numerical results obtained by Rice and 
Tracey (1973) and Levy et al. (1971) are ! t" 0 / J! = 0.54  and 0.47 respectively, and an 
approximation due to Rice, (1968), is ! t" 0 / J! = 0.67 . Note that the quality of the self-
similarity of the present results is a testament to the utility and accuracy of the infinite 
boundary conditions that have been implemented. The second feature of the numerical 
solution displayed in Figure 2.4.7 is the convergence of the results with respect to both 
mesh density and load increment refinement. Here, both mesh density with respect to the 
plastic zone size and the load increments are effectively refined as the loading progresses. 
We have also studied the convergence of the solution by fixing the mesh density and 
increasing the number of load increments, and by fixing the number of load increments 
and increasing the mesh density. In both cases we find the same features that are shown 
in Figure 2.4.7. Specifically, increasing either the mesh density or the number of load 
increments increases the computed level of J  path-dependence, i.e. the J / J!  results 
converge to their final results from above. The linearly extrapolated J / J!  values at 
r = 0  are 0.842, 0.824, 0.820, and 0.819 for RP / hmin equal to 12.5, 50, 112.5, and 400 
respectively. Finally, note that since the largest radial extent of the plastic zone is 
approximately 1.4RP  the J  contour on r = RP  actually passes through the plastic zone.  
At r = RP  these calculations show that J = 0.9997J! . For all of the contours outside of 
the plastic zone the calculated J  is less than 0.01% above the theoretical value of 
Equation (2.44). We find that for ! = 0.3 , J  evaluated along a contour of zero radius 
about the crack tip is 18% lower than its far field value. The next sets of results illustrate 
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the effects of the hardening exponent and the mode-mix on the path-dependence of J , 
again for ! = 0.3  and S = T = 0 .  
 
Figure 2.4.8 The effects of the strain hardening exponent in mode I and the mode mix for 
the perfect plasticity on the relative decrease in J  at the crack tip. As for the 
previous results ! = 0.3  and S = T = 0  
With regard to the hardening exponent it is well known that J  must be path-independent 
for N =1 , which corresponds to a linear elastic material.  
This is in fact what the numerical results presented in Figure 2.4.8 show, with 
!J / J"  decreasing monotonically from 18% for perfect plasticity to zero for linear 
elastic behavior. Also displayed on Figure 2.4.8 is the effect of mode-mix on the path-
dependence. Here cos! = 0  corresponds to pure mode II and cos! =1  is pure mode I. 
The stress and strain fields for pure mode II have been analyzed to determine if 
proportional loading occurs at all points in the plastic zone, and this was found not to be 
the case.  Hence, this finding does not suggest that !J / J"  should be zero in this case, 
however, at least to within the accuracy of the present numerical results, it is not possible 
to claim that !J / J"  is not equal to zero for mode II loading. In addition to the circular 
integration paths studied with the domain integral method, !J / J"  was also computed 
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using a trapezoidal rule along non-circular and asymmetric contours connecting adjacent 
integration station for mode II loading and the result that !J / J"  is very close to zero 
persists. 
 
Figure 2.4.9 The effect of Poisson’s ratio on the relative decrease in J  at the crack tip for 
pure mode I loading in an elastic-perfectly plastic material. 
As mentioned previously, it is possible to prove through dimensional analysis that the 
ratio ! 0 / E  has no effect on the results for the path-dependence of J , and this has been 
verified numerically as well. However, the Poisson’s ratio does have a mild effect on 
!J / J"  for ! > 0  and a much more marked effect for ! < 0 . 
Figure 2.4.10 plots the relative decrease in J  at the crack tip with respect to the 
far field value for mode I loading and S = T = 0  over the full range of Poisson’s ratios in 
an elastic-perfectly plastic material. !J / J"  ranges from 17.5% when ! = 0.49 , to 20.5% 
at ! = 0 , and finally to 39.5% at ! = !0.99 . Therefore, for properties characteristic of 
most ductile metals, Poisson’s ratio has little effect on the value of !J / J"  which is close 
to 18% for 0.1<! < 0.4 . 
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Figure 2.4.10 The effects of the nonsingular S - and T -stresses on the relative decrease in 
J  at the crack tip for pure mode I loading in an elastic-perfectly plastic 
material. The red curves correspond to the existence of Swith T = 0 , and 
the blue to the existence of T with S = 0 . The dashed lines represent 
solutions when the nonsingular stresses are applied proportionally with KI  
and the solid curves are for when S  or T  is applied prior to KI . 
The final investigation to be presented is on the effects of the T - and S -stresses. 
Du and Hancock (1991) performed a detailed study of the effects of the T -stress on the 
crack tip constraint, and Rice (1974) has commented on issues associated with neglecting 
T -stresses. Overall, our computations confirm Du and Hancock’s results about the 
effects of T on the extent of the elastic sector and the sizes and shapes of the plastic 
zones. Here, we also investigate the effects of the nonsingular S -stress (the far field ! zz  
component of the stress tensor), and again our focus is on the path dependence of J . 
Note that for the mixed-mode loadings shown in Figure 2.4.8, KI  and KII  were applied 
proportionally. For the T - and S -stresses, we have studied both a proportional 
application of the transverse stresses with the K -field, as well as applying the transverse 
stress prior to the application of KI . The proportional loading study is motivated by a 
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monotonic loading of a specimen with an arbitrary three-dimensional geometry and 
loading with mode I symmetry.  In such cases T , S  and KI  are each proportional to the 
loading parameter and thus, are proportional to one another throughout the loading. One 
issue that results from this type of loading is that the solution for the fields is not self-
similar. For very small, applied loadings the nonsingular stresses are close to zero, but the 
K -field persists and produces a plastic zone like the one illustrated in Figure 2.4.5. 
However, as the load is increased the S and T  stresses grow and have a significant and 
ever-changing impact upon the plastic zone size and shape, the overall field distributions, 
and the path-dependence of the J -integral. In contrast, if the non-singular stresses are 
applied prior to the K -field loading, then self-similarity is maintained with the plastic 
zone and associated fields growing into an unvarying loaded environment. The results for 
the path-dependence of J  for either S  or T  acting in the absence of the other are shown 
in Figure 2.4.10. Overall the effect of the non-singular stresses is relatively mild with 
compressive/tensile stresses tending to increase/decrease the amount of path-dependence 
(although the reverse occurs in the case of a proportionally applied S -stress). 
2.5 DISCUSSION 
In this chapter we have presented what Givoli and co-workers have called the 
Dirichlet-to-Neumann map, which is a method that couples an analytic series solution to 
a finite-element solution. The method is able to handle two types of singularities that 
arise in the analysis of fracture mechanics problems. The first type of problem is on the 
analysis of small-scale yielding situations where a non-linear material process is 
occurring near the crack tip. Here, Rice’s boundary layer formulation (1968), calls for the 
analysis of an infinite region, leading to unbounded displacements in the limit as  r !" . 
In this case the DtN method uses an analytic solution to describe the elastic behavior 
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outside of the process zone, and finite-elements to compute the details of the non-linear 
material response near the crack tip. The DtN map allows for no degrees of freedom to be 
wasted by modeling an infinite region with a large but finite domain. The second class of 
problems is concerned with recovering the stress intensity factors and T-stress for a crack 
in a linear elastic body. In this case, the stresses and strains are singular at the crack tip. 
Here, the analytic solution describes the fields near the crack tip and finite-elements are 
used in the remainder of the object where the geometry and loading may be complex, but 
the mechanical fields are well behaved. 
The primary drawback of the method is that the computation of the DtN map 
contributions to the finite-element stiffness and forces is not trivial in comparison to say 
collapsing the side of an isoparametric quadrilateral and moving the mid-side nodes to 
the quarter-points, (Barsoum, 1977). However, once  [K
DtN ]  and  {F
DtN }  are determined 
for a given finite-element discretization of the arc surrounding the crack tip, these 
quantities can be saved and ported to solve any number of problems.  The benefits of the 
DtN map include significant savings in finite-element degrees of freedom, accuracy in 
the determination of fracture parameters, and simplicity in the deconvolution of  KI ,  KII , 
and T. The savings in degrees of freedom stems from the fact that the DtN map can be 
used to represent the largest possible circular region that is described by the analytic 
solution. For the small-scale yielding problems this means making R as small as possible 
to surround any non-linear material behavior, and for linear elastic problems this means 
making R as large as possible without making the circle intersect other boundaries in the 
specimen geometry. That  KI ,  KII , and T are determined directly from the method 
implies that there is no need to attempt to decouple modes by computing the components 
of the J-integral Jk, or by matching the stress fields around the crack or the crack 
opening/sliding displacement profiles to their asymptotic counterparts.  
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Furthermore, the specific examples studied here are for homogeneous isotropic 
elastic behavior. However, the method presented in Section 2.1 is not restricted as such 
and can be used for anisotropic and, when analytic solutions can be generated, 
inhomogeneous or functionally graded elasticity (see for example (Kim and Paulino, 
2002) and references therein). In fact, the extension of the method to linear piezoelectric 
behavior is straightforward as well. In the anisotropic and piezoelectric cases, the terms 
in the analytic series solutions can be generated using the Stroh formalism (Stroh, 1958; 
Ting, 1996; Sou et al., 1992). 
It is noteworthy that several pioneering researchers in the field of non-linear 
fracture mechanics have made very careful remarks about the path-independence of the 
J -integral in the context of flow theory plasticity, (Rice, 1968; Rice and Rosengren, 
1968; Hutchinson, 1968; Shih, 1981; Rice, 1967; Li et al., 1985; Rice and Tracey, 1973; 
Du and Hancock, 1991). However, a quantitative determination of the path-dependence 
of J  under in-plane loading conditions has not appeared. This manuscript has attempted 
to fill that gap with accurate numerical analyses. Several of the results presented in this 
work are in rough quantitative agreement with prior works. Additionally, in all of the 
cases presented here for flow theory, we have also performed the corresponding 
deformation theory calculations and have found J  to be in agreement with the theoretical 
value of Equation (2.44) to within 0.1% for all paths, including the ring of elements in 
contact with the crack tip.  Hence, our numerical methods yield accurate results for J  in 
the case of deformation theory where path-independence is a rigorously proven result.  
there are two other studies that support the findings presented here. Levy et al (1971) 
noticed that the strength of the strain singularity near the crack tip was smaller than 
approximations based upon deformation theory plasticity. Their rough approximation of 
the effect on the crack tip value of J  was a 25% reduction, which is certainly in 
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qualitative agreement with the present result of 18%. Kuang and Chen (1996) also 
studied J  within the plastic zone in a compact tension specimen and found similar path-





















Chapter III Crack Tip Fields in Ferroelastic Materials 
In this chapter the stress and strain fields for a stationary plane strain crack in a 
ferroelastic material are presented using the previous computational framework for the 
application of the far field boundary loading. The constitutive behavior of the material is 
taken to be characteristic of a polycrystalline sample assembled from randomly oriented 
tetragonal single crystal grains. The constitutive law accounts for the strain saturation, 
asymmetry in tension versus compression, Bauschinger effects, reverse switching, and 
strain reorientation that can occur in these materials due to the non-proportional loading 
that can arise near a crack tip. Detailed finite element calculations are carried out to 
determine the stress and strain fields in the vicinity of the crack tip, and to compute 
values for the J -integral on various integration paths around the tip. The results of the 
calculations are discussed in relation to results for growing cracks and for stationary 
cracks in standard elastic–plastic materials. 
3.1 CONSTITUTIVE LAW FOR FERROELASTIC SWITCHING 
The nonlinear constitutive response of ferroelastic ceramics is a result of the 
mechanism of domain switching, which is also thought to be responsible for other 
intrinsic features of the ferroelastic behavior, that is, the characteristic hysteresis loop in 
the stress-stain relation and the asymmetry in tension and compression. A more detailed 
discussion of domain switching and the constitutive behavior of ferroelectric and 
ferroelastic materials can be found in Huber et al., (1999), Kamlah (2001), or Landis 
(2004). Here we are interested in the behavior of ferroelastic polycrystals and a 
phenomenological constitutive description that can be readily implemented within finite 
element computations. Such a model has been developed by Landis (2003a) and is a 
special case of the more general model for ferroelectrics, Landis (2002). For 
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completeness the constitutive equations are reviewed here. Assuming linear kinematics, 
the total strain tensor is decomposed in an elastic part and the permanent remanent or 
plastic strain as usual, i.e. , and isotropic elastic response is assumed such 
that the stress–strain relations are written as 
 
 
Here, ,  and  are the Cartesian components of the infinitesimal strain 
tensor, the remanent strain tensor and the Cauchy stress tensor,  is the Poisson’s ratio 
and  is the Young’s modulus. In all cases discussed in this chapter, the datum for 
remanent strain is the state of the material as cooled from above the Curie temperature. 
The purpose of the nonlinear constitutive law is to provide the evolution of the 
remanent strain history given the stress or total strain history. Consistent with the fact that 
domain switching gives rise to deviatoric strains and ferroelastic ceramics exhibit 
kinematic hardening effects, it is assumed that the material responds elastically within a 
switching surface in the modified stress space  to be given as 
 
 
where  is the deviatoric part of the Cauchy stress tensor and  is the 
deviatoric part of the back stress and  is the initial switching (yield) strength of the 
material in tension or compression. If the stress state is on the switching surface and the 
load increment induces remanent straining, then the remanent strain increment is normal 
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where λ is the plastic multiplier. 
The back stress tensor leads to kinematic hardening and must be used to enforce 
the remanent strain saturation conditions. The approach used to determine the back 
stresses is based on the assumption that the internal state of the ferroelastic material is 
completely characterized by the components of the remanent strain tensor (Cocks and 
McMeeking, 1999; Landis, 2002). This assumption leads to the identification of a 
remanent potential, , such that the back stresses are derived from the potential by 
the following formula 
 
 
In order to complete the constitutive theory, the form of the remanent potential 
 must be specified. As previously noted, ferroelectric ceramics exhibit an 
asymmetry in the attainable levels of remanent strain in tension versus compression. The 
micromechanical simulations of Frolich (2001), Landis (2003a), and Landis et al (2004) 
suggest that in random polycrystals with underlying tetragonal crystal structure, the ratio 
of remanent strain possible in tension to that possible in compression is 1.37:1. This 
theoretical value is in the same range as the ratio of the maximum poling remanent strain 
to the maximum compressive remanent strain due to stress depolarization measured in 
PLZT by Lynch (1996) and in PZT by Fang and Li (1999). By implementing the 
micromechanical model of Huber et al. (1999), Landis (2003a), determined the full range 
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saturation is approached. First, since the remanent strain due to domain switching is 
volume conserving, the following two remanent strain invariants are used to describe any 
multi-axial remanent strain state. 
 
 
Here,  is the remanent strain deviator, . With the definition of these 
two invariants, a full range of remanent strain saturation states can be probed by allowing 
the ratio of  to vary from −1 (axisymmetric contraction) to 0 (pure shear) to 1 
(axisymmetric extension). 
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Here, f is a functional fit to the numerical results obtained from micromechanical 
computations. When the remanent strain level characterized by  reaches the 
compressive saturation level, , the remanent strain will be saturated. In other words, 
the only possible remanent strain states in the material are those that satisfy . In 
order to prohibit remanent strain states characterized by , the remanent potential 
 is constructed to increase without bound as . 
 
Figure 3.1.1 (a) Effective stress versus effective remanent strain curves for the model 
material described in uniaxial compression, pure shear strain, pure shear 
stress and uniaxial tension tests. (b) Uniaxial stress versus remanent strain 
hysteresis loops for the model material illustrating the effect of the 
hardening parameter H0. In both cases notice the asymmetry in the remanent 
strains that can be achieved in tension versus compression. 
The simple functional form of the remanent potential that has been chosen for this 
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is a characteristic level of back stress that primarily affects the initial slope of the 
uniaxial stress versus remanent strain curve, and m is another hardening parameter that 
controls how abruptly the strain saturation conditions are reached.  
Figure 3.1.1(a) illustrates the predictions of the effective stress versus the 
effective remanent strain from the constitutive law for uniaxial compression, pure shear 
strain, pure shear stress and uniaxial tension. Note that the shear strain and shear stress 
curves do not coincide. This behavior is due to the fact that the material can strain more 
in tension than in compression, and has been confirmed in micromechanical simulations. 
This feature of the constitutive behavior also has consequences for the remanent strain 
fields near crack tips in mode II loading. Figure 3.1.1(b) illustrates the uniaxial stress 
versus remanent strain hysteresis curves for a few different sets of the material 
parameters  and m. The constitutive model is now completely specified, and can be 
used to compute remanent strain histories.  
3.2 FINITE ELEMENT IMPLEMENTATION 
The finite element implementation of the problem of a stationary, plane strain 
crack in a ferroelastic material under pure Mode I and Mode II loadings is presented in 
this section along with details of the numerical integration of the constitutive equations. 
The derivation of the algorithmic tangent modulus consistent with the aforementioned 

























3.2.1 Integration of Constitutive Equations and the Algorithmic Tangent Matrix 
The stress state is updated by the integration of the non-linear constitutive 
equations using a Backward Euler scheme. At every iteration, the remanent strain 
increments have to satisfy the following set of non-linear equations. 
 
 
where . The above equations are solved iteratively using the Newton-
Raphson method. The strain increments update is written to first order as 
 where  is computed by the linear equations 
 
 
where Jijkl  is the Jacobian of the system. 
Once the remanent strain state is determined the algorithmic tangent modulus is 
computed by varying the strain in (3.14) and noting that at the converged solution we 
have . Substituting in the incremental stress-strain constitutive 
relation we then have 
 
 
where is the  constant and  the Kronecker delta. Details on the computation 
and specific forms of the matrices are given in Appendix B. 
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3.2.2 Numerical Method 
Consider a semi-infinite crack lying on a polycrystalline ferroelastic material, 
with faces on the negative x- axis and the crack tip at the origin of the coordinate system.  
For the computations of the crack tip fields, it is assumed that the applied loading is small 
such that the maximum radial dimension of the switching zone around the crack is much 
smaller than the length of the crack or any other specimen length dimension. As 
discussed by Rice (1968), under these conditions a small scale switching analysis can be 
performed on a semi-infinite crack with the remote applied stress field being that of the 
asymptotic elastic K-fields,  
 
 
Here KI  and KII  are the remote applied mode I and mode II stress intensities and r and θ 
are polar coordinates centered on the crack tip. In order to apply these remote boundary 
conditions the Dirichlet to Neumann (DtN) map technique is used as described in Chapter 
I and Carka et al., (2011). The DtN map allows for the exact application of the remote 
boundary conditions, and it also allows for all of the finite element degrees of freedom to 
be used solely in the vicinity of the crack tip where the interesting constitutive processes 
are occurring without wasting any computational effort by attempting to model an infinite 
region with a large but finite domain. Under plane strain conditions an approximation for 
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In the following a more detailed discussion of the size and shape of the plastic zone in 
both mode I and mode II loadings will be presented. In addition to the stress, strain and 
remanent strain fields near the crack tip, values for the J -integral, Rice (1968), are also 
computed on several circular contours centered on the crack tip. Here again, the J -
integral is computed using the domain integral technique of Li et al. (1985) 
 
 
where J  is a counterclockwise directed contour encircling the crack tip, ui  are the 
components of the displacement vector, and W is the strain-history-dependent stress work 
density at a material point defined by 
 
 
Furthermore, the area A  contains both the top and bottom crack faces as part of its 
boundary and is that of circular rings of elements surrounding the crack tip and q,i  are the 
derivatives of a smooth function taking the values one and zero on the inner and outer 
circular boundary. For nonlinear elastic materials J  is path-independent and JA = J  for 
any q  that is unity along the inner boundary of A  and zero along its outer boundary. We 
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then JA  is equal to the radial average of J  for all circular paths in A . Here Ri  and Ro  
are the inner and outer radius of the circular annulus. 
Within this model dimensional analysis dictates that all field quantities, for example the 
stresses will be of the form 
 
 
where ! ij  are dimensionless functions of the normalized spatial coordinates 
parameterized by the normalized material quantities. Also note that RS  is the 
characteristic size of the switching zone given by Eq. (3.18). Additionally the J -integral 
will only depend on the dimensionless material parameters and the radial size of the 





Finally, a circular region of radius R = 1 surrounding the crack tip is modeled using a 
radial focused mesh of 9-noded isoparametric elements with radial length varying from 
R / 400 for the tip ring to R / 100 on the boundary. The constant angular variation is equal 
to ! / 25 . The volumetric part of the strains is integrated using a reduced integration 
scheme whereas the deviatoric part uses the full 9- point integration. In anticipation of 













































saturated state, the crack tip stress singularity of is taken into account by collapsing 
and constraining the quarter point 9-node element at the tip. 
3.3 RESULTS 
The numerical calculations for a plane strain stationary crack presented in this 
section are performed employing a full circular mesh for the Mode II loading. Taking 
into consideration the symmetry in Mode I, only half of the mesh is considered. For all of 
the calculations to be presented the Poisson’s ratio is taken to be v = 0.3  and the 
hardening exponent parameter is m = 0.01 . 
 
 Figure 3.3.1 Plastic zone shapes for pure Mode I and Mode II loading 
Figure 3.3.1 shows the shapes of the plastic zones for Mode I and Mode II loading 
for H
! 0
= 1  and E!c
" 0
= 5 . The K-field loading, specifying the size of the zone is given by 
(3.24) and for all calculations is equal to 0.5 . The effect of the parameter H
! 0
























shape of the zones is similar to the effect the hardening exponent has on the shape of 
plastic zones for power law hardening materials, Hutchinson (1968) and Carka and 
Landis (2011). As H
! 0
 increases, the Mode I zone shape becomes more and more 
symmetric with respect to the y-axis. The Mode II zone shrinks ahead of the crack tip and 
expands on the crack faces. The effect of E!c
" 0
 to the shape of the zones much less 
pronounced but increasing the value of the ratio leads to overall smaller size of the plastic 
zone. It is also worth noting that compared to the elastic-perfectly plastic case the overall 
size of the switching zones is smaller. This is because part of the zones is in the saturation 
limit and stresses rise higher with the linear elastic slope for the ferroelastic material. 
Figures 3.3.2 and 3.3.3 show the angular variation of the remanent strain 
components very close to crack tip for Mode II and Mode I loading respectively. All the 
quantities plotted are normalized with the compressive saturation strain. The variable ! , 
controlling the ability of the material to respond to a multiaxial deformation is very close 
to the saturation limit !c , implying that further switching cannot be sustained by the 
material. Notice in Figure 3.3.3 that the axial remanent strain components are not equal to 
zero on the plane ahead of the crack tip even though, due to considerations of the mode II 
symmetry, the axial stresses on this plane are zero. This is a consequence of the tension–
compression asymmetry in the strain saturation that is manifested in Figure 3.1.1 as a 
difference in the constitutive responses in pure shear stress versus pure shear strain. 
The stress variation is very similar to the findings in Landis (2003b). The angular 
variation of the stresses close to the crack tip for the two modes of loading is plotted with 
the marker lines in Figure 3.3.4 (a) and (b) respectively. The solid lines correspond to the 
asymptotic stress distribution in a linear elastic material. Note that the stresses are 
normalized with the elastic asymptotic singularity.  
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Figure 3.3.2 Angular variation of the remanent strains close to the crack tip for Mode I 
loading and for material parameters H /! 0 = 1, E!c /" 0 = 5 , ! = 0.3 .  
 
Figure 3.3.3 Angular variation of the remanent strains close to the crack tip for Mode II 






























Figure 3.3.4 (a) Angular variation of the stresses close to the crack tip for Mode I loading 
and for material parameters H /! 0 = 1, E!c /" 0 = 5 , ! = 0.3 . (b) Angular 
variation of the stresses close to the crack tip for Mode II loading for the 
same material parameters. 
Due to strain saturation the stresses close to the tip have a rapid increase and we see that 
the elastic 1 / r singularity is recovered at the crack tip as the region close to the tip is 







































Next, we proceed in the presentation of a quite interesting feature of the path-
dependence of the J -integral in ferroelastic materials. The J -integral, calculated on 
paths that do not intersect the switching zone is related to the applied far field K loading 
through where E is the Young’s modulus. 
 
 
Figure 3.3.6 shows the variation of the J -integral, shows the variation of the J -
integral normalized by the far field applied J!  for different circular paths around the 
crack tip at different levels of the applied mode I loading. The far-field loading is applied 
in 400 increments and the J -integral is computed along all circular paths at every 100 
increments. These four loading levels correspond to sizes of the switching zones which 
are 12.5, 50, 112.5 and 200 times larger than the radial extend of the crack tip ring of 
elements hmin , indicating the amount of numerical refinement that exists at each of these 
load levels. Figure 3.3.6 indicates that the self-similarity of the solution is well 
established after 200 increments. 
Note that all of the integration paths reported in the figure lie either entirely within or at 
least intersect the switching the zone. 
It is interesting to note that for r / RS  between 0.2  and 1 , the J -integral follows 
the behavior of an elastic–perfectly plastic material without saturation, although the 
actual amount of the path-dependence differs by approximately 3%  compared with 
similar calculation given in Carka and Landis (2011). It can be argued that the path-
dependence in this region is not significant, but it does contrast the rising behavior as the 
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material surrounding the tip is strain saturated. The rising value of the J -integral 
eventually reaches approximately 9%  above the applied value at the crack tip for 
H /! 0 =1  and !cE /" 0 = 5 .  
Figures 3.3.7(a) and (b) illustrate the effects of the saturation strain !cE /" 0  and 
the hardening parameter H /! 0  on the path-dependence of the J -integral in mode I 
loading. As discussed in Landis (2003b), the material parameters H /! 0 and !cE /" 0  
have a strong effect on the fracture toughness enhancement in ferroelastic ceramics 
during steady crack growth. These parameters also affect the path-dependence of J  
presented in this work for stationary cracks.  
Figure 3.3.6 The J -integral versus the radius of the circular integration contour for mode 
I loading. The different markers refer to different applied loading levels 





























Figure 3.3.7 The J -integral versus the radius of the circular integration contour for mode 
I loading for (a) different levels of the saturation strain !cE /" 0  and (b) 
different levels of the hardening parameter H /! 0 . 
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The stress required to create a specific amount of remanent strain increases with 
increasing H /! 0 . On the other hand increasing values of !cE /" 0  implies stress 
relaxation since the material is able to accommodate more irreversible strain. Increasing 
values of E!c /" 0  seem to increase mostly the near tip J integral value and show little 
effect on the decreasing part of the J -integral as well as the slope of the rising portion of 
the plot. Figure 3.3.8 presents the effect of these parameters on the value of the J -
integral at the crack tip for mode I loading. The difference between the J -integral at the 
tip and the far-field applied value is most pronounced for low values of H /! 0  and 
increases with increasing !cE /" 0 . For H /! 0 =1 , the deviation from the far-field value 
is about 5% when !cE /" 0 = 3  and 12% for !cE /" 0 = 7 . The path-dependence of the J -
integral becomes less significant for high values of H /! 0  and the effect of !cE /" 0  on 
J  is reduced for large H /! 0 . 
 



























Figure 3.3.9 The J -integral versus the radius of the circular integration contour for mode 
II loading. The different markers refer to different applied loading levels 
from the same simulation illustrating the self-similarity of the solution. 
Also of interest is the behavior of the path-dependence for pure mode II loading 
especially when compared to elastic–perfectly plastic case. The calculations in Carka and 
Landis (2011) demonstrate that the significant path-dependence of the J -integral in 
mode I practically disappears for mode II loading of a crack in an elastic–perfectly plastic 
material. Figure 3.3.9 shows that this is not the case for ferroelastic materials. It can be 
seen that for r / RS > 0.3  the J -integral mimics the path-independent behavior of the 
elastic–perfectly plastic case. However, as the crack tip is approached the increase of J  
as seen in the mode I case appears with the J -integral at the tip being about 5% more 
than the far-field value. Note that for mode II the tip value is not the maximum value of 
the J -integral which occurs away from the tip. This effect can be attributed to the fact 

























the saturation region despite the pure mode II loading conditions.
 
 Figure 3.3.10 J -integral versus the radius of the circular paths for Mode II loading and 
different values of H /! 0 . 
Finally, Figure 3.3.10 shows the path-dependence of the J -integral for 
!cE /" 0 = 5  and three different hardening parameters for mode II loading along paths of 
varying radial distance from the tip. The effect is the same to the Mode I crack. The slope 
of the rising portion of the plot gradually decreases and the path dependence becomes 
less pronounced and shrinks deeper into the switching zone. For H /! 0 = 1 the deviation 
from the far field value is about 5%  when E!c /" 0 = 3  and 12%  for E!c /" 0 = 7 . The 
difference of the J -integral at the tip from the applied value is pronounced for low 
values of H /! 0  and increases with increasing E!c /" 0 . 
3.4 DISCUSSION 
In this work we have refrained from explicitly stating a fracture criterion for 







































stationary crack would be that crack growth begins when the crack tip energy release rate 
is equal to a material specific critical energy release rate, i.e. Gtip =Gc . Note that due to 
the path-dependence of the J -integral it is necessary to identify the crack tip energy 
release rate Gtip = Jtip  since this quantity will not be equal. In fact, our calculations have 
demonstrated that, with respect to the energy release rate, the domain switching zone 
around the crack tip causes anti-shielding. This is in contrast to transformation-type 
switching models, which predict neither shielding nor anti-shielding due to switching 
near a stationary crack. It is also interesting to note that the material parameters that lead 
to the greatest levels of anti-shielding around a stationary crack, small H /! 0  and large 
E!c /" 0 , cause the greatest amount of shielding for a growing crack, see Landis (2003b). 
However, it should be realized that the anti-shielding around a stationary crack is on the 
order of 10%, while the shielding around a steadily growing crack is 100%–200%. 
Nevertheless, the crack growth initiation toughness can have a marked effect on fracture 
loads depending on the initial slope of the R-curve. The point fracture criterion Gtip =Gc  
should be used with considerable caution. While reasonable on the surface this criterion 
does come with certain embedded assumptions. Specifically, this criterion assumes that 
the material can sustain a singularity such that the constitutive law being used is valid in 
the entire domain. Clearly this assumption must break down at some point, but this alone 
does not invalidate the point fracture criterion. A more realistic fracture criterion would 
be to introduce a fracture process or cohesive zone to represent the actual material 
separation mechanics. Typically such cohesive traction separation laws are characterized 
by a cohesive strength ! c  and a cohesive energy Gc . On can imagine that these 
parameters can be vastly different depending on the separation mechanics with atomic 
cleavage having a high ! c  and low Gc  and grain pullout having a smaller ! c  but larger 
Gc . A rough calculation of the distance ahead of the crack where cohesive tractions play 
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an important role is Rc =GcE /! c
2 . Now if this cohesive length scale is small compared 
to the strain saturation region predicted by the present model Rsat ! Rsat /10( )  then a point 
fracture criterion is valid. If the region where cohesive tractions play a role is comparable 
to the size of the strain saturation zone, then the point fracture criterion can no longer be 
valid because the reduction in stresses ahead of the crack tip due to the weak separation 
process will not allow the stresses to increase to the levels required for full strain 
saturation. This in turn will change the crack tip fields and the overall energy flux into the 
fracture process zone. For weak fracture processes, like grain pullout, the present results 
suggest that a more detailed fracture model incorporating a cohesive zone are needed to 














Chapter IV Phase Field Modeling of Domain Needle Arrays 
In-situ microstructural observations of ferroelectric single crystals often reveal 
highly ordered multi-domain configurations. A common pattern, observed in BaTiO3 
single crystal, is that of periodic arrays of needle or wedge-shaped domains coexisting in 
a parent domain variant. In this chapter we examine the far field electromechanical 
loading conditions that favor the existence, formation and evolution of compatible and 
stable needle domain array patterns using a phase-field modeling approach. The infinite 
arrays of needles are modeled via a representative unit cell and the appropriate electrical 
and mechanical periodic boundary conditions are applied. The resulting boundary value 
problems are solved using a non-linear finite element method to determine the details of 
the needle structure as well as the field distributions around the needle tips. We proceed 
with a brief introduction on the phase-field formulation and the finite element 
implementation. Next, we present details on the needle domain structures and their 
modeling, along with results of the calculations. 
4.1. THE PHASE-FIELD MODEL 
Su and Landis (2007), working along the lines of Fried and Gurtin (1993, 1994, 
1996), developed a continuum mechanics, non-equilibrium, thermodynamic framework 
for ferroelectrics that distinguishes the fundamental balance laws, which are universal, 
from the material constitutive response. The balance laws include a balance of micro-
forces, which are conjugate to the order parameter describing the evolution of 
microstructure, in addition to the usual electromechanical balance laws. The material 
response is established by the analysis of the second law of thermodynamics through a 
specific form of the Helmholtz free energy chosen to fit the properties of crystals that 
undergo a ferroelectric phase transition near the spontaneous state. For completeness, the 
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main points of the theory and the set of the governing equations of the phase-field model 
for domain structure evolution in ferroelectrics are reviewed next. 
4.1.1 Theory Formulation 
The phase-field theory along with the electromechanical balance laws considered 
here are formulated assuming small deformations and rotations. For a body of volume V, 
bounded by a surface S, the balance of linear and angular momentum of the mechanical 





Here,  are the components of the Cauchy stress tensor,  is the mass density,  are 
the components of the body force per unit volume, and  and are the components of 
the traction vector and the unit normal on the surface element respectively. 
Linear kinematics implies that the infinitesimal strain tensor  is related to the 
components of the displacement vector  by,  
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For actuator and sensor applications velocities are usually less than the speed of 
sound, well bellow the speed of light. Therefore the appropriate quasi-electrostatic form 





where  and  are the components of the electric displacement and electric field,  is 
the electric potential,  is the volume charge density and  is the surface charge density 
respectively. 
 Within the linear piezoelectricity theory, the solution of a boundary value 
problem requires the introduction of the appropriate boundary conditions along with the 
constitutive equations required to connect the field quantities satisfying the fundamental 
balance laws to the kinematical fields describing the configuration of the body. While the 
boundary conditions are tailored to the specific problem the constitutive equations 
describing the material behavior can be derived by introducing a free energy that depends 
on the configurational quantities, the strain and the electric displacements in this case, via 
thermodynamic considerations. 
In the phase-field setting however, we are not only interested in the distribution of 
the fields, but also in how these fields cause the domain structure to evolve. The theory 
now must incorporate internal material interfaces separating domain variants, the domain 
walls, and additionally the location of these boundaries must be determined as part of the 
Di Ei !
q !
  (4.5) 
 Dini = !!  on S,  (4.6) 
  (4.7) 
Di,i = q in V,
Ei = !!,i  in V,
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solution. The free energy of the material combined with the micro-force balance laws, 
must be able to represent the spatial distribution and temporal evolution of these internal 
interfaces within the ferroelectric crystal. Hence, the free energy depends on the order 
parameter identifying the phases and its spatial gradient.  
The dependence of the free energy on the gradient of the order parameter will 
result in a phase interface of finite width where the order parameter varies continuously. 
This departure from the sharp interface not only provides a computational benefit to the 
phase-field theory, since the interface is not being tracked explicitly, but also results in a 
more realistic representation of the structure and energy of domain walls. The natural 
order parameter for ferroelectrics is the polarization vector. The relationship between the 
polarization vector, the electric displacement and the electric field in V is given as 
 
 
where  is the permittivity of free space.  
Given that the free energy is permitted to depend on a new order parameter, a set 
of micro-forces are introduced that are work-conjugate to the order parameter. The set of 
forces postulated are: (a) a micro-force tensor  such that  represents the power 
density expended across surfaces by neighboring configurations (b) an internal micro-
force vector  such that  is the power density expended by the material internally, 
which also accounts for dissipation in the material, e.g. in the ordering of atoms within 
unit cells of the lattice, and (c) an external micro-force vector  such that  is the 
power density expended by external sources. This micro-force is akin to the mechanical 
body force  and the electrical charge density q. A balance of this set of micro-forces is 
postulated as, 
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which leads to the differential balance law for the micro forces given as, 
 
 
The first law of thermodynamics accounting for the thermal, electromechanical and 
domain wall energy conversion of the continuum is given as: 
 
 
where  is the internal energy density,  are the components of the inward heat flux 
vector per unit area and is the supply of heat per unit volume from external source. 
Using the traction and surface charge definition equations (4.4) and (4.6) respectively in 
the second term of the right hand side of equation (4.11), applying the divergence 
theorem and eliminating terms that satisfy the balance equations (4.2), (4.5) and (4.10) 
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Here note that anticipating the dissipative nature of domain wall motion, the internal 
micro-force vector  enters the balance of the micro-forces but does not contribute to 
the external power. 
 The constraint of the second law of thermodynamics in the entropy production is 
given through the pointwise local Clausius-Duhem dissipation inequality as 
 
 
where  is the total entropy and  the absolute temperature.  
Using equation (4.12) to eliminate the divergence of the heat flux vector we have 
 
 
In terms of the free energy  the second law can be written as 
 
 
In this thesis we are concerned with spatially homogeneous, temperature independent 
microstructural evolution, below the Curie temperature. Therefore under isothermal 
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From (4.1)-(4.3) and (4.10), an equivalent integral of the above equation can be written as 
 
 
Finally, the independent state variables on which the thermodynamic functional and the 
thermodynamic conjugate forces, i.e. stresses, electric field micro-force tensor and 
internal micro-force vector can depend on, is specified next. 
For isothermal behavior, below the Curie temperature the thermodynamic 
functional is the Helmholtz free energy and the independent configurational/state 
variables are components of strain, electric displacement, polarization vector, polarization 
vector gradients and possibly polarization rate. The constitutive response is then written 
as 
 
The question can be raised as to why the free energy must be allowed to depend on . 
Since it is anticipated that the internal dissipative part of the micro-force  should 
depend on , then the axiom of equi-presence demands that all constitutive functionals 
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contrary is deduced. It will be shown that the second law inequality ultimately allows 
only  to depend on . Using the functional form of the Helmholtz free energy given 





The inequality (4.20) must hold for any permissible thermodynamic process for arbitrary 
levels of  and  through the appropriate control of the external sources
, and . Since (4.20) is linear in  and  the coefficients of these 
terms must be zero in order for the inequality to be satisfied for any permissible process 
The remaining term should satisfy  
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Finally setting the internal micro-force equal to  the inequality 
 is satisfied for any level of  and for  positive definite, where  can 
be interpreted as the components of the mobility tensor which carries the dependence of 
the state variables, i.e. . For constant  and a cubic high-
temperature phase the mobility tensor is usually taken to be  where . 
Substitution of the definitions of internal micro-force vector and tensor, 




Equation (4.23) is generalized form of the Ginzburg-Landau equation governing the 
evolution of the material polarization in a ferroelectric material as a direct consequence 
of the postulated micro-force balance introduced earlier in the analysis 
4.1.2 The Helmholtz Free Energy Functional 
The Helmholtz free energy introduced in (4.18) and further constrained in (4.21) 
includes both the energy stored in the material and the energy stored in the free space 
occupied by the material. Specifically, the free energy is decomposed into the free energy 
of the material and the free energy of the free space such that 
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We now proceed to the detailed specification of the free energy. The goal for this 
task is that the general form of the free energy must contain a sufficient set of parameters 
such that for a given material these parameters can be fit to the spontaneous polarization, 
spontaneous strain, dielectric permittivity, piezoelectric coefficients and the elastic 
properties near the zero stress and zero electric field free spontaneous polarization and 
strain states. To accomplish this task, Su and Landis (Su and Landis, 2007) introduced 
the following form for the free energy, 
 
 
First, note that each of the newly introduced material tensors must contain the 
symmetry of the high temperature phase, which for most ferroelectrics of interest is 
cubic. The first term of the free energy penalizes large gradients of polarization and gives 
domain walls thickness and energy within the model. The four terms on the second and 
third lines are used to create the non-convex energy landscape of the free energy with 
minima located at the spontaneous polarization states. The four terms on the fourth line 
are then used to fit the material’s spontaneous strain along with the dielectric, elastic and 
piezoelectric properties about the spontaneous state. Note that the elastic, dielectric and 
piezoelectric properties are nonlinear, and therefore the tensor components are fit to the 
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tangent material properties at the spontaneously polarized state. The final term represents 
the energy stored within the free space occupied by the material, and according to 
equation (4.17) is equivalent to . 
The eighth rank term on the third line was introduced in order to allow for 
adjustments of the dielectric properties and the energy barriers for 90° switching (Zhang 
and Bhattacharya, 2005). The sixth rank terms introduced on the fourth line allow us to 
fit the elastic, piezoelectric and dielectric properties of the low symmetry phase at the 
spontaneous state. Without these terms the elastic properties of the material arise only 
from the  tensor, which must have the symmetry of the high temperature phase. 
Hence, the phase field modeling that has been performed to date assumes that the elastic 
properties of tetragonal phase perovskites are both cubic and homogeneous, when in fact 
the elastic properties have tetragonal symmetry and can have different orientations across 
a 90° domain wall, i.e. they are inhomogeneous throughout a domain structure. With 
regard to the piezoelectric coefficients, is used to fit the spontaneous strain 
components associated with the stress and electric field free spontaneous polarization 
state and by introducing the  and  tensors the full tetragonal structure of the 
piezoelectric tensor can be matched. This general form of the free energy is able to fit the 
magnitudes of the spontaneous polarization, strain components, and the elastic, 
piezoelectric and dielectric constants near the spontaneous state. This allows for a 
relatively accurate representation of material properties and comparison of the behaviors 
of different material compositions. 
4.2 FINITE ELEMENT IMPLEMENTATION 
The governing equations for the phase-field model include Equations (4.1)-(4.8), 
(4.11), (4.22)-(4.23) and (4.25). When formulating a finite element method to solve these 





equations we must first identify the field quantities that will be used as nodal degrees of 
freedom. The simplest formulation would implement the components of mechanical 
displacement from which strain is derived, the components of electric polarization from 
which the polarization gradient is derived, and the electric potential or voltage from 
which electric field is derived. In order to implement such a formulation, the constitutive 
equations must take , ,  and  as the independent variables. 
However, the Helmholtz free energy has  instead of  as the independent 
variable. To address this issue, the following Legendre transformation is required to 
derive the electrical enthalpy , 
 
 
where the stresses, electric displacements and micro-forces are derived as 
 
 
Then given all the above equations a variational statement of the principle of 
virtual work can be written as 
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Equation (4.28) is the foundation for the derivation of the finite element equations 
for the phase-field model. Again, the components of mechanical displacement, electric 
polarization and the electric potential are used as nodal degrees of freedom. The strain, 
electric field and polarization gradient are derived within the elements, and finally the 
stress, electric displacement and micro-forces are computed via Equation (4.27). We note 
that even though polarization gradient appears in the free energy,  continuous 
elements are in fact suitable for the solution. This is a fortuitous consequence of Equation 
(4.8), given that both electric field and polarization can be taken as independent variables. 
Therefore, the polarization components take the same status as mechanical displacement 
and electric potential and the polarization gradient takes the same status as strain and 
electric field. If, for example, the electric field were the order parameter, then higher 
order elements would be required in the formulation.  
Again, each node in the finite element mesh has mechanical displacement, 
polarization and electric potential degrees of freedom. Then, defining the array of degrees 
of freedom as , each of the field quantities are interpolated from the nodal quantities 
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The shape function matrix N must meet all of the requirements for standard  
continuous elements. Hence, the displacements, electric potential and polarization 
components are approximated by continuous functions throughout the mesh, but strains, 
electric fields, and polarization gradients will have jumps in certain components along 
element boundaries. The discretized formulas for the polarization rates and the basic 





Here, the superscript indicates the time step at which the field is evaluated and  is a 
parameter between 0 and 1 that describes how the solution fields are interpolated in time 
during a given time step. When  the first order accurate forward Euler integration 
scheme is recovered,  represents the first order accurate backward Euler scheme 
that allows for enhanced numerical stability with larger time increments, and  is 
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Given a known set of nodal degrees of freedom at time t, when the finite element 
interpolations of Equation (4.29) and the time integration approximations of Equations 
(4.30) and (4.31) are substituted into Equation (4.28), a set of nonlinear algebraic 
equations results for the nodal degrees of freedom at  that can be written in the 
form 
 
These equations are solved with the Newton-Raphson method: 
 
where i is the current step counter in the Newton-Raphson sequence and  is the 
increment computed for  such that . The Newton-Raphson 
procedure is carried out until a suitable level of convergence is obtained yielding a 
solution for the displacement, electric potential, and polarization fields at time step 
 With this new set of known nodal degrees of freedom in hand, the next time 
increment is computed by solving the updated form of Equation (4.32). 
Local incompatibilities in the strain and polarization across the needle tips require 
relaxation before the equilibrium spatial distribution of the order parameter is reached. In 
our calculations the first term in (4.28) is initially nonzero, allowing the structure to 
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4.3. NEEDLE DOMAINS IN BATIO3 SINGLE CRYSTALS 
As discussed in chapter one, ferroelectric behavior is directly linked to the 
formation of domain patterns upon cooling through the Curie temperature. Different 
domains have different polarization and strain orientations with respect to the applied 
loading and the evolution of the favored domains through domain wall motion plays an 
important role in the polarization reversal process. Domain formation and evolution is 
linked to energy minimization of the crystal under global and local mechanical and 
electric compatibility constraints between the regions of homogeneous spontaneous 
polarization. 
Experimental imaging of freestanding ferroelectric single crystals often reveals 
wedge or needle shaped domains of a compatible polarization variant coexisting within a 
larger parent domain variant. Such domain patterns for a BaTiO3 single crystal plate are 
shown in Figure 4.3.1 where ordered arrays of compatible 900 laminar domains terminate 
within the crystal. The shape of the domain at the point of termination in the 
homogeneous parent phase is needle-like. Figure 4.3.1a shows closely spaced needle 
domains with polarization perpendicular to the parent variant with tips aligned at 450 with 
respect to the crystallographic axes. In Figure 4.3.1b another hierarchical pattern is 
presented where widely separated needles with polarization perpendicular to the parent 
phase meet with needles of perpendicular orientation and opposite polarization. The 
needle tips in this case are aligned along the direction of the polarization of the parent 
phase. Another pattern analyzed in this chapter is the case where 900 needle domains meet 
at 1800 creating an antiparallel array of needles with the same polarization as shown on 
the bottom right corner of Figure 4.3.1b. 
To model such patterns we consider an infinite array of needle domains of equal 
size and volume fraction under generalized plane strain conditions. Due to similarities in 
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their properties and analysis the needle domains meeting at 900 and 1800 will be 
considered in a separate section from the single needle domain comb. Details on the 
modeling and the results of the simulations are presented next. 
 
 
Figure 4.3.1 Optical micrographs of different magnification of a BaTiO3 single crystal 
showing ordered 900 needle domain patterns. a) Closely packed parallel 
needles tips aligned at 450 with respect to the crystallographic axes. b) 
Widely separated perpendicular and anti-parallel needles with tips aligned 




4.4 BALANCED NET CHARGE NEEDLE ARRAYS 
We first analyze needle array patterns observed in BaTiO3 single crystals that 
form balanced net charge configurations. One case of such a pattern is formed by 
perpendicular 900 needle domains of opposite polarization and was introduced in Figure 
4.3.1b. A second configuration found in the crystal is that of anti-parallel needle domains, 
formed by 900 domains of the same polarization with needle tips in opposite directions. 
Schematics of the idealized configurations are shown in Figure 4.4.1.  
For both cases the domain structure consists of a parent phase polarized along the 
negative vertical axis and an array of equally spaced and sized needle domains. The sides 
of the needle domains are nominally compatible  domain walls. The shape of the  
domains at the point of termination in the homogeneous phase is needle-like. The 
coordinate system introduced in the schematic, to represent the polarization orientation of 
the domains, is aligned with the crystallographic axes along which the material properties 
used to fit the enthalpy functional are measured. The parent phase is uniformly polarized 
along the -direction and the needle domains along the positive and negative -
direction creating  domain walls along the straight parts of the needle domain.  
Figure 4.4.1a shows the antiparallel needles polarized along the positive x -axis 
with tips aligned along the -direction or at  with respect to the  domain wall 
orientation. The perpendicular needle array shown in Figure 4.4.1b consists of needles of 
opposite polarization, with the top needle polarized along the positive x -axis and the 
bottom needle polarized along the negative x -axis respectively. In this case the needle 
tips are aligned along the horizontal axis. Both configurations can be analyzed by 
considering a two-needle periodic unit cell of balanced net charge. The electromechanical 
conditions imposed to model the representative unit cell of the perpendicular and the anti-






Figure 4.4.1 Schematic of the model of infinite array of equally spaced, perpendicular 
and antiparallel domain needles of equal volume fraction in uniformly 
polarized parent phase. 
4.4.1 The Periodic Unit Cell  
Invoking periodicity of the domain structure of the above configurations, Figure 
4.4.2 presents a schematic of the representative cells used to model the infinite arrays of 
antiparallel and perpendicular pairs of needle domains respectively. In both cases, it is 
assumed that the unit cell is the result of the electromechanical fitting of the two 
incompatible domain structures of equal volume also shown in the figure. The total 
dimensions b ! h  of the anti-parallel and the perpendicular unit cells are taken as 
800 / 2l0 !160 2l0  and 400l0 !160l0  respectively. Here  is the 
characteristic length scale of the phase-field theory. 







Figure 4.4.2 Schematic of the unit representative cells used to model infinite arrays of a) 
anti-parallel and b) perpendicular needles. The figure also shows the 
spontaneous deformation of the two regions fitted together to form the cell.  
The corresponding average deformation of the constituent parts can be calculated 
in terms of the spontaneous strain in the x ! y  coordinate system. The parent domain on 














top and bottom for the perpendicular pattern, has a spontaneous polarization 
 and a corresponding spontaneous strain: 
 
 
The needle domain has a spontaneous polarization , with the 
positive sign referring to the polarization of the top needle of the perpendicular 
configuration and the negative to the polarization of bottom perpendicular needle. In both 
cases the spontaneous polarization is accompanied by a deformation field 
 and . Then assuming a volume fraction  for the needle domain 
the average deformation field for the left-right or top-bottom constituent configurations 
can be written as: 
 
 
Here  is the spontaneous deformation of the unit cell due to a spontaneous polarization 
 along the polar, long tetragonal axis and  the corresponding transverse spontaneous 
stain. For BaTiO3 the strain and polarization values of the spontaneous state are taken as 
,  and  =  (Li et al, 1991). Note that mechanical 
compatibility in terms of the deformation fields is established in an average sense and not 
pointwise along the common boundary, marked with a doted line along points A and B. 
Furthermore, the initial polarization distribution is not compatible along the region where 
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the polarization vectors meet head to head. To allow the fields to evolve towards an 
electrically and mechanically compatible configuration with lower energy the initially 
non-zero mobility constant !  is gradually reduced until the final stable equilibrium state 
is reached. 
For a coordinate system x ! y  as shown in Figure 4.4.2, with the origin placed at 
the midpoint along the common boundary marked with a dashed line between the points 
A and B, the periodicity of the fields across the points A and B on the bottom and the top 
surfaces for the antiparallel pattern dictates that:  
 
 
Similarly, across the points  and  on the left and right surfaces for the perpendicular 
pattern we have that: 
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Assuming that no overall electric field is applied, the gradient of the electric potential is 
taken equal to zero. The displacement gradients are computed from the average 
deformation field of Equation (4.35), setting the rotations equal to zero as  
and . The periodic boundary conditions of Equations (4.36a) and (4.36b) 




Given the x ! y  coordinate system with its origin at the midpoint of the common 
boundary, the initial conditions for the displacement and the electric potential degrees of 
freedom, for both the anti-parallel and perpendicular cases can be written as 
 
 
in the unit cell. The polarization initial conditions are better realized on a rotated the 
coordinate system x ' ! y'  with the x ' -coordinate parallel to the 900 domain walls or the 
needle axis. In the rotated system the common boundary for the antiparallel needle array 
is the line y' = x ' . Then we have: 
u x, y( ) = ! xxavx
v x, y( ) = ! yyavy
  (4.37a) 
  (4.37b) 
 u x, y( ) = ! avxxx,  v x, y( ) = ! avyyy and " = 0 ! x, y  (4.38) 






A,  " B = " A
uB = uA + ! xx





A,  " B = " A.
 108 
 
Similarly, for the perpendicular case the common boundary in the rotated coordinate 
system is the line y' = !x '  and the initial conditions for the polarization degrees of 
freedom are written as:  
 
Note that the displacements of Equations (4.37a) and (4.37b) corresponding to the 
spontaneous state of the constituent parts does not account for the domain wall thickness. 
In order to apply realistic boundary conditions on the side surfaces, we first consider the 
stress free configurations of the constituent parts of full 900 domains shown in Figure 
4.4.2. Along the corresponding periodic surfaces the periodic boundary conditions of 
Equations (4.36a) and (4.36b) are applied. Periodicity is also enforced across the 
remaining boundaries. These conditions are better realized in a rotated coordinate system 
with the horizontal axis along the 900 domain walls, as shown in Figure 4.4.2. For points 
C and D on the side surfaces we have: 
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The boundary value problem is then solved with finite elements along non-
equilibrium paths to allow for polarization reorientation and formation of the 900 domain 
walls. The displacements and net charge based on the polarization distribution accounting 
for domain wall thickness are then extracted and used as boundary conditions for the 
original needle domain problem. More specifically the electric potential is set equal to 
zero along one of the non-periodic boundaries. The other non-periodic boundary is set to 
be an equipotential surface and the net charge obtained from the polarization distribution 
accounting for domain wall thickness is allowed to distribute along the surface as part of 
the solution. Results of the finite element simulations are presented next. 
4.4.1 Equilibrium State of an Infinite Array of Antiparallel Domain Needles 
Within the present phase field theory the characteristic length scale is given by 
. As discussed by Su and Landis (2007) the parameter  is important for 
determining the domain wall thickness and the domain wall surface energy. In the present 
calculations we take  unless otherwise specified, yielding a 
characteristic length of (Su and Landis, 2007). To specify the geometry of the 
representative unit cell the thickness of the needle domain variant enters the problem as a 
second length scale. Specifying the thickness of the needle variant, the full dimensions of 
the representative unit cell can be computed for a given relative volume fraction between 
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the needle and parent domains. For the antiparallel needle case, the needle domains are 
assumed to initially occupy 12.5%  of the total volume of the crystal. The thickness of the 
needle domains is assumed to be approximately  For the given volume fraction, the 
thickness of the unit cell is ,  resulting in alternating domain sizes of  and 
 for the parent and needle domain variant respectively. The mesh is a structured 
mesh of eight node quadratic elements varying in size from to . 
Smaller elements are placed along the straight 900 domain walls, between the needle and 
the parent phase and in regions where the domain walls are expected to move and form 
the tip, in order to capture the needle domain pattern. Larger elements are placed in 
regions of homogeneous parent phase away from the domain walls.  
Initially, the boundary conditions mentioned in the previous section are applied 
and the viscous parameter  is gradually reduced to zero until an equilibrium state is 
found. This is an intermediate step in the analysis to allow the initially rectangular needle 
domain to evolve to an approximate needle domain. The displacement boundary 
conditions on the side surfaces accommodate the domain wall thickness of a full 
rectangular domain. However they are not exactly the corresponding stress-free 
displacements for a needle domain. As a next step, the above solution with the formed 
needle tip is used as an initial condition and the displacement boundary conditions from 
the side surfaces are removed. The side surfaces are now traction free with the electric 
potential equal to zero on the left hand side. The right hand side surface remains an 
equipotential surface with a net charge based on the polarization distribution accounting 
for the domain wall thickness. The full set of periodic boundary conditions is applied on 
the top and bottom periodic surfaces and a new equilibrium distribution is found.  
Figure 4.4.3 shows the contour plots of the polarization components along the 
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the side boundaries is equal to the net charge based on the polarization distribution 
accounting for the domain wall thickness. The formation of the needle domains results in 
a non-uniform polarization distribution of the parent phase especially pronounced for the 
horizontal polarization component. Note the anti-symmetry of the polarization contour 
along the vertical direction and the fact that the polarization distribution of the parent 
phase is charged by almost 10% in regions away from the needle tips compared with the 
nominal polarization values of the parent variant. This effect of the needle domains on 
the polarization distribution of the parent phase extends along almost the entire unit cell. 
Figure 4.4.3 Deformed configuration of polarization distribution of antiparallel needles of 
initial volume fraction of 12.5% along the (a) horizontal and (b) vertical 
direction.  
Next, we examine the effect of electrical loading on the anti-parallel array of 
needles. The net charge on the side surfaces is gradually reduced, resulting in a retraction 
of the needle domains with respect to each other. In Figure 4.4.4 the net surface charge 
density is plotted against the average electric field between the side surfaces for a range 
of loading corresponding to a 40% reduction of net surface charge density. Reducing the 
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charge on side surfaces results in an almost linear reduction in the potential drop between 
the side boundaries of the unit cell as it can be seen in Figure 4.4.4. However, for the 
given range of surface charge, the retraction of the needle tips happens under the effect of 
a non-zero average electric field between the side boundaries. The marker points from 
left to right in the Figure correspond to the initial net charge level, taken equal to the net 
charge based on the polarization distribution accounting for the domain wall thickness 
and charge reduction by 20% and 40% respectively. 
Figure 4.4.4 Net surface charge density plotted against the average electric field between 
the side surfaces for a range of charge reduction up to 40% from the initial 
net charge based on the polarization distribution accounting for the domain 
wall thickness. Marked points A0, A1 and A2 correspond to the initial net 
charge level and charge reduction by 20% and 40% respectively. 
The change in the average electric field and net surface charge across the non-
periodic boundaries has an effect on the polarization distribution in the unit cell as well. 
The polarization distribution along the horizontal direction in the deformed configuration, 
corresponding to net surface charge levels reduced by 20% and 40% is shown in Figure 
4.4.5. It can be seen that the needle domain retraction has a great effect on the 







contours of Figure 4.4.5 show that polarization changes now extend up to half of the 
length of the needles, localized mostly between the overlapping needle tips. Away from 
the needle tips along the straight boundaries of the needles the polarization distribution of 
the parent phase is uniform matching the nominal polarization value. The polarization 
distribution along the vertical direction for these levels of loading has also changed 
compared with the distribution shown in Figure 4.4.3. The value of the polarization 
vertical component matches the nominal polarization and is uniform throughout the unit 
cell and the contour plots are not shown here, as they are indistinguishable to each other. 
Figure 4.4.5 Deformed configuration of polarization distribution of antiparallel needles of 
initial volume fraction of 12.5% along the x-direction. The contour plots 
correspond to net surface charge levels reduced by 20% and 40% shown 
with marked points A1 and A2 in Figure 4.4.4 respectively. 
Figure 4.4.6 presents the variation of the average value of the electric potential 
between the top and bottom periodic boundaries plotted along the horizontal direction for 
the three levels of net surface charge density marked in Figure 4.4.4. It is interesting to 
note that the electric potential experiences a jump due to the needle structure with the pair 
A1 A2 
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of needle tips creating the appearance of a charge dipole in the unit cell and a non-
uniform electric field between the needle tips. On the side regions of the unit cell along 
the straight needle boundaries the electric potential varies continuously. As the straight 
boundaries start to deviate from the straight line forming the needle tips52, the electric 
potential experiences a sudden drop followed by a change in the slope as needle tips are 
approached. For different levels of the net surface charge, the reduction in the average 
electric field between the side boundaries also results in a change of the slope of the 








Figure 4.4.6 Average electric potential variation along the horizontal direction. The 
different colors correspond to different net charge levels on the side 
boundaries marked in Figure 4.4.4. 
Next we examine the needle profiles. Figure 4.4.7 shows the equilibrium needle 
corresponding to the three levels of loading marked in Figure 4.4.4, plotted on the rotated 







Figure 4.4.7 Needle profiles and evolution of the equilibrium needle tip positions for (a) 
the full surface charge, corresponding to the relaxed polarization 
distribution. The charge is then reduced by (b) 20% and (c) 40%. (d) These 
cases correspond to the marked points on the surface charge density plotted 
against the average electric field. 
contours in the same figure refer to the original coordinate system. The cut-off value of 
polarization for all needle profiles shown in the figure is chosen  The needle 
tip profile is asymmetric with respect to the needle axis. The needle tip surface in the 
region between the needle pair shows a higher curvature than the outer surfaces of the 
















overlapping region between the needle domains exists. However the equilibrium position 
of the needle tips shows overlapping of the needle tips and deviation from the assumed 
 with respect to a coordinate system with the horizontal axis along the domain walls. 
The needle tips form a angle when the tip is identified at polarization levels of 
 Upon loading the needle profiles show a self-similar retraction of the needle 
tips as the potential drop between the side boundaries decreases. The needle tips evolve 
through the motion of the needle tip without a significant reduction of their width, 
changing their relative position. For the two limit cases A0 and A2 of Figure 4.4.4 the 
distance between the needle tips changes from  to . The angle between the 
needle tips is 700, 660 and 420 for the cases A0, A1 and A2 shown in the Figure 4.4.7.a-c. 
The asymmetry in the needle profile and the non-uniform distribution of the polarization 
between the needles is a consequence of the non-uniform field along the vertical direction 
between the needles. 
4.4.2 Equilibrium State of an Infinite Array of Perpendicular Domain Needles 
Next we proceed in the presentation of the simulation results for the perpendicular 
needle domain pattern. As in the antiparallel needle case, the needle domains are assumed 
to initially occupy 12.5% of the total volume of the crystal. For alternating domain sizes 
of approximately 120l0  and 20l0  for the parent and needle domain variant the 
representative unit cell is formed by fitting two constituent regions of equal size and 
equal needle volume fraction and has total dimensions of 400l0 !160l0 . Full periodic 
boundary conditions are applied along the left and right boundaries. As before, we first 
allow the needle domains to reach equilibrium by fixing the displacement on the top and 
bottom boundaries to the displacements and the net charge based on the polarization 






an initial condition when the displacement boundary conditions from the non-periodic 
boundaries are removed. The top and bottom boundaries of the unit cell are now traction 
free .The electric potential set to zero on the top surface and the bottom surface set to an 
equipotential surface with net charge based on the polarization distribution corresponding 
to the fully developed domain walls.  
Figure 4.4.8a shows a contour plot of the polarization component along the 
direction in the deformed configuration. The polarization contours show a non-uniform 
polarization distribution in the parent phase that is highly localized in a relatively thin 
region surrounding the needle tips. This was not the case with the antiparallel needle 
configuration where the effect of the interaction of the needle tips on the polarization 
distribution extended through almost the entire unit cell for the initial net charge level. 
Also note that although the effect of the needle tips is localized in the perpendicular case 
it is also more intense compared to the antiparallel needle configuration. The polarization 
contour of Figure 4.4.8a shows alternating levels of Px = ±0.5P0  polarization in the 
region surrounding the needle tips. The contour plot of the polarization distribution along 
the vertical direction is highly uniform and is not presented here.  
Next, in order to investigate the range of stable equilibrium positions of the needle 
structure we proceed as in the case of antiparallel needles by electrically loading the array 
of perpendicular needles. Note that the electric potential is set to zero on the top surface 
in this case. For the needles to retract the net surface charge on the bottom surface is 
increased gradually leading to an increase on the electric potential on the bottom 
boundary and a retraction of needles with respect to each other. The variation of the net 
surface charge density against the average electric between the top and bottom surfaces is 
shown in Figure 4.4.8d. The marked points correspond to the initial net charge level, 











Figure 4.4.8 Deformed configuration of polarization distribution of perpendicular needles 
of initial needle volume fraction of 12.5%. (a) The surface charge initially is 
based on the polarization distribution, and then increased gradually. (d) 
Surface charge density plotted against the average electric field. (b) and (c) 
correspond to charge reduction by 2% and 5%. 
and an increase on the net charge on the top and bottom surfaces by 2% and 5% 
respectively. The polarization distribution for these cases is also shown in Figure 4.4.8b-
c. Changes in the polarization values are even more localized around and between the 
needle tips with increasing surface charge. In fact, for 5% increase on the surface charge 












Figure 4.4.9 shows the variation of the average value of the electric potential 
along the periodic boundaries of the unit cell plotted on the vertical direction. It is 
interesting to note that as in the antiparallel case the needle tips appear to behave as a 
boundary that creates a potential drop across it. For the net surface charge levels marked 
with B0 and the B1 in Figure 4.4.8d corresponding to the initial net charge and a 2% 
increase respectively, the electric potential exhibits a change in the slope on the region 
between the needle tips indicating the non-uniform electric field caused by the interaction 
of the needle tips. This plateau does not appear for further increase on the net charge and 
followed by a relative retraction of the needle tips. Also, as needle domains retract and 
with increasing values of the net surface charge, the slope of the electric potential 
variation away from the needle tips changes.  
Figure 4.4.9 Average electric potential variation along the vertical direction. The different 
colors correspond to different net charge levels on the top and bottom 
surfaces marked in Figures 4.4.7d and 4.4.8d. 
Finally, the corresponding needle profiles along the rotated coordinate system for 








needle tips was introduced. However, we note a relative overlap of about 60l0 . The 
needle profile at the tip is more symmetric with respect to the needle axis compared to the 
needle profiles of the anti-parallel case. In contrast to the antiparallel case the needle tip 
consists of mostly straight parts with no significant curvature and the extension of the 
needle the tip along the needle axis is less pronounced.  
Figure 4.4.10 Needle profiles and evolution of the equilibrium needle tip positions for (a) 
the full surface charge, corresponding to the relaxed polarization 
distribution. The charge is increased by (b) 2% and (c) 5%. (d) These cases 
correspond to the marked points on the surface charge density plotted 












The needle profiles at increased levels of surface charge are shown in Figure 
4.4.10b-c. The needles retract in a self-similar way as for the antiparallel case where both 
needle tips retracted at approximately the same rate. However, the evolution of the 
perpendicular needles differs from the evolution of the antiparallel needles were the 
evolution was due to the tip motion. Here, the needle tip motion is followed by lateral 
motion of the straight parts of the needle introducing a new evolution mechanism for the 
needle domain structure. 
4.5. THE INFINITE ARRAY OF PARALLEL NEEDLE DOMAINS  
The last domain structure analyzed is that of a parallel array of equally spaced and sized 
parallel needle domains as shown in Figure 4.5.1. The parent phase is uniformly 
polarized along the  direction and the needle domain along the  direction creating 
 domain walls along the straight sides of the needle domain.  
Figure 4.5.1 Schematic of the model infinite array of equally spaced parallel domain 
needles of equal volume fraction. 
Invoking periodicity, Figure 4.5.2 presents a schematic of the representative cell 






result of the electromechanical fitting of the two incompatible domain structures of equal 
volume also shown in the figure. The corresponding average deformation of the 
constituent parts can be calculated in terms of the spontaneous strain in the  coordinate 
system. The parent domain on the right hand side region has uniform spontaneous 
polarization  and a corresponding average strain  
 
 
The needle domain has a uniform spontaneous polarization , 
accompanied by a deformation field  and  respectively. Then 
assuming a volume fraction  for the needle domain the average deformation field for 
the left hand side configuration is  
 
 
Mechanical compatibility dictates the orientation of the common boundary, marked with 
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where  are the components of the unit vector along the boundary from point  to  
and  is the angle between the unit normal and the  axis. Then mechanically fitting the 
two domains along the line , with the appropriate periodic boundary conditions is 




Figure 4.5.2 Schematic of the unit representative cell used to model an infinite array of 
needles showing the assumed spatial distribution of polarization specifying 
the initial domain structure. The figure also shows the spontaneous 
deformation of the two regions fitted together to form the cell. 
Periodicity of the fields across the points  and  on the bottom and the top surfaces 











Assuming that no electric field is applied, the gradient of the electric potential is 
taken equal to zero and the displacement gradients are computed by transformation of the 
average deformation fields (4.42) and (4.43). In the rotated coordinate system yields a 
displacement field is of the form 
 
 
where  for the right hand side region. Note that the displacement field is continuous 
along the boundary AB and the rotation  has been set equal to zero. 
Transforming back to the original coordinate system the periodic boundary 
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Finally, the initial displacement conditions satisfying the average mechanical 
compatibility used in all calculations are readily computed by a transformation of the 




The initial polarization distribution is not compatible along the region where the 
polarization vectors form a head to head domain wall. To allow the polarization to evolve 
towards an electrically compatible configuration with lower energy the initially non-zero 
polarization viscosity constant !  is gradually reduced until the equilibrium stable state is 
reached. 
4.5.1 Fixed Boundary Conditions - A First Approximation by Stabilizing a Single 
Needle. 
As a first approximation towards the modeling of an infinite array of needles we 
investigate the existence of a single needle by fixing the displacements on the boundary 
  (4.47) 
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corresponding to the periodic boundary conditions (4.47) and the electric potential equal 
to zero on the top and bottom surfaces of the unit cell. The polarization vector is also 
fixed to the initial value given from Equation (4.48). The left and right hand side 
boundaries are traction free and a surface charge distribution corresponding to the 
polarization is applied.  
Figure 4.5.3 Un-deformed and deformed configurations of polarization distribution for 
two different cell sizes, a)  formed by fitting the two regions of 
equal volume and b) formed by fitting a  and a  region for 
the left and right hand side constituent configurations respectively. The 
needle initially occupies  of left hand side region.  
80 ! 20l0




Figure 4.5.3 shows the contour plots of the polarization component along the 
direction for an initial needle domain volume fraction of 50% of the left hand side region 
for two different unit cell lengths. In Figure 4.5.3a the unit cell of dimensions  is 
formed by fitting two regions of equal volume. In Figure 4.5.3b the left hand side region 
is  as apposed to  for the right hand side constituent configuration. The 
relative volume difference of the uniform parent domain region to the region containing 
the needle does not have a large effect on the position and the profile of the needle tip.  
Figure 4.5.4 Effect of relative volume difference between the two constituent regions and 
the overall needle length. All boundary conditions of Figure 4.5.3 are 
maintained except the surface charge distribution is replaced with fixing the 
electric potential equal to zero. 
The main difference concerns the overall profile of the needle domain. The 
shorter needles tend to have a wedge-like shape while in the case of longer needles 
straight 900 domain walls are maintained up to one half of the overall length. The effect 
of relative volume difference and the overall length of the needle are especially 
x !
80 ! 20l0
90 ! 20l0 60 ! 20l0
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pronounced in the behavior of the needle under electrical loading. Figure 4.5.4 shows this 
behavior when the electric potential is fixed to zero on the right hand side surface. All 
other boundary conditions are the same as reported above. We see that the longer needle 
is attracted by the grounded surface and eventually evolves to a compatible domain. On 
the contrary the shorter wedge evolves into a thinner needle and maintains stability under 
the same boundary conditions. The effect of the initial volume fraction of the needle 
domain relative to the left hand side part is also important. Corresponding calculations of 
needle volumes of 0.25 and 0.125 show that the needle domain retracts to the left by 
motion of the needle tip and is completely diffused away in a self similar fashion, except 
very close to the left hand side boundary surface where is restricted by the applied 
charge. 
4.5.2 Relaxed Boundary Conditions – An Infinite Array of Needles. 
As a next step in the modeling of an infinite array of needle domain the fixed 
boundary conditions on the top and bottom surfaces are relaxed by gradually replacing 
them with the periodic boundary conditions (4.47) for one by one of the degrees of 
freedom and using the previous equilibrium state as an initial solution for the next. For 
traction free side boundaries, full relaxation of all five degrees of freedom according to 
the periodic boundary conditions will result in almost complete elimination of the needle 
when charge is applied on the right and left boundaries and to evolution of the needle to a 
full domain when the electric potential is fixed to zero on the right hand side. 
Sole relaxation of the polarization components according to the periodic boundary 
conditions along the top and bottom boundaries has the least effect and all above results 
remain quantitatively the same. Relaxing the electric potential in addition to the 
polarization degrees of freedom while maintaining the displacements components fixed 
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has a stronger destabilizing effect. For example, relaxing these conditions in the short 
needle case in Figure 4.5.3 will also results in evolution of the needle to a full domain 
towards the right hand side as in the case of the long needle in the same figure. 
 
Figure 4.5.5 Polarization contours of un-deformed and deformed configurations of the 
characteristic unit cell of Figure 4.5.3b with displacements and polarization 
degrees of freedom relaxed according to the periodic boundary conditions 
and fixed zero electric potential on top and bottom boundaries. The surface 
charge corresponding to the polarization is applied on the side surfaces and 
the displacements are fixed according to (4.42). 
Next the displacements on the side boundaries are fixed according to the 
displacements of equation (4.46). Figure 4.5.5 shows the polarization contours in the 
deformed and un-deformed configuration of the long unit cell of Figure 4.5.3 in order to 
avoid any end effects due to fixed displacements and applied charge according to the 
polarization distribution on the side surfaces. The displacements and polarization 
boundary conditions are relaxed according to the periodic boundary conditions while the 
electric potential is fixed to zero. Again we were unable to get a stationary needle by 
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releasing all five degrees of freedom on the top and bottom boundaries. Releasing the 
electric potential will result in retraction of the needle indicating the intricate and 
nonlinear combined effect of electric and mechanical conditions on the existence and 
stabilization of needle domains to an equilibrium position. 
4.5.2.1 Equilibrium Parallel Needle Array with Charge Flow  
It is apparent by now that mechanical deformation alone is not enough to 
overcome the electric field created due to the charge incompatibility of the head to head 
domain wall for the existence of a stationary needle domain. This depolarizing electric 
field tends to retract the needle domain to the left in regions of coarse mesh (and hence 
mesh pinning might interfere with the numerical result). Needle retraction is alleviated in 
the case when charge redistribution is allowed on the top and bottom boundaries. In the 
next set of calculations, instead of simply allowing charges to redistribute on the unit cell 
boundaries we proceed by allowing charges to distribute throughout the entire 
representative unit cell. To do this, the electric potential degrees of freedom are set equal 
to zero. The polarization and displacement periodic boundary conditions are then applied 
to the top and bottom boundaries.  
In order to apply realistic boundary conditions on the side surfaces, we first 
consider the stress free configurations of the left side region with full 900 domains, as in 
the case of perpendicular and antiparallel needle domains. The displacement periodic 
boundary conditions along the side surfaces in a rotated coordinate system with the 
horizontal axis along the 900 domain walls can be calculated by Equation (4.46). Between 
the side boundaries and along the needle axis the electric potential and the polarization 
degrees of freedom are set to be equal and periodic. On the top and bottom surfaces the 




Figure 4.5.6 Polarization contours of un-deformed configurations of the characteristic 
unit cells of different size for an initial needle volume fraction of 12.5% and 
25%. The electric potential is fixed to zero everywhere in the cell and the 
rest of the degrees of freedom on top and bottom boundaries are relaxed 
according to the periodic boundary conditions. The displacement degrees of 
freedom are fixed according to the relaxed stress free displacement and the 
surface charge corresponding to the polarization is applied on the side 
surfaces. 
The relaxed displacement field and the net charge based on the polarization 







boundary conditions for the original needle problem as before. Specifically the 
displacement components on both sides are fixed according to the displacements 
accounting for the domain wall thickness. 
 
Figure 4.5.7 Stress distribution around the needle tip of the characteristic unit cell of 
dimension  of and initial needle volume fraction of 25%.  
Figure 4.5.6 present the polarization contours along the x-direction in the un-
deformed configuration for needles of initial volume fraction of 12.5% and 25% 
respectively. The needle domain thickness is taken to be . Two representative unit 
cells of different length are used in order to accommodate any boundary effects along the 




The shorter unit cells tend to capture the details of the tip giving to the needle a 
wedge like characteristic shape. The long unit cell allows for the straight domain walls to 
be captured. Figure 4.5.7 presents the stress contours along the rotated coordinate system 
with the horizontal axis along the needle axis. The stress free region corresponds to the 
part of the needle that maintains the straight domain walls.  
Figure 4.5.8 compares the needle tip profiles and positions between the two 
representative unit cells of different length for the 12.5% and the 25% needle volume 
fraction cases shown in Figure 4.5.6. The needle tip profiles are symmetric with respect 
to the needle axis and consist mostly of linear parts that meet at a rounding tip. It is 
interesting to note that the needle tip position changes with the length of the unit cell. The 
needle tip for the longer cell has retracted with respect to the equilibrium position of the 
tip when the shorter cell is considered for both needle volume fractions. Specifically, the 
difference on the needle tip position along the needle axis is approximately  and 
for needle volume fractions of 12.5% and 25% respectively.  
The needle tip profile on the other hand is independent of the length for each 
volume fraction. This is also shown in Figure 4.5.8 where the needle profiles are shifted 
along the needle axis. Note that for both needle volume fractions the initial position of the 
needle was assumed to be at the center of the unit cell. Figure 4.5.8a however, shows that 
only the shorter version of the 25% needle volume fraction reaches equilibrium at the 
assumed position. The corresponding equilibrium needle tip position for the 12.5% 
volume fraction is at  from the center of the cell. Figure 4.5.8b compares the needle 
profiles of the two different volume fractions for the long cell of dimensions 
 The needle tip equilibrium positions differ by approximately  in this 
case with the thinner needle tip being sharper and extending by  more than the 







Figure 4.5.8 Needle tip profile and equilibrium position of initial needle volume fraction 
of 12.5 % and 25%. Red and blue lines correspond to characteristic unit cell 
of dimensions  and . Green and red lines 
correspond to initial needle volume fraction of 12.5% and 25% respectively 
and unit cell dimensions . 
4.5.2.2 Effect of Mechanical Loading on the Evolution of the Parallel Needle Array 
The effect of mechanical loading on the evolution of the needle is examined next. 
Here we consider only the 25% needle volume fraction case and the representative unit 
cell of total dimensions equal to . Recall that the unit cell was formed by the 
mechanical fitting of the two constituent parts of different domain structure shown in 
Figure 4.5.2. Considering mechanical compatibility in terms of the average deformation 














field for a given needle volume fraction, the common boundary was specified in Equation 
(4.40). Along this boundary the constituent parts of 900 domains and the homogeneous 
parent variant fit together by a simple rotation creating a kink. This kink was shown in 
the deformed configuration of the single needle equilibrium in Figure 4.5.3.  
Figure 4.5.9 (a) Deformed configuration of the unit cell of dimensions  and 
initial needle volume fraction of 25%. The blue corresponds to the initial 
position of the kink at the center of the unit cell. The red and green lines 
correspond to positions of kink displaced by  and  along the needle 











The sharp kink is relaxed to a curved boundary along the region where the needle tip is 
stabilized when the periodic boundary conditions are applied on the top and bottom 
surfaces. The initial kink position was taken at the center of the unit cell for all previous 
calculations, specifying the displacements boundary conditions on the right hand side 
boundary.  
In order to investigate the needle tip equilibrium under mechanical loading we 
consider the cases were the kink along the common boundary is displaced by  and 
 along the needle axis and the position of the right hand side surface is calculated. 
The displacements on the right hand side boundary are fixed to the displacement 
corresponding to the new positions of the kink. The deformed configuration of the unit 
cell corresponding to the original position of the kink at the center and the displaced 
position by  and  along the needle axis are shown in Figure 4.5.9a. Figure 4.5.9b 
presents the evolution of the needle domain for the different kink positions. We observe 
that the needle moved forward by evolving the tip by approximately  and  for 
corresponding kink positions placed at  and  respectively. Our calculations 
reveal that the 900 domain walls along the straight needle body remain stationary with a 
deviation less than , indicating that the mechanism for the parallel needle evolution 
under zero stress is through the motion of the tip. 
4.6. THE J INTEGRAL FOR EQUILIBRIUM NEEDLE DOMAIN STRUCTURE  
The electromechanical -integral for materials described by the present phase 









  (4.48) 




Here, h is the enthalpy, which can be related to the Helmholtz free energy through the 
Legendre transformation . It can be readily proven that the -
integral is zero around a closed contour not enclosing a singularity if the body force , 
the volume charge density and the polarization rate  are equal to zero. The latter 
stresses that the micro-force balance associated with the order parameter is in 
equilibrium.  
All the results reported in this chapter are reported for equilibrium of the micro-
force balance associated with the order parameter. The body force and the volume charge 
density are also taken equal to zero. Therefore, the  integral around the representative 
unit cells used in this chapter, to model the parallel, antiparallel and orthogonal needle 
domain arrays, should be equal to zero. We then use  calculations to gage the accuracy 
of the solutions. Consider a counterclockwise contour around the boundary of the 
representative unit cell of the parallel needle domains shown in Figure 4.6.1. 
Figure 4.6.1 Counterclockwise contour around the boundary of the representative unit 
cell of the parallel needle domains.  
Note that for the top and bottom periodic boundaries we have: 
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Note that Equations (4.50) and (4.51) also hold for the contour around the 
corresponding representative unit cells of anti parallel and perpendicular needle domains. 
Due to the periodic boundary conditions along the top and the bottom surfaces resulting 
in the contours of the -integral along the periodic boundaries to cancel, we calculate 
the -integral along paths between the periodic surfaces, i.e. along paths corresponding 
to the !1  and !3  paths of Figure 4.6.1. The value of the -integral along these paths 
should then be the same. The -integral is calculated along these paths for all three 
needle array configurations and path-independence is established up to 0.5% for all 
calculations presented in this chapter. 
4.7. DISCUSSION 
In this chapter, equilibrium configurations of infinite needle-like array patterns 
often encountered in BaTiO3 single crystals were modeled using a phase field model 
approach and the finite element method. A representative unit cell was employed to 
model the far field electromechanical conditions that render stable needle patterns. It was 
assumed that the unit cell is a result of electromechanical fitting of the domain patterns 
far way from the needle tips in terms of average spontaneous deformation fields. Three 
needle domain patterns were considered and equilibrium needle profiles and the 
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perpendicular and antiparallel needle configurations was investigated under electric 
loading conditions.  
Stable parallel needle patterns were obtained allowing charge to flow freely on the 
unit cell and evolution of the needle was investigated under mechanical loading. We were 
unable to model stable parallel needle configurations without charge flow. This is 
attributed to the fact that the excess charge at the tip is not be compensated by 




















Chapter V Outlook and Future Work 
Numerical problems related to mesh requirements were encountered in the study 
of the equilibrium needle domain patterns. The mesh used in these calculations was a 
structured mesh of certain capabilities. On regions surrounding the needle tips large 
polarization gradient were expected and fine mesh requirements were met, often with a 
trial and error approach, as the needle final equilibrium tip position could not always 
have been predicted. Evolution of needle domains in regions of coarse mesh would cause 
numerical pinning and interfere with the accuracy of the calculations. A domain wall that 
would otherwise sweep through a region unimpeded is instead stopped at the location 
where the mesh coarsens. On the other hand using a structured mesh and meeting the fine 
mesh requirements along the regions that demand it transfers to regions of smooth 
polarization distribution that do not require special treatment. This fact considerably 
increases the mesh size requirements and posed a restriction on the needle domain 
thicknesses and the relative needle volume fractions investigated. Adaptive meshing 
techniques would greatly facilitate the calculations and provide the means to investigate a 
broader case of needle domains of realistic thickness and volume fraction.  
In this work we only investigated the retraction of perpendicular and antiparallel 
needles for a small range of net surface charge loading between the non-periodic 
boundaries and a possible lower limit in the stability of the needles was only approached 
for the perpendicular case. More calculations need to be performed to expand the range 
of electrical loading and examine the limit loading for stable needle retraction. Finally the 
same analysis should be performed for needle domain motion on the opposite direction, 
i.e. meeting of the needle tips.  
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Appendix A: Integration of Constitutive Equations and the Algorithmic 
Tangent Matrix 
In the finite element setting the total strain is known at every material point 
(integration station) at material time . The stress state is updated by the integration 
of the non-linear constitutive equations using a Backward Euler scheme. For this purpose 





where the time  is associated with the previous equilibrium state of the finite 
element procedure and the superscript  corresponds to the ongoing iteration of the 
current finite element step. The solution of the above equations is reduced to finding the 
components of the remanent strain increment as in metal plasticity. Using the consistency 
condition and noting that , allows us to solve for the plastic multiplier as 
 
 
Then, at every iteration, , the components of the remanent strain increment 
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where . The above equations are solved iteratively using the Newton-
Raphson method. The strain increments update is written to first order as 
 where  is computed by the linear equations 
 
 
Here, the superscript refers to the iteration of the constitutive integration scheme and  
is the residual of the equation (3.14). The Jacobian of the system is computed by 




where . Next, noting that  
and the symmetries implied, i.e. , the forth order tensor  can be 
written as 
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where . Once the remanent strain state is determined the 
algorithmic tangent modulus is computed by varying the strain in (3.14) and noting that 
at the converged solution we have . Then 
 
 
Substituting in the incremental stress-strain constitutive relation we then have 
 
 
where is the  constant and  the Kronecker delta. We are interested in a plane 
strain crack with a volume conserving remanent deformation. The problem can be 
specifically formulated to calculate only the plane components of the remanent strain 
increment, i.e. , ,  as follows. 
Eliminating the equation corresponding to the out of plane strain increment and 
using that  the correction of the remanent strain components is given 
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Note that in solving , the Jacobian matrix  is symmetric. Next, using the 
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Note that .  






is the plane strain algorithmic tangent matrix and  is a constant matrix relating the 
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Appendix B: Helmholtz Free Energy and Material Properties of BaTiO3  
 
The general form for the Helmholtz free energy applied in Chapter 4 is given in 
Equation (4.25). For a coordinate system with the Cartesian axes aligned with [100] 
directions, the specific form used to fit the dielectric, piezoelectric and elastic properties 
of ferroelectric single crystals that undergo a cubic to tetragonal phase transformation 
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The properties of mono-domain single crystal barium titanate (BaTiO3) have been 
measured by Li et al. (Li et al., 1991), at room temperature (~22 °C). For a domain with 
spontaneous polarization in the x3 direction, the spontaneous polarization and strain rate 
are: 
P3
s = 0.26C /m2,  P1
s = P2
s = 0,  ! s33 = 0.0082,
! s11 = !
s









In the same coordinate system, the elastic, piezoelectric, and dielectric properties 
given in standard Voigt notation are:  
 
s11
E = 8.01!10"12m2 / N,       s12
E = "1.57!10"12m2 / N,      s13
E = "4.6 !10"12m2 / N
s33
E =12.8!10"12m2 / N,       s44
E =17.8!10"12m2 / N,        s66
E = 7.91!10"12m2 / N,
d33 = 8106 !10
"12C / N,       d31 = "50 !10
"12m2 / N,        d15 = 580 !10
"12m2 / N,
!11
" = 3.63!10"9Vm /C,        ! 33
" =1.42 !10"9Vm /C,




where ! 0  is the dielectric permittivity of free space. 
In order to fit these properties of a mono-domain the coefficients of the Helmholtz 




where  E0 = 2.12847!10
7V /m,  ! 0 = E0P0 / "0 = 692 !10
6N /m2.   The definition of P0  
and !0  arises from the spontaneous state and are P0 = 0.26C /m2,  !0 = 0.0082.  And the 
critical electric field E0  is the magnitude of the electric field required to cause 
homogeneous 180° switching when the electric field is applied in the opposite direction 
of the uniform spontaneous polarization. Finally, the stress ! 0  is a derived quantity used 
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