Abstract. Let E be a real normed linear space and A : E → E be a uniformly quasi-accretive map. For arbitrary x 1 ∈ E define the sequence xn ∈ E by x n+1 := xn − αnAxn, n ≥ 1, where {αn} is a positve real sequence satisfying the following conditions:
Introduction
Let E be a real normed linear space with dual E * . We denote by J the normalized duality mapping from E to 2 E * defined by
where ., . denotes the generalized duality pairing. It is well known that if E * is strictly convex, then J is single−valued and if E * is uniformly convex, then J is uniformly continuous on bounded subsets of E. Observe that T is uniformly pseudocontractive if and only if (I − T ) is uniformly accretive (where I denotes the identity operator). Furthermore, a close look at the above definitions shows that the class of uniformly pseudocontractive maps includes several important classes of operators studied by various authors.
A map A : D(A) ⊆ E → E is called strongly accretive if for each x, y ∈ D(A), there exist j(x − y) ∈ J(x −
(1) If, for example, in (1.4) Ω(t) := st 2 , 0 < s < 1, then we have the class of strongly pseudocontractive maps studied by several authors (see, for example [3, 4, 5, 6, 7, 8, 9, 10, 15, 16, 17, 18, 21] ).
(2) If Ω(t) = tβ(t), where β : [0, ∞) → [0, ∞) is a strictly increasing function with β(0) = 0, then (1.4) reduces to (1.3) and we have the class of β-strongly pseudocontractive maps studied by several authors (see, for example [11, 12, 14, 25, 29, 30] ).
Thus, we observe that the class of uniformly pseudocontractive maps includes the classes of β-strongly pseudocontractive and hence strongly pseudocontractive maps. This inclusion is proper (see [24] ).
Let N (A) := {x ∈ D(A) : Ax = 0} and F (T ) := {x ∈ D(T ) : T x = x} denote the null space of A and the fixed-point set of T , respectively. If N (A) = ∅ (respectively, F (T ) = ∅) and (1.2) (respectively, (1.4)) holds ∀x ∈ D(A) (respectively, ∀x ∈ D(T )) and y ∈ N (A) (respectively, y ∈ F (T )), then A (respectively, T ) is called uniformly quasi-accretive (respectively, uniformly hemi-contractive). We observe that a uniformly quasi-accretive map has at most one solution x * . This follows from (1.2).
The accretive operators were introduced independently in 1967 by Browder [2] and Kato [20] . Interest in such maps stems mainly from their firm connection with equations of evolution. It is known (see, e.g., [31] ) that many physically significant problems can be modeled by initial-value problems of the form
where A is an accretive operator in an appropriate Banach space. Typical examples where such evolution equations occur can be found in the heat, wave or Schrödinger equations. The solutions of the equation Ax = 0 are precisely the equilibrium points of the system (1.5). Consequently, considerable research efforts have been devoted, especially within the past 20 years or so, to methods of approximating these equilibrium points (when they exist). Clearly a map T is pseudocontractive if and only if A := I − T is accretive so that solutions of Ax = 0 for accretive operator A correspond to fixed points of T . In 1987, in this connection, one of the authors (CEC) ( [6] ) proved that, if X = L p (p ≥ 2), K is a bounded closed convex nonempty subset of X and T : K → K is Lipschitzian and strongly pseudocontractive, then the Mann iteration process (see, e.g., [23] ) converges to the fixed points of T . In 1990, he extended the result ( [7] ) to L p (or l p ) spaces, 1 < p < ∞, using different conditions on the {α n } and a different proof technique (see, e.g., a recent survey by B. E. Rhoades and L. Saliga [28] and the reference therein). These results which generalize several important known results have themselves been extended to various Banach spaces and to various classes of nonlinear operators (see, e.g., [11, 12, 14, 16, 17, 18, 24, 29] ). The class of uniformly hemi-contractive operators and, correspondingly, the class of uniformly quasi-accretive operators now seem to be the largest class for which solutions are unique and convergence theorems have been proved.
In this connection, Osilike [26, 27] observed that the class of maps studied by Dunn [18] and Weng [30] are proper subclasses of the class of uniformly hemicontractive maps and proved that if K is a nonempty subset of a uniformly smooth Banach space and T : K → 2 K is a multi-valued uniformly hemi-contractive map, then a Mann-type iteration sequence converges strongly to the fixed point of T . In [29] , Zhang proved that if D is a nonempty subset of a real smooth Banach space E, and T : D → 2 E is a uniformly hemi-contractive map such that T (D) := x∈D T x is a bounded subset of E, then an Ishikawa-type sequence (see, e.g., [19, 29] ) converges strongly to x * ∈ F (T ), provided that the sequence is well defined ∀n ≥ 0, ||η n − ξ n+1 || → 0 and σ := inf n∈N0
is a strictly increasing function with ψ(0) = 0. Recently, Moore and Nnoli [24] proved that if E is a real normed linear space and T : E → 2 E is a uniformly continuous and uniformly hemi-contractive set-valued map with nonempty closed values such that the range of T is bounded, then an Ishikawa-type iteration process converges strongly to x * ∈ F (T ). Of course, the uniform continuity assumption is stronger than the condition ||η n − ξ n+1 || → 0, η n ∈ T y n , ξ n+1 ∈ T x n+1 imposed in [29] .
It is our purpose in this paper to prove that a Mann-type iteration process converges strongly to the zero of a uniformly quasi-accretive map in arbitrary normed linear spaces. Related results deal with the strong convergence of this iteration process to fixed points of uniformly hemi-contractive maps in arbitrary real normed linear spaces. Our theorems unify and extend the results of several authors. In particular, our Corollary 3.3 (below) extends the results of Zhang from real smooth Banach spaces to arbitrary normed linear spaces and without the requirement that T (D) be bounded. In addition, our Theorem 3.6 (below) dispenses with the requirement imposed by Moore and Nnoli that the range of T be bounded. Furthermore, our theorems are proved for the Mann-type iteration process which has a much simpler recursion formula and hence is more convenient than the Ishikawa formula in applications. Finally, we remark that all our theorems hold for the so-called Mann-type sequences with errors (see, e.g., [21] and our Remarks 3.12-3.14 below).
Preliminaries
Let E be a real normed linear space with dual E * . The modulus of smoothness of E is defined by
E is said to be uniformly smooth if lim
Typical examples of such spaces are the Lebesgue L p , the sequence l p , and the Sobolev W m p spaces, 1 < p < ∞. A map P of E to E is said to be a retraction if P 2 = P . A subset K of E is said to be a nonexpansive retract of E if there exists a nonexpansive retraction of E onto K. If E = H is a Hilbert space, the metric projection P K is a nonexpansive retraction from H to any closed convex subset K of H.
In the sequel we shall use the following two well-known lemmas.
Lemma 2.1 (see, e.g., [14] ). Let E be a real normed linear space and J the normalized duality map on E. Then for any given x, y ∈ E, the following inequality holds: 
Lemma 2.2 ([1]). Let {λ n } and {γ n } be sequences of nonnegative numbers and {α n } be a sequence of positive numbers satisfying the conditions
∞ 1 α n = ∞ and γn αn → 0, as n → ∞. Let the recursive inequality λ n+1 ≤ λ n − α n ψ(λ n ) + γ n , n = 1, 2, ...,
Main results
We first prove the following technical lemma which will be used in the sequel. Lemma 3.1. Let {λ n } and {b n } be sequences of nonnegative numbers and {α n } ⊆ (0, 1) a sequence satisfying the conditions that {λ n } is bounded,
be given where
Claim: a = 0. Suppose not. Then there exists an integer
which implies that α n < ∞, a contradiction. Therefore, a = 0. Thus, there exists a subsequence {λ nj } of {λ n } such that lim λ nj = 0. For arbitrary > 0, let
2m . Let N * := max{N 3 , N 4 } and fix j * > N * . Then we show that λ nj * +k < 4 ∀k ∈ N. For k = 0, the result clearly holds. Suppose it holds for any k > 0. Then we show that it holds for k + 1. Suppose not. Then we have λ nj * +k+1 ≥ 4 . Thus, from (3.1) and the above estimates we get that 2 
16
≤ λ
16 , a contradiction. Therefore, λ nj * +k < 4 ∀k ∈ N and hence λ n → 0 as n → ∞. 
where lim n→∞ α n = 0 and Proof. By the recursion formula (3.2) and Lemma 2.1 we have that
If there exists an integer n > 0 such that x n+1 = x * , then we are done. Suppose x n+1 = x * ∀n ≥ 1. Then from (3.3) and our hypothesis we have that
Let N ⊂ N be such that ||Ax n+1 − Ax n || ≤ σ ∀n ≥ N . Then from (3.4), for all n ≥ N , we get that
Thus the sequence {||x n+1 − x * ||} is bounded. Now let λ n := ||x n − x * ||, b n := ||Ax n+1 − Ax n ||. Then, (3.3) gives that
The conclusion now follows from Lemma 3.1. 
Theorem 3.4. Let E be a real normed linear space. Suppose A : E → E is a strongly accretive map such that the solution x
* of the equation Ax = 0 exists. For arbitrary x 1 ∈ E define the sequence {x n } iteratively by
where {α n } is a positive real sequence such that lim α n = 0 and α n = ∞. Suppose that ||Ax n − Ax n+1 || → 0 as n → ∞. Then {x n } converges strongly to the unique solution of the equation Ax = 0.
Proof. As in the proof of Theorem 3.2 and using the definition of a strongly accretive map we get that
Now, we show that {||x n − x * ||} is bounded. Since ||Ax n+1 − Ax n || → 0, there exists M > 0 such that ||Ax n+1 − Ax n || ≤ M for all n ≥ 1. If there exists n 0 such that x n0+1 = x * , then x n = x * for all integers n ≥ n 0 and so {||x n − x * ||} is bounded. Assume now that ||x n+1 − x * || = 0 for all integers n ≥ 1. Consider the following sets:
Hence for all n ∈ N 1 , we have
Case 2. If n ∈ N 2 , using inequality (3.5) we obtain that ||x n+1 − x * || ≤ M k for all integers n ∈ N 2 . Hence for all positive integers n,
and so {||x n − x * ||} is bounded. Therefore, the conclusion follows from Lemma 3.1.
Using the method of proof of Theorem 3.4 the following generalization of Theorem 3.4 is easily proved. In fact, we have the following theorem. Claim: x n ∈ B ∀n ≥ 1. We show this by induction. By our choice x 1 ∈ B. Suppose x n ∈ B. We show that x n+1 ∈ B. Suppose not; then ||x n+1 − x * || > r and from (3.6) and the above estimates we have ||x n+1 − x n || ≤ α n ||Ax n || ≤ α n M < δ and hence ||Ax n+1 − Ax n || < . Moreover,
Now, as in the proof of Theorem 3.2, by Lemma 2.1 and the above estimates we have that
and hence ||x n+1 − x * || < r, a contradiction. Therefore, the claim holds. Now we show that x n → x * . Since ||x n+1 − x n || → 0, by the uniform continuity of A we have ||Ax n+1 − Ax n || → 0 as n → ∞. The conclusion now follows from the first inequality of (3.7) with the use of Lemma 3.1.
Corollary 3.7.
Suppose K is a closed convex subset of a real normed linear space E. Suppose T : K → K is a uniformly hemi-contractive and uniformly continuous map. For arbitrary x 1 ∈ K define the sequence {x n } iteratively by 
where lim α n = 0 and α n = ∞. Then, there exists a constant d 0 > 0 such that if 0 < α n ≤ d 0 , {x n } converges strongly to the unique solution of Ax = 0.
Proof. As in the proof of Theorem 3.6 let r be sufficiently large such that
As j is uniformly continuous on bounded subsets of E, for :
Claim: {x n } is bounded. It suffices to show that x n is in G for all n ≥ 1. The proof is by induction. By our assumption x 1 ∈ G. Suppose x n ∈ G. We prove that
Thus we have the following estimates:
and hence
Set r n := x n − α n Ax n . Then from (3.9), Lemma 2.1 and the above estimates we have that
(3.10)
2M . Thus (3.10) gives that
i.e., ||x n+1 − x * || < r, a contradiction. Therefore x n+1 ∈ G. Thus by induction {x n } is bounded. Now we show that x n → x * . Note that r n − x n → 0 as n → ∞ and hence by the uniform continuity of j on bounded subsets of E we have that
Let λ n := ||x n − x * || 2 and γ n := 2α n M γ n . Then from inequality (3.10) we obtain that
and γn αn → 0 as n → ∞. Therefore, the conclusion of the theorem follows from Lemma 2.2. Proof. The proof follows from Theorem 3.8.
If in Theorem 3.8 and Corollary 3.9, 0 ≤ α n < 1 and the operator is self-map, the use of the projection operator P will not be necessary. In fact, the following corollaries follow trivially. Remark 3.12. Recently, one of the authors (CEC) and Mutangadura [13] constructed an example of a Lipschitz pseudocontractive map defined on a compact convex subset of a Hilbert space into itself with a unique fixed point for which no Mann sequence converges. This example shows that for the iterative approximation of fixed points of Lipschitz pseudocontractions, the Mann iteration method does not always converge and so the Ishikawa iteration process (see, e.g., [19] ) is certainly desirable. However, it is clear that whenever a Mann sequence converges, it is preferred to the Ishikawa process because of its simpler form. But, because the Ishikawa method was successfully applied to approximate fixed points of Lipschitz pseudocontractive maps, the following modification of it (which we shall refer to as Ishikawa-type) was introduced: If K is a nonempty convex subset of a real normed linear space and T : K → K is a map, then for arbitrary x 0 ∈ K, the sequence {x n } in K is defined by (3.14)
where
We emphasize the following observations:
(1) The condition 0 ≤ α n ≤ β n < 1 in the Ishikawa scheme is replaced with (i) where α n and β n are independent. (2) The condition α n β n = ∞ is replaced with condition (iii).
It turns out, however, that if the Ishikawa-type sequence defined by (3.14) with conditions (i)-(iii) converges, then the Mann sequence {x n } defined by x 0 ∈ K,
where (a) 0 ≤ α n < 1 for all integers n ≥ 0; (b) lim α n = 0, (iii) α n = ∞, converges. On the other hand, if the Mann sequence converges, by setting β n ≡ 0 for all integers n ≥ 0 in the recursion formulas (3.14), the Ishikawa-type sequence reduces to the simpler Mann sequence.
Thus, in this case, the Ishikawa-type sequence {x n } defined by equations (3.14) with conditions (i)-(iii), which has been studied extensively by various authors, is not needed. The simpler Mann-type sequence always converges in this case and is preferred.
Remark 3.13. It is known that if a theorem is proved using a Mann or Ishikawa sequence (without the so-called error terms (see, e.g., [21] ) in the recursion formula), then the introduction of bounded error terms in the recursion formula does not lead to further generalizations. The computations are generally mere repetitions of those without error terms.
Remark 3.14. All our theorems and corollaries in this paper hold when the maps are set-valued, if such maps admit single-valued selections. In such cases each operator in our recursion formula is replaced with its single-valued selection. We omit the details. We remark in passing that a uniformly continuous pseudocontractive map cannot be set-valued (see, e.g., [22] ). Remark 3.15. As has been noted in the Introduction, our theorems and corollaries extend, unify, and generalize several important known results. In particular, Corollary 3.3 extends Theorem 2.1 of [29] from real smooth Banach spaces to real normed linear spaces and without the requirement that T (D) be bounded. Theorem 3.6 extends Theorem 2.2 of [24] by dispensing with the boundedness condition imposed on the range of operator A. Corollary 3.7 extends Theorem 3.2 of [11] to the more general class of uniformly hemi-contractive maps. Theorem 3.8 and Corollary 3.9 extend Theorems 2 and 3 of [14] , respectively, to a more general class of maps considered here.
