The paper introduces an extension of context-free grammars equipped with a quantifier for referring to the left context, in which the substring being defined does occur. For example, a rule A → a & ¡B defines a string a, as long as it is preceded by any string defined by B. The conjunction operator in this example is taken from conjunctive grammars (Okhotin, 2001) , which are an extension of the standard context-free grammars that maintains most of their practical properties, including many parsing algorithms. This paper gives two equivalent definitions of grammars with left contexts-by logical deduction and by language equationsand establishes their basic properties, including a transformation to a normal form, a cubic-time parsing algorithm, with a square-time version for unambiguous grammars, and another recognition algorithm that uses linear space.
Introduction
Context-free grammars are a logic for defining the syntax of languages. In this logic, the definitions are inductive, so that the properties of a string are determined by the properties of its substrings. This is how a rule S → aSb asserts that if a string a n−1 b n−1 has the property S, then the string a n b n has the property S as well. Besides the concatenation, the formalism of this logic has an implicit disjunction operation, represented by having multiple rules for a single symbol. This logic can be further augmented with conjunction and negation operations, which was done by the second author [12, 14] in conjunctive grammars and Boolean grammars, respectively. These grammars preserve the main idea of the contextfree grammars-that of defining syntax inductively, as described above-maintain most of their practically important features, such as efficient parsing algorithms [14, 16, 17, 19] , and have been a subject of diverse research [1, 4, 8, 9, 11, 20, 21] . As the applicability of a rule of a Boolean grammar to a substring is independent of the context, in which the substring occurs, Boolean grammars constitute a natural general case of context-free grammars. Standard context-free grammars can be viewed as their disjunctive fragment.
When Chomsky [2] introduced the term "context-free grammar" for an intuitively obvious model of syntax, he had a further idea of a more powerful model, in which one could define rules applicable only in some particular contexts [2, p. 142] . However, Chomsky's attempt to formalize his idea using the tools available at the time (namely, string-rewriting systems) led to nothing but space-bounded nondeterministic Turing machines; the "nonterminal symbols" in that model no longer represent any syntactic classes, and are simply bits in the memory of those Turing machines. Even though the resulting devices are still known under the name of "context-sensitive grammars", they have nothing to do with the syntax of languages, and, in particular, they fail to implement Chomsky's original idea of a phrase-structure rule applicable in a context. This paper undertakes to reconsider Chomsky's [2] idea of contexts in grammars, this time using the appropriate tools of deduction systems and language equations, and drawing from the experience of developing the conjunctive grammars. The model proposed in this paper are grammars with one-sided contexts, which introduce two special quantifiers for representing contexts of a substring being defined. The left context quantifier refers to the "past" of the current substring: an expression ¡α defines any substring that is directly preceded by a prefix of the form α. This quantifier is meant to be used along with usual, unquantified specifications of the structure of the current substring, using conjunction to combine several specifications. For example, consider the rule A → BC & ¡D, which represents any substring of the form BC preceded by a substring of the form D. If the grammar contains additional rules B → b, C → c and D → d, then the above rule for A specifies that a substring bc of a string w = dbc . . . has the property A; however, this rule will not produce the same substring occurring in the strings w = abc or w = adbc. The other extended left context quantifier α represents the form of the left context of the current substring concatenated with the substring itself, so that the rules A → B & E, B → b, E → ab define that the substring b occurring in the string w = ab has the property A. One can symmetrically define right contexts, denoted by the quantifiers £α and α.
In the literature, related ideas have occasionally arisen in connection with parsing, where (extended) right contexts αΣ * (in the terminology of this paper) are considered as "lookahead strings" and are used to guide a deterministic parser. If α represents a regular language, these simple forms of contexts occur in LR-regular [3] , LL-regular [7] and LL(*) [22] parsers. Some software tools for engineering parsers, such as those developed by Parr and Fischer [22] and by Ford [5] , allow specifying contexts αΣ * , with α defined within the grammar, and such specifications can be used by a programmer for ad hoc adjustment of the behaviour of a deterministic recursive descent parser.
In this paper, the above intuitive definition of grammars with one-sided contexts is formalized in two equivalent ways. The first possibility, pursued in Section 2, is to consider deduction of elementary propositions of the form [A, u v ], where u v denotes a substring v in left context u (that is, occurring in a string uvw) and A is a syntactic property defined by the grammar ("nonterminal symbol" in Chomsky's terminology); this proposition asserts that v has the property A in the context u. Then, each rule of the grammar, which is of the general form . . & γ n , becomes a deduction scheme for inferring elementary propositions of this form from each other, and the language generated by the grammar is ultimately defined as the set of all such strings w that [S, ε w ] can be deduced. A standard proof tree of such a deduction constitutes a parse tree of the string w. This definition generalizes the representation of standard context-free grammars by deduction-assumed, for instance, in a monograph by Sikkel [23] -as well as the extension of this representation to conjunctive grammars [15] .
An alternative, equivalent definition given in Section 3 uses a generalization of language equations, in which the unknowns are sets of pairs of a string and its left context. All connectives and quantifiers in the rules of a grammar-that is, concatenation, disjunction, conjunction and both context quantifiers-are then interpreted as operations on such sets, and the resulting system of equations is proved to have a least fixpoint, as in the known cases of standard context-free grammars [6] and conjunctive grammars [13] . This least solution defines the language generated by the grammar.
These definitions ensure that the proposed grammars with one-sided contexts define the properties of strings inductively from the properties of their substrings and of the contexts, in which these substrings occur. There is no uncontrollable rewriting of "sentential forms" involved, and hence the proposed model avoids falling into the same pit as Chomsky's "context-sensitive grammars", that of being able to simulate computations of space-bounded Turing machines.
This paper settles the basic properties of grammars with one-sided contexts. First, a transformation to a normal form generalizing the Chomsky normal form is devised in Section 4; the construction proceeds in the usual way, first by eliminating empty strings, and then by removing cyclic dependencies. This normal form is then used to extend the basic Cocke-Kasami-Younger parsing algorithm to grammars with one-sided contexts; the algorithm, described in Section 5, works in time O(n 3 ), where n is the length of the input string. A variant of this algorithm works in time O(n 2 ) for unambiguous grammars with one-sided contexts; 2 this algorithm extends a similar algorithm for unambiguous Boolean grammars [18] , which is in turn based upon the algorithm of Kasami and Torii [10] . Finally, in Section 6, it is demonstrated that every language defined by a grammar with one-sided contexts can be recognized in deterministic linear space.
Definition by deduction
A grammar with one-sided contexts uses concatenation, conjunction and disjunction, as well as quantifiers, either only for left contexts (¡, ), or only for right contexts (£, ). Though left contexts are assumed throughout this paper, all results symmetrically hold for grammars with right contexts.
Definition 1.
A grammar with left contexts is a quadruple G = (Σ, N, P, S), where
• Σ is the alphabet of the language being defined;
• N is a finite set of auxiliary symbols ("nonterminal symbols" in Chomsky's terminology), disjoint with Σ, which denote the properties of strings defined in the grammar;
• P is a finite set of grammar rules, each of the form
• S ∈ N is a symbol representing syntactically well-formed sentences of the language (in the common jargon, "the start symbol").
For each grammar rule (1), each term α i , ¡β i and γ i is called a conjunct. Each unquantified conjunct α i gives a representation of the substring being defined as a concatenation of shorter substrings. A conjunct ¡β i similarly describes the form of the left context or the past of the substring being defined. Conjuncts of the form γ i refer to the form of the left context and the current substring, concatenated into a single string.
A grammar with left contexts degenerates to a conjunctive grammar, if the context quantifiers are never used, that is, if m = n = 0 for every rule (1); and further to a standard context-free grammar, if conjunction is never used, that is, if k = 1 in every rule.
Intuitively, a rule (1) can be read as follows: a substring v occurring in a left context u has the property A, if
• for each i ∈ {1, . . . , k}, the string v is representable as a concatenation α i = X 1 . . . X , with X 1 , . . . , X ∈ Σ ∪ N , where each symbol X i ∈ N represents any substring with the property X i , and
• for each i ∈ {1, . . . , m}, the left context u is representable as a concatenation β i , and
• for each i ∈ {1, . . . , n}, the string uv is representable as a concatenation γ i .
Thus, the conjunction sign in (1) indeed represents logical conjunction. As in a standard context-free grammar, multiple rules A → A 1 , . . . , A → A for a single nonterminal A represent logical disjunction of conditions, and are denoted by
Formally, the semantics of grammars with contexts are defined by a deduction system of elementary propositions (items) of the form "a string v ∈ Σ * written in a left context u ∈ Σ * has the property X ∈ Σ ∪ N ", denoted by [X, u v ]. The deduction begins with axioms, such as that any symbol a ∈ Σ written in any context has the property a, which is denoted by [a, x a ] for all x ∈ Σ * . Each rule in P is 3 then regarded as a schema for deduction rules. For example, a rule A → BC allows making deductions of the form
which is essentially a concatenation of v and w that respects the left contexts. If the rule is of the form A → BC&¡D, then this deduction requires an extra premise:
And if the rule is A → BC& E, the deduction proceeds as follows:
The general form of deduction schemata induced by a rule in P is defined below.
Definition 2. Let G = (Σ, N, P, S) be a grammar with left contexts, and define the following deduction system of items of the form [X, u v ], with X ∈ Σ ∪ N and u, v ∈ Σ * . There is a single axiom scheme:
. & γ n in the grammar defines the following scheme for deduction rules:
for all u, v ∈ Σ * and for every set of items I satisfying the below properties:
• For every unquantified conjunct α i = X 1 . . . X with 0 and X j ∈ Σ ∪ N , there should exist a
• For every conjunct ¡β i = ¡X 1 . . . X with 0 and X j ∈ Σ ∪ N , there should be such a partition
• Every conjunct γ i = X 1 . . . X with 0 and X j ∈ Σ ∪ N should have a corresponding partition uv = w 1 . . . w with [X j , w 1 . . . w j−1 w j ] ∈ I for all j.
Then the language generated by a nonterminal symbol A is defined as
The language generated by the grammar G is the set of all strings with left context ε generated by S:
Note that if α i = ε in the first case, then the given condition implies v = ε, and similarly, β i = ε implies u = ε, and γ i = ε implies u = v = ε.
Using both kinds of past quantifiers (¡ and ) is actually redundant, since each of them can be expressed through the other as follows:
• ¡D is equivalent to D Σ * , for a new nonterminal symbol D with the sole rule D → ε & D;
• E can be replaced by Σ * E , where the new nonterminal E has the unique rule E → ε & ¡E.
Using both types of contexts shall become essential later in Section 4, when transforming the grammar to a normal form, in which the empty string is prohibited.
The following sample grammar with contexts defines a rather simple language, which is an intersection of two standard context-free languages, and hence could be defined by a conjunctive grammar without contexts. The value of this example is in demonstrating the machinery of contexts in action. 
Example 1.
The following grammar generates the language { a n b n c n d n | n 0 }:
The symbol A generates all strings a n b n with n 0 in any context. Without the context specification ¡A, the symbol S would define all strings of the form w · h(w R ), where w ∈ {a, b} * and the homomorphism h maps a to d and b to c. However, the rule S → ε & ¡A ensures that the first half of the string is of the form a n b n for some n 0, and therefore S generates only strings of the form a n b n c n d n with n 0. Consider the following logical derivation of the fact that the string abcd with left context ε is defined by S.
The tree corresponding to this deduction is given in Figure 1 , where the dependence upon a context is marked by a dotted arrow. This tree represents a parse of the string according to the grammar.
The next grammar defines a language, for which no Boolean grammar is known.
Example 2. Consider the language
This is an abstract language representing declaration of identifiers before or after their use. Substrings of the form a k c represent declarations, while every substring of the form b k c is a reference to a declaration of the form a k c. 5
This language is generated by the following grammar:
The idea of the grammar is that S should generate a string u 1 . . . u u +1 . . . u n with u i ∈ a * c ∪ b * c if every reference in the suffix u +1 . . . u n has a corresponding declaration in the whole string u 1 . . . u n . This condition is defined inductively on . The rule S → ε defines the base case: the string u 1 . . . u n ε has the desired property. The rule S → CS appends a reference of the form (b * c & EF c), where the context specification ensures that this reference has a matching earlier declaration; here E represents the prefix of the string up to that earlier declaration, while F matches the symbols a in the declaration to the symbols b in the reference. The possibility of a later declaration is checked by another rule S → BS & DcE, in which the first conjunct BS appends a reference, while the other conjunct DcE uses D to match the as forming this references to the bs in the later declaration.
Consider an important property of formal grammars in general: the syntactic ambiguity, that is, having multiple parses of a single string. A grammar that defines a unique parse of each string it generates is known as unambiguous. The following formal definition of this notion is adapted from the case of conjunctive and Boolean grammars [18] . 
The grammar in Example 1, which generates the language { a n b n c n d n | n 0 }, is unambiguous. To see that there is no ambiguity of choice, consider that each string in L G (S) either begins with a and is generated by the rule S → aSd, or begins with b and is generated by S → bSc, or is empty and is generated by the last rule S → ε & ¡A; hence, the rules for S generate disjoint languages. Similarly, one of the two rules for A generates non-empty strings that begin with a, and the other generates the empty string. Concatenations in this grammar are unambiguous, because all of them are of the form xT y, with x, y ∈ Σ * and T ∈ N . On the other hand, the grammar in Example 2, representing the language of declarations before or after use, is ambiguous, because it directly transcribes the definition of the language (2) , and the latter definition contains syntactic ambiguity in itself. Whenever for a substring b k c representing a "reference" there exist multiple "declarations" u j = u j = a k c with j = j , the grammar will allow different parses for these two cases. In terms of Definition 3, every time a "reference" has matching "declarations" before and after it, there shall be an ambiguity of choice between the rules S → CS and S → BS&DcE. Multiple "declarations" before "reference" yield ambiguity in the concatenation EF c in the rule C → B&¡EF c. A "reference" followed by multiple "declarations" makes the concatenation DcE ambiguous.
Nevertheless, it is possible to construct an unambiguous grammar generating the same language as in Example 2. Such grammar would need to fix, which of the multiple "declarations" should be matched to each "reference"; for instance, this could be the leftmost "declaration". Constructing an unambiguous grammar for this language is left as an exercise for the reader. 
Definition by language equations
The representation of standard context-free grammars by language equations, introduced by Ginsburg and Rice [6] , is one of the several ways of defining their semantics. For example, a grammar S → aSb | ε is regarded as an equation S = {a} · S · {b} ∪ {ε}, which has the unique solution S = { a n b n | n 0 }. Conjunctive grammars inherit the same definition by equations [13] , with the conjunction represented by the intersection operation.
This important representation can be extended to grammars with contexts. However, in order to represent contexts in the equations, the whole model has to be extended from ordinary formal languages to sets of pairs of the form u v , that is, to languages of pairs L ⊆ Σ * × Σ * . All usual operations on languages used in equations will have to be extended to languages of pairs. For
Definition 4. For every grammar with contexts G = (Σ, N, P, S), the associated system of language equations is a system of equations in variables N , in which each variable assumes a value of a language of pairs L ⊆ Σ * × Σ * , and which contains the following equations for every variable A:
Each instance of a symbol a ∈ Σ in such a system defines the language { x a | x ∈ Σ * }, and each empty string denotes the language { x ε | x ∈ Σ * }. A solution of such a system is a vector of languages (. . . , L A , . . .) A∈N , such that the substitution of L A for A, for all A ∈ N , turns each equation (3) into an equality.
This system always has solutions, and among them the least solution with respect to the partial order of componentwise inclusion on the set (2
Consider a system of language equations of the form
where
. . , X n , defined using the operations of concatenation, union, intersection, and the ¡-and -contexts. The right-hand sides of such a system can be represented as a vector function ϕ = (ϕ 1 , . . . , ϕ n ), which has the following properties: Lemma 1. For every grammar with contexts, the vector function ϕ = (ϕ 1 , . . . , ϕ n ) in the associated system of language equations is monotone, in the sense that for any two vectors K and L, the inequality
Lemma 2. For every grammar with contexts, the vector function ϕ = (ϕ 1 , . . . , ϕ n ) in the associated system of language equations is continuous, in the sense that for every sequence of vectors of languages of pairs
The next result follows by the standard method of least fixed points.
Lemma 3.
If ϕ is monotone and continuous, then the system X = ϕ(X) has a least solution, which is given by
Therefore, every system of equations corresponding to a grammar with contexts has a least solution, which shall be used to give an equivalent definition of the language generated by a grammar.
Definition 5. Let G = (Σ, N, P, S) be a grammar with contexts, let X = ϕ(X) be the associated system of language equations, and let
. . , A n }, be its least solution. Define the language generated by each nonterminal symbol A ∈ N as the corresponding component of this solution:
Example 3. The following system of equations represents the grammar in Example 1:
Consider the sequence of iterations leading to the least solution of the system.
Thus, the unique solution of the system is S = { a i a 
Theorem 1.
Let G = (Σ, N, P, S) be a grammar with left contexts, and let X = ϕ(X) be the associated system of language equations. Let u v ∈ Σ * × Σ * be a string with a context. Then, for every A ∈ N ,
The following obvious property of concatenation of languages with contexts shall be used in the proof of the theorem.
Proof of Theorem 1. ⇒ The proof is by induction on t, the number of iterations made until u v ∈
A . Basis. Let t = 0, then there are no A ∈ N satisfying the assumptions. Induction step. Let the string u v be obtained in t iterations, that is, u v ∈ ϕ A (ϕ t−1 (⊥)), where ⊥= (∅, . . . , ∅) is the least element. Then, substituting ϕ t−1 (⊥) into the equation for A yields
Hence, there should exist a rule
such that
• for each
Consider first the conjuncts of the form α i , for i ∈ {1, . . . , k}. Let
Then, for each nonterminal symbol X j = B ∈ N , the string with a context uv 1 . . . v j−1 v j should be in ϕ t−1 (⊥) B , and hence, by the induction hypothesis,
For each X j = a ∈ Σ, the above condition (5) implies that v j = a, and hence G [X j , uv 1 
The cases of conjuncts ¡β i and γ i are analogous: one can show that
, using the induction hypothesis for nonterminal symbols and the axiom for terminal symbols.
Thus all the premises for deducing the item [A, u v ] according to the rule (4) have been obtained, and one can make the desired step of deduction:
The proof is by induction on p. Basis. Let p = 1, that is, the item [A, u v ] is deduced in a single step, without any premises. Then it is obtained by a rule comprised of one or more conjuncts of the form v, ¡u and uv (such as
The pth step of deduction is applying some rule
Consider any unquantified conjunct α i = X 1 . . . X with X j ∈ Σ ∪ N , and fix any j-th symbol X j . It is known that G [X j , uv 1 
takes less than p steps, and therefore, by the induction hypothesis, there exist a number t i,j , such that uv 1 
As the concatenation of these strings with contexts is u v 1 
, where t i = max j t i,j . Applying the same procedure to each conjunct α i , ¡β i or γ i similarly yields
, for some appropriate number t i . Let t be the maximum of all these numbers. Then,
as desired.
Normal form
The origin of the normal form for grammars with one-sided contexts developed in this section is the Chomsky normal form for standard context-free grammars, in which all rules are of the form A → BC and A → a. Its extension to conjunctive grammars allows rules of the form
The transformation to this normal form is done by first eliminating null conjuncts, that is, rules of the form A → ε& . . ., and then removing unit conjuncts, or rules of the form A → B& . . ..
This normal form and the corresponding transformation shall now be further extended to grammars with contexts.
Definition 6.
A grammar with one-sided contexts G = (Σ, N, P, S) is said to be in the binary normal form, if each rule in P is in one of the forms
The transformation to this normal form is comprised of three stages: the elimination of null conjuncts (that is, any rules of the form A → ε & . . .) the elimination of null contexts (rules of the form A → ¡ε & . . .) and finally the elimination of unit conjuncts (any rules A → B& . . . with B ∈ N ).
Null conjuncts
The task of eliminating null conjuncts is formulated in the same way as for conjunctive and standard context-free grammars: for any given grammar with contexts that does not generate the empty string, the goal is to construct a grammar without ε-conjuncts that generates the same language. A similar construction for context-free grammars, as well as for conjunctive grammars, begins with determining the set of nonterminals that generate the empty string, which is obtained as a least upper bound of an ascending sequence of sets of nonterminals. For grammars with contexts, it is necessary to consider pairs of the form (A, R), with A ∈ N and R ⊆ N , representing the intuitive idea that A generates ε in the context of the form described by all nonterminals in R. The set of all such pairs is obtained as a limit of a sequence of sets as follows. 10
Definition 7. Let G = (Σ, N, P, S) be a grammar with contexts. Assume, without loss of generality, that in each rule of the grammar, the context quantifiers are applied only to single nonterminal symbols rather than concatenations. Construct the sequence of sets Nullable i (G) ⊆ N × 2 N , with i 0, by setting
where S * , for any set S ⊆ N × 2 N , denotes the set of all pairs (A 1 . . . A , R 1 ∪ . . . ∪ R ) with 0 and
Finally, let
In the definition of S * , note that ∅ * = {(ε, ∅)}. This value of Nullable * i (G) is used in the construction of Nullable 1 (G).
Example 4. Consider the following grammar, which generates the language {a, ab, aab}:
Note that the grammar does not generate the string aa, because T generates ε only in the left context a. For this grammar,
and Nullable(G) = Nullable 2 (G). The pair (T, {A, A }) represents the ability of T to generate the empty string in any context defined by both A and A .
The next lemma explains how the set Nullable(G) represents the generation of ε by different nonterminals in different contexts.
Lemma 5. Let G = (Σ, N, P, S) be a grammar with contexts, let A ∈ N and u ∈ Σ * . Then, u ε ∈ L G (A) if and only if there exist
This lemma shall be proved in the following more general form, which clearly implies Lemma 5 as it is.
Lemma 5 . Let G = (Σ, N, P, S) be a grammar with contexts, let A ∈ N and u ∈ Σ * . Then the following statements are equivalent:
there exists a rule
such that there exist
Proof. 1 =⇒ 2 Let R = {K 1 , . . . , K t } and (A, R) ∈ Nullable(G). According to Definition 7, (A, R) ∈ Nullable n (G) for some n 0. The proof is by induction on n.
Basis. Let n = 0, then Nullable 0 (G) = ∅ and there is no A ∈ N satisfying the assumptions.
According to Definition 7, the set P contains a rule of the form
For each unquantified conjunct α i in this rule, let R i ⊆ R be any set with (α i , R i ) ∈ Nullable * n−1 (G); such a set exists according to Definition 7. Let α i = X i,1 . . . X i, with 0 and X i,1 , . . . , X i, ∈ Σ∪N . Then, by the definition of a "star" of Nullable * n−1 (G), there exist sets
The same procedure is repeated for every pair (α i , R i ) ∈ Nullable * n−1 (G), where α i = X i,1 . . . X i, i , which gives all the premises for deducing the membership of u ε in L G (A):
2 =⇒ 3 The proof is by induction on p, the number of steps used in deduction of an item [A, u ε ]. Basis. Let p = 1. Consider an item [A, u v ] which is obtained by some rule A → ε ∈ P . Then (A, ∅) ∈ Nullable(G).
Induction step. Consider an item [A, u ε ] which is obtained by some rule
such that u ε ∈ L G (X i,j ) (for each unquantified conjunct α i = X i,1 . . . X i, i ) and ε u ∈ L G (K i ) (for each quantified conjunct K i of the rule, with i ∈ {1, . . . , t }).
Consider some conjunct α i = X i,1 . . . X i, i of the rule (8) . By definition of a "star" of Nullable(G), there exist sets
The same procedure is repeated for each unquantified conjunct of the rule (8). Thus, (α i , R i ) ∈ Nullable * (G), for all i ∈ {1, . . . , k}.
3 =⇒ 1 . Let the rule of the form (7) be in P . By Definition 7, (A,
It is convenient to begin the elimination of null conjuncts with the following pre-processing stage.
Lemma 6. For every grammar with contexts, there exists and can be effectively constructed another grammar with contexts generating the same language, in which all rules are of the form
where a ∈ Σ and A, B, C,
Proof. Each conjunct in the given grammar G = (Σ, N, P, S) is of the form α, ¡α or α, where α ∈ (Σ∪N ) * . First, each conjunct with |α| > 2, is shortened by introducing new nonterminals: for instance, ¡BaC may become ¡BX aC , with a rule X aC → aC. Every instance of a symbol a ∈ Σ in a conjunct α with |α| = 2 is replaced with a new nonterminal X a with a unique rule X a → a.
Finally, each quantified conjunct ¡β or β with β ∈ Σ or |β| > 1 is replaced by ¡Y β or Y β , respectively, where Y β is a new nonterminal with a unique rule Y β → β.
Lemma 7. Let G = (Σ, N, P, S) be a grammar with contexts, let A ∈ N and u ∈ Σ * , and assume that there exist two distinct sets R, R ⊆ N with (A, R), (A, R ) ∈ Nullable(G) and ε u ∈ L G (K) for each K ∈ R ∪ R . Then the grammar is ambiguous.
Proof. According to Definition 7, (A, R), (A, R ) ∈ Nullable n (G) for some n 0. Let n be the least such number.
Prove by induction on n, that the grammar G has an ambiguity of choice of rule for some nonterminal and for the string u ε .
Basis. Let n = 0, then Nullable n (G) = ∅ and there is no A ∈ N satisfying the assumptions. Induction step. Consider a pair (A, R) ∈ Nullable n (G). Applying Lemma 5 gives that u ε ∈ L G (A) and the last step of its deduction uses a rule
On the other hand, consider a pair (A, R ) ∈ Nullable n (G). Applying Lemma 5 gives that u ε ∈ L G (A), where the last step of its deduction uses a rule
If the rules (10) and (11) are distinct, then the grammar G has ambiguity of choice of rule, which proves the lemma.
Assume that (10) and (11) are the same rule. Then the processing of rule (10) in the construction of the set Nullable(G) has yielded two distinct pairs (A, R), (A, R ) ∈ Nullable n (G) with different sets of contexts: R = R .
Thus, there exist (possibly empty) sets
, and at least for one j ∈ {1, . . . , k} it holds that (α j , R j ) = (α j , R j ). Let α j = X 1 . . . X with X 1 , . . . , X ∈ N . Then for some nonterminal B = X i it holds that (B, R), (B, R ) ∈ Nullable * n−1 (G) with R, R ⊆ N and R = R . By induction hypothesis, there exist two rules for the nonterminal B such that x ε ∈ L G (B) (for some x ∈ Σ * ).
The following transformation eliminates all null conjuncts from a given grammar with contexts.
Construction 1.
Let G = (Σ, N, P, S) be a grammar with left contexts, and assume, without loss of generality, that G is of the form obtained in Lemma 6. Consider the set Nullable(G) and construct the following grammar with contexts G = (Σ, N, P , S).
1. Add to P all rules of the form A → a in P .
For every rule
. & E n in P , the set P contains the following rules:
3. Every rule of the form A → BC in P is added to P , along with the following extra rules:
where the last rule is added if there exists such a nonempty set 
Proof. ⊆ It is claimed that
The proof is by induction on p, the number of steps used in deduction of [A, u v ] in G.
Basis. Let p = 1. Consider an item [A, u v ] with v = a ∈ Σ, which is obtained by some rule A → a ∈ P . According to Construction 1, the rule A → a is also in P , and hence
Induction step. Consider an item [A, u v ] which is deduced in p steps either by some rule A → BC ∈ P or by some rule
Case 1. The item [A, u v ] is deduced by applying the inference rule to the items [B, u v
, and each of them is deduced in fewer than p steps. Then there are the following three possibilities:
Let the rule be
By the induction hypothesis, each of these items is deducible in the grammar G. According to Construction 1, the same rule is in P , which allows the following deduction: 
Assume that the rule is of the form
deduced in both the grammar G and G (the latter holds by induction hypothesis). According to Construction 1, the grammar G should have a rule of the form A → BC, such that (C,
Similarly to the previous case, one can conclude that Proof. Let G = (Σ, N, P, S) be a grammar with contexts to be transformed by Construction 1 to an equivalent ε-free grammar G = (Σ, N, P , S). Assume, without loss of generality, that G is of the form obtained in Lemma 6. Since the steps 1 and 2 of Construction 1 do not add to the set P any rules which are not already in P , the ambiguity of the grammar is preserved.
Consider a rule of the form A → BC ∈ P . Suppose that some string u v is generated by more than one rule of the forms (12a)-(12c), which can be added to P according to Construction 1. Then the following cases are possible.
1.
The string u v is generated by two rules of the form (12a). That is, (C, R), (C, R ) ∈ Nullable(G) with R, R ⊆ N and R = R . By Lemma 5, ε u ∈ L G (K) for all K ∈ R ∪ R . Applying Lemma 7 to (C, R), (C, R ) ∈ Nullable(G) gives that the grammar G is ambiguous, which is a contradiction to the assumptions. 2. The string u v is generated by two rules of the form (12b). Similarly to the previous case, applying Lemma 7 to (B, R), (B, R ) ∈ Nullable(G), with R, R ⊆ N and R = R , leads to a contradiction with the unambiguity of the grammar G. 3. The string u v is generated by two rules, one of the form (12a) and the other of the form (12b).
This directly implies u v ∈ L G (B) and u v ∈ L G (C). By the construction of these two rules, (C, R), (B, R ) ∈ Nullable(G) with R, R ⊆ N . The two following cases are possible. 15
• Let C = B and R = R . Then applying Lemma 7 to (C, R), (C, R ) ∈ Nullable(G) gives that the grammar G is ambiguous, which is a contradiction to the assumptions.
by Lemma 5. Similarly, by Lemma 5, (B, R ) ∈ Nullable(G), and ε u ∈ L G (K) for all K ∈ R imply that u ε ∈ L G (B). Therefore, the grammar G has an ambiguity of concatenation for the string u v = u ε · u v = u v · uv ε , with u ε , u v ∈ L G (B) and u v , uv ε ∈ L G (C). 4 . The string u v is generated by two rules, one of the form (12b) and the other of the form (12c). The latter rule requires u = ε. Furthermore, the rule of the form (12b) may not have any contexts, since ε ε / ∈ L G (K) for all K ∈ R. That is, (B, ∅), (B, R) ∈ Nullable(G) with R ⊆ N and ε ε ∈ L G (K) for all K ∈ R. Applying Lemma 7 to (B, ∅), (B, R) ∈ Nullable(G) and the string ε ε gives that the grammar G is ambiguous, which is a contradiction to the assumptions. 5 . The string u v is generated by two rules, one of the form (12a) and the other of the form (12c). This implies that u v ∈ L G (B) and u v ∈ L G (C), since the latter rule requires u = ε. By the construction of the two rules, (C, R),
Thus, there is an ambiguity of concatenation in the grammar G:
Null contexts
The second stage of transforming a grammar to the binary normal form is the elimination of null context specifications of the form ¡ε, which assert that the substring being defined is a prefix of the entire string. 
The task is to carry out this kind of transformation for an arbitrary given grammar. After the elimination of null conjuncts, one can assume a grammar G = (Σ, N, R, S), where all rules are of the form
Construction 2. For every grammar with one-sided contexts G = (Σ, N, R, S) with all rules of the form (13a)-(13d), construct another grammar G = (Σ, N ∪ N , R , S), in which N = { A | A ∈ N } and the set of rules R is defined as follows.
• For each rule (13a), R contains rules
• For each rule (13b), R contains rules
• For each rule (13c), R contains rules
• For each rule (13d), R contains a rule
Lemma 9. Let G = (Σ, N, R, S) be a grammar with one-sided contexts, and let G be the grammar obtained by Construction 2. Then for all A ∈ N and u, v ∈ Σ + :
Claim 2.1. Let A ∈ N , u ∈ Σ * and v ∈ Σ + , and assume that 
Claim 2.2. (I) For all
Proof. The proof of the both statements is by simultaneous induction on h, the number of steps used in deduction of the item [A, u v ] in the grammar G . Assume that the item [A, u v ] can be derived in the grammar G , and that both statements of the claim hold for shorter deductions. Consider the rule used at the last step of the deduction. 1 . Suppose that the rules are (14b) and (14d). The former rule implies v = a ∈ Σ, while the latter rule requires v ∈ ΣΣ + . 2. Let the rules be (14b) and (14g). The former rule immediately implies that v = a ∈ Σ. By virtue Construction 2, grammar G has rules A → a and
The string u a can be generated by the former rule in any left contextu ∈ Σ * , while the latter rule implies u = ε. That is, there is an ambiguous choice of rule in G for the string ε v , which is a contradiction to the assumptions. The case (14b)+(14f) can be considered in a similar way. 3 . Let the two rules be (14d) and (14f) and let u = ε. By Construction 2, the grammar G has rules
. & E n , and, according to Lemma 9, the string ε v is generated by each of them, which forms a contradiction. The cases (14d)+(14g) and (14f)+(14g) are proved analogously.
Unit conjuncts
The last stage of the transformation to the normal form is removing the unit conjuncts in rules of the form A → B& . . .. Already for conjunctive grammars, the only known transformation involves substituting all rules for B into all rules for A; in the worst case, this results in an exponential blowup. The same construction applies verbatim to grammars with contexts.
Lemma 11. Let G = (Σ, N, P, S) be a grammar with left contexts without null conjuncts and null contexts. Let
be any rule with a unit conjunct B.
, with 1 i r, be all rules for nonterminal B. Then the rule (15) can be replaced with a collection of rules of the form
without altering the language generated by the grammar. If A = B, then the rule (15) can be removed. In both cases, if G is unambiguous, then so is the resulting grammar.
Theorem 3. For each grammar with left contexts G = (Σ, N, P, S) there exists and can be effectively constructed a grammar with left contexts G = (Σ, N , P , S) in the binary normal form, such that L(G) = L(G ). The construction preserves unambiguity of the grammar.
Proof. First, the grammar is transformed using Lemma 6. Then null conjuncts and null contexts are eliminated according to Theorem 2 and Lemma 9, and finally unit conjuncts are removed by applying the transformation in Lemma 11 multiple times, as in the case of conjunctive grammars [12, Lem. 2]. Finally, if ε ∈ L(G), then a new start symbol S is introduced, and a rule S → ε is added to P . For each rule
If the grammar G is unambiguous, then so is the grammar G , since each step of the transformation preserves unambiguity (by virtue of Lemmata 8 and 11).
Parsing algorithms
For each grammar with one-sided contexts in the binary normal form, there exists a parsing algorithm that determines the membership of all substrings of the input string in the languages generated by all nonterminals of the grammar, storing the results in a table. This algorithm elaborates a similar procedure for conjunctive grammars [12] , which in turn generalizes the Cocke-Kasami-Younger algorithm for standard context-free grammars.
Let G = (Σ, N, P, S) be a grammar with contexts in the binary normal form, and let w = a 1 . . . a n ∈ Σ + with n 1 and a i ∈ Σ be an input string to be parsed. For every two positions i, j with 0 i < j n, define
In particular, the string w is in L(G) if and only if S ∈ T 0,n . For context-free grammars, including their conjunctive variants, each entry T i,j of this table logically depends upon all entries T k, with i k < j and − k < j − i. A direct dependence by a rule A → BC, where the membership of B in T i,k and the membership of C in T k,j together imply that A ∈ T i,j , is illustrated in Figure 2(a) . Accordingly, all sets T i,j can be constructed inductively on the length j − i of the corresponding substrings, that is, beginning with the set corresponding to shorter substrings and continuing with longer substrings.
For grammars with left contexts, each set T i,j additionally depends upon the sets T 0,i and T 0,j , which are needed to evaluate conjuncts of the form ¡D and E, respectively. The dependencies induced by a rule A → BC&¡D& E are depicted in Figure 2(b) . While the dependence on T 0,i can be handled within the same inductive approach, by constructing all elements T i,j for different i before proceeding to construct any T k, with > i, the dependence of T i,j on T 0,j may form cycles. Consider the following example.
Example 6. The following grammar generates a single string w = ab:
This string is generated as follows:
In terms of the table T i,j , for the grammar in this example, B ∈ T 1,2 implies A ∈ T 0,2 , which in turn implies C ∈ T 1,2 , and from the latter one can infer that S ∈ T 0,2 . This shows that calculating each j-th column of the table T i,j generally requires returning to shorter substrings T i,j with i < j after adding any symbols to the set T 0,j . Such an iterative calculation is carried out in Algorithm 1. Algorithm 1. Let G = (Σ, N, P, S) be a grammar with contexts in the binary normal form. Let w = a 1 . . . a n ∈ Σ + (with n 1 and a i ∈ Σ) be the input string. Let T i,j with 0 i < j n be variables, each representing a subset of N , and let T i,j = ∅ be their initial values.
while T 0,j changes do 3:
if a j = a and D 1 , . . . , D m ∈ T 0,j−1 and E 1 , . . . , E m ∈ T 0,j then 5:
for i = j − 2 to 0 do
, and E 1 , . . . , E m ∈ T 0,j then
12:
T i,j = T i,j ∪ {A} 13: accept if and only if S ∈ T 0,n Theorem 4. For every grammar with one-sided contexts G in the binary normal form, Algorithm 1, given an input string w = a 1 . . . a n , constructs the sets T i,j and determines the membership of w in L(G), and does so in time O(|G| 2 · n 3 ), using space O(|G| · n 2 ).
Sketch of a proof. The correctness of the algorithm is given by the following invariant of the outer loop: every iteration of this loop calculates another column of the matrix. h. Thereby, the set R will contain all pairs (B, C), for which there exists some k with a 1 . . It remains to estimate the complexity of the algorithm. From the loops in lines 1, 2, 6 and 8, it is evident that the innermost statement in line 9 is executed O(|G| · n 3 ) times. In order to do the calculations in line 9 in time proportional to |G|, one can replace the Cartesian product by considering only the conjuncts occurring somewhere in the grammar. The memory requirements of the algorithm are given by the size of the sets T i,j .
For unambiguous grammars, one can construct an improved parsing algorithm, which works in square time. This algorithm generalizes the corresponding algorithm for unambiguous Boolean grammars [18] , which is in turn based upon the ideas of Kasami and Torii [10] .
Let G = (Σ, N, P, S) be a grammar in the binary normal form, let w = a 1 . . . a n with n 1 and a i ∈ Σ be as input string. The main idea is to construct the same sets
as in Algorithm 1, representing them in a different data structure: namely, as sets of positions
, for all j with 1 j n and for all A ∈ N , each stored as a sorted list. Note that i ∈ T j [A] is equivalent to A ∈ T i,j , and for each j, the lists T j [A] for all A ∈ N contain exactly the same information as the j-th column of the , and so on until T n [A], and, for each j, carries out an iterative calculation while the lists T j [A] can be modified. However, the order of computation inside each iteration is different from Algorithm 1, and this order accounts for faster operation on unambiguous grammars. Algorithm 2. Let G = (Σ, N, P, S) be a grammar with one-sided contexts in the binary normal form. Let w = a 1 . . . a n ∈ Σ + (n 1) be an input string.
For each j ∈ {1, . . . , n}, let T j [A] be a variable ranging over the subsets of {0, . . . , j − 1}. Let R k range over the subsets of U, for each k ∈ {0, . . . , n − 1}. 
let R i = ∅ for all i ∈ {0, . . . , j − 1}
11:
for k = j − 1 to 1 do for all (B, C) ∈ U do 13:
for all A ∈ N do 17: • each set R i with 0 i < j contains all pairs (B, C) ∈ U for which there exists such a position with The following properties of all operations on the lists T j [A] carried out in the course of a computation shows that they can be implemented efficiently. Claim 5. 3 . Assume that all concatenations in G are unambiguous, as in Definition 3. Then, for every j, for every pair (B, C) ∈ U and for every i, there exists at most one number k, such that (B, C) can be added to R i at the iteration k of the loop in line 11 within the i-th iteration of the loop in line 2.
Indeed, the existence of two such numbers would imply two different factorizations of the substring a i+1 . . . a j into BC.
It follows from Claim 5.3 that the assignment statement R i = R i ∪ {(B, C)} in the inner loop is executed at most |U| · |N | · n 2 times, which gives the desired upper bound on the running time.
Recognition in linear space
The cubic-time algorithm in Section 5 uses quadratic space, as do its context-free and conjunctive prototypes. For conjunctive grammars, the membership of a string can be recognized in linear space and exponential time [14] by using deterministic rewriting of terms of a linearly bounded size. In this section, this method is extended to handle the case of grammars with one-sided contexts, leading to the following result.
Theorem 6. Every language generated by a grammar with one-sided contexts is in DSPACE(n).
Proof. Let G = (Σ, N, P, S) be a grammar with one-sided contexts and assume, without loss of generality, that it is in the binary normal form. Let w = a 1 . . . a n be an input string. The linear-space parsing algorithm presented below constructs the sets T 0,1 , T 0,2 , . . . , T 0,n , as in the top row of the table in Algorithm 1, with
The membership of symbols in each set T 0, is computed using term rewriting similar to the one used for conjunctive grammars [14] , which refers to the previously computed sets T 0,1 , . . . , T 0, −1 , as well as to the partially computed set T 0, .
Recall from Section 5, that for every prefix a 1 . . . a of the input string and for every nonterminal A ∈ N , its height with respect to the prefix, h (A), is defined as h (A) = max h (E 1 ), . Claim 6.1. There exists a deterministic term-rewriting procedure, which, given a string a 1 . . . a with a i ∈ Σ, a nonterminal A ∈ N , the sets T 0,i = { D ∈ N | ε a 1 . . . a i ∈ L G (D) } with i ∈ {1, . . . , −1} and the partially constructed set T 0, , given as X = { E ∈ N | ε a 1 . . . a ∈ L G (E), h (E) < h 0 } for some h 0 1, determines whether ε a 1 . . . a ∈ L G (A) and h (A) h 0 , and does so using linearly bounded space.
The procedure tests the conjunction of these two conditions. If ε a 1 . . . a / ∈ L G (A) or h (A) > h 0 , in both cases it will give a negative answer.
The rewriting system is constructed as follows. Let G = (Σ, N, P, S) be a grammar with contexts. Assume, without loss of generality, that it is in the binary normal form and that the set of rules P is linearly ordered.
Let P be the set of rules of G with marked conjuncts, that is T 0, = T 0, ∪ {A} Each th iteration of the outer loop in line 1 constructs the set T 0, of all nonterminals that generate a prefix of length of the input string.
Each kth iteration of the loop in line 3 begins with T 0, containing all elements A ∈ N with ε a 1 . . . a ∈ L G (A) and h (A) < k − 1. Then, by Claim 6.1, lines 4-6 add all elements with h (A) = k − 1 to T 0, . The set T 0, is completely constructed if no more iterations of the while-loop in line 3 can be done.
Finally, as in the cubic-time parsing algorithm in Section 5, the input string is accepted if the start symbol S of the grammar is contained in the set T 0,n , which represents the whole input string.
Conclusion and future work
Thus, the formalism of context-free grammars has been extended to allow context specifications, and the basic properties of the resulting model have been explored. As per the current knowledge on formal grammars, the model obtained in this paper is apparently the only way of defining contexts in context-free grammars, which maintains their meaning as a formalism for syntactic descriptions. One can speculate that if Chomsky [2] had the today's understanding of formal grammars back in 1950s, then his idea of defining phrase-structure rules applicable in a context would result in more or less this model.
The new model leaves many theoretical questions to ponder. For instance, is there a parsing algorithm for grammars with one-sided contexts working in less than cubic time? For standard context-free grammars, Valiant [24] discovered an algorithm that offloads the most intensive computations into calls to a Boolean matrix multiplication procedure, and thus can work in time O(n ω ), with ω < 3; according to the current knowledge on matrix multiplication, ω can be reduced to 2.373. The main idea of Valiant's algorithm equally applies to Boolean grammars, which can be parsed in time O(n ω ) as well [19] . However, extending it to grammars with contexts, as defined in this paper, seems to be inherently impossible, because the logical dependencies between the properties of substrings (that is, between the entries of the table T i,j ) now have a more complicated structure, and the order of calculating these entries apparently rules out grouping multiple operations into Boolean matrix multiplication. However, there might exist a different o(n 3 )-time parsing strategy for these grammars, which would be interesting to discover.
Another direction is to develop practical parsing algorithms for grammars with one-sided contexts. An obvious technique to try is the recursive descent parsing, where ad hoc restrictions resembling contexts of the form DΣ * have long been used to guide deterministic computation. The Lang-Tomita Generalized LR parsing is worth being investigated as well.
Yet another direction for further research is to consider grammars with two-sided contexts, which would allow rules of the form A → BC&¡D& E& F &£G. In this more general case, one may expect definitions by deduction and by language equations, some kind of normal form and polynomial-time parsing, though the degree of the polynomial will most likely be higher than 3. 
