Abstract-In this two-part paper, we study the design and optimization of limited feedback single-user and multiuser systems with a multiple-antenna base station and single-antenna users. The design problem is cast in form of minimizing the average transmission power at the base station subject to the outage probability constraints at the users' side. The optimization is over the users' channel quantization codebooks and the transmission power control function at the base station. Our approach is based on fixing the outage scenarios in advance and transforming the design problem into a robust system design problem. The first part of the paper addresses the single-user system and the second part studies the multiuser case. For the single-user case, we start by showing that uniformly quantizing the channel magnitude in dB scale is asymptotically optimal, regardless of the magnitude distribution function. We derive the optimal uniform (in dB) channel magnitude codebook and combine it with a spatially uniform channel direction codebook to achieve a product channel quantization codebook. We then optimize such a product structure in the asymptotic regime of B → ∞, where B is the total number of quantization feedback bits. The paper shows that for channels in the real space, the asymptotically optimal number of direction quantization bits should be (M −1)/2 times the number of magnitude quantization bits, where M is the number of base station antennas. We also show that the designed system approaches the performance of the perfect channel state information system as 2
I. INTRODUCTION
It is well established that the use of multiple antennas at the base station can considerably improve the performance of the wireless communication links. The realization of these improvements often requires channel state information (CSI) at the base station. In time division duplex (TDD) systems with uplink and downlink channel reciprocity, the base station acquires this information via training on the uplink channels. In frequency division duplex (FDD) systems, however, the remote terminal should quantize and feedback the channel information to the base station. Such systems are generally referred to as limited feedback systems in the literature.
The availability of CSI at the base station can significantly improve the performance of the limited feedback singleuser and multiuser systems. In a single-user system, limited feedback of CSI provides the base station with a power gain. The feedback of the CSI can be specifically significant if the base station is required to guarantee a fixed downlink rate
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via power control. For the multiuser multiplexing systems, the availability of CSI is even more important. In such systems, the base station needs the users' channel state information to distinguish the users spatially and to perform power control accordingly. Without CSI, the spatial multiplexing capability of the multiuser system is lost.
In this two-part paper, we address the optimal design of the limited feedback single-user and multiuser systems with a multiple-antenna base station and single-antenna users. The optimization process comprises the optimization of the users' channel quantization codebooks and the power control function at the base station. The problem is cast in form of minimizing the average transmission power subject to the target outage probability constraints at the users' side. Our approach to solving this problem is based on fixing the outage scenarios in advance and transforming the system design problem to a robust optimization problem. The first part of this paper addresses the single-user system and the second part studies the multiuser spatial multiplexing systems.
While the single-user channel quantization problem has been extensively studied in the literature, most of the works in this field focus on either channel direction quantization [1] - [5] or channel magnitude quantization [6] - [8] , but not both. For a practical limited-feedback system to approach the performance of the perfect CSI system, however, both channel direction and magnitude information are required [9] , [10] . The design of joint channel magnitude and direction quantization codebook is the main subject of this paper.
The joint channel magnitude and direction quantization problem is highly complex in general [11] . This paper focuses on a specific problem formulation where the average total transmit power is minimized subject to a fixed outage probability constraint. The outage criterion is an essential performance metric for the fixed-rate delay-limited type of communications. In one of our earlier works [9] , we presented a numerical study of this problem. The present work provides an analytically tractable framework and focuses on the high resolution structure of the channel vector quantization codebook.
The system design problem is formulated as minimizing the average transmission power subject to the user's outage probability constraint. For tractability reasons, this paper adopts a product channel quantization codebook comprising a channel magnitude quantization codebook and a channel direction quantization codebook. This product structure, also known as shape-gain quantization in the literature [12] , provides several practical advantages including faster quantization and lower storage requirement for the quantization codebooks. In addition, most practical systems already have power control modules that essentially act as channel magnitude quantizers; therefore, a product codebook structure is more easily adopted in such systems.
We first focus on the scalar channel magnitude quantization and characterize the optimal magnitude quantization codebook. It is shown that, as the codebook sizeṄ increases, the optimal quantization levels form an approximately geometric sequence and hence become uniformly spaced in dB scale. Interestingly enough, the asymptotic optimality of uniform magnitude quantization (in dB scale) is not affected by the magnitude distribution function as long as certain regularity conditions are satisfied. We are able to show that for the optimal codebook, the gradient of the average transmission power (the objective function) with respect to uniform (in dB) quantization levels should diminish as Θ(Ṅ −3/2 ) asṄ → ∞. The paper also derives a codebook that achieves such optimal scaling.
We next form a product channel vector quantization codebook comprising the optimal uniform (in dB) magnitude quantization codebook and a spatially uniform direction quantization codebook and study its performance in the asymptotic regime of B → ∞, where B is total number of feedback quantization bits. After deriving the optimal power control and beamforming function at the base station, we optimize the product quantization codebook structure such that the average transmission power is minimized. We show that 1) The optimal number of direction quantization bits is
times the number of magnitude quantization bits, where M is the number of base station antennas. 2) As B increases, the system performance approaches the perfect CSI system as 2
M +1 . The remainder of this paper is organized as follows. Section II shows the asymptotic optimality of uniform (in dB) channel magnitude quantization. Section III presents the single-user system design problem in its general form and describes our approach in transforming it to a robust optimization problem. Section IV describes the product codebook structure and derives the asymptotically optimal magnitude-direction bit allocation law. Finally, Section V concludes the paper.
Notations: All the computations in this paper are for the the real space; the extension of the calculations to the complex space is straightforward. All logarithm functions throughput the paper are base 2. Also, the angle between any two unitnorm vectors u and v is defined as
II. CHANNEL MAGNITUDE QUANTIZATION
This section studies the structure of the channel magnitude quantization codebook. The resulting codebook structure is used to form the product vector channel quantization codebooks both for the single-user and multiuser systems. For ease of analysis, this paper assumes channel vectors in the real space. The results of this paper are easily extendable to complex space.
Consider a single-input single-output (SISO) channel h ∈ R. The input signal s and the output signal r are related as
where E[|s| 2 ] = 1, P (h) is the transmission power, and z ∼ N (0, 1) is the Gaussian receiver noise.
Assume a perfect CSI system, where the base station is required to guarantee a fixed target SNR γ 0 at the receiver. The optimal power control strategy is therefore channel inversion, where the base station sets the transmission power P (h) according to
Now consider a limited feedback system with perfect CSI at the receiver and a feedback link from the receiver back to the base station with a capacity of B bits per fading block. We are interested in a system design that minimizes the average transmission power subject to a target outage probabilityq at the user side 1 . The outage probability is defined as the probability that the received SNR drops below a target SNR γ 0 .
To perform power control in such a system, the receiver quantizes the channel magnitude |h| and sends the B-bit index of the quantized magnitude level back to the transmitter; the transmitter then sets the transmission power according to the quantized magnitude.
2 . The limited feedback system design is therefore is a two-fold problem: 1) optimizing the power control function given the magnitude quantization codebook; 2) optimizing the magnitude quantization codebook itself. For the SISO system described above, the solution to the first problem is straightforward and can be expressed in a closed form as follows.
Consider a channel magnitude quantization codebook
whereṄ is the codebook size and y (n) 's are the magnitude quantization levels, which are used for quantizing the magnitude variable Y def = |h| 2 . For a fixed codebook Y of sizė N , we are interested in the power control function P (h) that minimizes the average transmission power for a fixed target outage probabilityq. With this objective, the optimal strategy is to accumulate all the outage scenarios in the lowest magnitude interval, i.e. the leftmost interval in Fig. 1 , and set P (h) in other intervals to the minimum possible value that prevents outage. This minimizes the average transmission power since preventing outage with a higher channel magnitude requires less transmission power.
Having the optimal transmission power in terms of the quantization codebook Y, we can now address the optimization of the quantization codebook itself. The objective is to find the codebook Y of a given sizeṄ that minimizes the average transmission power subject to a target outage probabilityq. The optimal transmission power P (h) is the step-like function shown with the bold line. The channel magnitude quantization codebook Y = {y (1) , y (2) , · · · , y (Ṅ ) } is fixed.
Define the quantized magnitudeỸ as the lower end of the quantization interval that includes Y :
where 1≤n≤Ṅ and y
=∞. The normalized average transmission power, according to Fig. 1 , is given by
where
According to Fig. 1 , the first quantization level y (1) is fixed:
is the inverse cdf of Y . In order to optimize the codebook Y, we take the derivative of P(Y) with respect to y (n) for 2≤n≤Ṅ and set it equal to zero. This results in the following equation:
where f (·) is the probability distribution function (pdf) of Y . By approximating
for 2≤n≤Ṅ −1, we achieve the following relation between the magnitude quantization levels:
i.e. the optimal quantization levels y (n) , 1 ≤ n ≤Ṅ , form an approximate geometric sequence and therefore are uniformly spaced in dB scale. This result, surprisingly enough, does not depend on the distribution of Y = |h| 2 . It remains to determine the geometric ratio, which in general should depend on the distribution of Y and is a function ofṄ . In the following, we derive the optimal asymptotic dependency of the geometric ratio onṄ , then provide a specific solution that attains the optimal scaling.
The main idea is to bound the precision of the approximation in (7) . Define a geometric sequence Y (g) (r) with a parameter r > 1 as follows:
where a def = y (1) for notation convenience. We refer to these sequences as the uniform (in dB) magnitude quantization codebooks. A specific uniform magnitude quantization codebook Y (g) (r) is effective if the gradient of the objective function P in (4) with respect to the quantization levels in Y (g) (r) is close to zero. Using the Taylor expansion on the approximation error in (7), it is possible to obtain the following bound on the gradient:
Lemma 1: For the uniform magnitude quantization codebook Y (g) (r), we have
where µ is an upper bound of f ′ (y) for all y > 0, and
Proof: See Appendix I. It is clear from (10) that the geometric solution is more appropriate for smooth magnitude distribution functions, i.e. distributions with small µ. In the rest of the paper, we assume that µ is bounded, and assume a number of additional regularity conditions on the channel magnitude distribution function:
Definition 1: Magnitude distribution regularity conditions: 1) f (y) is a positive differentiable function with bounded derivative over y > 0.
is bounded and therefore lim y→∞ yf (y) = 0. We now use the bound (10) to determine the optimal scaling of r as a function ofṄ . The idea is to set r appropriately, so that both terms on the right-hand side of (10) go to zero aṡ N → ∞. Since r > 1, we can express r as a function ofṄ as r = 1+L(Ṅ ), where L(Ṅ ) is an arbitrary positive function.
To achieve ∇P → 0 in (10), both Ṅ (r − 1) 2 and D should go to zero. From (11) , for D → 0, we need yṄ = arṄ −1 → ∞. Substituting r = 1 +Ṅ −ζ(Ṅ) and applying L'Höpital's rule, we get a necessary condition ζ(∞) ≤ 1. Now, consider the first term in (10), since ζ(∞) ≤ 1 and r = 1 +Ṅ −ζ(Ṅ ) , we see that the first term cannot go to zero faster than Θ(Ṅ −3/2 ). Since ∇P is bounded by the magnitude of the first term in (10), we conclude that in the class of geometric sequences, the best possible scaling for ∇P is Θ(Ṅ −3/2 ), which is achieved only with r ≥ 1 + Θ(Ṅ −1 ). In the following, we propose a specific solution for r that achieves the optimal scaling. The uniform magnitude codebook corresponding to this value of r is referred to as the optimal uniform (in dB) codebook in the remainder of this paper.
Definition 2: For any constant 0<c<∞, define the positive function L c (n) for n>1 as the solution to the following equation:
Note that L c (n) is a well defined function, since the left-hand side of (12) is monotonic in L c (n) and has the range of (0, ∞).
It can be shown that for any 0<c<∞,
Definition 3: Define the optimal uniform magnitude quantization codebook Y ⋆ as
where a = F −1 (q) and η = lim y→∞ −f (y)/f ′ (y). Also define the corresponding quantized magnitudeỸ ⋆ similarly as in (3) .
Theorem 1: Assuming the regularity conditions, we have the following for the optimal uniform codebook Y ⋆ and any ǫ > 0:
where µ is defined in Lemma 1.
Proof: See Appendix I. Corollary 1: Since lim n→∞ ζ c (n)=1, we have the following for any ǫ > 0:
Corollary 1 implies that the uniform codebook Y ⋆ is asymptotically optimal asṄ →∞, irrespective of the channel magnitude distribution. It should be noted that the codebook that achieves the optimal scaling is not unique 3 . However, the function L c (Ṅ ) in (12) with c = η/a is specifically defined so that we achieve the residual scaling of o(Ṅ −3 ) in (16). Moreover, this definition provides a close approximation of the optimal magnitude quantization levels as shown in Fig. 2 . The figure compares the uniform (in dB) quantization levels in Y ⋆ with the optimal quantization levels for a chi-square random variable Y with the pdf
where the integer M >2 is the distribution parameter and Γ(·) is the gamma function. This is in fact the distribution of h
T where h i 's are independent and distributed according to N (0, 1). The optimal quantization levels are computed by numerical minimization of (4) with multiple random start points.
In the remainder of this paper, we use the uniform codebook Y ⋆ for channel magnitude quantization. In order to study the performance of this codebook in terms of the corresponding average transmission power, we present an upper bound on the average normalized transmission power P(
1 √ logṄ can also be shown to achieve the scaling of O(Ṅ −3/2 ). Optimal quantization levels (case 1) Uniform quantization levels (case 1) Optimal quantization levels (case 2) Uniform quantization levels (case 2) where P(·) is defined in (4), andỸ ⋆ is the quantized magnitude for the optimal codebook Y ⋆ as described in Definition 3.
First, assume a perfect CSI system where the transmission power P (h) is given by (2) . The normalized average transmission power is therefore given by
where the subscript SU stands for single-user.
The following theorem presents an upper bound on
Assuming the regularity conditions on the channel distribution function, we have the following forṄ >1:
Proof: See Appendix I. This result is used in the subsequent sections for optimizing the magnitude-direction product quantization codebooks. In Section III, we present the general formulation for the optimal design of the limited feedback system and describe its robust variant. By considering the robust formulation, Section IV addresses the product channel quantization codebook optimization and presents the asymptotic bit allocation laws for the channel magnitude and direction quantization.
III. VECTOR CHANNEL QUANTIZATION: THE GENERAL FORM
Consider a single-user channel h∈R M , where M is the number of base station antennas. The input signal s and the output signal r are related as
where P (h) and v(h) are the transmission power and the unit-norm transmit beamforming vector and z ∼ N (0, 1) is the receiver noise. The received SNR for this setup is given by
Assume a limited feedback system with perfect CSI at the receiver and a feedback link with capacity B bits per fading block. The receiver quantizes the channel h and sends back the corresponding B-bit quantization region index. The transmitter then determines the transmission power and the beamforming vector using the quantized information.
We are interested in a system design that minimizes the average transmission power subject to a target outage probability q. The outage probability is defined as the probability that the received SNR drops below a target received SNR γ 0 .
Similar to the scalar channel quantization, the system design is a two-fold problem: 1) finding the optimal transmission power and beamforming vector given the channel quantization codebook; 2) optimization of the channel quantization codebook itself. In the following, we present the general form for such system design and present our approach in transforming it into a robust design problem.
We start by some definitions: Definition 4: By a vector channel quantization codebook C of size N , we mean a partition of R M into N disjoint quantization regions S (n) , 1≤n≤N :
For every quantization codebook C, we also define a quantization function
which returns the quantization region that h ∈ R M belongs to.
For a given total number of feedback quantization bits B, the target SNR γ 0 , and the target outage probability q, the system design problem is formulated as follows:
where N is the quantization codebook size and the optimization is over the codebook C, the power control function P (S(h)) : C → R + , and the beamforming function v(S(h)) : C → U M , where U M is the unit hypersphere in R M . An exact solution to this problem is intractable and the numerical optimization approach is rather involved [9] . Our approach for solving this problem is a suboptimal one where we fix an outage region of volume q and design the system such that the target SNR is guaranteed for all other regions, which we refer to as no-outage regions. With this approach, the outage probability constraint in (23) is replaced with SINR constraints that should be satisfied for all no-outage regions and therefore the problem in (22) transforms to a robust optimization problem.
To make this rigorous, define the outage region O ⊂ C such that prob[S(h) ∈ O] = q and let the random variable I(h) be the no-outage flag, i.e. I(h) = I(S(h) ∈ O
c ), where the logic true function I(·) is 1 if its logical argument is true and it is 0 otherwise.
For a robust system design, we need to design the codebook, the power control function, and beamforming function in a robust manner such that the target SNR is guaranteed whenever I(h) = 1:
s.t. inf
Note that by including the no-outage flag in the constraint (25), this formulation returns P (S(h))=0 if the receiver is in outage, i.e. I(h) = 0. Also note that the outage constraint, prob[I(h) = 0] = q, is implicit in this formulation. It should be noted that the constraint (25) will not be feasible if the quantization region S(h) includes the zero vector w = 0 (unless I(h) = 0). This means that the outage region O should at least include the quantization region in C that encompasses the origin.
For the robust design problem in (24), the optimal power control function can be directly computed using the constraint (25) as follows:
where the subscript SU stands for single-user. The problem in (24) therefore simplifies to the following problem:
where the optimization is over the codebook C and the beamforming function v(S(h)). The problem in (27) cannot be solved without a specific assumption on the geometry of the quantization regions. In the next section, we further simplify this problem by assuming a magnitude-direction product structure for the channel quantization codebook.
IV. PRODUCT QUANTIZATION CODEBOOK DESIGN AND OPTIMIZATION
In this section we present the structure of the product channel quantization codebook comprising a channel magnitude and a channel direction quantization codebook and study the optimal bit allocation between these two codebooks.
A. Product Codebook Structure 1) Channel Magnitude Quantization:
The structure of the channel magnitude quantization is exactly the same as the structure described in Section II, with the difference that the magnitude variable is Y = h 2 instead of Y = |h| 2 .
LetĊ denote the set of quantization intervals for
Here y (n) 's are the quantization levels for Y = h 2 ,Ṅ is the magnitude codebook size, and y (Ṅ+1) def =∞. Also, set the variableq in Section II to be equal to the target outage probability q. The first quantization level is therefore fixed as follows 4 :
where F −1 (·) is the inverse cdf of Y = h 2 . According to Theorem 2, if we use the optimal uniform codebook Y ⋆ for magnitude quantization, we have the following forṄ >1:
where ρ SU,CSI is defined in (19) with Y = h 2 .
2) Channel Direction Quantization:
We use a Mdimensional Grassmannian codebook U of sizeN for direction quantization:
where u (n) vectors are M -dimensional unit-norm Grassmannian codewords.
The direction quantization regions are formed by mapping each channel vector h to a vectorũ(h) ∈ U that has the smallest angle with h:
The vectorũ(h) is referred to as the quantized direction for the channel realization h. The corresponding quantization regions, according to the Gilbert-Varshamov bound argument [13] , can be covered by the following spherical caps:
Here U M is the unit hypersphere in R M , B (n) is the spherical cap around u (n) and φ = arcsin δ is the angular opening of the caps, where δ is the minimum chordal distance of U.
Covering the direction quantization regions with these spherical cap regions allows for a closed form solution for (27). Moreover such enlargement of the regions increases the required transmission power and will result in an upper bound for the average transmission power.
In order to describe the dependence between the angular opening φ and the direction codebook sizeN , we need the following lemma:
Lemma 2: For a M -dimensional real Grassmannian codebook of sizeN and minimum chordal distance δ, we have the following for large enoughN :
Proof: The proof is based on the Hamming bound as in [2] , with the difference that, unlike the complex space, closedform expressions do not exist for the surface area of the real spherical caps (see Appendix II).
We therefore have the following for large enoughN :
This bound, along with the bound in (30), is used in Section IV-B for optimizing the product codebook structure.
3) Outage Region and the Product Codebook Structure:
According to the robust design argument in Section III, we have to specify and fix an outage region O such that prob[h ∈ O] = q, where q is the target outage probability. For this purpose, we set the outage region to be ball centered at origin:
where y (1) is the first quantization level, which is fixed according to (29) . Now, the product channel quantization regions are described as follows:
whereĊ includes the magnitude quantization regions in (28) andC includes the direction quantization regions in (33). Each quantization region in (37), except the outage ball, is schematically a sector-type region as shown in Fig. 3 . The variableỸ in the figure is the quantized magnitude variable as defined in (3). Finally, noting (37), the size of the product quantization codebook C is related to the magnitude and direction quantization codebook sizes as follows:
Given the structure of the channel quantization codebook, the next section addresses the product codebook optimization and derives the bit allocation law between the channel magnitude and direction quantization codebooks.
B. Product Codebook Optimization and the Optimal Bit Allocation Law
As described in Section III, we are interested in a robust system design that minimizes the average transmission power subject to a target outage probability as formulated in (24). The system design includes optimizing the power control function, the beamforming function, and the quantization codebook structure itself. The optimal power control function is given by (26) in Section III. This section addresses the optimal beamforming function and the optimal product codebook structure. Fig. 3 . Sector-type product quantization region S(h) for a channel realization h.
First, fix the codebook C. Consider the optimization of the objective function in (27) over the beamforming function v(S(h)). For a channel realization h ∈ S(h), the optimal transmit beamforming vector, according to (27) , is given by
It can be shown that the optimal beamforming vector is in fact the quantized direction itself:
This is expected noting the symmetry of the quantization region aroundũ(h) as shown in Fig. 3 . For the beamforming function v(S(h)) =ũ(h), it is easy to verify that
(41) By substituting this in (26) we have
Note that I(h)=1 for h ∈O. By taking the expectation of the both sides of (42) we obtain the following expression for the average transmission power:
whereỸ is the quantized magnitude as defined in (3).
We are now ready to optimize the product codebook for robust system design. For this purpose, we present an upper bound for E[P SU ] in (43) and use it to formulate the product codebook optimization. The computations are asymptotic in the codebook sizes, i.e. we assumeṄ ,N ≫ 1 throughout the optimization
The expression E[1/Ỹ ] in (43) can be minimized by using the optimal uniform (in dB) magnitude codebook Y ⋆ . By settingỸ =Ỹ ⋆ in (43) and using the bound in (30) and also the bound on φ in (35), we obtain the following upper bound for the average transmission power:
where P SU,CSI def = γ 0 ρ SU,CSI in (44). The approximation (a) holds since according to (14) 
Also the approximation (b) holds since we assumeṄ ,Ṅ ≫ 1.
For a total number of feedback bits B, we have the following constraint on the magnitude and direction codebook sizes:ṄN
where N is the size of the product quantization codebook C. Since the computations are asymptotic inṄ andN , we approximate this constraint aṡ
The codebook size optimization therefore simplifies to the following problem:
which can be easily solved using the Lagrange multipliers method. The following theorem gives the optimal channel magnitude and direction codebook sizes: Theorem 3: LetḂ def = log(Ṅ ) andB def = log(N ) denote respectively the number of quantization bits assigned to channel magnitude and channel direction quantization. By solving (47) the optimal number of quantization bits are given bẏ
Corollary 2: For a single user system with M antennas at the base station, the number of magnitude and direction quantization bits are related as follows:
where κ SU is defined in Theorem 3. In the asymptotic regime of B → ∞, the optimal number of magnitude and direction quantization bits are therefore related as
It should be noted that the codebook optimization problem, as described in this section, can be viewed as a classical constrained quantization codebook design problem if one considers the average transmission power in (24) as the quantization distortion measure. The relative bit allocation law in (51) can specifically compared with the results in [14] , which studies the optimal shape (channel direction) and gain (channel magnitude) quantization with the minimum mean squared error (MMSE) distortion measure. The authors show that, with the MMSE measure, the asymptotic number of shape-gain quantization bits are related asB = (M − 1)Ḃ. Comparing this with (51) implies that the number of direction quantization bits for a product codebook optimized for the MMSE measure is off by a factor of two. TheB = (M − 1)Ḃ law however is shown to be optimal for the multiuser quantization codebooks as described in the second part of this paper [15] .
Theorem 3 is the final part of the product codebook optimization for the single-user system. By combining this structure with the beamforming and power control functions in (40) and (42), we achieve a robust system design for a limited-feedback single-user MISO system.
It should be noted that the target outage probability q only affects the size of the outage ball O and has no direct effect on the asymptotic bit allocation law in (51). In order to study the effect of the outage probability on the bit allocation, one can use the exact upper bound in (44) as the objective function instead of the approximate bound in (46). Fig. 3 shows the optimal number of magnitude quantization bitsḂ as a function of the B and q, when the exact bound in (44) On the other hand, the figure shows a slight increase on the number of magnitude quantization bits as the target outage probability decreases, i.e., for a fixed total feedback rate, more bits should be allocated to magnitude quantization as the target outage probability decreases. It is not however easy to derive a simple closed-form expression that shows this dependence.
Finally, in order to derive the scaling of the performance of the designed system with the feedback rate B, we substitute the optimal codebook sizes of Theorem 3 into (46) and compute the average transmission power.
Theorem 4: For a single-user system with M antennas at the base station and a total feedback rate of B bits per fading block, we have
where P SU,CSI = γ 0 ρ SU,CSI and
.
Proof: See Appendix III. Thus, as the feedback rate B increases, the performance of the designed system approaches the performance of the perfect CSI system as 2 
V. CONCLUSIONS
This paper studies the design of single-user MISO system with limited CSI at the base station. The problem is formulated as the minimization of the average base station transmission power subject to the outage probability constraint at the user side. We show that the asymptotically optimal channel magnitude quantization codebook is uniform in dB scale. This result does not depend on the channel magnitude distribution function as long as some regularity conditions are satisfied. Combining the uniform in dB magnitude codebook with a spatially uniform channel direction quantization codebook, we form a product channel quantization codebook and optimize the quantization bit allocation as B → ∞, where B is the total number of feedback quantization bits. It is shown that, as B → ∞, the optimal number of direction quantization bits is
times the number of magnitude quantization bits, where M is the number of BS antennas. Moreover, we show that, as B increases, the performance of the designed system approaches the performance of perfect CSI system as 2
APPENDIX I
For notation convenience, replace the notations y (n) and Q (n) in Section II with y n and Q n .
A. Proof of Lemma 1
Proof: We first note that y 1 =a=F −1 (q) is fixed according to (5) . By taking the derivative of (4) with respect to y n for 2≤n≤Ṅ , we have
For 2≤n≤Ṅ , we have the following by adding and subtracting a fixed term to (53): The first two terms in (54) cancel out since y n = ar n−1 form a geometric sequence. By using the definition of Q n , we therefore have the following for 2≤n≤Ṅ − 1:
By applying Taylor's expansion to the function g(t) = t 0 f (y) dy for y n ≤t≤y n+1 , we have
where µ is an upper bound on g ′′ (t) = f ′ (t) for y n ≤t≤y n+1 . By combining (56) and (57), we therefore have the following for 2≤n≤Ṅ − 1:
Now for the last quantization level y n , n =Ṅ , we have
By combining (58) and (59) we therefore have:
B. Proof of Theorem 1
Proof: According to (15) , the geometric sequence parameter for Y ⋆ is given by
By substituting the value of r ⋆ in the upper bound of Lemma 1 in (60), we have
where Noting the definition of r ⋆ in (61), the definition of the function L c (n) in (12) , and also that yṄ = arṄ −1 , we have
Note that according to (14) , limṄ →∞ ζ η/a (Ṅ ) = 1, and therefore yṄ → ∞ asṄ → ∞.
In order to bound D in (62), we substitute (64) in (63):
Now noting that yṄ → ∞ asṄ → ∞, we have 
Combining (67) and (68) with (66), we have the following asṄ → ∞:
And since limṄ →∞ ζ η/a (Ṅ ) = 1, we have
for any arbitrary ǫ > 0. By substituting (70) in (62), the proof is complete.
C. Proof of Theorem 2
Proof: Consider the shaded area A in Fig. 5 . We clearly have
On the other hand, according to Fig. 5 
and therefore by using (65), we have
By combining (73) and (75) 
Consider a Grassmannian codebook U of sizeN ,
where u (n) vectors are the unit-norm Grassmannian codewords. Define δ as the minimum chordal of the codebook:
Consider the spherical caps B (n) around u (n) :
where ψ = arcsin δ/2.
According to the triangle inequality for the chordal distance, these spherical caps are non-intersecting areas on U M . Therefore, by applying the Hamming-bound argument, an upper bound on the codebook size can be achieved as follows:
The area of the unit hypersphere in R M is given by
where 
We are interested in the asymptotic behavior of the minimum distance δ with the codebook sizeN . According to the bound in (77), asN → ∞, the area of the spherical cap diminishes and therefore limN →∞ ψ = 0. Therefore, for 0 ≤ ϕ ≤ ψ and any 0 < ǫ < 1, we have the following for large enoughN :
By using this inequality in (79), we have
By combining (77), (78), and (81), we havë
and therefore by using ψ = arcsin δ/2, we achieve
We therefore have the following for large enoughN and any 0 < ǫ < 1:
