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ABSTRACT 
It is shown that the unknown elements in the companion matrix used to 
characterize a nonsingular Toeplitz matrix are easily found from the elements of the 
inverse of the Toeplitz matrix. Similar formulae are obtained for the two companion- 
like matrices characterizing an r-Toeplitz matrix. This case includes the result for a 
block Toeplitz matrix. 
1. INTRODUCTION 
The elements in a Toeplitz matrix form a pattern, and so it is usual to 
categorize it by an elemental relationship such as the following. 
DEFINITION 1.1. A matrix T = [ tij] of order n is Toeplitz if 
ti+l, j+l= tijT i, j = 1,2 ,...,n-1. (1.1) 
The relationship (1.1) shows that all the elements of a Toeplitz matrix in 
any diagonal parallel to the principal diagonal are equal. An alternative 
definition is that the elements satisfy 
tij = ti_j, i,j=1,2 n. ,..a, 
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For nonsingular Toeplitz matrices, a matrix equation characterization is 
given in [l] as follows. 
THEOREM 1.1. A nonsingular matrix T of order n is Toeplitz if and only 
if there exists a companion matrix C given by 
c= O 
[ 
1 n-1 
Cl c2 ... C” I> 
0.3) 
where 0 is a zero vector and I, ~ 1 is the unit matrix of order n - 1, such that 
CT = TJCTJ, (1.4) 
where I is the reverse unit matrix, having ones in the secondary diagonal and 
zeros elsewhere. 
Theorem 1.1 has been found to be useful in giving new proofs of some of 
the properties of nonsingular Toeplitz matrices, e.g. [l], [4], and [5]. 
It is natural to consider the connection between ci, i = 1,2,. . . , n, and the 
elementsof T.Itisshownin[3]thatifc=[c,,...,c,lTandt=[t,_,,...,t,lT, 
where ci and tj are defined in (1.3) and (1.2) respectively, then 
T,c = t, (1.5) 
where Tl is the (n - 1) X n matrix consisting of the last n - 1 rows of T T. 
Since the rank of Tl and of [T,, t] are both n - 1, (1.5) is soluble for ci, and 
oneof ci, i=l,2 ,..., n,isarbitrary. 
A generalization of Toeplitz matrices called r-Toeplitz is introduced in 
[6], where it is used to produce an efficient algorithm for inverting Toeplitz 
matrices which are not strongly nonsingular. 
DEFINITION 1.3. A matrix S = [sij] of order n is r-Toeplitz if, for some 
positive integer r ( < n), 
Si+r, j+r = ‘ij’ i, j = 1,2 ,...,n-r. (1.6) 
REMARK 1.1. When r = 1 we have Toeplitz matrices, and if m ( > 1) is 
an integer and n = rrn, then an r-Toeplitz matrix is block Toeplitz. Properties 
of r-Toeplitz matrices are given in [7] and [8]. 
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In order to give a characterization for nonsingular r-Toeplitz matrices, 
similar to Theorem 1.1, we need the following matrix. 
DEFINITION 1.4. A matrix C (I), of order n, is an r-companion matrix if 
(I-7) 
where C,,, is some r X n matrix. 
REMARK 1.2. Although C’ is an rcompanion matrix if C is a companion 
matrix, not all r-companion matrices can be expressed in the form C’. 
We now have the following characterization of r-Toeplitz matrices. 
THEOREM 1.2. A nonsingular matrix S of order n is r-Toeplitz if and only 
if there exist r-companion matrices Cc’) and DC’) such that 
C”‘S = SJ [D”‘] ‘1. (1.8) 
REMARK 1.3. When r = 1, S is a Toeplitz matrix and it can be shown 
that 0’) = DC’) = C, given in (1.3). This is a consequence of the persymme- 
try of a Toeplitz matrix, a property which does not carry over to the 
r-Toephtz case, r > 1. 
As in the case of Toeplitz matrices, the unknown elements in C”’ and 
DC’) can be found in terms of the elements of S using equations similar to 
(1.5). This result can be found in [3]. There are now a total of r2 arbitrary 
elements in C(‘) and D(‘). 
The purpose of this paper is to show that (1.5) and its r-Toeplitz 
counterpart can be replaced by much simpler results if we consider the 
inverses of T and S. 
In the next section an explicit formula for ci in (1.3) is given in terms of 
the elements of the Toeplitz inverse T- ‘. It is also shown that it is not always 
possible for any ci to be chosen as the arbitrary element. If H is a Hankel 
matrix, similar results can be obtained. These are stated without proofs. 
The corresponding theorems for r-Toeplitz matrices are given in Section 
3. Since block Toeplitz matrices are a special case of r-Toeplitz matrices, the 
results for these matrices are included in the theorems in this section. 
84 M. J. C. COVER 
2. THE COMPANION MATRIX CHARACTERIZING 
A TOEPLITZ MATRIX 
Let T be a nonsingular Toeplitz matrix of order n, and let A = [ aij] be 
its inverse. Thus T satisfies Theorem 1.1. The main result of this section is to 
show that if, in (1.3), ck is chosen to be arbitrary, then every other ci, 
i = 1,2,..., n, i # k, can be given explicitly in terms of ck and at most four 
elements of A. 
We also show, as a simple corollary, that if any a,, is zero, then c[ is given 
explicitly by elements of A and therefore cannot be chosen to be arbitrary. 
THEOREM 2.1. ZfA=[aij]=T-‘anda,,+Oforsornek, k=1,2,...,n, 
then ck may be chosen to be arbitrary and the elements in the last row of C, 
defined in (1.3) are given by 
a n-k+2,i -a n-i+2,k + ‘lick 
ci = i=1,2 n, >...> (2.1) 
ulk 
wherea,,, j=O, j=1,2 ,..., n. 
Proof. Since T satisfies (1.4), then A = T-’ satisfies 
AC = ]CT]A. (2.2) 
If we note that T, and hence A, is persymmetric, then JA’J = A and so A 
can be partitioned in two ways to give 
Jan-1 
1 
> 
a11 
(2.3) 
where a’,-, = [aI2 ,... ,a,,], If_, = [a,,,. .., a,,], 
i, j = 1,2 ,...,n-1. 
and [An-llij=ai+l,j+l, 
Setting (2.3) in (2.2) and partitioning C and _KTT suitably shows that 
COMPANION AND TOEPLIlZ-LIKE MATRICES 85 
where cc-i= [cs,..., c,]. This yields the two independent equations 
clJan_l = alllc,-l +b,-, (2.5) 
and 
(2.6) 
There are now two cases to consider: 
Case 1. If aI1 # 0, then we may choose ci to be arbitrary, in which case 
(2.5) gives 
-a n-i+!?.,1 + ‘EC1 
ci = i=2,3 n, >..., 
a11 
(2.7) 
which is (2.1) with k = 1. 
Case 2. Suppose that a,, = 0. Since A is nonsingular, at least one of the 
elements in its first row is nonzero, u,~ say. If we now choose ck to be 
arbitrary and examine the (n - k + 1, i - 1)th element in (2.6) for i = 
2,3,..., n, we immediately obtain (2.1). W 
REMARK 2.1. In case 1, Equation (2.6) has not been used. If (2.5) is 
solved for c,_i and substituted into (2.6) then we obtain 
JA:_iJ- Ja._,a,‘b~_,J= A,-,- b,_,a,‘a:_,. 
Thus the Schur complement of a,,, i.e. A,_ i - b,_ ia~~a’,_ i, is persymmet- 
ric. This result is given, using a different proof, in [9]. 
REMARK 2.2. In case 2, Equation (2.5) has not been used. Since ai, = 
a n + 1, k = 0, (2.1) shows that 
a n-k+2,1 
Cl = > 
alk 
and so from (2.5) we have 
b,_l = ‘n-k+%1 
alk la,-,. 
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This shows that when a,, = 0, the first column of A, without its first element, 
is a multiple of the reverse of the first row without its first element. 
REMARK 2.3. When c,., k = 2,3,. . . , n, is chosen to be arbitrary, the rest 
of the ci’s are calculated using the first and (n - k + 2)th row and the k th 
column of A only. In fact only 3n - 3 elements of A are used, since 
an _ k+2 k is not required. When k = 1, only 2n - 1 elements of A are used, 
i.e. its first row and column. If a,, + 0, it is of course still possible to choose 
ck, k # 1, to be arbitrary, provided that alk f 0. In this case we can express 
all ci, i # k, in terms of the 2n - 1 elements of the first row and column of 
A. This is shown in the next result. 
THEOREM 2.2. Zfa,, and alk are nonzero, k # 1, and ck is chosen to be 
arbitra y, then 
a n-k+Z,l’li -a n-i+2,1alk + allaliCk 
ci = 
al@11 
(2.8) 
Proof. We first note that 
a n-k+2,i=‘n-i+l,k-l> (2.9) 
since A is persymmetric. Next we need the well-known formula (e.g. [l, 21) 
for the elements of A = T- ’ given by 
1 
ai+i,j+i’ aij+-(ai+l,la~,j+l-al,n-i+lan-j+l,l~~ 
a11 
i, j = 1,2 ,..., n-l. (2.10) 
Using (2.9) and (2.10) in (2.1) gives (2.8). n 
REMARK 2.4. The formula (2.8) stiIl holds when k = 1, in which case it 
reduces to (2.7) since a,, i,i = 0. 
We now show which elements of C cannot be chosen arbitrarily. 
THEOREM 2.3. Zf a,, = 0 for some I, 1= 1,2,. . . , n, then c, is completely 
determined by the elements of A = T-‘. 
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Proof. If aI1 = 0 for some 1 and ulk # 0, then (2.1) shows immediately 
that 
an-k+2,1 - an-1+2,k 
c, - 
‘lk 
as required. n 
If T is a Toeplitz matrix, then H = TJ is Hunkel matrix. Thus if H is 
nonsingular, it satisfies 
CH = HC*, 
where C is the companion matrix in (1.3). Theorems 2.1 and 2.3 are now 
replaced by the results shown below. 
THEOREM 2.4. ZfB=[bij]=H-‘andbknfOforsomek,k=1,2,...,n, 
then ck may be chosen to be arbitrary and the elements in the last row of C 
defined in (1.3) are given by 
bi,k-l- bk,i-l+ ‘kbin 
ci = 
b kn 
wherebio=O, i=1,2 ,..., n. 
THEOREM 2.5. Zf b,, = 0 for some I, 1= 1,2,. . . , n, then cI is completely 
determined by the elements of B = H-l, and if bk, + 0, 
b l,k-1 -b k,l-1 
Cl = 
b ’ kn 
3. EXTENSION TO TOEPLITZ-LIKE MATRICES 
Let S be a nonsingular r-Toeplitz matrix of order n satisfying (1.8), and 
let P = [ pii] = S-‘. Before stating the theorems corresponding to Theorems 
2.1 and 2.3, we need some notation. 
Since P is nonsingular, its first T rows are linearly independent, and so 
there exists a nonsingular r x r matrix formed from these rows by taking the 
columnset#={j,,j, ,..., j,}wherej,<j,+,, t=1,2 ,..., r-l.Let#‘be 
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the set of columns of P not in f, and denote submatrices of P and Cc’), 
defined in (1.7), in the following way. 
DEFINITION 3.1. 
P,=[p,J, i=1,2 )...) T, jE,$, 
P;=[pij], i=1,2 ,..., r, jE$‘, 
P n--r = [Pijl, i=r+l,..., n, jE2, 
Pi_,= [pii], i=r+l,..., n, jE#‘, 
C,=[cij], i=1,2 ,..., r, jE2, 
Ci=[cij], i=1,2 ,..., r, jEy’, 
K n-r = [C(‘)]ij, i=1,2,...,n-r, jE#, 
K’ n--r =[C(*)]ijp i=1,2 ,..., n-r, jEf’, 
where C,,, in (1.7) has elements cij, i = 1,2 ,..., r, j = 1,2 ,..., n. 
REMARK 3.1. The columns of K,_, and K,‘_, are either zero or columns 
of I”_,. Specifically, if [ Ci?,] j denotes the jth column of the matrix formed 
from the first n - r rows of Cc’), then 
1 -I.={ CC” 
0, j = 1,2 >.a*, r> 
n ’ J ej-,, j=r+l,r+2 ,..., n, 
where ej is the j th column of I,_,. 
We can now state the main result in this section. 
THEOREM 3.1. Zf P = [Pii] = s-l, where S is a nonsingular r-Toeplitz 
matrix, and P, is nonsingular, then C, can be chosen to be arbitrary. Zf the 
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matrix formed from the last r rows of DC’) is D,,,=[dij], i=1,2,...,r, 
j=1,2 ,...,n, then 
t=1\ U=l 
jtE#, i=1,2 ,..., r, j=1,2 ,..., n, 
where P;’ = [qj], 
The elements of C,’ are given by 
cij= k Pit Pi,+r,j-Pi,,j-r+ I? Pujdr-u+l,n-i,+l * 
f=l i u=l 1 
i = 1,2 ,..., r, jEY’, 
wherethesetofrrowsi,, t=l,...,r,ischosensothatQ,=[pij], i = i,, 
j=n-r+l,..., n, is non-singular and Q;‘= [pij], i, j = 1,2 ,..., r. 
thatifi>norj<lthenpij=O. 
Proof. Since S satisfies (1.Q then P = S- ’ satisfies 
PC”’ = J [ DC’)] TJP. 
(3.1) 
(3.2) 
. , ,2,, 
Note 
(3.3) 
If we now take the column set 2 from (3.3) and use Definition 3.1, we 
obtain 
K 
n--T 
p cr [ 1 = lD,T,,,IP, + I;-’ P,_,. [ 1 (3.4) 
Next, postmultiply (3.4) by P; ’ = [ ai j] and determine the fgth term of 
the result to give, after some elementary algebra, 
r r 
dr-g+l,n--f+1= 
I( 
Pf, j,-r - Pf+r, jr + C Pf,n-r+&uj, 
I 
%P’ 
t=1 u=l 
jtE8, f=1,2 ,..., n, g=1,2 ,..., r. (3.5) 
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The expression (3.1) is now obtained from (3.5) by setting r - g + 1 = i and 
n-f+l=j. 
To determine C,‘, extract the column set f’ from (3.3), giving 
(3.6) 
Nowchoosearowset .%= {i,,..., i,} so that Qr = [pii], i E 9, j = n - T + 1, 
,.., n, is nonsingular, and let Q,_r=[pij], iE.R, j=1,2 ,..., n-r. Using 
only these rows, we obtain from (3.6) 
(x7) 
where the first matrix on the RHS uses only the row set 9 extracted from the 
corresponding matrix in (3.6). Finally, after premultiplying (3.7) by Q;’ = 
[pi j], the ij th term of the resulting equation, after some elementary manipu- 
lation, gives (3.2). n 
REMARK 3.2. If the leading and trailing principal minors of P, IP,I, and 
lQrl respectively are nonzero, (3.1) and (3.2) can be expressed in terms of the 
first and last rows and columns of A only. To show this, we need the 
following r-Toephtz equivalent of (2.10) which is proved in [7]: 
Pi+?, j+r =Pij+[Pi+r,lT”‘, Pi+r,rlPI1[Pl,j+l~“‘~ Pr,j+TIT 
where 
P, x x 
P=[pij]= 31 x x 
[ 1 . x x Qr 
It can now be seen from (3.8) that pi+,, j+r - pi j is given in terms of the first 
and last r rows and columns of P. The other elements of P in (3.1) are 
P~_~+~,~_,+~, and in (3.2) are puj, u=1,2 ,..., r, so that the result now 
follows. This result reduces to Theorem 2.2 in the Toeplitz case. 
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REMARK 3.3. If P, and QI are nonsingular and we choose f = 
{1,2,..., r} and .F= {n--r+l,..., n }, then (3.1) and (3.2) simplify respec- 
tively to 
d,,= i 
f=l 
C Pn-j+l,n-r+uCut - P,- j+l+r,t 
u=l 
i=1,2 )...) r, j=1,2 )...) 72, 
1 a t,r-i+l’ 
(3.9) 
and 
cij = t Pit 
\ 
L Pujar-u+l,r-l+l - P,- r+t,j-r 2 
t=1 tL=l 1 
i=1,2 )...) r, j=r+l,rS2 )...) n. (3.10) 
REMARK 3.4. If r = 1, then S is Toeplitz and we have already stated in 
Remark 1.3 that C = D. It is easy to see that in this case (3.1) and (3.2) are 
equivalent when f = { k } and 9 = { rt - k + l}. Also, since S and P are 
persymmetric, they can be seen to reduce to (2.1) as expected. The formulae 
(3.9) and (3.10) reduce to (2.7) when T = 1. 
REMARK 3.5. The formulae (3.1) and (3.2) require at most 6m - 2r2 
elements of P. If P, and Qr are nonsingular, then Remark 3.2 applies and we 
only require 4m - 4r2 elements of P. 
The equivalent of Theorem 2.3 is as follows. 
THEOREM 3.2. If the lust r elements in row n - j + 1 of P are zero, 
where P is the inverse of the r-Toeplitz matrix S, then d,,, i = 1,2,. . . , T, are 
completely determined by P. Similarly, if the first r elements in column j of P 
are zero, then cij, j E #‘, are completely determined by P. 
Proof. If P,,_~+~,~_~+~= 0, u = 1,2 ,..., r, then the terms in cUj, in (3.1) 
disappear. The result for (3.2) follows similarly. n 
REMARK 3.6. All the results given in this section apply to block Toeplitz 
matrices when n = rm, but there do not seem to be any simplifications in the 
formulae because of this restriction on n. 
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