Robust and precise defect detection is of great significance in the production of the high-quality printed circuit board (PCB). However, due to the complexity of PCB production environments, most previous works still utilise traditional image processing and matching algorithms to detect PCB defects. In this work, an improved bare PCB defect detection approach is proposed by learning deep discriminative features, which also greatly reduced the high requirement of a large dataset for the deep learning method. First, the authors extend an existing PCB defect dataset with some artificial defect data and affine transformations to increase the quantity and diversity of defect data. Then, a deep pre-trained convolutional neural network is employed to learn high-level discriminative features of defects. They fine-tune the base model on the extended dataset by freezing all the convolutional layers and training the top layers. Finally, the sliding window approach is adopted to further localise the defects. Extensive comparisons with three traditional shallow feature-based methods demonstrate that the proposed approach is more feasible and effective in PCB defect detection area.
Introduction
The printed circuit board (PCB) is an essential component of various electronic devices, such as a computer, cellphone, fridge and so on. In the background of the wide application, it is of great significance to fabricate defect-free PCB. Due to the rapid development in the electronic information field, the PCB manufacturers pursue to get a final product, which is not only more qualified and integrated but also much smaller. Since the traditional way to detect PCB defect is always done by a human, it is always judged subjectively and inefficiently. Drawbacks like this have made it no longer satisfy the current manufacturing situation. Thus, it is necessary and meaningful to introduce an efficient automatic detection system of low cost into the environment. Especially for those small businesses that are not able to afford the expensive automated optical inspection (AOI) system.
This study focuses on studying computer vision based defect detection algorithm for bare PCB. It can be an alternative to the AOI equipment and also emancipate human labours from the tedious production line. The key benefits of applying the computer vision to the defect detection lie in the high efficiency and good stability. Thus, many researchers have put great efforts to incorporate the computer vision technology into the different defect detection fields. Celik et al. [1] developed a real-time machine vision system using neural networks for fabric defect detection. Feng et al. [2] proposed an automatic railway inspection system for fastener defects detection, and a probabilistic model was used. Koch et al. [3] presented a visual inspection system to detect defects in civil infrastructures, such as concrete bridges and tunnels. They also explored the potential of computer vision in detecting defects of other civil engineering applications. Shanmugamani et al. [4] utilised machine learning techniques to evaluate gun barrel defects such as wear, erosion, and rust. In PCB defect detection field, machine vision has also been applied to explore an algorithm, in which the accuracy, efficiency, and realtime performance are pulled together. As there are two types of PCB, bare and assembled PCB, the defect detection algorithm will put emphasis on different aspects for different study objectives.
For a bare PCB, which is exactly the one this paper studies, Ibrahim et al. [5] applied the HAAR wavelet transform to the standard and defected PCB images, and then the difference operation was done in the wavelet domain. The output was generated by performing a XOP logic operation. Chang et al. [6] proposed a case-based identification model which contains two steps. The first step is to store the defected images to form a concept space, and the second step is followed by calculating the relative position of similar cases with the given pattern in the concept space. Khalid et al. [7] made use of several image processing operations such as image subtraction and logical XOR, which successfully classified 14 common defects. Ismail et al. [8] adopted a new algorithm, which consists of operations such as image difference, image subtraction, and image comparison, to detect five types of defects. Putera et al. [9] employed a morphological image segmentation algorithm to improve the image processing algorithm. Finally, 13 defects were classified into seven categories. They further improved the algorithm by increasing categories from 7 to 11, and the production cost was reduced in the meantime [10] . Ray et al. [11] adopted the Hybrid approach which could not only detect PCB defects but also classify and locate the defects. To decrease the limitation of only using the single feature to represent defects, Li et al. [12] proposed to fuse the gradient direction information entropy and the local binary pattern (LBP) feature to construct a feature vector, which can be used to describe PCB defects. Also, finally, a support vector machine (SVM) classifier was trained for recognising defects on the bare PCB.
As the literature reviewed above show, although researches of PCB defect detection have made great progress in recent years, most of the researchers remain to employ the image processing techniques to detect PCB defects [8] [9] [10] . Also, many researchers adopt a template matching algorithm to the standard image and defected one [7] [8] [9] . Although the feature extraction is integrated into the classifier such as SVM [12] , the inspection system still cannot work very well when the detection environment changes.
Since the real environment of PCB defects is much more complicated, those classical feature descriptors such as LBP are relatively too simple to represent the image. With the generation of convolutional neural networks (CNNs) [13] in the computer vision area, some more sophisticated networks are introduced to be the feature extractors. The deep features they learnt have substantially outperformed the shallow features extracted by previously handcrafted descriptors. For some well-known large dataset such as ImageNet [14] that contains 1000 classes, they can perform excellently [15, 16] , and obtain better results than traditional methods significantly. However, most research studies have not applied the deep architectures to the PCB defect detection fields, and it remains unknown whether the deep features about PCB defects could perform better than shallow features. If like most other cases, we would like to know the difference between deep features, which we learnt from a large quantitative image data, and shallow features. Despite the success, these high-level feature representations have won, it is known that a large set of labelled data are required to train a deep CNN model. However, for many problems, it is not easy to obtain so many images, which limits the application of the very deep CNNs to many fields.
The purpose of this research is to explore the possibility of deep feature learning algorithm in PCB defect detection field, especially with limited defected PCB samples. On the basis of the unified PCB defect dataset we created, this study also makes a systematic evaluation of detection results with different implementation methods. We adopt a pre-trained VGG [17] model to deal with the PCB defect detection problem. Then comparisons are made with shallow feature-based models which are combined with handcrafted feature descriptors and SVM, such as scale-invariant feature transform (SIFT) [18, 19] and LBP [20, 21] . Bag-of-Words (BoW) [22, 23] is used to improve the model performance as well. In addition, a deep feature-based model is also taken as a reference, which is implemented with AlexNet [24] and SVM. A set of experiments are carried out to evaluate their performance. The experimental results prove that the deep CNNs outperform all other traditional vision algorithms on the relatively small dataset we created and could deal with PCB defect detection effectively.
The main work of the proposed bare PCB defect detection system is discussed in a different section as listed. Section 2 describes the methodology in detail of this research, which would include the basic skeleton of the model and detection network based on the very deep CNN. Section 3 contains the results and analysis of experiments for defect detection. Finally, Section 4 concludes this work.
Methodology
In the traditional PCB defect detection system; there are several processing steps to be taken for the original images. Fig. 1 shows a typical defect detection flowchart, which comprises four steps: image pre-processing, regions of interest detection, defect detection and decision making. The first two steps are directly operated on the original images, which makes it greatly rely on the detailed information of input. The defect detection stage is relatively computational because this step has to process a large number of feature representations. In this section, we detail an end-to-end method to improve the defect detection system. Multiple intermediate steps are incorporated into the network, which greatly increases the detection accuracy and efficiency.
Base network
We adopt VGG-16 [17] as our base network to do the feature extraction. Since the input of VGG Net is required to be the RGB image with a size of 224 × 224, the defected images in our dataset are all resized from 128 × 128 to the designated size. The VGG model is pre-trained upon the ImageNet Large Scale Visual Recognition Competition (ILSVRC) [25] to categorise around 1.2 million images to 1000 classes. There are five convolutional layer stacks, and very small filters of 3 × 3 size are used on the feature maps with a fixed pixel stride 1. The first two stacks have two convolutional layers, and the output of each layer is activated by rectified linear unit [24] non-linear function. So as to the other three convolutional stacks that has three convolutional layers. At the end of each stack, a max-pooling layer is connected. It is performed with 2 × 2 window size and 1 pixel stride. Three fully connected layers are then followed to the convolutional stacks and max-pooling layers. The outputs of the first two layers are all in size of 4096, while the last layer is the softmax layer which is depended on the specific classification problems. It has 1000 channels when dealing with the ImageNet ILSVRC challenge [25] , while in our work, the number of channels is set to 6 according to the defect categories. Also, for the reason of additional memory consumption, the local response normalisation [24] , a typical normalisation operation, is not applied to the network.
The disadvantage of CNNs is a huge amount of labelled sample images for training, especially for the deeper networks which have even more parameters to learn, such as 22 layers [26] . Therefore, if we directly use only thousands of images in our small dataset to train the deep networks, facing so many parameters, it will easily fall into the serious over-fitting situation. On the challenge of making the deep network VGG fit for our small dataset, we combine the transfer learning method with data augmentation and then use the pre-trained CNN to extract the deep discriminative features. This approach not only enlarges the training dataset but also reduces the high requirements on the image quantity.
Deep feature learning
As mentioned before, to obtain millions of parameters in the deep CNNs, we need training samples in large quantities. The lack of defected PCB images motivates us to explore the scheme to address the problem. Therefore, this study applies two methods: parameters transfer learning and data augmentation.
Parameters transfer learning:
For a CNN model, although its configuration is known, the way how it works remains a mystery to us. The knowledge that we can use is that image features in low-level such as edges are extracted in lower convolutional layers, and the higher convolutional layers mainly extract more detailed and complicated features. The fully connected layers act to capture features related to the specific categories for the classification task. The handcrafted feature descriptors only extract the shallow representations, which is difficult to be transferred to identify other new objects. Fortunately, the deep discriminative features can be obtained in CNNs about the compositions of images and the specific combination such as shapes and edges. All the critical information to recognise the objects are contained in the last several convolution layers and fully connected layers. Thus, in this study, we need not learn new parameters in the network by training such a small dataset, we can simply use what has been pre-trained in a state-of-art VGG model on ImageNet. These pre-trained parameters are then fine-tuned with an optimal learning rate to fit for our classification task. Fig. 2 shows the routing map of transferring parameters from a large existed dataset to a small target dataset.
Pre-trained model obtaining:
Since the learning process of CNNs is usually computational slow, a powerful graphic processing unit (GPU) is always needed to accelerate it. Training a VGG model usually takes several days, with millions of iterations, to learn the weights of the networks. It not only requires highcomputational power, as well as long time and large dataset. As many people have released their training model parameters, in this study, we use the shared weights to fine tune the network.
Fine-tuning:
This strategy is adopted by freezing all the convolutional layers and replacing the fully connected layers with a new dense layer. Parameters are then updated by our own data. As Fig. 3 shows, the entire fully connected layer is removed from the VGG model which is pre-trained on ImageNet. Then the remained convolutional layers are regarded as a feature extractor. In the proposed network, the features extracted will be transferred to a dense layer and fine-tuning technique is followed on our own small dataset. The output layer can be replaced by a trained linear classifier, such as SVM or softmax. For the front convolutional layers, most of them contain the generic representations which could be transferred to other recognition tasks, such as edges and shapes. The details of the images are mainly in the last several layers. Therefore, in our study, we just make the first five convolutional layer blocks frozen, for the purpose of making full use of the information learnt in ImageNet. Then we use back propagation to fine-tune the weights of the proposed network on our PCB defect dataset. Due to the small size of our dataset, it would be better to only train the dense layer, which can effectively avoid the over-fitting problem.
Data augmentation:
On the basis of the limited defected PCB images, in order to improve the detection accuracy, we use data augmentation techniques to expand the created dataset. There are many means to implement it, such as linear and nonlinear transformation. In our work, we apply two methods. One is some simple affine transformations, such as rescaling, shift, mirror and so on. These basic techniques help a lot to prevent over-fitting on such a small dataset.
Localisation
The sliding window approach is adopted in our defect localisation stage. This method in object localisation field has been used for a long time [27] [28] [29] . It mainly depends on the evaluation score of the classifier upon the window area in the image. Select the maximum as the final recognised label and make annotation by drawing rectangular in this region. Formally, it can be written as
where R represents all the window-region matrixes over the image I. Since it is too computational to slide a window pixel by pixel over an M × M image, especially when M is very large, we set a fixed size between each window. The experiment shows that this coarse search approach could reduce the number of windows effectively and has little effect on the localisation results by comparing three different strides.
Loss function
CNNs mostly have the same configuration, and it is essentially a supervised learning process of minimising loss function to optimise a CNN. The mathematic formulation can be described as
where L denotes the cost of the total training images. We use F as a collection of operations in the network, such as convolution operations and pooling operations. Let W represent the parameters that can be adjusted by the iterative learning process. The predicted output label F W, x and the desired category label matrix y are put into the loss function f loss to calculate the cost. In a CNN, the commonly used loss function is softmax matching with cross entropy loss function. Since the outputs of the CNN are the evidence of input instances, the softmax is used to transfer this evidence into the form of probability
where s i denotes the ith CNN output. The probability p i represents the confidence level of input belonging to the ith category in the total T categories. Then we use it to compute the cross-entropy loss:
where y i is the ith category label. The parameter update formula can be obtained by using the stochastic gradient descent (SGD) optimiser
where λ is the learning rate and the gradient of L is computed with the current parameters W old . The new parameters W new are then updated towards the direction of maximum change.
Experiments and analysis

Dataset description
Our work is based on the PCB images provided by the author of 'defect detection and recognition of bare PCB based on computer vision' [30] . However, there are only 99 original PCB images, and the number of defects in each PCB is rather small. Just cutting out the small defect area of the PCB as our dataset is surely far from enough to deal with our classification task. Therefore, we enlarge the dataset with some artificial defects on the bare PCB and then mix them with true defects together. The final dataset is divided into three sets, one for training, one for validation, and the other for testing. Each category contains six types of defected images. Since there are more images of the normal type in the PCB, we make samples of this type as much as possible to avoid misclassification in our dataset. The training set has a total of 3800 images, with 1000 normal type and each with 560 defects for the other five types, including copper, short, open, spurs and mouse-bite. The validation set accounts for 20% of the entire set, namely 950 images, which has the same size as the testing set.
Evaluation metrics
We adopt the evaluation criteria for multi-class image dataset classification task from [31] . It is designed to access the accuracy of correctly classified images, the cost of misclassification, and the trade-off of detection errors between different defect types. To have a quantitative evaluation of the algorithms, the average precision The precision-recall curve (PRC) is computed to evaluate the performance of the classification problems, which set the recall value as the x-axis and precision as the y-axis. The area below PRC is summarised and averaged upon the recall levels spaced at a fixed value between zero and one. Take interval m for example, the AP is obtained by doing the average operation upon the maximum measured precision p max (r) when it exceeds recall level r
Implementation details
Dataset:
Our dataset is created using a sliding window with the size 128 × 128 pixels over the 4072 × 3046 PCB images. The step is set 64 pixels, and half-overlapped windows are then cropped and saved in the set. Choosing 128 as the window size is for the reason that this area contains all the features of the defects and will not carry too much background information to the classifier as well. The cropped small ROIs are then manually selected for different defect sets. The validation set and training set are randomly divided at a ratio of 1:4. The testing set is made the same size as the validation set. Table 1 is the number of the dataset in each category.
Pre-processing:
Due to the small number of labelled defects, we firstly make some pre-processing techniques to enlarge the dataset. The rotation operation is used with a range of 0-40°. Also, the images randomly zoom in the range of 0.8-1.2. Apart from these, the shift operation is also applied. Small images can shift either horizontally or vertically by 20% of the image height pixels. The Boolean value of horizontal flip is set to true, which means it can randomly flip. When the whole pre-processing process is finished, the dataset is greatly expanded. As a fixed size of the model input is required, the images are resized to 224 × 224 pixels. Some research studies resize the images to a larger size to augment the dataset, e.g. 256 × 256 pixels. Also, then they randomly crop the image with the required size, which proves to perform well in some classification cases [24] . However, the defects in our dataset are not always located in the centre, and most are situated in the peripheral area instead, such as the corner of the small window region. Therefore, in this study, we do not take our dataset that way, and only scale the entire small images to the required size. Also, then our model is fine-tuned on each defect set.
Classification methods:
Besides the proposed method, three shallow feature-based methods and 1 deep feature-based method are also adopted as references. The overall methods include the algorithms which combine SVM with the LBP and the histogram-oriented gradient (HOG) feature respectively. The SIFT feature described by the BoW model is also used to train the SVM classifier. A transferred model which regards the AlexNet as the feature extractor and SVM as the classifier is set as another reference. Our proposed method uses the pre-trained VGG network to learn the high-level feature contained in the defects. All the convolutional layers are frozen, and the top layers are replaced with a new softmax layer, the parameters of which are then finetuned on the target small dataset. The evaluation metrics are used to compare the performance of each method objectively.
Training details:
In the study, we use stochastic gradient descent (SGD) to optimise the proposed network, and the momentum is set to 0.9. The initial learning rate is usually set in the range of 0.01-0.0001. Considering the network configuration and the dataset we used, we take value 0.0001 as the learning rate and 100 as the training epochs. The update formula of the learning rate in every iteration is shown as
Mini-batches learning is adopted. To make the training process executable and GPU parallel performance using rational, a suitable batch size is searched from a relatively small value, which is fixed to the power of 2. In the end, we take eight as the batch size, which helps to avoid the local minimum value but converge to a flat minimum. Also, compared with the large batch, the small value improves the generalisation of the network. Fig. 4 shows the detected defects in the PCB image based on the proposed method. The defects detected contain 1 short, 1 mouse bite, 2 coppers, 1 open and 1 spur. Each predicted defect is marked out by a rectangular box in blue, and the predicted type is annotated in the yellow box. This method successfully detected all the defects in the image without omission. Also, it outputs a nonmisclassification result, in which the model does not recognise normal type as a defect and vice versa. The detection result for coppers shows that our model is relatively robust even when the defect resides in the peripheral regions of the detecting windows. This could help us set a larger stride of the sliding window to reduce the detection time, and in the meantime, the accuracy is maintained. Furthermore, Fig. 5 gives the detection result of the model based on the combination of AlexNet and SVM, which achieves the highest AP among the other four methods. The output shows that the normal area in the PCB images is easily recognised as the defect. Also, some defects are too small to be detected. However, our model successfully avoids the mistakes and obtains a relative ideal detection output. The result qualitatively proves that the proposed method outperforms the other classification methods.
Comparisons of PCB defect detection approaches
To quantitatively compare our method with other algorithms, we list the AP and mean AP (mAP) in Table 2 . Also, the PRCs of six defect types are plotted in Fig. 6 . These evaluation metrics help to give a specific understanding of the overall performance. From Table 2 , we can see that the proposed method obtains the highest mAP at 99.59%, and it exceeds the second highest method by 8%which is based on a combination of Alexnet and SVM. Comparing with the shallow feature-based methods, mAps of deep networks in the last two columns show an increase of 20% at least. Take the row of the copper defect, e.g. the AP is around 65% for From the curves in Fig. 6 , we can see that the deep networks obtain a higher area, which means both high precision and recall. The high precision proves that the deep feature-based methods have much better accuracy. Also, a much greater number of positive samples are returned, which is shown by the high recall value. The HOG-and LBP-based models show a result of the high recall and low precision, especially in the mouse bite defect, which represents the less FN samples and more FP samples. Many false results are wrongly predicted to be positive. In addition, our method outperforms the SVM model combined with AlexNet and still achieves high precision in the high recall regions. Though the AP in Table 2 is generally higher in the proposed method, it is only tested on the small dataset created on our own. Therefore, the data presented in the study can just be as a reference to the feasibility of the deep neural network in the PCB defect detection area. This attempt motivates us to further the research in the future work and to solve more complicated circumstances with larger datasets.
Conclusion
The highlights of the proposed CNN-based model are the end-toend configuration of the entire defect detection system. From the original images to the final detection results, the parameters of the feature extractor and the classifier are all obtained by the training process, which is achieved by convolutional layers and a dense layer, respectively. This configuration can make up for the complexity of traditional vision methods which contain several image processing steps. Furthermore, the proposed approach makes a new attempt to the deep neural network in the PCB defect detection area with the small dataset self-created. Also, its outcome shows a better performance in defect classification than other traditional methods based on handcrafted feature extraction. The proposed deep model has two special strengths: (i) the deep feature learnt is discriminative enough to distinguish the difference between defects. (ii) The system is much more complex, so it is able to be used in diverse situations. Although the model performs well using the deep features upon the current dataset, the feature selection algorithms are not studied in the network. This algorithm can greatly help us to build a more robust model for the multi-class identification task. Also, the top layers of the model can also be improved, since it is constructed only by a simple dense layer currently. Thus, our future work will place emphasis on the feature selection algorithms and the architecture of the network.
