It is shown that the radial part of the Hydrogen Hamiltonian factorizes as the product of two not mutually adjoint first order differential operators plus a complex constant ǫ. The 1-susy approach is used to construct non-hermitian Hamiltonians with spectra which are either the same as the Hydrogen Spectrum or having an extra 'complex energy' at ǫ. New self-adjoint hydrogen-like Hamiltonians are also derived by using the 2-susy approach with complex conjugate pairs ǫ,ǭ. In all these cases the Hamiltonians are exactly solvable with square-integrable eigenfunctions.
Introduction
In Quantum Mechanics observables are represented by hermitian operators in a Hilbert space. This restrictive notion arises from the physical fact that measurements involve real numbers; a self-adjoint Hamiltonian guarantees real energy eigenvalues. For many years quantum physicists took comfort in such statements and concentrated mainly on solving the Schrödinger equation for real-valued potentials. Recently, however, the study of non-hermitian eigenvalue problems has attracted much attention (it is highly significant that Morse and Feshbach worked on this subject about 50 years ago [1] .) They appear in Molecular Physics and Quantum Chemistry [2] , Superconductivity [3] , Quantum Field Theory [4] and other domains [5] . The fact that non-hermitian Hamiltonians can admit real eigenvalues [6] has been the basis of recent studies on PT -symmetry [7] and Pseudo-Hermiticity [8] in Quantum Mechanics (for a discussion on diverse non-hermitian models see [9] .)
On the other hand, the connection of supersymmetric Quantum Mechanics (susy-QM) with the factorization method and the intertwining approach is nowadays well understood [10] . Exactly solvable potentials have been constructed such that they are strictly isospectral or almost isospectral to an initial one because the supersymmetry (for recent reviews see [11] ) The higher order susy-QM amended the conviction that the excited states can not be used to generate non-singular susy-partners [12, 13, 14, 15] . Some applications deal with singular [16] , solitontype [17] and periodic potentials [18] . Of special interest is the confluent case of the method [17, 19] for which the second order procedure is managed to add a single new level to the initial spectrum at any arbitrary position of the energy axis. The n-susy approach is also connected with other studies (see e.g. [20] ). Now, we have to stress that almost all the works on the matter have considered eigenfunctions belonging to real factorization constants ǫ as the transformation function while the case of complex ǫ has not been studied to the desired extent. Exceptional cases are, in our opinion, the works in [21, 22] where the 2-susy formalism is formulated with ǫ ∈ C to obtain either hermitian or non-hermitian susy partners of a given initial Hamiltonian (the immediate applications embraced, among other, the free particle, harmonic oscillator, Morse, Pöschl-Teller and Scarf potentials as the initial ones.) In all of these examples the involved spectra are always real and identical to the initial spectrum.
It is then interesting to investigate some other systems allowing the application of a 'complex' susy mechanism. In particular, as Schrödinger showed, the spectrum of the Hydrogen atom is easily calculated by factorizing the radial part (H ℓ ) of the involved Hamiltonian. The point of departure is the wave-function of the ground state energy (E 0 = −1/(ℓ+1) 2 , in the appropriate units) and, by "working upwards", one then calculates the remaining wave-functions [23] . Further studies have shown that the factorization of H ℓ with the real constant ǫ = −1/ℓ 2 permits the construction of the corresponding family of 1-susy partners [24] . Recent results show that the (unphysical) eigenfunctions belonging to arbitrary real constants ǫ < E 0 lead to non-conventional n-susy partners of H ℓ [15] (see also [25] ). In this paper we take a next step by considering ǫ ∈ C. Here the factorization (1-susy) method is used to construct non-hermitian second order differential operators with spectra which are either the same as the Hydrogen Spectrum or having an additional 'complex energy'. The involved eigenfunctions are always square integrable. The 2-susy case is developed by following up [22] and it is addressed to construct new Hamiltonians again strictly isospectral to the Hydrogen one.
The paper is organized as follows: Section 2 introduces the factorizations H ℓ = AB + ǫ, where ǫ ∈ C. It is notable that the self-adjointness of H ℓ is guaranteed although the first order differential operators A and B are not mutually adjoint. The Section 3 is devoted to the construction of non-hermitian 1-susy partners H(ζ) of H ℓ . Finally, Section 4 deals with the self-adjoint 2-susy partners H of H ℓ .
The complex-type factorization method
Let us consider a single electron in the field produced by a nucleus with Z protons. We shall take E = Z/2r B and r B = 2 /Ze 2 m for the energy and radial coordinate units respectively. The corresponding time-independent Schrödinger equation reduces to H ℓ ψ n,ℓ (r) = E n ψ n,ℓ (r), with solutions ψ n,ℓ (r) = C n,ℓ r ℓ+1 e −r/n 1 F 1 (ℓ + 1 − n, 2ℓ + 2; 2r/n), E n = −1/n 2 (1) where N ∋ n = ℓ + s + 1; ℓ = 0, 1, 2, ..., n − 1; s ∈ Z + ; C n,ℓ is the normalization constant, 1 F 1 (a, c, z) is the Kummer's function and L 2 (R + , 4π) ∋ ψ n,ℓ (r) ≡ rR n,ℓ (r). The effective potential V ℓ (r) has the domain D V = [0, ∞) and
The factorization of the radial Hamiltonian (2) requires a couple of first order operators 3 A and B, plus a constant ǫ, such that
Now, let us stress that, in general, the more restricted ǫ the narrower the set of operators A and B in (3) . Indeed, with the usual constraints ǫ ∈ R and B = A † , the self-adjointness of H ℓ is ensured. Here we are concerned with a more general situation, our factorization constant will be a complex number C ∋ ǫ := ǫ 1 + iǫ 2 ; ǫ 1 , ǫ 2 ∈ R, while the factorization operators will read
where the complex-valued function β fulfills
Notice that the right hand term in (3) is self-adjoint (via the complex conjugation of (5)) although the operators A and B are not mutually adjoint. Hence, we have a new freedom to factorize the initial Hamiltonian H ℓ absent in the conventional factorization recipe. The set of factorization operators A and B in (3) is wider than those previously considered (see e.g. [24, 15] ) and, as a byproduct, the method allows the construction of new classes of hydrogen-like potentials.
In order to solve the operational equation (3) (4) , in analogy with the real ǫ, one solves (5) by means of the logarithmic transformation β(r) = − d dr ln u(r). In our case, the u-function is the general eigenfunction of H ℓ belonging to ǫ:
where α and ζ are complex constants, U(a, c, z) is the logarithmic hypergeometric function and ǫ ≡ −k 2 ; C ∋ k = k 1 + ik 2 ; k 1 , k 2 ∈ R. Now, observe that k 1 = 0, or k 2 = 0, reduces ǫ = k 2 2 − k 2 1 − 2ik 1 k 2 to its purely real part ǫ = ǫ 1 . In that case u is the general eigenfunction 4 of H ℓ for the real eigenvalue ǫ 1 (the previous results [24, 15] are then easily reproducible.) From now on we shall use ǫ 2 = 0 in order to get the most general case.
where v(r) is a real-valued potential with domain D v and ǫ ∈ C. Assume that D v is a simply connected region of R. If Im (ǫ) = 0, then the complex-valued function u(r) admits at most one isolated zero in D v .
Proof : Let
where the bar denotes complex conjugation and W (·, ·) corresponds to the Wronskian of the involved functions. Clearly ω is continuous on D v and shares part of its zeros with u and u ′ . Furthermore, as ω ′ (r) = |u(r)| 2 ≥ 0 ∀ r ∈ D v , the zeros of u(r) are, necessarily, the critical points of ω(r). So ω(r) is always non-decreasing and can have either only one isolated zero or an etire interval of zero points in D v . Finally, as u(r) and u ′ (r) are continuous functions in all D v , then u(r) admits at most one isolated zero there. ⋄ According with Proposition 1, the transformation function (6) can be categorized via the α and ζ parameters:
A) If α = 0 and ζ = 0 then u(r) is zero at the origin r = 0 while it diverges at r = ∞ (see Figure 1 .a).
B)
If α = 0, ζ = 0 and k 1 > 0, then u(r) diverges at the origin and tends to zero for r → ∞. C) If α = 0, ζ = 0 and k 1 < 0, then u(r) diverges at r = 0 and r = ∞.
is different from zero for (α, ζ) ∈ C 0 , then u(r) is free of zeros in all D V and diverges at r = 0 and r = ∞ (see Figure 1 .b).
E) If (α, ζ) ∈ C 0 , k 1 < 0 and θ ℓ (k) = 0, then u(r) diverges at the origin while lim r→∞ u(r) = 0. (6) 
Thereby, the introduction of (6) into the β-function in (4-5) leads to
for which
The dependence of Ω(r) on the parameter ζ has been explicitly written . Another convenient expression for β is the following
3 The new complex hydrogen-like potentials
We have just shown that the initial Hamiltonian (2) can be factorized as the product of two (not mutually adjoint) first order operators plus an arbitrary ǫ ∈ C. Now we shall show that, with the same ingredients, one can build new solvable Schrödinger equations. With this aim, let us transform the product (3) by reversing the order of the factors:
where we have used (5) and (9) . Here H(ζ) is a non-hermitian second order differential operator. The complex function V(r; ζ) behaves as (see Figure 2 ): The next step is to solve the non-hermitian eigenvalue equation:
where the explicit dependence of Ψ and λ on ζ has been suppressed for simplicity. Notice that equations (3) and (12) imply an intertwining relationship between the Hamiltonian H ℓ and the non-hermitian operator H(ζ):
Thereby, one sees that Ψ ∝ Bϕ is a solution of (14) if ϕ is such that H ℓ ϕ = λϕ, while A revertes the action of B because AΨ ∝ ϕ. Now, if ϕ is eigenfunction of H ℓ belonging to λ, then its general form is obtained by taking ǫ = −k 2 for λ = −κ 2 , and u(r) for ϕ(r) in (6) . Hence, we have: ϕ(r) = r ℓ+1 e −κr {C 1 F 1 (ℓ + 1 − 1/κ, 2ℓ + 2, 2κr) + D U(ℓ + 1 − 1/κ, 2ℓ + 2, 2κr)} (16) with C and D arbitrary complex constants. By taking this into account we get
where k = κ and Φ(r) is a complex-valued function defined as
We look for the constraints on k, κ, C and D leading to square-integrable Ψ. Hence, we analyze the behaviour of Ψ near the origin
As k = κ, in both cases Ψ becomes divergent at the origin except if either (I) κ is real and such that κ −1 = ℓ + s + 1, s ∈ Z + , or (II) D = 0. Let us dedicate some attention to this fact CASE I: Let us fix R ∋ κ −1 = ℓ+s+1 = n, n ∈ N. First, notice that 1 F 1 (a, c; z) and U(a, c; z) in (16) are essentially the same function because a = −s is a negative integer or zero. Therefore, one can take either D = 0 or C = 0 with exactly the same result: the obtained Ψ converges to zero at the origin. Let us take D = 0 and C = C n,ℓ , then we have ϕ(r) = ψ n,ℓ (r) and the functions (17) behave asymptotically as Ψ(r) ∝ ψ n,ℓ (r) r→∞ . Thus
are square-integrable eigenfunctions of H(ζ) belonging to the real λ = −1/n 2 = E n . It is notable that these eigenvalues are exactly the same as those for the Hydrogen atom's energy spectrum (see equation (1)). Figure 3 depicts the behaviour of function (20) and ψ n,ℓ for the second excited state with ℓ = 1. CASE II: Now let us fix D = 0 and κ ∈ C. The function (17) behaves asymptotically as follows:
which always diverges for r → ∞. Hence, there is no function Ψ(r) in L 2 (R + , 4π) solving (14) for D = 0 and complex κ = k (i.e. λ = ǫ).
The formula (20) therefore gives all the square integrable solutions of (14) with λ = ǫ. For λ = ǫ, we see from equation (12) that any function Ψ ǫ (r), in the onedimensional kernel of A, is eigenfunction of H(ζ) belonging to ǫ. After a simple calculation one gets
As obvious, the "missing" eigenfunction (22) is free of singularities if u(r) = 0 ∀r ∈ D V . Such a condition is automatically fulfilled for (α, ζ) ∈ C 0 and θ ℓ (k) = 0. Hence, Ψ ǫ (r) behaves as
and clearly Ψ ǫ ∈ L 2 (R + , 4π). Figure 4 depicts the global behaviour of |Ψ ǫ | 2 .
The spectrum of H(ζ), denoted by σ (H(ζ) ), is then discrete and splits according with the values of ζ: Now, in order to analize the orthogonality of the new functions Ψ, we have
where ·, · denotes the inner product in L 2 (R + , 4π) and β 2 will be taken from (9) to read β 2 (r) = k 2 + Im (Ω(r)).
Due to Proposition 1, cases (A)-(E) of Section 2, and equation (10), one realizes that β 2 in (25-26) is a 'well behaved' function granting finite values of the products Ψ n,ℓ , Ψ m,s (compare with [22] .) In fact, if n = m and ℓ = s, equation (25) reduces to the previously verified square-integrability of the {Ψ(r; ζ)} but, if either n = m or ℓ = s, the inner product (25) is different from zero because β 2 is not, in general, a constant. Thus, although the {Ψ(r; ζ)} are elements of L 2 (R + , 4π), they do not form an orthogonal set there (an interesting discussion on this kind of inner product properties can be found in [9] .)
The new real hydrogen-like potentials
As shown in the previous section, the solutions of the new eigenvalue equation H(ζ) Ψ = λΨ depend upon the β-function in (5) via the intertwining (15) . The non-hermitian operator H(ζ) then became exactly solvable with the help of physical as well as unphysical solutions of the initial Hamiltonian H ℓ . We shall extend these results by intertwining H ℓ with a new (to be determined) Hamiltonian H as follows
where the differential transformation operator A is of the second order
and H reads
The operators (28-29) depend implicitly on the label ℓ. We now introduce (2), (28) and (29) into (27) to get
where d is an integration constant. Let us stress that η(r) in (30) will play a role similar to that of Ω(r) in (12) . By decoupling (30-32) one arrives at
with c another constant. The ansatz
where β(r) fulfills (5) and
allows one to express the solutions of (33) via the auto-Bäcklund transformation of the solutions of (5) for ǫ a and ǫ b :
The function γ(r) is then obtained by direct substitution of (36) into (31). Thus, the second order intertwining operator A in (28) is expressed by two different solutions of the first order case. Indeed, A factorizes as A = a 2 a 1 [15] , where a glance at equations (34-36) gives
Thereby, it is easy to rewrite A as [22] :
It is important to notice that equation (36) makes no distinction between real or complex ǫ a and ǫ b [14, 15, 17] . We are thus able to construct either a real or a complex potential V (r) by means of (30). At the first sight it seems necessary to solve the Riccati equation (5) for at least two different factorization constants. Indeed, it is always the case if ǫ a , ǫ b ∈ R [13, 15] (unless the confluent (ǫ b → ǫ a ) treatment is applied [17, 19] .) However, given the solution β a (r) of (5) for ǫ a ∈ C, it is enough to take ǫ b =ǭ a in order to obtain a real η-function
where we have used (11) . The dependence on β a , β b =β a , enters through the imaginary part β 2 of β a (the unnecessary labels a or b have been dropped from ǫ and β.) Hencefort, the new potential (30) reads
Now notice that V (r) will have exactly the same singularities as the initial potential V ℓ (r) iff ω(r) is free of zeros. According with Proposition 1, ω can have one isolated zero at r 0 ∈ D V . But it is not immediate to check if r 0 is a zero of either u(r) or u ′ (r). Thereby, unlike the first order case, it is not sufficient to take u(r) free of roots in order to get a non-singular function η in (39, 40) . However, by considering the cases (A) and (B) for u(r) in Section 2, one can construct a ω-function having an isolated zero at one of the edges of D V (compare with [22] ): 
Let us investigate the consequences of these facts. First, condition (41) is satisfied if u is taken with α = 0 and ζ = 0, so
Then, the new potential (30) behaves as (see Figure 5) V (r; α = 0; ζ = 0) ∼ V ℓ+2 (r) for r ∼ 0, arbitrary k 1 0 r → ∞, arbitrary k 1 (44) On the other hand, condition (42) can be achieved for α = 0, ζ = 0 and k 1 > 0. In this case the function η ′ is zero at both edges of D V and equation (30) 
The real-valued potentials (44-45) resemble the Hydrogen one and they could, in principle, represent physical systems as the Hamiltonians (29) are self-adjoint. The next step is to analize the solutions of the new eigenvalue equation
which, by similar arguments as for the first order case, are obtained from the linear second order transformation (see equation (27)): ψ(r) ∝ A ψ n,ℓ (r) = (−E n + ǫ) ψ n,ℓ (r) + η(r, ζ) Ψ(r, ζ)
where we have used (38), Ψ(r, ζ) is given by (20) and η simplifies as η(r, ζ) = 2k 1 k 2 k 2 + Im Ω (r, ζ) .
It is clear that the first term at the r.h.s. of (47) is in L 2 (R + , 4π). The behaviour of the related second term is found by observing that 1) If α = 0 and ζ = 0 then η diverges as r −1 at the origin while it is constant at r = ∞. Therefore the product η(r, 0) Ψ(r, 0) is zero at the edges of D V and remains finite in all D V .
2) If α = 0 and ζ = 0 then η is a constant at both edges of D V . Hence, η(r, ζ = 0) Ψ(r, ζ = 0) is again well behaved in all D V .
Thus, the new eigenfunctions ψ are in L 2 (R + , 4π) and H is an exactly solvable Hamiltonian with the same spectrum as the Hydrogen atom.
Summarizing: The presence of the non-hermitian second order differential operators H(ζ), admitting real spectra (identical with the energy spectrum of the Hydrogen atom) and square-integrable eigenfunctions, seems remarkable. The previously unnoticed property of these Hamiltonians to admit an extra square-integrable eigenfunction Ψ ǫ (r), belonging to the 'complex energy' ǫ, has come to light. These results might turn out relevant for the PT -symmetry Theory and seem to be attained by other systems different from the Hydrogen atom.
We also took one step further by considering the 2-susy formalism with complex conjugate pairs of factorization constants. As result we have obtained new exactly solvable potentials which are strictly isospectral to the Hydrogen one. The remaining higher order susy partners can be now obtained from our first and second order results and by the combination of the Darboux transformation and the finite-differences algorithm.
