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Abstract 
An additive retrospective non-parametric algorithm for the correction of 
inhomogeneous intensity background of images, commonly known as 
shading, is presented. The algorithm assumed that an original unbiased 
image was corrupted by a slowly-varying shading that could be estimated 
from the signal envelope in a process analogous to amplitude modulation 
detection. Unlike other filtering algorithms, the algorithm did not require pre-
processing, parameter setting, user interaction, computationally intensive 
optimisation algorithms nor a restriction in size of the objects of interest 
relative to the scale of background variations. The algorithm provided 
satisfactory results for artificial and microscopical images.  
 
Introduction 
A common phenomenon in biomedical imaging is the presence of spurious 
intensity variations due to the sample of interest and the technique of 
acquisition. In light microscopy, the variation may originate from uneven 
sample thickness, out-of-focus objects (in thick slices), or departure from 
Köhler illumination and is commonly known as shading [1-4]. In magnetic 
resonance imaging, intensity inhomogeneity or bias field may be caused by 
variation in the radio-frequency (RF) coil uniformity, static field inhomogeneity, 
RF penetration, as well as the anatomy and position of the sample [5-7]. 
Correction methods can be prospective when a calibration protocol and extra 
images are acquired, or retrospective when the only data available is the 
image itself. When shading is caused by the object, it can only be removed by 
a retrospective algorithm [8].  
The first class of correction algorithms apply filtering with low pass, 
homomorphic or morphological operators as it is a simple and intuitive way of 
removing low frequency shading components [3]. However, a limitation of 
these methods is that they assume that the background is either darker or 
brighter than the objects of interest, and that these are limited in size and 
smaller than the background variations. In  [8] several methods were 
compared and all filtering methods failed to correct images with large objects. 
A second class of algorithms use surface fitting methods [3, 9] require the 
selection of a number of points on the background, either manually or 
automatically, and the background is obtained by the fitting of a parametric 
surface. Manual selection is subjective and time consuming and automated 
methods assume a good global support of the background, which is not 
always the case. These methods also failed to correct images with large 
objects. A third class of algorithms perform entropy minimisation [4, 10] as it is 
assumed that the shading introduces extra information to the image, which 
manifests itself as a higher entropy. A parametric polynomial surface that 
minimises the entropy is assumed to be the shading component. This method 
performed well with all types of images, with either large or small objects. A 
disadvantage of this method is that an accurate approximation of certain 
surfaces (one with a small local variation, for example) may require a high 
order polynomial, and consequently a computationally expensive optimisation 
process. In practice, the polynomials are restricted to be of lower orders: first 
or second.  
This letter presents an algorithm to remove the shading component of images 
by estimating the envelope of the signal. The process of estimation could be 
understood as the iterative stretching of a thin flexible surface under which (or 
over which) a series of objects are placed. Initially, the surface was identical 
to the signal intensity but after a series of stretches, the surface adapted to 
the peaks (or lowest points) of the objects, and intermediate values in 
between them. The algorithm made no assumptions regarding whether the 
objects were of higher or lower intensity than the background and performed 
well with small and large objects as well as different microscopical images. 
 
Algorithm  
The acquired, shaded image I(x,y) was assumed to be formed by an additive 
shading component S(x,y) which corrupted an original unbiased image U(x,y)  
I(x,y) = U(x,y) + S(x,y)        (1) 
Therefore, the corrected image Û(x,y), which was an estimation of U(x,y), was 
given by: 
U(x,y) ≈ Û(x,y) = I(x,y) - S(x,y)        (2) 
 
The shading correction algorithm estimated the slowly-varying shading 
component or inhomogeneous background from the envelope of the rapidly-
varying signal in a way analogous to the well-known amplitude modulation 
(AM) detection where a slowly varying function or modulating signal alters the 
amplitude (or intensity) of a rapidly varying signal or carrier [11]. First, the 
signal was low-pass filtered with a 3×3 Gaussian kernel to minimise the 
effects of noise. Then, to obtain the envelope, the algorithm scanned every 
pixel of the image and compared its intensity with the average value of 
increasingly distant pairs of opposite 8-connectivity neighbours in 4 
orientations: [0°, 45°, 90°, 135°]. Two series of new surfaces S
max
/ S
min
 were 
generated by replacing the intensity of the pixel by the maximum/minimum 
value of the comparison at every distance di for each iteration i. To obtain the 
upper envelope S
max
, the intensity of the pixel was replaced with the maximum 
value of the averages and the pixel itself: 
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For the lower envelope, the replacement corresponded to the minimum value. 
The maximum/minimum values of the series of surfaces formed two stacks 
from which the maximum intensity projection corresponded to the current 
envelope estimation: S i
max
(x, y) = max
i
S
i
max
(x, y){ }.  Both surfaces S imax / S
i
min
 were 
smoothed with a Gaussian low pass filter of size proportional to the distance di 
to spread the envelope estimation to those pixels with intermediate 
orientations. The process was repeated by increasing di and the size of the 
filter, thus allowing the envelope to adapt to objects of different sizes. To 
determine a stop criterion, local derivatives 
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 and the magnitude of the gradient (MGi) were calculated: 
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At every iteration of di, MG
i
tot
 was compared with the previous gradient MG i−1
tot
, 
and when 
MG
i
tot
− MG
i−1
tot
MG
i−1
tot
< 0.01  the iterations stopped. Finally, the smoothest 
surface, either S i
max
 or S i
min
 whichever had a lower MG i
tot
, was assigned as the 
shading S. 
 
Results 
The algorithm was tested on images with different characteristics: a 
histological section stained by immunohistochemistry (Fig. 1a), the 
vasculature of a tumour from intravital observation (Fig. 1b) and two artificial 
images (Fig. 1c,d) with objects of different sizes. While the cells of Fig. 1a 
present objects of interest of a relatively small size, the vessels of Fig. 1b 
have a larger size and even larger are the chequered squares of Fig. 1c and 
the irregular shapes of Fig. 1d. The objects of interest in Fig. 1d are of similar 
size and nature as the image that most algorithms failed to correct in [8]. The 
central column presents the surfaces that corresponded to the shading of the 
images. It should be noted how these surfaces, although slowly varying, 
would require a high order polynomial for an accurate approximation. The 
right column shows the corrected images. It is noticeable that all the images 
now have uniform levels. A profile of each image is presented in Fig. 2. The 
left column shows the original shaded image (black line) together with the 
envelope (grey discontinuous line). While for Fig. 2a,c the shading 
corresponded to S i
max
, for Fig. 2b,d the shading corresponded to S i
min
. In other 
words, the background in the first case was considered as bright (high 
intensity) while on the second case it was considered dark (low intensity). It is 
also important to notice that in the four cases, the shading was corrected as 
all the profiles on the right column show uniform intensity levels regardless of 
the size of the objects that increase in size from top to bottom.   
As an indication of the computational complexity, 28 iterations were required 
to process a 342×342 image (Fig. 1c) and the average time was 5.4 s (Matlab 
version 7.4.0.287 (R2007a) running on a Mac PowerBook 2.6 GHz Intel Core 
2 Duo, 4 GB RAM, OS X 10.5.5). As a comparison, entropy optimisation with 
the fminsearch Matlab algorithm of the 10-parameter second order polynomial 
proposed in [4] took 45.6 s.   
Conclusion 
An algorithm based on the envelope detection of image intensities was 
presented. The algorithm corrected the shading of different types of images 
and did not require the objects of interest to be small in size nor the use of 
computationally expensive optimisation algorithms. The spurious intensity 
variations were corrected even when the surfaces would not be easily 
described by a low-order polynomial function. The algorithm could be a pre-
processing step for segmentation or quantitative analysis and only requires 
user intervention to confirm accuracy. This algorithm can be widely used in 
biomedical imaging, from microscopy to magnetic resonance. 
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Fig. 1. Left column: four representative images with associated shading: (a) a 
histological tissue section stained with immunohistochemistry, (b) an intravital 
microscopical image of the vasculature of a tumour, (c) chequered test pattern, (d) test 
image with large irregular objects. Images (c,d) were corrupted with a bias field and 
Gaussian noise. Central column:  the additive shading component of the images 
shown as a 3D surface. It is important to notice that the shading would not be easily 
described by a polynomial function. Right column: intensity corrected images. The 
white lines correspond to the profiles shown in Fig. 2. 
 
 
 
Fig. 2 Left column: intensity profiles of the original images, (a) 
immunohistochemistry, (b) intravital microscopy, (c,d) test images. Black solid line 
corresponds to the image, and a dashed grey line to the estimated envelope. In (a, c) 
the envelope was assumed as a maximum while for (b,d) it was a minimum. Right 
column shows the corrected profiles. 
 
