We generalize to a (3 + 1)-dimensional version the known model equations describing the evolution of the modulation of two short and localized pulses, fundamental and second harmonic, propagating together in a bulk uniaxial crystal with nonvanishing second-order susceptibility χ (2) and interacting. The derivation is performed in a rigorous way that allows the determination of the physical conditions under which the model is valid: the order of magnitude of the walk-off, phase mismatch and anisotropy must have determined values. These conditions are made explicit for a few particular materials, showing that parametric light bullets exist for femtosecond pulses only, and that the problem is not scale invariant. It is also shown that the phase mismatch term can be completely removed from the model.
Introduction
It is now well known, on both theoretical [1] [2] [3] [4] [5] [6] and experimental [7] grounds, that the so-called cascading phenomenon (second-harmonic generation and back-conversion to the fundamental) can be responsible for the stabilization of a short pulse and for solitonic behaviour [1] [2] [3] [4] [5] [6] . The words 'parametric solitons' are often used to denote this phenomenon. From the theoretical point of view, this effect should be described by a partial differential system, derived in the frame of the slowly varying envelope approximation, and analogous in its form to the nonlinear Schrödinger (NLS) equation, at least for the linear part. The nonlinear part of this system gives account of the second-harmonic generation.
The same as the usual NLS-type models, it involves three space or time scales: the smaller one is the scale of the wavelength, and the corresponding temporal period of the optical wave. The quantities characteristic of the middle scale are the pulse length and the beam width, assumed to have the same order of magnitude, when the pulse length is described in space units. The slower scale describes the evolution of the pulse when it propagates on very long distances with regard to its size. Like the NLS-type model, the model also involves a fixed amplitude scale. If these scales are not those of the experimental conditions, the model is theoretically no longer valid: for a larger beam width or a larger intensity, the diffraction terms are small enough that the higher-order nonlinear terms cannot be neglected. Only two choices are consistent: either to neglect the diffraction terms, or to make use of a higher-order perturbative scheme. On the other hand, for smaller beam width or intensity, the diffraction dominates, and the quadratic nonlinearity must be neglected in the slowly varying envelope approximation.
Thus the model commonly used for the study of parametric solitons intrinsically involves multiple scales, but, to my knowledge, no rigorous derivation of this model in the frame of a multiscale analysis has yet been published. We give such an analysis in this paper. It allows us to discuss, from a theoretical point of view, the validity of the approximations involved in this commonly used model. The discussion of the validity of this model is the main result of the paper: anisotropy, phase mismatch and group velocity mismatch must be small and have well defined maximal orders of magnitude, that must be realized by the intrinsic properties of the material. In order to clarify these conditions, we give numerical values for a few particular materials. In particular we show that the model is valid for femtosecond pulses only in most materials which implies that no light bullets can exist otherwise.
The derivation also yields reduced values of the model coefficients, and some clarifications of it. In particular, we show that the phase mismatch term can be completely omitted. The dependence of the coefficients on the perturbative parameter ε is also investigated. It is found that, in contrast to the usual properties of the model equations of the soliton theory, these coefficients depend on ε: the physics is not scale invariant.
The paper is organized as follows. Section 2 introduces the multiscale expansion: the orders of magnitude for which the model is relevant are specified quantitatively and reference scales are defined. This allows us to show that light bullets are necessary femtosecond pulses. Section 3 deals with the order of magnitude of the amplitude and energy: it explains why it is much lower than for Kerr solitons. Section 4 presents the rigorous derivation of the model, yielding to the validity conditions in section 5. A method is described that gives explicitly the validity range of the model in a concrete situation. A reduction of the model and the expression of its coefficients are considered in section 6. It is shown that the phase mismatch term can be removed from the model and that the problem is not scale invariant. The results are summarized in section 7, that yields a conclusion.
Time and space scales

An NLS-type multiscale expansion
We consider a crystal with a nonzero χ (2) tensor, optically uniaxial from the linear point of view, and perfectly transparent. These hypotheses are satisfied by potassium dihydrogen phosphate (KDP) and analogous materials, or by lithium niobate, as examples. Let us denote by n o (ω) and n e (ω) respectively the ordinary and extraordinary indices. We choose a coordinate frame so that the optical axis is the z-axis and we assume that the propagation direction makes some angle θ with this axis. It is well known [8] that the phase matching can be achieved by a particular choice of the θ angle value. For KDP and many other materials, we have n o (2ω) > n o (ω) and n o (ω) > n e (ω). Then the computed phase matching angle exists when the fundamental wave is ordinary and the second harmonic is extraordinary only. We restrict the study to this particular situation (type I configuration). The Maxwell equations reduce to
with
We introduce a multiscale expansion frame. Let ε be a small parameter. The electric field E is expanded as
where φ = k · x − ωt is the fundamental phase, and the amplitudes E p l are 'slowly varying' functions. We define the following slow variables:
This is the 'classical' multiscale expansion that leads ordinarily to the NLS-type models ( [9] , (p 495) sq.). It does not introduce a priori the statement that the field is at first order a function of x − V t. In this case the linear transport equation, that is the equation giving account of the modulation propagation at group velocity, is obtained as a solvability condition of the perturbative scheme.
Dimensionless variables
The expansion assumes that the variables and coefficients have the order of magnitude of unity. Therefore, it is necessary to define dimensionless quantities. Typically, we can write
, where x is the space variable with a dimension, and L 0 a typical length. Notice that x is then the value of x expressed relative to L 0 that plays the role of a length unit. L 0 will be referred to as the reference length for x (reference duration, for a time variable, and so on).
The first quantity to be determined is the reference length L 0 for the zero-order variables (x, y, z). The basic assumption for the multiscale expansion is that the wavelength λ is close to the reference length. This will appear in the expression of the phase factor φ. The choice of λ as the reference length can introduce some trouble due to 2π factors. As an example, the fundamental will vary as cos(2πx), and its derivative reads d dx cos(2πx) = −2π sin(2πx). It is seen below that, in several experimental situations, for example in KDP with a fundamental wavelength (in vacuum) λ 0 = 1.55 µm, the perturbative parameter ε can take a value of about 1/100. The theoretically allowed range for variables and coefficients is bounded by about 1 √ ε 10, which is not so large with regard to 2π (notice that, as explained in section 3, half-integer-order terms will appear in the expansion). Therefore we choose the reference length in such a way that the fundamental is expressed as cos x, and thus has the same amplitude as its derivative. Hence the reference length reads
Precisely, k is chosen equal to the first-order term in the expansion of the wavenumber, thus n is the mean index (20).
In the same way, we take as reference duration
This way, 2πT 0 is the period of the fundamental. The slow variables ξ , η, ζ , τ and ξ 2 do not have the same reference lengths or durations as x, y, z and t. The reference length for the space variables ξ , η and ζ of order ε is L0 ε ; this is a typical value for both the pulse width and length. The reference duration for the time variable τ is T0 ε
; this represents a typical pulse duration (equivalent to the pulse length). The reference length for the variable ξ 2 of order ε 2 is L0 ε 2 ; this is a typical value of the propagation distance.
Light bullets for femtosecond pulses only
Let us give a numerical example: it is seen below that for KDP, at a wavelength λ 0 = 1.55 µm, the model is valid with ε 1/100. The index is n o (ω 0 ) = 1.478 [10] . Fixing the 
value of ε, we can compute the various reference lengths and durations (table 1) . The range of the variables is a few units; more precisely, when ε 1/100, it cannot exceed 1/ √ ε, and is thus typically [−5, 5] . Thus the total size at most must be about ten units. Hence both the pulse width and length must be from about 10 µm to about 170 µm at most, and the corresponding duration is about 0.8 ps at most. The propagation length under consideration would be from about 1 mm to about 2 cm at most. Such values are currently obtained in experimental situations, with one exception: the involved pulse duration is very short. This is due to the assumption that the longitudinal and transversal sizes of the pulse have the same order of magnitude. We emphasize the point that the model (47), (48) derived below is, in principle, not valid without this assumption. In other words, if the considered wavelength, pulse width and sample size have the order of magnitude specified in table 1, no light bullet can be formed by picosecond pulses, but only by femtosecond pulses. More precisely, if the pulse duration is more than about 1 ps, model (47), (48) cannot be expected to describe the pulse evolution; in particular, the dispersion must be neglected. An eventual stable threedimensional localized pulse propagation could not be properly called a light bullet, precisely because dispersion is completely negligible.
Very long propagation distances
Taking a smaller value of the perturbative parameter ε, when allowed, obviously changes these orders of magnitude. Let us give the values of reference lengths and durations corresponding to the value ε 1/1000 of the perturbative parameter, for the same wavelength λ 0 and index n 0 corresponding to deuterated caesium dihydrogen arsenate (DCDA), for which this value of ε can be reached (table 2) .
This still corresponds to short pulses of about 8 ps duration at most, but with a rather large pulse width in the millimetre range. The propagation length could go up to the range of a metre, which is very long with regard to available crystal lengths. Let us consider a crystal with a reasonable length l = 1.6 cm. We have l = 100 
Why the input power is lower for parametric solitons than for Kerr solitons
A purely formal justification
In the frame of the multiscale expansion defined in section 2.1, the order of magnitude of the wave electric field amplitude is determined by the leading order in the expansion (3) of E. It reads here
A preliminary remark is that E is small. This means small with regard to the intra-atomic electric field, as can be seen from a microscopic theory [11] . A wavefield that is not small with regard to this reference point is able to modify strongly the atomic structure, that is to destroy the material. Obviously, the theory is no longer valid in this case, which gives a very simple and concrete meaning to the weakly nonlinear assumption. Let us address the order of magnitude of the electric field specific to the present physical situation. As written above (equation (7)), the electric field expression begins with a term of order ε 2 instead of ε 1 in the standard derivation of the NLS equation [9] , that describes, for example, soliton propagation in Kerr media or in quadratic nonlinear optical media far from phase matching [12] . This gives an account, in the multiscale formalism, of the well known fact that parametric soliton formation in quadratic media requires less power input than in Kerr media if the phase mismatch is not too large. It can be justified a priori in the following way. The model we expect to obtain has the following form:
where D are second-order partial differential operators relative to the slow variables ξ , η, ζ and τ , that describe the shape of the pulse, and A 1 and A 2 are constants. ϕ and ψ are the amplitudes of the fundamental and second harmonic, respectively. Let us assume that these amplitudes have an order of magnitude ε p ; because ξ , η, ζ and τ have an order of magnitude ε, and ξ 2 an order ε 2 , we must have 2 + p = 2p, thus p = 2. This differs from the case of the cubic NLS equation, which reads, with analogous notations,
Here we must have p + 2 = 3p, thus p = 1. This justifies the fact that the present model requires input energy pulses from a smaller range than the NLS solitons obtained either in cubic media by the Kerr effect, or in quadratic media by cascading, far from phase matching. Note that in the latter situation and in more than (1 + 1) dimensions, the model is rather comparable to the Davey-Stewartson system (DS I or DS II), describing an interaction with a rectified field through the electro-optic effect [13] . Regarding the main pulse, DS-type systems have exactly the same homogeneity properties as the above NLS equation (9) . Thus the result applies to this case.
In conclusion, the consideration of the homogeneity properties of the multiscale expansion allows us to compare the field amplitudes required for Kerr and for parametric solitons. The above proof does not make any reference to a numerical value.
Amplitude and power scale
A quantitative value for a reference electric field E 0 will be given. It involves experimental values of the nonlinear coupling constant A 1 . The precise relation between A 1 and the components of the nonlinear second-order susceptibility depends on the crystal symmetry and is discussed in section 6.1 below. Together with the result of the previous section, dimensional considerations (the mks unit for A 1 is V −1 m −1 ) yield the following choice for the reference amplitude E 0 :
Notice again that E 0 is proportional to ε 2 , instead of ε as in the case of a standard NLS model [9] , in particular the one that describes (in (1+1) dimensions) soliton propagation due to the Kerr effect, which explains the known fact that the required field and intensity are much lower here than in the latter case.
We consider the same example as in section 2.3 above: KDP with a fundamental wavelength λ 0 = 1.55 µm and a perturbative parameter ε 1/100. A 1 is computed using formula (45). The data for the χ (2) tensor elements are given in terms of the d ij tensor, so that the term we are interested in reads χ (2) xyz = 2d 36 . According to [10] , the value d 36 4.35 × 10 −13 mV −1 seems acceptable. We choose the angle β between the propagation direction (x-axis, at order ε 0 ), and the crystallographic axis x to be β = π 4 , for which A 1 is maximal. Then A 1 = 28.6 V −1 m −1 and E 0 = 2.5 × 10 8 V m −1 . Taking into account the expression (7) of the electric field, the corresponding intensity I 0 is given by the known formula [14] :
This gives the required order of magnitude of the maximal intensity in the pulse. Taking a smaller value for ε is of great interest here: if ε 10 −3 , then (still with the values corresponding to the case of KDP) the reference electric field is E 0 = 2.5 × 10 6 V m
and the corresponding value of I 0 is only I 0 = 4.9 MW cm −2 . It is seen that E 0 varies as ε 2 and I 0 as ε 4 . How does the total energy of the pulse vary with ε? This can be evaluated in the following way: the pulse shape is described by two space variables η and ζ , with the reference length . The reference energy is thus expressed as
If the pulse duration is about 10
T0 ε
, and so on, due to the (2 + 1)-dimensional integration, it may happen that the total pulse energy takes a value larger than W 0 for several orders of magnitude. Let us assume that the total energy has a very large relative value, say about 10 3 W 0 , with a value of the perturbative parameter ε of about 1/100: even so, the energy is no more than a few tens of microjoules, which is easily feasible.
However, because I 0 varies as ε 4 , W 0 is proportional to ε. Thus the energy required for producing a pulse corresponding to a given solution of system (47), (48) is divided by a factor of ten if the allowed range of ε is about 1/1000, instead of 1/100. Consider again the above example of a large value of the total energy about 10 3 W 0 . If ε is decreased to 1/1000, this energy will be a few microjoules only.
A rigorous derivation of the model equations
Formal expansion of the susceptibility
Far from phase matching, the nonlinear evolution of the fundamental wave is described by a cubic NLS equation, or DS-type system, with no coupling with an independently propagating second harmonic. The coupling between two waves with amplitudes of the same order of magnitude is only possible close to phase matching (or exactly at phase matching). In the multiscale expansion frame, the smallness of the phase mismatch can be taken into account only if it depends on the small perturbative parameter ε. Indeed, from the mathematical point of view, ε is infinitely small, it is a variable tending to zero, and thus it is smaller than any finite value. Especially, without any adequate assumption, ε is much smaller than the phase mismatch, and only a large physical value of the latter can be described. The same kind of feature arises regarding the other physical assumptions about the magnitude of anisotropy, walk-off and group velocity mismatch. This difficulty can be solved by formally introducing some ε-dependence of the linear susceptibility tensor χ (1) . Therefore, we formally expand the linear susceptibility tensor χ (1) in a power series of √ ε:
Why √ ε and not simply ε? The reasoning that leads to this choice is not obvious; it is detailed in [15] , on both mathematical and physical grounds. A key argument is the value of the phase matching angle θ . The reference frame xyz is that of the crystallographic axes of the uniaxial medium. θ is the angle between the propagation direction and the optical axis z. It is well known that, in this case, the group velocity of the extraordinary wave has a transverse component [8] , that reads 
(k is the wavevector norm and ω the pulsation of the wave,
). No resonant interaction can occur if the velocity v e,⊥ is large. In particular, this is ensured if θ is close to π/2, as illustrated in figure 1. Then let us write
where the positive exponent p has to be determined. The
The product k x x in the phase thus contains a correction proportional to ε 2p x. The correct order of magnitude for π/2 −θ = ε p γ is obtained when this correction is taken into account by the slow variable ξ = εx, thus when p = 1/2. This is why the expansion into a power series of √ ε is considered, and the expansion (12) of the susceptibility has a nonzero term of order √ ε.
Notice that the z-component of the wavevector k becomes
None of the slow variables (4) take this quantity into account. Therefore it must be introduced in the fundamental phase φ, that reads precisely
The term √ ε kγ z in expression (16) for φ thus represents a deviation of the propagation direction for an angle √ ε γ from the x-axis. To ensure the coherence of the ansatz, we must introduce a dependence on the propagation variable x at any half-integer order in ε. Therefore we define the additional slow variable:
A dependence on the variable √ ε x should a priori also be introduced through an additional term kα √ ε x in equation (16) but it can be seen that α can be taken as zero, and we shall omit this term.
When solving the perturbative scheme without making any further assumption about the components of the susceptibility in expansion (12) , several matching conditions are found [15] . They can be summarized as follows:
Equation (18a) gives an account of the weak-anisotropy assumption. Relation (18c) expresses the fact that the approximate phase matching must be realized spontaneously by the material, for a propagation perpendicular to the optical axis. Relation (18b) expresses an approximate group velocity matching condition, that must also be spontaneously realized by the material. In order to simplify the computation, from the beginning we use explicit expressions for the expansion (12) of the linear susceptibility, that satisfy condition (18). Further, such expressions are not unique and we make a choice based on simplicity only. A more abstract approach is given in [15] . On these grounds we define expressions of both ordinary n o and extraordinary n e indices as follows:
n 2 is an average isotropic index. Precisely, if ω is close to the frequency ω 0 of the fundamental wave, it reads
and the quantities n 2 e etc are defined as follows:
Notice that all these quantities depend on the frequency ω, except n 2 3/2 . Equations (21a) and (21b) express the weakanisotropy assumption (18a) and (21d) gives account of the spontaneous approximate phase matching condition (18c). n 2 1 vanishes as ω = ω 0 ; the ω-derivative of equation (21c) gives account of the spontaneous approximate group velocity matching condition (18b). The matrices χ (1) j are written
Matching conditions
The order by order resolution of the perturbative scheme can now be performed. The details of this derivation are given in the appendix. The vector amplitudes whose evolution is under investigation are polarized as follows:
As in [15] , approximate phase matching conditions appear at several orders. These conditions can be expressed in a simple way using the following power series expansion of the wavenumbers:
We use the notations
k p,e (2ω) for the derivatives of these quantities. It is found that
These approximate phase matching conditions are formally satisfied, using expansion (12), (22) of the susceptibilities. This means that approximate phase matching must be realized spontaneously by the material up to order ε, for a propagation perpendicular to the optical axis. The conditions can be expressed in terms of the linear indices of the medium: this yields relation (18c) above. The phase matching must be realized again at the following order ε 3/2 , while it is no longer true for propagation perpendicular to the optical axis: k 3/2,e = 2k 3/2,o . This last matching condition can be fulfilled by a choice of the angle θ between the optical axis and the propagation direction, or rather of the parameter γ = (π/2 − θ) / √ ε, according to
Notice that this value slightly differs from the expression of the phase matching angle given for example in [8] :
Precisely, we should have
We compute the leading term in the expansion of 1 − sin 2 θ in a power series of ε, using expansion (19), and taking into account the fact that n (28) is positive, thus the phase matching angle θ exists if and only if this quantity is less than or equal to one. This latter condition yields n o (ω) n e (2ω).
It is easily checked that the condition for the existence of the angle √ ε γ is the same.
The group velocity appears at order ε 3 , which involves approximate group velocity matching conditions, from this order upwards. Indeed, the slow evolution of both waves will be described by a asymptotic nonlinear model, in a frame travelling at a speed v. In the Kerr case, v is the group velocity of the fundamental wave. Here, it must be equal to both the group velocity of the fundamental and to the second harmonic, in an approximate way. This yields the approximate group velocity matching condition, that can be written
The group velocity matching is formally realized by the expansion (12), (22) of the susceptibilities. Taking into account the phase matching condition (26) or (18), the condition (31), expressed in terms of indices, yields the abovementioned group velocity matching condition (18b).
At order ε 4 , we obtain the evolution equations for the complex amplitudes ϕ and ψ of the fundamental and second harmonic respectively. They reduce to
Equations (32) and (33) yield the sought model. They are analogous to the equations given by Menyuk in [4] , but in a complete (3 + 1)-dimensional version here. Kanashov and Rubenchik have shown [5] that no collapse occurs in this model, and that a soliton solution exists, in the sense of a stable localized pulse (see section 6 for the definitions and expressions of the coefficients involved in these equations).
Validity range of the model
Theoretical validity conditions
This rigorous derivation of the nonlinear propagation equations for type I cascading involve approximate phase matching conditions (26), that for a large part must be spontaneously satisfied by the material. Only the last correction can be adjusted using the phase matching angle. It also involves approximate group velocity matching conditions (31) that must be, in an analogous way, spontaneously realized by the material for a propagation perpendicular to the optical axis.
The expansion (12), (22) of the susceptibility χ (1) has been built in order to satisfy these conditions formally. Thus they are equivalent to the statement that the physical values of all components in this expansion have the order of magnitude of unity. Precisely, the approximate phase matching condition (26) implies that
which corresponds to the fact that n 2 3/2 is finite, for the selected frequency ω 0 . On the other hand, a deviation from the exact phase matching of order ε 2 is possible. It is described by the terms B 1 ϕ in equation (32) and B 2 ψ in equation (33). The present multiscale expansion proves that the model is by no means valid for a larger deviation. In such a case, only a model involving nonresonant interaction can describe the physical phenomenon. Completely integrable models such as the NLS equation or the Davey-Stewartson system (DS I and II) can be derived in this frame, but, as mentioned above, they involve much higher intensities, of order ε instead of ε 2 in the present case [12, 13] .
The approximate group velocity matching condition (31) states that the derivatives do not differ by more than O(ε) for ω = ω 0 . This is satisfied if n 2 1 remains finite, not only at ω 0 but in a large enough vicinity of this frequency value. A group velocity mismatch is nevertheless possible; it is described by the τ -derivative in equations (32) and (33), but it is not allowed to exceed an O(ε) value.
Transverse walk-off is also taken into account, and cannot exceed the same order of magnitude. Therefore, the phase matching angle θ must be close enough to π/2, and anisotropy must be weak, so that
for both frequencies ω = ω 0 and ω = 2ω 0 , that is the components n 2 o and n 2 e have the order of magnitude of unity. This yields the validity conditions of the model, that can be summarized by relation (18) above, or in a very slightly different way by
where ω 0 is the fundamental frequency and V some vicinity of ω 0 , ε being the perturbative parameter. One of the main results of this paper is condition (36), which expresses the conditions to be satisfied by the indices of the medium, to ensure the validity of the model (32), (33). If these conditions are not satisfied, either walk-off, or phase mismatch, or group velocity mismatch will dominate the wave behaviour, so that predictions deduced from system (32), (33) will not be correct, while another model, eventually simpler, would be more relevant. Anisotropy for the fundamental frequency ε 1 , long-dashed curve; anisotropy for the second harmonic ε 2 , solid curve; deviation from spontaneous phase matching ε 3 , short-dashed curve; walk-off ε 4 , dashed-dotted curve.
Determination of the optimal parameters for a typical example: KDP
We consider now a set of experimental data [10] giving dispersion relations for several χ (2) -materials, and we intend to determine the frequencies ω at which the approximate matching conditions (36) can be satisfied, for a sufficiently small value of the perturbative parameter ε. Therefore we consider the following quantities:
(39)
It is easily checked that the ε j are dimensionless quantities of order ε. Thus these are four 'candidates' for the value of ε. ε 1 and ε 2 give account of the order of magnitude of the anisotropy, for the fundamental wave and for the second harmonic respectively. ε 3 compares the index of the involved fundamental wave components with that of the second harmonic, and gives account of the magnitude of the phase mismatch when the propagation direction is perpendicular to the optical axis (what we call spontaneous phase mismatch). ε 4 is proportional to the derivative of ε 3 , and gives account of the group velocity mismatch. A plot of these quantities versus the pulsation ω through the transparency range of KDP is shown in figure 2 . The minimal value for the ε j is obtained when the phase mismatch parameter ε 3 is equal to the group velocity mismatch parameter ε 4 . This occurs either when ω = 1.158 × 10 15 rad s −1 and λ = 1.626 µm, or when ω = 3.015×10 15 rad s −1 and λ = 625 nm. The corresponding values of ε 1 , ε 2 , ε 3 and ε 4 are given in table 3. It is seen that the value of the perturbative parameter ε 1/100 is acceptable at these frequencies for KDP, as indicated in the last column of table 3. Regarding the validity of the model (32), (33), these values are optimal, but not the only possible ones. The anisotropy parameters ε 1 and ε 2 remain small at any frequency, and the group velocity mismatch parameter ε 4 takes smaller values between the two solutions λ = 0.625 and 1.626 µm than at these bounds. The phase mismatch parameter ε 3 takes its maximum value in this interval when the group velocity mismatch parameter ε 4 vanishes, because the latter is proportional to the derivative of the former. This happens, still for KDP, at ω = 1.906 × 10 15 rad s −1 and λ = 988 nm. The corresponding values of the ε j are listed in table 3. They show that the validity of the expansion for a value of the perturbative parameter ε 1/100 is questionable at this frequency. Hence we can conclude that the wavelength range where the model (32), (33) is valid, with the value of the perturbative parameter ε 1/100, is the interval from a little less than 0.625 µm to a little more than 1.626 µm, avoiding the central values about 0.988 µm.
Further, we must keep in mind that the existence of the parameter γ giving account of the phase matching angle at the selected frequency is necessary. The wavelength range [λ 1 , λ 2 ] where the phase matching angle θ = π 2 − √ ε γ exists is computed from the data of [10] using condition (29), while the transparency range [λ min , λ max ] of the medium is given in [10] . Obviously, the model cannot be valid outside the intersection of the two intervals, of which the bounds are specified in table 3. Notice that the bounds of the validity range are not defined accurately, but rather as orders of magnitude, while the bounds for existence of γ are accurate. The validity range extends a little outside the optimal values that are the solutions of ε 3 = ε 4 . In order to specify this extent, we specify the values of the ε j at the bounds [max(λ 1 , λ min ), min(λ 2 , λ max )] of this interval. A relatively rapid increase of the walk-off coefficient ε 4 occurs in these regions. This growth restricts the validity range of the model in the vicinity of the optimal wavelengths 1.626 and 0.625 µm. As a last remark: according to equation (27) a necessary condition for the existence of γ is that n 2 o (2ω 0 ) − n 2 is not zero. Using condition (36), it is easily checked that this quantity is equal to n
3/2 , thus proportional to the second-harmonic anisotropy parameter ε 2 . Thus ε 2 must be nonzero, that is, in the frame of the multiscale expansion, not too small with regard to ε. The values listed in table 3 show that this is the case in KDP. Table 3 thus contains all data needed to characterize the validity of model (32), (33) for KDP.
Other materials
Analogous data can by computed for many other materials. For several crystals, the values and conclusions are very similar to that of KDP. Results are given in table 3 for a few other materials, still using the data of [10] . In CDA, at wavelengths from about 1.13 µm to about 1.29 µm, the allowed value of ε decreases down to 1/1000, which would correspond to length, time and power scales that differ appreciably from the previous ones, as discussed in section 2.4. The same holds for DCDA, with λ between 1.14 and 1.52 µm, and to a less important extent for silver gallium selenide, in the whole phase matching range. Values of the (ε j ) corresponding to lithium niobate are also given in table 3 for two temperatures. At room temperature (300 K) the model (32), (33) is valid only close to the optimum ε 3 = ε 4 , at wavelengths λ 0 = 1.29 or 3.07 µm, and with the value ε 1/100 of the perturbative parameter. At T = 650 K, which is the phase matching temperature at wavelength λ 0 = 1.32 µm, according to the data of [10] , the model is valid along the existence range of the phase matching angle. We can also remark that, at T = 826.3 K and λ 0 = 2.04 µm, both phase and group velocities are matched. The values of the anisotropy parameters ε 1 1.1 × 10 −3 , ε 2 1.1 × 10 −3 do not vanish, so that values of ε well below 1/1000 can hardly be considered. This remark is essentially academic, with regard to the limited sample size, as seen above.
Model (32), (33) is valid at these temperatures and frequencies, with both negligible phase and group velocity mismatches.
The coefficients of the model equations
Explicit expressions
The above discussion of the validity conditions for system (32), (33) concerns only the order of magnitude of the involved quantities. It does not depend on their precise values. Let us consider now the latter, and especially the expression of the various coefficients that appear in equations (32) and (33). The coefficients 2ik or 4ik of ∂ ξ2 , and −kk (= −k 0,o k 0,o ) or −2kk 0,e of ∂ 2 τ , are the usual coefficients in the NLS models in nonlinear optics. A transverse velocity term or walk-off, proportional to ∂ ζ ϕ, and a longitudinal one giving account of group velocity mismatch proportional to ∂ τ ϕ, appear.
The coefficients B 1 and B 2 give an account of some corrections to the phase vector at this order:
The coefficient of ∂ τ , that gives account for corrections to the group velocities at this order, involves derivatives of wavevector expansion terms, that have the following simple expression:
The dispersion coefficient of the second harmonic coincides with that of the fundamental:
A 1 and A 2 are the nonlinear interaction constants. Using the symmetry properties of the χ (2) -tensor, including the so-called complete symmetry property, we have A 2 = 2A 1 , at least for the42m and 3m symmetry classes. For the 3m symmetry class, the coefficient A 1 reads
For the42m symmetry class, if the crystal axes coincide with the coordinate frame determined by the above polarizations, the nonlinear coupling vanishes. Therefore the crystal axes (x , y , z) are rotated through angle β around the optical axis (the z-axis). The nonlinear coefficient then reads
x y z (2ω, −ω).
Let us now reduce system (32), (33) in such a way that phase mismatch, group velocity mismatch and walk-off are each described by one term only. The transform
reduces the system (32), (33) to
The coefficient B gives account of the phase mismatch; it is related to the coefficient D that gives account of the walk-off through
while D reads
The coefficient C gives account of the group velocity mismatch, and reads
The dispersion coefficient is proportional to the group velocity dispersion k :
The phase mismatch vanishes
The phase mismatch coefficient B can be written as
(53) The first factor gives account of anisotropy; its order of magnitude is √ ε, as stated by (36). The second factor is the deviation from exact phase matching; according to (36), it is of order ε 3/2 . This term arises from the fact that γ is not an exact but an approximate phase matching angle; it is easily checked that a correction to this angle will cause the vanishing of B. Indeed, introducing the phase factors
and then making use of the change of variables
the phase mismatch term Bψ is removed from the system (47), (48). This is not a consequence of the special relation between the coefficients B = kD 2 , but can be achieved in the same way for any value of B and D, with the correct change in the coefficients in (54) and (55). This is very important because it shows that in the (3 + 1)-dimensional case the phase mismatch term can be omitted. Recall that the term Bψ in equation (48) can be written in the usual form of a phase factor e ±iBξ2 by using the transform Hence no deviation from phase matching has to be taken into account explicitly. Indeed, the phase matching must be realized up to order ε by the material itself, at the next order ε 3/2 it is realized by the small angle γ ; the phase mismatch term is thus of same order as the diffusive term ∂ 2 ζ , hence the rotation of the propagation direction that can set the phase matching term to zero can be incorporated into the ζ -dependence of the envelope. From another yet analogous point of view, the phase term that could correct this deviation from phase matching has the order of magnitude that allows us to incorporate it in the envelope variations: the involved variable is indeed ξ 2 .
Dependence with regard to the perturbative parameter
The reduced form (47), (48) of the model derived in section 6.1 involves few coefficients: the wavevector k, the dispersion coefficient k , the nonlinear coefficient A 1 , the phase mismatch B, the group velocity mismatch C and the walk-off D. It has been seen that B can be removed. Further, the choice of the reference scales E 0 , L 0 and so on, defined in section 2.2, yields the following further simplification: both k and A1 2k take unit value. Thus only three coefficients remain in the normalized form of the model equations: the dispersion k , the group velocity mismatch C and the walk-off coefficient D.
The group velocity mismatch C is given by equation (51), or more explicitly
C is closely related to the group velocity mismatch parameter ε 4 defined by formula (40) and used in section 5.2 for the determination of the validity range of the model. Precisely, using (36) it is easy to show that
In particular, it is seen that C depends on ε. The walk-off coefficient D is given by equation (50), or more explicitly by equation (53). In the same way as equation (58) was obtained, it can be shown that D is related both to the second-harmonic anisotropy parameter ε 2 defined by equation (38) and to the phase matching parameter ε 3 defined by equation (39), through
Beside this, the dispersion coefficient k does not depend on ε. To sum up, the dimensionless coefficients of the reduced model (47), (48) depend on the perturbative parameter ε according to group velocity mismatch: C ∝ 1/ε walk-off: D ∝ 1/ε dispersion: k does not depend on ε.
(60) Table 4 gives some examples of values of these coefficients, for a few materials, according to the experimental data given by [10] .
Non-scale-invariance of the model
Recall that the perturbative parameter ε gives account of orders of magnitude of the pulse width and length, of the input power and of the propagation distance, that are all dependent on each other. It is seen that the choice of this parameter strongly modifies the values of the coefficients, and consequently the physical behaviour. For DCDA for example, at the wavelengths chosen in table 4 (the wavelengths of interest for telecommunications) either the group velocity mismatch coefficient C or the walk-off normalized one D falls from about 8, which can be enough to prevent soliton formation, to only 0.8, that is small enough to be compensated by nonlinear interaction and self-focusing and allow soliton formation, when the perturbative parameter ε is changed from 1/1000 to 1/100. Figure 3 gives an example of this effect for Table 4 . Values of the coefficients of the model equations for some materials. It is seen that for ε = 1/100, representing a narrow beam propagating on a relatively small distance, a soliton can be formed while at the scale corresponding to ε = 1/1000 where the beam is wider and the propagation distance very long, the pulse is diffracted. To be precise, the propagation distance ξ 2 = 7L 0 /ε 2 is about 1 cm in the former case and 1 m in the latter. The beam waist is 0.5 times the reference length L 0 /ε, that is 6.7 µm for ε = 1/100 and 67 µm for ε = 1/1000. It has been seen in section 3.1.4 that the input intensity is proportional to ε 4 . Thus it loses four orders of magnitude between the two considered situations, which is coherent with the observed result. This example shows that the formation of solitons or light bullets is for a large part a matter of scale. In general, these phenomena are claimed to be scale invariant.
Let us recall what this means: if the order of magnitude of the pulse length, width, intensity and propagation distance are not related to each other in the correct way other phenomena will arise that cannot be taken into account by the model. However, modifications of the orders of magnitude that conserve these relations do not modify the wave behaviour. In the case of cascading we have shown that this scale invariance does not exist. It happens that some coefficients in the model equations are not scale independent: the walk-off and the group velocity mismatch. Then the behaviour of the wave is no longer scale independent due to the variations of these coefficients (illustrated in figure 3 ).
Conclusion
The model equations (32) and (33) have been derived in a rigorous way allowing the determination of their validity conditions. These equations describe the evolution of the modulation of two short and localized pulses, fundamental and second harmonic, propagating together in a bulk uniaxial crystal with a nonvanishing second-order susceptibility χ (2) , and interacting. Much theoretical work has already been done on this system; it has been proved that no collapse occurs [5, 6] , analytical solutions have been found in (1 + 1) dimensions [4] and numerical simulations have shown the existence of stable solutions [3] , but no rigorous derivation or theoretical discussion of the validity limits of this model were available: using a multiscale analysis approach we have achieved this in this paper.
The first result of this analysis is to justify that the power required for parametric soliton formation is much less than the power required for Kerr solitons: indeed the wave amplitude is of order ε 2 in the former case and ε in the latter, ε being the small perturbative parameter. It straightforwardly appears that this is valid close to phase matching only. Far from phase matching, the required amplitude is of order ε as in Kerr media [12] , and thus the input power has the same order of magnitude as for a Kerr soliton.
The importance of phase mismatch is often emphasized in parametric soliton formation. This holds far from phase matching, as shown by the reductions of the cascading problem to a single NLS equation [16] , but we have shown that close to phase matching, the effect of the small phase mismatch allowed by the validity conditions of the model, can be reduced to a simple additional transverse phase factor. It vanishes from the model equations in this way. Therefore, in the three-dimensional case and close to phase matching, the phase mismatch is by no means decisive in the pulse behaviour.
The physical conditions under which the model is valid rest mainly on the following point: both phase and group velocity of the waves must be close enough together. First, the transverse walk-off must be small, therefore the propagation direction must be almost perpendicular to the optical axis. Working close to phase matching, this implies that the phase matching angle is rather small. This is only possible if the phase matching is realized by the intrinsic properties of the material and for any propagation direction with some precision. Hence the model cannot be valid in any material and any frequency. We provide a way to characterize the validity range of the model for a given material, with regard to the values of the frequency and of the perturbative parameter. The validity conditions are satisfied for several materials commonly used in experiments, which shows that the theory of the present paper is in accordance with previous experimental results.
The coefficients of the model equations can be easily computed for simulation. We give a few examples. An important remark on this point is that these coefficients are not scale invariant, in contrast to what usually happens in soliton theory. The non-scale-invariant, that is, ε-dependent, terms are the walk-off and the group velocity mismatch coefficients. Thus the pulse behaviour depends on the scale: we show a simple example that trapping can or cannot occur depending on the value of the perturbative parameter ε only, the normalized values of the input wave and propagation distance (but not their physical value, naturally) being the same in the two considered cases.
Appendix. Details of the derivation
In this appendix, we give the rigorous derivation of system (32), (33), using the perturbative scheme described in section 2.1. We solve it order by order: the first nonzero order ε 2 gives that E 
At order ε 3 , the group velocity appears. Precisely, we obtain as a solvability condition for ϕ the following partial differential equation: 
The solution of equation (63) is easily found:
In an analogous way, the ξ -dependence of the second harmonic is obtained:
and the same 1/v as above. It is crucial for pursuing the computation that the velocity v which appears in equation (66) is the same as that which appears in equation (65). If these velocities differ, it is found at next order that no interaction between the waves is possible. From the formal point of view, the ξ 1 -and ξ 2 -dependences of ϕ and ψ would be linear if both group velocities did not have the same value. This yields an approximate group velocity matching condition, that can be written k 0,e = k 0,o . This is satisfied automatically by the particular definition (20) of n. 
The functions f and g have to be determined. We also obtain 
The following order ε 3.5 gives, in a similar way, the term of order √ ε in the group velocity. The following equation is then obtained: 
where ρ 1 is the next correction to the wavevector k, and reads
The solution of equation (74) is
The dependence relative to (ζ − γ ξ 1 ) does not represent a walk-off: it simply gives an account of wave propagation in a direction making a small angle γ √ ε with the x-axis. In an analogous way, the ξ -evolution of the second harmonic is found: to the inverse of the group velocity was expected to arise. Because the variables must be the same in expression (76) for ϕ, as in (78) for ψ, it should give the second term of the approximate group velocity matching condition:
As above, due to the adequate definition (21) of the terms in the expansion (12) of χ (1) , this condition is automatically satisfied. In fact, the correction vanishes.
Other conditions give
For both the42m and the 3m symmetry classes, the use of the χ (2) -structure (86) or (88), and the complete symmetry property of the χ (2) -tensor, proves the equality A 2 = 2A 1 . Equations (32) and (33) are expressed in a coordinate frame that moves with the wave, at a speed equal to the group velocity of the wave up to order √ ε. In this frame, there is no dependence on the variable ξ 1 , while phase factors depending on these variables appear. These factors are due to the nonlinearity and computed using equations (76) in equation (32), and the inverse in equation (33). This yields two approximate phase matching conditions in addition to the trivial previous one: δ 2 = 2δ 1 and ρ 2 = 2ρ 1 . The first condition coincides with k 1,e = 2k 1,o ; it is once again automatically satisfied by the definition (21) of the terms in the expansion (12) of χ (1) . It states that the approximate phase matching must be realized spontaneously by the material up to order ε. The second condition involves the difference k 3/2,e − 2k 3/2,o , that is not zero. It can be satisfied by a particular choice of the angle γ , yielding equation (27) . This completes the derivation of the model equations (32) and (33).
