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𝝆𝝆 = 𝟎𝟎, 𝝉𝝉 < 𝟎𝟎: 類似度ベース
𝝉𝝉 = 𝝆𝝆: 非類似度ベース
Bias+Variance
特に、𝔼𝔼 MSE �𝑦𝑦 𝑥𝑥 の最小化について
1. 訓練データの入出力の組 { 𝑥𝑥1,𝑦𝑦1 , 𝑥𝑥2,𝑦𝑦2 , … , (𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛)} を
用意する。
2. データ (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) とソースのモデル 𝑓𝑓𝑠𝑠(𝑥𝑥) を使って、変数 𝑧𝑧𝑖𝑖 を
作る。
3. 入力 𝑥𝑥から変数 𝑧𝑧を予測するモデル 𝑓𝑓�𝜃𝜃𝑤𝑤(𝑥𝑥) を訓練する。
4. 出力 𝑦𝑦を以下の式で計算する。
• 𝔼𝔼[D2]が支配的であるとき、非類似度に基づく方法(𝜏𝜏 = 𝜌𝜌)
が選択される。
• 𝔼𝔼 V → ∞のときソースモデルを直接使用する方法(𝜌𝜌 = 1)
が選択される。
実装手順
特徴① 特徴② 特徴③
