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Non-destructive eddy current testing of defects in metal plates using the magnetic resonance
signal of a radio-frequency atomic magnetometer is demonstrated. The shape and amplitude of the
spatial profile of signal features that correspond to defects are explored. By comparing numerical and
experimental results on a series of benchmark aluminium plates we demonstrate a robust process for
determining defect dimensions. In particular, we show that the observed images represent the spatial
distribution of the secondary field created by eddy currents in the sample. We also demonstrate
that the amplitude and phase contrast of the observed profiles enables us to reliably measure defect
depth.
PACS numbers: 33.35.+r, 32.70.Jz, 32.30.Dx
Accurate identification of structural flaws, such as cor-
rosion in pipes or cracks in an aerofoil, has obvious ben-
efits across many industries. In particular, the global
cost of corrosion is estimated to be USD 2.5 trillion ev-
ery year [1]. Over 20% of the major oil and gas accidents
reported within the EU since 1984 have been associated
with corrosion under insulation [2]. Monitoring the sam-
ple response to an oscillating magnetic primary field ( ~B),
provides a method of non-destructive testing (NDT) and
detection of anomalies. Sample response, i.e. an oscillat-
ing secondary magnetic field (~b), is created by eddy cur-
rents in samples with high electrical conductivity, and
magnetisation in ones with high magnetic permeability
[3]. The response carries information about the conduc-
tivity, permittivity and permeability of the object, and
these material properties can be mapped via the mea-
surement of ~b [4].
Most eddy current NDT systems use an rf coil to gen-
erate ~b, but the material response can be detected in two
ways, namely by measurement of coil inductance or with
a magnetic sensor. Measurements based on coil induc-
tance monitoring [4–7] benefit from simple instrumenta-
tion, but suffer from a decrease in signal sensitivity at
low frequencies. Magnetic sensors offer higher sensitiv-
ity at low-frequencies and better spatial resolution [10].
This category of sensors includes giant magnetoresistance
(GMR) magnetometers [8–10], superconducting quan-
tum interference devices (SQUIDs) [11, 12] and atomic
magnetometers [13–16]. Atomic magnetometers are an
attractive sensor type as they have sensitivities approach-
ing those of GMR and SQUID sensors, can operate in an
unshielded environment [17–19], do not require cryogen-
ics, and have few restrictions of miniaturisation.
The ability to extract information about defects such
as cracks, bends and pipe thinning from measurement
signals lies at the heart of NDT. Therefore, understand-
ing how the observed signal is created and linked to the
anomaly is one of the first issues that needs to be ad-
dressed when developing an NDT system. In this pa-
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FIG. 1. Main components of the experimental setup. The
oscillating primary magnetic field is generated by rf coil. The
secondary magnetic field is produced by eddy currents excited
in a sample (Al plate with recess) by the primary field. The
atomic magnetometer signal monitors contributions from the
primary as well as the secondary magnetic field.
per we explore how the spatial variation in the signals
recorded by an rf magnetometer correspond to the phys-
ical dimensions of structural defects in aluminium (Al)
plates. Non-magnetic samples have been chosen to min-
imise changes in the local field detected by the atomic
magnetometer. However, while we examine the spatial
profiles generated by the thinning of Al targets, similar
profiles have been observed in the case of ferromagnetic
(carbon steel) plates [20]. The arguments presented here
could, with some modifications, be extrapolated to mea-
surements involving high magnetic permeability materi-
als. In addition to the characterisation of the measure-
ment signal’s spatial profile, we calibrate measurements
of sample thinning by monitoring the change of the rf
signal phase/amplitude. This work presents a specific ge-
ometry, where the atomic sensor and coil are on the same
side of the sample and are operated in an unshielded envi-
ronment, representing a real-world sensing environment.
The measurement signal comes from the phase and am-
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2plitude change in the rf resonance spectra registered by
an rf atomic magnetometer as a conductive sample is
moved under the rf coil (Fig. 1). Since the experimental
setup is similar to that described in [20, 21] only essential
components will be discussed here. Room temperature
caesium vapour (atomic density nCs = 3.3× 1010 cm−3)
atoms are optically pumped in to the stretched state
(F = 4,mF = 4) with a circularly polarised laser locked
to the Cs 6 2S1/2 F=3→ 6 2P3/2 F’=2 transition (D2 line,
852 nm) propagating along the bias magnetic field. The
probe beam (30µW) is 580 MHz blue shifted from the
6 2S1/2 F=4→ 6 2P3/2 F’=5 transition via phase-offset-
locking to the pump beam. Coherent spin precession of
the Cs atoms is coupled to the polarisation of the probe
beam (Faraday rotation) and is detected with a balanced
polarimeter. This signal is then demodulated at radio-
frequency by a lock-in amplifier (SRS 865). This work
is carried out in a magnetically unshielded environment,
where static fields along the y and z directions are nulled
and a bias field is created by three pairs of nested, or-
thogonal, square Helmholtz coils, with dimensions 1 m,
0.94 m and 0.88 m respectively. The operating frequency
of the system (i.e. the magnetic resonance frequency)
is set to 12.6 kHz by the x component of the bias mag-
netic field (Fig. 1). The rf coil is a 1000 turn coil with
0.02 mm wire, wound on a 2 mm plastic core (inside di-
ameter) and with a 4 mm width (outside diameter) and
a 10 mm length. It is driven by an internally referenced
rf output from the lock-in amplifier. The samples are
fixed to a 2D, computer controlled translation stage that
has a minimum step of 0.184 mm. The sample is located
approximately 30 cm from the cell and the coil is placed
1 mm-2 mm above the sample, on the same axis as the
cell.
Figure 2 (a)/(b) shows the results of the scanned
64 × 64 mm2 area of an Al plate with a defect in the
form of a recess (48 mm diameter, 2.4 mm deep). Each
pixel of the image represents the phase [Fig. 2 (a)] or
amplitude [Fig. 2 (b)] of the rf resonance profile recorded
by scanning the rf frequency through the magnetic res-
onance. These parameters are extracted through fitting
of a Lorentzian and dispersive profile to the rf resonance
line shapes. Although both plots contain traces of the
sample thinning, the spatial signatures of the recess have
different characteristics. The feature presented in Fig. 2
(a) shows that the phase changes as the rf coil scans over
the falling and rising edges. The phase change measure-
ment is most sensitive to the edges parallel to the bias
field. Signatures from the parallel edges are also present
in the amplitude data, Fig. 2 (b), but are superimposed
on top of an increase in signal recorded over the whole
recess.
In order to gain insight into the recorded images, we
created a simple 2D model based on Faraday’s law, by
calculating the coupling between the primary field ~B and
the conductive sample containing an inhomogeneity. We
FIG. 2. The measured change in signal phase (a) and am-
plitude (b) of the rf resonance over a 64 × 64 mm2 area of a
6 mm thick Al plate containing a 48 mm diameter recess that
is 2.4 mm deep. Below, results of simulation of the phase (c)
and amplitude (d).
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FIG. 3. Calculated ~b field components generated in a
64×64 mm2 conductive area, a with 48 mm diameter recesses,
(a), (b), and (c) refer to x, y and z component respectively.
model the spatial distribution of ~B with a step function
that describes the rf coil diameter. The secondary field,
~b, changes linearly within the boundaries of the step func-
tion and decreases inversely with the distance outside of
it. The eddy currents form closed loops that follow the
path of least resistance. In the case of a uniform con-
ductor surface, ~b will be produced parallel to the surface
normal. However, the presence of inhomogeneities breaks
the eddy currents symmetry and can change the orienta-
tion of ~b. Figure 3 shows the components of ~b generated
in a conductive sample in the presence of a 48 mm di-
ameter recess. Since the direction of ~b depends on the
relative position of the induced eddy currents and the re-
cess boundaries, ~b has opposite signs for rising and falling
edges [Fig. 3 (a, b)]. The components of ~b parallel to the
conductor surface show complementary signatures of the
recess (i.e. Fig. 3 (a)/(b) shows the change of the field
3sign due to a presence of part of the recess edges parallel
to the y/x direction). The component of ~b orthogonal to
the conductor surface decreases over the recess area, Fig.
3 (c).
While Fig. 3 only shows the components of
the secondary field, the signal measured by the
magnetometer is a mixture of both the primary,
~B, and secondary field, ~b. The lock-in signal
amplitude R=
√
((Bz + bz)2 + (By + by)2) and phase
φ = arctan(
By+by
Bz+bz
) correspond to the strength and ori-
entation of the rf field component projected on the yz
plain; where Bz + bz and By + by are the two quadrature
components of the rf signal. In our experiment By ' 0
and Bz ' const bz, hence Bz + bz  By + by. There-
fore we can make the approximation that R ' |Bz + bz|
and φ ' by/(Bz + by) which leads to mapping of bz onto
R ∝ bz and by onto φ ∝ by. The latter approximation
comes from the observation that for | ~B|  |~b|, the func-
tion φ depends more strongly on by ( dφ/dby ∝ B−1z )
than bz (dφ/dbz ∝ B−2z ). It can be concluded that the
presence of a strong ~B allows mapping of one horizontal
component and the vertical component of ~b onto the am-
plitude and phase of the rf signal, as is shown in Figs.
2 and 3. Figure 2 (c)/(d) shows the results of the mod-
elled signal with contributions from both the primary and
secondary fields. Full reconstruction of ~b would require
rotation of the sensor axis to measure the remaining hor-
izontal component.
FIG. 4. The change in phase (a, b, c, d) and amplitude (e, f,
g, h) of rf resonance over a 64 × 64 mm2 area of 6 mm thick
Al plates with 48 mm (a, e), 24 mm (b, f), 12 mm (c, g) and
2 mm (d, h) diameter recesses that are 2.4 mm deep.
The minimum spatial extent of the profile representing
the defect (recess) is defined by the coil diameter, lift off
distance, operating rf frequency, and conductivity of the
sample. The radial dimension of the rf coil defines the
~B spatial distribution and the size of the region contain-
ing the greatest density of eddy currents [9]. There are
two regimes in eddy current testing that are defined by
the ratio between the dimensions of the rf coil and the
size of the defect. When the defect is significantly larger
than the coil, the observed profile in the image represents
the spatial extent of the defect. If the defect is smaller
than the coil size, the image represents the map of the
field generated by the rf coil [5]. We explore these two
regimes by recording the phase images of circular recesses
of decreasing diameter in aluminium Al plates (Fig. 4).
While the diameters of the features shown in Fig. 4 (a-c)
follow the diameters of the actual recesses, the diameter
of the profile shown in (d), which represent the phase
image of a 2 mm recess, is defined by the 4 mm diameter
of the rf coil, as shown in Fig. 5 (a). We have observed
the same behaviour with even smaller recesses. This con-
firms the initial assumption that the spatial resolution of
our measurement is limited by the size of the coil and
is not restricted by the sensor (vapour cell) dimensions.
It is worth pointing out that while the 2 mm recess is
clearly visible in the phase image it can’t be identified in
the amplitude image. In the case of recesses with small
diameters, the features in the phase image that represent
edges overlap and the actual value of the phase contrast
becomes a function of the recess diameter, as shown in
Fig. 5 (b).
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FIG. 5. Dependence of measured feature size (blue diamonds)
and phase contrast (red points) on actual size of circular re-
cesses. Dashed lines represent the modelling.
To verify the dependence of the phase and amplitude
contrast on the depth of the recess we have recorded
phase and amplitude images generated by a 6 mm Al
plate with a single recess, whose depth changes from
0 mm to 5 mm (scanned area marked with white square
in Figure 6 (a)). Scanning the plate along the x-axis is
equivalent to monitoring the signal response to a con-
tinuous change in the depth of the recess. The presence
of only one recess in the scanned area ensures that the
observed amplitude and phase changes are not affected
by other inhomogeneities in the sample. Figure 6 shows
the phase (b) and amplitude (c) change of the rf signal
recorded over the recess. It indicates a linear change of
the signal amplitude and a sinusoidal change of the signal
phase with the depth of the recess. There is a change in
a slope of linear dependence in amplitude variation for x
≤ 10 mm and x ≥ 60 mm in Fig. 6 c. The central part
of the plot comes from scan over the region with mono-
tonic change of the recess height. The regions mentioned
above include contributions from the flat parts outside
4scanning range due to finite size of the rf coil.
FIG. 6. (a) Drawing of the aluminium plate used for a con-
trast calibration. White contour indicates the area of the
scan. The change in phase (b) and amplitude (c) of rf reso-
nance over a recess edge (main plot)/ a 70×70 mm2 area of
a 6 mm Al plates (inset).
To conclude, monitoring the amplitude and phase
changes of the rf resonance over the conductive sample
provides a sensitive tool for the detection of a material
defect. Implementation of atomic magnetometers in eddy
current imaging is particularly interesting for studies of
ferromagnetic samples at low operating frequencies, en-
abling penetration through the sample surface or under
insulation barriers (e.g. corrosion under insulation). We
have demonstrated that the phase and amplitude im-
ages could be used for estimations of sample thinning,
although specific thickness estimation needs to take into
account the size of the inhomogeneity. The tunability
of the rf atomic magnetometer not only allows for the
change of the penetration depth but also the choice of
an operating frequency range free from external interfer-
ences.
This work was funded by the Innovate UK Energy
Game Changer programme (IUK 132437).
[1] International Measures of Prevention, Applications, and
Economics of Corrosion Technologies Study, NACE In-
ternational, 2016.
[2] Oil and Gas Technology Centre, Call for Ideas: Corrosion
under insulation document, https://bit.ly/2IfwkJV.
[3] In ferromagnetic samples, the oscillation in magnetisa-
tion is much larger than the magnetic field generated by
eddy currents. Measurement of the driven eddy current
response is therefore aided by saturation of the magneti-
sation.
[4] H. Griffiths, Meas. Sci. Technol., 12, 1126 (2001).
[5] B. A. Auld and J. C. Moulder, J. Nondestr. Eval. 18, 3
(1999).
[6] L. Perez, J. Le Hir, C. Dolabdjian, and L. Butin, J. Elec.
Eng., 55, 73 (2004).
[7] A. Sophian, G. Tian, M. Fan, Chin. J. Mech. Eng., 30,
500 (2017).
[8] T. Dogaru and S. T. Smith, Nondestr. Test. Eval., 16,
31 (2000).
[9] T. Dogaru and S. T. Smith, IEEE Transactions on Mag-
netics, 37, 5, 3831 (2001).
[10] P. Ripka, M. Janosek, IEEE Sensors J. 10, 1108 (2010).
[11] H. J. Krause and M. V. Kreutzbruck, Physica C, 368, 70
(2002).
[12] J. Storm, P. Hmmen, D. Drung, R. Krber, App. Phys.
Lett. 110 072603 (2017).
[13] A. Wickenbrock, S. Jurgilas, A. Dow, L. Marmugi, and
F. Renzoni, Opt. Lett. 39, 6367 (2014).
[14] C. Deans, L. Marmugi, S. Hussain, and F. Renzoni,
Appl. Phys. Lett. 108, 103503 (2016).
[15] A. Wickenbrock, N. Leefer, J. W. Blanchard, and D. Bud-
ker, Appl. Phys. Lett. 108, 183507 (2016).
[16] C. Deans, L. Marmugi, and F. Renzoni, Opt. Exp. 25,
17911 (2017).
[17] I. M. Savukov, S. J. Seltzer, and M. V. Romalis, J. Magn.
Res. 185, 214 (2007).
[18] J. Belfi, G. Bevilacqua, V. Biancalana, R. Cecchi, Y,
Dancheva, and L. Moi, Rev. sci. Instrum 81, 065103
(2010).
[19] G. Bevilacqua, V. Biancalana, P. Chesssa, Y. Dancheva,
App. Phys. B 122 103 (2016).
[20] P. Bevington, R. Gartman, W. Chalupczak, C. Deans, L.
Marmugi, and F. Renzoni, App. Phys. Lett. 113, 063503
(2018).
[21] W. Chalupczak, R. M. Godun, S. Pustelny, and W. Gaw-
lik, Appl. Phys. Lett. 100, 242401 (2012).
