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FLUCTUATIONS OF DIMER HEIGHTS ON CONTRACTING
SQUARE-HEXAGON LATTICES
ZHONGYANG LI
Abstract. We study perfect matchings on the square-hexagon lattice with 1×n periodic
edge weights such that the boundary condition is given by either (1) each remaining vertex
on the bottom boundary is followed by (m−1) removed vertices; (2) the bottom boundary
can be divided into finitely many alternating line segments where all the vertices along
each line segment are either removed or remained. In Case (1), we show that under certain
homeomorphism from the liquid region to the upper half plane, the height fluctuations
converge to the Gaussian free field in the upper half plane. In Case (2), when the edge
weights x1, . . . , xn in one period satisfy the condition that xi+1 = O
(
xi
Nα
)
, where α > 0
is a constant independent of N , we show that the height fluctuations converge to a sum
of independent Gaussian free fields.
1. Introduction
A perfect matching, or a dimer configuration on a graph is a subset of edges such that
each vertex is incident to exactly one edge in the subset. Dimer configurations appear
naturally in statistical physics to model the structure of matter, for example, the perfect
matchings on the hexagon lattice is a mathematical model for the molecule structure of
graphite. With explicit combinatorial correspondence, the dimer model is also closely
related to other lattice models in statistical mechanics, including the Ising model ([27, 29]),
the 1-2 model ([28, 30, 16, 15]) and a general polygon model ([14]). By developing the
technique of Kasteleyn, Temperley and Fisher ([19, 18]), the partition function (weighted
sum of configurations) of dimer configurations on a finite plane graph can be expressed
explicitly as the determinant or pfaffian of a weighted adjacency matrix; the local statistics
can be computed ([20]). By study the spectral curve of the periodic dimer model using
algebraic geometry technique, the sharp phase transition result can be established ([25, 23]).
The asymptotics of the rescaled dimer height function on a graph approximating a simply-
connected domain can also studied by a variational principle ([10, 24]); and also by the
asymptotics of certain symmetric functions (see [33, 1, 2, 34, 35, 13, 8, 9, 5, 26]).
The Gaussian free field (GFF) is a high-dimensional time analogue of Brownian motion.
The main aim of this paper is to investigate the connection between the height fluctuations
of the dimer model on a contracting square-hexagon lattice and the Gaussian free field. It
was first shown in [21, 22] that the (non-rescaled) height function for the dimer model with
uniform underlying measure on a simply-connected square grid with Temperley boundary
condition converge to a GFF in distribution. The result was later proved for the whole-plane
isoradial graph ([11]) and the simply-connected isoradial graph with Temperley boundary
condition ([31]). For boundary conditions other than the Temperley boundary condition,
the convergence of height fluctuation for the dimer model with uniform underlying measure
on a contracting hexagon lattice to GFF was proved in [35]; the corresponding result on a
Aztec diamond (contracting square grid) with uniform underlying measure was proved in
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[9], by analyzing the asymptotics of the Schur function in a neighborhood of (1, 1, . . . , 1)
([6]).
A related model is the dimer model on a contracting square-hexagon lattice whose
underlying measure depends on periodically assigned edge weights with period 1 × n. In
[5, 26], we studied this model by establishing an identity of the partition function of the
dimer model on such a graph and the value of the Schur function depending on edge weights;
and then analyze the asymptotics of the Schur function in a neighborhood of a generic point
(x1, . . . , xN ). The law of large numbers for the rescaled height function was proved for two
specific boundary conditions on the bottom boundary (1) each remaining vertex on the
boundary is followed by (m − 1) removed vertices, where m ≥ 2 is a positive integer; (2)
the bottom boundary is divided to alternate line segments with either all vertices removed
or all the vertices preserved in each segment. We shall call the first boundary condition
the uniform boundary condition and the second boundary condition the piecewise
boundary condition. In this paper, we study the non-rescaled height fluctuations for
the dimer model on the contracting square-hexagon lattice with the above two boundary
conditions, and show that they converge to GFF in certain sense, building on the analysis of
the Schur function at a generic point (see [5, 26]) and the techniques to relate fluctuations
of particle systems determined by Schur generating functions and GFF developed in [6].
The organization of the paper is as follows. In Sect. 2, we introduce the contracting
square-hexagon lattice and the main technical tools used in this paper. In Sect. 3, we
introduce the uniform boundary conditions and review the limit shape result for the dimer
model on a contracting square hexagon lattice with 1 × n periodic edge weights and the
uniform boundary conditions. In Sect. 4, we prove that certain statistics constructed
from the dimer model on a contracting square hexagon lattice with 1 × n periodic edge
weights and the uniform boundary conditions convergence to Gaussian distribution in
the scaling limit. In Sect. 5, we introduce the piecewise boundary conditions and review
the limit shape result for the dimer model on a contracting square hexagon lattice with
1 × n periodic edge weights and the piecewise boundary conditions. In Sect. 6, we prove
that certain statistics contracted from the dimer model on a contracting square hexagon
lattice with 1 × n periodic edge weights and the piece boundary conditions convergence
to a sum of finitely many independent Gaussian random variables in the scaling limit;
where the number of independent Gaussian random variables depends on the size of the
period n. In Sect. 7, we show that the statistics constructed from the dimer model on
a contracting square hexagon lattice with 1 × n periodic edge weights and the uniform
boundary conditions convergence to GFF in the upper half plane, under an homeomorphism
from the liquid region to the upper half plane. In Sect. 8, we show that the statistics
constructed from the dimer model on a contracting square hexagon lattice with 1 × n
periodic edge weights and the piecewise boundary conditions convergence to a sum of n
independent GFFs in the upper half plane.
2. Background
In this section, we define a general class graph (the contracting square-hexagon lattice)
on which the height fluctuations of the dimer model is studied in this paper. Dimer model
on such graphs has been studied in ([3, 4, 5, 26]), and the limit shape result was explicitly
established. We also review the main technical tools used in this paper, including the Schur
function, the Young diagram, etc.
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(a) Structure of SH(cˇ) between the (2m)th row
and the (2m+ 1)th row
m
m− 12
ym ym ym ym
(b) Structure of SH(cˇ) between the (2m−1)th
row and the (2m)th row when cm = 0
m
m− 12
(c) Structure of SH(cˇ) between the (2m−
1)th row and the (2m)th row when cm =
1
Figure 2.1. Graph structures of the square-hexagon lattice on the (2m−
1)th, (2m)th, and (2m + 1)th rows depend on the values of (cm). Black
vertices are along the (2m)th row, while white vertices are along the (2m−
1)th and (2m+ 1)th row.
2.1. Square-hexagon Lattices. Consider a doubly-infinite binary sequence indexed by
integers Z = {. . . ,−2,−1, 0, 1, 2, . . .}.
cˇ = (. . . , c−2, c−1, c0, c1, c2, . . .) ∈ {0, 1}Z.(2.1)
The whole-plane square-hexagon lattice associated with the sequence cˇ, is a bipar-
tite plane graph SH(cˇ) defined as follows. Its vertex set is a subset of Z2 × Z2 . Each vertex
of SH(cˇ) is either black or white, and we identify the vertices with points on the plane. For
m ∈ Z, the black vertices have y-coordinate m; while the white vertices have y-coordinate
m− 12 . We will label all the vertices with coordinate m as vertices in the (2m)th row, and
all the vertices with coordinate m− 12 as vertices in the (2m−1)th row. We further require
that
• each black vertex in the (2m)th row is adjacent to two white vertices in the (2m+
1)th row; and
• if cm = 1, each white vertex on the (2m− 1)th row is adjacent to exactly one black
vertex in the (2m)th row; if cm = 0, each white vertex on the (2m − 1)th row is
adjacent to two black vertices in the (2m)th row.
See Figure 2.1.
Note that for any cˇ ∈ {0, 1}Z, the faces of SH(cˇ) is either a square or a hexagon. if
ci = 0 for all i ∈ Z, SH(cˇ) is a square grid; while if ci = 1 for all SH(cˇ) is a hexagonal
lattice. See Figure 2.2 for an example of a square-hexagon lattice.
We shall assign edge weights to the whole-plane square-hexagon lattice SH(cˇ) satisfying
the following assumption; see Figure 2.1.
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x1 x1 x1 x1 x1
y2 y2 y2 y2 y2
x2 x2 x2 x2 x2
x3 x3 x3 x3
Figure 2.2. Contracting square-hexagon lattice with N = 3, m = 3, Ω =
(1, 3, 6), (c1, c2, c3) = (1, 0, 1).
Assumption 2.1. For m ≥ 1, we assign weight xm > 0 to each NE-SW edge joining the
(2m)th row to the (2m+1)th row of SH(cˇ). We assign weight ym > 0 to each NE-SW edge
joining the (2m− 1)th row to the (2m)th row of SH(cˇ), if such an edge exists. We assign
weight 1 to all the other edges.
A contracting square-hexagon lattice is built from a whole-plane square-hexagon
lattice as follows:
Definition 2.2. Let N ∈ N. Let Ω = (Ω1, . . . ,ΩN ) be an N -tuple of positive integers,
such that 1 = Ω1 < Ω2 < · · · < ΩN . Set m = ΩN −N .
The contracting square-hexagon lattice R(Ω, cˇ) is a subgraph of SH(cˇ) built of 2N or
2N+1 rows. The rows of R(Ω, cˇ) inductively, starting from the bottom, can be enumerated
as follows:
• The first row consists of vertices (i, j) with i = Ω1 − 12 , . . . ,ΩN − 12 and j = 12 . We
call this row the boundary row of R(Ω, cˇ).
• When k = 2s, for s = 1, . . . N , the kth row consists of vertices (i, j) with j = k2
and incident to at least one vertex in the (2s− 1)th row of the whole-plane square-
hexagon lattice SH(cˇ) lying between the leftmost vertex and rightmost vertex of
the (2s− 1)th row of R(Ω, cˇ)
• When k = 2s+ 1, for s = 1, . . . N , the kth row consists of vertices (i, j) with j = k2
and incident to two vertices in the (2s)th row of of R(Ω, cˇ).
2.2. Partitions, Young diagrams and Schur functions. We denote by GTN the set
of N -tuples λ of integers satisfying λ1 ≥ λ2 . . . ≥ λN , and let GT+N be a subset of GTN
consisting of all the λ’s in GTN such that λN ≥ 0. For λ ∈ GT+N , Let
|λ| :=
N∑
i=1
λi.
A graphic way to represent a non-negative signature µ is through its Young diagram
Yλ, a collection of |λ| boxes arranged on non-increasing rows aligned on the left: with λ1
boxes on the first row, λ2 boxes on the second row,. . .λN boxes on the Nth row. Note
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that elements in GT+N are in bijection with all the Young diagrams with N rows (rows are
allowed to have zero length).
Definition 2.3. Let Y,W be two Young diagrams. We say that Y ⊂ W differ by a
horizontal strip if the collection of boxes in Z = W \ Y contains at most one box in every
column. We say that they differ by a vertical strip if Z contains at most one box in every
row.
We say that two non-negative signatures λ and µ interlace, and write λ ≺ µ if Yλ ⊂ Yµ
differ by a horizontal strip. We say they cointerlace and write λ ≺′ µ if Yλ ⊂ Yµ differ by
a vertical strip.
Definition 2.4. Let λ ∈ GT+N be a partition of length N . We define the counting measure
m(λ) corresponding to λ as follows.
(2.2) m(λ) =
1
N
N∑
i=1
δ
(
λi +N − i
N
)
.
Definition 2.5. Let λ ∈ GTN . The rational Schur function is
sλ(u1, . . . , uN ) =
deti,j=1,...,N (u
λj+N−j
i )∏
1≤i<j≤N (ui − uj)
2.3. Dimer model.
Definition 2.6. A dimer configuration, or a perfect matching M of a contracting square-
hexagon lattice R(Ω, cˇ) is a set of edges ((i1, j1), (i2, j2)), such that each vertex of R(Ω, cˇ)
belongs to an unique edge in M . The set of perfect matchings of R(Ω, cˇ) is denoted by
M(Ω, aˇ).
Definition 2.7. Let M ∈ M(Ω, cˇ) be a perfect matching of R(Ω, cˇ). We call an edge
e = ((i1, j1), (i2, j2)) ∈M a V -edge if max{j1, j2} ∈ N (i.e. if its higher extremity is black)
and we call it a Λ-edge otherwise. In other words, the edges going upwards starting from
an odd row are V -edges and those ones starting from an even row are Λ-edges. We also
call the corresponding vertices-(i1, j1) and (i2, j2) V -vertices and Λ-vertices accordingly.
Definition 2.8. The partition function of the dimer model of a finite graph G with edge
weights (we)e∈E(G) is given by
Z =
∑
M∈M
∏
e∈M
we,
whereM is the set of all perfect matchings of G. The Boltzmann dimer probability measure
on M induced by the weights w is thus defined by declaring that probability of a perfect
matching is equal to
1
Z
∏
e∈M
we.
We shall associate to each perfect matching in M(Ω, aˇ) a sequence of non-negative
signatures, one for each row of the graph.
Construction 2.9. To the boundary row Ω = (Ω1 < · · · < ΩN ) of a contracting square-
hexagon lattice is naturally associated a non-negative signature ω of length N by:
ω = (ΩN −N, . . . ,Ω1 − 1).
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Let j ∈ {2, . . . , 2N + 1}. Assume that the jth row of R(Ω, aˇ) has nj V-vertices and mj
Λ-vertices. The a dimer configuration at the jth row of R(Ω, aˇ) corresponds to a signature
µ ∈ GT+nj , such that
• µ = (µ1, . . . , µnj );
• We label all the V -vertices on the jth row by the 1st V -vertex, the 2nd V -vertex,
. . . , the njth V -vertex, such that the 1st V -vertex is the rightmost V -vertex on
the jth row. for 1 ≤ k ≤ nj , µk is the number of Λ-vertices to the left of the kth
V -vertex.
Then we have
Theorem 2.10 ([5] Theorem 2.13). For given Ω, cˇ, let ω be the signature associated to Ω.
Then the construction 2.9 defines a bijection between the set of perfect matchings M(Ω, cˇ)
and the set S(ω, cˇ) of sequences of non-negative signatures
{(µ(N), ν(N), . . . , µ(1), ν(1), µ(0)}
where the signatures satisfy the following properties:
• All the parts of µ(0) are equal to 0;
• The signature µ(N) is equal to ω;
• For 0 ≤ i ≤ N , µ(i) ∈ GT+i .
• The signatures satisfy the following (co)interlacement relations:
µ(N) ≺′ ν(N)  µ(N−1) ≺′ · · ·µ(1) ≺′ ν(1)  µ(0).
Moreover, if am = 1, then µ
(N+1−k) = ν(N+1−k).
The following proposition, proved in [5], shows that the partition function of dimer
configurations on a contracting square-hexagon lattice can be computed by a Schur function
depending on the boundary condition and the edge weights. Therefore it opens the door
for investigating the asymptotics of periodic dimer model on a contracting square-hexagon
lattice by studying the corresponding Schur functions.
Proposition 2.11. Let R(Ω, cˇ) be a contracting square-hexagon lattice built from a whole-
plane square-hexagon lattice SH(cˇ) with edge weights {xi, yi, 1}1≤i≤N assigned as in As-
sumption 2.1. Let
I2 = {i|i ∈ {1, 2, . . . , N}, ci = 0}
Then the partition function for perfect matchings on R(Ω, cˇ) is given by
Z =
∏
i∈I2
Γi
 sω(x1, . . . , xN )
where ω is the N -tuple corresponding to the boundary row of R(Ω, cˇ), and Γi is defined by
Γi =
N∏
t=i+1
(1 + yixt) .(2.3)
Proof. See Proposition 2.18 of [5]. 
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3. Uniform Boundary Conditions
In this section, we introduce the uniform boundary conditions on the bottom boundary
of a contracting square hexagon lattice, and review the limit shape result of the dimer
model on such a lattice.
Consider a contracting square-hexagon lattice R(Ω, cˇ) with edge weights assigned as
in Assumption 2.1. Suppose that the configuration on the bottom row corresponds to the
following signature
λ(N) = ((m− 1)(N − 1), (m− 1)(N − 2), . . . , (m− 1), 0),(3.1)
where m ≥ 1 is a positive integer. More precisely, each remaining vertex on the boundary
row is followed by (m− 1) removed vertices in the boundary row; the left most vertex and
the rightmost vertex on the boundary row are remaining vertices. In Example 1.3.7 of [32],
the Schur function of such a signature is computed explicitly as follows
sλ(N)(x1, . . . , xN ) =
∏
1≤i<j≤N
xmi − xmj
xi − xj .(3.2)
Definition 3.1. Let
X = (x1, x2, . . . , xN ) ∈ RN(3.3)
Let ρN be a probability measure on GTN . The the Schur generating function with
respect to ρN , X is given by
SρN ,X(u1, . . . , uN ) =
∑
λ∈GTN
ρN (λ)
sλ(u1, . . . , uN )
sλ(x1, . . . , xN )
For a positive integer s, let s = s mod n. We make the following assumption on edge
weights.
Assumption 3.2. Assume that the edge weights xi (1 ≤ i ≤ N), yj (j ∈ I2) changes
periodically with period n; i.e.
xi = xi;(3.4)
yj = yj(3.5)
for 1 ≤ i ≤ n.
Lemma 3.3. Let xi > 0(1 ≤ i ≤ N), yj(j ∈ I2) be edge weights of a contracting square-
hexagon lattice R(Ω, cˇ) satisfying Assumptions 2.1 and 3.2. Let
X(N−t) = (xt+1, . . . , xN ),
Y (t) = (x1, . . . , xt)
for each integer t satisfying 0 ≤ t ≤ N − 1, where xi > 0 (1 ≤ i ≤ n) are weights of
NE-SW edges joining the (2i)th row to the (2i+1)th row of the contracting square-hexagon
lattice, see Figure 2.2. Let λ(N) be the partition corresponding to the configuration on the
boundary row; and let ρk be the probability measure on GT+N−t which is the distribution of
partitions corresponding to the dimer configuration on the kth row of vertices of R(Ω, cˇ),
counting from the bottom. Then we have
Sρk,X(N−t)(u1, . . . , uN−t) =
sλ(N)
(
u1, . . . , uN−t, Y (t)
)
sλ(N)(X(N))
∏
i∈{1,...,t}∩I2
N−t∏
j=1
(
1 + yiuj
1 + yixt+j
)
,
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if k = 2t+ 1, for t = 0, 1, . . . , N − 1
Moreover,
SρN−t,X(N−t)(u1, . . . , uN−t) =
sλ(N)
(
u1, . . . , uN−t, Y (t)
)
sλ(N)(X(N))
∏
i∈{1,...,t+1}∩I2
N−t∏
j=1
(
1 + yiuj
1 + yixt+j
)
,
for k = 2t+ 2, t = 0, 1, . . . , N − 1.
Proof. See Lemma 3.17 of [5]. 
Lemma 3.4. Let κ ∈ (0, 1). Let R(Ω, cˇ) be a contracting square-hexagon lattice. Let
{λ(b1 − κ)Nc)}N∈N be a sequence of partitions corresponding to dimer configurations on
the [2(N − b(1 − κ)Nc) + 1]th row of R(Ω, cˇ), counting from the bottom. Let X be an
N -tuple of integers given by (3.3), which are also edge weights of R(Ω, cˇ) satisfying (3.4).
Let ρb(1−κ)Nc := ρ2(N−b(1−κ)N)c)+1 be a probability measure on GT+b(1−κ)Nc. Note that
ρN := δλ(N) is the distribution of partitions corresponding to the dimer configurations on
the bottom row, in which λ(N) has probability 1 to occur, while any other configuration has
probability 0 to occur. Let Sρb(1−κ)Nc,X(u1, . . . , ub(1−κ)Nc) be the Schur generating function
corresponding to ρb(1−κ)Nc and X. Then we have
(1) Assume 1 ≤ i ≤ n, then
lim
N→∞
1
(1− κ)N
∂ logSρ(1−κ)N ,X(u1, . . . , ub(1−κ)Nc)
∂ui
∣∣∣∣∣
(u1,...,ub(1−κ)Nc)=(x1+N−b(1−κ)Nc,...,xN )
= Hi(X,Y, κ);
where
Hi(X,Y, κ) =
1
(1− κ)n

 ∑
j∈{1,2,...,n},j 6=i
(
mxm−1i
xmi − xmj
− 1
xi − xj
)+ m− 1
2xi

+
κ
(1− κ)n
∑
j∈{1,2,...,n}∩I2
yj
1 + yjxi
(2) Assume 1 ≤ i, j ≤ b(1− κ)Nc and i 6= j. Then
lim
N→∞
∂2 logSbρ(1−κ)N c,X(u1, . . . , ub(1−κ)Nc)
∂ui∂uj
∣∣∣∣∣
(u1,...,ub(1−κ)Nc)=(x1+N−b(1−κ)Nc,...,xN )
= G(xi, xj);
where
G(xi, xj) = =
{
m2xm−1i x
m−1
j
(xmi −xmj )2 −
1
(xi−xj)2 if xi 6= xj
0 otherwise
(3) Assume i, j, k ∈ {1, 2, . . . , n} are three distinct integers, then
lim
N→∞
∂3 logSρb(1−κ)Nc,X(u1, . . . , ub(1−κ)Nc)
∂ui∂uj∂uk
∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
= 0.
Proof. Applying Lemma 3.3, (3.2) and Definition 3.1, and by explicit computations. 
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Remark 3.5. Lemma 3.4 still holds if we define ρb(1−κ)Nc := ρ2(N−b(1−κ)N)c)+2 and {λ(b1−
κ)Nc)}N∈N be a sequence of signatures corresponding to dimer configurations on the [2(N−
b(1− κ)N)c) + 2]th row of R(Ω, cˇ).
Proposition 3.6. Let R(Ω(N), cˇ) be a contracting square hexagon lattice with the config-
uration at the bottom boundary given by
Ω(N) = (1,m+ 1, 2m+ 1, . . . , (N − 1)m+ 1)
Assume also that the edge weights are assigned as in Assumption 2.1 (see Figure 2.2 for
an example) and periodically with period n; i.e. the edge weights satisfy (3.4) and (3.5).
Let
Fκ,m(z) =
κz
n(1− κ)
∑
i∈{1,2,...,n}∩I2
yi
1 + yiz
+
n∑
j=1
z
n(z − xj) +
z
n(1− κ)
n∑
j=1
(
mzm−1
zm − xmj
− 1
z − xj
)
Let ρkN be the measure on the configurations of the kth row, and let κ ∈ (0, 1), such that
k = [2κN ], Then the corresponding counting measure m(ρkN ) converges to m
κ in probability
as N →∞, and the moments of mκ is given by∫
R
ypmκ(dy) =
n∑
i=1
1
2(p+ 1)pii
∮
xt+i
dz
z
[Fκ,m(z)]
p+1(3.6)
Proof. See Section 8 of [5]. 
We can compute the Stieltjes transform of the limit measure mκ when x is in neigh-
borhood of infinity by
∞∑
j=0
∫
R y
jmκ(dy)
xj+1
= −
n∑
i=1
1
2pii
∮
xt+i
dz
z
log
(
1− Fκ,m(z)
x
)
Integrating by parts we have
∞∑
j=0
∫
R y
jmκ(dy)
xj+1
=
n∑
i=1
1
2pii
∮
xt+i
log(z)
∂z
(
1− Fκ,m(z)x
)
(
1− Fκ,m(z)x
) dz
The integrand has poles at roots of
Fκ,m(z) = x.(3.7)
Definition 3.7. Let R be the rescaled square-hexagon lattice, i.e. R = 1NR(Ω, cˇ), with
coordinates (χ, κ). Let L be the set of (χ, κ) inside R such that the density dmκ
(
χ
1−κ
)
is
not equal to 0 or 1. Then L is called the liquid region. Its boundary ∂L is called the frozen
boundary.
4. Central Limit Theorem for Uniform Boundary Conditions
In this section, we construct certain statistics from the (random) dimer configuration
on a contracting square hexagon lattice with uniform boundary conditions, and show that
the converge in distribution to Gaussian random variables in the scaling limit. The main
theorem proved in this section is Theorem 4.14.
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Let X be given by (3.3), and let VN (X) be the Vandermonde determinant, i.e.
VN (X) =
∏
1≤i<j≤N
(xj − xi)
Proposition 4.1. Let ρN be a probability measure on GTN , and let λ ∈ GTN . Let
U = (u1, u2, . . . , uN ) ∈ CN .
Then
E
N∑
i=1
(λi +N − i)k : =
∑
λ∈GTN
ρN (λ)
N∑
i=1
(λi +N − i)k
=
1
VN (U)
N∑
i=1
(ui∂i)
kVN (U)SρN ,X(U)
∣∣∣∣∣
U=X
;(4.1)
and
E
 N∑
i=1
(λi +N − i)k
N∑
j=1
(λj +N − j)l

=
1
VN (U)
N∑
i=1
(ui∂i)
k
N∑
j=1
(uj∂j)
lVN (U)SρN ,X(U)
∣∣∣∣∣∣
U=X
(4.2)
Proof. Let λ ∈ GTN , and let sλ be the Schur function with respect to λ. By Proposition
4.3 of [8], we have
1
VN (U)
N∑
i=1
(ui∂i)
kVN (U)sλ(U) =
N∑
i=1
(λi +N − 1)ksλ(U).(4.3)
Dividing by sλ(X) to both sides of (4.3), then taking expectations for λ with respect to
the distribution ρN ; then evaluate at U = X, we obtain (4.1). The expression (6.3) can be
obtained similarly by performing the above process twice. 
Let f(x1, . . . , xr) be a function of r variables. Define
Symx1,...,xrf(x1, . . . , xr) =
1
r!
∑
σ∈Σr
f(xσ(1), xσ(2), . . . , xσ(r)),
where Σr is the symmetric group of r elements.
For an integer l > 0, and t ∈ (0, 1], let
Ut = (u1, u2, . . . , ubtNc);(4.4)
Xt = (xN−btNc+1, . . . , xN ).(4.5)
and
F(l,t)(Ut) =
1
SρbtNc,Xt(Ut)VbtNc(Ut)
btNc∑
i=1
(ui∂i)
lVbtNc(Ut)SρbtNc,Xt(Ut);(4.6)
where ρbtNc is a probability measure on GTbtNc.
In order to analyze the asymptotics, we first introduce the following technical lemma.
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Lemma 4.2. Let f(z) be a complex analytic function in a neighborhood of 1 and let r be
a positive integer. Then
Symz1,...,zr+1
(
f(z1)
(z1 − z2) . . . (z1 − zr+1)
)∣∣∣∣
(z1,...,zr+1)=(1,...,1)
=
1
(r + 1)!
∂rf(z)
∂zr
∣∣∣∣
z=1
.
Proof. See Lemma 5.5 of [8]. 
Proposition 4.3. Assume the assumption of Lemma 3.4 holds. We use the notation ∂i
to denote ∂∂ui . Then we have
(1) the functions F(l,t)(Ut)|Ut=Xt have N -degree at most l + 1;
(2) for 1 ≤ i ≤ N , the functions ∂iF(l,t)(Ut)|Ut=Xt have N -degree at most l; moreover
∂iF(l,t)(Ut)|Ut=Xt = ∂i
[
l∑
r=0
(
l
r
)
(r + 1)!
×
∑
{a1,...,ar+1}⊂{1,2,...,btNc}
Syma1,...,ar+1
(
ula1(∂a1 [logSρbtNc,Xt ])
l−r
(ua1 − ua2) . . . (ua1 − uar+1)
)]∣∣∣∣∣
Ut=Xt
+ T(l,t)(Ut)|Ut=Xt
where T(l,t)(Xt) has N -degree less than l.
(3) for any 1 ≤ i, j ≤ N and i 6= j, the functions ∂i∂jF(l,t)(Ut)|Ut=Xt have N -degree at
most l − 1.
Proof. When t = 1 and X1 = (1, . . . , 1), the proposition is proved in Lemma 5.5 of [6].
Consider a general SρbtNc,Xt with Xt given by (4.5). Since SρbtNc,Xt(Xt) = 1, the function
logSρbtNc,Xt is well defined in a neighborhood of Xt. Note that
∂iSρbtNc,Xt
SρbtNc,Xt
= ∂i(logSρbtNc,Xt).
This way we can write F(l,t)(Ut) as a large sum of factors of the form
c0u
l−s0
i (∂
s1
i [logSρbtNc,Xt ])
d1 . . . (∂sti [logSρbtNc,Xt ])
dt
(ui − ua1) . . . (ui − uar)
where i, a1, . . . , ar are distinct indices, sj , dj ∈ N ∪ {0} for j = 1, . . . t, and
s1 < s2 < . . . < st;
r + s0 +
t∑
j=1
sjdj = l.(4.7)
Moreover, c0 depends on r, sj , dj , but is independent of N , a1, . . . , ar. By symmetry we
can write
F(l,t)(Ut) =
∑
r,{sj},{dj}
(r + 1)!×
∑
{a1,...,ar+1}⊂{1,2,...,btNc}
(4.8)
Syma1,...,ar+1
(
c0u
l−s0
a1 (∂
s1
a1 [logSρbtNc,Xt ])
d1 . . . (∂sta1 [logSρbtNc,Xt ])
dt
(ua1 − ua2) . . . (ua1 − uar+1)
)
,
where the first sum are over r, {sj}, {dj} satisfying (4.7), and c0 depends on r, {sj}, {dj}.
By Lemma 3.4, for each 1 ≤ w ≤ t the degree of N in each factor (∂swa1 [logSρbtNc,Xt ])dw
is at most dw. For each given choice of {a1, . . . , ar+1}, we define an equivalence relation
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on the set {a1, . . . , ar+1}: for 1 ≤ i, j ≤ r + 1, we say ai and aj are equivalent if and only
if [ai mod n] = [aj mod n]. Let A1, . . . , Aw be all the distinct equivalence classes under
this equivalence relation, where w is a positive integer satisfying w ≤ r+ 1. For 1 ≤ i ≤ w,
let Ci = {a1, . . . , ar+1} \Ai
For 1 ≤ i ≤ r+1, let a1, . . . , aˆi, . . . , ar+1 be r distinct integers obtained from a1, . . . , ar+1
by removing ai. Then
Syma1,...,ar+1
(
c0u
l−s0
a1 (∂
s1
a1 [logSρbtNc,Xt ])
d1 . . . (∂sta1 [logSρbtNc,Xt ])
dt
(ua1 − ua2) . . . (ua1 − uar+1)
)
(4.9)
=
1
(r + 1)!
w∑
i=1
(
r
|Ci|
)
|Ai|!|Ci|!SymAi
[
SymCi(
c0u
l−s0
ai (∂
s1
ai [logSρbtNc,Xt ])
d1 . . . (∂stai [logSρbtNc,Xt ])
dt∏
j∈Ci(uai − uaj )
)
×
(
1∏
aj∈Ai(uai − uaj )
)]
=
w∑
i=1
|Ai|
r + 1
SymAi
[(
c0u
l−s0
ai (∂
s1
ai [logSρbtNc,Xt ])
d1 . . . (∂stai [logSρbtNc,Xt ])
dt∏
j∈Ci(uai − uaj )
)
×
(
1∏
aj∈Ai(uai − uaj )
)]
By Lemma 3.4 and (4.7), the degree of N in(
c0u
l−s0
ai (∂
s1
ai [logSρbtNc,Xt ])
d1 . . . (∂stai [logSρbtNc,Xt ])
dt∏
j∈Ci(uai − uaj )
)
is at most l − r. By Lemma 4.2, the degree of N in (4.9) is at most l − r. Summing
over all the choices {a1, . . . , ar+1} ⊂ {1, 2, . . . , btNc} (there are O(N r+1) such choices), we
obtain that the degree of N in F(l,t)(Ut) is at most l + 1; then Part (1) of the proposition
follows. 
For positive integers l1, l2, we define
Gl1,l2,t(Ut) = l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
{a1,...,ar+1}⊂{1,2,...,btNc}
(r + 1)!
×Syma1,...,ar+1
ul1a1∂a1 [F(l2,t)](∂a1 [logSρbtNc,Xt ])l1−1−r
(ua1 − ua2) . . . (ua1 − uar+1)
Lemma 4.4. Assume the assumption of Lemma 3.4 holds. Let l1, l2 be arbitrary positive
integers, and t ∈ (0, 1], then
1
VbtNcSρbtNc,Xt
btNc∑
i1=1
(ui1∂i1)
l1
btNc∑
i2=1
(ui2∂i2)
l2 [VbtNcSρbtNc,Xt ]
= F(l1,t)(Ut)F(l2,t)(Ut) + G(l1,l2,t)(Ut) + T (Ut)(4.10)
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where G(l1,l2,t)(Ut)|Ut=Xt has N -degree at most l1 + l2 and T (Ut)|Ut=Xt has N degree less
than l1 + l2. Moreover, for any index i the function ∂iG(l1,l2,t)(Ut)|Ut=Xt has N -degree less
than l1 + l2.
Proof. The proof follows from similar arguments as in the proof of Lemma 5.7 in [6], in
which the case X = 1N and t = 1 is proved. We sketch the idea here. Note that the left
hand side of (4.10) is exactly
1
VbtNcSρbtNc,Xt
N∑
i1=1
(ui1∂i1)
l1 [VbtNcSρbtNc,XtF(l2)(Ut)]
It can be rewritten as the sum of terms of the form
Syma1,...,ar+1
c0u
l1−s0
a1 ∂
s1
a1 [F(l2,t)](∂s2a1 [logSρbtNc,Xt ])d2 . . . (∂
sp
a1 [logSρbtNc,Xt ])
dp
(ua1 − ua2)(ua1 − ua3) . . . (ua1 − uar+1)
,
where r, s0, s1, . . . , sp, d2, . . . , dp are nonnegative integers and
s2 < s3 < . . . < sp;
s0 + s1 + s2d2 + . . .+ spdp + r = l1.
Then F(l1,t)(Ut)F(l2,t)(Ut) comes from the terms with s1 = 0; G(l1,l2,t)(Ut) comes from the
terms with s0 = 0, s1 = 1, s2 = 1, d2 = l1 − 1 − r. The N -degrees of these terms can be
obtained by applying Lemma 3.4. 
Let s be a positive integer. For a subset {j1, . . . , jp} ⊂ {1, 2, . . . s}, let Psj1,...,jp be the
set of all pairings of the set {1, 2, . . . , s} \ {j1, . . . , jp}. The set Psj1,...,jp is non-empty only
when s − p is even. For a pairing P let ∏(a,b)∈P denote the product over all pairs (a, b)
from this pairing.
Proposition 4.5. Assume that the assumption of Lemma 3.4 holds. Let s, l1, . . . , ls be
arbitrary positive integers, and let t ∈ (0, 1]. Then
1
VbtNcSρbtNc,Xt
btNc∑
i1=1
(ui1∂i1)
l1
btNc∑
i2=1
(ui2∂i2)
l2 . . .
btNc∑
is=1
(uis∂is)
ls [VbtNcSρbtNc,Xt ]
=
s∑
p=0
∑
{j1,...,jp}⊂{1,2,...,s}
F(lj1 ,t)(Ut) . . .F(ljp ,t)(Ut)
 ∑
P∈Psj1,...,jp
∏
(a,b)∈P
G(la,lb,t)(Ut) + T 1;sj1,...,jp(Ut)
 ,
where T 1;sj1,...,jp(Ut)|Ut=Xt has N -degree less than
∑s
i=1 li −
∑p
i=1 lji.
Proof. The proposition can be proved by induction on s, similar to the proof of Proposition
5.10 of [8], where the case when X = 1N is proved. 
Let l be a positive integer and t ∈ (0, 1]. Let
El,t := F(l,t)(Xt) =
1
VbtNcSρbtNc,Xt
btNc∑
i=1
(ui∂i)
lVbtNcSρbtNc,Xt(Ut)|Ut=Xt
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Lemma 4.6. Assume the assumption of Lemma 3.4 holds. Let s, l1, . . . , ls be arbitrary
positive integers, and let t ∈ (0, 1]. Then
1
VbtNcSρbtNc,Xt
btNc∑
i1=1
(ui1∂i1)
l1 − El1,t
btNc∑
i2=1
(ui2∂i2)
l2 − El2,t

× · · ·
btNc∑
i2=1
(uis∂is)
ls − Els,t
VbtNcSρbtNc,Xt
∣∣∣∣∣∣
Ut=Xt
=
∑
P∈Ps∅
∏
(a,b)∈P
G(la,lb,t)(U)
∣∣∣∣∣∣
Ut=Xt
+ T∅(Ut)|Ut=Xt ,
where T∅(Ut)|Ut=Xt has N -degree less than
∑s
i=1 li.
Let κ ∈ [0, 1) and λ ∈ GTN−bκNc.
p
(N−bκNc)
j =
N−bκNc∑
i=1
(λi + (N − bκNc)− i)j ; for j = 1, 2, . . . .
Assume the distribution of λ is ρN−bκNc. Let E be the expectation under the probability
measure ρN−bκNc, and let
cov
(
p
(N−bκNc)
k , p
(N−bκNc)
l
)
= E
(
p
(N−bκNc)
k , p
(N−bκNc)
l
)
−Ep(N−bκNc)k Ep(N−bκNc)l .
then by Lemma 4.6, we have
lim
N→∞
cov
(
p
(N−bκNc)
k , p
(N−bκNc)
l
)
Nk+l
= lim
N→∞
G(k,l)(xbκNc+1, . . . , xN )
Nk+l
.(4.11)
We have
G(k,l)(xbκNc+1, . . . , xN )
= k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
Syma1,...,aq+1
uka1∂a1 [F(l)](∂a1 [logSρN−bκNc,(xbκNc+1,...,xN )]k−1−q)
(ua1 − ua2) . . . (ua1 − uaq+1)
∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
≈ k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
Syma1,...,aq+1
(
uka1(∂a1 [logSρN−bκNc,(xbκNc+1,...,xN )]
k−1−q)
(ua1 − ua2) . . . (ua1 − uaq+1)
× ∂a1
 l∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!
× Symb1,...,br+1
ulb1(∂b1 [logSρN−bκNc,(xbκNc+1,...,xN )])
l−r
(ub1 − ub2) . . . (ub1 − ubr+1)
])∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
The approximate equality above contains only leading terms of ∂a1 [F(l,1−κ)]; see Proposition
4.3 (2).
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We first consider the case that
{a1, . . . , aq+1} ∩ {b1, . . . , br+1} = ∅.
By Lemma 3.4, we have
∂a1
 l∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!
× Symb1,...,br+1
ulb1(∂b1 [logSρN−bκNc,Xκ ])
l−r
(ub1 − ub2) . . . (ub1 − ubr+1)
])∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
=
l∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!(l − r)
× Symb1,...,br+1
ulb1(∂b1 [logSρN−bκNc,Xκ ])
l−r−1∂a1∂b1 [logSρN−bκNc,Xκ ]
(ub1 − ub2) . . . (ub1 − ubr+1)
∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
≈
l∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!(l − r)
× Symb1,...,br+1
ulb1(Hb1(X,Y, κ))
l−r−1N l−r−1G(xa1 , xb1)
(ub1 − ub2) . . . (ub1 − ubr+1)
∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
Moreover,
Syma1,...,aq+1
(
uka1(∂a1 [logSρN−bκNc,(xbκNc+1,...,xN )]
k−1−q)
(ua1 − ua2) . . . (ua1 − uaq+1)
× ∂a1
 l∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!
× Symb1,...,br+1
ulb1(∂b1 [logSρN−bκNc,(xbκNc+1,...,xN )])
l−r
(ub1 − ub2) . . . (ub1 − ubr+1)
])∣∣∣∣∣
(u1,...,uN−bκNc)=(xbκNc+1,...,xN )
≈ Syma1,...,aq+1
(
uka1([Ha1(X,Y, κ)]
k−1−qNk−1−q)
(ua1 − ua2) . . . (ua1 − uaq+1)
l∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!(l − r)
× Symb1,...,br+1
ulb1(Hb1(X,Y, κ))
l−r−1N l−r−1G(xa1 , xb1)
(ub1 − ub2) . . . (ub1 − ubr+1)
∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
Lemma 4.7. Let
H(z) =
1
n
 ∑
j∈{1,2,...,n}
(
mzm−1
zm − xmj
− 1
z − xj
)+ κ
n
∑
j∈{1,2,...,n}∩I2
yj
1 + yjz
.
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The contribution of the terms when {a1, . . . , aq+1}∩{b1, . . . , br+1} = ∅ to G(k,l,1−κ)(X1−κ),
as N →∞, is asymptotically
(1− κ)k+lNk+l
(2pii)2
n∑
i,j=1
∮
|z−xi|=
∮
|w−xj |=
(
n∑
i=1
z
n(z − xi) +
zH(z)
1− κ
)k
(4.12)
×
(
n∑
i=1
w
n(w − xi) +
wH(w)
1− κ
)l
G(z, w)dzdw(4.13)
where  > 0 is sufficiently small such that for each 1 ≤ i ≤ n the disk centered at xi with
radius  contains exactly one singularity xi of the integrand.
Proof. Note that
l∑
r=0
(
l
r
)
(l − r) = l
l−1∑
r=0
(
l − 1
r
)
By the computations above, The contribution of the terms when {a1, . . . , aq+1}∩{b1, . . . , br+1} =
∅ to G(k,l,1−κ)(X1−κ), as N →∞, is asymptotically
I : = k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
Syma1,...,aq+1
[
uka1([Ha1(X,Y, κ)]
k−1−qNk−1−q)
(ua1 − ua2) . . . (ua1 − uaq+1)
l
l−1∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,br+1}∩{a1,...,aq+1}=∅}
(
l − 1
r
)
(r + 1)!
× Symb1,...,br+1
ulb1(Hb1(X,Y, κ))
l−r−1N l−r−1G(xa1 , xb1)
(ub1 − ub2) . . . (ub1 − ubr+1)
]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
We consider the equivalence relation on {a1, . . . , aq+1} (resp. {b1, . . . , br+1}) such that for
1 ≤ i ≤ j ≤ q + 1, ai and aj (resp. for 1 ≤ i ≤ j ≤ r + 1, bi and bj) are equivalent if and
only if (i mod n) = (j mod n). Let A1, . . . , Ah (resp. B1, . . . , Bg) be all the equivalence
classes in {a1, . . . , aq+1} (resp. {b1, . . . , br+1}) under such an equivalence relation, where
h, g are positive integers satisfying 1 ≤ h ≤ q + 1, 1 ≤ g ≤ r + 1. For 1 ≤ i ≤ h and
1 ≤ j ≤ g, let
Ci = {a1, . . . , aq+1} \Ai; Dj = {b1, . . . , br+1} \Bj .
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Then we have
I = k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
g∑
i=1
|Ai|
(q + 1)
SymAi
[
ukai([Hai(X,Y, κ)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
1∏
at∈Ai\{ai}(uai − uat)
l
l−1∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,br+1}∩{a1,...,aq+1}=∅}
(
l − 1
r
)
(r + 1)!
h∑
j=1
|Bj |
(r + 1)
× SymBj
(
ulbj (Hbj (X,Y, κ))
l−r−1N l−r−1G(xai , xbj )∏
bv∈Dj (ubj − ubv)
1∏
bw∈Bj\{bj}(ubj − ubw)
)]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
By Lemma 4.2, we have
I = k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
g∑
i=1
|Ai|
(q + 1)
1
|Ai|!
∂|Ai|−1
∂u
|Ai|−1
ai
[
ukai([Hai(X,Y, κ)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
l
l−1∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,br+1}∩{a1,...,aq+1}=∅}
(
l − 1
r
)
(r + 1)!
h∑
j=1
|Bj |
(r + 1)
× 1|Bj |!
∂|Bj |−1
∂u
|Bj |−1
bj
(
ulbj (Hbj (X,Y, κ))
l−r−1N l−r−1G(xai , xbj )∏
bv∈Dj (ubj − ubv)
)]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
=
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
g∑
i=1
k!
(k − 1− q)!
1
(|Ai| − 1)!
∂|Ai|−1
∂u
|Ai|−1
ai
[
ukai([Hai(X,Y, κ)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
l−1∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,br+1}∩{a1,...,aq+1}=∅}
l!
(l − 1− r)!
h∑
j=1
× 1
(|Bj | − 1)!
∂|Bj |−1
∂u
|Bj |−1
bj
(
ulbj (Hbj (X,Y, κ))
l−r−1N l−r−1G(xai , xbj )∏
bv∈Dj (ubj − ubv)
)]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
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Using the residue theorem, we obtain
I =
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
g∑
i=1
k!
(k − 1− q)!
Resz=uai
[
zk([H(z)]k−1−qNk−1−q)
(z − uai)|Ai|
∏
as∈Ci(z − uas)
l−1∑
r=0
∑
{b1,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,br+1}∩{a1,...,aq+1}=∅}
l!
(l − 1− r)!
h∑
j=1
× Resw=ubj
(
wl(H(w))l−r−1N l−r−1G(z, w)
(w − ubj )|Bj |
∏
bv∈Dj (w − ubv)
)]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
≈ Nk+l
n∑
s=1
Resz=xs

 1
N
N∑
i=bκNc+1
z
z − xi + zH(z)
k
×
 n∑
j=1
Resw=xj

 1
N
N∑
i=bκNc+1
w
w − xi + wH(w)
lG(z, w)



≈ N
k+l(1− κ)k+l
(2pii)2
n∑
i=1
n∑
j=1
∮
|z−xi|=
 1
n
n∑
p=1
z
z − xp +
zH(z)
1− κ

×
∮
|w−xj |=
 1
n
n∑
q=1
w
w − xq +
wH(w)
1− κ
G(z, w)dwdz
Then the lemma follows.

Now we consider the case when
|{a1, . . . , aq+1} ∩ {b1, . . . , br+1}| = 1.(4.14)
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Without loss of generality we suppose that a1 = b1, and all the other indices are distinct.
Then we have
Syma1,...,aq+1
(
uka1(∂a1 [logSρN−bκNc,(xbκNc+1,...,xN )]
k−1−q)
(ua1 − ua2) . . . (ua1 − uaq+1)
× ∂a1
 l∑
r=0
∑
{b2,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!
× Syma1,b2,...,br+1
ula1(∂a1 [logSρN−bκNc,(xbκNc+1,...,xN )])
l−r
(ua1 − ub2) . . . (ua1 − ubr+1)
])∣∣∣∣∣
(u1,...,uN−bκNc)=(xbκNc+1,...,xN )
≈ Syma1,...,aq+1
(
uka1N
k−1−qH(ua1)k−1−q
(1− κ)k−1−q(ua1 − ua2) . . . (ua1 − uaq+1)
×∂a1
 l∑
r=0
∑
{b2,...,br+1}⊂{1,2,...,N−bκNc}
(
l
r
)
(r + 1)!
× Syma1,b2,...,br+1
ula1N
l−r[H(ua1)]l−r
(1− κ)l−r(ua1 − ub2) . . . (ua1 − ubq+1)
])∣∣∣∣∣
(u1,...,uN−bκNc)=(xbκNc+1,...,xN )
The summation over indices when (4.14) holds gives terms of order N r+q+1. We can see
that the contribution of the terms when (4.14) holds to G(l,k,1−κ)(X1−κ) as N →∞, is
I˜ : = I˜1 + I˜2;
where
I˜1 = k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
g∑
i=1
|Ai|
(q + 1)
SymAi
{
ukai([Hai(X,Y, κ)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
1∏
at∈Ai\{ai}(uai − uat)
∂
∂uai
 l∑
r=0
∑
{b1,...,bˆj ,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆj ,...,br+1}∩{a1,...,aq+1}=∅, bj=ai}
h∑
j=1
|Bj |
(r + 1)
1bj∈Bj
(
l
r
)
(r + 1)!
× SymBj
(
ulbj (Hbj (X,Y, κ))
l−rN l−r∏
bv∈Dj (ubj − ubv)
1∏
bw∈Bj\{bj}(ubj − ubw)
)]}∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
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and
I˜2 = k
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
(
k − 1
q
)
(q + 1)!
g∑
i=1
|Ai|
(q + 1)
SymAi
{
ukai([Hai(X,Y, κ)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
1∏
at∈Ai\{ai}(uai − uat)
∂
∂uai
 l∑
r=0
∑
{b1,...,bˆs,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆs,...,br+1}∩{a1,...,aq+1}=∅, bs=ai}
h∑
j=1
|Bj |
(r + 1)
1bs /∈Bj
(
l
r
)
(r + 1)! SymBj
(
ulbj (Hbj (X,Y, κ))
l−rN l−r∏
bv∈Dj (ubj − ubv)
1∏
bw∈Bj\{bj}(ubj − ubw)
)]}∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
Here we use 1 to denote the indicator function. By Lemma 4.2, we infer
I˜1 =
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
k!
(k − 1− q)!
g∑
i=1
|Ai|
1
|Ai|!
∂|Ai|−1
∂u
|Ai|−1
ai
[
ukai([H(uai)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
∂
∂uai
 l∑
r=0
∑
{b1,...,bˆj ,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆj ,...,br+1}∩{a1,...,aq+1}=∅, bj=ai}
l!
(l − r)!
×
h∑
j=1
|Bj |1bj∈Bj
1
|Bj |!
∂|Bj |−1
∂u
|Bj |−1
bj
ulbj (H(ubj ))
l−rN l−r∏
bv∈Dj (ubj − ubv)
∣∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
and
I˜2 =
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
k!
(k − 1− q)!
g∑
i=1
|Ai|
1
|Ai|!
∂|Ai|−1
∂u
|Ai|−1
ai
[
ukai([H(uai)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas)
∂
∂uai
 l∑
r=0
∑
{b1,...,bˆs,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆs,...,br+1}∩{a1,...,aq+1}=∅, bs=ai}
l!
(l − r)!
×
h∑
j=1
|Bj |1bs /∈Bj
1
|Bj |!
∂|Bj |−1
∂u
|Bj |−1
bj
ulbj (H(ubj ))
l−rN l−r∏
bv∈Dj (ubj − ubv)
∣∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
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By the residue theorem, we have
I˜1 =
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
k!
(k − 1− q)!
g∑
i=1
|Ai|
1
|Ai|!
∂|Ai|−1
∂u
|Ai|−1
ai
[
ukai([H(uai)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas) l∑
r=0
∑
{b1,...,bˆj ,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆj ,...,br+1}∩{a1,...,aq+1}=∅, bj=ai}
l!
(l − r)!
h∑
j=1
|Bj |1bj∈Bj
× 1|Bj |!
∂|Bj |
∂u
|Bj |
ai
ulai(H(uai))
l−rN l−r∏
bv∈Dj (uai − ubv)
)]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
=
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
k!
(k − 1− q)!
g∑
i=1
Resz=uai
[
zk([H(z)]k−1−qNk−1−q)∏
as∈Ci(z − uas)
1
(z − uai)|Ai| l∑
r=0
∑
{b1,...,bˆj ,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆj ,...,br+1}∩{a1,...,aq+1}=∅, bj=ai}
h∑
j=1
|Bj |1bj∈Bj
l!
(l − r)!
× Resw=uai
(
wl(H(w))l−rN l−r∏
bv∈Dj (w − ubv)
1
(w − uai)|Bj |−1
1
(w − z)2
))]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
=
1
(2pii)2
n∑
j=1
∮
|z−xj |=
N−bκNc∑
i=1
z
z − ui + zNH(z)
k ∮
|w−xj |=
N−bκNc∑
i=1
w
w − ui + wNH(w)
l
1
(w − z)2dwdz
We also have
I˜2 =
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
k!
(k − 1− q)!
g∑
i=1
|Ai|
1
|Ai|!
∂|Ai|−1
∂u
|Ai|−1
ai
[
ukai([H(uai)]
k−1−qNk−1−q)∏
as∈Ci(uai − uas) l∑
r=0
∑
{b1,...,bˆs,...,br+1}⊂{1,2,...,N−bκNc, {b1,...,bˆs,...,br+1}∩{a1,...,aq+1}=∅, bs=ai}
l!
(l − r)!
×
h∑
j=1
|Bj |1bs /∈Bj
1
|Bj |!
∂|Bj |−1
∂u
|Bj |−1
bj
ulbj (H(ubj ))
l−rN l−r∏
bv∈Dj\{bs}(ubj − ubv)
1
(ubj − ubs)2
∣∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
.
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where bj ∈ Bj . Using the residue theorem, we can also infer
I˜2 =
k−1∑
q=0
∑
{a1,...,aq+1}⊂{1,2,...,N−bκNc}
k!
(k − 1− q)!
g∑
i=1
Resz=uai
[
zk([H(z)]k−1−qNk−1−q)∏
as∈Ci(z − uas)
1
(z − uai)|Ai|
l∑
r=0
∑
{b2,...,br+1}⊂{1,2,...,N−bκNc, {b2,...,br+1}∩{a1,...,aq+1}=∅, b1=ai}
l!
(l − r)!
h∑
j=1
1b1 /∈Bj
× Resw=ubj
(
wl(H(w))l−rN l−r∏
bv∈Dj\{b1}(w − ubv)
1
(w − ubj )|Bj |
1
(w − z)2
)]∣∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
=
1
(2pii)2
∑
j∈{1,2,...,n}
∑
p∈{1,2,...,n},p 6=j
∮
|z−xj |=
N−bκNc∑
i=1
z
z − ui + zNH(z)
k
∮
|w−xp|=
N−bκNc∑
i=1
w
w − ui + wNH(w)
l 1
(w − z)2dwdz
∣∣∣∣
(u1,...,uN−bκNc)=X1−κ
Therefore we have
lim
N→∞
I˜
Nk+l
(4.15)
=
(1− κ)k+l
(2pii)2
n∑
i=1
n∑
j=1
∮
|z−xi|=
∮
|w−xj |=
(
n∑
i=1
z
n(z − xi) +
zH(z)
1− κ
)k
×
(
n∑
i=1
w
n(w − xi) +
wH(w)
1− κ
)l
1
(z − w)2dzdw
Finally let us consider the case when
|{a1, . . . , aq+1} ∩ {b1, . . . , br+1}| ≥ 2.
By Lemma 3.4, we can see that the contribution of these terms to G(l,k)(X1−κ) has N -degree
strictly less than k + l.
Therefore we have the following proposition.
Proposition 4.8. Assume the assumption of Lemma 3.4 holds. Then
lim
N→∞
cov(p
((1−κ)N)
k , p
((1−κ)N)
l )
Nk+l
=
(1− κ)k+l
(2pii)2
n∑
i=1
n∑
j=1
∮
|z−xi|=
∮
|w−xj |=
(
n∑
i=1
z
n(z − xi) +
zH(z)
1− κ
)k
×
 n∑
j=1
z
n(z − xj) +
zH(z)
1− κ
lQ(z, w)dzdw
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where
Q(z, w) = G(z, w) +
1
(z − w)2 .
Proof. By (4.11), limN→∞
cov(p
((1−κ)N)
k ,p
((1−κ)N)
l )
Nk+l
should be the sum of (4.13) and (4.15),
divided by Nk+l. Then the proposition follows. 
4.1. Multi-Level Correlations. Define a mapping φ : {1, . . . , 2N + 1} → {µ(i), ν(j) :
i, j ∈ {1, 2, . . . , N}} as follows
φ(n) =
{
µ(
n−1
2 ) if n is odd
ν(
n
2 ) if n is even
For i ∈ {1, 2, . . . , N}, define
Ci = (xi, xi+1, . . . , xN ) ∈ RN−i+1;
and for i ∈ I2, let
Bi = yiCi = (yixi, yixi+1, . . . , yixN ) ∈ RN−i+1.
Let 1 ≤ n1 ≤ n2 ≤ . . . ≤ ns = 2N + 1 be positive row numbers of the square-hexagon
lattice, counting from the top. For 1 ≤ i ≤ s, let ρni be the induced probability measure on
dimer configurations of the nith row. Then the induced probability measure on the state
space
GTbn1
2
c ×GTbn2
2
c × . . .×GTbns2 c
by the measure proportional to the product of weights of present edges of dimer configu-
rations on the square-hexagon lattice R(Ω, cˇ) can be expressed as follows:
Prob (φ(ns), . . . , φ(n1)) = ρns ((φ(ns))
k∏
i=2
Prob [φ(ni−1)|φ(ni)](4.16)
Here Prob [φ(ni−1)|φ(ni)] is the probability of φ(ni−1) conditional on φ(ni). In particular,
we have
Prob[µ(t−1)|ν(t)] = prCN−t+1(ν(t) → µ(t−1))(4.17)
Prob[ν(t)|µ(t)] =
{
stBN−t+1(µ
(t) → ν(t)), If N − t+ 1 ∈ I2
1ν(t)=µ(t) , otherwise
(4.18)
where 1ν(t)=µ(t) is the indicator of ν
(t) = µ(t); xi, yj are edge weights; and
prCN−t+1(ν
(t) → µ(t−1)) =
x|ν
(t)|−|µ(t−1)|
N−t+1
s
µ(t−1) (xN−t+2,...,xN )
s
ν(t)
(xN−t+1,...,xN )
, If µ(t−1) ≺ ν(t)
0, otherwise
stBN−t+1(µ
(t) → ν(t)) =

y
|ν(t)|−|µ(t)|
N−t+1∏N
j=N−t+1(1+yN−t+1xj)
s
ν(t)
(xN−t+1,...,xN )
s
µ(t)
(xN−t+1,...,xN )
, If µ(t) ⊂ ν(t)
0, otherwise
;
see Section 2.4 of [5].
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Definition 4.9. (Multi-dimensional Schur generating function) Let 1 ≤ N1 ≤ N2 ≤ . . . ≤
Ns be positive integers. For a probability measure ρ on
∏s
t=1GTNt , we define the s-
dimensional Schur generating function with respect to X = (x1, . . . , xN ) by
Sρ,X(u1,1, . . . , uN1,1; . . . ;u1,s, . . . , uNs,s)
=
∑
λ1∈GTN1 ,...,λs∈GTNs
ρ(λ1, . . . , λs)
s∏
t=1
sλt(u1,t, . . . , ubnt
2
c,t)
sλt(xN−bns
2
c+1, . . . , xN )
The multi-dimensional Schur generating function with respect to (1, . . . , 1) was defined
in [7].
Lemma 4.10. Let m1, . . . ,mk be positive integers. Let 1 ≤ n1 ≤ n2 ≤ . . . ≤ nk ≤ 2N + 1
be positive row numbers of the square-hexagon lattice, counting from the top. Assume that
(φ(ns), . . . , φ(n1)) has distribution ρ defined by (4.16). For 1 ≤ s ≤ k, let D(s)l be the l-th
order differential operator defined by
D(ns)l =
1
Vbns
2
c
bns2 c∑
i=1
(
ui,s
∂
∂ui,s
)lVbns
2
c(4.19)
where Vbns
2
c is the Vandermonde determinant on bns2 c variables u1,s, . . . , ubm2 c,s. Let
Xk =
(
xN−bnk
2
c+1, . . . , xN
)
.
Then
D(n1)m1 D(n2)m2 . . .D(nk)mk Sρ,X(u1,1, . . . , ubn12 c,1; . . . ;u1,k, . . . , ubnk2 c,k)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, ∀1≤s≤k
= E
bn12 c∑
i=1
(φ(n1)i1 + b
n1
2
c − i1)m1
bn2
2
c∑
i2=1
(φ(n2)i2 + b
n2
2
c − i2)m2 · . . . ·
bnk
2
c∑
ik=1
(φ(nk)ik + b
nk
2
c − ik)mk
 .
where E is the expectation with respect to the probability measure defined by (4.16), and
Sρ,X is the multi-dimensional Schur generating function as defined in Definition 4.9.
Proof. The theorem follows from explicit computations. 
Lemma 4.11. Suppose the assumptions in Lemma 4.10 hold. For 1 ≤ s ≤ k, let
ts = N − bns
2
c.
For 1 ≤ s ≤ k − 1, let
D˜(ns)ms,k :=
1
Vˆbns
2
c
(
N∑
i=ts+1
(
ui
∂
∂ui
)ms)
Vˆbns
2
c
∏
i∈{ts+1+1,...,ts}∩I2
N∏
j=ts+1
(
1 + yiuj
1 + yixj
)
,
and let
D˜(nk)mk,k :=
1
Vˆbnk
2
c
 N∑
i=tk+1
(
ui
∂
∂ui
)mk Vˆbnk
2
c;
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where Vˆbns
2
c is the Vandermonde determinant on bns2 c variables uts+1, . . . , uN . Then
D(n1)m1 D(n2)m2 . . .D(nk)mk Sρ,X(u1,1, . . . , ubn12 c,1; . . . ;u1,k, . . . , ubnk2 c,k)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, ∀1≤s≤k
= D˜(n1)m1,kD˜
(n2)
m2,k
. . . D˜(nk)mk,k
{
Sρbnk2 c,X(uN−b
nk
2
c+1, . . . , uN )
}∣∣∣∣
(u1,...,uN )=(x1,...,xN )
where Sρbnk2 c,X(u1, . . . , uN ) is the one-dimensional Schur generating function defined as in
Definition 3.1, and ρnk
2
is a probability measure on GT+bnk
2
c defined as in Lemma 3.4.
Proof. We shall prove the lemma by induction on k. First of all, when k = 1, the lemma
obviously holds. Assume that the lemma holds when k = l − 1, where ≥ 2 is a positive
integer. Then when k = l, we have
D(n1)m1 D(n2)m2 . . .D(nl)ml Sρ,X(u1,1, . . . , ubn12 c,1; . . . ;u1,l, . . . , ubnl2 c,l)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, ∀1≤s≤l
=
∑
λl∈GTbnl2 c
ρbnl
2
c(λ
l)D(nl)ml
(
sλl(u1,l, . . . , ubnl
2
c,l)
sλl(X l)
)
D(n1)m1,l−1 . . .D
(nl−1)
ml−1,l−1Sρ(·|λl),X(u1,1, . . . , ubn12 c,1; . . . ;u1,l−1, . . . , ubnl−12 c,l−1)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, ∀1≤s≤l
where ρ(·|λl) is a probability on ∏l−1s=1GTbns2 c obtained from ρ by conditional on the con-
figuration λl on GTbnl
2
c. By the induction hypothesis and Lemma 3.3, we have
D(n1)m1 . . .D
(nl−1)
ml−1 Sρ(·|λl),X(u1,1, . . . , ubn1
2
c,1; . . . ;u1,l−1, . . . , ubnl−1
2
c,l−1)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, ∀1≤s≤l−1
= D˜(n1)m1,l−1D˜
(n2)
m2,l−1 . . . D˜
(nl−1)
ml−1,l−1
{
Sρbnl−12 c(·|λ
l),X(uN−bnl−1
2
c+1, . . . , uN )
}∣∣∣∣
(u1,...,uN )=(x1,...,xN )
= D˜(n1)m1,lD˜
(n2)
m2,l
. . . D˜(nl−1)ml−1,l−1

 ∏
i∈{tl,tl+1,...,tl−1}∩I2
N∏
j∈tl−1+1
(
1 + yiuj
1 + yixj
)
sλl(xN−bnl
2
c+1, . . . , xN−bnl−1
2
c, uN−bnl−1
2
c+1, . . . , uN )
sλl(xN−bnl
2
c+1, . . . , xN )
}∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
= D˜(n1)m1,lD˜
(n2)
m2,l
. . . D˜(nl−1)ml−1,l
{
sλl(xN−bnl
2
c+1, . . . , xN−bnl−1
2
c, uN−bnl−1
2
c+1, . . . , uN )
sλl(xN−bnl
2
c+1, . . . , xN )
}∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
Note also that
D(nl)ml
(
sλl(u1,l, . . . , ubnl
2
c,l)
sλl(X l)
)∣∣∣∣∣
(u1,l,...,ubnl2 c,l
)=Xl
=
bnl
2
c∑
j=1
(
λlj + b
nl
2
c − j
)ml
= D˜(nl)ml,l
{
sλl(uN−bnl
2
c+1, . . . , . . . , uN )
sλl(xN−bnl
2
c+1, . . . , xN )
}∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
Then the lemma follows. 
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Let m1, . . . ,mk and n1, . . . , nk be as in Lemma 4.10. For 1 ≤ s ≤ k, we introduce the
notation
El,s = F(l, ns
2N
)(uN−bns
2
c + 1, . . . , uN )
∣∣∣
(u1,...,uN )=(x1,...,xN )
.
where F is defined by (4.6) and can be expressed as in (4.8).
Let s1 < s2 be positive integers between 1 and k. Define
Gs1,s2(uN−bns2
2
c+1, . . . , uN )(4.20)
= ms1
ms1−1∑
r=0
(
ms1 − 1
r
) ∑
{b1,...,br+1}⊂{N−bns12 c+1,...,N}
(r + 1)!
×Symb1,...,br+1
u
ms1
b1
∂
∂ub1
[
F
(ms2 ,
ns2
2N
)
](
∂
∂ub1
[
logSρbns12 c,X
])ms1−1−r
(ub1 − ub2) . . . (ub1 − ubr+1)
.
Lemma 4.12. (1) the degree of N in Gs1,s2 |(u1,...,uN )=(x1,...,xN ) is at most ms1 +ms2.
Moreover, for any index i the degree of N in ∂∂uiGs1,s2
∣∣∣
(u1,...,uN )=(x1,...,xN )
is less
than ms1 +ms2.
(2)
1
Vˆbns1
2
cSρbns12 c,X
ms1
∑
i∈{N−bns1
2
c+1,...,N}
(
ui
∂
∂ui
[
F
(ms2 ,
ns2
2N
)
])
(
ui
∂
∂ui
)ms1−1 [
Vˆbns1
2
cSρbns12 c,X
]∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
= Gs1,s2 |(u1,...,uN )=(x1,...,xN ) +R
where the degree of N in R is less than l + k.
Proof. We first prove Part (1). By Lemma 3.4, the degree ofN in
(
∂
∂ub1
[
logSρbns12 c,X
])ms1−1−r
is at most ms1−1− r. By Lemma 4.3, the degree of N in ∂∂ub1
[
F
(ms2 ,
ns2
2N
)
]
is at most ms2 .
The summation givesO(N r+1) terms. Therefore, the degree ofN in Gs1,s2 |(u1,...,uN )=(x1,...,xN )
is at most ms1 +ms2 . The fact that the degree of N in
∂
∂ui
Gs1,s2 |(u1,...,uN )=(x1,...,xN ) is at
most ms1 + ms2 also follows from Lemmas 3.4 and 4.3, and by discussing the cases when
i ∈ {b1, . . . , br+1} and i /∈ {b1, . . . , br+1} separately.
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Now we prove Part (2). We have
1
Vˆbns1
2
cSρbns12 c,X
ms1
∑
i∈{N−bns1
2
c+1,...,N}
(
ui
∂
∂ui
[
F
(ms2 ,
ns2
2N
)
])
(
ui
∂
∂ui
)ms1−1 [
Vˆbns1
2
cSρbns12 c,X
]∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
= ms1
∑
t0+t1d1+...tqdq+r=ms1−1,t1<t2<...<tq
(
ms1 − 1
r
) ∑
{b1,...,br+1}⊂{N−bns12 c+1,...,N}
(r + 1)!
×Symb1,...,br+1
u
ms1−t0
b1
∂
∂ub1
[
F
(ms2 ,
ns2
2N
)
](
∂t1
∂ub1
[
logSρbns12 c,X
])d1
. . .
(
∂tq
∂ub1
[
logSρbns12 c,X
])dq
(ub1 − ub2) . . . (ub1 − ubr+1)
By Lemmas 3.4 and 4.3, the degree of N in the expression above is at most
d1 + . . .+ dq +ms2 + r + 1.(4.21)
Given that t0 + t1d1 + . . . tqdq + r = ms1 − 1, t1 < t2 < . . . < tq, the maximal of (4.21)
achieves when t0 = d2 = . . . = dq = 0, t1 = 1, d1 = ms1 − r − 1; with maximal value
ms1 +ms2 . Then Part (2) follows. 
Lemma 4.13. Let m1, . . . ,mk and n1, . . . , nk be as in Lemma 4.10. Then
lim
N→∞
1
Nm1+m2+...+mk
(
D(n1)m1 − Em1,s1
)(
D(n2)m2 − Em2,s2
)
. . .
(
D(nk)mk − Emk,sk
)
Sρ,X(u1,1, . . . , ubn1
2
c,1; . . . ;u1,k, . . . , ubnk
2
c,k)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, ∀1≤s≤m
= lim
N→∞
1
Nm1+m2+...+mk
∑
P∈Pk∅
∏
(s1,s2)∈P
Gs1,s2
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
.
Proof. The proposition follows from explicit computations and by analyzing the degree of
N of each term in the expansion. We sketch the proof here.
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The lemma obviously holds when k = 1, for which both the left hand side and the right
hand side are 0. When k = 2, by Lemma 4.11, we have
E2 : = D(n1)m1 D(n2)m2 Sρ,X(u1,1, . . . , ubn12 c,1;u1,2, . . . , ubn22 c,2)
∣∣∣
(u1,s,...,ubns2 c,s
)=Xs, for s=1,2
= D˜(n1)m1,2D˜
(n2)
m2,2
Sρbn22 c,X(uN−bn22 c+1, . . . , uN )
∣∣∣
(u1,...,uN )=(x1,...,xN )
=
1
Sρbn12 c,X(uN−bn22 c+1, . . . , uN )
D˜(n1)m1 D˜(n2)m2[
exp
(
log
[
Sρbn22 c,X(uN−bn22 c+1, . . . , uN )
])]∣∣∣
(u1,...,uN )=(x1,...,xN )
=
1
Sρbn12 c,X(uN−bn22 c+1, . . . , uN )Vbn12 c(uN−bn12 c+1, . . . , uN )
∑
i∈{N−bn1
2
c+1,...,N}
(
ui
∂
∂ui
)m1
Vbn1
2
c(uN−bn1
2
c+1, . . . , uN )
Vbn2
2
c(uN−bn2
2
c+1, . . . , uN )
∏
l∈{N−bn2
2
c+1,...,N−bn1
2
c}∩I2
N∏
s=N−bn1
2
c+1
(
1 + ylus
1 + ylxs
)
∑
j∈{N−bn2
2
c+1,...,N}
(
uj
∂
∂uj
)m2
Vbn2
2
c(uN−bn2
2
c+1, . . . , uN )
[
exp
(
log
[
Sρbn22 c,X(uN−bn22 c+1, . . . , uN )
])]∣∣∣
(u1,...,uN )=(x1,...,xN )
By Lemma 3.3, we have∏
l∈{N−bn2
2
c+1,...,N−bn1
2
c}∩I2
N∏
s=N−bn1
2
c+1
(
1 + ylus
1 + ylxs
)
=
Sρbn12 c,X(uN−bn12 c + 1, . . . , uN )
Sρbn22 c,X(uN−bn22 c + 1, . . . , uN )
Then
E2 = 1Sρbn12 c,X(uN−bn22 c+1, . . . , uN )Vbn12 c(uN−bn12 c+1, . . . , uN )∑
i∈{N−bn1
2
c+1,...,N}
(
ui
∂
∂ui
)m1
Vbn1
2
c(uN−bn1
2
c+1, . . . , uN )Sρbn12 c,X(uN−bn22 c+1, . . . , uN )
Fm2,b n22N c(uN−bn22 c+1, . . . , uN )
∣∣∣
(u1,...,uN )=(x1,...,xN )
Hence E2 is a sum of terms of the following form
Syma1,...,ar+1c0um1−q0a1 ∂
q1
∂u
q1
a1
[Fm2, n22N ]
[
∂q2
∂u
q2
a1
(logSρbn12 c,X)
]d2
. . .
[
∂qt
∂u
qt
a1
(logSρbn12 c,X)
]dt
(ua1 − ua2) . . . (ua1 − uar+1)

∣∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
.
such that
• r, q0, q1, . . . , qt, d2, . . . , dt are nonnegative integers; and
• q2 < q3 < . . . < qt; and
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•
q0 + q1 + q2d2 + . . .+ qtdt + r = m1;(4.22)
and
• {a1, . . . , ar+1} ⊂ {N − bn12 c+ 1, . . . , N}
When q1 = 0, we obtain Em1,s1Em2,s2 .
Now we consider the terms corresponding to q1 ≥ 1. By Lemma 4.3, the degree of N
in ∂q1a1
[
Fm2, n22N
]
is at most m2. By Lemma 3.4, the total degree of N in these terms is at
most m2 + d2 + . . .+ dt + r + 1. By (4.22) and the assumption that s1 ≥ 1, we have
m2 + d2 + . . .+ dt + r + 1 ≤ m2 +m1
and the equality holds when q0 = d3 = . . . = dt = 0, q1 = q2 = 1; d2 = m1 − 1 − r; this
corresponds to G1,2, in which the degree of N is at most m1 +m2 . The degree of N is less
than m1 +m2 in all the other terms. This completes the proof when k = 2.
We shall finish the rest of the proof by induction. For 1 ≤ l ≤ k − 1, let
Al =
∏
[i∈{tl+1+1,...,tl}]
N∏
j=tl+1
(
1 + yiuj
1 + yixj
)
By Lemma 3.3, we have
Al =
Sρbnl2 c,X(uN−b
nl
2
c+1,, . . . , uN )
Sρbnl+12 c,X(uN−b
nl+1
2
c+1,, . . . , uN )
Assume that the lemma holds for k = r − 1, where r ≥ 2 is a positive integer. When
k = r, by induction hypothesis, we have
1
Vˆbn1
2
cSρbn12 c,X
∑
[i1∈{N−bn12 c+1,...,N}]
(
ui1
∂
∂ui1
)m1
A1
Vˆbn1
2
c
Vˆbn2
2
c
∑
[i2∈{N−bn22 cc+1,...,N}]
(
ui2
∂
∂ui2
)m2
Vˆbn2
2
c
Vˆbn3
2
c
A2 · · ·
∑
[ir∈{N−bnr2 c+1,...,N}
(
uir
∂
∂uir
)mr [
Vˆbnr
2
cSρbnt2 c,X
]∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
=
1
Vˆbn1
2
cSρbn12 c,X
∑
[i1∈{N−bn12 c+1,...,N}]
(
ui1
∂
∂ui1
)m1 [
Vˆbn1
2
cSρbn12 c,X
]
r−1∑
p=0
∑
[w1,...,wp∈{2,...,r}]
F
(mw1 ,
nw1
2N
)
F
(mw2 ,
nw2
2N
)
. . .F
(mwp ,
nwp
2N
) ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +R1,w1,...,wp
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
.
= S1 + S2 + S3;
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where by induction hypothesis the degree of N in R1,w1,...,wp is less than
∑s
i=2 li−
∑p
i=1 lwi ;
and
S1 =
 1Vˆbn1
2
cSρbn12 c,X
∑
[i1∈{N−bn12 c+1,...,N}]
(
ui1
∂
∂ui1
)l1 [
Vˆbn1
2
cSρbn12 c,X
]r−1∑
p=0
∑
[w1,...,wp∈{2,...,r}]
Emw1 ,w1Emw2 ,w2 . . . Emwp ,wp ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +R1,w1,...,wp
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
.
and
S2 =
l1
Vˆbn1
2
cSρbn12 c,X
∑
[i1∈{N−bn12 c+1,...,N}]
{(
ui1
∂
∂ui1
)l1−1 [
Vˆn1
2
Sρbn12 c,X
]}
×

(
ui1
∂
∂ui1
)r−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
F
(mw1 ,
nw1
2N
)
F
(mw2 ,
nw2
2N
)
. . .F(mwp ,wp2N ) ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +R1,w1,...,wp
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
;
and S3 consists of all the other terms.
By the definition of Emi,i we have
S1 = Em1,1
r−1∑
p=0
∑
[w1,...,wp∈{2,...,r}]
Emw1 ,w1Emw2 ,w2 . . . Emwp ,wp ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +R1,w1,...,wp
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
.
By Lemma 4.12, we have
S2 =

r−1∑
p=0
∑
[w1,...,wp∈{2,...,r}]
p∑
x=1
Emw1,w1 . . . Emwx−1 ,wx−1Emwx+1 ,wx+1 . . . Emwp ,wp(G1,x +R1,x)
 ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +R1,w1,...,wp

∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
,
where the degree of N in R1,x is less than l1 + lx.
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Hence we have
S2 =

r−1∑
p=0
∑
[w1,...,wp∈{2,...,r}]
p∑
x=1
Emw1,w1 . . . Emwx−1 ,wx−1Emwx+1 ,wx+1 . . . Emwp ,wpG1,x ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +Rw1,...,wˆx,...,wp

∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
where the degree of N in Rw1,...,wˆx,...,wp is less than
∑t
i=2 li −
∑p
i=1 lwi .
Note that
S1 + S2 =
r∑
p=0
∑
[w1,...,wp∈{1,2,...,r}]
Emw1 ,w1Emw2 ,w2 . . . Emwp ,wp ∑
P∈Prw1,...,wp
∏
(a,b)∈P
Ga,b +Rw1,...,wp
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
where the degree of N in Rw1,...,wp is less than
∑t
i=1 li −
∑p
i=1 lwi .
It remains to show that S3 does not contribute to the leading terms. Define
Hj1,...,jp =
 ∑
P∈Pr1,w1,...,wp
∏
(a,b)∈P
Ga,b +R1,w1,...,wp
 ;
By Lemma 4.12, the degree of N in Hj1,...,jp
∣∣
UN,κ=(1,...,1)
is at most
∑r
i=2 li −
∑p
j=1 lwj .
Moreover, by Lemma 4.12, for any index i, the degree of N in ∂∂uiHj1,...,jp
∣∣∣
(u1,...,uN )=(x1,...,xN )
is less than
∑t
i=2 li −
∑p
j=1 lwj .
We write
1
Vˆbn1
2
cSρbn12 c,X
∑
[i1∈{N−bn12 c+1,...,N}]
(
ui1
∂
∂ui1
)m1 [
Vˆbn1
2
cSρbn12 c,X
]
r−1∑
p=0
∑
[w1,...,wp∈{2,...,r}]
F
(mw1 ,
nw1
2N
)
F
(mw2 ,
nw2
2N
)
. . .F
(mwp ,
nwp
2N
)
Hj1,...,jp
∣∣∣∣∣∣
(u1,...,uN )=(x1,...,xN )
as a sum of terms of the following form
Syma1,...,aq+1
um1−s0a1 (∂s1a1 [logSρbn12 c,X ])d1 . . . (∂stat [logSρbn12 c,X ])dt
(ua1 − ua2) . . . (ua1 − uaq+1)
(4.23)
∂f1a1F(mw1 ,nw12N ) . . . ∂
fp
a1F(mwp ,nwp2N )∂
h0
a1Hj1,...,jp

where
• {a1, . . . , aq+1} ⊂ {N − bn12 c+ 1, . . . , N};• s1 < s2 < . . . < st are positive integers;
• f1, . . . , fp, h0 are nonnegative integers;
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•
q + s0 + s1d1 + . . .+ stdt + f1 + . . .+ fp + h0 = m1(4.24)
By Lemma 3.4, the degree of N in [logSρbn12 c,X ])
d1 . . . (∂stat [logSρbn12 c,X ])
dt is at most d1 +
. . .+ dt; therefore, the terms in (4.23) with highest degree of N has the form
Syma1,...,aq+1
 um1a1 (∂a1 [logSρbn12 c,X ])d1
(ua1 − ua2) . . . (ua1 − uaq+1)
(4.25)
∂f1a1F(mw1 ,nw12N ) . . . ∂
fp
a1F(mwp ,nwp2N )∂
h0
a1Hj1,...,jp
(4.26)
where
s0 = d2 = . . . = dt = 0; s1 = 1.(4.27)
Let
B = {i ∈ {1, 2, . . . , p} : fi = 0}.
Then
(4.26) =
[∏
i∈B
F
(mwi ,
nwi
2N
)
]
S(u1, . . . , uN )
It suffices to show that the degree of N in S, except for S1 and S2, is less than
∑s
i=1 li −∑
i∈B li. Note that the degree of N in ∂a1 [logSρbn12 c,X ])
d1 is at most d1 by Lemma 3.4.
The summation over {a1, . . . , aq+1} ⊂ {N − bn12 c + 1, . . . , N} gives O(N q+1) terms. By
Lemma 4.3, when i /∈ B, the degree of N in ∂fia1F(mwi ,nwi2N ) is at most mwi . Therefore the
degree of N in S(u1, . . . , uN ) is at most
r∑
i=2
mi −
p∑
i=1
mwi + d1 +
∑
i∈{1,2,...,p}\B
mwi + q + 1
By (6.6) and (6.12), if |B| ≤ p − 2, q + d1 + 1 ≤ m1 − 1, then the degree of N in
S(u1, . . . , uN ) is at most
r∑
i=1
mi −
∑
i∈B
mwi − 1
Therefore only the terms where at most one fi is nonzero contribute to the leading order. In
these terms if h0 > 0, then by Lemma 6.7, the degree of N is less than
∑r
i=1mi−
∑
i∈Bmwi .
So only the terms where h0 = 0 and at most one fi is nonzero contribute to the leading
order. These terms are in S1 and S2. Then the proof is complete.

Theorem 4.14. The collection of random variables
{N−l
[
p
((1−κ)N)
l − Ep((1−κ)N)l
]
}l∈N;κ=a1,...,am
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converges, as N → ∞, in the sense of moments, to the Gaussian vector with zero mean
and covariance
lim
N→∞
cov
(
p
b(1−κ1)Nc
l1
, p
b(1−κ2)Nc
l2
)
N l1+l2
=
(1− κ1)l1(1− κ2)l2
(2pii)2
n∑
i=1
n∑
j=1
∮
|z−xi|=
∮
|w−xj |=
(
n∑
i=1
z
n(z − xi) +
zH(z)
1− κ1
)l1
×
(
n∑
i=1
w
n(w − xj) +
wH(w)
1− κ2
)l2
Q(z, w)dzdw,
where
•  > 0 is sufficiently small such that the disk centered at xi with radius  contains
exactly one singularity xi of the integrand.
• the z- and w-contours of integration are counter-clockwise.
Proof. The theorem follows from Lemma 4.13 similar arguments as in the single-level case.
The only difference is in the expansion {b1, . . . , br+1} ⊂ {1, 2, . . . , b(1 − t1)Nc}, while
{a1, . . . , aq+1} ⊂ {1, 2, . . . , b(1− t2)Nc}. 
5. Piecewise Boundary Conditions
In this section, we introduce the piecewise boundary conditions on the bottom boundary
of a contracting square-hexagon lattice, and review the limit shape results for perfect
matchings on such a graph.
For N ≥ 1, let λ(N) ∈ GT+N . We consider the following special asymptotical case of
λ(N) as N →∞. Let
Ω = (Ω1 < Ω2 < . . . < ΩN ) = (λN (N) + 1, λN−1(N) + 2, . . . , λ1(N) +N)
Indeed, Ω1, . . . ,ΩN are the locations of the N remaining vertices on the bottom boundary
of the contracting square-hexagon lattice. Assume
Ω = (A1, A1 + 1, . . . .B1 − 1, B1,(5.1)
A2, A2 + 1, . . . , B2 − 1, B2, . . . , As, As + 1, . . . , Bs − 1, Bs).
where
s∑
i=1
(Bi −Ai + 1) = N.
and s is a fixed positive integer independent of N . Suppose as N →∞,
Ai(N) = aiN + o(N), Bi(N) = biN + o(N), for 1 ≤ i ≤ s,
and a1 < b1 < . . . < as < bs are fixed parameters independent of N and satisfy
∑s
i=1(bi −
ai) = 1. Assume the edge weights {xi}Ni=1 {yj}j∈I2∩{1,2,...,N} satisfy (3.4) and (3.5).
Let ΣN be the permutation group of N elements and let σ ∈ ΣN . Let
X = (x1, . . . , xN ).
Let x1, . . . , xn be all the distinct elements in {x1, . . . , xN}. Let ΣXN be the subgroup of ΣN
that preserves the value of X; more precisely
ΣXN = {σ ∈ ΣN : xσ(i) = xi, for 1 ≤ i ≤ N}
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Let [ΣN/Σ
X
N ]
r be the collection of all the right cosets of ΣXN in ΣN . More precisely,
[ΣN/Σ
X
N ]
r = {ΣXNσ : σ ∈ ΣN},
where for each σ ∈ ΣN
ΣXNσ = {ξσ : ξ ∈ ΣXN}
and ξσ ∈ ΣN is defined by
ξσ(k) = ξ(σ(k)), for 1 ≤ k ≤ N.
For 1 ≤ j ≤ N , let
ησj (N) = |{k : k > j, xσ(k) 6= xσ(j)}|.(5.2)
For 1 ≤ i ≤ n, let
Φ(i,σ)(N) = {λj(N) + ησj (N) : xσ(j) = xi}(5.3)
and let φ(i,σ)(N) be the partition obtained by decreasingly ordering all the elements in
Φ(i,σ)(N). Let ΣXN be the subgroup ΣN that preserves the value of X; more precisely
ΣXN = {σ ∈ ΣN : xσ(i) = xi, for 1 ≤ i ≤ N}
Let [Σ/ΣXN ]
r be the collection of all the right cosets of ΣXN in ΣN . More precisely,
[Σ/ΣXN ]
r = {ΣXNσ : σ ∈ ΣN},
where for each σ ∈ ΣN
ΣXNσ = {ξσ : ξ ∈ ΣXN}
and ξσ ∈ ΣN is defined by
ξσ(k) = ξ(σ(k)), for 1 ≤ k ≤ N.
For simplicity, we make the following assumptions.
Assumption 5.1. Let (x1, . . . , xN ) be an N -tuple of real numbers at which we evaluate
the Schur polynomial.
• N is an integral multiple of n; and.
• {xi}Ni=1 are periodic with period n, i.e., xi = xj for 1 ≤ i, j ≤ N and [i mod n] = [j
mod n];
• x1 > x2 > . . . > xn > 0.
We may further make the assumptions below
Assumption 5.2. Assume x1,N = x1 > 0 and (x2,N , . . . , xn,N ) changes with N . Assume
that for each fixed N , (x1,N , . . . , xn,N ) satisfies Assumption 5.1. Moreover, assume that
lim inf
N→∞
log
(
min1≤i<j≤n
xi,N
xj,N
)
logN
≥ α > 0,
where α is a sufficiently large positive constant independent of N .
Let σ0 ∈ [ΣN/ΣXN ]r be the unique element in [ΣN/ΣXN ]r satisfying the condition that
for any representative σ0 ∈ σ0, we have
xσ0(1) ≥ xσ0(2) ≥ . . . ≥ xσ0(N).(5.4)
Let mi be the limit of the counting measures for φ
(i,σ0)(N) as N →∞.
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Assumption 5.3. Assume x1, . . . , xN satisfy Assumption 5.1.
Let Ai, Bi be given as in (5.1). For 1 ≤ i ≤ s, let
Bi −Ai + 1 = Ki.
By (5.1), we may assume
λ1 = λ2 = . . . = λKs = µ1;
λKs+1 = λKs+2 = . . . = λKs+Ks−1 = µ2;
. . .
λ∑s
t=2Kt
= λ1+
∑s
t=2Kt
= . . . = λ∑s
t=1Kt
= µs;
and note that
µ1 > . . . > µs(5.5)
are all the distinct elements in {λ1, λ2, . . . , λN}. Let
Ji = {t : 1 ≤ p ≤ N, 1 ≤ t ≤ s, [σ0(p) mod n] = i, λp = µt}.(5.6)
Suppose that all the following conditions hold
• If 1 ≤ i < j ≤ n, l ∈ Ji, and t ∈ Jj , then l < t; and
• For any p, q satisfying 1 ≤ p ≤ s and 1 ≤ q ≤ s, and q > p.
C1N ≤ µp − µq ≤ C2N
where C1, C2 are constants independent of N .
Let
Hmi(u) =
∫ ln(u)
0
Rmi(t)dt+ ln
(
ln(u)
u− 1
)
(5.7)
and Rmi is the Voiculescu R-transform of mi given by
Rmi =
1
S
(−1)
mi (z)
− 1
z
;
Where Smi is the moment generating function for mi given by
Smi(z) = z +M1(mi)z
2 +M2(mi)z
3 + . . . ;
Mk(mi) =
∫
R x
kmi(dx); and S
−1
mi(z) is the inverse series of Smi(z). See also Section 2.2 of
[8] for details.
Proposition 5.4. Suppose Assumptions 5.2 and 5.3 hold. Let κ ∈ (0, 1) be a positive
number. Let ρb(1−κ)Nc be a probability measure on GT+b(1−κ)Nc as defined in Lemma 3.4
or Remark 3.5. Let m[ρb(1−κ)Nc] be the corresponding random counting measure. Then as
N →∞, m[ρb(1−κ)Nc] converge in probability, in the sense of moments to a deterministic
measure mκ, whose moments are given by∫
R
xpmκ(dx) =
1
2n(p+ 1)pii
n∑
i=1
∮
C1
dz
z
(
zQ′i,κ(z) +
n− i
n
+
z
n(z − 1)
)p+1
where for 1 ≤ i ≤ n
Qi,κ(z) =
{
1
(1−κ)n
[
Hmi(z)− (n− i) log z + κ
∑
r∈{1,2,...,n}∩I2 log
1+yrzx1
1+yrx1
]
if i = 1
1
(1−κ)n [Hmi(z)− (n− i) log z] otherwise
36 ZHONGYANG LI
and for i ≥ n+ 1,
Qi,κ(z) =
{
Q(i mod n),κ(z), if (i mod n) 6= 0
Qn,κ(z), if (i mod n) = 0
}
.
Proof. See Theorem 2.18 of [26]. 
Lemma 5.5. Let k be a positive integer such that 1 ≤ k ≤ N . Let
wi =
{
ui if 1 ≤ i ≤ k
xi if k + 1 ≤ i ≤ N
Assume
k = qn+ r, where r < n,
and q, r are positive integers. Then the Schur function can be computed by the following
formula
sλ(w1, . . . , wN )(5.8)
=
∑
σ∈[ΣN/ΣXN ]r
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
r∏
i=1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
uqn+i
xi
, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
u(q−1)n+i
xi
, 1, . . . , 1
))
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i) − wσ(j)

where σ ∈ σ ∩ ΣN is a representative.
Proof. See Corollary 3.4 of [26]. 
Theorem 5.6. Under Assumptions 5.2 and 5.3, for each given {ai, bi}ni=1, when α in
Assumption 5.2 is sufficiently large and k ≤ n we have
lim
N→∞
1
N
log
sλ(N)(u1x1,N , . . . , ukxk,N , xk+1,N , . . . , xN,N )
sλ(N)(x1,N , . . . , xN,N )
=
k∑
i=1
[Qi(ui)](5.9)
where for 1 ≤ i ≤ k,
(1) if [i mod n] 6= 0,
Qi(u) =
Hmi mod n(u)
n
− (n− [i mod n]) log(u)
n
.
and the convergence of (5.9) is uniform when u1, . . . , uk are in an open complex
neighborhood of 1.
(2) if [i mod n] = 0,
Qi(u) =
Hmn(u)
n
.
Proof. See Theorem 2.8 of [26]. 
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Lemma 5.7. Let σ0 satisfy (5.4), and let σ0 ∈ [ΣN/ΣXN ]r. For 1 ≤ i ≤ k, assume uixi is in
an open complex neighborhood of 1. For any σ ∈ ΣN , let
Lσ
(
u1
x1
, . . . ,
uk
xk
)
=
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
r∏
i=1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
uqn+i
xi
, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
u(q−1)n+i
xi
, 1, . . . , 1
))
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i) − wσ(j)

Suppose that Assumption 5.2 holds. When α in Assumption 5.2 is sufficiently large, we
have ∣∣∣∣Lσ0Lσ
∣∣∣∣ ≥ eCN
where C > 0 is a constant independent of σ, N and (u1, . . . , uk). Moreover,
lim
α→+∞C = +∞.
Proof. See Lemma 4.5 of [26]. 
6. Central Limit Theorem for Piecewise Boundary Conditions
In this section, we construct certain statistics from the (random) dimer configuration
on a contracting square hexagon lattice with piecewise boundary conditions, and show that
they converge in distribution to sum of n independent Gaussian random variables in the
scaling limit, where 1× n is the size of a fundamental domain. The main theorem proved
in this section is Theorem 6.16.
6.1. First order moments. For the piecewise boundary conditions, the proof of Propo-
sition 4.1 still holds. For κ ∈ (0, 1), let
XN = (x1,N , . . . , xN,N );
XN,κ = (x1+N−b(1−κ)Nc,N , . . . , xN,N )
UN,κ = (u1, u2, . . . , ub(1−κ)Nc)
UN,κ,X = (u1x1+N−b(1−κ)Nc,N , u2x2+N−b(1−κ)Nc,N , . . . , ub(1−κ)NcxN,N )
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Let λ ∈ GTb(1−κ)Nc, and ρb(1−κ)Nc be a probability measure on GTb(1−κ)Nc as defined
in Proposition 5.4. Then we have
Ek,κ,N := E
b(1−κ)Nc∑
i=1
(λi + b(1− κ)Nc − i)k
=
∑
λ∈GTb(1−κ)Nc
ρb(1−κ)Nc(λ)
b(1−κ)Nc∑
i=1
(λ+ b(1− κ)Nc − i)k
=
1
Vb(1−κ)Nc(UN,κ,X)
b(1−κ)Nc∑
i=1
(
ui
∂
∂ui
)k
Vb(1−κ)Nc(UN,κ,X)Sρb(1−κ)Nc,XN,κ(UN,κ,X)
∣∣∣∣∣∣
UN,κ=(1,...,1)
For 1 ≤ i ≤ n, let
vi =
{
xi,N , if 1 ≤ i ≤ N − b(1− κ)Nc
xi,Nui−N+b(1−κ)Nc, if N − b(1− κ)Nc+ 1 ≤ i ≤ N
Let λ(N) be the partition corresponding to the boundary condition. For 1 ≤ i ≤ n, let
R(i) = {1 ≤ j ≤ b(1− κ)Nc : [(j +N − b(1− κ)Nc) mod n] = [i mod n]}(6.1)
and for 1 ≤ i ≤ b(1− κ)Nc let
j(i) =
{
[i+N − b(1− κ)Nc] mod n, if ([i+N − b(1− κ)Nc] mod n) 6= 0
n, if ([i+N − b(1− κ)Nc] mod n) = 0
Assume
b(1− κ)Nc = qN,κn+ rN,κ
where qN,κ and rN,κ are nonnegative integers satisfying rN,κ < n. By Lemmas 3.3, 5.5, 5.7,
we obtain
Ek,κ,N
=
1
Vb(1−κ)Nc(XN,κ)
b(1−κ)Nc∑
i=1
(
ui
∂
∂ui
)k
Vb(1−κ)Nc(UN,κ,X)
[
sλ(N)
(
UN,κ,X , x1,N , . . . , xN−b(1−κ)Nc,N
)
sλ(N)(XN )
∏
l∈{1,...,N−b(1−κ)Nc}∩I2
b(1−κ)Nc∏
j=1
(
1 + ylujxN−b(1−κ)Nc+j
1 + ylxN−b(1−κ)Nc+j
)∣∣∣∣∣∣
UN,κ=(1,...,1)
=
1
Vb(1−κ)Nc(XN,κ)
b(1−κ)Nc∑
i=1
(
ui
∂
∂ui
)k
Vb(1−κ)Nc(UN,κ,X)
TN
PN
∣∣∣∣∣∣
UN,κ=(1,...,1)
,
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where
TN =
∏
l∈{1,...,N−b(1−κ)Nc}∩I2
b(1−κ)Nc∏
j=1
(
1 + ylxN−b(1−κ)Nc+juj
1 + ylxN−b(1−κ)Nc+j
)
×
(
r∏
i=1
sφ(j(i),σ0)(N)
(
ui, un+i . . . , uqN,κn+i, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(j(i),σ0)(N)
(
ui, un+i . . . , u(qN,κ−1)n+i, 1, . . . , 1
))
×
 ∏
i<j,xσ0(i) 6=xσ0(j)
1
vσ0(i) − vσ0(j)
 (1 + o(1))
and
PN =
(
n∏
i=1
sφ(i,σ0)(N) (1, . . . , 1)
)
 ∏
i<j,xσ0(i) 6=xσ0(j)
1
xσ0(i) − xσ0(j)
 (1 + o(1))
Then we have
Ek,κ,N =
n∑
j=1
E
(j)
k,κ,N .
where
E
(j)
k,κ,N : = lim
[xk→(xk mod n),for 1≤k≤N ]
1
Vb(1−κ)Nc(XN,κ)∑
i∈{1,...,b(1−κ)Nc}∩R(j)
(
ui
∂
∂ui
)k
Vb(1−κ)Nc(UN,κ,X)
TN
PN
∣∣∣∣∣∣
UN,κ=(1,...,1)
= lim
[xk→(xk mod n),for 1≤k≤N ]
∑
i∈{1,...,b(1−κ)Nc}∩R(j)
(
ui
∂
∂ui
)k TN,i
PN,i
∣∣∣∣∣∣
UN,κ=(1,...,1)
;
TN,i =
 ∏
l∈{1,...,N−b(1−κ)Nc}∩I2
(
1 + ylxj(i)ui
1 + ylxj(i)
) sφ(j(i),σ0)(N) (ui, 1, . . . , 1)
×
 ∏
j(i)<k≤n
(
1
uixj(i) − xk
)κN
n
 ∏
k<j(i)≤n
(
1
xk − uixj(i)
)κN
n

 ∏
N−b(1−κ)Nc+1≤k≤N, k mod n=j(i), k−N+b(1−κ)Nc6=i
[
uixj(i) − xk
] eNo(1)
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and
PN,i = sφ(j(i),σ0)(N) (1, . . . , 1)
×
 ∏
j(i)<k≤n
(
1
xj(i) − xk
)κN
n
 ∏
k<j(i)≤n
(
1
xk − xj(i)
)κN
n

 ∏
N−b(1−κ)Nc+1≤k≤N, k mod n=j(i), k−N+b(1−κ)Nc6=i
[
xj(i) − xk
] eNo(1).
In the expressions above, the o(1) terms converge to 0 uniformly when ui is in a neighbor-
hood of 1.
If the edge weights satisfy Assumption 5.2, we obtain
E
(j)
k,κ,N := lim
[xk→(xk mod n),for 1≤k≤N ]
∑
i∈{1,...,b(1−κ)Nc}∩R(j)
(
ui
∂
∂ui
)k V˜N,iT˜N,i
W˜N,iP˜N,i
∣∣∣∣∣∣
UN,κ=(1,...,1)
where
T˜N,i =
 ∏
l∈{1,...,N−b(1−κ)Nc}∩I2
(
1 + ylxj(i)ui
1 + ylxj(i)
) sφ(j(i),σ0)(N) (ui, 1, . . . , 1)
×
 ∏
j(i)<k≤n
(
1
uixj(i) − xk
)κN
n
 eNo(1);
P˜N,i = sφ(j(i),σ0)(N) (1, . . . , 1)
 ∏
j(i)<k≤n
(
1
xj(i) − xk
)κN
n
 eNo(1);
V˜N,i =
∏
[N−b(1−κ)Nc+1≤k≤N, (k mod n)=(j(i) mod n)], k−N+b(1−κ)Nc6=i
[
uixj(i) − xk
]
W˜N,i =
∏
[N−b(1−κ)Nc+1≤k≤N, (k mod n)=(j(i) mod n)], k−N+b(1−κ)Nc6=i
[
xj(i) − xk
]
Note that
E
(j)
k,κ,N(6.2)
=
1
W˜N,iP˜N,i
∑
i∈{1,...,b(1−κ)Nc}∩R(j)
(
ui
∂
∂ui
)k
V˜N,i exp
[
log
(
T˜N,i
)]∣∣∣∣∣∣
UN,κ=(1,...,1)
and
∂T˜N,i
∂ui
=
∂
∂ui
exp
[
log
(
T˜N,i
)]
= exp
[
log
(
T˜N,i
)] ∂
∂ui
[
log
(
T˜N,i
)]
Lemma 6.1. Assume κ ∈ (0, 1) and the edge weights satisfy Assumption 5.2, then
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For 1 ≤ i ≤ b(1− κ)Nc and i ∈ R(j)
lim
N→∞
1
N
∂[log T˜N,i]
∂ui
=
κ
n
∑
l∈I2∩{1,2,...,n}
ylxj(i)
1 + ylxj(i)ui
− κ
n
n− j(i)
ui
+
1
n
H ′mj(i)(ui);
and the convergence is uniform when ui is in a neighborhood of 1.
Proof. The lemma follows from explicit computations and Theorem 3.6 of [9]; see also
[8, 13, 17]. 
6.2. Second order moments. Let
Ek,l,κ,N := E
b(1−κ)Nc∑
i=1
(λi + b(1− κ)Nc − i)k
b(1−κ)Nc∑
j=1
(λj + b(1− κ)Nc − j)l

=
∑
λ∈GTb(1−κ)Nc
ρb(1−κ)Nc(λ)
b(1−κ)Nc∑
i=1
(λi + b(1− κ)Nc − i)k
b(1−κ)Nc∑
j=1
(λj + b(1− κ)Nc − j)l
=
1
Vb(1−κ)Nc(UN,κ,X)
b(1−κ)Nc∑
i=1
(
ui
∂
∂ui
)k b(1−κ)Nc∑
j=1
(
uj
∂
∂uj
)l
Vb(1−κ)Nc(UN,κ,X)Sρb(1−κ)Nc,XN,κ(UN,κ,X)
∣∣∣
UN,κ=(1,...,1)
Again by Lemmas 3.3, 5.5, 5.7, we obtain
Ek,l,κ,N
=
1
Vb(1−κ)Nc(XN,κ)
b(1−κ)Nc∑
i=1
(
ui
∂
∂ui
)k b(1−κ)Nc∑
j=1
(
uj
∂
∂uj
)l
Vb(1−κ)Nc(UN,κ,X)[
sλ(N)
(
UN,κ,X , x1,N , . . . , xN−b(1−κ)Nc,N
)
sλ(N)(XN )∏
l∈{1,...,N−b(1−κ)Nc}∩I2
b(1−κ)Nc∏
j=1
(
1 + ylujxN−b(1−κ)Nc+j
1 + ylxN−b(1−κ)Nc+j
)∣∣∣∣∣∣
UN,κ=(1,...,1)
=
1
Vb(1−κ)Nc(XN,κ)
b(1−κ)Nc∑
i=1
(
ui
∂
∂ui
)k b(1−κ)Nc∑
j=1
(
uj
∂
∂uj
)l
Vb(1−κ)Nc(UN,κ,X)
TN
PN
∣∣∣∣∣∣
UN,κ=(1,...,1)
,
Then we have
Ek,l,κ,N =
n∑
s=1
n∑
t=1
E
(s,t)
k,l,κ,N ;
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where
E
(s,t)
k,l,κ,N : = lim
[xk→(xk mod n),for 1≤k≤N ]
1
Vb(1−κ)Nc(XN,κ)
(6.3)
∑
[i∈{1,...,b(1−κ)Nc}∩R(s)]
∑
[r∈{1,...,b(1−κ)Nc}∩R(t)]
(
ui
∂
∂ui
)k (
ur
∂
∂ur
)l
Vb(1−κ)Nc(UN,κ,X)
TN
PN
∣∣∣∣
UN,κ=(1,...,1)
= lim
[xk→(xk mod n),for 1≤k≤N ]
∑
i∈{1,...,b(1−κ)Nc}∩R(s)
(
ui
∂
∂ui
)k
∑
[r∈{1,...,b(1−κ)Nc}∩R(t)]
(
ur
∂
∂ur
)l V (s,t)N,(i,r)T (s,t)N,(i,r)
W
(s,t)
N,(i,r)P
(s,t)
N,(i,r)
∣∣∣∣∣∣
UN,κ=(1,...,1)
and where (assume the edge weights satisfy Assumption 5.2)
(1) if s = t,
T
(s,s)
N,(i,r) =
 ∏
l∈{1,...,N−b(1−κ)Nc}∩I2
(
1 + ylxsui
1 + ylxs
) ∏
l∈{1,...,N−b(1−κ)Nc}∩I2
(
1 + ylxsur
1 + ylxs
)
sφ(s,σ0)(N) (ui, uj , 1, . . . , 1)
×
 ∏
s<k≤n
(
1
uixs − xk
)κN
n
 ∏
s<k≤n
(
1
urxs − xk
)κN
n
 eNo(1);
P
(s,s)
N,(i,r) = sφ(s,σ0)(N) (1, . . . , 1)
 ∏
s<k≤n
(
1
xs − xk
) 2κN
n
 eNo(1)
V
(s,s)
N,(i,r) =
 ∏
[N−b(1−κ)Nc+1≤k≤N, (k mod n)=(s mod n)], k−N+b(1−κ)Nc/∈{i,r}
[uixs − xk]

×
 ∏
[N−b(1−κ)Nc+1≤k≤N, (k mod n)=(s mod n)], k−N+b(1−κ)Nc/∈{i,r}
[urxs − xk]

×(uixs − urxs)
W
(s,s)
N,(i,r) =
∏
[N−b(1−κ)Nc+1≤k≤N, (k mod n)=(s mod n)], k−N+b(1−κ)Nc/∈{i,r}
[xs − xk]2
× (xi+N−b(1−κ)Nc − xr+N−b(1−κ)Nc)
In the expressions above, the o(1) terms converge to 0 uniformly when ui, ur are in
a neighborhood of 1 as N → ∞; moreover, the operator ∂2∂ur∂us acting on log o(1)
is identically 0 (instead of converging to 0 as N →∞).
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(2) if s 6= t,
T
(s,t)
N,(i,r) =
 ∏
l∈{1,...,N−b(1−κ)Nc}∩I2
(
1 + ylxsui
1 + ylxs
) ∏
l∈{1,...,N−b(1−κ)Nc}∩I2
(
1 + ylxsur
1 + ylxs
)
sφ(s,σ0)(N) (ui, 1, . . . , 1) sφ(t,σ0)(N) (ur, 1, . . . , 1)
×
 ∏
s<k≤n
(
1
uixs − xk
)κN
n
 ∏
t<k≤n
(
1
urxt − xk
)κN
n
( 1
uixs − urxt
)
eNo(1);
P
(s,t)
N,(i,r) = P˜N,iP˜N,re
No(1)
V
(s,t)
N,(i,r) = V˜N,iV˜N,r
W
(s,t)
N,(i,r) = W˜N,iW˜N,r
In the expressions above, the o(1) terms converge to 0 uniformly when ui, ur are in
a neighborhood of 1 as N → ∞; moreover, the operator ∂2∂ur∂us acting on log o(1)
is identically 0 (instead of converging to 0 as N →∞).
Lemma 6.2. Assume κ ∈ (0, 1) and the edge weights satisfy Assumption 5.2, then
(1) For 1 ≤ i < j ≤ b(1− κ)Nc and i, j ∈ R(s)
lim
N→∞
∂2[log T
(s,s)
N,(i,r)]
∂ui∂ur
=
∂2
∂uiur
[
log
(
1− (ui − 1)(ur − 1)
uiH
′
ms(ui)− urH ′ms(ur)
ui − ur
)]
and the convergence is uniform when ui is in a neighborhood of 1.
(2) For 1 ≤ i < j ≤ b(1− κ)Nc and i ∈ R(s), j ∈ R(t) with s 6= t
lim
N→∞
∂2[log T
(s,t)
N,(i,r)]
∂ui∂us
= 0.
and the convergence is uniform when ui is in a neighborhood of 1.
Proof. First we consider the case that i, j ∈ R(s), we have
lim
N→∞
∂2[log T
(s,s)
N,(i,r)]
∂ui∂ur
= lim
N→∞
∂2[log sφ(s,σ0)(N) (ui, uj , 1, . . . , 1)]
∂ui∂ur
Then Part (1) of the lemma follows from Theorem 6.8 of [9]; see also [13, 6].
Now we consider the case that i ∈ R(s), j ∈ R(t) and s 6= t. In this case
lim
N→∞
∂2[log T
(s,s)
N,(i,r)]
∂ui∂ur
= lim
N→∞
∂2[− log(uixs,N − urxt,N )]
∂ui∂ur
= lim
N→∞
xs,Nxt,N
(uixs,N − urxt,N )2 ;
and the limit is 0 by Assumption 5.2. 
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6.3. Asymptotical analysis. Let
F
(s)
k,κ,N = lim
[xk→(xk mod n),for 1≤k≤N ]
1
Vb(1−κ)Nc(UN,κ,X)TN
(6.4)
∑
[i∈{1,...,b(1−κ)Nc}∩R(s)]
(
ui
∂
∂ui
)k
Vb(1−κ)Nc(UN,κ,X)TN
For simplicity, we use the notation ∂i to denote
∂
∂ui
. Expanding the right hand side of
(6.2), we can write E
(j)
k,κ,N as a sum of terms with the following form
c0x
r
j(i)(∂
s1
i [log T˜N,i])
d1 . . . (∂sti [log T˜N,i])
dt
(xj(i) − xa1) . . . (xj(i) − xar)
(6.5)
Similarly, we can write the right hand side of (6.4) as a large sum of the following form
c0x
r
j(i)u
k−s0
i (∂
s1
i [log TN ])
d1 . . . (∂sti [log TN ])
dt
(xj(i)ui − xa1ua1−N+b(1−κ)Nc) . . . (xj(i)ui − xaruar−N+b(1−κ)Nc)
such that
• for 1 ≤ s ≤ r, as is a positive integer satisfying N − b(1− κ)Nc+ 1 ≤ as ≤ N ; and
• In (6.5), we have (as mod n) = (j(i) mod n) for all 1 ≤ s ≤ r; and
• N − b(1− κ)Nc+ i, a1, . . . , ar are distinct; and
• {sj}tj=0 and {dj}tj=1 are nonnegative integers satisfying s1 < s2 < . . . < st; and
•
r + s0 + s1d1 + . . .+ stdt = k;(6.6)
and
• c0 is a constant independent of N and a1, . . . , ar.
From the expression (6.2) we see that any term obtained by permuting i, a1 −N + b(1 −
κ)Nc, . . . , ar−N+b(1−κ)Nc of (6.5) with in {1, 2, . . . , b(1−κ)Nc}∩R(j) are still present
in the sum. Let
a˜1 = a1 −N + b(1− κ)Nc
Hence we have
E
(j)
k,κ,N =
∑
r,{sj}tj=0,{dj}tj=1 satisfy (6.6)
(r + 1)!
∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1[
c0x
r
a1u
k−s0
a˜1
(∂s1a˜1 [log T˜N,a˜1 ])
d1 . . . (∂sta˜1 [log T˜N,a˜1 ])
dt
(xa1 − xa2) . . . (xa1 − xar+1)
]∣∣∣∣∣
UN,κ={1,...,1}
.
where the constant c0 may depend on r, {sj}tj=0 and {dj}tj=1.
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Lemma 6.3. Let
T˜N =
∏
l∈{1,...,N−b(1−κ)Nc}∩I2
b(1−κ)Nc∏
j=1
(
1 + ylxN−b(1−κ)Nc+juj
1 + ylxN−b(1−κ)Nc+j
)
×
(
r∏
i=1
sφ(j(i),σ0)(N)
(
ui, un+i . . . , uqN,κn+i, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(j(i),σ0)(N)
(
ui, un+i . . . , u(qN,κ−1)n+i, 1, . . . , 1
))
×
 ∏
N−b(1−κ)Nc+1≤i≤N, 1≤j≤N−b(1−κ)Nc, i˜∈R(p),j˜∈R(q),p<q
1
xiui˜ − xj
 (1 + o(1))
and
V˜b(1−κ)Nc =
n∏
k=1
∏
[1+N−b(1−κ)Nc≤i<j≤N,(i mod n)=(j mod n)=(k mod n)]
(xiui˜ − xjuj˜)
Assume a, b, c ∈ R(j), and a, b, c are distinct positive integers. Assume that the o(1) in the
definition of T˜N converges to 0 uniformly when ua, ub, uc are in a neighborhood of 1. Then
lim
N→∞
∂3 log[T˜N ]
∂ua∂ub∂uc
∣∣∣∣∣
UN,κ=(1,...,1)
= 0.
Proof. We have
lim
N→∞
∂3 log[T˜N ]
∂ua∂ub∂uc
∣∣∣∣∣
UN,κ=(1,...,1)
= lim
N→∞
∂3 log[sφ(j,σ0)(N) (ua, ub, uc, 1, . . . , 1)]
∂ua∂ub∂uc
To compute the derivative on the right hand side, note that
lim
N→∞
m[φ(j,σ0)(N)] = mj
By Theorem 6.8 of [9] (see also [13], [6])
lim
N→∞
∂2 log[sφ(j,σ0)(N) (ua, ub, uc, 1, . . . , 1)]
∂ua∂ub
=
∂2
∂ua∂ub
log
(
1− (ua − 1)(ub − 1)
uaH
′
mj (ua)− ubH ′mj (ub)
ua − ub
)
;
and the convergence is uniform when (ua, ub, uc) is in a neighborhood of (1, 1, 1). There-
fore we can take the derivative with respect to uc on both sides. The right hand side is
independent of uc, and the derivative with respect to uc is 0. Then the lemma follows. 
Lemma 6.4. Let κ ∈ (0, 1) and the edge weights satisfy Assumption 5.2. Then
(1) the degree of N in E
(j)
k,κ,N is at most k + 1.
(2) For any integer i satisfying 1 ≤ i ≤ b(1 − κ)Nc and i ∈ R(j), the degree of N in
∂
∂ui
F
(j)
k,κ,N
∣∣∣
UN,κ=(1,...,1)
is at most k;
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(3) For any integer i satisfying 1 ≤ i ≤ b(1 − κ)Nc and i /∈ R(j), the degree of N in
∂
∂ui
F
(j)
k,κ,N
∣∣∣
UN,κ=(1,...,1)
is less than k;
(4) For any integers i1, i2 satisfying 1 ≤ i1 < i2 ≤ b(1 − κ)Nc and i1, i2 ∈ R(j), the
degree of N in ∂
2
∂ui1∂ui2
F
(j)
k,κ,N
∣∣∣
UN,κ=(1,...,1)
is less than k.
Proof. We first consider the asymptotics of
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1(6.7) [
c0x
r
a1u
k−s0
a˜1
(∂s1a˜1 [log T˜N,a˜1 ])
d1 . . . (∂sta˜1 [log T˜N,a˜1 ])
dt
(xa1 − xa2) . . . (xa1 − xar+1)
]∣∣∣∣∣
UN,κ={1,...,1}
By Lemma 6.1, the degree of N in each factor (∂sla˜1 [log T˜N,a˜1 ])
d1 is at most d1. By Lemma
6.2 and identity (6.6), the degree of N in (6.7) is at most k − r. Summing over the
permutations, we obtain that ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1
c0x
r
a1u
k−s0
a˜1
(∂s1a˜1 [log T˜N,a˜1 ])
d1 . . . (∂sta˜1 [log T˜N,a˜1 ])
dt
(xa1 − xa2) . . . (xa1 − xar+1)
is the sum of O(N r+1) terms, the degree of N in each of which is at most k− r. Therefore,
the degree of N in E
(j)
k,κ,N is at most k + 1, and we complete the proof of Part (1).
Now we prove Parts (2) and (3). We consider the following two cases.
• Consider
Di : =
∂F
(j)
k,κ,N
∂ui
∣∣∣∣∣∣
UN,κ=(1,...,1)
=
∂
∂ui
 ∑
[r≥0,{si≥0}ti=0,{di≥0}ti=1:s0+s1d1+...stdt+r=k]∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xaw−→xj ], 1≤w≤r+1
Syma1,...,ar+1c0xra1uk−s0a˜1 (∂s1a˜1 [log T (j,r)N,(a˜1,i)])d1 . . . (∂sta˜1 [log T (j,r)N,(a˜1,i)])dt
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
with
i /∈ {a1 −N + b(1− κ)Nc, . . . , ar+1 −N + b(1− κ)Nc} ⊂ {1, 2, . . . , b(1− κ)Nc}
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When κ ∈ (0, 1), there are O(N r+1) such terms. Notice that if i ∈ R(r)
∂
∂ui
∂sq(log T (j,r)N,(a˜1,i))
∂a˜
sq
1
dq
∣∣∣∣∣∣∣
UN,κ=(1,...,1)
= dq
∂sq(log T (j,r)N,(a˜1,i)
∂a˜
sq
1
dq−1 ∂
∂ui
∂sq(log T (j,r)N,(a˜1,i))
∂a˜
sq
1

∣∣∣∣∣∣∣
UN,κ=(1,...,1)
= dq
∂sq
[
log T˜N,a˜1
]
∂a˜
sq
1
dq−1 ∂
∂ui
∂sq
[
log T
(j,r)
N,(a˜1,i)
]
∂a˜
sq
1

∣∣∣∣∣∣∣
UN,κ=(1,...,1)
By Lemmas 6.1 and 6.2, the degree of N in the expressions above is at most dq − 1
if r = j, and is strictly less than dq − 1 when r 6= j. Note that Di can be written
as a sum of terms of the form
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1c0x
r
a1u
k−s0
a˜1
(
∂i
[(
∂s1a˜1
[
log T
(j,r)
N,(a˜1,i)
])d1])
. . .
(
∂sta˜1
[
log T˜N,a˜1
])dt
(xa1 − xa2) . . . (xa1 − xar+1)

∣∣∣∣∣∣∣∣
UN,κ=(1,...,1)
By Lemmas 6.1 and 6.2, the degree of N in the expressions above is at most
d1 + . . . + dt − 1 when r = j; and is less than d1 + . . . + dt − 1 when r 6= j. Since
r + s0 + s1d1 + . . .+ stdt = k, we have
d1 + . . .+ dt − 1 ≤ k − r − 1;
and in the sum over
∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)], it
is the sum of O(N r+1) of such terms, we obtain that the degree of N in this sum
is at most k when r = j; and is less than k when r 6= j. This completes the proof
of Part (3).
• Consider the case when
i ∈ {a1 −N + b(1− κ)Nc, . . . , ar+1 −N + b(1− κ)Nc} ⊂ {1, 2, . . . , b(1− κ)Nc}
Note that there are O(N r) such terms in total, since i is fixed. By Lemmas 6.1 and
6.2, the degree of N in
Syma1,...,ar+1
c0x
r
a1u
k−s0
a˜1
(
∂i
[(
∂s1a˜1
[
log T
(j,r)
N,(a˜1,i)
])d1])
. . .
(
∂sta˜1
[
log T˜N,a˜1
])dt
(xa1 − xa2) . . . (xa1 − xar+1)

∣∣∣∣∣∣∣∣
UN,κ=(1,...,1)
is at most l − r. This completes the proof of Part (2).
48 ZHONGYANG LI
Now we prove Part (4). Note that
∂2F
(j)
k,κ,N
∂ui1∂ui2
∣∣∣∣∣∣
UN,κ=(1,...,1)
=
∂2
∂ui1∂ui2
[
lim
[xk→(xk mod n),for 1≤k≤N ]
1
V˜b(1−κ)Nc(UN,κ,X)T˜N∑
[i∈{1,...,b(1−κ)Nc}∩R(j)]
(
ui
∂
∂ui
)k
V˜b(1−κ)Nc(UN,κ,X)T˜N
∣∣∣∣∣∣
UN,κ=(1,...,1)
=
∂2
∂ui1∂ui2
 ∑
[r≥0,{si≥0}ti=0,{di≥0}ti=1:s0+s1d1+...stdt+r=k]∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xaw−→xj ], 1≤w≤r+1
Syma1,...,ar+1
c0x
r
a1u
k−s0
a˜1
(∂s1a˜1 [log T˜N ])
d1 . . . (∂sta˜1 [log T˜N ])
dt
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1)
]∣∣∣∣∣
UN,κ=(1,...,1)
The following cases might occur
• {i1, i2} ∩ {a˜1, . . . , a˜r+1} = ∅, and both ∂i1 and ∂i2 are applied to the same log T˜N .
We have
∂2
∂ui1∂ui2
[
∂sw [log T˜N ]
[∂ua˜1 ]
sw
]dw
= dw(dw − 1)
[
∂sw [log T˜N ]
∂uswa˜1
]dw−2
∂sw+1[log T˜N ]
∂ui1∂u
sw
a˜1
∂sw+1[log T˜N ]
∂ui2∂u
sw
a˜1
+dw
[
∂sw [log T˜N ]
∂uswa˜1
]dw−1
∂sw+2[log T˜N ]
∂ui1∂ui2∂u
sw
a˜1
By Lemma 6.3, the degree of N in the expression above is less than dw− 1. Taking
into account all the other factors, as well as the sum of O(N r+1) terms, in this case
the degree of N in
∂2F
(j)
k,κ,N
∂ui1∂ui2
∣∣∣∣
UN,κ=(1,...,1)
is less than
d1 + d2 + . . .+ dt − 1 + r + 1 ≤ k.
• {i1, i2}∩{a˜1, . . . , a˜r+1} = ∅, and ∂i1 and ∂i2 are applied to different log T˜N . In this
case, the degree of N is at most
d1 + d2 + . . .+ dt − 2 + r + 1 ≤ k − 1.
• i1 ∈ {a1, . . . , ar+1} and i2 /∈ {a1, . . . , ar+1}. In this case, we take the sum over
O(N r) terms, since one element in {a1, . . . , ar+1} is fixed to be i1. Then the degree
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of N in
∂2F
(j)
k,κ,N
∂ui1∂ui2
∣∣∣∣
UN,κ=(1,...,1)
is at most
d1 + d2 + . . .+ dt − 1 + r ≤ k − 1.
• {i1, i2} ⊂ {a1, . . . , ar+1}. In this case, we take the sum over O(N r−1) terms, since
two elements in {a1, . . . , ar+1} are fixed to be i1 and i2. Then the degree of N in
∂2F
(j)
k,κ,N
∂ui1∂ui2
∣∣∣∣
UN,κ=(1,...,1)
is at most
d1 + d2 + . . .+ dt + r − 1 ≤ k − 1.

6.4. Covariance. Let
G˜
(j,s)
κ,N,(k,l) = k
k−1∑
r=0
(
k − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1 xra1uk−s0a˜1 ∂a˜1 [F (s)l,κ,N ](∂a˜1 [log T˜N ])k−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))

Lemma 6.5. Let l, k be arbitrary positive integers. Then
E
(j,s)
k,l,κ,N := E
(j)
k,κ,NE
(s)
l,κ,N + G˜
(j,s)
κ,N,(l,k)
∣∣∣
UN,κ=(1,...,1)
+R
where
• if j = s, the degree of N in G˜(j,s)κ,N,(l,k)
∣∣∣
UN,κ=(1,...,1)
is at most l + k;
• if j 6= s, the degree of N in G˜(j,s)κ,N,(l,k)
∣∣∣
UN,κ=(1,...,1)
is less than l + k;
• the degree of N in R is less than l + k.
Proof. By (6.3) and (6.4), we obtain
E
(j,s)
k,l,κ,N = lim
[xk→(xk mod n),for 1≤k≤N ]
∑
i∈{1,...,b(1−κ)Nc}∩R(j)
(
ui
∂
∂ui
)k
∑
[r∈{1,...,b(1−κ)Nc}∩R(s)]
(
ur
∂
∂ur
)l V (j,s)N,(i,r)T (j,s)N,(i,r)
W
(j,s)
N,(i,r)P
(j,s)
N,(i,r)
∣∣∣∣∣∣
UN,κ=(1,...,1)
=
1
V
(j,s)
N,(i,r)T
(j,s)
N,(i,r)
lim
[xk→(xk mod n),for 1≤k≤N ]
∑
i∈{1,...,b(1−κ)Nc}∩R(j)
(
ui
∂
∂ui
)k
V
(j,s)
N,(i,r)T
(j,s)
N,(i,r)
1
V
(j,s)
N,(i,r)T
(j,s)
N,(i,r)
∑
[r∈{1,...,b(1−κ)Nc}∩R(s)]
(
ur
∂
∂ur
)l
V
(j,s)
N,(i,r)T
(j,s)
N,(i,r)
∣∣∣
UN,κ=(1,...,1)
.
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Note that for any integer w, we have
∂w
∂uwi
 1
V
(j,s)
N,(i,r)T
(j,s)
N,(i,r)
∑
[r∈{1,...,b(1−κ)Nc}∩R(s)]
(
ur
∂
∂ur
)l
V
(j,s)
N,(i,r)T
(j,s)
N,(i,r)
∣∣∣∣∣∣
UN,κ=(1,...,1)
=
∂w
∂uwi
F
(s)
l,κ,N
∣∣∣∣
UN,κ=(1,...,1)
.
Then E
(j,s)
k,l,κ,N can be written as a sum of following terms
Syma1,...,ar+1
c0xra1uk−s0a˜1 ∂s1a˜1 [F (s)l,κ,N ][∂s2a˜1(log T (j,s)N,(a˜1,r))]d2 . . . [∂sta˜1(log T (j,s)N,(a˜1,r))]dt
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
= Syma1,...,ar+1
c0xra1uk−s0a˜1 ∂s1a˜1 [F (s)l,κ,N ][∂s2a˜1(log T˜N ]d2 . . . [∂sta˜1(log T˜N )(j,s))]dt
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
.
such that
• r, s0, s1, . . . , st, d2, . . . , dt are nonnegative integers; and
• s2 < s3 < . . . < st; and
•
s0 + s1 + s2d2 + . . .+ stdt + r = k;(6.8)
and
• {a1, . . . , ar+1} ⊂ {N − b(1− κ)Nc+ 1, N − b(1− κ)Nc+ 2, . . . , N} ∩R(j)
When s1 = 0, we obtain F
(s)
l,κ,NF
(j)
k,κ,N
∣∣∣
UN,κ=(1,...,1)
.
Now we consider the terms corresponding to s1 ≥ 1. By Lemma 6.4, the degree of N
in ∂s1a˜1 [F
(s)
l,κ,N ] is at most l when j = s; and is less than l when j 6= s. Therefore, the total
degree of N in these terms is at most l+ d2 + . . .+ dt + r+ 1 when j = s; and is less than
l + d2 + . . .+ dt + r + 1 when j 6= s. By (6.8) and the assumption that s1 ≥ 1, we have
l + d2 + . . .+ dt + r + 1 ≤ l + k
and the equality holds when s0 = d3 = . . . = dt = 0, s1 = s2 = 1; d2 = k − 1 − r; this
corresponds to G
(j,s)
κ,N,(k,l), in which the degree of N is l + k when j = s, and the degree of
N is less than l + k when j 6= s. The degree of N is less than l + k in all the other terms.
This completes the proof. 
Lemma 6.6.
1
V˜b(1−κ)NcT˜N
k
∑
i∈{1,2,...,b(1−κ)Nc∩R(j)
(
ui
∂
∂ui
[
F
(s)
l,κ,N
])(
ui
∂
∂ui
)k−1 [
V˜b(1−κ)NcT˜N
]∣∣∣∣∣∣
UN,κ=(1,...,1)
= G˜
(j,s)
κ,N,(k,l)
∣∣∣
UN,κ=(1,...,1)
+R
where the degree of N in R is less than l + k.
Proof. This follows from the proof of Lemma 6.5. 
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Lemma 6.7. Let i ∈ {1, 2, . . . , b(1− κ)Nc}. Then the degree of N in
∂
∂ui
G˜
(j,s)
κ,N,(k,l)
∣∣∣∣
UN,κ=(1,...,1)
is less than k + l.
Proof. Note that G˜
(j,s)
κ,N,(k,l) is the sum of terms
Syma1,...,ar+1
 xra1uk−s0a˜1 ∂a˜1 [F (s)l,κ,N ](∂a˜1 [log T˜N ])k−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))

If we take derivatives ∂∂ui , the following cases might occur
(1) i ∈ {a1, . . . , ar+1}. Since one element in {a1, . . . , ar+1} is fixed to be i, we take the
sum over O(N r) terms. By Lemma 6.3, and Lemma 6.4, the degree of N is at most
l + (k − 1− r) + r = l + k − 1
(2) i /∈ {a1, . . . , ar+1}. In this case, we take the sum over O(N r) terms. Again by
Lemmas 6.3 and 6.4, the degree of N is less than
l + k − 1− r + r + 1 = l + k.
Then the lemma follows.

6.5. Products of Moments. Recall that Psw1,...,wp is the set of all pairings of the set
{1, 2, . . . , s} \ {w1, . . . , wp}. We have the following lemma concerning the products of mo-
ments.
Lemma 6.8. Let s, l1, . . . , ls be positive integers, and let j1, . . . , js ∈ {1, 2, . . . , n}. Then
1
V˜b(1−κ)NcT˜N
∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1 ∑
[i2∈{1,2,...,b(1−κ)Nc}∩R(j2)]
(
ui2
∂
∂ui2
)l2
· · ·
∑
[is∈{1,2,...,b(1−κ)Nc}∩R(js)]
(
uis
∂
∂uis
)ls [
V˜b(1−κ)NcT˜N
]∣∣∣∣∣∣
UN,κ=(1,...,1)
=
s∑
p=0
∑
[w1,...,wp∈{1,2,...,s}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jwp )
lws ,κ,N
 ∑
P∈Psw1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R
∣∣∣∣∣∣
UN,κ=(1,...,1)
,
where the degree of N in R is less than
∑s
i=1 li −
∑p
i=1 lwi.
Proof. The lemma can be proved by induction on s, similar to the proof of proposition 5.10
in [6]. We shall now sketch the proof. When s = 1 the lemma follows from the definition
of F
(j)
l,κ,N . When s = 2, the lemma follows from Lemma 6.5. Assume that the lemma holds
for s = t − 1, where t ≥ 2 is a positive integer. When s = t, by induction hypothesis, we
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have
1
V˜b(1−κ)NcT˜N
∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1 ∑
[i2∈{1,2,...,b(1−κ)Nc}∩R(j2)]
(
ui2
∂
∂ui2
)l2
· · ·
∑
[it∈{1,2,...,b(1−κ)Nc}∩R(jt)]
(
uit
∂
∂uit
)lt [
V˜b(1−κ)NcT˜N
]∣∣∣∣∣∣
UN,κ=(1,...,1)
=
1
V˜b(1−κ)NcT˜N
∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1 [
V˜b(1−κ)NcT˜N
]
 t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jwp )
lwp ,κ,N ∑
P∈Pt1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R1,w1,...,wp


∣∣∣∣∣∣∣
UN,κ=(1,...,1)
.
= S1 + S2 + S3;
where by induction hypothesis the degree of N in R1,w1,...,wp is less than
∑s
i=2 li−
∑p
i=1 lwi .
S1 =
 1V˜b(1−κ)NcT˜N
∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1 [
V˜b(1−κ)NcT˜N
]
×
 t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jwp )
lwp ,κ,N ∑
P∈Pt1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R1,w1,...,wp


∣∣∣∣∣∣∣
UN,κ=(1,...,1)
.
and
S2 =
l1
V˜b(1−κ)NcT˜N
∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
{(
ui1
∂
∂ui1
)l1−1 [
V˜b(1−κ)NcT˜N
]}
×

(
ui1
∂
∂ui1
) t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jwp )
lwp ,κ,N ∑
P∈Pt1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R1,w1,...,wp



∣∣∣∣∣∣∣
UN,κ=(1,...,1)
.
Indeed, S1 corresponds to the terms where all the differentiations
∂
∂ui1
are applied to
V˜b(1−κ)NcT˜N or ui1 ; S2 corresponds to the terms where all the differentiations
∂
∂ui1
except
one are applied to V˜b(1−κ)NcT˜N or ui1 , and S3 are all the other terms.
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By the definition of F
(j)
l,κ,N we have
S1 = F
(j1)
l1,κ,N
 t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jws )
lws ,κ,N ∑
P∈Ps1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R1,w1,...,wp
∣∣∣∣∣∣
UN,κ=(1,...,1)
.
By Lemma 6.6, we have
S2 =

 t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
p∑
x=1
F
(jw1 )
lw1 ,κ,N
. . . F
(jwx−1 )
lwx−1 ,κ,N
F
(jwx+1 )
lwx+1 ,κ,N
. . . F
(jws )
lws ,κ,N(G˜(j1,jx)κ,N,(l1,lx) +R1,x)
 ∑
P∈Ps1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R1,w1,...,wp

∣∣∣∣∣∣
UN,κ=(1,...,1)
,
where the degree of N in R1,x is less than l1 + lx.
Hence we have
S2 =

 t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
p∑
x=1
F
(jw1 )
lw1 ,κ,N
. . . F
(jwx−1 )
lwx−1 ,κ,N
F
(jwx+1 )
lwx+1 ,κ,N
. . . F
(jws )
lws ,κ,NG˜(j1,jx)κ,N,(l1,lx) ∑
P∈Pt1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+Rw1,...,wˆx,...,wp



∣∣∣∣∣∣∣
UN,κ=(1,...,1)
where the degree of N in Rw1,...,wˆx,...,wp is less than
∑t
i=2 li −
∑p
i=1 lwi .
Note that
S1 + S2 =
s∑
p=0
∑
[w1,...,wp∈{1,2,...,s}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jwt )
lwt ,κ,N ∑
P∈Ptw1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+Rw1,...,wp
∣∣∣∣∣∣
UN,κ=(1,...,1)
where the degree of N in Rw1,...,wp is less than
∑t
i=1 li −
∑p
i=1 lwi .
It remains to show that S3 does not contribute to the leading terms. Define
H˜j1,...,jp =
 ∑
P∈Pt1,w1,...,wp
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R1,w1,...,wp
 ;
By Lemma 6.5, the degree of N in H˜j1,...,jp
∣∣∣
UN,κ=(1,...,1)
is at most
∑t
i=2 li −
∑p
j=1 lwj .
Moreover, by Lemma 6.7, for any index i, the degree of N in ∂∂ui H˜j1,...,jp
∣∣∣
UN,κ=(1,...,1)
is less
than
∑t
i=2 li −
∑p
j=1 lwj .
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We write
1
V˜b(1−κ)NcT˜N
∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1 [
V˜b(1−κ)NcT˜N
]
 t−1∑
p=0
∑
[w1,...,wp∈{2,...,t}]
F
(jw1 )
lw1 ,κ,N
F
(jw2 )
lw2 ,κ,N
. . . F
(jwp )
lwp ,κ,N
H˜j1,...,jp
∣∣∣∣∣∣
UN,κ=(1,...,1)
.
as a sum of terms of the following form
lim
xa1 ,...,xar+1→ xj1
Syma1,...,ar+1xra1ul1−s0a˜1 (∂s1a˜1 [log T˜N ])d1 . . . (∂sta˜t [log T˜N ])dt∂f1a˜1F (jw1 )lw1 ,κ,N . . . ∂fpa˜1F (jwp )lwp ,κ,N∂h0a˜1 H˜j1,...,jp
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1)
(6.9)
where
• {a˜1, . . . , a˜r+1} ⊂ {1, 2, . . . , b(1− κ)N} ∩R(j1);
• s1 < s2 < . . . < st are positive integers;
• f1, . . . , fp, h0 are nonnegative integers;
•
r + s0 + s1d1 + . . .+ stdt + f1 + . . .+ fp + h0 = l1(6.10)
By Lemma 6.1, the degree of N in (∂s1a˜1 [log T˜N ])
d1 . . . (∂sta˜t [log T˜N ])
dt is at most d1 + . . .+dt;
therefore, the terms in (6.9) with highest degree of N has the form
Syma1,...,ar+1
xra1ul1a˜1(∂a˜1 [log T˜N ])d1∂f1a˜1F (jw1 )lw1 ,κ,N . . . ∂fpa˜1F (jwp )lwp ,κ,N∂h0a˜1 H˜j1,...,jp
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1)
(6.11)
where
s0 = d2 = . . . = dt = 0; s1 = 1.(6.12)
Let
B = {i ∈ {1, 2, . . . , p} : fi = 0}.
Then
(6.11) =
[∏
i∈B
F
(jwi )
lwi ,κ,N
]
S(u1, . . . , ub(1−κ)Nc)
where S(u1, . . . , ub1−κNc) is a symmetric function. It suffices to show that the degree of
N in S, except for S1 and S2, is less than
∑s
i=1 li −
∑
i∈B li. Note that the degree of
N in ∂a˜1 [log T˜N ])
d1 is at most d1 by Lemma 6.1. The summation over {a˜1, . . . , a˜r+1} ⊂
{1, 2, . . . , b(1−κ)N}∩R(j1) gives O(N r+1) terms. By Lemma 6.4, when i /∈ B, the degree
of N in ∂fia˜1F
(jwi )
lwi ,κ,N
is at most lwi . Therefore the degree of N in S(u1, . . . , ub(1−κ)Nc) is at
most
s∑
i=2
li −
p∑
i=1
lwi + d1 +
∑
i∈{1,2,...,p}\B
lwi + r + 1
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By (6.6) and (6.12), if |B| ≤ p − 2, r1 + d1 + 1 ≤ l1 − 1, then the degree of N in
S(u1, . . . , ub(1−κ)Nc) is at most
s∑
i=1
li −
∑
i∈B
li − 1
Therefore only the terms where at most one fi is nonzero contribute to the leading order.
In these terms if h0 > 0, then by Lemma 6.7, the degree of N is less than
∑s
i=1 li−
∑
i∈B li.
So only the terms where h0 = 0 and at most one fi is nonzero contribute to the leading
order. These terms are in S1 and S2. Then the proof is complete. 
Lemma 6.9. Let s, l1, . . . , ls be positive integers, and let j1, . . . , js ∈ {1, 2, . . . , n}. Then
1
V˜b(1−κ)NcT˜N
 ∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1
− E(j1)l1,κ,N
 · · ·
 ∑
[is∈{1,2,...,b(1−κ)Nc}∩R(js)]
(
uis
∂
∂uis
)ls [
V˜b(1−κ)NcT˜N
]
− E(js)ls,κ,N
∣∣∣∣∣∣
UN,κ=(1,...,1)
=
∑
P∈Ps∅
∏
(a,b)∈P
G˜
(ja,jb)
κ,N,(la,lb)
+R
∣∣∣∣∣∣
UN,κ=(1,...,1)
,
where the degree of N in R is less than
∑s
i=1 li.
Proof. The lemma follows from Lemma 6.8 by explicit computations. See also the proof of
Lemma 5.11 in [6]. 
Lemma 6.10. Let s, l1, . . . , ls be positive integers, and let j1, . . . , js ∈ {1, 2, . . . , n}. Let
P˜s∅ ⊂ Ps∅ consisting of all the pairings of {1, 2, . . . , s} such that in each pair (a, b) in the
pairing, ja = jb. Then
lim
N→∞
1
N l1+...+ls
1
V˜b(1−κ)NcT˜N
 ∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1
− E(j1)l1,κ,N
 · · ·
 ∑
[is∈{1,2,...,b(1−κ)Nc}∩R(js)]
(
uis
∂
∂uis
)ls [
V˜b(1−κ)NcT˜N
]
− E(js)ls,κ,N
∣∣∣∣∣∣
UN,κ=(1,...,1)
= lim
N→∞
1
N l1+...+ls
∑
P∈P˜s∅
∏
(a,b)∈P
G˜
(ja,ja)
κ,N,(la,lb)
∣∣∣∣∣∣∣
UN,κ=(1,...,1)
,
where the degree of N in R is less than
∑s
i=1 li.
Proof. The lemma follows from Lemma 6.9 and the fact that the degree of N in R, in
Lemma 6.9, is less than l1 + . . . + ls, and that the degree of N in G˜
(ja,jb)
κ,N,(la,lb)
is less than
la + lb if ja 6= jb.

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6.6. Integral formula for covariance. Assume that κ ∈ (0, 1) and k is a positive integer.
Let
p
(b(1−κ)Nc)
k =
b(1−κ)Nc∑
i=1
(λi + b(1− κ)Nc − i)k
where λ = (λ1, . . . , λb(1−κ)Nc) ∈ GTb(1−κ)Nc has the distribution ρb(1−κ)Nc as defined in
Lemma 3.4. Explicit computations show that
E
(
p
(b(1−κ)Nc)
l1
−Ep(b(1−κ)Nl1
)(
p
(b(1−κ)Nc)
l2
−Ep(b(1−κ)Nc)l2
)
(6.13)
· · ·
(
p
(b(1−κ)Nc)
ls
−Ep(b(1−κ)Nc)ls
)
=
∑
j1,...,js∈{1,2,...,n}
1
V˜b(1−κ)NcT˜N
 ∑
[i1∈{1,2,...,b(1−κ)Nc}∩R(j1)]
(
ui1
∂
∂ui1
)l1
− E(j1)l1,κ,N
 · · ·
 ∑
[is∈{1,2,...,b(1−κ)Nc}∩R(js)]
(
uis
∂
∂uis
)ls [
V˜b(1−κ)NcT˜N
]
− E(js)ls,κ,N
∣∣∣∣∣∣
UN,κ=(1,...,1)
Lemma 6.11.
lim
N→∞
1
N l1+l2
E
(
p
(b(1−κ)Nc)
l1
−Ep(b(1−κ)Nc)l1
)(
p
(b(1−κ)Nc)
l2
−Ep(b(1−κ)Nc)l2
)
=
n∑
j=1
lim
N→∞
1
N l1+l2
G˜
(j,j)
κ,N,(l1,l2)
∣∣∣∣∣∣
UN,κ=(1,...,1)
Proof. The lemma follows from (6.13), Lemma 6.10, Lemma 6.5, and the fact that
G˜
(j,j)
κ,N,(l1,l2)
∣∣∣
UN,κ=(1,...,1)
= G
(j,j)
κ,N,(l1,l2)

Therefore, in order to obtain an explicit integral formula for the covariance
lim
N→∞
1
N l1+l2
E
(
p
(b(1−κ)Nc)
l1
−Ep(b(1−κ)Nc)l1
)(
p
(b(1−κ)Nc)
l2
−Ep(b(1−κ)Nc)l2
)
;
It suffices to obtain an explicit integral formula for
lim
N→∞
1
N l1+l2
G˜
(j,j)
κ,N,(l1,l2)
∣∣∣∣
UN,κ=(1,...,1)
,
where 1 ≤ j ≤ N .
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We have
lim
N→∞
1
N l1+l2
G˜
(j,j)
κ,N,(l1,l2)
∣∣∣∣
UN,κ=(1,...,1)
= lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1
[
xra1u
l1
a˜1
(∂a˜1 [log T˜N ])
l1−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))
]
∂a˜1
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j)]
(s+ 1)!
lim
[xbw−→xj ], 1≤w≤s+1
Symb1,...,bs+1
c0x
s
b1
ul2
b˜1
(∂b˜1 [log T˜N ])
l2−s
(xb1ub˜1 − xb2ub˜2) . . . (xb1ub˜1 − xbs+1ub˜s+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
We consider the following cases
• If {a1, . . . , ar+1} ∩ {b1, . . . , bs+1} = ∅, we have
∂a˜1(∂b˜1 [log T˜N ])
l2−s = (l2 − s)(∂b˜1 [log T˜N ])l2−s−1∂a˜1(∂b˜1 [log T˜N ])
where the degree of N , when UN,κ = (1, . . . , 1), is at most l2 − s − 1. By Lemma
6.1 and Lemma 6.2, and note that
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we have
I1 : = lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1
[
xra1u
l1
a˜1
(∂a˜1 [log T˜N ])
l1−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))
]
∂a˜1
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}=∅]
(s+ 1)! lim
[xbw−→xj ], 1≤w≤s+1
Symb1,...,bs+1
c0x
s
b1
ul2
b˜1
(∂b˜1 [log T˜N ])
l2−s
(xb1ub˜1 − xb2ub˜2) . . . (xb1ub˜1 − xbs+1ub˜s+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
= lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1
[
xra1u
l1
a˜1
[Aj(ua˜1)N ]
l1−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))
]
 l2∑
s=0
(
l2
s
)
(l2 − s)
∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}=∅]
(s+ 1)! lim
[xbw−→xj ], 1≤w≤s+1
Symb1,...,bs+1
xsb1u
l2
b˜1
([Aj(ub˜1)N ])
l2−s−1Bj(ua˜1 , ub˜1)
(xb1ub˜1 − xb2ub˜2) . . . (xb1ub˜1 − xbs+1ub˜s+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
where
Aj(z) =
{
κ
n
∑
l∈I2∩{1,2,...,n}
ylx1
1+ylx1z
− κn n−1z + 1nH ′mi(z), if j = 1;
−κn n−jz + 1nH ′mj (z), if 2 ≤ j ≤ n
(6.14)
and
Bj(z, w) =
∂2
∂z∂w
[
log
(
1− (z − 1)(w − 1)zH
′
mj (z)− wH ′mj (w)
z − w
)]
(6.15)
By Lemma 4.2, we obtain
I1 ≈ lim
N→∞
1
N l1+l2
l1−1∑
r=0
l1!
(l1 − 1− r)!r!
∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
∂r
∂zr
[
zl1 [NAj(z)]
l1−1−r
] [ l2∑
s=0
l2!
(l2 − s− 1)!s!∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}=∅]
∂s
∂ws
[
wl2 [NAj(w)]
l2−s−1Bj(z, w)
]∣∣∣
(z,w)=(1,1)
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By the residue theorem, we deduce that
I1 ≈ lim
N→∞
1
N l1+l2
l1−1∑
r=0
l1!
(l1 − 1− r)!
∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
Resz=1
(
zl1 [NAj(z)]
l1−1−r
(z − 1)r+1l2−1∑
s=0
l2!
(l2 − s− 1)!
∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}=∅]
Resw=1
[
wl2 [NAj(w)]
l2−s−1Bj(z, w)
(w − 1)s+1
])
≈ 1
(2pii)2
lim
N→∞
1
N l1+l2
∮
|z−1|=
(b(1− κ)Nc
n
z
z − 1 + zNAj(z)
)l1
∮
|w−1|=
(b(1− κ)Nc
n
w
w − 1 + wNAj(w)
)
Bj(z, w)dwdz
=
1
(2pii)2
∮
|z−1|=
(
1− κ
n
z
z − 1 + zAj(z)
)l1 ∮
|w−1|=
(
1− κ
n
w
w − 1 + wAj(w)
)l2
Bj(z, w)dwdz
• If |{a1, . . . , ar+1} ∩ {b1, . . . , bs+1}| ≥ 2, then the degree of N in these terms is at
most
l2 − s+ l1 − 1− r + r + 1 + s+ 1− 2 = l1 + l2 − 1 < l1 + l2,
therefore the contribution of these terms to the limit is 0.
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• If |{a1, . . . , ar+1} ∩ {b1, . . . , bs+1}| = 1. Then
I2 : = lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1
[
xra1u
l1
a˜1
(∂a˜1 [log T˜N ])
l1−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))
]
∂a˜1
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),|{a1,...,ar+1}∩{b1,...,bs+1}|=1]
(s+ 1)! lim
[xbw−→xj ], 1≤w≤s+1
Symb1,...,bs+1
c0x
s
b1
ul2
b˜1
(∂b˜1 [log T˜N ])
l2−s
(xb1ub˜1 − xb2ub˜2) . . . (xb1ub˜1 − xbs+1ub˜s+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
= lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1
[
xra1u
l1
a˜1
[Aj(ua˜1)N ]
l1−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))
]
∂a˜1
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),|{a1,...,ar+1}∩{b1,...,bs+1}|=1]
(s+ 1)! lim
[xbw−→xj ], 1≤w≤s+1
Symb1,...,bs+1
xsb1u
l2
b˜1
([Aj(ub˜1)N ])
l2−s
(xb1ub˜1 − xb2ub˜2) . . . (xb1ub˜1 − xbs+1ub˜s+1)
∣∣∣∣∣∣
UN,κ=(1,...,1)
By Lemma 4.2, we deduce
I2 : = I3 + I4
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where
I3 : = lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
∂r
∂ura˜1
[
ul1a˜1 [Aj(ua˜1)N ]
l1−1−r
]
∂a˜1
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}={b1}]
∂s
∂us
b˜1
(
ul2
b˜1
[Aj(ub˜1)N ]
l2−s
)]∣∣∣∣∣
UN,κ=(1,...,1)
;
= lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
∂r
∂ura˜1
[
ul1a˜1 [Aj(ua˜1)N ]
l1−1−r
]
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}={b1}]
∂s+1
∂us+1
b˜1
(
ul2
b˜1
[Aj(ub˜1)N ]
l2−s
)]∣∣∣∣∣
UN,κ=(1,...,1)
;
and
I4 = lim
N→∞
1
N l1+l2
l1
l1−1∑
r=0
(
l1 − 1
r
) ∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
∂r
∂ura˜1
[
ul1a˜1 [Aj(ua˜1)N ]
l1−1−r
]
∂a˜1
 l2∑
s=0
(
l2
s
) ∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),{a1,...,ar+1}∩{b1,...,bs+1}={bj},j 6=1]
∂s
∂us
b˜1
(
ul2
b˜1
[Aj(ub˜1)N ]
l2−s
)]∣∣∣∣∣
UN,κ=(1,...,1)
;
= 0.
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By the residue theorem, we infer
I2 = lim
N→∞
1
N l1+l2
l1−1∑
r=0
l1!
(l1 − 1− r)!
∑
[{a1−N+b(1−κ)Nc,...,ar+1−N+b(1−κ)Nc}∈{1,2,...,b(1−κ)Nc}∩R(j)]
Resz=ua˜1
[
zl1 [Aj(z)N ]
l1−1−r
(z − 1)r+1
]
 l2∑
s=0
l2!
(l2 − s)!
∑
[{b1−N+b(1−κ)Nc,...,bs+1−N+b(1−κ)Nc}⊂{1,2,...,b(1−κ)Nc}∩R(j),|{a1,...,ar+1}∩{b1,...,bs+1}|=1]
(s+ 1)Resw=ub˜1
(
wl2 [Aj(w)N ]
l2−s
(w − 1)s+2
)]∣∣∣∣
UN,κ=(1,...,1)
= lim
N→∞
1
N l1+l2
1
(2pii)2
∮
|z−1|=
(b(1− κ)Nc
n
z
z − 1 +NzAj(z)
)l1
∮
|w−1|=
(b(1− κ)Nc
n
w
w − 1 +NzAj(w)
)l2 1
(z − w)2dwdz
=
1
(2pii)2
∮
|z−1|=
(
(1− κ)
n
z
z − 1 + zAj(z)
)l1
∮
|w−1|=
(
(1− κ)
n
w
w − 1 + wAj(w)
)l2 1
(z − w)2dwdz
Then we have the following proposition
Proposition 6.12.
lim
N→∞
1
N l1+l2
E
(
p
(b(1−κ)Nc)
l1
−Ep(b(1−κ)Nc)l1
)(
p
(b(1−κ)Nc)
l2
−Ep(b(1−κ)Nc)l2
)
=
n∑
j=1
1
(2pii)2
∮
|z−1|=
(
(1− κ)
n
z
z − 1 + zAj(z)
)l1
∮
|w−1|=
(
(1− κ)
n
w
w − 1 + wAj(w)
)l2 [
Bj(z, w) +
1
(z − w)2
]
dwdz
where for 1 ≤ j ≤ n, Aj(z) and Bj(z, w) are given by (6.14), (6.15).
6.7. Central limit theorem in multiple levels. Let
1 ≥ κ1 ≥ κ2 ≥ . . . ≥ κk > 0
1 ≤ n1 ≤ n2 . . . ≤ nk ≤ 2N + 1;
such that for 1 ≤ i ≤ k,
bni
2
c = b(1− κi)Nc.
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and
UN,κ1,...,κk,X =
(
u1,1x1+N−b(1−κ1)Nc,N , u2,1x2+N−b(1−κ1)Nc,N , . . . , ub(1−κ1)Nc,1xN,N ;
u1,2x1+N−b(1−κ2)Nc,N , u2,2x2+N−b(1−κ2)Nc,N , . . . , ub(1−κ2)Nc,2xN,N
. . .
u1,kx1+N−b(1−κk)Nc,N , u2,kx2+N−b(1−κk)Nc,N , . . . , ub(1−κk)Nc,kxN,N
)
Let Sρ,X(UN,κ1,...,κs,X) be the multi-dimensional Schur generating function as defined in
4.9, where ρ is the joint distribution of partitions on the n1th, n2th, . . . , nkth row of the
square-hexagon lattice, counting from the top. Then explicit computations show that
Ep
(b(1−κ1)Nc)
l1
p
(b(1−κ2)Nc)
l2
· · · p(b(1−κk)Nc)lk
= D(n1)l1 D
(n2)
l2
. . .D(nk)lk Sρ,X(UN,κ1,...,κk,X)
∣∣∣
(u1,s,...,ubns2 c,s
)=(1,...,1), ∀1≤s≤k
where D(ni)li is defined in (4.19).
Lemma 6.13. Suppose the assumptions in Lemma 4.10 hold. For 1 ≤ s ≤ k, let
ts = N − bns
2
c.
Let
D
(ns)
ls
:=
1
Vˆbns
2
c
(
N∑
i=ts+1
(
ui
∂
∂ui
)ls)
Vˆbns
2
c,
where Vˆbns
2
c is the Vandermonde determinant on bns2 c variables u1xts+1, u2xts+2, . . . , ubns2 cxN .
Then
D(n1)l1 D
(n2)
l2
. . .D(nk)lk Sρ,X(UN,κ1,...,κk,X)
∣∣∣
(u1,s,...,ubns2 c,s
)=(1,...,1), ∀1≤s≤k
=
1
Sρbn1
2
c, X(UN,κ1,X)
D
(n1)
l1
Sρbn12 c,X(UN,κ1,X)
Sρbn22 c,X(UN,κ2,X)
D
(n2)
l2
. . .
Sρbnk−12 c,X(UN,κk−1,X)
Sρbnk2 c,X(UN,κk,X)
D
(nk)
lk
{
Sρbnk2 c,X(UN,κk,X)
}∣∣∣∣
(u1,...,uN )=(1,...,1)
where Sρbnk2 c,X(UN,κk,X) is the one-dimensional Schur generating function defined as in
Definition 3.1, and ρnk
2
is a probability measure on GT+bnk
2
c defined as in Lemma 3.4.
Proof. The lemma follows from same arguments as the proof of Lemma 4.11. 
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For 1 ≤ s ≤ N , let F (s)k,κ,N be defined as in (6.4). Let
G˜
(j,s)
κ1,κ2,N,(k,l)
= k
k−1∑
r=0
(
k − 1
r
) ∑
[{a1−N+b(1−κ1)Nc,...,ar+1−N+b(1−κ1)Nc}∈{1,2,...,b(1−κ1)Nc}∩R(j)]
(r + 1)!
lim
[xa1 ,...,xar+1−→xj ]
Syma1,...,ar+1 xra1uk−s0a˜1 ∂a˜1 [F (s)l,κ2,N ](∂a˜1 [log T˜N,κ1 ])k−1−r
(xa1ua˜1 − xa2ua˜2) . . . (xa1ua˜1 − xar+1ua˜r+1))

where
T˜N =
∏
l∈{1,...,N−b(1−κ1)Nc}∩I2
b(1−κ1)Nc∏
j=1
(
1 + ylxN−b(1−κ)Nc+juj
1 + ylxN−b(1−κ)Nc+j
)
×
(
r∏
i=1
sφ(j(i),σ0)(N)
(
ui, un+i . . . , uqN,κn+i, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(j(i),σ0)(N)
(
ui, un+i . . . , u(qN,κ−1)n+i, 1, . . . , 1
))
×
 ∏
N−b(1−κ)Nc+1≤i≤N, 1≤j≤N−b(1−κ)Nc, i˜∈R(p),j˜∈R(q),p<q
1
xiui˜ − xj
 (1 + o(1))
Lemma 6.14.
lim
N→∞
1
N l1+...+ls
E
(
p
(b(1−κ1)Nc)
l1
−Ep(b(1−κ1)Nl1
)(
p
(b(1−κ2)Nc)
l2
−Ep(b(1−κ2)Nc)l2
)
· · ·
(
p
(b(1−κk)Nc)
ls
−Ep(b(1−κk)Nc)ls
)
= lim
N→∞
1
N l1+...+ls
∑
P∈P˜s∅
∏
(a,b)∈P
G˜
(ja,ja)
κa,κb,N,(la,lb)
∣∣∣∣∣∣∣
UN,κ=(1,...,1)
Proof. The lemma follows from similar arguments as the proof of Lemma 6.10. 
Proposition 6.15. Assume κ1, κ2 ∈ (0, 1)
lim
N→∞
1
N l1+l2
E
(
p
(b(1−κ1)Nc)
l1
−Ep(b(1−κ1)Nc)l1
)(
p
(b(1−κ2)Nc)
l2
−Ep(b(1−κ2)Nc)l2
)
=
n∑
j=1
1
(2pii)2
∮
|z−1|=
(
(1− κ1)
n
z
z − 1 + zAj(z)
)l1
∮
|w−1|=
(
(1− κ2)
n
w
w − 1 + zAj(w)
)l2 [
Bj(z, w) +
1
(z − w)2
]
dwdz
where for 1 ≤ j ≤ n, Aj(z) and Bj(z, w) are given by (6.14), (6.15).
Proof. The proposition follows from similar arguments as the proof of Proposition 6.12. 
Then we have the following theorem:
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Theorem 6.16. Assume κ1, κ2 ∈ (0, 1). Then the random variables
{
1
N l
[p
b(1−κ)Nc
l −Epb(1−κ)Ncl ]
}
l,κ
converge in distribution to a mean 0 Gaussian vector with covariance given by Proposition
6.15. Moreover, each 1
N l
[p
b(1−κ)Nc
l − Epb(1−κ)Ncl ] converge in distribution to the sum of n
independent mean 0 Gaussian random variables.
7. Gaussian free field in uniform boundary condition
7.1. Height function. Let R(Ω(N), cˇ) be a contracting square-hexagon lattice. Assume
that the edge weights of SH(cˇ) satisfy Assumption 2.1.
The planar dual graph SH∗(cˇ) of SH(cˇ) is obtained by placing a vertex of SH∗(cˇ) inside
each face of SH(cˇ); two vertices of SH∗(cˇ) are adjacent, or joined by an edge in SH∗(cˇ), if
and only if the two corresponding faces of SH(cˇ) share an edge of SH(cˇ).
We place a vertex of SH∗(cˇ) at the center of each face of SH(cˇ), and obtain an embedding
of SH∗(cˇ) into the plane. Each face of SH∗(cˇ) is either a triangle or a square, depending
on whether the corresponding vertex of SH(cˇ) inside the dual face in SH∗(cˇ) is degree-3 or
degree-4.
For a contracting square-hexagon lattice R(Ω, cˇ), let R∗(Ω, cˇ) be a finite triangle-square
lattice such that
• R∗(Ω, cˇ) is a finite subgraph of SH∗(cˇ) as constructed above; and
• R(Ω, cˇ) is the interior dual graph of R∗(Ω, cˇ).
In other words, R∗(Ω, cˇ) is the subgraph of SH∗(cˇ) consisting of all the faces of SH∗(cˇ)
corresponding to vertices of R(Ω, cˇ); see Figure 7.1.
Definition 7.1. Let M ∈M(Ω, cˇ) be a perfect matching of a contracting square-hexagon
lattice R(Ω, cˇ). We color the vertices of R(Ω, cˇ) by black and white such that vertices of
the same color cannot be adjacent and the boundary row of R(Ω, cˇ) on the bottom consists
of white vertices. A height function hM is an integer-valued function on vertices of R∗(Ω, cˇ)
that satisfies the following property.
Let f1, f2 be a pair of adjacent vertices of R∗(Ω, cˇ). Let (f1, f2) denote the non-oriented
edge ofR∗(Ω, cˇ) with endpoints f1 and f2; and let [f1, f2〉 (resp. [f2, f1〉) denote the oriented
edge starting from f1 (resp. f2) and ending in f2 (resp. f1).
• if (f1, f2) is a dual edge crossing a NW-SE edge or a NE-SW edge of SH(cˇ),
– if the oriented dual edge [f1, f2〉 crosses an absent edge e of SH(cˇ) in M then
hM (f2) = hM (f1) + 1 if [f1, f2〉 has the white vertex or e on the left, and
hM (f2) = hM (f1)− 1 otherwise.
– if an oriented dual edge [f1, f2〉 crosses a present edge e of SH(cˇ) in M then
hM (f2) = hM (f1) − 3 if [f1, f2〉 has the white vertex of e on the left, and
hM (f2) = hM (f1) + 3 otherwise.
• if (f1, f2) is a dual edge crossing a vertical edge of SH(aˇ).
– If an oriented dual edge [f1, f2〉 crosses an absent edge e of SH(cˇ) in M , then
hM (f2) = hM (f1) + 2 if [f1, f2〉 has the white vertex of e on the left, and
hM (f2) = hM (f1)− 2 otherwise.
– If an oriented dual edge [f1, f2〉 crosses a present edge e of SH(cˇ) in M then
hM (f2) = hM (f1) − 2 if [f1, f2〉 has the white vertex of e on the left, and
hM (f2) = hM (f1) + 2 otherwise.
• hM (f0) = 0, where f0 is the lexicographic smallest vertex of R∗(Ω, cˇ).
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Figure 7.1. Contracting square-hexagon lattice R(Ω, cˇ), dual graph
R∗(Ω, cˇ) and height function on the boundary. The black lines represent
the graph R(Ω, cˇ), the gray lines represent boundary edges of R(Ω, cˇ), the
red lines represent the dual graph R∗(Ω, cˇ), and the height function is de-
fined on vertices of the dual graph. The values of the height function on
the boundary vertices of R∗(Ω, cˇ) are also shown in the figure.
It is straightforward to verify that the height function above is well-defined, by checking
that around either a degree-3 vertex or a degree-4 vertex, the total height change is 0.
Moreover, since none of the boundary edges of R(Ω, cˇ) (by boundary edges we mean edges
of SH(cˇ) joining exactly one vertex of R(Ω, cˇ) and one vertex outside R(Ω, cˇ)) are present
in any perfect matching of R(Ω, cˇ), the height function restricted on the boundary vertices
of R∗(Ω, cˇ) is fixed and independent of the random perfect matching; see Figure 7.1.
Theorem 7.2. (Law of large numbers for the height function.) Assume that the assump-
tions of Proposition 3.6 hold.
Let ρkN be the measure on the configurations of the kth row, and let κ ∈ (0, 1), such that
k = [2κN ]. Let mκ be the limit of the counting measures m(ρkN ) in probability as N →∞
with moments given by (3.6)
Define
h(χ, κ) := 2
2(1− κ)∫ χ− κr2n1−κ
0
dmκ − 2χ+ 2κ
(7.1)
Then the random height function hM associate to a random perfect matching M , as defined
by Definition 7.1, has the following law of large numbers
hM ([χN ], [κN ])
N
→ h(χ, κ),when N →∞
where χ, κ are new continuous parameters of the domain.
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Proof. Same arguments as in the proof of Theorem 3.24 in [5]. 
7.2. Variational principle and complex Burger’s equation. Let SH(cˇ) be the whole
plane square hexagon lattice with edge weights assigned as in Assumption 2.1 and periodi-
cally with period n such that (3.4) and (3.5) hold. Then Z2 acts on SH(cˇ) by vertex-color-
preserving and edge-weight-preserving isomorphisms of SH(cˇ). Let SH1(cˇ) be the quotient
graph of SH(cˇ) under the action of Z2. The graph SH1(cˇ) is called a fundamental domain
of SH(cˇ), which a finite graph that can be embedded into a torus.
Let γx and γy be two directed simple cycles winding once around the two homology
generators of the torus where SH1(cˇ) is embedded. Assume the edge weights of the square-
hexagon lattice satisfy Assumption 2.1. We shall modify the edge weights of the graph
and construct a modified weighted adjacency matrix (Kasteleyn matrix) for SH1(cˇ), which
plays an essential role in the analysis of periodic dimer models, see [19, 18, 22].
• Multiply all the edge weights xi by −1. This way around each face of degree 4,
there are an odd number of “−” signs multiplied by edge weights; while around
each face of degree 6, there are an even number of “−” signs multiplied by edge
weights.
• Multiply the weight of each edge crossed by γx with w (resp. w−1) if the black
vertex of the edge is on the left (resp. right) of the path; then multiply the weight
of each edge crossed by γy with z (resp. z
−1) if the black vertex of the edge is on
the left (resp. right) of the path.
Let K(z, w) be the weighted adjacency matrix of SH1(cˇ) with respect to the modified edge
weights after the multiplication above. More precisely, the rows of K(z, w) are labeled
by white vertices of SH1(cˇ), while the columns of K(z, w) are labeled by black vertices of
SH1(cˇ). For a black vertex B and a white vertex W of G1; the entry KBW (z, w) = 0 if
B and W are not adjacent; if B and W are joined by an edge eBW in SH1(cˇ), then the
entry KBW (z, w) is the modified weight of the edge eBW . Let P (z, w) = detK(z, w) be the
characteristic polynomial. See [25] for more results about the characteristic polynomial
and the phase transitions of the dimer model on a bipartite, periodic graph.
Example 7.3. Consider a fundamental domain of a square-hexagon lattice as illustrated
in Figure 7.2. We have
K(z, w) =
(
z − x2 w
1 + y2z z − x1
)
and
P (z, w) = detK(z, w) = (z − x1)(z − x2)− w(1 + y2z).
Proposition 7.4. Let h be the limit height function as given by (7.1). In the liquid region,
we have (
1
4
∂h
∂x
+
1
2
,
1
4
∂h
∂y
+
n
2
)
=
1
pi
(argz,−argw),
where the functions z and w solve the differential equation
zy
z
+
wx
w
= 0;(7.2)
and the algebraic equation P (z, w) = 0.
Proof. Same arguments as the proof of Theorem 1 in [24]; see also [10]. 
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γx
γx
γy γy
−x1 −x1 −x1 −x1
y2 y2 y2
−x2 −x2 −x2 −x2
−x1 −x1 −x1
−x2 −x2 −x2
Figure 7.2. A fundamental domain in a periodic square-hexagon lattice.
The subgraph bounded by the dashed lines is a fundamental domain.
When the edge weights satisfy Assumptions 2.1 and 3.2, we can choose a fundamental
domain such that P (z, w) is linear in w. More precisely, when the period of the graph is
1 × n, each row of the weighted adjacency matrix K(z, w) has exactly two non-vanishing
entries. Choose a fundamental domain consisting of 2n rows and 2 columns such that the
topmost row is a row of white vertices, and the rightmost column is a column of white
vertices. Assume γx is oriented from the left to the right and γy is oriented from the top to
the bottom. Let SH1(cˇ) be the toroidal graph constructed from the fundamental domain
above by identifying the left and right boundary as well as the top and bottom boundary.
Let vb be a white vertex of SH1(cˇ). The following cases might occur
• If vb has degree 3,
– when the vertex is not incident to an edge crossed by γx, the two non-vanishing
entries of K(z, w) on the row corresponding to vb are z − xi and 1;
– when the vertex is incident to an edge crossed by γx;, the two non-vanishing
entries of K(z, w) on the row corresponding to vb are z − xn and w;
• If vb has degree 4
– when the vertex is not incident to an edge crossed by γx, the two non-vanishing
entries of K(z, w) on the row corresponding to vb are z − xi and 1 + yi+1z;
– when the vertex is incident to an edge crossed by γx;, the two non-vanishing
entries of K(z, w) on the row corresponding to vb are z−xn−1 and w(1+ynz);
In the toroidal graph SH1(cˇ), each vertex is adjacent to exactly two vertices, with
possible multiple edges joining two adjacent vertices. We may consider SH1(cˇ) with vertices
located on a circle, then P (z, w) = detK(z, w) counts the (signed) partition function of
dimer configurations on the circle.
Solving the equations P (z, w) = 0 for w, we have
w = R(z),
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where R(z) is a rational function of z (quotient of two polynomials in w). By the explana-
tions above, R(z) can be written down explicitly as
R(z) =
∏n
i=1(z − xi)∏
j={1,2,...,n}∩I2(1 + yjz)
.
Therefore given P (z, w) = 0, (7.2) becomes
zx +
R(z)
zR′(z)
zy = 0.(7.3)
Lemma 7.5. Let z be a solution of the following equation
Fκ,m(z) =
χ
1− κ,(7.4)
in the upper half plane, then z also satisfies the differential equation (7.3).
Proof. Differentiate (7.4) with respect to χ and κ, we have
∂z
∂χ
∂z
∂κ
=
1
− zn
∑
i∈I2∩{1,2,...,n}
yi
1+yiz
+
∑n
j=1
z
n(z−xj)
(7.5)
Given the different scalings of (x, y) and (χ, κ), (more precisely, in the (x, y)-system, we
assume each fundamental domain has height 1 and width 1; while in the (χ, κ) system, we
assume each fundamental domain has width 1 and height n). Then we have
∂
∂x
=
∂
∂χ
and
∂
∂y
= n
∂
∂κ
The right hand side of (7.5) divided by n is exactly R(z)zR′(z) . 
Lemma 7.6. Assume all the edge weights xj’s are distinct. Let m ≥ 1 be a positive integer.
Then
(1) For κ = 0 and any χ ∈ (0,m), the equation
F0,m(z) = χ(7.6)
has a unique root satisfying
Arg(z) =
pi
m
(2) For each z satisfying Arg(z) = pim , there exists χ ∈ (0,m) such that equation (7.6)
holds.
Proof. We first prove Part (1). The equation (7.6) has the following form
1
n
n∑
j=0
mzm
zm − xmj
= χ.
Let m
√
a be the nonnegative mth root of a nonnegative number a. Assume z = m
√
Re
ipi
m ,
where R = |zm| ≥ 0, then we have
1
n
n∑
j=1
−mR
−R− xmj
= χ.(7.7)
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It suffices to show that (7.7) has a unique solution in R ∈ [0,∞). Explicit computations
show that (7.7) is equivalent to the following equation
f(−R) :=
n∑
j=1
(−mR)
∏
i∈{1,2,...,n},i 6=j
(−R− xmi )− χn
n∏
i=1
(−R− xmi ) = 0.
Without loss of generality, assume that
0 < x1 < x2 < . . . < xn.
We have
sgn[f(xmi )] = (−1)n−i.
Moreover, when χ > 0,
sgn[f(0)] = (−1)n+1.
Given χ < m, we have
sgn[f(−∞)] = (−1)n,
Therefore, the equation f(z) = 0 has a solution in each one of the following intervals
(−∞, 0), (xm1 , xm2 ), (xm2 , xm3 ) . . . , (xmn−1, xmn ).
Given χ < m, f(z) is a degree-n polynomial and has at most n distinct roots in C.
Therefore, we have f(z) has exactly one root each one of the above intervals, and Part (1)
of the lemma follows.
Now we prove Part (2) of the lemma. Let
g(t) =
1
n
n∑
j=1
mt
t+ xmj
Then
g′(t) =
1
n
n∑
j=1
mxmj
(t+ xmj )
2
> 0
for any t ∈ R. Moreover
g(0) = 0, lim
t→∞ g(t) = m.
Then Part (2) of the Lemma follows. 
Lemma 7.7. Assume all the edge weights xj’s are distinct. Let m ≥ 1 be a positive integer.
Assume
|I2 ∩ {1, 2, . . . , n}| = r.
For each κ ∈ [0, 1] and each χ ∈ [0,m], the equation
Fκ,m(z) =
χ
1− κ(7.8)
has a unique root z0(χ, κ) satisfying
(1) Argz0(χ, 0) =
pi
m .
(2) z0(0, κ) = 0.
(3) limχ→m+( rn−1)κ z0 (χ, κ) =∞.
(4) z0(χ, 1) ∈ [0,+∞).
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(5) z0(χ, κ) is continuous in (χ, κ).
Proof. Let
gm−1,j(z) =
m−1∑
k=0
zkxm−1−kj .
Then when κ = 1, the equation (1− κ)Fκ,m = χ has the following form
p(z) :=
z
n
∑
i∈I2∩{1,2,...,n}
yi
1 + yiz
+
z
n
n∑
j=1
∂gm−1,j(z)
∂z
gm−1,j(z)
− χ = 0.
Note that p(z) is well-defined on (0,+∞), since gm−1,j(z) > 0 whenever z > 0. When
χ ∈ (0,m− 1 + rn), we have
p(0) < 0; and p(+∞) > 0.
Moreover, we have
Lemma 7.8.
p′(z) > 0
when z ∈ (0,+∞) and xi, yj > 0.
Proof. Note that
p′(z) =
1
n
∑
i∈I2∩{1,2,...,n}
yi
(1 + yiz)2
+
1
n
n∑
j=1
(zg′m−1,j)
′gm−1,j − z(g′m−1,j)2
g2m−1,j
It suffices to show that for z > 0, xi > 0, we have
Tm(z) := (zg
′
m−1,j)
′gm−1,j − z(g′m−1,j)2 ≥ 0.(7.9)
We prove (7.9) by induction on m. When m = 1, we have gm−1,j = 1 and Tm(z) = 0.
Assume (7.9) holds when m = l − 1, l ≥ 2. When m = l, we have
gl−1,j = zgl−2,j + xm−1j ;
and
Tl(z) = [zgl−2,j + z2g′l−2,j ]
′(zgl−2,j + xl−1j )− z(gl−2,j + zg′l−2,j)2
= z2Tl−1(z) + xl−1j gl−2,j + zx
l−1
j (3g
′
l−2,j + g
′′
l−2,j) > 0
Since Tl−1(z) > 0 by induction hypothesis, gl−2,j > 0, g′l−2,j > 0 and g
′′
l−2,j > 0. Then the
lemma follows. 
Hence p(z) = 0 has exactly one root in (0,∞) when χ ∈ (0,m − 1 + rn). The root
converges to 0 when χ goes to 0, and the root approaches +∞ when χ goes to m− 1 + rn .
The fact that there is a unique root of (7.8) satisfying Condition (1) follows from Lemma
7.6. The root when κ = 0 satisfying condition (1) and the root when κ = 1 satisfying
condition (4) can be considered as boundary conditions for the Burgers equation. More
precisely, the slope of height is 1m on the bottom boundary κ = 0 of the rescaled square-
hexagon lattice R, while the slope of height is 0 on the top boundary κ = 1. Since the
surface tension function is strictly convex in the liquid region, the solution of the Burgers
equations satisfying the given boundary conditions is unique; see [10, 24]. By Lemma 7.5,
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a root satisfying (1)-(5) is also a solution of the Burgers equation satisfying given boundary
conditions, then the lemma follows.

Lemma 7.9. Let L be liquid region of the limit shape, defined by
(1) the region is a subset of
R :=
{
(χ, κ) : 0 ≤ κ < 1; 0 < χ < m+
( r
n
− 1
)
κ
}
(2) the solution z0(χ, κ) of Fκ,m(z) =
χ
1−κ given as in Lemma 7.7 remains non-real in
the region;
(3) the region includes the bottom boundary κ = 0, 0 < χ < m when m ≥ 2.
Let Lo be the interior of L Let TL be a mapping on L which maps each point (χ, κ) ∈ L to
z0(χ, κ). Then restricted on Lo, TL is a homeomorphism from the interior of Lo to TL(Lo),
where
TL(Lo) =
{
z ∈ C : 0 < Argz < pi
m
}
and Argz is the principal argument of z.
Proof. First we show that TL is one-to-one from L to TL(L). Let
U(z) =
z
n
∑
i∈{1,2,...,n}∩I2
yi
1 + yiz
;
V (z) =
z
n
n∑
j=1
1
z − xj
W (z) =
z
n
n∑
j=1
(
mzm−1
zm − xmj
− 1
z − xj
)
Then if z is a solution of Fκ,m(z) =
χ
1−κ , we have Fκ,m(z) =
χ
1−κ . Hence we can solve for
χ and κ in terms of z as follows
χL(z)(7.10)
=
W (z)U(z) + V (z)U(z)− U(z)V (z)−W (z)V (z)−W (z)U(z) +W (z)V (z)
U(z)− U(z)− V (z) + V (z)
κL(z) =
W (z)−W (z) + V (z)− V (z)
U(z)− U(z)− V (z) + V (z)(7.11)
Therefore TL is one-to-one from Lo to TL(Lo). From the expression of TL, χL and κL it is
straightforward to see that both TL and χL, κL are continuous.
Then we claim that
Lo = L \ {κ = 0};(7.12)
and Lo is connected. To see why that is true, let (χ1, κ1) ∈ L\{κ = 0} and z1 = TL(χ1, κ1).
From the definition of L, we have z1 /∈ R. Note that z1 be the root of Fκ1(z) = χ11−κ1 as
given by Lemma 7.7. Given 0 < κ1 < 1, we obtain
z1 /∈ {xje 2tpim : 1 ≤ j ≤ n, 1 ≤ t ≤ m}.
We shall show that (χ2, κ2) ∈ L\{κ = 0} whenever |χ1−χ2| and |κ1−κ2| are sufficiently
small. Fix  > 0 such that
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•
B(z1, ) ∩ [R ∪ {xje 2tpim : 1 ≤ j ≤ n, 1 ≤ t ≤ m}] = ∅(7.13)
•
inf
z∈∂B(z1,)
∣∣∣∣Fκ1(z)− χ11− κ1
∣∣∣∣ > 0;
• Fκ1(z) = χ11−κ1 has a unique zero in B(z1, ).• B(z1, ) ⊂ R.
By (7.13) ∣∣∣∣Fκ1(z)− χ11− κ1 − Fκ2(z) + χ21− κ2
∣∣∣∣ < ,
for any  > 0, whenever |χ1 − χ2| and |κ1 − κ2| are sufficiently small, and z ∈ B(z1, ).
Therefore when |χ1 − χ2| and |κ1 − κ2| are sufficiently small, we have∣∣∣∣Fκ1(z)− χ11− κ1
∣∣∣∣ > ∣∣∣∣Fκ1(z)− χ11− κ1 − Fκ2(z) + χ21− κ2
∣∣∣∣ .
for any z ∈ ∂B(z1, ). By Rouche´’s theorem, Fκ2(z) − χ21−κ2 has a root in B(z1, ), which
is as described in Lemma 7.7. Hence (χ2, κ2) ∈ L \ {κ = 0}, and we obtain (7.12). The
statement that Lo is connected follows from the fact that L is connected and that for any
point (χ, 0) with 0 < χ < L there is a neighborhood Bδ(χ, 0) such that Bδ(χ, 0) ∩R ∈ L.
Now we claim that
TL(Lo) ⊆
{
z ∈ C : 0 < Argz < pi
m
}
(7.14)
To see why that is true, assume there exists a point c ∈ TL(Lo) \
{
z ∈ C : 0 < Argz < pim
}
.
Since TL(Lo)∩
{
z ∈ C : 0 < Argz < pim
} 6= ∅, we can find c1 ∈ TL(Lo)∩{z ∈ C : 0 < Argz < pim}.
Let d, d1 ∈ Lo such that
TL(d) = c; TL(d1) = c1
Since R is connected, we can find a path pdd1 in R joining d and d1 such that pdd1 ∩ {κ =
0} = ∅. By continuity TL(pdd1) is a continuous curve in C joining the point c satisfying
Argc < pim and the point c1 satisfying Argc1 >
pi
m . Then there exists c2 ∈ TL(d2) such that
d1 ∈ pdd1 and Argc2 = pim . By (7.11), d2 on the line κ = 0, but this is a contraction to the
fact that pdd1 ∩ {κ = 0} = ∅. The contradiction implies (7.14).
We finally show that {
z ∈ C : 0 < Argz < pi
m
}
⊆ TL(Lo).
Assume that there exists t ∈ ∂TL(Lo), such that t ∈
{
z ∈ C : 0 < Argz < pim
} \ TL(Lo).
Then there exists a sequence {tn}n∈N ⊂ TL(Lo) such that
lim
n→∞ tn = t.
By continuity of (7.10), (7.11) we have
lim
n→∞χ(tn) = χ(t)
lim
n→∞κ(tn) = κ(t).
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Hence (χ(t), κ(t)) ∈ Lo∪∂Lo is such that Fκ(t),m(z) = χ(t)1−κ(t) has a root t in
{
z ∈ C : 0 < Argz < pim
}
as described in Lemma 7.7. Note that κ(t) 6= 1, because if κ(t) = 1, then Argt = 0. Also
χ(t) 6= 0, because if χ(t) = 0, then t = 0. Moreover, χ(t) 6= m + ( rn − 1)κ(t), because
otherwise t =∞. Then χ(t), κ(t) ∈ L. Since Argt 6= pim , κ(t) 6= 0, we have (χ(t), κ(t)) ∈ Lo
and t ∈ TL(Lo). Then the proof is complete. 
7.3. Gaussian Free Field. Let C∞0 be the space of smooth real-valued functions with
compact support in the upper half plane H. The Gaussian free field (GFF) Ξ on H
with the zero boundary condition is a collection of Gaussian random variables {ξf}f∈C∞0
indexed by functions in C∞0 , such that the covariance of two Gaussian random variables
ξf1 , ξf2 is given by
Cov(ξf1 , ξf2) =
∫
H
∫
H
f1(z)f2(w)GH(z, w)dzdzdwdw,
where
GH(z, w) := − 1
2pi
ln
∣∣∣∣z − wz − w
∣∣∣∣ , z, w ∈ H
is the Green’s function of the Dirichlet Laplacian operator on H. The Gaussian free field
Ξ can also be considered as a random distribution on C∞0 of H, such that for any f ∈ C∞0 ,
we have
Ξ(f) =
∫
H
f(z)Ξ(z)dz := ξf .
See [36] for more about GFF.
Consider a contracting square-hexagon lattice R(Ω, cˇ). Let ω be a signature corre-
sponding to the boundary row.
Let
SN = (µ(N), ν(N), . . . , µ(1), ν(1)).
be the sequence of (random) partitions corresponding to the (random) dimer configuration
on the contraction square-hexagon lattice R(Ω, cˇ), as in Proposition 2.11.
Define a function ∆N on R≥0 × R≥0 × S → N as follows
∆N : (x, y, (µ(N), ν(N), . . . , µ(1), ν(1))) −→√
pi|{1 ≤ s ≤ N − byc} : µN−bycs + (N − byc)− s ≥ x}|
Let ∆NM(x, y) be the pushforward of the measure P
N
ω on SN with respect to ∆N . For
z ∈ H, define
∆NM(z) := ∆
N
M (NχL(z), NκL(z)),
where χL(z), κL(z) are defined by (7.10), (7.11), respectively.
Here is the main theorem we shall prove in the section.
Theorem 7.10. Let ∆NM(z) be a random function corresponding to the random perfect
matching of the contracting square-hexagon lattice, as explained above. Then
∆NM(z)− E∆NM(z)→ Ξ(z), as N →∞.
Here Ξ(z) is the Gaussian free field in S with zero boundary conditions as defined above.
The convergence is in the sense that for 0 < κ ≤ 1, j ∈ N,
Mκj →Mκj , as N →∞,(7.15)
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where
Mκj =
∫ +∞
−∞
χj(∆NM(Nχ,Nκ)− E∆NM(Nχ,Nκ))dχ,
and
Mκj =
∫
z∈H;κL(z)=κ
χL(z)jΞ(z)dχL(z).
Proof. By Theorem 4.14, we have
lim
N→∞
cov
(
p
(1−κ1)N)
l1
, p
((1−κ2)N)
l2
)
N l1+l2
(7.16)
=
(1− κ1)l1(1− κ2)l2
(2pii)2
n∑
i=1
n∑
j=1
∮
|z−xi|=
∮
|w−xj |=
[Fκ1,m(z)]
l1 [Fκ2,m(w)]
l2 Q(z, w)dzdw,
The poles of Fκ,m(z) are of 3 types
(1) x1, . . . , xn lying on the positive real axis;
(2) − 1yj for j ∈ I2 ∩ {1, 2, . . . , n} lying on the negative real axis;
(3) roots of zm = xmj except xj for j = 1, . . . , n, lying on the circle centered at 0 with
radius xj .
We may change the sum of contour integrals in the RHS of (7.16) into an integral over a
contour enclosing all the poles of Fκ,m(z) of type (1), yet enclosing no poles of types (2)
and (3), with respect to both z and w.
For κ ∈ (0, 1), let
Z1(κ) =
{
z : Fκ,m(z) =
χ
1− κ ;χ ∈
[
0,m+ κ
( r
n
− 1
)]
; z is a root as given by Lemma 7.7
}
.
Let
Z2(κ) = {z : z ∈ Z1(κ)} .
and
Z(κ) = Z1(κ) ∪ Z2(κ).
We claim that for κ ∈ (0, 1), Z(κ) is a contour in the complex plane C enclosing all the
poles of Fκ,m(z) of type (1), yet enclosing no poles of type (2) and (3). By Lemma 7.9, we
have
Z1(κ) ∈ {0,+∞} ∪
{
z : 0 < Argz <
pi
m
}
.
Since Z2(κ) is the complex conjugate of Z1(κ), then the claim follows.
For κ1, κ2 ∈ (0, 1), (7.16) becomes
lim
N→∞
cov
(
p
(1−κ1)N)
l1
, p
((1−κ2)N)
l2
)
N l1+l2
=
(1− κ1)l1(1− κ2)l2
(2pii)2
∮
z∈Z(κ1)
∮
w∈Z(κ2)
[Fκ1,m(z)]
l1 [Fκ2,m(w)]
l2 Q(z, w)dzdw,
=
1
(2pii)2
∮
z∈Z(κ1)
∮
w∈Z(κ2)
[χL(z)]l1 [χL(z)]l2 Q(z, w)dzdw
76 ZHONGYANG LI
where
Q(z, w) =
m2zm−1wm−1
(zm − wm)2
Integrate (8.6) by parts we obtain
Mκj =
N−(j+1)
√
pi
j + 1
(pκj+1 −Epκj+1).
Hence the random variables {Mκj }κ∈(0,1),j∈N converge to the Gaussian distribution with
mean 0 and limit covariance
lim
N→∞
cov(Mκ1j1 ,M
κ2
j2
)(7.17)
=
−1
4pi(j1 + 1)(j2 + 1)
∮
z∈Z(κ1)
∮
2∈Z(κ2)
χL(z)j1+1χL(w)j2+1
m2zm−1wm−1
(zm − wm)2 dzdw.
Let
S =
{
z : 0 < Argz <
pi
m
}
.
By definition, the random variables {Mκj }κ∈(0,1),j∈N are Gaussian with mean 0 and co-
varaince
cov(Mκ1j1 ,Mκ2j2 )(7.18)
=
∮
z∈S:κL(z)=κ1
∮
w∈S:κL(w)=κ2
χL(z)j1χL(w)j2
dχL(z)
dz
dχL(w)
dw
GS(z, w)dzdw,
where GS(z, w) is the Green’s function on S given by
−m
2zm−1wm−1
2pi
ln
∣∣∣∣zm − wmzm − wm
∣∣∣∣
Then integration by parts shows that the right hand sides of (7.17) and (7.18) are equal. 
8. Gaussian Free Field in Piecewise Boundary Condition
For 1 ≤ i ≤ n, let
Fi,κ(z) =
1
n
z
z − 1 +
1
1− κzAi(z);
where Ai(z) is defined by (6.14).
Lemma 8.1. For any χ > 0, κ ∈ (0, 1) and 1 ≤ i ≤ n the equation
Fi,κ(z) =
χ
1− κ.(8.1)
has at most one pair of complex conjugate roots.
Proof. See Proposition 7.2 of [26]. 
Let Ji be defined as in (5.6). Under Assumption 5.2, we may assume that
Ji =
{ {di, di + 1, . . . , di+1 − 1} if 1 ≤ i ≤ n− 1
{dn, dn + 1, . . . , s} if i = n
where for 1 ≤ i ≤ n,
1 = d1 < d2 < . . . < dn ≤ s
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Lemma 8.2. Let 1 ≤ i ≤ n. Let Si consisting of all the (χ, κ) in R (the rescaled square-
hexagon lattice 1NR(Ω, cˇ) in the limit as N →∞) such that equation (8.1) has exactly one
pair of complex conjugate roots. Let H be the upper half plane defined by
H = {z : Imz > 0}.
The mapping
TSi : Si → H
maps (χ, κ) ∈ Si to t := St(−1)mi (log z), where z is the unique root of (8.1) in H. Let
p(t) =
∑
l∈I2∩{1,2,...,n}
ylx1 exp[Stmi(t)]
1 + ylx1 exp[Stmi(t)]
q(t) =
exp(Stmi(t))
exp(Stmi(t))− 1
Then TS1 is a homeomorphism with inverse t→ (χS1(t), κS1(t)) for all t ∈ H, given by
χS1(t) =
t(p(t)− q(t))− t(p(t)− q(t))− (n− 1)(t− t)
n[p(t)− p(t)− q(t) + q(t)](8.2)
κS1(t) =
t− t
p(t)− p(t)− q(t) + q(t)(8.3)
and for 2 ≤ i ≤ n
χSi(t) =
tq(t)− tq(t) + (t− t)(n− i)
n[q(t)− q(t)](8.4)
κSi(t) =
t− t
−q(t) + q(t)(8.5)
Proof. The proof is an adaptation of Proposition 6.2 of [9]; see also Theorem 2.1 of [12].
It suffices to show all the following statements for each 1 ≤ i ≤ n:
(1) Si is nonempty.
(2) Si is open.
(3) TSi : Si → H is continuous.
(4) TSi : Si → H is injective.
(5) TSi : Si → TSi(Si) has continuous inverse for all t ∈ TSi(Si).
(6) TSi(Si) = H.
We first prove (1). Explicit computations show that (χSi(t), κSi(t)) satisfies (8.2), (8.3)
when i = 1 and (8.4), (8.5) when 2 ≤ i ≤ n. Since mi is a measure on R with compact
support, assume that Support(mi) ⊂ [a, b] where a, b ∈ R. The Stieltjes transform satisfies
Stmi(t) =
1
t
+
α
t2
+
β
t3
+O(|t|−4),
where
α =
∫ b
a
xmi(dx)
β =
∫ b
a
x2mi(dx).
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Let
ci =
1
yix1
After computations we have
χS1 =
α− 1
n
− n− 1
n
+O(|t|−1).
κS1 = 1 +
α2 − β − ∑
i∈I2∩{1,2,...,n}
ci
(1 + ci)2
 1
|t|2 +O(|t|
−3).
and for 2 ≤ i ≤ n,
χSi =
α− 1
n
− n− i
n
+O(|t|−1).
κSi = 1 +
(
α2 − β) 1|t|2 +O(|t|−3).
Let λ be the Lebesgue measure on R. Recall that mi is the limit counting measure for
φ(i,σ0) as N →∞. By Assumption 5.3, we have
α ≥ n− i+ 1
Similarly,
β − α2 ≥ 1
2
∫ 1
0
∫ 1
0
(x− y)2dxdy = 1
12
.
As a result, (χ, κ) ∈ (0,∞)× (0, 1) whenever |t| is sufficiently large. Then (1) follows.
The facts (2) and (3) follow from Rouche´’s theorem by the same arguments as in the
proof of Proposition 6.2 in [9]. The facts (4)-(6) can also be obtained by the same arguments
as in the proof of Proposition 6.2 in [9]. 
Theorem 8.3. Let ∆NM(z) be a random function corresponding to the random perfect
matching of the contracting square-hexagon lattice, as in Theorem 7.10, but with piecewise
boundary conditions satisfying Assumptions 5.1, 5.2 and 5.3. Then
∆NM(z)− E∆NM(z)→ Ξ1(z) + Ξ2(z) + . . .+ Ξn(z), as N →∞.
Here for 1 ≤ i ≤ n Ξi(z)’s are n independent Gaussian free fields in H with zero boundary
conditions. The convergence is in the sense that for 0 < κ ≤ 1, j ∈ N,
Mκj →Mκj , as N →∞,(8.6)
where
Mκj =
∫ +∞
−∞
χj(∆NM(Nχ,Nκ)− E∆NM(Nχ,Nκ))dχ,
and
Mκj =
∫
z∈H;κL(z)=κ
χL(z)j
n∑
i=1
Ξi(z)dχL(z).
Proof. Similar arguments as the proof of Theorem 6.3 in [9]. 
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