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Abstract 
A new method for the construction of bivariate matrix-valued rational interpolants on a rectangular grid is introduced 
in this paper. The rational interpolants are of the continued fraction form, with scalar denominator. In this respect the 
approach is essentially different from that of Bose and Basu (1980) where a rational matrix-valued approximant with 
matrix-valued numerator and denominator is used for the approximation of a bivariate matrix power series. The matrix 
quotients are based on the generalized inverse for a matrix introduced by Gu Chuanqing and Chen Zhibing (1995) which 
is found to be effective in continued fraction interpolation. A sufficient condition of existence is obtained. Some important 
conclusions such as characterisation and uniqueness are proven respectfully. The inner connection between two type 
interpolating functions is investigated. Some examples are given so as to illustrate the results in the paper. 
Keywords: Matrix-valued rational interpolants; Branched continued fractions; Generalized inverse 
AMS classijication: 65D/CCL 0241.5 
1. Introduction 
In linear system theory, the problem of rational approximation is an important topic. Tech- 
niques from Pade theory and continued fractions have been quite successful in this respect, due to 
the linearity of the problem and the ease of computation. If the system is multi-input-multi-output, 
the situation is even much more complicated. In a situation, Pade theory and continued fractions 
can be generalized to the matrix case. Ref. [4] compiled bibliography on model reduction in a wide 
sense where Pade technique and continued fractions are used, including applications of matrix- 
valued Pade approximants and matrix-valued continued fractions on model reduction [S-7]. 
In this paper, we introduce a bivariate matrix-valued rational interpolant (BGIRI) in continued 
fraction form obtained in [S], with scalar denominator. In this respect the approach is essentially 
different from that of Bose and Basu [l] where a rational matrix-valued approximant with matrix 
valued numerator and denominator is used for the approximation of a bivariate matrix power 
series. Compared to those obtained in [l] for confluent data, BGIRIs are of the following 
advantages: first, it need not use multiplication of matrices in the construction process, hence, we 
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do not have to define left and right interpolants; second, we have easy recursive algorithms for 
finding coefficients of BGIRI solving the given interpolation problem of BGIRI corresponding to 
the given matrix functions (see (3HlO) or [9, pp. 146-1481); third, it is different from nonuniqueness 
of the 2-D matrix-valued Pade approximants [l], we may prove that a BGIRI is unique in some 
sense. On the other hand, in our case, it is not as convenient and practical as [l, p. 5101 in using 
existence conditions. 
We establish some basic principles for the matrix-valued rational interpolants as same as the 
vector case [3] as follows: 
(i) If, for some fixed k, k = 1,2, . . . , d, the kth row (or column) vector of the matrix M(xi) is the 
only nonzero row (or column) vector, then the matrix-valued interpolant reduces to the corres- 
ponding vector-valued rational interpolant [3]. 
(ii) The value of the matrix rational interpolant does not depend on the order in which the 
interpolation points are used to construct the interpolant. 
(iii) There is some sense in which a specified rational interpolant is unique. 
(iv) The poles of the d x d elements of the matrix-valued interpolant normally occur at common 
positions in the x-plane. 
Gu Chuanqing and Chen Zhibing [2] introduced the matrix-valued rational interpolants in 
Thiele-type continued fraction form, with scalar denominator. The construction process is based 
on the use of the following generalized inverse for a matrix: 
A-’ = A”/IIAI(2, A # 0, (1) 
where 
IlAll = (AIA)“2 = (trAHA)l12 = (ii ,$r l”ij12)r’2> 
A=(Uij)ECdxd, A” is the conjugate transpose matrtix of A, 
Based on generalized inverse for matrices (l), we want to define bivariate matrix-valued 
Thiele-type rational interpolants on a rectangular grid by using the formalism of Graves-Morris 
[3], and Gu Chuanqing and Chen Zhibing [2]. Part of the results of this paper have a natural 
extension to the case of scalar [S] and vector-valued quantities [g-11]. 
2. Interpolation formulas 
Let -G,, =((Xi,Yj): i=O,l,..., n,j=O,l,..., m) be a rectangular grid contained in R2 and 
M =(Ai,j:i=O,l,..., II,j=O,l,..., m, Ai,j = A(xi, yj) E Cdxd) be a matrix valued set, of which 
eairfinite Ai,j is associated with a distinct real point pair (xi, yj). 
We will show that matrices mentioned above can be interpolated by the two-variable rational 
function 
%,A, Y) = N(x> YVWG Y) 
in the sense that N(x, y) is a complex or real polynomial matrix, D(x, y) is a real polynomial and 
K,,(xi, Yj) = N(xi, Yj)/D(xi, Yj) = Ai,j, (xi, Yj) E Z,,,, (2) 
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By means of (1) we shall introduce the following notations, respectively: 
&A&cl> YO) = AI.0 7 (3) 
~,,O~~O~,...~r,YO~=~~,-~,-l~l~~,-l,O~~O...~,-,~~,YO~--Bl-l,o 
x(x0x1 . . . Xl-l, YO)), (4) 
~O,k(~O~~O~l~d.k) = h - yk-1)/(BO,k-1(XO,yO...yk-2yk) - BO,k-1 
x(xO,YOYl ***yk-d), (5) 
&,k(XO% a..&> YOYl . ..yk) = (Yk - yk-d/(h,k-dXo-‘b . ..xl.yo ..*Yk-2Yk) 
- &,k-I(XOXI . ..XI. YOYI . ..~k-1)). (6) 
Co,o(xo, Yo) = AO,O> (7) 
cO,k(xO>YOYl *..yk) = (yk - yk-1)/(C0,k-I(X0,y0...Yk-2yk) - CO,k-1 
x (x0, YOYl ... Yk- 1% (8) 
G,o(xox1 . ..Xl.YO) = (XI - XFl)/Gl,O(~O . ..Xl-2%Yo) - cI-l,o(xoxl XI-13 YON, (9) 
Cl,k(XOXl . . . xl, YOyl **. yk) = (XI - xl-l)/(cl-l,k(xO . ..xl-2%.yOyl . ..yk) 
- ~I-l,k(~Oxl .*.x~-l,YOYl . ..Yk)). (10) 
where k > 1 in (6) and 1 > 1 in (10). 
From (3)-(6) and (7)-(lo), we can construct two different matrix-valued Thiele-type continued 
fractions for two-variable functions as follows: 
l-8’) (x y) = G,,,(y) + x - X0 x - x1 x - X,-l ~ ___ n,m 7 
G,,,(Y) + G,,o(Y) + ... + %o(Y) ’ 
(11) 
where for 1 = 0, 1, . . . , n, 
CO(Y) = 40(x0 ..a xz, YO) + 
Y - Yo 
6, 1 (xo . . . XI, YoYd 
and 
Y -Ym-1 
+ . . . + Bl,m(xo . ..xI. y, . ..ym)’ 
(12) 
m%l(x, Y) = Ho,o(x) + e) + 3 + Y - Ym-1 (13) 
0,1 0,2 . . . + HoAx) ’ 
wherefork=O,l, . . . . m, 
HO,k(X) = cO,kbO, YO . ..yk) + 
x - x0 x -x,-1 
Cl.k(XO,Xl,yO . ..Yk) + ... + Cn,ktXO .**xmYO *..yl)’ 
(14) 
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In (ll), for u = 0, 1, . . . , n - 1, let 
V,&, Y) = G,,o(Y) + x - ” q:“(x, YY 
where 
@$,,(x, Y) = G,,,(Y). 
In (12), for 2) = 0, 1, . . . , m - 1, let 
G,,(Y) = &,&o . . . xl, YO . . . YJ + ’ - ” 
%+1(y)' 
where 
G,,,(Y) = %n(xo . ..xL. YO .-.~m)- 
Similarly, in (13), for s = 0, 1, . . . , m - 1, let 
DR!$& Y) = Ho&) + Y - Ys mq$l’(x, y)’ 
where 
W$l(x, Y) = Ho,f&). 
In (14), for t = 0, 1, . . . , n - 1, let 
&k(X) = G,k(XO *.. xt, Yo *-- Yk) + Hx - xt t+ 1,kW 
(15) 
(16) 
(17) 
(18) 
where 
&k(X) = Cn,k(XO --- xn, YO ... Yk)* 
Theorem 2.1. Let &&(x0 . . . x2, y. . . . yk), 0 < 1 d n, 0 d k < , m exist and be different from zero 
(except for Bo,o(xo, yo)). If the following conditions are satisfied: 
(i) R(i+l)(Xi, y.) # 0, i = 0 1 
(ii) GI:j’+,(yj) $ 0, 1 = 0, 1: .I. ;‘n:S-Ot’l, . . . m - 1; 
(iii) &(x0 . ..Xl.Yo . ..J’k-lJ’j). k= 1,2, . . . . j,j= 1,2, . . . . m exist and be diferent from zero; 
(iv> &,0(X0 e.eXk-1Xi,yj), k = 1, 2, . . . , i, i = 1, 2, . . . . n exist and be different from zero; then 
R~~j,(xi, yj) as in (11) and (12) exists SUCK that 
R~~~(xi, yj) = Ai, j 9 (xi, Yj) E zn,m. 
Proof. Let the conditions (i) and (ii) hold, thus (11) and (12) change to, respectively, 
(19) R(O) (x. y’) = Go,o(yj) + xi - xo Xi - Xi-1 n,m 1) J Gl,o(Yj) + *.- + Gi,o(Yj) ’ 
G,,o(Yj) = BLO(XO ***Xl, Yo) + Bl l(x~e~~~ yoyl) + Yj - Yj- 1 (20) . . . + BI,j(xO .--xl,YO -0.Yj)' 
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for I= 0, 1 . . . , i. From (3)-(6), (20) and ths condition (iii), we get 
GI, o(yj) = Bl,j(xo ...x~,~~)=&~(x~ ,,.q,y,), l=O,l, . . . . n,j= 1,2, . . . . m. 
We substitute (21) into (19) and use the condition (iv) to find that 
(21) 
RFt,(xi, Yj) = BO,OtxO~ Yj) + 
Xi - X0 Xi - Xi- 1 
B1,OtXOX1~ Yj) + *.. + Bi,Ot& ***G Yj) 
= Ai,j txi, Yj) E zn,m* 
We can similarly prove the following result. 
Theorem 2.2. Let CI,k(xo . . . x1, y. . . . yk), 0 d 1 6 n, 0 < k -C , m exist and be diflerent from zero 
(except for Co, o(xo, yo)). If the following conditians are satisjied: 
(i) DRgL” (Xi, Yj) # 0, j = 0, 1, ,.,, m - 1; 
(ii) Hi+ l,k(Xi) # 0, k = 0, 1, ,.. , VI, i = 0, 1, . . . n - 1; 
(iii) Cl,f(Xo . . . Xi- 1Xi, y0 . ..y& 1=1,2, . . . . i, i=1,2, ,,., n exist and be difirent from 
zero; 
(iv) cO, I txi, Yo ***Yl-IYj), l=l,2, . . . . j, j=1,2, . . . . m exist and be difirent from zero, then 
DRL”k(x, y) as in (13) and (14) exists such that 
DR”‘(x. y.)=A n,m $3 J i, j3 txi, Yj) E zn,m+ 
Example 2.3. Let 
Ai,j I x0 Xl x2 
Yo = 0 [:, :] [ii ol] [: ii] 
Yl = 1 [i Yl] [‘1 i] [A 1l] 
Y2 = 2 
[ ‘1 :] [ ‘1 ;] [k A] 
@‘,)2(x, y) = G,,,(y) + x x-l 
GI,o(Y) + G,,(Y) 
where 
(22) 
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GLO(Y) = o o [” -‘l’i[r: ;,+G> 
10 1 
%o(Y) = 5 2 o + 
[ ] ;[ “,’ ;3]+$-1,,,]. 
We find that 
R(,q’z(X;, Yj) = Ai,j, i = 0, 1,2, j = 0, 1,2, 
and R’,q\(x, y) satisfies conditions (i) and (ii) of Theorem 2.1. 
3. Characterization and uniqueness 
Let &,dxO . . . XI, YO . . . YLJ = h,k, R!,y!Jx, y) = R,,&, Y) and G,o(Y) = G(Y). 
Theorem 3.1. Let Bl,k E Cdxd, (xi, yj) E Z,,, and x, y E R. Dejine R,, m(~, y) as in (11) and (12) by 
a tail-to-head rationalization using (2) and suppose every intermediate denominator be dijfkent from 
zero in the operation, then a square polynomial matrix N(x, y) and a real polynomial D(x, y) exist such 
that 
(9 R,,Ax, Y) = N(x, y)lD(x, Y); 
(ii) D(x, Y) I IIWG YMI”. 
Proof. Consider the following algorithm for the construction of N(x, y), D(x, y) and R,,,(x, y). 
Initialization: 
N,(x, y) = G,(y) = Bn,0 + $f- + 
n, 1 
. . . + ’ gym-l > D&G Y) = 1. 
n,m 
By Theorem 2 of [2], a polynomial matrix E,(y) and a real polynomial F,(y) exist such that 
N&, Y) = J%(Y)/~‘,(Y), F,(Y) I Il-%(~)ll~- 
Recursion: For j = n, n - 1, . . . , 1, let 
5”j’(x JI) = Gj(y) + x - ‘j x - X,-l 3 Gj+l(Y) + ... + G,(Y) 
with 
Gj(y) = Ej(y)lFj(y), Fj(Y) I IIEj(Y)l12 
have the representation 
s’j’(X, y) = Nj(x, y)/Dj(x, Y), Dj(x, Y) I IINj(x, Y)II’, 
where Dj(x, y) is a real polynomial. 
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Define a real polynomial Q(x, y) by 
IINj(x, y)I12 = Dj(x, y)Q(x, Y), 
then using rule (2) for Nj(x, Y)/‘Dj(x, y) we get that 
$-l)(x y)=G._ ( > .llY )+x;xj-l _ Ej- l(Y) + (X - Xj- I)N~H(X, Y)Dj(X, Y) S(J)(x, Y) &l(Y) IIWG YNI” 
= Ej- l(Y)Q(x, Y) + (X - Xj- l)Fj- l(Y)NjH(X, Y) = Nj- 1(X, Y) 
4- I(Y)Q(x, Y) Dj-l(x, Y)’ 
where Dj-t(x, y) = Fj-t(x, ~)Q(x, y). Obviously, 
llNj-rl12 = tr(NjH_rNj-r) 
= llEj- rl12Q2 + (X - Xj- l)‘Ff- 1 llNj[l” + (X - Xj- r)Q&_ r tr(NjEj_ 1 + EF_ iNjH) 
implies that 
Dj(x3 Y)I IINj-I(x9 YIII”. 
Termination: S(‘)(x y) = R 9 (x y) n,m 2 . 
Definition 3.2. A matrix-valued Thiele-type rational fraction R,,,(x, y) = N(x, y)/D(x, y) is defined 
to be a bivariate generalized inverse, rational interpolant (BGIRI) on the rectangular grid Z,,, if 
W, Y) is real, W, Y) I IIW, Y)l12 and Rv,m(xi, Yj) = Ai,j, (Xi, Yj) E Z”,m. 
Definition 3.3. A BGIRI R,,,(x, y) = N(x, y)/D(x, y) is defined to be of type [l/m] if deg(&j} < 1 
for 1 < i f d, 1 <j < d, deg {&j} = 1 for some (i, j) and deg {D} = m where N(x, Y) = 
(&,j(K Y)) ECdxd. 
Theorem 3.4 (Characterization). Let a BGITI Rn,,,(x, y) = N(x, y)/D(x, y) be expressed as 
R = R,,,(x, y) = G,(y) + = 
x - X,-l 
G,(Y) + ... + G,(y) ’ 
where G;(y) = Ei/‘Fi as in (12), i = 0, 1, . . . , n. If both n and m are even, R is of type [r/r]; otherwise 
R is of type [r/(r - l)], where r = nm + n + m. 
Proof. The proof is recursive. Let m is even. 
For n = 0, by Theorem 3 of [2], we find that 
Eo R-=Bo,o+~ ... +Y;Ym-l 
Fo 0.1 + 0-m 
if of type [m/m]. 
For n = 1, let lJE1112 = F,Q,. Because deg{E,) = m and deg(F1) = m, then deg{Q,) = m. 
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We get that 
Eat-21 + b - xo,FoE? 
FOQI 
is of type [(2m + 1)/2m]. 
For IZ = 2, let 
N2 El x-xl 
z = E + E2/F2 and llN~l12 = &Qz. 
It is known that Nz/Dz is of type [(2m + 1)/2m]. Thus, deg{Q,} = 2m + 2. We find that 
EoQ2 + (x - xo)FoN,H 
FoQz 
is of type [(3m + 2)/(3m + 2)]. 
For n = 2k - 2, let 
Eo x - x0 
R = K + El/F, + 
x - XZk-3 
..a + Ex-JFa-z 
be of type [((2k - 2)m + m + (2k - 2))/((2k - 2)m + m + (2k - 2))]. 
For n = 2k - 1, we consider that 
N.k-1 El x -XI 
D2k- 1 = % + E2/F2 + 
x - XZk-2 
... + Ez-dfik-1 
and liN2k-d2 = Da- I&- 1. 
Using the above inductive hypothesis, thus deg{Q,,_ i} = (2k - 2)m + m + (2k - 2). We have 
R++ x - x0 Eob- 1 + tx - xo)FoN,H,- 1 
o &k-1/&k-1 = Fo&- 1 
is of type [((2k - l)m + m + (2k - 1))/((2k - l)m + m + (2k - 2))]. 
As for n = 2k, we can prove similarly that 
&+ x-xo = Eo&k + b - xo)FoN,H, 
&x/&k Fo Q2k 
is of type [(2km + m + 2k)/(2km + m + 2k)], where 
&k El X--I -_=-+- x - XZk-1 
D and ilN2d2 = D2dh 2k 4 E2IF2 + *** + E2k/F2k 
Obviously, deg{Q,,) = (2k - 1) m + m + 2k. 
In special case, the degree of the numerator N of R = N/D could be smaller than Y = nm + m + n 
when n is even. We do not discuss this case in Theorem 3.4. 
The result of Theorem 3.4 is a natural extension to the case of scalar [S]. 
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Theorem 3.5 (Uniqueness). Let RI (x, y) = IV1 (x, y)/D~(x, y) and Rz(x, Y) = N2(X, Y)/D2(% Y) be 
arbitrary two BGIRI which satisfy 
(i) Rl(xi, yj) = RZ(xI.7 yj) = Ai,j(xi, Yj) ~2n.m; 
(ii) RI (xi, yj) and R2 (xi, yj) are of the same type (Theorem 3.4), then 
N1(x, YP,(X, Y) = N2(X>YuJlb?Y). 
Proof. Let both n and m be even. By the above definitions, we set 
deg{Di) = r, deg{K} d r, Di I llNl12, (23) 
deg{D2} = r, deg(N2} d r, D2 I lWA12. (24) 
Let t(x, y) be the greatest common factor of Dl(x, y) and D~(x, y). Define dl(x, y) and dz(x, y), 
respectively, by 
Dl(x, Y) = t(x>yMx,~), D~(x,Y) = tky)d2k~). (25) 
Define a polynomial matrix T(x, y) by 
T(x, Y) = N(x>Y)~,(~>Y) - N~(x,Y)~&Y). (26) 
From condition (i), we have 
T(xi, yj) = 0, (xi, Yj) EZ,,,- 
Let 
w(X~ Y) = fi fi (x + Y - xi - Yj) 
i=lJ j=O 
with 
deg(W} = (n + l)(m + 1) = r + 1, r = nm + n + m. 
Now define a polynominal matrix M(x, y) again by 
T(x, Y) = Wb, yPf(x,y). 
(27) 
(28) 
In fact, when II = 0 and m = 0, there is only interpolation point (x0, y,,) ~2,. ,,,, then 
N(x, Y) = Nz(x, Y) = &,o, DI(x,Y) = D~(x,Y) = 1, W,YO) = 0, 
let 
W(x, Yo) = (x + Yo -x0 - Yo), M = 0. 
we obtain (28). 
When 12 > 1 and m = 0, then 
T(x, YO) = Nb, YO)&~, YO) - N(x, YO)~I(X, YO), 
by means of the proof of [3, p. 338; 21, we know that there exists a polynomial matrix M(x, y) such 
that (28) holds. 
The proof of the case of n > 1 and m > 1 is a simple extension to the case of y1 > 1 and m = 0. 
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From (26), we get 
lJTl12 = tr(PT) = llN1112d~ + llN2112d: - did2 tr(NFN2 + N2HN) 
thus, by (23) and (24) we find that 
d, I llTl12, dz I llTl12. 
Obviously, Di(+, yj) # 0, DZ(X~, yj) # 0 for (Xi, yj) EZ,,,. We deduce from (29) that 
di I lWl12> dz I llMl12. 
Unless M(x, y) 3 0, if follows from (30) that 
deg{ll~l12} 2 deg{4} + deg&). 
The following inequalities come from (23)-(28) and (31): 
deg{di} = r - deg{t}, deg{d2} = r - deg{t}, 
deg{T) d 2r - deg{t), deg{M} d r - deg{t} - 1, 
deg{llW12} < 2(r - deg{t} - 11, 
deg{llMl12} > 2r - 2 deg{t}. 
Then (32) and (33) show a contradiction, and so M(x, y) = 0. 
(29) 
(30) 
(31) 
(32) 
(33) 
4. Some properties 
It is evident that all theorems and definitions of Section 3 can be adapted to D&,(x, y) as 
defined by (13) and (14). 
Definition 4.1. Let D&,(x, y) = N(x, y)/D(x, y) satisfy the conditions similar to Definition 3.2. 
Define D&,(x, y) be a generalized inverse, two-variable rational interpolant on the rectangular 
grid Z,, m(BGIRIO). 
Theorem 4.2. Let R,,,(x, y) and DR,,,(x, y) be a BGIRI and a BGIRIo respectively; then 
(9 R,,&o, Y) = D&,&O, Y); 
(ii) R,,,(x, YO) = DR,,,(x, YO). 
(iii) R,,,(x, y) = DR,,,(x, y), ifxi = yj and Ai,j = Aj,i, i, j = 0, 1, . . . , n. 
Proof. The results (i) and (ii) are obvious. 
From (3)-(10) and the conditions of this theorem, we find that 
CO,l(YO, x0x1) = (x1 - xo)l(co,o(Yo~ x1) - Co,o(Yo9 x0)) 
= (x1 - xo)I(co,o(xo,Yl) - Co,o(xo, Yo)) = (x1 - xo)l(Ao,1 - Ao,o) 
= (x1 - xo)l(A1,0 - Ao,o) = 40(x0x1, YO). 
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Let 
G,k-l(YO, X0X1 . ..Xk-I) = &1,0(X0X1 . ..Xk-l.YO) (34) 
hold. We deduce from (34) that 
CO,k(YO, X0X1 . ..Xk) = (Xk - Xk-l)l(CO,k-l(Y0, X0 . ..Xk-2Xk) - CO,k-1(YO,XOXl . ..Xk-I)) 
= (Xk - Xk-1)/(&-1,0(X0 . ..xk-2xk. YO) - Bk-l,O(XOX1 . ..xk-1. YO)) 
= Bk,O(XOX1 **.xk, YO). (35) 
Then, according to (35), we have proved 
Co,i(yo, X0X1 . . . Xi) = Bi,O(XOXl . . . Xi, YO), i = 0, 1, . . . , y1. (36) 
Based on (36), we can easily deduce by using the recurrence relations once more that 
cl,i(YOYl . ..Yl.X()Xl . . . Xi) = Bi,,(XOXl . . . Xi, yoyl . . . yl), 1, i = 0, 1, . . . ,?I. 
We substitute (37) into (13) and (14) and from (11) we find that 
(37) 
DR,,,(Y, 4 = Ho(Y) + - 
x-YY,-1 =H,(y)+X-XO 
x - X,-l 
H,(Y) + ... + H,(Y) HI(Y) + *.. + Hi?(Y) 
(38) 
where, for i = 0, 1, . . . , n 
Hi(Y) = cO,i(xO, YO "'Yi) + 
Y - x0 Y - G-1 
Cl,i(xOxl,YO ..*Yi) + “’ + cn,i(xO “‘xn, YO .“Yi) 
= cO,i(YO, xO “’ xi> + Y - Yo Y - Yn-1 
Cl,i(YOYl, xO “exi) + “* + cn,i(YO **aYn, X0 *‘*xi> 
= Bi,O(xO ... xi, YO) + 
Y - Yo Y -YYn-1 
Bi,l(xO *.* Xi, YOYi) + ... + Bi,,(xO ... Xi, YO ... Yn) 
= Gi(Y). 
Substituting (39) into (38) and using (ll), we eventually get 
DRz,m(y, x) = GO(Y) + 512% x -x,-1 
G,(Y) + ... + G,(Y) 
= Ln(x, ~1' 
Example 4.4. Let Z1, 1 = ((O,% (0, 11, (LO), (1, 1)) and 
(39) 
DRl,l(x,y) =,= 
82 
where 
G. Chuanqing / Journal of Computational and Applied Mathematics 80 (1997) 71-82 
N1 = Dl O - xy YDI + 4 - Y) 
D1 = y2 + (1 - y)“, & = x2 t (1 - x)~. 
RI, I (x, y) and DR1, I (x, y) satisfy: 
0) R1,l(Xi,y~b)J)~DRl,l(Xi,Yj)=Ai,j, (xi,Yj)EZ1,l~Ai,jEMi,l; 
(ii) llN1112 = %(I + Y”) + Dlb2 + 2xy(l -Y)), &I IIN 112, 
Il& 112 = D”?(l + y”) + &(x2 + 2xy(l - y)), 611 IIR’, I12; 
(iii) deg{N,} = 3, deg(D,) = 2, deg{&} = 3, deg{Di} = 2; 
(iv) JL&0, Y) = 
1 0 
[ 1 0 Y = D&,&o, Y), Jh,&, YO) = :, “, [ 1 = D%I(x,Yo); 
(4 RI,I(x,Y) = D&,I(Y, 4. 
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