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ABSTRACT 
The purpose of this research is to study Habit‐Technology Fit (HTF) as an approach to capture a 
dynamic mix of habits which are perceived as salient  from the respondent’s perspective, and 
the effect of  including  it  in the Unified Theory of Acceptance and Use of Technology (UTAUT) 
model framework. The HTF construct and its measurement were developed in order to capture 
multiple non‐predetermined habits. All measures were  semantically validated with Q‐Sorting 
exercises, and  their  reliability was statistically confirmed. A cross‐sectional online survey was 
distributed using the Respondent‐Driven Sampling technique, reaching a sample of 251 adults 
from  25  countries,  who  are  ‘Software‐as‐a‐Service’  users  in  public  clouds  and  understand 
English.   Seven hedonic and utilitarian pieces of  technology were  included  in  the study. Data 
was  analyzed  using  covariance  based  Structural  Equation  Modeling  and  triangulated  with 
Partial Least Squares. Unified Theory of Acceptance and Use of Technology (UTAUT) was tested 
alone, compared with an extension of the model that included HTF, and to a post‐hoc modified 
model. All models were assessed with and without the original moderators of UTAUT. Results 
revealed  a  positive  and  significant  relationship  between Habit‐technology  fit  and  behavioral 
intention, with a stronger effect in older and more experienced individuals. When UTAUT was 
extended by HTF the variance explained increased from 52 to 58 percent, and the model fit was 
slightly  reduced. However,  the probability  for  the original  and extended models  to  fit other 
samples of the same population was less than 0.001.  The results also showed that HTF’s effect 
upon  intention  overlaps  with  the  union  of  performance  expectancy  (PE)  and  effort 
expectancy’s (EE) effect, but HTF provides an additional margin of the variance explained. This 
suggested  that UTAUT model  could  be  simplified  by  using HTF  in  substitution  of  PE  and  EE 
without missing their explanatory power. The post‐hoc modified model substituted PE and EE 
with HTF.  It achieved  the best model  fit without moderators, and acceptable probability  for 
theory tests (	ݔଶ ݂݀ൗ  = 1.54, p =.10, RMSEA = .033 and PCLOSE = .822). Despite the reduction of 
variables,  the  post‐hoc  model  still  explained  46  percent  of  the  variance.  Besides  testing 
previous  theory,  this  research  makes  an  original  contribution  to  knowledge  with  the 
conceptualization and development of the Habit‐Technology Fit, parsimonious model that was 
presented.  These  contributions  addressed  a  gap  in  the  literature  of  habit  and  technology 
acceptance  by  incorporating multiple  non‐predetermined  habits. HTF measurement  has  the 
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limitations of  self‐report  instruments. Generalizability might be  limited because conventional 
probabilistic  sampling  techniques  were  not  feasible  for  a  ubiquitous  population.  Future 
research is needed testing the measurement and post‐hoc modified model in different settings, 
in longitudinal designs and using diverse samples; the HTF model is proposed as a parsimonious 
alternative model for acceptance of technology. 
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CHAPTER 1   INTRODUCTION 
1.1  Objective 
The  aim  of  this  chapter  is  to  offer  an  introduction  to  the  thesis.  First,  it  presents  the 
foundation  of  a  research  strategy,  research  objectives  and  justification.  Second,  it 
introduces the backgrounds of the research problem, and presents the research questions. 
Third,  it  offers  an  overview  of  the methodology  adopted,  the  key  contributions  to  the 
literature, and the limitations of this research. Finally, it provides a map of the thesis and its 
organization. 
1.2  Research objectives  
This thesis has three primary objectives: 
1. To  study  the  relationship  of  the  structure  of  habits  and  behavioral  intention  in 
individuals, through habit‐technology fit. 
2. To  analyze  the  effect  of  including habit‐technology  fit,  as  a  new  construct,  in  the 
Unified Theory of Acceptance and Use of Technology (UTAUT) framework. 
3. To conduct post‐hoc model modification to attempt to improve the research model. 
The first objective is the main focus of this thesis and guides this research. It brings together 
theory on habit, perceived  fit and  technology acceptance. The second objective compares 
the  seminal  UTAUT  framework  with  an  extension  that  includes  habit‐technology  fit.  It 
provides  insight about UTAUT at different  levels about: the model as a whole,  its variables 
and  their  relationships,  and  the  effect  of  introducing  habit‐technology  fit.  The  third 
objective investigates alternative models for technology acceptance that may include habit‐
technology fit. 
Other  specific  objectives  are  to  conduct  a  literature  review  on  habit,  perceived  fit  and 
technology acceptance; conceptualize the habit‐technology fit construct; design a valid and 
reliable measurement scale for habit‐technology fit to be used  in the measurement model 
of  UTAUT;  test  the  relationship  of  habit‐technology  fit  and  behavioral  intention  and  its 
moderators;  test  the original UTAUT model  (as a whole model);  test UTAUT extended by 
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HTF; determine the unique contributions of HTF  in the  framework of UTAUT; and conduct 
post‐hoc model modification to provide an improved model.  
This  thesis  has  collected  data  and  additional  demographic  characteristics.  Data  was 
collected  from  25  countries.  However,  conducting  group  analysis  or  including  other 
demographic variables in the research model is not part of the scope of this thesis. 
1.3  Background 
In the  literature of habit, habits have been considered the most significant determinant of 
behavior (Chen & Chao 2010; Chen & Lai 2011; De Bruijn & Rhodes 2010; De Bruijn & Van 
Den  Putte  2009;  Gardner  2009;  Liao,  Palvia &  Lin  2006;  Loibl,  Kraybill &  DeMay  2011); 
however, they have also been overlooked  in modern research. One of the reasons  for the 
paucity of habit research found in the literature is related to doubts on its ‘meaningfulness’. 
Ajzen  (1987)  suggested  that  the  relationship  of  past‐behavior–future‐behavior  is  not 
especially enlightening or  insightful. Despite  the general position of  the psychology guild, 
recent  research such as  that conducted by Limayem and Hirt  (2003), Ouellette and Wood 
(1998), Pahnila et al.  (2011), Verplanken et al.  (1998), Wood et al.  (2002), among others, 
held  a  positive  point  of  view  in  regards  to  the  meaningfulness  of  habit.  Thus,  habit 
commenced to be considered a provider of unique insight into the prediction and control of 
behavior (Ouellette & Wood 1998; Verplanken & Melkevik 2008). This might explain why an 
ancient theme is that young in the modern research tradition.  
However, Limayem, Hirt and Cheung (2007) pointed to the importance of capturing ‘the real 
meaning of a general, as opposed to a specific, habit’ (p. 731) in future research. Besides, it 
remains problematic that measurement of habit and behavior are essentially the same, as 
the former is supposed to explain and predict the latter (Gardner et al. 2011). Furthermore, 
literature suggests that habits are systems and structures that interact mutually, rather than 
isolated frequent behaviors (Bourdieu 1984; Swartz 2002; Wozniak 2009). 
In  the  literature  of  technology  acceptance,  several  theories  and  models  have  been 
proposed. Some of the most relevant have been the Theory of Reasoned Action (Fishbein & 
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Ajzen 1975), the Technology Acceptance Models (Davis 1989; Venkatesh & Davis 2000), the 
Motivational Model  (Davis,  Bagozzi, & Warshaw,  1992),  the  Theory  of  Planned  Behavior 
(Ajzen 1991), the combined Technology Acceptance Model and Theory of Planned Behavior 
(Ajzen 1991; Taylor & Todd 1995), the Model of PC Utilization (Thompson, Higgins & Howell 
1991; Triandis 1977), the Diffusion of  Innovation Theory  (Moore & Benbasat 1991; Rogers 
2003, originally 1962), and the Social Cognitive Theory (Bandura 1986; Compeau & Higgins 
1995).  As  the  models  in  the  field  grew  in  diversity,  there  was  research  which  made 
important  attempts  to  synthesize  attempts  of  synthesis.  Thus,  some  of  the most  salient 
theories  and models were  synthesized  in  the  Unified  Theory  of  Acceptance  and  Use  of 
Technology (UTAUT) (Venkatesh et al. 2003). 
Four years after  the publication of UTAUT, Venkatesh  (Venkatesh, Davis & Morris 2007b), 
one  of  the  seminal  authors  of  this  theory,  has  described  how  technology  acceptance 
reached a stage of expansion in which ‘replication with minor tweaking’ (p. 268) became the 
pattern  of  recent  years  pattern  of  the  last  years.  New  research  proposed models  using 
different combinations of the same elements, and minor originality. In this way, Venkatesh 
issued  a  challenge  to  find  alternative  theoretical  perspectives.  UTAUT  was  recently 
extended to incorporate habit as an important construct in technology acceptance (Pahnila, 
Siponen & Zheng 2011), and  then  the  importance of habit was acknowledged  in UTAUT2 
which adopted this variable as an important component of the model (Venkatesh, Thong & 
Xu 2012). 
This thesis was initially motivated by the personal experience of its author. As an enthusiast 
of  the possibilities  that  technology offers, he has embraced a  substantial number of new 
devices, operating systems, and software. Aware of the advantages of being a skillful user of 
technology, he does not  appreciate having  to  re‐learn how  to use  an ordinary  computer 
every now and then. Every couple of years, either a new operating system or an office suite 
comes with the allure of its newness. But significant costs come associated with adapting to 
the  ‘new’  in order  to get back  to  the comforting stage of habitual utilization and minimal 
thinking.  These  implicit  costs  impacting  final  users  have  been  empirically  studied  for 
radically new products. The outcomes showed  that with greater  innovation  in  the design, 
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users struggle to find a frame of reference to understand radical innovation (Gregan‐Paxton 
et al. 2002; Mugge & Dahl 2013). In this way, many products including technologies may fail 
because they are too far from their user references.  
Literature on person‐environment fit has identified ‘perceived fit’ as a latent variable which 
allows  individuals  complete  cognitive manipulation of  their evaluation. While  responding, 
individuals are allowed  to define  the  salience of  the various aspects of  the variable  to be 
apprehended in their answer (Kristof‐Brown & Billsberry 2012; Kristof‐Brown, Zimmerman & 
Johnson 2005; Kristof 1996). This concept has allowed assessing the compatibility between 
people  and  organizations.  However,  extrapolation  to  habit  (person)  and  technology 
(environment) was deemed pertinent in this thesis.  
Gathering the elements of this background, the research proposal of this thesis was justified 
as follows.  
1.4  Justification 
Firstly,  it has been mentioned  that habits might be  the best predictors of behavior  (Ajzen 
1987; Ouellette & Wood 1998). Secondly, literature suggests that habits cannot exist in pure 
isolated  forms  (Bourdieu 1984; Swartz 2002; Wozniak 2009). Therefore, other habits may 
also  influence  intention and behavior. However,  the multiple habits contained  in habitual 
structures have been extensively overlooked  in  relationship with behavioral  intention and 
behavior (see Table 2.1). This thesis addresses this important gap in the literature of habit. 
The property of  ‘perceived  fit’ measures may  serve  to  capture  salient habits,  and  salient 
dimensions  of  habit  from  the  respondent  perspective  (Kristof‐Brown  &  Billsberry  2012; 
Kristof‐Brown, Zimmerman & Johnson 2005; Kristof 1996). By approaching habits  in a way 
that takes advantage from the properties of perceived fit, this thesis may provide additional 
justification  to  conduct  research.  This  is  because  its  approach  deals  with multiple  non‐
predetermined habits. But it also deals with the imprecise and variable nature of a concept 
that  belongs  to  the  everyday  language—habit  (Crossley  2013).    Thus,  this  research  is 
justified  as  it  addresses  significant  concerns  in  the  literature  of  habit  about  the  current 
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precision  and  completeness  of  definition  and measurement  for  habits  (Limayem,  Hirt & 
Cheung 2007). 
Theoretical  frameworks  such  as UTAUT  have  recently  been  extended  to  incorporate  the 
important  habit  construct  in  technology  acceptance  (Pahnila,  Siponen  &  Zheng  2011). 
However, more than a single predetermined habit has rarely been considered in technology 
acceptance  research  (see  Table  2.1).  Thus,  addressing  this  gap  in  the  literature  of 
technology acceptance may provide justification for the work conducted in this thesis.   
Another  aspect  that  justifies  this  research  is  that  it  would  test  UTAUT  before  adding 
extensions or performing modifications to the model. Testing with a confirmatory analysis 
technique which evaluates the whole model simultaneously is necessary to claim theoretical 
suitability  (Byrne  2010; Hair  et  al. 2010; Hair, Ringle &  Sarstedt  2011).  Since UTAUT was 
created with exploratory techniques, and is rarely tested unmodified by confirmatory means 
(See Table 2.7), the confirmatory approach of this thesis contributes  in an aspect that has 
been extensively overlooked.  
There  are  several  reasons  to  have  an  interest  in  what  it  takes  for  people  to  accept 
technology. Yet, the reasons may vary from the perspective of the beholder. For corporate 
managers,  employee  acceptance  of  new  systems  might  be  important  to  support 
performance goals within their organization (Venkatesh et al. 2003; Westland & Clark 2001), 
to assure return of the investment and profit, or to produce internal data that can be mined 
to assist decision making (Huang, Wu & Chou 2013; Morris & Venkatesh 2010; Pan, Hackney 
& Pan 2008). New product developers in the software industry may seek business growth in 
acceptance, whether they develop ad‐hoc software or provide software as a service through 
the  Internet (Haldimann, Walter & Brenzikofer 2014; Tyrväinen & Selin 2011). The  interest 
to  understand  acceptance  can  also  take  the  perspective  of  educators  trying  to  teach 
statistics  to  their students with didactic computer programs  (Sydnor et al. 2014), of small 
communities  in  need  for  a  local  surgeon  being  remotely  assisted  in  delicate  procedures 
(Marescaux & Diana 2014; Martini, Hewage & Nasralla 2014). Despite the perspective of the 
beholder,  understanding  technology  acceptance  has  appeared  as  a  subject  of  great 
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relevance  in previous  research. Thus, advancing  toward better  theory on acceptance may 
continue to provide a strong rationale for research in this field.  
1.5  Significance  
Empirical  evidence  of  the  relationship  between  habit‐technology  fit  and  behavioral 
intention would mean the better the fit between a person’s habits and the technology, the 
higher the  intentions to accept and use the proposed technology. By providing support to 
this  relationship  habit‐technology  fit  may  gain  acceptance  in  the  academic  and 
organizational community.  
Whereas single habit studies may explain to what extent the habit of using an email system 
may  impact on  the utilization of  the  same email  system, habit‐technology  fit may open a 
new avenue of  research. Encapsulated  in habit‐technology  fit  there could be a  teenager’s 
habit  of  putting  her  mobile  phone  in  her  back  pocket,  influencing  her  intentions  of 
acceptance of a nicer but wider screen tablet. Habit‐technology fit may also reflect the deep 
habits in an accountant’s mind, affecting his intention to accept a great online spreadsheet 
that  allows  him  to work  simultaneously with  other  colleagues  as  he  needs,  but  requires 
learning  too  many  new  key  shortcuts  for  the  functions  he  already  uses  heuristically.  
Regardless of previous utilization a technology X, the existing habits might be in favor of that 
technology or may oppose  it. Such characteristic would be something quite unique about 
habit‐technology fit that other approaches have not provided.  
1.6  Research questions 
There were three questions defined for this research: 
RQ1 ‐ What is the impact of habit‐technology fit upon behavioral intention in the 
context of technology acceptance? (H1&H1a) 
RQ2 ‐ What is the effect of including habit‐technology fit in the Unified Theory of 
Acceptance and Use of Technology model? (H2&H3 vs H4&H5) 
RQ3 – If  it could, how can habit‐technology fit  improve the model specification 
of  the  Unified  Theory  of  Acceptance  and  Use  of  Technology?  (Post‐hoc 
modification) 
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These  research  questions  are  linked  to  hypotheses  which  are  developed  in  Chapter  2. 
Research question 1 refers to the relationship between habit‐technology fit and behavioral 
intention. This question is addressed by testing Hypotheses 1 and 1a. The first one tests the 
direct relationship, and  the second  tests  the relationship with  three moderators. Relevant 
moderators  define  different  strengths  of  the  relationship  at  different  levels  of  the 
moderating variable.  
Research  question  2  refers  to  the  effect  of  putting  the measures  of  habit‐technology  fit 
within the measurement model of UTAUT, and then testing the structural model. In order to 
evaluate the effect of  including the new variable,  it  is necessary to test the original UTAUT 
model unmodified;  then,  include habit‐technology  fit and assess  the differences between 
models. Hypothesis 2  tests  that  all  the  internal  relationships of UTAUT  are as  the  theory 
would  expect.  Hypothesis  3  tests  the  fit  of  the whole model with  data.  A  good  fit  and 
statistical  significance  would  support  the  theory  that  posits  the  model  as  the  best 
theoretical  structure.  Hypotheses  4  and  5  repeat  the  same  tests  after  including  habit‐
technology fit. In that way,  it  is possible to compare which model has better fit and better 
statistical significance. 
Finally,  research question 3 brings up  the possibility of model  improvement. The changes 
have to obey theoretical relationships, but allow different specifications of the model. Thus, 
this research question is addressed by conducting post‐hoc model modification. 
1.7  Research Methodology 
This thesis has deemed  it appropriate to follow a post‐positivist approach, associated with 
an  objective  approach  to  the  study  of  social  reality, which  can  only  be  imperfectly  and 
probabilistically  apprehendable.  The  research  on  this  thesis  is  framed  in  a  quantitative 
tradition,  therefore  in  the  deductive  stream  of  research.  A  cross‐sectional  design  was 
considered appropriate to collect quantitative primary data, given the time limitation of the 
research project. Self‐administered questionnaires are used  in semi‐natural settings where 
respondents  are  asked  to  report.  These  decisions  are  based  in  assessing  methodology 
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options  from  the  literature of  research methods,  see  (Blaikie 2010; Guba & Lincoln 1994; 
Neuman 2010). 
The process is summarized in five stages. The first stage began with the literature review of 
habit,  person‐environment  fit  and  technology  acceptance.  It  included  identifying  the 
research problem,  the main  theoretical models; development of a conceptual  framework, 
research  questions,  and  hypotheses.  The  second  stage  included  measurement, 
questionnaire  and  sample  frame  development.  The  scale  development  process  included 
item generation, expert consultation and a card sorting exercise in order to ensure content 
validity  (DeVellis  2012;  Moore  &  Benbasat  1991).  A  scale  was  developed  for  the  HTF 
construct only. However, all UTAUT’s measures were examined and validated. Four experts 
in  areas  of  information  systems,  organizational  communication,  semiotics  and  linguistics 
participated  in  the  expert  consultation,  and  40  participants  drawn  from  a  public  call  in 
Melbourne took part  in the card sorting exercise. Then, a pre‐test study was conducted to 
refine the instrument, followed by a pilot study. The third stage consisted of the main study 
(online survey). The fourth was data analyses, and the fifth interpretation and reporting.  
Seven hedonic and utilitarian pieces of technology were included in the study. These were: 
Facebook, Google Docs, Microsoft Office 365, PayPal, Xbox 360 Online gaming, Zoho Suite, 
Sales  Force  Cloud.  Respondents  selected  the  most  familiar  and  the  most  unfamiliar 
technology, and the survey for these options was alternated.  
The process of  the analysis comprised  (1) data preparation,  (2) reliability  test, exploratory 
factor analysis (EFA) and confirmatory factor analysis (CFA), and (3) criterion‐related validity 
assessment, model  testing and model modification. This evaluation  required  testing  three 
models  and  their  internal  hypotheses  (original UTAUT,  extended UTAUT  and  a modified 
model). The three models were tested in two versions of the same model (with and without 
moderators). The structural models were tested with covariance‐based structural equation 
modeling  (SEM)  primarily,  and  cross‐validated  with  variance‐based  structural  equation 
modeling. Additionally,  redundancy  analysis  and  f‐tests were used  to  address  collinearity 
concerns. 
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1.8  Structure of the thesis 
Chapter one provides an overview of the thesis. This chapter sets research objectives and 
justification. It presents the research questions, methodology adopted, key contributions to 
the  literature, and the  limitations of this research. Besides,  it presents the structure of the 
thesis. 
Chapter  two  offers  a  review  of  the  literature  and  theory  of  habit.  This  chapter  presents 
important  concepts  from  the person‐environment  fit  to  integrate  the habit‐technology  fit 
construct,  identifies  gaps  in  the  literature,  develops  research  questions  and  hypotheses, 
develops a conceptual framework, and presents the research model of this thesis.  
Chapter three discusses the methodology approach of the study, research design, research 
procedures,  and  scale development method.  This  chapter  also  introduces  sample design, 
and data analysis utilized. Throughout the chapter the adequacy of the selected procedures 
and techniques is discussed. 
Chapter four reports a descriptive statistic of the sample, details the results of reliability of 
the  scales,  exploratory  factor  analysis,  confirmatory  factor  analysis,  and  hypotheses  test. 
Chapter four also shows a Venn diagram that  illustrates the redundancy of each variable’s 
effect upon behavioral intention.  
Chapter five discusses the findings of this thesis. First, it presents the findings derived from 
Hypotheses 1 and 1a which relate to the relationship of habit‐technology fit and behavioral 
intention and its moderators. Second, the findings derived from testing Hypotheses 2 and 3 
which refer to the original UTAUT model are presented. Third, the findings of the extended 
model are discussed, from Hypotheses 4 and 5; and fourth, the chapter concludes with the 
discussion of the findings derived from discoveries during the post‐hoc model modification. 
Chapter six concludes this thesis. It highlights the theoretical contributions and implications 
of this research, acknowledges the limitation of this study and suggests future research. 
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1.9  Key concepts 
1.9.1  Habit‐technology fit 
Habit‐technology  fit  is a new construct developed  in  this  thesis.   Habit‐technology  fit was 
defined  as  the  degree  to  which  an  individual  believes  that  using  the  technology  is 
compatible with  his  or  her  habits.  The  concept  of  perceived  fit was  borrowed  from  the 
literature  of  person‐environment  fit  (Kristof‐Brown  &  Billsberry  2012;  Kristof‐Brown, 
Zimmerman  &  Johnson  2005)  to  shape  the  new  construct.  Habit‐technology  fit  was 
identified as a potential determinant of behavioral intention, moderated by age, experience 
and gender. This thesis proposes integration within a technology acceptance model.  
1.9.2  Behavioral intention 
This  concept  refers  to  the  strength  of  a  person’s  intention  to  accomplish  a  behavior. 
Behavioral  Intention  has  been  defined  ‘as  an  individual's  positive  or  negative  feelings 
(evaluative affect) about performing the target behavior’ (Davis, Bagozzi & Warshaw 1989, 
p.  984;  Fishbein &  Ajzen  1975,  p.  288).  Behavioral  intention  is  the main  determinant  of 
actual behavior, which is a measure of the target behavior (Davis 1986). However, it has also 
been approached as a latent variable (see Davis 1986; Liang et al. 2010). 
1.10  UTAUT theoretical framework 
Habit‐technology  fit  (HTF)  was  integrated  in  the  framework  of  the  Unified  Theory  of 
Acceptance  and  Use  of  Technology  (UTAUT)  (Venkatesh  et  al.  2003).  UTAUT  posit 
performance  expectancy  (PE),  effort  expectancy  (EE),  and  social  influence  (SI)  as 
determinants of behavioral  intention (BI). They also put forward facilitating conditions (FC) 
and behavioral  intention as determinants of actual behavior (AB). Age, experience, gender 
and voluntariness moderate these relationships as briefly shown in Figure 1.1. 
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RESEARCH MODEL SIMPLIFIED 
 
  
Figure 1.1 ‐ Research Model Simplified  
(See detailed model in Figure 2.6) 
(Source: Author)
1.11  Key contributions 
The main original contribution of this research is that it conceptualizes ‘habit‐technology fit’ 
and  empirically  investigates  its  relationship  to  behavioral  intention.  In  this  theoretical 
relationship, a system of habits  is considered, besides the habit which  is expressed by the 
same activities as  the  target behavior. Thus,  the  findings build upon previous  research of 
habit,  and  provide  a  significant  contribution  to  the  literature  by  addressing  a  gap where 
multiple non‐predetermined habits had not been studied.  
The combination of perceived fit and habits, as conceptualized in this thesis, anticipates that 
the better the  fit between user‐habits and a given technology, the higher the  intention to 
use  it.  This  concept was  empirically  confirmed, which  contributes  to  the  theory of  three 
fields—habit, person‐environment fit, and technology acceptance. Besides, the findings on 
hypothesized moderators,  such  as  age  and  experience,  confirmed  the  elastic property of 
habits.  This  extends  previous  research  on  single  habit  and  technology  acceptance  (see 
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Pahnila, Siponen & Zheng 2011; Venkatesh, Thong & Xu 2012).   However,  it also weakens 
theory on gender as a moderator of this relationship. 
This  research  contributes  to  theory  by  confirming  some  of  the  basic  determinants 
conceptualized  in  UTAUT,  but  weakening  the  applicability  of  its  moderators  and  its 
particular  structure.  It also weakens  the applicability of  the  research model,  consisting of 
UTAUT  plus  habit‐technology  fit.  By  rejecting  specific  aspects  of  these models  (base  and 
extended),  the  findings  of  this  thesis  may  help  to  improve  the  generalizability  of  the 
technology acceptance models. 
An  important discovery of this research was the redundancy between habit‐technology fit, 
performance expectancy and effort expectancy. Habit‐technology fit explains as much as the 
sum of performance expectancy and effort expectancy plus an additional margin. This study 
found that by keeping habit‐technology fit in the model instead of performance expectancy 
and effort expectancy, the total  loss on the effect size upon behavioral  intention would be 
0.4%. In contrast, by dropping habit‐technology fit a unique margin of 5.2% of the effect size 
would  be  lost.  Furthermore,  empirical  evidence  on  semantic  convergence  and 
differentiation  led  to  a  scenario where mixing  these  constructs was deemed  inadequate. 
Therefore,  it  might  be  difficult  to  specify  habit‐technology  in  the  same  model  as 
performance  expectancy  and  effort  expectancy.  Such  a  discovery  contributes  to  the 
literature related to measurement of habit, and perceived compatibility. It also contributes 
to  the  literature of  technology acceptance, where potentially valuable compatibility‐based 
measures  have  been  dropped without  further  assessment.  These  findings  emphasize  the 
possibility of erroneously assessing (error type II) discriminant validity when relying solely on 
correlation‐based techniques, such as factor analysis. 
Finally,  one  of  the most  important  contributions  to  the  theory  of  habit  and  technology 
acceptance derives from the post‐hoc model modification. The only model that found model 
fit  and  statistical  significance  for  the model  specification was  a parsimonious one. Habit‐
technology  fit and social  influence were specified as determinants of behavioral  intention, 
and  behavioral  intention  as  determinant  of  actual  behavior.  Referred  to  as  the  Habit‐
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Technology Fit model, the new model represents an original contribution to the theory of 
habit and technology acceptance.  
1.12  Limitations and future research 
One of the limitations of this research is the level at which its findings can be generalized, as 
this  thesis  used  a  non‐probability  sample.  Non‐probability  samples  are  not  ideal,  yet 
sometimes  necessary  when  the  elements  of  the  population  cannot  be  identified,  and 
therefore  cannot  be  randomly  selected  (Blaikie  2010).  However,  this  limitation  was 
addressed  by  using  a  Respondent‐Driven‐Sampling  technique which  reduces  the  bias  by 
homophily (Heckathorn 2002).  
Potential self‐report bias derives from a research choice of getting data from a semi‐natural 
setting, and might represent a limitation of this research. When people are asked to report 
on themselves, there might be a gap between the report and reality (Blaikie 2010). This may 
also derive from individuals retrospectively becoming aware of their habits by the traces of 
their unaware actions (Mittal 1988), but only being able to recognize some of their habits. 
This research addressed this limitation by not providing additional incentives that may invite 
respondents to report differently to reality. However, this self‐report remains a limitation of 
this research. 
The Habit‐Technology Fit model was proposed as a result of this thesis. However,  it needs 
validation  in future research. More research  is also needed to establish the role of culture 
across  several  countries,  and  the  use  of  the  Habit‐Technology  Fit model  in  longitudinal 
designs. 
Facilitating  conditions  failed  to  achieve  both  convergent  and  discriminant  validity  in  the 
setting of this research. The construct was dropped, and the model had to be tested without 
it. This  thesis provided  important  results about  the  theoretical validity of UTAUT, but not 
being able to test facilitating conditions  in the model  is a  limitation of this research.   Thus, 
replicating the original specification of UTAUT by confirmatory analysis techniques remains 
an important task for future work.   
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1.13  Summary 
This  chapter  offered  an  introduction  to  this  thesis.  It  presented  research  objectives, 
justification,  research  questions,  an  overview  of  the  methodology  adopted,  the  key 
contributions  to  the  literature,  and  the  limitations of  this  research.  It  also presented  the 
organization of this thesis. Furthermore, this chapter presented the need to investigate the 
relationship  between  habit‐technology  fit  and  behavioral  intention  in  the  framework  of 
UTAUT. 
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CHAPTER 2   LITERATURE REVIEW 
2.1  Objective 
The objective of this chapter is to provide a systematic review and analysis of the literature 
of habit and behavior. This review aims to  identify research gaps  in the  literature, and the 
justification of addressing  them. This chapter also explores  the concept of  ‘fit’  in order  to 
provide an alternative operationalization  for habits, and  theory on  technology acceptance 
with the purpose of contextualizing the relationships of habits and behavior.  
This chapter concludes with the conceptualization of a new construct, habit‐technology fit. 
Based on the review of theory and empirical evidence, relationships for the new construct 
are hypothesized in the context of the Unified Theory of Acceptance and Use of Technology. 
2.2  Parent fields 
Habits  are  considered  a  major  determinant  of  behavior;  however  they  have  been 
overlooked in past research. The psychology guild recognizes that habit strength as the best 
predictor  of  future  behavior  (Ajzen  1987).  Paradoxically,  ‘habit’  does  not  appear  as  an 
important construct  in most contemporary human behavior  research models as Ouellette 
and Wood (1998) describe.  
This  can  be  difficult  to  believe  because  on  one  hand,  the  term  ‘habit’  may  seem  too 
quotidian,  and  it  might  be  easy  assuming  significant  presence  in  the  peer  reviewed 
literature.  Besides,  the  proliferation  of  self‐help  literature  describing  the  importance  of 
habits in personal performance can mislead the perception about the maturity of theory on 
the field.  
The  reason  for  the  exclusion  of  habit  might  be  related  to  the  doubts  about  the 
‘meaningfulness’ of its role in linking past with future behavior. Ouellette and Wood (1998) 
explain  how most  graduate  psychologists  learn  a  generally  accepted  dichotomy  of  habit. 
Habits as frequency of past behavior are a robust predictor of future behavior according to 
Triandis (1977), Thompson, Higgins and Howell (1991), Bergeron et al. (1995), and Dennis, 
Wixom and Vandenberg (2001). But this  is  immediately contrasted with arguments against 
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the  significance  and  value  of  Triandis’  statement.  The  relation  of  past‐behavior–future‐
behavior is not especially enlightening or insightful. For instance, saying that a person is on 
time for her appointments because she has a tendency to be punctual, does not provide any 
new information or understanding (Ajzen 1987).  
The concept of habit evolved from simple repetition, experience or past behavior to more 
robust conceptualizations. Despite the general position of the psychology guild, during the 
past  three  decades  research  on  habit  re‐emerged.  A  number  of  researchers  such  as 
Limayem and Hirt (2003), Ouellette and Wood (1998), Pahnila et al. (2011), Verplanken et al. 
(1998), Wood et al.  (2002) supported the meaningfulness of habit as a provider of unique 
insight into the prediction and control of behavior (Ouellette & Wood 1998). 
In Information Systems (IS) literature, extending models based on personal characteristics—
such as habit—is encouraged as a matter for future research (Baloh 2007; Junglas, Abraham 
&  Ives  2009). Maruping  &  Agarwal  (2004)  ‘researchers  are  encouraged  to  extend  their 
theories into the intersection of technology, humans, and tasks’ (p. 15). 
In  this  regard,  habit  may  well  be  a  suitable  representative  of  personal  characteristics. 
Abelson (Abelson 1981; Verplanken, Myrbakk & Rudi 2005) suggested habits are a script of a 
personal  kind,  Lankton  et  al.  (Lankton, Wilson  & Mao  2010)  recognizes  habits  as  self‐
identifying,  and Norman  (Norman  2011) makes  reference  to  habits  reflecting  a  person’s 
sense of  identity. Therefore, by researching on habits this thesis might be addressing such 
calls.  
Besides  the  call  for  personal  characteristics,  habit  has  received  direct  calls  for  future 
research  in Information Systems (IS) and particularly  in the technology acceptance models. 
‘Given  the  importance  of  habit  in  web  site  usage,  and  by  extension  in  the  context  of 
information systems where much uncertainty is present, it seems necessary for researchers 
to seriously examine  the  role of habit  in  technology adoption’  (Liao, Palvia & Lin 2006, p. 
481). ‘Habit is a major factor behind behavioral intentions and should be included in models 
such as TAM’ (Gefen 2003, p. 10). The developers of the Unified Theory of Acceptance and 
Use of Technology (UTAUT) have recommended extending UTAUT by integrating habit into 
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it  as  a  path  of  research  in  order  to  increase  the  explanatory  value  of  UTAUT  (Pahnila, 
Siponen & Zheng 2011; Venkatesh et al. 2003). So far, this call has been addressed, but only 
single  predetermined habits  have  received  attention  (see  Section  2.11.1  ‐ Measuring  the 
‘other’ habits: a gap in the literature).  
Dennis et  al.  (2001) proposed  a  ‘fit  and  appropriation model’  and  theoretically  identified 
habits as a determinant of appropriation of  ‘group support systems’; however habits were 
excluded from the empirical study. Pahnila et al. (2011) effectively integrate habit within the 
frame  of UTAUT  for  the  Chinese  eBay. When  Pahnila  et  al.  published  their  2011  article, 
consistent  with  this  literature  review,  no  other  study  had  extended  UTAUT  with  the 
construct of habit. The findings supported a positive impact of habits upon actual behavior, 
measured with the Self‐report habit Index (Verplanken & Orbell 2003).  
Finally Venkatesh et al. (Venkatesh, Thong & Xu 2012) published a second version of UTAUT.  
UTAUT2 extended UTAUT with hedonic motivation, price value, and habit. Habit was tested 
in behavioral intention and actual behavior and both relations resulted significant.  
In regards to habit, Pahnila, Siponen and Zheng’s (2011) extension to UTAUT and Venkatesh, 
Thong and Xu’s (2012) UTAUT2 may have covered an important gap in the literature, which 
makes them relevant for this thesis, although no more than other studies presented in Table 
2.1. Other approaches  to measuring habits might  significantly expand  these contributions 
on  habits  in  technology  acceptance.  Limayem,  Hirt  and  Cheung  (2007)  affirmed  that  an 
important  task  for  future  research would be  capturing  ‘the  real meaning of a general, as 
opposed to a specific, habit’ (p. 731). Besides Gardner et al. (2011) and Ajzen (2002) would 
agree in that ‘a more appropriate approach would rely on an operationalization of habit that 
is independent of the behavior it is supposed to explain and predict’ (p. 14).  
Figure  2.1  shows  three  examples  in  which  single  predetermined  habit  has  been  tested 
empirically (see also Table 2.5 ‐ Empirical Evidence of Habit Upon BI and AB or Appendix 5). 
In UATUT2,  the  relationship of habit has been expressed as  in  the Example 1 of  the  fore 
mentioned figure (Venkatesh et al. 2003).  
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In  the  three  examples,  the  researcher  knows  and wants  to measure  one  habit  and  one 
behavior. Letter h1 represents one habit measured at the time, and b1 represents a behavior 
being measured. The sub‐script ‘1’  identifies the specific behavior. For example,  if b1  is the 
behavior  of  using  a  PC,  h1  is  the  habit  of  using  a  PC.  The  examples  in  Figure  2.1 
operationalize habit  in a way  that hardly can be considered  independent of  the behavior, 
simply  because  the  target  behavior  is  the  same  as  the  habituated  behavior.  In  the  next 
section,  Table  2.1  (Gap  in  Literature)  shows  that most  of  the  research  published  so  far 
concentrates on single predetermined habit, which usually translates to  ‘habit with  impact 
upon a recurred behavior’. 
A gap  in the  literature, where significant contributions can still be made, may derive  from 
the theory which suggests that habits do not exist in a pure and isolated form. In Section 2.7 
(Prototype definition of habits), this thesis developed an approximation to the definition of 
habit. Consistent with Wozniak (2009), Swartz (2002), and Bourdieu (1984) habits are called 
systems  and  structures, which  indicates  relationships  of  interaction  and  support  among 
habits. However, it is rare finding direct references to the interaction between habits in the 
literature of habit  and behavior,  therefore empirical evidence  is  also  limited  (see  Section 
2.11.1 ‐ Measuring the ‘other’ habits: a gap in the literature).  
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RECURRED BEHAVIOR 
Example 1 
 
Example 2 
 
  Example 3 
Figure 2.1 ‐ Recurred Behavior  (Source: Author)
Based on the previous arguments, this thesis has the support to propose that including ‘the 
other habits’ in empirical research would constitute an original and significant contribution 
to the literature of habit, information systems and behavior.  
Table  2.1  classifies  the  different  measures  of  habit  in  the  literature.  The  classification 
considers how many habits are being measured at the same time, and to what extend the 
habits being measured are predetermined by the researcher. This table illustrates that most 
of  the attention has been placed on measuring single predetermined habits, and multiple 
non‐predetermined  habits  have  been  overlooked  in  the  literature.  Section  2.11.1  ‐ 
Measuring the ‘other’ habits: a gap in the literature, provides more details on the criteria of 
classification.   
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GAP IN LITERATURE 
  Single  Multiple 
Predetermined 
S‐P 
51 
(83.6%) 
M‐P 
4 
(8.2%) 
Semi  
predetermined 
S‐S 
1 
(1.6%) 
M‐S 
3 
(4.9%) 
Non 
predetermined 
S‐N 
1 
(1.6%) 
M‐N 
0 
(0.0%) 
 
Total Articles  Measurement of  Reported 
58 
Single predetermined habit (S‐P)  51  83.6% 
Multiple predetermined habits (M‐P)  4  8.2% 
Single semi‐predetermined (S‐S)  1  1.6% 
Multiple semi‐predetermined (M‐S)  3  4.9% 
Single non‐predetermined habit (S‐N)  1  1.6% 
Multiple non‐predetermined habits (M‐N)  0  0.0% 
TOTAL CASES  61  100.0% 
 
1 (Escobar‐Rodríguez & Carvajal‐Trujillo 2013) 
S‐P  
2 (Han & Farn 2013) S‐P  
3 (Huang, Wu & Chou 2013) S‐P  
4 (Kang et al. 2013) S‐P  
5 (Klöckner 2013) S‐P  
6 (Nikou & Bouwman 2013) S‐P  
7 (Raman & Don 2013) S‐P  
8 (Tseng, Chang & Woo 2013) S‐P  
9 (Venkatesh, Thong & Xu 2012) S‐P  
10 (Barnes 2011) S‐P  
11 (Chen & Lai 2011) M‐P  
12 (Loibl, Kraybill & DeMay 2011) S‐P  
13 (Norman 2011) S‐P  
14 (Pahnila, Siponen & Zheng 2011) S‐P  
15 (De Bruijn & Rhodes 2010) S‐P  
16 (Gu et al. 2010) S‐P  
17 (Lankton, Wilson & Mao 2010) S‐P  
18 (de Bruijn et al. 2009) S‐P  
19 (De Bruijn & Van Den Putte 2009) S‐P  
20 (Gardner 2009) S‐P  
21 (Limayem & Cheung 2008) S‐P 
22 (Wu & Kuo 2008) S‐P  
23 (De Bruijn et al. 2007) S‐P  
24 (Limayem, Hirt & Cheung 2007) S‐P  
25 (Liao, Palvia & Lin 2006) S‐P  
26 (Thøgersen 2006) S‐P  
27 (van Empelen & Kok 2006) S‐P  
28 (Verplanken 2006) S‐P  
29 (Honkanen, Olsen & Verplanken 2005) S‐P  
30 (Kim & Malhotra 2005) S‐P  
31 (Wood, Tam & Witt 2005) S‐P  
32 (Gefen 2003) S‐P  
33 (Klöckner, Matthies & Hunecke 2003) S‐P S‐
S M‐P S‐S M‐S  
34 (Limayem & Hirt 2003) S‐P  
35 (Limayem, Cheung & Chan 2003) S‐P  
36 (Limayem, Hirt & Cheung 2003) S‐P  
37 (Verplanken & Orbell 2003) S‐P S‐N  
38 (Bamberg & Schmidt 2003) M‐S  
39 (Orbell et al. 2001) S‐P  
40 (Saba, Vassallo & Turrini 2000) S‐P  
41 (Trafimow 2000) S‐P  
42 (Verplanken & Faes 1999) M‐P  
43 (Ouellette & Wood 1998) S‐P  
44 (Saba & Di Natale 1998a) S‐P  
45 (Saba & Di Natale 1998b) S‐P  
46 (Saba et al. 1998) S‐P  
47 (Verplanken, Bas et al. 1998) M‐S  
48 (Bergeron et al. 1995) S‐P  
49 (Verplanken 1994) M‐P  
50 (Towler & Shepherd 1992) S‐P  
51 (Ajzen 1991) N/A 
52 (Montano & Taplin 1991) S‐P  
53 (Bagozzi & Warshaw 1990) S‐P  
54 (Charng, Piliavin & Callero 1988) S‐P  
55 (Mittal 1988) S‐P  
56 (Wittenbraker, Gibbs & Kahle 1983) S‐P  
57 (Bagozzi 1981) S‐P  
58  (Landis,  Triandis  &  Adamopoulos  1978) 
M‐P 
Table 2.1 ‐ Gap in Literature  (Source: Author)
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2.3  Addressing the Gap 
Based  on  the  principles  of  ‘fit’  previously  explained  in  Sections  2.12  to  2.16  ,  this  thesis 
argues  that borrowing  person‐environment  [P‐E]  theory  and  ‘perceived  fit’ measurement 
techniques, may allow a combined operationalization with habits. While  responding  to an 
integrated measure  of  fit  and  habits,  individuals would  be  able  to  select  any  habit  that 
comes  to  their mind. They  could  select any characteristic  that  increases or decreases  the 
compatibility  between  the  person  and  the  technology.  Furthermore,  supplementary  and 
complementary compatibility between habit and  technology could be captured  in a single 
measure (see Section 2.13.3 ).  
The product of extrapolating perceived  fit to the study of habits  in technology acceptance 
derives in a new construct developed in this thesis: habit‐technology fit. The relationships of 
habit‐technology fit, behavioral  intention and actual behavior can be contextualized  in the 
frame of the Unified Theories of Acceptance and Use of Technology UTAUT 1&2 (Venkatesh 
et al. 2003; Venkatesh, Thong & Xu 2012).  
2.4  The concept of habit 
This  section  presents  one  issue  in  the  literature  of  habits,  this  is,  the  imprecision  of  the 
concept  itself. As mentioned  in the  introduction of chapter 2, future research continues to 
call for better definitions of habit that may lead to better operationalization (Limayem, Hirt 
&  Cheung  2007).  However,  the  main  problem  continues.  The  concept  belongs  to  the 
everyday language, where its definition is variable and imprecise (Crossley 2013). 
Thus,  section 2.5  is dedicated  to  the diverse perspectives of habit.  Then,  section 2.6 will 
revise  literature  that  describes  the  attributes  and  characteristics  of  habits.  These  two 
sections  show  that  the  short  dictionary‐like  approaches  to  define  habit  tend  to  be 
reductionist by oversimplifying  the essence of  the  concept. Therefore we  commence  this 
review  with  a  picture  of  the  definitions  of  habit  adopted  or  generated  within  diverse 
standing points. 
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Commencing with a simple count, the number of definitions of habits found per discipline 
might suggest  the attention each  field of knowledge has paid  to  the  topic. Thus, a search 
(“habit  is” OR “habits are”) was conducted  in  the 43 databases of ProQuest Central. 5530 
results were  revised  looking  for definitions, and 98 Peer‐reviewed articles  containing 135 
definitions emerged. Results were classified  in more discipline groups, and observances by 
discipline  appeared  as  in  the  following proportions: 26% of  the definitions of habit were 
found  in Medicine  and  Health,  18%  in  Humanities,  17%  Business  and  Economics,  16% 
Psychology, 11% in Education, 6% in Science and Technology, and 6% in Social Sciences (See 
Table 2.2).  
OBSERVANCES OF DEFINITIONS OF HABIT BY DISCIPLINE GROUP 
Discipline  Frequency  Percent 
Health and medical  35  26% 
Humanities  24  18% 
Business and economics  23  17% 
Psychology  22  16% 
Education  15  11% 
Science and Technology  8  6% 
Social Sciences  8  6% 
TOTAL  135  100% 
Table 2.2 ‐ Observances of Definitions of Habit by Discipline Group  (Source: author)
Within the definitions of habit, it was found that words semantically grouped as behavioral 
‘tendency’  (for example disposition,  inclination, predisposition, proclivity, propensity  is an 
essential  characteristic of  habits  (see Appendix  4  and Appendix  3  for  full  details  on  how 
groups were formed). This characteristic was the greatest commonality among these fields 
of  knowledge  (it  appeared  in 30% of  the definitions).  The  second most  commonly  found 
characteristic  (observed  in 11% of the definitions) conceptualized habit as a  ‘pattern’. The 
third  most  frequent  reference  to  habit  was  the  word  ‘behavior’  (seen  in  10%  of  the 
definitions).  After  that,    other  distinctive  characteristics  of  habits  appeared  with  some 
frequency across disciplines, such as being ‘ways’ (7%), ‘acquisitions’ (4%), ‘responses’ (4%) 
and  ‘routines’  (4%), among many others  (see Table 2.3).  Forty‐nine different words were 
used as key characteristics of habit before grouping them. 
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KEY CHARACTERISTICS OF HABIT EXTRACTED FROM DEFINITIONS  
Key Characteristic  Frequency  Percent 
Tendency  41  30% 
Pattern  15  11% 
Behavior  14  10% 
Ways  9  7% 
Acquisition  5  4% 
Response  5  4% 
Routines  5  4% 
(Other)  41  30% 
TOTAL  135  100% 
Table 2.3 ‐ Key Characteristics of Habit Extracted from Definitions  
(See Appendix 1) ‐ KEY CHARACTERISTICS OF HABIT EXTRACTED FROM 
DEFINITIONS 
(Source: Author)
However, it calls the attention that words used in definitions as fundamental characteristics 
of  habit  can  be  as  diverse  as  they  are.  There  are  as  many  observances  of  definitions 
containing words semantically grouped as ‘tendency’, as there are words that could not be 
grouped and words appearing with a frequency lower than 5 in a sample of 135. Given the 
complex nature of habits,  it  is not  surprising  that  in  research  there has been difficulty  to 
define the concept and even in attempting to measure it.  
According to Verplanken and Melkevik (2008) one of the mostly ignored discussions are the 
ones concerning  the conceptualization of habit.  It  is  still vague what  it can be considered 
habitual. Product of situation, appropriate conceptualization and operationalization are still 
a matter of debate (Lally et al. 2010). 
According  to  the  content  observed  in  the  definitions  of  habit,  two  identifiable  trends 
appeared  in our sample. One seems to be aligned with  John Dewey’s definition  (originally 
published  in 1922)  (Dewey 2002),  the  second apparently  to William  James’  (James 1890). 
Dewey  presents  elements  of  ‘predisposition  to  respond’  as  a  characteristic  pattern  of  a 
person. Dewey also suggests  that  tendency  to repeat acts are not  the essence of habit as 
their ‘tendency to repeat would be an incident of many habits but not of all’ (Dewey 2002, 
p. 42).  
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The second trend observed pays more attention to sequences triggered by contextual cues; 
acts  are  considered  automatic  responses  or  an  outcome  of  a  tendency  to  repeat  past 
behavior. In other words, this second stream focuses more on mechanical‐like automaticity.  
For  Dewey  ‘The  essence  of  habit  is  an  acquired  predisposition  to  ways  or  modes  of 
response’  (Dewey 2002, p. 42). Within  the  sample of definitions  in  this  review, 25% have 
taken the definition or very distinctive elements from Dewey (Abowitz 2011; Berk & Galvan 
2009;  Biesta  2007;  Brinkmann  2007;  Brockelman  2002;  Charmaz  2002;  Crissman  1942; 
Cutchin  2000,  2007;  Garrison  2002;  Guerreiro,  Pereira  &  Frezatti  2006;  Hedoin  2009; 
Hodgson 2009; Hodgson 2010; Kemp 1998; MacMullan 2005; Miller 2010; Nakamura 2009; 
Ralston 2011; Reynolds 1981; Ronald  Lee 1998; Stengel 2010). This element  is present  in 
every  field,  except  for  one–Science  and  Technology,  where  Information  Systems  was 
included.  
On the other hand, James (1890) defines habit as ‘sequences of behavior that have become 
virtually  automatic’  (p. 107). Of  the definitions  in  the  researcher’s  sample,  13 definitions 
(9.6%)  contain  the  essential  characteristics  of  this  definition  (Archer  2010;  Bansal  2011; 
Bonne et al. 2007; Bröder & Schiffer 2006; Canin, Dolcini & Adler 1999; de Nooijer, Onnink & 
van Assema 2010; Fujii & Kitamura 2003; Lawrence, Evans & Lees 2003; Mair & Bergin‐seers 
2010; Moore et al. 2006; Schmuck & Vlek 2003; Theuvsen 2004; Thøgersen & Møller 2008; 
Yoon 2011). This definition was observed  in every discipline of  the  sample of definitions, 
except in two fields—Education and Humanities (see Appendix 2 and Appendix 4). 
Definitions of habit  in social sciences are scarce. There are at  least two reasons for such a 
minor  appearance  of  definitions  in  the  field.  Firstly,  concept  was  removed  from  the 
vocabulary in sociology in opposition to the behaviorist mechanisms that deny the agency of 
the  individual.  The  exile  of  the  term  is  particularly  notorious  between  1940  and  1970.  
Secondly,  Pierre  Bourdieu  came  up with  a  sociological‐acceptable  alternative  to  habit—
habitus (Crossley 2013). 
The analysis of 135 definitions of habit found in 98 peer review articles led the researcher to 
synthesize key commonalities. These commonalities are remarkably similar and consistent 
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to  Wacquant’s  (2005)  synthesis  of  Bourdieu’s  concept  of  habitus:  ‘lasting  dispositions 
[tendency] or trained capacities [acquisition] and structured propensities [pattern]’, and ‘to 
think, feel, and act [behavior] in determinate ways […]’ (Collet 2009, p. 421).  
Crossley  (2013)  explains  that  throughout  Bourdieu’s  publications,  there  is  no  single 
authoritative definition of habitus. Bourdieu rises and explains his views on habitus without 
reducing it to a short definition. On one hand, that provides a rich view of the concept. On 
the other hand, it makes it difficult to approach habitus as a measurable variable. But, that 
is  not  unanticipated  as  Bourdieu  had  a  personal  position  against  the  positivist  approach 
(Collet 2009).  
Section  2.5  will  discuss  the  trends  and  perspectives  around  habit,  and  particularly  the 
dichotomy of empiricism and  transcendentalism. However,  the  synthesis of definitions of 
this thesis does not reflect the level of centrality of the automatic effect which is dominant 
in the trend after James (1890). This centrality is leading the Information Systems (IS) field, 
which might have inherited some of its perspectives from (James 1890).  
Key characteristics of habit are discussed in Crossley (2013), Collet (2009), Hodgson (2010), 
Klöckner  et  al.  (2003),  Lindbladh  and  Lyttkens  (2002),  Pahnila  et  al.  (2011),  and  Polites 
(2009), but are frequently excluded from the core definitions. Crossley (2013) discusses how 
the  concept  of  habit  is  particularly  complicated  as  it  belongs  to  the  everyday  language, 
where its definition is variable and imprecise. Thus, the intrinsic complexity of habit leads to 
a need for more comprehensive conceptualizations.  
This section discusses a content analysis applied to a sample of 135 definitions. Tendency, 
pattern and behavior were the most frequently found key terms used to define habit. These 
terms  account  for  52%  of  the  cumulative  percentage  of  the  observances  of  key  defining 
terms.  There  are  a  number  of  fundamental  characteristics  expressed  in  the  synthetic 
definitions of every discipline. However, these definitions do not capture other fundamental 
characteristics of habit. 
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Section  2.6  presents  thirteen  attributes  explaining  habits.  These  were  extracted  from  a 
deeper analysis of the peer reviewed literature on habits and behavior using NVivo v.10. The 
themes were used to suggest essential attributes and classes of habit (Section 2.6 ) from a 
holistic perspective. However, to understand this perspective it becomes necessary to draft 
a map of the different perspectives on habit.  
2.5  Perspectives on habit 
The  first stream of contemporary  thought  identified  in  literature was behaviorism  (Becker 
1992; Hull  1943; Watson  1998), which  is  a  school  of  psychology  based  on  the  stimulus‐
response  perspective.  Their  exponents  suggest  that  habits  are  always  based  on  rational 
choice, and every piece of information is taken into account for decision making while acting 
by habitual behavior. This view  shares  the mechanist concept of habit with  the Biological 
Perspective  (James  1890; Watson  2008)  and  the  economics mainstream  in  the  notion  of 
habit as a sequentially correlated behavior (Becker 1992) where the past correlates with the 
future  behavior  (Hodgson  2010;  Polites  2009).  Foucault  (Foucault  1973)  refers  to  these 
perspectives as an empiricist point of view, characterized by its scientific conception of the 
human being.  
Table  2.4  shows  a map  of  some  of  the most  outstanding  perspectives  identified  in  the 
literature of habit. Although  these perspectives can be described with different names by 
different authors, they tend to fall  into two main categories: empirical and transcendental 
perspectives  as  described  in  (Foucault  1973).  The  empirical  perspective  takes  a  scientific 
approach  to understand human beings, whereas  the  transcendental  takes a philosophical 
approach. To stress this perspective distinction Bourdieu set aside the word ‘habit’ and used 
the Latin term ‘habitus’ (Crossley 2013).   
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MAP OF PERSPECTIVES OF HABIT 
Author  BEH BIO CMP DIS ECO EMP SCB  SOC  SSD TRSC
(Aarts, H. & Dijksterhuis, AP 2000)        7                      
(Abelson 1981)                          4    
(Aristotle 1976)                             1 
(Bartlett 1997)                          4    
(Beck 2004)              5                
(Becker 1992)  3           5                
(Bourdieu 1990)                       2, 5     1 
(Bover 1991)              5                
(Dewey 2002, re‐print 1922)           3     1             
(Hodgson 2010)           3  5                
(Hull 1943)  7                            
(Hume 1984)                 1             
(Husserl 1970)                             1 
(James 1890)     4     3                   
(Kant 2007)                               
(Lindbladh & Lyttkens 2002)                       5       
(Mauss 1979)                             1 
(Merleau‐Ponty 1965)                 1             
(Pavlov 1911)  1                            
(Sheeran et al. 2005)        7                      
(Triandis 1979)                          4    
(Veblen 1898)           3                   
(Verplanken  2006)  (Verplanken  &  Orbell 
2003)        7                      
(Watson 1998)  3  4                         
(Weber 2004)                             1 
(Wood & Neal  2009)  (Melcalfe & Mischel 
1999)                    6          
Simon (2001; 1974)  2         
BEH – BEHAVIORISM 
CMP – COGNITIVE‐MOTIVATIONAL PERSPECTIVE 
DIS – DISPOSITIONAL PERSPECTIVE 
SCB – SOCIAL COGNITIVE BEHAVIORIST SYNTHESIS 
BIO – BIOLOGICAL PERSPECTIVE 
SSD ‐ SCHEMA AND SCRIPT DISCUSSION 
SOC – SOCIOLOGICAL PARADIGM 
ECO – ECONOMICS PARADIGM 
EMP ‐ EMPIRICAL PERSPECTIVE (SCIENTIFIC) 
TRSC ‐ TRANSCENDENTAL PERSPECTIVE (PHILOFOPHICAL) 
1 (Crossley 2013) 
2 (Collet 2009) 
3 (Hodgson 2010) 
4 (Klöckner, Matthies & Hunecke 2003) 
5 (Lindbladh & Lyttkens 2002) 
6 (Pahnila, Siponen & Zheng 2011) 
7 (Polites 2009) 
Table 2.4 shows which authors were  identified  in the  literature as representative of a theoretical perspective. 
Each column  represents one  theoretical perspective. The headings of  the columns are  the abbreviations of a 
perspective. Decoded abbreviations are found above this paragraph at the  left of the table. The numbers 1‐7 
represent seven sources that identify a given author with a theoretical perspective. These numbers are placed 
at the intersection of rows and columns to connect one author to one perspective. 
Table 2.4 ‐ Map of Perspectives of Habit  (Source: Author)
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Most  perspectives  today  oppose  behaviorism  or  pure  behaviorism.  For  example,  the 
Cognitive‐Motivational  Perspective  (Polites  2009),  the Dispositional  Perspective  (Hodgson 
2010), and the Social‐Cognitive‐Behaviorist Synthesis (Wood & Neal 2009).  
The Cognitive‐Motivational Perspective  (CMP)  focuses on  the  individual’s goals during  the 
development  of  habits.  Whereas  behaviorism  would  see  a  direct  connection  between 
stimuli and response, CMP considers goals as mediators. CMP sees positive reinforcement 
as  the  strengthener  of  the  link  between  goal  and  action.  In  a way  that when  a  similar 
situation  emerges,  the  representation  of  the  goal  is  automatically  activated  and  the 
behavior occurs without  the need of  conscious  thought. Although CMP uses  some of  the 
lexicon of behaviorism, such as positive reinforcement and automaticity; it is the individual’s 
desired effect that drives the performance of behavior (Polites 2009; Sheeran et al. 2005). 
The dispositional perspective (DIS) sees habits as acquired dispositions. DIS literature posits 
that  choice,  but  also  instincts  and  other  non‐deliberative  channels,  inform  habits.  DIS 
disagrees with behaviorism in that choice is the origin of habit and individuals can use all the 
pieces  of  information  to make  deliberated  choices.  DIS  relies  on  evidence  that  acts  of 
deliberation are led unconscious brain processes indicating that individuals are disposed to 
their  choices  before  they  are  aware  of  their  decision. Habit  efficiently  encapsulates  past 
adaptive  behavior  (Hodgson  2010).  According  to  this  perspective  choice  is  real  but  it  is 
caused,  it  is  a  contingent outcome of habits.  Figure 2.2  shows  the  contrast between  the 
behaviorist perspective and DIS.  
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HABIT AND DELIBERATION: DISPOSITIONAL PERSPECTIVE 
Behaviorist Perspective 
 
Dispositional Perspective 
 
Figure 2.2 ‐ Habit and Deliberation: Dispositional 
Perspective 
(Hodgson 2010)
Social‐Cognitive‐Behaviorist Synthesis  (SCB) perspective  focuses on  the processes of habit 
chance. SCB posits that people can  inhibit habits by excreting control after a habit cue has 
activated  the  response  in  the  individual’s  memory.  In  this  way,  habits  can  be  broken. 
However, habit is conceived as a type of automaticity with characteristic cueing of behavior 
that  does  not  depend  on  goals  or  intentions,  but  cognitive  associations.  It  differs  from 
behaviorism in that it acknowledges human actions as purposive (Pahnila, Siponen & Zheng 
2011;  Wood  &  Neal  2009).  In  the  aspect  of  goals,  SCB  differs  from  the  Cognitive‐
Motivational Perspective (CMP) mentioned before.  
The schema and script perspective rely on the notion of schematic or heuristic decisions or 
cognitive  mechanisms  which  are  deployed  in  automatic  alike  ways.  Similar  to  the 
Dispositional Perspective (DIS) it recognizes cognitive limitations, and sees habit as a form of 
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saving  those  resources.  However,  this  perspective  considers  that  habits  understood  as 
schemas  or  scripts  are  not  accessible  through  self‐reports  due  to  their  unconscious 
character. This belief  led to a measurement which  is not dependent from self‐reports, the 
Response Frequency Measure or RFM  (explained  in Section 2.11 Measurement of habits). 
Triandis’ model  (Triandis 1979) was one of  the  first  incorporating  this  concept. Klöckner, 
Matthies and Hunecke (2003)  identify the schema and script notion as conflicting with the 
mechanist‐strict view of the biological and behaviorist perspective.  
In  the  sociological perspective  (SOC)  the  individual  surpasses biological boundaries  to act 
free. The philosophical foundation of free will and volition of the  individual or agent  led to 
the adoption of a slightly different term to refer to habits–habitus. This is habitus, an overt 
rejection  to  behaviorism  where  habit  denotes  mechanical  behavior  in  response  to  a 
stimulus. Habitus emphasizes dexterity, know‐how, practical reason (Bourdieu 1984; Collet 
2009; Crossley 2013; Lindbladh & Lyttkens 2002).  
For Bourdieu ‘habitus’ (1984) has two faces: one side shows  itself as a generative principle 
of  judgment and on the other  it  is the system of classification. The habitus  is a structuring 
structure, which organizes practices and  the perception. Habitus  is  the ability  to generate 
classifiable  practices  and  works,  and  the  faculty  to  differentiate  and  appreciate  these 
practices  and  products  (taste) which  form  the  represented  social world.  In  other words, 
habitus  is  a  disposition  within  the  individual  to  make  specific  decisions  and  to  have 
particular  perceptions,  retaining  individual  agency while  following  a  system  of  rules  and 
constraints  (Bourdieu  1984;  Collet  2009).  The  sociological  perspective,  and  particularly 
Bourdieu’s, share one aspect with the Dispositional Perspective  (DIS). This  is the  idea that 
habits inform beliefs, deliberation and actions iteratively.  
The  rigid  distinction  between  empiricism  and  transcendentalism,  habit  and  habitus, 
according to Foucault (1973) cannot be sustained and does not need be sustained as they 
tend to converge (Crossley 2013).  In the beginning of these two paradigms one would see 
humans as biological machines, the product of pure evolution where reason would respond 
homogenously along time. The other would give absolute agency to the person; oppose the 
attempts to predict behavior and treat individual reason as heterogeneous along time.    
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This  thesis  rejects  the mechanical automaticity of  the behaviorism and acknowledges  the 
human  capacity  to  act  freely. However,  it  also  recognizes  the  value  and  plausibleness  of 
modeling  behavior  and  predicting  it.  This  thesis  then  stands  for  an  emerging  convergent 
perspective described by Crossley (2013): Developments in human science have increasingly 
converged  with  arguments  regarding  mind  and  action  in  philosophy.  The  mechanical 
worldview does not remain in much of natural sciences or in the empirical social sciences. It 
is now possible to develop a philosophically sophisticated and acceptable model of human 
action and experience within a naturalistic framework.  
In this perspective the empiricist ‘habit’ and transcendental ‘habitus’ are taken into account 
to  understand  the  holistic  nature  of  habits.  For  instance,  in  the  next  section,  habits  are 
acknowledged as automatic‐like, not as automatic or mechanically automatic. This accepts 
that habits tend to repeat heuristically  in the presence of contextual cues, but they can be 
discontinued and redirected by paying attention to action. 
2.6  Attributes of Habit 
2.6.1  Habits are acquisitions (learned) 
Habits are different  to  instincts and other  reflex‐like or automatic‐like actions  in  that  it  is 
learnt  (Hodgson  2010).  Besides,  habits  represent  the  knowledge  accrued  across multiple 
past  occurrences  (Wood & Neal  2009).  Theory  on  habit  posits  that  a  condition  required 
developing a habit. The condition  is the repeated performance of behavior (Ronis, Yates & 
Kirscht 1989). However,  satisfaction with  consequences of  the performed behavior and a 
stable context are also necessary (Aarts & Dijksterhuis 2000; Bargh 1990; Limayem, Hirt & 
Cheung  2007;  Ouellette  & Wood  1998;  Sheeran  et  al.  2005;  Verplanken  &  Aarts  1999; 
Wood, Tam & Witt 2005). ‘We refer to “context” as the environment where behavior takes 
place. This may include the physical environment and infrastructure, but also spatial, social 
and time cues which instigate action’ (Verplanken et al. 2008, p. 122). 
Learning a habit  is a gradual process of association between responses and the features of 
the context, Wood and Neal (2009) highlight the  importance of the rewarding response  in 
the process of instilling a habit.  
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The original behavioral performance will  tend  to have a greater  level of  intentionality. As 
the  habit  is  learnt,  a  lower  level  of  awareness  is  needed  to  perform  habitual  behaviors 
(Danner, Aarts & de Vries 2008). Hodgson (2010) acknowledges Becker’s (1992) position as 
valid in that rational choices can lead to the formation of habits. However, Hodgson points 
out that rational choices themselves are always reliant on prior habits.  
2.6.2  Habits are tendencies (predictable) 
Habits  create  predictability  (Loibl,  Kraybill &  DeMay  2011).  Although  there  are  different 
perspectives  on why,  how  and  to what  extent  habits  can  predict  future  behavior, most 
literature presents a causal relation between past habitual behavior and future behavior or 
habits  and  future  choice,  habit  trained  capacities  and  rule‐like  propensities  of  behavior 
(Bourdieu 1984; Hodgson 2010; Ouellette & Wood 1998; Triandis 1977).  
The compound of all habits of a person affect individual behavior in the sense that rational 
choices  themselves  are—at  all  times  and  inevitably—dependent  on  former  habits. When 
people are distracted, they tend to decide and act based on habits, and they may not even 
recognize  information  relevant  to  an  alternative  behavior.  In  that way  habit  also  affects 
choice in a continuous cycle (Becker 1992; Danner, Aarts & de Vries 2008; Kremers, van der 
Horst & Brug 2007; Limayem, Hirt & Cheung 2007; Maréchal 2010; Ouellette & Wood 1998; 
Ronis, Yates & Kirscht 1989; Verplanken & Aarts 1999; Wood & Neal 2009).  
Differences on perspective arise only on why, how and  to what extent habits can predict 
future  behavior.  On  one  hand  there  is  a  behavioristic  perspective  which  is  inclined  to 
consider more mechanical  correlations  between  past  and  future  behaviors.  In  that way, 
habit would predict  future behavior because once  a  stimulus  associated with  a  response 
appears the response follows accordingly (Becker 1992; Hull 1943; Watson 1998).  
On  the other hand,  an  individual  is  considered  as  an  agent who  responds  and  adapts  to 
solicitations and constraints of the existing environment. But having trained capacities and 
imbibed  structured  propensities,  individuals  appear  to  act  as  following  rules while  they 
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retain their agency (Bourdieu 1984; Bourdieu 1985; Bourdieu 2008; Bourdieu & Wacquant 
1992; Collet 2009; Wacquant 2005). 
2.6.3  Habits are patterns 
Individuals  repeatedly  tend  to  perform  the  similar  behavior  under  similar  circumstances. 
This  characteristic  suggests  that when  habits  have  been  formed,  subsequent  behavior  is 
awakened by specific environmental cues (Kremers, van der Horst & Brug 2007; Limayem, 
Hirt & Cheung 2007). Persons form habits by recurrently pursuing goals through particular 
means  in  stable contexts. They  tend  to  repeat  those actions which are gratifying  in  some 
way  or  those which  produce  them  valued  outcomes  (Wood & Neal  2009).  Repetition  is 
then—perhaps—the  first  element which  causes  habit  to  be  patterned.  Then,  association 
between environment and subsequent behavior would probably be the second.   
For Bourdieu (1984), repetition would not be  individuals  just reproducing past behavior or 
following behavioral  rules. However,  it  is not  that Bourdieu denies  that people do  things 
which are very similar—if not identical—to what they did before. Collet (2009) presents how 
Bourdieu’s emphasis is placed in the human capability to take into account the evolution of 
the social fields in which they are, and use their agency in similar situations which are new in 
time.  Habits  are  not  just  patterns  of  behavior,  but  the  structure  that  creates  patterns. 
Bourdieu  (1984)  expresses  this  idea  in  a  phrase:  ‘The  habitus  is  not  only  a  structuring 
structure, which organizes practices and the perception of practices, but also a structured 
structure’ (p. 170). 
In  the  discipline  of  economy  the  habitual  pattern  is  expressed  as  stochastic  and 
deterministic elements  (Hodgson 1997). Covariance between  the  cues  in  the  context and 
behavior represent the deterministic side of a pattern. Still, there is no complete correlation 
between  inputs  and  outputs,  stimuli  and  response  in  the  habitual  pattern—at  least  not 
always. In some cases the preferred selections of the chooser will be inconsistent with each 
other  (Becker, DeGroot & Marschak 1963). Social science has named  it  ‘agency’  (Bourdieu 
1984), as opposed  to mainstream economics where  this unpredictable  component of  the 
pattern is treated as a stochastic element (Hodgson 1997). 
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2.6.4  Habits are extrapolators 
Bourdieu describes habit (habitus) as ‘systems of durable, transposable dispositions’ (1992, 
p. 53). A habit that has been acquired  in a particular circumstance can be applied  ‘beyond 
the limits of what has been directly learnt’ (Bourdieu 1984, p. 170). Habits are shaped by the 
possibilities  and  impossibilities,  freedoms  and  necessities,  opportunities  and  prohibitions 
inscribed  in  the  objective  conditions.  Accordingly  habits  are  objectively  compatible with 
these conditions and in a sense pre‐adapted to their demands (Bourdieu & Wacquant 1992). 
Habits,  as  systems  of  generative  schemes,  can  simply  be  transferred  to  the most  varied 
areas  of  practice  when  applicable  (Bourdieu  1984).  Thus,  habit  is  useful  to  deal  with 
uncertainty, complexity and change (Hodgson 2010). 
2.6.5  Habits tend to be rewarding 
Habits are developed as behaviors that seem to be satisfactory in achieving some goal such 
as driving a car to a destination or eating food for the sake of pleasure (Verplanken & Orbell 
2003).  Satisfactory experiences  after behavior  are  fundamental  for habit development  as 
they  raise  the  tendency  to  repeat a given  course of action  (Aarts, Paulussen &  Schaalma 
1997; Limayem, Hirt & Cheung 2007).  
Aarts and Dijksterhuis  (2000) consider Habits  to be  the  link between goals and behaviors, 
and  they may  be  functional  in  obtaining  certain  intended  goals  or  end  states  (Aarts  & 
Dijksterhuis 2000; Aarts, Verplanken & Knippenberg 1998; Limayem, Hirt & Cheung 2003). 
‘Goal‐Directed  behavior  […]  does  not  [explicitly]  mean  consciously  decided  or  planned’ 
(Guinea  &  Markus  2009,  p.  434).  Therefore  less  conscious  goals  might  intervene  in 
behavioral replication, even when behavior  fails to achieve consciously‐set goals. Hodgson 
(1997, p.  665)  explains  the difference between  the  effectiveness  in pursuing  a  conscious 
goal and the fulfillment of well‐being behind habitual repetition in the following example: 
Clearly some habits or rules are efficacious and others are not. Some rules‐such 
as when tragedy strikes, sacrifice a favored animal to placate the gods‐may have 
no  scientific  foundation.  However,  the  association  of  ritual  sacrifice  with 
35 
 
subsequent well‐being is consistent with a system of belief, and recourse to the 
rule is thus explicable. 
This  suggests  that  habits  are  repeated  because  they  are  effective  to  provide  a  reward 
(pleasure,  well‐being,  comfort,  etc.),  which  can  be  found  or  not  and  even  opposed  to 
achieving consciously‐set goals.  ‘In particular, when we consider habits that are unwanted 
[…]  it  is  important  to  realize  that,  from  the  individual's  perspective,  such  a  habit  is 
functional,  and  thus  "wanted",  in  achieving  some  goal’,  (such  as  feeling  comfortable) 
(Verplanken & Aarts 1999, p. 106). 
2.6.6  Habits are latent until activated 
Once a habit  is  learnt  it remains dormant within the person to be awakened  in correlation 
with  specific  cues  of  the  context.  However,  there  is  controversy  about  volition  and 
intentionality while acting by habit. A stream has considered habits to be non‐volitional and 
unintentional,  but  the  other  stream  posits  that  automatic  or  routinized  actions  can  be 
volitional and part of an  intentional behavior system (Ajzen 2002; Ouellette & Wood 1998; 
Polites 2005). 
In regards to the origin of choice two streams were  identified. On one hand a stream was 
identified which considers habit as a sequential correlation in behavior (Hodgson 2010). This 
stream  is referred here as Uniform Behavior Paradigm (UBP).  In UBP habit  is defined as  ‘a 
positive  relation between past and current consumption’ where past  tends  to be uniform 
with the future behavior. 
On the other hand, a second stream was identified. For mere practical reasons it was named 
Dispositional  Paradigm  (DIS)  in  this  review.  DIS  sees  habit  as  dispositions  or  submerged 
repertoires of potential behavior  that  in  the  future might be executed or not.  In contrast 
with uniform behaviors, DIS embraces choice instead of seeing  it as an  independent causal 
power. 
According to Hodgson (2010), who can be  identified with DIS, there  is a causality dilemma 
implied  in UBP’s conception. He explains  that  such paradigm  fails  to explain  the origin of 
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individual choice. This  is because habit determines choices, and choices determine habits. 
Hodgson (2010) (DIS) settles the dilemma by suggesting that habit derives from choice and 
instinct, and not only from choice. 
Economists considered mainstream by Hodgson (2010) as such as the British Lionel Robbins, 
and  the  Americans  Gary  Becker  and  Kevin Murphy would match  the  profile  of  the  first 
paradigm  presented  as  a  uniform  behavior,  empiricist  paradigm.  Psychologists, 
philosophers, and economists such as  the Americans William  James,  John Dewey, Torsten 
Bunde Veblen (Norwegian‐American) and the British Geoffrey M. Hodgson, can be identified 
with  schools  of  thought  such  as  Pragmatism  and  Evolutionary  Economics  (heterodox 
economics), matching the profile presented for a Dispositional Paradigm (DIS) (see Table 2.4 
‐ Map of Perspectives of Habit).  
2.6.7  Habits are automatic‐like 
In  Psychology  and  Information  Systems,  automaticity  has  been  regarded  as  the  main 
characteristic of habit, however that  is not necessarily consistent with a broader spectrum 
of  disciplines—at  least  not  at  the  level  of  the  definition  of  the  term.  For  instance  in  a 
literature  review  for  a  study  on  Information  Systems,  Limayem  et  al.  (2007)  report  43 
explicit and  implicit definitions of habit, 48%   of them  focus on automaticity, while  in this 
thesis  definitions  sample  (see  Section  2.4  ‐  The  concept  of  habit)  only  9.6%  give  central 
attention to ‘automaticity’ as an essential characteristic of habit. It was surprising that none 
of the definitions, in the definitions sample, classified as ‘humanities’ (arts and humanities, 
ethics,  literature,  music,  philosophy,  religions  and  theology,  and  semiotics)  include 
automaticity in their core definitions.  
This  study does not disregard  the  importance of  the automatic effect of habits, however 
nowadays some authors consider ‘habitual behavior is not an automatic tendency’ (Pahnila, 
Siponen & Zheng 2011, p. 23); ‘because after all most habits reflect choices that have been 
found satisfactory  in the past’ (Verplanken, Aarts & Van Knippenberg 1997, p. 558), which 
increases  the  inclination  to  repeat  such behavior  in  the  future  (Pahnila, Siponen & Zheng 
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2011).   Bourdieu also emphasizes  that  the process of habitus occurs  far  from mechanical 
determination (Bourdieu 1984).  
Bargh’s  (1989) approach  to automaticity acknowledges  the  intervention of different  levels 
of attention, intention and awareness in three different forms of automaticity. He refers to 
the automatic effects which fall in those three classes. Therefore, in acknowledgment to the 
diverse  possibilities  of  consciousness,  control  or  agency  held  upon  individual  behavior; 
automaticity is here presented as an automatic effect.  
2.6.8  Habits are efficient 
Behaviors  driven  by  habit  can  be  performed  easily  in  parallel  with  other  actions  with 
minimal  attention  (Chen & Chao  2010; Gu  et  al.  2010; Ouellette & Wood  1998). Mental 
efficiency  implies  saving memory  space  and  processing  time  while  performing  complex 
sequences of  actions  in  a  frequent way  (Polites  2009).  This  also  involves  less  thought  as 
control of the behavior  (Danner, Aarts & de Vries 2008; Lally et al. 2010; Maréchal 2010). 
Empirical  research  also  provided  evidence  that  habitual  behaviors  are  less  complex  than 
non‐habitual behaviors (Lankton, Wilson & Mao 2010; Wood, Quinn & Kashy 2002), 
There is disagreement to some extent on the amount of information taken into account to 
make habitual choices. On one hand  it  is assumed that every piece of  information  is taken 
into  account  while  acting  guided  by  habits.  The  first  assumption  is  consistent  with 
paradigms of uniform behavior and behaviorism. Whereas an opposing perspective affirms 
that  such  assumption  implies  a  storage  capacity  problem  considering  the  notions  of 
bounded rationality introduced by Simon (1997). Hodgson (2010) also affirms that a habitual 
system  encapsulates  past  adaptive  behavior  in  a way  that  does  not  require  all  pieces  of 
information be retained. This second posture is aligned with authors previously identified in 
the Dispositional Paradigm (DIS) (see Table 2.4 ‐ Map of Perspectives of Habit). 
2.6.9  Habits are shared (social) 
Habits are naturally situated in the structure of social life (Rozin 2001; Wood, Quinn & Kashy 
2002), therefore social perceptions influence habits and habits influence social perceptions. 
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In  social  structures habits are  shared  schemes of  thinking and behaving  (Alakärppä et al. 
2010; Bourdieu 1984;  Louis &  Sutton 1991). While belonging  to  a  group with  a  common 
context  habit  (habitus)  will  tend  to  generate  what  it  is  considered  ‘reasonable’  and 
‘common sense’ within  the  limits of such a context or  ‘objective  regularities’  (Bourdieu & 
Wacquant 1992, p. 55‐56). People have  routinized  social  lives and  respond  to  social  cues 
(Orbell et al. 2001).  
More  importantly,  habits  are  somehow  transferable  in  a  social  structure.  When  an 
individual has  little or no experience with a proposed behavior,  the  social  influence  ‘may 
help the  individual  in his or her decision‐making process’ (Pahnila & Warsta 2010, p. 625). 
Later  on  recommendations  from  others  can  strengthen  a  habit  too  (Aarts,  Paulussen & 
Schaalma 1997).  
2.6.10  Habits are unique (individual) 
Despite  being  inserted  extensively  within  the  collective  system,  habits  are  generally 
acknowledged as a structure that exists at the individual level (Becker 2005; Hodgson 1997; 
Polites 2009; Torres Maldonado et al. 2011). A particular compound of habits is the result of 
individual  history  of  behavior which  is  unique  for  every  individual.  Therefore,  habits  are 
unique and idiosyncratic (Danner et al. 2011), and habits reflect a person’s sense of identity 
(Norman  2011;  Trafimow  &  Wyer  1993).  Lankton  et  al.  (2010)  suggest  that  habitual 
behaviors are more self‐identifying than non‐habitual behaviors.  
The  sense of  identity derived  from  the  factual uniqueness of a person’s habits has  raised 
some disagreement  in  the  literature. The Self‐Reported Habit  Index  (SRHI)  (Verplanken & 
Orbell 2003)  included  the  identity or personal  style as  it was  considered as an  important 
element  of  theory  of  habit.  However,  while  discussing  measurement  of  habit  as  a 
psychological construct, other authors state that self‐identity is not a necessary component 
of habit (Gardner et al. 2011; Sniehotta & Presseau 2012).  
Sniehotta &  Presseau  (Sniehotta &  Presseau  2012)  argue  ‘one would  be  hard‐pressed  to 
suggest that habitual eating of potato chips is part of one’s self‐identity’ (p. 139). However, 
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the ‘chips’ and their availability does contain the particular style of the culture and setting in 
which they were produced and processed (Bijker, Hughes & Pinch 1987). Therefore  ‘chips’ 
may contain several stylistic elements which the individual may identify with himself.  
2.6.11  Habits are elastic (resilient) 
The  more  situation  and  action  are  associated;  the  stronger  habit  becomes.  While  the 
association between  a  context  and  a performance  grows,  a  recurrence of  the behavioral 
activation  increases  progressively  in  the  given  circumstance.  This  is  consistent  with  the 
cognitive‐motivational  standing  point  (Aarts  &  Dijksterhuis  2000;  Sheeran  et  al.  2005; 
Verplanken 2006; Wood & Neal 2007) as described by Polites (2009).  
The strength of a habit has been regarded as a function of repetition for as long as there is a 
reward associated with the action which follows the contextual cue (Hull 1943).  In regards 
to the rationalist perspective of behavior, Ajzen (2002) and Triandis (1979) would apparently 
not  conflict  with  this  proposition.  Therefore,  the  strength  of  habit  can  generally  be 
considered as determined by the frequency of performance in the past while it occurred in a 
similar context  (Danner, Aarts & de Vries 2008; Lally et al. 2010; Ouellette & Wood 1998; 
Pahnila & Warsta 2010). 
2.6.12  Habits are plastic (malleable) 
Paradoxically, habits are elastic as well as plastic. Habits are  resistant  to change, but  they 
are  also  susceptible  to  change.  Wood  and  Neal  (2009)  explain  that  much  important 
knowledge would  be  at  risk  if  the  information  accrued  over  a  long  period  of  time  could 
easily be eradicated. Therefore change occurs slowly over repeated experiences.  
Change in habit happens in particular conditions. Habit can be broken when changes in the 
context take place (Verplanken & Wood 2006). Besides, it has been observed that one of the 
most successful strategies for stopping undesired habits is vigilant monitoring and attention 
on the unwanted response (Wood & Neal 2009).  In complex circumstances, where natural 
and social environment  is  inconstant  the modificatory power of habits, plasticity becomes 
even more vital than instincts (Hodgson 2010).  
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2.6.13  Habits are knowable (susceptible of metacognition) 
Habits have been said to be unconscious. However, the use of this term can be confusing as 
it can mean that when acting out of habit: 1. the person does not know what he  is doing 
(see Mittal  1988,  p.  998);  2.  The  person  is  not  rationally  verbalizing  a  logical  discourse 
(verbalizing can be at the mind  level, see Lindbladh & Lyttkens 2002); 3. The person  is not 
aware  of  his  past  behavior  or  behavioral  pattern;  4.  The  person  does  not  know  that  his 
present actions are creating a habit.  
Literature suggests  that  the  individual  is unaware of  the situational  trigger  leading him  to 
perform an action, unaware of how the trigger is interpreted at the moment it occurs, and 
unaware of  the  factors  responsible  for his habits. However,  the  individual  is aware of  the 
effect  of  the  stimuli  (Bargh  2002;  Bargh  et  al.  2001;  Fine  2008; Guinea & Markus  2009; 
Polites 2009; Wood, Quinn & Kashy 2002).  
Mittal (1988) explains that for an action to be assumed unaware, a plan or verbalized self‐
instructions must be absent at the moment of action. That would imply—if habitual actions 
were unconscious in that way—that the individual is not aware of a habit‐driven act while it 
is unfolding. Mittal sustains that,  for the  individual, being aware of his act would equal to 
being aware of his role as ‘willing executor’ and therefore of his intention to execute the act. 
While overtly presenting an assumption of this first type of unawareness in his study, Mittal 
points out that an  individual can retrospectively become aware of his acts by the traces of 
his unaware actions, particularly in the case of those considered habit‐driven acts. 
2.7  Prototype definition of habits 
The objective of providing a prototype definition for habits is to explain a problem that was 
identified as common  in most of the definitions of habit. This prototype definition  is called 
such because it might be far from claiming to be an ultimate definition, and because it is not 
directly used to inform the measures of habit‐technology fit. Instead, this definition aims to 
illustrate why research might still be calling for better definitions and operationalization (see 
Crossley 2013;  Lally et  al. 2010;  Limayem, Hirt & Cheung 2007;  Saba & Di Natale 1998b; 
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Triandis 1977; Tuorila & Pangborn 1988).  It also aims to offer a holistic perspective of the 
concept,  which  is  frequently  incomplete  in  operational  definitions.  Even  though  this 
prototype  definition  does  not  directly  inform  the  measures  of  habit‐technology  fit,  it 
significantly defines the approach to measuring habits in this thesis. 
The concept of ‘habit’ belongs to the everyday language, where its definition is variable and 
imprecise (Crossley 2013). This implies a direct problem to operationalize habits, because a 
researcher under the positivist paradigm may need high levels of specificity in the definition 
in  order  to  apprehend  the  reality  (Blaikie  2010;  DeVellis  2012;  Guba  &  Lincoln  1994). 
However, this problem might find a solution in future research if it is empirically approached 
by ontological analysis techniques. 
Ontology, is a ‘discipline of Philosophy that deals with what is, with the kinds and structures 
of objects, properties, and other aspects of reality’ (Welty & Guarino 2001, p. 51). Research 
has  advanced  in  developing  methods  and  tools  applied  to  knowledge  systems  with 
foundations  on  Ontology.  According  to Welty  and  Guarino  (2001)  in  order  to  define  a 
concept,  its  identity, essence, unity, and dependence  should be established.  Identity deals 
with  differentiation  between  instances  from  other  instances,  it  refers  to  characteristic 
properties which make the instance unique as a whole. Unity denotes the ways in which the 
parts  of  the  instance  are  bind  together  without  anything  else.  Essence  is  informed  by 
identity and unity, but  it  is also  related  to how an  instance  can be  re‐identified over  the 
passage of time. Finally the ontological dependence refers to intrinsic or extrinsic relations. 
Intrinsic properties are not dependent on other entities, whereas  the extrinsic properties 
are assigned by external agents.  
These ontological concepts put forward questions that require clear answers before habits 
can be properly defined. For example, every  time a question  is asked,  such as,  is  ‘that’ a 
habit?  The  researcher  should  be  able  to  systematically  establish  the  identity  of  the 
observed, and provide a binary answer (yes or no). If it was asked—Is ‘that’ a component of 
habits?  In  the  same way,  the  researcher  should  have  the  elements  to  judge.  After  time 
passed, something that was identified as a habit–can it still be identified as such?  
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The term ‘habit’ belongs to the everyday language (Crossley 2013). Therefore, it may require 
considering contexts to be systematically defined, as  is done  in semantic systems  (Moore, 
Evans & Tadros 2013). Identifying which of the properties described for habit are intrinsic in 
common  life  contexts  and  discriminating  them  from  those which  are  assigned  by  agents 
(such as researchers) might be necessary to deliver an adequate conceptualization (Gruber 
1993; Welty & Guarino 2001).  
Section  2.4  ‐  The  concept  of  habit,  analyzed  a  sample  of  135  definitions  from multiple 
disciplines. The most frequent one‐word definitions for habit (ordered by frequency) were: 
tendency, pattern, behavior, ways, acquisition, response, and routines. These seven words 
are not from the same source. Indeed, each word is the core term from one definition of the 
135. These words are used  in academic papers of several disciplines and dictionaries  (see 
Appendix 4 and Appendix 3). Therefore, they may reflect  it  is used  in the context of social 
and common  life. However, Klöckner and Matthies (2004) disapprove the use of habit and 
routine  as  synonyms.  Limayem, Hirt  and Cheung  (2007) discriminate habit  from behavior 
and routine, as they are considered proxies which do not completely represent habits. The 
contradiction  suggests  all  these  terms  have  a  relationship with  habits,  but  hardly  any  of 
them can fully represent the complex concept of habits.  
Section 2.6 analyzed peer‐reviewed  literature of habit, and  then presented a  synthesis of 
the  attributes  of  habits.  This  time  the  analysis  originated  from  profuse  explanations  of 
habits,  rather  than  succinct  definitions.  On  those  bases,  this  thesis  posits  a  prototype 
definition for habit. This definition  is not the result of ontological analysis. However  it was 
guided by the basic aspects of ontology, such as identity, essence, unity, and dependence. 
Habits  are  a  complex  system  of  structuring  structures  which  fulfill  the  following 
characteristics: They must be acquired by learning, predictable, patterned, rewarding, elastic 
but plastic, unique in individuals but socially nested, cognitively efficient and automatic‐like, 
their  execution  must  require  minimal  awareness  and  control,  but  still  be  retrospectively 
knowable by  the  traces of action. Habits must also be susceptible of extrapolation  to new 
situations, and latent until activated in the form of behaviors or thoughts.  
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This prototype definition  is  comprehensive but  impractical.  It  contains  thirteen elements, 
which  could be broken  into  several dimensions each. This prototype definition may offer 
improvement  to  the  ontological  unity,  compared  to  other  definitions  of  habit  in  the 
literature. However,  it might be  too complex  to be operationalized directly. This  inherent 
complexity of the concept may explain why calls for better definitions of habit continued to 
rise (see Crossley 2013; Lally et al. 2010; Saba & Di Natale 1998b; Triandis 1977; Tuorila & 
Pangborn 1988).  
In order to address the difficulties inherent to the high level of dimensionality of habit, this 
research will review previous approaches to operationalization of habits. It will explore the 
possibilities  offered  by  the  person‐environment  fit  literature  (Section  2.12  ).  From  the 
theory  on  person‐environment  fit,  it  might  be  worthwhile  to  anticipate  the  potential 
adequacy of ‘perceived fit’ to address these difficulties (see Section 2.15 ). When measured, 
perceived  fit  allows  respondents  a  complete  cognitive manipulation  of  their  evaluation. 
Individuals are allowed  to define  the salience of  the various dimensions of  the variable  in 
question  (Kristof‐Brown  &  Billsberry  2012;  Kristof‐Brown,  Zimmerman  &  Johnson  2005; 
Kristof 1996). This thesis uses the properties of  ‘perceived  fit’ to capture the habits which 
are most  important  to  the  individual. However,  it may  also  serve  to  capture  the  salient 
dimensions of habit itself. 
2.8  Classifications of Habit in Literature 
Although occasionally different types of habits are mentioned in literature, classifications of 
habits found were quite limited. Thus, a compilation of classes of habits is presented in this 
review. When  habits were mentioned  in  literature  as  a  ‘type’,  they were  collected  and 
organized. The output of  the grouping procedure  showed  that habits  can be  classified at 
least by their level of intentionality, morality, observability, propagation and plasticity.  
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2.8.1  By level of intentionality (intentional and unintentional) 
Dewey  (2002,  p.  28)  has  provided  elements  to  define  a  class  based  on  its  level  of 
intentionality. He  considers  the existence of habits of  two opposite  kinds,  intelligent  and 
routine. The difference between them relies on the extent of the mechanical effect of the 
action versus the degree of artistic skill.  
Bargh  (1989,  p.  7)  refers  to  the  same  classes  as  preconscious,  postconscious  and  goal 
dependent  automaticity.  The  first  refers  to  those  actions  occurring  before  conscious 
awareness, the second to those which require some conscious processing but still produces 
an  unintended  outcome.  In  contrast  goal  dependent  automaticity  would  require  full 
intentionality.  
2.8.2  By moral quality (good and bad) 
Habits can be grouped by their level of morality (good and bad). Dewey (2002), presents the 
notion of good habits and bad habits where the former are virtues and the latter are vices. 
Extensive  literature makes  reference  to  this classes of habit,  for example Hodgson  (1997) 
Loibl et al.  (2011) Klöckner et al.  (2003) Wood and Neal  (Wood & Neal 2009) Saba and Di 
Natale (1998b) Verplanken and Faes (1999) to name some.  
2.8.3  By level of visibility (observable and hidden) 
The extent of observability serves to describe a few classes of habits which in synthesis are 
explicit  habits  and  implicit  habits. Whereas  habits  of  locomotion  (motor)  and  verbal  are 
explicit  because  they  are  clearly  observable;  habits  of mind  or  thought,  feelings,  belief, 
judgment,  desire,  emotion,  and  perception  belong  to  the  category  of  implicit  habits—
hidden from direct observation, still observable using technical procedures (Bourdieu 1984; 
Dewey 2002; Staats 1959, Louis, 1991 #3033; Veblen 1898; Watson 1998).  
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2.8.4  By the level of commonality (individual and collective) 
Habits  can  be  classified  as  collective  habits  or  individual  habits.  In  a  social  system, 
individuals  share  cognitive  structures  that  guide  their  interpretations  and  behaviors  and 
among groups there are different collective habits of mind (Alakärppä et al. 2010; Louis & 
Sutton 1991). Dewey also makes reference to collective habits when he states: ‘For practical 
purposes  morals  mean  customs,  folkways,  established  collective  habits’  (2002,  p.  30). 
Bourdieu (1992) held that  ‘habitus  is a socialized subjectivity’ (p. 126). On the other hand, 
habit is acknowledged as a structure that exist at the individual level despite being inserted 
extensively within the collective system  (Becker 2005; Hodgson 1997; Polites 2009; Torres 
Maldonado et al. 2011).  
2.8.5  By the level of plasticity (rigid and flexible):  
Habits  can  also  be  categorized  as  rigid  and  flexible.   Dewey  (2002)  refers  to  rigid  habits 
which  ‘insist  upon  duplication,  repetition,  [and]  recurrence’  (p.  89). He  remarks  that  the 
level of plasticity is variable which makes some habits rigid and others the less rigid might be 
named flexible. 
2.9  A distinction between habit vs instinct 
When theory on habit is explained the concept of instincts usually arises. Habit and instinct 
are highly  similar  in  their characteristics and  functions. They differ mainly  in  the acquired 
nature of habit and biologically innate character of instinct. Instinct is the first link in a chain 
of development which derives into habit and judgment (Hodgson 2010). However, instincts 
are not generally considered as a class of habit, as Margolis (1990 p. 29) suggests:  
Habits must  be  built  out  of  instincts;  judgment must  somehow  derive  from 
instincts and habits. So one of the useful ways to categorize brains would be to 
distinguish among  those  that work on  instinct alone,  those  that use  instinct + 
habit, and those that use instinct + habit + judgment. 
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This  section presented  ten  classes of habit  (intentional  and unintentional,  good  and bad, 
observable and hidden,  individual and collective, rigid and flexible) grouped by their  levels 
of  intentionality, moral  quality,  visibility,  commonality  and  plasticity  respectively.    Scarce 
work  has  been  done  in  previous  research  in  order  to  systematically  classify  the  existing 
types of habits. Most authors  just occasionally mention some of  types. The present study 
will  not  deepen  in  this,  but  it  is  acknowledged  that  future  research  should  extend  the 
categorization  of  habits,  including  levels  of  awareness,  efficiency  and  control.  This  thesis 
provides  initial  identification  of  classes  of  habit,  which  constitutes  a  contribution  to 
literature of habit. 
The following section presents empirical evidence of the relation between habits, behavioral 
intention and actual behavior. Measurements of habit are discussed, and a gap in the habits 
that are measured is identified.    
2.10  Habit and Behavior 
Two type sources indicate the relation of habit upon behavior, those which present a purely 
theoretical perspective and  those which  include empirical evidence. There has been some 
discussion about the effects of habit  in relation to behavior and  intention. Most  literature 
inclines to suggest that habit might not  influence  intention, given the automatic‐like effect 
of habit. However, empirical evidence suggests something different.   
This  review  found 54 articles empirically  testing  the  relationship of habit upon behavioral 
intention  and  behavior  (see  Table  2.5).  A  direct  relationship  between  habit  and  actual 
behavior  (HAB) was  observed  36  times.  Closely  in  second  place,  28  articles  report  on 
(HBI). Only 11 articles report on habit as a moderator of intention and behavior.  
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EMPIRICAL EVIDENCE OF HABIT UPON BI AND AB 
Total 
Reports  Relation  Reported 
Not 
reported 
Significant 
relation 
(P<.05 or p<.001) 
Not significant 
relation 
54 
HBI  28  51.9%  26  48.1%  27  96.4%  1  3.6% 
HAB  36  66.7%  18  33.3%  31  86.1%  5  13.9% 
HxBIAB  11  20.4%  43  79.6%  8  72.7%  3  27.3% 
1  (Escobar‐Rodríguez  &  Carvajal‐Trujillo 
2013) 
2 (Han & Farn 2013) 
3 (Huang, Wu & Chou 2013) 
4 (Kang et al. 2013) 
5 (Klöckner 2013) 
6 (Nikou & Bouwman 2013) 
7 (Raman & Don 2013) 
8 (Tseng, Chang & Woo 2013) 
9 (Venkatesh, Thong & Xu 2012) 
10 (Barnes 2011) 
11 (Chen & Lai 2011) 
12 (Loibl, Kraybill & DeMay 2011) 
13 (Norman 2011) 
14 (Pahnila, Siponen & Zheng 2011) 
15 (De Bruijn & Rhodes 2010) 
16 (Gu et al. 2010) 
17 (Lankton, Wilson & Mao 2010) 
18 (De Bruijn & Van Den Putte 2009) 
19 (de Bruijn et al. 2009)
20 (Gardner 2009) 
21 (Limayem & Cheung 2008) 
22 (Wu & Kuo 2008) 
23 (De Bruijn et al. 2007) 
24 (Limayem, Hirt & Cheung 2007) 
25 (Liao, Palvia & Lin 2006) 
26 (Thøgersen 2006) 
27 (van Empelen & Kok 2006) 
28 (Verplanken 2006) 
29 (Honkanen, Olsen & Verplanken 2005) 
30 (Kim & Malhotra 2005) 
31 (Wood, Tam & Witt 2005) 
32 (Gefen 2003) 
33 (Klöckner, Matthies & Hunecke 2003) 
34 (Limayem & Hirt 2003) 
35 (Limayem, Cheung & Chan 2003) 
36 (Limayem, Hirt & Cheung 2003) 
37 (Verplanken & Orbell 2003) 
38 (Orbell et al. 2001) 
39 (Saba, Vassallo & Turrini 2000) 
40 (Trafimow 2000) 
41 (Verplanken & Faes 1999) 
42 (Ouellette & Wood 1998) 
43 (Saba & Di Natale 1998a) 
44 (Saba & Di Natale 1998b) 
45 (Saba et al. 1998) 
46 (Verplanken, Bas et al. 1998) 
47 (Bergeron et al. 1995) 
48 (Towler & Shepherd 1992) 
49 (Ajzen 1991) 
50 (Montano & Taplin 1991) 
51 (Bagozzi & Warshaw 1990) 
52 (Charng, Piliavin & Callero 1988) 
53 (Mittal 1988) 
54 (Wittenbraker, Gibbs & Kahle 1983) 
Table 2.5 ‐ Empirical Evidence of Habit Upon BI and AB  
(See Appendix 5) 
(Source: Author)
Empirical  evidence  has  shown  instances  where  habit  has  an  impact  upon  behavioral 
intention  (HBI),  actual  behavior  (HAB)  or  moderates  the  relation  between  them 
(HxBIAB). Although the number of studies  is relatively small to generalize,  it shows that 
habit  as  a  moderator  was  not  found  significant  3  out  of  11  times.  Habit  as  a  direct 
determinant of actual behavior was  found not  significant  in 5 out of 36 observances. The 
studies hypothesizing habit as a determinant of behavioral  intention  (HBI) only failed to 
be supported in only 1 in 28 occurrences. 
The only occurrence where  the hypothesis  (HBI) was  found not significant, was a study 
conducted by Raman and Don (2013). The study was based on UTAUT2 (Venkatesh, Thong & 
Xu 2012) and analyzed with PLS. It studied the use of a Learning Management System using 
a sample of 320 useful responses provided by students in Malaysia.  
In  contrast  to  this  one  study,  other  two  articles  on  UTAUT2  reported  on  habit  and 
behavioral  intention (HBI) Finding  it significant. All three studies used Limayem, M., Hirt 
and Cheung’s  (2003) measurement  items, and all  tested  (HBI) and  (HAB). A  study on 
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Mobile Internet (Venkatesh, Thong & Xu 2012) used PLS to analyze the useful responses of a 
1360 adults sample. Another study on online airline ticket purchasing (Escobar‐Rodríguez & 
Carvajal‐Trujillo  2013)  used  SEM  and  a  sample  of  1512  users.  In  the  two  cases  both 
hypotheses  were  supported.  In  contrast,  the  study  on  Learning  Management  Systems 
(Raman & Don 2013) used a sample of 320 students and both hypotheses were found not 
significant. 
In 5  cases  the hypothesis  (HAB) was  found not  significant. Nikou and Bouwman  (2013) 
studied ‘Mobile Social Networks’ using a sample of 336 respondents in China. Data from the 
study was analyzed with SEM. Raman and Don  (2013) used  the  theoretical  framework of 
UTAUT2 to study  ‘Learning Management Systems’. Data was obtained from 320 Malaysian 
students  and  analyzed  with  PLS.  Lankton,  Wilson  and  Mao  (2010)  studied  ‘University 
Internet Applications’  including 371 undergraduate students  in  the survey. Their data was 
analyzed  with  PLS  and  ANOVA.  Montano  and  Taplin  (1991)  conducted  a  study  on 
‘Participation  in Mammography’ using  the Theory of Reasoned Action. Data was obtained 
from  946  women  above  40  years  old,  and  it  was  analyzed  using multiple  correlations. 
Bagozzi  and Warshaw  (1990)  studied  ‘Losing Weight’  in  a  sample  of  240  undergraduate 
students. Data was analyzed using multiple regression.  
In  three  cases  the hypothesis  (HxBIAB) was  found not  significant. Han and  Farn  (2013) 
conducted  a  study  on  ‘Pervasive  Business  Intelligence  Systems’  reaching  117  students 
through  snowball  sampling.  The  analysis method  used was  PLS. Gardner  (Gardner  2009) 
researched ‘Travel Modes’ based on the Theory of Planned Behavior. The sample consisted 
of 107 staff and student car commuters, and data was analyzed with regression. Wood, Tam 
and Wit (2005) also analyzed data with regression on 115 students, using sample somehow 
similar to the first two studies.  
The  reasons  for  failure  are  a  limitation  for  pure  quantitative  studies.  In  this  review,  the 
commonalities related with theoretical framework, measurement, sample or analysis type, 
were not enough to suggest a pattern. However, habit has a smaller failure rate predicting 
intention; this research considers it as a first reason to propose such hypothesis.  
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The empirical evidence presented in the previous paragraphs, suggest that other habits may 
also have a  significant  influence on behavioral  intention. This  thesis uses  this evidence  to 
argue that habit‐technology fit may have a similar relationship with behavioral intention.  
2.11  Measurement of habits 
Until  now,  the main  approaches  to  operationalize  habit  are:  Frequency  of  Behavior,  the 
Response  Frequency Measure,  and  the  Self‐Report  Habit  Index  (SRHI).  However,  these 
approaches  focus  on  specific  habits  which  are  usually  related  to  the  target  technology 
directly.  
Frequency of Behavior  (FB)  refers  to a measure of objective or  self‐reported  regularity  in 
individual performance of one type of action (Ouellette & Wood 1998; Triandis 1977). Some 
examples are: asking respondents to  indicate how often on average they use a motorcycle 
(or  car) when  commuting  (Chen & Chao 2010) or asking how often  they performed each 
behavior on a Likert scale ranging from ‘never’ to ‘very frequently’ (Danner, Aarts & de Vries 
2008). 
Response Frequency Measure (RFM) (Verplanken 1994) is different to frequency of behavior 
and should not be confused with  it. RFM works under the assumption that the choice of a 
response  is  determined  by  a  habitual  choice  in  specific  circumstances.  Based  on  that 
assumption, when habit is assessed using RFM, participants have to provide a fast response 
on what would they choose  in the given situations. If a respondent answers that he would 
use his car to visit certain place in this way, it is presumed using his car would be his habit in 
such situation.  
The Self‐Report Habit Index (SRHI) is a 12‐item index of habit strength originally developed 
by Verplanken et al. (2003). SRHI is based on elements such as (1) history of repetition, (2) 
automaticity—understood  as  a  lack  of  control,  awareness  and  efficiency—and  (3) 
expression of identity. SRHI correlated highly with Frequency of Behavior and the Response 
Frequency Measure. The index has shown reliability and validity in studies related to eating, 
talking, transportation, and leisure and mental habits (Verplanken & Melkevik 2008). 
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In articles published in journals of Business and Economics, habit has been measured using 
the Self‐Report Habit Index (SRHI) (Loibl, Kraybill & DeMay 2011) and (Maréchal 2010), using 
Response Frequency Measure (RFM) (Chen & Lai 2011) and (Chen & Chao 2010), and in the 
case of Hodgson  (2010) habit was not measured. For Education, habit has been measured 
using  the  Self‐Report  Habit  Index  (SRHI)  (Kremers,  van  der  Horst &  Brug  2007).  Articles 
published in Health and medicine, show that habit has been measured using the Self‐Report 
Habit Index (SRHI) (De Bruijn & Rhodes 2010; De Bruijn et al. 2007; de Bruijn et al. 2009; De 
Bruijn & Van Den Putte 2009; Kremers, van der Horst & Brug 2007). Gardner et al.  (2011) 
presented a criticism of the Self‐Report Habit Index, but did test it.  
In Psychology, habit has been measured using the Self‐Report Habit Index (SRHI) (De Bruijn 
&  Van  Den  Putte  2009;  Lally  et  al.  2010;  Loibl,  Kraybill  &  DeMay  2011;  Norman  2011; 
Verplanken & Melkevik 2008). The Response Frequency Measure  (RFM)  (Chen & Lai 2011; 
Klöckner  & Matthies  2004;  Klöckner, Matthies  &  Hunecke  2003)  based  on  (Verplanken 
1994). A behavior recognition task has also been used to measure the cognitive accessibility 
of  participants'  habitual  and  non‐habitual  behaviors  (Danner  et  al.  2011).  Pahnila  and 
Warsta (2010) used a scale developed by Limayem and Hirt’s (2003) in Information Systems 
which  attempts  to  measure  automaticity  using  elements  of  perceived  addiction,  habit, 
natural use, unreflected use  and use  compulsion.  Simple  frequency of past behavior was 
also used  (Chen & Chao 2010) and Ouellette  (1998) conducted a meta‐analysis on studies 
frequency  of  past  behavior.  In  some  cases,  habit  was  not  measured  but  theoretically 
reviewed only (Gardner et al. 2011; Wood & Neal 2007, 2009).  
For Information Systems, habit has been measured using the Self‐Report Habit Index (SRHI) 
(Pahnila, Siponen & Zheng 2011; Polites 2005).  The scale developed by Limayem and Hirt’s 
(2003)  to measure habit  as  automaticity  (Lankton, Wilson & Mao 2010;  Limayem, Hirt & 
Cheung 2007; Pahnila & Warsta 2010). Polites (2009) developed a scale for perceived habit 
where respondents report on to what extent the usage behavior is driven by habit.  Polites 
(2009)  included  some  items  from  Limayem  et  al.  (2007)  on  utilization  and  choice, 
naturalness  and  automaticity.  Liao  et  al.  (2006)  used  a  scale  adapted  from  (Gefen  2003) 
which  considers  usual  behavior,  preference,  first  choice  and  perceived  frequency  of 
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behavior. In one case where habit was measured (Gu et al. 2010) the scale is not provided, it 
was  noted  that  such  study  was  conducted  in  collaboration  with  a  private  company 
(Microsoft).  In the case of Guinea and Markus (2009) a theoretical review  is provided, but 
no measurement is accompanied.  
2.11.1  Measuring the ‘other’ habits: a gap in the literature 
From the prototype definition of habit shown before (Section 2.7  ‐ Prototype definition of 
habits), it is important to notice that literature of habit suggests that habits do not exist in a 
pure and isolated form. Consistent with Wozniak (2009), Swartz (2002), and Bourdieu (1984) 
habits  are  called  systems  and  structures, which  indicates  relationships of  interaction  and 
support  among  habits.  However,  it  is  rare  finding  direct mentions  to  this matter  in  the 
literature of habit and behavior.  
When Ajzen (2002) or Gardner (2011) et al. wrote ‘A more appropriate approach would rely 
on  an  operationalization  of  habit  that  is  independent  of  the  behavior  it  is  supposed  to 
explain and predict’ (Ajzen 2002, p. 14; Gardner et al. 2011, p. 141), they necessarily imply 
that  there  are  ‘other  habits’  that  explain  and  predict  behavioral  intention  and  actual 
behavior.  Empirical  evidence  of  the  ‘other  habits’  is  scarce  in  literature  of  habit  and 
behavior. However,  it can be  found  in studies measuring multiple and non‐predetermined 
habits (Table 2.1 ‐ Gap in Literature).  
The criteria used to classify the measurement cases in the articles represented in Table 2.1 
are  the  following.  Measures  are  considered  ‘single  habit’  when  only  one  habit‐related 
behavior  is considered  in  the  final  indicator or  score.  ‘Multiple habit’ measures are  those 
which consider two or more habit‐related behaviors to be represented in one final indicator 
or  score.  The  measurements  for  habit(s)  were  grouped  as:  predetermined,  when  the 
researcher  decided  and  explicitly  stated  the  habit‐related  behavior;  semi‐predetermined, 
when  the  researcher set a general constraint or  rule but did not specify  the habit‐related 
behavior; and non‐predetermined, when  the  respondent was  free  to  introduce any habit‐
related behavior from any domain.  
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Most of the measurement cases (51/60) of habit and behavior have focused on measuring a 
single  predetermined  habit.  This  is,  only  one  habit  is  measured  at  the  time  and  the 
researcher determined it. The measured habit is usually the same as the proposed behavior. 
Out of 51 cases of measurement of  single predetermined habit, 21 were  related  to using 
Information  and  Communication  Technologies  (ICT),  8  to  health,  9  to  food  or  drinks 
consumption, 11  to  transport, 2  to doing exercise, 6  to others  themes. The most popular 
analysis method was regression used  in 28 of the cases, Partial Least Squares 14, SEM 14, 
and 1 other. The average sample size for single predetermined habit was 565 (for details see 
Appendix 5).  
2.11.2  Measures of Multiple Predetermined Habits  
Four studies  found  in  this  review were measuring multiple‐predetermined  (M‐P) habits at 
the  same  time.  Landis,  Triandis  and  Adamopoulos  (1978)  conducted  a  research  on 
‘classroom  teacher  behavior’ with  77  school  teachers.  To  capture  habits  the  study  used 
frequency of  the observed behavior.  In  intervals of  ten  seconds an observer  recorded all 
relevant teachers’ behaviors in predetermined categories. The frequency of the actions was 
used to determine habit strength of various behaviors at the same time.  
Verplanken  (1994)  introduced  response‐frequency  measure  (RFM).  Verplanken  tested  a 
model of travel mode choice with data collected among 199 adults from a village. Habit was 
measured using ten  imaginary situations that required a choice of travel mode. The target 
habit‐related behavior was car utilization. Habit was then a composite variable that ranged 
from 0 to 10. Its value depended on how many times ‘car’ was selected from the six options 
available (bicycle, bus, cab, car, train and walking).  
Verplanken and Faes (1999) conducted a field experiment about unhealthy food habits with 
102 students as respondents. The study used the Theory of Planned Behavior as framework, 
and a variation of the response‐frequency measure (RFM) to assess habits. A questionnaire 
presented a list with 67 different foods. Participants checked products they consumed in the 
last  week.  Unknown  to  the  respondent,  37  of  the  options  in  the  list  were  counted  as 
unhealthy.  The  number  of  unhealthy  foods  selected  by  the  respondent  was  used  as  a 
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measure  of  unhealthy  habits. All  the  foods were  determined  by  the  researcher,  and  the 
various selections were aggregated in one single score. 
Klöckner, Matthies and Hunecke’s (2003) study presents one multiple‐predetermined (M‐P) 
measure  for habits  in a bipolar measure  (0=car/1=subway). However,  their study contains 
measures that fall into four of the six categories in this thesis. In the report, it is possible to 
find  single‐predetermined,  multiple‐predetermined,  single‐semi‐predetermined  and 
multiple‐semi‐predetermined measurements for habit (S‐P, M‐P, S‐S & M‐S). The purposes 
of Klöckner, Matthies and Hunecke’s (2003) study were to  integrate habit  into the process 
of normative decision making  to predict behavior,  and  improve  the operationalization of 
habit. The target behavior is the use of ‘car’ as means of transport. The study was conducted 
in Germany with 160 participants, and it was analyzed with multiple regressions.  
Chen  and  Lai  (2011)  studied  push  strategies  to  reduce  the  usage  demand  of motorized 
vehicles, and pull strategies to attract more public transport users. Based on the Theory of 
Planned  Behavior  and  using  response‐frequency  measure  (RFM),  231  commuters  were 
surveyed  in Taipei and Kaohsiung. Seven statements represented  imaginary situations that 
required traveling. The respondent had three options in every case: using motorcycle, car or 
public  transport.  The  strength  of  each  habit was  assessed  by  the  number  of  times  each 
habit‐related behavior was selected. 
2.11.3  Measures for single and multiple semi‐predetermined habit 
Klöckner, Matthies  and Hunecke’s  (2003)  study, previously mentioned  in  Section  2.11.2  , 
also offers measures  for  single and multiple  semi‐predetermined. These measures can be 
found  under  the  label  of  ‘Original  RFM’  and  the  ‘Multple  RFM’  in  (Klöckner, Matthies & 
Hunecke  2003).  Although  the  authors  report  only  a  slight modification  to  Verplanken’s 
(1994)  RFM,  conceptually,  this modification  is  not minor. While  Verplanken  provided  a 
specific  list of six options  for  the respondents, Klöckner, Matthies and Hunecke made  this 
item into an open question. During an interview the respondents were meant to answer the 
first mode of travel that came to their mind. Even though, there was a restriction set by the 
researcher, the respondents had the chance to come up with non‐predetermined options.   
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In the same study, all the chosen travel selections were used to determine a value for the 
‘Multple  RFM’.  In  the  multiple  RFM,  the  researcher  calculated  the  ratio  including  the 
number of car mentions divided by the number of any other choices made in the same item.  
In both cases, ‘Original RFM’ and the ‘Multple RFM’, the variable depended on the content 
of  an  open  question.  However,  these  measurements  were  not  classified  as  non‐
predetermined because  the  respondents were not  free  to mention any habit or behavior 
that came to their minds. They were restricted to a domain such as travel modes choices. 
The  possible  answers  are  limited,  and  then  can  be  considered  under  a  high  level  of  the 
researcher’s  control.  Thus,  these  types  of  measurements  were  categorized  as  semi‐
predetermined.  
Despite  the  reported  failure  to  improve  RFM,  Klöckner, Matthies  and  Hunecke’s  (2003) 
method is quite unique in that it offers one of the most interesting approaches to measure 
habits. Other modification made  to  the RFM  could not overcome  the  ‘Original RFM’. The 
report concluded that the ‘Original RFM’ should remain unmodified. However, the ‘Original 
RFM’ was indeed a modified RFM, different to the original in the level of predetermination 
of the habit‐related behavior.  
2.11.4  Measures for single and multiple non‐predetermined habits 
An  interesting  example  of  how  non‐predetermined  habits  can  be  captured  is  present  in 
Verplanken and Orbell’s (2003) work. Their research report contains four studies. The four 
studies are on travel mode choice. Study 1, 2 and 3 capture habit with the Self‐Report Habit 
Index  (SRHI),  a  measure  of  single  predetermined  habit.  However,  Study  4  reveals  an 
uncommon approach to measuring habits.  
Seventy‐six  undergraduate  students  participated  in  a  laboratory  experiment  in  The 
Netherlands.  In  the  first  of  two  sessions,  participants  listed  their  own  daily  and weekly 
habits. Then, they assigned a frequency of performance to each habit. In the second session, 
the  researchers  selected  one  habit  for  each  participant  based  on  the  self‐report  on 
performance frequency. The selected habit was placed in a SRHI 11‐point scale. Even though 
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the selection of the habit partially depend on the researcher’s criteria (highest self‐reported 
frequency),  it  greatly  depends  on  the  respondents  selection  of  their  habits  and  the 
frequency  they  reported.  This  is  why  this  measurement  was  classified  as  non‐
predetermined.  
Verplanken  and Orbell  (2003)  studies  tested  only  the  reliability  and  validity  of  the  SRHI 
scale.  Study  4  revealed  that daily habits  get  a higher  SRHI  than weekly habits. However, 
behavioral intention or actual behaviors were not considered. Although this review focuses 
on  studies  testing  habit  and  intention  or  habit  and  behavior,  SRHI  is  one  of  the most 
commonly  used  scales  in  habit  and  behavior.  Besides,  Verplanken  and  Orbell’s  work  is 
unique in that it includes one of the first measurements of non‐predetermined habits.  
Of  the currently available measurements of habit, RFM has been demonstrated as one of 
the most  versatile measurements. As  shown  in  the previous paragraphs,  it has  been  the 
basis of measuring other than single predetermined habits.  
The  literature  review  conducted  for  this  thesis  did  not  find  any  scale  or measurement 
attempting to capture multiple non‐predetermined habits. This may constitute an important 
gap  in  the  literature of habit,  information  systems, and behavior.  If habits do not exist  in 
isolated  and  pure  forms,  if  they  inform  our  taste,  choices,  and  understanding  (Bourdieu 
1984;  Swartz  2002; Wozniak  2009),  apparently  unrelated  habits might  be  supporting  or 
interfering with new behavioral propositions.  
A  travel mode  choice  (using a  car)  could be  influenced by  the habit of wearing a  type of 
shoes  (for example high heels)  to  the  same extent  it might be  influenced by  the habit of 
using other kinds of transportation (for example bus, train, bicycle…). The choice of using an 
Information  and  Communication  Technology  (ICT)  might  also  get  support  from  habits, 
related to the ways individuals work, spend leisure time, dress, play, etc., and not only from 
their habits of using the technology itself.  
This section presented empirical evidence of the relationship of habit, behavioral  intention 
and actual behavior.  It established  that  the most  consistent and  reliable  relationship was 
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habit  to behavioral  intention.  This hypothesis  failed  to be  supported  in only  3.6% of  the 
studies, whereas the relationship habit to actual behavior failed to be supported in 13.9% of 
the cases. This section also discussed the most salient measurements of habit (frequency of 
behavior, the Response Frequency Measure ‐ RFM, and the Self‐Report Habit Index ‐ SRHI). 
Since  literature  suggests  that habits do not exist  in a pure and  isolated  form,  this  review 
points  to  a  gap  in  the measurement  of multiple  non‐predetermined  habits.  This  thesis 
intends to address this gap. 
Section 2.12 explores the concept of fit from the perspective of Person‐Environment [P‐E] in 
psychology. The concept of fit is used to develop a measurement for habits able to capture 
more of those other habits which are unrelated to the target behavior.  
2.12  Person‐environment fit 
Literature  on  habit  and  Person‐Environment  [P‐E]  fit  informed  the  development  of  the 
habit‐technology  fit  (HTF)  construct,  and measurement  capable  of  capturing more  than 
single  or  predetermined  habits.  This  section  reviews  the  different  classes  of  fit  in  the 
literature and the appropriateness of perceived fit to capture ‘the other’ habits.  
Theory  on  Person‐Environment  [P‐E]  is  considered  one  of  the  most  respected  lines  of 
psychological  theorizing  (Dawis  1992;  Kristof‐Brown  &  Billsberry  2012;  Kristof‐Brown, 
Zimmerman & Johnson 2005). Most of the attention  in research  in regard to  ‘fit’ has been 
placed  upon  the  person  and  their  vocation,  job,  organization, work‐group,  situation,  and 
supervision (see Ehrhart & Makransky 2007; Horverak et al. 2013; HyeHyun 2013; Kim & Kim 
2013; Marcus & Wagner 2013). Besides, a variety of dimensions have been measured. These 
include skills, needs, preferences, values, personality traits, goals, and attitudes. 
From a perspective, it is reasonable to consider habits as personal characteristics in order to 
answer the calls for research on the area. Abelson (Abelson 1981; Verplanken, Myrbakk & 
Rudi 2005) suggested habits are a script of a personal kind, Lankton et al. (2010) recognizes 
habits as self‐identifying, and Norman (Norman 2011) makes reference to habits reflecting a 
person’s  sense  of  identity.  For Danner  ‘habits  are  the  result  of  one’s  personal  history  of 
57 
 
behavior, making  habits  unique,  and  idiosyncratic’  (Danner  et  al.  2011,  p.  3).  Therefore, 
research  on  habits  might  acceptably  be  considered  a  relevant  sub‐set  of  personal 
characteristics. 
Thus, this thesis has assumed habits can be considered a part of a person’s characteristics, 
and technology a component of his or her environment. Theory on person‐environment [P‐
E] has been extrapolated to person‐vocation, person‐job, person‐organization, and person‐
situation.  This may  suggest  that P‐E  fit  could  also be extrapolated  to  the  study of habits 
(person) and technology (environment).  
Fit has been defined as  the match of  two  related variables. A measure of  fit  is developed 
independently of any dependent variable. Fit as a match can be  in a range of 0  to 1  (0%‐
100%),  and  perfect  fit  occurs when  the  planed  system matches  a  required  ideal  system 
(Venkatraman & Camillus 1984). Fit has also been explained as similarity, need–satisfaction, 
and demand–ability match (Kristof‐Brown, Zimmerman & Johnson 2005). 
However, this thesis borrows and adapts Kristof‐Brown, Zimmerman and  Johnson’s  (2005) 
definition in which person‐environment fit is the ‘compatibility between an individual and a 
work environment  that occurs when  their  characteristics are well matched’  (p. 281). This 
definition is given for perceived fit and emphasizes in the aspect of compatibility in the way 
Kristof‐Brown makes a distinction from subjective and objective fit (Niessen, Swarowsky & 
Leiz 2010). 
Analogous  to  the  ways  it  has  been  used,  according  to  Kristof‐Brown,  Zimmerman  and 
Johnson  (2012;  2005),  only  ‘perceived  fit’ would  be  suitable  to  address  the  problem  of 
measuring  multiple  non‐predetermined  habits.  Perceived  fit  has  dynamically  captured 
characteristics which are  salient  to  the  respondents.  It allows  them  to define  the  level of 
importance and compatibility between  the aspects of  the environment and  those of  their 
own person. Perceived  fit does not require more  than one source of  information and  it  is 
considered a holistic assessment which is more prone to consistency effects (Kristof‐Brown, 
Zimmerman & Johnson 2005). 
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Implicitly, by selecting perceived  fit as a measurement approach, the researcher would be 
measuring  ‘relative  fit’,  either  ‘supplementary’  or  ‘complementary  fit’,  ‘fit  as  a  profile 
deviation', and either 'physical’ or ‘cognitive fit' (Avital & Te'eni 2009; Buxton 1986; Carless 
2005; Kristof‐Brown, Zimmerman & Johnson 2005; Kristof 1996; van Vianen, De Pater & Van 
Dijk 2007; Venkatraman & Camillus 1984).  
2.13  Classifications of fit in literature 
An interpretation of the perspectives that classify the concept of ‘fit’ is presented next. This 
thesis presents  the diverse  types of  fit defined by  five sorting perspectives.  In  these,  fit  is 
defined by a point of view, its level of specificity, union type it represents, level of belonging, 
and level of observability.  
2.13.1  Fit defined by point of view (perceived, subjective or objective fit) 
In  evaluating  the  level  of match,  three main  classes  of  fit  can  be  identified:  Perceived, 
Subjective and Objective Fit (Kristof‐Brown, Zimmerman & Johnson 2005). ‘Perceived fit’ is a 
direct assessment of match, reported by a respondent in a single variable; ‘Subjective fit’ is 
the level of match of two variables during the analysis, reported by a respondent separately; 
and finally ‘Objective fit’ is the degree of match between two variables during the analysis, 
but  in contrast with perceived and subjective  fit,  the values of  the variables do not come 
from an  individual whose fit  is under assessment. Instead,  in objective fit, data  is collected 
from other sources.   
2.13.2  Fit defined by level of specificity (absolute or relative fit) 
Van Vianen et al. (2007) refer to Absolute or Relative Fit, which can be classified by the level 
of  specificity  in  the  variables  they  comprise. While  ‘Absolute  fit’  is  a match  evaluation 
involving  mathematical  calculation  of  discrepancy,  ‘Relative  fit’  is  a  personal  rating 
evaluating  fit. Subjective and Objective  fit as defined by  (Kristof‐Brown & Billsberry 2012; 
Kristof‐Brown, Zimmerman & Johnson 2005) can be classified as absolute fit as defined by 
Van  Vianen,  as  well  as  ‘Perceived  fit’  can  be  put  together  with  Relative  fit.  Absolut  fit 
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requires detailed specificity in the aspects under assessment, while Relative fit is described a 
holistic approach which can involve those aspects which are relevant to the respondent.  
2.13.3  Fit defined by union type (complementary and supplementary fit)  
A  fit or  compatibility has  two  classes  in which a union between  two entities  (person and 
environment) may fall when they are put together. Their relation can be complementary or 
supplementary in terms of fit. On one hand, ‘Supplementary fit’ occurs when an entity (such 
as Person [P]) has similar characteristics to other entity (an aspect of the Environment [E]).  
On the other hand ‘Complementary fit’ take place when the person [P] and the situation [E] 
meet each other's needs (Carless 2005; Kristof 1996; Muchinsky & Monahan 1987).  
2.13.4  Fit defined by the level of belonging (Fit as a Gestalt or as a profile deviation) 
Venkatraman  and  Camillus  (1984)  identified  two  classes  of  ‘fit’ which  can  be  defined  by 
belonging.  The  first  one  is  ‘fit  as  a  Gestalt’, which  is  defined  as  the  degree  of  internal 
coherence among a  set of attributes,  i.e., how well  certain entities belong  to  clusters  (or 
taxonomies)  depending  on  their  characteristic  combination  of  values  for  the  relevant 
variables accounted  in a case. The second one  is ‘fit as a profile deviation’  is the degree of 
adherence to a specific profile which is specified externally and is anchored to a dependent 
variable. For example,  the  level  in which a  technology complies with  the  final consumer’s 
requirement—deriving in a purchase, or inversely, the level of skill of an employee in order 
to operate a machine—which might derive in job performance.  
2.13.5  Fit defined by the level of observability (physical or cognitive fit) 
Physical fit refers to a good adaptation between shapes, materials, mechanisms and designs, 
on one side, to the requirements of the other (for example in ergonomics—a design which 
allows  comfortable  operation  and minimal  physical  effort)  (Avital &  Te'eni  2009;  Buxton 
1986).  Cognitive  fit  would  occur  when  the  information mental models  within  a  person 
matches with  the  task  demands  (Avital &  Te'eni  2009;  van Vianen, De  Pater & Van Dijk 
2007). 
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2.14  Theoretical relationships of fit 
2.14.1  Behavioral Intention and Behavior 
In the relationship with behavior and behavioral intention, perceived and subjective fit have 
been contrasted with objective  fit. The  first  two have been  found better determinants of 
behavior  (Cable & DeRue 2002; Kristof‐Brown, Zimmerman & Johnson 2005). Annelies, De 
Pater and Floor Van (2007) support this arguing that same‐source measures of fit seem to 
have stronger relationships with  individual outcomes.  In the context of  industrial relations 
and  human  resources,  individual  outcomes  refer  particularly  to  turnover  intention which 
might be considered a form of behavioral intention (Annelies, De Pater & Floor Van 2007).  
Furthermore,  in  the  same  context of Person‐Environment  [P‐E]  studies, Cable  and DeRue 
(2002), Cable and  Judge  (1996), Newton and  Jimmieson  (2008), and Verquer  (2002) agree 
that low subjective fit is connected with higher turnover intentions (behavioral intentions).  
Caplan (1987) and Carless (2005) affirm that it is individual fit perceptions and not objective 
fit that impacts if an individual pursues work with an organization. Consequently, individual 
perceptions  of  fit  are  posited  as more  accurate  representations  of  personal  reality  than 
objective fit.  
Chatterjee (2010) presented empirical evidence on the relationship of ‘perceptions of fit’ e‐
services adoption. The study found a positive correlation, and  it also found that the effect 
was  stronger  for  current users  than  for prospective users.  This  suggests  that  experience, 
understood  as  the  length  of  time  a  person  has  used  a  technology, may  be  posed  as  a 
moderator in this relationship.  
This thesis considers the theoretical characteristics of habit and fit. It considers evidence of 
the positive relationship between habit and behavioral intention, and the empirical research 
that  suggest  a  positive  relationship  between  perceived  fit  and  behavioral  intention. 
Supported  on  those  the  relationship  of  habit‐technology  fit  and  behavioral  intention  is 
hypothesized to be positive and significant. 
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2.14.2  Other relationships of fit 
Literature has suggested other significant relationships  for  fit.  In regards to employee  job‐
related  attitudes,  research  has  provided  empirical  evidence  that  subjective/perceived  fit 
may  positively  predict  job  satisfaction  (Cable &  Judge  1996; Newton &  Jimmieson  2008; 
Verquer  2002).  Comparing  objective with  subjective/perceived  fit,  evidence  reveals  that 
individual’s  perceptions  are  better  predictors  of  attitudes  than  objective measures  of  fit 
(Carless 2005; Judge & Cable 1997). 
Thus  there  is  strong  evidence  about  the  impact  of  fit  perceptions  upon  attitudes  and 
behaviors,  for  instance satisfaction, commitment, and  job  turnover  (Cable & DeRue 2002; 
Kristof‐Brown, Zimmerman & Johnson 2005; Niessen, Swarowsky & Leiz 2010).  
Besides,  Mullany,  Tan  and  Gallupe  (2007)  argue  that  information  and  communication 
technologies and  their  interfaces should be designed  to  fit  the cognitive style of  the user. 
Otherwise, the cognitive‐style gap between the user and creator—which is imprinted in the 
technology—would reduce user satisfaction. 
2.15  Potential adequacy to measure habits 
The  concept  of  Person‐Environment  [P‐E]  (Kristof‐Brown,  Zimmerman  &  Johnson  2005) 
perceived  fit was borrowed  from Personnel Psychology  literature because of  its potential 
adequacy to measuring habits. Perceived fit (often used indistinctly with subjective fit) have 
resulted better determinants of attitudes, intentions and behavior than objective fit (actual 
fit)  (Cable &  DeRue  2002).  It  has  been  successfully  used matching  diverse  aspects  of  a 
person  and  their  environment,  in  similar  ways  (see  Karahanna,  Agarwal  &  Angst  2006; 
Resick, Baltes & Walker Shantz 2007; Saks & Ashforth 2002) to how the habit‐technology fit 
construct is conceived in this research.  
The method  to measure perceived  fit  is  straight  forward  (Annelies, De Pater & Floor Van 
2007). Respondents have to be asked to estimate the congruence between the person and 
the environment. The  following  is an example of a measurement  item, appropriate  to be 
used  in a  rating  scale  for  the assessment of  compatibility between person‐organization—
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‘my personal values match my organizations' values and culture’ (Annelies, De Pater & Floor 
Van 2007, p. 191).  
Perceived  fit  is  a  direct  assessment  reported  by  individuals,  allowing  them  complete 
cognitive manipulation  of  the  evaluation. However,  this manipulation  permits  applying  a 
personal weighting scheme to the countless aspects of the person and his environment. This 
facilitates  individual  differences  in  importance  or  salience  of  various  dimensions  to  be 
captured in a single score (Kristof‐Brown, Zimmerman & Johnson 2005; Kristof 1996). Habit 
is  a  multi‐dimensional  construct  and  its  behavioral  instances  innumerable.  Therefore, 
capturing all  intervening habits which are applicable to a situation might be difficult,  if not 
impossible  through  approaches  to measure  fit,  other  than  Perceived‐fit.  Thus,  capturing 
self‐selected  habits weighted  by  their  relevance  and  their  fit  to  a  behavioral  proposal  of 
utilization justifies this approach.  
This  approach may  also  serve  as  a proxy  to  the  concept of habit.  Section  2.7  suggests  a 
definition  based  on  the  essential  characteristics  of  habit  as  found  in  the  literature.  Such 
definition suggests high dimensionality and complexity  for the concept of habit.   Different 
disciplines  have  paid  attention  to  different  dimensions  of  habit,  such  as  automaticity, 
frequency  or  past  behavior,  see  (Verplanken  1994),  (Wood,  Tam  &  Witt  2005),  and 
(Thøgersen  2006).  Perceived  fit  as  a  latent  variable,  allows  individuals  (respondents) 
complete cognitive manipulation of  their evaluation.  Individuals are allowed  to define  the 
salience  of  the  various  dimensions  of  the  variable  to  be  apprehended  in  their  answer 
(Kristof‐Brown,  Zimmerman  &  Johnson  2005;  Kristof  1996).  This  suggests  a  property  of 
‘perceived fit’, which it may be able to capture the habits which are most important to the 
individual, but also  serve  to  capture  the  salient dimensions of habit  from  the  individual’s 
perspective.   
A clear and useful distinction between the former type of fit versus subjective and objective 
fit  is  offered  by  Kristof  (Kristof‐Brown,  Zimmerman &  Johnson  2005;  1996)  (see  Section 
2.13.1  )  to  conceptually  guide  research  and  measurement  of  fit.  In  subjective  fit,  the 
respondent reports variables defined for the person [P] and for the environment [E]. Both 
[P]  and  [E]  are  assessed  indirectly  through  comparison  during  the  analysis. Objective  fit 
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measures and evaluations of  [P] and  [E] are done separately and  indirectly. However,  the 
sources of the report, unlike in perceived and subjective fit, are others sources rather than 
the individual for whom ‘fit’ is under assessment.  
Habit‐Technology Fit construct takes an  individual characteristic of the person [P]—habit—
and  a  complex  aspect  of  the  environment  [E]—the  behavioral  proposition  of  using  a 
suggested technology—in a similar approach as previous research on [P‐E] fit. Examples can 
be  found  for  constructs  such  as:  person[P]‐organization[E],  abilities[P]‐demands[E], 
needs[P]‐supplies[E]  (Resick,  Baltes  & Walker  Shantz  2007);  work‐style[P],  existing  work 
practices[P],  prior  experience[P],  and  values[P]  in  the  use  of  technology  [E]  (Karahanna, 
Agarwal & Angst 2006); person[P]‐job[E], person[P]‐organization[E] (Saks & Ashforth 2002). 
In the same way this study takes habit [P] in fit with an external proposal of behavior—the 
usage of a suggested technology [E]. 
2.16  Potential limitations of measuring habits with perceived fit 
In  the previous  section,  this  review has presented perceived  fit as a potentially adequate 
concept  that  may  allow  capturing  salient  characteristics  of  the  person  and  their 
environment. Perceived habit has been selected in this thesis to approach the measurement 
of  multiple  non‐predetermined  habits.  However,  this  approach  comes  with  limitations 
concerning its measurement and capacity to provide additional deeper information. 
The first  limitation of perceived fit  is a measuring  issue.  It confounds the constructs of the 
person and environment. This  implies  that  it  is not possible  to estimate  the  independent 
effects of the person’s characteristics apart from the environment’s (Ahmad 2011; Edwards 
& Shipp 2007; Edwards 1991, 1996).  
Some  examples  of  perceived  technology  (environment)  characteristics,  can  be  constructs 
such  as  perceived  ease  of  use,  and  perceived  usefulness  (Davis  1989)  in  TAM,  or  effort 
expectancy and performance expectancy (Venkatesh et al. 2003) in UTAUT. These variables 
only  reflect  perception  about  characteristics  of  technology  in  its  measurement.  They 
exclude personal characteristics; still they are relative to the person. They depend on what 
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the  respondents  want  to  do,  and  what  their  ability  is.  However,  compatibility  and 
usefulness, two conceptually different factors, highly cross‐load on each other (Karahanna, 
Agarwal &  Angst  2006;  Karahanna,  Straub &  Chervany  1999; Moore &  Benbasat  1991). 
Karahanna  (2006) conclusion  is  that people might not see  technology as useful  if  it  is not 
compatible with their work‐style, which suggest a possible consequence of the confounding 
effect from perceived fit.   
A second limitation is that perceived fit is also restricted in regards to the information it can 
provide.  Because most  of  the  assessment  of  fit  occurs  in  the  head  of  the  person,  the 
outcome  does  not  offer  the  details  about  aspects  the  respondent  considered  as  salient 
(Annelies, De Pater & Floor Van 2007; Cable, D. M. & DeRue, D. S. 2002). Van Vianen et al. 
(van Vianen, De Pater & Van Dijk 2007) argues  that while perceived  fit  is able  to capture 
salient  and  unique  combination  of  aspects  chosen  by  the  individual,  it  does  not  provide 
understanding on which specific aspects are causing misfit or cognitive dissonance. 
A  third  limitation  is  in  regards  to  the direction of  some  compatibility  relationships.  Some 
variables of  the  environment  like moral  values may  result  incompatible with  the person. 
This  is because  the value standards  in  the environment can be  too high or  too  low  in  the 
person’s  opinion.  Perceived  fit  general  measures  cannot  provide  information  on  the 
direction of the misfit Van Vianen et al. (2007). This limitation might not be applicable in the 
case of measuring habit, as habit cannot be too high or too low.  
2.17  Technology Fit and Behavior 
In the  literature of  information systems, the concept of  fit has been used before. Most of 
the  interest has  fallen upon  the match of  technology and  the  task  to be performed.  Less 
attention has been given to personal characteristics. However, recent work has addressed 
several dimensions of compatibility  in relationship with behavior, see (Karahanna, Agarwal 
& Angst 2006).  
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2.17.1  Technology to Performance Chain  
Technology to Performance Chain (TPC)  is a model with focus on Task‐Technology Fit (TTF) 
and  individual performance. TPC has  its  roots  in  the work of DeLone and McLean  (1992) 
which  posits  that  utilization  and  user  attitudes  about  technology  lead  to  performance 
impacts.  However,  TPC  highlights  the  role  of  Task‐Technology  Fit  in  explaining  how  to 
achieve  individual  performance.  The  basic  beliefs  of  this  theory  for  a  positive  impact  in 
performance are: technology must to be utilized and must show a good fit with the tasks to 
execute (Goodhue & Thompson 1995). 
Goodhue  &  Thompson’s  (1995)  model  suggests  that  Task  Characteristics,  Technology 
Characteristics and  Individual Characteristics have a positive  impact upon Task‐Technology 
Fit. Task‐Technology Fit then has an impact upon Utilization and Performance.  
Although,  the  relation  between  TTF  and  utilization  showed  little  support  in  the  original 
study  (Goodhue &  Thompson  1995),  later  studies  found  TTF  a  significant determinant of 
utilization.  (Lee, Lee & Kim 2005)  studied a  sample of 110 users  in  the context of mobile 
commerce  (M‐commerce).  The  findings  indicate  that  the  task,  technology,  and  individual 
user  characteristics  positively  affect  Task‐Technology  Fit  and M‐commerce  usage.  (Lin & 
Huang 2009) studied a sample of 194 EKR  (Electronic Knowledge Repositories) users. Task 
technology fit theory was supported as a key factor in determining the EKR usage.  Yen et al. 
(Yen  et  al.  2010)  did  a  study  on mobile  commerce  adoption.  Results  showed  that  Task‐
Technology Fit is a significant direct predictor of technology adoption intention.  
Recently,  a  different  result  emerged. McGill  et  al.  (2011)  studied  TTF  and  adoption  of  a 
Learning Management  System. His  results  showed  that  TTF  in not  associated  in  a  simple 
linear way with utilization, where poor fit can be associated with low utilization.  
This model was  able  to  explain  38%  of  the  variance  of  Task‐Technology  Fit  and  41%  of 
utilization. According  to  the comparison made  in  the  study  the new model outperformed 
TAM and TTF alone (Dishaw & Strong 1999). 
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2.17.2  Fit and Appropriation Model  
Dennis,  Wixom  &  Vandenberg’s  (2001)  Fit  and  Appropriation  model  (FAM)  found 
inconsistent  findings  in  the  past GSS  (Group  Support  Systems)  research,  and  considered 
important  to  develop  a  new model  to  explain  the  fit  and  appropriation  of  such  kind  of 
information system.  
The model presented by Dennis et al. (2001) suggests that ‘Appropriation Support’, and the 
fit  between  [System]  Capabilities  and  Task  have  an  impact  upon Appropriation. Habitual 
Routines  were  identified  as  an  important  determinant  of  Appropriation,  but  were  not 
measured,  as  the  study  consisted  in  a meta‐analysis  that  required past  research  to have 
measured it, and such measurement was not available.  The authors concluded ‘that when 
using this theoretical  lens, the results of GSS research do not appear  inconsistent’ (Dennis, 
Wixom & Vandenberg 2001, p. 167). 
Numerous authors have  identified and measured technology fit paying special attention to 
task‐technology  fit.  Literature  identifies  some  relevant  determinants  of  technology  fit: 
individual characteristics; task characteristics; technology characteristics and the precursors 
of  utilization  (Goodhue  &  Thompson  1995);  task  requirements  and  tool  functionality 
(Dishaw &  Strong  1999);  capabilities  and  task  (Dennis, Wixom & Vandenberg  2001);  and 
human drives (Junglas, Abraham & Ives 2009). Although determinants vary among authors, 
most studies agree that Technology Fit has a positive impact upon adoption of a technology 
(Dennis, Wixom & Vandenberg 2001; Dishaw & Strong 1999; Junglas, Abraham & Ives 2009).  
Technology  fit  provides  minimal  direct  support  to  the  conceptualization  of  the  habit‐
technology fit construct. Still, it is consistent with the idea that the better the fit, the higher 
the acceptance. Technology  research has concentrated on primarily on  the  fit of  task and 
technology, which provides understanding on previous perspectives in the field and possible 
gaps, such as including habit‐technology fit in this line of research.    
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2.18  Definition of habit‐technology fit 
Perceived  fit  has  been  proposed  as  an  adequate  approach  to  study  a wider  structure  of 
multiple  non‐predetermined  habits  (see  Section  2.15  Potential  adequacy  to  measure 
habits), but also to cover a broader number of the dimensions of habit  (see Section 2.7  ). 
Perceived  fit  provides  an  evaluation  of  compatibility  between  person  (habits)  and 
environment (technology) characteristics (Cable & DeRue 2002; Kristof‐Brown, Zimmerman 
& Johnson 2005). These ideas along the chapter have been building the conceptualization of 
a new construct: Habit‐technology fit. Here is an operational definition of this concept:  
Habit‐technology  fit  is defined  in  this  thesis as  the degree  to which an  individual believes 
that using the technology is compatible with his or her habits. 
2.19  Technology acceptance 
This  thesis  has  discussed  habit  as  the main  focus  of  this  research,  perceived  fit  as  an 
approach  to  capture  a wider  number  of  habits  and  a  broader  number  of  dimensions  of 
habits.  This  section  introduces  a  third  and  last  component,  the  theoretical  context  of 
interest of this study, technology acceptance. 
The  history  of  technology  acceptance  has  seen  several  models  describing  theoretical 
relations between constructs. Some of those models have put together theory that matures 
through empirical validation. Some of those theories have become seminal and dominated 
the field of technology acceptance; see TRA (Fishbein & Ajzen 1975), TPB (Ajzen 1991), and 
TAM  (Davis  1989). Other  researchers  have  used  these models,  extending  and  combining 
them. Still only a few have remained the pillars of technology acceptance research. The rest 
of the models work with variables around the basic constructs (Cornacchia, Baroncini & Livi 
2008).  
These  basic  constructs  around  behavioral  intention  and  actual  behavior  have  provided 
foundation  to  the  technology  acceptance  research,  and have maintained  their  focus  into 
explaining  the  characteristic underlying  concept  (Venkatesh et  al. 2003),  shown  in  Figure 
2.3. The underlying concept of technology acceptance research begins with individuals being 
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exposed  to  a  technology.  They  react  to  it,  and  form  an  intention.  Finally,  intention 
determines actual behavior. Explaining the causes of intention and actual behavior has been 
the essence underlying this field.  
CORE THEORY OF TECHNOLOGY ACCEPTANCE 
 
Figure 2.3 – Core Theory of Technology Acceptance  (Venkatesh et al. 2003)
However, the underlying concept and its basic relationships are not exclusive of technology 
acceptance.  Some of those theoretical relationships were inherited from long traditions of 
research of behavior in social psychology, for example the Theory of Reasoned Action (Ajzen 
& Fishbein 1980; Fishbein & Ajzen 1975). These relationships were of general application to 
study behaviors. It was perhaps until the Technology Acceptance Model, TAM, (Davis 1989) 
that a model was tailored specifically for technology (Venkatesh et al. 2003). 
Technology  acceptance  research  began  to  develop  since  the  1970s,  when  Information 
Systems researchers begun  identifying the conditions that may facilitate the  integration of 
the  emerging  computers  in  business  (Legris,  Ingham &  Collerette  2003;  Teo,  Lee &  Chai 
2008). Some of the main drivers of this line of research have been the high rate of failure of 
new technologies (Morris & Venkatesh 2010; Pan, Hackney & Pan 2008), the magnitudes of 
capital being  invested on new  technology, and  the  increasing  rate at which  that capital  is 
being invested. Another underlying belief in technology acceptance is that for technology to 
yield  the  results,  it  first has  to be accepted and used  (Venkatesh et al. 2003; Westland & 
Clark 2001). Some of the problems in acceptance and use are technology being oversold and 
not matching the expectations in reality; also the fast paced changes to which technologies 
are subject (Cornacchia, Baroncini & Livi 2008). 
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This  section  introduced  the  essence  of  the  theoretical  context  of  habit‐technology  fit. 
Technology  acceptance  is  further  discussed.  However,  the  elements  covered  until  now 
suffice to inform the first research question of this thesis.  
2.20  Research question 1 
This  thesis has uncovered a gap by  reviewing  the  literature of habit  (see Section 2.2 and 
Table  2.1). Wider  structures  of  habits  have  rarely  been  studied  in  relation  to  behavioral 
intention,  except  for  the  habit  that  corresponds  to  the  target  behavior.  Therefore,  the 
impact of those multiple habits upon behavioral intention remains unknown.  
It  has  been  discussed  that  habits  do  not  exist  isolated  but  in  structuring  structures. 
Furthermore,  they  inform  individual’s  taste,  choices,  and  understanding  (Bourdieu  1984; 
Swartz  2002; Wozniak  2009). Habits  in  relationship with  behavior  have  been  extensively 
theorized  (see  Hodgson  2010),  and  single  habits  have  been  empirically  confirmed  as  a 
determinant of intention and behavior, for instance in (Escobar‐Rodríguez & Carvajal‐Trujillo 
2013), (Huang, Wu & Chou 2013) and (Venkatesh, Thong & Xu 2012). 
Perceived  fit  has  been  proposed  as  an  adequate  approach  to  study  a wider  structure  of 
multiple  non‐predetermined  habits  (see  Section  2.15  Potential  adequacy  to  measure 
habits), but also to cover a broader number of the dimensions of habit  (see Section 2.7  ). 
Perceived  fit  provides  an  evaluation  of  compatibility  between  person  (habits)  and 
environment (technology) characteristics (Cable & DeRue 2002; Kristof‐Brown, Zimmerman 
&  Johnson  2005),  which  this  thesis  applies  to  technology  acceptance  in  a  newly 
conceptualized habit‐technology  fit construct. However, the  impact of habit‐technology  fit 
upon behavioral intention is unknown. Thus, the first research question arises: 
RQ1 ‐ What is the impact of habit‐technology fit upon behavioral intention in the 
context of technology acceptance? (H1&H1a) 
Research question 1  informs Hypotheses 1 and 1a developed  in the following section. The 
confirmation or rejection of these hypotheses will provide an answer to this first question.  
70 
 
2.21  Hypothesis 1 and 1a 
The  first  research question asks about  the  impact of habit‐technology  fit upon behavioral 
intention. The magnitude and direction of the impact are determined by two relationships. 
These are the direct relationship between habit‐technology fit and behavioral intention, and 
the one with its moderating variables (Whisman & McClelland 2005). Therefore, to address 
the first research question it was deemed appropriate to posit Hypothesis 1, which refers to 
the  direct  relationship,  and  Hypothesis  1a,  which  evaluates  the  moderators  of  habit‐
technology fit and behavioral intention.  
The conjectures behind Hypothesis 1 derive  from previous  theoretical and empirical work 
related  to  the main components of habit‐technology  fit. These components are habit and 
perceived  fit.  For  habit,  extensive  empirical  evidence  of  its  relationship with  behavioral 
intention  is  provided  in  Section  2.10  ‐  Habit  and  Behavior.  For  perceived  fit,  empirical 
research  shows  a  positive  relationship  between  fit  and  intention  (Cable &  DeRue  2002; 
Kristof‐Brown, Zimmerman & Johnson 2005). Therefore, it can be anticipated that the better 
the fit between habits and technology, the higher the intention to use it. Thus, in this thesis 
Hypothesis 1 expects that: 
H1: Habit‐technology fit has a positive impact upon behavioral intention. 
This  thesis also hypothesized  that habit‐technology  fit and behavioral  intention would be 
moderated by age, experience and gender: 
H1a:  The  relationship  of  habit‐technology  fit  and  behavioral  intention will  be 
moderated by age, experience and gender, such that the effect will be stronger 
for older and more experienced men. 
In  UTAUT2  (Venkatesh,  Thong  &  Xu  2012)  extends  UTAUT,  among  other  variables,  by 
including  single  predetermined  habit.  Age,  experience  and  gender were  hypothesized  as 
moderators  in  the  relationship  between  habit  and  intention.  Age  and  experience  were 
empirically  confirmed  in  the  same  study  (Venkatesh,  Thong  &  Xu  2012)  where  mobile 
Internet  acceptance  was  the  target  technology.  Also,  a  study  on  electronic  banking 
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acceptance  (Dabholkar & Bagozzi  2002) has  empirically  confirmed  this moderation  effect 
with single predetermined habit. The theoretical bases relate posit that age and experience 
are  connected  by  time  which  plays  an  important  role  in  developing  and  strengthening 
habits.  
As  time passes people grow older and gain greater experience with  the  technologies  they 
may use. What  they have  learnt, what  it has worked  in  the past has contributed  to build 
habits which generates resistance towards change (Aarts & Dijksterhuis 2000; Bargh 1990; 
Hodgson 2010; Limayem, Hirt & Cheung 2007; Ouellette & Wood 1998; Sheeran et al. 2005; 
Verplanken & Aarts 1999; Wood, Tam & Witt 2005). This conservative pull of habits in Wood 
& Neal  (2009) make older habits more  likely  to be maintained because of  the  speed and 
ease with which past patterns of behavior can be initiated and executed (Ouellette & Wood 
1998). This effect was first described by Dewey in 1922 (Dewey 2002) when he refers to the 
weight of the adult custom and the habits of the growing person tame the originality of the 
younger and are jealously kept. 
In  the  case  of  gender,  Venkatesh  et  al.  (2012)  suggest  that  generally women will  show 
higher  levels of attention to detail compared to men. Based  in strong arguments (Farina & 
Miller 1982; Gilligan 1982; Krugman 1966; Meyers‐Levy & Tybout 1989) about differences in 
gender and attention, where generally women will show higher levels of attention to detail 
compared to men. This thesis also found empirical support for that premise  in (Goldner & 
Levi  2014),  (Iijima  et  al.  2001),  and  (Milne  &  Greenway  1999).  Venkatesh  et  al.  (2012) 
suggests that the greater the attention to detail, the smaller the attachment for one’s own 
habits.  Therefore,  if women  pay more  attention  to  detail  than men,  they would  be  less 
attached  to  their  habits.  Gender  as  a moderator  of  the  relationship  between  habit  and 
intention has been empirically weakened  in a  study of age, gender and experience  in  the 
acceptance of 3D‐gestures (Comtet 2013). Also, the validity of this argument has also been 
weakened by the empirical Venkatesh’s results  in the study of mobile Internet (Venkatesh, 
Thong  &  Xu  2012)  and  a  qualitative  study  of  smart  mobile  technology  in  financial 
information communication (Al‐Htaybat & von Alberti‐Alhtaybat 2013). Still, this hypothesis 
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has  rarely,  if ever, been  tested with non‐predetermined habits. Therefore  it was deemed 
appropriate to include the proposition of gender as a moderator in this thesis.  
Having  set  the  first  research question which  informed Hypotheses 1 and 1a,  this  chapter 
continues incursion in technology acceptance. The following section shows how many years 
of research were unified in a single synthetic theory.  
2.22  Theoretical context for habit‐technology fit: rationale for its selection 
In previous  research of  technology acceptance,  several  competing models have emerged. 
These models put forward determinants of acceptance which frequently overlap with other 
determinants  suggested  by  competing  models  (Cornacchia,  Baroncini  &  Livi  2008).  The 
unification of the most salient technology acceptance models  (see Venkatesh et al. 2003), 
provided a synthesis of the overlapping variables with an unprecedented predictive power 
on  behavioral  intention.  The  result  was  the  Unified  Theory  of  Acceptance  and  Use  of 
Technology,  also  known  by  its  acronym  UTAUT.  The  relationships  of  this  theory  were 
empirically confirmed in extensive research, for instance in Bandyopadhyay and Fraccastoro 
(2007) and Venkatesh and Zhang  (2010),  (see also Table 2.7  ‐ Empirical Tests of UTAUT). 
UTAUT was selected to provide theoretical context to habit‐technology fit in this thesis, and 
the following paragraphs further justify this selection. Acknowledge of the downsides of this 
selection are also presented. 
UTAUT  was  selected  because  one  of most  regarded  aspects  of  UTAUT  is  the  synthesis 
previous  research  on  acceptance  (Chen  2011;  Gupta,  Dasgupta  &  Gupta  2008;  Reunis, 
Santema  &  Harink  2006;  Yeow  &  Loo  2009);  also,  because  reliability  is  an  important 
attribute  of  UTAUT  (Bandyopadhyay  &  Fraccastoro  2007;  Venkatesh  &  Zhang  2010).  Its 
predictors  are  stable  and  relatively more  important  than  that  suggested  by  the  parent 
models  (Ben  Boubaker  &  Barki  2006).  Besides  these  strengths,  UTAUT’s  author  has 
highlighted generalizability, predictive  validity, and  the  fact  that  this  theory  is  technology 
adoption specific (Venkatesh, Davis & Morris 2007a). 
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This selection was deemed appropriate despite the weaknesses of UTAUT. In contrast to its 
strengths, UTAUT has received criticism on  important aspects. One of  the most significant 
comments on this theory is that it has removed the relationship of attitudes and intention. 
Attitudes  (Ajzen & Fishbein 1980; Fishbein & Ajzen 1975) are a  relevant part of  theory  to 
explain behavior, and it has been considered inappropriate to have this construct removed 
based  on  statistical  criteria  alone  (Ben Boubaker & Barki  2006;  Yang  2010;  Zhang &  Sun 
2009). Another  shortcoming of UTAUT  is  the decreasing  importance of perceived ease of 
use  and  social  influence  over  time  (Karahanna,  Straub &  Chervany  1999;  Taylor &  Todd 
1995; Venkatesh, Davis & Morris 2007a). Other criticisms also suggest that UTAUT: does not 
consider  cultural dimensions  (Srite & Karahanna 2006; Venkatesh & Zhang 2010),  ignores 
non‐utilitarian and hedonistic  factors  (Bergvik, Svendsen & Evjemo 2006; Yang 2010), and 
provides scales that might not be robust enough across settings (Gupta, Dasgupta & Gupta 
2008; Li & Kishore 2006). 
These  strengths  and  weaknesses  are  detailed  in  the  following  section.  Each  of  its 
components is described and examined. 
2.23  The Unified Theory of Acceptance and Use of Technology 
The Unified  Theory  of Acceptance  and Use  of  Technology  (UTAUT)  is  product  of  a  study 
conducted  by  Venkatesh  et  al.  (2003).  This  study  analyzed,  tested,  compared,  and 
synthetized  32  beliefs  of  eight  prominent models  (Chen  2011):  the  Theory  of  Reasoned 
Action (Fishbein & Ajzen 1975), the Technology Acceptance Models (Davis 1989; Venkatesh 
& Davis 2000),  the Motivational Model  (Davis, Bagozzi, & Warshaw, 1992),  the Theory of 
Planned Behavior (Ajzen 1991), the combined Technology Acceptance Model and Theory of 
Planned Behavior (Ajzen 1991; Taylor & Todd 1995), the Model of PC Utilization (Thompson, 
Higgins  &  Howell  1991;  Triandis  1977),  the  Diffusion  of  Innovation  Theory  (Moore  & 
Benbasat  1991;  Rogers  2003,  originally  1962),  and  the  Social  Cognitive  Theory  (Bandura 
1986; Compeau & Higgins 1995). After the synthesis a new unified model was outlined as 
shown in Figure 2.3 –UTAUT Model (Venkatesh et al. 2003).  
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Figure  2.4  show  two  structured  equations  and  their  graphic  representation.  The  figure 
shows behavioral intention determined by effort expectancy, performance expectancy, and 
social influence; whereas actual behavior is shown determined by behavioral intention and 
facilitating conditions. Behavioral intention refers to the strength of a person’s intention to 
accomplish a particular behavior, and  it was defined as ‘an individual's positive or negative 
feelings  (evaluative  affect)  about  performing  the  target  behavior’  (Davis,  Bagozzi  & 
Warshaw 1989, p.   984; Fishbein & Ajzen 1975, p. 288).  Intention has been measured as a 
latent variable with very similar items—I predict, I intend, and I plan to use [technology] in 
the next [period of time] as used in (Davis, Bagozzi & Warshaw 1989; Fishbein & Ajzen 1975; 
Venkatesh  et  al.  2003).  Actual  behavior  has  been  defined  as  a  measure  of  the  target 
behavior  (Davis  1986).  Sometimes  it  has  been  measured  as  an  observed  variable,  for 
example use duration in system logs (Venkatesh et al. 2003). But, it has also been measured 
as an unobserved latent variable; an example of this is the frequency measure used in (Davis 
1986) or as a combination of time spent frequency of use, and intensity of use (Liang et al. 
2010). 
UTAUT MODEL 
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ܤܫ ൌ ߚ଴ ൅ ܲܧߚଵ ൅ ܧܧߚଶ ൅ ܵܫߚଷ ൅ ܩܧܰሺܲܧሻߚସ ൅ ܩܧܰሺܧܧሻߚହ ൅ ܩܧܰሺܵܫሻߚ଺ ൅ ܣܩܧሺܲܧሻߚ଻ ൅ ܣܩܧሺܧܧሻߚ଼൅ ܣܩܧሺܵܫሻߚଽ ൅ ܧܺܲሺܧܧሻߚଵ଴ ൅ ܧܺܲሺܵܫሻߚଵଵ ൅ ܸܱܮሺܵܫሻߚଵଶ ൅ ߝ 
ܣܤ ൌ ߚ଴ ൅ ܤܫߚଵଷ ൅ ܨܥߚଵସ ൅ ܣܩܧሺܨܥሻߚଵହ ൅ ܧܺܲሺܨܥሻߚଵ଺ ൅ 	ߝ 
Figure 2.4  ‐ UTAUT Model  (Venkatesh et al. 2003)
Each  latent variable that determines behavioral  intention and actual behavior  is explained 
next.  Firstly, a definition of  the  construct  is provided.  Secondly,  the  inheritance  from  the 
parent models is detailed in the form of number of shared items. Thirdly, from a sample of 
studies the proportion of supporting studies is reported. 
2.23.1  Performance expectancy 
Performance expectancy  (PE)  is  the degree  to which an  individual believes  that using  the 
technology will help him or her to attain gains  in  job performance (Venkatesh et al. 2003). 
Its  measurement  items  derive  from  the  Diffusion  of  Innovation  Theory  (Rogers  2003, 
originally  1962)  (2  items), Model  of  PC  Utilization  (Thompson,  Higgins  &  Howell  1991; 
Triandis  1977)  (1 modified  item),  Social  Cognitive  Theory  (Compeau & Higgins  1995)  (1). 
However,  the  four  items of performance expectancy are contained  in  the six  items of  the 
Technology  Acceptance  Model  (Davis  1989).  This  would  make  UTAUT’s  performance 
expectancy and TAM’s perceived usefulness fairly equivalent. Table 2.7 presents a sample of 
studies conducted with UTAUT, in which only one study on knowledge management system 
(Isabelle & Sandrine 2009) reported not supporting performance expectancy as determinant 
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of behavioral  intention. Performance expectancy was supported  in 28 other studies,  i.e.  in 
96.5% of the cases. 
UTAUT  has  hypothesized  that  performance  expectancy  and  behavioral  intention  is 
moderated  by  age  and  gender  such  that  the  effect would  be  stronger  for  younger men 
(Venkatesh et al. 2003). Table 2.7 show twenty‐nine studies of UTAUT. Thirteen tested age 
as moderator of performance expectancy, but only six supported this hypothesis (46.15%). 
For gender,  fourteen  studies  tested  the hypothesis, only  seven  the  studies  supported  the 
relationship (50%). 
2.23.2  Effort expectancy 
Effort  expectancy  (EE)  is  defined  as  the  degree  of  ease  associated with  the  use  of  the 
technology (Venkatesh et al. 2003). All four measurement items derive from the Technology 
Acceptance Model  (Davis 1989)  (4  items). These  items are also  share with a quantitative 
version  (Moore  &  Benbasat  1991)  of  the  qualitative  theory  of  Diffusion  of  Innovation 
(Rogers 2003, originally 1962)  (2  items). UTAUT’s effort expectancy  and  TAM’s perceived 
usefulness are then quite equivalent too. Although conceptually similar with PC Utilization’s 
complexity (Thompson, Higgins & Howell 1991), none of its items are represented in UTAUT. 
Table 2.7 shows that all twenty‐nine studies tested and reported effort expectancy. Twenty 
three  of  the  studies  supported  effort  expectancy  as  determinant  of  behavioral  intention 
(79.31%), two more (6.9%) supported the hypothesis partially (in series of studies), and four 
did not supported it (13.79%). This may support empirical research that posits a decreasing 
importance of perceived ease of use in time (Karahanna, Straub & Chervany 1999; Taylor & 
Todd 1995; Venkatesh, Davis & Morris 2007a). 
UTAUT  hypothesized  that  the  relationship  between  effort  expectancy  and  behavioral 
intention would be moderated by age, experience and gender, such that the effect would be 
stronger in more experienced younger women. Table 2.7 shows that age, as a moderator of 
effort expectancy, was  tested  in  thirteen cases. Only  seven of  those  cases  supported  this 
hypothesis  (53%). Experience was  tested only  in  seven cases, and  five of  them  supported 
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the  hypothesis  (71%).  In  the  case  of  gender,  fourteen  studies  tested  it  as moderator  of 
effort expectancy. But only five studies supported the hypothesis (35%).   
2.23.3  Social Influence 
Social influence (SI) is defined as the degree to which an individual perceives that important 
others believe he or she should use the new technology  (Venkatesh et al. 2003). The  four 
measurement  items of  this  construct derive  from of  the Theory of Planed Behavior’s  the 
two‐item subjective norm (Fishbein & Ajzen 1975) (2 items), and from PC Utilization’s four‐
item  social  factors  (Thompson, Higgins & Howell 1991)  (2  items).  Image  construct  (social 
image or status)  from  the Diffusion of  Innovation  (Moore & Benbasat 1991; Rogers 2003, 
originally 1962) was not represented in UTAUT’s measurement model. Table 2.7 shows that 
all  twenty  nine  research  reports  included  social  influence.  Twenty  four  of  those  cases 
supported social influence as a determinant of behavioral intention (83%).  
UTAUT hypothesized  that  social  influence  and behavioral  intention will be moderated by 
age, experience, gender and voluntariness. The expected effect would be stronger for  less 
experienced older women  in mandatory settings  (Venkatesh et al. 2003). Table 2.7 shows 
that only eleven of twenty nine studies report testing age as social  influence’s moderator. 
Only three (27%) supported this hypothesis for age. Seven studies report testing experience 
as a moderator of  social  influence,  six of  them  supporting  the hypothesis  (85%). Thirteen 
reports  present  gender  as  a moderator  of  social  influence, with  only  five  supporting  the 
hypothesis (38%). Other three tested voluntariness, and two of those (66%) supported the 
hypothesis.   
2.23.4  Facilitating conditions 
Facilitating conditions  (FC) has been defined as the degree to which an  individual believes 
that an organizational and technical  infrastructure exists to support use of the technology 
(Venkatesh et al. 2003). The final scale of UTAUT contains four items which come from the 
PC  Utilizations  (Thompson,  Higgins  &  Howell  1991)  (3  items),  the  Theory  of  Planned 
Behavior  (Ajzen  1991)  (1  item);  whereas  the  Diffusion  of  Innovation  theory  (Moore  & 
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Benbasat  1991;  Rogers  2003,  originally  1962) was  not  represented  in  the measurement 
model.  This  shows  that  UTAUT’s  facilitating  conditions  and  TPB’s  perceived  behavioral 
control are very similar scales. Table 2.7 shows sixteen of twenty nine cases of studies that 
report on facilitating conditions as determinant of actual behavior. Thirteen of those cases 
(81%) supported the hypothesis. 
UTAUT  hypothesized  that  the  relationship  between  facilitating  conditions  and  actual 
behavior would be moderated by age and experience, such that the effect will be stronger 
for older individuals more who experienced users of the technology (Venkatesh et al. 2003). 
Table 2.7 presents seven studies  that  tested age as a moderator of  facilitating conditions. 
Only two (28%) supported the hypothesis. In regards to experience, five studies reported on 
this moderation effect. Three of them (60%) supported the hypothesis.  
2.23.5  Internal hypotheses of the Unified Theory of Acceptance and Use of Technology 
Table 2.6 summarizes UTAUT’s hypotheses (Venkatesh et al. 2003), which are referred to as 
UTAUT’s internal hypotheses to differentiate them from the hypotheses of this thesis. These 
internal hypotheses are not given an identifier, such as H1, H2..., whereas the hypotheses of 
this  thesis  are  always  identified  in  this way.    The  first  column  presents  the  independent 
variable (X). The dependent variables are behavioral intention (BI) and actual behavior (AB). 
The  first  twelve hypotheses  correspond  to  the  first,  and  the  last  four  to  the  second.  For 
example, performance expectancy (PE) is expected to meet the criteria of being significantly 
and positively correlated with behavioral  intention (BI), stronger effect  is not applicable. In 
the case of gender as a moderator  (GENxPE),  it  is expected to  find a stronger relationship 
between  performance  expectancy  and  behavioral  intention  in man  than  in women.  The 
moderator  is expected to be statistically significant and  its correlation coefficient negative 
(always that men are coded as 1 and women as 2). 
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INTERNAL HYPOTHESES OF UTAUT 
β	 Hypothesis 
XBI  Effect 
Expected Criteria 
Significant  Linear Direction  Stronger Effect 
1  PE  Direct  Yes  (+)  N/A 
2  EE  Direct  Yes  (+)  N/A 
3  SI  Direct  Yes  (+)  N/A 
4  GENxPE  Moderator  Yes  (‐)  Men 
5  GENxEE  Moderator  Yes  (+)  Women 
6  GENxSI  Moderator  Yes  (+)  Women 
7  AGExPE  Moderator  Yes  (‐)  Younger 
8  AGExEE  Moderator  Yes  (‐)  Younger 
9  AGExSI  Moderator  Yes  (+)  Older 
10  EXPxEE  Moderator  Yes  (‐)  Less experience 
11  EXPxSI  Moderator  Yes  (‐)  Less experience 
12  VOLxSI  Moderator  Yes  (+)  Mandatory 
β  Hypothesis XAB  Effect 
Expected Criteria 
Significant  Linear Direction  Stronger Effect 
13  BI  Direct  Yes  (+)  N/A 
14  FC  Direct  Yes  (+)  N/A 
15  AGExFC  Moderator  Yes  (+)  Older 
16  EXPxFC  Moderator  Yes  (+)  More experience 
Table 2.6 ‐ Internal Hypotheses of UTAUT  (Venkatesh et al. 2003)
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Table  2.7 presents  twenty‐nine  studies where UTAUT was  tested  empirically. As detailed 
before,  the  core determinants of behavioral  intention  show a  tendency  to be  supported, 
while the moderators show less support. Another aspect shown in this table is that most of 
the  studies have modified UTAUT by extending  it or  testing  it partially. This  is  consistent 
with  Venkatesh  and  Zhang  (2010) who  have  explained  that UTAUT  has  rarely  had  been 
replicated faithfully. Only two studies were found showing the analysis of the original model 
before extending it: (Chu 2013) and (Venkatesh & Zhang 2010). Eleven (38%) out of twenty‐ 
nine studies used regression to test the model  (four of those used ANOVA and regression 
13.7%),  ten more  used  PLS—the  original  technique  used  in  (Venkatesh  et  al.  2003),  and 
eight more used SEM (34%). However, the author of this thesis could not find a single study 
testing an unmodified specification of UTAUT with SEM. 
The  study  that  proposed  UTAUT  (Venkatesh  et  al.  2003)  used  variance‐based  structural 
equation modelling (Partial Least Squares) as its analysis technique. Partial Least Squares is 
an appropriate technique for prediction and exploratory objectives. Thus, the determination 
coefficient  (R2)  is  usually  the  goal  (Hair,  Ringle &  Sarstedt  2011).  Aligned  to  its  analysis 
technique, UTAUT synthesis was driven by the aim of  increasing R2. The  final outcomes of 
the study (Venkatesh et al. 2003) achieved to explain 70% of the variance of use  intention 
(R2=.70).  These  levels  of  R2  have  been  occasionally  attained  by  slightly modified models 
(Bandyopadhyay  &  Fraccastoro  2007;  Venkatesh  &  Zhang  2010).  However,  Partial  Least 
Squares is not an appropriate technique for confirmatory analysis. Covariance‐based SEM is 
more appropriate (see Byrne 2010; Hair et al. 2010; Hair, Ringle & Sarstedt 2011).  
81 
 
EMPIRICAL TESTS OF UTAUT IN PREVIOUS RESEARCH 
N
o. Reference Country Technology
Sp
ec
ifi
ca
tio
n
PE
‐‐>
BI
  
EE
‐‐>
BI
SI
‐‐>
BI
FC
‐‐>
AB
G
EN
xP
E
G
EN
xE
E
G
EN
xS
I
AG
Ex
PE
AG
Ex
EE
AG
Ex
SI
AG
Ex
FC
EX
Px
EE
EX
Px
SI
EX
Px
FC
VO
Lx
SI
Analysis
1 (AbuShanab & Pearson 2007) Jordan Internet banking M S S S ‐ S S S NS S NS ‐ NS S ‐ ‐ Regression, ANOVA
2 (Al‐Gahtani, Hubona & Wang 2007) Saudi Arabia Use of computers M S S1 S S1 NS NS NS S NS NS2 NS2 S S NS ‐ PLS
3 (Bandyopadhyay & Fraccastoro 2007) India Prepayment metering 
systems
M S S S ‐ S S S S S S S S S S S SEM
4 (Chu 2013) China Internet innovation 
Intermediary Platforms O S S S S NS NS NS NS NS NS NS S S N N Regression/ANOVA
5 (Duyck et al. 2010) Belguim Picture Archiving and 
Communication System M S PS PS S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ Regresion 
6 (Eckhardt, Laumer & Weitzel 2009) Germany CV Databases M S PS PS PS ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ PLS
7 (Hanson et al. 2011) US Social Media for Health 
Promotion
M S S S ‐ ‐ ‐ ‐ S S ‐ ‐ ‐ ‐ ‐ ‐ Regression
8 (Hsu, Tseng & Chuang 2011) Taiwan Intelligent vital 
monitoring products M S NS S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ Regression
9 (Hung, Wang & Chou) Taiwan E‐Government services M S S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ Regression
10 (Isabelle & Sandrine 2009) France Knowledge Managemet 
System
M NS NS PS PS ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ SEM
11
(Kijsanayotin, Pannarunothai & Speedie 
2009)
Thailand
Health information 
technology
M S S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ PLS
12 (Lee et al. 2010) Taiwan
Activity Based 
Costing/Management 
System
M S NS S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ SEM
13 (Lu, Yu & Liu 2009) China Mobile Data Service M S S PS ‐ NS NS NS NS NS NS ‐ NS NS ‐ ‐ SEM
14 (Martins, Oliveira & Popovič 2014) Portugal Internet banking 
adoption
M S S NS NS NS NS NS NS NS NS NS ‐ ‐ ‐ ‐ PLS
15 (McLeod, Pippin & Catania 2009) US Tax Software M S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ PLS
16 (Neufeld, Dong & Higgins 2007) Canada Large‐scale enterprise‐
level system  M S S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ PLS
17 (Ney 2013) Netherlands mCRM M S S S ‐ NS NS NS NS NS NS ‐ ‐ ‐ ‐ ‐ Regression/ANOVA
18 (Nistor et al. 2013) US Virtual Communities M S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ Regression
19 (Powell et al. 2012) US Online Voting System M S S S ‐ NS NS NS S S S ‐ ‐ ‐ ‐ ‐ PLS
20 (Schaper & Pervan 2007) Austalia Health ICT M S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ PLS
21 (Schaupp, Carter & Hobbs 2010) US E‐file adoption M S NS S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ SEM
22 (AbuShanab, Pearson & Setterstrom 2010) Jordan Internet Banking M S S S ‐ S S S S S NS ‐ ‐ ‐ ‐ ‐ Regression, ANOVA
23 (Sok Foon & Chan Yin Fah 2011) Malaysia Internet Banking M S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ Regression
24 (Venkatesh & Zhang 2010) US System being introduced 
in the organization O S S S S S S S S S S S S S S S PLS
25 (Venkatesh & Zhang 2010) China System being introduced 
in the organization M S S S S NS NS ‐ NS NS ‐ NS S S S ‐ PLS
26 (Wang & Shih 2009) Taiwan Information Kiosks M S S S S S NS S NS S NS NS ‐ ‐ ‐ ‐ SEM
27 (Wang et al. 2010) Taiwan Distance learning 
technologies
M S S S S S NS NS ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ SEM
28 (Wang & Wang 2010) Taiwan Mobile Internet M S S S ‐ S S NS ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ SEM
29 (Yeow & Loo 2009) Malaysia Multipurpose smart 
identity Card M S S S ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ ‐ Regression
M = Modified specification, O = Original specificaiton, S = Supported, NS = Not Supported. 
1 ‐ Findings contain a misinterpretation in the presence of moderators. The results were reinterpreted. 
2 ‐ The results were reinterpreted, since the study hypothesized opposite linear direction to UTAUT.  
Table 2.7 ‐ Empirical Tests of UTAUT in Previous Research  (Source: Author)
(AbuShanab & Pearson 2007; AbuShanab, Pearson & Setterstrom 2010; Al‐Gahtani, Hubona & Wang 2007; Bandyopadhyay & Fraccastoro 2007; Chu 
2013; Duyck et al. 2010; Eckhardt, Laumer & Weitzel 2009; Hanson et al. 2011; Hsu, Tseng & Chuang 2011; Hung, Wang & Chou ; Isabelle & Sandrine 
2009; Kijsanayotin, Pannarunothai & Speedie 2009; Lee et al. 2010; Lu, Yu & Liu 2009; Martins, Oliveira & Popovič 2014; McLeod, Pippin & Catania 
2009; Neufeld, Dong & Higgins 2007; Ney 2013; Nistor et al. 2013; Powell et al. 2012; Schaper & Pervan 2007; Schaupp, Carter & Hobbs 2010; Sok 
Foon & Chan Yin Fah 2011; Venkatesh & Zhang 2010; Wang et al. 2010; Wang & Wang 2010; Wang & Shih 2009; Yeow & Loo 2009) 
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2.24  Research question 2 
Since  habit‐technology  fit  is  a  new  construct which  addresses  the  gap  of multiple  non‐
predetermined  habits  in  the  literature  of  habit  (see  Section  2.2  and  Table  2.1),  other 
relationships of habit‐technology fit are unknown  in consequence. Single habits have been 
studied  in  the  theoretical  framework  of  UTAUT.  However,  multiple  non‐predetermined 
habits may have a different effect than habits. Particularly, habit‐technology fit may have a 
different  effect  than  single  habit when  it  is  included  in  a model. Another  significant  gap 
identifies that UTAUT has rarely been tested simultaneously using confirmatory techniques 
of  analysis  (such  as  covariance‐based  SEM)  in  unmodified  specifications  (see  Table  2.7  ‐ 
Empirical  Tests  of UTAUT  in  Previous  Research).  Covariance‐based  SEM would  provide  a 
value of statistical significance to support or reject a theoretical model as a whole which to 
date  is yet unknown. As a consequence, the effect of habit‐technology fit  in the structural 
model  of UTAUT  is  to  be  identified.  The  second  research  question  addresses  the  gap  of 
multiple  non‐predetermined  habits  and  implicitly  the  gap  of  confirmatory  analysis  for 
UTAUT as follows: 
RQ2 ‐ What is the effect of including Habit‐Technology Fit in the Unified Theory 
of Acceptance and Use of Technology model? (H2&H3 vs H4&H5) 
In order to give an answer to this question, it is necessary to compare UTAUT vs UTAUT plus 
habit‐technology fit. This necessity is what it informs Hypotheses 2 to 5.  
2.25  Hypotheses 2 and 3 
Hypotheses 2 and 3 are based on the assumption that UTAUT is a valid theoretical model in 
two ways  (this has been empirically  supported  to  some extent by previous  research,  see 
Sections  2.23.1  to  2.23.4  ).  Firstly,  its  variables  should  achieve  criterion‐related  validity, 
which  is  the  basis  of  construct  validity  (DeVellis  2012).  Secondly,  the model  as  a whole 
would be expected to fit with the data and achieve statistical significance for such fit (Byrne 
2010;  Hair  et  al.  2010;  Hair,  Ringle &  Sarstedt  2011).  Hypotheses  2  and  3  reflect  these 
assumptions respectively.  
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In regards to the first way in which UTAUT is expected to be a valid model, criterion‐related 
validity  is achieved once a scale has successfully proved association with some criterion or 
standard. Criterion‐related validity is often referred as predictive validity, and the traditional 
index of criterion‐related validity is the correlation coefficient. The probabilistic value can be 
used  as  an  accuracy  criterion.  Criterion‐related  validity  is  neutral  and  does  not  imply 
causality;  however  it  can  directly  strengthen  or  weaken  construct  validity  which  is 
concerned  with  causality.  Construct  validity  cannot  be  established  if  criterion‐related 
validity  is not establish  first. They both can be assessed by the extent to which a measure 
behaves the way it is expected (Cronbach & Meehl 1955; DeVellis 2012; Ghiselli, Campbell & 
Zedeck 1981).  
As expected  in strong theory, Hypothesis 2 anticipates the relationships between variables 
hypothesized in UTAUT (Venkatesh et al. 2003) will be observed: 
H2:  The  original  model’s  internal  hypotheses  will  achieve  criterion‐related 
validity. 
In  relation  to  the  second  way  in  which  UTAUT  is  expected  to  demonstrate  validity, 
covariance‐based  SEM  tests  the  complete  specification  of  a  model  simultaneously. 
Therefore, it is useful to confirm complete theoretical relationships.  SEM evaluates to what 
extent  data  fits with  the  theoretical model  and  how  likely  it  is  to  find  good  fit  in  other 
samples of the same population (Byrne 2010; Hair et al. 2010; Hair, Ringle & Sarstedt 2011). 
Evaluating  the  unmodified  UTAUT  model  simultaneously  by  confirmatory  analysis 
techniques  (covariance‐based  SEM) may  addresses  a  gap  in  the  literature  of  technology 
acceptance. As it is necessary to later estimate the effect of introducing habit‐technology fit 
in UTAUT, the evaluation of this Hypothesis constitutes a premise which directly contributes 
to answer Research Question 2:  
H3:  The  original model will  have  an  acceptable  fit with  the  data  and will  be 
statistically significant. 
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2.26  Hypotheses 4 and 5 
Research Question 2 requires the evaluation of unmodified UTAUT, as well as the extended 
UTAUT in order to compare them and determine the effect of introducing a new variable. In 
that way Research Question 2 informs Hypotheses 4 and 5, as they serve to determine the 
effect of extending UTAUT by including habit‐technology fit: 
H4:  The  extended  model’s  internal  hypotheses  will  achieve  criterion‐related 
validity. 
H5: The extended model will have an acceptable  fit with  the data and will be 
statistically significant. 
Once more, Hypothesis 4 suggests criterion‐related validity of  the extended model, which 
can be tested and compared to the test of Hypothesis 2. Similarly, Hypothesis 5 posits the 
extended model is a theoretically valid model, and its test can be compared to the tests of 
Hypothesis 3. Once compared, the effect of including habit‐technology fit can be evaluated 
at  the  level  of  individual  relationships  or  at  the  level  of  the  complete model.  Then,  an 
answer to Research Question 2 can be provided. 
2.27  Research Question 3 
Single habit as a construct is proposed insufficient to uncover the role of multiple other non‐
predetermined habits, which is extensively unknown; therefore it necessary a new construct 
such  as  habit‐technology  fit  that  attempts  to  capture  the  explanatory  power  of multiple 
habits  (see Table 2.1  ‐ Gap  in Literature). The effect of habit‐technology  fit  in  technology 
acceptance and particularly in UTAUT is still undiscovered. It is also uncertain if the inclusion 
of the new construct could improve or deteriorate the UTAUT’s model fit or the explanatory 
power of  its determinants upon behavioral  intention or actual behavior. A new  construct 
opens new possibilities to modelling theory, and this  is why a third research question was 
formulated:  
RQ3 – If  it could, how can habit‐technology fit  improve the model specification 
of  the  Unified  Theory  of  Acceptance  and  Use  of  Technology?  (Post‐hoc 
modification) 
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Research Question 3 cannot be anticipated. Therefore, no hypotheses can be derived from 
this question. However, it can be approached with post‐hoc model modification.  
2.28  Conceptual framework summarized 
Figure  2.5  summarizes  and  integrates  some  of  the  important  concepts  that  have  been 
review  in  this  chapter. On  the  top of  the  figure  the  circles  represent  roughly  the diverse 
models in technology acceptance research.  
CONCEPTUAL FRAMEWORK 
 
Figure 2.5 ‐ Conceptual Framework  (Source: Author)
There are some which have been seminal  in the history of the  field; there are others that 
simply remain unnamed (m1, m2… mn). Among the seminal work is the Theory of Reasoned 
Action,  Theory  of  Planned  Behavior,  Technology  Acceptance  model,  etc.  The  models 
included  in Figure 2.5 are not meant  to be precise about  the overlapping portions or  the 
explanatory power of each model. However, it represents the idea of several competing and 
overlapping models (Cornacchia, Baroncini & Livi 2008). All these models have been trying 
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to  explain  fairly  the  same  underlying  concept  (Venkatesh  et  al.  2003).  UTAUT  has  just 
synthesized the most salient models to some extent (Chen 2011; Gupta, Dasgupta & Gupta 
2008; Reunis, Santema & Harink 2006; Yeow & Loo 2009). 
On  the  left  side of Figure 2.5, Ht  represents  the habit  that  corresponds  to use  the  target 
technology. Ht has been identified and it has been included in some of the seminal models, 
see (Honkanen, Olsen & Verplanken 2005) and (Saba, Vassallo & Turrini 2000) extended TRA 
and TPB with habit, (Wu & Kuo 2008) and (Gefen 2003) did it with TAM, (Huang, Wu & Chou 
2013)  with  the  Task‐Technology  Fit  model,  and  (Pahnila,  Siponen  &  Zheng  2011)  and 
(Venkatesh, Thong & Xu 2012) with UTAUT. The circles  labeled H1, H2… Hn,  represent  the 
structure of  individual habits which are developed along  life. These habits do not exist  is a 
pure  isolated  form.  They  are  rather  a  structure  which  defines  taste,  choices,  and 
understanding (Bourdieu 1984; Swartz 2002; Wozniak 2009) therefore the reaction towards 
technology,  the  intention  to  use  it,  and  the  actual  behavior  of  utilization  (shown  at  the 
bottom  of  the  conceptual model).  The  dotted  lines  from  the  habits  to  the  three  boxes 
describe  some  of  the  causal  habits  of which  the  individual might  not  be  aware.  But  the 
green  dotted  box  suggests  that  some  unaware  habits  can  be  brought  to  consciousness 
retrospectively by traces of action (Mittal 1988). The habits contained in the green box are 
those that could possibly be jointly captured with perceived fit. As both habit and perceived 
fit  are  considered  significant  determinants  of  behavioral  intention  (Cable & DeRue  2002; 
Kristof‐Brown, Zimmerman & Johnson 2005),  it could be anticipated that the better the fit 
between habits and the technology, the higher the intention to use it. 
2.29  Research model 
Figure  2.6  shows  the model  that will  be  tested  in  this  research.  The  circles  indicate  the 
unobserved or  latent variables and  the boxes  represent observable measures. The arrows 
represent a causal relationship between variables that has been hypothesized. Those arrows 
running  from  one  circle  to  another  represent  direct  relationships,  whereas  the  arrows 
running  from a circle to some point  in the middle of another arrow represent moderating 
effects. There are black‐thin  line arrows and green‐thick arrows. The  first kind  represents 
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UTAUT’s  internal hypotheses. The second  type  represents  the original contribution of  this 
thesis, and represents Hypotheses 1 and 1a: 
RESEARCH MODEL 
 
  
Figure 2.6 ‐ Research Model  (Source: Author)
H1: Habit‐Technology Fit has a positive impact upon behavioral intention. 
H1a:  The  relationship  of  habit‐technology  fit  and  behavioral  intention will  be 
moderated by age, experience and gender, such that the effect will be stronger 
for older and more experienced men. 
All  UTAUT’s  internal  hypotheses  represented  by  thin  black  line  circles  and  arrows  are 
considered together in this thesis, and represented in Hypotheses 2 and 3: 
H2:  The  original  model’s  internal  hypotheses  will  achieve  criterion‐related 
validity. 
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H3:  The  original model will  have  an  acceptable  fit with  the  data  and will  be 
statistically significant. 
The sum of the black‐thin and the green‐thick figures, i.e. the full model, are represented in 
Hypotheses 4 and 5: 
H4:  The  extended  model’s  internal  hypotheses  will  achieve  criterion‐related 
validity. 
H5: The extended model will have an acceptable  fit with  the data and will be 
statistically significant. 
The labels in the circles stand for: habit‐technology fit (HTF), performance expectancy (PE), 
effort expectancy (EE), social influence (SI), facilitating conditions (FC), behavioral intention 
(BI) and actual behavior (AB). 
2.30  Summary 
This  chapter  reviewed  literature  from  three  fields.  First,  it  reviewed  theory  about habits. 
Secondly,  it  explored  the  concept  of  fit  in  person‐environment  fit  literature.  Thirdly,  this 
chapter revisited  literature on  technology acceptance with  focus on  the Unified Theory of 
Acceptance and Use of Technology. This chapter identified important gaps such as the study 
of  multiple  non‐predetermined  habits  in  technology  acceptance.  A  new  construct  was 
conceptualized to address this gap. Habit‐technology fit was theorized combining perceived 
fit and habits.   Three research questions and six hypotheses (H1, 1a, 2‐5) were developed. 
This chapter also presented a conceptual framework and the research model of this thesis. 
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CHAPTER 3   METHOD 
3.1  Objective 
The purpose of this chapter  is to  justify and explain the methodology and research design 
used to address the research questions. This chapter  includes two methodological phases. 
Firstly,  it explains the scale development of habit‐technology fit. Secondly,  it describes the 
research design and the process of data collection.  The first part of this chapter will discuss 
the  research  design,  the  second  part  the  scale  development,  and  the  last  the  statistical 
methods used in this study such as factor analyses and structural equation modeling. 
3.2  Research Procedure Overview 
The research procedure of this thesis can be summarized in five stages, shown in Figure 3.1. 
These stages  include every aspect reviewed, analyzed, developed and reported during the 
research process.  
The  first  stage  began  with  the  literature  review  of  habit,  person‐environment  fit  and 
technology acceptance.  It  included  identifying  research gap,  the main  theoretical models; 
developing of a conceptual framework, research questions, and hypotheses.  
The second stage  included measurement, questionnaire, sample  frame development, and 
approval  from  the Ethics Committee. Then, a pre‐test  study was  conducted  to  refine  the 
instrument, followed by a pilot study.  
The third stage consisted in the deployment of main study. An online survey was conducted 
with respondents from 25 countries.  
The  fourth  stage,  data  analysis,  included  processes  of  data  preparation,  reliability  tests, 
exploratory and confirmatory factor analyses, validity assessment, model testing and post‐
hoc model modification.  
The  fifth  stage  returns  to  the  literature  review  to give  interpretation  to  the  findings, and 
finally report the activities conducted in this research. 
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STAGES IN THE RESEARCH PROCESS 
 
Figure 3.1 ‐ Stages in the Research Process  (Source: Author)
3.3  Research paradigm 
A theoretical perspective provides a framework and a  language to explain social  life. There 
are  three  dominant  paradigms  in  social  research:  positivist,  interpretative  and  critical 
(functionalism,  interpretivism,  Marxism)  with  several  variants.  This  thesis  has  deemed 
appropriate to  follow a post‐positivist approach, associated with an objective approach to 
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the study of social reality, which can only be imperfectly and probabilistically apprehendable 
(Blaikie 2010; Guba & Lincoln 1994; Neuman 2010). 
Positivist,  interpretative  and  critical  paradigms  include  ontological  and  epistemological 
assumptions, and associated practices in pursuing knowledge. Ontological assumptions refer 
to what the world  looks  like and how  it works. Epistemological assumptions represent the 
perspectives on how knowledge can be developed. Positivists assume that reality exists and 
can be apprehended with an objective approach. The positivist methodology  is associated 
with experiments, hypothesis verification and quantitative methods. Post‐positivism derives 
from positivism. Still,  it believes  in a  ‘real’  reality, but  it can only be captured  imperfectly 
and  probabilistically.  Post‐positivism  broadens  its methodology  and  it  can  even  embrace 
qualitative methods. It takes a perspective arguing that truth cannot be verified, instead it is 
possible  to  reject  false hypothesis  (Guba &  Lincoln 1994). The  interpretive approach  sees 
reality  as  relative;  it  seeks  to  explain  the  subjective  meaning  of  social  action  with 
interpretative dialectical methodology (Bryman & Bell 2007). The critical approach stands on 
historical realism, where a virtual reality is shaped by socioeconomic characteristics (Guba & 
Lincoln  1994).    In  the  critical  approach,  the  process  of  inquiry  is  participative  and  aims 
changing the conditions of the world (Neuman 2010). 
3.4  Research methodology justification 
This thesis has taken a post‐positivist quantitative approach to  investigate the relationship 
between  habit‐technology  fit  and  behavioral  intention  in  the  context  of  technology 
acceptance. The  reason  is  that  the  research questions of  this  thesis derive  from previous 
empirical  research with quantitative  tradition:  the Theory of Reasoned Action  (Fishbein & 
Ajzen 1975),  the Technology Acceptance Models  (Davis 1989), and  the Theory of Planned 
Behavior  (Ajzen  1991)  on  the  side  of  technology  acceptance.  But,  it  also  has  opted  to 
develop a new construct based on ‘perceived fit’ which Kristof‐Brown and Billsberry (2012) 
have directly affirmed belongs to a post‐positivist perspective. This thesis concentrated on 
the  impact of  habits  upon behavioral  intention,  and  found  a  gap  in  the  literature where 
wider  structures  of  habits  are  not  being  considered  in  the  measurement  of  habit. 
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Measurement,  numerical  data  and  hypothesis  testing  are  the  core  of  answering  the 
research questions of this thesis, which justifies the quantitative approach. 
Post‐positivism  can  even  embrace  quantitative  and  qualitative  methods.  It  takes  a 
perspective which argues that truth cannot be verified,  instead  it  is possible to reject false 
hypothesis  (Guba  &  Lincoln  1994).  However,  advantages  and  disadvantages  are 
acknowledged  in  both  approaches.  Quantitative  methods  allow  answering  pre‐specified 
research  questions  that  require  tightly  structured  designs  and  pre‐structured  data. 
Quantitative methods are identified with deductive strategies of research, which begin with 
tentative  theory,  deduce  hypotheses  and  test  them  (Blaikie  2010;  Crowther &  Lancaster 
2012).  In  contrast,  qualitative methods work well  for  general  guiding  questions,  loosely 
structured  designs  and  not  pre‐structured  data  (Punch  2005).  Qualitative  methods  are 
identified with  inductive  strategies of  research, which  start with data collection, continue 
with analysis  to produce generalizations. These generalizations are propositions  that may 
become law‐like with further testing (Blaikie 2010). 
Quantitative method  finds  its  strength  in  that  results  can  be  inferred  to  the  rest  of  the 
population,  and  the  costs  of  distributing,  collecting  and  capturing  questionnaires  can  be 
kept  low. However,  this  can  also  become  very  costly  and  time  consuming  (Brand  2003). 
Quantitative methods are  limited to measure the degree and extent of attitudes, whereas 
qualitative  methods  provide  in‐depth  understanding  of  attitudes  and  behaviors 
(Ledgerwood & White 2006). Qualitative methods provide a narrative offering better and 
richer  understanding  of  behaviors  (VanderStoep &  Johnston  2009). However,  results  can 
hardly be  inferred and  its  interpretative nature can  introduce bias while collecting data or 
during the analysis (Brand 2003). 
Since  the  research  questions  of  this  thesis  indicate  the  adequacy  of  pure  quantitative 
methods, the disadvantages of this approach has to be addressed. In the case of this thesis, 
the bias produced by the questionnaire was minimized  in the  following ways: the content 
validity of the items was revised by experts and confirmed in a Q‐sorting exercises (DeVellis 
2012; Nahm et al. 2002). The questionnaire was carefully shaped based on  literature, and 
these expert consultation and Q‐sorting exercises. But, it was also revised by third parties in 
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a pre‐test study. Experts and the revisers in the pre‐test were explicitly asked to indicate any 
aspect that could bias the answers (Stopher & Metcalf 1996).   To keep the use of research 
resources  within  the  budget  and  time‐frames,  online  surveys  were  used.  The  online 
surveying  system  also  allowed  skipping manual  capture  of  the  data,  reducing  potential 
errors (Fink 2009).  
Other  research decisions were made  for  this  research,  such as  the  sources of data  (semi‐
natural social setting), type data (primary), sampling strategy (non‐probability sample), type 
of  design  (cross‐sectional),  and  data  analysis  techniques  (primarily,  structural  equation 
modelling). These decisions are discussed in Section 3.5 .  
3.5  Research design 
The  activity of  research design  involves decision making  about  the different  aspects of  a 
research  project  (Blaikie  2010).  According  to Neuman  (2010),  designing  a  study  includes 
decisions  about  the  type  of  sample,  measure  of  the  variables,  and  data  collection 
techniques (such as questionnaires, experiments). For Blaikie (2010), these decisions begin 
from selecting a topic and end with decisions of data analysis. The design of this research is 
given  in  four  areas:  data  collection  technique,  sampling  strategy,  measurement  of  the 
variables, and analysis techniques. Then, the research procedure is presented. 
3.6  Data collection technique 
The paradigm of research has been defined as post‐positivist and the approach to answer 
the  research  questions  quantitative.    There  are  four  quantitative  techniques  in  social 
research.  These  are  structured  observation,  self‐administered  questionnaire,  structured 
interview  and  content  analysis  of  documents  (Blaikie  2010).    Structured  observation  is 
appropriate  for  artificial  settings  and  experiments  and  content  analysis  of  documents  is 
appropriate for research questions where the main focus is secondary data.  Therefore, self‐
administered questionnaires and structured interviews are the options of this research. 
Self‐administered  questionnaires  can  be  posted  by  regular  mail,  provided  on‐site,  or 
distributed  online.  Mailed  questionnaire’s  advantages  are  that  they  can  reach  large 
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geographic areas, a greater number of people can respond with a pencil, and the survey can 
be completed anywhere. Its disadvantages are it needs a motivated sample willing to send 
the questionnaire back, and respondents must be able to read and write. An up‐to‐date list 
of addresses is necessary. Some of the costs may include the print outs, envelopes, stamps 
and  incentives.  On‐site  handing  out  offers  the  benefit  of  getting  immediate  response, 
respondents  can  ask  questions  about  the  survey,  and  in  some  cases  surveys  can  be 
conducted  in  groups. On‐site  handing  out  is  limited  to  the  people who  are  in  the  place, 
respondents must read and write. Space with some privacy  is needed for the respondents. 
The cost may include the printing, incentives, a survey supervisor, and a space. Online self‐
administered questionnaires are  Internet based,  therefore  their advantages  include global 
reach, the order of the questions are determined by the researcher, only the answers that 
fall  within  the  standards  are  accepted,  help  can  be  provided  with  hyperlinks,  data  are 
automatically entered and might be automatically analyzed. Some of the disadvantages are 
that  respondents  must  have  Internet  access,  they  may  experience  technical  problems 
related with browser compatibility or server reliability, and for some users privacy might be 
a concern. The costs of online surveys are technical such as the need for a survey designer 
and the software to create and distribute the questionnaire (Fink 2009, p. 9).  
Structured  interviews  are  usually  administered  face‐to‐face  or  over  the  telephone.  The 
advantages are that they allow assistance with unfamiliar words or exploration of answers 
with the respondent. The disadvantages  in both cases are that a trained  interviewer and a 
place are necessary to conduct the  interview. A disadvantage of the face‐to‐face  interview 
might be  the  risks associated with dangerous  interviewees. The  telephone  interview may 
require paying  for  incentives,  telephone  charges,  computers  and  technical  expertise.  The 
face‐to‐face  interview costs may  include  training,  spaces  for  the  interview, and  incentives 
(Fink 2009, p. 9).  
Self‐administered questionnaires were selected for this research. Firstly, this technique was 
selected because it is aligned with the research question and the research paradigm of this 
thesis, and secondly because research in technology acceptance has traditionally used self‐
administered questionnaires, see (Ajzen & Fishbein 1980), (Davis 1989), and (Venkatesh et 
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al.  2003).  Thirdly,  online  distribution  was  selected  for  this  research  because  this  study 
addresses Internet users; by distributing online questionnaires the target sample is reached. 
Besides,  it was  considered  important  to  reduce errors  in entering data, avoid  incomplete 
questionnaires, and keep low costs for this research.  
In  order  to  minimize  the  disadvantages  of  an  online  survey,  the  researcher  took  the 
following  actions.  A  robust  Software‐as‐a‐Service  surveying  system  was  selected 
(qualtrics.com). This software is hosted in large distributed and professionally managed data 
centers. That means the system down time of the system is negligible; data centers have the 
resources  to  maintain  the  highest  security  standards  to  safeguard  the  privacy  of 
respondents. Most web‐browsers (old and new versions) are professionally tested to ensure 
they are  supported  in order  to avoid  compatibility  issues. Besides, RMIT University has a 
contract with Qualtrics that contemplate any possible concern of the RMIT University Ethics 
Committee. 
3.6.1  Data collection and timing 
In  regards  to  time,  there are  two designs  to  consider:  cross‐sectional and  longitudinal.  In 
cross‐sectional  designs  different  people  are  investigated  at  the  same  time,  whereas  in 
longitudinal designs one group of individuals is examined as they develop (Kail & Cavanaugh 
2011). Cross sectional studies have the advantage of being time efficient, and they do not 
require the cooperation of respondents over a long period. Its disadvantage is that it cannot 
assess  changes  in  individuals over  time.  Longitudinal designs  can assess  those  changes  in 
individuals, but they are time consuming and a portion of the participants will usually drop 
out, which may bias results (Gravetter & Forzano 2010; Kail & Cavanaugh 2011).  
Cross‐sectional studies capture a still picture for the variables included in the research. This 
choice  is  appropriate  for  aspects of  social  life  like demographic  characteristics,  attitudes, 
beliefs and behavior. However, it is not well suited for processes that happen over time like 
social  change.  Longitudinal  designs  are  appropriate  when  research  requires  capturing 
changes  in time, for example to evaluate the  impact of  interventions (Blaikie 2010; Donley 
2012).  Research  on  technology  acceptance  has  been  conducted  in mainly  cross‐sectional 
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and  longitudinal studies, see (Lu, Yao & Yu 2005) and (Davis & Venkatesh 2004). However, 
perceived  ease  (effort  expectancy)  of  use  and  social  influence  in  technology  acceptance 
have shown declining importance over time (Karahanna, Straub & Chervany 1999; Taylor & 
Todd  1995;  Venkatesh,  Davis  & Morris  2007a),  which  would  make  longitudinal  studies 
desirable. 
A cross‐sectional design was chosen because of the time limitation of the research project. 
Besides, for the purpose of this research, changes  in time are not part of the scope of this 
thesis. Possible changes in time for the relationships hypothesized in this thesis may occur, 
and their assessment is a limitation of this research.  
3.7  Sampling strategy 
The  population  of  this  study  has  been  defined  as:  Software‐as‐a‐Service  (SaaS)  users  in 
public clouds. The rationale is that a software producer who creates a piece of software to 
be provided as a service reaches a global audience (PwC 2013). SaaS model and public‐cloud 
deployment are ubiquitous by definition (Mell & Grance 2011). However, such a global and 
ubiquitous population has implications in the sampling strategy of this research. 
The  most  important  decision  in  sampling  is  between  probability  and  non‐probability 
samples.  Probability  samples  have  the  advantage  of  being  effective  in  the  absence  of 
detailed  information  about  a  universe  of  elements,  they  tend  to  be  unbiased,  and  their 
estimates precise. Some disadvantages are that they require skillful designers, require a long 
time for planning and execution, and have larger costs compared to non‐probability samples 
(Sharma 2005). The benefits of non‐probability samples are that the procedures are easier, 
quicker  and  less  costly  than  probability  sampling.  However,  these  samples  cannot  draw 
inferences  about  the  population  (Blaikie  2010).  Although,  probability  samples  are more 
appropriate, non‐probabilistic sampling is selected in cases where: the population cannot be 
identified,  it would  be  very  costly,  or  a  list  of  the  elements  is  not  available.  Particularly, 
purposive and  snowball  sampling are appropriate  for when  the population  can hardly be 
identified (Blaikie 2010).  
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The  population  of  Software‐as‐a‐Service  (SaaS)  users  in  public  clouds  would  be  nearly 
impossible to identify. There is no list of the people who belong to the population which is 
necessary  to attempt  to conduct probability  sampling. Therefore,  this  research  selected a 
non‐probability sampling strategy. 
In  order  to mitigate  this  limitation,  this  thesis  adopted  the  Respondent‐Driven  Sampling 
method  (RDS).  RDS  consists  of  a  chain‐referral  sampling  approach where  recruiters  and 
recruits’  influential  characteristics  are  recorded  (Heckathorn  2002).  Then  the  statistical 
estimation of  the  sampling bias by homophily  is  calculated. Heckathorn  suggests, despite 
bias,  indicators computed  from chain‐referral sampling data can mitigate  the probabilistic 
disadvantage. Demographic variables such as age (see Ney 2013; Powell et al. 2012), gender 
(AbuShanab, Pearson & Setterstrom 2010; Wang & Shih 2009) and level of individualism of 
culture (Bandyopadhyay & Fraccastoro 2007; Martins, Oliveira & Popovič 2014) have been 
identified  in  the  literature  of  technology  acceptance  as  influential  characteristics  in 
adoption. Thus, this research attempted to give representation to a wide spectrum of ages, 
assure  gender  balance,  and  have  balance  of  participation  from  countries  identified  as 
individualists and collectivists.  
In a range of 1 to 0, homophily for the demographics of this thesis’s sample was  less than 
0.35  in  all  cases.  The  maximum  of  +1  indicates  that  all  ties  between  the  person  who 
recruited and the recruits were within the same group (perfect homophily) while zero would 
indicate  no  homophily.  The  selected  characteristics  for  homophily  measurement  were 
gender, age, individualism index of the country of origin. 
The  sampling  strategy  selected  may  represent  a  limitation  of  this  research.  This  is 
particularly, because from the target population, this thesis will only address adults who can 
understand English to answer the questionnaire, and representativeness cannot be verified. 
However,  aligned  with  the  post‐positivist  perspective,  falsifying  hypotheses  would  also 
contribute  to  knowledge  (Guba &  Lincoln  1994),  and  generalization  of  the  findings may 
require further testing with other samples (Blaikie 2010). 
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3.7.1  Unit of analysis 
Units  of  analysis  are  wholes  that  researchers  distinguish  and  can  treat  as  independent 
elements, the  ‘whom’ or  ‘what’ under study  (Babbie 2013; Krippendorff 2012). This thesis 
has defined its unit of analysis as comprised of adults who are ‘Software‐as‐a‐Service’ users 
in public clouds, and can understand English. 
3.7.2  Sample size and response rate 
For analysis of the most complex model specification in this study, the minimum sample size 
recommended for the characteristics of this study is	݊=210. This was calculated based on ݊ 
= 50 + (8) x (number of predictors) (Tabachnick, Fidell & Osterlind 2001). Therefore, the 251 
respondents recruited in the main study was considered appropriate.   
The  questionnaire  was  distributed  to  1,433  people,  with  251  adult  respondents  in  25 
countries provided usable questionnaires. Slightly more females (54.6%) than males (45.4%) 
participated. A response rate of 17.51% was calculated, according to the formula suggested 
by Neuman  (1994) and Saunders et al.  (2011). More descriptive details of  the sample are 
presented in Chapter 4  Table 4.1 ‐ Descriptive Statistics of the Sample. 
3.8  Measurement of the variables 
There are several scales to measure attitudes and beliefs. But according to Peterson (2000), 
three  of  them  are  quite  influential  in  measuring  and  scaling:  Likert  scales,  semantic 
differential  scales,  and  Stapel  scales.  Likert  scales  (Likert 1932) evaluate  statements on  a 
scale of agreement; they are usually a five‐point rating that ranges from ‘strongly agree’ to 
‘strongly disagree’, but also seven to eleven‐point can be used (Nunnally & Bernstein 1994). 
Semantic differential scales were developed by Osgood et al. (1957), and consist of a seven‐
category  rate  around  bipolar  adjectives.  Stapel  scales  (Stapel  1969)  are  a  10‐category 
unipolar rating, ranging from ‐5 to +5 around a single adjective in the center. 
The advantage of Likert  scales  is  they are easy  to create, but  its disadvantage  is  that  it  is 
hard to interpret the meaning of a single score. The benefits of semantic differential scales 
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are  that  they  are  easy  to  create  and  allow  comparison.  Their  disadvantages  include  that 
appropriate adjectives must be found, and data can be ordinal but not interval. Staple scales 
are easier to create and administer than semantic differential, however the disadvantage is 
that  they might  be more  difficult  to  interpret  because  their  extremes  are  numerical  not 
words (Zikmund 2003, p. 326).     
This thesis selected a seven‐point Likert scale in order to measure the latent variables. The 
reason was to maintain consistency with original UTAUT scales (Venkatesh et al. 2003). The 
disadvantage in regards to interpretation of a single score inherent to this kind of scale was 
minimized by the implicit purpose of the technology acceptance studies. The interest is not 
upon the descriptive interpretation of its variables, but on the covariance of their scales, see 
(Fishbein &  Ajzen  1975),  (Davis  1989),  (Venkatesh & Davis  2000),  (Taylor &  Todd  1995), 
(Ajzen  1991),  (Triandis  1977),  (Thompson,  Higgins  &  Howell  1991),  (Moore  &  Benbasat 
1991), (Bandura 1986), (Compeau & Higgins 1995), and (Venkatesh et al. 2003). 
3.8.1  Measurement procedure 
The  study  included  seven  latent variables  such as habit‐technology  fit  (HTF), performance 
expectancy (PE), effort expectancy (EE), social influence (SI), facilitating conditions (FC), and 
behavioral intention (BI). These latent variables were measured using at least three to four 
items that could reliably be reflective of the construct. Seven point Likert scales were used 
in all cases. These scales ranged from  ‘strongly Disagree’ (1) to  ‘strongly agree’ (7). Except 
for  habit‐technology  fit,  all  the  measurement  items  were  taken  from  Venkatesh  et  al. 
(2003).  Table  3.3  ‐ Measurement  Items  and Demographic Questions,  shows what  it was 
included in the survey. 
Actual  behavior,  voluntariness  (VOL)  and  experience  (EXP)  are  treated  as  measures  in 
UTAUT  (Venkatesh  et  al.  2003).  Therefore,  the  same  treatment  is  applied  in  this  study, 
except for actual behavior which was measured as a latent variable as in (Liang et al. 2010) 
because  system  logs were not available. Voluntariness was evaluated using a  seven point 
scale  (Completely  Non‐voluntary  (1)/Completely  Voluntary  (7)), whereas  experience was 
selected from the following options: I have never used it, 6 months or less, 1 year, 2 years, 3 
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years, 4 years, 5 years or more. The questionnaire included demographic questions such as 
age, gender, country of origin, highest level of education.  
Measurement  is  always  a  concern  in  research.  Adopting  unsystematic  measurement 
approaches  increases  the  risk  of  producing  inaccurate  data.  Therefore,  the  scale 
development process in this research followed a thorough process based on the guidelines 
suggested  in DeVellis’  (2012) book Scale Development: Theory and Applications and Davis’ 
(1989) scale development for the Technology Acceptance Model (TAM).  
3.9  Measurement development procedure for habit‐technology fit 
According to DeVellis (2012) the process consists of six steps (see Figure 3.2). The first step 
is conceptual; the researcher has to determine clearly what is to be measured. This step was 
taken  in Section 2.18  ‐ Definition of habit‐technology  fit.   The second step, the researcher 
has  to  generate  an  item  pool  and  determine  the  format  for  measurement.  The 
measurement format was determined before in Section 3.8  matching UTAUT’s formats, and 
the  procedure  for  item  generation will  be  presented  in  the  next  section  (3.9.1  ).  In  the 
fourth step, the initial pool of items has to be reviewed by experts and the items have to be 
validated. The expert consultation procedure will be presented in Section 3.9.2 . Validation 
of  the  items  is  provided  by  semantic  clustering  presented  in  Section  3.9.3  ‐  Q‐Sorting 
Exercise. The  fifth step  requires  the  items be administered  to a  ‘development sample’, so 
the researcher can evaluate the items. This procedure was performed during the Pilot Study 
presented  in  Section  3.12  .  Finally,  in  the  sixth  step  the  length  of  the  scale  has  to  be 
optimized. The optimization was performed after  the data collection of  the main study  in 
Section 4.4 ‐ Exploratory Factor Analysis. 
3.9.1  Item generation 
A construct and definition for habit‐technology fit was expressed as the ‘degree to which an 
individual believes  that using  the  technology  is compatible with his or her habits’. A scale 
was  developed  for  the  new  construct  as  well,  designed  to  be  used  in  the  context  of 
technology adoption, and particularly to be measured and tested in the UTAUT model.  
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Figure 3.2 ‐ Measurement development procedure  Based on (DeVellis 2012) 
The  new  scale was  designed  consistent with  other  scales  of  the measurement model  of 
UTAUT taken from (Venkatesh et al. 2003). Therefore, the format of the measurement was 
kept a seven point Likert scale (Strongly Disagree/Strongly Agree). The researcher generated 
twenty  sentences. The additional  items were generated  for  the original  scales, but  it was 
later decided to keep only the original items. 
DeVellis (2012) explains that items should reflect the scale’s purpose. Through variations in 
grammatical structure and choice of words,  the researcher should attempt  to capture  the 
phenomenon  of  interest.  In  the  process  of  item  generation  each  item  was  individually 
assessed  for clarity. Three key  ideas were  systematically checked  in each  item: each  item 
had  to  assess  the  compatibility  with  the  use  of  technology,  include  general  habits  as 
opposed  to one  specific habit, and  the  item  should be applicable  to  scenarios where  the 
respondent had never used the technology or had extensively used it. Each item was revised 
against the definitions of the other constructs in UTAUT to avoid conceptual overlap.  
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By the end of the item generation and initial assessment, 20 items were reduced to 10. The 
elimination was based on the criteria presented in the two previous paragraphs. Only items 
that complied with all the requirements continued to the next phase of expert consultation.    
3.9.2  Expert consultation 
The  researcher  approached  four  experts  from  different  but  relevant  fields.  They  were 
selected because of their expertise in communication, linguistics, semiotics and information 
systems respectively. These experts were knowledgeable about research in their own fields.  
The experts received a list with the following items: ‘I don't need to think much on how to 
use  [technology  x]  as  it  seems well‐suited with my  old  habits’;  ‘My  habits  automatically 
match  with  the  way  I  would  use  [technology  x]’;  ‘I  believe  that  using  [technology  x] 
regularly, would match with my  current  habits’;  ‘Working  or  playing with  [Technology  x] 
goes very well with my habits’;  ‘Working or playing with  [Technology x]  fits very well my 
habits’;  ‘Using  [technology  x]  fits  very  well  with  my  current  habits’;  ‘Beginning  to  use 
[technology x] frequently, would not require me to change my habits  in an uncomfortable 
way’; ‘Including the use of [technology x] in my life, would be compatible with my habits’; ‘I 
definitely feel compatibility between my habits and using [technology x]’; and ‘My habits are 
attuned with using [technology x]’.  
Each  expert  got  the  definition  of  all  the  constructs  and  a  summary  of  the  expected 
characteristics of  the  items. They were asked  to provide any general or specific  feedback. 
They  were  asked  to  add,  eliminate,  re‐write,  or  correct  any  item.  The  researcher  held 
personal meetings, phone calls and email correspondence with the experts until a final  list 
was ready. Table 3.1 ‐ Q‐Soring Open Exercise ‐ Similarity Matrix) and Figure 1.1 ‐ Research 
Model  Simplified)  show  seven  items  that  were  selected  as  a  result  of  the  expert 
consultation. Those seven items were included in the next phase, Q‐Sorting exercise.  
3.9.3  Q‐Sorting Exercise 
The  Q‐Sort  method  is  a  method  of  assessing  reliability  and  construct  validity  of 
questionnaire  items.  It  is  an  empirical  approach  to  evaluate  validity  during  the  scale 
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development  process  (Nahm  et  al.  2002). Q‐methodology  and Q‐sorting was  introduced 
originally  by  Stephenson  (1935).  The method  draws  individual  subjective  standpoints  in 
models that can be compared to other individual’s models (Stephenson 1988). Thomas and 
Watson (2002) argue that in the information systems field, this method offers a systematic 
and rigorous quantitative means for examining human subjectivity.  ‘Q’ makes reference to 
data containing respondents’ subjectivity, as opposed to ‘R’ which denotes data containing 
objective measures (Brown 1997). 
Q‐methodology has been used in a variety of ways and with diverse purposes, one of them, 
scale development. While developing a scale, the objective of this exercise  is to verify the 
convergent and discriminant validity of  the scales by examining how  the  items are sorted 
into various construct categories (Moore & Benbasat 1991). This method was used by one of 
the seminal authors in Information Systems, Fred Davis (Davis 1989). Davis used this method 
to validate the constructs in the Technology Acceptance Model (TAM).  
Participants  were  approached  through  an  invitation  published  on  a  local  classified  ads 
website  in the city of Melbourne, Australia. The call was also published  in RMIT University 
and  Facebook  ads.  Forty‐five  adults  volunteered  to  participate  in  this  research.  The 
participants  received  a  free  lunch  and  a  small  gift  in  return  for  their  participation.  This 
method  does  not  require  a  large  number  of  participants. Davis  (1989)  conducted  a  card 
sorting  exercise  (Q)  with  only  15  respondents.  However,  Thomas  and  Watson  (2002) 
recommend 30 to 60 participants. 
The  volunteers  were  asked  to  attend  to  one  of  three  sessions  in  RMIT  University.  A 
classroom  with  computers  was  booked  in  advance.  The  researcher  used  ‘Optimal  Sort’ 
online  software  to  conduct  the Q‐Sorting  exercise  (optimalworkshop.com,  version: N/A). 
Optimal  Product  Ltd  trading  as Optimal Workshop  provided  a  free  one month  license  in 
support to this research. During the session the participants completed two exercises: open 
and closed Q‐Sorting.  
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3.9.4  Open‐sort exercise 
Firstly, an open sorting exercise was conducted. Within Optimal Sort, the participants found 
34  virtual  cards  corresponding  to  seven  constructs,  randomly  presented.  Each  card 
contained  a  sentence  (measurement  item).  Participants were  asked  to  sort  the  cards  by 
conceptual  similarity  in  as  many  groups  they  considered  appropriate  and  name  their 
categories. Except for technical doubts on how to drag and drop cards, or how to finish the 
exercise, no other help was provided to avoid bias.  
The participants were not restricted about the number of groups he/she could make. There 
was  no minimum  or maximum  limit  for  the  number  of  virtual  cards  that  could  be  put 
together.  However,  each  card  could  be  placed  in  only  one  group,  and  a  valid  response 
required at least to groups of cards. The researcher emphasized that the similarities should 
be based on underlying concepts and no other patterns.  
Once  the  participants were  happy with  their  responses,  they  submitted  by  clicking  on  a 
finish  button.  The  exercise  took  the  participants  17.2  minutes  on  average,  and  43 
participants submitted valid results. 
3.9.5  Closed‐sort exercise 
Secondly,  a  closed  sorting  followed  the open  exercise  in  the  same  session.  The  same  34 
cards  appeared  randomly  placed  on  the  participant’s  screens  as  in  the  open  exercise. 
However,  this  time  the  name  of  the  construct  was  the  heading  of  each  category.  The 
participants were asked to read the titles, and to allocate the cards in the group where they 
better fitted. If they found a card not fitting any, they were given the option to place  it on 
‘other’ category. The researcher drew the attention of the respondents to consider how well 
the statements reflect the given concept.  
The closed exercise is different to the previous exercise because, in this case, there were a 
definite predetermined number of options. The participants had to place all the cards in at 
least  one  category  to  produce  a  valid  result.  The  closed  exercise was  completed  in  8.3 
minutes on average, and 44 people sorted all 34 cards. 
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3.9.6  Analyses for the Q‐Sorting exercises 
OptimalSort software provides various analyses for the open sort exercise. Similarity matrix 
and dendrograms were selected. The similarity matrix (Table 3.1) groups the measurement 
items by pairs. The result of each cell can range from 0 to 100, which  is the percent of the 
participants who agree that those two items belong together. The algorithm of OptimalSort 
also attempts to cluster similar cards along the right edge of the matrix. Those in darker blue 
are closer to each other than the ones in lighter blue color.  
The dendrograms analysis  (Figure 3.3)  is a hierarchical  cluster method  commonly used  in 
taxonomy  (Waterman &  Smith  1978).  The  dendrograms  derive  from  factor  analysis,  and 
they can be useful to graphically assess the relative classification strengths between factors. 
Items  within  the  same  class  are  more  similar  to  each  other  than  independent  items. 
Dendrograms can show ‘compact classes’, when the items are very similar to each other or 
isolated items when they are not (Van Sickle 1997).  
3.9.7  Results for the Q‐Sorting exercises 
Table 3.1 shows that all the items of UTAUT (Venkatesh et al. 2003) were considered highly 
similar in meaning by the respondents. The first three items (BI3, BI2 & BI1 – in the order of 
OptimalSort’s output) show that 97% of the participants placed  item BI2 and BI3 together; 
93% of the respondents agreed that BI1 and BI2 conveyed the same or very similar meaning; 
95%  of  them  placed  BI1  and  BI3  in  the  same  group.  Although  the  items  for  behavioral 
intention  (BI)  (Venkatesh  et  al.  2003)  and  the ones  for  actual  behavior  (AB)  (Liang  et  al. 
2010) were perceived as very similar,  it  is possible  to see  that BI1 and AB2 obtained only 
60% of the agreement, whereas the internal similarity for each construct got between 86%‐
97% of the agreement. The rest of the table can be read in the same way by matching pairs 
of items.  
Of the seven HTF items, the strongest similarity occurred for HTF2, 4, and 5. Although item 7 
is apart from the HTF cluster,  it  is  important to remark that  it was placed with EE  items as 
much as  it was placed with HTF  items.   Facilitating conditions  (FC) obtained relatively  low 
106 
 
percentage of agreement. Besides FC1 and FC2, no other pair obtained more than 40% of 
the  agreement. Effort expectancy  (EE)  items  ranged  from 67%  to 81% of  the agreement, 
forming  a  clear  and  compact  cluster.  PE1‐4 were  the  original  items  of  UTAUT  and  they 
ranged between 69% and 93% of  the  agreement. Except  for PE5  and PE9,  the  additional 
items for PE also achieved very high levels of agreement among the participants. Still, in the 
final analysis the researcher stuck to the original items as original ones did not present any 
problem as the researcher anticipated. 
Q‐Soring Open Exercise ‐ Similarity Matrix 
Generated with OptimalSort
BI – Behavioral Intention 
AB – Actual Behavior 
HTF – Habit‐Technology Fit 
FC – Facilitating Conditions 
SI – Social Influence
EE – Effort Expectancy 
PE – Performance Expectancy 
Table 3.1 ‐ Q‐Soring Open Exercise ‐ Similarity Matrix 
(See the full list of items in Appendix 6) 
(Source: Author)
 
Figure 3.3 ‐ Q‐Soring Open Exercise ‐ Dendrograms shows the results of the Open Exercise in 
form  of  dendrograms.  Consistent  with  the  similarity  matrix,  dendrograms  show  that 
approximately 95% of the participants agreed that the items for behavioral intention (BI1‐3) 
belong together, 90% established that actual behavior (AB1‐3)  items clustered  in the same 
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PE2 - I find iPhone useful in my job.
PE1 - Using iPhone improves my performance in the 
PE8 - Using iPhone increases my capacity for do
PE4 - Using iPhone increases my productivi
PE3 - Using iPhone enables me to acco
FC2 - I have the knowledge necessary to use iPhone.
EE4 - Learning to operate iPhone has been easy for me.
EE3 - I have found iPhone easy to use.
EE1 - My interaction with iPhone has been clear and understandable.
EE2 - It has been easy for me to become skillful using iPhone.
SI4 - In general, my environment has supported the use of iPhone.
SI1 - People who are important to me think that I should use iPhone.
SI2 - People who influence my behavior think that I should use iPhone.
SI3 - People with some kind of authority in my life, have been helpful in the use of iPhone.
FC4 - A specific person (or group) is available for assistance with iPhone difficulties.
FC1 - I have the resources necessary to use iPhone.
HTF2 - Using iPhone fits very well with my habits.
HTF5 - I think using iPhone doesn't set me apart from my habits.
HTF4 - Including the use of iPhone in my life is compatible with my normal behavior.
HTF3R - Using iPhone frequently, requires me to change my habits in an uncomfortable way.
FC3 - iPhone is not compatible with other systems I use.
HTF6 - I tend to use technologies which seem somehow very similar to iPhone.
BI3- I plan to use iPhone in the next 30 days.
BI2 - I intend to use iPhone in the next month.
BI1 - I predict I would use iPhone in the next 4 weeks.
AB2 - In the last month, I used iPhone frequently.
AB1 - In the last month, I spent a lot of time using iPhone.
AB3 - In the last month, I used iPhone intensively.
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concept. In that way the best items measuring the constructs here included would be: BI1‐3 
(95%), AB1‐3  (90%),  SI1‐3  (79%),  EE1‐4  (76%), HTF2,  4&5  (72%). On  the  other  hand,  the 
poorest agreement was achieved by  facilitating  conditions  FC1‐4 with only 37% assigning 
them together. Apart from the FC items, few others were isolated below 60% of agreement: 
SI4, HTF3, and PE5‐b. 
Q‐Soring Open Exercise ‐ Dendrograms 
Generated with OptimalSort
BI – Behavioral Intention 
AB – Actual Behavior 
HTF – Habit‐Technology Fit 
FC – Facilitating Conditions 
SI – Social Influence 
EE – Effort Expectancy 
PE – Performance Expectancy 
Figure 3.3 ‐ Q‐Soring Open Exercise ‐ Dendrograms 
(See the full list of items in Appendix 6) 
(Source: Author)
Table  3.2  shows  the  results  for  the  closed  exercise.  The  analysis  software  clusters  those 
items that got higher percentages of respondents placing an  item  in a category. The main 
difference  to  the open exercise  is  that  the  closed exercise provides  seven predetermined 
categories labeled as the constructs and one ‘other’ category.  
OptimalSort  software  presents  the  results  in  clusters  indicated  in  blue  color.    Only 
percentages ranging between 20% and 100% are clustered by the software. In cases where 
an  item  obtains  20%  or more  in  two  different  categories,  OptimalSort marks  blue  the 
highest value.  
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Actual behavior (AB1‐3) clustered together with values ranging from 73% to 80% suggesting 
high convergent validity. However, two effort expectancy (EE1&3)  items were classified as 
actual behavior by 39% and 30% of  the  respondents  too.  Items EE2 and EE4 were mainly 
placed under the concept of effort expectancy, but they only were placed in this category by 
27% and 34% of the respondents respectively. Facilitating conditions items FC1, FC2 and FC4 
was sorted in this category 52%, 39% and 59% of the times. Item FC3 was classified as habit 
technology fit 27%, and only in 18% of the times as its own category.  
All  the  items  corresponding  to  the  newly  developed  scale,  habit‐technology  fit,  were 
clustered  together  by  OptimalSort  software.  Items  HTF2,  HTF3,  HTF4,  HTF5  and  HTF7 
obtained the highest percentages (57% to 80%). Only HTF1 and HTF6 obtained less than 50% 
of the respondents classifying it in other category than its own.  
The original items for performance expectancy (Venkatesh et al. 2003) with the best content 
validity were PE4 (73%), PE1 (68%) and PE3 (61%). The item with the lowest placement in its 
corresponding category was PE2 (45%). Other  items for performance expectancy not from 
the  original measurement  achieved  high  percentage  of  placement  in  this  category.  The 
items PE5 and PE8 achieved 61% and 59%. 
Social influence items were the ones with the highest levels of agreement. Items SI1 and SI2 
were placed  in  this category by 98% of  the respondents, SI3 by 91%.  It contrasts with SI4 
which was sorted as social influence only 48% of the time.  
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Q‐Soring Closed Exercise – Popular Placement Matrix 
 
  
Generated with OptimalSort
Table 3.2 ‐ Q‐Soring Closed Exercise – Popular Placement Matrix  (Source: Author)
Behavioral intention items were consistently placed in the corresponding category. BI2 was 
sorted  in this category 77%, BI1 and BI3 73% of the times. The closed exercise shows that 
respondents  clearly  differentiate  between  behavioral  intention  (BI)  and  actual  behavior 
(AB). BI  items were  sorted as AB  in  less  than 10% of  the  responses. AB3 was placed 11% 
under the behavioral intention label, being the highest percentage of all the AB items sorted 
as BI.   
Actual 
Behavior 
(AB)
Effort 
Expectancy 
(EE)
Facilitating 
Conditions 
(FC)
Habits-
Technology 
Fit (HTF)
Performance 
Expectancy 
(PE)
Social 
influence 
(SI)
Behavioral 
Intention 
(BI)
Other
AB2 80% 2% 5% 2% 5% 7%
AB3 75% 5% 2% 11% 7%
AB1 73% 2% 2% 7% 7% 9%
EE3 39% 32% 14% 11% 2% 2%
EE1 30% 23% 20% 11% 2% 7% 7%
EE4 18% 34% 11% 23% 2% 7% 5%
EE2 20% 27% 14% 25% 7% 2% 5%
FC4 2% 7% 59% 5% 18% 2% 7%
FC1 9% 14% 52% 7% 2% 5% 11%
FC2 20% 18% 39% 11% 2% 2% 7%
HTF2 7% 5% 86% 2%
HTF5 5% 5% 2% 77% 2% 2% 7%
HTF3 2% 9% 2% 75% 2% 2% 7%
HTF4 7% 5% 14% 73% 2%
HTF7 7% 11% 11% 57% 2% 7% 5%
HTF1 7% 23% 9% 45% 2% 2% 11%
HTF6 5% 2% 7% 43% 5% 20% 18%
FC3 7% 18% 27% 11% 9% 27%
PE4 9% 5% 5% 5% 73% 5%
PE1 16% 5% 5% 2% 68% 2% 2%
PE8 9% 14% 5% 5% 61% 2% 5%
PE3 16% 9% 2% 5% 61% 7%
PE5 14% 5% 2% 59% 9% 11%
PE5b 7% 7% 2% 57% 5% 9% 14%
PE2 27% 5% 11% 7% 45% 5%
PE7 14% 25% 7% 9% 36% 9%
PE6 23% 9% 9% 16% 32% 2% 7% 2%
SI1 2% 98%
SI2 98% 2%
SI3 5% 2% 2% 91%
SI4 43% 7% 48% 2%
BI2 9% 2% 5% 77% 7%
BI3 9% 2% 2% 2% 2% 73% 9%
BI1 7% 2% 2% 5% 2% 73% 9%
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Most of the  items were rarely sorted  in the ‘other’ category. However, HTF6 and HTF1 call 
the attention as they were classified as ‘other’ 27% and 18% of the times. In particular, HTF6 
was also sorted by 27% of  the respondents  into  its own category. This  indicates relatively 
low  agreement  about  the  item  belonging  to HTF,  but more  critically  to  the  same  extent 
representing other unintended concept.  
3.10  Analysis techniques 
There are a plethora of quantitative techniques of analysis, which can be organized  in four 
categories:  description,  association,  causation  and  inference.  Descriptive  techniques  are 
mainly used to report the distribution of a sample across a range of variables. They include 
measures of frequency, central tendency and dispersion. Association techniques are used to 
determine  the  degree  to which  two  variables  co‐vary.  These  include  simple  correlation, 
analysis of variance and covariance, and simple, partial and multiple regressions. In order to 
establish  causation,  factor  analysis,  path  analysis,  structural  equation  modelling  and 
regression (simple, partial and multiple) are commonly used. Inference techniques serve to 
make  estimates  of  a  population  from  a  sample,  and  to  establish  if  differences  or 
relationships within a sample can be expected to occur other than by chance  (significance 
tests) (Blaikie 2010; Tabachnick & Fidell 2007). This thesis makes use of the four categories 
at  different moments  of  the  analysis. However,  due  to  the  theory  testing  nature  of  the 
research questions, hypotheses and objectives of this thesis, causation analysis is required.  
3.10.1  Structural equation modelling 
Structural equation modelling usually referred as SEM has two sub‐techniques. The first one 
is  variance‐based  SEM,  also  known  as  PLS‐SEM  or  simply  PLS  (partial  least  squares).  The 
second one is the covariance‐based SEM which is usually referred as CB‐SEM or simply SEM. 
Variance‐based  is  a  causal modelling  technique,  and  its  focus  is maximizing  the  variance 
explained  of  the  dependent  variable.  SEM  concentrates  on  estimating  the  statistical 
difference between  the  structure of  theoretical  relationships and  the data  (Hair, Ringle & 
Sarstedt 2011).  
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The advantages of PLS are  it minimizes  the residual variances of  the dependent variables, 
compared  with  SEM  it  presents  less  issues  with model  identification;  it  can  work  with 
smaller  samples,  and  can  directly  incorporate  reflective  as well  as  formative  constructs. 
Disadvantages of PLS are that the issues with the measurement model have to be addressed 
before  in order  to produce  valid  results  ,  and  it  is  restricted  in  theory  testing because  it 
cannot globally estimate model goodness of fit (Hair, Ringle & Sarstedt 2011). 
SEM has the advantage of being a confirmatory technique appropriate for theory testing as 
it provides global estimates of model fit, it can be applied to confirmatory factor analysis as 
well as causal modeling,  it can embrace multiple dependent variables and  it can estimate 
error  terms.  Disadvantages  of  SEM  are  that  it  requires  larger  samples  (no  less  than  60 
observances), and its assumptions can be very restrictive. This technique assumes normality, 
linearity, and absence of multicollinearity (Tabachnick & Fidell 2007).  
The  choice  between  variance  and  covariance  based  SEM  firstly  relies  on  a  philosophic 
selection criteria.  If  the purpose  is  theory  testing and confirmation, SEM  is appropriate.  If 
the  goal  is  prediction  and  theory  development,  PLS  is  rather  the  recommendation  (Hair, 
Ringle &  Sarstedt  2011).  Secondly,  the  selection  has  to  consider  the  limitations  of  each 
technique. This thesis concentrates on theory testing; therefore SEM was selected.  
In  order  to minimize  the  disadvantages  of  SEM,  the  researcher  has  taken  the  following 
measures.  In  regards  to  the  sample,  the  appropriate  number  of  participants  has  to  be 
calculated  (a minimum of 210  for  this study), and 251 useful responses were obtained.  In 
order to minimize the impact of the disadvantages, non‐normality concerns were addressed 
using bootstrapping sub‐sampling (Byrne 2010); multicollinearity concerns  in the extended 
model were  tackled with complementary analysis  techniques such as  redundancy analysis 
and f‐tests, and avoiding the interpretation of the indicators affected by multicollinearity as 
explained in Fornell and Larcker (1981). Additionally, the analysis of the models was also run 
in PLS to cross validate the results (see Appendix 10). 
In  cases,  such  as  in  this  research, when  data  normality  is  not  achieved  the  options  are: 
applying data transformations (Tabachnick & Fidell 2007) or using a technique known as ‘the 
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bootstrap’  (Byrne 2010). The common advantage of  these options  is  to avoid overlooking 
the  normality  assumption  and  the  possibility  of  producing  invalid  results.  However,  a 
disadvantage  to  the data  transformations  is  that  it may be more difficult  to  interpret  the 
results (Tabachnick & Fidell 2007). Additional benefits for the bootstrapping technique are 
that  it  allows  assessing  the  stability  parameter  estimates,  and  reporting more  accurate 
results with relatively small samples (not extremely small). Bootstrapping is automatic, and 
easy to set. However, some of  its  limitations  include that  it cannot make representative a 
sample  which  is  not,  and  for  normally  distributed  data  it  would  produce  more  biased 
estimates than the maximum likelihood method (Byrne 2010). 
3.11  Pre‐test study procedure 
The objective of running a pre‐test study was to obtain feedback about the survey itself. In 
online  surveys,  this  step  is particularly  important because accessibility,  flow and  technical 
issues  are  a  concern.  However,  other  aspects  common  with  a  paper  survey  were  also 
considered, such as spelling, wording, readability and answering length.   
The  researcher developed a preliminary online questionnaire  in Qualtrics online software, 
which  included greetings, plain  language  statements  (PLS),  informed  consent button,  two 
questionnaires comprising the items for the UTAUT constructs plus HTF. The researcher and 
his  supervisors  revised  the  questionnaire  thoroughly  to  eliminate  errors  in  functionality, 
spelling and wording. The pre‐test was sent to the volunteer participants for revision, each 
question provided a check box  to  indicate a problem with  the question and a  text box  to 
provide  feedback  in  the  necessary  cases.  At  the  end  a  general  feedback  text  box  was 
available.  Informal  discussions were  held with  the  participants  of  the  pre‐test  to  obtain 
deeper feedback.  
Ten people participated  in  the pre‐test  study. They were  selected by convenience among 
postgraduate students, university staff and IT professionals. The pre‐test study contributors 
received  the  online  survey  with  additional  features  for  them  to  provide  feedback.  The 
survey was a fully functional survey, exactly as the designated  instrument for the pilot and 
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main  studies.  The  only  difference was  it  included  a  check  box  after  each  question  that 
opened a text field when ticked.  
Each participant received instructions from the researcher on a one‐to‐one basis. Then they 
began responding to the questionnaire following the same kind of link used in the pilot and 
main  studies.  The  researcher  would  sit  next  to  the  participant  watching  expressions  of 
confusion  or  problems  to  follow  the  survey’s  instructions. At  the  end  of  the  survey,  the 
participants  found  an  additional  field  to  provide  feedback  on  the  general  survey.  Each 
session ended with an  informal conversation with  the researcher  in which other concerns 
were taken into account.  
3.11.1  Questionnaire refinement 
The  pre‐test  study  uncovered  aspects  that  had  not  been  considered  before,  and  were 
modified to  improve the  instrument. Some of the most relevant aspects that arose during 
the pretest were: forced responses, excessive number of demographic questions, length of 
the  introduction,  repetition  of  some  questions,  progress  bar  and  time  to  complete.  The 
following are some of the comments about the  instrument and the actions the researcher 
took. 
One of  the respondents suggested not  forcing responses by making questions mandatory, 
especially  for  open  questions.  The  researcher  deemed  it  preferable  to  have  full 
questionnaires ready to be analyzed, as the structural equation modelling in AMOS software 
requires no missing data. Three of the participants commented about the excessive number 
of demographic questions, and they were reduced to the minimum necessary (age, gender, 
country, and education  level). Ten participants complained about the  length of the text  in 
the introduction. The researcher synthetized the most important information and provided 
the option  to display  the  full PLS by  clicking a button. Other matters were  identified and 
corrected, such as problems with the progress bar, videos presenting the technologies  for 
evaluation were very problematic, which was solved by including a link to YouTube.  
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The participants  reviewed  the questionnaire after modification, and  reported a significant 
improvement. The time to complete the survey was reduced to 15 minutes, the instructions 
were clearer and the questions did not seem so repetitive. It was easier to understand and 
provided simple options for technical problems with the video. After the second review, the 
survey was approved to be used in a pilot study.  
3.12  Pilot Study 
Assessing the feasibility of a  large scale data collection  is the purpose of the pilot study.  It 
consists of deploying survey distribution strategies and reaching members of a population in 
the  same  way  as  a  full  scale  study  would  be  organized.  Through  the  pilot  study,  the 
researcher can evaluate his proposed recruitment approach, the reliability of the scales and 
uncover potential  issues with  the analysis  techniques,  the variability  in  the outcomes and 
any logistic problems that may be relevant in a larger scale data collection.  
For this thesis, the researcher conducted a pilot study with a convenience sample of adults 
at  least  18  years  old,  who  understand  English.  An  invitation  was  sent  to  43  selected 
acquaintances, simulating the process of a seed in the respondent‐driven sampling method 
(Heckathorn 2002). The email contained a friendly invitation in its body, a PDF file attached 
with the plain language statement (PLS), and a hyperlink to an online registration form.  
The registration form asked name, email and name of the person from whom the invitation 
was directly received. Only  the email address was a mandatory  field, once  the participant 
was registered he or she would receive an email with a unique link to the survey. 
3.12.1  Results of the pilot study 
The pilot  study  confirmed  the  appropriateness of  the distribution  strategy  for  the  survey 
and the reliability of instrument itself. No problems were found with the instrument or the 
scales. The process of invitation, registration and survey response ran slickly. The reliabilities 
for each construct were calculated, and all the constructs obtained a Chronbach’s alfa above 
0.7.  
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The only  concern  that  arose  from  the pilot  study was  a  low  likelihood of  the data being 
normally  distributed.  This  would  be  an  issue  for  covariance‐based  structural  equation 
modeling.  However,  given  the  warning  arisen  by  this  possibility,  the  researcher  found 
alternatives in order to work with non‐normal data. Thus, the researcher proceeded to the 
main study.  
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3.13  The final instrument 
 
Measurement Items and Demographic Questions 
Class  Item Characteristics 
LATENT VARIABLES
AB1 
AB2 
AB3 
In the last month, I spent a lot of time using [technology].
In the last month, I used [technology] frequently. 
In the last month, I used [technology] intensively. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
BI1 
BI2 
BI3 
I predict l would use [technology] in the next 4 weeks.
I intend to use [technology] in the next month. 
l plan to use [technology] in the next 30 days. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
EE1 
EE2 
EE3 
EE4 
My interaction with [technology] has been clear and understandable.
It has been easy for me to become skillful using [technology] 
l have found [technology]easy to use. 
Learning to operate [technology] has been easy for me. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
FC1 
FC2 
FC3 
FC4 
I have the resources necessary to use [technology].
I have the knowledge necessary to use [technology]. 
[Technology] is not compatible with other systems I use. 
A  specific  person  (or  group)  is  available  for  assistance  with  [technology] 
difficulties. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
HTF1 
HTF2 
HTF3 
HTF4 
HTF5 
HTF6 
HTF7 
I don't need  to  think much on how  to use  [technology]  as  everything  I have 
been doing in my life is so close to it. 
Using [technology] fits very well with my habits. 
Using  [technology]  frequently,  requires  me  to  change  my  habits  in  an 
uncomfortable way. 
Including  the  use  of  [technology]  in  my  life  is  compatible  with  my  normal 
behavior. 
I think using [technology] doesn't set me apart from my habits. 
l tend to use technologies which seem somehow very similar to [technology]. 
Working or playing with [technology] goes very well with the ways I have learnt 
how to do things. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
PE1 
PE2 
PE3 
PE4 
Using [technology] improves my performance in the context where I use it.
I would find [technology] useful in my job. 
Using [technology] enables me to accomplish tasks more quickly. 
Using would [technology] increase my productivity. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
 
(Davis 1989; Venkatesh et al. 2003) 
SI1 
SI2 
SI3 
SI4 
People who are important to me think that I should use [technology].
People who influence my behavior think that I should use [technology]. 
People with some kind of authority  in my  life, have been helpful  in the use of 
[technology]. 
In general, my environment has supported the use of [technology]. 
7 point Likert scale (Strongly 
Disagree/Strongly agree) 
MEASURES
EXP  If you have used [technology] in particular, select the length of your experience. (Otherwise, select the option 'I have never used [technology]) 
Multiple option, single answer (6 months 
or less, 1 year, 2 years, 3 years, 4 years, 5 
years or more) 
VOL  In my case, the use of [technology] is:  7 point Likert scale (Completely Non‐voluntary/Completely Voluntary) 
DEMOGRAPHIC QUESTIONS
AGE  Age:  Multiple option, single answer (Less than 24, 25 to 44, 45 to 64, 65 or over) 
COU  In which country do you live?  Multiple option, single answer (List of countries) 
EDU  Select your highest completed level of education 
Multiple option, single answer (Less than 
High School, High School/GED, Some 
College, 2‐year College Degree / Associate's 
Degree / Diploma, 4‐year College Degree / 
Bachelor Degree, Masters Degree, Doctoral 
Degree) 
GEN  Gender:  Dual option (Male/Female) 
AB  – Actual behavior, BI  – Behavioral  Intention,  EE  – Effort  Expectancy,  FC  – Facilitating Conditions, HTF  – Habit‐technology  Fit, PE  –
Performance Expectancy, SI – Social Influence, EXP – Experience, VOL – Voluntariness. 
Table 3.3 ‐ Measurement Items and Demographic Questions  (Source: Author)
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The  survey was  organized  in  five  sections:  plain  language  statement  (PLS)  and  informed 
participation  agreement,  selection  of  two  technologies  and  video  introductions  to  them, 
questionnaire  for  the  first  technology,  questionnaire  for  the  second  technology,  and 
demographic questions. 
3.14  Main study 
The nature of the main study is purely quantitative. The instrument was designed to be self‐
administered  by  individuals  through  a website  on  the  Internet.  The main  study  is  cross‐
sectional given the limitations of time for this research project.  
Seven hedonic and utilitarian pieces of technology were included in the study. These were: 
Facebook, Google Docs, Microsoft Office 365, PayPal, Xbox 360 online gaming, Zoho Suite, 
Sales  Force  Cloud.  Respondents  selected  the  most  familiar  and  the  most  unfamiliar 
technology, and surveys for these options were alternated to keep a balance in responses.  
In  order  to  test  item  validity  and  the  research  hypotheses  in  a  larger  scale,  a  refined 
questionnaire  was  used  to  conduct  a  survey  with  251  respondents  who  usable 
questionnaires.  
The questionnaire was created and refined and distributed on the  Internet using Qualtrics 
(www.qualtrics.com).  The  survey  was  opened  for  three months,  and  respondents  were 
encouraged  participate  and  invite  other  people  to  respond  through  email  and  social 
networks.  
3.15  Data analysis procedures 
The  analysis method  followed  processes  of  three main  blocks  or  phases.  The  first  part 
consisted of preparing data  for analysis,  cleaning and  formatting data. The  second phase 
consisted of the examination of the  items and the factors. Once the researcher confirmed 
the reliability of the items and performed factor analyses, the process went to the last block. 
The third phase examines the hypothesized relations among constructs and contrasts them 
with the empirical findings (Figure 3.4).  
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  ANALYSIS PROCESS DIAGRAM 
 
  Phase 1  Phase 2  Phase 3 
 
  Figure 3.4 ‐ Analysis Process Diagram  (Source: Author)
This study conducted Exploratory Factor Analysis (EFA) using IBM SPSS Statistics version 21, 
64 bit edition, followed by Confirmatory Factor Analysis using IBM SPSS Amos 21.0.0 (Build 
1178).  Based  on  the  results  of  EFA  and  CFA,  The  Stats  Tools  Package  version  update 
13/12/2012  (Gaskin 2012; Hair et al. 2010)  for Microsoft Excel and Parallel Analysis using 
O’connor’s (2000) algorithm for SPSS (see Appendix 8) aided the assessment of Discriminant 
and Convergent Validity.  
In  practice, many  research  procedures  are  iterative  rather  than  linear. However,  reports 
hold a  linear  logic.  In order to make the results clearer, they will be presented grouped by 
procedure, as shown in Figure 3.4, and not strictly in chronological order to avoid repetition 
and confusion. However, Section 3.16 presents a detailed  flowchart  in chronological order 
where  the  original  plan  is  contrasted  with  the  deviations  (Figure  3.5  ‐  Planned  vs  Real 
Analysis Flow). 
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3.15.1  Data preparation (Phase 1) 
The  first  step  in  the  process was  preparing  data  for  analyses.  The  assessment  included 
handling missing  data,  outliers  and  testing  for  the  assumptions  of multivariate  analysis 
(normality,  homoscedasticity,  linearity  and  multicollinearity).  Concerns  with  normality 
arose, and were treated during the tests of the measurement and structural models guided 
by applying the recommendation performing bootstrapping sub‐sampling (Byrne 2010). 
3.15.2  Reliability test 
Reliability  is the extent to which a variable or group of variables  is consistent  in what they 
intend  to measure.  In contrast with  ‘validity’,  ‘reliability’  is not  related  to what  should be 
measured,  but  to  how  it  is  measured.  Reliability  is  the  degree  to  which  the  observed 
variable measures  the  true  value  free  from  error.  A more  reliable measure  is  one  that 
consistently  behaves  in  the  same way  after  repeated measurements. Although  reliability 
and  validity  are  different  concepts,  reliability  is  an  indicator  of  convergent  validity. 
Therefore,  in  the process of  research  literature  recommends assessing variables and  their 
measurement in order to choose the higher reliability (Hair et al. 2010).  
In the process of assessment of the measurement items, this study tested reliability by two 
methods,  Cronbach  Alpha  and  Composite  Reliability.  Cronbach  Alpha  is  a  reliability 
coefficient which  evaluates  a  complete  scale.  Literature  commonly  agrees  that  a  reliable 
scale  should  achieve  at  least  .70  (Cronbach  1951;  Hair  et  al.  2010;  Robinson,  Shaver & 
Wrightsman  1991).  The  same  applicable  .70  threshold  is  the  recommendation  for 
Composite  Reliability  (coefficient  omega).  In  exploratory  research,  .60  is  the  minimum 
acceptable  value  (Bacon,  Sauer &  Young  1995; Hair  et  al.  2010).  The  value  obtained  by 
facilitating conditions were lower that the commonly acceptable, and could not be solved by 
dropping  individual  items (facilitating conditions α = .505, Ω = .59). The construct was kept 
at  this  stage,  but  dropped  completely  after  not meeting  the minimum  requirements  in 
exploratory factor analysis. 
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3.15.3  Exploratory Factor Analysis  
The goal of exploratory  factor analysis  (EFA)  is to reduce a  large number of measurement 
items to a smaller number of factors. At the end, this technique aims to provide reliable and 
interpretable  factors  as  an  output.  Factors  are  interpreted  by  the  correlations  between 
variables. This method  is exploratory  in nature, and decisions about the number of factors 
and the rotation type usually are pragmatic rather than theory oriented. EFA was designed 
for  situations where  the  link  between  observed  and  latent  variables  is  unknown  (Byrne 
2010; Tabachnick & Fidell 2007). 
This study conducted Exploratory Factor Analysis using IBM SPSS Statistics version 21, 64 bit 
edition.  The  analysis  included  calculation  of  univariate  descriptives,  initial  solution, 
coefficients, determinant and KMO and Bartlett’s test of sphericity. The method selected to 
analyze  the  correlation matrix was  Principal  Axis  Factoring.  The  Factor  analysis  rotation 
method used was Varimax (Leech, Barrett & Morgan 2011; Tabachnick & Fidell 2007). There 
were  no  missing  values  in  the  dataset  at  the  moment  of  the  analysis.  However,  the 
researcher selected list‐wise‐case exclusion (see Appendix 8 for detailed syntax used).  
EFA  does  not mandate  normality,  although  it  is  desirable.  Linearity  is  necessary  in  the 
relationship among pairs of variables, and  the analysis  is degraded when  linearity  fails.  In 
such  cases,  Tabachnick,  Fidell & Osterlind  (2007)  recommends  variables  transformations. 
Detecting and reducing the  influence of univariate and multivariate outliers  is  important  in 
EFA; no  influential outliers were detected. However, the determinant value  indicated  item 
multicollinearity. Collinear  items  are  redundant,  and  if used  they  inflate  the  size of error 
terms. Testing models  in  the presence of  item multicollinearity would weaken  the  results 
(Tabachnick & Fidell 2007). Therefore, factor scores were used to solve this issue.  
There are two main classes of factor score: refined and non‐refined. Non‐refined methods 
are advantageous because of the simplicity  in their calculation. However, these techniques 
can be difficult  to  interpret. Refined methods  share  the advantage of precision. Between 
Bartlett  Scores,  Regression  Scores,  and  Anderson‐Rubin  Scores,  the  first  method  was 
selected.  The reason was it preserves the variability in raw data, and it minimizes the sum 
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of  squared  components  for  the  error  factors  across  the  set  of  variables.  This  method 
delivers  factor  scores, which  highly  correlate  to  their  corresponding  factor  and  not with 
other  factors. An advantage of Bartlett’s approach over Regression Scores and Anderson‐
Rubin Scores  is that the  ‘procedure produces unbiased estimates of the true factor scores’ 
(DiStefano, Zhu & Mindrila 2009, p. 4), and represents no significant disadvantage. 
Based  on  Hair  et  al.  (2010)  and  Tabachnick  and  Fidell  (2007)  this  analysis  considered 
loadings  as  small  as  .35  in  the  interpretation.  However  for  practical  significance,  it 
disregarded  values  smaller  than  .50. Only  the  items with  loadings  greater  than  .50 were 
kept,  any  cross‐loading  equal  or  higher  than  .50 was  used  as  a  criterion  for  elimination. 
Table 4.4 shows  the measurement  items reduction  to a single composite variable and  the 
non‐reduced items. 
3.15.4  Confirmatory factor analysis 
Confirmatory Factor Analysis (CFA) is a theory driven confirmatory technique as indicated by 
its name. The  researcher uses  a hypostatized model  to estimate  a population  covariance 
matrix which the algorithm compares with the observed covariance matrix. Schreiber et al. 
(2006) explain  that  it  is necessary  to have  the  smallest  reachable difference between  the 
two  matrices.  Derived  from  CFA  it  is  then  possible  to  determine  convergent  and 
discriminant validity for the measurement of a construct (Hair et al. 2010).  
This  study  used  IBM  SPSS  Amos  21.0.0  (Build  1178)  to  compute  Confirmatory  Factor 
Analysis. In the estimation of the discrepancy, the method of maximum likelihood (ML) was 
the  selection.  Byrne  (2010)  recommended  the  following  settings:  unbiased  covariance 
supplied as  input: unbiased, covariance  to be analyzed: Maximum  likelihood, 500  random 
permutations, Bootstrap: 1000  samples, 90 percentile  confidence  level, 90 bias‐corrected 
confidence intervals, and the bootstrap ML.  
This  study  used  SPSS  v.21  to  evaluate  the  assumptions  of  multivariate  normality  and 
linearity. Data did not meet the normality requirement a priori (see Table 4.5 ‐ Assessment 
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of Normality), but the researcher took measures to avoid violating the critical assumption of 
normality in covariance‐based structural equation modeling (for both, CFA and SEM).  
Another  alternative  to  data  transformation  and  violating  the  assumption  of  normality 
consists of a procedure known as  ‘the bootstrap’. Bootstrapping handles non‐normal data 
through a resampling procedure. This technique assumes the original sample represents the 
population,  and  it  randomly  draws multiple  subsamples  of  the  same  size  as  the  parent 
sample.  Literature  suggests  that  bootstrapping  is  an  appropriate  approach  to  handle  the 
presence of multivariate non‐normal data in SEM (Byrne 2010; West, Finch & Curran 1995; 
Yung & Bentler 1996; Zhu 1997).  
Bootstrapping has characteristics which facilitate coping with non‐normal data and does not 
obscure  the  interpretation of  results as  transformations do. Therefore, bootstrapping was 
the selection to handle the issue of normality (Byrne 2010; Tabachnick & Fidell 2007). 
This research conducted a confirmatory factor analysis for three models related to UTAUT: 
the base, extended and modified model. Figure 4.2‐3 shows the hypothesized and modified 
models.  Three measurement models  are offered because  the  extended model presented 
concerns of discriminant validity between habit‐technology fit and performance expectancy. 
Although,  habit‐technology  fit  and  effort  expectancy  appeared  differentiated,  there was 
also high collinearity between them. Therefore, after post‐hoc modification CFA was run for 
the new model too.   
3.15.5  Indicators of Model Fit 
Confirmatory  Factor  Analysis  and  Structural  Equation Modeling  share  a  common  set  of 
indicators for model fit. This technique provides support to a model to the degree that the 
fitted population covariance matrix corresponds to the observed sample covariance matrix 
(Marsh, Balla & McDonald 1988).  It  statistically  tests  the entire model,  simultaneously,  to 
determine its fit with the data (Byrne 2010).  
A  typical  approach would  reject models  if  the minimum  discrepancy,  Chi‐square  (ݔଶ),  is 
large  in  relation  to  the  degrees  of  freedom  (݂݀)  (Marsh,  Balla  &  McDonald  1988).  A 
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benchmark  to  evaluate  has  its  base  on  rules  of  thumb. However,  there  are  three  levels, 
which the literature commonly considers as appropriate, ݔଶ ݂݀ ൏⁄  2 (Byrne 2010), ݔଶ ݂݀ ൏⁄  
3 (Carmines & McIver 1981), ݔଶ ݂݀ ൏⁄  5 (Wheaton et al. 1977). The minimum discrepancy 
(ݔଶ)  is  usually  in  association with  a  probability  of  getting  an  obtained  value  for	ݔଶ.  This 
probability (݌) assumes the model is correct, opposed to assuming that the null hypothesis 
is true. Therefore, values ݌ ൒ .05 are the recommendation as they represent the likelihood 
of getting a ݔଶ value beyond the ݔଶ value when ܪ଴ is true (Arbuckle 2010; Byrne 2010).  
Browne et al. (1993) endorse the ‘root mean square error of approximation’ (RMSEA) as one 
of the most regarded and informative criteria to assess model fit.  RMSEA denotes how well 
the model would  fit  the  population  covariance matrix  if  it were  available  (Browne  et  al. 
1993). RMSEA is non‐stochastic and does not depend on sample size. Values lower than .05 
indicate a good fit, between .05 and .08 represent a reasonable errors approximation, .08 to 
.10 a marginal fit, and more than .10 a poor fit. PCLOSE indicates the probability of RMSEA 
to be good  in the population. Literature recommends  .50 as the minimal acceptable value 
for PCLOSE (Hair et al. 2010; Jöreskog & Sörbom 1996) 
This study uses the Chi‐square ratio (ݔଶ ݂݀⁄ ) and RMSEA as the main indicators of model fit, 
given  they  provide  probability  information.  However,  this  chapter  also  reports:  the 
Standardized    Root Mean  Square  Residual  (SRMR), Goodness  of  fit  index  (GFI), Adjusted 
Goodness of Fit Index (AGFI), Parsimony‐adjusted Goodness of  Fit (PGFI), Normed Fit Index 
(NFI), Comparative Fit Index (CFI), and Hoelter's 'critical N'. Table 4.6 and Table 4.16 provide 
benchmark values for these indicators. 
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3.15.6  Validity Assessment (phase 3) 
Discriminant and Convergent Validity: This study tested the full latent variable model using 
AMOS.  In order  to evaluate  convergent  validity,  the Composite Reliability  (CR)  should be 
larger  than  .70, CR should be higher  than  the Average Variance Explained  (AVE), and AVE 
should be greater than .50 (Hair et al. 2010, p.709). Discriminant validity evaluation consists 
of  comparing  the Average Variance  Explained  (AVE)  to Maximum  Shared Variance  (MSV) 
and  to  the Average Shared Variance  (ASV). For a  factor  to attain discriminant validity,  the 
MSV and ASV should be greater than AVE (Hair et al. 2010). All factors in the base model got 
discriminant  validity.  The  extended model  presented  discriminant  concerns  because  for 
performance expectancy and habit‐technology fit AVE resulted smaller than the MSV. 
Criterion‐related  validity:  this  assessment  reflects  the  association  of  a  scale  with  some 
criterion. Criterion‐related validity  is a  temporarily neutral term  in contrast with construct 
validity.  Criterion‐related  validity  deals  with  the  empirical  relationship  between  two 
variables, rather than causal relationships. Correlation coefficient has been traditionally the 
index for Criterion‐related validity (DeVellis 2012).  
Criterion‐related  validity  is  commonly  confused with  construct  validity  as  the  former  is  a 
foundation  for  the  latter.  Construct  validity  has  a  direct  concern  for  the  theoretical 
relationship between variables. In contrast, criterion‐related validity sees with neutrality at 
the  correlations,  their direction,  and  their  significance. Criterion‐related  validity does not 
indicate  causality,  but  causality  cannot  be  claimed  if  the  criterion‐related  validity  is  not 
achieved  first.  Criterion‐related  validity  only  reports  the  fact  that  variables  behave  as 
expected in relation to other variables (DeVellis 2012).  
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3.16  Analysis process overview: planned vs real 
This section presents an overview of the analysis process contrasting the initial plan and the 
real execution. Figure 3.5 ‐ Planned vs Real Analysis Flow) shows the complexity of the real 
process against the plan.  
Data preparation, reliability test, and exploratory factor analysis were conducted according 
to the plan. However, one scale achieved fairly low reliability levels (facilitating conditions α 
= .505, Ω = .59). Dropping items was not enough to solve the issue; still the factor was kept 
until tested with exploratory factor analysis. Exploratory factor analysis revealed concerns of 
convergence and differentiation for facilitating conditions. Therefore it had to be dropped. 
Dropping  an  important  factor  from  the  original  model  (UTAUT),  frustrated  the  plan  of 
analyzing  the  unmodified  full  model  before  assessing  the  impact  of  including  the  new 
construct (habit‐technology fit). Instead of ‘original model’, it was renamed ‘base model’ in 
order  to  make  clear  the  only  modification  to  the  model  was  dropping  this  factor  and 
consequently  its  relationships  with  the  moderators  of  UTAUT.  The  newly‐named  ‘base 
model’ comprises: performance expectancy, effort expectancy, social  influence, behavioral 
intention  and  actual  behavior.  The  direct  and moderated  relationships  (age,  experience, 
gender and voluntariness) remained unmodified from the original UTAUT model. 
Confirmatory factor analysis (CFA) was run for the base model. No issues emerged, and the 
analysis  continued  to  structural  equation modelling  (covariance‐based  =  SEM,  variance‐
based = PLS). The main analysis technique conducted was SEM. But in order to cross validate 
results,  PLS  was  run  in  parallel.  The  results  from  SEM  informed  the  findings  from 
Hypotheses 2 and 3 (Note that H2&H3 did not take the first number of hypotheses because 
they  are  a  test  of  previous  theory.  The  first  priority was  reserved  for  the main  original 
contributions of this thesis H1&H2).  
CFA was run once more for the extended model. Surprisingly, a new result emerged. Habit‐
technology fit and performance expectancy (the new construct and the main determinant of 
behavioral  intention  in  UTAUT)  raised  discriminant  validity  concerns.  Regular  procedure 
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does not allow the continuation to SEM without convergent and discriminant validation of 
the factors. In those cases the researcher  is advised to combine constructs, except when  it 
would not make sense conceptually. In such cases, the suggested option is dropping one of 
the  constructs  (Farrell  2010).  Since  the  Q‐sorting  exercises  provided  strong  empirical 
evidence on the conceptual difference of these constructs, the researcher faced a conflict: 
dropping an old stable construct or dropping the one on which this thesis is focused.  
Fornell and Larcker (1981) demonstrated a valid option that produces valid results for: the 
effect  of  independent  variables  upon  dependent  variable  (redundancy  test),  statistical 
significance of the relationships between independent and dependent variable in structural 
models (f‐test), and, surprisingly, model fit (SEM). However, interpretation of the correlation 
coefficients or linear directionality is not allowed in this option. These results informed the 
findings  from  Hypothesis  1  and  5.  But,  the  alternative  did  not  provide  an  outcome  for 
Hypothesis 1a, and only a partial result for Hypothesis 4 (H4 requires linear directionality to 
evaluate criterion‐related validity). 
It was  initially  contemplated  as  a  process  for  planning  the  post‐hoc modification  of  the 
extended model. In the modification planning stage, the results and the literature would be 
contrasted in order to conduct a theory guided modification of the model. The unexpected 
use  of  a  redundancy  test  provided  new  information  about  the  relative  value  of  habit‐
technology  fit  against  performance  expectancy  and  effort  expectancy.  Based  on  Byrne 
(2002) and Polkowski  (2013), a Venn diagram  showed  that habit‐technology  fit  contained 
the effect  size of  the other  two  constructs almost  completely, plus an additional margin. 
Dropping habit‐technology fit would mean losing 5.2% of the effect size, whereas excluding 
performance expectancy and effort expectancy together would signify only a  loss of 0.4%. 
This result does not deny the  importance of any of the constructs;  it  just reveals they are 
redundant, and a new model can be proposed without losing explanatory power. 
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PLANNED VS REAL ANALYSIS FLOWCHART 
 
  
Figure 3.5 ‐ Planned vs Real Analysis Flowchart  (Source: Author)
CFA was conducted on the factors of the newly visualized model, and no concerns emerged. 
Then,  the  new  model  was  specified  in  SEM  (and  secondarily  in  PLS).  The  new  model 
achieved optimal model fit and chi‐square got statistical significance. This led to provide an 
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answer  to  Research Question  3.  Although  limited  to  the  base model,  it was  possible  to 
improve  UTAUT  by  including  habit‐technology  fit  and  conducting  post‐hoc  model 
modification. 
From the modified model, it became possible to assess Hypothesis 1a.  Having overcome the 
collinearity  issues coming with the discriminant concerns, the hypothesized moderators of 
habit‐technology fit were assessed. The modified model also cross‐validated the f‐test and 
the  redundancy  test  (which  provided  a  probabilistic  significance  value  and  a  regression 
coefficient for the relationship of habit‐technology fit and behavioral intention respectively). 
The test of Hypotheses 1 and 1a led to answer Research Question 1.  
Finally, not only Hypotheses 2 to 5 provided an answer about the effect of including habit‐
technology  fit  in UTAUT,  the process  itself provided new valuable unexpected  findings  to 
answer Research Question 2.  
In  the next section  the decisions of each used  technique are discussed,  such as problems 
and solutions, software employed and the options selected. 
3.16.1  Analysis software 
This  research  used  IBM  SPSS  Amos  21.0.0  (Build  1178)  to  test  the  covariance‐based 
structural equation models.  In  the estimation of  the discrepancy,  the  researcher  selected 
the following options (Byrne 2010): method – maximum likelihood, covariances supplied as 
input – unbiased, covariances selected to be analyzed – Maximum  likelihood, 500 random 
permutations, bootstrap performance – 1000  samples, 90 percentile confidence  intervals, 
90 bias‐corrected confidence intervals, and bootstrap ML (Maximum Likelihood).  
For UTAUT, Venkatesh (2003) used PLS‐Graph v.2.91.03.04. Despite the researcher’s efforts 
to correspond with PLS‐Graph’s author, such version was not obtained.  Instead, this study 
used PLS‐Graph 3.0 to test the base model with moderators, and SmartPLS 2.0 to test all six 
the models as a secondary method for cross‐validation. 
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3.16.2  Issues and concerns 
A  concern  arose  about  the  use  of  SEM  in  relation  with  the moderators  (Gender,  Age, 
Experience  and  Voluntariness).  This  concern  is  the  categorical  nature  of  gender  as  a 
variable.    The  concern  with  gender  arises  from  the  impossibility  of  achieving  a  normal 
distribution. This concern has a straight forward solution. Categorical variables, particularly 
dichotomous variables such as gender were given a value of 1 and 2  for male and  female 
respectively. ‘In a Pearsonian spirit, the categorical variables are viewed as manifestations of 
continuous normal variables’  (Muthén 1984, p. 131). This  implies  that  it  is appropriate  to 
use categorical variables in this way in SEM (Arbuckle 2010).  
By  cross‐validating  SEM  and  PLS,  other  concerns  arose  when  a  significant  discrepancy 
appeared between Smart PLS 2.0 and AMOS 21 coefficients of determination (R2 and SMC 
respectively). The inflated coefficient of determination in AMOS was .72, whereas Smart PLS 
2.0 showed  .54. The model fit  indicators showed a remarkable model misfit (ݔଶ ݂݀⁄  > 35). 
However,  this  issue  found  an  explanation  and  solution  in  the  literature.  According  to 
Iacobucci (2010) it is a common error to treat data in the same way in PLS and SEM. In the 
first, the moderating variable is multiplied directly and specified as: 
ܤܫ ൌ ܲܧ ൅ ܩܧܰ ൅ ܲܧ ⋅ ܩܧܰ 
Although  the previous  specification  is  suitable  for PLS,  it  creates problems  in SEM. Direct 
multiplication of the factors highly inflates the squared Multiple Correlations (coefficient of 
determination). Besides, it drops the fit of the model to unacceptable levels, increasing the 
possibility of error  type  II  (failing  to  reject  the null hypothesis).  Iacobucci  (2010) offers an 
appropriate  alternative,  used  in  this  thesis,  to  test  interaction  among  variables which  is 
compatible with covariance‐based SEM: 
A  direct  determinant  ଵܺ  (such  as  Performance  Expectancy)  and  a  moderator  ܺଶ  (like 
Gender) are specified  in the structural model as determinants of	ܻ.  Instead of specifying a 
direct multiplication	ሺ ଵܺ ⋅ ܺଶሻ  as  the  third  determinant  of   ܻ  (See  Figure  3.6),  the mean 
deviations of both variables are multiplied	ሺ ଵܺ െ ݔଵሻ ⋅ ሺܺଶ െ ݔଶሻ. 
130 
 
 MODERATORS IN SEM 
   
  
 
Figure 3.6 ‐ Moderators in SEM  (Iacobucci 2010)
Even though this report presents  interactions  in a simplified  form  (EXPxSI), they represent 
the  accurate  expression:  ሺܧܺ ଵܲ െ ܧܺܲଵሻ ⋅ ሺܵܫଶ െ ܵܫଶሻ.    This  thesis  also  considered  the 
implications for results interpretation when this transformation is applied.  
According  to Whisman  & McClelland  (2005)  other  common  error  in  structural  equation 
modeling (SEM), occurs in failing to include the product of the interacting variables, as well 
as both individual components in the following way: 
Example 1: ܤܫ ൌ ܲܧ ൅ ܲܧ ⋅ ܩܧܰ 
In the previous example, behavioral intention (BI) is determined by performance expectancy 
(PE) and their relation is moderated by the interaction with gender (GEN). The correct way, 
followed in this thesis, specifies the equation as follows (Whisman & McClelland 2005): 
Example 2: ܤܫ ൌ ܲܧ ൅ ܩܧܰ ൅ ܲܧ ⋅ ܩܧܰ 
3.17  Summary 
This  chapter  justified  and  explained  the methodological  decisions made  in  this  research. 
Quantitative methods were selected, associated with the post‐positivism research paradigm 
of  this  thesis. Accordingly, a  research design was developed. This  research  is guided by a 
deductive approach of hypothesis testing. The approach to sampling was  limited to a non‐
probability  sample,  the  unit  of  analysis  was  defined  of  adults  who  are  ‘Software‐as‐a‐
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Service’ users  in public clouds, and can understand English. The  study was  set as a cross‐
sectional design for quantitative data analysis.  
The procedure consisted of  five stages. The  first stage began with the  literature review of 
habit, person‐environment  fit and  technology acceptance.  It  included  identifying  research 
problem,  the main  theoretical models;  developing  of  a  conceptual  framework,  research 
questions,  and  hypotheses.  The  second  stage  included measurement,  questionnaire  and 
sample frame development. Then, a pre‐test study was conducted to refine the instrument, 
followed by a pilot study. The third stage consisted  in the main study  (online survey). The 
fourth was data analyses, and the fifth interpretation and reporting.  
The  procedure  for measurement  development was  detailed.  This  process  included:  item 
generation, expert consultation, and Q‐sorting exercises  (open and closed)  to support  the 
validity of the measurement items. 
SEM was defined as  the primary data analysis  technique. However,  it was cross‐validated 
with  PLS.  For Hypothesis  4, multicollinearity  concerns  emerged.  To  address  these  issues, 
additional redundancy of the variance and f‐test were selected.  
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CHAPTER 4   ANALYSIS AND RESULTS 
 
 
4.1  Objective 
The aim of this chapter  is to report the results of the analysis of the data collected  in the 
main study. It presents results for scale reliabilities, exploratory factor analysis, confirmatory 
factor analysis, validity assessment, model testing, and model modification.  
 
 
ORGANIZATION OF THE RESULTS 
 
Figure 4.1 ‐ Organization of the Results  (Source: Author)
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This chapter  is organized as shown in Figure 4.1. Even though this chapter follows a  logical 
order,  not  every  element  is  chronologically  ordered.  From  descriptive  statistics  to 
exploratory  factor analysis all the results are coincidentally chronological. However,  in the 
confirmatory  factor analysis  section,  the  results of  the  three models are presented  (base, 
extended,  and modified).  The most  important  benefit  is  that  it  is  easier  to  compare  the 
results  of  the  same  category  across  the models.  A  detailed  chronological  order  of  the 
procedure can be found in Figure 3.5 ‐ Planned vs Real Analysis Flowchart. 
4.2  Descriptive Statistics of the Sample 
Qualtrics  software  was  the  online‐survey  tool  used  to  distribute  the  questionnaire  and 
collect data. The  invitation  to participate  in  the  study was  received and opened by 1,433 
people. The researcher received usable questionnaires from 251 respondents. The response 
rate was calculated as follows: 
ܶ݋ݐ݈ܽ	ݎ݁ݏ݌݋݊ݏ݁	ݎܽݐ݁ ൌ ሺ251ሻ ⋅ ሺ100ሻ1,433 ൌ 17.51% 
In  the  study,  slightly  more  female  (54.6%)  than  male  (45.4%)  participated.  Data  was 
collected  in  Australia  (36.3%),  Mexico  (37.0%),  and  another  23  countries  (24.5%). 
Respondents  in countries  identified as  individualist accounted for 58.5% of the sample and 
collectivist for 41.5%. The sample also showed a tendency to more educated people, 35% of 
the respondents reported a four year degree and 42.3% a master’s degree at the time of the 
survey.  
This report presents country by  level of  individualism.  It also shows education as a part of 
the sample profile. However,  further analysis of  these variables  is not  in  the scope of  this 
thesis. Therefore, this work does not test them further.  
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DESCRIPTIVE STATISTICS OF THE SAMPLE 
Variable  Items  Respondents Frequency Percent
Gender 
Male 
Female 
TOTAL 
114
137 
251 
45.4
54.6 
100 
Age 
≤24 
25‐44 
45‐64 
≥65 
TOTAL 
4
102 
122 
23 
251 
1.6 
40.6 
48.6 
9.2 
100 
Country 
(http://geert‐
hofstede.com/) 
Australia (Individualist)
Mexico (Collectivist) 
Other Individualist 
Other Collectivist 
TOTAL 
91
93 
56 
11 
252 
36.3
37.0 
22.3 
4.4 
100 
Education 
N/A 
Less than High School 
High School / GED 
Some College 
2‐year College Degree 
4‐year Bachelor Degree 
Master’s Degree 
Doctoral Degree 
TOTAL 
10
3 
7 
10 
9 
88 
105 
19 
251 
4.0 
1.2 
2.8 
4.0 
3.6 
35.0 
41.8 
7.6 
100 
 
Table 4.1 ‐ Descriptive Statistics of the Sample  (Source: Author)
 
4.3  Measurement Reliability 
The  Cronbach  alpha  (ߙ)  for  all  the  constructs  was  above  .70,  except  for  facilitating 
Condition,  which  obtained  a  Cronbach  ߙ ൌ  0.505(coefficient  alpha)  and  Composite 
Reliability (coefficient omega)	Ω ൌ	0.59. The value obtained for facilitating conditions is not 
acceptable, and it was the first reason to drop the complete factor from this study.    
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4.4  Exploratory Factor Analysis  
Items for the same construct  loaded mainly on a single factor with values greater than .50 
and without cross‐loading on other factors .50 or higher. One item for social influence (SI4) 
loaded below the set standard and the researcher dropped it. The same happened with two 
items for habit‐technology fit (HTF1, HTF3). In the case of facilitating conditions, two items 
(FC3, FC4) loaded below .35 which is under the elimination threshold. One item of the same 
construct  (FC2)  cross‐loaded  greater  than  .50,  and  it  faced exclusion  too  (see Table 4.3  ‐  
Rotated Factor Matrix). These results provided a second reason in the decision of dropping 
the complete factor from the study. 
In order  to attain  the  rotated  factor matrix,  this  analysis  selected  an orthogonal  rotation 
(Varimax).  Varimax  is  the  most  commonly  recommended  rotation.  Varimax  simplifies 
columns of the loading matrix rather than the rows as Quartimax would do. Equamax would 
have been suitable as  it can simplify columns and rows. However,  it was not the selection 
because of erratic behaviors reported in literature (Tabachnick & Fidell 2007).  
TABLE OF RELIABILITIES 
Construct (Factor) 
Cronbach ߙ 
 ߙ ൌ ௞௞ିଵ ൬1 െ
௞
௞ାሺ∑ ʎ೔೔ ሻమି∑ ʎ೔మ೔
൰
Composite Reliability 
 Ω ൌ ሺ∑ ʎ೔೔ ሻమ௞ାሺ∑ ʎ೔೔ ሻమି∑ ʎ೔మ೔  
Actual Behavior (AB) 
Behavioral Intention (BI) 
Effort Expectancy (EE) 
Facilitating Conditions (FC) 
Habit Technology Fit (HTF) 
Performance Expectancy (PE) 
Social Influence (SI) 
.949 
.953 
.922 
.505 
.853 
.902 
.858 
.95 
.95 
.93 
.59 
.86 
.91 
.87 
݇ ൌ  number of items measuring the construct 
ʎ ൌ loading of the ݅th measure  
(Bacon, Sauer & Young 1995) 
Table 4.2 ‐ Table of Reliabilities 
 
(Developed by the author)
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ROTATED FACTOR MATRIX 
Item  1  2  3 4 5 6  7 
EE3 
EE4 
EE2 
EE1 
0.889 
0.888 
0.749 
0.671 
           
AB2 
AB3 
AB1 
 
0.923 
0.897 
0.829 
         
PE4 
PE3 
PE2 
PE1 
   
0.872
0.835 
0.692 
0.617 
       
SI2 
SI1 
SI3 
SI4 
     
0.926
0.762 
0.729 
(0.395) 
     
HTF2 
HTF4 
HTF5 
HTF7 
HTF1 
HTF3 
       
0.626
0.639 
0.545 
0.518 
(0.462) 
(0.381) 
   
BI1 
BI2 
BI3 
         
0.712 
0.678 
0.615 
 
FC1 
FC2 
FC3 
FC4 
           
.616 
(.536)* 
(<.35) 
(<.35) 
Extraction: Principal Axis Factoring 
Rotation: Varimax/Kaiser Normalization 
() Dropped items
* Cross‐loading on other factors >.5 
Table 4.3 ‐  Rotated Factor Matrix  (Source: Author)
The ≥1 cutoff criterion for the Eigenvalue  indicated a number of factors equal to 6 (Leech, 
Barrett & Morgan 2011). However a more  reliable  test, parallel analysis  (O’connor 2000), 
determined 8  factors where  there  should be 7. After  removing  the  facilitating  conditions 
items, parallel analysis  identified 6 factors. This corresponded to the number of constructs 
(See Appendix 7 for results and Appendix 8 for SPSS Syntax).  
A value >.7  in KMO and Bartlett’s test of sphericity  indicates there are sufficient  items  for 
each  factor  (Leech, Barrett & Morgan 2011). Before  removing  facilitating  conditions KMO 
was  0.926.  After  removing  the  items  of  the  construct,  the  impact  on  this  value  was 
negligible (KMO = 0.917).  
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The  determinant  value  indicated  multicollinearity  (determinant  =  2.01x10‐09). 
Multicollinearity concerns arise when two measurement  items correlate above .70 to each 
other.   Highly collinear  items cannot be used SEM because  it assumes no multicollinearity.  
Factor scores were used to create composite variables  in order to solve this  issue. Bartlett 
Scores method was the selection because it preserves the variability in raw data (DiStefano, 
Zhu & Mindrila 2009). 
Table 4.4 shows the measurement  item’s reduction to a single composite variable and the 
non‐reduced items. PE3 and PE4 were separate variables, now the researcher made them a 
single  composite  variable. However,  PE1  and  PE2  remained  in  their  individual  form.  The 
same logic applies for the other variables.  
COMPOSITE AND INDIVIDUAL VARIABLES 
PERFORMANCE 
EXPECTANCY 
(PE) 
EFFORT 
EXPECTANCY 
(EE) 
SOCIAL 
INFLUENCE 
(SI) 
HABIT 
TECHNOLOGY 
FIT (HTF) 
BEHAVIORAL 
INTENTION 
(BI) 
ACTUAL 
BEHAVIOR 
(AB) 
PE3,PE4  EE2, EE3,  EE4 
SI2, SI3  HTF2, HTF4  BI1, BI2, BI3  AB1, AB2, AB3 
SI1  HTF5 
PE2  E1  HTF7 
PE1 
Table 4.4 ‐ Composite and Individual Variables  (Source: Author)
4.5  Confirmatory factor analysis 
This  study  used  IBM  SPSS  Amos  21.0.0  (Build  1178)  to  compute  Confirmatory  Factor 
Analysis. In the estimation of the discrepancy, the method of maximum likelihood (ML) was 
the  selection.  Byrne  (2010)  recommended  the  following  settings:  unbiased  covariance 
supplied as input – unbiased, covariance to be analyzed ‐ Maximum likelihood, 500 random 
permutations, Bootstrap: 1000  samples, 90 percentile  confidence  level, 90 bias‐corrected 
confidence intervals, and the bootstrap ML.  
This  study  used  SPSS  v.21  to  evaluate  the  assumptions  of  multivariate  normality  and 
linearity. Data  did  not meet  the  normality  requirement  a  priori  (see  Table  4.5),  but  the 
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researcher  took  measures  to  avoid  violating  the  critical  assumption  of  normality  in 
covariance‐based structural equation modeling by using bootstrap (for both, CFA and SEM).  
ASSESSMENT OF NORMALITY 
Variable  N  Skewness  Kurtosis 
Statistic  Statistic  Std. Error  Statistic  Std. Error 
HTF2 503 ‐.241 .109 ‐.833 .217 
HTF4 503 ‐.403 .109 ‐.945 .217 
HTF5 503 ‐.464 .109 ‐.848 .217 
HTF7 503 ‐.463 .109 ‐.602 .217 
PE1 503 ‐.565 .109 ‐.447 .217 
PE2 503 ‐.226 .109 ‐1.310 .217 
PE3 503 ‐.298 .109 ‐.862 .217 
PE4 503 ‐.256 .109 ‐.913 .217 
E1  503 ‐.510 .109 ‐.616 .217 
E2  503 ‐.625 .109 ‐.367 .217 
E3  503 ‐.715 .109 ‐.174 .217 
E4  503 ‐.788 .109 ‐.009 .217 
SI1 503 .669 .109 ‐.753 .217 
SI2 503 .775 .109 ‐.528 .217 
SI3 503 .738 .109 ‐.641 .217 
BI1 503 .490 .109 ‐1.302 .217 
BI2 503 .352 .109 ‐1.356 .217 
BI3 503 .507 .109 ‐1.280 .217 
AB1 503 2.000 .109 3.090 .217 
AB2 503 1.574 .109 .957 .217 
AB3 503 1.868 .109 2.101 .217 
GEN 503 ‐.188 .109 ‐1.972 .217 
AGE_1 503 .552 .109 .987 .217 
EXP_1 503 1.894 .109 3.137 .217 
VOL1 503 ‐1.083 .109 ‐.095 .217 
Valid N (listwise)  503    
Table 4.5 ‐ Assessment of Normality  (Source: Author) 
Bootstrapping has characteristics which facilitate coping with non‐normal data and does not 
obscure  the  interpretation of  results as  transformations do. Therefore, bootstrapping was 
the selection to handle the issue of normality (Byrne 2010; Tabachnick & Fidell 2007). 
This research conducted a confirmatory factor analysis for three models related to UTAUT: 
the base, extended and modified model. Figures 4.7.1, 2 and 3 show the hypothesized and 
modified models. In the figures, circles represent latent variables, and rectangles represent 
measured variables. Absence of a  line connecting variables  implies neither UTAUT nor this 
study hypothesized direct effect.  
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4.6  Measurement Model Validation ‐ Base Model (UTAUT) 
UTAUT hypothesized a six  factor model, but EFA  led  to dropping of  facilitating conditions. 
Therefore,  the  base model  consists  of  five  factors  in  this  test.  The model  includes  the 
following constructs: actual behavior, behavioral  intention, performance expectancy, effort 
expectancy,  and  social  influence.    Likert  scales  ranging 1  to 7  served  as  indicators of  the 
latent variables.  
This analysis discarded the independence model, which tests the hypothesis of all variables 
being uncorrelated. The measurement model was evaluated, and it achieved acceptable fit 
at 	ݔଶ ݂݀⁄ <3 (see Table 4.6). The base model, shown in Figure 4.2, was acceptable. 
4.7  Measurement Model Validation ‐ Extended Model 
The extended model  is a six  factor model  (UTAUT plus HTF), and  it  includes  the  following 
constructs:  actual  behavior,  behavioral  intention,  habit‐technology  fit,  performance 
expectancy, effort expectancy, and social  influence.   Likert scales ranging 1 to 7 worked as 
indicators of the latent variables.  
The  extended  measurement  model  was  evaluated,  and  it  achieved  acceptable  fit  (at 
	ݔଶ ݂݀⁄ <3) (see Table 4.6). The extended model, presented in Figure 4.3, was acceptable. 
4.8  Measurement Model Validation – Modified Model 
The modified model  is  a  four  factor  structure,  and  it  includes  the  following  constructs: 
actual behavior, behavioral intention, habit‐technology fit, and social influence. Likert scales 
ranging 1 to 7 measured latent variables.  
The  modified  measurement  model  was  evaluated,  and  it  achieved  acceptable  fit  (at 
	ݔଶ ݂݀⁄ <3) (see Table 4.6). The modified model, shown in Figure 4.4, was acceptable. 
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MEASUREMENT MODEL FIT COMPARISON 
Indicator  Base Model 
Extended 
Model 
Modified 
Model 
Benchmark 
(Byrne 2010) 
ݔଶ ݂݀⁄   2.387  2.468  2.356  ݔଶ ݂݀⁄ 	൑ 2 
݌  0.000  0.000  0.000  p ≥ 0.05 
SRMR  0.025  0.024  0.028  SRMR ≤ 0.05 
GFI  0.963  0.969  0.951  GFI ≥ 0.90 
NFI  0.977  0.982  0.970  NFI ≥ 0.90 
CFI  0.987  0.989  0.983  CFI ≥ 0.90 
RMSEA  0.053  0.054  0.052 
RMSEA ≤ 0.05 good fit; 
0.05 < RMSEA < 0.08 acceptable fit; 
0.08 < RMSEA < 0.10 marginal fit; 
RMSEA ≥ 0.10 poor fit. 
PCLOSE  0.342  0.295  0.348  PCLOSE > 0.50 
HOELTER .05  281  286  269  HOELTER (.05) ≥ 200 
HOELTER .01  315  328  295  HOELTER (.01) ≥ 200 
Table 4.6 ‐Measurement Model Fit Comparison  (Source: Author)
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CONFIRMATORY FACTOR ANALYSIS – BASE MODEL 
  CR  AVE  MSV  ASV  AB  BI  PE  EE  SI 
AB  0.952  0.869  0.524  0.236  0.932         
BI  0.954  0.874  0.524  0.343  0.724  0.935       
PE  0.864  0.680  0.283  0.233  0.312  0.528  0.824     
EE  0.872  0.775  0.283  0.209  0.379  0.500  0.532  0.880   
SI  0.880  0.785  0.318  0.232  0.422  0.564  0.523  0.398  0.886 
1. All correlations were significant, p value < 0.001.
2. AB: Actual Behavior; BI: Behavioral Intention; PE: Performance Expectancy; EE: Effort Expectancy; SI: Social 
Influence. 
3. Diagonal  elements  are  the  square  root  of  Average  Variance  Extracted  (AVE).  The  other  values  are  the 
correlations between latent variables. 
Figure 4.2 ‐ Confirmatory Factor Analysis – Base Model  (Source: Author)
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CONFIRMATORY FACTOR ANALYSIS – EXTENDED MODEL 
  CR  AVE  MSV  ASV AB BI HTF PE EE  SI
AB  0.952  0.869 0.524  0.226 0.932    
BI  0.954  0.874 0.524  0.350 0.724 0.935    
HTF  0.828  0.620 [0.709]  0.409 0.427 0.613 [0.787]    
PE  0.836  0.633 [0.709]  0.337 0.312 0.526 0.842 [0.795]     
EE  0.867  0.766 0.573  0.295 0.386 0.504 0.757 0.579  0.875   
SI  0.880  0.785 0.319  0.227 0.423 0.565 0.454 0.517  0.403  0.886
1. All correlations were significant, p value < 0.001; [] indicate discriminant validity issue. 
2. AB: Actual Behavior; BI: Behavioral Intention; HTF: Habit‐Technology Fit; PE: Performance Expectancy; EE: 
Effort Expectancy; SI: Social Influence. 
3. Diagonal  elements  are  the  square  root  of  Average  Variance  Extracted  (AVE).  The  other  values  are  the 
correlations between latent variables. 
Figure 4.3 ‐ Confirmatory Factor Analysis – Extended Model  (Source: Author)
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CONFIRMATORY FACTOR ANALYSIS – MODIFIED MODEL 
  CR  AVE  MSV  ASV  AB  BI  HTF  SI 
AB  0.952  0.869  0.524  0.292  0.932       
BI  0.954  0.874  0.524  0.402  0.724  0.935     
HTF  0.836  0.634  0.362  0.243  0.418  0.602  0.796   
SI  0.880  0.785  0.318  0.229  0.422  0.564  0.438  0.886 
1. All  correlations  were  significant,  p  value  <  0.001;  []  indicate  discriminant  validity  issue.  2.  AB:  Actual 
Behavior;  BI:  Behavioral  Intention;  HTF:  Habit‐Technology  Fit;  PE:  Performance  Expectancy;  EE:  Effort 
Expectancy; SI: Social Influence. 3. Diagonal elements are the square root of Average Variance Extracted (AVE). 
The other values are the correlations between latent variables.
Figure 4.4 ‐ Confirmatory Factor Analysis – Modified Model  (Source: Author)
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4.9  Validity Assessment ‐ Discriminant and Convergent Validity 
Results  from  a  first  test  in  EFA  showed  convergent  and  discriminant  validity  for  all 
constructs,  except  for  facilitating  conditions  (see  Section  4.4  ).  Therefore,  facilitating 
conditions was not considered anymore in CFA. A second, more rigorous test was used with 
the  CFA  output.  This  second  test  showed  a  discrimination  concern  between  habit‐
technology fit and performance expectancy. This indicates high correlation between the two 
variables, and should not be  interpreted without considering face validity (Hair et al. 2010, 
p. 710).   
Table 4.6 shows the criteria necessary to evaluate convergent and discriminant validity. The 
values for Average Shared Variance (ASV), Average Variance Explained (AVE), and Composite 
Reliability (CR) are shown in Figures 4.1‐3 for each model. The values representing a concern 
are shown in square brackets. 
CRITERIA FOR CONVERGENT AND DISCRIMINANT VALIDITY – CFA 
For Convergent Validity: 
CR  > 0.7  
CR  > AVE 
AVE  > 0.5 
For Discriminant Validity: 
MSV < AVE 
ASV < AVE 
ASV – Average Shared Variance 
AVE ‐ Average Variance Explained 
CR ‐ Composite Reliability 
MSV ‐ Maximum Shared Variance 
  
Table 4.7 ‐ Criteria for Convergent and Discriminant Validity – 
CFA 
(Hair et al. 2010, p.709)
This  research performed post hoc model modifications. The modified model  includes only 
habit‐technology  fit  (HTF) and social  influence  (SI) as determinants of behavioral  intention 
(BI)  and BI  as  a determinant of  actual behavior  (AB).  For  the modified model,  all  factors 
achieved discriminant validity.  
Having  completed  a  test  on  reliability,  exploratory  and  confirmatory  factor  analysis,  the 
following sections test the hypotheses of this thesis.  
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4.10  Test ‐ Hypotheses 1 and 1a 
H1:  Habit‐Technology  Fit  has  a  positive  impact  upon  behavioral  intention  – 
Supported. 
H1a:  The  relationship  of  habit‐technology  fit  and  behavioral  intention will  be 
moderated by age, experience and gender, such that the effect will be stronger 
for older and more experienced men – Partially Supported.  
Along  the  different  stages  of  the  analyses,  the  relationship  of  habit‐technology  fit  and 
behavioral  intention  was  tested.  In  all  the  cases  the  relationship  resulted  positive  and 
significant (p<.001). This results support hypothesis 1. Acceptable theory is usually expected 
to  achieve  a minimum  of  95%  of  probability  (p  value  <  0.05)  and  preferably more  than 
99.9% (p value <0.001) (White & McBurney 2010) (see Table 4.8).  
RESULTS HYPOTHESIS 1 
Context  Method  Correlation Coefficient  Significant 
Single  Simple correlation  0.557 (R2=.310)  p <.001 
Single  PLS  0.562 (R2=.315)  P <.001 
Single  f‐test  N/A  p = 1.613 x 10‐05  
Extended Model  SEM  [0.400]  [P <.001] 
Modified Model  SEM  0.440  p <.001 
 
  
[] = When HTF was tested in the context of the extended model in CB‐SEM, the correlation coefficient cannot be 
interpreted due to the presence of high collinearity. 
Behavioral Intention (BI), Habit‐Technology Fit (HTF). 
Table 4.8 ‐ Results Hypothesis 1  (Source: Author)
The moderation  effect  of  age,  gender  and  experience were  tested  in  the  extended  and 
modified models. However,  the correlation coefficients  in  the extended model should not 
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be  interpreted  due  to  the  presence  of  collinearity  between  habit‐technology  fit, 
performance  expectancy  and  effort  expectancy.  The Modified model offers  a  valid  result 
(see Table 4.8), with no concerns for high multicollinearity (as in the extended model). Age 
was found a significant (p<.05) moderator of the relationship between habit‐technology. In 
the  same  relationship  gender  resulted  not  significant  (p>.05),  and  experience  significant 
(p<.001). The relationship of habit‐technology fit and behavioral  intention was stronger for 
older and more experienced  individuals. However, the correlation coefficient  in both cases 
was relatively small (<.20). These results support age and experience as moderators, but no 
gender. Therefore, Hypothesis 1a was partially supported.  
RESULTS HYPOTHESIS 1a 
Context  Method  AGExHTFBI  GENxHTFBI  EXPxHTFBI 
Modified Model  SEM  0.17*  ‐0.05  0.11*** 
[] indicate the effect cannot be interpreted due to presence of interaction term (moderator) 
* p value < .05, ** p value < .01, *** p value < .001  
Actual Behavior (AB), Age (AGE), Behavioral Intention (BI), Experience (EXP), Gender (GEN), Habit‐Technology Fit 
(HTF), Social Influence (SI), Voluntariness (VOL).
Table 4.9 ‐ Results Hypothesis 1a  (Source: Author)
In order  to  test Hypotheses 2 and 4,  the  researcher  tested  three models—each one with 
moderators,  and  then  without  moderators.  UTAUT’s  full  specification  as  presented  in 
(Venkatesh et al. 2003) could not be tested because  ‘facilitating conditions’  factor did not 
achieve convergent nor discriminant validity  in  the context of  this  study. Consequently,  it 
was not included in any of the subsequent tests. 
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4.11  Test – Hypothesis 2 
H2:  The  original  model’s  internal  hypotheses  will  achieve  criterion‐related 
validity – partially supported. 
Every model  has  been  tested with  and without moderators.  The  reason  is  that  it  is  not 
possible  to  give  interpretation  to  the direct  relationships  in  the presence of moderators. 
Therefore,  the  evaluation  has  to  be  done  in  two  steps,  first  with  and  then  without 
moderators (Whisman & McClelland 2005) (see Figure 4.5 ‐ Base Model: UTAUT). 
BASE MODEL: UTAUT 
 
 
 
 
 
 
 
 
xଶ df⁄ ൌ 2.784,	p ൒ 0.000,	GFI ൌ 0.974,	CFI ൌ 0.984, 
	RMSEA ൌ 0.06,	PCLOSE ൌ 	0.171. 
Correlations: PE↔EE=0.529***, PE↔SI=0.523***, 
EE↔SI =0.397*** 
ݔଶ ݂݀⁄ ൌ 3.388,	݌ ൌ 0.000,	GFI ൌ 0.782,	CFI ൌ 0.874, 
	RMSEA ൌ 0.069,	PCLOSE ൌ 	0.000. 
Correlations: PE↔EE=0.531***, PE↔SI=0.523***, EE↔SI 
=0.398*** 
[] indicate the effect cannot be interpreted due to presence of interaction term (moderator) 
* p value < .05, ** p value < .01, *** p value < .001  
Actual Behavior (AB), Behavioral Intention (BI), Effort Expectancy (EE), Performance Expectancy (PE), Social Influence (SI). 
Model specification based on (Venkatesh et al. 2003)
Figure 4.5 ‐ Base Model: UTAUT  (Source: Author)
 
The original model could not be  tested because  facilitating conditions had  to be dropped. 
UTAUT without  facilitating  conditions  constituted  the  base model  in  replacement  to  the 
original  model.  The  base  model  without  moderators  presented  no  deviation  from  the 
hypothesized criteria. Performance expectancy, effort expectancy and social  influence held 
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a  positive  relation  with  behavioral  intention.  However,  age,  gender,  experience  and 
voluntariness failed to meet the criteria in most of the relationships they were expected to 
moderate. Therefore, Hypothesis 2 was partially supported.   
Criterion‐related validity is a necessary foundation of construct validity. It requires a scale to 
have  an empirical  association with  some  criterion  (DeVellis 2012). Hypothesis 2  tests  the 
hypotheses  of UTAUT.  There were  two  criteria  in  this  test—statistical  significance  of  the 
relationships  at  least  at  a  p  value  <  0.05,  and  direction  of  the  correlation  (positive  or 
negative).  In  the  case  of  the  moderation,  the  interpretation  of  positive  or  negative 
correlation  should  support  UTAUT’s  hypotheses,  in  this  thesis  called  UTAUT’s  internal 
hypotheses.  For  example,  negative  correlation  coefficient  for  gender  as  a moderator  of 
performance  expectancy  and  behavioral  intention  is  interpreted  as  the  effect  of 
performance expectancy  is stronger  for men. However, the  interpretation depends on the 
way gender was codified. In this research males were coded as 1 and females were coded as 
2. Therefore, a negative correlation is interpreted as referring to men. 
The base model without moderators presented no deviation from the hypothesized criteria. 
Performance expectancy, effort expectancy and social influence held a positive relation with 
behavioral intention (see Table 4.10). 
CRITERIA VALIDATION – BASE MODEL 
(WITHOUT MODERATORS) 
Variable X  Relation in theory XBI 
Expected Criteria  Outcome 
Sig  Dir  Stronger Effect  Sig  Dir 
Stronger 
Effect 
PE  Direct  Yes  (+)  N/A  True  True  N/A 
EE  Direct  Yes  (+)  N/A  True  True  N/A 
SI  Direct  Yes  (+)  N/A  True  True  N/A 
FC  Dropped Factor 
Table 4.10 ‐ Criteria Validation – Base Model (without Moderators)  (Source: Author)
The  criteria  for  the  internal  hypotheses  of  the  base model were met  only  for  the main 
determinants of behavioral intention. However, the hypothesized criteria were not met for 
the interaction relations, except for experience moderating social influence.  
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The base model, with moderators, deviated from the hypothesized criteria. All interactions 
between direct determinants and moderators were expected to be statistically significant at 
least at a p value < 0.05. However, only two  interactions returned a statistically significant 
result: gender  in  interaction with performance expectancy at p value <.05, and experience 
with social influence at p value < .001.  
The  direction  of  the  moderation  relations  was  as  expected  for  only  three  cases.  The 
theoretical  model  anticipated  that  effort  expectancy  would  have  a  stronger  effect  on 
behavioral intention in younger people; social influence would have a stronger effect on BI 
on  early  stages  of  experience,  and  SI would  have  a  stronger  effect  on  BI  on mandatory 
settings. Data supported these expected outcomes.  
The rest of the moderators had contrary effects on the opposite direction. Stronger effect 
appeared  in women when  they were  expected  in men,  older when  expected  in  younger 
people, and early stages of experience when expected  in people with more experience  in 
the technology (see Table 4.11). 
Direct  relationships  cannot  be  interpreted  in  the  presence  of  interactions.  Therefore, 
variables behavior is neither hypothesized nor evaluated. Table 4.10 shows a simple dash to 
illustrate this. The direction of the relationship in interactions between direct determinants 
and moderators is interpreted according to the codification of the measures. For example, a 
negative relation  in gender refers stronger effects on men. This  is because the categorical 
question  was  converted  in  a  continuous  scale  where  1  represents  men  and  2  women 
(Muthén 1984). Thus, a negative  sign  for  the correlation coefficient of moderators  in  this 
study can be  interpreted as: a stronger effect  in men, younger people,  less experienced or 
stronger in more voluntary settings.  
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CRITERIA VALIDATION – BASE MODEL (WITH MODERATORS) 
Internal Hypotheses of UTAUT 
Variable X  Relation in theory XBI 
Expected Criteria  Outcome 
Sig  Dir  Stronger Effect  Sig  Dir 
Stronger 
Effect 
PE  Direct  ‐  ‐  ‐  ‐  ‐  ‐ 
EE  Direct  ‐  ‐  ‐  ‐  ‐  ‐ 
SI  Direct  ‐  ‐  ‐  ‐  ‐  ‐ 
FC  Dropped Factor 
GEN  Moderator  ‐  ‐  ‐  ‐  ‐  ‐ 
AGE  Moderator  ‐  ‐  ‐  ‐  ‐  ‐ 
EXP  Moderator  ‐  ‐  ‐  ‐  ‐  ‐ 
VOL  Moderator  ‐  ‐  ‐  ‐  ‐  ‐ 
GENxPE  Moderator  Yes  (‐)  Men  True  False False 
GENxEE  Moderator  Yes  (+)  Women  False  False False 
GENxSI  Moderator  Yes  (+)  Women  False  False False 
AGExPE  Moderator  Yes  (‐)  Younger  False  False False 
AGExEE  Moderator  Yes  (‐)  Younger  False  True  True 
AGExSI  Moderator  Yes  (+)  Older  False  False False 
AGExFC  Dropped Factor 
EXPxEE  Moderator  Yes  (‐)  Early stages  False  False False 
EXPxSI  Moderator  Yes  (‐)  Early stages  True  True  True 
EXPxFC  Dropped Factor 
VOLxSI  Moderator  Yes  (+)  Mandatory  False  True  True 
Table 4.11 ‐ Criteria Validation – Base Model (with Moderators)  (Source: Author)
4.12  Test ‐ Hypothesis 3 
H3:  The  original model will  have  an  acceptable  fit with  the  data  and will  be 
statistically significant – partially supported. 
The base model (see Figure 4.5) had an acceptable model fit, when tested with moderators 
at ݔଶ ݂݀⁄  < 5  (Wheaton et al. 1977), and without moderators at ݔଶ ݂݀⁄  < 3  (Carmines & 
McIver  1981).  However,  the  probability  of  getting  the  level  of  fit  achieved  on  the  base 
model—with  moderators  and  without  moderators—is  less  than  0.001.  Therefore, 
Hypothesis 3 is partially supported.  
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When  the  test  includes  moderators,  chi  square  ratio  is	ݔଶ ݂݀⁄ =3.388,  p=0.000,  only 
acceptable  by  the most  relaxed  standards  (ݔଶ ݂݀⁄   <  5).  In  contrast,  the  same  indicators 
achieved  acceptability  ݔଶ ݂݀⁄ =2.784,  p=0.000  in  the  absence  of  moderators  in  a  more 
rigorous standard of fit (ݔଶ ݂݀⁄  < 3). 
Model  fit probabilistic  significance  is evaluated with a p value  for  chi‐square and RMSEA. 
Chi‐square p value gives a test of exact fit (Browne et al. 1993), under the assumption that 
the models are correct. The probability of getting the level of fit achieved on the base model 
with moderators and without moderators is less than 0.001 (AMOS show 0.000). Note that p 
values  for chi‐square a read opposite to the correlation coefficients p values. Very small p 
values  for  chi‐square mean—not  significant—and  they  are  not  acceptable  (Byrne  2010; 
Tabachnick & Fidell 2007). 
Similarly,  results  for  the  root mean  square  error  of  approximation  (RMSEA)  presents  an 
improvement by removing the moderation effects from the base model. The RMSEA values 
decrease from 0.069 to 0.060, which is acceptable but not optimal.  
The p value for RMSEA is indicated in AMOS 21 as PCLOSE, and it provides a test of close fit. 
PCLOSE  is  the probability of getting a value as  large as  the RMSEA’s. Results  for  the base 
model with moderators show a probability for RMSEA < .001 (AMOS show .000) to achieve a 
RMSEA as large as .069. In the model without moderators, the probability increases to .171 
for  a  RMSEA  =  .060.  This  shows  a  probabilistic  improvement  by  removing moderators. 
However, PCLOSE is not acceptable in either case as it should be a value greater than 0.5.  
This thesis used the ratio of minimum discrepancy divided by degrees of freedom (ݔଶ ݂݀⁄ ) 
and the root mean square error of approximation (RMSEA) to test its hypotheses. However, 
other indicators of fit are shown in Figure 4.4 and reported in detail in Table 4.13. Based on 
the  criteria  presented,  the  base  model  achieved  acceptable  fit,  but  unacceptable 
probabilistic significance. Therefore, Hypothesis 3 is partially supported. 
This  research  used  IBM  SPSS  AMOS  21.0.0  (Build  1178)  to  test  the  covariance‐based 
structural equation models.  In  the estimation of  the discrepancy,  the  researcher  selected 
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the following options (Byrne 2010): method – maximum likelihood, covariances supplied as 
input – unbiased, covariances selected to be analyzed – Maximum  likelihood, 500 random 
permutations, bootstrap performance – 1000  samples, 90 percentile confidence  intervals, 
90 bias‐corrected confidence intervals, and bootstrap ML (Maximum Likelihood).  
The  base model  in  Figure  4.4  (upper  side)  shows  the  relationships  in  UTAUT, with  and 
without  moderators.  Firstly,  the  model  without  moderators  is  shown.  Standardized 
regression weights  for  performance  expectancy  (.20),  effort  expectancy  (.24),  and  social 
influence (.35) in relationship with behavioral intention are statistically significant at p value 
<  0.001.  Also,  the  relationship  between  behavioral  intention  and  actual  behavior  was 
significant at  such  level, with a  standardized  regression weight  .70. The  squared multiple 
correlation (equivalent to R2), showed this model explains 42% of the variance of behavioral 
intention and 48% of the variance of actual behavior.  
Secondly, the model with moderators  is shown  in Figure 4.5  (lower side). The presence of 
moderators  does  not  allow  interpreting  the  direct  relationships  between  performance 
expectancy, effort expectancy, social  influence and behavioral  intention. This  figure rather 
shows  information  about  the moderators.  Three,  two  and one  stars  indicate  the  level of 
significance  (p  <  .05,  p  <  .01,  and  p  <  .001  respectively).  The  numbers  between  square 
brackets indicate that the value inside cannot be interpreted in presence of moderators. The 
numbers near the tip of each arrow, indicate a standardized regression weight. The arrows 
indicate  hypothesized  causal  relationships;  the  direction  of  the  arrow  indicates  which 
variable  causes  the  other.  Arrows  pointing  to  the middle  of  other  arrow,  indicate  that 
gender,  age, experience  and  voluntariness  are moderating  the  relationships described by 
the  lines  they  are  pointing.  Figure  4.5  shows  that  gender  moderates  the  relationship 
between performance expectancy and behavioral  intention with a standardized regression 
weight  of  .064  which  is  significant  at  a  p  value  <  .05.  In  the  case  of  the  model  with 
moderators 51.8% of  the variance of behavioral  intention  is explained and 45.5 of actual 
behavior. For interpretation of the moderators see Table 4.11. 
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4.13  Test ‐ Hypothesis 4 
H4:  The  extended  model’s  internal  hypotheses  will  achieve  criterion‐related 
validity –partially supported. 
The objective of this thesis was testing Hypothesis 4 with covariance based SEM. However, 
high  collinearity  between  habit‐technology  fit,  performance  expectancy  and  effort 
expectancy could  reduce  the validity of  the  results  (Farrell 2010; Fornell & Larcker 1981). 
The test with covariance SEM was still conducted, but the correlation coefficients could not 
be validly interpreted. In order to provide valid results about criterion‐related validity other 
analyses were used. However, none of them provide valid slope magnitude or direction  in 
the presence of discriminant validity concerns. Therefore, not all the criteria could be tested 
for the extended structural model and Hypothesis 4 was declared partially supported  (see 
Figure 4.6 and Table 4.12). 
EXTENDED MODEL: UTAUT&HTF 
 
 
xଶ df⁄ ൌ 3.388,	p ൒ 0.000,	GFI ൌ 0.949,	CFI ൌ
0.971, 	RMSEA ൌ 0.069,	PCLOSE ൌ 	0.005. 
Correlations: PE↔EE=0.560***, 
PE↔SI=0.523***, PE↔HTF =0.812***, 
EE↔SI=0.402***, EE↔HTF=0.753 ***, 
SI↔HTF =0.452*** 
 
xଶ df⁄ ൌ 3.601,	p ൒ 0.000,	GFI ൌ 0.708,	CFI ൌ 0.814, 	RMSEA ൌ
0.072,	PCLOSE ൌ 	0.000. 
Correlations: PE↔EE=0.560***, PE↔SI=0.523***, PE↔HTF = 
0.812***, EE↔SI=0.403***, EE↔HTF=0.756 ***, SI↔HTF 
=0.453*** 
[] indicate the effect cannot be interpreted due to presence of interaction term (moderator) 
* p value < .05, ** p value < .01, *** p value < .001  
Actual Behavior  (AB), Behavioral  Intention  (BI), Effort Expectancy  (EE), Habit‐Technology Fit  (HTF), Performance Expectancy 
(PE), Social Influence (SI). 
Model specification based on (Venkatesh et al. 2003)
Figure 4.6 ‐ Extended Model: UTAUT&HTF  (Source: Author)
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Fornell  and  Larcker  (1981)  offers  a  valid  alternative  approach  to  structural  equation 
modeling  in  the  presence  of  high  collinearity,  particularly  in  cases  where  discriminant 
validity  between  two  variables  was  not  achieved,  such  as  habit‐technology  fit  and 
performance  expectancy.  Following  this  alternatives  significance  of  the  relationships was 
tested using f‐tests.  
CRITERIA VALIDATION – EXTENDED MODEL 
Variable 
X 
Relation in theory 
XBI 
Expected Criteria  Outcome 
Sig  Direction  Sig  Direction  Support 
HTF  Direct  Yes  (+)  True  [?]  Indefinite 
PE  Direct  Yes  (+)  True  [?]  Indefinite 
EE  Direct  Yes  (+)  True  [?]  Indefinite 
SI  Direct  Yes  (+)  True  [?]  Indefinite 
F‐TEST – Statistical Significance of the relationships: 
 
BI & AB, p value = 1.7542610334x10‐13 
EE & BI, p value = 5.6032186607x10‐06 
HTF & BI, p value = 1.6135821915x10‐05 
PE & BI, p value = 3.1618442630x10‐05 
SI & BI, p value = 7.2609026852x10‐03 
 
 
Actual  Behavior  (AB),  Behavioral  Intention  (BI),  Effort  Expectancy  (EE),  Habit‐Technology  Fit  (HTF),  Performance 
Expectancy (PE), Social Influence (SI).  
[?] The direction of the slope cannot be interpreted in the presence of multicollinearity.  
Table 4.12 ‐  Criteria Validation – Extended Model  (Source: Author) 
F‐test  evaluates  the  probability  (two  tail)  of  finding  variance  differences  between  each 
variable  and  Behavioral  Intention.  The  results  presented  in  Table  4.12  indicate  that  the 
variances  of  each  pair  of  variables  are  not  significantly  different.    This  provides  some 
support the  internal hypotheses. But  it  is not enough to determine the complete behavior 
that  theory  would  expect  from  these  relationships.  Therefore,  Hypothesis  4  is  partially 
supported.  
4.14  Test ‐ Hypothesis 5 
H5: The extended model will have an acceptable  fit with  the data and will be 
statistically significant – partially supported. 
Convergence  and  differentiation  are  not  relevant  to  the  properties  of  the  chi  square  in 
covariance based SEM. Fornell (Fornell & Larcker 1981) demonstrates that model fit can be 
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tested  despite  the  assumption  of  multicollinearity.  Thus,  the  test  of  Hypothesis  5  was 
partially  supported  because  the  extended  model  achieved  an  acceptable  fit,  but  its 
particular specification failed to achieve statistical significance. 
 
The extended model with moderators achieved model  fit  at ݔଶ ݂݀⁄  < 5  level. With  slight 
differences, this applied for the extended model with moderators (ݔଶ ݂݀⁄ = 3.388, p=0.000, 
and  RMSEA  =  0.069,  PCLOSE  .005),  and  the  extended  model  without  moderators 
(ݔଶ ݂݀⁄ =3.601, p=0.000, and RMSEA = 0.072, PCLOSE=0.000). There was an improvement by 
removing  moderators  from  the  model.  However,  the  probabilistic  values  for  model  fit 
remained < 0.001 (AMOS showed 0.000). There is an acceptable model fit with the data but 
the  probability  of  a  good  fit  in  other  samples  of  the  same  populations  are  very  low. 
Therefore, Hypothesis 5 is partially supported (see Figure 4.6). Detailed model fit indicators 
are reported in Table 4.16 – Structural Model Fit Comparison. 
The  extended model  reported  similarities with  the  base model.  The model  fit  showed  a 
significant  improvement by  removing  the moderating  variables.  Furthermore, ݔଶ ݂݀⁄   and 
RMSEA  resulted  equivalent  between  the  base model with moderators  and  the  extended 
model without moderators (ݔଶ ݂݀⁄ =3.388, p=0.000, and RMSEA = 0.069). 
This  analysis  also  used  IBM  SPSS AMOS  21.0.0  (Build  1178)  to  test  the  covariance‐based 
structural equation models.  In  the estimation of  the discrepancy,  the  researcher  selected 
the following options (Byrne 2010): method – maximum likelihood, covariances supplied as 
input – unbiased, covariances selected to be analyzed – Maximum  likelihood, 500 random 
permutations, bootstrap performance – 1000  samples, 90 percentile confidence  intervals, 
90 bias‐corrected confidence intervals, and bootstrap ML (Maximum Likelihood).  
4.15  Redundancy analysis 
The redundancy test revealed that by keeping habit‐technology fit in the model, instead of 
performance expectancy and effort expectancy,  the  total  loss on  the effect size would be 
0.4%. That loss is the effect size that no other variable in the model can provide if these two 
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variables are dropped. In contrast, by dropping habit‐technology fit a unique margin of 5.2% 
of the effect size upon behavioral intention would be lost. 
In  the  post‐hoc modification  process,  the  effect  size  of  each  variable was  calculated  to 
determine the  impact of eliminating theoretically  important variables such as performance 
expectancy and effort expectancy. A redundancy test was deemed for this purpose (Fornell 
& Larcker 1981). PLS was used in this case to avoid violating the multicollinearity assumption 
of SEM (Byrne 2010; Chin 1995) 
The  coefficient of determination provides  information on  the percentage of  the  variance 
explained on a dependent variable. This coefficient is frequently referred as  ܴଶ in PLS, and 
squared multiple correlation (SMC) in covariance based SEM with AMOS. Table 4.13 shows a 
comparison of the coefficient of determination for the six models tested in this study.  
COEFFICIENT OF DETERMINATION PLS VS SEM: BEHAVIORAL INTENTION 
  Base Model  Extended Model  Modified Model 
BI  ܴଶ  തܴଶ  SMC  ܴଶ തܴଶ SMC  ܴଶ  തܴଶ  SMC 
Moderators  .549  .5341  0.518  .596  .5792  .579  .578  .5667  .555 
No 
Moderators  .378  .3742  .417  .427  .4123  .465  .423  .4206  .460 
ܴଶ = Variance Explained (SmartPLS 2.0) 
തܴଶ ൌ 1 െ ሺ1 െ ܴଶሻ ௡ିଵ௡ି௣ିଵ = Variance Explained Adjusted 
݊ = sample size 
݌ = regression lines 
SMC = Squared Multiple Correlation (IBM SPSS AMOS 21.0.0) 
ܴଶ and SMC presented in this Table were calculated for behavioral intention (BI) 
(See models specified in SmartPLS in Appendix 11, and UTAUT in PLS‐Graph in Appendix 11) 
PLS aims of  increasing R2,  thus greater  values are  considered  to  represent better models 
(Hair, Ringle & Sarstedt 2011). 
Table 4.13 – Coefficient of determination PLS vs SEM: Behavioral 
Intention 
(Source: Author)
PLS‐Graph  3.0,  SmartPLS  2.0  and  SPSS  AMOS  21  were  used  to  calculate  coefficients  of 
determination.  PLS‐Graph 3.0 and SmartPLS 2.0 did not report differences in ܴଶ in the base 
model with moderators. The rest of the values were calculated only with SmartPLS 2.0 and 
AMOS  21.  Differences  can  be  appreciated  between  R2  and  SMC  in  Table  4.13.  For  the 
redundancy test the values from PLS were then used. 
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REDUNDANCY ANALYSIS: R2 AND EFFECT SIZE UPON BEHAVIORAL INTENTION 
Id  Area  ܴሺ஻ூሻଶ   ሺ݂ܤܫሻଶ  
1  HTF  0.316 0.462 
2  PE  0.23 0.299 
3  EE  0.185 0.227 
4  SI  0.269 0.368 
5  HTF  PE  0.335  0.504 
6  HTF  EE  0.323  0.477 
7  HTF  SI  0.423  0.733 
8  PE  EE  0.287  0.403 
9  PE  SI  0.342  0.520 
10  EE  SI  0.345  0.527 
11  HTF  PE  EE  0.341  0.517 
12  HTF  PE  SI  0.425  0.739 
13  HTF  EE  SI  0.425  0.739 
14  PE  EE  SI  0.378  0.608 
15  HTF  PE  EE  SI  0.427  0.745 
A  HTF  0.049 0.052 
B  PE  0.002 0.002 
C  EE  0.002 0.002 
D  SI  0.086 0.094 
E  HTF  PE  0.031  0.032 
F  HTF  EE  0.034  0.035 
G  HTF  SI  0.005  0.005 
H  PE  EE  0.000  0.000 
I  PE  SI  0.016  0.016 
J  EE  SI  0.004  0.004 
K  HTF  PE  EE  0.040  0.042 
L  HTF  PE  SI  0.053  0.056 
M  HTF  EE  SI  0.017  0.017 
N  PE  EE  SI  0.001  0.001 
O  HTF  PE  EE  SI  0.087  0.095 
= Union 
= Intersection  
݂ଶ ൌ ோమଵିோమ = Effect Size 
ܴሺ஻ூሻଶ ൌ Determination Coefficient for Behavioral Intention 
Actual  Behavior  (AB),  Behavioral  Intention  (BI),  Effort  Expectancy  (EE),  Habit‐Technology  Fit  (HTF), 
Performance Expectancy (PE), Social Influence (SI). 
(Based on Byrne (2002) and Polkowski (2013), see formulas in Appendix 13) 
Table 4.14 ‐  Redundancy Analysis: R2 and Effect Size upon 
Behavioral Intention 
(Source: Author)
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A redundancy test shows the shared portions of the variance explained by the independent 
variables upon the dependent variable. In Figure 4.7, based on Byrne (2002) and Polkowski 
(2013),  a  Venn  diagram  illustrates  the  contribution  of  each  construct  to  behavioral 
intention’s coefficient of determination. This is calculated on the basis of simple unions and 
intercepts. Appendix 4.6 provides the formulas of this test.  
In  the  diagram,  three  circles  represent  performance  expectancy,  effort  expectancy  and 
social influence, and a hose represents the habit‐technology fit construct (Figure 4.7).  Table 
4.14  summarizes  coefficients  of  determination  ܴሺ஻ூሻଶ   and  Effect  Size  ሺ݂஻ூሻଶ   values  for 
behavioral intention (BI). Areas identified with a letter represent (1) the contribution of each 
variable which  is not shared with any other variable and (2) the  intercepts of the different 
variables in the possible combinations (Byrne 2002; Rein 1997). 
The results of the redundancy test show that the habit‐technology  fit variable can replace 
performance  expectancy  and  effort  expectancy.  Within  this  study’s  sample,  this 
replacement implies a negligible loss on the variance explained	ܴሺ஻ூሻଶ . The union of sections 
B,  H  and  C  represent  only  0.4  percentual  points  out  of  a  total  42.7,  i.e.  less  than  1% 
of	ܴሺ஻ூሻଶ ’s value. In contrast, the Id ‘A’ represents 4.5 percentual points of the same total, i.e. 
11.5% of	ܴሺ஻ூሻଶ ’s value. In conclusion, if the researcher has to decide between using PE, EE or 
HTF,  these  results  indicate  that  the  loss  in  variance explained would be  greater  is HTF  if 
dropped. In contrast, the loss is negligible if PE, EE or both are dropped and HTF kept.  
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VENN DIAGRAM OF VARIANCE EXPLANATION ࡾ૛ 
 
Based on Byrne (2002) and Polkowski (2013)
Figure 4.7 ‐ Venn Diagram of Variance Explanation R2  (Source: Author)
4.16  Modified Model 
The model extended was modified because Research Question 3 relates to the possibility of 
improving the model specification of UTAUT. This question was  formulated  from the early 
stages of  this  research. However, after  conducting analysis of  the extended model  it was 
found problematic. If habit‐technology fit may play a role in it, the model must be modified. 
In this case it is imperative to select which constructs should be excluded, because it is not 
conceptually sensible to combine these factors (Farrell 2010).    
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In the initial strategy, there was a modification planning stage after getting the results. This 
process included going back to the literature to guide the modification according to theory. 
The unexpected use of a redundancy test provided new information about the relative value 
of  habit‐technology  fit  against  performance  expectancy  and  effort  expectancy.  A  Venn 
diagram  showed  that  habit‐technology  fit  contained  the  effect  size  of  the  other  two 
constructs  almost  completely,  plus  an  additional  margin.  Dropping  habit‐technology  fit 
would mean losing 5.2% of the effect size, whereas excluding performance expectancy and 
effort expectancy together would signify only a  loss of 0.4%. This result does not deny the 
importance of any of  the constructs;  it  just reveals  they are  redundant, and a new model 
can be proposed without losing explanatory power (Byrne 2002; Polkowski 2013). 
CFA was conducted on the factors of the newly visualized model, and no concerns emerged. 
Then,  the  new  model  was  specified  in  SEM  (and  secondarily  in  PLS).  The  new  model 
achieved optimal model fit and chi‐square got statistical significance.  
Every model  has  been  tested with  and without moderators.  The  reason  is  that  it  is  not 
possible  to  give  interpretation  to  the direct  relationships  in  the presence of moderators. 
Therefore,  the  evaluation  has  to  be  done  in  two  steps,  with  and  without  moderators 
(Whisman  &  McClelland  2005).  At  the  end,  six  models  in  total  were  evaluated  (base, 
extended, and modified—with and without moderators in every case).  Figure 4.8 shows the 
specification of the model that achieved the best model  fit. The modified model or Habit‐
Technology  Fit Model  (HTF Model)  achieved  optimal  fit  at  ݔଶ ݂݀⁄   <  2  level,  as  well  as 
statistical significance  (ݔଶ ݂݀⁄  = 1.545, ݌ = 0.100, RMSEA = 0.033, PCLOSE = 0.822). These 
values  are  acceptable  at  the most  rigorous  level,  and  are  appropriate  to  confirm  theory 
(Arbuckle 2010; Byrne 2010). 
This  analysis was  conducted with  IBM  SPSS AMOS 21.0.0  (Build 1178) with  the  following 
options:  method  –  maximum  likelihood,  covariances  supplied  as  input  –  unbiased, 
covariances  selected  to  be  analyzed  – Maximum  likelihood,  500  random  permutations, 
bootstrap  performance  –  1000  samples,  90  percentile  confidence  intervals,  90  bias‐
corrected confidence intervals, and bootstrap ML (Maximum Likelihood) (Byrne 2010). 
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xଶ df⁄ ൌ 1.545,	p ൌ 0.100,	GFI ൌ 0.990, CFI ൌ 0.996,  RMSEA ൌ 0.033, PCLOSE ൌ 	0.822. 
Correlation: SI↔HTF =0.448*** 
* p value < .05, ** p value < .01, *** p value < .001 
Actual Behavior (AB), Behavioral Intention (BI), Habit‐Technology Fit (HTF), Social Influence (SI). 
Figure 4.8 ‐ New Specification: Habit‐Technology Fit Model  (Source: Author)
Figure 4.8 shows the specification of the structural model for the post‐hoc modified model. 
The relationship between habit‐technology fit and behavioral intention  is positive (ߚ = .44) 
and significant at p value < 0.001. The relationship between social influence and behavioral 
intention resulted positive (ߚ = .36) and significant (p value < 0.001). Finally, the relationship 
between behavioral intention and actual behavior was also positive (ߚ = .70) and significant 
at p value < 0.001. Habit‐technology fit and social influence explained 46% of the variance of 
behavioral intention, and behavioral intention 48% of actual behavior.  
4.17  Theoretical Criteria for Post‐hoc Modification 
The  proposed HTF Model  is  a  result  of  the  post‐hoc modification  of UTAUT  and UTAUT 
extend by habit technology  fit. Table 4.12 shows evaluations of theory‐based criteria. This 
assessment provided support to habit‐technology fit and social influence in relationship with 
behavioral intention. Age and experience moderator relationships were supported for habit‐
technology  fit,  and  experience  for  social  influence.  The  relationship  between  behavioral 
intention and actual behavior was supported. The structural model for this test is shown in 
Figure 4.6. 
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CRITERIA VALIDATION – MODIFIED MODEL 
(WITH MODERATORS) 
Variable  Relation in theory XBI 
Expected Criteria  Outcome 
Sig  Dir  Stronger Effect  Sig  Dir 
Stronger 
Effect  Supported
HTF  Direct  Yes  (+)  N/A  True  True  N/A  Yes 
SI  Direct  Yes  (+)  N/A  True  True  N/A  Yes 
GENxHTF  Moderator  Yes  (‐)  Men  False  True  True  No 
GENxSI  Moderator  Yes  (+)  Women  False  False  False  No 
AGExHTF  Moderator  Yes  (+)  Older  True  True  True  Yes 
AGExSI  Moderator  Yes  (+)  Older  False  False  False  No 
EXPxHTF  Moderator  Yes  (+)  Later stages True  True  True  Yes 
EXPxSI  Moderator  Yes  (‐)  Early stages  True  True  True  Yes 
VOLxSI  Moderator  Yes  (+)  Mandatory  False  True  True  No 
Variable  Relation in theory XAB  Sig  Dir 
Stronger 
Effect  Sig  Dir 
Stronger 
Effect  Supported
BI  Direct  Yes  (+)  N/A  True  True  N/A  Yes 
Actual Behavior (AB), Age (AGE), Behavioral Intention (BI), Effort Expectancy (EE), Experience (EXP), Gender (GEN), Habit‐
Technology Fit (HTF), Performance Expectancy (PE), Social Influence (SI), Voluntariness (VOL).  
Table 4.15 ‐ Criteria Validation – Modified Model (with Moderators)  (Source: Author)
 
 
POST‐HOC MODEL MODIFICATION IN PROCESS 
 
  
xଶ df⁄ ൌ 3.507, p ൒ 0.000,	GFI ൌ 0.822, CFI ൌ 0.868,  RMSEA ൌ 0.071, PCLOSE ൌ 	0.000. 
Correlation: SI↔HTF =0.448*** 
[] indicate the effect cannot be interpreted due to presence of interaction term (moderator) 
* p value < .05, ** p value < .01, *** p value < .001  
Actual Behavior (AB), Age (AGE), Behavioral Intention (BI), Experience (EXP), Gender (GEN), Habit‐Technology Fit (HTF), 
Social Influence (SI), Voluntariness (VOL). 
Figure 4.9 ‐ Post‐hoc Model Modification in Process  (Source: Author)
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The model  in the process of modification  in Figure 4.9 was used to assess the moderators. 
The  direct  relationship’s  standardized  coefficient  weights  cannot  be  interpreted  in  the 
presence of moderators (for that purpose see Figure 4.8). Results show that gender  is not 
significant  in  its moderating  relationship with habit‐technology  fit  and  social  influence  to 
behavioral intention. Age resulted statistically significant at p value <0.05 as a moderator of 
habit‐technology fit and social influence to behavioral intention. However, the standardized 
coefficient weight of the  interaction (age and social  influence)  is small and negative (ߚ =  ‐
0.07),  indicating  slightly  stronger  effect  of  social  influence  upon  behavioral  intention  for 
younger. The coefficient  for  the  interaction of age and habit‐technology  fit  is positive and 
greater  in magnitude (ߚ = 0.17), still considered a small effect. Experience as a moderator 
was  significant  at  p  value  <0.001  for  habit‐technology  fit  and  social  influence  upon 
behavioral  intention.  The  stronger  moderation  effect  of  experience  was  upon  social 
influence  and  behavioral  intention  (ߚ  =  ‐0.17)  and  smaller  for  habit‐technology  fit  upon 
behavioral  intention  (ߚ  =  0.11).  This  is  interpreted  as  follows—the  relationship  between 
social  influence and behavioral  intention  is stronger for  individuals with  less experience,  in 
the  first case.  In  the second case,  the  relationship of habit‐technology  fit upon behavioral 
intention  is  stronger  for  more  experienced  individuals.  Voluntariness,  as  a  moderator, 
resulted not statistically significant.  
4.18  Comparative Model Fit 
The process of post‐hoc model modification  included model comparison. Strictly guided by 
the theoretical relationships suggested by UTAUT and the one between habit and intention, 
several models were tested. However, Table 4.16 reports the most important combinations. 
The  best  fit was  achieved  by  the modified model  (ݔଶ ݂݀⁄   =  1.545),  followed  by  UTAUT 
without moderators (ݔଶ ݂݀⁄  = 2.784), extended model without moderators and UTAUT with 
moderators  (ݔଶ ݂݀⁄  = 3.338), modified post‐hoc model with moderators  (ݔଶ ݂݀⁄  = 3.507), 
extended model with moderators (ݔଶ ݂݀⁄  = 3.601). Thus, the post‐hoc model is proposed as 
the best under this criterion.  
The same software and analysis options were used to test the covariance‐based structural 
equation  models:  IBM  SPSS  AMOS  21.0.0  (Build  1178),  method  –  maximum  likelihood, 
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covariances supplied as  input – unbiased, covariances selected to be analyzed – Maximum 
likelihood, 500 random permutations, bootstrap performance – 1000 samples, 90 percentile 
confidence  intervals, 90 bias‐corrected confidence  intervals, and bootstrap ML  (Maximum 
Likelihood) (Byrne 2010).  
STRUCTURAL MODEL FIT COMPARISON 
   UTAUT Base Model  UTAUT Extended  Modified Model 
 
Benchmark
 
INDICATOR  Base Model  Without moderators 
Extended 
Model 
Without 
Moderators 
Modified 
Model 
Without 
Moderators 
A model has a 
good  fit  if 
(Byrne 2010): 
(BI) SMC  0.518  0.417  0.579  0.465  0.555  0.460   
ݔଶ  3154.361  61.246  6082.21  152.45  1932.43  18.546   
݂݀  931  22  1689  45  551  12   
ݔଶ ݂݀⁄   3.388  2.784  3.601  3.388  3.507  1.545  ݔଶ ݂݀⁄  ≤ 2 
݌  0.000  0.000  0.000  0.000  0.000  0.100  ݌ ൒ 0.05 
SRMR  0.134  0.0316  0.1598  0.0361  0.113  0.024  SRMR  ൑ 0.05 
GFI  0.782  0.974  0.708  0.949  0.822  0.99  GFI ൒ 0.90 
AGFI  0.758  0.946  0.684  0.912  0.797  0.977  AGFI ൒ 0.80 
PGFI  0.703  0.476  0.654  0.547  0.719  0.424  PGFI=0 poor fit;PGFI=1 good fit 
NFI  0.831  0.976  0.76  0.959  0.825  0.99  NFI ൒ 0.90 
CFI  0.874  0.984  0.814  0.971  0.868  0.996  CFI ൒ 0.90 
RMSEA  0.069  0.06  0.072  0.069  0.071  0.033 
RMSEA  ൑ 0.05 
good  fit;  0.05  ൏ 
RMSEA  ൏  0.08 
acceptable fit; 
0.08 ൏ RMSEA 
൏0.10  marginal 
fit; RMSEA 
൒ 0.10 poor fit.
PCLOSE  0.000  0.171  0.000  0.005  0.000  0.822  PCLOSE ൐  0.50 
HOELTER 
.05  160  279  148  204  158  570 
HOELTER  (.05)  ൒ 
200 
HOELTER 
.01  165  331  151  231  164  710 
HOELTER  (.01)  ൒ 
200 
Table 4.16 – Structural Model Fit Comparison  (Source: Author)
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4.19  Brief Report of Problems in Analysis 
Using  the  method  for  interaction  shown  in  Figure  4.9.1  (Iacobucci  2010),  the  results 
between  the  coefficient  of  determination  (ܴଶ)  and  Squared Multiple  Correlation  (SMC) 
showed  small  discrepancies.  In  contrast,  by  using  the  procedure  to  specify Whisman  & 
McClelland’s (2005) procedures for interaction, discrepancies were significantly greater.  
When  the  interactions were  calculated  by  direct multiplication  (Whisman  & McClelland 
2005) in covariance‐based SEM, AMOS 21.0 produces a very high SMC value, but a very bad 
fit  of  the model.  That was  not  a  problem  in  PLS where  direct multiplication  and mean 
deviation multiplied (Iacobucci 2010) produced the same result.  
With direct multiplication, the base model with moderators obtained a SMC=.714, similar to 
Venkatesh’s  (2003) R2 values. However,  the  fit of  the model  (	ݔଶ ݂݀⁄  = 57.083) was most 
unacceptable  from  any  standard  (Byrne  2010;  Carmines & McIver  1981; Wheaton  et  al. 
1977). By specifying moderation effects by direct multiplication  in AMOS, there  is a risk of 
type II error. 
4.20  Summary 
The three phases of the analysis were  (1) data preparation,  (2) reliability test, exploratory 
factor  analysis  (EFA)  and  confirmatory  factor  analysis  (CFA),  and  (3)  validity  assessment, 
model  testing  and  model  modification.  This  section  presented  the  outcome  of  the 
hypotheses of  this study. Six models were  tested: base, extended and modified  (with and 
without moderators). 
The relationship of habit‐technology fit and behavioral intention was tested. In all the cases 
the  relationship  results  were  positive  and  significant  (p<.001).  This  results  support 
hypothesis  1.  Results  supported  age  and  experience  as  moderators,  but  not  gender. 
Therefore,  Hypothesis  1a  was  partially  supported.  The  base  model  achieved  criterion‐
related validity without moderator, but not with them. It also achieved acceptable model fit 
when tested with moderators at ݔଶ ݂݀⁄  < 5, and without moderators at ݔଶ ݂݀⁄  < 3, but low 
probability of good fit in other samples < 0.001. 
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Post‐hoc model modification was conducted based on the base and extended models. The 
modified model or Habit‐Technology Fit Model (HTF Model) achieved optimal fit at ݔଶ ݂݀⁄  < 
2 level, as well as statistical significance (ݔଶ ݂݀⁄  = 1.545, ݌ = 0.100, RMSEA = 0.033, PCLOSE 
=  0.822).  This model  fit  is  acceptable  at  the most  rigorous  level,  and  is  appropriate  to 
confirm theory. 
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CHAPTER 5   FINDINGS AND DISCUSSION 
5.1  Objective 
The purpose of this chapter  is to discuss the key empirical and some additional findings of 
this research. This chapter examines the results generated by the data analysis, and relates 
them to previous research of habit and technology acceptance. This chapter also presents 
theoretical contributions of this research.  
5.2  Positive relationship of habit‐technology fit and behavioral intention 
The  results  of  this  thesis  supported  a  positive  and  statistically  significant  relationship 
between  habit‐technology  fit  and  behavioral  intention.  This  finding  confirms  previous 
technology  acceptance  studies  where  a  positive  relationship  between  single  habit  and 
behavioral  intention was  supported,  such as  the  study on data mining  tools presented  in 
Huang, Wu and Chou (2013), the research about mobile  Internet  in Venkatesh, Thong and 
Xu  (2012),  virtual worlds  in  Barnes  (2011),  e‐commerce  adoption  in  Liao,  Palvia  and  Lin 
(2006), and business to consumer websites in Gefen (2003) suggested the relationship of a 
single  habit  and  behavioral  intention.  This  thesis  extended  the measurement  capacity  in 
these  studies—from  single  to  multiple  and  from  predetermined  to  non‐predetermined 
habits.  This  thesis  makes  a  novel  contribution  to  the  literature  of  habit,  technology 
adoption,  person‐environment  fit  and  compatibility  by  offering  the  conceptualization  of 
Habit‐Technology  Fit  as  a  new  construct,  and  the  systematical  development  of  the 
corresponding measurement scale.  
The relationship of habit and behavioral  intentions has rarely been studied  including other 
than single predetermined habit that corresponds to its target behavior. This thesis extends 
previous  research  by  providing  a  new  measurement  that  considers  multiple  non‐
predetermined  habits,  which  constitutes  an  original  and  significant  contribution  to  the 
literature of habit and technology acceptance.  
By extending the scope of the habits that can be captured with the new measurement scale, 
this thesis also extends previous theory of habits by addressing the gap about the influence 
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of a  structure of multiple habits—not  just one—upon behavioral  intention. Therefore, an 
original and significant contribution of this thesis to the  literature of habit and technology 
acceptance  is  the  incorporation  of  multiple  non‐predetermined  habits  to  a  technology 
acceptance model. The findings of this thesis confirm studies such as Chen and Lai (2011) on 
public  transport  use,  Klöckner, Matthies  and &  Hunecke  (2003)  on  travel mode  choices 
(using bipolar measure and multiple RFM), Verplanken and Faes (1999) on unhealthy food 
habits,  Verplanken  (1994)  on  car  use,  and  Landis,  Triandis  &  Adamopoulos  (1978)  on 
classroom  teacher  behavior.  Although  the  habits  considered  in  these  studies  were 
predetermined by their researchers, their measures captured multiple habits.  These studies 
hypothesized the positive relationship between habit and behavior, but implicitly tested the 
relationship of multiple, still predetermined, habits and behavior. 
The measurement  technique  found  in  Verplanken’s  Study  4  (Verplanken & Orbell  2003) 
asked  participants  to  create  a  list  of  habits  and  report  their  frequency,  and  then  the 
researcher would take the habit with highest frequency. The work of Study 4 would end in a 
final measure of a single habit, but it had the value of not being imposed by the researcher. 
Thus,  this  thesis  extends  the  scope  of  non‐predetermined  habit  measurement  by 
incorporating a measure for multiple habits.   
This  research  confirm  the positive  relationship of  compatibility upon behavioral  intention 
previously observed  in person‐environment  fit  studies  (Cable, D. M. & DeRue, D. S. 2002; 
Kristof‐Brown, Zimmerman &  Johnson 2005), and compatibility dimensions upon behavior 
in  technology  acceptance  (Karahanna,  Agarwal  &  Angst  2006).  It  may  also  extend 
Karahanna,  Agarwal  and  Angst’s  (2006)  acceptance model  as  habit  technology  fit  could 
provide a new dimension of compatibility. 
Validation of theoretical concepts that had not been tested empirically before is provided in 
this  thesis.  It  confirms  Bourdieu  (1984)  and Hodgson’s  (2010)  theoretical  studies  in  that 
Individuals  ‘rely on their habitus as a tool to respond to changes’ (Bourdieu 1990, p. 290), 
and  in  that  ‘rational  choices  themselves  are  always  necessarily  reliant  on  prior  habits’ 
(Hodgson 2010, p. 6). 
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5.3  Moderation  of  age,  experience  and  gender  upon  habit  habit‐technology  fit  and 
behavioral intention  
The  relationship  between  habit‐technology  fit  and  behavioral  intention was  significantly 
moderated by age and experience but not by gender. The effect of habit‐technology fit upon 
behavioral  intention was stronger  in the older and more experienced. Gender was slightly 
stronger for men, but statistically not significant.  
These  findings  would  confirm  age  and  experience  act  as  significant  moderators  in  the 
relationship between habit and behavioral intention in previous empirical research, such as 
in  the  study  on  mobile  Internet  technology  (Venkatesh,  Thong  &  Xu  2012),  and  the 
importance of age  in electronic banking acceptance (Dabholkar & Bagozzi 2002). They also 
confirm similar empirical  results  in  the study of acceptance of 3D‐gestures  (Comtet 2013) 
based in which gender appears not a significant moderator of acceptance.  
In  regards  to  age  and habit,  the  findings of  the main  study may  also empirically provide 
some support to the ideas of Dewey (2002) who suggested that adult custom and habits get 
stronger while growing, are jealously kept, and ‘tame’ the originality of the younger self. In 
other words, it also support the notions about the conservative pull of habits in Wood and 
Neal (2009), and that old habits are likely to be maintained because of the speed and ease 
with which  past  patterns  of  behavior  can  be  initiated  and  executed  (Ouellette & Wood 
1998).  
For gender, Venkatesh, Thong and Xu  (2012) carefully articulated an argument  in order to 
hypothesize  its  relationship with  habit.  The  argument  included  strong  propositions  from 
psychology and consumer research such as (Gilligan 1982), (Farina & Miller 1982), (Krugman 
1966), and (Meyers‐Levy & Tybout 1989) also found  in (Goldner & Levi 2014), (Iijima et al. 
2001), and (Milne & Greenway 1999). These propositions suggest that generally women will 
show higher  levels of attention to detail compared to men.  In their argument, Venkatesh, 
Thong  and  Xu  (2012)  suggest  that  the  greater  the  attention  to  detail,  the  smaller  the 
attachment for the own habits. Therefore, if women pay more attention to detail than men, 
they should be less attached to their habits. The findings of this thesis in regards to gender 
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as  a  moderator  of  habit  may  empirically  reject  this  argument  and  may  confirm  the 
qualitative research in Al‐Htaybat and von Alberti‐Alhtaybat (2013) about the irrelevant role 
of gender in technology adoption. 
5.4  Base model 
The  results of  this  thesis showed  that not all  the original  relationships  in Venkatesh et al. 
(2003) obey the theoretical criteria suggested by the Unified Theory of Acceptance and Use 
of  Technology  (UTAUT).  The  key  independent  variables  of  the  model—performance 
expectancy,  effort  expectancy,  and  social  influence—held  a  positive  and  significant 
relationship with behavioral intention. There was also a positive and significant relationship 
between behavioral intention and actual behavior (facilitating conditions was dropped after 
the factor analysis, and could not be included in the test).  However, the moderators did not 
achieve criterion‐related validity, leading to support Hypothesis partially. 
5.4.1  Key determinants of intention in UTAUT 
These  findings  confirmed  a  positive  relationship  between  three  key  determinants  and 
behavioral  intention:  performance  expectancy,  effort  expectancy,  and  social  influence, 
which  previous  research  had  found  such  as  (Venkatesh  et  al.  2003;  Venkatesh &  Zhang 
2010) in UTAUT and UTAUT2 where the full unmodified model was tested, and (Venkatesh, 
Thong &  Xu  2012) where  an  extended model  is  tested.  Similar  findings were  present  in 
numerous studies where all the key determinants are all significant. Examples can be found 
in Ney’s  (2013) thesis on mCRM applications  for smartphones,    in the Powell et al.  (2012) 
study  on  large‐scale  enterprise‐level  systems,  in  Sok  Foon  and  Chan  Yin  Fah’s  (2011) 
research on Internet banking targeting individuals out of an organization, the work of Wang 
et  al.  (2010)  on  the  acceptance  of  distance  learning  technologies, McLeod,  Pippin  and 
Catania’s (2009) study on Tax Software use, and Bandyopadhyay and Fraccastoro’s   (2007) 
research on prepayment metering systems.  
These  findings  also  confirm  research  prior  to UTAUT  (Venkatesh  et  al.  2003), where  the 
constructs  might  be  considered  quite  equivalent  as  they  share  some  or  all  the  same 
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measurement  items.  The  constructs  in which  performance  expectancy  has  its  roots  are 
perceived usefulness  (Davis 1989)  from where performance expectancy  inherited  all  four 
measurement  items. Other constructs associated  to performance expectancy are extrinsic 
motivation  (Davis, Bagozzi & Warshaw 1992),  Job‐fit  (Thompson, Higgins & Howell 1991), 
Relative  Advantage  (Moore  &  Benbasat  1991),  and  Outcome  Expectations  (Compeau  & 
Higgins 1995). These  constructs are  related  to  the expectations of  the users who believe 
that using technology will enhance their performance, help them to achieve, offer them an 
advantage  or  improvement  to  their  outcomes.  Thus,  this  thesis  confirms  performance 
expectancy  and  its  predecessors’  positive  and  significant  relationship  with  behavioral 
intention.  
This thesis also confirms the positive and significant relationship between effort expectancy 
and  behavioral  intention  (Venkatesh  et  al.  2003).  Effort  expectancy  is  equivalent  to 
Perceived  Ease  of  Use  (Davis  1989; Moore  &  Benbasat  1991)  from  which  its measures 
derive. Another similar construct is Complexity (Thompson, Higgins & Howell 1991) because 
all  these constructs  reflect  the  individual’s estimation about ease or difficulty  that will be 
involved in using a technology.  
Social  influence  (SI)  (Venkatesh et al. 2003) has  its  roots  in a great  tradition of  research. 
Thus,  the  results  of  this  thesis  confirm  the  positive  and  significant  relationship  between 
social  influence  and  behavioral  intention.  Social  influence  derives  from:  Subjective Norm 
(Ajzen  1991)  from where  two UTAUT  items  derive,  Social  Factors  (Thompson, Higgins & 
Howell 1991) which provides UTAUT with the other two measurement items that integrate 
the  social  influence  scale.  The  influence of others  through  their opinions  and  status  in  a 
social  system  are  contained  in  these  constructs,  and  they  considered  important 
determinants in the decision of using technology.  
5.4.2  Moderators of the UTAUT base model  
The findings of this thesis rejected age, gender and voluntariness as moderators of UTAUT. 
Only  experience  was  confirmed  to  moderate  the  relationship  of  social  influence  and 
behavioral intention with stronger effect with less experienced individuals.  
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For age as a moderator, this thesis differs from the findings of Venkatesh et al. (2003) and 
Venkatesh and Zhang (2010) in the US and Bandyopadhyay and Fraccastoro (2007) in India, 
but it supports previous research from Martins, Oliveira and Popovič (2014) in Portugal, Chu 
(2013)  in China and Taiwan, Ney  (2013)  in  the US, Venkatesh and Zhang  (2010)  in China, 
AbuShanab  and Pearson  (2007)  in  Jordan, Al‐Gahtani, Hubona  and Wang  (2007)  in  Saudi 
Arabia, as well as Lu, Yu and Liu (2009) in China. 
For  gender  as  a moderator,  this  thesis  refutes  Venkatesh  et  al.  (2003),  Venkatesh  and 
Zhang’s (2010) findings  in the US and Bandyopadhyay and Fraccastoro  (2007)  in  India, but 
confirms  the  findings  in  the  research of Martins, Oliveira and Popovič  (2014)  in Portugal, 
Chu  (2013)  in  China  and  Taiwan,  Ney  (2013)  in  the  US,  Powell  et  al.  (2012)  in  the  US, 
Venkatesh and Zhang (2010) in China, Wang et al. (2010) in Taiwan, Lu, Yu and Liu (2009) in 
China, Al‐Gahtani, Hubona and Wang (2007) in Saudi Arabia, and Lin, Chan and Jin (2004) in 
Singapore. 
For voluntariness as a moderator, this thesis diverges from the findings of Venkatesh et al. 
(2003)  and  Venkatesh  and  Zhang  (2010)  in  the  US  and  Bandyopadhyay  and  Fraccastoro 
(2007)  in  India,  but  this  thesis  confirms  previous  results  from  Chu  (2013)  in  China  and 
Taiwan, Venkatesh and Zhang (2010) in China, Sahu as well as Gupta (2007) in Korea and the 
US. 
Whereas  UTAUT  hypothesized  significance  and  a  particular  direction  of  the moderation 
effects of age, gender and voluntariness (Venkatesh et al. 2003), this thesis’ findings show 
either  lack  of  significance,  a  different  direction  (stronger  effect  in  males  when  it  was 
expected  in females) or both. Venkatesh and Zhang (2010) suggested that the divergences 
from  the original UTAUT  in  the  cases of  failure  for gender, age and  voluntariness  can be 
attributed  to  cultural  differences  (Hofstede  1983)—specifically  to  individualism  and 
collectivism. Such proposition would be sustained by the research conducted    in countries 
identified as collectivists  like China  (Lu, Yu & Liu 2009; Venkatesh & Zhang 2010),    Jordan 
(AbuShanab & Pearson 2007), Saudi Arabia (Al‐Gahtani, Hubona & Wang 2007), Singapore 
(Lin, Chan & Jin 2004)  , and Taiwan (Wang et al. 2010). However,  if the original version of 
UTAUT is more suitable for individualist cultures as Venkatesh and Zhang (2010) affirm, such 
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a proposition would not explain the failure of the moderators in the US (Powell et al. 2012) 
or their success in India (Bandyopadhyay & Fraccastoro 2007).  
The  findings of  the present  study,  in contrast  to previous  research conducted  in different 
cultural settings, have shown mixed results on interactions of gender, age and voluntariness. 
These  inconsistencies make  the outcomes of Hypothesis 2 of extreme  relevance,  as  they 
suggest extremely  low probability  that UTAUT  structural model with moderators will  find 
good fit along other samples of the same population. 
5.4.3  Base model fit with data 
The results of  this  thesis  indicated acceptable model  fit  for  the base model, yet such a  fit 
was found very unlikely to find the same or better model fit  in other samples of the same 
population.  
Sound theory is expected to consistently be a good match between the structural specified 
relationships and data from empirical observations. Covariance based SEM is appropriate to 
confirm  theoretical  models,  testing  unique  structures  of  theoretical  relationships  as  a 
whole. Two indicators in covariance based SEM provide probabilistic information about the 
fit of the model—Chi square‐ratio’s p value and RMSEA’s PCLOSE (Byrne 2010; Marsh, Balla 
& McDonald 1988). These indicators are frequently overlooked, and sometimes considered 
unrealistic  to  achieve.  But,  they  are  as  important  as  the  p  value  that  indicates  the 
significance of a correlation weight when it comes to evaluate complete models.  
An original contribution of this thesis to the literature of technology acceptance may derive 
from  the analysis of  the unmodified UTAUT base model using  covariance‐based SEM and 
reporting probabilistic values for the model fit. UTAUT has traditionally been analyzed with 
variance based Structural Equation Modelling (Partial Least Squares), which is more suitable 
for prediction and exploratory analysis (Hair, Ringle & Sarstedt 2011). The covariance based 
SEM  comes with  intricacies  that makes proper  analysis much more problematical  than  it 
would be for PLS. This is due to its assumptions and the relatively complex approach to the 
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moderating  effects.  Therefore,  it  is  not  surprising  to  find  less  studies  analyzed  with 
covariance based SEM for UTAUT.  
A  study  on  distance  learning  technologies  (Wang  et  al.  2010)  included  the UTAUT’s  key 
independent variables for behavioral intention, and it included gender as a moderator. The 
model  achieved  a Chi  square  ratio  	ݔଶ ݂݀⁄   =  2.92,  and RMSEA=  .073. A  study  on mobile 
technology  (Wang & Wang 2010) used  the original measurement  scales, but added other 
three  independent  variables  upon  behavioral  intention,  it  achieved  a  Chi  square  ratio 
	ݔଶ ݂݀⁄   =  1.43,  and  RMSEA  =  .04.  Other  study  on  prepayment  metering  systems 
(Bandyopadhyay & Fraccastoro 2007) specified a model  identical to UTAUT, but  it  included 
income as moderator. This model reported a Chi square ratio 	ݔଶ ݂݀⁄  = 3.96, and   RMSEA= 
.073. However, it is notorious that none of these studies provided probabilistic values. 
The studies in the previous paragraph report similar results to the ones of this thesis in that 
they  include UTAUT’s  variables  in  their  studied models,  Bandyopadhyay  and  Fraccastoro 
(2007) report the most similar specification to UTAUT base model with moderators as tested 
in  this  thesis, and report very similar results  (this  thesis’:  	ݔଶ ݂݀⁄ = 3.338;   Bandyopadhyay 
and Fraccastoro (2007): 	ݔଶ ݂݀⁄ = 3.96). 
This thesis found better fit for UTAUT without moderators. This findings showed that UTAUT 
without moderators  achieved  fit  and  probabilistic  significance  only  for  RMSEA  (	ݔଶ ݂݀⁄ = 
2.784, p = 0.000,  and RMSEA=  .06, PCLOSE=0.171).      The  findings on  the  specification of 
UTAUT  without moderators  are  somehow  similar,  in  complexity  and  variables,  to more 
parsimonious predecessors such as TRA (Ajzen & Fishbein 1980), TAM (Davis 1989) and the 
integration of ease of use, usefulness and subjective norm (analyzed with covariance SEM) 
in (Suksa‐ngiam & Chaiyasoonthorn 2013).  
While  previous  research  has  used  covariance  based  SEM  in  their  analysis  (see 
Bandyopadhyay &  Fraccastoro  2007; Wang  et  al.  2010; Wang & Wang  2010),  and  they 
provide  some  evidence  of  the  validity  of  UTAUT,  their  results  are  not  fully  comparable 
because they include other factors in the structural specification. Comparison would require 
studies  testing UTAUT  before  extending  or modifying  it.  Partial  and modified  versions  of 
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UTAUT would not allow accurate comparisons, because when using covariance based SEM a 
single variable can alter the model fit radically. 
This thesis agrees with Venkatesh and Zhang (2010) in regards to the full model rarely being 
replicated  faithfully  (except  in  Venkatesh’s  work).  Besides,  it  was  not  possible  to  find 
analysis  reports  of  UTAUT  being  tested  with  covariance‐based  SEM  in  its  strict  original 
specification. 
This thesis is making a significant contribution to the literature of technology acceptance by 
testing UTAUT  faithfully. Although,  facilitating  conditions  factor was  not  included  due  to 
convergent and discriminant validity and  its moderators were not  tested  in consequence. 
The base model, corresponding to the first equation of UTAUT was tested unmodified (See 
Figure 2.4  ‐ UTAUT Model). 
This thesis used exact specification of the base structural model, same scales, as secondary 
technique PLS was used (original analysis technique) and slightly newer version of software 
was used  (PLS Graph 3.0). Besides  it was triangulated with the main analysis technique of 
this  thesis  (covariance‐based  SEM).  Thus,  the  method  followed  makes  the  findings 
appropriate for comparisons. 
Although limited to the base model (ܤܫ ൌ ߚ଴ ൅ ܲܧߚଵ ൅ ܧܧߚଶ ൅ ܵܫߚଷ ൅ ܩܧܰሺܲܧሻߚସ ൅ ܩܧܰሺܧܧሻߚହ ൅
ܩܧܰሺܵܫሻߚ଺ ൅ ܣܩܧሺܲܧሻߚ଻ ൅ ܣܩܧሺܧܧሻߚ଼ ൅ ܣܩܧሺܵܫሻߚଽ ൅ ܧܺܲሺܧܧሻߚଵ଴ ൅ ܧܺܲሺܵܫሻߚଵଵ ൅ ܸܱܮሺܵܫሻߚଵଶ ൅ 	ߝ), 
replicating  the  exact  specification  of UTAUT was  an  important  task.  Testing UTAUT  base 
model by a confirmatory analysis method—such as covariance based SEM—may contribute 
with a useful benchmark to the literature of technology acceptance. 
5.5  Extended model 
The  inclusion  of  habit‐technology  fit  in  the  base  model  revealed  a  highly  collinear 
relationship between habit‐technology  fit, performance expectancy and effort expectancy. 
Very  similar  findings  were  found  in  previous  research.  Discrimination  issues  have  been 
reported  between  performance  expectancy  (perceived  usefulness)  and  individual’s 
compatibility with work‐style scales  (which  is a dimension of compatibility, and might also 
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be  a  dimension  of  habit).  As  in  this  thesis, which  provided  strong  evidence  of  semantic 
differentiation between concepts habit‐technology  fit, performance expectancy and effort 
expectancy; Karahanna, Agarwal and Angst (2006) found significant conceptual differences 
between  compatibility  work‐style  and  perceived  usefulness  (same  measurement  as 
performance expectancy). Still,  factor analysis presented  them as undifferentiated.  In  the 
case  of  habit‐technology  fit,  further  analysis  revealed  an  explanatory  power  of  intention 
greater  than  performance  expectancy  and  effort  expectancy  combined.  This  finding may 
contribute  to  revisit  previous  measurement  of  compatibility  which  has  faced  high 
collinearity with performance expectancy and may deserve a second evaluation such as  in 
work‐style compatibility in (Karahanna, Agarwal & Angst 2006).  
An explanation for such paradoxical finding on the value of habit‐technology fit relies in the 
theory  of  measurement.  Fornell  and  Larcker  (1981)  explain  that  convergent  validity  is 
granted when within‐construct correlations are high and about the same magnitude. On the 
other hand, discriminant validity is conferred when the cross‐correlations are high, uniform, 
and lower than the within‐construct correlations. However, the content validity of the scale 
cannot be directly inferred from pure statistic methods such as reliabilities or factor analysis 
(DeVellis  2012).  Thus,  this  finding  may  also  constitute  a  significant  contribution  to  the 
measurement of  habit‐related  compatibilities  in  the  literature of habit,  compatibility  and 
technology acceptance. 
5.5.1  Extended model fit with data 
The  specification of  the extended model was  found  to have a  slightly worse  fit with data 
than  the base model  (	ݔଶ ݂݀⁄ = 3.601  vs  	ݔଶ ݂݀⁄ = 3.388  respectively). The extended model 
achieved  an  acceptable  fit,  but  its  particular  specification  failed  to  achieve  statistical 
significance  as  a  whole,  exactly  as  it  happened  with  the  base  model  (p  =  0.000  and 
PCLOSE=0.000  in  both  cases).  Convergence  and  differentiation  are  not  relevant  to  the 
properties of the chi square (Fornell & Larcker 1981), and therefore a valid result on the fit 
of the model was obtained.  
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The  findings on  the structure of  the extended model may support model specifications of 
previous  research.  Similar  specifications  where  single  habit  was  integrated  habit  with 
UTAUT can be found in Escobar‐Rodríguez and Carvajal‐Trujillo (2013), Ney (2013), Pahnila, 
Siponen and Zheng  (2011), Venkatesh, Thong and Xu  (2012). This thesis supports  to some 
extent the models presented in their work. However, only the exact specifications could be 
compared or confirmed when dealing with whole structures, and no study was found with 
the  exact  same  structure.  The  findings  on  the  specific  structural  relationships  of UTAUT 
extended by the construct developed in this thesis (habit‐technology fit) extend theory and 
constitute an original contribution to the literature of habit and technology acceptance.  
Habit‐technology fit (HTF) was new construct developed, measured and tested in this thesis. 
Data generated from 251 adults in 25 countries confirmed the fundamental relationships of 
UTAUT  and  its  integration with  HTF  in  an  extended model  proposed  in  this  thesis.  The 
quantitative data strengthens this investigation and confirms that habit‐technology fit has a 
positive  impact upon behavioral  intention. This constitutes a novel contribution  to  theory 
and to the literature on habit, and technology acceptance. 
5.6  Modified model and other findings 
This study found that by keeping habit‐technology fit in the model, instead of performance 
expectancy and effort expectancy, the total loss on the effect size would be 0.4%. That loss 
is the effect size that no other variable  in the model can provide  if these two variables are 
dropped. In contrast, by dropping habit‐technology fit a unique margin of 5.2% of the effect 
size upon behavioral  intention would be  lost Figure 5.1  ‐ Redundancy Analysis: Effect Size 
upon Behavioral  Intention). This finding builds on previous research which has found habit 
as an  important determinant of  intentional behavior and still because of being conducted 
based on single habit  it has  found habit’s relative  importance  just moderate (see Escobar‐
Rodríguez & Carvajal‐Trujillo 2013; Ney 2013; Pahnila, Siponen & Zheng 2011; Venkatesh, 
Thong  &  Xu  2012),  whereas  multiple  non‐predetermined  habits  represented  by  habit‐
technology fit relative importance was found very high in this research.  
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REDUNDANCY ANALYSIS: EFFECT SIZE UPON BEHAVIORAL INTENTION 
Figure 5.1 ‐ Redundancy Analysis: Effect Size upon Behavioral Intention  (Source: Author)
One of the objectives of this thesis consisted of conducting post‐hoc model modification in 
order to achieve the best model specification and best fits with the data (ݔଶ ݂݀⁄  = 1.545, ݌ = 
0.100, RMSEA = 0.033, PCLOSE = 0.822). This thesis found that the best model specification 
included: habit‐technology fit and social  influence as determinants of behavioral  intention, 
and  behavioral  intention  as  determinant  of  actual  behavior.  This  section  begins  the 
discussion with collateral findings that reinforce the parsimonious specification the final HTF 
Model.  
These findings of redundancy of the effect size suggest that habit‐technology fit effect size 
could  be more  robust  than  performance  expectancy  and  effort  expectancy  together  in 
relationship with behavioral intention. Based on these findings, habit‐technology fit may be 
able  to synthetize  the effects of perceived usefulness and perceived ease of use  from  the 
Technology  Acceptance Model  TAM  (Davis,  Bagozzi & Warshaw  1989),  and  performance 
expectancy and effort expectancy  from UTAUT  (Venkatesh et al. 2003). The reason  is that 
both scales are inherited from TAM, and remain the same in the two models.  
This  finding  may  also  extend  the  efforts  to  synthetize  the  best  research  traditions  of 
technology  acceptance  initiated  with  the  Unified  Theory  of  Acceptance  and  Use  of 
Technology  (Venkatesh  et  al.  2003),  and may  constitute  an  original  contribution  to  the 
theory of technology acceptance.  
This thesis does not disregard the value of performance expectancy and effort expectancy in 
acceptance of technology. On the contrary, it confirms their role as important predictors of 
HTF
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behavioral  intention as  it was suggested  in Venkatesh et al. (2003), and extensively tested 
thereafter, in studies such as Martins, Oliveira and Popovič (2014), Chu (2013), Ney (2013), 
and Suksa‐ngiam and Chaiyasoonthorn  (2013). By no means would  this proposition  imply 
that ease equals habits or  fit, or  that usefulness equals habits or  fit. Evidence provided  in 
this  thesis  (Q‐Sort)  supports  these  conceptual  differences.  However,  the  redundancy 
between habit‐technology fit, performance expectancy and effort expectancy may provide a 
variable  that  can only be used  in  alternative models without performance expectancy or 
effort  expectancy.  This  may  constitute  an  original  contribution  to  the  literature  of 
technology acceptance.  
The overlapping effect size of habit‐technology fit could provide some empirical support to 
the  untested  hypothesis  in  Karahanna,  Agarwal  and  Angst  (2006)  about  the  relationship 
between  work‐style  compatibility  and  usefulness.  Besides,  it may  confirm  that  habitual 
behavior is perceived as easy, whereas non‐habitual behavior is perceived as more complex, 
which has been affirmed  in previous empirical research, see  (Wood, Quinn & Kashy 2002) 
and (Verplanken, Bas et al. 1998).  
5.6.1  Post‐hoc Modified Model 
The post‐hoc modification process revealed that the best specification was the one shown in 
Figure 5.2.  In  the  final model habit‐technology  fit  (β=.44) and  social  influence  (β=.36) are 
supported  as  determinants  of  behavioral  intention,  and  behavioral  intention  (β=.70)  is 
supported as determinant of actual behavior at p value <.001.The final model got a better fit 
than the base and extended models—with and without moderators.  It also reached better 
fit than  its own specification with moderators. No other combination tried achieved better 
fit and probabilistic significance than the one shown in this figure.  
This  suggests  that  the  combination  of  habit‐technology  fit  and  social  influence might  be 
better  than  the  combination  of  performance  expectancy,  effort  expectancy  and  social 
influence or habit‐technology  fit, effort expectancy and  social  influence. Therefore  it was 
deemed appropriate to suggest the Habit‐Technology Fit Model as an original contribution 
to the theory of technology acceptance. 
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NEW MODIFIED MODEL: HABIT‐TECHNOLOGY FIT MODEL 
 xଶ df⁄ ൌ 1.545,	p ൌ 0.100,	GFI ൌ 0.990, CFI ൌ 0.996,  RMSEA ൌ 0.033, PCLOSE ൌ 	0.822. 
Correlation: SI↔HTF =0.448***
* p value < .05, ** p value < .01, *** p value < .001 
Actual Behavior (AB), Behavioral Intention (BI), Habit‐Technology Fit (HTF), Social Influence (SI). 
Figure 5.2 ‐ New Modified Model: Habit‐Technology Fit Model  (Source: Author)
An  explanation  of  the  findings  could  be  found  in  one  of  the most  influential  theories  of 
human behavior,  the Theory of Reasoned Action TRA  (Ajzen & Fishbein 1980) detailed  in 
Section  2.6.2.  TRA  posits  that  attitudes  and  subjective  norm  are  the  most  important 
determinants of behavioral  intention, which  leads to actual behavior. The simplicity of the 
models (TRA and HTF), and the full equivalence between subjective norm (Ajzen & Fishbein 
1980)  and  social  influence  (Venkatesh  et  al.  2003)  constructs,  suggests  remarkable 
resemblances between TRA and the new HTF model.  
The main difference between TRA (Ajzen & Fishbein 1980) and the HTF model—developed 
in this thesis—is that the habit‐technology fit construct appears instead of attitudes. UTAUT 
(Venkatesh  et  al.  2003)  eliminated  attitudes  in  the  unification  process,  where  TRA  was 
included.  This  removal of  attitude has brought  some of  the hardest  criticisms on UTAUT 
(Ben Boubaker & Barki 2006; Yang 2010; Zhang & Sun 2009). However, the theory supports 
that  attitudes  are  contained  in  habits.  Attitudes  act  as  habitual  responses  that  can  be 
thought as  a  cognitive  structure,  stored, and  retrieved  (Aarts, Verplanken & Knippenberg 
1998; Petty, Fazio & Briñol 2012). Extensive empirical  research explains and  supports  this 
association of attitudes  in habits, see (Strack & Deutsch 2004) and (Fazio 1986). Therefore, 
in  the  evaluation  of  habit‐technology  fit  attitudes  are  implicitly  considered.  From  this 
perspective the Theory of Reasoned Action (Ajzen & Fishbein 1980) would explain the new 
HTF model. Indirectly, the HTF model confirms and extends the Theory of Reasoned Action 
(Ajzen & Fishbein 1980) in an original way that may significantly contribute to the literature 
of behavior, habit, person‐environment fit, and technology acceptance.  
181 
 
5.7  Summary 
In this section the main findings of this research have been discussed. A positive relationship 
between  habit‐technology  fit  and  behavioral  intention  was  found  in  the  results  of  this 
thesis. Age and experience were also  found to moderate their relationship. These  findings 
have been related to the literature and theory, remarking the contributions of this research. 
Findings about  the base, extended and modified models,  investigated  in  this  thesis, were 
discussed as well. The following section provides conclusion to this thesis. 
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CHAPTER 6   CONCLUSIONS 
6.1  Objective 
The purpose of  this chapter  is  to  report  the contributions and  the  implications of  the key 
findings. The  limitations of  this study are acknowledged, and  recommendations  for  future 
research are presented. 
6.2  Overview of thesis objectives and research questions 
This thesis had three main objectives: to study the relationship of the structure of habits and 
behavioral  intention  in  individuals,  through  habit‐technology  fit;  to  analyze  the  effect  of 
including habit‐technology fit, as a new construct, in the Unified Theory of Acceptance and 
Use  of  Technology  (UTAUT)  framework;  and  to  conduct  post‐hoc model modification  in 
attempt to improve the research model. These main goals were achieved.  
Three  research questions were  formulated and answered  in  this  thesis.  In  regards  to  the 
first research question—the impact of habit‐technology fit upon behavioral intention in the 
context  of  technology  acceptance  was  positive  and  significant.  Age  and  experience 
moderated this relationship making it stronger for older and more experienced individuals. 
However, these moderators were unlikely to achieve model fit in other samples of the same 
population.  
For the second question, the effects of  including habit‐technology fit  in the Unified Theory 
of Acceptance and Use of Technology model had  several effects at different  times of  this 
research. By including habit‐technology fit in UTAUT the explanation of behavioral intention 
improves.  However,  the  new  construct  makes  performance  expectancy  and  effort 
expectancy’s  shared  variance  redundant.  The  effect  of  including  habit‐technology  fit  in 
UTAUT pushes  the  limits of  the analysis  techniques, and  forces a decision between habit‐
technology  fit  or  performance  expectancy  and  whether  effort  expectancy  should  be 
included in the model. 
Finally, the third question was answered in regard to whether it was possible to improve the 
model  specification  of  the  Unified  Theory  of  Acceptance  and  Use  of  Technology  by 
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conducting  post‐hoc model modification.  Performance  expectancy  and  effort  expectancy 
were replaced with habit‐technology fit, because the loss of the effect size upon behavioral 
intention  was  greater  in  the  other  way  (.4%  vs  5.2%  loss).  The  moderators  were  also 
dropped,  and  this  allowed  achievement  of  optimal  model  fit,  but  also  probabilistic 
significance (ݔଶ ݂݀⁄  = 1.545, ݌ = 0.100, RMSEA = 0.033, PCLOSE = 0.822). By performing the 
mentioned modifications UTAUT was improved and a new Habit‐Technology Fit model was 
proposed.  
6.3  Key theoretical contributions 
The main contribution of this research is that it has conceptualized a new construct—habit‐
technology  fit—and  empirically  investigated  its  relationship  with  behavioral  intention. 
Habits, other  than  the one which  corresponds with  the  target behavior, had  rarely been 
considered,  if  ever,  in  the  theory  of  habit  or  technology  acceptance.  This  thesis  found 
theoretical grounds  to  suggest  that habits  cannot exist  in a pure  isolated  form, and  their 
complete  structure  determines  taste,  choice  and  understanding  (Bourdieu  1984;  Swartz 
2002; Wozniak 2009).  It  found empirical evidence that multiple habits—predetermined by 
the researcher—had an impact upon behavioral intention. It also found literature of person‐
environment fit, such as (Cable & DeRue 2002; Kristof‐Brown, Zimmerman & Johnson 2005), 
asserting that the salient characteristics which determine behavioral  intention vary among 
individuals,  and  ‘perceived  fit’  may  capture  these  characteristics  which  are  salient  to 
individual dynamically. Therefore, the combination of perceived fit and habits could possibly 
anticipate  that  the  better  the  fit  between  habits  and  the  technology,  the  higher  the 
intention  to  use  it.  This  concept  was  empirically  confirmed.  Thus,  the  theorized  habit‐
technology  fit  construct  constitutes  an  original  contribution  to  the  theory  of  habit  and 
technology acceptance.  
Second,  habit‐technology  fit  operationalization may  open  a  new  avenue  for  research  in 
which the structure of habits is considered, measuring only single or predetermined habits. 
This  operationalization  is  different  from  previous  approaches  that  measure  single 
predetermined:  (Escobar‐Rodríguez  &  Carvajal‐Trujillo  2013;  Limayem  &  Cheung  2008); 
single  semi‐predetermined:  (Klöckner,  Matthies  &  Hunecke  2003);  single  non‐
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predetermined:  (Verplanken & Orbell  2003); multiple  predetermined:  (Chen &  Lai  2011; 
Klöckner, Matthies & Hunecke 2003; Landis, Triandis & Adamopoulos 1978); and multiple 
semi‐predetermined:  (Bamberg  &  Schmidt  2003;  Klöckner,  Matthies  &  Hunecke  2003; 
Verplanken, Bas et al. 1998). The main difference  is the number and salience of the habits 
considered from the individuals’ perspective. 
Third,  this  thesis contributes  to  the  theory of  technology acceptance by presenting a new 
model.  The Habit‐Technology  Fit model  (see  Figure  6.1)  is parsimonious,  and  as  a whole 
model it overcame UTAUT by achieving a better fit with data, but also acceptable statistical 
significance as a model. This model is an original contribution of this thesis to the literature 
of habit, and technology acceptance.   
HABIT‐TECHNOLOGY FIT MODEL 
 
 
 
 
  
 
 
 
Figure 6.1 ‐ Habit‐Technology Fit Model  (Source: Author)
6.4  Research implications 
This  thesis  uncovered  and  addressed  a  gap  in  the  literature  of  habits  where  a  whole 
structure of habits has been overlooked  in  its  relationship with  intention and behavior by 
only paying attention to single habits. However, the findings of this research may drive the 
attention of researchers to many aspects and relationships of the ‘other’ habits. 
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Habit‐technology fit was proposed as a new construct  in technology acceptance. However, 
researchers  may  continue  to  find  apparent  differentiation  concerns  with  performance 
expectancy  and  high  collinearity with  effort  expectancy.  Therefore,  an  implication  of  the 
new construct might be that these  factors may not be able to be tested together most of 
the  time without  risking  the  validity  of  the  results  by multiple  regression  and  structural 
equation modeling techniques.  
In the context of this research, it was found that habit‐technology fit and social influence are 
the  best  predictors  of  behavioral  intention. Habit‐technology  fit  contained  almost  all  the 
explanatory power of performance expectancy and effort expectancy. This may  imply that 
researchers  could use habit‐technology  fit  in  substitution of  these  constructs, but also of 
equivalent constructs such as perceived usefulness and perceived ease of use (Davis 1989), 
and yet maintain the explanatory power upon intention.  
Furthermore, the new model presented might be the beginning of a different line of models 
and extensions. However,  it may also bring the attention of researchers to the  importance 
of  the probabilistic aspects of model  fit  in structural equation modeling as an  indicator of 
significance for the models as a whole.  
6.5  Practical implications 
A practical implication of this research is connected with the industry of the information and 
communication technologies. In order to reduce user resistance to change, a major factor of 
failure in adoption of technology (do Canto Cavalheiro & Joia 2013; Jiang, Muhanna & Klein 
2000), new product developers and designers may need to consider developing technology 
which  is  compatible  with  the  habits  of  their  users.  This  study  identified  that  habit‐
technology  fit  positively  influences  behavioral  intention.  It means  that  the  better  the  fit 
between a person’s habits and the technology, the higher the intentions to accept and use 
the proposed  technology. Previous empirical  research has shown  that  radically  innovative 
products may  fail because  the design  characteristics of  the new product  are  incongruent 
with the existing, with greater learning costs for the user identified as the reason of failure 
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(Mugge & Dahl 2013). It is not that radical innovations are not needed; these findings mean 
that it has to be designed to be compatible with the current habits of its users.  
Utilization  of  the  Internet  is  growing  at  an  astonishing  rate,  (Chung  &  Tan  2004)  and 
particularly Software‐as‐a‐Service  industry expects continued fast growth  in the next years 
(17.5% annually until 2016). Since SaaS  is offered on‐demand,  the  focus of  the  industry  is 
largely moving  from CIOs  to end‐users, who must be pleased  in order  to  keep  corporate 
sales  and  grow  (PwC  2013).  This  thesis  points  to  an  important  aspect  of  individual 
acceptance  and  use  of  technology.  For  individuals  to  accept  technology,  it  has  to  be 
designed compatible with their habits.  
Companies are frequently focused on  innovation. But by concentrating on  innovation only, 
high  costs of  learning  can are  imposed on  the end‐user  (Mugge & Dahl 2013). When  the 
user  has  several  options,  software  that  is  less  compatible with  the  user  habits may  face 
serious trouble.   
These thesis findings may also have  implications for changes and  interventions demanding 
to move  away  from  current habits  and  adopt  incompatible behaviors. Requesting drastic 
changes in behavior is an unlikely success strategy according to the findings of this research. 
Instead, progressive changes, which are more compatible with  the  individuals’ habits, are 
more likely to be accepted and sustained. Progressive changes may reshape previous habits 
and eventually lead to the target behavior. Habits are elastic and plastic, so they change but 
change slowly as they preserve precious experience. Then, they sustain patterns of behavior 
(Hodgson 2010; Verplanken & Wood 2006; Wood & Neal 2009). 
6.6  Limitations and Future Research 
As  in every field, the  long term aspiration of the technology acceptance research might be 
finding  a  robust,  and  yet parsimonious  theory.  It  is  important  for  a  theory of  technology 
acceptance to be capable of predicting acceptance across settings and technologies. One of 
the  limitations  of  this  research  is  the  level  at which  its  findings  can  be  generalized.  The 
target population of this study was—defined as comprising adults who are  ‘Software‐as‐a‐
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Service’  users  in  public  clouds,  and  understand  English—was  approached  with  a  non‐
probability sample. Non‐probability samples are not  ideal, yet sometimes necessary when 
the  elements  of  the  population  cannot  be  identified,  and  therefore  cannot  be  randomly 
selected  (Blaikie  2010).  However,  this  limitation was  addressed  by  using  a  Respondent‐
Driven‐Sampling  technique which  reduces  the bias by homophily  (Heckathorn 2002). This 
research also considered in the sample the representation of characteristics that have been 
identified  as  influential  in  technology  acceptance  such  as  age,  gender,  experience, 
voluntariness, hedonic and utilitarian utilization, and cultural index of individualism.  
Whereas an  individual can retrospectively become aware of his habits by the traces of his 
unaware  actions  (Mittal  1988),  self‐report  bias  that  comes  from  a  semi‐natural  setting 
remains a limitation. When people are asked to report on themselves, there might be a gap 
between the report and reality (Blaikie 2010). This is a limitation common to most research 
in technology acceptance, see (Venkatesh et al. 2003), (Davis 1989), and (Fishbein & Ajzen 
1975). Perceived fit as a self‐report measure, may not allow estimation of the independent 
effects of the person’s characteristics, apart from the environment’s (Edwards 1991, 1996). 
However, perceived  fit has proved better to predict  intention and behavior than objective 
measures  of  fit  (Cable  &  DeRue  2002;  Kristof‐Brown  &  Billsberry  2012;  Kristof‐Brown, 
Zimmerman & Johnson 2005). In the future, researchers may attempt to separate the effect 
of specific habits from habit‐technology fit with redundancy analysis.  
The  new  Habit‐Technology Model  presented  in  this  thesis  needs  further  testing  across 
contexts and  technologies.  In doing  this,  it  is particularly  important  to apply confirmatory 
techniques such as covariance‐based structural equation modeling to strengthen or weaken 
the  general  validity  of  the model.  Before  extending  or modifying  the model,  it  is  highly 
recommended  to  test  and  report  all  the model  fit  indicators.  Probabilistic  values  for  chi 
square and RMSEA are particularly  important for theoretical confirmation purposes (Byrne 
2010; Hair et al. 2010). More research is also needed to establish the role of culture across 
several  countries,  and  longitudinal  studies  using  the  Habit‐Technology  Fit  Model  are 
recommended.  
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One of the constructs which is considered a determinant of actual behavior in UTAUT, could 
not  be  tested.  In  the  particular  context  of  this  research,  facilitating  conditions  failed  to 
achieve  convergent and discriminant  validity. The  construct was dropped, and  the model 
had to be tested without it. Further research is needed to improve the measurement scale 
of  facilitating  conditions. This  construct  should either be defined  as one‐dimensional  and 
made more general, or acknowledged as multidimensional and develop redundancy  items 
for each dimension. This thesis provided  important results about the theoretical validity of 
UTAUT, but not being able to test facilitating conditions  in the model  is a  limitation of this 
research.   Thus, replicating the original specification of UTAUT by confirmatory techniques 
remains an important task for future work.   
Measurement  of  habits  has  been  approached  with  habit‐technology  fit.  However,  this 
approach  is  a  proxy  to measure  habits,  not  the measurement  of  habits  per  se.  Future 
research is encouraged to define habits with an empirical and ontological approach. Future 
success  and  significance  of  habits  in  advancing  to  sound  theory may  depend  on  clearly 
understanding habit’s identity, essence, unity, and dependence (see Welty & Guarino 2001). 
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6.7  Summary 
This  chapter  provided  closure  to  the  thesis.  Research  objectives  and  research  questions 
were revisited and answered  from  the  findings.  It also presented  the key contributions of 
this  research,  such  as  the  conceptualization  of  habit‐technology  fit  construct,  empirical 
evidence of its positive relationship with behavioral intention, and the contribution of a new 
model  of  technology  acceptance  based  on  habit‐technology  fit  and  social  influence  as 
determinants  of  intention.  This  chapter  discussed  research  and  practical  implications, 
acknowledged limitations and suggested future research.   
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APPENDIX 1 ‐ KEY CHARACTERISTICS OF HABIT EXTRACTED FROM DEFINITIONS  
No Reference Specific Discipline Grouped Discipline Definition
Standardized 
(Plurals and 
Regionalisms 
eliminated)
Grouped as:
1 (Abow itz 2011) Education Education Habits are acquisitions that require the use of reason and active 
preference.
Acquisition Acquisition
2 (Abow itz 2011) Education Education Habits are developed dispositions for established forms of action and thought. Disposition Tendency
3 (Abow itz 2011) Education Education Habit is a form of executive skill, an eff iciency in doing. Skill Ability
4 (Abraham & Sheeran 2003) Psychology Psychology
According to this view , habits are behaviors that are (or w ere) 
functional in terms of achieving particular goals and strong 
associations have developed betw een particular environmental cues 
and particular action schemas.
Behavior Behavior
5 (Allen 2010) Literature Humanities Habits are socially shaped, unconscious modes of response to the 
environment.
Modes Ways
6 (Allen 2010) Literature Humanities
Habits do not just denote the general predictability of a particular 
individual's behavior, so that one can judge an act as "in character" or 
"out of character."
Predictability Predictability
7 (Alshuw aikhat & Nkw enti 2003)
 Business And 
Economics Business and economics
Habits are determinant characteristics of most humans, and often 
reinforced by fear of the unknow n in the face of apparent or implied 
change.
Characteristics Characteristics
8 (Anshel & Kang 2007) Health Health and medical
Negative habits are defined as thoughts, emotions, or behavioral 
tendencies that the individuals perceive as undesirable or not in their 
best interests.
Tendency Tendency
9 (Anshel & Kang 2007) Health Health and medical habits are thoughts, emotions, or tasks experienced regularly Emotions Emotions
10 (Arbuthnott 2009) Education Education Habits are largely unconscious behaviors, so it is very dif f icult for us 
to even notice them.
Behavior Behavior
11 (Archer 2010) Social Sciences Social Sciences
Here, "habit" is used to embrace cognate terms (habitus, customary 
behavior, habitual and routinized action). Habit denotes w hat William 
James termed "sequences of behavior that have become virtually 
automatic"
Sequence Sequence
12 (Archer 2010) Social Sciences Social Sciences
The term 'habit' generally denominates a more or less self-actuating 
disposition or tendency to engage in a previously adopted or acquired 
form of action
Tendency Tendency
13 (Archer 2010) Social Sciences Social Sciences
The compromise concept of a ref lexive habitus elides tw o concepts 
that Bourdieu consistently distinguished: the semi-unconscious 
dispositions constituting habitus and reflexivity as self-aw areness of 
them.
Disposition Tendency
14 (Armstrong 1986) Semiotics Humanities Here habits are tendencies to act and products of experimentation Tendency Tendency
15 (Aydin 2009) Philosophy Humanities A habit is a kind of mental formula that predicts how  one w ill act and w ish to act under certain conditions. Formula Formula
16 (Aydin 2009) Philosophy Humanities Habit is a w illingness to act, a proposition can be understood as a 
formulation of a w illingness to act.
Formulation Formula
17 (Bansal 2011) Information Systems Science and Technology Habit is a repeated behavioral pattern diat automatically occurs w ithout one's conscious aw areness Pattern Pattern
18 (Bayton 1957) Marketing Business and economics
Actually habits are not initiating forces in themselves; habits are 
repeated response patterns accompanied by a minimum of cognitive 
activity.
Pattern Pattern
19 (Berardelli et al. 2003) Neurology Health and medical Habits are defined as assembled routines that link sensory cues to motor action. Routines Routines
20 (Berk & Galvan 2009) Social Sciences Social Sciences Modes of response. Modes Ways
21 (Berk & Galvan 2009) Social Sciences Social Sciences Acquired predisposition to w ays. Predisposition Tendency
22 (Berk & Galvan 2009) Social Sciences Social Sciences Habit is a repertoire. Repertoire Repertoire
23 (Berridge 2007) Psychopharmacology Health and medical Habit is defined by as a goal-directed response that persists after the 
goal itself…
Response Response
24 (Biesta 2007) Education Education On this view  habits are not patterns of action, but predispositions to act. Predisposition Tendency
25 (Bonne et al. 2007) Psychology Psychology Habit is defined as behavior that has become automatic and is beyond 
an individual's aw areness.
Behavior Behavior
26 (Boyer & Liénard 2006) Behavioral and Brain 
Sciences
Health and medical Habits are assembled routines that link sensory cues (either external 
or internal) w ith motor actions. 
Routines Routines
27 (Brand 2009) Social Sciences Social Sciences
Dispositions or mental habits are formed after repetitious and 
resembling actions but w e do not become curious by repeated acts of 
curiosity.
Disposition Tendency
28 (Brinkmann 2007) Philosophical Psychology Psychology habits are practices involving skill of sensory and motor organs, cunning or craft, and objective materials Practices Routines
29 (Brockelman 2002) Health Health and medical
The w ord habit is etymologically derived from the Latin verb habere , 
w hich in one derivation means "to hold" or "grasp," or "possess" To Grasp Acquisition
30 (Brockelman 2002) Health Health and medical
The w ord habit is etymologically derived from the Latin verb habere , 
w hich in one derivation means "to hold" or "grasp," or "possess" To Possess Acquisition
(Source: Author) 
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No Reference Specific Discipline Grouped Discipline Definition
Standardized 
(Plurals and 
Regionalisms 
eliminated)
Grouped as:
31 (Brockelman 2002) Health Health and medical
From a phenomenological and existential point of view , habits are 
w ays in w hich humans shape their everyday behavior and attitudes 
tow ard life into predictable patterns.
Ways Ways
32 (Brockelman 2002) Health Health and medical
The w ord habit is etymologically derived from the Latin verb habere , 
w hich in one derivation means "to hold" or "grasp," or "possess". To Hold Acquisition
33 (Bröder & Schiffer 2006) Psychology Psychology
Whereas habits are behaviors that have usually been often repeated 
until they are so ingrained that they are automatically triggered by the 
appropriate stimulus, routines do not require repetition to be learned. 
Behavior Behavior
34 (Bula 2004) Information Systems Science and Technology A habit is a process. Process Process
35 (Canin, Dolcini & Adler 1999) Psychology Psychology Habit is the tendency to respond in an automatic fashion to external or 
internal stimuli.
Tendency Tendency
36 (Carter & Fourney 2004) Information Systems Science and Technology A person’s preferences and habits are learned behavior and/or ref lective of the personality and the mental model of the user. Behavior Behavior
37 (Charmaz 2002) Health Health and medical Habits are patterned predispositions that enable people to respond to their situations w ith economy of thought and action. Predisposition Tendency
38 (Crepeau 2007) Health Health and medical Habits are typically considered to be patterned behavior or tasks, habitual w ays of thinking are also important to understand. Behavior Behavior
39 (Crepeau 2007) Health Health and medical Habits are typically considered to be patterned behavior or tasks, 
habitual w ays of thinking are also important to understand.
Ways Ways
40 (Crissman 1942) Psychology Psychology Responses w hich express a w ay of behaving. Predisposition Tendency
41 (Cutchin 2000) Health Health and medical Habit is an acquired predisposition to w ays or modes of response. Predisposition Tendency
42 (Cutchin 2000) Health Health and medical Habits are modif iable structures of action that serve as the basis for an intelligent resolution of contextual problems. Structures Structures
43 (Cutchin 2007) Health Health and medical Habits are the "ground-pattern" for all action and feeling. Pattern Pattern
44 (Cutchin 2007) Health Health and medical Habit is as a functional tool. Tool Tool
45 (Davis 2001) Psychology Psychology Habits are dispositions and tendencies that are specif ic to a set of stimuli and that guide behavior. Disposition Tendency
46 (Davis 2001) Psychology Psychology Habits are tendencies that are specif ic to a set of stimuli and that guide behavior. Tendency Tendency
47 (de Nooijer, Onnink & van Assema 2010) Health Health and medical Habits are automatic responses to specific cues. Response Response
48 (Dobbs-Allsopp 2005) Religions And Theology Humanities Habits are patterns or w ays of dealing w ith external forces and organizing internal energies in our interplay w ith the environment. Pattern Pattern
49 (Dobbs-Allsopp 2005) Religions And Theology Humanities Habits are patterns or w ays of dealing w ith external forces and organizing internal energies in our interplay w ith the environment. Ways Ways
50 (Donham 2010) Library And Information Sciences Science and Technology
Habits are behaviors w e exhibit reliably on appropriate occasions and 
they are smoothly triggered w ithout painstaking attention.
Behavior Behavior
51 (Dunn 2000) Health Health and medical Habits are patterns of human behavior. Pattern Pattern
52 (Fischbein 2011) Psychology Psychology For Peirce habit is a rule of action. Rule Formula
53 (Forman 2010) Philosophy Humanities On this view , habit is a quasi-natural disposition insofar as it is durable, brings pleasure, etc. Disposition Tendency
54 (Forman 2010) Philosophy Humanities Habit is the most essential feature of the existence of all mental life in the individual subject. Feature Characteristics
55 (Fujii & Kitamura 2003) Transportation Business and economics A habit is defined as a psychological construct implying goal directed automaticity in implementing a behavior. Construct Construct
56 (Garrison 2002) Health Health and medical Habits are functions. Functions Functions
57 (Garrison 2002) Health Health and medical Habits are means to ends. Means Means
58 (Garrison 2002) Health Health and medical Habits predispositions to respond the same w ay given the same 
stimulus. 
Predisposition Tendency
59 (Garrison 2002) Health Health and medical Habits are our tools and if  w e haven't our kit of tools w ith us w e are certainly helpless. Tool Tool
60 (Garrison 2003) Education Education Habits are embodied dispositions to act in a manner that manifests our emotions. Disposition Tendency
61 (Granger 1998) Education Education
Habit is an ability, an art, formed through past experience. But 
w hether an ability is limited to repetition of past acts adapted to past 
conditions or is available for new  emergencies depends w holly upon 
w hat kind of habit exists.
Ability Ability
62 (Granger 1998) Education Education Habits are immediate responses to situations. Response Response
63 (Granger 1998) Education Education Habits are tools that are a necessary part of everyday life, and can 
be both positive and negative, helpful and harmful.
Tool Tool
64 (Greenberg 2009) Literature Humanities Habit is a dynamic force rather than an archive. Force Strength
65 (Greenberg 2009) Literature Humanities
Stein's habit is a gradualist and incremental but unpredictable and 
lively pattern of repetition w ith difference, a pattern that is "not 
inevitable or uniform" 
Pattern Pattern
66 (Guerreiro, Pereira & Frezatti 2006) Business Business and economics Habit is a predisposition to become involved in previously adopted or acquired forms of action. Predisposition Tendency
67 (Guerreiro, Pereira & Frezatti 2006) Business Business and economics Habit is a tendency to become involved in previously adopted or 
acquired forms of action.
Tendency Tendency
68 (Hedoin 2009) Economics Business and economics Habit is a behavioral predisposition. Predisposition Tendency
69 (Hodgson, Geoffrey & Thorbjørn 2006) Evolutionary Economics Business and economics We treat habits and routines as dispositions, rather than expressed 
behavior as such.
Disposition Tendency
70 (Hodgson, Geoffrey & Thorbjørn 2006) Evolutionary Economics Business and economics Habits and routines are replicators. Replicators Replicators
(Source: Author) 
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No Reference Specific Discipline Grouped Discipline Definition
Standardized 
(Plurals and 
Regionalisms 
eliminated)
Grouped as:
71 (Hodgson, Geoffrey 2007) Behavioral and Brain Sciences Health and medical Both instincts and habits are rule-like dispositions. Disposition Tendency
72 (Hodgson, Geoffrey 2009) Economics Business and economics Habit is a disposition to engage in previously adopted or acquired behavior. Disposition Tendency
73 (Hodgson, Geoffrey 2009) Economics Business and economics Habits are the preconditions for all reason and deliberation. Precondition Precondition
74 (Hodgson 2010) Economics Business and economics Habits are submerged repertoires. Repertoire Repertoire
75 (Kemp 1998) History of Psychology Psychology Habits are enduring dispositions. Disposition Tendency
76 (Ku 2007) Semiotics Humanities Habit is a special tendency by virtue of w hich w hat has been done w ill be done oftener than w hat has not been done. Tendency Tendency
77 (Law rence, Evans & Lees 2003) Psychiatry And Neurology Health and medical
A habit is an automatic action in a given situation, w ithout direct 
reference to the goal of that action.
Action Behavior
78 (Lefebvre 2007) Philosophy Humanities For habits are tendencies, not law s, w hich is w hy chance may manifest itself in agapastic evolution. Tendency Tendency
79 (Liao et al. 2011) Information Systems Science and Technology
Habit is an example of irrational behavior because an individual 
continues to do w hat they are habitually used to doing w ithout 
applying rational analysis to the behavior.
Behavior Behavior
80 (Liao et al. 2011) Information Systems Science and Technology Habit is the inclination for behavior and it represents current behavioral preference. Inclination Tendency
81 (Liberman & Förster 2008) Psychology Psychology Habit is the strength of association betw een action and outcome. Strength Strength
82 (Luebben & Royeen 2007) Health Health and medical Habits are ripples, bits of behavior that form routines w hen strung together into a sequence. Ripples Ripples
83 (MacMullan 2005) Philosophy Humanities Habit is an acquired predisposition to w ays or modes of response. Predisposition Tendency
84 (Mair & Bergin-seers 2010) Tourism and Hospitality Business and economics
Learned sequence of acts that have become automatic responses to 
specif ic cues and are functional in obtaining certain goals or end 
states.
Sequence Sequence
85 (McGuinness & McElroy 2010) Social Psychology Psychology Habits are pow erful forces. Much like gravity, habits exert a tremendous force and are diff icult to change. Force Strength
86 (Meyer & Sugiyama 2007) Know ledge Management Business and economics Habits are dispositions and tendencies that are specific to a set of stimuli and guide behavior. Disposition Tendency
87 (Meyer & Sugiyama 2007) Know ledge Management Business and economics Habits are tendencies that are specific to a set of stimuli and guide behavior. Tendency Tendency
88 (Miller 2010) Business Business and economics
An acquired predisposition to w ays/modes of response, a sensibility 
to certain classes of stimuli, and a reference to one's standing 
predilections and aversions.
Predisposition Tendency
89 (Moore et al. 2006) Health Health and medical
Habits are automatic behavioral routines developed w ithin a 
consistent environment, such that changing the environment may 
encourage conscious decision-making and therefore a change in 
habit.
Routines Routines
90 (Moses 2009) Literature Humanities Habits are proclivities. Proclivity Tendency
91 (Moses 2009) Literature Humanities Habits are tendencies. Tendency Tendency
92 (Nakamura 2009) Education Education Habits are also tastes - habitual modes of preference and esteem, an effective sense of excellence. Modes Ways
93 (Nakamura 2009) Education Education Habits are also tastes - habitual modes of preference and esteem, an effective sense of excellence. Tastes Preference
94 (Näslindh-ylispangar et al. 2008) Health Health and medical Habit is a learned behavior. Behavior Behavior
95 (Norros & Salo 2009) Cognition & Technology Science and Technology Habit is a tool for identifying generic patterns in the situation-specif ic behavior of the system. Tool Tool
96 (Otten 1999) Literature Humanities Habits are actions that have become embodied in the nervous system until w e don't think about them anymore. Action Behavior
97 (Pasticci 2009) Music Humanities Habit is by definition an unconscious acquisition and tends to become mechanical. Acquisition Acquisition
98 (Peng et al. 2011) Criminology Science and Technology Habits are rhythmic and consisting of patterns that w ere alw ays repeated. Pattern Pattern
99 (Petillo 2010) Theological Studies Humanities In this view , nature is the remote source, and habits are the proximate source, of acts that attain a kind of natural beatitude. Source Source
100 (Poole 2000) Health Health and medical Habits are patterns that organize daily life Pattern Pattern
101 (Pow ers & Loyka 2007) Marketing Business and economics
Consumer purchasing habits are patterns of consumer choice 
outcomes for products bought and may be unique to specif ic regions 
or markets.
Pattern Pattern
102 (Rachlin 2002) Psychology Psychology Habit is seen as a pattern of overt behavior extended in time rather than, as sometimes seen in psychology, as an internal state. Pattern Pattern
103 (Ralston 2011) Education Education Habit is a manner of action, not a particular act or deed. Manner Ways
104 (Ralston 2011) Education Education Habit is a mode of conduct, not the conduct itself. Modes Ways
105 (Ralston 2011) Education Education A w ay of action, not a particular act or deed. Ways Ways
106 (Raposa 2006) Theology & Philosophy Humanities Habits are skills. Skill Ability
107 (Reynolds 1981) Economics Business and economics The essence of a habit is an acquired predisposition to w ays of response. Predisposition Tendency
108 (Rhodes & de Bruijn 2010) Health Health and medical Habits are conceived as behavioral responses brought on by environmental cues. Response Response
109 (Ronald Lee 1998) Education Education Predisposition to w ays or modes of response, not particular acts Predisposition Tendency
110 (Satyaprasad 2009) Health Health and medical Habits are learned patterns of muscular contraction. Pattern Pattern
(Source: Author) 
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No Reference Specific Discipline Grouped Discipline Definition
Standardized 
(Plurals and 
Regionalisms 
eliminated)
Grouped as:
111 (Schäfer, Jaeger-erben & Bamberg 2012) Business Business and economics The terms routines and habits are used as synonyms in this article. Routines Routines
112 (Schmuck & Vlek 2003) Psychology Psychology
Repetition or habit is an individual process of automatic behavior 
w hich has been w ell established over time as the result of recurrent 
positive reinforcements and the absence of major punishments.
Repetition Repetition
113 (Schultz & Searleman 2002) Psychology Psychology A habit is a typical pattern of behavior. Pattern Pattern
114 (Schw abe, Dickinson & Wolf 2011) Psychiatry Health and medical
Habits are operationally defined as behavior that continues although 
the incentive value of the goal has been reduced in a devaluation 
procedure.
Behavior Behavior
115 (Seger 1994) Psychology Psychology Habits are dispositions and tendencies that are specific to a set of stimuli and that guide behavior. Disposition Tendency
116 (Seger 1994) Psychology Psychology Habits are tendencies that are specific to a set of stimuli and that guide behavior. Tendency Tendency
117 (Seton 2001)  Social Services And Welfare Social Sciences Habits are templates hard to relinquish. Templates Replicators
118 (Shields 2008) Public Administration Business and economics Habits are solutions in practice to past problematic situations. Solutions Solutions
119 (Singer 1981) Semiotics Humanities Habit is that of a self-analyzing and self-correcting disposition to act in a certain w ay under given circumstances and motivation. Disposition Tendency
120 (Sonnentag & Jelden 2009) Health Health and medical Habit is a behavioral tendency to repeat responses. Tendency Tendency
121 (Stengel 2010) Philosophy Humanities
Habits are not merely practices that issue from resolved thought; 
rather, habits are the resolution of idea, disposition or act, and affect. 
Habits hold affect in relation to act and idea.
Disposition Tendency
122 (Stengel 2010) Philosophy Humanities
Habits are not merely practices that issue from resolved thought; 
rather, habits are the resolution of idea, disposition or act, and affect. 
Habits hold affect in relation to act and idea.
Resolution Solutions
123 (Sw artz 2002) Health Health and medical A socially significant form of human behavior and none discuss it extensively. Behavior Behavior
124 (Sw artz 2002) Health Health and medical a system of durable, transposable dispositions, structured structures predisposed to function as structuring structures. System System
125 (Sw eet, Roome & Sw eet 2003) Business Business and economics Among other things these tendencies/habits and behaviors are sensitive to self-consciousness of our normative surroundings. Tendency Tendency
126 (Theuvsen 2004) Voluntary and Non-profit Organizations Business and economics
Habits are automatic responses of individuals to specific cues. They 
ref lect a behavioral tendency to repeat responses.
Response Response
127 (Thøgersen & Møller 2008) Transportation Business and economics Learned sequences of acts that have become automatic responses to specif ic cues, and are functional in obtaining certain goals. Sequence Sequence
128 (Tobias 2009) Psychology Psychology Habits are defined as slow ly developing associations betw een situational cues and repeatedly performed behavior options. Association Association
130 (Vandenberg 2010) Psychology Psychology Habits are defined as behavior patterns that become regular or spontaneous due to regular repetition. Pattern Pattern
131 (Velamuri & Dew  2010) Ethics Humanities These habits are patterns of action acquired by training that uses pleasure and pain as incentives’’ Pattern Pattern
132 (Verplanken et al. 2007) Social Psychology Psychology
Applying this insight to habits, habit is behavior that has a history of 
repetition, is characterized by a lack of aw areness and conscious 
intent, is mentally efficient, and is sometimes diff icult to control. In 
addition, habits may be part of a person's 
Behavior Behavior
133 (Wozniak 2009) Psychology Psychology Habit is both a system of dispositions to action and a repository of the effects of the organism’s past experience. Repository Repository
134 (Wozniak 2009) Psychology Psychology Habit is both a system of dispositions to action and a repository of the effects of the organism’s past experience. System System
Habits are situation-behavior sequences that are or have become
automatic and that occur w ithout self-instruction.
Pattern
Sequence
Health Health and medical Pattern
Sequence
129 (van Berkel et al. 2011)
(Yoon 2011)
Habit is a recurrent, often unconscious, behavioral pattern. 
135 Business Business and economics
(Source: Author)
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APPENDIX 2 ‐ SAMPLE OF DEFINITIONS BY DISCIPLINE 
A sample of definitions of habit(s) were extracted from 5532 records of peer reviewed articles containing the key phrases: ‘habit 
is’ or ‘habits are’ in the 43 databases of ProQuest Central (Feb 2012). From the 5532 only 144 articles contained actual definitions 
of habit, and its distribution by discipline is shown here. 
DISCIPLINE  NUMBER OF DEFINITIONS  %  SPECIFIC DISCIPLINE  NUMBER OF DEFINITIONS REFERENCE 
Business and 
economics  23   
Business  6 
(Alshuwaikhat  &  Nkwenti  2003;  Bayton  1957;  Fujii  &  Kitamura 
2003;  Guerreiro  &  Frezatti  2006;  Hedoin  2009;  Hodgson  2010; 
Hodgson  &  Thorbjørn  2006;  Hodgson  2009; Mair  &  Bergin‐seers 
2010; Meyer & Sugiyama 2007; Miller 2010; Powers & Loyka 2007; 
Reynolds  1981;  Schäfer,  Jaeger‐erben  &  Bamberg  2012;  Shields 
2008; Sweet, Roome & Sweet 2003; Theuvsen 2004; Thøgersen & 
Møller 2008; Yoon 2011) 
Business and Economics  1 
Economics  5 
Evolutionary Economics  2 
Knowledge Management  2 
Marketing  2 
Public Administration  1 
Tourism and Hospitality  1 
Transportation  2 
Voluntary and Non‐profit 
Organizations  1 
Education  15    Education  15  (Abowitz  2011;  Arbuthnott  2009;  Biesta  2007;  Garrison  2003; Granger 1998; Nakamura 2009; Ralston 2011; Ronald 1998)  
Health and 
medical  35   
Behavioral and Brain Sciences  2  (Anshel & Kang 2007; Berardelli et al. 2003; Berridge 2007; Boyer & 
Liénard  2006;  Brockelman  2002;  Charmaz  2002;  Crepeau  2007; 
Cutchin 2000, 2007; de Nooijer, Onnink & van Assema 2010; Dunn 
2000; Garrison 2002; Hodgson 2007; Lawrence, Evans & Lees 2003; 
Luebben & Royeen 2007; Moore et al. 2006; Näslindh‐ylispangar et 
al. 2008; Poole 2000; Rhodes & de Bruijn 2010; Satyaprasad 2009; 
Schwabe, Dickinson & Wolf 2011; Sonnentag & Jelden 2009; Swartz 
2002; van Berkel et al. 2011) 
Health  29 
Neurology  1 
Psychiatry  1 
Psychiatry And Neurology  1 
Psychopharmacology  1 
Humanities  24   
Ethics  1 
(Allen  2010;  Armstrong  1986;  Aydin  2009;  Dobbs‐Allsopp  2005; 
Forman 2010; Greenberg 2009; Ku 2007; Lefebvre 2007; MacMullan 
2005; Moses 2009; Otten 1999; Pasticci 2009; Petillo 2010; Raposa 
2006; Singer 1981; Stengel 2010; Velamuri & Dew 2010) 
Literature  7 
Music  1 
Philosophy  8 
Religions And Theology  4 
Semiotics  3 
Psychology  22   
History of Psychology  1  (Abraham  &  Sheeran  2003;  Bonne  et  al.  2007;  Brinkmann  2007; 
Bröder & Schiffer 2006; Canin, Dolcini & Adler 1999; Crissman 1942; 
Davis 2001; Fischbein 2011; Kemp 1998; Liberman & Förster 2008; 
McGuinness & McElroy 2010; Rachlin 2002; Schmuck & Vlek 2003; 
Schultz &  Searleman 2002;  Seger  1994;  Tobias  2009; Vandenberg 
2010; Verplanken et al. 2007; Wozniak 2009) 
Philosophical Psychology  1 
Psychology  18 
Social Psychology  2 
Science and 
Technology  8   
Cognition and Technology  1 
(Bansal  2011;  Bula  2004;  Carter &  Fourney  2004;  Donham  2010; 
Liao et al. 2011; Norros & Salo 2009; Peng et al. 2011) 
Criminology  1 
Information Systems  5 
Library And Information Sciences  1 
Social 
Sciences  8   
Social Sciences  7 
(Archer 2010; Berk & Galvan 2009; Brand 2009; Seton 2001) 
Social Services And Welfare  1 
Total  135  100%  135 
          (Source: Author) 
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APPENDIX 3– CORE HABIT DEFINITIONS GROUPED 
Group KEY WORD Cambridge Dictionary online (2012) http://dictionary.cambridge.org
Oxford Dictionary  online (2012) 
http://oxforddictionaries.com
Action
the process of doing something, especially when 
dealing with a problem or difficulty
the fact or process of doing something, typically to 
achieve an aim
Behavior
(to act) [How someone acts] in a particular way, or 
to be good by acting in a way which has society's 
approval
the way in which one acts or conducts oneself, 
especially towards others
Movements a change of position an act of moving
Tasks
a piece of work to be done, especially one done 
regularly, unwillingly or with difficulty
a piece of work to be done or undertaken
Association
a group of people who work together in a single 
organization for a particular purpose
a mental connection between things
Link a connection between two people, things or ideas
a relationship between two things or situations, 
especially where one affects the other
Display
to arrange something or a collection of things so 
that they can be seen by the public
a performance, show, or event staged for public 
entertainment
Repertoire
all the music or plays, etc. that you can do or 
perform or that you know
a stock of plays, dances, or items that a company 
or a performer knows or is prepared to perform, a 
stock of skills or types of behaviour that a person 
habitually uses
Disposition
the particular type of character which a person 
naturally has or a natural tendency to do 
something, or to have or develop something
the way in which something is placed or arranged, 
especially in relation to other things
Inclination
a preference or tendency, or a feeling that makes a 
person want to do something
a person’s natural tendency or urge to act or feel in 
a particular way; a disposition
Predisposition
the state of being likely to behave in a particular 
way or to suffer from a particular disease
a liability or tendency to suffer from a particular 
condition, hold a particular attitude, or act in a 
particular way
Proclivity
a tendency to do or like something, especially 
something against moral laws
a tendency to choose or do something regularly; an 
inclination or predisposition towards a particular 
thing
Propensity
a tendency towards a particular way of behaving, 
especially a bad one
an inclination or natural tendency to behave in a 
particular way
Tendency
If someone has a tendency to do or like something, 
they will probably do it or like it, If there is a 
tendency for something to happen, it is likely to 
happen or it often happens
an inclination towards a particular characteristic or 
type of behavior
Ability
the physical or mental power or skill needed to do 
something
Arts
an activity through which people express particular 
ideas
a skill at doing a specified thing, typically one 
acquired through practice
Capacity
the total amount that can be contained or produced, 
or (especially of a person or organization) the ability 
to do a particular thing
the ability or power to do or understand something
Skill
an ability to do an activity or job well, especially 
because you have practised it
the ability to do something well; expertise
1
2
3
4
5
(Source: Author) 
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Group KEY WORD Cambridge Dictionary online (2012) http://dictionary.cambridge.org
Oxford Dictionary  online (2012) 
http://oxforddictionaries.com
Acquisition the process of getting something
To Grasp to quickly take something in your hand(s) and hold it firmly seize and hold firmly; 
To Hold to cause someone to act on a promise or agreement grasp, carry, or support with one’s arms or hands; keep or detain
To Possess to have or own something, or to have a particular quality have as belonging to one; own
Characteristics
a typical or noticeable quality of someone or 
something
a feature or quality belonging typically to a person, 
place, or thing and serving to identify them
Feature a typical quality or an important part of something a distinctive attribute or aspect of something
Traits
a particular characteristic that can produce a 
particular type of behaviour
a distinguishing quality or characteristic, typically 
one belonging to a person
Choice
an act or the possibility of choosing (to decide what 
you want from two or more things or possibilities)
an act of choosing between two or more 
possibilities
Preference
when you like something or someone more than 
another person or thing
a greater liking for one alternative over another or 
others
Tastes
a person's ability to judge and recognise what is 
good or suitable, especially relating to such matters 
as art, style, beauty and behaviour
a person’s tendency to like or be interested in 
something
Formula
a standard or accepted way of doing or making 
something, the things needed for it, or a 
mathematical rule expressed in a set of numbers 
and letters
a mathematical relationship or rule expressed in 
symbols; a rule or style followed mechanically
Formulation
to develop all the details of a plan for doing 
something
a material or mixture prepared according to a 
formula
Rule
an accepted principle or instruction that states the 
way things are or should be done, and tells you 
what you are allowed or are not allowed to do
one of a set of explicit or understood regulations or 
principles governing conduct or procedure within a 
particular area of activity; 
Resolution
when you solve or end a problem or difficulty; a 
promise to yourself to do or to not do something
a firm decision to do or not to do something; the 
action of solving a problem or contentious matter
Solutions the answer to a problem
a means of solving a problem or dealing with a 
difficult situation
Manner
the way in which something is done; in the style of 
something
a way in which a thing is done or happens
Modes a way of operating, living or behaving
a way or manner in which something occurs or is 
experienced, expressed, or done
Ways
a route, direction or path, used to talk about the 
direction in which something is facing, used in the 
names of some roads
a method, style, or manner of doing something; an 
optional or alternative form of action
Force
in scientific use, (a measure of) the influence which 
changes movement
strength or energy as an attribute of physical action 
or movement
Strength
the ability to do things that need a lot of physical or 
mental effort
the quality or state of being physically strong; the 
capacity of an object or substance to withstand 
great force or pressure; 
7
8
9
10
11
12
6
(Source: Author) 
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Group KEY WORD Cambridge Dictionary online (2012) http://dictionary.cambridge.org
Oxford Dictionary  online (2012) 
http://oxforddictionaries.com
Replicators
[replicate] to make or do something again in 
exactly the same way
a thing which replicates or copies something
Templates
something that is used as a pattern for producing 
other similar things
a shaped piece of rigid material used as a pattern 
for processes such as cutting out, shaping, or 
drilling
Practices
something that is usually or regularly done, often as 
a habit, tradition or custom
the actual application or use of an idea, belief, or 
method, as opposed to theories relating to it; the 
customary, habitual, or expected procedure or way 
of doing of something
Routines
a usual or fixed way of doing things; a regular 
series of movements, jokes or similar things used 
in a performance
a sequence of actions regularly followed
15 Automaticity
An automatic machine or device is able to operate 
independently of human control
 working by itself with little or no direct human 
control, done or occurring spontaneously, without 
conscious thought or attention
16 Construct
to build something or put together different parts to 
form something whole
an idea or theory containing various conceptual 
elements, typically one considered to be subjective 
and not based on empirical evidence
17 Emotions
a strong feeling such as love or anger, or strong 
feelings in general
a strong feeling deriving from one’s circumstances, 
mood, or relationships with others
18 Functions
the natural purpose (of something) or the duty (of a 
person)
the natural purpose (of something) or the duty (of a 
person); a thing dependent on another factor or 
factors
19 Means a method or way of doing something
an action or system by which a result is achieved; 
a method
20 Mindset a person's way of thinking and their opinions the established set of attitudes held by someone
21 Pattern
a particular way in which something is done, 
organized or happens
a regular and intelligible form or sequence 
discernible in the way in which something happens 
or is done; Origin:
Middle English patron 'something serving as a 
model', from Old French (see patron). The change 
in sense is from the idea of a patron giving a
22 Phenomenon
something that exists and can be seen, felt, tasted, 
etc., especially something which is unusual or 
interesting
a fact or situation that is observed to exist or 
happen, especially one whose cause or explanation
23 Precondition
something which must happen or be true before it is 
possible for something else to happen
a condition that must be fulfilled before other things 
can happen or be done
24 Predictability
the state of knowing what something is like, when 
something will happen
able to be predicted [say or estimate that (a 
specified thing) will happen in the future or will be a 
consequence of something]
25 Process
a series of actions that you take in order to achieve 
a result
a series of actions or steps taken in order to 
achieve a particular end
13
14
(Source: Author) 
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Group KEY WORD Cambridge Dictionary online (2012) http://dictionary.cambridge.org
Oxford Dictionary  online (2012) 
http://oxforddictionaries.com
26 Repetition
something that happens in the same way as 
something which happened before
the recurrence of an action or event
27 Repository
a place where things are stored and can be found; a 
person who has, or a book that contains, a lot of 
information or detailed knowledge
a place where or receptacle in which things are or 
may be stored
28 Response an answer or reaction a reaction to something
29 Ripples a small wave on the surface of water
a small wave or series of waves on the surface of 
water, especially as caused by a slight breeze or 
an object dropping into it
30 Script the words of a film, play, broadcast or speech
handwriting as distinct from print; written 
characters, an automated series of instructions 
carried out in a specific order
31 Sequence
a series of related things or events, or the order in 
which they follow each other
a particular order in which related things follow each 
other
32 Source
the place something comes from or starts at, or the 
cause of something; someone or something that 
supplies information; at the place where something 
comes from
a place, person, or thing from which something 
originates or can be obtained; 
33 Structures
the way in which the parts of a system or object are 
arranged or organized, or a system arranged in this 
way
the arrangement of and relations between the parts 
or elements of something complex
34 System
a set of connected things or devices which operate 
together
a set of things working together as parts of a 
mechanism or an interconnecting network; a 
complex whole; a set of principles or procedures 
according to which something is done; an 
organized scheme or method
35 Tool
a piece of equipment which you use with your 
hands to make or repair something; something that 
helps you to do a particular activity
a device or implement, especially one held in the 
hand, used to carry out a particular function
(Source: Author) 
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APPENDIX 4 – TYPE OF HABIT MEASURED 
Single predetermined habit (S‐P) 
Multiple predetermined habits (M‐P) 
Single semi‐predetermined (S‐S) 
Multiple semi‐predetermined (M‐S) 
Single non‐predetermined habit (S‐N) 
Multiple non‐predetermined habits (M‐N) 
No. Reference Behavior of the study
S‐P
 (1
)
M
‐P 
(2
)
S‐S
 (3
)
M
‐S 
(4
)
S‐N
 (5
)
M
‐N
 (6
)
Notes
1 (Escobar‐Rodríguez & Carvajal‐Trujillo 
2013)
Online airline ticket purchasing  1
2 (Han & Farn 2013) Pervasive Business Intelligence Systems 1
3 (Huang, Wu & Chou 2013) Data mining tools 1
4 (Kang et al. 2013) Social network sites 1
5 (Klöckner 2013) Environmentally relevant behavior 1
6 (Nikou & Bouwman 2013) Mobile Social Network 1
7 (Raman & Don 2013)  as Learning Management System 1
8 (Tseng, Chang & Woo 2013) Driving behavior 1
All the items refer to car use (single habit). The items are 
Likert scales. The study claims have used RFM, but it is a 
significant variation. It uses diverse situations, all 
evaluating the use of cars only. 
9 (Venkatesh, Thong & Xu 2012) mobile Internet technology 1
10 (Barnes 2011) Use continuance in virtual worlds 1
11 (Chen & Lai 2011)
Push strategies to reduce the usage demand 
of motorized vehicles, and  pull strategy to 
attract more public transport users
1
7 items represent imaginary situations that require 
traveling. The respondent has 3 options in each case: 
motorcycle, car or public transport. Each habit is 
assessed by the number of times it was selected. 
(Although the instrument suggest various answers are 
possible simultaneously, only one is)
12 (Loibl, Kraybill & DeMay 2011) Savings habits in regular saving 1
13 (Norman 2011) Binge drinking among undergraduate 
students
1
14 (Pahnila, Siponen & Zheng 2011) Use of Chinese ebay 1
15 (De Bruijn & Rhodes 2010) Exercise habit 1
16 (Gu et al. 2010) Users drivers to click ads 1
17 (Lankton, Wilson & Mao 2010) Students’ perceptions and use of a university 
internet application (UIA) 1
18 (de Bruijn et al. 2009) Adult bicycle use as a means transportation 1
19 (De Bruijn & Van Den Putte 2009) Adolescent soft drink consumption, 
television viewing and habit strength 1
20 (Gardner 2009) Travel mode 1
(Source: Author) 
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No. Reference Behavior of the study
S‐P
 (1
)
M
‐P 
(2
)
S‐S
 (3
)
M
‐S 
(4
)
S‐N
 (5
)
M
‐N 
(6
)
Notes
21 (Limayem, Moez & Cheung 2008) Blackboard Learning System 1
22 (Wu & Kuo 2008) Google search engine 1
23 (De Bruijn et al. 2007) Fruit consumption 1
24 (Limayem, Hirt & Cheung 2007) Voluntary continued WWW usage 1
25 (Liao, Palvia & Lin 2006) Web site use and e‐commerce adoption 1
26 (Thøgersen 2006) Travel Mode Choice 1
27 (van Empelen & Kok 2006) Use of condom 1
28 (Verplanken 2006) Eating, mental habits and word
processing
1
29 (Honkanen, Olsen & Verplanken 2005) Seafood consumption behaviour 1
30 (Kim & Malhotra 2005) Website 1
31 (Wood, Tam & Witt 2005) Exercise, reading newspaper, watching TV 1
32 (Gefen 2003) B2C website 1
33 (Klöckner, Matthies & Hunecke 2003) Travel Mode Choice 1 1 1 1
Specific RFM measured S‐P, a bipolar measure M‐P, a 
slightly adaptation to the "original" RFM S‐S, multiple 
RFM M‐S.
34 (Limayem, & Hirt 2003) O’Reilly’s WebBoard 3.5 (Education tool) 1
35 (Limayem, Cheung & Chan 2003) Blackboard Learning System 1
36 (Limayem, Hirt & Cheung 2003) WWW 1
37 (Verplanken, Bas & Orbell 2003) Travel mode choice 1 1
Study 1,2&3 (SRHI = S‐P), Study 4 took a list daily and 
weekly habits, the habit with the highest frequency was 
selected S‐N
38 (Bamberg & Schmidt 2003) Car Use 1
Respondents get questions about ten imaginary 
situations that require traveling. They had to indicate as 
quickly as possible the travel mode they would choose. 
39 (Orbell et al. 2001) Ecstasy use 1
40 (Saba, Vassallo & Turrini 2000) Consumption of fat containing foods 1
41 (Trafimow 2000) Use of condom 1
42 (Verplanken, Bas & Faes 1999) Unhealthy food habits 1
List with 67 foods, 37 unhealthy. Participants checked 
products they consumed in the last week. The number of 
unhealthy foods was taken as measure of unhelaty 
habits.
43 (Ouellette & Wood 1998) Habit and Intention in Everyday Life 1
44 (Saba & Di Natale 1998a) Olive oil 1
45 (Saba & Di Natale 1998b) Meat consumption 1
46 (Saba et al. 1998) Milk consumption 1
(Source: Author) 
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No. Reference Behavior of the study
S‐P
 (1
)
M
‐P 
(2
)
S‐S
 (3
)
M
‐S 
(4
)
S‐N
 (5
)
M
‐N 
(6
)
Notes
47 (Verplanken, Bas et al. 1998) Travel Mode Choice 1 15 imaginary trips, were asked to indicate as quickly as 
possible what travel mode they would choose.
48 (Bergeron et al. 1995) Executive information systems 1
49
(Verplanken, Aarts, van Knippenberg, & 
van Knippenberg 1994) Car Use 1
10 imaginary situation calling for a choice of travel mode 
were presented. Six modes were given as possible 
choices (bicycle, bus, cab, car, train and walking). Car 
choice habit was calculated from the number of times it 
was selected. 
50 (Towler & Shepherd 1992) Consumption of a high‐fat food (chips) 1
51 (Ajzen 1991) Diverse behaviors (Aggregate principle) ‐ ‐ ‐ ‐
52 (Montano & Taplin 1991) Mammography participation 1
53 (Bagozzi & Warshaw 1990) Losing weight 1
54 (Charng, Piliavin & Callero 1988) Blood donation 1
55 (Mittal 1988) Seat Belt Usage 1
56 (Wittenbraker, Gibbs & Kahle 1983) Use of Seat Belt 1
57 (Bagozzi 1981) Blood donation 1
58 (Landis, Triandis & Adamopoulos 1978) Classroom teacher behavior 1
Frequency observation: “(a) affective clarification and 
acceptance (to trust, to love); (b) praise and reward (to 
admire, to respect); (c) cognitive and skill clarification (to 
discuss work, to work with); (d) corrective feedback (to try 
to talk him/her into own point of view, to help); (e) 
requests and commands (give orders to him/her, to 
discipline him/her); (f) criticism and rejection (to criticize, 
to tell him/her off); (g) laugh (laugh together, play games 
with); (h) negative
physical contact (hit him/her, to threaten him/her); (f) 
positive physical contact (be friends with, treat him/her 
as a brother/sister).”
(Source: Author) 
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APPENDIX 5‐ EMPIRICAL EVIDENCE OF THE RELATIONSHIPS OF HABIT 
No. Reference Behavior of the study Discipline ICT
He
al
th
Fo
od
&
Dr
in
ks
Tr
an
sp
or
t
Ex
er
ci
se
O
th
er
Theory Measurement Sample Size
Re
gr
es
si
on
PL
S
SE
M
O
th
er
Analysis Type BI AB M
1
(Escobar‐Rodríguez 
& Carvajal‐Trujillo 
2013)
Online airline ticket purchasing  IS 1 1 UTAUT2
(Limayem, Hirt & 
Cheung 2003) 
(Adapted)
1360 adults (non‐
random sample) 
(Diverse regions)
1 SEM Y Y ‐
2 (Han & Farn 2013) Pervasive Business Intelligence 
Systems
IS 1 1 ‐ (Limayem, Hirt & 
Cheung 2003)
117 students 
(snowball)
1 PLS ‐ Y N
3
(Huang, Wu & Chou 
2013)
Data mining tools IS 1 1 TTF, ECM (Limayem, Hirt & 
Cheung 2003) 285 MBA alumni 1 PLS, SEM Y ‐ ‐
4 (Kang et al. 2013) Social network sites IS 1 1
TRA, TPB, TAM, 
UTAUT, EMC, 
Post‐adoption 
IT Model
(Limayem, Hirt & 
Cheung 2003) 278 students 1 PLS ‐ ‐ Y
5 (Klöckner 2013) Environmentally relevant behavior Environment 1 1 TPB, NAT or 
VBN
‐ 56 Research 
reports
1 MASEM ‐ Y ‐
6
(Nikou & Bouwman 
2013)
Mobile Social Network IS 1 1 ‐ (Nikou & Bouwman 
2013)(Developed)
336 users (China) 1 SEM ‐ N ‐
7 (Raman & Don 2013)  as Learning Management System IS 1 1 UTAUT2 (Limayem, Hirt & 
Cheung 2003)
320 students 
(Malaysia)
1 PLS N N ‐
8
(Tseng, Chang & 
Woo 2013) Driving behavior Transport 1 1 TPB RFM
544 drivers 
(Taiwan)
1 Regression ‐ Y ‐
9
(Venkatesh, Thong 
& Xu 2012) mobile Internet technology IS 1 1 UTAUT2
(Limayem, Hirt & 
Cheung 2003)
1.512 users (Hong 
Kong)
1 CMV, PLS, CFA Y Y ‐
10 (Barnes 2011) Use continuance in virtual worlds IS 1 1 ‐ (Limayem, Hirt & 
Cheung 2003) 339 users 1 PLS Y ‐ ‐
11 (Chen & Lai 2011)
Push strategies to reduce the usage 
demand of motorized vehicles, and  
pull strategy to attract more public 
transport users
Transport 1 1 TPB RFM
231 commuters 
(Taipei and 
Kaohsiung)
1 Regression Y ‐ ‐
12
(Loibl, Kraybill & 
DeMay 2011) Savings habits in regular saving Savings 1 1 TPB
SRHI (Verplanken, Bas 
& Orbell 2003)
269 participants 
(treatment group) 1 Multiple 
regression
Y ‐ ‐
13 (Norman 2011) Binge drinking among undergraduate 
students
Health 1 1 TPB
SRHI (Verplanken, Bas 
& Orbell 2003)
137 and 109 
Undergraduate 
students
1
Hierarchical 
regression
‐ Y ‐
14
(Pahnila, Siponen & 
Zheng 2011) Use of Chinese ebay IS 1 1 UTAUT
SRHI (Verplanken, Bas 
& Orbell 2003)
180 students in 
USA
1 PLS, SEM ‐ Y ‐
15
(De Bruijn, G & 
Rhodes 2010) Exercise habit Exercise 1 1 TPB
SRHI (Verplanken, Bas 
& Orbell 2003)
538 
undergraduate 
students in the 
Netherlands
1
Descriptives, 
correlation, 
discriminant 
function
Y ‐ ‐
16 (Gu et al. 2010) Users drivers to click ads IS 1 1 Own model Other 10,000 randomly 
sampled users 1
PLS Path 
Modeling
‐ Y ‐
17
(Lankton, Wilson & 
Mao 2010)
Students’ perceptions and use of a 
university internet application (UIA) IS 1 1 Own model
(Limayem, Hirt & 
Cheung 2003)
371 
undergraduate 
students
1
ANOVA, PLS‐
Graph
‐ N ‐
18
(De Bruijn, GJ & Van 
Den Putte 2009)
Adult bicycle use as a means 
transportation
Transport 1 1 TPB
SRHI (Verplanken, Bas 
& Orbell 2003)
312 Dutch 
adolescents
1
Hierarchical 
regression and 
interaction 
analysis
Y Y ‐
19
(de Bruijn, GJ et al. 
2009)
Adolescent soft drink consumption, 
television viewing and habit strength
Food or drinks 
consumption
1 1 TPB
SRHI (Verplanken, Bas 
& Orbell 2003) 317 Dutch adults 1
Hierarchical 
regression,
simple slope
‐ Y Y
20 (Gardner 2009) Travel mode Transport 1 1 TPB SRHI (Verplanken, Bas 
& Orbell 2003)
107 staff and 
student car 
commuters
1
Simple slope, 
regression
Y Y N
21
(Limayem, Moez & 
Cheung 2008) Blackboard Learning System IS 1 1 ‐
(Limayem, Hirt & 
Cheung 2003)
505 students 
(USA)
1 PLS ‐ Y Y
22 (Wu & Kuo 2008) Google search engine IS 1 1 TAM SRHI (Verplanken, Bas 
& Orbell 2003)
232 convenience 
sample
1 PLS Y Y ‐
23
(De Bruijn, GJ et al. 
2007)
Fruit consumption Food or drinks 
consumption
1 1 TPB
SRHI (Verplanken, Bas 
& Orbell 2003) 521 Dutch adults 1
CFA, multi‐
group path 
analyses
‐ ‐ Y
24
(Limayem, M., Hirt & 
Cheung 2007) Voluntary continued WWW usage IS 1 1
(Elements from 
TAM and 
others)
(Limayem, Hirt & 
Cheung 2003)
 553 and 227 
university 
students
1 PLS ‐ Y Y
25
(Liao, Palvia & Lin 
2006)
Web site use and e‐commerce 
adoption
IS 1 1 ‐ (Gefen 2003) 
(Adapted)
446 students and 
employees
1 SEM, CFA Y ‐ ‐
(Source: Author) 
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26 (Thøgersen 2006) Travel Mode Choice Transport 1 1 TPB Past behavior 924 consumers 
(Denmark)
1 SEM ‐ Y ‐
27
(van Empelen & Kok 
2006)
Use of condom Health 1 1 ‐ (van Empelen & Kok 
2006) (Developed)
399 students (The 
Netherlands)
1 SEM Y Y ‐
28 (Verplanken 2006) Eating, mental habits and word
processing
Various 1 1 TPB
Frequency, SRHI 
(Verplanken, Bas & 
Orbell 2003)
128, 194, 76 
students
1 Regression Y ‐ ‐
29
(Honkanen, Olsen & 
Verplanken 2005) Seafood consumption behaviour
Food or drinks 
consumption
1 1 TRA/TPB
SRHI (Verplanken, Bas 
& Orbell 2003)
1579 adults 
(Norway)
1 SEM Y ‐ Y
30
(Kim & Malhotra 
2005)
Website IS 1 1
TAM, belief 
updating, self‐
perception, 
habit
Past behavior 189 students 
(USA)
1 SEM ‐ Y ‐
31
(Wood, Tam & Witt 
2005)
Exercise, reading newspaper, watching 
TV
Exercise 1 1 ‐ Frequency 115 Students 
(USA)
1 Regression Y Y N
32 (Gefen 2003) B2C website IS 1 1 TAM+HAB (Gefen 2003) 
(Developed)
179 students who 
previously 
purchased online
1 CFA, SEM Y ‐ ‐
33
(Klöckner, Matthies 
& Hunecke 2003) Travel Mode Choice 1 1 ‐ RFM
160 inhabitants of 
Bochum, 
Germany
1
Multiple 
regression
‐ Y ‐
34
(Limayem, M. & Hirt 
2003)
O’Reilly’s WebBoard 3.5 (Education 
tool)
IS 1 1 TPB
(Limayem, Hirt & 
Cheung 2003)
31, 144 and 94 
undergraduate 
and master 
students
1 PLS ‐ Y ‐
35
(Limayem, M., 
Cheung & Chan 
2003)
Blackboard Learning System IS 1 1 TPB+IS 
continuance
(Limayem, Hirt & 
Cheung 2003)
1371, 495 and 271 
students
1 PLS ‐ ‐ y
36
(Limayem, M., Hirt & 
Cheung 2003) WWW IS 1 1 IS continuance
(Limayem, Hirt & 
Cheung 2003) 
(Developed)
227 
undergraduate 
students
1
CFA, PLS
convergent 
validity and 
discriminant 
validity
‐ ‐ Y
37
(Verplanken & 
Orbell 2003) Travel mode choice Transport 1 1 ‐
RFM (Verplanken, B, 
Aarts, H., van 
Knippenberg, A., & 
van Knippenberg, C. 
1994) and SRHI 
(Verplanken, Bas & 
Orbell 2003)
93, 86, 143, and 76 
students (The 
Netherlands, 
Norway)
1
Reliability and 
validity
‐ ‐ ‐
38
(Bamberg & Schmidt 
2003)
Car Use Transport 1
TPB, TIB Theory 
of 
Interpersonal 
behavior
RFM (Verplanken, B, 
Aarts, H., van 
Knippenberg, A., & 
van Knippenberg, C. 
1994)
608 students 1 SEM ‐ Y ‐
39 (Orbell et al. 2001) Ecstasy use Health 1 1 TPB (Orbell et al. 2001) 
(Developed)
84 ecstasy users 
(Snowballing 
technique)
1 Regression Y Y ‐
40
(Saba, Vassallo & 
Turrini 2000) Consumption of fat containing foods
Food or drinks 
consumption
1 1 TRA
(Towler & Shepherd 
1992; Tuorila & 
Pangborn 1988) 
(Adapted)
860 householders 
randomly 
selected (Italy)
1 Regression Y Y ‐
41 (Trafimow 2000) Use of condom Health 1 1 TRA, TPB, 
Triandis Theory
(Trafimow 2000) 
(Developed)
48 and 81 sexually 
active 
undergraduates 
USA
1
Multiple 
regression
Y ‐ ‐
42
(Verplanken & Aarts 
1999)
Unhealthy food habits Food or drinks 
consumption
1 1 TPB
Frequency, habit‐
strenght, RFM 
(Verplanken, B. & 
Aarts 1999) 
(Developed)
102 students 1 Multiple 
regression
‐ Y ‐
43
(Ouellette & Wood 
1998)
Habit and Intention in Everyday Life Various 1 1 ‐ Frequency 60 research 
reports
1
Bivariate 
Correlation
‐ Y ‐
44
(Saba & Di Natale 
1998a)
Olive oil Food or drinks 
consumption
1 1 TRA
(Towler & Shepherd 
1992; Tuorila & 
Pangborn 1988) 
(Adapted)
909 householders 
randomly 
selected (Italy)
1 SEM Y ‐ ‐
45
(Saba & Di Natale 
1998b)
Meat consumption Food or drinks 
consumption
1 1 TRA
(Towler & Shepherd 
1992; Tuorila & 
Pangborn 1988) 
(Adapted)
929 householders 
randomly 
selected (Italy)
1 SEM Y Y ‐
(Source: Author) 
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46 (Saba et al. 1998) Milk consumption Food or drinks 
consumption
1 1 TRA
(Towler & Shepherd 
1992; Tuorila & 
Pangborn 1988) 
(Adapted)
111 volunteers in 
supermarkets 
(Rome, Italy)
1
Multiple 
regression
Y ‐ ‐
47
(Verplanken et al. 
1998)
Travel Mode Choice Transport 1 1 TPB Frequency, RFM
200 + 25 randomly 
selected 
inhabitants (The 
Netherlands)
1 Regression Y Y Y
48
(Bergeron et al. 
1995)
Executive information systems IS 1 1 ‐ Length of experience
38 executive 
information 
systems users
1
Correlation, 
regression
‐ Y ‐
49 Verplanken 1994) Car Use Transport 1 RFM (original) 258 adults 1
Hierarchical 
multiple 
regression
‐ Y ‐
50
(Towler & Shepherd 
1992)
Consumption of a high‐fat food (chips) Food or drinks 
consumption
1 1 TRA
Frequncy and habit 
self‐report
288 Recruits at a 
country show 
(UK)
1
Correlation, 
regression
Y Y ‐
51 (Ajzen 1991) Diverse behaviors (Aggregate principle) Various 1 1 TPB Past behavior 16 Research 
reports
1 Regression ‐ Y ‐
52
(Montano & Taplin 
1991)
Mammography participation Health 1 1 TRA Past Behavior 
(Previous use)
946 women age 
40 and above 1
Correlation, 
Multiple 
regression
Y N ‐
53
(Bagozzi & Warshaw 
1990)
Losing weight Health 1 1 ‐ Frequency
240 
undergraduate 
students (Canada) 
1
Multiple 
regression, and 
logit 
Y N ‐
54
(Charng, Piliavin & 
Callero 1988) Blood donation Health 1 1
TRA and 
identity theory Frequency
658 blood donors 
(USA)
1 Regression ‐ Y ‐
55 (Mittal 1988) Seat Belt Usage Transport 1 1 ‐ (Mittal 1988) 
(Developed)
197 adult random 
sample (USA) 1 Regression Y Y ‐
56
(Wittenbraker, 
Gibbs & Kahle 1983) Use of Seat Belt Transport 1 1 TRA Frequency 134 students 1
Multiple 
Regression
‐ Y ‐
57 (Bagozzi 1981) Blood donation Health 1 1 ‐ Past behavior 157 students, 
faculty and staff 1 Regression ‐ Y ‐
58
(Landis, Triandis & 
Adamopoulos 1978) Classroom teacher behavior
Classroom 
teacher 
behavior
1 1 ‐ Frequency (Observed) 77 School 
teachers
1 Regression ‐ Ya ‐
(Source: Author) 
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APPENDIX 6 – Q SORTING EXERCISE: LIST OF ITEMS  
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Measurement items as used in this  thesis 
(7 point Likert Scale) Sources of the item
AB1 Y In the last month, I spent a lot of time using iPhone. (Liang et al. 2010)
AB2 Y In the last month, I used iPhone frequently. (Liang et al. 2010)
AB3 Y In the last month, I used iPhone intensively. (Liang et al. 2010)
BI1 Y I predict I would use iPhone in the next 4 weeks. (Venkatesh et al. 2003) 
BI2 Y I intend to use iPhone in the next month. (Venkatesh et al. 2003) 
BI3 Y I plan to use iPhone in the next 30 days. (Venkatesh et al. 2003) 
EE1 Y My interaction with iPhone has been clear and understandable. (Venkatesh et al. 2003) 
EE2 Y It has been easy for me to become skillful using iPhone. (Venkatesh et al. 2003) 
EE3 Y I have found iPhone easy to use. (Venkatesh et al. 2003) 
EE4 Y Learning to operate iPhone has been easy for me. (Venkatesh et al. 2003) 
FC1 Y I have the resources necessary to use iPhone. (Venkatesh et al. 2003) 
FC2 Y I have the knowledge necessary to use iPhone. (Venkatesh et al. 2003) 
FC3 Y Y Y iPhone is not compatible with other systems I use. (Venkatesh et al. 2003) 
FC4 Y Y
A specific person (or group) is available for assistance with iPhone 
difficulties.
(Venkatesh et al. 2003) 
HTF1 Y
I don't need to think much on how to use iPhone as everything I 
have been doing in my life is so close to it. (Source: Author)
HTF2 Y Using iPhone fits very well with my habits. (Source: Author)
HTF3 Y Y Y
Using iPhone frequently, requires me to change my habits in an 
uncomfortable way. (Source: Author)
HTF4 Y
Including the use of iPhone in my life is compatible with my normal 
behavior.
(Source: Author)
HTF5 Y I think using iPhone doesn't set me apart from my habits. (Source: Author)
HTF6 Y Y
I tend to use technologies which seem somehow very similar to 
iPhone.
(Source: Author)
HTF7 Y
Working or playing with iPhone goes very well with the ways I have 
learnt how to do things. (Source: Author)
PE1 Y
Using iPhone improves my performance in the context where I use 
it.
(Venkatesh et al. 2003) 
PE2 Y I find iPhone useful in my job. (Venkatesh et al. 2003) 
PE3 Y Using iPhone enables me to accomplish tasks more quickly. (Venkatesh et al. 2003) 
PE4 Y Using iPhone increases my productivity. (Venkatesh et al. 2003) 
PE5 Y If I use iPhone, I will increase my chances of getting a raise. (Venkatesh et al. 2003) 
PE5b Y If I used iPhone, I would increase my chances of getting rewarded. Adapted (Venkatesh et al. 2003) 
PE6 I find iPhone useful in at least one thing that I want or need to do. Adapted (Venkatesh et al. 2003) 
PE7
Using iPhone can enable me to accomplish what I want or need to do 
in a better way. Adapted (Venkatesh et al. 2003) 
PE8 Using iPhone increases my capacity for doing what I want or need. Adapted (Venkatesh et al. 2003) 
SI1 Y People who are important to me think that I should use iPhone. (Venkatesh et al. 2003) 
SI2 Y People who influence my behavior think that I should use iPhone. (Venkatesh et al. 2003) 
SI3 Y
People with some kind of authority in my life, have been helpful in 
the use of iPhone. (Venkatesh et al. 2003) 
SI4 Y Y In general, my environment has supported the use of iPhone. (Venkatesh et al. 2003)   
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OPEN EXERCISE – NAMES GIVEN TO THE CATEGORIES 
Construct  Code Prefix 
Examples of names given by the respondents to its 
items 
Actual Behavior  AB  actual usage, actual use, frequency, technology usage, 
Behavioral Intention  BI  aims,  behavioral  intentions,  intention  of  usage, intention to use 
Effort Expectancy  EE 
behavioral  familiarity/skills,    capability and  capacity  for 
using,  capability  and  knowledge  to  use,  ease  of 
adoption,  ease  of  use,  easiness,  easy  and  simple 
technology,  easy  use  adaptation/learning  new 
technology, easy, intuitive and easy to use, lifestyle 
Facilitating Conditions  FC 
adaptation/learning  new  technology,  assistance, 
capability  and  capacity  for  using,  capability  and 
knowledge  to use,  consumer perception,  compatibility, 
difficulties,  functionality,  perceived  ability,  personal 
factors,  personal,  usability,  support  system,  system 
compatibility, training 
Habit‐Technology Fit  HTF 
behavioral  familiarity/skills,  compatibility  with 
lifestyle/habits,  consumer  habit,  consumer  perception, 
environment fit, habit,  habits, lifestyle 
Performance Expectancy  PE 
advantage  and  disadvantage  of  use,  advantage  of 
technology,  advantage,  advantages,  an  increase  in my 
performance, belief, benefits of technology to my work, 
benefits  of  using,  benefits,  benefits  of  technology, 
consumer  perception,  increased  productivity, 
performance 
Social Influence  SI 
influence  of  friends  influence  of  others,  influences, 
people  and  marketing  influences,  people's  influence 
over me, person influence, social influence 
Open Exercise – Names Given to the Categories  (Source: Author) 
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APPENDIX 7‐ PARALLEL ANALYSIS 
Run MATRIX procedure:   
PARALLEL ANALYSIS:   
PAF/Common Factor Analysis &  
Raw Data Permutation   
Specifications for this Run: 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Computational options EFA 
FACTOR 
  /VARIABLES AB1 AB2 AB3 BI1 BI2 BI3 EE1 EE2 EE3 EE4 FC1 FC2 FC3 FC4 HTF1 HTF2 HTF3 HTF4 HTF5 
HTF7 PE1 PE2 PE3 PE4 SI1 SI2 SI3 SI4 
  /MISSING LISTWISE 
  /ANALYSIS AB1 AB2 AB3 BI1 BI2 BI3 EE1 EE2 EE3 EE4 FC1 FC2 FC3 FC4 HTF1 HTF2 HTF3 HTF4 HTF5 
HTF7 PE1 PE2 PE3 PE4 SI1 SI2 SI3 SI4 
  /PRINT UNIVARIATE INITIAL CORRELATION DET KMO EXTRACTION ROTATION 
  /FORMAT SORT BLANK(.35) 
  /PLOT EIGEN ROTATION 
  /CRITERIA FACTORS(7) ITERATE(25) 
  /EXTRACTION PAF 
  /CRITERIA ITERATE(25) 
  /ROTATION VARIMAX 
  /METHOD= 
CORRELATION. 
(Source: Author) 
   
Raw Data Eigenvalues, & Mean & Percentile Random Data Eigenvalues 
Root  Raw Data  Means  Percentile
1.000  9.359964  427496  0.495914
2.000  2.494624  358470  0.410756
3.000  1.79586  307228  0.35167 
4.000  1.162539  262699  0.303457
5.000  0.624308  222076  0.259737
6.000  0.449914  185416  0.219176
7.000  0.071162  151348  0.181688
8.000  0.052336  118352  0.147974
9.000  0.015501  85371  0.111895
10.000  ‐0.007318  54227  0.080825
11.000  ‐0.026137  24646  0.050455 
12.000  ‐0.028144  4544  0.021175
13.000  ‐0.037519  33423  ‐0.00874
14.000  ‐0.049758  62452  ‐0.03949
15.000  ‐0.065365  89656  ‐0.067895
16.000  ‐0.06849  118305  ‐0.093409
17.000  ‐0.077895  147016  ‐0.123245
18.000  ‐0.085961  176054  ‐0.151036
19.000  ‐0.092162  206692  ‐0.181717
20.000  ‐0.119229  240191  ‐0.212228
21.000  ‐0.133405  281026  ‐0.248081
Ncases  251 
Nvars  21 
Ndatsets  1000 
Percent  95 
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APPENDIX 8 ‐ SPSS SYNTAX: RELIABILITY, EFA, AND PARALLEL ANALYSIS 
Adapted from: (O’connor 2000) 
1 RELIABILITY 
2   /VARIABLES=PE1 PE2 PE34bs 
3   /SCALE('ALL VARIABLES') ALL 
4   /MODEL=ALPHA 
5   /STATISTICS=DESCRIPTIVE 
6   /SUMMARY=TOTAL. 
7  
8 RELIABILITY 
9   /VARIABLES=E1 E234bs 
10   /SCALE('ALL VARIABLES') ALL 
11   /MODEL=ALPHA 
12   /STATISTICS=DESCRIPTIVE 
13   /SUMMARY=TOTAL. 
14  
15 RELIABILITY 
16   /VARIABLES=SI1 SI23bs 
17   /SCALE('ALL VARIABLES') ALL 
18   /MODEL=ALPHA 
19   /STATISTICS=DESCRIPTIVE 
20   /SUMMARY=TOTAL. 
21  
22 RELIABILITY 
23   /VARIABLES= HTF24bs HTF5 HTF7 
24   /SCALE('ALL VARIABLES') ALL 
25   /MODEL=ALPHA 
26   /STATISTICS=DESCRIPTIVE 
27   /SUMMARY=TOTAL. 
28  
29  
30 FACTOR 
31   /VARIABLES HTF24bs HTF5 HTF7 PE1 PE2 
PE34bs E1 E234bs SI1 SI23bs 
32   /MISSING LISTWISE 
33     /ANALYSIS HTF24bs HTF5 HTF7 PE1 PE2 
PE34bs E1 E234bs SI1 SI23bs 
34      /PRINT  UNIVARIATE  INITIAL 
CORRELATION  DET  KMO  EXTRACTION 
ROTATION 
35   /FORMAT SORT BLANK(.35) 
36   /PLOT ROTATION 
37   /CRITERIA FACTORS(8) ITERATE(25) 
38   /EXTRACTION PAF 
39   /CRITERIA ITERATE(25) 
40   /ROTATION VARIMAX 
41   /METHOD=CORRELATION.
42  
43  
44  
45 * Parallel Analysis Program For Raw Data 
and Data Permutations. 
46  
47  *  To  run  this  program  you  need  to  first 
specify the data 
48      for  analysis  and  then RUN,  all  at once, 
the commands 
49     from the MATRIX statement to the END 
MATRIX statement. 
50  
51 * This program conducts parallel analyses 
on data files in which 
52      the  rows  of  the  data  matrix  are 
cases/individuals and the 
53      columns  are  variables;    Data  are 
read/entered into the program 
54      using  the  GET  command  (see  the  GET 
command below);  The GET  
55   command reads an SPSS data file, which 
can be either the  
56      current,  active  SPSS  data  file  or  a 
previously saved data file; 
57      A  valid  filename/location  must  be 
specified on the GET command; 
58   A subset of variables for the analyses can 
be specified by using 
59   the "/ VAR =" subcommand with the GET 
statement;  There can be 
60   no missing values. 
61  
62 * You must also specify: 
63      ‐‐  the  #  of  parallel  data  sets  for  the 
analyses; 
64      ‐‐  the  desired  percentile  of  the 
distribution and random 
65      data eigenvalues; 
66      ‐‐  whether  principal  components 
analyses or principal axis/common 
67            factor  analysis  are  to be  conducted, 
and 
 
68      ‐‐ whether normally distributed random 
data generation or  
69      permutations of the raw data set are to 
be used in the 
70      parallel analyses. 
71  
72 * Permutations of the raw data set can be 
time consuming; 
73      Each  parallel  data  set  is  based  on 
column‐wise random shufflings 
74   of the values in the raw data matrix using 
Castellan's (1992,  
75      BRMIC,  24,  72‐77)  algorithm;  The 
distributions of the original  
76   raw variables are exactly preserved in the 
shuffled versions used 
77      in the parallel analyses; Permutations of 
the raw data set are 
78      thus highly accurate and most  relevant, 
especially in cases where 
79   the raw data are not normally distributed 
or when they do not meet 
80   the assumption of multivariate normality 
(see Longman & Holden, 
81      1992,  BRMIC,  24,  493,  for  a  Fortran 
version); If you would 
82   like to go this route, it is perhaps best to 
(1) first run a  
83      normally  distributed  random  data 
generation parallel analysis to 
84   familiarize yourself with the program and 
to get a ballpark 
85      reference  point  for  the  number  of 
factors/components; 
86      (2)  then  run a permutations of  the  raw 
data parallel analysis 
87     using a  small number of datasets  (e.g., 
100), just to see how long 
88   the program takes to run; then (3) run a 
permutations of the raw 
89     data parallel analysis using  the number 
of parallel data sets that 
90      you  would  like  use  for  your  final 
analyses; 1000 datasets are  
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91      usually  sufficient,  although  more 
datasets should be used if 
92   there are close calls. 
93  
94  
95 * These next commands generate artificial 
raw data  
96      (500 cases)  that can be used  for a  trial‐
run of 
97     the program,  instead of using your own 
raw data;  
98      Just  select  and  run  this  whole  file; 
However, make sure to 
99      delete  the  artificial  data  commands 
before attempting to 
100   run your own data. 
101  
102  set  mxloops=9000  printback=off 
width=80  seed = 1953125. 103 matrix. 
104  
105  *  Enter  the  name/location  of  the  data 
file for analyses after "FILE ="; 
106      If  you  specify  "FILE  =  *",  then  the 
program will read the current, 
107      active  SPSS  data  file;  Alternatively, 
enter the name/location 
108      of  a  previously  saved  SPSS  data  file 
instead of "*"; 
109   you can use the "/ VAR =" subcommand 
after "/ missing=omit" 
110   subcommand to select variables for the 
analyses. 
111 GET raw / FILE = * / missing=omit / VAR = 
HTF24bs HTF5 HTF7 PE1 PE2 PE34bs E1 
E234bs SI1 SI23bs. 
112  
113  *  Enter  the  desired  number  of  parallel 
data sets here. 
114 compute ndatsets = 1000. 
115  
116 * Enter the desired percentile here. 
117 compute percent  = 95. 
118  
119 * Enter either 
120   1 for principal components analysis, or 
121      2  for  principal  axis/common  factor 
analysis. 
122 compute kind = 2 . 
123  
124 * Enter either 
125   1 for normally distributed random data 
generation parallel analysis, or 
126   2 for permutations of the raw data set. 
127 compute randtype = 2. 
128  
129  
130  ******************  End  of  user 
specifications. ****************** 
131  
132 compute ncases   = nrow(raw).  
133 compute nvars    = ncol(raw).
134  
135  *  principal  components  analysis  & 
random normal data generation. 
136 do if (kind = 1 and randtype = 1). 
137 compute nm1 = 1 / (ncases‐1). 
138  compute  vcv  =  nm1  *  (sscp(raw)  ‐ 
((t(csum(raw))*csum(raw))/ncases)). 
139 compute d = inv(mdiag(sqrt(diag(vcv)))). 
140 compute realeval = eval(d * vcv * d). 
141  compute  evals  =  make(nvars,ndatsets,‐
9999). 
142 loop #nds = 1 to ndatsets. 
143  compute  x  =  sqrt(2  * 
(ln(uniform(ncases,nvars)) * ‐1) ) &* 
144                          cos(6.283185  * 
uniform(ncases,nvars) ). 
145  compute  vcv  =  nm1  *  (sscp(x)  ‐ 
((t(csum(x))*csum(x))/ncases)). 
146 compute d = inv(mdiag(sqrt(diag(vcv)))). 
147 compute evals(:,#nds) = eval(d * vcv * d). 
148 end loop. 
149 end if. 
150  
151  *  principal  components  analysis  &  raw 
data permutation. 
152 do if (kind = 1 and randtype = 2). 
153 compute nm1 = 1 / (ncases‐1). 
154  compute  vcv  =  nm1  *  (sscp(raw)  ‐ 
((t(csum(raw))*csum(raw))/ncases)). 
155 compute d = inv(mdiag(sqrt(diag(vcv)))). 
156 compute realeval = eval(d * vcv * d). 
157  compute  evals  =  make(nvars,ndatsets,‐
9999). 
158 loop #nds = 1 to ndatsets. 
159 compute x = raw.  
160 loop #c = 1 to nvars. 
161 loop #r = 1 to (ncases ‐1). 
162  compute  k  =  trunc(  (ncases  ‐  #r  +  1)  * 
uniform(1,1) + 1 )  + #r ‐ 1. 
163 compute d = x(#r,#c). 
164 compute x(#r,#c) = x(k,#c). 
165 compute x(k,#c) = d. 
166 end loop. 
167 end loop. 
168  compute  vcv  =  nm1  *  (sscp(x)  ‐ 
((t(csum(x))*csum(x))/ncases)). 
169 compute d = inv(mdiag(sqrt(diag(vcv)))). 
170 compute evals(:,#nds) = eval(d * vcv * d). 
171 end loop. 
172 end if. 
173  
174 * PAF/common factor analysis & random 
normal data generation. 
175 do if (kind = 2 and randtype = 1). 
176 compute nm1 = 1 / (ncases‐1). 
177  compute  vcv  =  nm1  *  (sscp(raw)  ‐ 
((t(csum(raw))*csum(raw))/ncases)). 
178 compute d = inv(mdiag(sqrt(diag(vcv)))). 
179 compute cr = (d * vcv * d). 
180 compute smc = 1 ‐ (1 &/ diag(inv(cr)) ). 
 
181 call setdiag(cr,smc). 
182 compute realeval = eval(cr). 
183  compute  evals  =  make(nvars,ndatsets,‐
9999). 
184 compute nm1 = 1 / (ncases‐1). 
185 loop #nds = 1 to ndatsets. 
186  compute  x  =  sqrt(2  * 
(ln(uniform(ncases,nvars)) * ‐1) ) &* 
187                          cos(6.283185  * 
uniform(ncases,nvars) ). 
188  compute  vcv  =  nm1  *  (sscp(x)  ‐ 
((t(csum(x))*csum(x))/ncases)). 
189 compute d = inv(mdiag(sqrt(diag(vcv)))). 
190 compute r = d * vcv * d. 
191 compute smc = 1 ‐ (1 &/ diag(inv(r)) ). 
192 call setdiag(r,smc). 
193 compute evals(:,#nds) = eval(r). 
194 end loop. 
195 end if. 
196  
197  *  PAF/common  factor  analysis  &  raw 
data permutation. 
198 do if (kind = 2 and randtype = 2). 
199 compute nm1 = 1 / (ncases‐1). 
200  compute  vcv  =  nm1  *  (sscp(raw)  ‐ 
((t(csum(raw))*csum(raw))/ncases)). 
201 compute d = inv(mdiag(sqrt(diag(vcv)))). 
202 compute cr = (d * vcv * d). 
203 compute smc = 1 ‐ (1 &/ diag(inv(cr)) ). 
204 call setdiag(cr,smc). 
205 compute realeval = eval(cr). 
206  compute  evals  =  make(nvars,ndatsets,‐
9999). 
207 compute nm1 = 1 / (ncases‐1). 
208 loop #nds = 1 to ndatsets. 
209 compute x = raw. 
210 loop #c = 1 to nvars. 
211 loop #r = 1 to (ncases ‐1). 
212  compute  k  =  trunc(  (ncases  ‐  #r  +  1)  * 
uniform(1,1) + 1 )  + #r ‐ 1. 
213 compute d = x(#r,#c). 
214 compute x(#r,#c) = x(k,#c). 
215 compute x(k,#c) = d. 
216 end loop. 
217 end loop. 
218  compute  vcv  =  nm1  *  (sscp(x)  ‐ 
((t(csum(x))*csum(x))/ncases)). 
219 compute d = inv(mdiag(sqrt(diag(vcv)))). 
220 compute r = d * vcv * d. 
221 compute smc = 1 ‐ (1 &/ diag(inv(r)) ). 
222 call setdiag(r,smc). 
223 compute evals(:,#nds) = eval(r). 
224 end loop. 
225 end if. 
226  
227  *  identifying  the  eigenvalues 
corresponding to the desired percentile. 
228  compute  num  = 
rnd((percent*ndatsets)/100). 
229  compute  results  =  {  t(1:nvars),  realeval, 
t(1:nvars), t(1:nvars) }. 
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230 loop #root = 1 to nvars. 
231 compute ranks = rnkorder(evals(#root,:)). 
232 loop #col = 1 to ndatsets. 
233 do if (ranks(1,#col) = num). 
234  compute  results(#root,4)  = 
evals(#root,#col). 
235 break. 
236 end if. 
237 end loop. 
238 end loop. 
239  compute  results(:,3)  =  rsum(evals)  / 
ndatsets. 
240  
241 print /title="PARALLEL ANALYSIS:". 
242 do if (kind = 1 and randtype = 1). 
243  print  /title="Principal  Components  & 
Random Normal Data Generation". 
244 else if (kind = 1 and randtype = 2). 
245  print  /title="Principal  Components  & 
Raw Data Permutation". 
246 else if (kind = 2 and randtype = 1). 
247  print  /title="PAF/Common  Factor 
Analysis  &  Random  Normal  Data 
Generation". 
248 else if (kind = 2 and randtype = 2). 
249  print  /title="PAF/Common  Factor 
Analysis & Raw Data Permutation". 
250 end if. 
251  compute  specifs  =  {ncases;  nvars; 
ndatsets; percent}. 
252 print specifs /title="Specifications for this 
Run:" 
253    /rlabels="Ncases"  "Nvars"  "Ndatsets" 
"Percent". 
254 print results  
255  /title="Raw Data Eigenvalues, & Mean & 
Percentile Random Data Eigenvalues" 
256    /clabels="Root"  "Raw  Data"  "Means" 
"Prcntyle"  /format "f12.6". 
257  
258 do if   (kind = 2). 
259 print / space = 1. 
260 print /title="Warning: Parallel analyses of 
adjusted correlation matrices". 
261  print  /title="eg,  with  SMCs  on  the 
diagonal, tend to indicate more factors". 
262 print /title="than warranted  (Buja, A., & 
Eyuboglu,  N.,  1992,  Remarks  on 
parallel". 
263  print  /title="analysis.  Multivariate 
Behavioral Research, 27, 509‐540.).". 
264  print  /title="The  eigenvalues  for  trivial, 
negligible factors in the real". 
265  print  /title="data  commonly  surpass 
corresponding  random  data 
eigenvalues". 
266  print  /title="for  the  same  roots.  The 
eigenvalues from parallel analyses". 
267  print  /title="can  be  used  to  determine 
the real data eigenvalues that are". 
268  print  /title="beyond  chance,  but 
additional  procedures  should  then  be 
used". 
269 print /title="to trim trivial factors.". 
270 print / space = 2. 
271  print  /title="Principal  components 
eigenvalues  are  often  used  to 
determine". 
272  print  /title="the  number  of  common 
factors. This is the default in most". 
273  print  /title="statistical  software 
packages, and it is the primary practice". 
274 print /title="in the literature. It is also the 
method used by many factor". 
275  print  /title="analysis  experts,  including 
Cattell, who often examined". 
276  print  /title="principal  components 
eigenvalues  in  his  scree  plots  to 
determine". 
277  print  /title="the  number  of  common 
factors.  But  others  believe  this 
common". 
278  print  /title="practice  is wrong.  Principal 
components eigenvalues are based". 
279  print  /title="on  all  of  the  variance  in 
correlation matrices, including both". 
280  print  /title="the  variance  that  is  shared 
among variables and the variances". 
281  print  /title="that  are  unique  to  the 
variables. In contrast, principal". 
282  print  /title="axis  eigenvalues  are  based 
solely on the shared variance". 
283  print  /title="among  the  variables.  The 
two procedures are qualitatively". 
284  print  /title="different.  Some  therefore 
claim that the eigenvalues from one". 
285  print  /title="extraction  method  should 
not be used to determine". 
286  print  /title="the  number  of  factors  for 
the other extraction method.". 
287 print /title="The issue remains neglected 
and unsettled.". 
288 end if. 
289  
290 compute root      = results(:,1). 
291 compute rawdata = results(:,2). 
292 compute percntyl = results(:,4). 
293  
294  save  results  /outfile=  'screedata.sav'  / 
var=root rawdata means percntyl . 
295  
296 end matrix. 
297  
298 * plots  the eigenvalues, by  root,  for  the 
real/raw data and for the random data; 
299      This  command works  in  SPSS  12,  but 
not in all earlier versions. 
300 GET file= 'screedata.sav'. 
301  TSPLOT  VARIABLES=  rawdata  means 
percntyl /ID= root /NOLOG. 
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APPENDIX 9 ‐ CORRELATION MATRIX 
 
(Source: Author) 
PE EE SI HTF BI AB GEN AGE_1 EXP_1 VOL1 GENxPE GENxEE GENxSI GENxHTF AGExPE AGExEE AGExSI AGExHTF EXPxEE EXPxSI VOLxSI EXPxHTF
Pearson Correlation 1 .439** .459** .664** .477** .287** .028 .107* .177** .237** .949** .414** .431** .621** .969** .426** .441** .639** .364** .338** .427** .554**
Sig. (2-tailed) .000 .000 .000 .000 .000 .535 .016 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .439** 1 .317** .644** .418** .328** .034 .086 .315** .426** .415** .950** .286** .608** .419** .973** .313** .614** .819** .241** .261** .519**
Sig. (2-tailed) .000 .000 .000 .000 .000 .444 .053 .000 .000 .000 .000 .000 .000 .000 0.000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .459** .317** 1 .382** .517** .394** -.007 .051 .267** .224** .431** .285** .949** .353** .443** .320** .972** .370** .297** .803** .952** .349**
Sig. (2-tailed) .000 .000 .000 .000 .000 .877 .249 .000 .000 .000 .000 .000 .000 .000 .000 0.000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .664** .644** .382** 1 .557** .394** -.017 .047 .271** .394** .619** .604** .351** .949** .630** .616** .363** .971** .526** .288** .339** .809**
Sig. (2-tailed) .000 .000 .000 .000 .000 .704 .296 .000 .000 .000 .000 .000 .000 .000 .000 .000 0.000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .477** .418** .517** .557** 1 .696** -.037 .043 .542** .314** .469** .391** .476** .530** .459** .402** .489** .552** .480** .416** .480** .590**
Sig. (2-tailed) .000 .000 .000 .000 .000 .412 .332 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .287** .328** .394** .394** .696** 1 .001 .000 .653** .140** .282** .306** .361** .384** .273** .322** .374** .390** .499** .460** .378** .580**
Sig. (2-tailed) .000 .000 .000 .000 .000 .979 .992 .000 .002 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .028 .034 -.007 -.017 -.037 .001 1 -.079 .051 -.056 .025 .031 -.006 -.016 .025 .022 -.017 -.033 .041 -.013 .000 .027
Sig. (2-tailed) .535 .444 .877 .704 .412 .979 .077 .258 .210 .570 .485 .887 .727 .581 .623 .696 .463 .358 .777 .998 .542
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .107* .086 .051 .047 .043 .000 -.079 1 -.057 .062 .101* .068 .035 .024 .110* .091* .041 .032 .052 .003 .037 .015
Sig. (2-tailed) .016 .053 .249 .296 .332 .992 .077 .201 .165 .023 .127 .428 .589 .013 .040 .359 .480 .243 .946 .403 .741
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .177** .315** .267** .271** .542** .653** .051 -.057 1 .163** .194** .311** .255** .285** .161** .302** .243** .257** .574** .392** .239** .498**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .258 .201 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .237** .426** .224** .394** .314** .140** -.056 .062 .163** 1 .228** .414** .224** .377** .218** .405** .209** .363** .333** .163** .125** .281**
Sig. (2-tailed) .000 .000 .000 .000 .000 .002 .210 .165 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .005 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .949** .415** .431** .619** .469** .282** .025 .101* .194** .228** 1 .435** .451** .645** .913** .398** .410** .595** .365** .321** .398** .535**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .570 .023 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .414** .950** .285** .604** .391** .306** .031 .068 .311** .414** .435** 1 .287** .634** .390** .919** .281** .573** .796** .228** .230** .496**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .485 .127 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .431** .286** .949** .351** .476** .361** -.006 .035 .255** .224** .451** .287** 1 .362** .412** .289** .915** .342** .284** .783** .901** .336**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .887 .428 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .621** .608** .353** .949** .530** .384** -.016 .024 .285** .377** .645** .634** .362** 1 .589** .578** .336** .919** .509** .278** .311** .780**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .727 .589 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .969** .419** .443** .630** .459** .273** .025 .110* .161** .218** .913** .390** .412** .589** 1 .439** .453** .649** .344** .321** .417** .523**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .581 .013 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .426** .973** .320** .616** .402** .322** .022 .091* .302** .405** .398** .919** .289** .578** .439** 1 .340** .624** .795** .239** .271** .493**
Sig. (2-tailed) .000 0.000 .000 .000 .000 .000 .623 .040 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .441** .313** .972** .363** .489** .374** -.017 .041 .243** .209** .410** .281** .915** .336** .453** .340** 1 .375** .289** .763** .931** .324**
Sig. (2-tailed) .000 .000 0.000 .000 .000 .000 .696 .359 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .639** .614** .370** .971** .552** .390** -.033 .032 .257** .363** .595** .573** .342** .919** .649** .624** .375** 1 .501** .272** .334** .780**
Sig. (2-tailed) .000 .000 .000 0.000 .000 .000 .463 .480 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .364** .819** .297** .526** .480** .499** .041 .052 .574** .333** .365** .796** .284** .509** .344** .795** .289** .501** 1 .312** .276** .640**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .358 .243 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .338** .241** .803** .288** .416** .460** -.013 .003 .392** .163** .321** .228** .783** .278** .321** .239** .763** .272** .312** 1 .782** .395**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .777 .946 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .427** .261** .952** .339** .480** .378** .000 .037 .239** .125** .398** .230** .901** .311** .417** .271** .931** .334** .276** .782** 1 .337**
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .998 .403 .000 .005 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
Pearson Correlation .554** .519** .349** .809** .590** .580** .027 .015 .498** .281** .535** .496** .336** .780** .523** .493** .324** .780** .640** .395** .337** 1
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .542 .741 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503 503
**. Correlation is signif icant at the 0.01 level (2-tailed).
*. Correlation is signif icant at the 0.05 level (2-tailed).
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APPENDIX 10 ‐ BASE, EXTENDED AND MODIFIED MODELS WITH SMART PLS 
Base Model with and without Moderators: UTAUT 
Analysis Software: Smart PLS 2.0 
Purpose: Cross‐validation of the main analysis technique 
Model from Venkatesh et al. (2003), Data & Analysis source:  (Author)
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Extended model with and without moderators: UTAUT base model + HTF 
Analysis Software: Smart PLS 2.0 
Purpose: Cross‐validation of the main analysis technique 
Base model from Venkatesh et al. (2003), extension (HTF), Data & Analysis source:  
(Author)
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Modified Model with and without Moderators: HTF Model 
Analysis Software: Smart PLS 2.0 
Purpose: Cross‐validation of the main analysis technique 
(Source: Author)
APPENDIX 11 ‐ UTAUT WITH PLS GRAPH 
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UTAUT Base Model with Moderators 
Analysis Software: PLS Graph 3.0 
Original Software used by Venkatesh et al. (2003): PLS Graph Version 2.91.03.04 
Purpose: Cross‐validation and analysis replication	
Model from Venkatesh et al. (2003), Data & Analysis source:  (Author)
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APPENDIX 12	‐	ETHICS APPROVAL 
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APPENDIX 13 ‐ UNIONS AND INTERCEPTS CALCULATIONS 
MS Excel spread sheet and its formulas   
Based on Byrne (2002) and Polkowski (2013) 
  A  B  C  D 
1  Id.  Area  R2  f2 
2  1  HTF  0.316  =C2/(1‐C2) 
3  2  PE  0.23  =C3/(1‐C3) 
4  3  EE  0.185  =C4/(1‐C4) 
5  4  SI  0.269  =C5/(1‐C5) 
6  5  HTF  PE  0.335  =C6/(1‐C6) 
7  6  HTF  EE  0.323  =C7/(1‐C7) 
8  7  HTF  SI  0.423  =C8/(1‐C8) 
9  8  PE  EE  0.287  =C9/(1‐C9) 
10  9  PE  SI  0.342  =C10/(1‐C10) 
11  10  EE  SI  0.345  =C11/(1‐C11) 
12  11  HTF  PE  EE  0.341  =C12/(1‐C12) 
13  12  HTF  PE  SI  0.425  =C13/(1‐C13) 
14  13  HTF  EE  SI  0.425  =C14/(1‐C14) 
15  14  PE  EE  SI  0.378  =C15/(1‐C15) 
16  15  HTF  PE  EE  SI  0.427  =C16/(1‐C16) 
17  A  HTF  =C16‐C15  =C17/(1‐C17) 
18  B  PE  =C16‐C14  =C18/(1‐C18) 
19  C  EE  =C16‐C13  =C19/(1‐C19) 
20  D  SI  =C16‐C12  =C20/(1‐C20) 
21  E  HTF∩PE  =C16‐C11‐C18‐C17  =C21/(1‐C21) 
22  F  HTF∩EE  =C16‐C10‐C19‐C17  =C22/(1‐C22) 
23  G  HTF∩SI  =$C$16‐C9‐C17‐C20  =C23/(1‐C23) 
24  H  PE∩EE  =$C$16‐C8‐C18‐C19  =C24/(1‐C24) 
25  I  PE∩SI  =$C$16‐C7‐C18‐C20  =C25/(1‐C25) 
26  J  EE∩SI  =$C$16‐C6‐C19‐C20  =C26/(1‐C26) 
27  K  HTF∩PE∩EE  =$C$16‐C5‐C18‐C21‐C24‐C19‐C22‐C17  =C27/(1‐C27) 
28  L  HTF∩PE∩SI  =$C$16‐C4‐C18‐C21‐C25‐C20‐C23‐C17  =C28/(1‐C28) 
29  M  HTF∩EE∩SI  =$C$16‐C3‐C19‐C22‐C17‐C26‐C20‐C23  =C29/(1‐C29) 
30  N  PE∩EE∩SI  =$C$16‐C2‐C18‐C24‐C19‐C25‐C26‐C20  =C30/(1‐C30) 
31  O  HTF∩PE∩EE∩SI  =$C$16‐SUM(C17:C30)  =C31/(1‐C31) 
(Source: Author) 
 
