This paper seeks to focus on the study and Bayesian and non-Bayesian estimators for the shape parameter, reliability and failure rate functions of the Kumaraswamy distribution in the cases of progressively type II censored samples. Maximum likelihood estimation and Bayes estimation, reliability and failure rate functions are obtained using symmetric and asymmetric loss functions. Comparisons are made between these estimators using Monte Carlo simulation study. With prior information on the parameter of the Kumaraswamy distribution, Bayes approach under squared error loss function in the reliability function has been suggested based on the pervious observations, this approach can be used for both progressively type II censorings. The study is useful for researchers and practitioners in reliability theory and quality also for scientists in physics and chemistry special hydrological literatare, where Kumaraswamy distribution is widely used.
Introduction
The Kumaraswamy distributions was constructed by Kumaraswamy (1980) . Jones (2009) In tertiary case, the LINEX (linear-exponential) loss function which is asymmetric. It was introduced by Varian (1975) . exists and is finite, see Calabria and Pulcini (1996) .
In many life test studies, it is common that the lifetimes of some test units may not be able to be recorded exactly. For example, in type II censoring, the test ceases after a predetermined number of failures in order to save time or cost. Furthermore, some test units may have to be removed at different stages in the study for various reasons. This would lead to progressive censoring. Progressively type II censored sampling is an important method of obtaining data in lifetime studies. Live units removed early can be readily used in other tests, thereby saving costs to the experimenter, and a compromise can be achieved between time consumption and the observation of some extreme values. Some early works can be found in Cohen (1963) , Mann (1971) , Thomas and Wilson (1972) , Viveros and Balakrishnan (1994) , Balakrishnan and Sandhu (1996) , Balakrishnan and Aggarwala (2000) , and Fernández (2004) .
Let us consider the following progressively type II censoring scheme which was generalized by Balakrishnan and Sandhu (1996) . Suppose n randomly selected units were placed on a life test; the first r failure times, Progressively type II right censoring is a useful scheme in which a specific fraction of individuals at risk may be removed from the experiment at each of several ordered failure times (see Fernández (2004) ). The experimenter can remove units from a life test at various stages during the experiments, possibly resulting in a saving of costs and time (see Sen (1986) 
, where s R i ' and m are pre-specified integers (see (Viveros and Balakrishnan, 1994; Balakrishnan and Aggarwala, 2000; Alimousa and Jaheen, 2002; Marohn, 2002; Soliman, 2005; Li et al., 2007) . Note that if In this paper, our main object is to study the maximum likelihood estimation and Bayes estimation procedures for the shape parameter, reliability and failure rate functions of the Kumaraswamy distribution based on a progressively type II censored sample. The results obtained in this paper can be specialized to the estimation of the Kumaraswamy distribution based on a complete sample. This paper is organized into five parts. In section 2 the MLE of the parameter θ based on a progressively type II censored sample will be presented. In section3, Bayesian estimators under loss functions different will be introduced. In section 4, Reliability estimators are considered. In section 5, Hazard estimators are obtained. Finally, numerical illustration and comparisons are presented in section 6.
Maximum Likelihood Estimation

Estimation under general progressively type II censoring
Suppose that n randomly selected units from a Kumaraswamy population with θ unknown are put on test under a general progressive type II censoring scheme. Let 
where t is the observed value of T .
In accordance with (1) and (7), the likelihood becomes proportional to 
The MLE ofθ , denoted by MĜ θ , is given by 0 ) 1 (
The MLE MĜ θ of θ is the solution to the Eq. (9) which cannot be explicitly solved. A numerical method can be used to solve for
From the above inequality, the following lemma provides the bounds on the value of MĜ θ . 
So, the likelihood function is given by
The logarithm of the LF is given by
This equation is in implicit form, so it may be solved by using numerical iteration by using MATLAB. For a given, t the MLE's of ) (t R may be obtained by replacing θ by MR θ in Equation (3), then MLE's of
Bayesian Estimation
The natural family of conjugate prior for θ is a gamma distribution with p.d.f.
From which the prior mean and variance of θ are given, respectively, by δ v and 2 δ v .
Estimation under general progressively type II censoring
Applying Bayes theorem, we obtain from Equations (8) and (13), the posterior density of θ as 
Estimation under progressively type II right censoring
Applying Bayes theorem, we obtain from Equations (11) and (13) Under Precautionary loss function, the Bayes estimate PR θˆ of θ using Equation (5) 
Estimation under general progressively type II censoring
Consider the reliability
is a parameter itself. Replacing θ in terms of R by that of Equation (14), we obtain posterior density function of R as
where Assuming the quadratic loss is appropriate, the Bayes estimate of the reliability function R is
Under Precautionary loss function, the Bayes estimate of R using Equation (5) 
Estimation under progressively type II right censoring
Consider the reliability ) (t R R = is a parameter itself. Replacing θ in terms of R by that of Equation (18), we obtain posterior density function of R as
Assuming the quadratic loss is appropriate, the Bayes estimate of the reliability function R is
Under Precautionary loss function, the Bayes estimate of R using Equation (5) Under LINEX loss function, the Bayes estimate GER R of R using Equation (6) can be obtained as 
The Bayes estimate of H relative to quadratic loss is 
Simulation Study
We obtained, in the above Sections, Bayesian and non-Bayesian estimates for the shape parameter θ , reliability, ) (t R , and failure rate, ) (t H , functions of the Kumaraswamy distribution. We adopted the squared error loss, Precautionary and LINEX loss functions. The MLE's are also obtained.
In order to assess the statistical performances of these estimates, We conduct a simulation study. The mean square errors (MSE's) using generated random samples of different sizes are computed for each estimator. The random samples are generated as follows:
Simulation algorithm for general progressively type II censoring
1.
Applying the algorithms of Aggarwala and Balakrishnan (1998) , the following steps are used to generate a general progressively type II censored sample from the Kumaraswamy distribution. 
This is the desired general progressively type II censored sample from the Kumaraswamy distribution. 2.
For given values of the prior parameters ) , ( δ ν , generate a random value for θ from the gamma distribution whose density function given by Equation (13 (17), (25) and (34), are all computed. 
Simulation algorithm for progressively type II right censoring
1.
Applying the algorithms of Balakrishnan and Sandhu (1995) and Aggarwala and Balakrishnan (1998) , the following steps are used to generate a progressively type II right censored sample from the Kumaraswamy distribution. 
Conclusion
In this paper, the Bayesian and non-Bayesian estimates of parameter θ , reliability, ) Bayes approach under squared error loss function for parameter θ estimation of Kumaraswamy distribution in the reliability function has been suggested based on the pervious observations, this approach can be used for both progressively type II censorings. 
