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Preface
This dissertation is submitted as a partial fulfillment of the requirements for the
degree Doctor of Philosophy (PhD) at the Geophysical Institute, University of
Bergen. The project is funded by the European Project EU IP CarboOcean
511176-2 and The Research Council of Norway through NFR 146526/420:
Cordino.
The project started in September 2007, and since then I have been employed
at the Computational Mathematical Unit (CMU), at UniComputing, UniResearch.
This has been my daily working place. My main supervisor has been Professor
Peter Mosby Haugan from the Geophysical Institute and my co-supervisor has
been Professor Guttorm Alendal from the Department of Mathematics.
The main focus of this thesis is the effect of topographic features on the trans-
port of tracers in the bottom boundary layer. The thesis covers two specific studies;
transport of CO2 which is directly introduced into the deep ocean and transport of
passive food particles to cold-water corals. The study is performed using Reynolds
Averaged Navier Stokes Models (RANS) on a relative small scale with horizontal
grid sizes ranging from 75 meter to approximately 1 meter.
A general background for the study is given in Part I, and Part II consists of
the four included papers.
Papers included in this thesis
The following papers are included in this thesis;
Paper A: Dissolution of a CO2 lake, modeled by using an advanced vertical tur-
bulence mixing scheme, L.I. Enstad, K. Rygg, G. Alendal, and P. M. Hau-
gan, International Journal of Greenhouse Gas Control, 2, 2008
Paper B: Simulating CO2 transport into the ocean from a CO2 lake at the seafloor
using a z- and a σ-coordinate model, K. Rygg, L. I. Enstad and G. Alendal,
Ocean Dynamics, Vol 59 (6), Special issue: The 14th International Bien-
nial Conference of the Joint Numerical Sea Modeling Group (JONSMOD),
2009
Paper C: Flow over a backward-facing step, a numerical study comparing a z-
and a σ-coordinate model, K. Rygg, G. Alendal, and P. M. Haugan, Under
revision for publication in Ocean Dynamics, 2011
Paper D: Topographically controlled food transport to cold-water corals, K.
Rygg, G. Alendal, and P. M. Haugan, Submitted to Continental Shelf Re-
search, 2011
As all the papers are written in collaboration with other scientists, some clari-
fications regarding my contributions are necessary. Paper A explores the concept
of a three dimensional CO2 lake in the deep ocean using the general circulation
model, the MITgcm, coupled with GOTM. Dr. Lars Inge Enstad did the program-
ming and calculations related to this paper and also wrote the introduction and the
methods section. My contribution was related to the literature review, and by writ-
ing the results and the discussion section. Professor Guttorm Alendal and Profes-
sor Peter M. Haugan contributed with comments and suggestions. In Paper B the
study is extended to include topographic features, and is performed using both the
MITgcm and the Bergen Ocean Model coupled with GOTM. The concept of the
paper is a product of discussions between the authors. Both the programming part
and the writing part were done by me. All authors contributed with discussions,
comments, and suggestions. Some routines for coupling the MITgcm and GOTM
developed for Paper A (written by Dr. Lars Inge Enstad) were also used in this
paper. Paper C is a convergence study comparing two ocean models with different
vertical coordinate system. Here the concepts were developed during discussions
by all authors. In this paper I was responsible for both the calculations and the
writing process. All authors contributed with suggestions and comments. Also
for paper D, developing the concept was a joint project while the writing process
and the simulation process were mainly my responsibility.
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Part I
Background and overview

Introduction and outline
The ocean covers approximately 70% of the earth’s surface [69], and around 97%
of all the water on the earth can be found in the ocean [27]. The ocean plays a
major role for the climate of the earth, by controlling both the temperature and
the weather. Solar radiation is absorbed by the ocean, and due to the large heat
capacity of the seawater the upper 2.5 m of the ocean stores as much heat as
the entire troposphere [69]. The heat is distributed around the globe by currents,
driven by the density differences in the ocean and the wind. In general, the ocean
heats the atmosphere and land during the winter and cools the surroundings during
summertime. The ocean is also a source of water vapor into the atmosphere.
Uncounted millions of species live in the ocean [119], and life can be found
at all depths from the surface and down to the deepest trenches. Coral reefs are
one of the main habitats in the ocean, being the home of approximately 25% of
all marine life [126]. Humans depend on the ocean for transportation and also for
military purposes. In addition, the ocean is a potential energy contributor and a
large storage reservoir of chemical components such as CO2 [119].
There exists historical records of the ocean’s importance for at least tens of
thousands of years [119]. In the early days, the ocean was mainly considered as an
important food source. However, as people started to travel; currents, winds, and
depths became the focus of attention. In the mid 1400s with the explorations of
the ocean, the large sea voyages contributed to a rapid improvement of the present
days maps. In 1768, Captain James Cook began the first out of three voyages to
explore the Pacific Ocean [119, 140]. On these trips he systematically measured
the longitude, the water depth, the water temperatures, the currents, and the wind
speed [119].
The first scientific voyage took place using the old warship the HMS Chal-
lenger from 1872 to 1876 [119]. This cruise is considered the start of modern
oceanography [119], and during the aforementioned voyage, the physics, chem-
istry, geology, and biology of the worlds ocean were studied. The expedition
covered the north and the south Atlantic, the north and the south Pacific, and the
southern part of the Indian Ocean [119]. During the Challenger expedition sam-
ples were taken of both living creatures, sediments, and rocks from the ocean
bottom [119]. In addition, the water depths were measured, and the chemical
components in the water column were mapped along with the organic life at dif-
ferent depths [119, 140]. The first depth estimate of the Mariana Trench, 8.185 m,
was made on this cruise [119]. The Challenger expedition resulted in identifica-
tion and classification of 5000 unknown marine species and a sketch of the mean
circulation in the ocean [119].
Also at present, marine cruises are an important tool for studying the ocean.
Still the instruments have improved. New tools for studying the ocean are de-
4veloped and today we also use submarine vehicles, remote sensing, and besides
numerical models to study the ocean. Since the early days of oceanography the
focus of attention has shifted from the mean circulation in the ocean, to the vari-
ability of the mean circulation, regional studies, and process studies. Though our
knowledge has increased dramatically since the Challenger expedition, there are
still large unknown mysteries as turbulent mixing in the ocean and the connection
between large scales and smaller scales in the ocean.
Wilhelm Bjerknes presented in his paper in 1904 seven prognostic equations
to forecast the weather [23]. Bjerknes thought the weather could be predicted far
into the future by these equations, given suitable initial and boundary conditions.
In 1963, Lorenz [82] found that the weather system is chaotic, and small varia-
tions in the initial conditions can lead to a different solution [85]. This is due to
the non-linear interactions in the Navier Stokes system. Still, these seven prognos-
tic equations are found useful for forecasting both weather systems and also the
currents in the ocean, and now form the basis for both atmospheric and oceanic
numerical models.
The first numerical ocean model was developed by Kirk Bryan and Michael
Cox in the early 1960s [28]. The numerical model was a simple five layer,
barotropic model using the rigid lid approximation. With the increasing com-
puter powers, numerical models have now developed into an important tool within
oceanography. Numerical models provide a complete description of the entire
ocean and continuous estimates of the velocities, temperatures, and salinities. As
a comparison, the measurements in the ocean are sparse both in time and space.
However, numerical models do not necessarily give us the entire truth, but are
only an image of the real ocean. Discretizations of the equations introduce errors
to our solution. Additionally we deal with large challenges concerning computa-
tional power. The length scales in the ocean are approximately 1/10 of the length
scales in the atmosphere, and the timescales are approximately ten times longer
[120]. Hence, the computational limitations are much larger for the ocean than for
the atmosphere. The equations have to be discretized on a grid and the numerical
models are only able to represent processes that are larger than two times the grid
size [50]. Processes that are not directly calculated must be parametrized using
sub-grid models. Many of the sub-grid models are simple with its principal task
to keep the numerical model stable [50]. The ocean is highly turbulent and char-
acterized by three-dimensionality, irregularity, vorticity, and unsteadiness [70]. It
is therefore impossible to predict the exact forecast of the turbulent behavior [16].
The lack of physical understanding of turbulence is one of the main challenges of
numerical ocean modeling today.
In spite of the challenges, numerical models give us the ability to study pro-
cesses in the ocean that cover a large specter of time scales and length scales.
Coupled atmosphere-ocean models are used to study climate change. Moreover,
5ocean models are used for regional studies and also for process studies. Ocean
models are an excellent tool for studying the interaction between different scales,
and different physical phenomena as tides, mixing, and the large-scale circulation
[66].
In this thesis, ocean models are used to study flow near the bottom boundary,
both related to transport of CO2 and passive food particles to corals. Ocean models
are in this context a tool to study potential future scenarios of occurrences where
it is difficult or illegal to perform corresponding experiments directly in the ocean.
The ocean models are also used to explore how small-scale near-bottom processes
can affect the settling conditions of cold-water corals and the mixing of chemical
compounds in the water column.
Since water transport at the bottom of the ocean is a superior topic in this
thesis, Chapter 1 starts out with an introduction to boundary layers. Some basic
concepts in ocean models are presented in Chapter 2, before the focus shifts to
the specific problems studied in this work (Chapter 3 and 4). Chapter 3 gives an
introduction to anthropogenic CO2 in the ocean, both covering ocean acidification
and challenges concerning Carbon Capture and Storage (CCS). Settling condi-
tions for the cold-water coral, Lophelia Pertusa, are presented in Chapter 4, along
with assumptions and challenges relevant for modeling flow over coral reefs. A
summary of all the four papers and prospects of future work are given in Chapter
5. All the relevant variables and abbreviations are listed in the appendix.

Chapter 1
Bottom boundary layers
1.1 Vertical structure of the ocean
In general, the ocean can be divided into three layers determined by the vertical
density profile. In the upper layer, the oceanic mixed layer, the energy is supplied
into the top few meters through breaking surface waves [27]. The upper layer is
affected by wind-driven currents leading to a large vertical velocity shear. In most
regions, the surface layer is heated during the summer and cooled during winter-
time. The heat flux between the ocean and the atmosphere leads to convection,
which is especially effective in high latitudes. Due to the high mixing rate caused
by shear and convection, the surface layer is well mixed with near uniform values
of the salinities, temperatures, and densities.
At the bottom of the mixed surface layer there is a sharp change in the salinity
and/or the temperature gradient, referred to as respectively the halocline or the
thermocline. Since the density is determined by the salinity, temperature, pres-
sure, and concentrations of other chemical components [119], the gradient in the
salinity and/or temperature profile also causes a rapid change in the density pro-
file. The sharp density gradient is generally entitled “the pycnocline” and leads
to a stable water column which inhibits overturning and mixing [27]. The sharp
density shift is hence a strong isolation barrier between the mixed surface layer
and the deep ocean underneath the pycnocline.
The region below the pycnocline is often called the deep ocean. This region
is characterized by a stable, weak, vertical, density gradient. The large-scale cur-
rents in the deep ocean are mainly determined by density differences, where water
masses with high densities merge towards regions with lower densities, a process
often referred to as the thermohaline circulation [27].
In the lowest layer, closest to the bottom, the bottom boundary layer is found.
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1.2 Boundary layer approximation
The boundary layer is thin compared to the ambient fluid, hence variations across
the boundary layer is assumed much larger than variations in the horizontal direc-
tion of the layer [75],
∂
∂x
<<
∂
∂z
,
∂2
∂x2
<<
∂2
∂z2
. (1.1)
Here x and z represent the distance in the horizontal and the vertical direction.
The following non-dimensional variables [75],
x′ =
x
L
, z′ =
z
δ¯
=
z
L
√
Re , (1.2)
u′ =
u
U∞
, w′ =
w
δ¯U∞
L
=
w
U∞
√
Re , p′ =
p− p∞
ρ0U2∞
,
are now introduced, where L represents a characteristic length scale, δ the average
thickness of the boundary layer, U∞ the free flow velocity outside the boundary
layer, Re = U∞L
ν
is the Reynolds number which will be further discussed in Sec-
tion 1.5, and p∞ a reference pressure outside the boundary layer. The horizontal
velocity is given by u, the vertical velocity by w, ρ represents the density, and ν
the kinematic viscosity. If time dependence and rotation are neglected, the fol-
lowing momentum equations for the boundary layer can be found as Re → ∞
[75, 142],
u
∂u
∂x
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ ν
∂2u
∂z2
,
0 = −1
ρ
∂p
∂z
, (1.3)
∂u
∂x
+
∂w
∂z
= 0 .
In other words, the pressure, p, is approximately constant across the boundary
layer. Since ∂
∂x
<< ∂
∂z
, the vertical velocities, w, within the boundary layer must
be small in order to fulfill the equation of continuity.
1.3 Bottom boundary layer
Bottom boundary layers are affected by the free flow velocity outside the bound-
ary layer, U∞, and the friction close to the bottom. Due to the bottom friction, the
boundary layer is characterized by a large vertical velocity shear. Boundary layers
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are hence often well mixed [70]. In the deep ocean the bottom currents are gen-
erally weak (of the order of a few cm s−1), leading to very thin boundary layers
[70]. In regions with strong bottom currents, the bottom boundary layer can have
a thickness of a few tens of meters [70].
1.3.1 Frictional boundary layers
At the solid boundary, the velocity equals zero [75]. This condition is often re-
ferred to as the no-slip condition, and applies both for the mean velocity and the
fluctuating velocity component. Since the fluctuating velocities also equal zero at
the bottom, the Reynolds stresses, u′iu′j , vanish. The no-slip condition generates
shear which again is a contributor to turbulence.
In an idealized boundary layer with parallel irrotational viscous flow over a
flat bottom, the boundary layer can be divided into different layers depending on
the important variables in each region (Figure 1.1).
The viscous sublayer
Very near the wall (within the closest mm) the flow is dominated by viscous effects
and bottom stress [75]. The layer is very thin, hence the stress can be considered
uniform over the layer, and equal to the wall shear stress, τ0 [75]. The wall stress
Figure 1.1: The four sublayers within the bottom boundary layer. Note that the
relative thickness of the different layers is not correct.
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is given by,
τ0 = µ
dux
dz
, (1.4)
where µ is the dynamic viscosity, and ux the horizontal velocity component aver-
aged in the x-direction. Since the stress is considered uniform across the viscous
sublayer, integration of Equation (1.4) gives a linear velocity profile. Applying
the no-slip condition at the bottom gives,
ux =
τ0
µ
z . (1.5)
The thickness of the viscous sublayer, δv, is normally of the size of millimeters
and can be determined by the following relation δv ∼ 5νu∗ [75]. Here ν represents
the kinematic viscosity and u∗ the friction velocity. The friction velocity, u∗, can
be considered as an expression of the scale of the velocity fluctuations, and can be
estimated by [75],
u∗ ≡
√
τ0
ρ
, (1.6)
where τ0 is the wall shear stress.
The buffer layer
Outside the viscous sublayer the buffer layer is found [75]. Both the Reynolds
stress, the friction velocity, and the shear are important parameters in this region
[75]. The layer is characterized by large activity. In moderate Reynolds number,
most of the turbulent energy is created within the buffer layer [67].
The logarithmic layer
Further away from the solid boundary viscous forces can be neglected. As long
as we are not close to the edge of the boundary layer, the flow is not determined
by the size of the boundary layer, δ. In this region (δv << z << δ), the shear, the
distance from the wall, and the friction velocity are the important parameters [75].
The vertical velocity gradient in the logarithmic layer can hence be described by
the following relation, ux = f(duxdz , u∗, z). Based on Buckingham’s Pi theorem,
the flow can be described by the two non-dimensional variables [75],
dux
dz
∼ u∗
z
, (1.7)
which can be integrated to give,
ux
u∗
=
1
κ
lnz + C1 . (1.8)
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The value κ is called the von Karman constant and is considered as an universal
constant with the value 0.41, and C1 is an integration constant which fulfills the
boundary condition on the velocity between the logarithmic and the outer layer.
The relationship (1.8) is often referred to as “the logarithmic law of the wall“
and was derived independently by von Karman in 1930 and Prandtl in 1932 [70].
Laboratory experiments have shown that the thickness of the logarithmic layer is
approximately 10% of the thickness of the boundary layer [129].
The outer layer
As we get closer to the outer end of the boundary layer, the normalizing scales
are; the boundary layer thickness, δ, and the friction velocity, u∗ [70]. In the outer
layer the deviation from the free stream velocity has the form [75],
ux − U∞
u∗
= F
(
z
δ
)
. (1.9)
The free flow
Some distance outside the boundary layer the flow is in general no longer affected
by the wall. In this region the characteristic velocity is the free stream velocity,
U∞, and the distance from the wall is no longer an important parameter.
1.3.2 Rough surface
In real life the surfaces are seldom smooth, and laminar flow over the bottom are
rare. When the surface roughness elements are higher than the viscous sublayer,
the flow in the logarithmic layer is determined by the surface roughness, z0 [75].
The horizontally averaged velocity, ux, can in this case be expressed by the three
parameters u∗, z, and z0. The velocity can then be described as [75],
ux
u∗
=
1
κ
ln(
z
z0
) . (1.10)
The water masses at z< z0 can be considered stationary. Weatherly and Martin
(1978) [138] observed through model studies that the thickness of the boundary
layer was relative insensitive to the choice of the roughness parameter. When the
surface roughness parameter was increased from 0.03 cm to 1 cm the thickness of
the boundary layer was approximately doubled [138].
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1.3.3 Modeling the boundary layer
Three-dimensional general circulation models generally do not have sufficient ver-
tical resolution to resolve the logarithmic bottom boundary layer [51]. Approxi-
mations are hence needed in order to represent the bottom layer. One of the most
popular approximations estimates the bottom stress, τb, by a quadratic function of
the bottom velocities [24, 51],
~τb = ρ0CD|~Ub|~Ub . (1.11)
Here ρ0 represents a reference density and Ub the velocities at the bottom. The
drag coefficient, CD, is defined either by the canonic value of 0.0025 or by a fit to
a logarithmic profile,
CD = max
(
0.0025,
κ2
(ln zb
z0
)2
)
. (1.12)
The distance from the bottom to the middle of the lowest grid cell is given by
zb and z0 represents the surface roughness. This approximation is valid as long
as the closest grid point above the bottom is found within the logarithmic layer
[51, 129].
1.4 Boundary layer thickness
The thickness of the boundary layer can be estimated using a variety of methods.
1.4.1 The u = 0.99U∞ thickness
The simplest measure is to estimate the distance from the wall to the location
where the velocity is 0.99 of the free stream velocity [75]. This boundary layer
thickness can be noted as δ99. The method is simple but pretty arbitrary, since the
thickness of the boundary layer can just as well be chosen as the distance to the
point where u = 0.95U∞ [75].
1.4.2 Other measures of the boundary layer thickness
A more accurate way to measure the thickness of the boundary layer is the dis-
placement thickness, δ∗. In this method a point, h∗, is defined far outside the
boundary layer, and the mass flux below this point is calculated for the real flow
field. Then the mass flux in a hypothetical friction free flow is estimated. The
deviation between the two cases gives the theoretical distance, δ∗, the boundary
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would have to be moved outwards in a friction free flow, in order to give the same
mass flux as for the real flow [75]. This can be expressed mathematically as,∫ h∗
0
u dz = U∞(h∗ − δ∗) . (1.13)
Letting h∗ →∞, Equation (1.13) can be written as,
δ∗ =
∫ ∞
0
(1− u
U∞
)dz . (1.14)
It is also possible to estimate the thickness of the boundary layer based on
loss of momentum due to the boundary layer [75]. In this case the momentum
thickness represents the distance the wall would have to be moved outward in a
hypothetical friction-free flow to give the same momentum flux in the real flow as
in the friction-free flow below the point h∗ [75].
1.5 The Reynolds number
In 1883, Osborne Reynolds demonstrated the difference between laminar and tur-
bulent flow through a tank experiment [112]. In this experiment a thin stream of
dye was injected into a pipe filled with flowing water. For sufficient low veloci-
ties, the dye followed a straight line. Reynolds increased the velocities in the pipe
stepwise, and at some point the dye started to mix with the ambient water, and the
tube was filled with colored water instead of a straight line of dye. The dye mixed
with the surrounding water through eddies [112]. Reynolds repeated the exper-
iment with varying pipe diameter, velocity, and temperature, and observed that
the transition from parallel flow to chaotic flow happened roughly for the same
dimensionless parameter. This non-dimensional parameter was presented in his
1895 paper [75, 113],
Re ≡ Inertial forces
Viscous forces
∝ ρu
∂u
∂x
µ∂
2u
∂x2
∝ UL
ν
. (1.15)
The Reynolds number, Re, is the ratio of inertial to viscous forces. Here U repre-
sents a characteristic velocity, L a characteristic length scale, and ν the kinematic
viscosity. The viscous forces acts to suppress turbulence by dissipating the energy
in the flow. As the Reynolds number increases, smaller and smaller scales can be
found in the flow [75].
For low Reynolds numbers the entire flow is dominated by viscosity, the flow
follows parallel streamlines, and is called laminar. For high Reynolds numbers
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the flow becomes chaotic and irregular (turbulent) [75]. Turbulence is character-
ized by irregularity, three-dimensionality, vorticity, diffusivity, dissipation, non-
linearity, a broad spectrum, random flow, anisotropy at large sales, and loss of
memory [70]. It is impossible to predict the exact evolution of the turbulent flow,
but statistical measures can be used to predict the mean flow [70]. The critical
value of transition between laminar and turbulent flow is approximately 3000 for
flow in a pipe [75]. For flow over a flat plate the critical Reynolds number is
approximately 106 [75].
1.6 Topographic effects
Curving topographies affects the pressure gradient and hence the flow in the
boundary layer. Already in 1901, Reynolds [114] observed that flow in a com-
pressing channel tended to be stable, however in an expanding channel the stream
tended to be chaotic. To his regret he could unfortunately not give a satisfactory
explanation why.
We now consider flow over a curved height (Figure 1.2) and follow the argu-
mentation in Kundu and Cohen, 2000 [75]. Using the no-slip condition on the
boundary layer equations (Equation (1.3)), the bottom behavior can be described
as,
µ(
∂2u
∂z2
) =
∂p
∂x
. (1.16)
Figure 1.2: Flow over a topographic height. The figure is take from Kundu and
Cohen, 2000 [75], Fluid Mechanics, Figure 10.13, page 342, and is reprinted with
kind permission of Elsevier Academic Press.
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The pressure gradient can be found from the outer velocity field [75],
dp
dx
= −ρU(dU
dx
) , (1.17)
where x is taken along the surface of the body and U represents the velocity out-
side the boundary layer. For flow over a topographic height, the velocity increases
due to the reduction of the depth. Hence, in an accelerating flow dp
dx
< 0 at the
bottom, leading to [75],
∂2u
∂z2 wall
< 0 . (1.18)
For decelerating flow, dp
dx
> 0, and,
∂2u
∂z2 wall
> 0 . (1.19)
In this case, an inflection point, ∂
2u
∂z2 wall
= 0, exists somewhere within the boundary
layer [75]. The presence of an adverse pressure gradient, dp
dx
> 0, increases the
thickness of the bottom boundary layer [75].
If the adverse pressure gradient generated by the topography is strong enough,
negative velocities can occur near the bottom. This phenomenon is called separa-
tion and is related to strong vertical movement and rapid growth in the boundary
layer thickness [75]. This phenomenon can be explained by the continuity equa-
tion,
w(z) = −
∫ z
0
∂u
∂x
dz . (1.20)
Here, the advection contributes to the thickness of the boundary layer [75].
1.6.1 Separation point
The separation point is defined as the boundary between the forward propagating
flow, and the backward propagating flow near the wall [75]. At this point, the wall
shear stress vanishes, and the region is characterized by large vertical transports
due to the meeting flow. In cases where the bottom boundary consists of a sharp
step, the separation point is located at the tip of the step [14].
In the separating region, the flow is highly dependent on the Reynolds number.
If an analogue is made to flow over a circular cylinder, a stagnant eddy is generated
downstream the separation point for Reynolds number less than 40 [75]. As the
Reynolds number increases, the flow becomes time dependent and chaotic in the
separating region [75].
The boundary layer equations are only valid down to the separation point [75].
Downstream the separation point the boundary layer becomes thick, hence the
underlying assumptions for the boundary layer are no longer fulfilled [75].

Chapter 2
Numerical Models
Numerical ocean models are an important tool for studying the ocean. Measure-
ments in the ocean are sparse both in time and space, and numerical models give
us the possibility to study large regions with full descriptions of the salinity, tem-
perature, velocity, and pressure fields. The flexibility of the models make them
suitable for sensitivity studies to gain more knowledge of the effect and relation-
ship between different parameters. Numerical models also give us the ability to
study how different parameters affect the circulation. Besides, models can be
used to gain more knowledge of physical processes in the ocean, predict future
ocean scenarios, study a wide range of scales, and to explore the relationships and
interactions between the different scales.
2.1 Ocean models
Numerical ocean models are mostly based on the same set of equations and basic
assumptions. The Navier stokes equations,
∂~u
∂t
+ ~u · ∇~u+ 2Ω× ~u = −1
ρ
∇p− g~k + ν∇2~u , (2.1)
the equation of continuity of an incompressible fluid,
∇ · ~u = 0 , (2.2)
conservation of scalar properties,
∂φ
∂t
+ ~u · ∇φ = κs∇2φ+ Φ , (2.3)
and an equation of state,
ρ = ρ(T, S, p). (2.4)
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Here ~u represents the velocity components, t the time, Ω the earths rotation, ρ the
density, p the pressure, ν the kinematic viscosity, φ the scalar properties such as
temperature and salinity, κs the diffusivity, Φ a source or sink term of the scalars,
T the temperature, and S the salinity. In the rest of the discussion Φ will be set
to zero. Hydrodynamic problems can be described with great accuracy based on
Equation (2.1) to (2.4) [29].
The discrete versions of the governing equations are an approximation to the
real physical problem [75]. By transforming the continuous equations to discrete
equations two kinds of errors are introduced, round-off errors and truncation er-
rors. Computers are not able to represent floating numbers accurately [69]. As an
example a 64-bit computer represents floating points by around 15 decimal digits
[69]. It is possible to increase the accuracy of the calculations by using double
precision. However, this will lead to increased computational costs [69]. During
sequential operations, round-off errors accumulate.
Truncation errors are generated by the discretization method, and the size of
the truncation error can be reduced by using higher order methods [69]. A first
order method generally has an error of O(∆x) and a n-th order scheme a trun-
cation error of O((∆x)n) [69], where ∆x represents the grid size. Another way
of reducing the truncation error is to increase the resolution. However, this gives
an increased number of sequential operations, leading to a larger accumulated
round-off error [69].
The choice of numerical discretization method also affects the solution. The
different numerical schemes have different properties regarding stability, mono-
tonicity, and accuracy.
A discrete model is only able to resolve processes that are larger than two times
the grid size [50], generating a need for parametrizations of smaller processes.
Errors can be introduced by inadequate parametrizations caused by not perfectly
understood physical processes [75]. Due to non-linear instabilities, turbulence
occur in the flow for high Reynolds numbers [29]. Turbulence is characterized
by non-linearity, randomness, and irregularity [70]. Statistical methods can be
used to describe turbulence, but at present it is impossible to predict the exact
development of the instantaneous turbulent flow [29]. In the ocean, turbulence
occurs on a wide range of scales and is generated by shear, waves, and also due to
viscous effects near boundaries [29].
Turbulence transports energy from the large scale motion to the viscous scales.
Most of the kinetic energy resides in the large scale motion. Non-linear instabil-
ities generate eddies, and the largest eddies extract energy from the mean flow.
This energy is gradually transferred to smaller and smaller eddies [75]. As the
eddies gets smaller, the vertical gradients gets sharper, and the eddies get more
and more vulnerable to viscosity. Eventually the smallest scales are transferred
to heat due to viscous friction [29]. This transect of energy from large to smaller
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scales is called the energy cascade.
For high Reynolds numbers there exist an energy spectrum consisting of the
energy containing scales, the viscous scales, and the inertial subrange. In the
inertial subrange the eddies are independent on both the large scale forcing and
the viscosity. In 1941, Kolmogorov [74] presented his famous two-thirds law,
E(kw) ∝  23k−
5
3
w . (2.5)
HereE(kw) represents the energy spectrum,  the dissipation rate, and kw the wave
number. This law describes the energy cascade within the inertial subrange, and
assumes isotropic turbulence, stationarity, homogeneity, and an infinite Reynolds
number.
For small scales, the turbulence is approximately isotropic [75], and the eddies
at this scale are not affected by the mean direction of the flow. The dissipation rate,
, depends on the large scales [29]. The two-thirds law gives the basis for the idea
that there exist a spectrum equilibrium for turbulence [29]. This assumption is a
fundamental idea within all turbulence modeling [29].
Different classes of models can be defined based on how they deal with differ-
ent scales and turbulent processes.
1. Direct Numerical simulations, DNS, solve the governing equations of
fluid motions and scalar transport directly without any additional model for
turbulence closure. All scales from the Kolmogorov scale, ηk [75],
ηk =
(
ν3

) 1
4
, (2.6)
and up are resolved by the use of efficient spectral techniques [70]. Here
ν represents the kinematic viscosity. In order to achieve correct results, the
domain in DNS-simulations must be at least large enough to resolve the
largest turbulent eddy in the flow [16] and the grid size should be smaller
or equal to the Kolmogorov scale. Direct Numerical Simulations are not an
approximation, but can be considered as the exact solution up to the accu-
racy of the discretization and truncation errors [70]. However, such simula-
tions are highly computationally costly and at present it is only possible to
achieve high Reynolds numbers on laboratory scales [70].
2. Large Eddy Simulations, LES, resolves the most energy containing ed-
dies, while smaller scales are represented by the use of a sub-scale turbu-
lence closure model [29]. Ideally the model-resolution should be chosen
so that the subgrid scales are within the Kolmogorov inertial subrange [70].
In this case the dissipative properties can be parametrized. In LES models
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the viscosities and diffusivities in the Navier Stokes equations are replaced
by eddy viscosities and diffusivities estimated from the sub-grid turbulence
model. The major bottle neck in LES modeling is the turbulence models
[70]. It is still a computational costly method, and to model complex three-
dimensional flow on a geophysical scale is thus at present not computational
achievable [29].
3. Reynolds Averaged Navier Stokes Simulations, RANS-models, split the
velocities, u, v, w, and the pressure, p, into a mean component and its fluc-
tuations, i.e. ui = U i + u′i. The Navier Stokes equations are averaged both in
time and in space and the goal is to capture the average velocities, average
pressure etc. in each timestep. RANS models do not include any random
turbulent motion [29], and the turbulent motions are all estimated through
sub-scale models and represented by eddy viscosities and diffusivities.
2.2 Reynolds Averaged Navier Stokes Models
The main equations in RANS models are the Reynolds averaged equations of
motions, first presented by Osborne Reynolds in 1895 [113]. One of the most
important assumptions in ocean modeling is the assumption of an incompressible
ocean [69]. By assuming incompressibility, sound waves are filtered out. The
equation of continuity of an incompressible fluid can be written as,
∂ui
∂xi
= 0 , (2.7)
using Einstein’s notation. If the flow is split into a mean part and the fluctuating
part, ui = U i + u′i, the equation of continuity can be rewritten to,
∂(U i + u
′
i)
∂xi
= 0 . (2.8)
Taking the mean of Equation (2.8), and simplifying using u′i = 0 and U i = U i, an
equation of continuity for the mean flow can be found,
∂U i
∂xi
= 0 . (2.9)
To find the Reynolds averaged equations of momentum, we start out by writing
the Navier Stokes equation (Equation (2.1) using Einstein’s notation,
∂ui
∂t
+ uj
∂ui
∂xj
− fcij3uj = −1
ρ
∂p
∂xi
− gδi3 + ν ∂
2ui
∂x2j
. (2.10)
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Here (u1, u2, u3) represent the 3D velocity field, δi3 the Kronecker delta function
and fc= 2Ωcos(θe) the Coriolis frequency, where Ω represents the rotation of the
earth, and θe the latitude. The alternating tensor is given by ij3, ρ represents the
density, p the pressure, g the constant of gravity, and ν the kinematic viscosity.
We then split the instantaneous properties in Equation (2.10) into a mean value
and its fluctuation,
∂U i
∂t
+ U j
∂U i
∂xj
+
∂u′i
∂t
+ u′j
∂u′i
∂xj
+ U j
∂u′i
∂xj
+ u′j
∂U i
∂xj
− fcij3(U j + u′j)
= − 1
ρ+ ρ′
∂(P + p′)
∂xi
− gδi3 + ν ∂
2U i
∂x2j
+ ν
∂2u′i
∂xj2
, (2.11)
take the mean of Equation (2.11) and simplify,
∂U i
∂t
+ U j
∂U i
∂xj
− fcij3U j = −1
ρ
∂P
∂xi
− gδi3 + ν ∂
2U i
∂x2j
− ∂(u
′
iu
′
j)
∂xj
. (2.12)
Equation (2.12) corresponds to Equation (2.10) except that the instantaneous ve-
locity is now replaced by an average velocity. The extra term on the right hand
side of Equation (2.12) represents the Reynolds stresses u′iu′j .
A conservation equation for the scalar properties, φ (as salinity, S, and tem-
perature, T ) is needed,
∂φ
∂t
+ ui
∂φ
∂xi
= κs
∂2φ
∂x2i
. (2.13)
Splitting the scalar properties into φ = φ+ φ′ and taking the mean gives,
Dφ
Dt
= κs
∂2φ
∂x2i
− ∂u
′
iφ
′
∂xi
, (2.14)
where u′iφ′ represents the turbulent flux of the scalar φ. In addition, an equation
of state is required,
ρ = ρ(S, T, P ) . (2.15)
Since the rest of the chapter relates to Reynolds averaged models, the Reynolds av-
eraged properties will in the continuing sections be represented without the over-
lying bar, i.e. Ui = U i.
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2.2.1 The turbulence closure problem
To solve Equation (2.12) and (2.14), values are needed for the Reynolds stresses
and the turbulent fluxes. The Reynolds stress consists of nine components all
varying in time and space. It is possible to derive equations for the Reynolds
stresses from the Navier Stokes equations. However, these equations will consist
of higher order moments. If one derives equations for the higher order moments
they will include terms of even higher orders. This closure problem is often re-
ferred to as the turbulence closure problem [69]. In order to close the system,
another approach must be chosen.
The simplest way is to assume a linear dependence between the Reynolds
stresses and the gradient of the large-scale velocity fields [50],
−u′iu′j = νxixj
∂Ui
∂xj
, (2.16)
where νxixj is the eddy viscosity. The kinematic viscosity, ν, is a property of
the fluid, while the eddy viscosity is a property of the flow. The eddy viscosity
consists of nine components depending on time and space [50],
νxixj =
νxx νxy νxzνyx νyy νyz
νzx νzy νzz
 ,
but is in general simplified to [50],
νxixj =
νh 0 00 νh 0
0 0 νv
 .
The horizontal eddy viscosity (νh) is typically much larger than the vertical values
(νv) due to the anisotropy in the ocean [50].
The turbulent fluxes of heat and salinity can also be replaced by eddy diffu-
sivities, using the method in Equation (2.16). Introducing eddy viscosities and
diffusivities smooths the solution. There exist a wide range of schemes to esti-
mate the eddy viscosities, but at present there is no general agreement of the best
turbulence closure model for RANS models.
Subgrid turbulence schemes
The simplest option is to close the system by using constant eddy viscosities and
diffusivities. Still, this will not give physical correct results since the amount of
mixing depends on among other factors; the horizontal shear and the stratification.
2.2 Reynolds Averaged Navier Stokes Models 23
There exists a wide range of parametrizations and some of them are only justi-
fied by their ability to produce smooth numerical results [50]. It is often assumed
that viscous and diffusive properties can be modeled by the same equations. This
assumption could be discussed since for instance monotonicity and positive defi-
niteness are more important for scalar properties than for the momentum equations
[50].
Horizontal closure schemes are often based on the Reynolds number, the hor-
izontal resolution, and the rates of stress and strain [50]. An adaptive method to
determine the eddy coefficients based on the resolution and the deformation of the
velocity field was proposed by Smagorinsky, 1963 [50, 123],
νh = (CM , CH)∆x∆y
√(
∂U
∂x
− ∂V
∂y
)2
+
(
∂U
∂y
+
∂V
∂x
)2
. (2.17)
The adjustable constants in this parametrization, CM , CH , usually range between
0.05 and 0.2 [50].
The buoyancy frequency, N2= − g
ρ0
∂ρ
∂z
, and the Richardson number, Ri, have
traditionally been considered important parameters to determine the vertical mix-
ing [50]. The vertical mixing is highly variable over the water column, with large
intensity near boundaries, in regions with convection, and low mixing in the inte-
rior regions [50]. Some of the less ad hoc methods to estimate the vertical mixing
are based on the turbulent kinetic energy [50]. The turbulent kinetic energy, k, can
be expressed as,
k =
1
2
u′iu
′
i =
1
2
(u′u′ + v′v′ + w′w′) . (2.18)
The equation for the turbulent kinetic energy is found by multiplying the equation
for the fluctuating velocities (found by subtracting the Reynolds averaged equation
(2.12) from the Navier-Stokes equation (2.10)), with the perturbation velocity (see
for instance Haidvogel and Beckmann, 1998 [50] or Kantha and Clayson, 2000
[70]). The conservation of turbulent kinetic energy can then be represented as
[50],
∂k
∂t
+ Uj
∂k
∂xj
+ u′iu
′
j
∂Ui
∂xj
= − 1
ρ0
∂u′ip′
∂xi
− g
ρ0
(u′iρ′)δi3 −
u′iu
′
iu
′
j
∂xj
. (2.19)
If all lateral derivatives are set to zero, the vertical version of the equation for the
turbulent kinetic energy is linearized, and Equation (2.16) is used to represent the
Reynolds stresses, the equation for the turbulent kinetic energy can be simplified
to [50],
∂k
∂t
= νv
[(
∂U
∂z
)2
+
(
∂V
∂z
)2]
− κvN2 + ∂
∂z
(
κk
∂k
∂z
)
−  . (2.20)
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Here Pk = νv
[(
∂U
∂z
)2
+
(
∂V
∂z
)2] is a source term for production of turbulent ki-
netic energy by vertical shear, andGk = −κvN2+ ∂∂z
(
κk
∂k
∂z
)
a source term due to
buoyancy [50]. The vertical eddy diffusivity is given by κv, the vertical diffusivity
of the turbulent kinetic energy by κk, and  represents the turbulent dissipation
rate (∼ k3/l). This equation is the basis for both k− l and k−  closure schemes.
For the former a length scale, l, is used to close the system. Such a method is
chosen in the The Mellor Yamada level 2 scheme [50]. In the k −  scheme, a
defined length scale is used to solve an extra equation for the dissipation [50].
Mixing in the ocean
In the deep ocean the circulation is mainly driven by density differences. Ocean
mixing determines the water masses, and a correct representation of the mixing
is crucial to achieve a realistic circulation in the ocean [66]. In 1966, Munk es-
timated that the Pacific intermediate and abyssal waters mixed with an average
eddy diffusivity of 10−4 m2s−1 [94]. Though this value was initially an estimate
only valid for the abyss, it has been considered as a canonical value valid for the
entire interior of the ocean [66]. Later studies of the pycnocline have observed
turbulent diffusivities of the order 10−5 m2s−1 [71, 80]. This value is now consid-
ered as the background value in the ocean [48, 66]. Still, near rough topography
the turbulent diffusivities are much higher due to breaking internal waves, and the
turbulent diffusivities are here measured ranging from 10−4 m2s−1 to 10−3 m2s−1
[79, 108].
2.2.2 Other assumptions
In 1903, Boussinesq suggested to include the changes in density only in the gravity
term [75]. This approximation is valid when the changes in density is smaller than
approximately 3 percent [69], and is an assumption widely used in ocean models.
The average potential density in the ocean is 1028 kg m−3 [69]. By using the
Boussinesq approximation, it is additionally assumed that the dynamic viscosity,
the thermal conductivity, and the specific heat may be treated as constants [75].
Sound and shock waves are filtered out, and for compressible flow the full set of
equations must therefore be used [75].
Furthermore, the earths rotation is assumed constant, and also the gravity is
set to a constant value.
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2.2.3 Reynolds averaged equations
The combination of the aforementioned assumptions lead to the following
Reynolds averaged equations,
∂Ui
∂t
+ Uj
∂Ui
∂xj
+W
∂Ui
∂z
− fcij3Uj =
− 1
ρ0
∂P
∂xi
+
∂
∂xj
(
νh
∂Ui
∂xj
)
+
∂
∂z
(
νv
∂Ui
∂z
)
,
∂W
∂t
+ Ui
∂W
∂xi
+W
∂W
∂z
= (2.21)
− 1
ρ0
∂P
∂z
− ρ
ρ0
g +
∂
∂xi
(
νh
∂W
∂xi
)
+
∂
∂z
(
νv
∂W
∂z
)
,
∂Ui
∂xi
= 0 ,
∂φ
∂t
+ Ui
∂φ
∂xi
+W
∂φ
∂z
=
∂
∂xi
(
κh
∂φ
∂xi
)
+
∂
∂z
(
κv
∂φ
∂z
)
,
ρ = ρ(S, T, P ) .
Here Ui is redefined to represent the horizontal velocities (U ,V ) and xi the hori-
zontal coordinate components (x,y).
2.2.4 Hydrostatic versus non-hydrostatic pressure
The pressure, P , in the ocean can be split into three different components,
P (x, z, t) = Pη(x, t) + Pint(x, z, t) + Pnh(x, z, t) , (2.22)
where Pη = gρ0η(x, t) represents the pressure due to the surface elevation,
Pint =
∫ 0
z
ρ(x, z′, t)dz′ the internal pressure, and Pnh the non-hydrostatic pres-
sure generated due to internal movements in the fluid.
In large scale studies, the hydrostatic approximation is considered axiomatic
to many scientists [84]. Through this simplification it is assumed an exact balance
between the vertical pressure gradient and the gravitational force [69],
0 =
1
ρ0
∂P
∂z
− ρ
ρ0
g . (2.23)
Vertical motions are inhibited by the stable stratification in the ocean leading to
small vertical motions and low vertical accelerations [69]. The hydrostatic as-
sumption is valid when the vertical length scale is much shorter than the horizon-
tal length scale, H/L << 1, and the Froude number, Fr = U
NH
, is small (<< 1).
In 1997, Marshall et al, [84] suggested the non-hydrostatic parameter,
nnh =
γ2
Ri
, (2.24)
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where γ = h/L andRi = N
2h2
U2
represents the Richardson number. The horizontal
and vertical length scales are represented by L and h respectively, and the Brunt-
Va¨isa¨la¨ frequency is given by N2. The flow can be considered hydrostatic when,
nnh << 1 . (2.25)
For cases when the hydrostatic assumption is no longer valid, the pressure must
be found from the full vertical momentum equation in (2.21). In this case a 3D
Poisson equation with homogeneous Neuman boundary conditions must be solved
to find the non-hydrostatic pressure [69]. Due to the computational costs, the
non-hydrostatic pressure correction should only be included in cases where the
non-hydrostatic pressure effects are important and the resolution is high enough
to resolve such processes.
2.3 Options for discretization
To transform the partial differential equation into a numerical model, the math-
ematical model (Equation (2.21)) must be discretized. The finite differences
method was first introduced by Euler in the 18th century, and is the oldest numer-
ical method for solving partial differential equations [39]. In finite differences the
derivatives are approximated by the use of Taylor series or polynomial fits [39].
Hence, the derivatives are estimated based on neighboring points and are a lo-
cal approximation [69]. Applied on structured grids, the finite difference method
is simple and effective. However, the method does not automatically conserve
properties and can only be applied on simple geometries [39].
Finite volume methods use the integral form of the governing equations [39].
The domain is divided into a finite number of subdomains or control volumes, and
for each control volume the equations are solved [39]. As the flux that flows into
a control volume equals the flux out of the subdomain, finite volume methods are
automatically conservative. They are also suitable for complex geometries [39].
However, it is more difficult to implement higher-order methods in finite volume
methods compared to in finite difference methods [39].
In the 1960s the finite element method was developed [69]. This method is
especially suitable working with complex geometries and when the flow is asso-
ciated with large spatial variations [69].
Spectral methods are widely used in atmospheric modeling [69]. The spectral
method is a global method, where the solution in a spatial point is based on all
other points within the model domain [69].
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Figure 2.1: A sketch of the Arakawa a) B-grid and b) C-grid.
2.3.1 Horizontal coordinates
There are in general five different ways to arrange the dependent variables S, U ,
V , andW on a grid. These five arrangements are called the Arakawa grids, named
from A to E [69]. Since all five grids consist of the same number of variables, the
computing time for each of these arrangements is approximately the same. All the
grid types are staggered except for type A, where all the variables are located in
the same point. The two most common grids in ocean models are the B- and the
C-grid [50, 69]. These two grid types are sketched in Figure 2.1.
The choice of grid determines how well the spatial gradients in the partial
differential equation are represented [69]. Averaging over neighboring grid points
gives smoothing of the solution and should ideally be avoided [69].
For the B-grid, U and V are calculated in the same grid point (Figure 2.1).
This leads to a good representation of the Coriolis term [69], but the calculations
of the pressure gradient and convergence/divergence, estimated from the equa-
tion of continuity, are compromised [69]. The opposite is the case using the C-
grid, pressure gradients and divergence can be calculated directly, but averaging
is needed to calculate the Coriolis term [69].
2.3.2 Vertical coordinates
There are several options to discretize the equations in the vertical direction,
geopotential coordinates, terrain-following coordinates, and isopycnal coordi-
nates. In this section some advantages and disadvantages of the two former op-
tions will be discussed. Examples of two vertical coordinate systems are shown
in Figure 2.2.
Geopotential coordinates, or z-coordinate models, use the Cartesian grid. In
this case the governing equations can be implemented directly without the use
of transformations. When the bottom matrix is discretized into z-coordinates,
truncation errors are introduced [50]. The result is a stair-case topography on the
28 Numerical Models
a) b)
Figure 2.2: a) Geopotential coordinates (z-coordinates) and b) terrain following
coordinates (σ-coordinates).
slopes, which can generate false vertical transports and spurious mixing near the
steps [69].
Using terrain-following coordinates, the Reynolds averaged equations are
transformed using the standard σ-transformation,
x∗ = x , y∗ = y , σ =
z − η
H + η
, t∗ = t . (2.26)
Here σ varies between 0 and -1. The σ-coordinates have the value 0 at the surface
and -1 at the bottom. The number of vertical layers in the ocean are the same over
the entire domain. In cases with steep slopes, there can be large variations in the
thickness of a given σ-layer in the deep and the shallow regions.
Since the terrain-following coordinates follows the bottom topography, resolv-
ing the boundary layer only requires enough layers located close to the bottom
[69]. As for the z-coordinates, this is a larger challenge since the thickness of
each vertical layer is uniform over the entire domain. A sufficient resolution of
the boundary layer might hence require a large number of inactive cells [50].
The kinematic boundary condition of no flow through the bottom is easy to
implement using terrain-following coordinates, since the lowest σ-layer follows
the bottom. For models with geopotential coordinates there will be an error in the
flow field due to the truncation error generated by the step-wise bottom. This can
lead to artificial vertical transports [69].
Using z-coordinate models, the internal pressure gradient is calculated ac-
curately along the exact horizontal lines [69]. Terrain-following models have
problems with spurious mixing due to errors in the estimate of the internal pres-
sure gradient. As the pressure equation is transformed into σ-coordinates, the
x-component of the internal pressure may be written as follows [19],
∂ρ
∂z
|z = ∂ρ
∂x
− σ
H
∂H
∂x
∂ρ
∂σ
. (2.27)
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In situations with steep topography the two terms on the right hand site may be
large, comparable in magnitude, and of opposite signs [19]. This can lead to large
errors when the internal pressure is estimated [19]. The error in the estimate of the
internal pressure first generates false velocities (first order error) [87]. The error
in the velocity field generates steering in the water masses, leading to a compen-
sating error in the density field (second order error). Many methods have been
suggested to reduce the errors in the internal pressure gradient in σ-coordinate
models. Some of these are; subtracting the average density [45], adding viscosity
[87], calculating the internal pressure by higher order methods [86], and rotating
the grid [130]. It has also been proposed to make two estimates of the internal
pressure gradient in z-coordinates and later choose the lowest estimate. In the
cases where the two estimates are of opposite signs, the internal pressure gradi-
ent is corrected to zero [124]. Lately the perfectly balanced σ-method has been
proposed by Berntsen, 2011 [21], where the σ in Equation (2.27) is adjusted such
that the internal pressure gradient equals zero in cases where the density field is
only a function of depth, ρ = ρ(z).
However, in spite of a large scientific focus for the last 40 years, the problem
regarding internal pressure in σ-coordinate models is still not solved. Especially
for cases with steep topography and stratification, the false velocities due to errors
in the internal pressure gradient might be large [19].

Chapter 3
The CO2 problem
The CO2 levels in the atmosphere have increased by 35% over the last two cen-
turies [37], and have led to a raised consern that the increased CO2 concentrations
may lead to global warming and an acidfied ocean.
3.1 Acidification
Due to the enhanced atmospheric CO2 levels, there is a net transport of approxi-
mately 2 Gt carbon per year into the ocean [121]. If one considers a timescale of
centuries, around 75% of the CO2 released into the atmosphere will be absorbed
by the ocean [6]. CO2 is rapidly transferred from the atmosphere to the ocean by
breaking waves and air bubbles which are entrained into the wind-induced layer
[101]. The CO2 is dissolved in the water in the following manner [101],
CO2 +H2O ⇒ H2CO3 ,
H2CO3 ⇒ H+ +HCO+3 , (3.1)
H+ + CO2−3 ⇒ HCO+3 .
Thus, as the concentration of CO2 in the ocean increases there is a net increase
in the bicarbonate concentration, HCO+3 , and a reduction in the concentration of
carbonate ion, CO2−3 . In the ocean, as little as 1% of the carbon can be found
as molecular CO2, and more than 90% as bicarbonate ion (HCO+3 ) [101]. The
average global pH in the surface layer is 8.2±0.3 [109], and the transport of CO2
into the surface layer has led to a pH reduction of approximately 0.1 units since
the industrial revolution, corresponding to an increase in acidity of 30% [135].
This pH reduction has been measured for instance in the Bermuda Strait [15] and
the Canary Islands [118]. Model studies show that in time the acidified water
will affect the entire water column [30]. The CO2 is transported into the deep
ocean in regions with downwelling and deep water formation and also through
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the biological pump. In the biological pump, CO2 is transported into the deep
ocean as dead debris after first being taken up by the ocean biota [109].
3.1.1 Chemical consequences
Calcifying organisms highly depend on the CaCO3 saturation,
Ωsat =
[Ca2+][CO2−3 ]
K∗sp
, (3.2)
where [Ca2+] and [CO2−3 ] represent the concentrations of respectively the calcium
and the carbonate ion. The solubility product, K∗sp, depends on the salinity, tem-
perature, pressure, and the mineral phase (aragonite or calcite) [34]. In regions
where Ωsat is less than 1, the skeletons and the shells of the calcifiers will start
to dissolve. The saturation horizon is defined as the depth where Ωsat = 1 [109].
As more and more CO2 is taken up by the ocean, the concentration of carbonate
ion is reduced, and the saturation horizon rises towards the surface. Estimates
have shown that due to anthropogenic CO2, 70% of the present-known cold-water
corals will most likely be located in waters which are undersaturated with respect
to aragonite by year 2100 [49, 103].
A rise in CO2 concentrations will most likely also affect the availability of
nutrients and toxins in the ocean [109].
Reduced pH values lead to decreased sound absorption for low frequencies
ranging from 0 - 10 kHz [54, 62]. Between the industrial revolution and year
2100 the pH in the surface layer is expected to be reduced by up to 0.6 pH units,
leading to a reduction in the sound absorption of up to 60% [62]. Such a change
might have consequences for the marine life and also for acoustic measurements
[62].
3.1.2 Biological consequences
The pH decrease of -0.6 predicted for year 2100 gives the largest observed pH
shift in the ocean for at least 420 000 years [109]. In addition, the pH change
is at least 100 times more rapid than previous occurrences over the same period
[53, 109].
Photosynthetic marine organisms, as for instance phytoplankton, are the most
important contributors to the marine food web, consisting of more than 99% of
the organic matter [109]. Consequences for the marine microorganisms will hence
have a large effect on the food access in the ocean. Many experiments have studied
how elevated CO2 concentrations in the ocean will affect the level of photosyn-
thesis. In most of the experiments, the rate of photosynthesis is reduced by less
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than 10% when exposed to atmospheric CO2 concentrations two times higher than
today [17, 109]. Still there are some exceptions. Emiliania huxlyi experienced an
increase of approximately 50% in the level of photosynthesis when the CO2 con-
centrations were doubled [117, 109]. Further studies are still needed, since it
is possible that the phytoplankton might be more affected by indirect factors of
acidification as changes in the availability of nutrients and toxins.
Marine animals
Raised CO2 concentrations will lead to lower oxygen levels in the ocean, making
it more difficult for the mammals to obtain oxygen from the seawater [109]. The
changed chemical properties of the water might also lead to acidification of body
tissues and fluids [65] and affect the bloods ability to carry oxygen [109]. These
factors might lead to higher mortalities among the mammals. Fishes which live in
a CO2 rich environment are exposed to an increased risk of cardiac failure [65].
Especially squids and deep sea fish are sensitive to pH changes. Experiments with
freshwater fish have shown reduced activity of the sperm when exposed to lower
pH values [63]. In addition the egg production of copopods decreased as the pH
values in the ambient water were reduced from 8 to 6 [76, 77].
Calcifying organisms depend on the aragonite/calcite saturation. Langdon et
al, 2000 [78] found a relationship between lower calcification rates and reduced
saturation of aragonite and/or calcite. This result is confirmed by almost all ex-
periments to date. When exposed to reduced saturation rates, the calcifiers may
keep their physical extent by decreasing the density of their skeleton [55]. How-
ever, this will make them more vulnerable for erosion and give them less ability
to absorb wave energy [55]. Another option for the calcifiers is to invest more
energy into calcification, leading to less resources available for reproduction [55].
Hence, though the calcifiers may adapt to a more CO2 rich environment, acidi-
fication leads to a chronic stress for the calcifying organisms, making them less
resistible to diseases, bleaching, and other threats [55].
3.2 Options
There are three main alternatives to decrease the CO2 concentrations in the atmo-
sphere; reduce the use of energy, switch from carbon energy sources to carbon free
sources, and/or introduce more carbon sinks [10]. It is unlikely that the worlds en-
ergy need will be reduced in the near future, thus options to provide a bridge into
a carbon free future are needed.
Pacala and Socolow, 2004 [106] suggested several ways to reduce the CO2
releases into the atmosphere by using technologies that are already feasible today.
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One proposed possibility is CO2 storage. There are several ways to store CO2; in
geological formations, through biology, directly in the ocean, or by storing CO2
in deep-sea sediments.
3.2.1 Geological storage
Old, depleted oil and gas reservoirs, and saline aquifers have huge potential stor-
age volumes for CO2. In 1996, Statoil started injecting CO2 into the Utsira forma-
tion due to the high offshore CO2 taxes in Norway. This was the beginning of a
new approach to reduce the CO2 emissions [18]. Since then similar projects have
been undertaken also in Algeria and in Canada, and at present more than 20 mil-
lion tons CO2 have been stored [18]. However, in order to significantly reduce the
CO2 emissions using geological storage, the injection rates must be multiplied.
Suitable storage sites should be characterized by large pore volumes, high con-
nectivity, and be covered by an extensive seal [18]. Moreover, the basin should be
located at least 800 m below the seabed [18]. The high permeability and poros-
ity makes high injection rates feasible [18]. CO2 is trapped in the formation by
four different mechanisms. The main barrier is a thick seal at the top of the for-
mation, like for instance caprock. This seal should have a low permeability and
a high capillary entry pressure to avoid escape of CO2 from the formation [18].
As the supercritical CO2 is injected, the original fluid in the formation is depleted
as CO2 propagates through the porous rock. The injected CO2 is later displaced
by pore water. During this process some CO2 will be trapped as small droplets
due to capillary forces, often referred to as residual-phase trapping [18]. In time,
CO2 dissolves in water. As the CO2 is dissolved, the density of the pore water
increases, making the potential of escape by buoyant forces smaller [18]. CO2
can also react directly with minerals leading to storage by mineral trapping [18].
At the temperature and pressure conditions relevant for geological storage, the
CO2 will be buoyant and will therefore rise towards the structural barrier after
injection. Geological formations have proved their capability of storing buoyant
fluids for millions of years. However, many of these formations are penetrated
with several wells, which are possible pathways for leakage [98]. Besides, leak-
ages can occur by for instance over-pressurization of the caprock during injection,
leakage through faults, or by slow seepage through the low permeable seal [98].
Already in 2003, Celia and Bachu [31] focused on the leakage problem related
to geological storage. In order to protect existing and future energy sources, the
shallow ground water, mineral sources, and to also avoid leakage back to the at-
mosphere, the risk of leakage must be evaluated [31, 98]. In this context, both the
global effect of leakage back to the atmosphere and potential local environmental
consequences are of importance. For each storage site, the maximum leakage rate
should therefore be estimated along with a probability of leakage. These mea-
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sures should be used to evaluate the ecological risks of storage against the risk of
no action [31].
Based on data relevant from an enhanced-oil-recovery field in USA, Kano et
al, 2009 [68] did numerical simulations of seepage into the ocean. The seepage
rate used was 3800 tons per year leaking over an area covering 2 times 200 m.
The CO2 leakage was modeled on the shape of CO2 droplets, and Kano et al,
2009 [68] found that all the CO2 was dissolved in the water column before it
reached the surface. Furthermore they found that the increase in pCO2 was lower
than 500 µatm, a value assumed low enough to avoid biological impact [68].
3.2.2 Biological storage
Carbon is absorbed in the vegetation through the photosynthesis [99]. Though
some CO2 is released back into the atmosphere by respiration, there is a net stor-
age of CO2 [121]. Nilsson and Schopfhauser, 1995 [97] estimated that if the
worlds forests were extended to its maximum limit by 345 million hectares, a
CO2 reduction of 1.5 Gt carbon per year could be achieved. This is less than 20%
of the yearly emissions of CO2 to the atmosphere [99]. In addition such extensive
planting of trees would exclude large landmasses for agriculture.
Another option is to fertilize the forest and ocean to increase the uptake of CO2
from the atmosphere. However, manipulating the biological production by fertil-
ization is considered a risky project since the consequences for the ecosystems are
unknown [2].
3.2.3 Ocean storage
Already in the 1970s the ocean was suggested as a good storage facility for CO2
by Marchetti, 1977 [83]. The ocean covers approximately 70% of the surface of
the earth, and there is an equilibrium between the CO2 levels in the ocean and the
atmosphere [64]. The net result if the CO2 is first released to the atmosphere or
the ocean will eventually be the same. However, in order to reach an equilibrium
between the ocean and the atmosphere, thousands of years is required since the
deep ocean is separated from the atmosphere by the pycnocline. Injecting CO2
directly into the deep ocean will keep the CO2 away from the biologically active
surface layer and also overcome the time related bottleneck due to the pycnocline
[5].
In the ocean, CO2 is found in gas phase until approximately 500 m depth (see
Figure 3.1). Below 500 m depth the CO2 will be in liquid phase, but be less
dense than seawater [64]. Due to the higher compressibility of CO2 compared to
seawater, the density of liquid CO2 will be higher than the ambient seawater at
approximately 3000 m depth [64].
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Figure 3.1: Temperature and pressure conditions for the different phases of CO2.
The figure is taken from Brewer et al, 2004 [26], Small Scale Field Study of an
Ocean CO2 Plume, Journal of Oceanography, Figure 1, and is reprinted with the
kind courtesy of Springer Science and Business Media.
Several methods are proposed to inject CO2 into the ocean. The storage time
and the pH reduction is to a large extent dependent on the phase (gaseous/liquid),
the method (ship, fixed pipeline), and the depth of injection (500-4000 meters)
[5]. The CO2 can be stored as; dry ice, a dense plume, a CO2 lake, and by two
different injection methods, a fixed pipe and a droplet plume [5, 64].
Two injection methods have been considered the most favored options. One
possibility is to inject CO2 through a fixed pipe at more than 3000 m depth. At
this depth the CO2 will be in liquid phase and denser than the ambient water. The
liquid CO2 will sink along the bottom to trenches in the topography and create
lakes [64]. In regions of cold temperatures and high pressures, the CO2 is within
the hydrate stability zone (Figure 3.1). Hydrate formation increases the insulation
between the CO2 and the seawater and reduces the dissolution. Still, the hydrate
formation will not lead to complete insulation from the seawater. The hydrate
crystals will continuously be renewed [91]. Hydrate formation has been observed
through both laboratory experiments [9] and deep ocean experiments [25]. At
depths deeper than approximately 4000 meters, the liquid CO2 will be denser
than the hydrate due to the temperature and pressure conditions.
A second option is to inject liquid CO2 at depths ranging between 1000 and
1500 meters. At such depths the liquid CO2 will be diffused as droplets [4]. These
droplets will rise slowly, and be gradually reduced in size before they dissolve in
the water. The CO2 enriched seawater is more dense than the ambient water and
will hence sink. As the dissolved CO2 is affected by turbulence and currents, the
plume becomes more diluted and spread [4, 5]. The dispersed CO2 will lead to
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reduced pH values near the injection point. The droplet method will affect larger
water masses than the lake scenario, but will have smaller pH reductions [64].
In order to determine if ocean storage is acceptable one must consider the
environmental consequences. These consequences should be divided into two
subgroups; environmental impacts on a global scale and on a local scale. On a
global scale, leakage back to the atmosphere and acidification of the productive
surface layers are the most important factors. On a local scale, ocean sequestration
will lead to reduced pH values and can affect the marine biota near the injection
point.
In 2004, eight different ocean models were used to evaluate the efficiency of
ocean storage [102]. In order to evaluate the success of ocean sequestration, the
measure “global efficiency” was introduced. Global efficiency is defined as the
total mass of injected CO2 that is still located in the ocean at a reference time,
divided by the total mass of injected CO2 since the beginning of the simulation
[102]. In general, the injection depth increases the storage time and the storage
efficiency [5], and CO2 injected beneath the permanent pycnocline has a higher
residence time than CO2 injected above the pycnocline. If CO2 is injected at 3000
m depth, the global efficiency is evaluated to 97% or higher 100 years after injec-
tion [102]. After 500 years, 48 to 82% of the injected CO2 is still located in the
ocean [102]. The residence time highly depends on the general ocean circulation.
When CO2 is injected at 1500 and 3000 m depth, the global efficiency is higher
for the Pacific sites than for sequestration sites in the Atlantic or the Indian Ocean
[102]. Major ocean CO2 sinks as the warm western currents (for instance the Gulf
Stream) and regions of deep water formation (the North Atlantic and the Southern
Ocean) are considered particularly suitable for CO2 storage, with residence times
of up to thousands of years [5]. Regions with upwelling are on the contrary not
good choices as sequestration sites [5].
Orr, 2004 [102] estimated the pH at the injection sites to be reduced by 0.1 to
2 pH units during injection. These simulations are coarse scale simulations with
horizontal resolutions of 1.5 to 5 degrees [102]. The pH reductions might hence
be dramatically higher as local variances are resolved.
CO2 injection in the deep ocean is expected to have environmental conse-
quences [137]. Deep-water organisms are used to smaller fluctuations in the pH
values compared to the organisms that live near the surface, and might therefore
be more sensitive to pH changes [7]. The consequences for the marine biota de-
pend on the pH change and the duration of the exposure to acidified water masses
[7]. Elevated CO2 concentrations lead to increased stress levels for the jeopar-
dized beings. However, many organisms have built in methods to compensate for
large CO2 concentrations, making the toxic effects of reduced pH values reversible
[7]. Vetter and Smith, 2005 [137] exposed scavengers to moderately elevated CO2
concentrations at the Loihi vent for one hour. After 30 seconds, the scavengers
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were swimming with an increased speed. Ten minutes later, 90-95% of the beings
were immobile due to narcotic effects from the CO2 plume [137]. After one hour,
the scavengers were relocated from the acidified water masses, and 30 minutes
after removal all creatures were swimming again [137]. Vetter and Smith, 2005
[137] also observed that mobile scavengers avoided baits located in CO2 enriched
waters. In contrast, Tamburri et al, 2000 [127] observed a hagfish which repeat-
edly approached bait in a CO2 plume, lost consciousness and sank to the bottom,
woke up again, only to repeat the procedure. Barry et al, 2004, 2005 did long
term experiments on deep sea meiofauna where organisms were exposed to liquid
CO2 at 3600 m depth [12, 13]. In their experiment they measured a pH change
of up to -1.6 pH units near the liquid CO2, leading to a high mortality rate for the
meiofauna surrounding the CO2 pools (>90%) [12]. The organisms living in the
sediments in the near vicinity of the pools experienced an even more severe mor-
tality rate than the organisms in the water column [12]. Also the deep-sea species
exposed to more diluted water masses (pH changes from 0.1 to 0.2 pH units below
normal) had higher mortality rates than at the control sites [12].
3.2.4 Deep-sea sediments
The sediments of the ocean are a potential environment for CO2 storage. If CO2
is injected into marine sediments at temperatures below 5oC and pressures higher
than 3 MPa, CO2 hydrate will provide a seal to prevent escape from the sediments
[73]. If in addition CO2 is injected several hundred meters into the sediments
below a 3000 m deep water column, the injected CO2 will have a higher density
than the ambient pore water [56]. In this case, liquid CO2 will be separated from
the marine environment by two distinct barriers; a hydrate layer and the negative
buoyancy [56]. If one considers a timescale of thousands of years, the CO2 will
also dissolve in the pore water [56].
House et al, 2006 [56] claim that the potential storage volumes outside the
economical zone of the US can be considered boundless. However, the conse-
quences of depleted pore water due to injected CO2 should be further studied
[56]. Still, storage in deep-sea sediments is a potential sequestration method, with
hopefully small environmental consequences, and less need for monitoring than
the geological storage alternative [56].
3.2.5 Regulations
Storage of CO2 is regulated by international laws. In 1972, the London Conven-
tion prohibited dumping of waste to the ocean without permission from a national
authority (www.londonprotocol.imo.org). Moreover, the North-East Atlantic is
regulated by an international agreement to protect the marine environment (the
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OSPAR Convention). Originally, neither the London Convention nor the OSPAR
Convention allowed for storage of CO2. However, both commissions opened up
for CO2 storage as a remedy to reduce the CO2 emissions to the atmosphere in
2007 [81, 105]. The EU also have regulations for Carbon Capture and Storage,
CCS [107].
OSPAR came with a statement to prohibit ocean storage in the water column
and on the seabed in 2007 [104]. This decision was founded by concern for the
marine environment. OSPAR considered ocean storage harmful for the marine
ecosystem, and not a sustainable solution to avoid climate change [104].
Both the OSPAR Convention and the London protocol give some restrictions
for geological storage of CO2. It is only allowed to store pure CO2. Thus, other
substances can not deliberately be added to the CO2 plume [105]. In the pre-
injection phase, the company should estimate the storage volume of the formation
and demonstrate that the barriers are sufficient to last for long-term storage. A
risk assessment should be performed addressing; possible pathways for leakage,
potential risks for the ocean, and besides a plan for monitoring [105]. The plan
should include monitoring procedures both in the injection phase and in the in-
finite period after closing down the injection wells. The risk assessment should
focus on both long-term and short-term processes [105]. In addition, a thorough
study of the marine environment should be done [105]. In the pre-study, the ocean
currents and also the seafloor above the storage site should be mapped. The study
should include measurements of the natural fluxes of CO2 on the seabed, the
chemical characteristics of the seawater, the natural concentrations of nutrients,
and a study of the composition, structure, and dynamics of the biological commu-
nities [105]. The company should also report back to OSPAR in all phases, both
during planning, in the injection phase, and also in the period of monitoring after
injection, all this in order to secure a safe storage procedure for CO2.
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At approximately 400 m depth, hydrate will form at the interface between CO2
and seawater [64]. CO2 hydrate is the nonstochiometric crystalline phase of CO2
and water [134], and consists of water molecules that form a cage around each
CO2 molecule [64]. The water cage isolates the CO2 from the seawater and con-
sequently reduces the dissolution rate. The hydrate molecules are constantly re-
newed. CO2 hydrate is approximately 10% denser than typical abyssal waters
[134].
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3.3.1 CO2 model
Mori and Mochizuki, 1997 [90] presented a model for a steady, solid, uniform
hydrate film isolating liquid CO2 from the ambient water. The following descrip-
tion is mainly based on their 1997 paper. The fundamental basis of Mori and
Mochizuki’s model is mass conservation of a hydrate layer in steady state [90].
The mass conservation can be expressed by [91],
η˙wh + η˙wg|z=0 = n(η˙gw|z=δ + η˙gh) , (3.3)
where η˙ represents spatially averaged molar fluxes. The molar flux of water that
flows through the hydrate film is given by η˙wh, and η˙gh represents the average
molar flux of CO2 that flows through the hydrate layer (Figure 3.2). The flux of
CO2 that dissolves into the water phase is represented by η˙gw|z=δ, and the flux of
water into the liquid CO2 beneath the hydrate layer is given by η˙wg|z=0 [91]. The
hydration number is represented by n, and is set to 5.75. The left side of Equation
(3.3) represents the net flux of water which contributes to hydrate formation on
the CO2-side of the hydrate film, and the right hand site represents the release rate
of CO2 hydrate molecules on the water-side of the hydrate layer [91]. Formation
of hydrate is controlled by the water permeation through the capillaries, and the
dissolution of hydrate is controlled by diffusion and transport of the CO2/guest
molecules on the water-side of the hydrate film [90]. Since dissolution of hydrate
is controlled on the water-side of the hydrate film, the term η˙wg|z=0 is neglected.
Figure 3.2: A sketch of a) the the internal structure of the hydrate layer and b) the
transport through and away from the hydrate layer. The figure is reprinted from
Mori and Mochizuki, 1998 [91], Clathrate hydrate formation at the interface
between liquid CO2 and water phases - a review of rival models characterizing
“hydrate films”, Energy Conversion Management, 38 (20), Figure 1, with kind
permission from Elsevier.
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Mori and Mochizuki, 1997 [90] assume that all flow through the hydrate layer
occur through the capillaries. All the capillaries are described using the same
radius, rc. The length of each capillary are τδh, where τ represents the tortuosity
(≥ 1), and δh the thickness of the hydrate layer. Inside the capillaries there are no
formation and dissolution of hydrate [90]. Mori and Mochizuki, [90] assume that
the flow in the capillaries can be expressed as Hagen-Poiseuille flow [141]. By
this assumption it is additionally assumed that the flow through the capillaries is
laminar, viscous, and incompressible. The volumetric flow, V˙mixcap , of saturated
water with CO2 can therefore be expressed as,
V˙mixcap =
∫ rc
0
u 2pir dr =
∫ rc
0
(r2 − r2c )
4µmix
dp
dz
2pir dr =
pir4c
8µmix
∆P
τδh
, (3.4)
where−dp
dz
is substituted by the pressure drop over the entire length of the capillary
through the hydrate layer. The water in the capillaries are assumed saturated with
guest species (CO2), and the dynamic viscosity of the saturated water with CO2 is
represented by µmix.
The capillary pressure is the driving force for sucking water into the capil-
laries. We assume that the capillary pressure can be described using the Young-
Laplace equation, ∆P = 2σmixcos(θ)/rc. Here σmix represents the surface ten-
sion between water and liquid CO2, and θ the contact angle of the capillary wall
on the water-side (see Figure 3.2 a)). The total molar flow rate of saturated water
of CO2 through a capillary can then be expressed by [90],
N˙mixcap = V˙mixcap
ρmix
Mmix
=
pir3cσmixcos(θ)
4Mmixνmixτδh
, (3.5)
where νmix represents the kinematic viscosity of CO2. The effective molar mass,
Mmix, of the water saturated with CO2 is defined as,
Mmix =Mw(1− χ˜gs) +Mgχ˜gs . (3.6)
The molar mass of water and CO2 are given byMw andMg respectively. The mole
fraction of saturated water with CO2, χ˜gs, is defined as the ratio of the number of
moles with dissolved CO2 in the solution over the total number of moles in the
mixture [122],
χ˜gs =
amount (mol) of CO2
amount (mol) of seawater + amount (mol) of CO2
. (3.7)
We now want to transform the molar flow rate, N˙mixcap , for each capillary to
a spatially averaged molar flux, n˙mixh , for flow through the hydrate film. The
molar flow through a capillary is therefore multiplied with a number ncap which
represents the density of capillaries in the hydrate layer. The relationship between
42 The CO2 problem
ncap and the porosity of the hydrate film, p, can be expressed as p = pir2cτncap
[90]. This leads to an average molar flow rate of saturated water through the
hydrate layer, expressed as,
η˙mixh = N˙mixcapncap =
σmixcos(θ)
4Mwνw
rcp
τ 2δh
. (3.8)
This expression can be split into the molar flux of pure water flowing through the
hydrate layer,
η˙wh = n˙mixh(1− χ˜gs) =
σmixcos(θ)
4Mmixνmix
rcp
τ 2δh
(1− χ˜gs) , (3.9)
and the molar flux of CO2,
η˙gh = n˙mixhχ˜gs =
σmixcos(θ)
4Mmixνmix
rcp
τ 2δh
χ˜gs = η˙wh
χ˜gs
1− χ˜gs . (3.10)
According to Bird et al, 2002 [22], the mass transfer from the hydrate layer and
into the water column can be expressed by,
η˙gw|z=δh = kgw(χ˜gs − χ˜g∞) + χ˜gs(η˙gw|z=δh − η˙wh) . (3.11)
Here χ˜gs represents the saturated water with CO2 at the interface between the
hydrate layer and the ambient water, χ˜g∞ the mole fraction of CO2 further up
in the water column, and kgw a mass transfer coefficient given in moles s−1m−2.
Combining Equation (3.11) with Equation (3.9) leads to,
η˙gw|z=δh =
1
1− χ˜gs
[
kgw(χ˜gs − χ˜g∞)− χ˜gs
1− χ˜gs η˙wh
]
. (3.12)
The mass transfer coefficient, kgw, can be expressed as,
kgm = Km
ρmix
Mmix
, (3.13)
where Km represents an average mass transfer velocity.
Inserting Equation (3.13) into (3.12) gives,
η˙gw|z=δh =
1
1− χ˜gs
[
Km
ρmix
Mmix
(χ˜gs − χ˜g∞)− χ˜gs
1− χ˜gs η˙wh
]
. (3.14)
Equation (3.14) is implemented as a bottom boundary condition in Paper A and
B (Part II of this thesis). This is the same flux as previously used by Fer and
Haugan, 2003 [38] and Haugan and Alendal, 2005 [52]. For the cases without
hydrate, the water transport through the hydrate layer, η˙wh, naturally equals zero,
and the boundary condition (Equation (3.14)) is reduced to only the first term on
the right hand side.
3.3 Transport of CO2 into the ocean 43
Estimates of mass transfer velocities
In order to estimate the CO2 flux through a hydrate layer, an estimate of the mass
transfer velocity, Km, is needed. Opdyke et al, 1987, [100] found good experi-
mental consistency between the mass transfer from a smooth alabaster plate and
the mass transfer velocity,
Km = 0.078u∗Sc−
2
3 , (3.15)
where u∗ represents the friction velocity, Sc = νκmix the Schmidt number, ν the
kinematic viscosity of seawater, and κmix the molecular diffusivity of CO2 in
seawater [100]. A conservative version of Opdyke’s mass transfer velocity of
Km = 0.1u∗Sc−
2
3 is used in the studies by Fer and Haugan, 2003 [38] and Haugan
and Alendal, 2005 [52], and also in Paper A and B related to this thesis.
A new equation of state
As CO2 is dissolved in seawater the density of the seawater increases. The density
increase can be calculated as [43],
ρmix = ρ(S, T ) + (MCO2 − αCO2ρ(S, T ))cT , (3.16)
where the molar mass of CO2 is given byMCO2 = 44.01 · 10−3kg m−3, the molar
volume of CO2 by αCO2= 34 · 10−6m3mol−1, and cT is the concentration of CO2
given in mol m−3.
If the initial density is 1048 kg m−3, the increase in density due to dissolved
CO2 is less than 1% for saturated seawater. The Boussinesq approximation is thus
still valid.
3.3.2 Solubilities of CO2
The solubility of CO2 in seawater is a function of temperature, pressure, and the
chemical compounds in the water, and can be calculated based on the modified
Henry’s law [139],
χs = K0fCO2 · exp
[
(P0 − P )αCO2
RT
]
. (3.17)
Here χs represents the solubility of CO2 given in mol l−1, K0 the solubility coef-
ficient, fCO2 the fugacity, P0 the atmospheric pressure, P the pressure, αCO2 the
partial molar volume of CO2 (both given in atm), R the gas constant, and T the
absolute temperature. Expressions for the solubility coefficient and the fugacity
can for instance be found in Weiss, 1974 [139].
44 The CO2 problem
Many scientists have published values for the solubility of CO2 in seawater,
see for instance Murray and Riley, 1971 [95], Weiss, 1974 [139], and Teng et al,
1996 [128]. As saturated seawater is cooled down, some CO2 is precipitated from
the saturated seawater as CO2 hydrate [8]. The solubility of CO2 in seawater in the
presence of hydrate is therefore lower than for the cases without hydrate [8]. Aya
et al, 1997 gives solubility data for CO2 in seawater in the company of hydrate.
In situations with relative stable pressure and temperature conditions, the sol-
ubilities in Equation (3.14) can be considered as fixed values. For deep sea
cases without hydrate, solubilities based on the model by Teng et al, 1996 [128]
(χ˜gs=0.0676) can be used, and for cases with hydrate the experimental value from
Aya et al, 1997 [8] (χ˜gsh=0.0476) based on a pressure of 30 MPa and 3.1
oC can
be used.
Chapter 4
Cold-water corals
“White flowers”, referring to cold-water corals, were first mentioned in the 18th
century by Erich Pontoppidan, Bishop of Bergen [115]. These “flowers” were
thought to have medical effects and therefore sold to the apothecaries [115].
Lately, cold-water corals have received more attention, as we are now more aware
of their importance and extension. Multitudes of organisms have their habitat
affiliated with cold water corals, making their surroundings rich fishing grounds
[36, 40]. The corals can be found in a wide range of sizes, from separated indi-
viduals to isolated colonies [116]. The reefs can be up to 300 m tall and have a
width of several kilometers [116].
4.1 Lophelia Pertusa
Lophelia Pertusa is the world’s most widespread, reef-forming cold-water coral
[33], and can be found all over the globe except in the polar regions [40]. Almost
1300 different species live in habitats related to Lophelia Pertusa [116], and the
biological diversity in the vicinity of the reefs are approximately three times larger
than in adjacent regions [40].
4.1.1 Anatomy
A Lophelia Pertusa reef can roughly be divided into three different zones [59]. At
the bottom, the reef is characterized by sediments, dead skeletons, and sponges
[59]. In the middle of the reef, horn corals are prevalent, and in the upper half of
the reef Lophelia Pertusa is dominant [59].
Lophelia Pertusa builds its skeleton from calcium calcite (CaCO3). The in-
dividual organism is a anemone coral polyp with a size of approximately 1 cm
[59]. The reef consists of separate anemones merging with other anemones into
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branches. Each branch grows with a velocity of approximately 6 mm per year, but
due to fragmentation the total growth rate is approximately 1-2 mm per year [59].
When the branch reaches a length of approximately 5 cm it multiplies. Due to the
corals ability to merge ambient branches, the coral grows strong and can sustain
colonies which are up to 2 meters high [59]. At this height the colonies start to
fragment. If the broken branch is located in a suitable environment, it can be the
origin of a new coral colony [59].
The physiology of cold water corals can be compared with the physiology
of nettles. Corals are built up of a large number of individuals (polyps), and
each polyp has a a simple body cave and a diffuse nerve system [59]. The corals
have only one opening in their body, a mouth which is used both for eating and
discharge of waste products [59]. The mouth is surrounded by tentacles.
4.1.2 Food sources
There are few observations of the food habits of cold-water corals. In previous
times, scientists tried to open the coral body in order to search for leftovers of
food [59]. Carl Don suggested in 1944, that the corals only ate during nighttime
when it was impossible to observe them eat [59]. Today the observational methods
have improved and we know that live prey is caught by the sticky tentacles of
the corals [59]. Lophelia Pertusa mainly feed on zooplankton [116], but is also
observed eating copepods and dead material [92, 115].
4.1.3 Habitats
It is a general consensus that temperature, salinity, and current velocities are im-
portant factors for settling of Lophelia Pertusa [59]. Lophelia Pertusa seems to
prefer environments with temperatures ranging from 4 to 8oC [93], but is also
found in waters with temperatures up to 12oC [116]. The corals prefer salinities
higher than 35 psu [93]. On a global scale Lophelia Pertusa is observed on depths
ranging from 39 to 3380 meter, and in general on firm bottom consisting of stones
or solid rocks [93]. Here, the bottom is stable enough to support large reefs even
under the force of strong bottom currents [115].
Though there are at present no direct experiments of the relationship between
aragonite concentrations and cold-water corals, there are strong indications that
the aragonite saturation horizon might be a limiting factor for the cold-water coral
distribution [49]. Cold-water corals settle at much more distant depths in the
Atlantic Ocean compared to in the Pacific Ocean [116]. This might be explained
by the shallow aragonite saturation horizon in the Pacific Ocean [49, 116]
Food access is considered as probably the most important biological factor
for settling of Lophelia Pertusa [59]. The corals need food in order to survive,
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and there seems to be a link between high productivity in the surface layer and
high concentrations of carbonate mounds [49, 143]. Since Lophelia Pertusa is
a benthic animal located at a fixed location, the food must be transported to the
coral by currents. The corals can be up to 10 000 years old, and the food access
must hence have been continuous for the same amount of time. The corals are
therefore assumed to settle in regions with large, constant, or periodic transport of
food [115]. High current velocities give less settling of sediments in the corals and
also a higher transport of nutrients. It is therefore likely that there is a correlation
between abundance of coral reefs and high current velocities [116]. Still, too
high current velocities might cause breakage of branches [59]. If the velocities
are too high it is impossible for the polyps to catch the food in the current [59].
Based on current measurements in Trondheim it is assumed that the upper limit
for beneficial current velocities are ranging between 0.5 and 1 m s−1 [59].
Several theories exist to explain why corals settle in some regions and not
in others, and the theory of topographically controlled settling and the hydraulic
theory are some of the most well-known.
Topographic controlled distribution
There are larger occurrences of coral reefs at the shelf, shelf-break, and on topo-
graphic heights than in other parts of the ocean [88, 93]. Corals are also observed
on ridges and furrows most likely generated by grounding icebergs [42]. These
formations are also called iceberg plough marks. The plough marks can be traced
down to 300 m depth and are mainly 5 to 8 m deep [42].
Videos made by Statoil show that there are much higher concentrations of zoo-
plankton near the live parts of a Lophelia reefs than in the relative flat surrounding
regions [59]. Frederiksen et al, 1992 [41] explained higher concentrations of zoo-
plankton by observations of breaking internal tidal waves. The breaking waves
increase the vertical transport, leading to a higher concentration of organic mate-
rial near the bottom. Furthermore, it is observed downward transport of plankton
from a layer approximately 70 m above the corals and down on the lee side of a
reef [59]. Genin et al, 1986 [47] found that corals tend to settle in regions with
flow acceleration.
Based on these observations, one can assume that certain topographies may
be beneficial for increased food transport to cold-water corals. The topographic
heights or breaks increase the encounter rate of food particles due to elevated
current velocities [47]. Besides, eddies may lead to a higher concentration of
food in specific regions [93]. Eddy formation will generally happen on the lee-
side of the reef where there will be separation of the flow and eddies. On the
upstream side, the velocities will increase. Still, this theory does not explain why
coral settling is only abundant on a small fraction of all heights and clefts in the
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ocean [59].
The hydraulic theory
Regions with seepage of pore water or gas are often referred to as hydraulic ac-
tive areas [57]. Substances brought into the water column by such seeps are for
instance, phosphate, nitrate, methane, ethane, or CO2 [59, 60]. These tracers may
affect the density and also the acidification of the ambient water masses.
Hovland et al, 1994 [58] found occurrences of Lophelia reefs growing in the
vicinity of pockmarks at the south-western part of the Sula ridge. The concentra-
tions of light hydrocarbon in the sediments were approximately twice the back-
ground levels. Based on these observations, Hovland and Thomsen, 1997 [61]
suggested that hydrocarbon-rich sediments could lead to rich microbiological pro-
duction, leading to large food access for animals feeding on bacteria [59]. Lophe-
lia Pertusa is also observed on oil and gas platforms in the North Sea [46].
Later studies by Mortensen et al, 2001 [93] and Kiriakoulakis et al, 2007 [72]
found no significant correlation between the density of pockmarks and the area of
Lophelia reefs.
4.1.4 Threats
Bottom trawling in the Barents Sea started in the 1930s, and escalated in the 1960s
[40]. In the early 1990s, fishermen contacted the Institute of Marine Research and
claimed that corals had disappeared and their catches of fish were reduced [40].
They also expressed concern about the reefs function as nursery areas for fish [40].
Estimates indicate that between 30 and 50% of the reefs are damaged or impacted
by bottom trawling [40].
For warm-water coral reefs there has been found a relationship between re-
duced calcification and decreased pH values [78]. This is most likely also the
case for cold-water corals. In addition, hydro carbon drilling and possible leaks
associated with oil and gas production may threaten the cold water corals.
4.2 Numerical studies
Thiem et al, 2006 [132] did numerical idealized simulations of the flow on the
Norwegian shelf break using Bergen Ocean Model (BOM). The flow was forced
with an alongslope jet and an idealized atmospheric low pressure. High encounter
rates of particles were found at the shelf break, indicating that food transport is a
main reason for settling at the continental margin.
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As an extension of this work, Thiem et al, 2008 [131] studied encounter rates
of particles for flow over an idealized coral reef, and found that the largest number
of bottom hits were located at the steepest slope on the front side of the reef.
4.2.1 Assumptions
Assumptions are needed to model flow over cold-water corals using RANS mod-
els. Corals are branching and consist of numerous interconnected polyps [89]. To
correctly simulate flow over corals, it is necessary to resolve the diffusive bound-
ary layers on the branches [89]. A branch with a diameter of 1 cm and an ambient
flow of 10 cm s−1 generates a viscous boundary layer which are approximately
0.03 cm thick [89]. The coral reefs generate rough topography. Reidenbach et al,
2006 found that the boundary layer profile above a reef looks similar to boundary
layers of smoother topographies already a few tens of centimeters above the reef
[111]. Existing turbulent boundary layer theory can thus be applied for flow over
coral colonies.
It is found through visualization studies of warm water corals in the Red Sea,
that much of the flow over a branching coral is diverted over and around the coral.
As the coral geometry gets denser, a larger fraction of the flow moves outside the
coral, while sparser branching and increased velocities give more water flowing
through the interior of the reef [110]. Depending on the structure of the coral
and the flow, the mass transfer rates through the coral branches are 50-75% of
the values found outside the reef [110]. In the numerical study by Thiem et al,
2008 [131] (and also in Paper D, Part II of this thesis), it is assumed a solid reef.
Hence the permeability caused by the branching corals has been neglected and
replaced by a solid smooth surface. The horizontal resolution in Thiem et al, 2008
[131] ranges from 6.4 m to 0.1 m, and the branches of the corals are thereby not
resolved. It thus makes sense to assume a smooth reef as a first attempt to simulate
the corals. By assuming a smooth reef, turbulence generated by the small-scale
topography is removed.
The branches and polyps create an increased drag. A bottom drag coefficient
ranging from 0.009 to 0.015 is found through experiments with warm-water corals
[111]. This is a value 4 to 6 times higher than the canonical value for the bottom
drag coefficient of 0.0025 derived for muddy or sandy beds [89]. Thiem et al, 2008
[131] used a constant bottom roughness of 0.0002 m and the canonical value for
the bottom drag coefficient. These values are also used in Paper D.
Thiem et al, 2008 assume that all particles that enter the lower benthic layer,
are eaten by the corals and thus taken out of the simulation [131]. The food
particles advect passively with the currents, and potential buoyancy effects are
not included. Little is known about the eating efficiency of cold-water corals,
but Yahel et al, 1998 [144] observed that planktonic food was almost completely
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depleted from the water masses within a few meter of a warm-water coral reef.
They also observed that the concentrations of phytoplankton and chlorophyll were
reduced by 15-65% in the vicinity of coral reefs compared to in the neighbouring
open waters [144].
4.2.2 A model for passive tracers
A model for passive tracers is included in Bergen Ocean Model (BOM) [20]. Pol-
lution, passive floaters, or transport of water masses are usually either modeled as
tracer concentrations or as flow of individual particles [133]. In cases where the
transport is best considered as transport of individual particles, particle tracking
models have benefits over concentration models [32]. Examples of such transports
are settling of fish larvae or phytoplankton. Also when studying integrated prop-
erties as the residence time or release of particles from a source, it is beneficial
to study particle transport by a particle tracking model [32]. When the circula-
tion model is too coarse to represent the concentration field properly, a particle
tracking model is the natural choice [32]. In a particle tracking model the compu-
tational effort is largest in the regions with the highest concentrations of particles,
but in a concentration model the computational effort is the same over the entire
domain [32].
In BOM the transport equation for the passive tracer, C, is given by,
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Writing Equation (4.1) on flux form and introducing the sigma coordinates (Equa-
tion (2.26)) gives,
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where D represents the total depth D = H + η and ω the vertical velocity in the
σ-coordinate system.
The Lagrangian position of a particle located at ~X=(X1, X2, X3) at the time,
t, can be represented by the Langevin equation [32, 133],
d ~X
dt
= A( ~X, t) +B( ~X, t)ξ(t) . (4.3)
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HereA( ~X, t) represents the deterministic forces,B( ~X, t) random forces, and ξ(t)
is a vector generated by random numbers. If we define,
ψ(t) =
∫ t
0
ξ(s)ds , (4.4)
Equation (4.3) becomes equivalent to the Ito stochastic differential equation [32,
133],
d ~X = ~X(t+ dt)− ~X(t) = A( ~X(t), t)dt+B( ~X(t), t)dψ(t) . (4.5)
Here dψ(t) is the random Wiener process fulfilling the following properties dψ =
0 and dψdψ ∝ dt [44]. Equation (4.4) can then be written on the discrete form,
∆ ~Xn+1 = ~Xn+1 − ~Xn = A( ~Xn, tn)∆t+B( ~Xn, tn)
√
∆tZn . (4.6)
The parameter Zn is a vector of independent random numbers with zero mean and
unit variance [133]. If the number of particles N →∞ and the timestep ∆t→ 0,
Equation (4.6) is equivalent to the Fokker-Planck equation [32],
∂f
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∂
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)
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Here f = f( ~X, t| ~X0, t0) represents the conditional probability density function
for location of particles in the position ~X(t), given the initial position, ~X0, and
the initial time, t0 [32, 133]. We want the particle tracking model to be consistent
with the mass transport equation for passive tracers. To fulfill this criterion the
Fokker-Planck equation must correspond to the transport equation (4.2) [133]. If
Equation (4.2) is manipulated and rearranged (see Torsvik et al, 2011 [133] for a
thorough description), the two equations are equivalent if the following properties
are chosen,
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Hence, the particle model on discrete form may then be written as,
X
(p)
1,(n−1) −X(p)1,n =
[
U
(p)
(n) +
1
D
∂
∂x
(κhD)
]
∆t+
√
2κh∆tZn ,
X
(p)
2,(n−1) −X(p)2,n =
[
V
(p)
(n) +
1
D
∂
∂y
(κhD)
]
∆t+
√
2κh∆tZn , (4.8)
X
(p)
3,(n−1) −X(p)3,n =
[
ω
(p)
(n)
D
+
1
D
∂
∂σ
(
κvD
D2
)
]
∆t+
√
2κv
D2
∆tZn .
The particles are advected using either a single Euler forward time step
method, or a two step Heun method (a predictor-corrector method) [133]. The
particle tracking model is implemented as an independent module in BOM and is
parallelized using a domain decomposition method [133].
The particle tracking method has been tested on several test cases, a closed
3D box, uniform flow over a ridge, and uniform flow over a mound. For further
information about the results and the model, see Torsvik et al, 2011 [133].
Chapter 5
Summaries and further work
Topographic changes affect the flow field and thereby the transport of both passive
and active tracers in the ocean. In this thesis two different kinds of tracers are stud-
ied; anthropogenic CO2 introduced in the deep ocean and passive food particles
flowing over a cold-water coral reef. As CO2 is dissolved in seawater the density
increases. CO2 is thus an active tracer leading to a change in the equation of state.
This tracer is modeled using a concentration model. The passive food particles
are modeled using a particle tracking model including random walk. Both the
concentration model and the particle tracking model are incorporated in a gen-
eral ocean model. At present, there is a lack of data available for verification of
numerical studies both concerning CO2 storage and food access for cold water
corals. It is therefore chosen to perform idealized studies to increase the number
of experiments relevant for comparison.
5.1 Summary of the papers
Few laboratory experiments have been done with relevance for CO2 behavior at
3000 m depth. In addition, the regulations related to CO2 experiments in the
ocean are strict and large scale experiments are therefore difficult and expensive
to perform. Numerical models are hence an important tool to explore behavior
and consequences of anthropogenic CO2 introduced in the deep ocean. In Paper
A and B the concept of a CO2 lake located in the deep ocean is studied .
Paper A considers an idealized liquid CO2 lake of 500 times 500 m located
on a flat bottom at 3000 m depth. The study is performed in three dimensions
using the z-coordinate model, the Massachusetts Institute of Technology general
circulation model (MITgcm) [3]. The general circulation model is coupled with a
vertical one-dimensional model, the General Ocean Turbulence Model (GOTM)
[136]. GOTM includes a wide range of parametrizations for the vertical turbu-
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lent mixing and has previously been coupled with the general circulation model,
GETM (General Estuarine Transport Model)). The only input from the MITgcm
to the GOTM is the vertical velocity shear and the buoyancy frequency. GOTM
returns values for the eddy viscosities and diffusivities based on the chosen tur-
bulence scheme. In this study, the k- model using constant stability functions is
chosen to estimate the vertical eddy viscosities and diffusivities. To estimate the
flux from the CO2 lake and into the water column, a model developed by Mori
and Mochizuki, 1997 [90] is used as a bottom boundary condition. The flux from
the CO2 lake depends on the friction velocity and the vertical gradient in the CO2
concentration field above the lake. The CO2 lake is affected by a constant veloc-
ity field of 0.05 m s−1, 0.1 m s−1, and 0.2 m s−1. To keep the study as simple
as possible, the study is done without including the effect of the Coriolis rotation
and the background stratification. The CO2 tracers is modeled by a concentration
model. In less than a day, the CO2 concentrations reaches a steady state for the
near field of the lake. If the pH change is measured 250 m downstream the lake,
a reduction of 2.5 pH units is observed. Such pH reductions are high enough to
cause mortality for the fauna living in the vicinity of the lake [12, 13]. The dis-
solution rate of CO2 from the lake and into the ambient water masses is reduced
by a factor of 1.6 as the effect of hydrate is included in the CO2 model. Papers
concerning CO2 sequestration often uses the units µmol s−1 or m s−1 to express
the dissolution rates. In Section 3.2 in Paper A, a method to convert units from
µmol s−1 to m s−1 is presented.
In Paper B, the study is extended to also include topographic effects. The
paper covers three different topographies; a lake located at a flat bottom, in a
valley of 10 m depth, and in a valley of 20 m depth. The simulations are done
using the two-dimensional vertical slice models of the z-coordinate model, the
MITgcm and the σ-coordinate model, Bergen Ocean Model (BOM) [20]. Both
models are coupled with the GOTM, and the k −  model is used to represent
the sub-grid processes. The coupling between the MITgcm and GOTM and BOM
and GOTM is validated through a Channel experiment and Couette flow. For the
flat case scenarios, the coupled models give approximately the same dissolution
rates from the CO2 lake. However, as topography is included the dissolution rate
decreases with the depth of the valley using the MITgcm. The opposite effect is
observed using BOM. The increasing dissolution rate in the σ-coordinate model
coincides with the occurrence of an eddy located in the valley and separation of
the flow. The eddy causes a shift in the separation point upstream and an increase
in the boundary layer thickness. The eddy enhances the vertical transport and
the net transport out of the valley, leading to an increased vertical concentration
gradient above the lake and a higher dissolution rate. Hence, increased turbulence
activity lead to higher dissolution rates and a less suitable environment for CO2
storage.
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Paper C presents a convergence study for flow over a rounded backward-facing
step. The horizontal grid sizes ranges from 6 to 1.5 m. The study is done to eval-
uate the suitability of the two models for simulating flow in a valley and over a
slope, and also to check whether the eddy in Paper B is a true hydrodynamic phe-
nomenon or due to numerical artifacts. The backward-facing step is studied using
the 2D vertical (2DV) slice version of both BOM and the MITgcm. The study is
done using constant eddy viscosities and diffusivities to be able to compare the
results from the core of the two models with as little tuning as possible. The re-
sults are compared with laboratory experiments and numerical studies from the
literature. The study includes a wide range of Reynolds numbers from the tran-
sient regime to the turbulent regime. Within the transient regime the reattachment
length is longer than in the turbulent regime, in correspondence with observa-
tions by Nie and Armaly, 2004 [96]. The study shows different advantages and
disadvantages of the two models, with more noise on the slope generated by the
z-coordinate model compared to the σ-coordinate model. The staircase topog-
raphy from the z-coordinate model gives false vertical velocities and a higher
separation bubble. However, the MITgcm gives a better convergence of the reat-
tachment point and the separation point compared to BOM. Both models show a
stagnant separation point and a fluctuating reattachment point. Downstream the
reattachment point downslope propagating eddies are observed. Such eddies are
also observed by Bao and Dallmann, 2004 [11].
In Paper D the idealized study of flow over a backward-facing step is extended
into three dimensions. The study also includes flow over a valley, a ridge, and
a pockmark. All simulations are done in both 2DV and 3D using Bergen Ocean
Model. This paper discusses how the inclusion of a cross-sectional dimension af-
fects the results. Down to the separation point the flow is essentially 2DV with
cross-sectional velocities 1000 times lower than the u-component. Downstream
the separation point the horizontal flow is mainly downstream with span-wise ed-
dies located in the reattachment zone and the recovering region. High vertical and
cross-sectional velocities are found associated with the reattaching position in the
3D case. Furthermore, the boundary layer recovers much faster downstream the
recirculating region in the 3D simulations compared to for the 2DV case. The
study includes a particle tracking model developed by Torsvik et al, 2011 [133].
The passive tracers represent food particles for cold-water corals. Food particles
are initiated in front of the topographic change and taken out of the simulation
as they hit the bottom. The study aims to explore whether the occurrences of
Lophelia Pertusa in for instance iceberg scours and pockmarks can be explained
by pure hydrodynamic features. Previously there are found higher abundance of
Lophelia Pertusa related to accelerated currents, breaking waves, and high sur-
face productivity. The study reveals a correlation between eddy formation and
increased encounter rates. The reattachment position is correlated to the largest
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food transport to the bottom, especially for the 3D simulations with a horizontal
resolution of 1.25 m. The number of particle hits at the bottom are also higher
within the turbulent regime than in the transient regime.
5.2 Further work
At present, most of the knowledge related to anthropogenic CO2 in the ocean is
based on theoretical studies and laboratory experiments. In 1997, it was agreed to
perform pilot studies outside Hawaii relevant for ocean sequestration of CO2 [1].
These pilot studies were later stopped due to environmental concerns. However,
field-data is needed in order to validate the models and also increase our knowl-
edge of potential consequences of ocean sequestration, deep-sea sediment storage,
and geological storage.
As the political focus has now shifted from storage in the ocean interior to
storage in geological formations (and also deep-sea sediment storage), it would be
interesting to study potential impact of displaced pore water due to CO2 storage
in sediments. However, such a study should preferably be combined with a field-
study.
In the ocean sequestration studies in Paper A and B, there are used constant
solubilities of CO2 in seawater as input to the model by Mori and Mochizuki,
1997 [90]. To make the model valid for a wider range of temperature and pressure
conditions, the constant solubilities could be replaced by a general model. Exam-
ples of such models are Duan and Sun, 2003’s empirical model for solubilities of
CO2 outside the hydrate stability zone [35], and Sun and Duan, 2005’s model for
solubilities of CO2 in the presence of hydrate [125]. In addition the mass transfer
velocity used to estimate the CO2 flux is based on flow over an alabaster plate.
It would have been a better option to replace this mass transfer velocity by an
expression based on CO2 experiments, for instance performed in a pressure tank.
The simulations in Paper B are 2D studies. The natural next step would be
to extended the study to 3D and run with a horizontal resolution corresponding
to the simulations in Paper D (∆x ∼ 1 m) in order to resolve the horizontal ed-
dies in the valley. Such a study should also include dissolution of a CO2 lake
located in a pockmark. At these resolutions non-hydrostatic processes are impor-
tant. Since timescales longer than the tidal cycle is considered, the Coriolis effect
is important. Moreover, exposure times for phytoplankton flowing over the CO2
lake could be estimated using the particle tracking model by Torsvik et al, 2011
[133]. Based on the exposure times and the pH profiles, the mortality rates for
the benthic fauna could be estimated [7]. Ideally the extended study should be
combined with a field study and involve a realistic flow field.
There is a wide dispute whether the settling conditions of cold-water corals are
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related to seepage of light hydrocarbons contributing to a rich biological boundary
layer or due to advected food particles. In order to evaluate the soundness of the
two aforementioned hypotheses, a more realistic study should be performed. This
study should consider a specific site where Lophelia Pertusa is known to occur,
and combine numerical studies with a measurement program of both currents and
the chemical compounds in the water. The numerical study should also include
realistic forcing, tides, and a relevant turbulence scheme.
As cold-water corals settle, the bottom roughness increases due to growth of
branches. In Paper D a constant bottom roughness parameter is used. To study
how a localized increased bottom roughness would affect the flow and the particle
hit rate, the bottom roughness should be increased in locations with high encounter
rates. The turbulent flow near a coral is complex, and at a later point it would be
desired to include a porous media model for the corals, allowing flow also through
the coral branches.

Acronyms and parameters
BOM Bergen Ocean Model
Ca2+ Calcium ion
CaCO3 Calcium carbonite
CCS Carbon Capture and Storage
CO2 Carbon dioxide
CO2−3 Carbonate ion
GETM General Estuarine Transport Model
GOTM General Ocean Turbulence Model
HCO+3 Bicarbonate
MITgcm Massachusetts Institute of Technology general circulation model
OSPAR Oslo and Paris Commissions
Re The Reynolds number, Re = UL
ν
, [-]
Ri The Richardson number, Ri = N2h2
U2
, [-]
Sc The Schmidt number, Sc = ν
κmix
, [-]
A( ~X, t) Deterministic forces in the particle tracking model (drift coefficient)
B( ~X, t) Random forces in the particle tracking model (diffusion coefficient)
C Concentration, [mol m−3]
CD Drag coefficient, [-]
CH Adjustable constant in the Smagorinsky parametrization, [-]
CM Adjustable constant in the Smagorinsky parametrization, [-]
C1 Integration constant, [-]
cT Concentration of guest molecules in water, [mol m−3]
D Total depth, D = H + η, [m]
E(kw) The energy spectrum, [m3 s−2]
fc The Coriolis frequency, f = 2Ωsin(θe), [s−1]
fCO2 The fugacity of CO2, [atm]
Gk Production of turbulent kinetic energy due to buoyancy, [m3s−2]
g The constant of gravity, [m s−2]
h A characteristic vertical length scale, [m]
h∗ Vertical position in the outer layer, [m]
K0 Solubility coefficient, [mol l−1 atm−1]
Km Mass transfer velocity, [m s−1]
K∗sp Solubility product, [mol
2 kg−2]
k The turbulent kinetic energy, [m2s−2]
kgw Mass transfer coefficient, [mol m−2 s−1]
kw The wave number, [m−1]
L A characteristic length scale, [m]
l Characteristic length scale, [m]
Mg Molar mass of guest species (CO2), [kg mol−1]
Mmix Molar mass of water saturated with CO2, [kg mol−1]
Mw Molar mass of water, [kg mol−1]
N˙mixcap Total molar flow rate through a capillary, [mol s−1]
N2 The Brunt Va¨isa¨la¨ frequency, N2 = −1
ρ
dρ
dz
, [s−2]
ncap The density of the capillaries in hydrate, [m−2]
P Reynolds averaged pressure, [kg m−1s−2]
Pint Internal pressure, [kg m−1s−2]
Pk Production of turbulent kinetic energy due to vertical shear, [m2s−3]
Pnh Non-hydrostatic pressure, [kg m−1s−2]
Pη Pressure due to the surface elevation, [kg m−1s−2]
p Pressure, [kg m−1s−2]
p∞ A reference pressure outside the boundary layer, [kg m−1s−2]
R The gas constant, [atm m3 mol−1 K−1]
S Salinity, [psu]
T Temperature, [K]
t Time, [s]
U Reynolds averaged horizontal velocity, [m s−1]
Ub The bottom velocities, [m s−1]
U i Reynolds averaged velocity, [m s−1]
U∞ Free stream velocity, [m s−1]
u Horizontal velocity component, [m s−1]
~u Velocity components, u, v, w, [m s−1]
ui The velocities, ui = (u, v, w), [m s−1]
u′i The velocity fluctuations, [m s
−1]
u′iu
′
j Reynolds stress, [m
2s−2]
u′iφ′ The turbulent flux of the scalar φ
ux Horizontal velocity component averaged in the x-direction, [m s−1]
u∗ Friction velocity, [m s−1]
V Reynolds averaged cross-sectional velocity, [m s−1]
V˙mixcap Volumetric flow through the hydrate layer of saturated water, [m3 s−1]
w Vertical velocity component, [m s−1]
~X The Lagrangian position of a particle, [m]
x Horizontal coordinate, [m]
y Cross-sectional coordinate, [m]
z Vertical coordinate, [m]
zb Distance from the bottom to the center of the lowest grid cell, [m]
z0 Surface roughness, [m]
αCO2 Molar volume of CO2, [m
3 mol−1]
∆x The grid size, [m]
δ The thickness of the boundary layer, [m]
δ The average thickness of the boundary layer, [m]
δi3 The Kronecker delta function, [-]
δv The thickness of the viscous sublayer, [m]
δ99 u = 0.99U∞ boundary layer thickness, [m]
δ∗ The displacement thickness, [m]
 The energy dissipation rate [m2s−3]
ij3 The alternating tensor, [-]
p The average porosity of the hydrate layer, [-]
η˙gh Average flux of CO2 flowing through the hydrate film, [mol m−2 s−1]
η˙gw|z=δ Average flux of CO2 from the hydrate layer diffused into the water,
[mol m−2 s−1]
ηk The Kolmogorov scale, [m]
η˙wg|z=0 Average flux of water from the hydrate layer to the liquid CO2,
[mol m−2 s−1]
η˙wh Average flux of water flowing through the hydrate film, [mol m−2 s−1]
θ The contact angle of the capillary wall on the water-side [rad]
θe Latitude, [o]
κ The Von Karman constant, κ = 0.41, [-]
κk The eddy diffusivity of the turbulent kinetic energy, [m2s−1]
κmix The kinematic diffusivity of CO2 in seawater, [m2s−1]
κs The diffusivity, [m2s−1]
κv The vertical eddy diffusivity, [m2s−1]
µ Dynamic viscosity, [kg m−1s−1]
µmix The dynamic viscosity of saturated water with CO2, [kg m−1s−1]
ν Kinematic viscosity, [m2s−1]
νh The horizontal eddy viscosity, [m2s−1]
νmix Kinematic viscosity of CO2, [m2s−1]
νv The vertical eddy viscosity, [m2s−1]
νxixj The eddy viscosity, [m
2s−1]
ξ(t) Vector generated by random forces, [-]
ρ Density, [kg m−3]
ρ0 A reference density, [kg m−3]
σ Non-dimensional sigma coordinates, σ = z−η
H+η
, [-]
σmix The surface tension between water and liquid CO2, [kg s−2]
τ0 Shear stress at the wall, [kg m−1s−2]
τb Bottom stress, [kg m−1s−2]
Φ Source or sink term of the scalars
φ Scalar properties as temperature and salinity
χ˜gs Mole fraction of guest molecules (CO2) in saturated water, [-]
χ˜gsh Mole fraction of guest molecules (CO2) in saturated water in the presence
of hydrate, [-]
χ˜g∞ Mole fraction of guest molecules (CO2) further up in the water column, [-]
χs Saturation of guest molecules in water, [mol l−1]
Ω The rotation rate of the earth, [rad s−1]
Ωsat Saturation rate of aragonite/calcite, [-]
ω Vertical velocity relative to the σ-coordinate system, [m s−1]
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