This paper is the second in a series of two articles whose aim is to extend a recent result of Guillarmou-Lefeuvre [GL19b] on the local rigidity of the marked length spectrum from the case of compact negatively-curved Riemannian manifolds to the case of manifolds with hyperbolic cusps. In this second paper, we deal with the nonlinear version of the problem and prove that such manifolds are locally rigid for nonlinear perturbations of the metric that decrease sufficiently at infinity. Our proof relies on the linear theory addressed in [GBL] and on two new ingredients: an approximate version of the Livsic Theorem and a careful analytic study of the operator Π 2 , the generalized X-ray transform. In particular, we prove that the latter fits into the microlocal theory introduced in [Bon16] and developed in [GW17, GBL].
Introduction
1.1. Main results. A central problem in spectral theory is to identify an operator from its spectrum. A widely studied example is the Laplacian, and led to the question of Kac [Kac66] , can one hear the shape of the drum ? Several negative answers were given (even before the question was asked [Mil64] !). However in the case of negatively curved compact manifolds, whether the spectrum of the Laplacian determined the metric up to isometries remained open until Vignéras gave a negative answer [Vig80] . Since this spectrum also determines also the set of lengths of periodic geodesics, a refined version of the question was stated by Burns and Katok [BK85] . Instead of considering the set of lengths, one can consider the map that associates to each free homotopy class of curves the length of the corresponding unique closed geodesic. This is the marked length spectrum. Burns and Katok wondered whether this map determines the metric up to isometries.
Several authors, using various techniques, have made advances on this question. Katok [Kat88] proved the result when the two metrics are conformal. A few years later, Croke [Cro90] and Otal [Ota90] independently proved the conjecture for compact surfaces. Then, Hamenstädt [Ham99] , using the work of Besson-Courtois-Gallot [BCG95] , proved the conjecture when one of the metrics is a locally symmetric space.
The problem did not really evolve until the recent analytical proof of a local version of the conjecture by Guillarmou and the second author [GL19b] . For further references, we refer to the surveys of Croke [Cro04] and Wilkinson [Wil14] .
We will be interested in the marked length spectrum rigidity question on noncompact manifolds whose ends are real hyperbolic cusps. More precisely, the case we will consider will be that of a complete negatively-curved Riemannian manifold (M, g) with a finite numbers of ends of the form
where a > 0, and Λ is a cristallographic group with covolume 1. On this end, we have the metric g = dy 2 + dθ 2 y 2 .
The sectional curvature of g in the cusp is constant equal to −1, and the volume of Z a,Λ is finite. In dimension two, all the cusps are the same (we must have Λ = Z). However, in higher dimensions, if Λ and Λ are not in the same orbit of SO(d, Z), Z a,Λ and Z a ,Λ are never isometric. In the following, we will call cusp manifolds such manifolds.
Observe that in general Λ ⊂ O(d) R d ; however, according to Bieberbach's theorem, taking a finite cover we can assume that Λ is actually a lattice of translations in R d . As a consequence, instead of dealing directly with the non-lattice case, we will consider the case of manifold with cusps, whose cusps are defined with lattices, and posit the existence of a finite group of isometries (acting freely).
We will denote by C the set of hyperbolic free homotopy classes on M , which is in one-to-one correspondance with the set of hyperbolic conjugacy classes of π 1 (M, ·). From elementary Riemannian geometry, since the flow is Anosov, we know that for each such class c ∈ C of C 1 curves on M , there is a unique representant γ g (c) which is a geodesic for g (see Lemma A.1 for a more extensive discussion about this). This is still true for small perturbations g of a cusp metric of reference g. The marked length spectrum of such a manifold (M, g ) is then defined as the map L g : C → R + , L g (c) = g (γ g (c)).
This map is invariant under the action of the group of diffeomorphisms that are homotopic to the identity, namely if φ is a smooth diffeomorphism on M (satisfying some mild assumptions at infinity), one has L φ * g = L g . The marked length rigidity problem is to understand whether this is the only obstruction to the injectivity of the map g → L g . In the case of a smooth compact manifold, given a fixed metric g, the space of isometry classes of metrics (that is the orbits under the action of the group of diffeomorphisms homotopic to the identity) in a neighbourhood of g can be easily described (see [GL19b, Lemma 4 .1] and [Ebi68] for the historical result): there Figure 1 . A surface with three cusps. In red: a closed geodesic around a toral part. In blue : a closed curve around a cusp; it is not homotopic to any closed geodesic.
exists a small C k,α -neighbourhood U (here k ≥ 2, α ∈ (0, 1)) around g such that for any metric g ∈ U, there exists a unique C k+1,α -diffeomorphism close to the identity in this topology such that φ * g − g is solenoidal, also called divergence-free, where the divergence D * g is the canonical one induced by g and defined on 2-tensors (see Section §1.3.2 for a proper definition). For the sake of simplicity, we will now write C k+α * instead of C k,α for the regularity spaces. Thus, isometry classes in a neighbourhood around g are in 1-to-1 correspondance with (small) divergence-free symmetric 2tensors. In the case of a cusp manifold, this is no longer the case and we will prove (see Proposition 4.1) that for N ≥ 1 large enough, isometry classes of metrics g such that g −g y −N C N * is small (these are metrics g which differ from g by a fast-decaying term, y being a height function in the cusp) are in 1-to-1 correspondance with almost solenoidal (also called almost divergence-free) symmetric 2-tensors in y −N C N * , which are tensors f such that (1 − P )D * g f = 0, P being a finite rank operator of rank 1. For the sake of simplicity, given a metric g close to g, we will denote by [g ] its class in the set of isometry classes identified with its almost solenoidal symmetric 2-tensor given by this correspondance (see Section §4.1 for further details). The main Theorem of this article is the following local rigidity result.
Theorem 1. Let (M d+1 , g) be a negatively-curved complete manifold whose ends are real hyperbolic cusps. There exists N ≥ 1 large enough, ε > 0 small enough and a 1-codimensional submanifold N iso of the space of isometry classes such that the following holds. Let g be a metric such that g − g y −N C N * < , [g ] ∈ N iso and assume that the marked length spectrum of g and g coincide i.e. L g = L g . Then g is isometric to g.
A proper definition of the space N iso is given in (23). While we have not tracked down precisely the number N it should be possible to express it in terms of the Lyapunov exponents of the metric g, so it should be controlled by uniform bounds on the sectional curvature of g. We strongly believe that the introduction of the finite codimensional submanifold emerges as an artifact from the proof (which is of very analytical nature, whereas the problem is essentially geometric) but we were unable to relax this assumption.
If the Theorem is proved in the case of cusps defined with lattices, it follows for the general case. Indeed, we can take a finite cover for which the Theorem applies. We then have on this finite cover a finite group acting freely by isometries. Since all constructions are geometric, everything is appropriately equivariant. In particular, starting from an invariant metric g close to g, its almost solenoidal reduction will still be invariant.
For surfaces of finite area, following the works of [Cro90, Ota90] , the conjecture of Burns-Katok was globally addressed by [Cao95] and our result is not new. However, in dimension ≥ 3, this is the first non-linear result concerning the conjecture obtained allowing variable curvature on non-compact manifolds. As in [GL19b] , the previous Theorem is actually a corollary of a stronger result which quantifies the distance between isometry classes in terms of the marked length spectrum in a neighborhood of a metric of reference g. This statement is new even in dimension 2.
Theorem 2. Let (M d+1 , g) be a negatively-curved complete manifold whose ends are real hyperbolic cusps. There exists N ≥ 1 large enough, C > 0, ε, s > 0 small enough, γ > 0 and a 1-codimensional submanifold N iso of the space of isometry classes such that the following holds. Let g be a metric such that g − g y −N C N * < , [g ] ∈ N iso . Then, there exists a diffeomorphism φ : M → M such that:
The diffeomorphism φ is of the form φ = e V • T u , where e V (x) := exp x (V (x)), for some vector field V ∈ y −N C N +1 * (M, T M ) close to 0 and T u (y, θ) := (y, θ + χu · ∂ θ ), for some u ∈ R d close to 0.
Of course, assuming that L g = L g , one recovers the statement of Theorem 1. As a closing remark, observe that we are able to perturb only metrics with curvature exactly −1 in some neighbourhood of the cusp, because we are using the meromorphic continuation of the resolvent of the geodesic flow of g; this is only available when g has curvature −1 outside of a compact set.
1.2. Strategy of proof. Let us give a word on the structure of the proof of Theorem 1. If one could apply the Inverse Function Theorem to g → L g , one would obtain directly our local result. However, that is not possible, and we will circumvent this in several steps. The key ingredient of the proof is a detailed study of the X-ray transform I g 2 acting on symmetric 2-tensors:
where c ∈ C is a free homotopy class and γ is a unit-speed parameterization of the unique (with respect to the metric g) closed geodesic in the free homotopy class c. In [GBL] , it was proved that the X-ray transform is solenoidal injective in the sense that it is injective when restricted to solenoidal tensors or divergence-free tensors (see Definition 1.2). We will observe (see Lemma A.1) that, given g close enough to g:
In particular, if the two marked length spectrum agree, then
The functional spaces on which I g 2 acts are not practical for PDE analysis, so we need another operator that captures its essential features. In [Gui17] , Guillarmou introduced a new operator Π 2 -which would correspond to "(I g 2 ) * I g 2 ", mimicking the usual operator defined on a manifold with boundary, if that made sense. This operator turns out to be a pseudodifferential operator of order −1, elliptic and injective on solenoidal tensors. What is important here is that this operator fits into the definition of admissible operators introduced in [GBL] . We will then make a gauge transformation (see Proposition 4.1) so that g becomes solenoidal in the new coordinates and for that to be possible, we will have to assume that [g ] lives in a 1-codimensional submanifold of the space of isometry classes (otherwise, g would only be almost solenoidal which would not be enough to conclude). Then, as in [GL19b] , the elliptic theory will allow us to invert Π 2 (see Theorem 6) and thus obtain a stability estimate, of the form
Then, we will link Π 2 to I 2 using an approximate Livsic Theorem (see Theorem 5) which will give a stability inequality of the form f H −1−s I 2 θ f 1−θ C 1 (see Theorem 7). Using (1), we will eventually lose some derivatives and obtain the inequality of the form y N f C N * ≥ C, for some constants N, C > 0, depending only on g. Taking g close enough to g in the y −N C N * -topology, we will obtain a contradiction, meaning that the first gauge transformation carried out to set ourselves in the solenoidal coordinates was actually the isometry we were looking for.
To close this introduction, we observe that in dimension ≥ 3, there are nonisometric hyperbolic cusps, but we can only deal with a perturbed metric g that is asymptotically isometric to g. We expect that this limitation is artificial. We hope that a detailed study of the polyhomogeneous expansion of the resolvent of the geodesic flow at 0 should suffice, but we leave this for future investigation.
1.3. Main results of the previous paper. In this paragraph, we recall the main results of [GBL] .
1.3.1. Constructing parametrices. In [GBL] , techniques of inversion of elliptic pseudodifferential operators have been developed for cusp manifolds, mainly inspired by the work of Melrose [Mel93] . The main obstacle to the construction of parametrices is that smoothing operators are no longer compact since the manifold is not compact. The setting we will be working with is that of the microlocal calculus introduced in [Bon16] and further expanded in [GW17] . One of the main results of [GBL] was the construction of parametrices for pseudodifferential operators on Hölder-Zygmund spaces C s * (see [GBL, Section 4 ] and this will be used in Proposition 4.1 in order to obtain a gauge-fixing Lemma. This calculus was also used in [GW17] in order to invert the infinitesimal generator X of the geodesic flow on the unit tangent bundle SM which is not an elliptic operator. This will appear in Section §3, where the analytic properties of the meromorphic resolvents (X ± τ ) −1 at τ = 0 will be investigated.
Since we want to state results in some generality, we will consider the following setup: we are given a non-compact manifold N with a finite number of ends N , which take the form
where Z ,a = {z ∈ Z | y(z) > a}, and Z =]0, +∞[ y ×R d /Λ , Λ ⊂ R d being a lattice and the slice (F , g F ) is a compact Riemannian manifold. We will use the variables (z, ζ) ∈ Z × F and z = (y, θ) ∈ [a, +∞) × R d /Λ . We assume that N is endowed with a metric g, equal over the cusps to
We also have a vector bundle L → N , and we assume that for each , there is a vector bundle L → F , so that
Whenever L is a hermitian vector bundle with metric g L , a compatible connection ∇ L is one that satisfies
. Taking advantage of the product structure, we impose that when X is tangent to Z,
where the connection form A z (X) is an anti-symmetric endomorphism depending linearly on X, and A(y∂ y ), A(y∂ θ ) do not depend on y, θ. In particular, we get that the curvature of ∇ L is bounded, as are all its derivatives. Such data (L → N, g, g L , ∇ L ) will be called an admissible bundle. Given a cusp manifold (M, g), the bundle of differential forms over M is an admissible bundle. Since the tangent bundle of a cusp is trivial, any linearly constructed bundle over M is admissible. For example, the bundle of forms over the Grassmann bundle of M , or over the unit cosphere bundle S * M . In the functional spaces, it will be important to consider the behaviour at infinity. In particular, we are led to study spaces of the form y ρ H s . Since the operators we consider preserve almost exactly the Fourier modes in the θ variable in the cusps, we introduce spaces H s,ρ 0 ,ρ ⊥ , which behave locally as H s , and in the cusps, as y ρ 0 H s for the zeroth Fourier mode, and as y ρ ⊥ H s in the other Fourier modes (see [GBL, Definition 3 .1]). One of the main results of [GBL] is the following Theorem.
Theorem 3. Let L be an admissible bundle. Assume that L is endowed with a pseudo-differential operator P . Assume that it is (ρ, ρ ) − L 2 (resp. −L ∞ )-admissible in the sense of [GBL, Definitions 3.2, 3.3, 4.3]. Also assume that it is uniformly elliptic in the sense of [GBL, Definition 2.3]. Then then there is a discrete set S ⊂ (ρ, ρ ) such that for each connected component I ⊂ (ρ, ρ ) \ S, there is an operator Q I such that P Q I − 1 and Q I P − 1 are compact operators on H s,ρ −d/2,ρ ⊥ (L) (resp. y ρ C s * ) for ρ ∈ I, s, ρ ⊥ ∈ R. In particular, P is Fredholm on these spaces, and the index does not depend on the space.
Roughly speaking, an admissible pseudodifferential operator P does not make zero and non-zero Fourier modes in the θ-variable interfere. We refer to [GBL] for further details and the precise definitions. The Hölder-Zygmund spaces C s * (L) (for s ∈ R) are defined thanks to a Paley-Littlewood decomposition (see [GBL, Section 4] ). For s ∈ R + \ N, they coincide with the usual Hölder spaces induced by the metric. In [GBL, Section 4], boundedness of pseudodifferential operators on such spaces was established.
1.3.2. X-ray transform and symmetric tensors. For a general function f ∈ C 0 (SM ), we define its X-ray transform by
where c ∈ C, γ is a unit-speed parametrisation of the unique closed g-geodesic in c. Although we will mostly use 1-and 2-tensors, it is convenient to introduce notations for general symmetric tensors. We will be using the injection
Given a symmetric m-tensor h ∈ C ∞ (M, S m (T * M )), we can define a function on SM by pulling it back via π m :
Definition 1.1. The X-ray transform on symmetric m-tensors is defined in the same way as for C 0 functions on SM : if h is a symmetric m-tensor,
Given a symmetric m-tensor h, we can consider its covariant derivative ∇h, which is a section of
where v j , w j ∈ T x M and v * j , w * j denotes the dual vector given by the musical isomorphism. We can then endow the spaces C ∞ (M, S m (T * M )) with the scalar product
We obtain a global scalar product on C ∞ (M, S m (T * M )) by declaring that whenever m = m , C ∞ (M, S m (T * M )) is orthogonal to C ∞ (M, S m (T * M )). Following conventions we denote by −D * the adjoint of D with respect to this scalar product. One can compute that for a tensor T , for any orthogonal frame e 1 , . . . , e d+1 ,
The operator D * is called the divergence, and one can check that it maps symmetric tensors to symmetric tensors.
Definition 1.2. Let f be a tensor so that D * f = 0. Then we say that f is solenoidal.
We proved in [GBL, Lemma 5 .5] that Lemma 1.1. The L 2 -orthogonal projection π ker D * on the kernel of D * is well defined, and is
We can also define π m * , which is the formal adjoint of π * m -with respect to the usual scalar product on L 2 (SM ). Moreover, one can check that π * m+1 D = Xπ * m . Through π * m we obtain another scalar product on symmetric tensors:
Using the microlocal framework developed in the first article, it was proved in [GBL] that any symmetric 2-tensor f ∈ H s (M, S 2 (T * M )), s ∈ R, can be uniquely decomposed as
The following theorem was one of the main results of [GBL] Theorem 4. Let (M d+1 , g) be a negatively-curved complete manifold whose ends are real hyperbolic cusps. Let −λ 2 be the maximum of the sectional curvature. Then, for all α ∈ (0, 1) and β ∈ [0, λ), the X-ray transform I g 2 is injective on
1.4. Outline of the paper. In Section §2, we prove an approximate version of Livsic theorem in the same spirit as the one proved in [GL19a] . Section §3 is devoted to the introduction of the normal operator Π 2 which generalizes the X-ray transform. There, we prove that it is an admissible pseudodifferential operator (in our class) of order −1 which is elliptic on solenoidal tensors and we invert Π 2 modulo a compact remainder. Eventually, in Section §4.2, we gather all the previous results in order to prove the main theorems. 
Approximate Livsic theorem
The approximate version of the Livsic theorem will be crucial in the proof of our main Theorem. In the case of a closed manifold with Anosov flow, this result was recently proved by Goüezel and the second author [GL19a] together with a finite version of the Livsic Theorem and successfully applied to quantifying the solenoidal injectivity of the X-ray transform.
Theorem 5 (Approximate Livsic theorem). There exists s 0 ∈ (0, 1), and ν > 0 such that the following holds. For all f ∈ C 1 (SM ), one can find u, h ∈ H s 0 (SM ) so that f = Xu + h and for every 0 < δ ≤ d/2, there exists a constant C := C(δ) > 0, such that
If we can prove this result with the additional condition that
. From now on, we can and will thus assume that f C 1 ≤ 1, and I g ∞ is small.
Let us briefly explain the mechanism behind the proof. The idea is to divide the manifold M := SM into a compact part M ε and a non-compact part M\M ε whose volume is controlled by some power of ε > 0. In the compact part, the arguments roughly follow that given in [GL19a] , to prove the approximate Livsic theorem on a closed manifold. The idea is to construct a coboundary Xu by defining u (as a primitive of f ) on an orbit which is both sufficiently dense and sufficiently "separated" (see the definition in §2.2.3) so that one can control the Hölder norm of the difference h := f − Xu. In the non-compact part, however, the control of the H s -norm of h is obtained thanks to the estimate on the volume of M \ M ε . One could be much more precise on the exponents appearing, however, there does not seem to be anything to be gained by such precision.
2.1. General remarks on cusps. Since we will be considering the geodesic flow on cusp manifolds, it is convenient to introduce some coordinates on SZ. Given a vector in
In particular, we can take spherical (φ, u) coordinates in SZ. Here, φ ∈ [0, π] and u ∈ S d−1 , and (y, θ, φ, u) denotes the point
The geodesic vector field over Z is then given by
Observe that u is invariant under the geodesic flow of the cusp.
2.1.1. Hyperbolic dynamics. Since the curvature is globally assumed to be negative, the geodesic flow ϕ t on M := SM is Anosov, in the sense that there exists a continuous flow-invariant splitting
for some uniform constants C, λ > 0. The norm, here, is given in terms of the Sasaki metric on M = SM . Observe that the Sasaki metric is uniformly equivalent on SZ to the product metric given by SZ Z ×S d . We define the global stable and unstable manifolds W s (z), W u (z) by:
For ε > 0 small enough, we define the local stable and unstable manifolds W ε
We fix once for all such an ε 0 small enough.
2.1.2. Exit time in the cusp. It is convenient to think of cusps as (non-compact) manifolds with (geodesically) strictly convex boundary. We will denote by
the incoming boundary and correspondingly ∂ + SZ the outgoing boundary. Given z ∈ SZ, + (z) ≤ +∞ will denote its exit time from the cusp in the future, and −∞ ≤ − (z) its exit time in the past. From the expression of X in SZ, we see that the angle φ evolves according to the ODEφ = sin(φ). Given z := (x, φ, u) ∈ ∂ − SZ, its exit angle satisfies φ(ϕ + (z)) = π − ϕ. Thus, a direct integration of the ODE, gives that:
Covering a cusp manifold.
2.2.1.
Transverse sections in the cusps. We now fix η > 0 small enough so that the closing lemma is satisfied at this scale. For the sake of simplicity, we will write the proof as if there were a single cusp: this is just a matter of notation and does not affect the content of the proof. By this means, we hope to simplify the reading. We consider on the cusp the following transverse sections to the geodesic flow
Note that, up to taking a larger a > a and readjusting the constants, we can always assume that Σ out,in have diameter less than η. We consider the flowboxes
Their union covers the whole cusp. It will also be convenient to give a name to the incoming unstable manifold
In U out (resp. U in ), we denote by π the map π(z) = ϕ − (z) (z) (resp. π(z) := ϕ + (z) (z)).
Lemma 2.1. There exists a constant C > 0 such that for any point z ∈ U out ,
Proof. Let z ∈ U e . By construction, one has: y(ϕ − (z) (z)) = a. Thus, by differentiating with respect to z, one gets for any Z ∈ T z M:
In other words, if we write ϕ − (z) (z) = (a, θ, ϕ, u) and use the expression (4):
Now, by definition of the section Σ out , there exists a uniform lower bound | cos(ϕ)| ≥ cos(π/4) = 1/ √ 2 > 0. Since the equation for y t := y(ϕ t (z)) iṡ
For φ 0 < π/2 + η, and in negative time, |∂φ s /∂φ 0 | ≤ Ce −Cs , so that (since dy/y is unitary with respect to the dual metric) we get:
This provides the desired result. As to the differential of the projection π, one has to write π(z) = ϕ − (z) (z) and differentiate with respect to z. The result then follows from the previous arguments.
2.2.2.
Covering the unit tangent bundle. We now choose a finite number of smooth transverse sections (Σ i ) 1≤i≤N to the flow of diameter less than η so that the flowboxes
We then fix a partition of unity 1 = i θ i associated to this cover. Note that this can be done so that the function θ out is such that Xθ out is C ∞ -bounded. Indeed, one first picks a cutoff χ out on Σ out (equal to 1 in a neighborhood of N := (a, θ, 0, u), θ ∈ T d , u ∈ S d−1 ) and then pushes this function by the flow in order to obtain a function χ out on U out . It remains to multiply χ out by a smooth functions χ height out (y) and χ angle out (ϕ), equal to 1 respectively for y ≥ a and ϕ ≤ π/2. A similar construction is available for U in and θ in .
We set M 0 := SM 0 and
where ν, ε > 0 will be chosen small enough at the end. We will pay attention to the fact that the different constants appearing in the following paragraphs do not depend on ν, unless explicitly stated. Note that by construction, using (7), any point in M ε will exit the cusp (either in the future or in the past) by a time which is bounded above by C + 2ν| log ε|, which we state as a Lemma 2.2. There exists a constant C > 0 such that for all z ∈ M ε , there exists a time t such that |t| ≤ C + 2ν| log ε| and ϕ t z ∈ M 0 . Figure 2 . The partition of a cusp.
2.2.3.
A well-designed periodic orbit. As mentioned in the introduction to this Section, the proof heavily relies on the fact that one can find a suitable orbit, which will be used in order to define an approximate coboundary. In the following, we will denote by W θ (z) = ∪ w∈W θ u (z) W θ s (w) for θ > 0. This is a Hölder section which is transverse to the flow. We will say that a segment of orbit S is θ-transversally separated if for all z ∈ M, S intersects W θ (z) at most in one point. We also say that a segment of orbit is η > 0 dense in Ω if its η-neighbourhood contains Ω.
Lemma 2.3. There are constants β t > 1 > β d > 0 such that for all ε > 0 small enough, there exists a periodic point z 0 with period T ≤ ε −1/2 , such that in M ε its orbit is ε βt -tranversally separated and
Proof. The proof is rather identical to that of [GL19a] so we skip it. The main difference is that, for any z, w ∈ M ε , the non-compactness does not allow to find a segment of orbit γ z,w joining a ball of radius ρ around z to a ball of radius ρ around w in a time T (ρ) which is independent of ε. However, thanks to Lemma 2.2, one can prove that this time T (ρ, ε) is bounded by C + 2ν| log ε|, which is harmless for the rest of the proof. We refer to the proof in [GL19a] for further details.
2.3. Proof of the approximate Livsic Theorem. We first construct the coboundary Xu and then show that it satisfies the required estimate. Recall that f C 1 ≤ 1, and ε := I g f L ∞ is assumed to be small. It will only be required to be small enough so that we can apply Lemma 2.3, and get a corresponding good orbit ϕ t z 0 .
2.3.1. Construction of the coboundary. On the periodic orbit of z 0 , we define the functionũ byũ(ϕ t z 0 ) = t 0 f (ϕ s z 0 )ds. Note that it may not be continuous at z 0 . To circumvent this problem, we will rather defineũ only on the set O(z 0 ) := (ϕ t x 0 ) 0≤t≤T −1 (which satisfies the desired properties of density and transversality).
denotes the Hölder part of the C β -norm.
Proof. If z, z are close enough and on the same piece of local orbit, the result is obvious. We can thus assume z, z ∈ O(z 0 ) and z ∈ W η (z). Then, by separation of the orbit, we know that d(z, z ) ≥ ε βt . Without loss of generality, we can assume that z = ϕ t z 0 and z = ϕ t z 0 with t > t and thus
By the Anosov closing lemma, we can close the segment of orbit (ϕ s z ) 0≤s≤t , that is there exists a periodic point z p such that d(z , z p ) ≤ Cd(z, z ) and of period t p = t+τ , where |τ | ≤ Cd(z, z ) which shadows the segment. Then:
The first term (I) is bounded by Cd(z, z ) β by hyperbolicity, with C depending only on the global hyperbolicity of the flow. The second term (II) is bounded -by assumption -by εt p . But
This finishes the proof.
Proof. Since all the sections Σ i for i ∈ {out, in, 1, ..., N } are included in M 0 , this amounts to studying the C β norm ofũ in M 0 . The β-Hölder part of the C β -norm follows from the previous Lemma. All we have to prove is thatũ is bounded for the C 0 -norm in M 0 . But we know that there exists a segment of the orbit O(z 0 ) -say S -of length ≤ C which is η-dense in M 0 . Any point z ∈ M 0 can be joined by a curve in W η (z 0 ), a piece of the segment S which we denote by [w; w ] and a curve in W η (z). Then:
The terms (I) and (III) are controlled by a constant ≤ C, using the Hölder regularity provided by the previous Lemma. The control of the term (II) follows from the fact that S has length ≤ C and that
For i ∈ {out, in, 1, ..., N }, we then extendũ i to Σ i by the formula
We then push the function u i by the flow in order to define it on U i by setting for z ∈ Σ i , ϕ t z ∈ U i :
We now set u := i u i θ i and h := f − Xu = − i u i Xθ i .
2.3.2.
Regularity of the coboundary. By construction, the functions Xθ i are uniformly bounded in C ∞ , independently of ε. Thus, for i ∈ {1, ..., N }, the functions u i Xθ i are in C β with a Hölder norm independent of ε > 0. However, this is not the case of the function u out Xθ out , u in Xθ in . We have local results. First, let us introduce u and h the averages with respect to the θ variable in the cusps.
Lemma 2.6. We have the following estimates in the cusps:
Proof. Of course, since θ in,out do not depend on θ, the estimates on u imply those on h. It is thus sufficient to control u out . We first control the C 0 -norm. For z ∈ Σ out , t ≥ −η, φ(ϕ t z) < π + η, we have :
As to the β-Hölder norm, we have for z, z ∈ U out (such that d(z, z ) ≤ 1) assuming without loss of generality that | − (z )| ≥ | − (z)| :
By Lemma 2.1, successively, using that | − (z)| ≤ C + | log y|:
and:
(III) ≤ Cd(z, z ).
Here, λ max is the maximal Lyapunov exponent of the flow in the cusp, which is just 1.
Let us now deal with u and h. Since the flow is equivariant with respect to translations in the θ variable, denoting by π(y, ϕ) the point (a, ϕ 0 ) with sin ϕ 0 ) = a sin ϕ/y, we find that
In particular, the argument above carries out again except that it is much better because the life.
Then, in (8), terms (I) and (II) become much better. Indeed, we can assume that θ(z) = θ(z ). Since z, z ∈ U out , they must thus be in the same weak unstable manifold of the geodesic flow of the full cusp, and ϕ | − (z )|− + (z) (z ) is in the strong stable manifold of z. In that case, without loss of generality, we can assume that − (z) = − (z ), and we are considering trajectories in an unstable manifold, in negative time, so
Lemma 2.7. The coboundary satisfies
We can now end the proof of Theorem 5.
Proof of Theorem 5. By Lemma 2.6, we have that u, h ∈ y β C β (SM ) ⊂ H s (SM ) for 0 < s < β (since β < 1/2 ≤ d/2). On the other hand, the zeroth Fourier mode is much better, with C β estimates. Using [GBL, Lemma 4 .7], we deduce that u, h, Xu ∈ H s,−d/2+δ,0 (SM ), for any δ > 0 small enough, 0 < s < β. We take now some 0 < δ ≤ d, and decompose
where |(I)| ≤ Cε 2β(β d −2ν) by Lemma 2.7 as long as δ > 0.
For |(II)|, using the logarithmic bound on h given by Lemma 2.6, we get
As a consequence, taking ν > 0 small enough so as to ensure that β(β d − ν) ≥ νd, we obtain y d/2−δ h L 2 ≤ Cε 2νδ | log ε|. Then, we take s > 2β/3 (to absorb the log term) and we interpolate between H 0,−d/2+δ,0 and H s,−d/2+δ,0 :
Here, recall that β = 1/(2β t ).
The normal operator
3.1. Definition and results. The X-ray transform is not a very convenient operator for PDE analysis, and we would like to replace it with an operator that acts on distributions in some sense. We will be able to do this in a weak sense, and this was the center of the paper [GL19b] . Given f, g ∈ H s (SM ), with s > 0, and so that f = g = 0, we denote
We also require that Π1, 1 = 1. Once a proper meaning has been given to this formula, the proof of the following proposition is similar to that of [Gui17, Theorem 1.1]:
Proposition 3.1. There exists a constant C > 0 such that for any s > 0,
It is symmetric with respect to the L 2 duality, and The operator Π will play the role of the so-called normal operator I * I in the case of X-ray transform on manifolds with boundary. While Π is not a very regular operator, its action on 2-tensors is very convenient for our purposes. Indeed, we let:
(10) Π 2 := π 2 * Ππ * 2 . A priori, Π 2 is defined as an operator from the spaces H s,ρ,ρ ⊥ (M, S 2 (T * M )) → H −s,ρ,ρ ⊥ (M, S 2 (T * M )), but we will prove: Theorem 6. Π 2 is pseudo-differential: it is a (0, d)-L 2 admissible operator of order −1. It is invertible on solenoidal tensors, in the sense that there exists another (0, d)-L 2 -admissible operator Q 2 , of order 1, such that:
where π ker D * is the L 2 -orthogonal projection on the kernel of D * .
The proof of this central theorem will be given in the second half of this section. For now, let us just observe the following. Since π * 2 D = Xπ * 1 , we get that Π 2 D = 0, and D * Π 2 = 0. In particular, Π 2 can be seen as a map from ker D * to itself. We also obtain a stability estimate Theorem 7. There exist s 0 , θ ∈]0, 1[ such that for all 0 < s < s 0 ,
We can also consider the action of functions instead of 2-tensors:
. This is also a pseudo-differential operator of order −1. We will see (in Remark 3.1) that a similar statement as Theorem 6 holds, and so does a stability estimate for Hölder functions.
Proof. Let f ∈ C 1 (M, S 2 (T * M )) be such that D * f = 0 and f C 1 ≤ 1. By Theorem 5, we can write π *
where the first inequality follows from Theorem 6 and the last one from Theorem 5. Observe that ν < 2/d, so that θ = νd/2 ∈ (0, 1).
Let us now explain the precise meaning of formula (9). In the article [GW17] , a scale of anisotropic Hilbert spaces H rm,ρ (SM ) was introduced to analyze the meromorphic continuation of the resolvent R ± (τ ) = (X ± τ ) −1 of X. This scale took the form H rm,ρ (SM ) = Op(e rG ) −1 H 0,ρ,0 (SM ).
Here, G is a log order symbol of the form G ∼ m log |ξ|, where m is an order 0 symbol. To obtain the meromorphic continuation of (X − τ ) −1 , as usual, the criterion is a sign condition on the subprincipal symbol of X acting on thoses spaces (there was also a special ingredient relating to inversion of an indicial operator). In particular, the arguments from [GW17] apply to the spaces H rm,ρ,ρ ⊥ (SM ), and we find that (X − τ ) −1 continues from s > 0 to s > −δ as a bounded operator on H rm,ρ,ρ ⊥ (SM ) if Cr > max(|ρ|, |ρ ⊥ |) + δ, for some constant C > 0 depending only on m.
Since one has some C > 0,
we obtain the following:
Lemma 3.1. Let (M, g) be a cusp manifold. Given s > 0, ρ ∈ (−d/2, d/2) and |ρ ⊥ | ≤ |ρ|, there is a δ > 0 such that seen as an operator from H s+C|ρ|,ρ,ρ ⊥ (SM ) to
Since X, seen as a differential operator, is antiself-adjoint on its domain in L 2 (SM ), the poles of its resolvent on the imaginary axis iR are of order 1 (see [Gui17, Lemma 2.4]). Moreover, the geodesic flow of a cusp manifold is mixing (see [Moo87] for constant curvature manifolds, [DP98] in the general case) and this implies that there is a single pole at 0 (see [Gui17, Lemma 2.5]). Actually, 0 is an embedded discrete eigenvalue of multiplicity 1 and the absolute spectrum is iR; there is no singular continuous spectrum.
The holomorphic part of R ± (τ ) at τ = 0, denoted by R ± 0 is a well defined operator, bounded from H s+C|ρ|,ρ,ρ ⊥ (SM ) to H −s−C|ρ|,ρ,ρ ⊥ (SM ) for all s > 0 and ρ ∈ (−d/2, d/2), |ρ ⊥ | ≤ |ρ|. Additionally, whenever Xu ∈ H s+C|ρ|,ρ,ρ ⊥ (SM ) and SM udµ = 0, R ± 0 Xu = u. Using the spectral theorem, and the Stone theorem, we can identify the spectral measure of X, and deduce that on the subspace {f ∈ H s | f = 0} ⊂ L 2 , it is a smooth function. This implies that λ → e itλ f • ϕ t , g dt, originally defined as an element of S , is a smooth function, and its value at 0 is given by
. This shows that Formula (9) makes sense and we define (11) Π := R 0 + R * 0 + |1 × 1|. 3.2. Inverting the normal operator on tensors. Let us start by some preliminary arguments. Consider f ∈ y −d/2+ H N , such that Π 2 f = D * f = 0. Then using the positivity of Π, we deduce that Ππ * 2 f = 0, and thus π * 2 f = Xu with u ∈ y −d/2+ H N . This implies that I g 2 f = 0. If N is large enough, we get also that f ∈ y C 1 by the embedding lemma of [GBL, Lemma 4.8], and assuming is small enough, we can then apply Theorem 4, and deduce that f = 0.
Following this observation, it would be convenient if we could prove that the kernel of Π 2 can only contain elements of y −d/2+ H N . Next, we would also like to deduce from the injectivity, the fact that Π 2 is invertible; that is, we want to prove that Π 2 is Fredholm on some spaces, with index 0. We will show that indeed it is Fredholm with constant index on a range of spaces which includes L 2 . Since Π 2 is L 2 -symmetric, its index will have to be 0. This will rely the machinery of [GBL, Section 3.6].
To obtain Theorem 6, it will thus suffice to build a parametrix with a good remainder. To this end, we will prove Lemma 3.2. The normal operator Π 2 is (0, d)-L 2 admissible of order −1.
This will be the most technical part of the proof. Next, according to Lemma 1.1, π ker D * itself is [0, d]-L 2 admissible. Its principal symbol σ(π ker D * ) is a projector. We will find that the symbol σ(Π 2 ) of Π 2 is elliptic on the range of σ(π ker D * ), in the sense that we can factorize qσ(Π 2 ) = σ(π ker D * ),
with q a symbol of order 1. For Theorem 4 to apply, we would need Π 2 to be elliptic in the usual sense. However, we will check that the ellipticity on the range of σ(π ker D * ) is sufficient to obtain the same result. Finally, it will remain to compute the indicial roots of Π 2 , and check that there are none in (0, d).
3.2.1. Local part of the operator. As suggested by (9), we first pick a cutoff χ equal to 1 in [−t 0 , t 0 ], and define
This operator commutes with local isometries in the cusp, and is properly supported. Additionally, one can check in local coordinates that it is pseudo-differential (it is the case at the bottom of the cusp, invariance by isometries guarantees that it is still the case for large y). Given (x, ξ) ∈ T * M , we can decompose the space of tensor
where i ξ is the contraction by ξ , σj ξ : u → σ(ξ ⊗ u). We denote by π ker i ξ the projection on the left space, parallel to the right space. Note in particular that σ(π ker D * ) = π ker i ξ . Then, since the principal symbol of an operator is obtained by a local computation, one gets, just as in the compact setting that the principal symbol of Π 2,χ is 2π B d |ξ| −1 π ker i ξ π 2 * π * 2 π ker i ξ , where B d = π 0 sin d+3 (φ)dφ. We conclude that Π 2,χ is a L 2 admissible operator, elliptic on ker i ξ . It remains to study the difference Π 2 − Π 2,χ , and prove that it is a smoothing, L 2 admissible operator. Since we can write
we can concentrate our study on:
3.2.2. Regularity properties. We will show in this section that U is a smoothing (0, d)-L 2 admissible operator. Before explaining how one can use the symmetries of the flow to prove that it is admissible, let us recall why it should be smoothing. This part of the argument is very similar to the compact case. The space T (SM ) decomposes as the sum T (SM ) = RX ⊕ V ⊕ H, where V := ker dπ (π : SM → M being the canonical projection) is the vertical space and H is the horizontal space. We denote by V * , H * the dual vector bundles such that
As soon as there are no conjugate points, the vertical bundle V is transverse to the Green bundles, so that we have H * ⊕ E * u = H * ⊕ E * s = T (SM ); for a proof, see [Kli74, Proposition 6]. The map dπ : T * M → H * is an isometry and dπ : H ⊕ RX → T M is an isometry too. We have:
Since the curvature of the manifold is negatively pinched, there are no conjugate points. It follows that ϕ t (H * ) ∩ H * ∩ { ξ, X = 0} = {0} for all t = 0. Recall from [GW17, Theorem 3] that
Since averaging along the flow is smoothing in that direction, we deduce
As a consequence,
All the arguments that we have exposed, and indeed, [GW17, Theorem 3], are based on propagation of singularities. We will have to come back to these more precise estimates to conclude. For the sake of simplicity, we now write H s,ρ := H s,ρ,ρ for spaces with the same weight on the zero and non-zero modes. Following [GBL, Section 3.2], what we need to prove are the following properties of admissibility:
(1) U is bounded from H −N,ρ to H N,ρ for all ρ ∈ (−d/2, d/2), N ∈ N.
(
(3) There is a smoothing convolution operator
Here P Z is the projection on the zero Fourier mode and E Z is the extension to the cusp manifold by setting the non-zero Fourier modes to zero (see [GBL, Section 3] ).
Before going on with the proof, it is convenient to recall that the scale of spaces H rm,ρ (SM ) was built as
where m is an order 0 symbol. It was important to impose its value on E u * , and E s * . However, in its construction, one can always impose that it is arbitrarily large or small on H * . In particular for any s ∈ R and > 0, we can choose m such that π * 2 (H s,ρ (M, S 2 (T * M ))) ⊂ H m,ρ (SM ), and π 2 * H m,ρ (SM ) ⊂ H s− ,ρ (M, S 2 (T * M )). Let us start with property (1). In the compact case, the proof of this fact in [GL19b] relies on the propagation of singularities estimates from [DZ16] . In [GW17] , it was proved that these estimates apply almost verbatim in the case of cusp manifolds, if one uses the relevant pseudo-differential calculus. In particular, the estimates that lead to (12), which are a priori local, are actually uniform over the whole manifold. While we reproduce the proof below, the reader familiar with [GL19b] will see nothing new.
We work with h-semi-classical quantization. We consider the following microlocal decomposition:
with A reg,ell,prop , R-L 2 admissible operators of order 0, such that A reg is microlocally supported around the zero section. A ell is microsupported in the region of ellipticity of the flow. And finally, A prop is microsupported in a small conical neighbourhood of
we can use a parametrix construction to find that
with A N of order −N . We deduce that
(the constant may explode as h → 0). Next, since ϕ t (WF h (A prop )) is eventually in a neighbourhood of E u * , and since ϕ t * H * is always transverse with H * , uniformly as t → +∞, we deduce from the propagation of singularities [GW17, Propositions A.21, A.23] that there is C ∈ Ψ 0 whose wavefront set does not encounter H * , and such that for u ∈ H rm,ρ (SM ), and t ≥ t 0 ,
. (the constants are locally uniform in t). As a consequence, we get that
, by taking h > 0 small enough. In all the arguments above, the only limitation on ρ is that we require that R − 0 is bounded on H rm,ρ , hence the restriction ρ ∈ (−d/2, d/2). Let us now turn to the item (2). Consider a cutoff χ 1 supported in the cusp, constant for large y > 0. Pick u ∈ C ∞ c (SM ), with u = 0. Then
0 (y cos ϕχ 1 (y)∂ θ )R − 0 u (and the commutator vanishes on constant functions). From there, since π * 2 commutes with ∂ θ , and since the flow ϕ t commutes with ∂ θ for small times, and χ is compactly supported, if χ 1 is only supported for y > 0 large enough, we get
The arguments from the point (1) apply, and, using the fact that χ 1 is compactly supported, we deduce that the commutator is bounded from H −N,d/2− to H N,−d/2+ for all N, > 0.
We now prove the third item (3). Denote by R − 0 the inverse of I(X), acting on R × S d , or equivalently, on functions on the full cusp that do not depend on θ. Its existence [GW17, Theorem 2, Lemma 5.5] is the foundation of the proof of [GW17, Theorem 3]. It is a convolution operator bounded on the anistropic spaces H rm,ρ (R × S d , e −rd drdζ), for ρ ∈ (−d/2, d/2). Let us observe that
. Then, we observe that
) for all > 0, mapping the wavefront set to ∪ t>0 ϕ t H * . Then, we can apply the arguments from point (1) directly to R − 0 to conclude. The indicial operator of U is thus found to be +∞ t 0
This in turn implies that the indicial operator of Π 2 is (as one would hope) the Π 2 operator associated to the full cusp, restricted to the zeroth Fourier mode in θ, i.e (13)
This finishes the proof of Lemma 3.2.
3.2.3.
Parametrix construction for range ellipticity. So far, we have found that Π 2 is a (0, d)-L 2 admissible pseudo-differential operator, and that it is elliptic on ker σ(D * ). However, we cannot directly apply the arguments of [GBL] because ker D * is not a space of sections of a fixed bundle. We will see that this is not actually a problem. By definition of range ellipticity, we have a symbol q 0 such that Op(q 0 )Π 2 = π ker D * + O(Ψ −1 ).
However, Π 2 = Π 2 π ker D * , so the principal symbol of the remainder can be written rσ(π ker D * )+O(S −2 ). Then, we can find q 1 so that q 1 σ(Π 2 ) = rσ(π ker D * ), and improve the parametrix to O(Ψ −2 ). By induction, we obtain a formal solutionq ∼ q 0 +q 1 +. . . , for which we can build a Borel sum q ∈ S 1 , and we get
where, Op(q) and R are (0, d)-L 2 admissible, of order 1, −∞ respectively. In the next section, we will prove Lemma 3.3. The indicial operator of Π 2 does not have indicial roots in (0, d)+iR. In particular, there is an indicial resolvent S(Π 2 ) = S (0,d) (Π 2 ) so that S(Π 2 ) is bounded from e (d/2+ρ)r H s (R) to e (d/2+ρ)r H s+1 (R) for s ∈ R and ρ ∈ (−d/2, d/2), and S(Π 2 )I(Π 2 ) = I(π ker D * ).
Now, we follow the arguments from [GBL, Section 3.4]. We replace π ker D * Op(q) by
for some cutoff function χ equal to 1 in the cusps. This is an operator such that QΠ 2 = π ker D * (1 + R)π ker D * , with R mapping H −N,d/2− to H N,−d/2+ for all N, > 0. According to the discussion at the start of Section §3.2, this closes the proof of Theorem 6.
3.2.4. Finding the roots. It remains to prove Lemma 3.3. First off, since π ker D * = 1 − D∆ −1 D * , with ∆ = D * D, we get that
this being an orthogonal projection on e rd/2 L 2 (R, dr). In particular, we only need to invert I(Π 2 ) on the kernel of the indicial operator of D * . On the other hand, if we look for S(Π 2 ) in the form of a Fourier multiplier, we must have S(Π 2 , λ)I(Π 2 , λ) = π ker I(D * ,λ) .
Thus, we will need that for λ ∈]0, d[, I(Π 2 , λ) (which is now just a matrix) is invertible on ker I(D * , λ). Denoting the inverseS(Π 2 , λ), we will considerS(Π 2 ), the convolution operator on R whose Fourier multiplier isS(Π 2 , λ), as in [GBL, section 3.3]. There may appear to be a small difficulty in the fact that so far, we have only definedS(Π 2 , λ) on ker I(D * , λ); We will complete this by requiring that is just 0 on ker(π ker I(D * ,λ) ). The operator defined in this way will satisfy suitable bounds because π ker D * is itself admissible. After these preliminary discussion, it only remains to compute the indicial family of Π 2 , and prove that it is invertible. Consider a symmetric 2-tensor
c being a symmetric matrix. Then:
we get that f is solenoidal if and only if b i ≡ 0 for all i ∈ {1, ..., d} and:
From now on, we assume that these conditions hold. We now compute Ππ * 2 f . Given z = (y 0 , θ 0 , φ 0 , u 0 ) a point in ]0, +∞[×T d ×]0, π[×S d−1 , we write ϕ t (z) = (y t , θ t , φ t , u t ) and we have:
. This is independent of φ 0 = 0 (π) and one can check that:
(15) H(ρ) = √ π Γ(ρ/2) Γ((ρ + 1)/2) Thus H(ρ) − H(ρ + 2) = H(ρ) ρ+1 and we get:
In the same fashion:
Since π * 2 and π 2 * are formally adjoint operators on the d-dimensional sphere, it is sufficient to check that:
Now, this is equal to:
,
is the usual measure on the sphere. After some (non-trivial) simplifications, and using the fact that a ∞ (ρ − d) + Tr(c ∞ ) = 0, we obtain:
On the strip {0 < (ρ) < d}, the cross-ratio of Γ functions is holomorphic and does not vanish (in particular, it is a positive real number on the line ρ = d/2 + iλ).
The term between parenthesis can be written in the form λ(ρ) ∈ (0, d) . The roots of this equation must then satisfify ρ = d/2 ± d 2 /4 + λ(ρ)/µ(ρ) so they are outside the strip {0 < (ρ) < d}.
Remark 3.1. It also has an interest on its own to compute the indicial roots of the operator Π 0 to determine on which spaces it will be invertible. Considering a function on the whole cusp f = a ∞ y ρ for ρ ∈ C and carrying the same sort of computations as before, one finds out that:
In particular, it has no roots for 0 < (ρ) < d, as Π 2 . This may be true for tensors of higher order m ∈ N but we did not do the general computation.
Proof of the main Theorems
4.1. Reduction to solenoidal perturbations. In our setting, there is an obvious group of gauge transformation, the diffeomorphisms of the manifold. It is thus necessary to fix a gauge. Since we will use the operator Π 2 , which has good analytic properties -it is elliptic and invertible -on solenoidal tensors, we will work in the solenoidal gauge (as in the compact case of [GL19b] ). This means that we will be looking for a diffeomorphism ψ so that ψ * g − g is solenoidal. The modern procedure to do this is explained in [GL19b, Lemma 4.1] but the ideas go back to [Ebi68] . The main idea is to consider the map (ψ, g) → D * g (ψ * g ). Its derivative at 0 with respect to ψ is invertible when the Laplacian ∆ = D * D acting on 1 forms is invertible. One can then use the Implicit Function Theorem.
In our case, we have to give a special treatment to the ends. Basically, the reason for this is that at the end of our argument, we will need that after this gauge fixing, g − g decays very fast when y → +∞; this enters in the contradiction with the fact that ∆ is not invertible on spaces of the type y −ρ L 2 for ρ too large. Indeed, consider a cutoff function χ equal to 1 in the cusps and ρ < −1, s ≥ 0 large enough. We introduce the finite-dimensional space H := Span(χy −1 dθ i /y, χy λ d − dy/y).
We then have the Lemma 4.1. The operator
Proof. The proof mainly relies on [GBL, Lemmas 3.5, 5.4]. First of all, it is clear that y ρ C s+1 * ⊕ H ⊂ C s+1 * and ∆ g is injective on this space by [GBL, Lemma 5.4 ]. As to the surjectivity, we know by [GBL, Lemma 3.5], that there exists S ∈ Ψ −2 which is (−∞, −1) admissible on both L 2 and L ∞ such that
where G maps into e ρr H ∞ for all ρ ∈ R. Here, the matrices Π λ − d , Π −1 are completely explicit: they are obtained from the residues at λ − d and −1 of the matrices I(∆, λ) −1 computed in the proof of [GBL, Lemma 5.4] (they can be obtained by anti-clockwise integration of I(∆, λ) −1 on small circles surrounding the indicial roots). More precisely, in the orthonormal basis (dy/y, dθ i /y), one has
where ·, · denotes the metric on 1-forms induced by the hyperbolic metric. As a consequence, considering the formal vector bundle E → R, where E = Span(dy/y, dθ i /y) and given a section f ∈ C ∞ c (R, E), one obtains
Thus, in the usual coordinates (y, θ), one can write 
This concludes the proof.
We now consider a metric g in a y ρ C s * neighbourhood of our cusp metric g, with ρ < −1, s ≥ 2. Using Lemma 4.1, we would like to find a diffeomorphism φ such that D * g φ * g = 0. For that, it is very likely that one would have to look for φ in the form φ :
is the flow generated by the vector field χy λ d − +1 ∂ y and χ is some cutoff function equal to 1 in the cusps and 0 outside. Indeed, in order to apply the implicit function theorem, one would have to consider (V, u, s, g ) → F (V, u, s, g ) := D * g K * s e * V T * u g and differentiate with respect to the triple (V, u, s), then prove that the differential is an isomorphism. But in this case, using the musical isomorphism to identify vector fields and covectors, the differential is precisely
by Lemma 4.1 and this is an isomorphism. However, the subtle problem comes from the fact that F (V, u, s, g ) / ∈ y ρ C s−1 * . Indeed, the pullbacks e * V and T * u preserve this space, namely if g = g + f, f ∈ y ρ C s * , then e * V T * u g ∈ y ρ C s * (and D * g e * V T * u g ∈ y ρ C s−1 * ), mainly because T * u preserves the metric g, but this is no longer the case of K * s . Indeed, for such a g = g + f , one can prove that K * s g admits a polyhomogeneous development in terms of powers y kλ d − , k ∈ N and there is no particular reasons for this development to vanish. Actually, the problem is even more crooked because one can change K s and consider another 1-parameter family K s of diffeomorphisms (not a group this time) such that d ds K s | s=0 = y λ d − +1 ∂ y and arrange the development of K s so that F (V, u, s, g ) ∈ y ρ C s−1 * which would now allow to apply the implicit function theorem. However, the same problem would still show up in the end, that is the new metric g := K * s e * V T * u g would not be decreasing enough. Indeed, it would take the form g = g + f 1 (s) + f 2 , where f 2 ∈ y ρ C s−1 * , and s → f 1 (s) is a family of symmetric two-tensors with an expansion in powers of y λ d − in the form
f k 1 (s) being a two tensor in the cusp, invariant under translations. We are going to restrict ourselves to a codimension 1 submanifold of the space of isometry classes in order to prevent this polyhomogeneous development to appear.
Proposition 4.1. There exists a rank 1 operator P := ·, k L 2 k, where we have
-admissible both on L 2 and on L ∞ such that the following holds. For all s ≥ 2, ρ < −1, there exists a small y ρ C s * -neighbourhood of g, such that for any metric g in this neighbourhood, there exists a (unique) diffeomorphism φ :
map. Since in the compact part, one can show directly that it is injective, it is then a global diffeomorphism.
We call this gauge the almost solenoidal gauge.
Proof. The operator ∆ g acting on y ρ C s * (M, T * M ) for ρ > λ d + , s ∈ R is no longer injective (but it is still surjective). In particular, using [GBL, Lemma 3.4], for λ d + < ρ < d + 1, the kernel of ∆ g on y ρ C s * (M, T * M ) is one-dimensional, given by Span(k ) for some k ∈ y λ d + C ∞ (M, T * M ). Using Lemma 4.1, we write for ρ < −1:
since ∆ g e, k L 2 = e, ∆ g k L 2 = 0 by duality. Since k is non-trivial, ∆ g ·, k L 2 induces a non-trivial linear form on all the spaces H s,ρ−d/2,ρ ⊥ , s ∈ R, ρ < −1, ρ ⊥ ∈ R and in particular, there exists a tensor f 0 = cχy λ d − dy/y such that ∆ g f 0 , k L 2 = 1. We write k := ∆ g f 0 ∈ y −∞ C ∞ and define P := k , · L 2 k and one has P * = k, · L 2 k .
It satisfies the relation ∆ g P * = 0 on all the spaces y ρ C s * (M, T * M ) for s ∈ R, ρ > λ d + . By duality it also satisfies P ∆ g = 0 on the spaces with ρ < λ d − , s ∈ R and thus
is an isomorphism. In the formalism developed in [GBL] , the operator P ∈ Ψ −∞ is a (−∞, λ d − )-admissible operator both in L 2 and in L ∞ whereas P * ∈ Ψ −∞ is (λ d + , ∞)-admissible. We now consider for ρ < −1 the map
g (e * V T * u g ), for g in a neighbourhood of g and V, u in a neighbourhood of 0. This is a C 1 map in both variables. Observe that
where denotes the musical isomorphism, W ∈ y ρ C s+1 * (M, T M ), v ∈ R d , and this is an isomorphism by Lemma 4.1. One then concludes by the implicit function theorem.
Remark 4.1. Observe that since T is C 1 , the implicit function theorem also tells us that the map g → e V (g ) =: φ(g ) is C 1 and we thus have an estimate φ * g −g y ρ C s * g − g y ρ C s * .
As a consequence, another way of formulating the previous lemma is to say that isometry classes of fast decaying metrics in a neighbourhood of g can be represented by (are in one-to-one correspondance) with almost solenoidal tensors (with respect to g). We are now going to restrict to a 1-codimensional submanifold of the space of isometry classes so that, after almost solenoidal reduction, the new metric one obtains is not only almost solenoidal but genuinely solenoidal. This is the content of the following Lemma 4.2. There exists a linear form A :
Proof. The inclusion from the right to the left being trivial, it remains to prove the other one.
where the linear forms A, B i are given respectively by (20) and (21). We set A := AD * g . Assuming f ∈ ∩ ker A, one obtains p ∈ y ρ C s+1 * (M, T * M ) ⊕ Span(χy −1 dθ i /y). But (1 − P )D * g f = 0 = (1 − P )∆ g p and using (22), we get p = 0, that is f = h ∈ ker D * g .
As a consequence, the 1-codimensional submanifold of isometry classes on which we are going to prove the theorem is a neighbourhood of g intersected with (23)
or, equivalently, Theorem 2 will hold in a neighbourhood around g on the submanifold
Eventually, let us observe as a last remark that the normal operator Π 2 is still injective on the almost solenoidal gauge. Thus, it is very likely that one could carry out the interpolation argument of the following paragraph in this gauge. However, since P is only (−∞, λ d − ) admissible and Π 2 is (0, d) admissible (and these two intervals do not overlap!), one cannot obtain a parametrix such that QΠ 2 = π ker(1−P )D * +compact.
4.2.
End of the proof. Since Theorem 1 follows directly from Theorem 2, we focus on the latter. We are given g a cusp metric, and g another metric, such that g − g y −N C N < , with N ∈ N large enough (chosen at the end), and > 0 small enough (chosen at the end) and g ∈ N met . If we assume that is small enough, we can apply Proposition 4.1 and obtain a diffeomorphism φ such that g := φ * g is genuinely solenoidal, and φ is -close to the identity (in the topology given by Proposition 4.1). We now apply a similar interpolation argument to [GL19b] . For the sake of simplicity, we now denote by H s,ρ the Sobolev spaces H s,ρ,ρ , meaning that the y-weight in the zero and non-zero Fourier modes is the same. We first estimate the norm of g − g and for that we can apply the stability estimate Theorem 7. We fix s > 0 arbitrarily small, then there exists γ > 0 such that,
, and we deduce that We deduce that
H N 1 ,−N 2 < small enough (the first inequality follows from Remark 4.1), the first term on the right-hand side can get swallowed in the left-hand side, which yields:
Taking N > max(N 1 , N 2 − d/2) and using the injection y −N C N * → C 1 , we obtain the desired result.
Appendix A. Perturbation of the marked length spectrum
In this appendix we give some results regarding the perturbation of the marked length spectrum with somewhat more general assumptions than the ones we make in the rest of article. They are probably regarded as classical by the community, but we have not been able to locate a proof of exactly what was needed.
If (N, g) is a complete manifold without boundary, such that its curvature tensor and all its covariant derivatives are bounded, we say that g has bounded local geometry. If X is a vector field on N which is bounded as well as all its covariant derivatives, we say that it is C ∞ -bounded. If the flow (ϕ t ) t∈R of X on N is hyperbolic in the sense of §2.1.1, we say X is an Anosov vector field. Consider a manifold (M, g) which has bounded local geometry. Then, so does (SM, g S ), where g S denotes the Sasaki metric. We say that (M, g) is an Anosov manifold if its geodesic vector field is an Anosov vector field on SM . In that case, (M, g) has no conjugate points, and E u , E s can be identified with respectively E + and E − -the Green's bundles. In particular, by definition, a cusp manifold is an Anosov manifold.
Lemma A.1. Let (N, g) be a manifold with bounded local geometry, endowed with an Anosov vector field X. There is a constant C X > 0 such that whenever Y is a C ∞ -bounded vector field, and Y − X C 1 < C X , Y also is Anosov. Additionally, if x ∈ N is a periodic point for X with orbit γ, there is a point x ∈ N such that x is periodic for Y , with an orbit freely homotopic to γ. Denoting by L the period of the orbit, we finally have
where the constants on the right-hand side are independent of γ.
This follows from the fact that sufficiently close Anosov flows are conjugated by homeomorphisms. We will give a proof in our context, based on the proof of de la Llave-Marco-Moryon [dlLMM86] . In that article, in the case of compact manifolds, they use the structure of Banach manifold of C 0 X (N, N ) , the set of maps from N to itself that are continuously differentiable along X. In our case, since we do not assume that the radius of injectivity is positive, there is a slight difficulty in proving that this is a Banach manifold.
However, we can use our assumption that the local geometry is bounded to circumvent this. Indeed, there is a global r > 0 such that exp x is a local diffeomorphism on B(x, r) for all x. This suggests to consider maps of the form f : x → exp x (u(x)).
Then D X f is the value at exp x (u(x)) of the Jacobi field along t → exp x (tu(x)), such that J(0) = X(x), and J (0) = ∇ X u. In particular, the relevant space is
This is a Banach space when endowed with u = max(r −1 u L ∞ , ∇ X u L ∞ ). We consider its unit ball:
It is an open set of a Banach space, so it is a smooth Banach manifold. For u ∈ D, let f u (x) := exp x (u(x)). Then f u is continuous, and D X f u also is.
First, let us deduce the Lemma from the Theorem. Indeed, assume that x is a periodic point for X with period L. Then
Since F Y is a C k map, we deduce that Y → L(Y ) depends on Y in a C k fashion as announced. Now, we turn to the proof of Theorem 8.
Assume that for each Y we can find u Y , F Y such that Ψ(Y, u, F ) = 0 (the 0 section). Then for x ∈ N , let x t = ϕ X t (x), and y t = f u (x t ).
so that y t is a reparametrized trajectory of Y ; this proves the theorem. We are left with finding solutions to Ψ = 0. For this, we will apply the Local Inversion Theorem. We need to compute d u,F Ψ(X, 0, 1).
For fixed x, consider u(x) ∈ E u x ⊕ E s x , and the Jacobi fields J 1 , J 2 the Jacobi fields along exp x (tu/|u|) that satisfy J 1 (0) = 1, J 1 (0) = 0, J 2 (0) = 0, J 2 (0) = 1.
Then
We also have
In particular,
The theorem will thus be proved if we can prove
The proof of this Lemma follows closely the lines of [dlLMM86, Lemma A.7, p597]. First, recall that there is an α 0 > 0 such that the angle between E u and X is at least α 0 . Indeed, since X is C 1 , there is a constant Λ > 0 such that dϕ t ≤ e Λ|t| . Then, if the angle between E u and X at some point is α , then we can find v ∈ E u such that v = 1 and, with λ = 1/|X|, we have v + λX 2 = 2(1 − cos α ) α →0 α 2 .
Next, we observe that for t > 0,
From this, we deduce that the projection on E u ⊕ E s along X is uniformly bounded. Now, assume that L X u = F X. Then, since E u ⊕ E s is invariant by the flow, we obtain F = 0, and L X u = 0. But then, since u is bounded, the hyperbolicity of the flow implies that u has to be directed along X, so it has to vanish. On the other hand, consider V a continuous vector field, and let us find u, F such that L X u − F X = V . Decompose V = λX + V u + V s . Then V u and V s are bounded thanks to the uniformity of the projection. We deduce that necessarily, F = λ, and L X u = V u + V s . To solve this last equation, we let
the definition of the stable/unstable subspaces implies that this is a continuous bounded vector field, differentiable in the direction of the flow. This finishes the proof of the Lemma, and the Theorem.
In practice, we will use the following consequence: Lemma A.3. Let (M, g) be an Anosov manifold. Then, there exists := (g) > 0 such that if (M, g ) is also an Anosov manifold with g −g C 3 < ∞, and g −g C 2 ≤ , there is actually in any free homotopy class c of a given closed geodesic γ g for g, exactly one closed geodesic γ g for g . We denote the length by L g (c). Additionally, we have L g (c) L g (c) − 1 = I g 2 (g − g)
where the remainder is uniform in c ∈ C.
Proof. Let us assume that the uniqueness has been proved. Then, using Lemma A.1, we deduce that
Since X g can be expressed in terms of the first order derivatives of g, it now suffices to compute the first order differential of the length. For this, let g t = tg + (1 − t)g and write the equation L gt (c) = g t (ċ gt (s))ds.
Differentiating with respect to t, we get d gt L(c) · (g − g) = (g − g)(ċ gt (s))ds + 2 g t ċ gt (s), d dt [ċ gt (s)] ds However, since g t (ċ gt (s)) is a constant, the second term has to vanish. We are only left to prove that in each free homotopy class, there can be at most one closed geodesic. In the case of negative curvature, this is a consequence of the Toponogoff comparison theorem. However, in this section, we are working with only the assumption that the flow is uniformly hyperbolic.
Since the geodesic flow is uniformly hyperbolic, there can be no conjugate points, so that the exponential map at any given point is a universal cover of M . In particular, the distance on the universal cover is uniquely geodesic. Given γ ∈ π 1 (M ), and x ∈ M , we denote by L γ (x) the length of the geodesic between x and γx. This geodesic projects to a loop in M . The following lemma is sufficient to conclude the proof. We denote by α(γ, x) the angle betweenċ x (L γ (x)) and d x γ ·ċ x (0). Let h be a unitary vector orthonormal to d x γ ·ċ x (0) in the plane Span(d x γ ·ċ x (0),ċ x (L γ (x))). Since γ is an isometry, there exists h ∈ T x 0 M such that d x γ · h = h and h is perpendicular tȯ c x (0). Then, applying (25) with δx = h, we deduce that there is a uniform constant C > 0, (independent of γ) such that |α| ≤ C|∇L γ |.
Let us now consider a point x such that |∇L γ | is small. Then, the geodesic from x to γx corresponds in the base to an almost closed trajectory of the geodesic flow. In particular we can apply the Anosov closing Lemma and lift the periodic orbit upstairs: there exist L 0 , C > 0, and 0 > 0 such that whenever L γ (x) > L 0 , and |∇ x L γ | < 0 , there is a critical point of L γ at distance at most C|∇ x L γ | of x.
Then, let us turn to the hessian of L γ at a critical point x 0 . If we perturb around x 0 , we obtain a family c x(s) and the variation ∂ s c x(s) is a matrix Jacobi field J along c x 0 , with J(0) = 1, J(L γ (x 0 )) = d x 0 γ.
Variations in the direction of c x 0 are just translations along the closed geodesic so we can assume that J is a perpendicular Jacobi field. The hessian of L γ at x 0 is then given by (26) d 2 x 0 L γ (δx, δx) =
Lγ (x 0 ) 0 |J| 2 − KJ, J dt, K being the symmetric matrix encoding the sectional curvatures appearing in the equation for Jacobi fields. We consider J u (resp. J s ) the unstable (resp. stable) matrix Jacobi field with J u (L γ (x 0 )) = d x 0 γ ⊥ (resp. J s (0) = 1). Recall that U u :=J u (J u ) −1 solves the Ricatti equation, and is defined for all times, so that according to [Ebe73, Lemma 2.8], |U u | ≤ k max , where K ≥ −k 2 max . The same applies to J s . Additionally, since the stable and unstable distributions are uniformly transverse, (U u − U s ) is invertible, with a globally bounded inverse.
We let A u,s :=J − U u,s J. Then, integrating by parts in the second line, we get d 2 x 0 L γ (δx, δx) ≥ C (|J| 2 + |J| 2 ) ≥ C|δx| 2 , for some uniform constant C > 0. Take x ∈ M such that L γ (x) > L 0 , and |∇ x L γ | < . Then there is a critical point x 0 at distance ≤ C|∇ x L γ | from x, and we have that L γ (x) − L γ (x 0 ) ≥ Cd(x, c x 0 ) 2 . Now, consider the vector field X = ∇L γ on M / γ . It is uniformly bounded, so the corresponding flow w t is globally defined. Moreover, if |X(x)| < , then x is close to a critical point (more precisely, to a 1-parameter family of critical points) and the trajectory of x in negative time is asymptotic to that critical point. If x 0 is a critical point with L γ (x 0 ) > L 0 , we consider V the boundary of a uniform, global tubular neighbourhood of the associated geodesic c x 0 . Then, we define a map w : R + × V → M / γ with w(t, x) = w t (x). Since this is a gradient flow, L γ (w(t, x)) increases with t. To be more precise, for t large, we get that ∂ t L γ (w(t, x)) = |X(w(t, x))| 2 > 2 .
In particular, the pull back of L γ to R + × V is proper. Since L γ is continuous on M / γ , this implies that the map w is also proper. Since it is also open, it is surjective. This proves that there can be no other critical point of L γ .
Finally, we have to deal with the case that L γ has a critical point x 0 , with L γ (x 0 ) ≤ L 0 . In that case, we can consider γ n , with large enough. Then x 0 is a critical point of L γ n , with length nL γ (x 0 ), which is eventually larger than L 0 . We can apply the argument to L γ n . Since each critical point of L γ is a critical point of L γ n , this closes the proof.
This also concludes the proof of Lemma A.3.
