Quantum approximate Bayesian computation for NMR model inference by Sels, Dries et al.
ar
X
iv
:1
91
0.
14
22
1v
2 
 [q
ua
nt-
ph
]  
3 J
ul 
20
20
Quantum approximate Bayesian computation for NMR model inference
Dries Sels,1, 2 Hesam Dashti,3 Samia Mora,3, 4 Olga Demler,3 and Eugene Demler1
1Department of Physics, Harvard University, 17 Oxford st., Cambridge, MA 02138, USA
2Theory of quantum and complex systems, Universiteit Antwerpen, B-2610 Antwerpen, Belgium
3Division of Preventive Medicine, Brigham and Womens Hospital,
Harvard Medical School, 900 Commonwealth Ave., Boston, MA 02215, USA
4Division of Cardiovascular Medicine, Brigham and Womens Hospital,
Harvard Medical School, 900 Commonwealth Ave., Boston, MA 02215, USA
(Dated: July 6, 2020)
Recent technological advances may lead to the development of small scale quantum computers
capable of solving problems that cannot be tackled with classical computers. A limited number
of algorithms has been proposed and their relevance to real world problems is a subject of ac-
tive investigation. Analysis of many-body quantum system is particularly challenging for classical
computers due to the exponential scaling of Hilbert space dimension with the number of particles.
Hence, solving problems relevant to chemistry and condensed matter physics are expected to be
the first successful applications of quantum computers. In this paper, we propose another class
of problems from the quantum realm that can be solved efficiently on quantum computers: model
inference for nuclear magnetic resonance (NMR) spectroscopy, which is important for biological and
medical research. Our results are based on three interconnected studies. Firstly, we use methods
from classical machine learning to analyze a dataset of NMR spectra of small molecules. We per-
form a stochastic neighborhood embedding and identify clusters of spectra, and demonstrate that
these clusters are correlated with the covalent structure of the molecules. Secondly, we propose a
simple and efficient method, aided by a quantum simulator, to extract the NMR spectrum of any
hypothetical molecule described by a parametric Heisenberg model. Thirdly, we propose a simple
variational Bayesian inference procedure for extracting Hamiltonian parameters of experimentally
relevant NMR spectra.
INTRODUCTION
One of the central challenges for quantum technologies
during the last few years has been a search for useful
applications of near-term quantum machines [1]. While
considerable progress has been achieved in increasing the
number of qubits and improving their quality [2, 3], in
the near future, we expect the number of reliable gates to
be limited by noise and decoherence; the so called Noisy
Intermediate-Scale Quantum (NISQ) era. As such, hy-
brid quantum-classical methods have been proposed to
make the best out of the available quantum hardware and
supplement it with classical computation. Most notably,
there has been the development of the Quantum Ap-
proximate Optimization Algorithm (QAOA) [4] and the
Variational Quantum Eigensolver (VQE) [5]. Both algo-
rithms use the quantum computer to prepare variational
states, some of which might be inaccessible through clas-
sical computation, but use a classical computer to update
the variational parameters. A number of experiments
have already been performed, demonstrating the feasi-
bility of these algorithms [6–8], yet their bearing on real
world problems remains unclear. In model-based statis-
tical inference one is often faced with similar problems.
For simple models one can find the likelihood and maxi-
mize it but for complex models the likelihood is typically
intractable [9, 10]. Nuclear magnetic resonance (NMR)
spectroscopy is a perfect example: there is a good un-
derstanding of the type of model that should be used
(see equation (1)) and one only needs to determine the
appropriate parameters. However, computing the NMR
spectrum for a specific model requires performing com-
putations in the exponentially large Hilbert space, which
makes it extremely challenging for classical computers.
This feature has been one of the original motivations
for proposing NMR as a platform for quantum comput-
ing [11]. While it has been shown that no entangle-
ment is present during NMR experiments [12, 13], strong
correlations make it classically intractable, i.e. the op-
erator Schmidt rank grows exponentially which for ex-
ample prohibits efficient representation through tensor
networks [14] Its computational power is between classi-
cal computation and deterministic quantum computation
with pure states [15], which makes it an ideal candidate
for hybrid quantum-classical methods. As we argue be-
low, the required initial quantum states can be prepared
by low depth circuits and the problem is robuust against
decoherence. By simulating the model on a quantum
computer, it runs efficiently while the remaining infer-
ence part is simply solved on a classical computer. One
can think of this as an example of quantum Approximate
Bayesian Computation (qABC), putting it in the broader
scope of quantum machine learning methods [16]. In con-
trast to most of the proposed quantum machine learning
applications, the present algorithm does not require chal-
lenging routines such as amplitude amplification [17, 18]
or Harrow-Hassidim-Lloyd (HHL) algorithm [19].
2NMR-SPECTROSCOPY
NMR spectroscopy is a spectroscopic technique which
is sensitive to local magnetic fields around atomic nuclei.
Typically, samples are placed in a high magnetic field
while driving RF-transitions between the nuclear mag-
netic states of the system. Since these transitions are af-
fected by the intramolecular magnetic fields around the
atom and the interaction between the different nuclear
spins, one can infer details about the electronic and thus
chemical structure of a molecule in this way. One of the
main advantages of NMR is that it is non-destructive, in
contrast to, for example, X-ray crystallography or mass
spectrometry. This makes NMR one of the most pow-
erful analytical techniques available to biology [20], as
it is suited for in vivo and in vitro studies [21]. NMR
can, for example, be used for identifying and quantify-
ing small molecules in biological samples (serum, cere-
bral fluid, etc.) [22–24]. On the other hand, NMR exper-
iments have limited spectral resolution and as such face
the challenge of interpreting the data, since extracted in-
formation is quite convoluted. We only directly observe
the magnetic spectrum of a biological sample, whereas
our goal is to learn the underlying microscopic Hamilto-
nian and ultimately identify and quantify the chemical
compounds. While this inference is tractable for small
molecules, it quickly becomes problematic, making infer-
ence a slow and error-prone procedure [25]. The anal-
ysis can be simplified by incorporating a priori spectral
information in the parametric model [26]. For that pur-
pose, considerable attention has been devoted to deter-
mining NMR model parameters for relevant metabolites
such as those found in plasma, cerebrospinal fluid and
mammalian brains [27–33].
In what follows we will be concerned with 1D proton
NMR but generalization to other situations are straight-
forward. For liquid 1H-NMR, a Heisenberg Hamiltonian
H(θ) =
∑
i,j
JijSi · Sj +
∑
i
hiS
x
i , (1)
yields a reasonable effective description for the nuclear
spins, where θ explicitly denotes the dependence of the
Hamiltonian on its parameters θ = {Jij , h}. Here Jij en-
codes the interaction between the nuclear spins S and hi
is the effective local magnetic field. Note that this Hamil-
tonian contains two essential approximations (i) the in-
teractions are chosen to SU(2) invariant and (ii) the local
magnetic fields – called chemical shifts in the NMR lit-
erature – are unidirectional. The rationale for the latter
is that most of these local magnetic fields are caused by
diamagnetic screening due to electronic currents induced
by the large external magnetic field. This field will tend
to oppose the external field and hence be largely uni-
axial. For liquid state NMR, the rapid tumbling of the
molecules averages out the dipar coupling between the
nuclei, approximately resulting in isotropic exchange in-
teractions between nuclear spins [34]. The fact that the
interactions are rotationally invariant, allows us to re-
move the average (external) field from the Hamiltonian,
i.e. Sxtot =
∑
i S
x
i commutes with Hamiltonian (1) and
will therefore only shift the NMR spectrum.
Within linear response the evolution of the system sub-
ject to a radio frequency z-magnetic field is determined
by the response function:
S(t|θ) = Tr
[
eiH(θ)tSztote
−iH(θ)tSztotρ0
]
, (2)
where ρ0 denotes the initial density matrix of the system
and Sztot =
∑
i S
z
i . The measured spectrum is simply
given by:
A(ω|θ) = Re
∫
∞
0
dteiωt−γtS(t|θ), (3)
where γ is the effective decoherence rate. For room tem-
perature 1H-NMR, the initial density matrix can be taken
to be an infinite temperature state, i.e.
ρ0 ≈ 1
Tr [1]
. (4)
Indeed, even a 20 T magnetic field will only lead to a
bare proton resonance frequency of about 900 MHz. In
contrast, room temperature is about 40 THz, so for all
practical purposes we can consider it equally likely for
the spin to be in the excited state or in the ground state.
Chemical shifts hi are of the order of a few parts per mil-
lion, resulting in local energy shifts of a few kHz, while
the coupling or interaction strength J is of the order of
a few Hz. Despite these low frequencies and the high
temperature of the system, one can typically still infer
the parameters due to the small decoherence rate of the
proton nuclear spin. Due to the absence of a magnetic
quadrupole moment, the protons do not decohere from
the electric dipole fluctuations caused by the surround-
ing water molecules. This gives the proton nuclear spin a
coherence time of the order of seconds to tens of seconds,
sufficiently long to create some correlations between the
various spins. The remaining part of this work is con-
cerned with the question of how to infer the model pa-
rameters Jij and hi of our effective Hamiltonian (1) from
a measured spectrum (3).
CLUSTERING
Given real NMR data, summarized by the experimen-
tally acquired spectrum A(ω), our goal, in general, is
to learn a parametrized generative model which explains
how this NMR data is generated. Fortunately, we have
a good idea about the physics which allows us to write
down a model, i.e. expressions (3), that is close to real-
ity thereby ensuring a small misspecification error. The
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Figure 1. Clustering In order to identify whether natu-
rally occurring molecules have some atypical NMR spectrum,
we perform a clustering analysis. In panel–A we show the
distance between the various NMR spectra, where the Bhat-
tacharyya coefficient is used to measure similarity. To obtain
a meaningful comparison, spectra are shifted and scaled such
that they are all centered around the same frequency and
have the same bandwidth. To extract clusters we perform a
t-SNE shown in panel–B with perplexity of 10; which is cho-
sen because it has minimal Kullback-Leibler (KL) loss, i.e.
the KL-loss was 0.145.
drawback however is that the model is analytically in-
tractable and becomes increasingly complex to simulate
with increasing number of spins. In the next section we
will discuss how to alleviate this problem by using a pro-
grammable quantum simulator to simulate the problem
instead. Even if we can simulate our model (3), we still
have to find a reliable and robust way to estimate the
parameters θ. Physical molecules have far from typi-
cal parameters θ, see SI for a mathematical description.
After all, if they do not, how could we infer any struc-
tural information out of the spectrum? To extract NMR
spectral features, we first perform unsupervised learning
on a dataset containing 69 small organic molecules, all
composed out of 4 1H-atoms, observable in NMR 1D-
1H experiments. Their effective Hamiltonian parameters
θ have previously been determined, which provides us
with a labeled dataset to test our procedure. Further-
more, by only using the spectra themselves, we can use
any relevant information as an initial prior for inference
on unknown molecules. The dataset was compiled us-
ing the GISSMO library [30, 31, 35]. In order to extract
the structure in the dataset, we perform a t-distributed
stochastic neighborhood embedding (t-SNE) [36, 37] to
visualize the data in 2 dimensions. Fig 1–B, shows the
2-dimensional t-SNE embedding of the dataset based on
the Hellinger distance shown in Fig. 1–A, a detailed com-
parison of different metrics is presented in the SI. The col-
orscale in panel B shows the inverse participation ratio
of each sample, IPR =
∫
∞
−∞
dωA(ω|θ)/ ∫∞
−∞
dωA2(ω|θ),,
a measure for the total number of transitions that con-
tribute to the spectrum. At least 4 well defined clusters
are identified, density-based spatial clustering of applica-
tions with noise (DBSCAN) [38] was used to perform the
clustering. Using the clusters as indicated in Fig. 1–B,
we can sort the molecules per cluster and have a look
at the spectra. The sorted distance matrix is shown in
Fig. 2–A, it clearly shows we managed to find most of
the structures in the system. In fact a closer look at
the spectra of each of the clusters indeed reveals they
are all very similar. Fig. 2–B shows a representative
spectrum for each of the clusters, as expected the IPR
goes up if we go from cluster one to cluster four. All
spectra in cluster 1 have the property of containing two
large peaks and two small peaks, where the larger peak is
about three times higher than the small peak. This is in-
dicative of molecules with a methyl group (CH3) with its
protons coupled with a methine proton (CH). One exam-
ple of such structures can be seen in acetaldehyde oxime
(BMRB ID [39]: bmse000467) (as shown to the left in
Fig. 2–B). The fact that the 3 protons are equivalent re-
sults in the 3:1 ratio of the peaks. Molecules from cluster
2 have are highly symmetric and have two pairs of two
methine protons (CH) where the protons are on neighbor-
ing carbon atoms. The symmetry in the molecule makes
the spectrum highly degenerate. In contrast, cluster 3
has molecules where there are two neighboring methy-
lene groups (CH2). The interacting splitting causes a
spectrum as shown in Fig. 2–B. Finally, cluster 4 has
four inequivalent protons with different chemical shifts
and interactions between them. As a results, there is a
plethora of possible transitions and the spectrum has an
erratic form such as shown in Fig. 2–B. In that sense,
cluster 4 is most like a disordered quantum spin chain.
Given a new spectrum of an unknown molecule we can
find out whether the molecule belongs to any of the iden-
tified molecular sub-structures, i.e. by computing the
mean Hellinger distance to each of the identifed clusters
one can robustly classify the spectra. In the supplemen-
tal information we present results in which we randomly
choose 39 samples and consider those as clustered, while
we use the other 30 samples to test the procedure. Sam-
ples that belong to cluster 1 and 2 are always correct
classified. One sample from cluster 4 was misclassified
for cluster 3. Since we know the spin matrix θi for each
of the molecules in the dataset, we have a rough estimate
of what the Hamiltonian parameters are and where the
protons are located with respect to each other. However,
there is still a lot of fine structure within clusters, in par-
ticular in clusters 3 and 4, as can be seen in Fig. 2–A.
In what remains, we are concerned with finding an al-
gorithm to further improve the Hamiltonian parameter
estimation.
QUANTUM COMPUTATION
While our model is microscopically motivated, thereby
capturing the spectra very well and allowing for a phys-
ical interpretation of the model parameters, it has the
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Figure 2. NMR Spectra By clustering the molecules according to the Hellinger distance t-SNE clusters we can reorganize
the distance matrix as shown in panel A. For each of the clusters, we look at the different spectra, which indeed show great
similarity. A representative spectrum for each of the clusters is shown in panel B, where the spectra are labeled according to
the t-SNE clusters shown in Fig. 1–B. In addition, we show an example small molecule out of this cluster next to the associated
spectrum. The atoms and interactions responsible for the shown portions of the spectra are indicated in blue and red arrows
respectively.
drawback that, unlike simple models such as Lorentzian
mixture models [40, 41], there is no analytic form for
the spectrum in terms of the model parameters. More-
over, even simulating the model becomes increasingly
complex when the number of spins increase. Before we
solve the inference problem, let us present an efficient
method to extract the simulated NMR spectrum on a
quantum simulator-computer. The basic task is to ex-
tract the spectrum (3) by measuring (2). Recall that we
work at infinite temperature, hence by inserting an eigen-
basis of the total z-magnetization Sztot =
∑
j mj |zj〉 〈zj|,
we find
S(t|θ) =
∑
i,j
mimjPt(i|j, θ)P0(j), (5)
with the transition probability Pt(i|j, θ) =
|〈zi|Uθ(t)|zj〉|2, initial distribution P0(j) = 2−N
and mj is the total z-magnetization in the eigenstate
|zj〉. Consequently, we can extract the spectrum by
initializing our system in a product state of z-polarized
states after which we quench the system to evolve under
Uθ(t) generated by Hamiltonian H(θ), and then finally
performing a projective measurement in the z-basis again
at time t. By repeating the procedure by uniformly
sampling initial eigenstates and estimating the product
of the initial and final magnetization mimj , one obtains
an estimate of S(t|θ), see Fig. 3. Note that, at this stage,
the problem is entirely classical and all quantum physics
is hidden in the transition probablity Pt(i|j, θ). It is the
intractability of this transition probability that forms
the basis of recent quanum supremacy experiments [42].
In contrast to the latter, we are only interested in es-
timating a simple statistic, namely the average mimj .
Note that this quantity is bounded by N2/4, hence ac-
cording to Hoeffding’s inequality one needs to sample at
most O(N4/ǫ2) times to get an precision of ǫ on S(t|θ).
At present, the structure of Eq. (5) allows one to bound
the variance of mimj by 3(N/4)
2, such that O(N2/ǫ2)
would suffice. As shown in detail in the SI, one can in
general not improve on this scaling with N unless one
uses additional structure of the transition probability Pt.
At short times one for example benefits from importance
sampling. While we have no control over the transition
probability Pt, we can control the initial probability out
of which we sample states, as long as those states are
easy to prepare. Since (5) is diagonal in the z-basis, it’s
sufficient to consider sampling product states in z-basis,
i.e. one can equivalently write the response function as:
S(t|θ) =
∑
i,j
(
mimjP0(j)
Q0(j)
)
Pt(i|j, θ)Q0(j), (6)
where Q0 is the distribution from which we sample. By
minimizing the variance of estimand r = mimjP0/Q0,
one obtains an optimal sampling distribution. The true
optimal depends on time through Pt and since this is
unknown to us, we must settle for a good, albeit subop-
timal, distribution Q0. Various approximations might be
considered, the distribution
Q0(j) =
4
N
m2j
2N
, (7)
is particularly interesting because it gives zero variance
for r the t = 0 and at any other time the variance
is smaller than (N/4)2. Consequently we can estimate
S(t|θ) with precision ǫ by taking at most O(N2/ǫ2) sam-
ples. Given the finite decoherence rate γ and the fact
that the energy bandwidth of the many-body spectrum
scales linearly with N , one needs to measure S(t|θ) at
5worst in time steps of the order of 1/N up to a time
that scales as 1/γ. One thus has to repeat the entire
circuit at worst O(N3/ǫ2) times. Furthermore, if the
time-evolution is implemented as an analog simulation
this takes a time of O(1/γ). The gate complexity is at
worst a factor N2 more because one, at worst, has to
implement a Heisenberg interaction between all possible
qubits, yielding O(N2/γ). Note that these are worst case
scalings, for an extensive spectrum one actually expects
linear scaling of the gate complexity with N and typical
transition happen between states with only differ by an
energy of O(1) such that the typical sampling complexity
is only quadratic with N .
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Figure 3. Method overview Take a product state |zi〉 with
a given total magnetization mi, according to Q0(j). The lat-
ter can be choosen to minimze the variance of the estimand.
After this initial preparation, we evolve the state under the
Hamiltonian H(θ) and measure the project back onto the z-
basis at time t. By applying a fast Fourier transform to the
estimate S(t|θ), one obtains the spectrum which can be used
to infer the parameters of the Hamiltonian.
VARIATIONAL BAYESIAN INFERENCE
Now that we have a procedure of efficiently obtaining
spectra of hypothetical molecules, how do we solve the in-
ference problem? The standard approach would be to do
maximum likelihood estimation of the parameters given
the experimental spectrum or minimize one of the afore-
mentioned cost functions. This cannot be done analyti-
cally and the problem can clearly be highly non-convex.
We thus require a method to numerically minimize the
error; gradient descend seems an obvious choice but is
not well suited for this task. First of all there is the ob-
vious problem that additional measurements will need to
performed to estmate the gradients. Those estimates are
not easy to obtain since they require measuring three-
point correlators in time. Moreover, using a quantum
simulator, one only obtains a statistical estimate of the
cost function and its gradient; since we only perform a
finite number of measurements. In order to move down
the optimization landscape we thus need to resolve the
signal from the noise, meaning gradients have to be suffi-
ciently large to be resolved. However, we find extremely
small gradients for this problem. Taking for example the
Hellinger distance, DH , used to construct Fig. (1), we
find the gradient satisfies
∣∣∂θD2H∣∣ =
∣∣∣∣∣
∫
dω
2π
√
A(ω)
A(ω|θ)∂θA(ω|θ)
∣∣∣∣∣ ≤
√
Iθθ, (8)
where Iθθ is the diagonal component of the Fisher infor-
mation. The bound simply follows from Cauchy-Schwarz
inequality. As shown in the SI, the Fisher information,
even for the optimal values, is very small; typically of the
order 10−4 − 10−6 for our 4 spin molecules. We are thus
in a situation of a very shallow rough optimization land-
scape. The problem is of similar origin as the vanishing
gradient problem in quantum neural networks [43]. A
gradient free method seems advisable. Here we adopt a
Bayesian approach to update our estimated parameters.
Alternative approaches, such as the DIRECT method ad-
dopted in Ref. [44], are expected to work as well. More
research on the structure of the optimzation landscape
is required to understand the hardness of this inference
problem. Recall Bayes theorem, in the current notation,
reads:
P (θ|ω) = A(ω|θ)P (θ)
A(ω)
, (9)
where P (θ|ω) is the conditional probability to have pa-
rameters θ given that we see spectral weight at frequency
ω, A(ω|θ) is the NMR spectrum for fixed parameters θ,
P (θ) is the probability to have parameters θ and A(ω)
is the marginal NMR spectrum averaged over all θ. If
we acquire some data, say a new spectrum A(ω) and we
have some prior belief about the distribution P (θ), we
can use it to update our belief about the distribution of
the parameters, i.e.
Pi+1(θ) =
∫
dω
2π
A(ω)A(ω|θ)
Ai(ω)
Pi(θ), (10)
with Ai(ω) =
∫
dθA(ω|θ)Pi(θ). Note that the above rule
indeed conserves positivity and normalization. More-
over, it simply reweights the prior distribution with some
weight
wi(θ) =
∫
dω
2π
A(ω)A(ω|θ)
Ai(ω)
, (11)
that is directly related to the log-likelihood, since Jensen
inequality gives:
log(wi(θ)) ≥
∫
dω
2π
A(ω) log A(ω|θ)
Ai(ω)
= L(θ) + c, (12)
where L(θ) is the log-likehood and c is a constant in-
dependent of θ. Consequently, iterating expression (10)
6is expected to converge to a distribution of parameters
which is highly peaked around the maximum likelihood
estimate. While it avoids the use of any gradients, it re-
quires us to sample from the current parameter distribu-
tion Pi(θ). This by itself could become intractable and so
we make an additional approximation. In order to be able
to sample from the parameter distribution, we approxi-
mate it by a normal distribution at every step. That is,
given that we have obtained some Monte Carlo samples
out of Pi(θ), we can estimate all the weights wi(θ) by sim-
ply simulating the model and obtainingA(ω|θi) for all the
samples. Next, we approximate Pi+1(θ) with a normal
distribution that is a close as possible to it, i.e. has min-
imal KL-distance. The latter is simply the distribution
with the same sample mean and covariance as Pi+1(θ).
We use an atomic prior, P0(θ) =
∑
i
1
Ns
δ(θ−θi), consist-
ing of all the samples that belong to the same cluster to
which the spectrum is identified to belong. The result of
this procedure for some randomly chosen test molecules is
shown in Fig. 4. We observe steady, albeit noisy, conver-
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Figure 4. Inference For each of the clusters, labeled accord-
ing to Fig. 2, we investigate the convergence of the parame-
ter inference in our variational Bayesian inference scheme by
looking at the total variation distance between the spectra.
The dashed line indicates the shot noise limit, set by the finite
number of acquired quantum measurements.
gence of the molecular spectra. Convergence is limited by
three factors, i.e. (i) shot noise from the quantum mea-
surements, (ii) sampling noise from the Monte Carlo pro-
cedure and (iii) the Gaussian variational approximation.
While both noise sources can be made smaller by using
more computational resources, more advanced methods
might ultimately be needed.
SUMMARY AND OUTLOOK
Here we have presented a method to improve model in-
ference for NMR with relatively modest amount of quan-
tum resources. Similar to generic generative models such
as Boltzmann machines, for which a more efficient quan-
tum version has been constructed [45, 46], we have con-
structed an application specific model from which a quan-
tum machine can sample more efficiently than a classical
computer. Model parameters are determined through a
variational Bayesian approach with an informative prior,
constructed by applying t-SNE to a dataset of small
molecules. As a consequence of the noisy nature of the
generative model, as well as the absence of significant
gradients, both the initial bias as well as the derivative
free nature of Bayesian inference are crucial to tackling
the problem. This situation, however, is generic to any
hybrid quantum-classical setting that is sufficiently com-
plicated. A similar approach might thus be useful to
improve convergence of QAOA or VQE, e.g.heuristic op-
timization strategies for QAOA have been developed in
Ref. [47]. Both the classical and quantum part of our ap-
proach can be extended further. On the quantum side,
one can envision developing more efficient approaches
for computing the spectra; trading computational time
for extra quantum resources. On the classical side, im-
provements on the inference algorithm might be possible
by combining or extending the variational method with
Hamiltonian Monte Carlo techniques [48].
It is interesting to extend our technique to other types
of experiments. NMR is hardly the only problem where
one performs inference on spectroscopic data. For exam-
ple, one can imagine combining resonant inelastic X-ray
scattering (RIXS) data from strongly correlated electron
systems [49], with Fermi-Hubbard simulators based on
ultracold atoms [50, 51]. Currently, RIXS data is ana-
lyzed by performing numerical studies of small clusters on
classical computers (see Ref. [52] for review). A DMFT-
based hybrid algorithm was recently proposed in [53].
With cold atoms in optical lattices one may be able to
create larger systems and study their non-equilibrium dy-
namics corresponding to RIXS spectroscopy.
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SIMULARITY MEASURES
To perform clustering or simply find the best fit to a certain spectrum one has to define a measure of distance or
equivalently of simularity between different spectra. A priori, there is no unique optimal chooice for this and certain
measures might be much better suited for the current problem then others. Let’s therefore have a closer look at a few
possible distance matrices:
Euclidean :D22(i, j) =
∫
dω
2π
(Ai −Aj)2 ,
Hellinger :D2H(i, j) =
1
2
∫
dω
2π
(√
Ai −
√
Aj
)2
,
Jensen− Shannon :D2JS(i, j) =
1
2
∫
dω
2π
(
Ai logAi +Aj logAj − (Ai +Aj) log Ai +Aj
2
)
,
where Ai is short hand notation denoting Ai = A(ω|θi). Note that the spectrum is positive and can be normalized
since it satisfies the f-sum rule:
S(0|θ) =
∫
dω
2π
A(ω|θ) = Tr
[
(Sztot)
2
]
Tr [1]
=
N
4
, (S1)
hence it makes sense to think of A(ω|θ) (once normalized) as the conditional probability to generate an RF photon
given the Hamiltonian H(θ). In that respect one might suspect that statistical measures of distance might be better
suited then a simple least square error. To check the performance of each of those measures we perform a t-SNE
based on each of them and look at the t-SNE loss. The idea of t-SNE is to embed high-dimensional points in low
dimensions in a way that respects similarities between points, just like principal component analysis (PCA). Nearby
points in the high-dimensional space correspond to nearby embedded 2-dimensional points, while distant points in
the high-dimensional space are mapped to distant embedded 2D points. In general, it is impossible to faithfully
represent all high-dimensional distances in low dimensions, e.g. there are many more mutually equidistant points in
high-dimensions. In contrast to PCA, which simply linearly projects the data on a low dimensional hyperplane, t-SNE
is designed to only care about preserving local distances allowing distortion of large distances. This distortion partially
combats the basic problem that there is simply not enough volume in low dimensions [54]. Figure S1–A shows the
distance matrix between all molecules in the dataset for the 3 different metrices under cosideration. First of all, a
lot of structure if observed in all three distance metrices. While the Hellinger distance and Jensen-Shannon distance
are both qualitatively and quantitiatvely similar, the Euclidean distance only captures the large distance features
well. By squaring the probability distribution, the Euclidean distance effectively only cares about the mode of the
distribution, supressing information about smaller peaks in the absorption spectrum. We observe better clustering for
Hellinger and Jensen-Shannon distance, this is also quantified by the increased Kullback-Leibler loss of the Euclidean
t-SNE. In fact, at the level of the t-SNE loss, the Hellinger distance performs the best.
To test our the robustness of the sampling procedure, we select 30 samples out of the set of 69 and check if we can
classify them into the aformentioned clusters by computing the Hellinger distance to the other 39 (training) samples.
The results are shown in Fig. S2. All clusters are clearly are clearly distinguishable ( S3), apart from cluster 4 where
one sample was incorrectly classified as cluster 3. The problem is resolved if one classifies the samples on the distance
to the closest point. However, due to the smallness of the dataset it’s not clear how representative the latter is.
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Figure S1. Clustering In order to indenfity whether naturally occuring molecules have some atypical NMR spectrum we
perform a clustering analysis based on 3 different measures of similarity. In panel–A we show the distance between the various
NMR spectra for three different distant metrices. To extract clusters we perform a t-SNE shown in panel–B for each of the
metrices respectively. The t-SNE is performed with the same initial seed and perplexity(10) for all plots. The KL-loss for the
shown plots was {0.145, 0.510, 0.299} for the Hellinger, Euclidean and JS distance respectively.
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Figure S2. Cluster identification 30 random samples are selected out of the set of 69. The other 39 are used to perform the
cluster identification. Plots show the mean Hellinger distance between each test sample and the 39 training samples, sorted
per cluster. All points are labeled according to the t-SNE clusters identified in Fig. S1. Except for sample 5 from cluster 4, all
test samples are correctly classified.
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Figure S3. Mean Distance Figure shows the mean Hellinger distance between samples ordered by cluster index. Clusters
1,2,3 are mutually most distinctive and mistaken most easily for cluster 4.
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ARE PHYSICAL MOLECULES TYPICAL?
In order to discuss whether actual spectra are atypical we need to define a notion of likelihood of a given spectra,
i.e. we need a measure on the space of molecular parameters θ. The measure should be unbiased by any knowledge
we believe to have about physical molecules. It should only satisfy some basic consistency conditions. One very
simply and natural condition is that whatever measure we are sampling from, it ought not to depend on the way
we parametrize our model. That is, if one makes a change of variables θ′ = f(θ) it shouldn’t change the likelihood
of a given molecule since it represents exactly the same data. This parametrization invariance was first argued
by Jeffreys [55], and it was shown that the distribution should therefore be proportional to the square root of the
determinant of the Fisher information metric (FIM):
P (θ) ∝
√
det Iij(θ), (S2)
where Iij(θ) is the FIM:
Iij(θ) =
∫
dω
2π
A(ω|θ)∂ logA(ω|θ)
∂θi
∂ logA(ω|θ)
∂θj
. (S3)
In Bayesian inference, P (θ) is known as Jeffrey’s prior and is an example of a so called uninformative prior. The
question of whether molecular parameters are typical thus becomes a question about the structure of the eigenvalues
of the Fisher information metric. Some representative Fisher metrices for physical molecules are shown in Fig. S4.
Note that the the FIM is generally small and appears to be structured. The structure should become apperant when
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Figure S4. FIM Features Fisher information metric for a typical molecule out of each cluster.
we look at the eigenvalues of the FIM. These are depicted in Fig. S5. Most molecules indeed seem to have a some
eigenvectors – combinations of parameters – that are much more important then others, i.e. have eigenvalues that are
exponentially larger then others. Such characteristic has been termed “sloppiness” in the past and it has been shown
to arrise naturally in multiparameter mathematical models that probe collective behavior [56, 57]; meaning they can
not probe the individual parameters but only have access to some coarse grained observable. NMR spectroscopy can
be argued to be in this regime as there is no easy way to directly extract the model parameters from the spectrum.
The fact that there are irrelevant combinations of parameters immediatly implies the molecules are unlikely because
the determinant of the FIM must be small. In other words, these sloppy parameters represent approximate or possibly
even exact symmetries of the molecules. Random models possess no symmetries and so molecules are atypical. Finally
note that even the large eigenvalues of the FIM are relatively small, sampling parameters θi from a normal distribution
with zero mean and unit variance results in significantly larger eigenvalues, see red dots in Fig. S5. In fact, the FIM
eigenvalues are of O(1) rather then O(10−4). Given that we will only have a finite amount of data available to
S5
Figure S5. FIM eigenvalues Blue dots show the eigenvalues of the FIM for all the molecules contained in the dataset. Red
dots show eigenvalues for samples obtained by sampling each of the parameters θi from a normal distribution with unit variance
and zero mean.
finally perform the inference, it would be extremely hard to converge to physical model parameters, starting from an
uninformative prior. It’s usefull to actually take the sloppiness of molecules into account and start from a biased prior
that already takes into account the aformentioned clustering.
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IMPORTANCE SAMPLING
Recall that we aim to measure
S(t) =
Tr [Sztot(t)S
z
tot]
Tr [1]
, (S4)
In the diagonal basis in Sztot, this can written as
S(t) =
∑
i,j
mimjPt(i|j)P0(j) =
∑
i,j
mimjPt(i, j), (S5)
with
Pt(i|j) = | 〈i|Ut|j〉 |2 and P0(j) = 1
2N
. (S6)
At this point one can forget about quantum mechanics, it’s simply hidden in the transition probability Pt. Here we
will compare various sampling schemes, i.e. (i) uniform sampling out of P0, (ii) sampling from a Gibbs distribution
of the total magnetization and (iii) importance sampling. We will compare the convergence of the different estimands
of S(t).
Uniform sampling
The most direct procedure would be to draw uniform random states i – out of P0– and propagate them under the
quantum Hamiltonian, after which we measure j. In that case, the random variable we are estimating is mimj and
hence its variance is given by
var[mimj ] =
∑
i,j
m2im
2
jPt(i|j)P0(j)− S(t)2. (S7)
In general, we can’t compute this, as Pt is hard to compute, but let’s first look at t = 0. In that case we have,
S(t) =
Tr
[
(Sztot)
2
]
Tr [1]
=
N
4
, (S8)
and
var[mimj ] =
Tr
[
(Sztot)
4
]
Tr [1]
− S(t)2 = 1
16
(3N2 − 2N)− S(t)2 = N(N − 1)
8
. (S9)
Consequently, if we want the sample variance to be constant ǫ2, such that we have a fixed precision, we need the
number of samples to be of O(N2/ǫ2). How much will the variance increase once we evolve the system in time? Note
that the random variable we are estimating is bounded, i.e. the magnetziation can not be larger than N/2. Hence the
variance can not exceed O(N4) in general. There are however much more constraints on the present problem such
that we can put a much stronger bound on the variance from expresssion (S7). Reorganizing terms we have
var[mimj ] =
∑
i,j
(m2j
√
Pt(i|j)P0(j))(m2i
√
Pt(i|j)P0(j))− S(t)2
≤
√∑
i,j
m4jPt(i|j)P0(j)
∑
i,j
m4iPt(i|j)P0(j), (S10)
where we have simply used Cauchy-Schwarz and dropped the S(t) term. Further note that because of the reversibility
of the quantum evolution Pt(i|j) = Pt(j|i), such that
∑
i Pt(i|j) =
∑
j Pt(i|j) = 1. In addition, P0 is the uniform
distribution, such that we find
var[mimj] ≤ 1
2N
∑
j
m4j =
Tr
[
(Sztot)
4
]
Tr [1]
≤ 3(N/4)2, (S11)
S7
Consequently, the number of samples never needs to exceed order O(N2/ǫ2). Finally note that, for ergodic systems,
one expect the transition probability to become close to uniform at late time, i.e. Pt(i|j) ≈ 1/2N . The latter simply
reflects the fact that those systems thermalize and effectively forget their initial conditions. In that case we can also
explicitly compute the variance,
var[mimj ] =
(
Tr
[
(Sztot)
2
]
Tr [1]
)2
= (N/4)2 (S12)
Under uniform sampling we thus observe N2 scaling of the variance both at early and late times, with a guarantee
that it will never be larger than that.
Thermal sampling
Before we go discuss how toimprove the N2 in any way, let’s check what happens for t = 0 if we sample from a
thermal state. Those states are particularly relevant for experiments as they might, in some particular setups, be
much faster to prepare.
ρ =
1
Z
eβS
z
tot . (S13)
For sufficiently small β we have that
S(t) ≈ β−1Tr [Sztot(t)ρ] (S14)
At t = 0 and for β → 0, the variance of our estimator becomes
var[mi] = Tr [S
z
totρ] =
N
4
. (S15)
Hence the number of samples to get an precision of ǫ scales like N/(β2ǫ2). If one demands all subleading terms in the
Taylor expansion of ρ to be subleading, one should set β ∼ 1/N . Since we want to get S(t) at precision ǫ anyway,
one needs to set β = O(
√
ǫ/N). Indeed, expanding ρ in powers of β, one gets
S(0) = β−1Tr [Sztotρ] ∝ Tr
[
(Sztot)
2
]
+
β2
6
Tr
[
(Sztot)
4
]
+O(β4N3). (S16)
The second term is of O(β2N2), implying we need to have β2 < ǫ/N2 to achieve an accuracy of ǫ. Combined with
the scaling of the variance, we get a scaling of O(N3/ǫ3) to reach the desired accuracy and precision.
Importance sampling
Sampling from the thermal state is thus a factor N/ǫ less efficient as uniform sampling. One could wonder whether
there is a distribution such that we would need less than O(N2) samples. One can recast the problem of estimating
S(t) as
S(t) =
∑
i,j
P0(j)mimj
Q0(j)
Pt(i|j)Q0(j), (S17)
where Q0 is the distribution from which we will sample initial states. This clearly gives the same correlation function,
but the stochastic variable r we are estimating is now different, i.e.
r =
P0(j)mimj
Q0(j)
. (S18)
The variance now becomes
var[r] =
∑
i,j
[(
P0(j)mimj
Q0(j)
)2
Pt(i|j)Q0(j)
]
− S(t)2 (S19)
S8
We’d have an optimal sampling algorithm (at least in the central limit regime), if we minimize the variance of
the estimator with respect to our sampling distribution. Hence deriving the variance with respect to the sampling
distribution Q0, and putting in a Lagrange multiplier to keep the distribution normalized we find
∑
i
(
P0(j)mimj
Q0(j)
)2
Pt(i|j) = µ, (S20)
hence
Q0(j) =
1
µ(t)
|mj |P0(j)
√∑
i
m2iPt(i|j) with µ(t) =
∑
j
|mj |P0(j)
√∑
i
m2iPt(i|j). (S21)
The variance then becomes
var[r] = µ(t)2 − S(t)2 (S22)
In general the optimal distribution depends on time through the transition probability Pt. Since we have no access
to that distribution we can’t perform optimal sampling. However, as discussed before there are two limits worth
investigating t = 0 and t→∞. When t = 0, Pt = δij , consequently
Q0 =
N
4
m2j
2N
, and var[r] = 0 (S23)
This makes sense, since the random variable we are estimating r = N is just a constant. Hence there is nothing to
estimate. Note that at late times, when Pt ≈ 1/2N , this sampling distribution results in a variance of (N/4)2, which
is identical to the late time variance of the uniform sampling problem. In fact the variance at all times is
var[r] =
(
N
4
)2
− S(t)2. (S24)
Improving on the uniform sampling by a factor 3. Finally note that at late times the optimal sampling distribution
should tend to
Q0 ∝ |mj |, (S25)
which would result in a variance var[r] ≈ N2/8π in the large-N limit. Consequently, it only reduces the variance of
the estimand at late times by a factor π/2 over the other sampling schemes, while significantly increasing the short
time fluctuations. In conclusion it thus seems most efficient to sample from the short time optimal distribution, as it
supresses the variance to zero at early times while always outperforming uniform sampling.
