This paper investigates the existence of at least two positive solutions for the following high-order fractional semipositone boundary value problem (SBVP, for short) with coupled integral boundary value conditions:
0 + u(t) + λf(t, u(t), v(t)) = 0, t ∈ (0, 1), D α 0 + v(t) + λg(t, u(t), v(t)) = 0, t ∈ (0, 1), u (j) (0) = v (j) (0) = 0, j = 0, 1, 2, · · · , n − 2, where n − 1 < α n, n 3, 0 < η 1 , η 2 1, λ, λ 1 , λ 2 are parameters and satisfy λ 1 λ 2 (η 1 η 2 ) α < Γ 2 (α + 1), D α 0 + is the standard Riemann-Liouville derivative, and f, g are continuous and semipositone. By using the nonlinear alternative of Leray-Schauder type, Krasnoselskii's fixed point theorems, and the theory of fixed point index on cone, we establish some existence results of multiple positive solutions to the considered fractional SBVP. As applications, two examples are presented to illustrate our main
Introduction
Fractional calculus and fractional differential equations have been investigated extensively due to their numerous and frequent applications in various fields of engineering and scientific disciplines such as physics, chemistry, economics, control theory, aerodynamics and electromagnetics, etc. Fractional derivatives provide an excellent tool for the description of memory and hereditary properties of various materials and processes. Thus fractional models are the natural substitutes of the classical integer-order model. For an extensive collection of such theory, methods and applications, we refer the readers to the materials [1, 3, 9, 10, 13, 14, 16, 18, [21] [22] [23] [24] [25] [26] [27] and references therein.
Some new types of fractional derivatives are also reported in several excellent papers. For example, in [31] , Yang introduced a class of the fractional derivatives of constant and variable orders for the first time. Fractional-order relaxation equations of constants and variable orders in the sense of Caputo type were modeled from mathematical view of point and they were very efficient in description of the complex phenomenon arising in heat transfer. In [32] , the authors proposed a new fractional derivative without singular kernel. This was an extension of the Riemann-Liouville fractional derivative with singular kernel and had some important applications in the modeling of the fractional-order heat flow. In addition, a new definition of the local fractional derivative (LFD) was formulated to describe some non-differentiable problems that occur in fractal engineering recently. In [33] , the authors studied the LC-electric circuit with the non-differentiable inductor and capacitor elements with the help of LFDs and fractal electrodynamics. They gave the comparative results among LFD, Riemann-Liouville fractional derivative and conventional derivative, which indicated that LFD was a new tool suitable for the study of a large class of electric circuits, and they had opened some new perspectives towards the characterization of non-differentiable electric circuits via LFDs.
On the other hand, coupled boundary conditions arise in the research of Sturm-Liouville problems and reaction-diffusion equations, see [15] for a good overview, and have wide applications in various fields such as engineering and sciences. While problems with integral boundary conditions arise in thermal conduction problems, semiconductor problems and hydrodynamic problems.
For example, in [28] , by means of the method of upper and lower solutions and the Schauder fixed point theorem, Vong investigated the positive solutions of nonlocal BVP for a class of fractional differential equations:
   C D α 0 + x(t) + f(t, x(t)) = 0, 0 < t < 1,
where n 2, α ∈ (n − 1, n) and µ(s) is a function of bounded variation.
In [4] , Asif and Khan considered the following BVP:
where f, g : (0, 1) × [0, +∞) × [0, +∞) → [0, +∞) are continuous and singular at t = 0, t = 1, and parameters α, β, ξ, η satisfy ξ, η ∈ (0, 1), 0 < αβξη < 1. They obtained the existence of at least one positive solution by using Krasnoselskii's fixed point theorem in a special cone. In [7] , Goodrich investigated a system of fractional BVP given by
The author gave the existence of at least one positive solution in view of Krasnoselskii's fixed point theorem under the local and the nonlocal boundary conditions, respectively. Motivated by the above-mentioned works, we aim to establish some existence criteria of multiple positive solutions for the following high-order semipositone fractional differential system with coupled integral boundary conditions:
where n − 1 < α n, n 3, 0 < η 1 , η 2 1, λ, λ 1 , λ 2 are parameters and satisfy λ 1 λ 2 (η 1 η 2 ) α < Γ 2 (α + 1), D α 0 + is the standard Riemann-Liouville derivative, and f, g are sign-changing continuous functions. The main features of the present paper are as follows. Firstly, the nonlinear terms we discuss here are semipositone. This is different from lots of the previous articles, see [5, 6, 17, 19, 20, 29] and the reference therein, where the nonlinearity needs to be nonnegative to get the positive solutions. Secondly, the boundary value conditions of the considered system are fractional high-order coupled integral boundary value conditions and contain parameters, and this enriches the theoretical knowledge of above mentioned works. Thirdly, the given conditions f 0 , g 0 and (H4) are quite different from many other papers such as [11, 34, 35] , and then the methods used in Theorem 3.2 are also different from these papers.
In this paper, we derive corresponding integral representation for SBVP (1.1) and give some important properties which will play an important role in our proof. This is our key to establish a cone. By utilizing the nonlinear alternative of Leray-Schauder type, Krasnoselskii's fixed point theorems, and the theory of fixed point index on cone, we derive an interval of parameter λ such that for any λ lying in this interval, the SBVP (1.1) has at least two positive solutions. To the best of our knowledge, no contribution exists considering the multiple positive solutions for SBVP (1.1). It should also be noted that η 1 , η 2 ∈ (0, 1] are more general than those in [28, 30, 35, 36] , in which η 1 , η 2 equal to one. By a positive solution of SBVP (1.1) we mean a pair of functions
The rest of this paper is organized as follows. Section 2 contains some necessary preliminaries and lemmas. Section 3 investigates the existence of multiple positive solutions to system (1.1). Finally, in Section 4, two illustrative examples are presented to demonstrate our new results.
Preliminaries and lemmas
For the convenience of readers, we first recall some well-known results about the standard RiemannLiouville derivative. For details, please refer to [22, 25, 26] and the references therein. 
provided that the right side integral is pointwise defined on (0, +∞).
Definition 2.2.
The Riemann-Liouville fractional derivative of order α of a continuous function u :
where n = [α] + 1, provided that the right side is pointwise defined on (0, +∞).
Lemma 2.3 ([12]
). Let α > 0. Then the following equality holds for u ∈ L(0, 1),
where c i ∈ R, i = 1, 2, · · · , n, and n − 1 < α n.
For convenience in the following discussion, we set
It is obvious that 1
Lemma 2.4. Let x, y ∈ C[0, 1] be given functions. Then the unique solution of system
where n − 1 < α n, n 3, 0 < η 1 , η 2 1, λ 1 λ 2 (η 1 η 2 ) α < Γ 2 (α + 1), is given by
where
3)
Proof. In view of Lemma 2.3, we reduce (2.1) to the following equivalent equation
The boundary value conditions u (j) (0) = v (j) (0) = 0, j = 0, 1, 2, · · · , n − 2 imply that c i = c i = 0, i = 2, 3, · · · , n, and so
Then, we have
From the boundary conditions D α−1
So, we obtain
Integrating (2.7) and (2.8) with respect to t on [0, η 2 ] and [0, η 1 ] respectively gives
By simple calculations, it follows that
Substituting (2.9) and (2.10) into (2.7) and (2.8), respectively, we have
In the following, we divide the proof into four cases.
Case 4. t η 1 .
This completes the proof.
Lemma 2.5. The function G(t, s) defined by (2.6) has the following property:
Proof. For s t, we have
it follows that
For s t, we know
On the other hand, G(t, s)
Summing up the above discussion, the conclusion of this lemma follows.
From Lemma 2.5 together with (2.2), (2.3), (2.4), and (2.5), we can obtain the following.
Lemma 2.6. The functions G 1 (t, s), G 2 (t, s) and H 1 (t, s), H 2 (t, s) defined respectively by (2.2), (2.3), (2.4), and (2.5) have the following properties:
.
Let E = C[0, 1] be the Banach space with the maximum norm u = max{|u(t)| :
where γ = ν ρ ∈ (0, 1). It is easy to verify that P is a cone in E × E. Let
Fix an interval [ξ, η] ⊂ (0, 1). Define several notations:
We present now the hypotheses that will be used in the sequel.
We first consider the system of fractional BVP
and
which is the solution of the fractional BVP
Obviously, by Lemma 2.6, one has
We shall prove that there exists a solution (x, y) for fractional BVP (2.11) with x(t) ω 1 (t) and y(t) ω 2 (t) for all t ∈ [0, 1]. If this is true, then the functions u(t) = x(t) − ω 1 (t) and v(t) = y(t) − ω 2 (t) represent a nonnegative solution of the SBVP (1.1), which is positive on (0,1]. Indeed, by the definition of [·] * , for any t ∈ [0, 1], we have
Consequently, in what follows, we shall investigate BVP (2.11). By means of Lemma 2.3, BVP (2.11) can be reduced to the following equivalent integral equation
Define an integral operator T :
Lemma 2.7. Suppose (H1) or (H1 * ) holds, then the operator T : P → P is a completely continuous operator.
Proof. For any fixed (x, y) ∈ P, we can choose a constant C such that
For any t ∈ [0, 1], the condition (H1) or (H1 * ) and Lemma 2.6 imply that
which yields that the operator T is well-defined on P.
On the other hand, for any fixed (x, y) ∈ P, t ∈ [0, 1], by Lemma 2.6, it follows that
which shows that
13)
(2.14)
From Lemma 2.6, we have
15)
(2.16) Then, (2.13), (2.14), (2.15), and (2.16) imply that
which means T (P) ⊂ P. By means of Arzela-Ascoli theorem, it is easy to see that T : P → P is a completely continuous operator.
For convenience, we also list the following lemmas which will be used in the next section.
Lemma 2.8 ([2]
). Let X be a Banach space, and Ω ⊂ X be closed and convex. Assume that U is a relatively open subsets of Ω with 0 ∈ U. S : U → Ω is a compact, continuous map. Then either (i) S has a fixed point in U; or (ii) there exist u ∈ ∂U and ν ∈ (0, 1) such that u = νSu.
Lemma 2.9 ([8])
. Let E be a Banach space, P ⊆ E a cone, and Ω 1 , Ω 2 two bounded open balls of E centered at the origin with Ω 1 ⊂ Ω 2 . Suppose that T : P ∩ (Ω 2 \ Ω 1 ) → P is a completely continuous operator such that either (i) ||T x|| ||x||, x ∈ P ∩ ∂Ω 1 and ||T x|| ||x||, x ∈ P ∩ ∂Ω 2 ; or (ii) ||T x|| ||x||, x ∈ P ∩ ∂Ω 1 and ||T x|| ||x||, x ∈ P ∩ ∂Ω 2 holds. Then T has a fixed point in P ∩ (Ω 2 \ Ω 1 ).
Lemma 2.10 ([8])
. Let E be a Banach space, P be a cone in E and Ω ∈ E is a bounded open set with θ ∈ Ω. Suppose that A : Ω ∩ P → P is completely continuous. Then the following results hold: (i) If u = µAu for µ ∈ ∂Ω ∩ P and 0 µ 1, then i(A, Ω ∩ P, P) = 1.
(ii) If inf u∈P∩∂Ω ||Au|| > 0 and Au = µu for any u ∈ ∂Ω ∩ P and 0 < µ 1, then i(A, Ω ∩ P, P) = 0.
Main results
The following two theorems are our main results which give sufficient conditions to guarantee the existence of at least two positive solutions for system (1.1).
Theorem 3.1. Suppose that conditions (H1), (H2), and (H3) hold. Then there exists a constant λ * > 0 such that SBVP (1.1) has at least two positive solutions for any λ ∈ (0, λ * ).
Proof. From (H2), there exists a constant R 0 > 0 such that
Let U = {(x, y) ∈ P : ||(x, y)|| 1 < R 0 }. Assume that there exist (x, y) ∈ ∂U and ν ∈ (0, 1) such that (x, y) = νT (x, y). Notice that
Then, for each λ ∈ (0, λ), by Lemma 2.6, we have
which means ||x|| < R 0 and ||y|| < R 0 . Thus, R 0 = ||(x, y)|| 1 = max{||x||, ||y||} < R 0 . This is a contradiction. By Lemma 2.8, T has a fixed point (x 1 , y 1 ) ∈ U.
Moreover, by (3.1), it follows that
Thus, On the other hand, choose R 1 such that
Let
For each λ ∈ (0, λ), it follows from Lemma 2.6 that
By (H3), if f ∞ = +∞, then there exists a constant N for f such that
and then
Hence, for any (x, y) ∈ P ∩ ∂Ω 2 , t ∈ [ξ, η], by (3.3) and (3.5), we get
Therefore, for any (x, y) ∈ P ∩ ∂Ω 2 , t ∈ [ξ, η], by (3.4), (3.5), and (3.6), we have
which implies that
Similarly (3.7) is valid if g ∞ = +∞. It follows from (3.2) and (3.7) that T has a fixed point (x 2 , y 2 ) ∈ P which satisfies R 1 ||(x 2 , y 2 )|| 1 R 2 . We suppose that ||x 2 || R 1 without loss of generality. Then, by (2.12) and the choice of R 1 , we have
Moreover, noticing (x 2 , y 2 ) ∈ P, we can obtain y 2 (t) γt α−1 ||(x 2 , y 2 )|| 1 γt α−1 R 1 for t ∈ [0, 1], and then ||y 2 || y 2 (1) γR 1 . Similarly, we also have Choose λ * = min{λ, λ}. Then for any λ ∈ (0, λ * ), the SBVP (1.1) has at least two positive solutions (u 1 , v 1 ) and (u 2 , v 2 ). Theorem 3.2. Suppose that conditions (H1 * ), (H3), and (H4) hold. Then there exists a constant λ * > 0 such that SBVP (1.1) has at least two positive solutions for any λ ∈ (0, λ * ).
Proof. We divide the proof into 3 steps.
Step 1. For each r > 0, let
, where e i (r) =: max
For any λ ∈ (0, λ), we shall prove
In fact, if not, there exist (x 0 , y 0 ) ∈ ∂P r and µ 0 ∈ [0, 1] such that
Since (x 0 , y 0 ) ∈ P, one has
On the other hand, from (2.12), we get
Thus,
In addition,
By a similar way, we can obtain
Therefore, by (3.8), (3.9), (3.10), and (H1 * ), we have
which implies
In the same way, we can obtain ||y 0 || λρe 1 (r) This is in contradiction with λ ∈ (0, λ). By Lemma 2.10, for any λ ∈ (0, λ), we have i(T , P r , P) = 1. (3.11)
Step 2. We shall prove that for any λ ∈ (0, λ), there exists R > r > 0 such that i(T , P R , P) = 0. First, by (H3), if f ∞ = +∞ then there exists a constant N > r for f such that
Next, let
Now, we are ready to show
Otherwise, there exist (x 0 , y 0 ) ∈ ∂P R and µ 0 ∈ (0, 1] such that T (x 0 , y 0 ) = µ 0 (x 0 , y 0 ). Since (x 0 , y 0 ) ∈ P, one has
This together with (2.12) gives
Similarly, y 0 (t) − ω 2 (t) > N for any t ∈ [ξ, η], and then
Hence, by (3.12) and (3.13), we have
This is in contradiction with (x 0 , y 0 ) ∈ ∂P R . By Lemma 2.10, for any λ ∈ (0, λ), we have
Similarly, (3.14) is valid if g ∞ = +∞.
Step 3. We shall prove that there exist λ * ∈ (0, λ] satisfying that for any λ ∈ (0, λ * ), there exists r ∈ (0, r) such that i(T , P r , P) = 0. It follows from f 0 L that there exists δ > 0 such that
For every λ ∈ (0, λ * ), it is easy to see that
So, we can choose r ∈ (0,
Now, we are ready to prove that
Suppose this is false. Then, there exist (x 0 , y 0 ) ∈ ∂P r and µ 0 ∈ (0, 1] such that T (x 0 , y 0 ) = µ 0 (x 0 , y 0 ), that is, T 1 (x 0 , y 0 ) = µ 0 x 0 , T 2 (x 0 , y 0 ) = µ 0 y 0 . Since (x 0 , y 0 ) ∈ P, one has
This together with (2.12) and (3.16) implies
Similarly, we can get 0 < y 0 (t) − ω 2 (t) < δ 2 for t ∈ (0, 1], and then 0 < (x 0 (t) − ω 1 (t)) + (y 0 (t) − ω 2 (t)) 2r < δ, t ∈ (0, 1].
(3.17)
Therefore, by (3.15) and (3.17), we have
Noticing (x 0 , y 0 ) ∈ ∂P r , we get a contradiction. By Lemma 2.10, we have i(T , P r , P) = 0. (3.18)
Obviously, (3.18) is still valid if g 0 L holds. Combining (3.18) with (3.11) and (3.14), we easily get i(T , P R \P r , P) = i(T , P R , P) − i(T , P r , P) = 0 − 1 = −1, i(T , P r \P r , P) = i(T , P r , P) − i(T , P r , P) = 1 − 0 = 1.
Consequently, for any λ ∈ (0, λ * ), BVP (2.11) has at least two positive solutions (x 1 , y 1 ), (x 2 , y 2 ) satisfying r < ||(x 1 , y 1 )|| 1 < r < ||(x 2 , y 2 )|| 1 < R.
Since (x 1 , y 1 ), (x 2 , y 2 ) ∈ P, one has By a similar way, we also have y 1 (t) − ω 2 (t) > 0, y 2 (t) − ω 2 (t) > 0, t ∈ (0, 1]. Let u 1 (t) = x 1 (t) − ω 1 (t), v 1 (t) = y 1 (t) − ω 2 (t) and u 2 (t) = x 2 (t) − ω 1 (t), v 2 (t) = y 2 (t) − ω 2 (t). Then, (u 1 , v 1 ), (u 2 , v 2 ) are two nonnegative solutions (positive on (0,1]) of the SBVP (1.1). 
Examples
, q 2 (t) = 1 2 √ 1 − t , p 1 (t) = 1 t(1 − t)
, p 2 (t) = 1 t (1 − t) , and h 1 (u, v) = 1 8 e 2(u+v) + 16200 In addition, it is easy to see that f ∞ = +∞ and g ∞ = +∞. Hence, our conclusion follows from Theorem 3.2.
