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Motivated by the goal for high accuracy modeling of gravitational radiation emitted by isolated
systems, recently, there has been renewed interest in the numerical solution of the hyperboloidal
initial value problem for Einstein’s field equations in which the outer boundary of the numerical
grid is placed at null infinity. In this article, we numerically implement the tetrad-based approach
presented in [J.M. Bardeen, O. Sarbach, and L.T. Buchman, Phys. Rev. D 83, 104045 (2011)] for a
spherically symmetric, minimally coupled, self-gravitating scalar field. When this field is massless,
the evolution system reduces to a regular, first-order symmetric hyperbolic system of equations for
the conformally rescaled scalar field which is coupled to a set of singular elliptic constraints for
the metric coefficients. We show how to solve this system based on a numerical finite-difference
approximation, obtaining stable numerical evolutions for initial black hole configurations which are
surrounded by a spherical shell of scalar field, part of which disperses to infinity and part of which
is accreted by the black hole. As a non-trivial test, we study the tail decay of the scalar field along
different curves, including one along the marginally trapped tube, one describing the world line of a
timelike observer at a finite radius outside the horizon, and one corresponding to a generator of null
infinity. Our results are in perfect agreement with the usual power-law decay discussed in previous
work. This article also contains a detailed analysis for the asymptotic behavior and regularity of
the lapse, conformal factor, extrinsic curvature and the Misner-Sharp mass function along constant
mean curvature slices.
PACS numbers: 04.20.-q,04.70.-g, 97.60.Lf
I. INTRODUCTION
The recent discovery of gravitational waves from a binary black hole merger by the Laser Interferometer
Gravitational-wave Observatory (LIGO) in September 2015 is truly a milestone in the history of science [1]. From an
observational point of view, this discovery opens a new window into our universe [2], with fascinating implications
for astrophysics and new possibilities for testing general relativity and alternative theories of gravity (see [3] and ref-
erences therein). It provides a strong impetus to improve the computer modeling of gravitational waves, considering
the indispensable role that numerical relativity has played and will continue to play in the understanding of black
hole mergers [4–6].
A crucial issue in the modeling of gravitational waves is the study of isolated systems [7]. In practice, we want
to focus on certain physical systems, describing their physical features without the influence of their environment.
Isolated systems do not exist in the real world, they are an idealization, of course. Nevertheless, when gravitational
effects of the environment are non significant in comparison with those produced by the physical system in which we
are interested, the behavior of the latter can be approximated as being produced by an isolated system. In particular,
if we model physical systems in which strong gravity is involved (as in binary black hole mergers, supernova core
collapses, etc.), we want to calculate numerically the radiation emitted by the system in order to identify and analyze
the experimental data provided by gravitational wave detectors, such as LIGO [8], VIRGO [9] or KAGRA [10].
Here we need to take into account an important aspect, namely that isolated systems are mathematically described
by asymptotically flat spacetimes (see Refs. [11, 12] and references therein) which, by definition, are infinite in
extension. So the crucial question is: How can we numerically model such infinite systems? The standard procedure
in numerical relativity to handle this issue has been to consider a Cauchy evolution based on a foliation by spacelike
hypersurfaces approaching spacelike infinity, introducing an artificial timelike boundary far enough from the strong
field region which truncates the spacetime domain. This procedure requires the specification of suitable “absorbing”
boundary conditions which, ideally, should reproduce the same solution one would obtain from a Cauchy evolution
on the infinite domain.
However, this pragmatic approach comes with several difficulties. First, the boundary conditions need to be
specified in such a way that the resulting initial-boundary value problem (IBVP) is well posed. Due to gauge freedom
and constraint modes propagating with non-trivial speeds, this problem turns out to be much more difficult than
other typical IBVPs in physics. Despite of these difficulties, a solution of this problem has been given in recent
years, at least for certain formulations of Einstein’s field equations (see [13] for a recent review). Second, truncating
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2the physical domain with an artificial boundary almost always introduces undesirable reflections when the emitted
radiation reaches the boundary. Although classes of absorbing boundary conditions have been introduced which are
exact for gravitational linearized perturbations on Minkowski spacetime [14, 15] or the Schwarzschild spacetime [16],
completely eliminating the spurious reflections remains a formidable task in the full nonlinear theory. Third, and more
importantly, if we are interested in computing the physically relevant quantities associated with the radiated field,
such as the radiated energy, the only place where these quantities are well-defined is at future null infinity. Therefore,
the only way to unambiguously numerically model them is to include future null infinity (henceforth denoted by I +)
in the numerical domain.
To achieve this goal, the ideas of Penrose [17] about conformal infinity have proven fundamental, and provide the
basis of many theoretical and numerical approaches that have been developed today, including the one adopted in
this work. Friedrich, in his pioneering work [18], used conformal compactification to provide a well-posed Cauchy
formulation of Einstein’s field equations on hyperboloidal spacelike hypersurfaces approaching null infinity. Such
hyperboloidal surfaces have the advantage of behaving like conventional time slices in the strong field region while
approaching outgoing null surfaces asymptotically, and hence it is expected that they are well suited for describing
the radiation emitted by an isolated system. One of the key features of Friedrich’s formulation consists of a symmetric
hyperbolic evolution system involving the tetrad and connection fields as well as components of the Weyl curvature
tensor which is manifestly regular at I +. Later, Hu¨bner [19–21], Frauendiener [22–24], and Husa [25, 26] numerically
implemented Friedrich’s scheme for different scenarios. Hu¨bner applied this formalism to study numerically the global
structure of spacetimes describing the spherical collapse of a self-gravitating scalar field, while Frauendiener, Hu¨bner
and Husa studied vacuum, asymptotically flat spacetimes containing gravitational radiation with special emphasis
on wave extraction or decay of curvature invariants. For a more detailed account on these works we refer to reader
to [27].
Although the above numerical implementations constituted an important achievement, they contain difficulties
associated with the constraint equations. Unlike the evolution equations, the constraints in Friedrich’s formulation
involve (apparently) singular terms at future null infinity, requiring a special treatment in the construction of the
initial data. The existence of hyperboloidal Cauchy data in the vacuum case has been studied in [28, 29]. However,
one would like to know whether such hyperboloidal data may arise from standard, asymptotically Euclidean data.
Here the analytic work of Corvino [30] has been key, since it allows a gluing of a bounded domain of a time-symmetric,
asymptotically flat initial data set satisfying the vacuum Einstein equations to a static slice of the (exact) Schwarzschild
metric, which is known in explicit form. This avoids the necessity of dealing with the singular terms, since in a region
near I + the initial data can be described by a suitable hyperboloidal slice of the Schwarzschild solution. For the
non-time-symmetric case, this construction was later generalized by Corvino and Schoen [31]. In this case, the initial
data can be glued to a suitable slice of the Kerr metric. However, these gluing techniques are not very explicit and
numerical implementations of such methods have only started recently [32]. Another, maybe more serious, issue,
which significantly hindered new developments in the numerical modeling of self-gravitating physical systems based
on Friedrich’s formalism, was the rapid growth of constraint violations with time, triggered by numerical error [25, 27].
In fact, similar problems were also present in other symmetric hyperbolic formulations of Einstein’s equations used in
numerical relativity at that time, see for example [33–35].
Considering the aforementioned, it is not surprising that many works began taking a few steps back, analyzing
in detail the theory and numerical stability of test fields propagating on a fixed background foliated by spacelike
hyperboloidal hypersurfaces, see for instance [36–38]. A distinguished class of such hypersurfaces are those having
positive and constant mean curvature (CMC) since this property is shared by the hyperboloids in Minkowski spacetime.
For explicit expressions of such CMC foliations for the Schwarzschild spacetime, the numerical construction of CMC
binary black hole initial data and axisymmetric CMC foliations of the Kerr spacetime, see Refs. [39–41].
More recently, Moncrief and Rinne proposed a new formulation of Einstein’s equations [42] which is based on
the Arnowitt-Deser-Misner 3 + 1 decomposition and which uses a CMC foliation and spatial harmonic coordinates.
This approach has the advantage (compared to Friedrich’s) of being much closer to the traditional schemes used in
numerical relativity, such as the popular Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formulation [43, 44] used in
binary black hole collisions. However, compared to Friedrich’s formulation, there are two extra complications in the
proposal by Moncrief and Rinne: first, the resulting equations constitute a hyperbolic-elliptic system, due to the
gauge conditions and choice for the conformal factor. Second, the evolution equations are not manifestly regular at
I +, but contain apparently singular terms which require Taylor expansions of the fields to evaluate them. Despite
these complications, Rinne was able to successfully implement this formulation in an axisymmetric vacuum code [45],
obtaining long-term stable and convergent evolutions of a Schwarzschild black hole perturbed by a gravitational wave.
More recently, Rinne and Moncrief used their approach to develop a spherically symmetric code including matter
fields, and to study the collapse and tail decay of self-gravitating scalar and Yang-Mills fields [46, 47].
A related but different line of work has been initiated recently by Van˜o´-Vin˜uales, Husa and Hilditch [48] who
implemented an unconstrained evolution scheme based on hyperboloidal foliations and generalized versions of the
3BSSN equations in the spherically symmetric case. They couple Einstein’s field equations to a massless scalar field
and study the evolution from regular initial data. See also [49] for more details and the evolution from black hole
initial data. The advantage of their formulation is that it does not require solving any elliptic equations during the
evolution. However, in order to achieve stability, they need a rather sophisticated evolution equation for the lapse
and the addition of damping terms to the right-hand side (RHS) of the evolution equations with an ad hoc choice of
parameters to deal with the formally singular terms at I +.
Finally, we mention that a completely alternative method for reading off the radiation at I + which is emitted by
an isolated system can be achieved by matching at a timelike surface a standard Cauchy code with a characteristic
code which extends the simulation to null infinity, see [50] for a review. Recently, a slightly simplified version of
this approach, called Cauchy-characteristic extraction, in which data on a timelike tube obtained from a stand-alone
Cauchy code is propagated out to null infinity using a characteristic code has been successfully applied to several
neutron star and black hole systems, see [51] for a recent review. The advantages and disadvantages of the Cauchy-
characteristic extraction approach compared to the hyperboloidal one have been summarized in [52].
Having briefly reviewed previous work in the field, we now describe the approach adopted in the present article for
numerically modeling asymptotically flat spacetimes. In spirit, our approach is quite similar to the one by Moncrief
and Rinne described above; the main difference is that we use tetrad fields rather than metric variables. Our method
is based on the tetrad formalism of numerical relativity on conformally compactified CMC hypersurfaces developed
in [52], and a main motivation for this work is to provide a first numerical test for the viability of this evolution
scheme. Unlike the traditional metric-based formulations of the Einstein equations in which the components of the
metric and other tensor fields are expanded in terms of a coordinate basis, here we decompose them in terms of an
orthonormal frame e0, e1, e2, e3. As in [52] we adopt the hypersurface-orthogonal gauge in which the timelike leg e0 of
this frame is orthogonal to the CMC hypersurfaces. The remaining rotational degrees of freedom in the choice for the
spacelike legs ea, a = 1, 2, 3, is fixed (up to a global rotation) by imposing to the 3D Nester gauge condition [53, 54].
From a mathematical point of view, the use of tetrad fields (instead of metric ones) has some attractive properties.
First, the frame components of tensor fields behave as scalars under coordinate transformations, and further the
raising and lowering of indices becomes trivial, since the frame components of the metric are the same as the ones
of the Minkowski metric in inertial coordinates. Second, while the Levi-Civita connection in the metric formulation
leads to 40 independent Christoffel symbols, in the tetrad formulation the connection gives rise to only 24 connection
coefficients. Finally, their 3 + 1 decomposition has clear geometric interpretations. These properties lead to evolution
and constraint equations which are rather elegant; they are described in detail in [52]. The resulting evolution scheme
consists of a hyperbolic-elliptic system of equations. The CMC slicing condition, the Hamiltonian constraint and
the preservation of the Nester gauge yield an elliptic system of equations for the conformal lapse, the conformal
factor and some of the connection coefficients. As in the scheme by Moncrief and Rinne these equations are formally
singular at I +, where the conformal factor vanishes, and hence they require the imposition of appropriate regularity
conditions. Using the constraints, one can derive formal expansions for all the relevant quantities near I + from
which the singular terms can be evaluated. In general, these expansions are polyhomogeneous, that is, they contain
log terms (see [28, 29, 55] and the discussion in Appendix A of [52]). See also [56] for a recent discussion and explicit
formulas for the Bondi-Sachs energy and momentum in terms of the coefficients of the asymptotic expansions.
In this article, we numerically implement the formulation put forward in [52] for a simple, yet non-trivial scenario,
namely, the propagation of a minimally coupled, self-gravitating scalar field configuration surrounding a black hole.
After presenting a brief summary in Sec. II of the hyperbolic-elliptic system derived of Ref. [52], in Sec. III we
generalize this system to include a (minimally coupled) scalar field Φ with arbitrary potential V (Φ) without symmetry
assumptions. Using the Einstein equations, we show that the equations of motion for the scalar field can be cast as a
first-order symmetric hyperbolic system for the rescaled field φ˜ = Φ/Ω, which is manifestly regular at I +, provided
the potential V (Φ) falls off sufficiently fast as Φ→ 0. Next, in Sec. IV we reduce the equations to spherical symmetry,
where as it turns out, there is a preferred choice for the spatial triad fields which automatically satisfies the 3D
Nester gauge condition. Furthermore, spatially harmonic coordinates can be chosen such that, with the choice for the
conformal factor in [52], the conformal metric is the Euclidean metric written in spherical coordinates. After giving
a summary of all the evolution and constraint equations in this conformally flat gauge, in Sec. IV we also provide a
discussion of useful geometric quantities, such as the in- and outgoing expansions associated with the invariant two-
spheres and the Hawking (or Misner-Sharp) mass function. Next, in Sec. V we analyze the asymptotic behavior of the
fields in the vicinity of I + and derive formal expansions for them. As in the vacuum case without symmetries, these
expansions are polyhomogeneous, that is, of the form f(z) =
∑
ij fijz
i logj(z), with f the quantity of interest and z
the radial proper distance from I + along the CMC slices. Even when assuming the vanishing of the Newman-Penrose
constant [57] (which might be physically justified by excluding incoming radiation at past null infinity) we show that
the coefficients in front of the leading log terms are non-zero whenever outgoing scalar radiation is present at I +.
This is similar to the vacuum case without symmetries, where log terms appear if and only if gravitational radiation
is present at I +, provided the Penrose regularity condition holds [52]. The expansions derived in this section play a
4crucial role for the numerical implementation of the elliptic equations since they provide the means to specify correct
boundary conditions near I +.
The numerical implementation of our system of equations and the results from our simulations are discussed in
Sec. VI. We start by setting up initial data on a CMC surface, representing a scalar field distribution surrounding a
spherically symmetric black hole. We do this by specifying a Gaussian pulse for the physical field Φ on this surface
and setting the associated canonical momentum to zero. Additionally, we solve the Hamiltonian constraint for the
conformal factor Ω, assuming that the inner boundary represents a trapped surface. Then, we numerically evolve
the scalar field and the geometric quantities using the hyperbolic-elliptic system derived from the scheme in [52] and
summarized in Sec. IV and perform several tests. We find that it is much more convenient to determine the trace-free
part of the conformal extrinsic curvature from the momentum constraint rather than from its evolution equation,
as it seems to allow better control of the regularity conditions at I +. We end Sec. VI with long-term evolutions
showing the tail decay of the scalar field along the world lines of different “observers”, including ones at the apparent
horizon and at null infinity. In particular, we reproduce the known polynomial tail decays in the literature [58–61].
Conclusions are drawn in Sec. VII, where we also comment on possible extensions of this work. Finally, some auxiliary,
yet important technical results which are relevant to our work are presented in the appendices. In Appendix A we
derive explicit expressions for the fields in Schwarzschild spacetimes. Formal polyhomogeneous expansions for the
metric fields at I + in the presence of a scalar field are given in Appendix B, and in Appendix C we prove that these
expansions are not just formal, but do correspond to genuine local solutions of the constraint equations in the vicinity
of I +.
Throughout this work we use the signature convention (−,+,+,+, ) for the metric and units in which the speed of
light is one. Greek indices µ, ν, . . . refer to spacetime indices.
II. TETRAD FORMULATION ON COMPACTIFIED CMC HYPERSURFACES
In this section, we briefly review the proposal of [52] for numerically evolving Einstein’s field equations on a an
asymptotically flat spacetime using compactified CMC hypersurfaces Σt. For ease of reading and for the purpose of
fixing the notation, the pertinent results from Ref. [52] are reproduced here.
We work in the hypersurface-orthogonal gauge in which the timelike leg e0 of the orthonormal frame is aligned with
the future-directed normal to Σt (and hence the spacelike legs e1, e2, e3 are tangent to Σt). With respect to local
coordinates t, x1, x2, x3 adapted to Σt we thus have
e0 =
1
α
(
∂
∂t
− βi ∂
∂xi
)
, ea = Ba
i ∂
∂xi
, a = 1, 2, 3,
where here and in the following the letters a, b, c, d = 1, 2, 3 refer to triad indices and i, j, k to spatial coordinate
indices. α and βi refer to the lapse and the coordinate components of the shift vector, respectively, and Ba
i are the
coordinate components of the spatial legs ea of the tetrad fields.
The connection coefficients Γαβγ := g(eα,∇eγeβ) = −Γβαγ , α, β, γ = 0, 1, 2, 3, associated with the tetrad field split
into the following components (see [62]):
Kab := Γb0a, Nab :=
1
2
εb
cdΓcda
and
ab := Γb00, ωb := −1
2
εb
cdΓcd0.
As a consequence of the hypersurface-orthogonal gauge these components have the following nice geometric interpre-
tation: Kab = Kba is the extrinsic curvature of Σt and is symmetric, Nab (which is not symmetric in general) is the
induced connection on Σt, while ab and ωb describe, respectively, the acceleration and the angular velocity of the
triad vectors e1, e2, e3 relative to Femi-Walker transport along the normal observers. Furthermore, the acceleration
is given by the gradient of the logarithm of the lapse,
ab = Db(logα),
where we denote by Db = Bb
i∂i the directional derivative along eb.
In the formulation of Ref. [52] one does not work directly with the fields α, Ba
i, Kab, Nab and ωb but rather with
rescaled fields α˜, B˜a
i, K˜ab, N˜ab and ω˜b which are obtained by the conformal rescaling e0 = Ωe˜0, ea = Ωe˜a, where
5the conformal factor Ω is zero at I + and positive everywhere in the interior domain. This rescaling gives rise to the
following conformal transformations:
α = Ω−1α˜, βi = β˜i, Bai = ΩB˜ai (1)
and
Kab = ΩK˜ab − δabD˜0Ω, Nab = ΩN˜ab + εabcD˜cΩ, ωb = Ωω˜b, (2)
where here D˜0 and D˜c denote the directional derivatives along e˜0 and e˜c, respectively.
The local rotational freedom in the choice of the spatial legs ea is fixed by imposing the 3D Nester gauge [53], which
implies that the trace of Nab vanishes and that its antisymmetric part nb := εb
cdNcd/2 is a gradient. As already noted
by Nester himself [54], the conformal transformations preserve the Nester gauge and further the conformal factor
Ω might be chosen such that the antisymmetric part of the conformally rescaled variable N˜ab vanishes completely.
This choice lies at the heart of the formulation in Ref. [52] and fixes Ω up to a constant rescaling. With these
gauge conditions, only the trace-free, symmetric parts ˆ˜Kab and
ˆ˜Nab of the conformal extrinsic curvature and spatial
connection coefficients are free to evolve, and together with B˜a
i they obey the first-order symmetric hyperbolic system
D˜0B˜a
i = − ˆ˜KabB˜bi − εacdω˜cB˜di − K˜
3
B˜a
i, (3)
D˜0
ˆ˜Nab + D˜c
ˆ˜Kd(aεb)
cd =
{
2 ˆ˜K(a
c ˆ˜Nb)c − K˜
3
ˆ˜Nab + 2ε
cd
(a
ˆ˜Nb)cω˜d +
1
α˜
[
εcd(a
ˆ˜Kb)cD˜dα˜− D˜(a
(
α˜ω˜b)
)]}TF
, (4)
D˜0
ˆ˜Kab − D˜c ˆ˜Nd(aεb)cd =
{
−2 ˆ˜Nac ˆ˜Nbc − K˜
3
ˆ˜Kab + 2ε
cd
(a
ˆ˜Kb)cω˜d
+
1
α˜
∇˜a∇˜bα˜− 2
Ω
[
∇˜a∇˜b Ω + C ˆ˜Kab
]
+ 8piGσ˜ab
}TF
, (5)
where the super index TF denotes the traceless part and C := K/3 is the mean extrinsic curvature. We have also
defined σ˜ab := T(e˜a, e˜b) = Ω
−2T(ea, eb) to be the conformally rescaled stress tensor associated with the stress energy-
momentum tensor T describing the matter fields in the spacetime.1 Further, we note that D˜0B˜a
i = α˜−1[∂tB˜ai −
βj∂jB˜a
i + (∂jβ
i)B˜a
j ], is the i-th coordinate component of the Lie derivative of the vector field e˜a = B˜a
i∂i along the
normal vector to the time slices Σt.
While Eqs. (3) and (4) are manifestly regular at I + since they are independent of Ω, Eq. (5) contains the apparently
singular term
Sab :=
1
Ω
(
∇˜a∇˜bΩ + C ˆ˜Kab
)TF
,
which requires the regularity condition
ˆ˜Kab = κ˜ab − 1
2
γ˜abγ˜
cdκ˜cd (6)
at I +, where here γ˜ab = δab− s˜as˜b and κ˜ab := γ˜ac∇˜cs˜b are the first and second fundamental form of the cross sections
of I + with outward unit normal s˜a with respect to the conformal geometry.
In order to close the evolution system described in Eqs. (3,4,5), one needs to specify the fields K˜, ω˜b, α˜, β
i and
the conformal factor Ω. As shown in [52], K˜ and ω˜b are determined by the requirement of preserving the 3D Nester
gauge, which yields the elliptic system
− D˜a(α˜ω˜a) = α˜ ˆ˜Nab ˆ˜Kab, (7)
D˜a
(
2
3
α˜K˜
)
+ εa
bcD˜b(α˜ω˜c) = D˜
b(α˜ ˆ˜Kab). (8)
1 Note that in Ref. [52] the fields σ˜ab, ρ˜ and j˜b are defined with a factor of Ω
−4 instead of Ω−2. Here, we choose the factor Ω−2 because
for a scalar field it leads to the correct rescaling, as we will see.
6The conformal lapse is determined by the requirement to preserve the CMC slicing condition, which gives rise to the
following elliptic equation for α˜:
ΩD˜aD˜aα˜− 3(D˜aΩ)D˜aα˜+ (D˜aD˜aΩ)α˜− Ω
2
(
ˆ˜Nab ˆ˜Nab + 3
ˆ˜Kab ˆ˜Kab
)
α˜ = 4piGΩ (3ρ˜+ σ˜cc) α˜, (9)
where ρ˜ := T(e˜0, e˜0) is the rescaled energy density. The conformal factor Ω, on the other hand, is determined by
solving the Hamiltonian constraint which yields
ΩD˜aD˜aΩ =
3
2
[(
D˜aΩ
)(
D˜aΩ
)
− C2
]
+
Ω2
4
(
ˆ˜Kab ˆ˜Kab +
ˆ˜Nab ˆ˜Nab
)
+ 4piGΩ2ρ˜. (10)
The hyperbolic-elliptic evolution system presented in Eqs. (3,4,5,7–10) is subject to the constraints
εa
bcD˜bB˜c
k − ˆ˜NabB˜bk = 0, (11)
D˜a ˆ˜Nab = 0, (12)
D˜a ˆ˜Kab + εb
cd ˆ˜Kc
a ˆ˜Nad − 2
Ω
(D˜aΩ) ˆ˜Kab = −8piGj˜b, (13)
with j˜b := −T(e˜0, e˜b).
There is also an evolution equation for the conformal factor which follows from taking the trace of the first relation
in Eq. (2),
D˜0Ω = −1
3
(K − ΩK˜). (14)
Finally, a suitable condition on the spatial coordinates x1, x2, x3 needs to be specified in order to convert the
aforementioned equations into partial differential equations. Among the different possibilities discussed in [52], here
we choose spatial harmonic coordinates with respect to the conformal three-metric, such that
h˜ij
[
Γ˜kij − Γ˚kij
]
= 0, (15)
where Γ˜kij and Γ˚
k
ij are, respectively, the Christoffel symbols of the conformal three-metric h˜ij and of a given reference
metric h˚ ij on the time slices Σt. The spatial harmonic gauge implies an elliptic system for the shift, see [52].
III. SCALAR FIELD MATTER SOURCES
In this section, we couple the gravitational field to a scalar field Φ whose dynamics are governed by the wave
equation
Φ + ∂V
∂Φ
(Φ) = 0,  := −gµν∇µ∇ν , (16)
with potential V (Φ). Later in this article we shall set V (Φ) to zero, but for the moment we keep V (Φ) arbitrary for
generality. The stress energy-momentum tensor associated with Φ is
Tµν = (∇µΦ)(∇νΦ)− 1
2
gµν
[
gαβ(∇αΦ)(∇βΦ) + 2V (Φ)
]
. (17)
Under the conformal rescaling
gµν = Ω2g˜µν , Φ = Ωφ˜ (18)
one has the identity2
Φ + 1
6
R(4)Φ = Ω3
[
˜φ˜+ 1
6
R˜(4)φ˜
]
, (19)
2 See, for instance, Appendix D in Ref. [12]; in particular see Eq. (D.14) with n = 4.
7with R(4) and R˜(4) the Ricci scalars belonging to the physical metric gµν and the conformal metric g˜µν , respectively.
Using this identity, Eq. (16) can be rewritten as
˜φ˜+ 1
6
R˜(4)φ˜ =
1
6Ω2
R(4)φ˜− Ω−3 ∂V
∂Φ
(Ωφ˜). (20)
The left-hand side of this equation is manifestly regular at I + since it is independent of Ω. The first term on the
RHS is also regular at I +, since by virtue of Einstein’s field equations, R(4) = −8piGTµµ = 8piGΩ2(ρ˜ − σ˜cc) which
scales as Ω2. Finally, the second term on the RHS is also regular at I + provided V (Φ) falls off sufficiently fast as
Φ→ 0, more specifically if
∂V
∂Φ
(Φ) = O(Φ3) (21)
for small |Φ|.
The rescaled wave equation (20) can be cast into first-order symmetric hyperbolic form by introducing the quantities
p˜i := D˜0φ˜ and χ˜a := D˜aφ˜. An evolution equation for the fields χ˜a follows by commutating the derivative operators
D˜0 and D˜a:
D˜0χ˜a = D˜0D˜aφ˜ = D˜ap˜i + [D˜0, D˜a]φ˜,
and using [D˜0, D˜a] = (D˜a log α˜)D˜0 + (D˜0B˜a
i)∂i and the evolution equation (3) in order to eliminate D˜0B˜a
i. The
evolution equation for p˜i follows from the 3 + 1 decomposition of the wave operator,
˜φ˜ = (D˜0 + K˜)p˜i − 1
α˜
D˜a(α˜χ˜a),
and the decomposition of the rescaled Ricci scalar in the 3D Nester gauge,
R˜(4) = 2D˜0K˜ +
ˆ˜Kab ˆ˜Kab +
4
3
K˜2 − ˆ˜Nab ˆ˜Nab − 2
α˜
D˜aD˜aα˜. (22)
With these remarks, Eq. (20) can be rewritten as
D˜0φ˜ = p˜i, (23)
D˜0χ˜a =
1
α˜
D˜a(α˜p˜i)−
(
ˆ˜Ka
b + εa
cbω˜c +
K˜
3
δa
b
)
χ˜b, (24)
D˜0p˜i =
1
α˜
D˜a(α˜χ˜a)− K˜p˜i − 1
6
(
R˜(4) − R
(4)
Ω2
)
φ˜− 1
Ω3
∂V
∂Φ
(Ωφ˜), (25)
where R˜(4) is computed using Eq. (22) and where by virtue of Einstein’s field equations we may write R(4)/Ω2 =
8piG(ρ˜− σ˜cc). Although Eqs. (23,24,25) form a symmetric hyperbolic system for (φ˜, χ˜, p˜i), there is an issue regarding
the RHS of the equation for p˜i, since the expression for R˜(4) contains the term D˜0K˜ which cannot be eliminated since
there is no evolution equation for K˜. In order to remedy this problem, we replace p˜i with the new variable
pˆi := p˜i +
1
3
K˜φ˜. (26)
In terms of the variables (φ˜, χ˜a, pˆi) we obtain the new symmetric hyperbolic system
D˜0φ˜ = pˆi − 1
3
K˜φ˜, (27)
D˜0χ˜a =
1
α˜
D˜a(α˜pˆi)−
(
ˆ˜Ka
b + εa
cbω˜c +
2
3
K˜δa
b
)
χ˜b − 1
3α˜
D˜a(α˜K˜)φ˜, (28)
D˜0pˆi =
1
α˜
D˜a(α˜χ˜a)− 2
3
K˜pˆi − 1
6
[
ˆ˜Kab ˆ˜Kab − ˆ˜Nab ˆ˜Nab − 2
α˜
D˜aD˜aα˜+ 8piG(σ˜
c
c − ρ˜)
]
φ˜− 1
Ω3
∂V
∂Φ
(Ωφ˜), (29)
which no longer contains any time derivatives of the fields in the RHS. We stress again that these equations are
manifestly regular at I +, as long as the potential V (Φ) satisfies the condition (21).
8Noting that D0Φ = Ω
2pˆi − CΩφ˜ and DaΦ = Ω2χ˜a + Ω(D˜aΩ)φ˜, the explicit expressions for the rescaled energy
density, energy flux and stress tensor are
ρ˜ =
1
2
(
Ωpˆi − Cφ˜
)2
+
1
2
(
Ωχ˜a + φ˜D˜aΩ
)(
Ωχ˜a + φ˜D˜aΩ
)
+ Ω−2V (Ωφ˜), (30)
j˜b = −
(
Ωpˆi − Cφ˜
)(
Ωχ˜b + φ˜D˜bΩ
)
, (31)
σaa =
3
2
(
Ωpˆi − Cφ˜
)2
− 1
2
(
Ωχ˜a + φ˜D˜aΩ
)(
Ωχ˜a + φ˜D˜aΩ
)
− 3Ω−2V (Ωφ˜), (32)
ˆ˜σab =
[(
Ωχ˜a + φ˜D˜aΩ
)(
Ωχ˜b + φ˜D˜bΩ
)]TF
, (33)
and we see that these quantities are manifestly regular at I +, provided V (Φ) = O(Φ2).
IV. SELF-GRAVITATING, SPHERICALLY SYMMETRIC SCALAR FIELD
In the particular case of a spherically symmetric spacetime and scalar field configuration the quantities α˜, ˆ˜Nab,
ˆ˜Kab, K˜, ω˜a, φ˜, χ˜a, p˜i, etc. are functions of (t, R) only, with R a radial coordinate which will be determined later. The
shift vector is radial,
βi = b(t, R)xˆi, (34)
where here and in the following (xi) = (x1, x2, x3) are Cartesian spatial coordinates on Σt such that δijx
ixj = R2
and xˆi = xi/R. A natural choice for the spatial legs of the tetrad is3
e˜a = B˜a
i ∂
∂xi
=
[
B˜R(t, R)xˆaxˆ
i + B˜T (t, R)δˆa
i
] ∂
∂xi
, (35)
with δˆab := δab − xˆaxˆb. The coordinate components of the conformal inverse spatial metric are given by
h˜ij = δabB˜a
iB˜b
j = B˜2Rxˆ
ixˆj + B˜2T δˆ
ij ,
and consequently, the conformal spatial metric is
h˜ = B˜−2R dR
2 + B˜−2T R
2
(
dϑ2 + sin2 ϑdϕ2
)
in standard spherical coordinates (R,ϑ, ϕ) associated with (xi). Choosing the “background” metric h˚ to be the one
for which B˜R and B˜T are equal to one, the spatial harmonic gauge condition (15) yields
∂R(log B˜R)− 2∂R(log B˜T ) + 2
R
(
1− B˜
2
T
B˜2R
)
= 0. (36)
By computing the commutators [e˜0, e˜b] and [e˜a, e˜b] and using the torsion-free property of the connection one finds
the following expressions for the connection coefficients in spherical symmetry:
K˜ab = −
(
D˜0 log B˜R +
∂Rb
α˜
)
xˆaxˆb −
(
D˜0 log B˜T +
b
α˜R
)
δˆab, (37)
N˜ab = εab
cxˆc
[
B˜R∂R(log B˜T ) +
B˜T − B˜R
R
]
, (38)
ω˜b = 0. (39)
In particular, it follows that our tetrad choice in Eq. (35) automatically satisfies the Nester gauge since N˜ab is
antisymmetric and dual to a purely radial vector field. Furthermore, with our choice for the conformal factor, the
3 A different possibility would be to choose e˜1, say, in the radial direction. However, the remaining two legs e˜2 and e˜3 would be tangent
to the two-spheres and thus would not be globally well defined. See [63] for a related discussion.
9antisymmetric part of N˜ab vanishes identically, and hence N˜ab = 0, implying that the conformal spatial metric h˜ij is
flat. Consequently, all the information about the geometry of the spatial physical metric is encoded in the conformal
factor Ω.
Introducing the quantity ν˜ which parametrizes the traceless part of the conformal extrinsic curvature according to
ˆ˜Kab = ν˜(xˆaxˆb − δˆab/2), the evolution equations (3,4,5) in spherical symmetry simplify to
D˜0(log B˜R) = − 1
α˜
∂Rb− ν˜ − K˜
3
, (40)
D˜0(log B˜T ) = − 1
α˜
b
R
+
ν˜
2
− K˜
3
, (41)
D˜0ν˜ = −K˜
3
ν˜ +
2
3α˜
[
α˜′′ − B˜T
R
α˜′
]
− 4
3Ω
[
Ω′′ − B˜T
R
Ω′ +
K
2
ν˜
]
+ 8piGσ˜R, (42)
where here and in the following a prime denotes application of the operator B˜R∂R, and where we have expanded
ˆ˜σab = σ˜R(xˆaxˆb − δˆab/2). The Hamiltonian and momentum constraints reduce to
Ω
(
Ω′′ +
2
R
B˜TΩ
′
)
=
3
2
(Ω′2 − C2) + 3
8
Ω2ν˜2 + 4piGΩ2ρ˜, (43)
ν˜′ +
3
R
B˜T ν˜ − 2
Ω
Ω′ν˜ = −8piGj˜R, (44)
with j˜a = j˜Rxˆa. The remaining constraints are the preservation conditions for the Nester gauge, our choice of the
conformal factor, and CMC slicing:
(log B˜T )
′ =
1
R
(B˜R − B˜T ), (45)(
2
3
α˜K˜
)′
= (α˜ν˜)′ +
3
R
B˜T α˜ν˜, (46)
Ω
[
α˜′′ +
2
R
B˜T α˜
′
]
− 3Ω′α˜′ +
[
Ω′′ +
2
R
B˜TΩ
′ − 9
4
Ων˜2
]
α˜ = 4piGΩ(3ρ˜+ σ˜cc)α˜. (47)
For the following, we set B˜T = 1 which means that R is the areal radius of the conformal metric. The constraint
Eq. (45) then implies that B˜R = 1, so that the conformal spatial metric is equal to the flat background metric h˚ with
areal radius R. In this gauge, Eqs. (40,41) reduce to two equations which relate the radial component of the shift, b,
with ν˜ and K˜. It is simple to verify that these two conditions imply the validity of Eq. (46). Furthermore, the choice
B˜T = 1 leads to the general solution B˜
2
R = 1 + AR
−4 (with A a constant) of the spatial harmonic condition (36),
which is compatible with B˜R = 1.
The evolution and constraint equations in this gauge, which in the following we shall call the “conformally flat
gauge”, are summarized next.
A. Summary of evolution and constraint equations in the conformally flat gauge
In the conformally flat gauge, where B˜R = B˜T = 1, our system describing a self-gravitating, spherically symmetric
scalar field in the compactified CMC foliation consists of the following hyperbolic-elliptic system. First, we have a set
of first-order hyperbolic equations for the scalar field quantities (φ˜, χ˜, pˆi) (where χ˜a = χ˜xˆa) and the component ν˜ of
the traceless part of the conformal extrinsic curvature, given by
D˜0φ˜ = pˆi − C˜φ˜, (48)
D˜0χ˜ =
1
α˜
(α˜pˆi)′ − (ν˜ + 2C˜)χ˜− 1
α˜
(α˜C˜)′φ˜, (49)
D˜0pˆi =
1
α˜R2
(α˜R2χ˜)′ − 2C˜pˆi +
[
1
3α˜
(
α˜′′ +
2
R
α˜′
)
− 1
4
ν˜2 − 4piG
3
(σ˜cc − ρ˜)
]
φ˜− Ω−3 dV
dΦ
(Ωφ˜), (50)
with
σ˜cc − ρ˜ = (Ωpˆi − Cφ˜)2 − (Ωχ˜+ φ˜Ω′)2 − 4Ω−2V (Ωφ˜),
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and
D˜0ν˜ = −C˜ν˜ + 2
3α˜
(
α˜′′ − 1
R
α˜′
)
− 4
3Ω
(
Ω′′ − 1
R
Ω′ +
3
2
Cν˜
)
+
16piG
3
(Ωχ˜+ φ˜∂RΩ)
2. (51)
Here, we recall the definition C := K/3 of the mean extrinsic curvature, and accordingly, C˜ := K˜/3 denotes the
conformal mean extrinsic curvature. The radial component of the shift b which appears in the operator D˜0 =
α˜−1(∂t − b∂R) is determined by the algebraic equation
b
α˜
= R
(
ν˜
2
− C˜
)
, (52)
which follows from Eq. (41) and the gauge choice B˜T = 1.
Next, the conformal factor Ω, conformal lapse α˜, and conformal mean extrinsic curvature C˜ are determined by the
elliptic equations
Ω
(
Ω′′ +
2
R
Ω′
)
− 3
2
(Ω′2 − C2)− 3
8
Ω2ν˜2 = 4piGΩ2ρ˜, (53)
Ω
(
α˜′′ +
2
R
α˜′
)
− 3Ω′α˜′ +
(
Ω′′ +
2
R
Ω′ − 9
4
Ων˜2
)
α˜ = 4piGΩ(3ρ˜+ σ˜cc)α˜, (54)
with
ρ˜ =
1
2
(Ωpˆi − Cφ˜)2 + 1
2
(Ωχ˜+ φ˜Ω′)2 + Ω−2V (Ωφ˜),
3ρ˜+ σ˜cc = 3(Ωpˆi − Cφ˜)2 + (Ωχ˜+ φ˜Ω′)2,
and
(2α˜C˜)′ =
1
R3
(R3α˜ν˜)′. (55)
These elliptic equations are subject to the following boundary conditions at I + (see [52]):
Ω|I+ = 0, α˜|I+ = R+C, 2α˜C˜
∣∣∣
I+
= 2C, (56)
where R+ is the coordinate radius of I + which, in the conformally flat gauge, determines the scalar curvature of the
cross sections of I + through 2/R2+.
Finally, we have the evolution equation for the conformal factor,
D˜0Ω = −(C − ΩC˜), (57)
and the momentum constraint which can be rewritten as
Ω2
R3
(
R3
Ω2
ν˜
)′
= 8piG(Ωpˆi − Cφ˜)(Ωχ˜+ φ˜Ω′). (58)
Note that the only evolution equation which is formally singular at I + is Eq. (51), which requires
Ω′′ − 1
R
Ω′ +
3
2
Cν˜ = 0
at I +. The elliptic equations (53,54) as well as the momentum constraint (58) are formally singular at I + and
require suitable regularity conditions which will be analyzed in detail in the next section and in Apps. B and C.
If a black hole is present whose interior is excised from the computational domain, further conditions on the inner
boundary are required. A rather rudimentary approach for treating such inner boundary conditions based on a similar
approach in [46] will be discussed in Sec. VI.
11
B. In- and outgoing expansions, mass function
Next, we discuss some geometric invariant quantities which will be useful for the interpretation of the numerical
results in Sec. VI and for monitoring the behavior of the fields. First, let us consider a sphere St,r of fixed areal radius
r embedded in a constant time slice Σt. The future-directed in- (-) and outgoing (+) null vectors orthogonal to St,r
are given by
k± := e0 ± xˆaea,
and the corresponding expansions are
Θ± = k±[r] = D0r ± xˆaDar.
The two-surface St,r is called trapped if both these expansions are negative, and marginally trapped if
Θ+ = 0, Θ− ≤ 0.
Using the relation r = R/Ω between the areal radii r and R of the physical and conformal metrics, respectively, the
evolution equation (57) for the conformal factor, and the expression (52) for the shift, we find that in the conformally
flat gauge,
Θ± = R
(
C
Ω
− ν˜
2
)
± (1−R∂R log Ω) . (59)
The derivatives along the radial direction of these expansions can be computed using the Hamiltonian and momentum
constraints, and yield
∂RΘ
± = ± 1
2R
{
1 + [6Cr − 3(D0r)∓ (xˆaDar)]Θ± − 8piGR2T(e˜0, k˜±)
}
, (60)
with k˜± = Ω−1k± = e˜0 ± xˆae˜a. Likewise, using the constraints and the evolution equations for Ω and ν˜, we find
D˜0Θ
± = ± α˜
′
α˜
Θ± − 1
2R
{
1 + Θ+Θ− ± 2(1− xˆaDar)Θ± ± 8piGR2T(xˆae˜a, k˜±)
}
. (61)
In particular, at a marginally trapped surface R = RMTS ,
2R∂RΘ
+
∣∣
R=RMTS
= 1− 8piGR2T(e˜0, k˜+)
∣∣∣
R=RMTS
,
which is positive if and only if the positive semi-definite quantity T(e˜0,k
+) is smaller than 1/(8piGR2MTS), and
2RD˜0Θ
+
∣∣∣
R=RMTS
= −1− 8piGR2T(xˆae˜a, k˜+)
∣∣∣
R=RMTS
.
The product of the expansions Θ± determine the Hawking [64] or Misner-Sharp (MS) [65] mass function m according
to the relation
1− 2m
r
= g(dr, dr) = −Θ+Θ−, (62)
so that r < 2m at a trapped surface, and r = 2m at a marginally trapped surface. Using Eqs. (60) and (61) one finds
the simple equations
m′ = 4piGR2T(e˜0, X˜), (63)
D˜0m = 4piGR
2T(xˆae˜a, X˜), (64)
for the first derivatives of the mass function, with the vector field X˜ := r′e˜0 − (D˜0r)xˆae˜a. Note that X˜ is future-
directed timelike for r > 2m so that along the t = const time slices, the mass function m increases monotonically
with R.
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V. ASYMPTOTIC BEHAVIOR AT I +
In this section, we derive formal local expansions at I + for the metric fields (Ω, ν˜, α˜) which are constrained by
the singular equations (53,58,54). For general discussions regarding the vacuum case without symmetries, we refer
the reader to Refs. [28, 29, 42, 52, 56]. The analysis below, although restricted to spherical symmetry, includes the
presence of a non-trivial scalar field which is assumed to be sufficiently regular at I +.
In order to expand the fields, it is convenient to rewrite them in terms of the dimensionless functions (u(z), v(z), a(z))
defined by
Ω(R) = R+Cu(z), ν˜(R) =
v(z)
R+
, α˜(R) = R+Ca(z),
where z = 1 − R/R+. With this notation, the Hamiltonian and momentum constraints, as well as the elliptic
equation (54) responsible for preserving the CMC gauge, can be rewritten as
u
(
uzz − 2
1− z uz
)
− 3
2
(u2z − 1) = F1(z, u, uz, v)u2, (65)
uvz − 2uzv − 3u
1− z v = F2(z, u, uz, v)u, (66)
u
(
azz − 2
1− z az
)
− 3uzaz +
(
uzz − 2
1− z uz
)
a = F3(z, u, uz, v)ua, (67)
where here we have introduced the notation uz := ∂zu, uzz := ∂
2
zu etc., and have defined the three functions
F1(z, u, uz, v) :=
3
8
v2 + 2piG(R+C)
2
[
(φ˜− uR+pˆi)2 + (φ˜uz − uR+χ˜)2
]
+
4piG
C2u2
V (R+Cuφ˜),
F2(z, u, uz, v) := −8piG(R+C)2(φ˜− uR+pˆi)(φ˜uz − uR+χ˜),
F3(z, u, uz, v) :=
9
4
v2 + 4piG(R+C)
2
[
3(φ˜− uR+pˆi)2 + (φ˜uz − uR+χ˜)2
]
.
For the following, we assume that φ˜, χ˜ and pˆi are a priori given functions of z which are regular at z = 0, and that V
decays sufficiently fast at Φ = 0 so that the functions Fi(z, u, uz, v) are regular at z = 0.
We obtain formal expansions near I + based on the following considerations. First, evaluation of Eq. (65) at z = 0
gives the condition uz(0) = 1, since u(0) = 0 and u(z) > 0 for z > 0. Using this and evaluating Eq. (66) at z = 0,
we obtain v(0) = 0, implying that the trace-free part of the conformal extrinsic curvature vanishes at I +. Note that
this is equivalent to the regularity condition (6) for the evolution equation for ˆ˜Kab in the spherically symmetric case.
Next, we differentiate Eq. (65) with respect to z and evaluate the result at z = 0, obtaining the condition uzz(0) =
−1. We then use these results to show that (assuming the V (Φ) decays at least as fast as Φ4)
F1(z, u, uz, v) =
1
2
f0 − 1
2
(f0 + f1)z +O(z2), (68)
F2(z, u, uz, v) = −f0 + (f0 + f1)z +O(z2), (69)
F3(z, u, uz, v) = 2f0 − (f0 + f∗1 )z +O(z2), (70)
with coefficients
f0 = 8piGC
2R2+ φ˜
2
∣∣∣
I+
, f1 = 8piGC
2R3+ φ˜(3χ˜+ pˆi)
∣∣∣
I+
, f∗1 = 8piGC
2R3+ φ˜(5χ˜+ 3pˆi)
∣∣∣
I+
,
where we have also used the Taylor expansion
φ˜ = φ˜
∣∣∣
I+
+ (∂Rφ˜)
∣∣∣
I+
(R−R+) +O(z2) = φ˜
∣∣∣
I+
− (R+χ˜)|I+ z +O(z2).
Next, differentiation of Eq. (66) with respect to z gives vz(0) = f0. Differentiating this equation a second time and
evaluating at z = 0, we get
−3vz(0) = 3f0 + 2f1.
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Not only does this condition leave vzz(0) indeterminate, but moreover it is incompatible with the previous result
vz(0) = f0, unless 3f0 + f1 = 0. Under suitable fall-off conditions for the initial data, the vanishing of 3f0 + f1 is only
satisfied in the absence of outgoing scalar radiation, see below.
In order to obtain asymptotic expressions which are valid in the presence of radiation, one needs to include a term
of the form z2 log z in the expansion for v(z). This yields:
v(z) = f0z + (3f0 + f1)z
2 log z + v2z
2 + 2(3f0 + f1)z
3 log z +O(z3), (71)
with v2 a free parameter. Likewise, logarithmic terms appear in the asymptotic expansion for u(z):
u(z) = z − 1
2
z2 − 1
6
f0z
3 − 1
8
(3f0 + f1)z
4 log z + u4z
4 − 1
8
(3f0 + f1)z
5 log z +O(z5), (72)
with u4 a free parameter. From the corresponding expressions in Schwarzschild spacetimes (see Eq. (A7)), we know
that v2 = 2DC
2 is related to the residual freedom to choose the CMC slicing, and that u4 = −(Cm + DC2)/4 is
related to the MS mass m at I +. More generally, we find that the expansions (71,72) imply that the expansions Θ±
are given by
u
2
Θ+ = 1− z + 1
4
(1− 2f0)z2 − 1
2
(3f0 + f1)z
3 log z +O(z3), (73)
− 2
u
Θ− = 1 +
(
8u4 + v2 − 19
12
f0 − 1
4
f1 + 1
)
z +O(z2). (74)
This in turn implies the following expression for the MS mass:
2Cm = −8u4 − v2 + 19
12
f0 +
1
4
f1 +O(z). (75)
The absence of the z log z term in m means that the radial derivative of m is bounded near I +.
From the expansions (71,72), we obtain the following expansion for the lapse from Eq. (67):
a(z) = 1− z + 1
4
(2− 3f0)z2 − 1
2
(3f0 + f1)z
3 log z +
(
4u4 +
1
8
f0 − 5
8
f1 +
1
3
f∗1
)
z3 +O(z4 log z). (76)
From these results, it is not difficult to check the consistency of the regularity condition v(0) = 0 at I + with the
evolution equation (51) at I +. First, one finds that the apparently singular term
S :=
1
Ω
(
Ω′′ − 1
R
Ω′ +
3
2
Cν˜
)
=
1
R2+u
(
uzz +
1
1− z uz +
3
2
v
)
has the expansion
R2+S =
1
2
f0 +
3
2
(
8u4 + v2 − 23
12
f0 − 7
12
f1
)
z +O(z2),
which is regular at I +. Likewise, one finds from Eq. (76) the expansion
R2+
α˜
(
α˜′′ − 1
R
α˜′
)
= −3
2
f0 − 3(3f0 + f1)z log z + 3
(
8u4 − 13
4
f0 − 25
12
f1 +
2
3
f∗1
)
z +O(z2 log z).
Using Eqs. (52) and (55) one also finds
b
α˜
= −1 + 1
2
z2 +O(z3) (77)
for the ratio between the radial component of the shift and the conformal lapse. Using these expansions, it is simple
to check that the RHS of Eq. (51) yields
∂tv|I+ = 0,
which preserves the regularity condition v(0) = 0 at I +.
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We end this section by analyzing the role played by the Newman-Penrose (NP) constant [57] in our expansions.
Assuming that the physical scalar field Φ admits a Bondi-type expansion of the form
Φ =
φ0(u)
r
+
φ1(u)
r2
+ . . . ,
at I +, where u is the retarded time coordinate at I + and r the areal radius along outgoing null geodesics, it can be
shown [57] that the evolution equations for the scalar field plus regularity assumptions at I + imply that φ1 must be
independent of u. Knowing Φ, the NP constant φ1 can be extracted using the formula
φ1 = − lim
r→∞ r
2 ∂
∂r
∣∣∣∣
u
[rΦ].
In terms of the rescaled fields used in this article we obtain
φ1 = −R+
4C
[
φ˜+R+(pˆi + χ˜)
]
I+
. (78)
Using the expansions above it is not difficult to check that Eqs. (48,49,50) induce the following evolution equations
at I +:
C−1∂tφ˜ = −φ˜+R+(pˆi − χ˜), (79)
C−1∂t(pˆi + χ˜) = −(pˆi − χ˜) + 1
R+
φ˜, (80)
which imply that φ1 = const. For initial data satisfying φ˜ = χ˜ = pˆi = 0 at I + we have φ1 = 0, and Eq. (79) yields
C−1∂t(φ˜2) = − 1
4piGC2R2+
(3f0 + f1). (81)
This shows that the log terms appear in the expansions whenever outgoing scalar radiation is present atI +. Therefore,
the situation is completely analogous to the nonspherical vacuum case for initial data satisfying the Penrose regularity
condition, where the presence of outgoing gravitational radiation at I + implies a lack of smoothness of the extrinsic
curvature [52].
In App. B, we generalize the expansions (71,72,75,76) to include higher-order terms. Then, in App. C we prove
that these formal expansions do in fact correspond to a three-parameter family of local solutions of the system of
equations (65,66,67) in the vicinity of z = 0. The three parameters are the free parameters v2 and u4 in the above
expansions for v(z) and u(z) plus an additional free parameter a4 that appears in the expansion for a(z) at order z
4.
VI. NUMERICAL IMPLEMENTATION AND RESULTS
In this section, we numerically implement the hyperbolic-elliptic system summarized in Section IV A. We start with
a detailed description of the numerical construction of the initial data which represent a scalar field configuration
outside an apparent horizon. Then, we describe the discretization method for the evolution system and run several
tests. Finally, we perform long-term evolutions and analyze the tail decay of the scalar field. All the results presented
in this section refer to the simple case where the potential V (Φ) vanishes.
A. Initial data
We construct the initial data as follows. Instead of specifying the conformally rescaled scalar field φ˜ and the
corresponding momentum p˜i, we specify directly the physical field Φ and its corresponding moment Π := D0Φ as a
function of the (unphysical) radial coordinate R at the initial CMC surface t = 0. Consequently, the source terms
appearing in the Hamiltonian and momentum constraints (43,44) have the following form:
Ω2ρ˜ = ρ =
1
2
(
Π2 + Ω2Φ′2
)
, (82)
Ω2j˜R = jR = −ΩΠΦ′. (83)
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For the sake of simplicity, we restrict ourselves to initial data satisfying Π = 0, in which case the momentum constraint
equation (58) can be integrated explicitly and yields ν˜ = 2DΩ2/R3, with D a constant. We choose a Gaussian pulse
for Φ of the form
Φ(R) = Ae−
1
2
(R−R0)2
w2 ,
with A, w and R0 denoting the amplitude, width and center of the pulse respectively. Then, it only remains to solve
the Hamiltonian constraint equation (53) for Ω. We solve this equation on a bounded interval of the form [Rin, R+],
where at the inner boundary R = Rin we specify the following conditions with parameter D:
Ωin :=
Rin
rin
, Rin
Ω′in
Ωin
= Rin
(
C
Ωin
−DΩin
2
Rin3
)
+ 1−Θ+in
on the conformal factor and its first radial derivative, where rin and Θ
+
in < 0 are the areal radius and the outgoing
expansion at the inner boundary, respectively (see Eq. (59)). Near the outer boundary R = R+, we impose the
expansion (72) with free parameter u4.
4 Next, we adjust the free parameters D and u4 to obtain a smooth solution
of the Hamiltonian constraint. In order to do so, we use a “shooting to a matching point” algorithm as described
in [66], rewriting Eq. (53) as a first-order coupled system of differential equations which we integrate using a standard
fourth-order Runge-Kutta (RK4) algorithm on the grid Rj = Rin + j∆R, j = 0, 1, 2, . . . , N , with spatial resolution
∆R = (R+ − Rin)/N and N an even number. The matching point is chosen simply as Rm := (Rin + R+)/2. A
Newton-Raphson routine [66] in two dimensions is implemented to perform the matching of (Ω,Ω′) at R = Rm as a
function of (D,u4), where the Jacobian matrix is approximated using centered differencing. We choose the following
numerical values: Rin = 0.195, R+ = 1, rin = 1/C, Θ
+
in = −0.02. The expansion (72) is used to specify boundary
data at R = 1− ε (with typical values of ε = 4× 2l∆R) away from the singular point. Runs with N = 2l × 100 and
l = 0, 1, 2, 3, . . . are performed.
A RAH mAHC mI+C
0.0 0.2035 0.5048 0.5048
0.1 0.2035 0.5052 0.5380
0.2 0.2036 0.5063 0.6366
0.3 0.2036 0.5082 0.7981
0.4 0.2036 0.5110 1.0180
TABLE I: MS masses at the apparent horizon and at null infinity for different values of the scalar field amplitude A.
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FIG. 1: The conformal factor (left panel) and the MS mass function (right panel) for the initial configuration. Both quantities
are numerically computed using different amplitudes A for the physical scalar field. In these plots the scalar field distribution
has width w = 0.04 and is centered at R0 = 0.45. In both plots, our mesh was made up of 1, 600 points.
4 Since the scalar field decays exponentially in R, the matter terms f0 and f1 vanish identically and the expansion reduces to the same
one as in the Schwarzschild case, cf. Eq. (A7). For the results corresponding to the initial data, we truncate the series at the order z9.
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In Fig. 1 we show plots for the conformal factor Ω(t = 0, R) and the corresponding MS mass function m(t = 0, R),
using different values of the amplitude A and fixing R0 = 0.45 and w = 0.04. Note that the relative change in the
conformal factor for the chosen parameter values of A is small. On the other hand, the ratio between the MS masses
at I + and at the inner boundary changes by a factor of about 2 as A increases from 0.0 to 0.4. For A > 0 the MS
mass function is monotonically increasing with steepest gradient in the region where the scalar pulse Φ(R) is nonzero,
as expected. The specific values for the MS mass at the apparent horizon (mAH) and at null infinity (mI+) are
shown in Table I.
Next, we analyze the properties of the in- and outgoing expansions 2ΩΘ
− and Ω2 Θ
+, respectively, corresponding to
the initial data configurations shown in Fig. 1. Their behavior is shown in Fig. 2. In all cases shown, the rescaled
outgoing expansion is monotonously increasing, and has a zero close to the inner boundary, corresponding to the
location of the apparent horizon. In contrast to this, the rescaled ingoing expansion is not monotonic. It remains
negative for A = 0.0, 0.1, 0.2, 0.3. However, for A = 0.4 there is a region where Θ− becomes positive. This region
corresponds to two-spheres along which both expansions Θ± are positive. Hence, these surfaces are trapped in the
exterior region, from the point of view of an observer located in the interior of these surfaces.
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FIG. 2: The rescaled outgoing expansion Ω
2
Θ+ (left panel) and the rescaled ingoing expansion 2
Ω
Θ− (right panel) computed
using different amplitudes A for the physical scalar field. The upper left inset in the left panel shows the location where
Θ+ = 0, corresponding to the location of the marginally trapped surface. This location is determined numerically by a linear
interpolation, see Table I for the resulting values. In the bottom right inset we show the trend for Ω
2
Θ+ as A increases. The
inset in the right panel shows that the ingoing expansion is always negative except for the case with amplitude A = 0.4,
indicating the presence of surfaces which are trapped in the exterior from the point of view of an observer which lies in the
interior of these surfaces. As in the previous plot, we used 1, 600 grid points.
After having solved the Hamiltonian constraint for the conformal factor, we proceed to the numerical solution of
the elliptic equations (54) and (55) for α˜ and C˜, respectively. For the first equation, the matter source term is given
by
Ω2(3ρ˜+ σ˜cc) = Ω
2Φ′2 + 3Π2,
and at the inner boundary R = Rin we specify the conditions
α˜in :=
∣∣∣∣Rin −DΩin3Rin2
∣∣∣∣ ,
α˜′in := −
Ωin
2α˜in
(
Ω′in −
Ωin
Rin
)
+
1
α˜in
(
Rin −DΩin
3
Rin2
)(
1 + 2D
Ωin
3
Rin3
− 3DΩin
2Ω′in
Rin2
)
,
which correspond to the Schwarzschild black hole case with ζ = 0 and N = 0, see Eq. (A4). Here, the above value
for α˜in is kept fixed, while the value for α˜
′
in and the free parameter a4 arising in the asymptotic expansion (B6) are
adjusted (taking the above expression for α˜′in as an initial guess) to obtain a smooth solution of the CMC constraint
equation (54). As for the Hamiltonian constraint, this is achieved using a “shooting to a matching point” algorithm.
Fig. 3 shows the result for the conformal lapse α˜. We have found that the behavior of α˜ near the inner boundary
depends sensitively on the choice for Rin. As is shown in the left panel, the second derivative of α˜ can take quite
large numerical values (compared to its asymptotic value) if Rin is not chosen adequately. In practice, this presents a
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problem during the evolutions, as the scalar field equation (50) involves a term which depends on the second derivative
of α˜. These considerations motivated the choice Rin = 0.195 in our simulations. For larger values, we have found
that spurious peaks appears in the early evolution of φ˜(t, R). Although at each fixed time these peaks converge away
when increasing the resolution, their presence impedes the possibility of performing long-term stable evolutions.
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FIG. 3: Left panel: The conformal lapse α˜ obtained from the CMC constraint. Right panel: The (numerically computed)
second derivative of α˜ for A = 0.4 and different choices for Rin . In both plots we used 1, 600 grid points.
Finally, convergence tests showing the residuals of the Hamiltonian and momentum constraints are shown in Fig. 4.
In general, we find 4th order convergence with residuals reaching 10−12 lying close to machine precision.
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FIG. 4: Convergence tests showing the numerical residuals of the Hamiltonian constraint (left panel) and the momentum
constraint (right panel). In both cases we have checked that the order of convergence lies about the expected order 4. Here,
the coarsest resolution ∆R corresponds to N = 100 points. The scalar field amplitude is A = 0.3, and as before the width
and center of the Gaussian pulse are w = 0.04 and R0 = 0.45, respectively. Note that at the matching point R = Rm a peak
appears as we increase the resolution. This behavior is due to the combination of two issues in the Newton-Raphson algorithm:
first, the tolerance tol that we chose for the iterations, and second, the length of the infinitesimal steps ∆u4 and ∆D that we
assign when we evaluate the Jacobian of the parameter vector at the point Rm. In practice, we observe that as we diminish
the values of tol, ∆u4 and ∆D, the peak at Rm also diminishes. Here and during the evolution, we have found that the choice
tol = ∆u4 = ∆D = 0.2× 10−10 seems to work best.
B. Evolution
Having discussed the construction of our initial data, we now describe the details for the numerical implementation
of the evolution scheme. This scheme is directly based on the hyperbolic-elliptic system summarized in Sec. IV A with
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one important difference: at each time step the field ν˜ parametrizing the trace-free part of the conformal extrinsic
curvature is determined from the momentum constraint equation (58) instead of the evolution equation (51). This
change was found to be necessary in order to obtain long-term stable numerical evolutions.
The resulting evolution scheme consists of the following iterative procedure:
1. We evolve the scalar field equations (48,49,50) and the evolution equations (57) and (51) for Ω and ν˜ one step
in time, using a RK4 integrator. The spatial derivatives are discretized using the finite difference operator
D6−5 (which is sixth order accurate in the inside of the domain and fifth order accurate near the boundaries)
satisfying the “summation by parts” property as implemented and tested in [67]. During this step, the values of
the fields (Ω,Ω′,Ω′′, α˜, α˜′, α˜′′) appearing in the RHS of these equations are kept fixed to their values from the
previous time step (with the exception of Eq. (57) where we use the values of Ω required by the RK4 algorithm).
The second derivatives Ω′′ and α˜′′ are computed using the D6−5 operators. In each sub-iteration of the RK4
algorithm we solve the constraint equation (55) for C˜, by integrating inwards from I + starting from the value
given in Eq. (56).
2. Next, we solve the Hamiltonian and momentum constraint equations (53,58) for Ω and ν˜, respectively. This
system is solved using a similar algorithm than for the initial data, using the expansions (B5,B7) at I + and
Dirichlet boundary conditions at the inner boundary where the values for Ω and ν˜ at the inner boundary are
taken from step 1. However, compared to the initial data case, an extra complication arises because the RK4
algorithm used to perform the spatial integration requires evaluating the source terms at midpoints lying between
two successive grid points of our mesh. Whereas for the initial data construction this was not a problem since
we specified the scalar field analytically, for the evolution, we need to numerically interpolate the source terms
appearing in the constraints using a third-order polynomial.
3. Taking the fields Ω, Ω′ and ν˜ computed from the previous step, we solve the constraints (54,55) for α˜ and
C˜, respectively. In order to solve the elliptic equation for α˜, we use an algorithm which is similar to the one
described in Sec. VI A, where the value of the conformal lapse at the inner boundary is frozen to its initial value
and the asymptotic expansion (B6) is used.
As in the previous subsection, the numerical grid consists of a uniform partition of N elements of the interval
[Rin, R+] with Rin = 0.195 and R+ = 1. The Courant-Friedrichs-Lewy (CFL) factor is chosen to be λCFL = 0.3.
Fig. 5 illustrates the evolution of the conformally rescaled scalar field φ˜ and the corresponding MS mass function
defined in Eq. (62) at early times. As is visible from these plots, part of the scalar field propagates towards I + and
quickly dissipates (at a time scale smaller than C−1) while the remaining part is accreted by the black hole (at a time
scale smaller than 6.0C−1). However, due to backscattering, the scalar field does not vanish exactly after these time
scales, but decays slowly to zero as will be analyzed in more detail in the next subsection. For each fixed value of t,
we see from these graphs that the mass function m is monotonically increasing in R, as expected from Eq. (63).5 At
I +, m decreases with time as the scalar field radiates at null infinity, while at the inner boundary (which lies very
close to the apparent horizon) m increases until it reaches a comparable value to the one at I +. The behavior of the
scalar field at late times will be analyzed in the next subsection.
In order to validate our numerical evaluation scheme, we perform several convergence tests. In particular, we monitor
the 2-norm of the residuals of the error associated with the evolution Eqs. (51) and (57), computing numerically the
derivatives ∂tν˜ and ∂tΩ and subtracting from them the corresponding RHS. Namely:
Err(ν˜) = ‖∂tν˜ − rhsν˜‖2 =
∥∥∥∥∂tν˜ − α˜(D˜0ν˜ + bα˜∂Rν˜
)∥∥∥∥
2
, (84)
Err(Ω) = ‖∂tΩ− rhsΩ˜‖2 =
∥∥∥∥∂tν˜ − α˜(D˜0Ω + bα˜∂RΩ
)∥∥∥∥
2
, (85)
where the quantities D˜0ν˜, D˜0Ω and b/α˜ are evaluated using the RHSs of Eqs. (51,57,52) respectively. To compute the
time derivatives ∂tν˜ and ∂tΩ, we implemented a fourth order stencil taken from [68] which depends on four previous
time steps, so that the actual monitoring begins at t = 5∆t = λCFL∆x. For spatial derivatives ∂Rν˜ and ∂RΩ, we
5 This property is slightly violated during the time span t ∈ [0.4, 0.5]C−1 for values of R ∈ [0.95, 1] due to a numerical effect associated
with the approximations of the fields we use near I+ which are based on the truncated expansions and which result in higher errors
when the scalar field pulse propagates through I+. To verify this, we decreased the parameter  (which determines the point R = 1− 
at which the expansion is used) and checked that this diminishes this effect.
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FIG. 5: The evolution of the conformally rescaled scalar field φ˜ (left panels) and the corresponding evolution of the MS mass
function m (right panels) at times 0 ≤ t ≤ 1.0C−1 (top panels) and 1.0C−1 ≤ t ≤ 6.0C−1 (bottom panels). We used N = 2, 400
grid points and a CFL factor of 0.3 for this simulation. The plots show a “slice” of data each 25 time steps. The initial data is
the one described in Sec. VI A with amplitude A = 0.3, width w = 0.04 and centered at R0 = 0.45. Note the radial coordinate
only extends from R ∈ [0.195, 0.6] in the bottom panels, while R ranges over the whole computation domain [0.195, 1.0] in the
top ones.
implemented D6−5 “summation by part” operators. The results of this test are shown in Fig. 6, where we have
included plots for the errors of ν˜ and Ω, from t = 0 to t = 100C−1. At early times, from t = 0C to t = 5C−1, we
find 1st order of convergence both in Err(ν˜) and Err(Ω). For later times, that is, t > 5C−1, we find 4th order of
convergence in Err(ν˜), and a convergence of order between 2 and 3 for Err(Ω).
Finally, Fig. 7 shows the NP quantity φ1 defined in Eq. (78) as a function of time. At t = 0 this quantity is
practically zero since the initial profile for the scalar field decays exponentially. As can be seen from the plots in
Fig. 7, φ1 remains close to zero during the evolution, and its magnitude becomes smaller as resolution is increased.
This constitutes a non-trivial test for the constancy of φ1, which is based on the correct asymptotic values for the
metric quantities. For t ∈]0.0, 0.8]C−1 (corresponding to the time span in which most of the scalar field reaches I +)
the convergence of φ1 is of 1st order, while for larger times the order of convergence becomes 2.
C. Tail decay
Next, we analyze the decay properties of the scalar field at late times. Fig. 8 shows the behavior of the conformally
rescaled scalar field as a function of time along different curves: the first is a radial null geodesic along I +, the
second coincides with the world line of a timelike observer at position R = 0.649, and the third is a radial curve along
the apparent horizon. In all three cases, we observe an oscillatory behavior until about t = 100C−1, after which the
field starts decaying as an inverse power in t, that is φ˜ ∼ (tC)−p with p > 0 a constant. This behavior is known as
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FIG. 6: 2−norm of the residual of ν˜ (left panel) and 2−norm of the residual of Ω (right panel) using different resolutions.
In both plots we find a good convergence trend for ∆R/2n with n = 0, 1, 2, 3. However for n = 4, 5, 6 we have two numerical
effects: first, a saturation when the residual is about 10−7 in ‖Err(ν˜)‖, and about 10−8 in ‖Err(Ω)‖, and second, the occurrence
of oscillations starting from different times depending on the resolution. The first effect is associated with the choice of the
tolerance value tol used in the Newton-Raphson algorithm while the oscillations depend on the value for ε that determines
the point R = 1 − ε at which the expansions are applied. We have checked that both these effects diminish as we decrease
tol and ε by running our code with tol = 10−8, 10−9, 10−10 and ε/∆R = 5, 4, 3, 2. From t = 0C−1 to t = 5C−1 we find 1st
order convergence in both plots, and for t > 5C−1, we find 4th order of convergence in Err(ν˜), and a convergence of order
between 2 and 3 for Err(Ω). For these tests we used an initial scalar field pulse with A = 0.3, w = 0.04, R0 = 0.45, and we set
λCFL = 0.3.
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FIG. 7: The NP quantity φ1 as a function of time, for the time span 0 ≤ tC ≤ 100, using different resolutions. The inset
shows a zoom in the time window during which most of the scalar field is radiated at I +. The convergence order is found to
be 1 for 0 ≤ tC ≤ 0.8 and about 2 for larger times. The parameters characterizing the initial scalar field pulse are the same as
in the previous figure.
“tail decay” in the literature [58]. From the plot, it is also visible that the field decays at about the same rate at the
apparent horizon and along the timelike observer, while the decay along I + is slower. To compute the inverse power
p, we monitor the following quantity:
p = − t
φ˜
∂tφ˜ =
−t
φ˜
[
α˜pˆi + α˜R
(
ν˜
2
− C˜
)
χ˜− α˜C˜φ˜
]
, (86)
from our numerical data. Fig. 9 shows the values of p along I + and along the apparent horizon, for different
resolutions. As the resolution increases, there is a clear trend for p→ 2 at I + and p→ 3 along the apparent horizon,
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FIG. 8: Conformally rescaled scalar field φ˜ detected at null infinity (R = R+), along the world line of a timelike observer
located at R = 0.649, and along the apparent horizon of the black hole R = RAH . These plots were obtained from an evolution
lasting until t = 2000C−1. Here, we used 1, 600 grid points and a CFL factor of 0.3. The initial data is the same one as
described in the first subsection and has amplitude A = 0.3, width w = 0.04 and is centered at R0 = 0.45. We see that after
an initial period of oscillations, the field starts decaying with an inverse power of t (observe that both axes have a logarithmic
scale).
which is consistent with the prediction from linearized theory [58, 59], with numerical studies in the nonlinear case
(see for instance [46, 60]), and with rigorous results concerning the nonlinear theory [61]. Note that our simulations
for the tail decay are based on initial data giving rise to a vanishing NP constant. The decay rate in the non-vanishing
case has been analyzed in [69].
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FIG. 9: Inverse power decay of the conformally rescaled scalar field at late times for different resolutions, measured at null
infinity (left panel) and along the apparent horizon (right panel). The parameters for the simulations are the same ones as in
the previous figure, except that we use a number of N = 2n × 100 grid points with n = 0, 1, . . . 6. Here, ∆R = (R+ −Rin)/100
is the grid space belonging to the coarsest resolution. Note that the case n = 4 corresponds to the plots shown in the previous
figure. As is clear from this plot, the correct tail decay cannot be measured from simulations using the coarsest resolutions. As
will become clear from the next plot, the convergence regime is, in fact, only reached for resolutions n ≥ 4.
Finally, Fig. 10 shows a self-convergence test for the detector located at I +. Note that for times t ≤ 100C−1 the
error between consecutive resolutions clearly goes down when resolution is increased. The order of self-convergence
computed during these times results between 1 and 2. However, after times t ≥ 800C−1 we observe that these errors
do not decrease for the lowest resolutions (∆R/2n with n = 0, 1, 2, 3), indicating that the convergence regime has
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FIG. 10: Self-convergence test for the conformally rescaled scalar field at I +. The parameters used in the simulations are
the same as in the previous plot. As is clear from the plot, at late times, high enough resolutions (n ≥ 4) are needed in order
to be in the convergence regime. The order of convergence has been computed to be between 2 and 4.
not been reached yet. This is consistent with the results from the previous plot (see Fig. 9) which shows that one
cannot produce the correct tail decay at such coarse resolutions. However, when considering the higher resolutions
n = 4, 5, 6, one finds convergence to an order lying between 2 and 4 for times t ≥ 800C−1.
VII. CONCLUSIONS
In this work, we presented the first numerical implementation of the tetrad-based formulation of Einstein’s field
equations on compactified CMC slices proposed in [52]. For simplicity, we restricted our simulations to spherically
symmetric spacetimes, and to obtain non-trivial dynamics, we minimally coupled a scalar field to the gravitational
field. We first wrote down the rescaled Einstein-scalar field equations without symmetry assumptions and an arbitrary
potential V (Φ) for the scalar field. Although the wave equation for the scalar field is not conformally covariant, we
showed that using the Einstein equations, and assuming that the potential decays sufficiently fast to zero when the
scalar field goes to zero, it is possible to rewrite the wave equation as a first-order symmetric-hyperbolic system which
is manifestly regular at I +. In this way, we showed that scalar fields can naturally be incorporated in the formulation
of [52].
Next, we focused on spherically symmetric configurations and showed that in this case there is a preferred choice
for the orientation of the spatial legs of the tetrad vector fields which automatically obeys the 3D Nester gauge
on which the formulation in [52] is based. Further choosing the radial coordinate R to coincide with the areal
radius of the conformal three-metric, we obtained a hyperbolic-elliptic system of equations describing the evolution
of the gravitational and scalar fields in spherical symmetry. This system is rather similar to the one obtained by
Rinne and Moncrief [46] from their metric-based formulation which is not surprising since in their formulation the
conformal three-metric is also flat and the radial coordinate R is the same as ours. As a result, in both formulations,
the geometry of the spatial slices is entirely encoded in the conformal factor. Our equations differ from the ones
considered in [46] insofar as in our work, the scalar field is minimally coupled to gravity whereas Rinne and Moncrief
consider a conformally invariant scalar field.
Our discussion also includes a detailed analysis of the local spherical solutions for the conformal factor, the trace-
free part of the conformal extrinsic curvature, and the conformal lapse in the vicinity of I +. Using the constraint
equations and the elliptic equation for the conformal lapse resulting from the CMC slicing condition, we derived formal
expansions for these quantities in terms of the radial proper distance z to I + and its logarithm. Similar to what
occurs in the vacuum case without symmetries [52], we found that even when the Newman-Penrose constant is zero,
the log terms appear whenever outgoing scalar radiation is present at I +. Explicit expressions for the expansion
coefficients were discussed in Sec. V and in App. B and a novel, rigorous method for the existence of the corresponding
local solutions near I + is given in App. C, based on standard tools from the theory of dynamical systems.
The symmetric hyperbolic system describing the evolution of the rescaled scalar field was numerically implemented
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using the method of lines, with standard difference operators satisfying the summation by parts property for the
discretization of the spatial operators and a fourth-order Runge-Kutta algorithm for the time discretization. At each
time step, we numerically solved the (singular) elliptic equations for the conformal factor, the trace-free part of the
conformal extrinsic curvature and the conformal lapse. These three variables encode all the information required to
determine the gravitational field. The elliptic system is solved using a “shooting to a matching point” algorithm,
placing the inner boundary at a trapped surface and the exterior boundary at I +. After constructing a family of
initial data representing a scalar field configuration outside a marginally trapped surface, we ran several tests for our
code, including convergence tests. Next, we performed long-term evolutions and measured the decay of the scalar
field at the apparent horizon, at I +, and along the world lines of a timelike observer. For the initial data used in this
article we found that the scalar field decays as t−p with p = 3 for timelike observers and along the apparent horizon,
and with p = 2 along I +. This is fully consistent with known results in the literature [58–61].
One lesson learned from this work is that to achieve long-term stability, it was necessary to solve the momentum
constraint at each time step. This constitutes a slight modification of the proposed scheme put forward in [52], where
the trace-free part of the conformal extrinsic curvature ˆ˜Kab is evolved freely using Eq. (5) which is singular at I +.
Solving the momentum constraint instead offers the advantage of being able to impose the correct regularity conditions
for ˆ˜Kab at I +. Thus, in our spherically symmetric scheme, one ends up using all the constraints to determine the
gravitational variables from the matter ones. This indicates that achieving long-term stable full 3D evolutions based
on the proposal [52] might require a constraint-projection method as in [70].
There are several improvements and possible extensions of our work that are worth pursuing. First, it would
be interesting to obtain geometrically motivated inner boundary conditions, for example by demanding that the
inner sphere correspond to a marginally trapped surface. This would likely require relaxing the gauge condition
B˜R = B˜T = 1 which forces the radial coordinate R to measure proper distances in the conformal geometry.
A further interesting extension is to consider non-trivial potentials for the scalar field. Although we have included
the corresponding terms in our equations, the presence of a scalar field potential yields additional singular terms,
unless V (Φ) decays at least as fast as Φ4 as Φ goes to zero. However, most interesting potentials studied in the
literature only decay quadratically with Φ in which case additional regularity conditions need to be imposed.
Finally, it should be interesting to generalize this work to anti-de-Sitter type spacetimes. A negative cosmological
constant can easily be incorporated in our equations by taking the scalar field potential V (Φ) to be a negative constant
(see App. A). However, this gives rise to additional terms in the equations which are singular at the outer boundary
of the numerical domain, where Ω vanishes. In this case, the outer boundary corresponds to spacelike and null infinity
of spacetime, and regularity conditions which are different than the ones considered in the present work need to be
imposed.
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Appendix A: Explicit expressions and expansions of the metric fields for vanishing scalar field
For the particular case of a constant scalar field, the stress energy-momentum tensor (17) reduces to
Tµν = − Λ
8piG
gµν , Λ := 8piGV (0),
where the effective cosmological constant is related to the value of the potential V (Φ) at one of its stationary points,
say Φ = 0. In this case, Eqs. (63,64) can be integrated explicitly, yielding
N(r) := 1− 2m
r
= 1− 2M
r
− Λ
3
r2
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with a constant M representing the total mass. Likewise, when the scalar field vanishes, the momentum constraint
equation (58) can be solved for explicitly with the result
ν˜ = 2D
Ω2
R3
, (A1)
with an integration constant D whose meaning will be clarified later. From this one finds
Θ± = Cr − D
r2
±Rr
′
r
for the in- and outgoing expansions. Combining this result with N(r) = −Θ+Θ− and assuming that r′ > 0 one finds
the equation
R
r′
r
=
√
N(r) +
(
Cr − D
r2
)2
,
which yields a relation between the physical areal radial coordinate r and the areal radial coordinate R of the conformal
metric. This relation can be written as
R
R+
= exp
− ∞∫
r(R)
1√
N(r) +
(
Cr − Dr2
)2 drr
 , (A2)
where we have assumed that C2 > Λ/3 such that the integral converges at r =∞. The conformal factor is obtained
from this and the relation Ω = R/r.
For the following, we focus on the case of vanishing cosmological constant Λ = 0, although a similar line of reasoning
could be used to deduce the corresponding results for the case Λ < 0. To obtain the conformal lapse, one needs to
integrate the elliptic equation (54) which guarantees the preservation of CMC slicing. For the purpose of explicit
integration it is convenient to rewrite this equation in terms of the physical lapse α = α˜/Ω. Using Eq. (A2) and
Ω = R/r we obtain
α0(r)
d
dr
[
α0(r)
dα
dr
]
+
2
r
α0(r)
2 dα
dr
− 3
(
C2 +
2D2
r6
)
α = 0, (A3)
which has the particular solution α(r) = α0(r) =
√
N(r) + (Cr −D/r2)2. Another, independent solution is obtained
using the ansatz α1(r) = F (r)α0(r) for some function F (r). This yields the following one-parameter family of solutions
of Eq. (54) fulfilling the correct boundary conditions at I +:
α˜ =
R
r
α0(r)
1− ζ
C
∞∫
r
ds
s2α0(s)3
 , (A4)
with a dimensionless constant ζ. Note that α˜→ R+C as r →∞, as required from Eq. (56). Next, integrating Eq. (55)
and taking into account the boundary conditions (56) we obtain
C˜ =
1
R
Dr2 +
Cr − Dr2 + DζC r
∞∫
r
(
1
r3 − 1s3
)
ds
s2α0(s)3
α0(r)
[
1− Cζ
∞∫
r
ds
s2α0(s)3
]
 , (A5)
from which the radial component of the shift can be computed using Eq. (52):
b = −R
C − D
r3
+
Dζ
C
∞∫
r
(
1
r3
− 1
s3
)
ds
s2α0(s)3
 . (A6)
Using all this in the evolution equation for the conformal factor, Eq. (57), we obtain
∂tΩ = ζ
R
r
α0(r)
∞∫
r
(
1− D
Cs3
)
ds
s2α0(s)3
,
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which shows that ζ = 0 is characterized by the requirement of ∂t coinciding with the timelike Killing vector field.
In order to shed some light on the formal expansions discussed in Sec. V it is illustrative to expand the integral in
Eq. (A2) in powers of y := 1/(Cr). In a first step we get
log
(
R
R+
)
= −y
[
1− 1
6
y2 +
C + δ
4
y3 +
3
40
y4 +O(y5)
]
,
where we have set C := Cm and δ := DC2. Inverting the power series and expressing the result in terms of the
dimensionless quantity z := 1 − R/R+, in terms of which − log(R/R+) = − log(1 − z) = z + z2/2 + z3/3 + . . ., we
obtain
y =
1
Cr
= z
[
1 +
1
2
z +
1
2
z2 +
(
1
2
− C + δ
4
)
z3 +
(
1
2
− C + δ
2
)
z4 +O(z5)
]
,
from which the expansion of the conformal factor Ω = CRy = CR+(1− z)y can be found:
Ω = R+Cz
[
1− 1
2
z − C + δ
4
z3 − C + δ
4
z4 +O(z5)
]
, z = 1− R
R+
. (A7)
We notice that the mass only appears at the order z4 in the expansion of the inverse areal radius 1/r and the conformal
factor Ω. From Eq. (A4) we obtain
α˜ = R+C
[
1− z + 1
2
z2 − (C + δ)z3 −
(
C + δ
2
+
ζ
4
)
z4 −
(
C + δ
2
− ζ
20
)
z5 +O(z6)
]
. (A8)
The in- and outgoing expansions are
Θ± = Cr − D
r2
±
√
N(r) +
(
Cr − D
r2
)2
=
1
y
[
1− δy3 ±
√
1 + y2 − 2(C + δ)y3 + δ2y6
]
,
and we see that asymptotically, Θ+ diverges as 2/y while Θ− falls off as −y/2 when y = 1/(Cr)→ 0, cf. Eqs. (73,74).
Appendix B: Formal, polyhomogeneous expansions at I +
In this appendix, we generalize the expansions (71,72,76) to include higher-order terms. To this purpose we first
expand the functions F1, F2 and F3 appearing in Eqs. (65,66,67) as follows:
F1 =
3
8
v2 + 4piGR2+ρ˜ = g0 + g1z + g2z
2 +O(z2 log z), (B1)
F2 = j˜R = −e0 − e1z − e2z2 +O(z2 log z), (B2)
F3 =
9
4
v2 + 4piGR2+ (3ρ˜+ σ˜
c
c) = d0 + d1z + d2z
2 +O(z2 log z). (B3)
As explained in Sec. V, the expansions for the fields (u, v, a) in terms of z involve logarithmic terms. Denoting by f
any of these fields, the expansion has the form
f(z) =
∞∑
k=0
∞∑
l=0
fklz
k logl(z), (B4)
with coefficients fkl to be determined. Introducing this expansion into the Hamiltonian constraint equation (65) we
obtain, for the solution which vanishes at I +, the following leading-order coefficients:
u10 = 1, u20 = −1
2
, u30 = −1
3
g0,
u41 = −1
2
g0 +
1
4
g1, u40 = u4 = free parameter associated with the Bondi mass, (B5)
u51 = −1
2
g0 +
1
4
g1, u50 = u4 +
1
5
g0 +
1
30
g0
2 − 3
8
g1 +
1
5
g2.
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Next, we solve Eq. (67) for the rescaled lapse function a and obtain, to leading order,
a00 = 1, a10 = −1, a20 = 1
2
− 1
2
g0 − 1
4
d0,
a31 = −2g0 + g1, a30 = −11
6
g0 +
5
4
g1 +
2
3
d0 + 4u4 − 1
3
d1, (B6)
a41 = −13
4
g0 + 3g1 − g2 + 5
8
d0 − 5
8
d1 +
1
4
d2 +
1
4
g0
2 − 1
16
d0
2, a40 = a4 = free parameter.
Finally, solving Eq. (66) for v we obtain to leading order
v10 = e0,
v21 = 2e0 − e1, v20 = v2 = free parameter, (B7)
v31 = 4e0 − 2e1, v30 = 2v2 − 3
2
e0 + 2e1 − 4
3
g0e0 − e2,
v41 =
13
2
e0 − 13
4
e1 − 17
6
g0e0 +
2
3
e1g0 +
3
4
e0g1.
From this one obtains the following expansion coefficients for the MS mass function (setting 8piGC2R2+ = 1):
Cm00 = −2
3
g0 + e0 − 1
2
v2 − 4u4 − 1
4
g1
= −4u4 − 1
2
v2 +
19
24
φ˜0
2 +
1
8
φ˜0pˆi0 +
3
8
φ˜0χ˜0,
Cm10 =
3
8
e0 − e1 − 5
4
g0 +
1
2
e2 + 2g1 − g2 + 1
3
g0e0 +
1
3
g0
2 +
1
8
e0
2
= −1
2
φ˜0
2 +
1
2
φ˜0pˆi0 − 1
2
φ˜0χ˜0 − 1
4
pˆi0
2 − 1
4
χ˜0
2 +
1
2
pˆi0χ˜0, (B8)
while we found that the logarithmic coefficients m0k and m1k with k > 0 vanish.
Appendix C: Existence of local solutions of the constraint equations near I +
In this appendix, we prove that the system of equations (65,66,67) possesses a three-parameter family of solutions
(u(z), v(z), a(z)) which are defined for small enough z > 0 and which satisfy u(z) → 0, v(z) → 0 and a(z) → 1 as
z → 0. We do this by transforming this system to the “nicer” form
z
d
dz
y +By = zg(z, y), (C1)
where here the components of the vector-valued function y(z) are related to u, v, a and the first derivatives of u and
a, B is a constant 5 × 5 matrix with the property that all of its eigenvalues have real parts different than zero, and
where g(z, y) is a non-linear function which is Ck-differentiable for some k ≥ 1. The key property of system (C1)
is that the singular part of the equation is entirely contained in the linear operator z ddz + B on the left-hand side,
while the non-linear part on the RHS is regular at z = 0. This allows a treatment of the problem based on standard
arguments from the theory of dynamical systems, see Theorem 1 below.
In the next subsection, we first discuss general results which describe the space of local solutions y(z) of Eq. (C1)
satisfying y(z)→ 0 for z → 0 and a method to construct them via an iteration scheme. In fact, this result has its own
interests, since many other problems in physics can be cast into the form (C1), including the radial equation describing
(relativistic or non-relativistic) spherically symmetric perfect fluid static stars [71] and the equations describing null
geodesics emanating from singularities [72, 73]. In the subsequent subsections, we apply these general results to the
system (65,66,67) of interest to this article.
1. General results describing the regular solutions of Eq. (C1) near z = 0
Theorem 1 (cf. Theorem 3 in [73]) Let m, k be natural numbers, and let B be a real, m × m matrix with the
property that all its eigenvalues λ satisfy Re(λ) 6= 0. Further, let g : D ⊂ Rm+1 → Rm be a Ck differentiable function
defined on an open neighborhood D of the origin in Rm+1.
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Let r denote the number of eigenvalues of B with negative real parts. Then, the system (C1) admits an r-parameter
family of Ck-differentiable local solutions y : (0, δ)→ Rm such that lim
z→0
y(z) = 0.
Proof. The proof uses standard results from the theory of dynamical systems, see for instance [74, 75]. Let z0 > 0.
We first regularize the system (C1) by introducing the (fictitious) time parameter τ = − log(z/z0). Next, we define
α := g(0, 0) ∈ Rm and set
U :=
(
z
y
)
.
Then, the system (C1) is equivalent to the autonomous dynamical system
d
dτ
U = AU +G(U), A :=
(
−1 0
−α B
)
, G(U) :=
(
0
z[g(0, 0)− g(z, y)]
)
. (C2)
By construction, G : D ⊂ Rm+1 → Rm+1 is a Ck function which vanishes at U = 0 and whose differential at U = 0
is zero. Therefore, the (m + 1) × (m + 1) matrix A describes the linearization of the evolution vector field at the
fixed point U = 0. Its eigenvalues consist of −1 and those of B, which by hypothesis have real parts different than
zero. Consequently, U = 0 is a hyperbolic critical point of Eq. (C2). Denoting by ϕτ the flow associated with the
system (C2), the local stable manifold associated with U = 0 is defined as the following set:
W+(0) := {U ∈ D : ϕτ (U) ∈ D for all τ ≥ 0 and ϕτ (U)→ 0 as τ →∞}.
According to the standard theory, W+(0) is an (r + 1)-dimensional Ck-manifold through U = 0 which is generated
by local solutions U : (0,∞) → D of Eq. (C2) satisfying U(τ) → 0 as τ → ∞. Since the first component of the
system (C2) decouples from the remaining ones, U(τ) has the form
U(τ) =
(
z0e
−τ
Y (τ)
)
, τ > 0,
for some constant z0 > 0, and hence the corresponding function y : (0, z0) → Rm defined by y(z) := Y (− log(z/z0))
for 0 < z < z0, is a C
k-solution of Eq. (C1) satisfying y(z)→ 0 for z → 0. The reason why this family is r-parametric
and not (r+1)-parametric, r+1 being the dimension of W+(0), will become clear from the considerations that follow.
The (r + 1)-dimensional manifold W+(0) can be constructed in the following way: first, using a suitable invertible
linear transformation Q : Rm+1 → Rm+1 we can bring A into the following block-diagonal form:
Q−1AQ =
(
A+ 0
0 A−
)
, (C3)
where A+ is an (r+1)×(r+1) matrix whose eigenvalues have negative real parts and where A− is an (m−r)×(m−r)
matrix whose eigenvalues have positive real parts. For example, this can be achieved by bringing A into its Jordan
normal form. Defining U˜ := Q−1U the dynamical system (C2) is transformed into
d
dτ
U˜ =
(
A+ 0
0 A−
)
U˜ +
(
G˜+(U˜)
G˜−(U˜)
)
,
(
G˜+(U˜)
G˜−(U˜)
)
= Q−1G(QU˜).
Next, one introduces the integral operator Fa defined by
(FaU˜)(τ) :=
(
eτA+a
0
)
+

τ∫
0
e(τ−τ
′)A+G˜+(U˜(τ
′))dτ ′
−
∞∫
τ
e(τ−τ
′)A−G˜−(U˜(τ ′))dτ ′
 , τ ≥ 0, (C4)
for a ∈ Rr+1 and bounded, continuous functions U˜ : (0,∞)→ Q−1(D). By the spectral properties of A+ and A−, one
has (FaU˜)(τ)→ 0 as τ →∞ for such U˜ . For small enough |a| one can show that Fa possesses a unique fixed point U˜a
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on an appropriate function space, and it follows that the corresponding function Ua(τ) = QU˜a(τ), τ > 0, is a solution
of Eq. (C2) satisfying Ua(τ) → 0 when τ → ∞. One then shows that for small enough |a| the map Rr+1 → W+(0),
a 7→ Ua(0) is Ck -differentiable and invertible, proving that W+(0) is an (r + 1)-dimensional manifold.
The fixed point U˜a of Fa can be constructed via the iteration scheme:
U˜ (0)(τ) := 0, U˜ (1)(τ) = (FaU˜
(0))(τ) =
(
eτA+a
0
)
, U˜ (2) = FaU˜
(1), U˜ (3) = FaU˜
(2), . . .
The scheme converges for small enough |a|.
We can transform this iteration scheme back to the original problem (C1) and obtain:
Theorem 2 Consider the system (C1) with the additional hypothesis that α = g(0, 0) lies in the image of I+B, where
here I denotes the identity matrix. (Note that this assumption is automatically satisfied if −1 is not an eigenvalue
of B.) Let w ∈ Rm be a vector such that (I + B)w = α. Furthermore, let T : Rm → Rm be an invertible linear
transformation such that
T−1BT =
(
B+ 0
0 B−
)
, T−1g(z, y) =
(
g+(z, y)
g−(z, y)
)
,
where B+ is an r × r matrix whose eigenvalues have negative real parts and B− a (m − r) × (m − r) matrix whose
eigenvalues have positive real parts.
Then, for small enough z0 > 0 and b ∈ Rr the integral operator Fˆb defined by6
(Fˆby)(z) = zw + T

(
z
z0
)−B+
b+
z0∫
z
(
z
z′
)−B+
[g+(0, 0)− g+(z′, y(z′))]dz′
−
z∫
0
(
z′
z
)B−
[g−(0, 0)− g−(z′, y(z′))]dz′
 , 0 < z ≤ z0, (C5)
on the space of continuous and bounded functions y : (0, z0] → Rm possesses a unique fixed point yb which describes
a solution of Eq. (C1) satisfying yb(z) → 0 for z → 0. This solution yb can be obtained from the iteration scheme
y(1), y(2) := Fˆby
(1), y(3) := Fˆby
(2), . . . starting with
y(1)(z) := zw + T
 ( zz0)−B+ b
0
 , 0 < z ≤ z0. (C6)
All solutions y(z) of Eq. (C1) satisfying y(z)→ 0 for z → 0 can be obtained in this way.
Proof. It is simple to verify that the invertible matrix
Q :=
(
1 0
w T
)
satisfies Eq. (C3) with
A+ =
(
−1 0
0 B+
)
, A− = B−. (C7)
Furthermore,
Q−1G(U) =
(
G+(U)
G−(U)
)
,
6 Here, the notation xA = e(log x)A for x > 0 and any n× n matrix A is understood.
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with
G+(U) =
(
0
z[g+(0, 0)− g+(z, y)]
)
, G−(U) = z[g−(0, 0)− g−(z, y)].
Next, one notes that the first component of Eq. (C4) yields
(FaU˜)1(τ) = e
−τa1, τ ≥ 0.
Setting z0 := a1, τ := − log(z/z0) it follows that (FaU˜)1(τ) = z so that we can identify the first component of U˜(τ)
with z. Substituting τ ′ = − log(z′/z0) in the integrals appearing in the remaining components of Eq. (C4) yields the
desired result with b = (a2, a3, . . . , ar+1).
Remark: If α does not lie in the image of I + B one can still apply the iteration scheme defined by Eq. (C4).
However, in this case the matrix A+ does not possess the simple block-diagonal structure as in Eq. (C7).
2. Application to the system (65,66,67)
To apply the general results described in the previous subsection to our system of equations (65,66,67) we write
u(z) = z − 1
2
z2[1 + η(z)], a(z) = 1− z[1 + pi(z)],
and set
y :=

η
zηz
v
pi
zpiz
 .
The system (65,66,67) is then transformed into the form of Eq. (C1) with B and g(z, y) given by
B :=

0 −1 0 0 0
−4 0 0 0 0
0 0 −2 0 0
0 0 0 0 −1
3 32 0 −3 −2
 , g(z, y) =

0
g1(z, y)
g2(z, y)
0
g3(z, y)
 ,
where
g1(z, y) :=
2
1− z (2η + zηz)−
3
2
1 + η + 12zηz
1− 12zh
zηz − 2
(
1− 1
2
zh
)
F1(z, u, uz, v),
g2(z, y) :=
[
3
1− z −
1 + η + zηz
1− 12zh
]
v + F2(z, u, uz, v),
g3(z, y) := 3
(
1 + η +
1
2
zηz
)[
1 + pi − 1
2
1
1− 12zh
(
1 + η −
1
2zηz
1− 12zh
)
a
]
+
[
2
1− z −
3
2
1 + η + 12zηz
1− 12zh
]
(1 + pi + zpiz) + [F1(z, u, uz, v)− F3(z, u, uz, v)]a,
where it is understood that in the expressions above, u = z− 12z2h, uz = 1−zh− 12z2ηz, a = 1−z(1+pi) and h = 1+η
should be substituted. We note that g1(0, 0) = g2(0, 0) = −f0 and g3(0, 0) = 2 − 3f0/2, where the coefficient f0 has
been defined below Eqs. (68,69,70).
The matrix B is diagonalizable with eigenvalues −3,−2,−2, 2, 1 and hence Theorem 2 is applicable. The relevant
quantities needed to apply it are:
B+ = diag(−2,−2,−3), B− = diag(2, 1),
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and
T =

1 0 0 −1 0
2 0 0 2 0
0 1 0 0 0
2 0 1 0 1
4 0 3 0 −1
 , T−1 =

1
2
1
4 0 0 0
0 0 1 0 0
− 34 − 38 0 14 14
− 12 14 0 0 0
− 14 − 18 0 34 − 14
 , w =

1
3f0
1
3f0
f0
− 12 + 34f0
− 12 + 34f0
 ,
and
g+(0, 0)− g+(z, y) =
 − 14 [g1(z, y)− g1(0, 0)]−[g2(z, y)− g2(0, 0)]
3
8 [g1(y, z)− g1(0, 0)]− 14 [g3(y, z)− g3(0, 0)]
 ,
g−(0, 0)− g−(z, y) =
(
− 14 [g1(z, y)− g1(0, 0)]
1
8 [g1(y, z)− g1(0, 0)] + 14 [g3(y, z)− g3(0, 0)]
)
.
The first iterate, Eq. (C6), yields
y(1)(z) =

1
3f0z + β1z
2
1
3f0z + 2β1z
2
f0z + β2z
2
− 14 (2− 3f0) z + 2β1z2 + β3z3
− 14 (2− 3f0) z + 4β1z2 + 3β3z3
 ,
where for simplicity we have introduced the rescaled constants β1 := b1/z
2
0 , β2 := b2/z
2
0 and β3 := b3/z
3
0 . The
corresponding expressions for u, v and a are
u(1)(z) = z − 1
2
z2 − 1
6
f0z
3 − 1
2
β1z
4,
v(1)(z) = f0z + β2z
2,
a(1)(z) = 1− z + 1
4
(2− 3f0)z2 − 2β1z3 − β3z4,
which already coincides with the first few terms in the expansions (72,71,76). The logarithmic terms in these expansions
appear when computing the higher-order iterates y(2), y(3), etc. In order to compute them, we use
g1(z, y)− g1(0, 0) = 4η + 1
2
zηz +
1
2
(3f0 + 2f1)z +O(z2 + y2),
g2(z, y)− g2(0, 0) = 2v + (f0 + f1)z +O(z2 + y2),
g3(z, y)− g3(0, 0) = −3
2
η +
7
2
pi +
1
2
zpiz +
[
2 + 2f0 − 1
2
f1 + f
∗
1
]
z +O(z2 + y2),
where the coefficients f0, f1 and f
∗
1 are defined below Eqs. (68,69,70). This yields
g1(z, y
(1)(z))− g1(0, 0) = (3f0 + f1)z +O(z2), (C8)
g2(z, y
(1)(z))− g2(0, 0) = (3f0 + f1)z +O(z2), (C9)
g3(z, y
(1)(z))− g3(0, 0) =
[
9
2
f0 − 1
2
f1 + f
∗
1
]
z +O(z2). (C10)
Applying the integral operator defined in Eq. (C5) to y = y(1) one obtains
y(2)(z) =

1
3f0z + 2γz
2 log z + β1(z0)z
2 +O(z3)
1
3f0z + 4γz
2 log z + 2[β1(z0) + γ]z
2 +O(z3)
f0z + 8γz
2 log z + β2(z0)z
2 +O(z3)
− 14 (2− 3f0) z + 4γz2 log z + 2
[
β1(z0)− 116 (f0 − 5f1)− 16f∗1
]
z2 +O(z3 log z)
− 14 (2− 3f0) z + 8γz2 log z + 4
[
β1(z0) +
1
16 (5f0 + 7f1)− 16f∗1
]
z2 +O(z3 log z)
 ,
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where we have introduced the shorthand notation γ := (3f0 + f1)/8 and β1(z0) and β2(z0) are rescaled constants
depending on z0. Note the logarithmic terms that appear at order z
2 log z.
When replacing y(1) with the second iterate y(2) in Eqs. (C8,C9,C10) these logarithmic terms give additional
contributions:
g1(z, y
(2)(z))− g1(0, 0) = (3f0 + f1)z + 5
4
(3f0 + f1)z
2 log z +O(z2),
g2(z, y
(2)(z))− g2(0, 0) = (3f0 + f1)z + 2(3f0 + f1)z2 log z +O(z2),
g3(z, y
(2)(z))− g3(0, 0) =
[
9
2
f0 − 1
2
f1 + f
∗
1
]
z +
15
8
(3f0 + f1)z
2 log z +O(z2),
which in turn yield the third iterate
y(3)(z) =

1
3f0z + 2γz
2 log z + β˜1(z0)z
2 + 2γz3 log z +O(z3)
1
3f0z + 4γz
2 log z + 2[β˜1(z0) + γ]z
2 + 6γz3 log z +O(z3)
f0z + 8γz
2 log z + β˜2(z0)z
2 + 16γz3 log z +O(z3)
− 14 (2− 3f0) z + 4γz2 log z + 2
[
β˜1(z0)− 116 (f0 − 5f1)− 16f∗1
]
z2 +O(z3 log z)
− 14 (2− 3f0) z + 8γz2 log z + 4
[
β˜1(z0) +
1
16 (5f0 + 7f1)− 16f∗1
]
z2 +O(z3 log z)
 ,
with new constants β˜1(z0) and β˜2(z0). The next iterates have exactly the same form (to the order z
3 respectively
z3 log z considered here), and they yield the expansions (72,71,76) with u4 = −β˜1(z0)/2 and v2 = β˜2(z0).
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