Abstract. In this paper we extend an inequality of Lenglart, Lépingle and Pratelli [14, Lemma 1.1] to general continuous adapted stochastic processes with values in topology spaces. By this inequality we show Burkholder-Davies-Gundy's inequality for stochastic integrals in Orlicztype spaces (a class of quasi-Banach spaces) with respect to cylindrical Brownian motions.
Introduction
Let (Ω, F , (F t ) t 0 , P) be a stochastic basis satisfying the usual conditions, which will be fixed below. Let M be a continuous local martingale with starting point zero, and M the quadratic variation process of M. The celebrated Burkholder-Davies-Gundy inequality (abbreviated as BDG's inequality) states that for any p ∈ (0, ∞) and stopping time τ, E sup t∈ [0,τ] 
where ≍ p means that both sides are comparable up to a positive constant depending only on p. This inequality is a basic tool in stochastic analysis (see [10] and [17] ), and has a deep connection with harmonic analysis (see [9] , [3] and references therein).
We would like to emphasize that the key point in the original Burkholder and Gundy's paper [6, Theorem 3.1] is to show some "good λ-inequalities" for the martingale transform of martingale difference sequences. According to [17, Definition 4.8, p.164] , an ordered pair (X, Y) of positive random variables is said to satisfy the "good λ"-inequality if for some β > 1 and each λ > 0, δ ∈ (0, 1), there is a constant c δ with c δ → 0 as δ → 0 such that
From these estimates and by (1.3), we get
For general continuous local martingale, BDG's inequality (1.1) follows by the time-change argument (for example, see [17, Theorem 1.10, p183] ). Notice that there is another way of proving (1.1) by using Itô's formula (see [10, Theorem 3.1, p110] ). Also, for p > 1, BDG's inequality (1.1) can be derived from general discrete martingale version of BDG's inequality through discretizing a continuous martingale (see [19, Theorem 7.2.6] ).
Up to now, there are numerous works to study BDG's type inequalities (see [13] , [14] , [4] , [16] , [7] , [15] and references therein). For the "good λ-inequality" method, we would like to quote one sentence from [17, p.166] that "This method is actually extremely powerful and, to our knowledge, can be used to prove all the BDG-type inequalities for continuous processes." In particular, the following Lenglart-Lépingle-Pratelli's inequality is a quite useful tool (see [ 5) where · ∞ denotes the supremum norm of a random variable. Then for any moderately increasing function Φ (see Definition 1.2 below), there is a constant C = C(q, κ, Φ) > 0 such that
A said above, the method of the proof in [14] is to show the "good λ"-inequality for (M ∞ , N ∞ ) by (1.5) and suitable choices of stopping times. Notice that this inequality also plays a crucial role in the study of local times in [4] . In this work we shall prove an "abstract" version for the above inequality for general continuous adapted stochastic processes with values in topology spaces. Such an extension will provide an easy tool for proving BDG's inequalities both for finite and infinite dimensional stochastic integrals such as in UMD spaces (cf. [16] ).
To state our results, we first introduce some notions. 
Definition 1.1. Let E be a topology space and γ
1. A bi-continuous function ρ : E × E → [0, ∞) is called a γ-quasi-metric on E if (i) ρ(x, y) = 0 if and only if x = y. (ii) ρ(x, y) = ρ(y, x). (iii) ρ(x, y) γ(ρ(x, z) + ρ(y, z)) for all x, y, z ∈ E.
All the moderately increasing function is denoted by
Then for any Φ ∈ A 0 , there is a positive constant C = C(γ, q, κ, Φ) such that for any bounded stopping time τ > 0, 
This means that
On the other hand, noticing that
by (1.6), we have
Therefore, by (1.8) and Chebyschev's inequality, we obtain
In particular, taking α = λ, β = λ/(2γ), δ = ελ, we get for all λ, ε > 0,
For Φ ∈ A 0 , let φ(s) := sup t>0 Φ(st)/Φ(t) and Φ n := Φ ∧ n. Integrating both sides with respect to dΦ
. Choosing ε small enough and letting n → ∞, we get
The desired estimate now follows by the increasing property of Φ.
The following corollary is quite useful for proving BDG's inequalities for continuous local martingales both in finite and infinite dimensional spaces. 
(1.10)
. The desired estimate (1.11) follows by
and using Theorem 1.3.
By this corollary, we can give a direct proof of (1.1) without using the time-change. In fact, by using stopping time techniques, without loss of generality, we may assume that M is a square integrable martingale, that is,
By Doob's optional theorem, for any bounded stopping times τ ′ τ,
By using (1.11) twice, we have for any
Two-sided BDG's inequality (1.1) now follows by taking Φ(t) = t p/2 .
Remark 1.5. The continuity requirement on ξ in Theorem 1.3 is essential. It seems not liable to extend Theorem 1.3 to càdlàg processes in its current form. The reason is that BDG's inequality does not hold for discrete martingales with p
It is interesting that the above elementary inequality allows us to show BDG's inequality for the stochastic integral in Orlicz-type spaces (a class of quasi-Banach spaces) with respect to Brownian motions. It should be emphasized that in [16] and [7] , the authors have already treated the stochastic integration in general UMD spaces and quasi-Banach spaces in abstract framework under some decoupling assumptions. If it is not impossible, it seems hard to show that the Orlicz-type space L Λ (X; H) defined below is a UMD space or possesses the decoupling properties described in [7] . Even so, our proof of BDG's inequality is more direct and does not use any abstract functional analysis language. This paper is organized as follows: In the next section, we shall recall some notions about quasi-Banach spaces and Orlicz spaces, and also prove some basic results for later use. In Section 3, we define the stochastic integral in Orlicz-type spaces and prove BDG's inequalities for the corresponding integrals by Corollary 1.4.
Quasi-Banach spaces and Orlicz-type spaces
Let us first recall some notions about quasi-Banach spaces. Let B be a vector space. A quasi-norm · B is a map from B to [0, ∞) with the properties:
• f B = 0 if and only if f = 0.
• c f B = |c| · f B for all f ∈ B and c ∈ R.
• There is a constant γ B 1 such that for all f, g ∈ B,
By a basic theorem due to Aoki [2] and Rolewicz [18] , for p = 1/(log 2 γ B + 1), there is an equivalent p-subadditive quasi-norm | · | B (cf. [11] ), that is,
, then d is a metric on B. We call (B, · B ) a quasi-Banach space if B is complete with respect to this metric. More contents about the functional analysis aspect of quasi-Banach spaces are referred to [11] .
In this work we shall consider a class of special quasi-Banach spaces. First of all, we introduce a subclass of moderately increasing function space A 0 as follows:
For example, define for α 0,
It is easy to see that Λ α ∈ A 0 for all α 0, and Λ α ∈ A 1 only for all α > 0. Let (X, X , µ) be a σ-finite measure space, and (B, · B ) a quasi-Banach space. For Λ ∈ A 1 , we introduce a space L Λ (X; B), which consists of all measurable functions f : X → B with
together with the following Luxemburg-type norm: (cf. [1] )
Observe that for all f ∈ L Λ (X; B),
In fact, let λ n be a decreasing infimumizing sequence in the definition of f Λ with limit f Λ . By the monotone convergence theorem, we have
The following proposition shows the relationship between [ f ] Λ and f Λ .
Proposition 2.1. For any
Proof.
(1) Let us define
Clearly, φ is nondecreasing, and lim s↓0 φ(s) = 0 by Λ ∈ A 1 , and
Hence, φ ∈ A 0 and by definition and (2.1),
Moreover, by (2.4), we also have
(2) To show the existence of ϕ, we define
Since φ is left continuous and nondecreasing, ψ is also left continuous and nondecreasing, and ψ(t) > 0 for t > 0, and
Moreover, by (2.4) again, for all λ > 0, we also have
Therefore, ϕ ∈ A 0 and lim t→∞ ϕ(t) = ∞. Now by definition, we have
The proof is complete.
Remark 2.2. From the above constructions of φ and ϕ, it is natural to ask whether ϕ • φ(t) t so that
The answer is in general negative. In fact, assume that Λ ∈ A 1 is convex. Then, one sees that φ(s) := sup t>0 (Λ(st)/Λ(t)) is also convex, and hence, continuous and strictly increasing. Thus, ψ = φ −1 and ϕ(t) = 1/φ −1 (1/t). If ϕ • φ(t) t, then φ(t)φ(1/t) 1, which together with φ(st) φ(s)φ(t) implies that φ(st) = φ(s)φ(t). Therefore, φ(t) = t p for some p > 0. This is the case of L p -spaces, but not the case of general Orlicz spaces.
Proposition 2.3. The space (L Λ (X; B), · Λ ) is a quasi-Banach space, and called Orlicz-type space.
Proof. Since Λ is moderately increasing, we have for any c 1 , c 2 0,
where φ is defined by (2.3). Hence,
which implies that L Λ (X; B) is a linear space, and by (2.1), for any α > 0,
Letting α be large enough so that 2φ(2γ B /α) 1 yields that
Moreover, it is easy to see that c f Λ = |c| · f Λ for any c ∈ R, and by (2.2), f Λ = 0 if and only if f (x) = 0 for µ−almost all x ∈ X. Thus, · Λ is a quasi-norm. The proof of completeness is standard by using (2.2) (see [ To show two-sided BDG's inequality, we introduce the following subclass of A 1 :
Lemma 2.5. Let ξ, η be two nonnegative random variables with
Proof. For α > 0, integrating both sides of (2.5) with respect to dΛ(αλ) and by the integration by parts formula, we obtain
Noticing thatΛ (Λ(t)/t) Λ(t), by Young's inequality, we further have
, we obtain
which implies the desired estimate by Λ(s) CΛ(s/(2(1 + γ Λ ))).
We can extend the classical Doob's maximal inequality as follows: Proposition 2.6. Let M t be a càdlàg martingale. For any Λ ∈ A 2 , there is a constant C = C(Λ) > 0 such that for any bounded stopping time τ, 
which in turn gives the desired inequality by taking limits n → ∞ and noting
To have more intuitive pictures about the functions in A i , i = 0, 1, 2, we recall the following notion of regularly varying functions. 
We call such φ a regularly varying function. All regularly varying functions with index α is denoted by R α . In particular, the element in R 0 is called slowly varying function. Any φ ∈ R α can be written as φ(t) = t α φ 0 (t) for some φ 0 ∈ R 0 .
The following proposition provides useful examples in A i , i = 0, 1, 2. 
Proof. Let α 0 and φ ∈ R α . By [5, p.25-28] , for any δ > 0, there is a constant C = C(δ) 1 such that for all t, s ∈ (0, ∞),
The desired inclusions follow by the above estimate.
Stochastic integrals in Orlicz-type spaces
Let H be a separable Hilbert space. In this section, we shall define the stochastic integral of L Λ (X; H)-valued processes with respect to a cylindrical Brownian motion B in H. Let {B ( j) t , t 0, j ∈ N} be a sequence of independent one dimensional standard Brownian motion over stochastic basis (Ω, F , (F t ) t 0 , P), and {e j , j ∈ N} an orthogonormal basis of H. Since every cylindrical Brownian motion B in H can be represented as
without loss of generality, we always assume H = ℓ 2 , where ℓ 2 is the usual sequence Hilbert space, that is,
Below, we introduce the following notations for simplicity.
•
• Let X : Σ → ℓ 2 be a measurable function. Define
• For Λ ∈ A 1 and t > 0, define
First of all, we introduce the following classes of stochastic processes. 
2 ) the space of all progressively measurable processes with 
Proof. Let U n ⊂ X be a sequence of increasing measurable sets with µ(U n ) < ∞ for each n ∈ N and ∪ n U n = X. Let χ n : [0, ∞) → [0, 1] be a continuous function with χ n (s) = 1 for s n − 1 and χ n (s) = 0 for s > n. Define
, and by the monotone convergence theorem,
Next, for any n, m ∈ N, let us define
From this construction, it is easy to see that X n,m ∈ S Λ (Σ; ℓ 2 ) and
By the dominated convergence theorem, for each fixed n, we have
Here we have used the following fact: for any f ∈ L 2 loc (R + ; ℓ 2 ) and T > 0, For each x ∈ X, noticing that ξ i (x, ·) ∈ F s i is bounded, one sees that t → I X t (x) is a continuous R-valued square integrable martingale, and for any bounded stopping time τ,
Since lim t→∞ Λ(t) = ∞, there is also a µ-null set D 2 ⊂ X such that for allwe get EΛ |I
