Sentiment polarity lexicons are key resources for sentiment analysis, and researchers have invested a lot of efforts in their manual creation. However, there has been a recent shift towards automatically extracted lexicons, which are orders of magnitude larger and perform much better. These lexicons are typically mined using bootstrapping, starting from very few seed words whose polarity is given, e.g., 50-60 words, and sometimes even just 5-6. Here we demonstrate that much higher-quality lexicons can be built by starting with hundreds of words and phrases as seeds, especially when they are in-domain. Thus, we combine (i) mid-sized high-quality manually crafted lexicons as seeds and (ii) bootstrapping, in order to build large-scale lexicons.
Introduction
The recent rise of social media has greatly democratized content creation. Facebook, Twitter, Skype, WhatsApp and LiveJournal are now commonly used to share thoughts and opinions about anything in the surrounding world. This proliferation of social media content has created new opportunities to study public opinion, with Twitter being especially popular for research due to its scale, representativeness, variety of topics discussed, as well as ease of public access to its messages.
Naturally, this abundance of data has attracted business and research interest from various fields including marketing, political science, and social studies, among many others, which are interested in questions like these: Do people like the new Apple Watch? What do they hate about iPhone6? Do Americans support ObamaCare? What do Europeans think of Pope's visit to Palestine? How do we recognize the emergence of health problems such as depression? Do Germans like how Angela Merkel is handling the refugee crisis in Europe? What do republican voters in USA like/hate about Donald Trump? Answering these questions requires studying the sentiment of opinions people express in social media, which has given rise to the fast growth of the field of sentiment analysis in social media.
Initially, sentiment analysis was addressed as a text classification problem, but it was soon realized that sizable performance gains can be obtained from using carefully built sentiment polarity lexicons as a source of external knowledge. Thus, researchers have invested a lot of efforts in the manual creation of such lexicons, which were typically of small to moderate size, e.g., less than 10,000 words. Recently, there has been a shift towards using automatically extracted lexicons, which are orders of magnitude larger and perform much better. These lexicons are typically mined using bootstrapping, starting from very few seed words whose polarity is given, e.g., 50-60 words, and sometimes even just 5-6.
Here, we demonstrate that sizable further performance gains can be observed by starting with midsized seeds (hundreds of words and phrases), thus getting the best of both worlds: (i) using high-quality mid-sized manually crafted lexicons as seeds, and (ii) extending them automatically using bootstrapping.
The remainder of the paper is organized as follows: Section 2 presents some related work. Section 3 describes our training and testing datasets. Section 4 presents the various lexicons we created for Macedonian. Section 5 gives details about our system, including the pre-processing steps and the features used. Section 6 describes our experiments and discusses the results. Section 7 concludes with possible directions for future work.
Related Work
In this section, we first present work on sentiment analysis in general: methods used, work on sentiment analysis on Twitter, and relevant tasks at SemEval. Then, we present work on sentiment polarity lexicon induction, and finally, we discuss sentiment analysis for Macedonian.
Sentiment Analysis
Research in sentiment analysis started in the early 2000s. Initially, it was regarded as standard document classification into topics (Pang et al., 2002) . However, researchers soon realized that it was quite different from standard document classification (Sebastiani, 2002) , e.g., into categories such as business, sport and politics, and that sentiment analysis crucially needs external knowledge in the form of sentiment polarity lexicons. See for example the surveys by Pang and Lee (2008) and Liu and Zhang (2012) for more detail about research in sentiment analysis.
Around the same time, other researchers realized the importance of external sentiment lexicons, e.g., Turney (2002) proposed an unsupervised approach to learn the sentiment orientation of words/phrases: positive vs. negative. Later work studied the linguistic aspects of expressing opinions, evaluations, and speculations (Wiebe et al., 2004) , the role of context in determining the sentiment orientation (Wilson et al., 2005) , of deeper linguistic processing such as negation handling (Pang and Lee, 2008) , of finer-grained sentiment distinctions (Pang and Lee, 2005) , of positional information (Raychev and Nakov, 2009) , etc. Moreover, it was recognized that in many cases, it is crucial to know not just the polarity of the sentiment, but also the topic towards which this sentiment is expressed (Stoyanov and Cardie, 2008) .
Early sentiment analysis research focused on customer reviews of movies, and later of hotels, phones, laptops, etc. Later, with the emergence of social media, sentiment analysis in Twitter became a hot research topic. Unfortunately, research in that direction was hindered by the unavailability of suitable datasets and lexicons for system training, development and testing. While some Twitter-specific resources were developed, initially they were either small and proprietary, such as the i-sieve corpus (Kouloumpis et al., 2011) , were created only for Spanish like the TASS corpus (Villena-Román et al., 2013) , or relied on noisy labels obtained automatically based on emoticons and hashtags (Mohammad, 2012; Pang et al., 2002; Mohammad et al., 2013) .
This situation changed with the shared task on Sentiment Analysis on Twitter, which was organized at SemEval, the International Workshop on Semantic Evaluation, a semantic evaluation forum previously known as SensEval. The task ran in 2013, 2014, 2015 and 2016 , attracting over 40+ of participating teams in all four editions. While the focus was on general tweets, the task also featured out-of-domain testing on SMS messages, LiveJournal messages, as well as on sarcastic tweets.
SemEval-2013 task 2 (Nakov et al., 2013) and SemEval-2014 Task 9 (Rosenthal et al., 2014) focused on expression-level and message-level polarity. SemEval-2015 Task 10 (Rosenthal et al., 2015 Nakov et al., 2016b ) featured topic-based message polarity classification, on detecting trends towards a topic, and on determining the out-of-context (a priori) strength of association of Twitter terms with positive sentiment. SemEval-2016 Task 4 (Nakov et al., 2016a ) introduced a 5-point scale, which is popular and is commonly used for human review ratings on popular websites such as Amazon, TripAdvisor, Yelp, etc.; from a research perspective, this meant moving from classification to ordinal regression. Moreover, some subtasks of the general task focused on quantification, i.e., determining what proportion of a set of tweets on a given topic are positive/negative about it. It also featured a 5-point scale ordinal quantification subtask (Gao and Sebastiani, 2015) .
Other related (mostly non-Twitter) tasks explored aspect-based sentiment analysis (Pontiki et al., 2014; Pontiki et al., 2015; Pontiki et al., 2016) , sentiment analysis of figurative language on Twitter (Ghosh et al., 2015) , implicit event polarity (Russo et al., 2015) , stance in tweets , outof-context sentiment intensity of phrases , and emotion detection (Strapparava and Mihalcea, 2007) . Some of these tasks featured languages other than English.
Sentiment Polarity Lexicons
Despite the huge variety of knowledge sources explored in the literature, sentiment polarity lexicons remained the only universally recognized resource for the task of sentiment analysis. Until recently, such sentiment polarity lexicons were manually crafted, and were thus of small to moderate size, e.g., LIWC (Pennebaker et al., 2001 ) has 2,300 words, the General Inquirer (Stone et al., 1966) contains 4,206 words, Bing Liu's lexicon (Hu and Liu, 2004) includes 6,786 words, and MPQA (Wilson et al., 2005) has about 8000. Early efforts in building them automatically also yielded lexicons of moderate sizes such as the SentiWordNet (Esuli and Sebastiani, 2006; Baccianella et al., 2010) .
However, recent results have shown that automatically extracted large-scale lexicons (e.g., up to a million words and phrases) offer important performance advantages, as confirmed at shared tasks on Sentiment Analysis on Twitter at SemEval 2013-2016 (Nakov et al., 2013; Rosenthal et al., 2014; Rosenthal et al., 2015; Nakov et al., 2016a) , where over 40 teams participated four years in a row.
Using such large-scale lexicons was crucial for the performance of the top-performing systems. Similar observations were made in the related Aspect-Based Sentiment Analysis task at SemEval 2014 (Pontiki et al., 2014) . In both tasks, the winning systems benefitted from building and using massive sentiment polarity lexicons (Mohammad et al., 2013; Zhu et al., 2014) . 1 The two most popular large-scale lexicons were the Hashtag Sentiment Lexicon and the Sentiment140 lexicon, which were developed by the team of NRC Canada for their participation in the SemEval-2013 shared task on sentiment analysis on Twitter.
The importance of building sentiment polarity lexicons has resulted in a special subtask (Rosenthal et al., 2015) at SemEval-2015 (part of Task 4), and an entire task at SemEval-2016 (namely, Task 7), on predicting the out-of-context sentiment intensity of words and phrases. 2 These large-scale automatic lexicons are typically built using bootstrapping, starting with a small set of seeds of, e.g., 50-60 words, and sometimes even just two emoticons (Mohammad et al., 2013) .
Here, we demonstrate that sizable further performance gains can be observed by starting with midsized seeds (i.e., hundreds of words and phrases), thus getting the best of both worlds: (i) using highquality mid-sized manually crafted lexicons as seeds, and (ii) further extending them automatically using bootstrapping.
Sentiment Analysis for Macedonian
In our experiments below, we focus on Macedonian (tweets), for which we only know two publications on sentiment analysis, none of which is about Twitter. Gajduk and Kocarev (2014) experimented with 800 posts from the Kajgana forum (260 positive, 260 negative, and 280 objective), using SVM and Naïve Bayes classifiers, and features such as bag of words, rules for negation, and stemming. Uzunova and Kulakov (2015) experimented with 400 movie reviews 3 (200 positive, and 200 negative; no objective/neutral), and a Naïve Bayes classifier, using a small manually annotated sentiment lexicon of unknown size, and various preprocessing techniques such as negation handling and spelling/character translation.
Unfortunately, the datasets and the generated lexicons used in the above work are not publicly available, and/or are also from a different domain (i.e., not Twitter). As we are interested in sentiment analysis of Macedonian tweets, we had to build our own datasets. We have described these datasets and initial experiments with them in an earlier publication (Jovanoski et al., 2015) , where the focus was on the datasets and on the classifier; in contrast, here we focus on assessing the impact of our proposed lexicon generation method. Below we will describe these datasets in detail, for the sake of self-containment of the present paper.
Data
We downloaded half a million tweets in Macedonian, which we collected over a six-month period spanning from November 2014 to April 2015. We tried to download all Macedonian tweets based on the Twitter language classification. However, it turned out that in many cases, the returned tweets were in Bulgarian or Russian, which are also Slavic languages and share the same alphabet with Macedonian. Thus, we trained and used our own Naïve Bayes classifier, which achieved over 95% accuracy. 4 We used part of these tweets as training and testing data, and the rest for building automatic lexicons. Table 1 shows statistics about the training and the testing datasets. We can see that they are somewhat balanced between positive and negative tweets, and that there is smaller proportion of neutral tweets. 5 The testing data was annotated for sentiment at the tweet level (using positive, negative, and neutral/objective as labels 6 ) by two annotators, both native speakers of Macedonian. The Cohen's Kappa statistics (Cohen, 1960) for the inter-annotator agreement was 0.64, which corresponds to substantial agreement (Landis and Koch, 1977) . Our follow-up analysis has shown that the main disagreement was about distinguishing between negative and neutral tweets. In the final testing dataset, we discarded all tweets with disagreement (a total of 482 tweets).
The training data was annotated by a single annotator, one of those who annotated the testing dataset. In addition to producing tweet-level sentiment polarity annotations, the annotator further marked the positive and the negative phrases inside each tweet. We will use the set of these words and phrases, together with their polarities, as a sentiment lexicon, and also as seeds when bootstrapping a large-scale automatic sentiment lexicon from the remaining unannotated tweet messages. 
Sentiment Lexicons
A sentiment lexicon contains words and phrases annotated with positive and negative sentiment, sometimes with numerical intensity, e.g., spectacular could have positive strength of 0.91, while for okay that might be 0.3. Below we describe the sentiment lexicons we built and experimented with.
Manually-Crafted Lexicon
As we mentioned above, our training dataset was annotated with sentiment words and phrases, a total of 1,088: 459 positive and 629 negative. These terms form our manually-crafted lexicon.
Translated Lexicons
As no sentiment polarity lexicons are publicly available for Macedonian, we translated some popular English manually-crafted lexicons such as Bing Liu's lexicon (2,006 positive and 4,783 negative), and MPQA (2,718 positive and 4,912 negative), and a Bulgarian lexicon (5,016 positive and 2,415 negative), extracted from a movie reviews website (Kapukaranov and Nakov, 2015) , which includes 694 positive and 2,966 negative English words. We used Google Translate, and we further manually corrected some of the results: we removed some bad translations and we corrected the grammar. 4 At the 2015 Discriminating between Similar Languages (DSL) shared task (Zampieri et al., 2015) , the participating systems distingushed Macedonian from Bulgarian with 100% accuracy, which shows that this is an easy task; as a result, this language pair was not included in the 2016 edition of the task (Malmasi et al., 2016) . Our Naïve Bayes classifier achieved slightly lower accuracy as we deal with tweets, which are short and harder to categorize than the newswire texts in the DSL task.
5 It was previously reported that most tweets are neutral, but this was for English, and for tweets about selected topics (Rosenthal et al., 2014) . Here, we have no topic restriction. Moreover, there is an ongoing political crisis in Macedonia, and thus Macedonian tweeps express a lot of emotions rather than staying neutral.
6 Following (Nakov et al., 2013) , we merged neutral and objective as they are commonly confused by annotators.
Bootstrapped Lexicons
Various approaches have been proposed in the literature for bootstrapping sentiment polarity lexicons starting from a small set of seeds: positive and negative terms (words and phrases). A very influential approach is that of Turney (2002), which uses pointwise mutual information and bootstrapping to build a large lexicon and to estimate the semantic orientation of each word in that lexicon. The idea is to start with a small set of seed positive (e.g., excellent) and negative words (bad), and then to use these words to induce sentiment polarity orientation for new words in a large unannotated set of texts (in his case, product reviews). The idea is that words that co-occur in the same text with positive seed words are likely to be positive, while those that tend to co-occur with negative words are likely to be negative. To quantify this intuition, Turney defines the notion of sentiment orientation (SO) for a term w as follows:
where PMI is the pointwise mutual information, pos and neg are placeholders standing for any of the seed positive and negative terms, respectively, and w is a target word/phrase from the large unannotated set of texts (here tweets).
A positive/negative value for SO(w) indicates positive/negative polarity for w, and its magnitude shows the corresponding sentiment strength. In turn, pmi(w, pos) = P (w,pos) P (w)P (pos) , where P (w, pos) is the probability to see w with any of the seed positive words in the same tweet, 7 P (w) is the probability to see w in any tweet, and P (pos) is the probability to see any of the seed positive words in a tweet; pmi(w, neg) is defined similarly.
The pointwise mutual information (PMI) is a notion from information theory: given two random variables A and B, the mutual information of A and B is the "amount of information" (in units such as bits) obtained about the random variable A, through the random variable B (Church and Hanks, 1990) .
Let a and b be two values from the sample space of A and B, respectively. The pointwise mutual information between a and b is defined as follows:
pmi(a; b) takes values between −∞, which happens when P (A = a, B = b) = 0, and min {− log P (A = a), − log P (B = b)}, when P (A = a|B = b) = P (B = b|A = a) = 1.
In his experiments, Turney (2002) used five positive and five negative words as seeds. His PMI-based approach further served as the basis for the creation of the two above-mentioned large-scale automatic lexicons for sentiment analysis in Twitter for English, initially developed by NRC for their participation in SemEval-2013 (Mohammad et al., 2013) . The Hashtag Sentiment Lexicon uses as seeds hashtags containing 32 positive and 36 negative words, e.g., #happy and #sad. Similarly, the Sentiment140 lexicon uses smileys as seed indicators for positive and negative sentiment, e.g., :), :-) and :)) as positive seeds, and :( and :-( as negative ones.
Recently, Severyn and Moschitti (2015) proposed an approach to lexicon induction, which, instead of using PMI (SO), assigns positive/negative labels to the unlabeled tweets (based on the seeds), and then trains an SVM classifier on them, using word n-grams as features. These n-grams are then used as lexicon entries with the learned classifier weights as polarity scores.
In our experiments below, we calculate SO(w) using PMI or LR (Logistic Regression 8 ), and we experiment with different seeds:
• the 1+1 seeds of Turney (2002), translated to Macedonian ("excellent" and "poor");
• the 7+7 seeds of Turney and Littman (2003) , translated to Macedonian; 7 Here we explain the method using tweets as this is how we are using it, but Turney (2002) actually used page hits in the AltaVista search engine.
8 LR worked better than SVM in our experiments.
• our 5+5 seeds, manually selected words in Macedonian with strong sentiment;
• 30+30 seeds, which we obtained by translating the 32+36 seeds 9 used for the Hashtag Sentiment Lexicon lexicon (but we used these seeds as regular words, not as hashtags);
• the 3+2 smileys from above;
• the 459+629 terms from our manually-crafted lexicon (we further experiment with random proportional positive/negative subsets of 100, 200, and 500 words thereof). Table 2 shows some statistics about the lexicons we built (unigrams + bigrams) on the unanotated 0.5M tweets. We can see that the larger the seed, the larger the bootstrapped lexicons. Note that the lexicon sizes for PMI and LR are the same as they are calculating the sentiment orientation for the exactly same terms; what differs is the way the weights are being calculated. Table 2 : Statistics about the lexicons we built using bootstrapping with PMI and LR. MCL is the manually-crafted lexicon.
The System
Below we describe our baseline system: the preprocessing, and the features used.
Preprocessing
For pre-processing, we applied various algorithms, which we combined in order to achieve better performance. We used Christopher Potts' tokenizer, 10 and we had to be careful since we had to extract not only the words but also other tokens such as hashtags, emoticons, user names, etc. The pre-processing of the tweets goes as follows:
1. URL and username removal: tokens such as URLs and usernames (i.e., tokens starting with @) were removed. Table 3 : Sentiment classification results (F-score) using lexicons bootstrapped with PMI, LR, or both to calculate SO(w): B = using the bootstrapped lexicon only, B+S = also using non-lexicon features, B+S+M = also using our MCL. The first line shows results when no bootstrapped lexicon is used.
5. Non-standard to standard word mapping: non-standard words (slang) were mapped to an appropriate form, according to a manualy crafted predefined list of mappings.
6. PoS tagging: rule-based, using a dictionary.
7. Tagging positive/negative words: positive and negative words were tagged as POS and NEG, using sentiment lexicons.
8. Stemming: rule-based stemming was performed, which removes or replaces some prefixes and suffixes.
In sum, we started the transformation of an input tweet by converting it to lowercase, followed by removal of URLs and user names. We then normalized some words to Standard Macedonian using a dictionary of 173 known word transformations, and we also removed the stopwords (from a list of 146 words). As part of the transformation, we marked the words in a negated context.
We further created a rule-based stemming algorithm with a list of 65 rules for removing/replacing prefixes and suffixes, inspired by the Porter stemmer (Porter, 1980) . We used two groups of rules: 45 rules for affix removal, and 20 rules for affix replacement. Developing a stemmer for Macedonian was challenging as this is a highly inflective language, rich in both inflectional and derivational forms.
Features
In order to evaluate the impact of the sentiment lexicon, we defined features that are fully or partially dependent on the lexicons. When using multiple lexicons at the same time, there are separate instances of these features for each lexicon. Here are the features we used: number of positive terms, number of negative terms, ratio of the number of positive terms to the number of positive+negative terms, ratio of the number of negative terms to the number of positive+negative terms, sum of all positive scores, sum of all negative scores, sum of all scores, both positive and negative.
For classification, we used logistic regression. Our basic features were TF.IDF-weighted unigrams and bigrams, and also emoticons. We further included additional features that focus on the positive and on the negative terms that occur in the tweet together with their scores in the lexicon. In case of two or more lexicons being used together, we had a copy of each feature for each lexicon.
Experiments and Evaluation
Our evaluation setup follows that of the SemEval 2013-2016 task on Sentiment Analysis on Twitter (Nakov et al., 2013; Rosenthal et al., 2014; Rosenthal et al., 2015; Nakov et al., 2016a) , and uses an F-score that is the average of the F 1 score for the positive, and the F 1 score for the negative class. Note that, even though implicit, the neutral class still matters in this score. Note also that our focus here is on assessing the impact of our proposed lexicon generation method, and not the classifier itself. Table 3 shows the results when using each of the bootstrapped lexicons from Table 2 . The upper part of the table shows experiments with translations of the seeds used in related work, as described above, while the lower part shows results with (a random subset) of our manually crafted lexicon. We can see that all lexicons outperform the no bootstrapped lexicons baseline. The results indicate that our manual lexicon is more useful than the bootstrapping lexicons built using small seeds: it improves over the baseline by 16 points absolute, while the NRC-style or Turney-style lexicons only improve by 2-8 points.
Moreover, using our manually crafted lexicon as a seed for bootstrapping works better than using it as a lexicon: 90.91 vs. 78.18 (with PMI). Moreover, combining it with a bootstrapped lexicon built using all 1,088 words as seeds yields an F-score of 94.12 (with PMI). Note that LR performs better than PMI, by up to four points. Yet, as the last column shows, there is also gain when combining them. Bulgarian MPQA Bing Liu Our Figure 1 : Sentiment polarity classification results (F-score) using different translated bootstrapped lexicons and numbers of seeds with PMI for SO(w), and using B+S as features.
The B+S+M columns in Table 3 show results when using our manually-crafted 1,088-word lexicon as an additional lexicon in each experiment. We can see consistent improvement ranging from 3 to 15 points of F-score absolute on top of the performance of the bootstrapped lexicons. Most interestingly, the bigger the size of the seed, the better the performance of the resulting lexicon (improvement of up to 28 points). So, is it all about the size of the resulting lexicon (as Table 2 shows, bigger seeds yield bigger bootstrapped lexicons)? In order to test this hypothesis, we built bootstrapping lexicons with 100, 200, 500, and 1,088 seeds, with the seeds coming from our lexicons and from the three translated lexicons above. The results are shown in the Figure 1 . There are consistent gains as the number of seeds increases, and this is true for seeds coming from our lexicon and also from translations of MPQA, Bing Liu's lexicon, and the Bulgarian lexicon.
However, not all seeds are created equal, even when they are of equal size, and we can see that it is much better to use our manually crafted lexicon as a source of seeds. Yet, if only using 100 seeds from our lexicon, the resulting bootstrapped lexicon would not be able to compete against one built using 1,088 seeds from MPQA or Bing Liu's lexicon. Next, we computed what proportion of each translated lexicon is contained in our lexicon -Bulgarian: 25%, MPQA: 37%, Bing Liu: 43%. We can see that the larger the overlap the better the lexicon, i.e., closer to our domain.
Thus, we can conclude that it is preferable to use (i) a manually-crafted/in-domain lexicon for the seeds, and (ii) a mid-sized set of seeds.
Conclusion and Future Work
We have presented experiments with different seeds for bootstrapping sentiment polarity lexicons. We have shown that it is best to use (i) a mid-sized seed, contrary to what is common practice, and (ii) a manually-crafted/in-domain lexicon, and (iii) a classifier such as LR rather than PMI. We have released all our Macedonian lexicons freely for research use. 11 In future work, we plan experiments for other languages, other sets of seeds, other lexicons, and other learning methods. We further want to study the impact of the raw corpus size, e.g., we could only collect half a million tweets for Macedonian, while Mohammad et al. (2013) used 135 million English tweets. Also, we are interested not only in quantity but also in quality, i.e., in studying the impact of the quality of the individual words when used as seeds. An interesting work in that direction, even though in a different domain and context, is that of (Kozareva and Hovy, 2010) .
