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Abstract: The concentration inequality approach for normal approxima-
tion by Stein’s method is generalized to the multivariate setting. We use
this approach to prove a non-smooth function distance for multivariate
normal approximation for standardized sums of k-dimensional indepen-
dent random vectors W =
∑n
i=1Xi with an error bound of order k
1/2γ
where γ =
∑n
i=1 E|Xi|3. For sums of locally dependent (unbounded) ran-
dom vectors, we obtain a fourth moment bound which is typically of order
Ok(1/
√
n), as well as a third moment bound which is typically of order
Ok(logn/
√
n).
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1. Introduction
Since Stein introduced his method for normal approximation in 1972, much
has been developed for normal approximation in one dimension for dependent
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random variables for both smooth and non-smooth functions. A typical non-
smooth function is the indicator of a half line. Three approaches have been de-
veloped to deal with non-smooth functions: the induction approach popularized
by Bolthausen (1984), the recursive approach of Raic˘ (2003) and the concen-
tration inequality approach developed by Chen (1986, 1998), Chen and Shao
(2001, 2004).
Although Stein’s method has been extended to multivariate normal approx-
imation (see, for example, Barbour (1990), Go¨tze (1991), Goldstein and Rinott
(1996), Chatterjee and Meckes (2008), Reinert and Ro¨llin (2009)), relatively few
results have been obtained for non-smooth functions, typically for indicators
of convex sets in finite dimensional Euclidean spaces. In general, it is much
harder to obtain optimal bounds for non-smooth functions than for smooth func-
tions. As far as we know, results for non-smooth functions are those of Go¨tze
(1991), Rinott and Rotar (1996) and Bhattacharya and Holmes (2010), which
is an exposition of Go¨tze’s result. While the result of Rinott and Rotar (1996)
is for bounded locally dependent random vectors, those of Go¨tze (1991) and of
Bhattacharya and Holmes (2010) are for independent random vectors with finite
third moments. The approach of Go¨tze (1991) and of Bhattacharya and Holmes
(2010) is by induction.
In this paper, we extend the concentration inequality approach to the mul-
tivariate setting. We prove that for W =
∑n
i=1Xi being a sum of independent
random vectors, standardized to have 0 mean and identity covariance matrix,
P(W (i) ∈ A4γ+ǫ\A4γ) ≤ 4.1k1/2ǫ+ 39k1/2γ (1.1)
and with | · | denoting the Euclidean norm of a vector,
P(W ∈ A4γ+|Xi|\A4γ) ≤ 4.1k1/2E|Xi|+ 39k1/2γ (1.2)
where A is a convex set in Rk, Aǫ = {x ∈ Rk : d(x,A) ≤ ǫ} for ǫ > 0,
W (i) = W − Xi and γ =
∑n
i=1 E|Xi|3. Using these concentration inequalities,
we prove a normal approximation theorem for W with an error bound of the
order k1/2γ. This dependence of k1/2 on the dimension is better than k5/2 and
k3/2 obtained by Bhattacharya and Holmes (2010) and k as stated in Go¨tze
(1991). Comparing our result with those assuming finite third moments and
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using other methods in the literature, only the result of Bentkus (2005) gives
a bound depending on k1/4, which is better than k1/2. Other results for i.i.d.
random vectors, for example, by Nagaev (1976), Senatov (1980) and Sazonov
(1981) depend on k.
Our concentration inequality approach provides a new way of dealing with
dependent random vectors, for example, those under local dependence, for which
the induction approach is not likely to be applicable. In Section 4, we prove two
multivariate normal approximation theorems for sums of locally dependent ran-
dom vectors assuming finite fourth and third moments and giving error bounds
typically of order Ok(1/
√
n) and Ok(logn/
√
n) respectively. We apply them to
problems with graph dependence structure and the joint distribution of sums
of partial products in a sequence of independent and identically distributed
random variables.
The paper is organized as follows. In section 2, we develop techniques for the
concentration inequality approach in the multivariate setting. In sections 3 and
4, we use the concentration inequality approach to obtain multivariate normal
approximation theorems for sums of independent and locally dependent random
vectors. In Section 5, we prove the results for local dependence. In section 6, we
prove the technical lemmas in Section 2.
Throughout the paper, let | · | denote the Euclidean norm of a vector or the
cardinality of a set, and let || · || denote the operator norm of a matrix. For a
real-valued function f on Rk, we will write ∂jf(x) for ∂f(x)/∂xj , ∂jj1f(x) for
∂2f(x)/(∂xj∂xj1 ) and so on. Let a · b denote the inner product of two vectors.
For convenience, sometimes we will use EXY for E(Y |X) and use PX(A) for
P(A|X). For a positive integer k, let [k] = {1, 2, . . . , k}. Finally, let Ik×k denote
the k by k identity matrix.
2. Concentration inequalities
As a powerful tool of proving distributional approximations along with er-
ror bounds, the theory of Stein’s method has been extensively developed in
the literature for random variables with all kinds of dependence structure.
While it works well for smooth function distances, it requires much more ef-
forts to obtain optimal bounds for non-smooth function distances such as the
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Kolmogorov distance. To overcome this difficulty, we consider the probabil-
ity for some random variable W taking values in a small interval [a, b]. A
bound on P(W ∈ [a, b]) is called a concentration inequality. Now if W is a
k-dimensional random vector and Z is a k-dimensional standard Gaussian ran-
dom vector, the non-smooth function distance between L(W ) and L(Z) usually
means supA∈A |P(W ∈ A) − P(Z ∈ A)| where A denotes the set of all con-
vex sets in Rk. A concentration inequality in this setting would be a bound on
P(W ∈ Aǫ\A) where Aǫ = {x ∈ Rk : d(x,A) ≤ ǫ} where d(x,A) = infy∈A |x−y|.
For a given convex set A ⊂ Rk, ǫ > 0, we define f = f(A, ǫ) = (f1, f2, . . . , fk)t :
R
k → Rk as follows. For x ∈ A¯ where A¯ is the closure of A, f(x) = 0. For
x ∈ Aǫ\A¯, find x0 the nearist point in A¯ from x, and define f(x) = x − x0.
For x ∈ Rk\Aǫ, find x0 the nearist point in A¯ from x, and x1 the intersec-
tion of {x0 + t(x − x0) : t ∈ [0, 1]} and ∂Aǫ, the boundary of Aǫ, and define
f(x) = x1 − x0 = f(x1). We have the following four lemmas regarding the
properties of the above defined f .
Lemma 2.1. We have
|f | ≤ ǫ. (2.1)
Lemma 2.2. For all ξ, η ∈ Rk,
ξ · (f(η + ξ)− f(η)) ≥ 0. (2.2)
Lemma 2.3. For every i ∈ [k] and any fixed x1, . . . , xi−1, xi+1, . . . , xk, fi is
absolutely continuous in xi and
∂ifi(x) ≥ 0 a.e.. (2.3)
For x ∈ (Aǫ)o\A¯, where Ao is the interior of A, we have a shaper lower bound
for ∂ifi(x). Let θ = (θ1, θ2, . . . , θk)
t be the angles between x− x0 and the axes.
Lemma 2.4. For all i ∈ [k], x ∈ (Aǫ)o\A¯,
∂ifi(x) ≥ cos2 θi a.e.. (2.4)
We defer the proofs of the lemmas to Section 4. To obtain a concentration
inequality for a random vectorW of interest, we apply the above defined function
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f in the Stein identity for W . We first derive a concentration inequality for
multivariate Gaussian vectors, then derive a general concentration inequality
and apply it to sums of independent and locally dependent random vectors.
2.1. Multivariate normal distribution
Proposition 2.5. Let Z = (Z1, Z2, . . . , Zk)
t be a k-dimensional standard Gaus-
sian random vector. Then for any convex set A in Rk and ǫ1, ǫ2 ≥ 0,
P(Z ∈ Aǫ1\A−ǫ2) ≤ k1/2(ǫ1 + ǫ2) (2.5)
where Aǫ = {x ∈ Rk : d(x,A) ≤ ǫ} and A−ǫ = {x ∈ Rk : B(x, ǫ) ⊂ A} where
B(x, ǫ) is the k-dimensional ball centered in x with radius ǫ.
Proof. From the joint independence among {Z1, Z2, . . . , Zk} and the integration
by parts formula, we have the following k functional identities for Z.
EZ1f1(Z) = E∂1f1(Z),
· · ·
EZkfk(Z) = E∂kfk(Z).
(2.6)
Using the function f = f(A, ǫ) defined at the beginning of this section where
A is a convex set in Rk and ǫ > 0 and summing up the above k equations, we
have
k∑
j=1
EZjfj(Z) =
k∑
j=1
E∂jfj(Z). (2.7)
By Lemma 2.1, LHS of (2.7)≤ ǫE|Z| = k1/2ǫ. By Lemma 2.3 and Lemma 2.4,
RHS of (2.7) ≥
k∑
j=1
E∂jfj(Z)I(Z ∈ (Aǫ)o\A)
≥ E
k∑
j=1
cos2 θjI(Z ∈ (Aǫ)o\A) = P(Z ∈ (Aǫ)o\A).
(2.8)
Therefore,
P(Z ∈ Aǫ\A) ≤ k1/2ǫ. (2.9)
The bound (2.5) can be deduced from (2.9) by the arguments in Section 1.3 of
Bhattacharya and Rao (1986) sketched as follows.
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Without loss of generality, assume Ao 6= ∅. First suppose A is bounded. Given
any δ > 0, we may choose x1, x2, . . . , xn ∈ ∂A such that ∂A ⊂ {x1, . . . , xn}δ.
Let P be the convex hull of {x1, . . . , xn}. By taking δ small enough, P o 6= ∅.
For some positive integer m, P can be expressed as
P = {x ∈ Rk : uj · x ≤ dj , 1 ≤ j ≤ m}
where uj’s are distinct unit vectors and dj ’s are real numbers. For each real a,
define
Pa = {x ∈ Rk : uj · x ≤ dj + a, 1 ≤ j ≤ m}.
Then from the fact that P ⊂ A ⊂ P δ, we have
Aǫ1\A−ǫ2 ⊂ (P δ)ǫ1\P−ǫ2 ⊂ Pǫ1+δ\P−ǫ2 .
Therefore,
P(Z ∈ Aǫ1\A−ǫ2) ≤ P(Z ∈ Pǫ1+δ\P−ǫ2) =
∫ ǫ1+δ
−ǫ2
∫
∂Pa
φdλk−1da (2.10)
where φ is the density of standard k-dimensional normal distribution and λk−1
is the Lebesgue measure in Rk−1. We used Lemma 3.9 in Bhattacharya and Rao
(1986) in the last equality. From the arguments leading to (3.35) in Bhattacharya and Rao
(1986),
|P(Z ∈ (Pa)ǫ\Pa)− ǫ
∫
∂Pa
φdλk−1| ≤ o(ǫ), as ǫ→ 0.
The above inequality and (2.9) result in∫
∂Pa
φdλk−1 ≤ k1/2.
Therefore, from (2.10),
P(Z ∈ Aǫ1\A−ǫ2) ≤ k1/2(ǫ1 + ǫ2 + δ).
The bound (2.5) is proved by letting δ → 0. If A is unbounded, consider Ar =
A ∩B(0, r) and let r →∞. ✷
Remark 2.6. It is known that P(Z ∈ Aǫ1\A−ǫ2) ≤ 4k1/4(ǫ1 + ǫ2), which is of
optimal order in k (see Ball (1993) and Bentkus (2003)). It is not clear how we
can obtain k1/4 in the bound by our approach.
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2.2. General concentration inequalities
Proposition 2.7. Let (W,W ′) be an exchangeable pair (L(W,W ′) = L(W ′,W ))
of k-dimensional random vectors. Let D = (D1, . . . , Dk)
t = W ′ −W . Suppose
E|D|3 <∞, inf
ξ∈Sk−1
E(D · ξ)2 > 0
where Sk−1 denotes the unit (k − 1)-dimensional sphere. Define
δ :=
2E|D|3
infξ∈Sk−1 E(D · ξ)2
. (2.11)
Then for any convex set A in Rk and any ǫ > 0, we have
P(W ∈ Aǫ+δ\Aδ) ≤ 1
infξ∈Sk−1 E(D · ξ)2
{
16
3
(ǫ+ 2δ)
√√√√ k∑
j=1
Var[E(Dj |W )]
+ 2
√√√√ k∑
j,j1=1
Var {E [DjDj1I(|D| ≤ δ)|W ]}
}
.
(2.12)
Remark 2.8. For δ1 ≥ δ, Aǫ+δ1\Aδ1 = (Aδ1−δ)ǫ+δ\(Aδ1−δ)δ. Therefore, (2.12)
remains true if we replace δ on the left-hand side by any constant δ1 ≥ δ.
A 1-dimensional version of the above proposition can be found in Lemma 2.1
of Chen and Fang (2013). As in the 1-dimensional case, truncating |D| at δ
allows us to keep within third moments. Also we do not require E(D|W ) to be
approximately linear in W as usually assumed in the literature on Stein’s method
of exchangeable pairs. Therefore, we are able to apply Proposition 2.7 to the local
dependence case.
Remark 2.9. For the concentration inequality to be useful, the denominator
infξ∈Sk−1 E(D ·ξ)2 in(2.12) should not be too small, in other words, W ′ needs to
be different from W in every direction. For technical reasons, we are only able
to bound P(W ∈ Aǫ+δ\Aδ) instead of P(W ∈ Aǫ\A). This does not affect the
final bound in multivariate normal approximation when δ is small.
Proof of Proposition 2.7. We use f = f(A, ǫ + 2δ) defined at the beginning of
this section in the Stein identity for W
E(W ′ −W ) · (f(W ′) + f(W )) = 0,
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which follows from the exchangeability of (W,W ′) and implies
− 2E(W ′ −W ) · f(W ) = E(W ′ −W ) · (f(W ′)− f(W )). (2.13)
Because |f | ≤ ǫ+ 2δ by Lemma 2.1,
LHS of (2.13) ≤ 2(ǫ+ 2δ)E|E(W ′ −W |W )|
≤ 2(ǫ+ 2δ)
√√√√E k∑
j=1
[E(Dj |W )]2
= 2(ǫ+ 2δ)
√√√√ k∑
j=1
Var[E(Dj |W )].
(2.14)
From Lemma 2.2,
RHS of (2.13)
≥ ED · (f(W ′)− f(W ))I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ)
= E
{ 2∑
j=1
(D ·Hj)(f(W ′) ·Hj − f(W ) ·Hj)
}
I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ)
where we used the (random) orthonormal basis {H1, . . . , Hk} defined as fol-
lows. For each W = w ∈ Aǫ+δ\Aδ and D = d, define an orthonormal basis
{H1, . . . , Hk} = {h1, . . . , hk} such that h1 and w − w0 are parallel and h2 and
d − (d · h1)h1 are parallel (0-vector is parallel to any vector). Recall that w0 is
the nearest point in A¯ from w. Then,
RHS of (2.13) ≥ E
{
(D ·H1)(f(W + (D ·H1)H1) ·H1 − f(W ) ·H1)
+ (D ·H1)(f(W +D) ·H1 − f(W + (D ·H1)H1) ·H1)
+ (D ·H2)(f(W + (D ·H1)H1) ·H2 − f(W ) ·H2)
+ (D ·H2)(f(W +D) ·H2 − f(W + (D ·H1)H1) ·H2)
}
× I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ).
If w ∈ Aǫ+δ\Aδ, |d| ≤ δ, then we have
f(w + (d · h1)h1) · h1 − f(w) · h1 = d · h1, (2.15)
f(w + (d · h1)h1) · h2 − f(w) · h2 = 0 (2.16)
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and
(d · h2)(f(w + d) · h2 − f(w + (d · h1)h1) · h2)
≥ (f(w + d) · h1 − f(w + (d · h1)h1) · h1)2.
(2.17)
Equations (2.15) and (2.16) follow from f(w + (d · h1)h1) = f(w) + (d · h1)h1.
For (2.17), consider the plane p parallel to h1, h2 and containing w. Let l be
the line parallel to h2 and containing w0. The line l divides p into two parts
p1, p2 where p1 is closed and p2 is open and contains w. Draw a circle on p with
diameter [w0, w + d]. Then (w + d)
′, the projection of (w + d)0 on p, must be
inside the circle (or on the perimeter) and on p1 because of the convexity of A.
Let (w+ d)′′ be the projection of w+ d on l, and let (w+ d)′′′ be the projection
of (w + d)′ on l. Then, (2.17) follows from
|((w + d)′′ − w0)((w + d)′′′ − w0)| ≥ |(w + d)′ − (w + d)′′′|2,
which is a consequence of the fact that the angle between (w+d)′′− (w+d)′and
w0 − (w + d)′ is greater than or equal to π/2. Using ab ≥ −a2 − b2/4,
(d · h1)(f(w + d) · h1 − f(w + (d · h1)h1) · h1)
≥ − (d · h1)
2
4
− (f(w + d) · h1 − f(w + (d · h1)h1) · h1)2.
(2.18)
Applying (2.15)-(2.18), we obtain a lower bound of RHS of (2.13) as
RHS of (2.13) ≥ 3
4
E(D ·H1)2I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ). (2.19)
In other words, we have
RHS of (2.13) ≥ 3
4
E(D · ξ(W ))2I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ)
=: R
(2.20)
where ξ(W ) = (W0 −W )/|W0 −W | for W ∈ Aǫ+δ\Aδ and W0 is the nearist
point in A¯ from W . We may define ξ(W ) to be e1, where {e1, . . . , ek} are the
original orthonormal basis whenW /∈ Aǫ+δ\Aδ, since it does not affect the value
of R. We now derive a lower bound of R.
R =
3
4
E
k∑
j=1
D2j ξ(W )
2
jI(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ)
+
3
4
E
∑
j 6=j1
DjDj1ξ(W )jξ(W )j1I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ)
=: R1 +R2.
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For R1,
R1 =
3
4
k∑
j=1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )2jD2j I(|D| ≤ δ)
=
3
4
k∑
j=1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )2j
[
D2j I(|D| ≤ δ)− ED2j I(|D| ≤ δ)
]
+
3
4
k∑
j=1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )2jED2j I(|D| ≤ δ)
=: R1,1 +R1,2.
Using the inequality
ab ≤ δθ
4
a2 +
b2
δθ
(2.21)
for a positive θ to be chosen,
|R1,1| ≤ 3
4
k∑
j=1
{
δθ
4
Eξ(W )4j +
1
δθ
E
[
E[D2j I(|D| ≤ δ)|W ]− ED2j I(|D| ≤ δ)
]2}
=
3
4
{δθ
4
k∑
j=1
Eξ(W )4j +
1
δθ
k∑
j=1
Var[E(D2j I(|D| ≤ δ)|W )]
}
.
We write R1,2 as
R1,2 =
3
4
k∑
j=1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )2j [ED2j − ED2j I(|D| > δ)].
Similarly,
R2 =
3
4
E
∑
j 6=j1
DjDj1ξ(W )jξ(W )j1I(|D| ≤ δ)I(W ∈ Aǫ+δ\Aδ)
=
3
4
∑
j 6=j1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )jξ(W )j1
× (DjDj1I(|D| ≤ δ)− EDjDj1I(|D| ≤ δ))
+
3
4
∑
j 6=j1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )jξ(W )j1EDjDj1I(|D| ≤ δ)
=: R2,1 + R2,2
and
|R2,1| ≤ 3
4
{δθ
4
∑
j 6=j1
E[ξ(W )jξ(W )j1 ]
2 +
1
δθ
∑
j 6=j1
Var[E(DjDj1I(|D| ≤ δ)|W )]
}
,
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R2,2 =
3
4
∑
j 6=j1
EI(W ∈ Aǫ+δ\Aδ)ξ(W )jξ(W )j1
[
EDjDj1 − EDjDj1I(|D| > δ)
]
.
From the bounds on |R1,1| and |R2,1| and |ξ(W )| = 1,
|R1,1|+ |R2,1| ≤ 3δθ
16
+
3
4δθ
k∑
j,j1=1
Var[E(DjDj1I(|D| ≤ δ)|W )].
Also, with W˜ being an independent copy of W ,
R1,2 +R2,2 ≥ 3
4
EI(W˜ ∈ Aǫ+δ\Aδ)(ξ(W˜ ) ·D)2 − 3E|D|
3
4δ
P(W ∈ Aǫ+δ\Aδ)
≥ 3
4
P(W˜ ∈ Aǫ+δ\Aδ)( inf
ξ∈Sk−1
E(D · ξ)2 − E|D|
3
δ
).
The last two inequalities, along with (2.14), yield
2(ǫ+ 2δ)
√√√√ k∑
j=1
Var[E(Dj |W )] + 3δθ
16
+
3
4δθ
k∑
j,j1=1
Var[E(DjDj1I(|D| ≤ δ)|W )]
≥ 3
4
P(W ∈ Aǫ+δ\Aδ)( inf
ξ∈Sk−1
E(D · ξ)2 − E|D
3|
4δ
).
Proposition 2.7 is proved by recalling the definition of δ (2.11) and choosing
θ =
2
δ
√√√√ k∑
j,j1=1
Var[E(DjDj1I(|D| ≤ δ)|W )].
✷
Now we considerW =
∑n
i=1Xi being a sum of locally dependent k-dimensional
random vectors. To avoid confusion, for a set of n k-dimensional vectors, we al-
ways use i, i1, · · · ∈ [n] to index them, and use j, j1, · · · ∈ [k] to index their
components. Assume (LD3), i.e., for each i ∈ [n], there exist neighborhoods Ai,
Bi, Ci ⊂ [n] such that Xi is independent of {Xi1 : i1 /∈ Ai}, {Xi1 : i1 ∈ Ai}
is independent of {Xi1 : i1 /∈ Bi}, and {Xi1 : i1 ∈ Bi} is independent of
{Xi1 : i1 /∈ Ci}. For such a W , an exchangeable pair (W,W ′) can be con-
structed as follows. Let {X∗1 , . . . , X∗n} be an independent copy of {X1, . . . , Xn}
and, for i = 1, . . . , n, let {X ′i1i : i1 ∈ Ai\{i}} and {Xi1 : i1 ∈ Ai\{i}} be
conditionally independent given {Xi1 : i1 /∈ Ai} such that
L{X ′i1i : i1 ∈ Ai\{i}
∣∣X∗i = xi, Xi1 = xi1 for i1 /∈ Ai}
= L{Xi1 : i1 ∈ Ai\{i}
∣∣Xi = xi, Xi1 = xi1 for i1 /∈ Ai}.
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Let I be a uniform random index from [n] and independent of all the other
random vectors. Define
W ′ = W I = W −
∑
i1∈AI
Xi1 +X
∗
I +
∑
i1∈AI\{I}
X ′i1I .
Then (W,W ′) is an exchangeable pair.
Corollary 2.10. Let W =
∑n
i=1Xi be a sum of k-dimensional random vectors
such that EXi = 0 for each i ∈ [n]. Assume (LD3) with neighborhood size
bounded by
|Ai|, max
i∈[n]
|{i1 : i ∈ Ai1}| ≤ θ1,
max
i∈[n]
|{i1 : Bi1 ∩ Ci 6= ∅}|, max
i∈[n]
|{i1 : Bi ∩Ci1 6= ∅}| ≤ θ2.
(2.22)
Let the exchangeable pair (W,W ′) be constructed as above and let D = DI =
W ′ −W . Define
α := 2 inf
ξ∈Sk−1
n∑
i=1
E[Var(Yi · ξ|XBi\Ai)],
β := 2
k∑
j=1
n∑
i=1
E[Var(Yij |XBi\Ai)],
γ :=
n∑
i=1
E|Xi|3, δ = 16θ1γ
α
(2.23)
where
Yi :=
∑
i1∈Ai
Xi1 , XBi\Ai := {Xi1 : i1 ∈ Bi\Ai}. (2.24)
Then, for any convex set A in Rk and any ǫ > 0,
P(W ∈ Aǫ+δ\Aδ) ≤ θ
3
1
√
θ2
α3/2
(16
√
2 +
512
3
√
β
α
)γ +
16
√
θ2β
3α
ǫ. (2.25)
Remark 2.11. Assuming EWW t = Ik×k, we have ∀ ξ ∈ Sk−1, Var(W · ξ) = 1.
Therefore, if θ1 and θ2 are of order 1, then typically α is of order 1 and β is of
order k, in which case the bound in (2.25) is of order k1/2(γ + ǫ)
Proof. We apply Proposition 2.7 with the exchangeable pair (W,W ′) constructed
as above Corollary 2.10 and
D = DI =W ′ −W =
∑
i∈AI\{I}
(X ′iI −Xi) +X∗I −XI .
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From the construction of W ′ and E(X −X ′)2 = 2Var(X) where X ′ is an inde-
pendent copy of X , we have for ξ ∈ Sk−1,
E(Di · ξ)2 = 2E[Var(Yi · ξ|XBi\Ai)]. (2.26)
In particular, E(Dij)
2 = 2E[Var(Yij |XBi\Ai)]. By the inequality (a1 + · · · +
am)
3 ≤ m2(|a1|3 + · · · + |am|3), the bound θ1 in (2.22) and the definition of γ
in (2.23),
E|D|3 = 1
n
n∑
i=1
E|Di|3 = 1
n
n∑
i=1
E|
∑
i1∈Ai\{i}
(X ′i1 −Xi1) +X∗i −Xi|3
≤ 4θ
2
1
n
n∑
i=1
[ ∑
i1∈Ai\{i}
(E|X ′i1 |3 + E|Xi1 |3) + E|X∗i |3 + E|Xi|3
]
≤ 8θ
3
1
n
γ.
(2.27)
By the (LD3) assumption, the inequality Cov(X,Y ) ≤ (EX2+EY 2)/2, and the
bound θ2 in (2.22),
k∑
j=1
Var(E(Dj |W )) ≤
k∑
j=1
Var(
1
n
n∑
i=1
Dij) =
1
n2
k∑
j=1
n∑
i=1
∑
i1:Bi1∩Ci 6=∅
Cov(Dij , D
i1
j )
≤ 1
n2
k∑
j=1
n∑
i=1
∑
i1:Bi1∩Ci 6=∅
E(Dij)
2 + E(Di1j )
2
2
≤ θ2
n2
β.
Similarly,
k∑
j,j1=1
Var {E [DjDj1I(|D| ≤ δ)|W ]} ≤
k∑
j,j1=1
Var
[
1
n
n∑
i=1
DijD
i
j1I(|Di| ≤ δ)
]
=
1
n2
k∑
j,j1=1
n∑
i=1
∑
i1:Bi1∩Ci 6=∅
Cov
[
DijD
i
j1I(|Di| ≤ δ), Di1j Di1j1I(|Di1 | ≤ δ)
]
≤
k∑
j,j1=1
θ2
n2
n∑
i=1
E(Dij)
2(Dij1)
2I(|Di| ≤ δ)
≤ θ2
n2
n∑
i=1
E|Di|3δ ≤ 8θ31θ2δγ/n2,
where in the last inequality we used (2.27). For δ in (2.11), by (2.27) and (2.26),
δ ≤ 16θ
3
1γ
α
.
The bound (2.25) follows from (2.12) and the above bounds. ✷
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Remark 2.12. In Section 4, we will obtain multivariate normal approximation
results for W =
∑n
i=1Xi under (LD3). Define
α1 := 2 inf
ξ∈Sk−1
inf
i1∈[n]
∑
i:Bi∩Ci1=∅
E[Var(Yi · ξ|XBi\Ai)],
β, γ as in (2.23). We will need the following conditional concentration inequal-
ities. Letting PXBi denote the conditional probability given XBi := {Xi1 : i1 ∈
Bi}, we have
P
XBi (W ∈ Aǫ+δ1\Aδ1) ≤ θ
3
1
√
θ2
α
3/2
1
(16
√
2 +
512
3
√
β
α1
)γ +
16
√
θ2β
3α1
ǫ (2.28)
where θ1, θ2 are as defined in (2.22), ǫ, A may depend on XBi , and δ1 = 16θ
3
1γ/α1.
To prove (2.28), we first regard the conditional random vector as again a sum
of locally dependent random vectors, then we construct an exchangeable pair as
above Corollary 2.10 but with I uniformly distributed over {i1 : Bi1 ∩ Ci = ∅}.
Finally we apply Proposition 2.7 with the modified exchangeable pair and proceed
as in the proof of Corollary 2.10.
Corollary 2.10 has the following corollary for independent case.
Corollary 2.13. Let k-dimensional random vector W be
W = (W1, . . . ,Wk)
t =
n∑
i=1
Xi =
n∑
i=1
(Xi1, Xi2, . . . , Xik)
t
where X := {Xi : i ∈ [n]} are independent random vectors such that EXi = 0
and EWW t = Ik×k. Then, for any convex set A in Rk,
P(W (i) ∈ A4γ+ǫ\A4γ) ≤ 4.1k1/2ǫ+ 39k1/2γ (2.29)
and
P(W ∈ A4γ+|Xi|\A4γ) ≤ 4.1k1/2E|Xi|+ 39k1/2γ (2.30)
for any ǫ > 0 and i ∈ [n] where W (i) =W −Xi and γ =
∑n
i=1 E|Xi|3.
Proof. For independent case, with EWW t = Ik×k in Corollary 2.10
θ1 = θ2 = 1, α1 = 2, β = 2k, δ1 = 8γ.
Applying (2.25), we have
P(W ∈ Aǫ+8γ\A8γ) ≤ k1/2
[
16
3
√
2
ǫ+
(
8 +
256
3
√
2
)
γ
]
.
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The concentration inequalities (2.29) and (2.30) are obtained by considering
W (i) instead, and the constants 4, 4.1 and 39 are obtained by simplifying the
proof of Proposition 2.7 for independent case. Details can be found in Fang
(2012). ✷
3. Multivariate normal approximation for sums of independent
random vectors
In this section, we prove a multivariate normal approximation result for sums of
independent random vectors by applying the concentration inequality approach
in Stein’s method. A multivariate version of the Stein equation was given in
Go¨tze (1991) as well as in Barbour (1990) as follows.
△f(w)− w · ∇f(w) = h(w) − Eh(Z) (3.1)
where h is a test function and Z is a standard k-dimensional Gaussian random
vector, and △ and ∇ denote Laplace and gradient operator respectively.
If the test function h is smooth enough, the above equation can be solved
and one of its solution can be expressed as f(w) =
∫ 1
0 g(w, s)ds where
g(w, s) = − 1
2(1− s)
∫
Rk
[h(
√
1− sw +√sz)− Eh(Z)]φ(z)dz, (3.2)
where φ(z) is the density function of the k-dimensional standard normal distri-
bution at z ∈ Rk. We will write ∂jg(w, s) = ∂g(w, s)/∂wj and so on. When ∇h
is Lipschiz,
∂jj1g(w, s) = −
1
2s
∫
Rk
h(
√
1− sw +√sz)∂jj1φ(z)dz
+
1
2
√
s
∫
Rk
∂j1h(
√
1− sw +√sz)∂jφ(z)dz.
(3.3)
The class of test functions we are interested in is h = IA where A is a convex
set in Rk. A smoothed version of such an h was introduced by Bentkus (2003)
as
hǫ(w) = ψ(
d(w,A)
ǫ
) (3.4)
imsart-generic ver. 2011/11/15 file: mvn_indep.tex date: October 30, 2018
L.H.Y. Chen AND X. Fang/Multivariate Normal Approximation by Stein’s Method 16
where ǫ > 0 and
ψ(x) =

1, x < 0
1− 2x2, 0 ≤ x < 12
2(1− x)2, 12 ≤ x < 1
0, 1 ≤ x.
(3.5)
The next lemma was proved in Bentkus (2003).
Lemma 3.1. The above defined function hǫ satisfies:
hǫ(w) = 1 for w ∈ A, hǫ(w) = 0 for w ∈ Rk\Aǫ, 0 ≤ hǫ ≤ 1, (3.6)
and
|∇hǫ(w)| ≤ 2
ǫ
, |∇hǫ(w1)−∇hǫ(w2)| ≤ 8|w1 − w2|
ǫ2
. (3.7)
For a convex set A and γ ≥ 0, defining g1,ǫ = hǫ for h = IA4γ , we have
P(W ∈ A)− P(Z ∈ A) ≤ P(W ∈ A4γ)− P(Z ∈ A)
≤ Eg1,ǫ(W )− Eg1,ǫ(Z) + Eg1,ǫ(Z)− P(Z ∈ A)
≤ Eg1,ǫ(W )− Eg1,ǫ(Z) + P(Z ∈ A4γ+ǫ\A)
≤ Eg1,ǫ(W )− Eg1,ǫ(Z) + k1/2(4γ + ǫ)
where we used (3.6) and (2.5). If A−ǫ−4γ = ∅, by (2.5),
P(W ∈ A)− P(Z ∈ A) ≥ −P(Z ∈ A\A−ǫ−4γ) ≥ −k1/2(4γ + ǫ).
If not, defining g2,ǫ = hǫ for h = I(A−ǫ−4γ )4γ , we have again by (3.6) and (2.5),
P(W ∈ A)− P(Z ∈ A) ≥ Eg2,ǫ(W )− Eg2,ǫ(Z) + Eg2,ǫ(Z)− P(Z ∈ A)
≥ Eg2,ǫ(W )− Eg2,ǫ(Z)− P(Z ∈ A\A−ǫ−4γ)
≥ Eg2,ǫ(W )− Eg2,ǫ(Z)− k1/2(4γ + ǫ).
Therefore, we have the following smoothing lemma.
Lemma 3.2. For any k-dimensional random vector W ,
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ sup
h=IA4γ :A∈A
|Ehǫ(W )− Ehǫ(Z)|+ k1/2(ǫ + 4γ)
(3.8)
where Z is a standard k-dimensional Gaussian random vector, A is the set of
all the convex sets in Rk, ǫ > 0, γ ≥ 0 and hǫ is defined as in (3.4).
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The following lemma from Bentkus (2003) will be used in this section.
Lemma 3.3. For a k-dimensional vector x,∫
Rk
|
k∑
j=1
xj∂jφ(z)|dz ≤
√
2
π
|x|, (3.9)
∫
Rk
|
k∑
j,j1,j2=1
xjxj1xj2∂jj1j2φ(z)|dz ≤ 2
1 + 4e−3/2√
2π
|x|3. (3.10)
Using the same argument as in Bentkus (2003) when proving Lemma 3.3, we
obtain the following lemma.
Lemma 3.4. For k-dimensional vectors u, v, we have∫
Rk
|
k∑
j,j1,j2=1
ujvj1vj2∂jj1j2φ(z)|dz ≤ 2(1 +
√
2
π
)|u||v|2. (3.11)
Proof. It is straightforward to verify that
k∑
j,j1,j2=1
ujvj1vj2∂jj1j2φ(z)
= (|v|2(u · z) + 2(u · v)(v · z)− (u · z)(v · z)2)φ(z).
(3.12)
From (3.12), we only need to consider the projection of z in the two-dimensional
space spanned by vectors u, v. Therefore, the constant obtained is dimension
free and the upper bound (3.11) can be calculated as follows. Let Z1, Z2 be two
independent 1-dimensional standard Gaussian variables, then∫
Rk
|
k∑
j,j1,j2=1
ujvj1vj2∂jj1j2φ(z)|dz
≤ |u||v|2(E|3Z1 − Z31 |+ E|Z2(1− Z21)|) ≤ 2(1 +
√
2
π
)|u||v|2.
✷
Theorem 3.5. Let k-dimensional random vector W be
W = (W1, . . . ,Wk)
t =
n∑
i=1
Xi =
n∑
i=1
(Xi1, Xi2, . . . , Xik)
t
where {Xi : i ∈ [n]} are independent such that EXi = 0 for each i and EWW t =
Ik×k. Then,
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ 115k1/2γ (3.13)
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where A is the set of all the convex sets in Rk, Z is a standard k-dimensional
Gaussian vector and γ =
∑n
i=1 γi =
∑n
i=1 E|Xi|3.
Proof. Without loss of generality, assume γ is finite. For a convex set A ∈ A
and ǫ > 0, we define hA,ǫ(w) = ψ(d(w,A
4γ)/ǫ) as in (3.4). Let gA,ǫ be defined
as in (3.2) with h replaced by hA,ǫ. As argued at the beginning of this section,
fA,ǫ(w) =
∫ 1
0
gA,ǫ(w, s)ds solves the Stein equation
△fA,ǫ(w)− w · ∇fA,ǫ(w) = hA,ǫ(w)− EhA,ǫ(Z). (3.14)
In what follows, we keep the dependence on A implicit and write hǫ = hA,ǫ,
gǫ = gA,ǫ.
WithW (i) =W−Xi, we have by the independence assumption and EXi = 0,
E△gǫ(W, s)− EW · ∇gǫ(W, s)
= E△gǫ(W, s)−
n∑
i=1
EXi · (∇gǫ(W, s)−∇gǫ(W (i), s))
= E△gǫ(W, s)−
n∑
i=1
EXi · (Hessgǫ(W (i), s)Xi)
−
n∑
i=1
EXi · (∇gǫ(W, s)−∇gǫ(W (i), s)− Hessgǫ(W (i), s)Xi)
= R1(s)−R2(s)
where
R1(s) =
n∑
i=1
k∑
j,j1=1
EXijXij1E[∂jj1gǫ(W, s)− ∂jj1gǫ(W (i), s)]
and
R2(s) =
n∑
i=1
k∑
j,j1=1
EXijXij1 [∂jj1gǫ(W
(i) + UXi, s)− ∂jj1gǫ(W (i), s)]
where U is an independent uniform random variable in [0, 1]. By (3.14),
Ehǫ(W )− Ehǫ(Z) =
∫ 1
0
(R1(s)−R2(s))ds.
For R2(s), we consider the cases 0 < s ≤ ǫ2 and ǫ2 < s ≤ 1 separately. For the
case 0 < s ≤ ǫ2, we use the second expression of ∂jj1gǫ in (3.3), and write
R2(s) =
n∑
i=1
k∑
j,j1=1
EXijXij1
1
2
√
s
∫
Rk
[
∂j1hǫ(
√
1− sW (i) +√1− sUXi +
√
sz)
− ∂j1hǫ(
√
1− sW (i) +√sz)]∂jφ(z)dz.
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Introducing another independent uniform random variable U ′ in [0, 1], we have
R2(s) =
n∑
i=1
k∑
j,j1,j2=1
EUXijXij1Xij2
√
1− s
2
√
s
×
∫
Rk
∂j1j2hǫ(
√
1− sW (i) +√1− sUU ′Xi +
√
sz)∂jφ(z)dz
=
n∑
i=1
k∑
j=1
EUXij
√
1− s
2
√
s
×
∫
Rk
(
k∑
j1=1
Xij1∂j1∇hǫ(
√
1− sW (1) +√1− sUU ′Xi +
√
sz) ·Xi)∂jφ(z)dz.
Define any linear transform of a set to be the image of the linear transform of
all the elements in the set. By (3.7) and (2.29),
|EU,U ′,Xi(
k∑
j1=1
Xij1∂j1∇hǫ(
√
1− sW (i) +√sz +√1− sUU ′Xi) ·Xi)|
≤ 8
ǫ2
|Xi|2EU,U
′XiI(
√
1− sW (i) ∈ Aǫ+4γ\A4γ − (√sz +√1− sUU ′Xi))
≤ |Xi|2(32.8k1/2 1
ǫ
√
1− s + 312k
1/2 γ
ǫ2
).
Therefore,
|
∫ ǫ2
0
R2(s)ds| ≤ 1
2
n∑
i=1
E|Xi|2
∫ ǫ2
0
√
1− s
2
√
s
(32.8k1/2
1
ǫ
√
1− s + 312k
1/2 γ
ǫ2
)
×
∫
Rk
|
k∑
j=1
Xij∂jφ(z)|dzds
≤
√
2
π
γ(16.4k1/2 + 156k1/2
γ
ǫ
)
(3.15)
where we used (3.9). For the case ǫ2 < s ≤ 1, using the first expression of ∂jj1
in (3.3) and the integration by parts formula,
R2(s) =
n∑
i=1
k∑
j,j1=1
EXijXij1(−
1
2s
)
∫
Rk
[
hǫ(
√
1− sW (i) +√1− sUXi +
√
sz)
− hǫ(
√
1− sW (i) +√sz)]∂jj1φ(z)dz
=
n∑
i=1
k∑
j,j1,j2=1
EUXijXij1Xij2
√
1− s
2s3/2
×
∫
Rk
[hǫ(
√
1− sW (i) +√sz +√1− sUU ′Xi)φ(z)dz.
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Write R2(s) = R
′
2(s) + R
′′
2 (s) by separating the sum over i into two parts
according to γi ≤ 8γ3 or else. Write R′2(s) = R′2,1(s) + R′2,2(s) by subtracting
a term with W (i) replaced by an independent k-dimensional standard Gaussian
vector Z and adding the same term, i.e.,
R′2,1(s) =
∑
i:γi≤8γ3
k∑
j,j1,j2=1
EUXijXij1Xij2
√
1− s
2s3/2
×
∫
Rk
[hǫ(
√
1− sW (i) +√sz +√1− sUU ′Xi)
− hǫ(
√
1− sZ +√sz +√1− sUU ′Xi)]∂jj1j2φ(z)dz
and
R′2,2(s) =
∑
i:γi≤8γ3
k∑
j,j1,j2=1
EUXijXij1Xij′1
√
1− s
2s3/2
×
∫
Rk
hǫ(
√
1− sZ +√sz +√1− sUU ′Xi)∂jj1j2φ(z)dz.
By introducing an independent copy X˜i of Xi, W˜ = W
(i) + X˜i has the same
distribution as W and is independent of Xi. We have
E
U,U ′,Xi
{
hǫ(
√
1− sW (i) +√sz +√1− sUU ′Xi)
− hǫ(
√
1− sZ +√sz +√1− sUU ′Xi)
}
≤ EU,U ′,Xi
{
I(W (i) ∈ 1√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi))
− I(Z ∈ 1√
1− s (A
4γ −√sz −√1− sUU ′Xi))
}
≤ EU,U ′,Xi
{
I
[
W (i) + X˜i ∈
( 1√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi)
)|X˜i|
\ 1√
1− s(A
4γ+ǫ −√sz −√1− sUU ′Xi)
]
+ I(Z ∈ 1√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi)
\ 1√
1− s (A
4γ −√sz −√1− sUU ′Xi))
+ I(W˜ ∈ 1√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi))
− I(Z ∈ 1√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi))
}
.
Let δγ denote the supreme of supA∈A |P(W ∈ A) − P(Z ∈ A)| over all W such
that W can be expressed as sum of n independent mean 0 random vectors
such that Cov(W,W ) = Ik×k and the sum of absolute third moments of the
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summands is bounded by γ. Using the concentration inequalities (2.30) and
(2.5) and the definition of δγ , we have
E
U,U ′,Xi [hǫ(
√
1− sW (i) +√sz +√1− sUU ′Xi)
− hǫ(
√
1− sZ +√sz +√1− sUU ′Xi)]
≤ 4.1k1/2E|X˜i|+ 39k1/2γ + k1/2 ǫ√
1− s + δγ .
(3.16)
After proving a lower bound in same way as proving the upper bound (3.16),
we have, by (3.10),
|
∫ 1
ǫ2
R′2,1(s)ds|
≤ 1 + 4e
−3/2
√
2π
∑
i:γi≤8γ3
1
ǫ
[
4.1k1/2(E|X˜i|3)1/2 + 39k1/2γ + k1/2ǫ+ δγ
]
E|Xi|3
≤ 1 + 4e
−3/2
√
2π
(47.2k1/2
γ
ǫ
+ k1/2 +
δγ
ǫ
)
∑
i:γi≤8γ3
E|Xi|3.
(3.17)
ForR′2,2(s), using the integration by parts formula and observing that
√
1− sZ+
√
sZ˜ has the same distribution as Z where Z˜ is an independent copy of standard
normal Z,
E
Xi
∫ 1
ǫ2
√
1− s
2s3/2
∫
Rk
hǫ(
√
1− sZ +√sz +√1− sUU ′Xi)∂jj1j2φ(z)dzds
= −EXi
∫ 1
ǫ2
√
1− s
2
∫
Rk
∂jj1j2hǫ(
√
1− sZ +√sz +√1− sUU ′Xi)φ(z)dzds
=
∫ 1
ǫ2
√
1− s
2
∫
Rk
hǫ(z +
√
1− sUU ′Xi)∂jj1j2φ(z)dzds.
Therefore, by (3.10), EU = 1/2 and
∫ 1
0
√
1− sds = 2/3,
|
∫ 1
ǫ2
R′2,2(s)| ≤
1 + 4e−3/2
3
√
2π
∑
i:γi≤8γ3
E|Xi|3. (3.18)
We remark that in the above calculation we used the third derivatives of hǫ which
does not exist. However, we can smooth hǫ first then use limiting arguments to
show that the final equality holds even if hǫ does not have third derivatives.
Now we turn to bounding
∫ 1
ǫ2
R′′2 (s)ds where
R′′2 (s) =
∑
i:γi>8γ3
k∑
j,j1,j2=1
EUXijXij1Xij2
√
1− s
2s3/2
×
∫
Rk
hǫ(
√
1− sW (i) +√1− sUU ′Xi +
√
sz)∂jj1j2φ(z)dz.
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For each Xi such that γi > 8γ
3, define Ni to be the positive square root of the
inverse of the matrix Ik×k−Cov(Xi, Xi). Then we have the following bound on
the operator norm of Ni.
||Ni|| =
√
||(Ik×k − Cov(Xi, Xi))−1|| ≤ ( 1
1− ||Cov(Xi, Xi)|| )
1/2
= (
1
1− sup|u|=1 u′Cov(Xi, Xi)u
)1/2 = (
1
1− sup|u|=1E(u′Xi)2
)1/2
≤ ( 1
1− E|Xi|2 )
1/2 ≤ ( 1
1− γ2/3i
)1/2.
(3.19)
Note that
NiW
(i) =
∑
i1:i1 6=i
NiXi1
is a sum of n independent random vectors (with one 0-vector) with
ENiXi1 = 0, Cov(NiW
(i), NiW
(i)) = Ik×k
and ∑
i1:i1 6=i
E|NiXi1 |3 ≤
γ − γi
(1− γ2/3i )3/2
≤ γ − γi
(1 − γ2/3i )2
≤ γ − γi
1− 2γ2/3i
≤ γ
where we used the fact that γi > 8γ
3 in the last inequality. Therefore, NiW
(i)
can be regarded as a standardized sum of n independent random vectors with
sum of absolute third moments of the summands less than γ. We write R′′2 (s)
into two parts as
R′′2,1(s) =
∑
i:γi>8γ3
k∑
j,j1,j2=1
EUXijXij1Xij2
√
1− s
2s3/2
×
∫
Rk
[hǫ(
√
1− sN−1i (NiW (i)) +
√
sz +
√
1− sUU ′Xi)
− hǫ(
√
1− sN−1i Z +
√
sz +
√
1− sUU ′Xi)]∂jj1j2φ(z)dz
and
R′′2,2(s) =
∑
i:γi>8γ3
k∑
j,j1,j2=1
EUXijXij1Xij2
√
1− s
2s3/2
×
∫
Rk
hǫ(
√
1− sN−1i Z +
√
sz +
√
1− sUU ′Xi)∂jj1j2φ(z)dz.
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By the definition of δγ above (3.16) and (2.5),
E
U,U ′,Xi [hǫ(
√
1− sN−1i (NiW (i)) +
√
sz +
√
1− sUU ′Xi)
− hǫ(
√
1− sN−1i Z +
√
sz +
√
1− sUU ′Xi)]
≤ EU,U ′,Xi [I(NiW (i) ∈ Ni√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi))
− I(Z ∈ Ni√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi))
+ I(Z ∈ Ni√
1− s (A
4γ+ǫ −√sz −√1− sUU ′Xi))
− I(Z ∈ Ni√
1− s (A
4γ −√sz −√1− sUU ′Xi))]
≤ δγ + k1/2 ǫ√
1− s ||Ni||
Along with a similar lower bound, we have by (3.10)
|
∫ 1
ǫ2
R′′2,1(s)ds| ≤
∑
i:γi>8γ3
1 + 4e−3/2√
2π
E|Xi|3(δγ
ǫ
+ k1/2
1√
1− γ2/3
). (3.20)
Using a similar argument leading to (3.18), R′′2,2(s) can be written as
R′′2,1,2 =
∑
i:γi>8γ3
k∑
j,j1,j2=1
EUXijXij1Xij2
∫ 1
ǫ2
√
1− s
2
×
∫
Rk
hǫ(Z +
√
1− sUU ′Xi)∂jj1j2φΣsi (z)dz
where Σsi = Ik×k−(1−s)Cov(Xi, Xi) and φΣsi is the density function ofN(0,Σsi ).
From ∫
Rk
|
k∑
j,j1,j2=1
XijXij1Xij2∂jj1j2φΣsi (z)|dz
=
∫
Rk
|
k∑
j,j1,j2=1
(NsiXi)j(N
s
iXi)j1(N
s
i Xi)j2∂jj1j2φ(z)|dz
where Nsi is the positive square root of the inverse of Σ
s
i ,
|
∫ 1
ǫ2
R′′2,2(s)ds| ≤
∑
i:γi>8γ3
E|Xi|3 1 + 4e
−3/2
3
√
2π
(
1
1− γ2/3 )
3/2 (3.21)
where we used the fact that ||Nsi || ≤ ( 11−γ2/3 )1/2, which can be proved as in
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(3.19). By (3.17), (3.18), (3.20) and (3.21),
|
∫ 1
ǫ2
R2(s)ds| ≤ |
∫ 1
ǫ2
R′2,1(s)ds|+ |
∫ 1
ǫ2
R′2,2(s)ds|+ |
∫ 1
ǫ2
R′′2,1(s)ds|+ |
∫ 1
ǫ2
R′′2,2(s)ds|
≤ 1 + 4e
−3/2
√
2π
γ(
δγ
ǫ
+ k1/2
1√
1− γ2/3
+ 47.2k1/2
γ
ǫ
)
+
1 + 4e−3/2√
2π
γ(
1
1− γ2/3 )
3/2.
(3.22)
Next we bound
∫ 1
0
R1(s)ds. Observing that R1(s) can be written as
R1(s) =
n∑
i=1
k∑
j,j1=1
EX˜ijX˜ij1 [∂jj1gǫ(W, s)− ∂jj1gǫ(W (i), s)]
where X˜i is an independent copy of Xi, we can bound it similarly as for R2(s)
as follows.
|
∫ ǫ2
0
R1(s)ds| ≤ 2
√
2
π
γ(16.4k1/2 + 156k1/2
γ
ǫ
), (3.23)
|
∫ 1
ǫ2
R1(s)ds| ≤ 2(1 +
√
2
π
)γ(
δγ
ǫ
+ k1/2
1√
1− γ2/3
+ 47.2k1/2
γ
ǫ
)
+
2
3
(1 +
√
2
π
)γ(
1
1− γ2/3 )
3/2.
(3.24)
Note that the constants are different from those of R2 because we use (3.11)
instead of (3.10) and an extra 2 comes from the fact that there is no U in
R1. From the bounds (3.24), (3.23), (3.22), (3.15) and the smoothing inequality
(3.8), with c0 = 2(1 +
√
2
π ) +
1+4e−3/2√
2π
,
(1− γc0
ǫ
)δγ ≤ (49.2
√
2
π
+
c0√
1− γ2/3
+
c0
3(1− γ2/3)3/2 )k
1/2γ
+ (468
√
2
π
+ 47.2c0)k
1/2 γ
2
ǫ
+ k1/2(4γ + ǫ).
Let ǫ = 33γ, and without loss of generality let γ ≤ 1/115. The bound (3.13) is
proved by solving the above inequality.
✷
4. Multivariate normal approximation under local dependence
In this section, we prove multivariate normal approximation results for sums
of locally dependent k-dimensional random vectors W =
∑n
i=1Xi. In the first
imsart-generic ver. 2011/11/15 file: mvn_indep.tex date: October 30, 2018
L.H.Y. Chen AND X. Fang/Multivariate Normal Approximation by Stein’s Method 25
theorem, we assume (LD5), that is, in addition to (LD3), for each i ∈ [n],
there exist neighborhoods Di, Ei such that {Xi1 : i1 ∈ Ci} is independent of
{Xi1 : i1 /∈ Di} and {Xi1 : i1 ∈ Di} is independent of {Xi1 : i1 /∈ Ei}. Assuming
further the Xi have finite fourth moments, we get a bound which is typically
of order Ok(1/
√
n). In the second theorem, we assume (LD3) and that the Xi
have finite third moments, and get a bound typically of order Ok(log n/
√
n).
The extra term log(n) also appeared in the result of Rinott and Rotar (1996)
where they assumed that the Xi are bounded uniformly.
Theorem 4.1. Let k-dimensional random vector W =
∑n
i=1Xi be a sum of
locally dependent random vectors such that EXi = 0 for each i and EWW
t =
Ik×k. Assume (LD5) with neighborhood size bounded by
|Ai|, max
i∈[n]
|{i1 : i ∈ Ai1}| ≤ θ1,
max
i∈[n]
|{i1 : Bi1 ∩ Ci 6= ∅}|, max
i∈[n]
|{i1 : Bi ∩ Ci1 6= ∅}| ≤ θ2.
Let
Yi =
∑
i1∈Ai
Xi1 , Zi =
∑
i1∈Bi\Ai
Xi1 , Ti =
∑
i1∈Ci\Bi
Xi1 .
Let β, γ be defined as in (2.23), and let
α2 = 2 inf
ξ∈Sk−1
inf
i1∈[n]
∑
i:Ci∩Ei1=∅
E[Var(Yi · ξ|XBi\Ai)] (4.1)
where we recall Sk−1 denotes the unit (k− 1)-dimensional sphere and XBi\Ai =
{Xi1 : i1 ∈ Bi\Ai}. Then we have
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ c
1 ∧ α3/22
θ31
√
θ2
√
β
α2
(γ + b1 + b
1/2
2 ) (4.2)
where
b1 =
n∑
i=1
E
(|Xi||Yi|+ E|Xi||YI |)(|Yi|+ |Zi|), (4.3)
b2 =
n∑
i=1
E|Xi||Yi|2(|Yi|+ |Y ′i |+ |Zi|+ |Z ′i|)
+
n∑
i=1
E(|Xi||Yi|+ E|Xi||Yi|)(|Yi|+ |Zi|)(|Yi|+ |Y ′′i |+ |Zi|+ |Z ′′i |+ |Ti|+ |T ′′i |),
(4.4)
where Y ′i , Z
′
i is an independent sample of Yi, Zi given {Xi1 : i1 /∈ Bi} and
Y ′′i , Z
′′
i , T
′′
i is an independent sample of Yi, Zi, Ti given {Xi1 : i1 /∈ Ci}, and
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where c is an absolute constant, A is the set of all the convex sets in Rk and Z
is a standard k-dimensional Gaussian vector.
Theorem 4.2. Let k-dimensional random vector W =
∑n
i=1Xi be a sum of
locally dependent random vectors such that EXi = 0 for each i and EWW
t =
Ik×k. Assume (LD3) with neighborhood size bounded by
|Bi|, max
i∈[n]
|{i1 : i ∈ Bi1}| ≤ θ′1,
max
i∈[n]
|{i1 : Bi1 ∩ Ci 6= ∅}| max
i∈[n]
|{i1 : Bi ∩ Ci1 6= ∅}| ≤ θ2.
(4.5)
Let α1, β, γ be defined as in Corollary 2.10 and Remark 2.12. Then,
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ c
1 ∧ α3/21
θ′31
√
θ2
√
β
α1
γ| log γ| (4.6)
where c is an absolute constant, A is the set of all the convex sets in Rk and Z
is a standard k-dimensional Gaussian vector.
4.1. Applications
A typical class of examples exhibiting local dependence structures is graph de-
pendence. We first consider a special case of graph dependence. Let Gn be a reg-
ular graph, with n vertices and vertex degree m. Therefore, Gn has N = nm/2
edges. Label the vertices by {1, . . . , n}. Let {ξu, u ∈ [n]} be i.i.d. random vari-
ables taking values in X . Let f : X × X → Rk be a function, and let
W =
∑
u∼v
f(ξu, ξv) =:
∑
i∈E
Xi
where u ∼ v means that there is an edge in Gn connecting u and v and E
denotes the edge set of Gn. Assume that for u 6= v, u, v ∈ [n], Ef(ξu, ξv) = 0,
E|f(ξu, ξv)|4 ≤ ∞, and Cov(W,W ) = Ik×k. Because Xi only depends on ξu and
ξv, W can be regarded as a sum of locally dependent random vectors satisfying
(LD5) with neighborhoods
Ai = {i1 ∈ E, {i1} ∩ {i} 6= ∅},
Bi = {i1 ∈ E, {i1} ∩ Ai 6= ∅},
Ci = {i1 ∈ E, {i1} ∩Bi 6= ∅},
Di = {i1 ∈ E, {i1} ∩Ci 6= ∅},
Ei = {i1 ∈ E, {i1} ∩Di 6= ∅},
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where the intersection of subsets of edge sets of Gn is defined to be the set of
vertices belong to both edge sets. From Theorem 4.1, we conclude that
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ c
1 ∧ α3/22
m11/2
√
β
α2
(γ + b1 + b
1/2
2 ) (4.7)
where α2 is defined in (4.1), β is defined in (2.23), b1, b2 are defined in (4.3),
(4.4), c is an absolute constant, A is the set of all the convex sets in Rk and Z
is a standard k-dimensional Gaussian vector.
In principle, Theorem 4.1 and 4.2 can be applied to sums of random vectors
with graph dependence structure to obtain results similar to (4.7). Although a
general result for graph dependence can be formulated, it is too tedious to write
out. Instead, we give another example below which captures the details involved
in the calculation of the bound. We consider the joint distribution of sums of
partial products in an i.i.d. sequence. In this example, we assume the existence
of only finite third moments. Therefore, we shall apply Theorem 4.2.
Example 4.3. Let {η1, . . . , ηn} be i.i.d. random variables with Eηi = 0,Var(ηi) =
1,E|ηi|3 <∞. Define ηn+i = ηi for all i ∈ Z. For an integer k ≥ 1, define
Xi = (Xi1, . . . , Xik)
t, W =
n∑
i=1
Xi
where for 1 ≤ j ≤ k,
Xij = ηiηi+1 . . . ηi+j−1/
√
n.
Then W is a sum of locally dependent random vectors with neighborhoods
Ai = {i− k + 1, . . . , i+ k − 1},
Bi = {i− 2k + 2, . . . , i+ 2k − 2},
Ci = {i− 3k + 3, . . . , i+ 3k − 3}
for each i ∈ [n] where i + kn := i for k ∈ Z. Therefore, we can choose θ′1 =
4k − 3, θ2 = 10k − 9 in (4.5). Let ξ ∈ Sk−1, and let Yi =
∑i+k−1
i1=i−k+1Xi1 . We
have
EVar(Yi · ξ|XBi\Ai)
= EVar(ξtYi|ηi−k+1, . . . , ηi−1, ηi+k, . . . , ηi+2k−2)
= EVar(ξt(Yi −Ri)|ηi−k+1, . . . , ηi−1, ηi+k, . . . , ηi+2k−2)
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where Ri contains the terms in Yi which only depend on {ηi−k+1, . . . , ηi−1}.
After subtracting Ri, the conditional mean of Yi−Ri is 0 and E(Yi−Ri)(Yi−Ri)t
is a diagonal matrix with diagonal components ( kn , . . . ,
2k−1
n ). Therefore,
EVar(Yi · ξ|XBi\Ai)
= E(ξt(Yi −Ri)(Yi −Ri)tξ)
=
1
n
[kξ21 + (k + 1)ξ
2
2 + · · ·+ (2k − 1)ξ2k].
By the above equation, α1 and β in Corollary 2.10 and Remark 2.12 can be
calculated as
α1 = 2(1− 10k − 9
n
)k, β = 3k2 − k.
Applying Theorem 4.2, we have
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ ck4 logn√
n
E|Ω|3
where
Ω =
√
nX1 = (η1, η1η2, . . . , η1 · · · ηk)t,
c is an absolute constant, A is the set of all the convex sets in Rk and Z is
a standard k-dimensional Gaussian vector. An upper bound of E|Ω|3 can be
obtained as
E|Ω|3 ≤ E(|η1|+ |η1η2|+ . . . |η1 . . . ηk|)3 ≤ k3(E|η1|3)k.
5. Proofs of Theorem 4.1 and 4.2
In this section, we give proofs of Theorem 4.1 and 4.2. In the proofs, let c be
positive absolute constants which may differ in different expressions.
Proof of Theorem 4.1. Given XDi = {Xi1 : i1 ∈ Di}, W can be regarded as a
sum of locally dependent random vectors. Using the same argument leading to
(2.25) (see also Remark 2.12), we have the following conditional concentration
inequality.
P
XDi ,F(W ∈ Aǫ+δ2\Aδ2) ≤ θ
3
1
√
θ2
α
3/2
2
(16
√
2 +
512
3
√
β
α2
)γ +
16
√
θ2β
3α2
ǫ (5.1)
where given XDi , W is independent of the σ-field F , ǫ, A may depend on XDi
and F , and δ2 = 16θ31γ/α2.
imsart-generic ver. 2011/11/15 file: mvn_indep.tex date: October 30, 2018
L.H.Y. Chen AND X. Fang/Multivariate Normal Approximation by Stein’s Method 29
Proceed as in the proof of Theorem 3.5. For a convex set A ∈ A and ǫ > 0, we
define hA,ǫ(w) = ψ(d(w,A
δ2 )/ǫ) as in (3.4). Let gA,ǫ be defined as in (3.2) with
h replaced by hA,ǫ. Then fA,ǫ(w) =
∫ 1
0 gA,ǫ(w, s)ds solves the Stein equation
(3.14). In what follows, we keep the dependence on A implicit and write hǫ =
hA,ǫ, gǫ = gA,ǫ. We have the following smoothing inequality which is proved as
for (3.8):
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ sup
h=I
Aδ2
:A∈A
|Ehǫ(W )− Ehǫ(Z)|+ k1/2(ǫ+ δ2).
(5.2)
From the (LD3) assumption, with
Yi :=
∑
i1∈Ai
Xi1 , Vi :=W − Yi,
we have
E△gǫ(W, s)− EW · ∇gǫ(W, s)
= E△gǫ(W, s)−
n∑
i=1
EXi · (∇gǫ(W, s)−∇gǫ(Vi, s))
=
[
E△gǫ(W, s)−
n∑
i=1
EXi · (Hessgǫ(Vi, s)Yi)
]
−
n∑
i=1
EXi · (∇gǫ(W, s)−∇gǫ(Vi, s)−Hessgǫ(Vi, s)Yi)
=: R1(s)−R2(s).
By (3.14),
Ehǫ(W )− Ehǫ(Z) =
∫ 1
0
(R1(s)−R2(s))ds.
Let U be an independent uniform random variable in [0, 1]. We consider the
cases 0 < s ≤ ǫ2 and ǫ2 < s ≤ 1 separately. For the case 0 < s ≤ ǫ2, we use the
second expression of ∂jj1g in (3.3), and write
R2(s) =
n∑
i=1
k∑
j,j1=1
EXijYij1
1
2
√
s
∫
Rk
[
∂j1hǫ(
√
1− sVi +
√
1− sUYi +
√
sz)
− ∂j1hǫ(
√
1− sVi +
√
sz)
]
∂jφ(z)dz.
Introducing another independent uniform random variable U ′ in [0, 1] and using
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the integration by parts formula,
R2(s) =
n∑
i=1
k∑
j=1
EUXij
√
1− s
2
√
s
×
∫
Rk
(
k∑
j1=1
Yij1∂j1∇hǫ(
√
1− sVi +
√
1− sUU ′Yi +
√
sz) · Yi)∂jφ(z)dz.
By (3.7) and (5.1),
|EU,U ′,XAi (
k∑
j1=1
Yij1∂j1∇hǫ(
√
1− sVi +
√
sz +
√
1− sUU ′Yi) · Yi)|
≤ 8
ǫ2
|Yi|2EU,U ′,XAi I(
√
1− sVi ∈ Aǫ+δ\Aδ − (
√
sz +
√
1− sUU ′Yi))
≤ c|Yi|
2
ǫ2
√
1− s
(
θ31
√
θ2
α
3/2
2
(1 +
√
β
α2
)γ +
√
θ2β
α2
ǫ
)
Therefore,
|
∫ ǫ2
0
R2(s)ds| ≤ c
ǫ2
n∑
i=1
E|Yi|2
∫ ǫ2
0
1√
s
(
θ31
√
θ2
α
3/2
2
(1 +
√
β
α2
)γ +
√
θ2β
α2
ǫ
)
×
∫
Rk
|
k∑
j=1
Xij∂jφ(z)|dzds
≤ c
ǫ
n∑
i=1
E|Xi||Yi|2
(
θ31
√
θ2
α
3/2
2
(1 +
√
β
α2
)γ +
√
θ2β
α2
ǫ
)
where we used (3.9).
For the case ǫ2 < s ≤ 1, let U,U ′ be independent uniform random variables
in [0, 1]. Let Ui =
∑
i1 /∈Bi Xi1 , and let {Y ′i , Z ′i} be independent samples of
{Yi, Zi} given {Xi1 : i1 /∈ Bi}. Using the first expression of ∂jj1g in (3.3) and
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the integration by parts formula,
R2(s) =
n∑
i=1
k∑
j,j1=1
EXijYij1 (−
1
2s
)
∫
Rk
[
hǫ(
√
1− sVi +
√
1− sUYi +
√
sz)
− hǫ(
√
1− sVi +
√
sz)
]
∂jj1φ(z)dz
=
n∑
i=1
k∑
j,j1,j2=1
EUXijYij1Yij2
√
1− s
2s3/2
×
∫
Rk
[
hǫ(
√
1− sVi +
√
1− sUU ′Yi +
√
sz)
− hǫ(
√
1− s(Ui + Z ′i + Y ′i ) +
√
sz)
]
∂jj1j2φ(z)dz
+
n∑
i=1
k∑
j,j1,j2=1
EUXijYij1Yij2
√
1− s
2s3/2
×
∫
Rk
[
hǫ(
√
1− s(Ui + Z ′i + Y ′i ) +
√
sz)− hǫ(
√
1− sZ +√sz)]∂jj1j2φ(z)dz
+
n∑
i=1
k∑
j,j1,j2=1
EUXijYij1Yij2
√
1− s
2s3/2
∫
Rk
hǫ(
√
1− sZ +√sz)∂jj1j2φ(z)dz
=: R2,0(s) +R2,1(s) +R2,2(s)
where Z is an independent k-dimensional Gaussian vector.
Define η := supA∈A |P(W ∈ A) − P(Z ∈ A)|. By the local dependence as-
sumption, XAi is independent of Ui +Z
′
i + Y
′
i , which has the same distribution
as W . Therefore,∣∣EXAihǫ(√1− s(Ui + Z ′i + Y ′i ) +√sz)− Eh(√1− sZ +√sz)∣∣
≤ P(√1− sZ +√sz ∈ Aǫ+δ2\Aδ2) + sup
A∈A
|P(W ∈ A)− P(Z ∈ A)|
≤ k1/2 1√
1− sǫ + 2η,
and
|
∫ 1
ǫ2
R2,1(s)ds| ≤ c(η + k1/2ǫ)1
ǫ
n∑
i=1
E|Xi||Yi|2
by (3.11). Similarly as in proving (3.18),
|
∫ 1
ǫ2
R2,2(s)ds| ≤ c
n∑
i=1
E|Xi||Yi|2.
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By (3.7) and the fact that Y ′i , Z
′
i are independent of {Xi1 : i1 /∈ Ci},∣∣∣EU,U ′,XAi [hǫ(√1− s(Vi + UU ′Yi) +√sz)− hǫ(√1− s(Ui + Z ′i + Y ′i ) +√sz)]∣∣∣
≤ c
ǫ
E
U,U ′,XAi (|Yi|+ |Zi|+ |Y ′i |+ |Z ′i|)
× EU,U ′,U ′′,XBi ,Z′i,Y ′i I(√1− sW + F ∈ Aǫ+δ1\Aδ2)
where U ′′ is an independent random variable in [0, 1] appeared when writing
hǫ(a)− hǫ(b) = (a− b)Eh′ǫ(U ′′a+(1−U ′′)b), and where F is a random variable
measurable with respect to σ(XBi , Z
′
i, Y
′
i , U, U
′, U ′′). The last inequality, along
with (5.1) and (3.11), yield
|
∫ 1
ǫ2
R2,0(s)ds| ≤ c
ǫ2
(θ31√θ2
α
3/2
2
√
β
α2
γ+
√
θ2β
α2
ǫ
) n∑
i=1
E|Xi||Yi|2(|Yi|+|Y ′i |+|Zi|+|Z ′i|).
Let X˜ij and Y˜ij be independent copies of Xij and Yij respectively. By the
(LD2) assumption and EWW t = Ik×k, we can write R1(s) as
R1(s) =
n∑
i=1
k∑
j,j1=1
EX˜ij Y˜ij
[
∂jj1gǫ(W, s)− ∂jj1gǫ(Ui, s)
]
−
n∑
i=1
k∑
j,j1=1
EXijYij
[
∂jj1gǫ(Vi, s)− ∂jj1gǫ(Ui, s)
]
.
Bounding
∫ 1
0
R1(s)ds can be done similarly as for
∫ 1
0
R2(s)ds. The only differ-
ences are that those |Xi||Yi|2 appearing in the upper bound for
∫ 1
0 R1(s)ds are
changed to (|Xi||Yi|+E|Xi||Yi|)(|Yi|+|Zi|) and that those |Y ′i |, |Zi|′ are changed
to |Y ′′i |, |Z ′′i |, |T ′′i |.
By the above bounds and the smoothing inequality (5.2), we obtain
η ≤ c
{
k1/2(ǫ+δ2)+(η+k
1/2ǫ)
1
ǫ
b1+
(θ31√θ2
α
3/2
2
√
β
α2
γ+
√
θ2β
α2
ǫ
)
(
b1
ǫ
+
b2
ǫ2
)
}
. (5.3)
The bound (4.2) is obtained by choosing ǫ = 2cb1+
√
b2 and solving for η in the
above inequality. ✷
Proof of Theorem 4.2. Since the θ′1 in (4.5) can be made larger than θ1 in (2.22),
the conditional concentration inequality in (2.28) is valid with θ1 replaced by
θ′1. Let δ1 = 16θ′31 γ/α1. Proceed as in the proof of Theorem 3.5. For a convex
set A ∈ A and ǫ > 0, we define hA,ǫ(w) = ψ(d(w,Aδ1 )/ǫ) as in (3.4). Let gA,ǫ
be defined as in (3.2) with h replaced by hA,ǫ. Then fA,ǫ(w) =
∫ 1
0 gA,ǫ(w, s)ds
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solves the Stein equation (3.14). In what follows, we keep the dependence on
A implicit and write hǫ = hA,ǫ, gǫ = gA,ǫ. We have the following smoothing
inequality which is proved as for (3.8):
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)| ≤ sup
h=I
Aδ1
:A∈A
|Ehǫ(W )− Ehǫ(Z)|+ k1/2(ǫ+ δ1),
(5.4)
where hǫ is defined in (3.4). From the (LD3) assumption, with
Yi :=
∑
i1∈Ai
Xi1 , Vi :=W − Yi,
we have
E△gǫ(W, s)− EW · ∇gǫ(W, s)
=
[
E△gǫ(W, s)−
n∑
i=1
EXi · (Hessgǫ(Vi, s)Yi)
]
−
n∑
i=1
EXi · (∇gǫ(W, s)−∇gǫ(Vi, s)−Hessgǫ(Vi, s)Yi)
=: R1(s)−R2(s).
By (3.14),
Ehǫ(W )− Ehǫ(Z) =
∫ 1
0
(R1(s)−R2(s))ds.
By the proof of Theorem 4.1,
|
∫ ǫ2
0
R2(s)ds| ≤ c
ǫ
n∑
i=1
E|Xi||Yi|2
(
θ′31
√
θ2
α
3/2
1
(1 +
√
β
α1
)γ +
√
θ2β
α1
ǫ
)
≤ cθ
′3
1 γ
ǫ
(
θ′31
√
θ2
α
3/2
1
(1 +
√
β
α1
)γ +
√
θ2β
α1
ǫ
)
.
where we used E|Xi||Yi|2 ≤ E|Xi|3 + 2E|Yi|3/3 and
n∑
i=1
E|Yi|3 ≤ θ′21
n∑
i=1
∑
i1∈Ai
E|Xi1 |3 ≤ θ′31 γ.
Using the first expression of ∂jj1g(w, s) in (3.3),
R2(s) =
n∑
i=1
k∑
j,j1=1
EXijYij1(−
1
2s
)
∫
Rk
[
hǫ(
√
1− sVi +
√
1− sUYi +
√
sz)
− hǫ(
√
1− sVi +
√
sz)
]
∂jj1φ(z)dz.
By (3.7),∣∣EU,XAi [hǫ(√1− sVi +√1− sUYi +√sz)− hǫ(√1− sVi +√sz)]∣∣
≤ c
ǫ
|Yi|EU,XAiEU,U ′,XAi I(
√
1− s(W − Yi + UU ′Yi) +
√
sz ∈ Aǫ+δ1\Aδ1)
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where U ′ is an independent random variable in [0, 1] appeared when writ-
ing hǫ(a) − hǫ(b) = (a − b)Eh′ǫ(U ′a + (1 − U ′)b). Therefore, by (2.28) and∫
Rk
|∑kj,j1=1XijYij1∂jj1φ(z)|dz ≤ c|Xi||Yi| by a similar argument as for (3.11),
we have
|
∫ 1
ǫ2
R2(s)ds| ≤ cθ
′3
1 γ| log ǫ|
ǫ
(
θ′31
√
θ2
α
3/2
1
(1 +
√
β
α1
)γ +
√
θ2β
α1
ǫ
)
.
Let X˜ij and Y˜ij1 be independent copies of Xij and Yij1 respectively for each
i, j, j1, and let Ui = W −
∑
i1∈Bi Xi1 . We have by the (LD2) assumption and
EWW t = Ik×k,
R1(s) =
n∑
i=1
k∑
j,j1=1
EX˜ij Y˜ij1 [∂jj1gǫ(W, s)− ∂jj1gǫ(Ui, s)]
−
n∑
i=1
k∑
j,j1=1
EXijYij1 [∂jj1gǫ(Vi, s)− ∂jj1gǫ(Ui, s)].
By the same argument as for R2(s),
|R1| ≤ cθ
′3
1 γ| log ǫ|
ǫ
(
θ′31
√
θ2
α
3/2
1
(1 +
√
β
α1
)γ +
√
θ2β
α1
ǫ
)
.
From the bounds on R1, R2 and the smoothing inequality (5.4),
sup
A∈A
|P(W ∈ A)− P(Z ∈ A)|
≤ c
[
k1/2(ǫ + δ) +
θ′31 γ| log ǫ|
ǫ
(
θ′31
√
θ2
α
3/2
1
(1 +
√
β
α1
)γ +
√
θ2β
α1
ǫ
)]
.
The bound (4.6) is proven by choosing ǫ = θ′31 γ. ✷
6. Proofs of lemmas
We prove Lemma 2.1 to 2.4 in this section.
Proof of Lemma 2.1. The lemma is true by observing that for x ∈ Rk\Aǫ,
x0 must be the nearest point of x1 in A¯ where x0, x1 as defined above Lemma
2.1.
Proof of Lemma 2.2. Because x0, the nearist point in A¯ from x, depends
on x, the validity of (2.2) is not obvious. We consider the following three cases.
All the other cases can be reduced to these cases.
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Case 1: η ∈ A¯, η + ξ ∈ A¯.
Case 2: η ∈ Aǫ\A¯, η + ξ ∈ Aǫ\A¯.
Case 3: η ∈ Rk\Aǫ, η + ξ ∈ Rk\Aǫ.
In case 1, since f(η) = f(η + ξ) = 0, (2.2) is satisfied.
From the facts that (2.2) is equivalent to
(−ξ) · (f(η + ξ + (−ξ))− f(η + ξ)) ≥ 0 (6.1)
and
ξ · (η − η0) > 0 implies (−ξ) · ((η + ξ)− (η + ξ)0) < 0, (6.2)
which can be proved using a similar argument as in the next paragraph, we only
need to consider the following situation in case 2.
Assume ξ · (η − η0) ≤ 0. Let p1 be the plane containing points η0, η, η + ξ.
Let the point (η + ξ)′ be on p1 such that (η + ξ)′ − (η + ξ) is parallel to η0 − η
and (η + ξ)′ − η0 is parallel to ξ. Let p2 be the (k − 1)-dimensional hyperplane
orthogonal to ξ and containing (η+ ξ)′. The hyperplane p2 divides Rk into two
parts s1, s2 where s1 is closed and contains η. If (η + ξ)0, the nearest point in
A¯ from η + ξ, is in s1, (2.2) is satisfied. If not, let (η + ξ)
′′ be the projection of
(η+ ξ)0 on p1. Then the angle between η0− (η+ ξ)′′ and η+ ξ− (η+ ξ)′′ is less
than π/2. This means that the angle between η0− (η+ξ)0 and η+ξ− (η+ξ)0 is
less than π/2, which contradicts with the fact that (η+ ξ)0 is the nearest point
in A¯ from η + ξ.
The validity of (2.2) in case 3 can be proved similarly.
Proof of Lemma 2.3. We first prove fi is 1-Lipschitz in direction i. From
(6.2), we only need to prove
|fi(x + hei)− fi(x)| ≤ h, h > 0 (6.3)
in the following two cases.
Case 1: x, x+ hei ∈ Aǫ\A¯ and ei · (x− x0) ≤ 0.
Case 2: x, x+ hei /∈ Aǫ and ei · (x− x0) ≤ 0.
For case 1, let p1 be the plane parallel to x−x0, ei and containing x. Let (x+
hei)
′ be on p1 such that (x+hei)′−(x+hei) is parallel to x−x0 and (x+hei)′−x0
is parallel to ei. Let p2 be the (k − 1)-dimensional hyperplane orthogonal to ei
and containing (x + hei)
′, and let p3 be the (k − 1)-dimensional hyperplane
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orthogonal to x − x0 and containing x0. Let (x + hei)′′ be the projection of
x+ hei on p3 and, let x
′ be the intersection of the line {x0 + t(x− x0) : t ∈ R}
with p2. Then, (x+hei)
′
0, the projection of (x+hei)0 on p1, must be within the
trapezoid {x0, x′, (x+hei)′, (x+hei)′′} (including the boundary), which implies
h ≥ fi(x+ hei)− fi(x) ≥ 0. Therefore, (6.3) is satisfied. Case 2 is similar.
Since fi is 1-Lipschitz in direction i, ∂ifi exist a.e.. From Lemma 2.2,
fi(x+ hei)− fi(x)
h
=
(hei) · (f(x+ hei)− f(x))
h2
≥ 0, ∀ h ∈ R, h 6= 0.
Therefore,
∂ifi(x) = lim
h→0
fi(x + hei)− fi(x)
h
≥ 0 a.e.
Proof of Lemma 2.4. If θi = 0, fi(x) = x−x0 = xi−x0i. Note that x0 does
not change by moving x a little in the direction of ei. So ∂ifi(x) = 1 = cos
2 θi.
If θi = π/2, Lemma 2.4 follows from Lemma 2.3.
If 0 < θi < π/2 and h > 0 small enough such that x + hei ∈ (Aǫ)o\A¯. Let
p1 be the (k − 1)-dimensional hyperplane orthogonal to x − x0 which contains
x0. Let (x + hei)
′ be the projection of x + hei on p1. Let p2 be the (k − 1)-
dimensional hyperplane orthogonal to x0− (x+ hei)′ which contains (x+ hei)′.
The hyperplane p1 divides R
k into two parts s1, s2 where s2 is open and contains
x; the hyperplane p2 divides R
k into two parts s3, s4 where s3 is closed and
contains x. By observing
(x+ hei − (x+ hei)′) · ei = fi(x) + cos2 θih
and (x+ hei)0 must be in s1 ∩ s3, we have,
fi(x+ hei) ≥ (x+ hei − (x+ hei)′) · ei = fi(x) + cos2 θih.
This implies
fi(x+ hei)− fi(x)
h
≥ cos2 θi. (6.4)
Therefore,
lim
h→0+
fi(x+ hei)− fi(x)
h
≥ cos2 θi a.e.
So ∂ifi(x) ≥ cos2 θi a.e. . For the other possible choices of θi, the arguments are
similar. This completes the proof of Lemma 2.4.
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