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Abstract: 
Let x1 (1 X 1), ~ (1 X p2 ) and !_3 (1 X p3) be three sets of random 
variables distributed jointly as a normal distribution. Let p 1 _23 and 
p 1 _2 be the multiple correlation coefficients between x1 and (~,~) 
and between x1 and !e' respectively. Invariant tests for the 
following four testing problems are considered: P1 •23 = 0 vs. P1 •23= P1 _2+ 0, 
P1.23= 0 vs. P1.2= O, P1.23+ 0, P1.23= Pl.2 vs. P1.23t Pl.2' 
p1 _2= 0 vs. P1 _24 O. The joint distributions of the sample multiple 
correlation coefficients Rl.23 and Rl.2 is derived. 
Key words and phrases: Multiple correlation; Multiple partial correlation; 
invariant tests 
AMS Classification Numbers: 
~ 
¥ 
~ 
\ii> 
I !, 
-
-
1. Introduction. Consider a random vector X: 1 x p, partitioned as 
X z (x1 , ~(1 X p2), ~3(1 X p3)), following the p-variate normal dis-
tribution with the mean vector ~ and the positive definite covariance 
matrix 'E partitioned as 
[ cr ;2 ;3] 1 11 E= ;1 ~22 ;3 p2, (1.1) 
~1 ~2 ~3 P3 
1 P2 P3 
Let pl.23 and P1.2 be the multiple correlation coefficients between 
xl and (~, ~), and between xl and ~, respectively; here subscripts 
1, 2 and 3 refer to x1 , ~ and ~, respectively. We consider the 
following testing problems when ~ and !) are unknown: 
(i) Hl :pl.23 = O vs. Kl:pl.23 = Pl.2 + O 
{ii) H2:pl.23 = 0 vs. . K2:pL2 = O, pl.23 + 0 
{iii) H3:pl.23 = pl.2 vs. K3 :p 1.23 =I= p 1.2 
(iv) H4 :pl"2 = O VSo K4 :pl.2 + Oo 
Tests for the above proble~ will be considered based on N inde-
pendent observations on ~- Let X and S/N be the maximum likelihood 
estimates of ~ and ~, respectively. (N > p). 
The above problems are invariant under the group q of transformations 
g, given by 
g !_= [Xl+al' ~+a-2, ~+%] [:ll :22 
0 0 
(1.2) 
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where 
is 
and 
and a1:l x 1, 
G33 :p3 X p3 are nonsingular matrices, 
~:1 X p2 , ~:l X p3 are real vectors. 
It will be shown in Section 2 that a set of maximal invariants in 
the space of (x, s) is given by 
(L4) 
where R1 _23 and R1•2 are the sample multiple correlation coefficients 
between x1 and (~, ~), and between x1 and ~, respectively. 
A set of maximal invariants {by the induced group of transformations) on 
the parameter space is given by 
In terms of y2 and v3 the above testing problems can be written as 
follows: 
(i) Hl :y2 = Y3 = 0 vs. Kl:y2 =f= O, y = 0 3 
{ii) H2:y2 = Y3 = 0 vs. K2:y2 = O, v3 :f= 0 
(iii) H3:y3 = 0 vs. K3:y3 t 0 
{iv) H4:y2 = 0 VSo K4 :v2 =f= 0" 
z3 is interpreted as the partial multiple corr-
(1.5) 
In Section 2, 
elation coefficient. In Section 3 the distribution of z
2 
and z3 is 
derived. Invariant tests for the problems (i)-{iv) are considered in 
Section 4. 
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2o Maximal Invariants and Likelihood-ratio Testso The transformation 
induced by g on the space of sufficient statistics {!,, s) is given 
by (t S) ~ ({i + !_)G, G 1SG) , 
where 
[ 
gll 0 
G = 0 G22 
0 0 
It is clear that any invariant function depends on X and S only through 
s. Let us partition S as follows: 
s11 812 8
13 l 1 [ s = 821 822 823 P2 g (2.1) 
831 
s 8
33 P3 32 
1 p2 P3 
There exists a matrix T {which can be defined uniquely, almost sure) 
given by 
[ T22 T23] p2 T = 
0 T33 P3 
Po 
._ P3 
such that 
T' [ 
822 S23 j T I 832 = . 833 P2+P3 
- 3 -
-.. 
Define 
[ -½ sll G(l) = 0 
0 
Then 
1 
0 0 ] 
T 
-½ 812T22sll ) -½ (s12T23+813T33 sll 
0 
There exists an orthogonal matrix L22 :p2 X p2 such that its first 
_.J., 
colunm is proportional to T~s21s 1~, and another orthogonal matrix 
h 1 ( I I ) -½ L
33
:p
3 
x p
3 
wit its first co umn proportional to T23s21+T33
s 31 s 11 • 
Note that 
Define 
[ 1 0 G(2) = 0 L22 
0 0 
Then 
G(2)G(l)SG(l)G(2) 
1 
• 
0 
• 
. 
• 
0 
: l · 
L33 
= 
R1 •2 0 o•o 0 
0 
0 
....J 
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It now follows that (z2 , z3), defined in (1.3, lo4), is a set of maximal 
2 · 2 invariants since R1 _23 and R1 _2 are invariant functions. The following 
lemma is useful in understanding the definitions of z3 and 
LeIIllllao Let p1302 be the (population) multiple partial correlation 
coefficient between x1 and !g, eliminating the effect of linear 
regression on ~- Let R1302 be the corresponding sample multiple par-
tial correlation coefficient. Then 
2 2 
p 1.23- plo2 
y = ------- - p2 3 2 - 13o2' 
1 - pl. 2 
(2.2) 
Proof: It is enough to prove the result for, y3• Without loss of gen-
erality, assume ~ = 2: Let the regression of x1 on ~ and ~ be 
~ ~1 + ~ ~1' 
and the regression of x
3 
on x
2 
be ~s23 • Let 
Then 
It is clear now that ~( ~l + s23 ~ 1) is the linear regression of 
x1 on ~- Let 
- 5 -
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Finally, we have 
The desired result follows from the above equationo 
It may be easily seen that the critical region of the likelihood-
ratio tests for either of the problems (i) and (iv) is of the form 
z2 > k, 
and the critical region, for the likelihood-ratio tests for either of 
the problems (ii) and {iii) is of the form 
z3 > k. 
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3. Dis trib~tion of __ z2 and z3. Without loss of generality, assume 
Then 
[ ~1 
;2 
~3 l ~ I I..J= I 
P2 
'E31 0 I P3 
l - Pf.23 = (l-y2){l-y3) = l - ;2'E21 - ;_3'E31 , 
1 - Pf .2 = 1 - Y2 = 1 - ;;:21 • 
(3.1) 
(3.2) 
(3 .3) 
Consider the conditional joint distribution of the first components of 
the observed X-vectors given the second and the third sets of components. 
From least-squares analysis or Fisher-Cochran Theorem {see [3]) it can 
be seen that conditionally 
{a) _ Rf.2 sll N 2 vl 
ul ~ (1-y2)(1-y3) x;2<c1-y2)(1-y3)) , 
where 
II ); -1 ½ ); ½ 112 vl = '1.3832822822 +12822 , 
(b) 
where 
R2 - R2 V 
_ 1.23 1.2 N X2 ( 2 ) 
u2 = (1-y2 )(1-y3) sll p3 (1-y2){1-Y3) ' 
V 2 = ;3833 .2 L'{3 ' 
-1 833.2 = 833 - 832822823 
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(3.5) 
(3.6) 
(3.7) 
(3.8) 
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{c) 
1 - R2 
- 1.23 S N X2 
u3 = (l-y2)(1-y3) 11 n-p2-P3 
where 
n = N - 1 , 
and 
(d) ul,u2,u3 are independently distributedo 
(3.9) 
(3.10) 
{In the above x!{&) stands for the noncentral chi-square distribution 
with m degrees of freedom and the noncentrality parameter 60 For a 
vector ~, we write 11~\2 = ~·.) Given the second set of components, 
conditionally 
{e) 
(f) 
and 
vl " 
.E ~ ,., ~ t12 s22 ;2 
13 31 3 .E. E ) 13 31 
V 
2 
"5; N x2 
J.3 ;1 n-p2 ' 
(g) v1 and v2 are independently distributed. 
Note now, 
(h) 
and 
;2 s22 ;1 ,.., ~ ' 
;2 z;l 
Lj_2 ~1 = Y2 ' 
;3 ;1 = (l-y2)y3 ° 
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Combining the above results, we get the following: 
(i) U1,U and U are (unconditionally) independently distributed. 
2 3 
(j) U N y:_ p -p • 3 n- 2 3 
(k) The density of u2 is given by 
00 00 
JO~ h g(u2;p3 + 2k)exp[-v2/2(1-y2)(1-Y3)l 
n-p 
2 k --1 
x •(v2 /2(1-y2 )(1-y3)) exp[- v2/2(1-y2 )v3] v2
2 
[ 
n-p2 n-p n-p21-l 
X • 2~ r(-t')((l-y2)y3} 
2 dv2 
00 b 
= k~ ~ g(u2; P3-!-ek) ' 
where 
b = k 
n-p2 
n-p ) ~2~-
r(T + k v~<1-v3) • 
r<T) 
and g(•,m) is the density of ~o 
(1) The density of 
s R2 
u* = 11 1.2 = (l _ Y )u 
1 1 - v2 3 1 
is given by (see [1] or use (a),(b), and (h)) 
00 ~ 
J ''"" 1 ( * j _1~
0
]: g u1 ; p2+ej)exp[- v3/2](v3/2) 
0 J= 
• exp[- (1-y2 )v3/2y2][(1-y2)v3/2y2 ] 
- 9 -
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(3.16) 
(3o17) 
(3.18) 
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n/2 n 1 
• [2 r(2)]- d{v3{1-y2)/y2) 
a. * 
= ~ ]! g ( ul ; p 2 + 2j ) , 
where 
r(~ + j) n/2 j 
a.= n (1-y2) Y2 • 
J r<2> 
Define 
* * (1-y2)u1 u1 
w 2 = ( 1-y 2 )( 1-y 3 )(u2 +u 3) = --( 1---Y 2-)-(u_2_+u_3_) 
R~.2 
= , 
l-Rt2 
(1-v2 )(1-y )u; u2 w 
3 
= , _ , , _ J , -- -- , = 
= Rf .23 - Rf_2 
2 
1 - RL2 
Then the joint density of w2 and w3 is p 
n P2 +. -J+j-1 
E :E -;-r,.,. -------- • -------
00 ~ aj bk 1 r(2'"j+k)(l-y3)~ J w2 
·::0 k=O J• k. p n-p 
J- - r(_g + j )r(__g + k) 2 2 n [1+(1-y )w 12 +j+k 
3 2 
n-p 
r(~ + k) 
P:3 n-p -p 
r(2 +k)r( 22 3) 
p 
:.,;. +k-1 n-p -p 
• w 
2 
3 3 (1-w) 2 
. 3 
Hence the density of z2 = w2/(1 + w2 ) and z3 = w3 is 
- 10 -
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•_____A 7r ;:T J-v k=O Ju k. 
p 
2 +. 
n 2 J 
r(2 + j + k)(1-v3) 
P n-p 
r( 2
2 + j)r(~ + k) 
P2 n-p2 
~ +j-1 ~ +k-1 
z2 {1-z2 ) 
n 
(1-y z )2 +j+k 
3 2 
n-p 
r(~ + k) 
p 
..J. +k-1 n-p -p 
z2 2 ~ 
3 (1-z ) 2 • 
P3 n-p -p 
r(2 + k)r( ~ 3) 
3 
0 < z2 < 1, 0 < z3 < 1 
- 11 -
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4. Tests for the problems (i) - (iv)o 
Problem (i). When y3 = O, z2 and z3 are independently distributed, 
and the joint density of z2 and z3 is given by 
oo a 
~ -J 
• _f"\ J • J=v 
• 
r(~ + ·) P 2 J 2 n p 2 +j-1 -p2 
r( 2 n-p z ( -- - 1 
2 + j)r(~) 2 1-z2) 2 
r{n-p2) 
p n-p -p 
r(-1)r( 2 3) 2 2 
p l -1 n-p2-p 
z
3 
(1-z3) (4.1) 
It follows from the Neyman-Pearson Lennna that the UMP q-invariant size-a 
test has the critical region 
z2 > l(a; P2 ,n-p2 ) , (402) 
where l(a;a,b) is the upper 100~ point of the beta distribution 
B(~, !)o 
Problem (ii). When y2 = O, the joint density of z2 and z3 is 
given by 
h(z2 ,z3; y3) 
00 bk 
= ~ -;:,-k 
k=O • 
p2 
r(~ +k)(i-v/2 
P n-p 
r( 2
2 )r(~ + k) 
p n-p 2 2 
2 -1 -2- +k-1 
z2 (l-z2 ) 
n 
(1-y z )'2' + k 
3 2 
n-p 
r(~ + k) P3 2 +k-1 n-p2-p 
z 3 (1-z) 2 
P3 n-p -p r(2 +k)r( 2 3) 2 
3 
- 12 -
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Note that 
~ k l-z2 k k 
= ~ ck y 3 ( 1-y z ) z3 ' 
k::O 3 2 
whe~e ck is a numerical constant depending on k and n, p2 , p3
o 
Consider now the class of all conditional tests given by 
. (4.5) 
for almost all z1) • 
It follows from Neyman-Pearson Lemma and that the conditional (given z2 ) 
power of the test with the critical region 
(4.6) 
is maximum, uniformly in K2 , among all tests in tc(Q). Since the 
distribution of z2 is free from v3, the above test is UMP in ic(Q). 
Problem (iii)o Let f{z2 ,z3; Y2,Y3), f2{z2; Y2) and £3'z3; Y3) 
be the densities of (z2,z3), z2 and z3 respectivelyo The fact that 
the distribution of z2 involves only Y2 is a standard result; the 
fact that the distribution of z3 involves only v3 
follows from the 
results (b), {c), (d) and(£). Note now that z2 and z3 are independently 
distributed when y
3 
= 0 which obtains under H2 or H3
• Hence 
for almost all z2) o 
- 13 -
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However, the conditional distribution of z
3 
given z2 depends on 
y2 and y 3
• Conditional on z2 we test the problem y3 
= 0 vs. 
* v3 + O, y2 = y2 • Then the likelihood-ratio of the conditional 
densities of z3 given z2 = z2 is given by 
* f{z2 ,z3; y2 ,v3) 
* f 2{z2 ; y2)f3{z3; o) 
*j n 
* n/2 n/2 00 y2 r(2 + j) 
= (1-y2) (1-y3) _"B 71" p 
00 k (n ~ ~ r 2 +j+k) 
k=O k. p 
r( l +k) 
* 
J::O r(2 + j) 
2 
k (1-z2) k 
---,k- z3 
(1-y3z2) 
(1-y )j j J z2 
n 
(1-y z )'Z + j 3 2 
1 
*--- • 
£2{z2;y2) 
Given z2 , y2 , y3 
the above ratio is a monotonic increasing function 
of z
3
• Arguing as in the problem {ii), it can be seen that the test 
(4.8) 
with the critical region (4.6) is UMP in t (Q). It can also be shown that 
C 
this test is UMP similar size a in t(q). When p3 = 1, this test is 
UMP unbiased. {See [2) for the general theo~y which is applicable here.) 
Problem {iv). No optimum test in t(Q) can be found for this problem. 
It may be of interest to state that the test with the critical region (4.2) 
is UMP in t((l) among all tests whose power functions do not depend 
on Y3• 
- 14 -
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