In this paper, we address a class of distributed optimization problems in the presence of interagent communication delays based on passivity. We first focus on unconstrained distributed optimization and provide a passivity-based perspective for distributed optimization algorithms. With the help of the scattering transformation, this perspective allows us to handle arbitrary and unknown constant communication delays in the distributed optimization problem. Then, we extend the results to constrained distributed optimization. Finally, the algorithm is applied to a visual human localization problem.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TAC.2018.2823264 ponents like physical dynamics while ensuring stability and optimality for the overall system [6] , [7] .
In this paper, we study the class of distributed optimization studied in [9] - [14] . Nedić and Ozdaglar [9] present a distributed algorithm that combines consensus algorithms and subgradient methods. The results are extended to constrained problems in [10] , where a variation of the algorithm in [9] is shown to ensure exact convergence to the optimal solution using a diminishing step size. Solutions to the problem with globally defined inequality and equality constraints are presented in [11] and [12] . While the above work presents discrete-time recursive processes to compute the solution, Wang and Elia [13] , [14] take a continuous-time algorithm and provide a control theoretic perspective for the distributed algorithms.
All of the methods in [9] - [14] rely on interagent information exchanges, which are typically implemented using communication technology. Communication has various challenges such as delay [16] - [22] , packet losses [23] , limited bandwidth, topology switches [24] , noise, and so on. Among them, this paper focuses on handling delays in communication. Distributed optimization with delays is investigated, e.g., in [16] - [22] . Early work [16] addresses unconstrained distributed optimization with delays and presents a distributed solution combining consensus algorithms and subgradient methods. Tsianos and Rabbat [17] and Terelius et al. [18] present distributed solutions to a problem with constraints, but [17] needs to broadcast the information over the entire network and [18] uses the network structure and the delay information as prior knowledge. In addition, all of these methods need to take a diminishing step size to ensure asymptotic optimality, which slows down the convergence rate. Wu et al. [19] present a distributed algorithm with a constant step size for time-varying delays, but they consider only unconstrained problems. There are also publications [20] , [21] to address delays in the gradient computation.
In this paper, we approach the above problem using passivity. To this end, we first present a passivity-based perspective for a distributed algorithm based on so-called PI (Proportional-Integral) consensus algorithm [15] . In particular, it shows that the PI consensus-based solution can be interpreted as a feedback connection of passive systems. We next treat communication delays using our passivity-based perspective. Specifically, we show that the delays are successfully integrated with the distributed algorithm by using the techniques in [25] together with the scattering transformation [3] . Exact convergence to the optimal solution is then proved using passivity. These results are then extended to a constrained optimization problem. Finally, the present algorithm is applied to a visual human localization problem.
Notations: 1 n denotes the n dimensional all-ones vector and ⊗ denotes the Kronecker product. Given g ∈ R and ρ > 0, [g] + ρ , describes the map
[g] + ρ := 0, if ρ = 0 and g < 0, g, otherwise.
(1) If g and ρ are vectors, then [g] + ρ is interpreted in the component-wise sense.
II. PASSIVITY-BASED PERSPECTIVE FOR PI CONSENSUS-BASED DISTRIBUTED OPTIMIZATION
In this section, we consider a network of n agents to solve the following distributed optimization problem in [9] :
The function f i : R N → R (i = 1, 2, . . . , n) is the private cost function of agent i, which is assumed to be inaccessible from agents other than i. The subsequent discussions rely on the following assumption. Assumption 1: The functions f 1 , f 2 , . . . , f n are convex, continuously differentiable, and their gradients denoted by φ i := ∇f i (i = 1, 2, . . . , n) are locally Lipschitz, i.e., for every point x 0 ∈ R N , there exists a neighborhood X 0 such that φ i (x) − φ i (y) ≤ L 0 (x 0 ) x − y holds for all x, y ∈ X 0 with some constant L 0 (x 0 ). The set of optimal solutions to (2) is not empty, and the corresponding minimal f is finite.
Under Assumption 1, a vector z * ∈ R N is an optimal solution to (2) iff ∇f (z * ) = n i = 1 φ i (z * ) = 0 holds [8] . The agents are assumed to exchange information with neighboring agents through a network modeled by a graph G := (V, E) satisfying the following assumption, where V := {1, 2, . . . , n} denotes the vertices and E ⊆ V × V denotes the edges.
Assumption 2: The graph G is undirected and connected. The set of all neighbors of agent i is denoted by N i .This assumption is weaker than [18] and [20] if the multihop communication is identified with all-to-all communication, and is compatible with [17] and [19] .
In the sequel, we use the following well known result. Lemma 1: Consider a convex and differentiable function f : R N → R. Then, its gradient ∇f : R N → R N is incrementally passive, i.e., the following inequality holds for any x, y ∈ R N :
If f is strictly convex, (3) strictly holds as long as x = y.
In this section, we focus on a distributed algorithm based on a PI consensus algorithm [15] , formulated aṡ
where x i ∈ R N is an estimate of the optimal solution z * , u i ∈ R N is an external input, ξ i ∈ R N is an additional variable that generates the integral of the consensus input j ∈N i b ij (x j − x i ). We assume that a ij > 0 and b ij > 0 if (i, j) ∈ E and a ij = 0 and b ij = 0 otherwise, and a ij = a j i , b ij = b j i ∀i, j.
Defining ξ := [ξ T 1 ξ T 2 · · · ξ T n ] T and u := [u T 1 u T 2 · · · u T n ] T , the total system is described as
whereL P := L P ⊗ I N ,L I := L I ⊗ I N , L P , and L I are the graph Laplacians associated with the adjacency matrix with elements a ij and b ij , respectively. The matrices L P and L I are symmetric and positive semidefinite with a simple zero eigenvalue. We then have the following lemma. Lemma 2: ( [13] ): Under Assumptions 1 and 2, for any optimal solution z * to (2), there exists ξ * such that
From Lemma 2 and linearity of (5), we immediately have
is proved to be passive as below. Lemma 3: The system (6) is passive fromũ tox with respect to the storage functionS := 1 2 x 2 + 1 2 ξ 2 .
Proof: The time derivative ofS along the system trajectories is given byṠ
Let us now close the loop of u by the gradient-based feedback law u = −αφ(x). Then, the closed-loop system is formulated as
whose block diagram is illustrated in Fig. 1 . Lemma 1 means that the block φ in Fig. 1 
, it is concluded that the system in Fig. 1 is a feedback interconnection of passive systems, which is known to ensure energy dissipation [1]- [3] . Based on this perspective, we can prove the following convergence result. Theorem 1: Consider the system (8) . If Assumptions 1 and 2 hold, then x i asymptotically converges to the set of optimal solutions to (2) for all i = 1, 2, . . . , n.
Remark 1: The above algorithm together with the convergence result as in Theorem 1 was already presented in [13] . The contribution of this section is not to prove convergence itself but to provide a passivity-based perspective that (8) can be interpreted as a feedback connection of two passive systems with incremental inputs and outputs. We will show below that this perspective provides fruitful design concepts. (13) and (14) .
III. UNCONSTRAINED DISTRIBUTED OPTIMIZATION WITH COMMUNICATION DELAY
In this section, we consider that there is delay in the interagent communication. The delay is assumed to be heterogeneous albeit constant. 1 The delay from agent i to j is denoted by T ij for pair (i, j) ∈ E.
Let us focus on the individual agent's dynamics (4) with u i = −αφ i (x i ), while viewing the messages from neighbors j ∈ N i as external inputs, denoted by r x ij and r ξ ij , aṡ
whose block diagram is illustrated in Fig. 2 , where
It is easy to confirm that E ij is a passive map, i.e., the inner product of the input and output is always nonnegative [3] . Because of the delay, algorithm (8) will be implemented as r x ij (t) = x j (t − T j i ) and r ξ ij (t) = ξ j (t − T j i ). The delays may destabilize the system as well be confirmed in Section V. We thus need to redesign r x ij and r ξ ij to ensure convergence to the optimal solution even in the presence of the delays.
A. Passivity-Like Property in Individual Dynamics
Consider the system in Fig. 2 . The system is then regarded as a feedback system with the agent dynamics
and the controller
Let us focus on the open-loop system (11) with input v i enclosed by the dashed line in Fig. 2 . Then, we have the following lemma.
Lemma 4: Suppose that Assumption 1 holds. Then, the system (11) is passive fromv i to [x T iξ T i ] T with respect to the storage function 1 Remark that actual delays may be time-varying but they are known to be reduced to the constant delay model using the buffering technique in [26] .S i := 1 2 x i 2 + 1 2 ξ i 2 , wherē
The symbol ξ * i ∈ R N is a vector such that the stack vector
Subtracting the stationary equation of (8) for the equilibrium in Lemma 2 from (11) yields
because of the definition ofv i in (14) . The time derivative ofS i along the trajectories of (15) is then given bẏ
where we use Lemma 1 and Assumption 1. We next close the loop between (11) and (12). Definē
Substituting this together withv i = j ∈N iv ij into (16) proves the following passivity-like property:
Remark that, from (14) and (17), the following equations hold, which plays an important role in deriving the subsequent theoretical results in this section.
B. Scattering Transformation
In view of the architecture of [25] , the passivity-like property (18) inspires us to exchange the controller outputsv ij instead of x i and ξ i . However, in the case of the present problem,v ij ensuring (18) includes ξ * i and ξ * j in the definitions ofξ i andr ξ ij , which are not available for agent i. Thus, we instead let agent i send v ij through the scattering transformation to eliminate such unavailable terms.
The scattering transformation is then defined as
ij to agent j and s ← j i is the signal that j receives from i. Due to the delays, these signals satisfy
Once agent i receives s ← ij , it computes r ij from the second equation of (20a) and adds the resulting r ij to the controller (12) . Remark, however, that (12) and (20a) suffer from an algebraic loop. In implementation, we thus determine r ij by substituting (12) into the second equation of (20a) as r ij = (
The system with the transformation (20) and the delay (21) is known [3] . The following lemma proves that the system is also passive from the input to output with the biases v * ij , v * j i , r * ij , and r * j i . The subsequent results follow for any signal s → ij , s → j i over the negative time t < 0, but just for simplicity, we suppose that s → ij (t) = s → j i (t) = 0 ∀t < 0 throughout this paper. Lemma 5: The system consisting of (20) and (21) is passive from
Let us get back to the description (22) . The time derivative of V ij is then given bẏ
Substituting (20),
where the first equation holds from (19) ,
C. Convergence Analysis
In this subsection, we prove asymptotic optimality for the above system. In many applications, the private cost f i depends only on a part of the variables in z. The set of variables on which f i depends is now denoted by Z i ⊆ {1, 2, . . . , N }. We then make the following assumption.
Under the above assumption together with Assumption 1, the function f is strictly convex and the solution z * is uniquely determined [8] .
Remark that Z i can be empty for some i and Z i (i = 1, . . . , n) can overlap with each other.
We are now ready to prove the main result of this section. Theorem 2: Consider the system (9) for all i, the scattering transformation (20) and the delays (21) for all j ∈ N i and all i. If Assumptions 1-3 hold, then x i asymptotically converges to the optimal solution z * to (2) for all i = 1, 2, . . . , n.
Proof: Using V ij in (22) , define V := n i = 1S i + (i,j )∈E V ij . Then, combining (18) and (24), we obtaiṅ
which implies x i , ξ i ∈ L ∞ ∀i. Using (12), (20) , and (21), we can derive
by calculation, whereĒ ij := (E ij + ηI 2 N ) −1 (E ij − ηI 2 N ), and β ij and β j i are linear functions of the states
Remark that β ij and β j i are both bounded since x i , ξ i ∈ L ∞ ∀i. It is also confirmed by calculation that all the eigenvalues ofĒ 2 ij lie within the unit circle for any η > 0, a ij and b ij . Thus, both of (26) and (27) are stable difference equations with bounded inputs and hence r ij , r j i ∈ L ∞ . Namely, all of the signals are bounded and the extension of the LaSalle's principle for time delay systems [28] is applicable. In the set of solutions satisfyingV ≡ 0, for every i, x i −r x ij = 0 ∀j ∈ N i holds, which meansξ = 0, and the lth element of x i coincides with z * l ∀l ∈ Z i under Assumption 3, where z * l ∈ R is the lth element of z * . Thus, LaSalle's principle implies that (i) lim t →∞ (x i − r x ij ) = 0 ∀j ∈ N i , ∀i = 1, 2, . . . , n, (ii) the lth element of x i converges to z * l for all l ∈ Z i , and (iii) ξ i has a limit lim t →∞ ξ i .
Consider an l ∈ Z i . It is then sufficient to prove that the lth element of x j converges to z * l for all j = i. From (12) and (20)- (21), we obtain
hold. Since ξ i converges to a constant from (iii), we also obtain
Now, summing (28d) at time t − T j i and (28c) and taking its limit, it follows from (29) that
Subtracting (28b) at time t − T j i from (28a) and taking its limit, then we have
from (29)-(31). It is confirmed from (i) and (ii) that the lth element of lim t →∞ (r x ij + r x ij (t −T ij )) in (32) is equal to 2z * l , which implies that the lth element of r x j i converges to z * l . This and (i) also mean that the lth element of x j converges to z * l . Following the same procedure for a neighbor k of i or j, the lth element of x k is proved to converge to z * l . Repeating the same process, we can prove that the lth element of x j converges to z * l for all j = 1, 2, . . . , n because of Assumption 2. The above discussions are applied to every l.
IV. EXTENSION TO CONSTRAINED DISTRIBUTED OPTIMIZATION
In this section, we consider the following constrained optimization problem:
where f is defined in the same way as (2) . Not only f i but also g i : R N → R m i (i = 1, 2, . . . , n) are assumed to be private information of agent i. Denoting the lth element of g i by g il (l = 1, 2, . . . , m i ) : R N → R, we make the following assumptions in addition to Assumptions 2 and 3. Assumption 4: The functions f i (i = 1, 2, . . . , n) are twice differentiable. The functions g il (l = 1, 2, . . . , m i , i = 1, 2, . . . , n) are convex and continuously differentiable and their gradients, denoted by Γ i := ∇g i ∈ R N ×m i (i = 1, 2, . . . , n), are locally Lipschitz. In addition, there exists z such that g i (z) < 0 ∀i = 1, 2, . . . , n. The optimal solution to (33) exists and the minimal value of f is finite.
Note that, if Assumptions 3 and 4 are satisfied, the optimal solution z * to (33) is uniquely determined [8] . It is well known that, under these assumptions, z * is the optimal solution to (33) if and only if there exist λ * i ∈ R m i (i = 1, 2, . . . , n) satisfying the KKT condition [8] ∇f (z * ) +
where λ * il is the lth element of λ * i . Based on the primal-dual gradient algorithm [29] and the distributed optimization algorithm presented in Section II, we present the following algorithm:ẋ
where ρ i ∈ R m i is a vector describing the Lagrange multiplier. The block diagram of the system is illustrated in Fig. 3 . Remark that (35) depends only on the private functions f i and g i and local variables (13) and (14) .
together with the neighbors' information x j and ξ j , j ∈ N i . Thus, the algorithm can be locally executed by agent i. A solution to (35c) is known to exist and be unique despite discontinuity in the right-hand side (RHS) of (35c) [29] . It is then immediately confirmed that if ρ i (0) ≥ 0, then ρ i (t) ≥ 0 for all subsequent time t regardless of the trajectory of g i (x i ).
Let us consider the collection of (35a) and (35b) for all i. We then have the following lemma.
Lemma 6: Consider the collection of (35a) and (35b) for all i whose states are x and ξ. If Assumptions 2-4 hold, there exists ξ * i (i = 1, 2, . . . , n) such that the pair of x * = (1 n ⊗ z * ) and ξ * = [ξ * 1 · · · ξ * n ] T is an equilibrium of the system with the equilibrium inputs ν i ≡ ν * i := Γ i (z * )λ * i , r x ij ≡ z * and r ξ ij ≡ ξ * j ∀j ∈ N i for all i = 1, 2, . . . , n. This lemma is proved by substituting these equilibrium inputs into (35a) and (35b) and using (34a) and the fact that L1 n = 0.
We next consider the open-loop system (35c) from x i to ν i . We then have the following lemma.
Lemma 7: Suppose that Assumptions 3 and 4 hold. Then, the system (35c) is passive fromx i toν i with respect to the storage function U i := 1 2 ρ i − λ * i 2 , whereν i := ν i − ν * i andx i := x i − z * . Proof: Denote lth element of ρ i by ρ il (l = 1, 2, . . . , m i ). Then, the dynamics of ρ il in (35c) is given aṡ
whose RHS can be discontinuous at ρ il = 0 and g il (x i ) < 0. For convenience, the mode satisfying the upper condition in (1) is called mode 1 and the other is mode 2. We first consider the time when no mode switch occurs. The time derivative of U i along the system trajectories is then given byU i =
If mode 1 is active, ρ il = 0 and [g il (x i )] + ρ i l = 0 hold, and hence we have
Since λ * il ≥ 0 from (34b) and g il (x i ) < 0 from (1), the term λ * il g il (x i ) is nonpositive and hence we obtain
Let us next consider the time when a mode switch happens in (35c) for some l. In this case, U i can be indifferentiable in the standard sense. We thus introduce the upper Dini derivative denoted by D + U i . Then, D + ρ il − λ * il 2 is given by either of (ρ il − λ * il )0 = 0 or (ρ il − λ * il )g il (x i ) depending on the sign of (ρ il − λ * il ). Thus, following the same procedure as above, we can confirm that the following inequality holds for all time t ∈ R + :
This is rewritten as
Noticing that ρ i ≥ 0 and g i (z * ) ≤ 0 from (34b), the inequality ρ T i g i (z * ) ≤ 0 holds. In addition, (λ * i ) T g i (z * ) = 0 is true from (34c). Thus, (39) is further rewritten as
From convexity of g il , we have g il (
Using these together with ρ i ≥ 0 and λ * i ≥ 0, we can prove
Integrating (40) in time completes the proof. Now, we focus on the blocks encircled by the dashed line in Fig. 3 whose system formulation is given by
with (35c). Then, we have the following lemma. (13) and (14) .
Proof: Following the same procedure as Lemma 4 yieldṡ
Combining this and (40), we have
Integrating this in time completes the proof. The above lemma means that the agent's passive dynamics in Fig. 2 is just replaced by another passive dynamics with the same input-output pair, and hence the passivity-like property (18) again holds. Let us now take the same interagent communication strategy as in Section III-B so that Lemma 5 is ensured. We then obtain the convergence result, where we use the following assumption.
Assumption 5: The delays are homogeneous, namely T ij = T ∀i, j for some T . When we construct a graph G = (V, E ) from G = (V, E) so that (j, k) ∈ E iff there exists i satisfying (j, i) ∈ E and (k, i) ∈ E, then the graph G is connected.
Remark that the interagent communication is represented not by G but by G similarly to the above sections, and the neighbor set N i is defined by the graph G. The graph G is introduced just to describe the additional assumption on G.
Theorem 3: Consider the system (35) for all i with the scattering transformation (20) and delays (21) for all j ∈ N i and all i. Then, x i asymptotically converges to the optimal solution z * to (33) for all i = 1, 2, . . . , n if: 1) Assumptions 2-5 hold and b ij is common, i.e., b ij = b ∀j ∈ N i , ∀i holds for some b, or 2) Assumptions 2, 3 with Z i = {1, 2, . . . , N } ∀i and 4 hold.
Proof: Define the energy function W := n i = 1 W i + (i,j )∈E V ij . Then, combining (24) and (42), we obtain
which implies x i , ξ i ∈ L ∞ ∀i, which impliesξ i ∈ L ∞ ∀i. The inclusions r ij , r j i ∈ L ∞ are also proved in the same way as (26) and (27), and henceẋ i ∈ L ∞ ∀i. Solving (26) , r ij (t) is given by a convolution sum of the input β ij whose time derivative is bounded. We thus havė r ij ∈ L ∞ ∀i for all j ∈ N i and i = 1, 2, . . . , n.
The inequality (43) means that (x i − r x ij ) ∈ L 2 for all j ∈ N i and i = 1, 2, . . . , n, and
. . , n. We see from the above discussions that the time derivative of
which is also bounded. Thus, invoking Barbalat's lemma [3] , we can prove
lim t →∞ (x i − r x ij ) = 0 ∀j ∈ N i and ∀i = 1, 2, . . . , n.
Under Assumption 5, there exists i such that |N i | ≥ 2. Take two neighbors j, k ∈ N i of such i. Then, (45) implies that
Following the same procedure as Theorem 2, the (31) hold. From (45), we can also prove (29) . Subtracting (28b) at time t − T j i from (28a) under T ij = T j i = T and b ij = b and taking its limit yield
from (29) and (31). The same equation holds for k. Subtracting (47) from that for k, and using (46), we have
From (45) and (48) means that lim t →∞ (x j − x k ) = 0, which holds for any pair such that (j, k) ∈ E . Under Assumption 5, we can conclude that there exists a trajectory c(·) such that lim t →∞ (x i − c) = 0 for all i. (44) is then rewritten as
Since σ is continuous and lim t →∞ (x i − c) = 0, we have lim t →∞ (σ(x i ) − σ(c)) = 0 and hence
From this, we can also prove c → z * in the same way as asymptotic stability in Lyapunov theorem. It is thus concluded that x i → z * ∀i under Assumption 1).
The proof under 2) is immediate from (44).
V. APPLICATION TO VISUAL HUMAN LOCALIZATION USING PEDESTRIAN DETECTION ALGORITHM
We finally apply the proposed algorithms to the visual human localization problem investigated in [27] . Here, multiple networked cameras are assumed to be distributed over the three-dimensional (3-D) Euclidean space to monitor a human as shown in Fig. 4 . Each camera acquires 2-D rectangles on its own image plane in which the human lives, as shown in the small windows of Fig. 4 , by executing a pedestrian detection algorithm, e.g., in [30] . Then, if camera i detects the human, then it knows that the human must be inside of a cone H i defined by connecting the focal center and the vertices of the rectangle. In this paper, we suppose that all of the five cameras detect the human.
Suppose that the human is modeled as an ellipsoid Ω(q, Q) = {p ∈ R 3 | (p − q) T Q −2 (p − q) ≤ 1}, the decision variable z consists of the elements of q ∈ R 3 and Q ∈ S 3 ×3 . We then formulate the local cost function f i (z) = − log det(Q) + minq ∈C i q − E i q 2 , where E i ∈ R 2 ×3 extracts two of three elements of q. In this simulation, we assign first and second elements to cameras 1-3, and first and third elements to cameras 4 and 5. The set C i is the line segment connecting the focal center and the center of the rectangle on the image projected onto the 2-D plane such that the element not extracted by E i is 0. The local constraints are given by Ω(q, Q) ⊆ H i and Q > 0, which are reduced to the form of g i (z) ≤ 0. See [27] for more details on the formulation. Note that Assumptions 3 and 4 are satisfied in a realistic situation.
We first run the algorithm without the scattering transformation for communication delays T ij = 0.03 s for all (i, j) ∈ E, where the time step is set to 4 ms. The communication network is set to a ring graph, where a ij and b ij are selected as a ij = 1 and b ij = 3 for all (i, j) ∈ E. The initial values of the estimates of q are randomly selected within [0 1] and those for Q are set to a diagonal matrix with elements 1, 1, and 2 for all i. The initial values of ρ i are also randomly selected within [0 1], and ξ i (0) = [1 2 3 1 1 2 0 0 0] T for all i. The gain α is set to α = 2. Then, the trajectories of x 1 , x 2 , . . . , x 5 are illustrated in Fig. 5 , namely they diverge and the simulation stops.
We then implement the algorithm presented in Section IV with η = 1. The resulting trajectories x 1 , x 2 , . . . , x 5 are shown in Fig. 6 . We see that the system is stabilized by the scattering transformation, and they successfully converge to the optimal solution. The final estimates of the ellipsoid are illustrated in Fig. 4 , where we see that every camera successfully computes an ellipsoid tightly enclosing the human.
VI. CONCLUSION
In this paper, we addressed a class of distributed optimization problems in the presence of the interagent communication delays. To this end, we first focused on unconstrained distributed optimization problem, and presented a passivity-based perspective for the PI consensusbased distributed optimization algorithm. We then proved that by suitably interconnecting the PI consensus-based distributed optimization algorithm with the scattering transformation, convergence of the optimization process can be guaranteed despite arbitrary and unknown constant interagent communication delays. Moreover, we extended the results to distributed optimization with local inequality constraints. Finally, the present algorithm was applied to a visual human localization problem.
