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Abstract 
This paper presents a forecasting method called k nearest neighbor based local linear wavelet neural network (kNN-LLWNN) 
for the on-line, short-term prediction of five-minute traffic volumes at westbound of Interstate 64 in Hampton Road in 
Virginia.  The method is based on combining k nearest neighbor (k-NN), with local linear wavelet neural network (LLWNN).   
The idea is to apply k-NN method to form the training dataset for LLWNN instead of taking the whole historical dataset for 
training. The proposed model is compared with k-NN, LLWNN and support vector regression (SVR) separately from 
prediction accuracy and running time two aspects.  Experiments are conducted to decide the most appropriate parameters for 
the four models for the verification dataset. For the test dataset, t
kNN-LLWNN performs comparable with LLWNN and SVR, and its running time is much lower than LLWNN and SVR 
because of the introduction of k-NN. 
© 2013 The Authors. Published by Elsevier B.V.  
Selection and/or peer-review under responsibility of Chinese Overseas Transportation Association (COTA). 
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1. Introduction 
With the high speed development of intelligent transportation system, real-time short-term traffic volume 
prediction has become a very popular study area. As opposed to long-term volume forecasting which provides 
Annual Average Daily Traffic (AADT) forecasts for relatively long prediction horizons (sometimes reaching up 
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to 20 years), short-term traffic forecasting uses real-time traffic information from roadway sensors to predict the 
likely changes in traffic flow for much shorter prediction periods, which typically range between 5 minutes to one 
hour into the future. Short-term forecasting thus provides the functionality needed for on-line transportation 
system management and control.  
In the past few decades, a lot of short-term forecasting methods have been proposed. Time series analysis like 
Seasonal Autoregressive Integrated Moving Average model (SARIMA) is one of the most popular and 
extensively used short-term traffic volume prediction methods.  Williams, B.M. and L.A. Hoel (2003) presented 
the theoretical basis for modeling univariate traffic condition data streams as SARIMA processes.  Smith, 
Williams and Keith Oswald (2002) showed that SARIMA performs better than nonparametric nearest neighbor 
regression on the single point short-term traffic flow forecasting problem. A limitation of SARIMA with respect 
to time series forecasting in general, however, is that the model assumes a linear correlation structure among the 
time series values, and hence may not be able to capture the non-linearity inherent in complex real-world 
problems like transportation system. 
In order to overcome the limitation of the models like SARIMA, AI-based methods are becoming more and 
more popular, For example, many different types of Neural Networks (NNs) have been proposed for short-term 
traffic volume forecasting such as back propagation networks (Smith & Demesky, 1994), radial basis function 
networks (Park, Messer & Urbanik, 1998), resource allocating networks (Chen & Grant-Muller, 2000), and 
wavelet networks and wavelet neural networks (WNN) (Xie & Zhang, 2006).  Besides NNs, Support Vector 
Regression (SVR) has also recently been used (Castro-Neto, Jeong & Han, 2009; Hong & Dong, 2011). In 
addition to AI, another popular class is nearest neighbor methods. Zhang, Hu and Liu (2010) used k nearest 
neighbors (k-NN) for short term prediction and showed the method to be quite accurate and transferable. Smith 
and Demetsky (1997) also found that k-NN performs the best in comparison to back-propagation NN, historical 
average and time series model. 
Recently, Chen, Yang and Dong (2006) proposed one neural networks model called local linear wavelet neural 
network (LLWNN) for time series prediction, and they have shown LLWNN has more accuracy than the 
conventional WNN. Because as far as we know, LLWNN has not been tested for short term traffic volume 
prediction task, and considering the fact that the training time of neural network is usually very long, this paper 
will build a k nearest neighbor based local linear wavelet neural network model (kNN-LLWNN) for on-line short-
term traffic volume prediction. The performance of kNN-LLWNN will then be compared with k-NN, LLWNN 
and SVR models.  
The rest arrangement of the paper is as following: methodology part will give a brief theory introduction of the 
models including kNN-LLWNN, LLWNN, k-NN and SVR; then the next section will talk about the development 
of the models like the data description, the parameters setting of the models and so on; in the third section there 
will be a comparison among the performances of the models, and finally conclusion will be provided. 
2. Methodology 
Before we talk about the prediction models, the prediction task can be depicted as following: given a time 
series dataset, 1 2, ,..., tX X X , t  is the current time step, for each , 1iX p i t , its data item 
1 1[ , ,..., ]i i p i iP X X X can be built, the data item denotes a sequence of characters collected in a certain period, 
p is the length of the data items, iX now data item 1 1 2[ , ,..., ]t t p t p tP X X X  is 
known, and  we want to predict its output, the record for next time step 1tX . 
2.1. k Nearest Neighbor based Local Linear Wavelet Neural Network (kNN-LLWNN)  
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In this section, we will introduce the basic theory of k-NN and LLWNN firstly, and then based on this, we will 
talk about kNN-LLWNN.  
2.1.1. k-Nearest Neighbor (k-NN) 
k-NN is a prediction method which decides the predicted volume 1tX  by finding the k nearest neighbor (i.e. 
most similar) of the input data item 1tP  in a historical dataset, and using their observed outputs. The Euclidean 
distance is typically used to assess similarity. When k nearest neighbor are found, and assuming their 
corresponding output values are , 1,2,...,iv i k  the predicted value 1tX  can be determined by calculated the 
weighted average of the neighbors as follows:  
 1
1
1 k
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t k
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2.1.2. Local Linear Wavelet Neural Network (LLWNN) 
 
Fig. 1. Structure of LLWNN model 
For the simplicity, we use 1[ ,..., ,..., ]i pP x x x and y to represent the previously mentioned 
1 1[ , ,..., ]i i p i iP X X X and , 1iX p i t .As seen in the Fig 1, the output of the model will be: 
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In LLWNN, for p input and l hidden neurons, there will be (2 1)*p p l parameters. Suppose the parameters 
form into one vector . For the training of the model, the objective function to be minimized is: 
 
^
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C E y y                (3) 
At the beginning, these parameters are randomly initialized, then in order to get the optimal values of , the 
gradient algorithm is applied: 
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where, ( ) /i i ij ijz x b a , 1 i p , 1 j l . 
 will be updated recursively after arrival of each pair of data item and its output { , }P y . In order to control 
the learning process of gradient algorithm, two more parameters need be determined, learning rate r  and 
convergence criterion c . Learning rate r  decides the speed of converge of the algorithm. The gradients for each 
parameter shown in the equations should multiply learning rate r , then can be used to adjust the parameters. For 
example, for each iteration, 0jw  will be updated like this: 
0 0
0
*j j
j
Cw w r
w
                                (9) 
Convergence criterion c tells how many times the training dataset should be fed to the training process, it 
could be an exact number of iterations, or a threshold is fulfilled (for example, the prediction error for training 
dataset for two continuous iteration is less than 0.0001).  
When the learning process of gradient algorithm stops, the input of LLWNN can be replaced by 
1 1 2[ , ,..., ]t t p t p tP X X X , and calculate the prediction of 1tX . 
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2.1.3. kNN-LLWNN 
As mentioned before, usually, when we train a neural network model, the historical dataset will be taken to 
construct the data items iP  and outputs iX  , which will then form the training dataset. If the size of training 
dataset is set very low, the performance of the model will be affected, while if the training dataset is very large, 
the computational cost could be very high. To overcome this problem, we can combine k-NN and LLWNN 
models, which is that applying k-NN method, we can find k  nearest data items of 1tP , as well as k outputs; 
secondly, just take these data items and outputs as the training dataset to train the LLWNN model. Fig 2 shows 
the prediction process of kNN-LLWNN model.  
 
Fig. 2. Flow Chart of kNN-LLWNN Prediction Process 
2.2. SVR model 
    Support Vector Regression (SVR) shares several advantages of the Support Vector Machine (SVM) concept, a 
popular machine learning method based on statistical learning theory proposed by Vapnik, V (1999).  SVM 
embodies the structured risk minimization principle and attempts to minimize an upper bound of the 
generalization error. Initially, SVMs were developed to solve classification problems, but with the introduction of 
Vapnik s insensitive loss function in 1997, SVM was extended to allow for solving nonlinear regression 
problems, resulting in the SVR method. SVR can be described as follows: 
    As mentioned, after transform, we have training dataset {( , )}i iP X R  , 1p i t where  denotes the 
space of the input patterns and m t p  is the total number of training samples, a linear regression function can 
be stated as ( ) ,f x w x b  with , ?w b R , where ,  denotes the dot product in , and b  is a scalar 
threshold. Assuming an insensitive loss function, a function intended to allow for ignoring errors that fall 
within a certain band or distance from the true value, the w  and b can be obtained by solving Equation 2 below. 
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Subject to 
,
,
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i i i
i i i
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w x b y , 
where, 
 0  is insensitive loss function, representing the maximum deviation allowed; 
 ( 0)C  is the penalty associated with excess deviation during the training; and 
,i i  are the slack variables corresponding to the size of the positive and negative excess deviation, 
respectively.  
    In the process of solving this optimization problem, SVR achieves nonlinear regression by mapping the 
training samples into a high dimensional kernel induced feature space, followed by linear regression in that 
space. Since the kernel mapping is implicit (depends only on the dot product of the input data vectors), it is 
possible to map the data to a very high dimension, and still keep the computational cost low. A Radial Basis 
Function (RBF) 
2
i j i jx , x exp x xK is one common kernel function.  The parameters of the SVR 
models, namely the penalty factor C and the gamma in the kernel function, are often optimized using the k-fold 
cross validation method (Chang & Lin, 2011).  
3. Model Development 
3.1. Dataset Description and Experiment Environment 
The dataset a five-minute traffic volume dataset coming from westbound of Interstate 64 in Hampton Road in 
Virginia, it starts from 01/07/2005, the dataset length is 2,000. The first 1,000 data points is used to train the 
model, the second 500 data points is the verification dataset, and the last 500 data points will be used to test the 
model. 
The computer for the experiments has a 3.00 GHz processor, 4.00 GB RAM. All the experiment codes are run 
in Matlab R2009a.  
3.2. Prediction Accuracy Measure 
One measure was utilized in this study to assess the accuracy of the models developed: the Mean Absolute 
Percentage Error (MAPE).  
     
1
1 | |
n
t t
t t
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              (11) 
where tA  is the true value, tF  is the predicted value. 
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3.3. k Nearest Neighbor based LLWNN model 
In order to apply this model, a few parameters need be set. Because of the introduction of k-NN, one of these 
parameters is k , besides this, another parameter is the length of data item, p , which is also the number of inputs 
in LLWNN; in LLWNN part, except p , the number of neurons in hidden layers l  should be decided, the 
learning rate r is set as 0.05, the training will stop if the change of the average total error is less than 0.0001. 
Because the number of hidden neurons l  is usually proportional to the input number p , such as 2 1l p , 
(Fletcher & Goss, 1993), finally the two important parameters are k and p . Although we can get a preliminary 
result through statistical analysis such as delay time and embedding dimension, in this study, basically we try a 
lot of combinations of k and p , and use the combination which gives the lowest MAPE for verification test as 
the structure of our model. 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Change of MAPE with respect to Data Item Length p  and Nearest Neighbor Number k  for kNN-LLWNN 
From Fig 3, we can see when the nearest neighbor number is fixed, there is a trend that larger input length p 
will make MAPE increase; while when the input length p is fixed, there is also a trend that MAPE will also 
increase with the increase of nearest neighbor number. The optimal combination of input length and nearest 
neighbor number is 2p  and 20k , where the MAPE is 9.37%; the worst combination is 10p  and 50k , 
where the MAPE is 12.80%. 
 
 
 
 
 
 
 
 
 
 
Data Item Length p  
Data Item Length p  
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Fig. 4. Change of Running Time with respect to Data Item Length p  and Nearest Neighbor Number k  for kNN-LLWNN 
In Fig 4, we also recorded the running time of these experiments, basically, the running time will become 
higher and higher when the input length p  and nearest neighbor number k  are increasing. For example, when 
2p  and 10k , the running time is only 306 seconds, but when 10p  and 50k , the running time is as high 
as 18,923 seconds. 
In order to verify the effectiveness of kNN-LLWNN, k-NN and LLWNN models are also built separately, 
which are discussed in the following part. 
3.4. k-NN model 
 
Fig. 5. Change of MAPE with respect to Data Item Length p  and Nearest Neighbor Number k  for k-NN 
Fig 5 shows the change of MAPE for different combinations of data item length p and nearest neighbor 
number k . As can be seen, when data item length becomes larger, the MAPE is also increasing; and more 
nearest neighbors will also make the prediction worse. 2p and 10k  can produce the lowest MAPE which is 
9.81%; but 10p  and 50k  will cause the MAPE as high as 12.16%.  
The running speed of k-NN model is relatively very fast. For example, when 2p and 10k , the running 
time is merely 47 seconds. So here the running time results of k-NN are omitted. 
3.5. LLWNN model 
For LLWNN model, we still need to decide the data item length p , and besides that, a training data set needs 
to be defined, letter O  is used to refer to the length of the training dataset, as we said, the first 1,000 data points 
could be used as the training dataset, so the maximum of O  is 1,000, in order to make the model run fast, the 
other possible values of O  are also tested, like 200, 400, 600 and 800. Here we adopted a moving window 
strategy which is to keep the size of the training data set, O , fixed, and  replaces the earliest data point in O  with 
the latest known point added.  
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Fig. 6. Change of MAPE with respect to Data Item Length p  and Training Dataset Size O for LLWNN 
As seen from Fig 6, when data item length 2p and 1000O , the MAPE 9.12% is the lowest, and if the data 
item length p is set as 10, and O  is set as 200, the MAPE is the highest, which is 17.25%. 
 
Fig. 7. Change of Running Time with respect to Data Item Length p  and Training Dataset Size O for LLWNN 
Fig 7 shows the running time of LLWNN, obviously, larger data item length p  and larger training dataset size 
O  will make the model run slower. When the MAPE is the lowest, the running time is as high as 3,696 seconds. 
3.6. SVR model 
    For the SVR model, the value of the insensitive loss function ( ) was set as 0.01, and the Radial Basis 
Function (RBF) was chosen as the kernel function. As mentioned previously, the input to the SVR model at a 
given time step is a vector, iP , whose length is p , defined as 1 1[ , ,..., ]i i p i iP X X X .  After training, the SVR 
would use 1 1 2[ , ,..., ]t t p t p tP X X X  to predict the next data point in the series, 1tX .  
Data Item Length p  
Data Item Length p  
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    As same as LLWNN, a moving strategy is also applied to form the training dataset. O  is still used to represent 
the training dataset size. The different thing is that here we recalibrate the SVR model (i.e., determine new values 
for C  and gamma) every 100T  time steps.  The reason the SVR model is only recalibrated every 100 time 
steps instead of one time step is that the calibration process is computationally intensive and hence cannot be 
practically performed after each prediction.   
To determine appropriate values for both p  and O , multiple combinations of the values of the two parameters 
were tried, and the MAPE for the testing dataset was calculated for each combination.  Fig 8 shows the results 
from these experiments performed on the testing dataset. As can be seen, larger training dataset O  can increase 
higher prediction accuracy; while data item length p does not have an obvious effect on the MAPE; the 
combination of 6p  and 1000O appears to yield the smallest prediction error which is 9.25%, and 8p  and 
200O  produces the highest prediction error which is 18.15%. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Change of MAPE with respect to Data Item Length p  and Training Dataset Size O for SVR 
    Fig 9 also shows the running time for different training dataset size, O , and data item length, p .  As can be 
seen, the running time of SVR model is very high, when training dataset size O  is set as 1000 to get the lowest 
MAPE, the running time is around 40,000 seconds. 
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Data Item Length p  
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Fig. 9. Change of Running Time with respect to Data Item Length p  and Training Dataset Size O for SVR 
4. Comparison of the Models 
As mentioned before, the last 500 data points will be used as the test dataset after the best parameters are 
determined based on verification dataset.  That is 2p  and 20k  for kNN-LLWNN, 2p and 10k for k-
NN, 2p and 1000O  for LLWNN, 6p  and 1000O for SVR. The final results are shown in Table 1.  
Table 1. Comparison of kNN-LLWNN, kNN, LLWNN and SVR for Test Dataset 
 kNN-LLWNN kNN LLWNN SVR 
MAPE (%) 10.70 11.92 10.51 10.28 
Running Time (seconds) 352 56 3,514 37,131 
 
We can see SVR performs the best with MAPE of 10.28%, but its running time is also the highest: 37,131 
seconds; the MAPE of LLWNN is 10.51%, which is second best, while its running time of 3,514 seconds is also 
very high; kNN-LLWNN has a little worse MAPE of 10.70% compared with SVR and LLWNN, but the running 
time is relatively low which is 352 seconds; then at last k-NN performs very fast, but it has a highest MAPE of 
11.92%.  
In order to view the performances of kNN-LLWNN, k-NN, LLWNN and SVR more disaggregate, Fig 10 
compares the predictions of the four models with real values for the same 50 data points in test dataset. As can be 
seen, basically, the predictions of all the four models are very close to the real values, except for the first 20 
points, k-NN performs a little worse.  
 
Fig. 10. Comparison of Predictions of kNN-LLWNN, k-NN, LLWNN and SVR with Real Value 
5. Conclusions and Future Work 
This paper proposes the kNN-LLWNN model, which uses k-NN to produce the training dataset for LLWNN, 
instead of using the historical dataset as the training dataset. Through the comparison of kNN-LLWNN with k-
NN, LLWNN and SVR, the conclusions are as following: 
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 kNN-LLWNN performs worse but comparable with LLWNN and SVR, and its computational cost is 
much lower than LLWNN and SVR.  
 k-NN has a shorter running time than kNN-LLWNN, LLWNN and SVR, but its performance could be the 
worst. 
 For LLWNN and SVR, larger training dataset will make the MAPEs lower; for kNN-LLWNN and k-NN, 
larger k does not promise better performance. 
In the future, more work is necessary, such as finding the better way for the selection of the parameters, testing 
the kNN-LLWNN model for more test datasets and so on.    
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