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Abstract
In the design process of vehicles, crash tests are very critical to determine the safety measures.
Every motor manufacturing company has to maintain certain standards for their autos. This will
lead to the design optimization of safety measures utilizing the data available from crash tests.
The engineers perform various experiments to generate data from crash testing of vehicles in
their manufacturing facility. With the help of simulators; they create a virtual environment to
perform design changes. Hence the data obtained from the crash tests is vital in design
optimization of safety systems. The present study deals with the technologies involved in
analyzing data obtained from these experiments to ensure the prediction of data from crash tests
being accurate. Current approach compares Multiple Regression Analysis and Principal
Component Analysis for the prediction of data. The present work successfully derived methods
for predicting data mere accurately to help the engineers reducing their efforts in conducting real
time crash tests.
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Chapter 1: Introduction
1.1.Background
Every motor company conducts hundreds of crash tests each year which helps the
engineers to improve the design and to determine the vehicle restraint systems such as seat belts,
air bags and perform to the safety requirement. Large volumes of data are collected by engineers
in these crash tests to calculate the overall safety rating, develop a best approach to design the air
bag system, seat belt system as well the car structure, understand the injury mechanisms and
performance of child restraints [1]. They need to check these measurements to meet safety
standards and federal requirements. The engineers measure different types of data like, chest
deflection of dummy at particular time, safety acceleration on the head of the dummy, head
damage according to the safety/crash requirements. These types of data are often summary
measures of time functions such as maximum acceleration, deflection during a specified time
period, acceleration at a specified time instance, etc. for design improvisation these summary
measures are calculated from the time functions and are used as data to fit response surfaces.
Hence it is required to analyze the data collected and validate accurately [2]. In data analysis, it
is very difficult to analyze the whole data as the volume of the data is more. So, there should be
redundancy in the data which can be eliminated or ignored while doing analysis. The validation
of time functions has been difficult especially when there are more variables. Usually different
techniques in Regression analysis are used to analyze the data with large number of variables to
get interpretable results depending on the nature of data [1, 3]. The Regression analysis is used to
fit time dependent RSMs for time functions as outputs of a non-linear distributed and dynamic
system [4, 5]. To develop efficient methods with computer codes to predict data by reducing the
dimensionality in applications such as crash/safety, noise/vibration yields implementation of
1

Principle Component Decomposition (PCD), Singular Value Decomposition (SVD) and
Principle Component Analysis (PCA) in the current research [5]. Many Data mining tools are
used for classification of data, PCA and SVD methods that are presently being used for
dimensional reduction of data, as the advantage of PCA is that it reduces the dimensions of the
data and retains the variables which account for maximum variation in the data [6].
1.2 Motivation of research
The main motivation of the current research is to develop computer codes for
dimensional reduction and prediction of data consisting of time functions obtained from crash
test data, validation of this data by testing the major regression techniques obtain better approach
to reduce data and also to approximate it. The data is tested with Multiple regression analysis and
then with Principle Component Analysis (PCA) using Singular Value Decomposition (SVD)
theorem. Principle component Analysis methodology is selected over regression analysis in this
research as PCA reduces the dimensions of the data which contains large variable, it also gives
variables which account to maximum variability of dataset and produces output without losing
the critical information contained in the whole dataset (i.e. without losing the main information
in the dataset).
1.3 Research overview
The aim of this research is to bring out an improved approach so as to decrease the effort
of the engineers to go for a crash test data analysis every time by replacing a common
methodology with computer codes found in the research, so that most of the redundancy can be
avoided .This helps in saving cost, time and risk involved in the setup. In this research the data is
analyzed using Multiple regression analysis and Principal Component Analysis, suggesting that
2

PCA can be a better method to predict and fit time-dependent non-linear, distributed system. The
present study deals with the experimental data collected and analyzed from crash testing of a
vehicle at a major motor manufacturing facility. The prediction of data is considered after
performing different regression analysis to prove the implementation of SVD and PCA which
can be used as an efficient method, generating computer codes to fit response surface models of
time functions, for applications such as crash/safety, noise/vibration.
1.4 Identification of problem
The collected crash testing data consists of many variables and time functions. The
accurate prediction of this data is necessary for analyzing the design optimization of safety
measures for an automotive and prediction accuracy of the resulting data fits needs improvement.
The engineers can reduce their burden in running numerous real time simulations after doing
required analysis over the data i.e. by reducing mean square errors of the approximated data and
predicting it to the original design data. Hence the engineers can use the previous recorded data
as well as the reduced and approximated data for design optimization purposes. The method shall
now be programmed into Matlab compatible codes. The new method that provides significant
improvement in reducing noise in prediction and fitting data compared to the original data while
decreasing the computational load for the engineers in developing computer codes. The research
needs to apply the improved method to a real-life crash/safety problem, and make refinement on
the method as necessary. The merit on accuracy and efficiency needs to be demonstrated with
the problem.

3

1.5 Research organization
This thesis is organized into four chapters. Chapter 1 gives the introduction problem
identification and thesis overview. It discusses about an improved analysis which is required.
The following chapter (Chapter 2: A Formal Literature) gives a brief description about the
different techniques which have been used, i.e. Multiple Regression Analysis using Least
Squares Method, Singular Value Decomposition Theorem and its extension as Principal
Component Analysis. Chapter 3 explains about the methodology used explaining the
experimental setup as the real time crash testing, how the data is collected and for what purpose
it is used and the computer code generation according to the requirements. Results and
interpretations from the analysis are presented in Chapter 4. And conclusions are explained in
Chapter 5.
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Chapter 2: Literature Review
This chapter presents literature review about the data analysis methods used in the
present research. The review of these articles related to the application about the two methods
analyzed in the present work which gives a better idea on the approaches. Usually the data
extracted from crash tests of vehicles consists of large amount of time dependent variables. To
analyze this kind of huge data, engineers use various data mining techniques.
Data mining has been used to refer the process of finding interesting information in large
sets of data. Precisely, the term data mining refers to the application of finding patterns in a
process which are interrelated numerous disciplines including statistics, artificial intelligence,
machine learning, database science, and information retrieval (Han & Kamber, 2001). Data
mining techniques can be performed on a wide variety of data types including databases, text,
spatial data, temporal data, images, and other complex data [7]. Data mining is being used for
getting a clear insight of data and it is also used as data reduction technique as in case of
dimensional reduction. The dimensionality reduction comes down to basically reducing the
number of variables to few variables, newly definable variables or categorizations of huge
dimensional spaces into smaller partitioned spaces, with appropriate discounting of unusual
dimensions, variables [8].
In the present research the data obtained from crash testing of a vehicle from a leading
car manufacturing company is to be analyzed and dimensional reduction is required to predict
pattern from the data. Since the data is huge, we may implement techniques involved in
dimensional reduction. Based on the purpose of extracting decision rules out of the data,
interpretation and prediction of data involved, complexity of data type certain situations require
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specific methods. For example, rough set techniques are applied in machine learning processes,
medical systems, fuzzy logics are widely used in surface machining examining techniques, and
neural networks are applied in complex engineering structural analysis [9].
Pedro Furtado and H. Maderia [10] noticed the requirement of incorporating appropriate
data reduction techniques in the process of data approximation and derived guidelines for data
reduction tools on the basis of skew and sparseness which are relevant to the approximation
accuracy.
Lilien & Rangaswamy, implemented multiple regression analysis to predict data matrices
of sales forecast model building, which are screened for potential multicollinearity among the
predictor variables using correlation analysis [11].
George Kontaxakis [12] investigated use of Principal Component Analysis and Similarity
Mapping techniques as the data reduction methods involved in image data, Antti Niemisto, Terry
Speed [13] stated usage of SVD techniques in the implementation of Principal Component
Analysis in discovering microarray patterns in gene expressions. These proposed methodologies
yielded significant results.
From all data reduction techniques of data mining principal component analysys and
multiple regression analysis are two powerful techniques being used for data interpretation and
data reduction being used in recent researches.
The following table summarizes the works done by different people in the
implementation of adequate techniques of data reduction according to the requirement [11].
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Table 2.1: Summary of Characteristics of different Data reduction methods.
Technique

Factor analysis

Cluster Analysis

Variable/Space

Robustness

Importance of

Computational

variable

method available

Known

No

Variable

Less (Linearity

Reduction

in data)

Space

More

No

Yes

Variable

More (Non

Known

Yes

Regression

Linearity

More

No

Yes

Yes

Partitioning
Regression

explained)
Neural networks

Variable and
Space reduction

Genetic

Variable and

Local optima are

Known but of

algorithm

space reduction

likely obtained

little use

Principle

Variable

More

Known

Components

Reduction

Yes

Based on this and the properties of available data, Regression and Principle Component
methods are suited more than other techniques used for data reduction. To extract the relation
between the variables and finding patterns, in the time dependent multi variable data obtained
from crash tests, it is implemented to use Multiple Regression analysis and Principal Component
Analysis.
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2.1 Multiple regression analysis
Regression analysis is a statistical tool which is used for investigating data to determine
the existence of relationship between the variables present in the data [14]. The presence of
more than one predictor variable makes it Multiple Regression. Usually the data investigators
seek the effect of every variable over the whole data so as to co relates the statistical significance
of estimated relationships between the parameters and variables. The original relationship is
close to their approximation or estimation. The effort of quantifying the relation among the
factors that affect the variations in data is the basic concept of regression. Simple study of the
data can be done by a scatter diagram [15]. For any data which consists of parameters and
variables, there must be a relationship between them, which is explained by standard regression
equation which is a function of variables X and β.
Y = f (X, β)
Where the unknown parameters are β, independent variables are X and dependent
variables are Y which are bounded with a relation called regression function f. The relation could
be linear or non-linear depends on which the equations are built. An error ‘e’ may be present
while constructing the equations and therefore added to the equation. The significant difference
between these error values ’∆e’ for different variables is called as residual. The intension of the
regression analysis is to minimize the error which is estimated by the sum of squared residuals.
Regression analysis chooses amongst all possible functions by selecting the function which has
the sum of the squares of the estimated error at a minimum [16].
Multiple Regression allows additional factors to enter the analysis separately so that the
effect of each can be estimated. It is important for estimating the impact of various simultaneous
8

parameters upon a single dependent variable. Multiple Regression is often essential even when
the data analysis is only focused in the effects of one of the independent variables.
The regression creates a sequence of dataset which contains the same data points with the
same values and properties, differing with those variables and data sets which have a different set
of error values [16]. The minimum sum of squares of residuals characterizes consistency of the
assumptions and their consequences. The calculation of root mean square error of the regression
helps the parametric estimation of the data. The final fit which is obtained from the regression
analysis is compared to the original and checked for the mean square error (MSE) to predict the
consistency of the analysis [17].
Regression results indicate the direction, size, and statistical significance of the
relationship between a predictor and response by knowing the sign of each coefficient.
Regression generally uses the ordinary least squares method which derives the equation by
minimizing the sum of the squared residuals [18].
2.1.1 Applications of multiple regression analysis:
Multiple Regression Analysis techniques are widely used in data analysis applications.
The usage of regression analysis makes the investigator play with the data easily to determine the
relationship between the variables present, the application of regression analysis expanded to
various fields of study where data reduction is involved. The following is a brief summery table
to show the fields of applications of Multiple Regression Analysis.
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Table: 2.2: Applications of Multiple Regression Analysis
Field of Application

Researchers

Banking Sector

Creamer, Noe and Spindt. [19]

fMRI/MRA/MRI

Rowe and Hoffmann, R.G [20]

Signal Processing Engineering

Dolecek and South, H.M. [21]

Environmental Quality Control

Alden and Sokolowski. [22]

Transportation

Yamada et al. [23]

Human Pathology

Castellanos, et al. [24]

Wireless Solutions

Youssef Abdullah, Ashok Agrawal [25]

2.2 Principal component analysis:
In statistics, principal components analysis (PCA) is a technique that can be used to
simplify a dataset. Now it is being used as tool for classification and reduction of the data in
exploratory analysis when it is comprises of large data sets. PCA can be calculated using a
correlation matrix, covariance matrix, Singular value decomposition and Eigen value
decomposition for the analysis of a data [26]. The goal of PCA is to reduce the variables, if ‘n’ is
the number of data variables then by using the principle component analysis we get ‘x’ variables
which is less than the ‘n’ without losing the original variability of the data. High dimensional
data set is reduced to two dimensional graphs where the maximum variability of the data is
caused by only few variables which are represented in two dimensional principle components.
First principal component gives the linear combination with maximum variance. Second
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component is linear combination with maximal variance in orthogonal to first principal
component analysis and so on.
Singular value decomposition, Principal component analyses are two techniques which
are used commonly in the data mining methods [28]. Principal component analysis gives the
smaller set of variables with less redundancy, which gives the good representation of the whole
data set when considering the less number of the data variables.
The PCA concepts are used to visualize a lower dimensional space and hence recognizing
its patterns which was introduced by Pearson and Hotelling and SVD by Eckart and Young [29].
Numerous problems in data approximation, computational algebra and multivariate statistical
analysis have been solved with classical and modified PCA [28,29] and SVD. Hence the
concepts of PCA is implemented here to analyze the crash test data since it has non-linearity and
vast number of variables. So the implementation of these techniques yielded better results in
approximating the response surface model rather than using the conventional regression analysis.
These techniques include transformative decomposition of multidimensional matrices and
clustering with in decomposition matrix factorization.
2.2.1 Applications of PCA:
Principal Component Analysis is a vast evolving technique which is used in many fields
for data analysis and data reduction as well approximation. PCA is used for analysis of
manufacturing data, PCA can be used for Quality Control, PCA is been used as a tool
environmental impact assessment and transportation problems, in process engineering field and
image recognition, image compression. Following is a summary table that shows the applications
of PCA.
11

Table: 2.3 Application of PCA
Field of Application

Researchers

Manufacturing field

Wafik Hachichaa et al. [ 29]

Online Banking

Chien BruceHoa, Desheng DashWub. [30]

Process Engineering

Ricardo Dunia et al. [31]

Bio Informatics

Xi Chen and Lilly Wang. [32]

Environmental and Transportation

Nagendra Mukhesh Khare [33]

Image compression

Catalina Lucia Cocianu [34]

Fault detection and Isolation Techniques

Wei Rong et al. [35]
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Chapter 3: Methodology
In this chapter the structure of experiment (crash testing of a vehicle) is explained and the
data is obtained from the experiment for analysis. The approach of two techniques used for data
analysis and prediction is explained. Both Multiple Regression Analysis and Principal
component Analysis are used for finding out the interrelation between the variables present in the
data. The analysis is also focused interpretation of data analysis using these techniques. The
approach of both methodologies are focused on prediction of data and compared with each other
to evaluate better approach towards the problem. The conceptual frame work of methodology is
briefed as follows:

Data obtained
from crash
test

Multiple
Regression
Analysis

Principal
Component
Analysis

Reduction
and
interrelation

Reduction
and
interrelation

Fig 3.1: Conceptual frame work.
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Prediction of
data

Comparison
evaluation

The experimental setup is located at one of the major car manufacturing facility. The data
obtained from the crash tests done in their facility is collected and used for the present research.
The crash tests are very essential in designing process of vehicles before the final design of
vehicle enters the actual assembly plant.
3.1 Crash tests on vehicles:
In the designing process the engineers perform various experiments on the vehicles. The
engineers can simulate collisions and study the effects caused by these collisions. These virtual
simulations typically occur in early design stages. After the designing process the vehicle is out
of the assembly line another set of engineers would be waiting for these toys to play. They
conduct hundreds of crash tests every year which help them determine the safety system of the
vehicles in their facilities using real time crash testing simulators. The simulator can recreate the
deformation and tipping or pitch that a car undergoes in a real-life collision without destroying
the entire car body. Engineers conduct repeated tests from the front, rear, and side of the
vehicles. The engineers take immense effort to collect various types of data from these crash
tests and use them in their design process. The collected data is used to develop the design to
attain the safety requirements of federal laws. The engineers use various types of transducers,
video, audio equipments, photographs, accelerometers, slow motion video capturing devices
(digital cameras) and computer software to collect data from crash test [36].
3.1.1 Crash test preparation:
It may take great amount of time for the engineers to prepare a single dummy for a crash
test by attaching hundreds of instrumentation wires and calibrating the dummy. They use
transducers and chips with which they collect data as position vectors at a particular time and
14

speeds of the dummy at the time of impact. They paint the dummies with different colors so that
after the impact they can know the actual collision position and collision dimensions in the
vehicle. After numerous preparations they are all set for a real time crash test.

Fig 3.2: Preparation of dummies for crash test impact [37].
3.1.2 Crash testing setup:
The engineers build distinct facilities for crash testing with good amount of safety
features. The engineer specifies the objective of the test required. The test specification covers
right from speed, acceleration, point of impact, the positioning of camera and accelerometers all
down to minute details so that each test is repeatable.

Fig 3.3: Set up and preparation for crash test [37].
15

Crash test facility can be set up to run number of tests, such as frontal and near-frontal
impact, side impacts, side and rear impacts. Then, the engineers do the actual crash testing in
their facility using these dummies and placing them in the vehicles.
3.1.3 Control room:
As the crash test begins, the vehicle is accelerated to impact speed on a runway track, in a
full frontal crash test; the vehicle hits a fixed barrier at speeds of up to 35 mph. The transducer
gives the position variables of the dummy. The digital cameras record the crash at about 1000
frames per second. During the test the vehicle acceleration and speed have been calculated
accurately. The speed is controlled to ensure that the collision process should not be repeated
multiple times. With the help of laser sensors cars can be collided into each other with a great
accuracy. The engineers collect data such as the chest deflection at a particular time, the safety
speed of the dummy, the dummy positions at various time intervals, head damage, other damages
to the dummy, air bag deployment etc. the air bag deployment is a very instantaneous so that the
observations made at this point of impact are critical.

Fig 3.4: Recording of observations at control room [37].
16

3.1.4 At the time of crash:
At the moment of impact the digital cameras record about 1000 frames per second and
various electronic instruments will calculate the time and positions of the vehicle during the
collision. Accelerometers accurately calculate the accelerations and speeds of the vehicles. All
these observations are made by the engineers sitting in the observation room. Observations made
at each crash test give the engineers required datasets at the pre impact stage, pre deployment, at
current and post impact stages. The data is collected in every millisecond of the crash test
resulting huge sets of data available for the engineers to research on.

Fig 3.5: Crash test -Impact of vehicles [37].
3.1.5 After the crash:
The collected data is used to simulate the whole process by changing variables like
speeds, accelerations and different dummy sizes, shapes and weights. To obtain the accuracy of
these simulations the data should be approximated in order to fit the RSMs appropriately to
perform design optimization. The extracted data is utilized in further studies and simulations so
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as to improve the design of the vehicle and safety system. The extracted data is also helpful for
crash reconstruction and developing road side safety feature design system.

Fig 3.6: Engineers doing simulations using gathered data after the crash test [37].
3.1.6 Potential use of crash test data:
Designers can check the accuracy of computer modeling and prototype crash tests by
running simulations. Mechanisms of structural collapse can be determined from post-crash
inspection of the vehicle and by viewing the high-speed video of the crash test. This makes the
engineers to improve the safety system of the vehicle. By studying the dummies after the crash
test, the engineers understand the accident injury mechanism so that they can develop safety
standards by adding extra equipment. The data further can be used for reconstruction of future
crash tests and can also be used to simulate the crash tests by a computer program so that the test
engineers can save time and money. Hence the data analyzed from the crash tests is important for
designing a vehicle [1].Therefore the present research motivates to reduce and approximate the
collected data by using the Multiple analysis and develop a computer code for the process [36].
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The engineers optimize the design by performing simulation over the obtained data by
constructing a response surface model and test the design data by changing variables. To fit this
response surface model first the data needs to be reduced and approximated. Hence describing
the objective of the research i.e. to reduce the data and predict the data approximately.
3.2 Approach towards the problem:
The data collected in crash test of vehicles is mostly time dependent. From this data, the
engineers are required to fit the response model to simulate the tests. The objective of their
responsiveness model is to optimize the design from the approximated data. Hence the engineers
need the data applicable for simulations by giving design variables as inputs and extract the data
values. If the input changes the time functions changes. Hence the motive of the research to help
the design engineers provide data which has been approximated to the requirements of design
variables to better fit the response model. This will save the engineer’s time for the experimental
set up by utilizing virtual simulations to cut the actual cost involved in the experiments. Multiple
regression and Principal Component analyses are performed to the data to get the required
results.
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Steps involved in methodology

Objective

Multivariate Regression
Analysis

To interpret relationship between the
Variables present in the data

Principal Component
Analysis

Data reduction and
Prediction

Data is reduced for effective prediction

Evaluation of
methods

Summarize comparison

Fig 3.7: Objective of methodology sequence.
We are provided with data matrix whose dimension is 1202 * 90 in which the data
corresponds to time values noted in 1202 observations and the columns corresponds to the
number of simulations. The data which we have consists of values of time in micro seconds of
positions of the dummy used in the crash test at certain given points of position. All the values
are time functions.
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3.3 Multiple regression analysis on crash test data:
The data collected from crash test of vehicle is first analyzed using Multiple regression
analysis. Multiple Regression Methods are frequently used to analyze data which has large
number of variables. It is one of the most popular data mining and data analysis techniques
recently. In general, suppose that there is a single dependent variable ‘y’ or predictor variable
which depends on ‘n’ independent variables x1 , x2 , x3 , ……xn . The relationship between these
variables is characterized by a mathematical model called as regression model. The regression
model is fit to a set of sample data. The relationship between independent variables and
dependent variables can be sometimes exactly derivable. This is given by a functional
relationship between them.
y = Φ (x1 , x2 , x3 , ……xn )
However, in most cases the exact relationship is unknown. Hence an appropriate function
has to be chosen to approximate Φ. These functions are generally lower order polynomial
functions and linear functions. A model that might describe this relationship is
y = β0 + β1 x1 + β2 x2 + β3 x3 + ….. + βn xn + e
where ‘y’ is dependent variable and ‘x

n
i=1 ’

are independent variables which are in relation with

‘y’ as functions of unknown variables β i=1n and ‘e’ is the error or residual. The above equation is
called a multiple linear regression model with ‘n’ regressed variables. The aim of the regression
is to minimize the error values using Least Squares method to fit the data.
In our current research the data obtained from crash testing of a vehicle contains time
functions and number of simulations. This data is analyzed using Multiple regression method
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with the help of two different software packages Minitab and Matlab. By doing regression
analysis in Minitab the interpretation of the relationship between the variables is done. After the
interpretation Matlab codes are generated to check the fit of data and graphical representation to
check for errors. This is explained by least squares method.
3.3.1 Least squares method
In Regression Analysis, we create a sequence for given data set. The procedure to
determine best fit line or curve to the data is derived from Least Squares Method. The method of
least squares assumes that the best-fit curve of given data is the curve which has a minimal sum
of the deviations squared (least square error) from a given set of data [37].
Suppose that the data points are ( x1, y1 ), ( x2, y2 )… ( xn, yn ) where ‘x’ is independent
variable and ‘y’ is dependent variable. The fitting curve f(x) has the error ‘e’ from each data
point, Then, e1 = [y1 – f(x1)], e2 = [ y2 – f(x2)]… en = [yn – f (xn)],
According to the method of least squares, we have the below equation.
∏ = e12 + e22 + … + en2 = ∑i=1n ei2 = ∑i=1n [yn – f (xn)]2 = minimum.
This means the least squares method requires that a curve is to be fitted to a set of data
points such that the sum of the squares of the errors or deviations from the points to the curve or
a line is minimized. If the regression is on Y, or the line be fitted to a set of data points such that
the sum of the squares of the horizontal deviations from the points to the line is minimized, if the
regression is on X [36].
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Fig 3.8: Regression using least squares on Y and on X [38].
After obtaining multiple relations between the variables, the equations are tested using
Least Squares Method to check the regression of the error value. The data points which are
scattered away from this line are with high error values and those which are nearer are data
points with less error. This states the relation between the variables. Those variables which are
having less error values have more effect on variation of the data than those of larger error
values. A finalized equation is constructed to show the mathematical relation between the
independent and dependent variables. This equation is considered to be the regression equation.
3.4 Principal component analysis on crash test data:
PCA is a mathematical procedure that transforms the data to new coordinate system such
that the greatest variance by any projection of the data lies on the first coordinate called the first
principal component, the second greatest variance on the second coordinate, and so on. The
advantage of using this method is to reduce the dimensionality by retaining most of the original
variability of the given data. Performing Principal Component Analysis is equivalent of
performing Singular Value Decomposition on the data. First we need to decompose our data
using SVD theorem.
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3.4.1 Singular value decomposition theorem:
Singular value decomposition (SVD) is the technique behind the Principal Component
Analysis (PCA) in Multivariate regressions. The SVD theorem explains the mathematical
description of PCA. These concepts are widely used in statistics for multivariate data reduction
[11]. The SVD theorem is a major tool for data analysis, data processing and compression,
dimensionality reduction. The major purpose of this concept is not only data reduction but also in
extracting main features in the data by finding dependencies among the variables present in the
data set.
3.4.1a Singular value:
For a matrix with m rows and n columns Am×n which has a rank r, the eigenvalues of AT
A are
λ 1 ≥ λ 2 ≥ λ 3 ≥ …… λ r > λ r+1 = λ n = 0.
Then σ i = √ λ i is called the singular value of A, where i = 1, 2, 3 … n.
3.4.1b SVD theorem:
Let A be an m × n matrix with m ≥ n, whose rank is r, there exists two orthogonal
matrices
U m×n = (u 1 , u 2 … u n ) and V n×n = ( v 1 , v 2 , …. v n )
Then one form of the singular-value decomposition of A is
A = U ∑ VT = ∑ i=1r u i σ i v iT
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where ∑ = diag (σ 1 , σ 2 , σ 3 …. σ n ) and σ i is the singular value of A.
3.4.2 Principal component decomposition:
ecomposition:
Principal component decomposition ((PCD) can be computed using
sing singular value
decomposition. Singular value decomposition of a data X can be represented as,
X = U × S × VT
where,
here, U is an m x n matrix and the columns of U are called the left singular vectors.
S is an n x n diagonal matrix and the elements of S are only nonzero on the diagonal, and are
called the singular values.
VT is also an n x n matrix and the rows of VT contain the elements of the right singular vectors.
The matrix U × S contains the principal component scores.
Finally dimension of the dat
data can be decreased by taking large values in the S matrix and
U matrix. Then U, S, VT are partitioned depending upon the relative importance of the singular
values contained in the diagonal entries oof matrices S and U, VT.

Fig: 3.9: Syntax of Singular Value Decomposition
Decomposition.
where,
here, U is an m x n matrix and the columns of U are called the left singular vectors.
vectors S is an n x
n diagonal matrix and the elements of S are only nonzero on the diagonal, and are called the
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singular values. V is also an n x n matrix and the rows of V contain the elements of the right
singular vectors. The matrix U × S contains the principal component scores. Finally,
Finally dimension of
the data can be decreased by taking the large values in the S matrix and U matrix. The given
response matrix is reduced using this theorem where matrix S is the decomposed matrix. Then by
selecting
ng first k singular values, the singular matrix is further decomposed.

Fig: 3.10
3.10: Selecting first k singular vectors.
Then U, S, V are partitioned depending upon the relative importance of the singular
values contained in the diagonal entries of matrices S and U, V.
The data obtained after SVD is
S matrix: 80*80
U matrix: 1202*80
V matrix: 1202*1202
Then Φ is calculated by using S and U matrix. Φ = U × S
After reducing the dimension of the dataset, next step is to approximate the data.
Normally, it is not possible to approximate the data when both design and response matrices are
likely to be high dimensional. Inn order to perform this task, we are using software package called
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DACE (Design and Analysis of Computer Experiments), which is a Matlab toolbox. The typical
use of this software package is to construct approximation model based on data from computer
experiment and to use this approximation model as a substitute for the computer model.
The decision must be made to retain the principal component analysis for effectively
summarize the data. To retain sufficient components to account for specified percentage of
maximum variance, the components whose eigenvalues are greater than average of eigenvalues
are considered in correlation matrix. The significance of large principle components are the
components of corresponding larger eigenvalues.
3.5 Comparison and evaluation of multiple regression and principal component analysis
Table 3.1: Comparison of Multiple Regression and PCA

Method

Multiple Regression

Principal Component

Analysis

Analysis

Polynomial Modeling

Bilinear Modeling
Singular Value Decomposition

Theorem

Least Squares Method
Theorem

Data Reduction

Less

More

Prediction of data

Possible

Possible

Finding interrelationship

Finding interrelationship

between variables

between variables

Purpose
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Chapter 4: Results And Comparisons
This chapter presents the analysis of obtained results from applying the methodology
described in previous chapter. Multiple Regression Analysis and Principal Component Analysis
are performed on the Crash testing data and compared for validation. The analysis is divided into
two stages. In stage one data is analyzed by both techniques using Minitab and the interpretations
are done based on the results obtained by this statistical methodology. By using these
interpretations in stage two, required computer codes (programs) to predict the data are generated
using Matlab. The results obtained from this methodology are the graphical interpretation of the
Multiple Regression and Principal Component Analysis. Results obtained from these two stages
are compared and conclusions are made at the end.
4.1 Analysis and results from multiple regression:
The data analysis using Multiple regression analysis is to be done to determine the
interrelationships between the variables present in the data time dependent. The data we are
provided from the crash tests is in two sets. One is response matrix which consists of 1202
observation values using 90 simulations. The whole data is entered in Minitab work sheet for
statistical interpretation using Multiple Regression analysis. The following is a screen shot of
data matrix in which the columns are total number of runs performed in the crash test and rows
are the observations taken in each run or simulation. The observations are in micro seconds of
each position of a dummy taken at 1202 different positions.
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Fig 4.1: Screen shot of data matrix.
First the Multiple Regression Analysis is performed using Minitab. This is stage one of
our methodology, from which statistical interpretations are made so as to develop Matlab code to
predict data accordingly. From the equation obtained after Regression Analysis using Minitab, it
is observed that about 90 variables have more significance over the data. It means without
considering these less predominant variables, the data can be reduced in its dimensionality by not
loosing significant properties of original data. This helps us to write Matlab code accordingly.
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The Regression Equation obtained from Matlab analysis by giving time values as 1202
independent predictors (X values) and each run (Y value) as a response value.
Y = 6.04 + 44.4 X1 - 25.2 X2 - 76.9 X3 + 75.8 X4 - 69.1 X5 + 8.0 X6 + 188 X7 + 56.0 X8 + 149
X9 - 190 X10 + 159 X11 + 67.0 X12 + 30.3 X13 + 81.0 X14 + 16.2 X15 - 72.4 X16 + 17.4 X17
- 124 X18 - 5.1 X19 - 68.5 X20 + 165 X21 - 22.1 X22 + 131 X23 + 150 X24 + 66.3 X25 - 5.9
X26 - 244 X27 + 5.4 X28 + 83.7 X29 + 214 X30 + 11.7 X31 + 69.7 X32 - 191 X33 - 140 X34 +
38.3 X35 + 55.1 X36 - 75.0 X37 + 276 X38 - 18.5 X39 - 55.9 X40 - 120 X41 - 16.5 X42

+

76.4 X43 - 0.1 X44 - 28.1 X45 - 4.0 X46 - 50.9 X47 - 57.6 X48 - 45.1 X49 - 67.3 X50 + 118
X51 - 118 X52 + 18.2 X53 + 199 X54 - 17.8 X55 + 117 X56 - 104 X57 - 98.9 X58 + 31.8 X59 248 X60 + 18.0 X61 - 32.3 X62 - 30.4 X63 + 156 X64 - 111 X65 + 61.9 X66 - 116 X67 + 265
X68 + 13.1 X69 - 155 X70 - 3.6 X71 + 200 X72 + 43.5 X73 + 11.7 X74 - 153 X75 + 151 X76 +
73.2 X77 - 260 X78 + 11.9 X79 - 165 X80 - 51.5 X81 + 188 X82 + 120 X83 + 150 X84 - 283
X85 + 139 X86 - 403 X87 - 19.2 X88 + 113 X89 - 13.2 X90
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Fig 4.2: Plot of residuals versus fits.
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Fig 4.3: Plot of residuals versus order.
From the above graphs is it observed that a lot of variations present at each ends of the
plots. Residuals versus fits plot should show a random pattern of residuals on both sides of 0. If a
point lies far from the majority of points, it may be an outlier. Also, there should not be any
recognizable patterns in the residual plot. Residuals versus order plot of all residuals in the order
that the data was collected and can be used to find non-random error, especially of time-related
effects. A positive correlation is indicated by a clustering of residuals with the same sign. A
negative correlation is indicated by rapid changes in the signs of consecutive residuals. Important
variables left out of the model to see if they have critical additional effects on the response. This
interpretation gives an idea to build Matlab code to predict data using regression.
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4.2 Analysis and results from PCA:
Principal Component Analysis with the use of Singular Value Decomposition Theorem is
performed to the data to check the variability. First the PCA of the data is done using Minitab so
as to interpret the statistical variation present in the data. From the results it is inferred that the
first principal component has variance (eigenvalue) 80.858 and accounts for 90.9% of the total
variance. The coefficients listed under Principal Component 1 (PC1) show how to calculate the
principal component scores. It should be noted that the interpretation of the principal components
is subjective; however, obvious patterns emerge quite often because the coefficients of these
terms have the same sign and are not close to zero. The second principal component has variance
1.982 and accounts for only 2.2% of the data variability. It is calculated from the original data
using the coefficients listed under PC2. Together, the first two and the first four principal
components represent 95.7% of the total variability. Thus, most of the data structure can be
captured in two or three underlying dimensions. The remaining principal components account for
a very small proportion of the variability and are probably unimportant. The Scree plot provides
this information visually. Hence using PCA the dimensionality can be reduced to the maximum
without losing the properties of whole data. This interpretation gives idea to write Matlab code
so as to reduce the data also for prediction of the data.
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Fig 4.4: PCA for Response matrix.
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Fig 4.5: Plot of eigen values.
4.2.1 Generating Matlab codes to predict data:
Originally the dimension of the response matrix is 90 × 1202. But, here we are considering
80 × 1202 and remaining data is used for validating the results. Thus, the dimension of data1 is 80
× 1202. The design matrix is renamed as data2mod.

The data obtained after SVD is
S matrix: 80*80
U matrix: 1202*80
V matrix: 1202*1202
According to the concepts of PCA, a matrix Φ is calculated by using S and U matrix.
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Φ=U×S
After reducing the dimension of the dataset, next step is to approximate the data.
Normally, it is not possible to approximate the data when both design and response matrices are
likely to be high dimensional. In order to perform this task, we are using software package called
DACE (Design and Analysis of Computer Experiments), which is a Matlab toolbox. The typical
use of this software package is to construct kringing approximation model based on data from
computer experiment and to use this approximation model as a substitute for the computer
model.
The matrix Φ is predicted using DACE tool box. A function ‘ dmodel ’ is used for
predicting this matrix, which is an inbuilt function. Matlab function dacefit in dace toolbox is
used to model this data. Dace tool box has different regression and correlation functions. regr
and corr are regression model and correlation functions are provided by user. Dacefit uses a nonlinear least-squares algorithm based on correlation and regression model to model the given data
set. Modeling the data of the large data set can be generated by an equation obtained using this
method. This is similar to data compression. Also, data can be predicted using this equation.
load data1.txt;
data1=data1';
load data2mod.txt;
load data1mod.txt;
data1mod is original response matrix and data2mod is design matrix.
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Input arguments are defined as follows:
data2, y - data sets
regr

- Function handle to a regression model

corr

- Function handle to a correlation function

theta0

- Initial guess on theta, the correlation function parameters

lob,upb

- If present, then lower and upper bounds on theta. Otherwise, theta0 is used for theta

Output arguments are defined as follows:
dmodel - is a structure with elements. Model parameters are one of the elements in the
strutcture.
perf

- structure with performance information.
The obtained equation from the regression analysis using Matlab is used to develop a

code for prediction of the data. Here the least squares method for Multiple Regression analysis of
the given data is implemented in developing the code. The Least squares method iteratively
generates the coefficients for polynomial equation with order given by us and calculates the error
square between the estimated and the actual curve. This method returns the coefficients of the
polynomial equation for which the error square between the actual curve and the estimated curve
is minimum. The code generated using assumptions from regression analysis gives plot between
predicted values and original values represented by blue and red curves successively.
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Fig 4.6: Plot between predicted data and actual data.
From the above plot, it is assumed that the curve fit for dataset1-smooth curve in blue
(predicted) and dataset 2-polynomial curve in red (original) which are obtained by polynomial
functions are being corrupted by some noise (error).
The computer code in Matlab which uses the least square method to do multiple
regression analysis calculates the noise or error in the fit, which are measured as Mean Square
Errors (MSE) of the curve fitting. The last 10 rows are left for validation of the results and hence
for each row of predicted curve fitting the MSE values are obtained.
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The calculated mean square error values are observed as followed.
Table 4.1: MSE values for 10 vaidating rows after Multiple regression.
Row value

Corresponding MSE

Validating Row 1

0.3212126

Validating Row 2

0.3013785

Validating Row 3

0.29040899

Validating Row 4

0.3013569

Validating Row 5

0.10184021

Validating Row 6

0.2008367

Validating Row 7

0.301311

Validating Row 8

0.204465

Validating Row 9

0.2075593

Validating Row 10

0.27070113

The obtained MSE values are relatively high. So it showed the necessity of adaptation of
another method for approximation.
Since the response matrix available to us is very large it has become very difficult to
approximate the data to fit responsiveness. Hence it is decided to reduce the dimension of data
without losing redundancy in it keeping the properties of the data. It is noticed that the Singular
Value Decomposition (SVD) could help to resolve reducing MSE values.
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The PCD is applied using this equation
[U, S, V] = svd (data1);
From S matrix, the number of dominant singular values is 20. Hence we choose 20
principal components. Thus d matrix is chosen from S which is 20 × 20 diagonal matrix,
accordingly U and V are partitioned. Before partitioning V matrix it is transposed by the
definition of PCD.
d=S(1:20,1:20) ;
phi=U(1:80,1:20) ;
Vtrans=V' ;
Eta=Vtrans(1:80,1:1202);
y=phi*d;
Here y is calculated according to PCD definition used for prediction.
xnew=data2mod(81:90,1:13) ;
xnew is last 10 rows of design matrix used for validation purpose.
In the Matlab code, theta0 are the initial guesses, this is the number parameters in the
equation that models the data set. lob and upb are the lower bound and upper bound for the
parameters. Parameters in the equation should not be less than the value provided by the lower
bound and not greater than the upper bound value. Function dacefit returns a model for the data
set data2 and y using the correlation and regression model functions mentioned by the user.
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Output dmodel returned from the function dacefit is a structure that has model parameters as one
of its elements. This output argument dmodel along with design matrix xnew is passed to a
function predictor as input arguments to predict y values other than the values available.
As discussed above using DACE the data is predicted and approximated. The algorithm
for predicted data is calculated according to the definition of PCD. In order to compare the
predicted values and original values, we are considering last 10 rows, we are taking last 10 rows
of the response matrix as Ztrue
Plots are generated for each row of predicted data versus actual data after refining the
data using PCA in Matlab code from the Regression Polynomial fit. The dataset1 which is the
predicted value of the data represented by blue curve and the actual data, as dataset 2 is
represented as red curve.

Fig 4.7: Plot between true and predicted data.
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After plotting Zpredict and Ztrue matrices, their mean square error values are computed
to check the fit of the responsiveness.
Mean square Error values are calculated by taking 20 Principal components as well as 80
principal components.
Table 4.2: MSE values for 10 vaidating rows after PCA.
Row value

Corresponding MSE

Corresponding MSE

With 20 PCs

With 80 PCs

Validating Row 1

0.0012126

0.0012444

Validating Row 2

0.0013785

0.0013757

Validating Row 3

0.0040899

0.0041155

Validating Row 4

0.0013569

0.0013763

Validating Row 5

0.0018402

0.0018583

Validating Row 6

0.0008367

0.00083896

Validating Row 7

0.001311

0. 0013079

Validating Row 8

0.0004465

0. 00044759

Validating Row 9

0.00075593

0. 00075575

Validating Row 10

0.00070113

0. 00069407
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Chapter 5: Conclusions
Up to this point in the present research, the two technologies Multiple Regression
Analysis and Principal Component Analysis are investigated the interrelationship between the
time dependent variables present in the data obtained from crash testing of a vehicle and
prediction of the experimental data. This chapter finalizes the present research deriving
conclusions from the analysis and results obtained from chapter four. It has been presented in
this work a practical comparison of two approaches mentioned by the literature to predict the
data obtained from crash testing of vehicles so that the prediction of data is maintained to be
accurate with less mean square errors.
Table 5.1: Comparison between MSE values for 10 validating rows.
Row value

Corresponding MSE

Corresponding MSE

After PCA

After Multiple regression

Validating Row 1

0.0012126

0.3212126

Validating Row 2

0.0013785

0.3013785

Validating Row 3

0.0040899

0.29040899

Validating Row 4

0.0013569

0.3013569

Validating Row 5

0.0018402

0.10184021

Validating Row 6

0.0008367

0.2008367

Validating Row 7

0.001311

0.301311

Validating Row 8

0.0004465

0.204465

Validating Row 9

0.00075593

0.2075593

Validating Row 10

0.00070113

0.27070113
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It clearly shows there is a significant redundancy error in the predicted values using
Principal Component Analysis when compared to the Multiple Regression Analysis. The data
reduction carried out in Principal Component Analysis is more effective than Multiple regression
Analysis.
The reduced matrix is approximated to compare with the original design matrix. The
mean square error values obtained after PCA are compared to the mean square error of
regression analysis and are proven that PCA is more efficiently done the approximation
compared to the regression.
The main advantage is the data is reduced to a lower order matrix 80 × 20 with
eigenvalues. The predicted matrix is compared to the design matrix stating that by selecting less
number of actual experimental runs, data is adequate to run simulations. Instead of running 90
experimental runs and taking 1200 observations it is proposed by taking only 80 observations in
20 experimental runs. This helps the engineers use predicted data obtained after PCA to create
simulations for design optimization. This saves money and time by decreasing number of
experimental rounds in crash testing.
Data reduced more effectively using PCA with very less redundancy in its properties.
Prediction of data is very significant with lesser mean square error values when applied PCA
technique and a significant number of reduction in actual number of simulations carried out in
crash testing of vehicles is proposed.
The presence of independent components and variability of independent variables in the
data can be studied with the future research study with the help of Independent Component
Analysis (ICA)
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Appendices
Appendix A: Mat lab codes

1. Matlab code for regression
clear all;
load data1.txt
figure; plot(data1(:,1),data1(:,2))
load data2.txt
hold on;
plot(data2(:,1),data2(:,2),'r')
xdata=data1(:,1);
ydata=data1(:,2);
% regression using least squares
order = 15;
xdata;
h=[];
for i = 0:order,
h = [h xdata.^i];
end
thetacap = inv(h'*h)*h'*ydata;
lim(1)=min(xdata); lim(2)=max(xdata);
p = [lim(1):0.01:lim(2)]';
%h1 = [ones(length(p),1) p];
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h1=[];
for i = 0:order,
h1 = [h1 p.^i];
end
y3 = h1 * thetacap;
figure; plot(xdata,ydata,'r','linewidth',1);
hold on; plot(p,y3,'b','linewidth',0.1);

2. Matlab code using 20 principal components:
load data1.txt
data1=data1';
[U,S,V] = svd(data1);
d=S(1:20,1:20);
phi=U(1:80,1:20);
Vtrans=V';
Eta=Vtrans(1:20,1:1202);
y=phi*d;
load data2.txt
data2=data2;
load data2mod.txt
xnew=data2mod(81:90,1:13);
load data1mod.txt
data1mod=data1mod';
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theta = [repmat(5,1,13)];
lob = [repmat(1e-1,1,13)];
upb = [repmat(20,1,13)];
[dmodel,perf] = dacefit(data2,y,@regpoly0 , @corrgauss, theta, lob ,upb);
[YX MSE1] = predictor(data2, dmodel);
[Ypred MSE2] = predictor(xnew, dmodel);
Zpred=Ypred*Eta;
%Ztest=ytrue*Eta1;
Ztrue=data1mod(81:90,1:1202);
Error=(Zpred-Ztrue);
MSE20 =1/length(Zpred(1,:))*sum(Error'.^2);
for i=1:10
figure,
plot(Zpred(i,:));
hold on
plot(Ztrue(i,:),'r');
hold off
end
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3. Matlab code using 80 principal components:
load data1.txt
data1=data1';
[U,S,V] = svd(data1);
d=S(1:80,1:80);
phi=U(1:80,1:80);
Vtrans=V';
Eta=Vtrans(1:80,1:1202);
y=phi*d;
load data2.txt
data2=data2;
load data2mod.txt
xnew=data2mod(81:90,1:13);
load data1mod.txt
data1mod=data1mod';
theta = [repmat(5,1,13)];
lob = [repmat(1e-1,1,13)];
upb = [repmat(20,1,13)];
[dmodel,perf] = dacefit(data2,y,@regpoly0 , @corrgauss, theta, lob ,upb);
[YX MSE1] = predictor(data2, dmodel);
[Ypred MSE2] = predictor(xnew, dmodel);
Zpred=Ypred*Eta;
Ztrue=data1mod(81:90,1:1202);
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Error=(Zpred-Ztrue);
MSE80 = 1/length(Zpred(1,:))*sum(Error'.^2);
for i=1:10
figure,
plot(Zpred(i,:));
hold on
plot(Ztrue(i,:),'.');
hold off
end
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Appendix B:
Following are the plots between predicted data and actual data for each row after PCA.

Zpred Vs Ztrue: Blue color represents Zpred and red color represents Ztrue.

54

55

56

57

58

Curriculum Vita
Ravi Lochan Kallur was born in Kurnool, India on April 9, 1982. The eldest son of
Krishna Murthy Kallur and Sujatha Kallur, he graduated from G. Pulla Reddy Engineering
College, Kurnool (Affiliated to Sri Krishna Devaraya University) in the spring of 2004. He
entered the University Of Texas at El Paso in spring 2006 to pursue his Master of Science in
Manufacturing Engineering. While at the university, he worked as Teaching Assistant for
Industrial Engineering Department and Research Assistant at Intelligent Systems Engineering
Laboratory (ISEL) in the Industrial Department during his stay at University of Texas at El Paso.

59

