Abstract-In this paper, an algorithm is developed for the estimation of voltage phasors in power systems under lowobservability conditions. Traditional state estimation techniques require full observability; however, that is not necessarily realistic, especially in distribution systems. With the amount of information about the system growing in the form of increased smart meter use, distributed generation sources, as well as other data sources, it becomes possible to use this wide variety of information to estimate the voltage phasors within a network. We propose a matrix completion approach, a tool for estimating missing values in low rank matrices, to accomplish this. The basic matrix completion algorithm is augmented with power-flow constraints which provide an additional link between parameter values. This improves the accuracy of estimation while requiring less data. The method is numerically evaluated using typical IEEE test systems.
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I. INTRODUCTION
O BSERVABILITY in the power grid has been a constant issue since its inception. Knowledge of the present state of the grid allows for optimal grid operations. Traditional state estimation techniques require full network observability in order to produce accurate results. However, obtaining full observability, particularly in the distribution grid, is not feasible due to the immense scale of the network and limited availability of phasor measurement units (PMUs) [1] . Therefore, it has become imperative to be capable of estimating/completing the state of the grid for cases of low-observability, which roughly speaking means that the number of measurements is less than that of the quantities being estimated.
There has been much work done in an attempt to complete the state estimation in situations where observability is an issue. [2] determines the optimal minimum measurement locations and then uses the difference between the measured and calculated voltages and complex powers to obtain the voltage profile of the whole network. [3] makes use of the The work was supported by the U.S. Department of Energy under Contract No. DE-AC36-08GO28308 with the National Renewable Energy Laboratory. The U.S. Government retains and the publisher, by accepting the article for publication, acknowledges that the U.S. Government retains a nonexclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this work, or allow others to do so, for U.S. Government purposes.
voltage sensitivity at each bus to the load at all buses to determine the voltage given the measured load at each location. These approaches, however, still require the installation of significant numbers of PMUs when considering the scale of the system.
In order to improve the observability, methods for the optimal placement of limited number of meters have recently been investigated in, e.g., [4] - [6] ; and methods that use pseudo-measurements and historical load profiles are proposed in [7] - [9] . [10] makes use of smart meter data to enhance observability of the system by solving the power flow over several consecutive time instances.
Machine-learning-based approaches are recently becoming popular for the task of state estimation in distribution networks. For example, [8] , [11] , [12] make use of neural networks to estimate the voltage in the network. These approaches have the benefit of not requiring a system model to obtain results, but retain the same consequences of all machine learning approaches, requiring significant amounts of data to obtain an accurate estimation.
Matrix completion is a well-established tool in the signal processing community for estimating missing values in low rank matrices [13] . It has been used within the power systems previously, in an attempt to do load forecasting in networks with incomplete data. For instance, [14] uses a correlation structure completion to fill in missing data for load forecasting; and [15] uses a kernel-based matrix completion approach that allows for the estimation of missing data even in locations where no measurements are available.
In this paper, we propose a matrix completion approach for estimating voltage phasors in networks with low observability. The original problem formulation for matrix completions is augmented with power-flow constraints which provide an additional link between parameter values. This structured approach has the following benefits compared to the existing literature:
• It allows for voltage estimation from whichever measurements are available; as the number of measurement devices increase, regardless of quantity being measured, this data can be used as a supplement to estimate the voltage phasors in the entire system. tion compare to typical "black box" machine learning methods.
• The approach can be used to determine both voltage magnitude and phase angle in systems with few voltage phasor measurements. We would like to emphasize that the versatility of the matrix completion approach allows us to make use of any measurement that may be available in the field in order to perform the state estimation task. This is in contrast to many available techniques, such as [9] , [10] , [16] , that make use of only voltage and real/reactive power measurements for the purpose of estimation.
The paper is structured as follows. Section II overviews matrix completion and its implementation. Section III discusses how to apply this algorithm to the power system and the modifications that were made. Sections V and VI detail special cases of the matrix completion algorithm, which are the model-free case and full observability case respectively. Section VII provides conclusion of the work.
II. MATRIX COMPLETION
The goal of matrix completion is to, given a low rank matrix with a set of known elements Ω, determine the unknown elements. The difficulty lies in the required number of observations and the assumption of low rank. Since missing elements are being estimated through the use of known elements, there both has to be enough known elements to make such an estimation possible and a correlation between the elements in order to obtain an accurate estimation.
We next define the matrix completion problem formally. Consider the space of real-valued n 1 ×n 2 matrices R n1×n2 . Let I := {1, . . . , n 1 } × {1, . . . , n 2 } denote the index set, so that (i, j) ∈ I represents an element's index. For any matrix W ∈ R n1×n2 and a subset Ω ⊆ I, let W Ω denote
Let M be the original matrix to complete, Ω be the set of elements with observed values, and M Ω be the observation matrix, such that elements where data is available are set to the observed value and the remaining are set to zero. From [13] , the problem of matrix completing can then be formulated as a rank minimization problem:
However, the formulation of (2) is a non-convex, NP-hard optimization problem [13] , which makes it computationally intractable. An alternative approach to circumvent this problem is to minimize the nuclear norm of the matrix:
where
and σ i (X) is the i th singular value and n := min{n 1 , n 2 }.
There has been work done recently to improve on the accuracy of this algorithm. Reference [17] looks at the most relevant singular values rather than the total set to improve the estimation accuracy. This does cause the optimization to no longer be convex however. Improvements were made in [18] to reduce the computational complexity of the problem. The problem statement can also be generalized to any basis of desire [19] . Matrix completion can also be applied to higher rank matrices, under the assumption that the matrix is comprised of several independent or overlapping lower rank matrices [20] . This would be applicable in more complex systems with a varying degree of correlation between the variables.
There has been work done in an attempt to provide conditions on the number of available data points such that the matrix completion algorithm returns an accurate estimate [13] . From this, it is seen that the number of observations needed is proportional to the rank and size of the matrix.
Due to the nature of the equality constraint, formulation (3) is highly susceptible to noise. To alleviate this, [21] proposed an algorithm to handle noisy measurements. The algorithm modifies the equality constraint in (3) to
where X F is the Frobenius norm of X which is defined as
and δ > 0 is a parameter. Bad data can be somewhat dealt with through the exclusion of data points when they are significantly different than what should be reasonable, which will require accurate bad data detection. Otherwise, if there are enough measurements available the algorithm is robust against few bad data points.
III. LOW OBSERVABILITY VOLTAGE ESTIMATION
In this section, we propose a new matrix-completionbased approach for voltage estimation under low observability. The overarching idea of our approach is to augment the standard matrix completion problem presented in Section II with power-flow constraints in order to obtain better accuracy with less data required.
A. Power System Model
For brevity, we consider a balanced network with a single slack bus and N , P Q buses. Let N = {1, . . . , N } denote the set of the P Q buses, and L ⊆ N × N denote the set of distribution lines. We note that the formulation proposed in this paper can be easily extended to the general multiphase setting with both wye and delta connections, as proposed, e.g., in [22] .
B. Problem Formulation
We next formulate the problem of low-observability voltage estimation (or voltage completion) as a matrix completion problem. To that end, we define the measurement matrix M Ω . In order to allow for the use of the largest number and variety of variables, we set up the matrix in terms of system connection lines rather than buses. In this way, each row of M Ω represents one line in the system, and each column represents one variable.
The resultant matrix columns then are selected as: the real and reactive voltage from the source bus of the line, the total real and reactive power entering the line source bus from all sources (generators and lines), the real and reactive current flowing through the line, the power flowing through the line, the load at the source bus, and the voltage magnitude at the source bus. Formally, for every line (f, t) ∈ L, the corresponding row in the matrix M is given by
We note that the proposed algorithm is not limited to the variables selected above. In fact, any variables which have a correlation with voltage can be used to supplement and improve the results.
C. Power Flow Constraints
We next formulate several corresponding constraints to be included in the original formulation. First, since the objective matrix contains both the voltages at each bus and the current flowing between buses, the power flow constraints can be introduced to the optimization in the form of the following linear equality constraint:
However, the inclusion of this constraint might result in the infeasibility of the problem. To increase the robustness of the algorithm against varying system conditions and measurement noise, the power flow equality constraints are relaxed and bounded by a tolerance. The new constraint then becomes
where f,t is the error tolerance for line (f, t) ∈ L. Additionally, it is a natural requirement for there to be net zero power at each bus. Thus, the power flowing into the bus must be equal to the power consumed at the bus plus the power leaving the bus. This can be formulated as
Similarly to constraint (8), we relax these equality constraints as follows:
where τ f is the error tolerance for bus f ∈ N .
Feasibility can then be ensured by selecting tolerance values which create a feasible problem. However, since the accuracy of the resultant estimation is dependent on the tolerance being minimal, the values used need to be included in the optimization objective. Therefore, augmenting the original matrix completion problem (3), (5) with the power flow constraints, results in the following optimization problem:
where w 1 , w 2 > 0 are weighting parameters; n 1 := |L| is the number of lines in the network; and n 2 is the number of variables used for estimation. Observe that, since the measurements are in rectangular coordinates, (11) is a convex optimization problem and hence can be solved efficiently. We note that, when the measurements of voltage magnitudes and/or power injections are available, formulation (11) can be augmented with additional constraints to capture the dependence between these variables. In the next two subsections, we propose two different ways to include these constraints: one that is applicable to only radial distribution networks and another one that is applicable to general systems.
1) Radial Networks: The LinDistFlow approximation for power-flow equations [23] can be used under the assumption that the network is radial and of low power, as found in distribution networks. The LinDistFlow voltage approximation is given by
where V 0 is the voltage magnitude at the feeder head, and r f,t and x f,t are the resistance and reactance of line (f, t), respectively. This constraint is once again relaxed and added to the optimization problem, resulting in:
2) General Networks: The inclusion of the voltage magnitude constraints for general networks is slightly more involved. The mathematics for deriving the convex constraints between the voltage and the remaining quantities can be found in, e.g., [24] . In particular, linear approximations of both the voltage phasor and voltage magnitude can be defined as
where v ∈ C N and |v| ∈ R N are, respectively, the voltage phasors and magnitudes at all buses; x ∈ R 2N is the vector of active and reactive power injections at all buses; and the matrices M ∈ C N ×2N , K ∈ R N ×2N and vectors w ∈ C N and |w| ∈ R N can be computed as in [22] , [24] . Considering these approximation as constraints, it is required once again to relax them, which yields the following optimization problem for general networks:
IV. SIMULATION AND RESULTS
Simulations were performed in both radial and mesh networks to show the viability of the algorithm for both cases.
A. Radial Network Results
The test case for the radial network is the IEEE standard 33 bus system. Unless otherwise stated, all simulations are run under the assumption of a single voltage phasor measurement and 50% of the remaining quantities obtained through uniform random sampling for each case. In radial networks with low number of voltage phasor measurements, the voltage magnitude estimations need to be scaled to be within the proper range. Without voltage scaling, the magnitude estimations will still follow the proper trend. However, since the other quantities in the matrix can vary much more significantly, the estimations will be outside of the correct voltage range. This scaling can be done through
(16) This is required in radial systems with only two or fewer voltage phasor measurements. As the number increases beyond this, voltage scaling no longer becomes necessary. The magnitude measurement can be obtained from either the phasor measurement or the pure measurement. However, it is still required to have both the maximum and minimum voltage magnitude to obtain the optimal results when there are not enough phasor measurements. Figure 1 shows the results of applying the matrix completion formulation (13) to the entire IEEE 33 bus radial system.
Fig. 1: Voltage Estimation of Radial Network
It can be seen that the estimations follow the trend very well. There are occasional large deviations from the true value, due to the algorithm being highly dependent on which data was available when making the estimation. These results were produced under the assumption that the data available was uniformly randomly sampled from the complete data set, which is not necessarily the case for real systems. Figure 2 shows the impact of observability on the mean absolute percentage error(MAPE) of the estimations.
The results in Figure 3 show that the approach is applicable for angle estimations as well, with a slight increase While this approach results in accurate estimations, no algorithm would be acceptable without being able to handle error on the measurements. To show that this procedure is robust against system errors, varying amounts of noise were added to the data. The noise was set to follow a normal distribution centered around the actual value with a standard deviation of a set percentage of the actual value. All plots were run using 50 percent data availability, while only a single voltage phasor measurement was used at bus 1. Additionally, the missing elements were the same for each case such that the only difference in estimations was the error. From Figure, 4 it can be seen that while measurement errors do have some impact on the resultant estimation, the availability of data has a much more significant impact.
The results thus far have been done under the assumption of only one single voltage phasor measurement to show the accuracy under minimal investment into new sensors in the system. However, as the number of voltage phasor measurements increases, the accuracy of the estimations increases significantly. Figure 5 shows how the accuracies One item of note that was not included in these results is that new voltage phasor measurement devices installed into the grid, typically in the form of synchrophasors or microsynchrophasors, have the capability of measuring current as well. Thus, the increase in accuracy due to increasing the number of sensors will be much more significant than the results show.
Another fact that has a significant impact on the accuracy of results is the issue of where new voltage phasor measurement devices are installed. Simply increasing the number of voltage phasor measurements may have a positive impact on the accuracy of the estimations, but the algorithm can be improved optimally when considering where the new voltage phasor measurements should be located. Figure  6 shows the difference in estimation accuracies in the IEEE 33 Bus system when there are five voltage phasor measurements at the first five buses versus when they are at bus one and at the ending bus of each branch. The results shown are without the voltage scaling that was done in the previous radial system results to highlight the significance on placing the measurement devices properly.
While the estimations using devices at the first five buses can identify the overall trend of the voltages properly, it is much more susceptible to noise and missing data. Additionally, it can be see that when the measurement devices are more spread out, the accuracy is much higher and does not necessarily require, yet would be aided by, voltage range scaling.
Overall, using matrix completion to estimation voltages at all locations will produce accurate results under the correct circumstances. There are several conditions that will cause inaccurate results, and the approach has significant room for improvement. However, the results obtained with minimal available data are very promising.
B. Mesh Network Results
The same tests were also performed on a mesh network. The test case for the mesh network is the IEEE standard 39 bus system. Figures 7 and 8 shows the application of the algorithm to a mesh network. While the algorithm does provide accurate results for the mesh network, there is a considerable increase in the computational complexity of the problem. The original matrix completion algorithm can be applied as is, without including the additional power system constraints, to the formed matrix for radial systems to estimate voltages with relative accuracy. The advantage of doing this is in the fact that no parameters of the network model are required to obtain results. This becomes beneficial when there is no information available about the model or when the information has potential inaccuracies. However, as this requires a very strong correlation between variables within the matrix and a very low rank, it is only possible for radial networks and is highly susceptible to the quantities available for completion.
Additional steps are required in order to obtain accurate results without the use of a model. First, the system needs to be split into several clusters which are equivalent to the branches of the system. To obtain accurate results, a separate matrix needs to be constructed for each branch.
One draw back for the model-free approach is that the voltage scaling previously discussed is required for all cases following equation (16) . The results of the matrix estimation when all matrix elements except voltage are known, can be seen in Figure 9 . Additionally, this procedure will work for systems with slight PV injections and more importantly, when the data is incomplete as can be seen in Figure 11 .
The plot shows that the estimations follow the trend relatively accurately for most estimations. The PV injection is at Bus 14. The accuracy of each estimation depends entirely on which data was available at the respective bus. In Figure 11 , this can be seen in the few estimations at the It can also be shown that as the fraction of known elements within the matrix increases, the accuracy of the estimations will increase. This can be seen in Figure 12 , which shows that mean absolute percentage error of the voltage estimates as the number of known elements increases. Even with averaging multiple runs, it can be seen that the estimations will vary significantly depending on which data is available during the estimation.
Fig. 12: MAPE as Observability Increases
It should be noted that the inclusion of significant PV or power injections at a node creates a complication in this procedure. The algorithm will accurately estimate up to the node which contains the PV, but will have significant errors afterwards. This is due to the assumption made of each branch having an individual matrix for completion, as stated previously. When significant PV is present at a node, this essentially causes the branch to be split into two separate branches at the node, since branches are defined by the flow of the current. If the PV injection is large enough such that current flows in both directions out the node, separate matrices need to be made for each side of the node.
VI. FULL OBSERVABILITY STATE ESTIMATION
While low observability cases are the goal of this approach, the purpose of full observability state estimation is to eliminate errors and noise in the measurements. It can be shown that this approach is also capable of properly dealing with these measurement errors when the δ parameter is properly tuned as seen in Figure 13 . Under the assumption that the noise at all measurements follows a similar distribution, as long as there are enough measurements the algorithm will cancel out the noise. As the number of measurements decreases, this ability becomes diminished. This allows for the computation of traditional state estimation in systems that have sufficient observability as well as the estimation of states in systems that have low observability. The continued increase of deployment of distributed generation in the distribution network has caused the need for accurate knowledge of the current state of the network. Unfortunately, the vast size of the distribution network causes the instillation of the required number of measurements for traditional state estimation to be infeasible. Thus the need for low observability state estimators has become apparent.
The approach detailed in this paper makes use of auxiliary measurements in the form of smart meters, PV inverters, etc., to supplement the information about the system for the completion of state estimation. These measurements are then applied to a matrix completion algorithm which estimates the unknown quantities. With a focus on the voltage phasor, it is shown that even under scenarios with very low observability, the voltage phasor is obtainable with relative accuracy.
