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Kurzfassung
Gegenstand der vorliegenden Arbeit ist die Entwicklung eines automatischen Gesichts-
erkennungssystems, das invariant gegenu¨ber unterschiedlichen Gesichtsausdru¨cken und
Kopfstellungen ist. Dies ist eine notwendige Bedingung fu¨r den Einsatz als nicht-intru-
sives Personenerkennungssystem.
Existierende Gesichtserkennungsverfahren beno¨tigen frontale, neutrale Ansichten von
Gesichtern (Normansicht) zur Durchfu¨hrung einer robusten Erkennung. Um unter Ver-
wendung dieser Verfahren eine zuverla¨ssige Klassifikation bei variierenden Kopforientie-
rungen und Gesichtsausdru¨cken zu ermo¨glichen, erfolgt in der vorliegenden Arbeit eine
komplexe Vorverarbeitung allgemeiner Kopfbilder durch einen modellbasierten Norma-
lisierungsansatz, der allgemeine Kopfbilder in eine Normansicht u¨berfu¨hrt.
Zur Generierung der Normansicht wird zuna¨chst die Gro¨ße und Position des Gesichts
durch einen effizienten, holistischen Detektionsalgorithmus bestimmt. Anschließend er-
folgt die Lokalisierung von Gesichtsmerkmalen mit Hilfe eines statistischen Gesichts-
modells, in das sowohl die Textur-information als auch die Position der Merkmale von
Beispielgesichtern trainiert wird. Durch einen iterativen Anpassungsalgorithmus werden
die Werte der Modellparameter so ermittelt, dass das Modell das gezeigte Gesicht op-
timal repra¨sentiert. Hierdurch ergeben sich dann die Positionen der Gesichtsmerkmale
im zu verarbeitenden Bild.
Der darauf folgende zweistufige Anpassungsprozess des Kopfmodells basiert auf der De-
finition von Korrespondenzen mehrerer Gesichtsmerkmale zwischen 2D-Bild und 3D-
Modell. Durch die Optimierung der Parameter von affinen Transformationen wird das
Modell zuna¨chst an die gezeigte Kopfstellung angepasst. Dabei minimiert ein Optimie-
rungsprozess die Absta¨nde zwischen 2D-Gesichtsmerkmalspositionen und korrespondie-
renden, projizierten 3D-Kopfmodellknoten. Zur exakteren Modellierung der individuel-
len Gesichtsproportionen und des gezeigten Gesichtsausdrucks folgt in einem zweiten
Schritt die Verzerrung des Kopfmodells mit Hilfe einer lokal wirksamen RBF-Interpo-
lation. Nach der Anpassung an das Bild wird das Modell texturiert, in seine (neutrale)
Referenzform transformiert sowie die Bildinformation einer gegebenenfalls verdeckten
Gesichtsha¨lfte rekonstruiert. Die Projektion in eine geeignete Bildebene liefert abschlie-
ßend die neutrale Frontalansicht.
Die Leistungsfa¨higkeit des Normalisierungsansatzes wurde in einer umfassenden Evalu-
ierung u¨berpru¨ft. Aus den vielen Detailergebnissen lassen sich folgende Hauptergebnisse
ableiten: Eine Erkennungsleistung von 89,4% wird bei einer maximalen horizontalen Ab-
weichung der Kopfstellung (links-rechts) von 45◦ und einer maximalen vertikalen Abwei-
chung (oben-unten) von 20◦ sowie variierender Mimik gemessen auf einer Datenbank von
12 Personen mit einem Trainingsbild pro Person und insgesamt 1824 Testbildern erreicht
(U¨berwachungsszenario). Dies ist eine signifikante Leistungssteigerung im Vergleich zur
Erkennung ohne Gesichtsnormalisierung (42,2%). Bei ausschließlicher Mimikvariation
in den Testbildern und neutralen Trainingsansichten ergibt sich eine Rate von 98,4%
(Passbildszenario, Tests mit 21 Personen und 3 Testbildern pro Person).
Der entwickelte Normalisierungsansatz unter Verwendung eines einzelnen generischen
3D-Kopfmodells ist eine effiziente und robuste Methode zur posen- und mimikinvari-
anten Gesichtserkennung, die im Gegensatz zu existierenden Verfahren keinen manuel-
len Eingriff beno¨tigt. Insbesondere die automatische und kombinierte Verarbeitung von
Gesichtsausdru¨cken und Kopfstellungen im betrachteten Posenbereich ohne die Verwen-
dung oder Generierung von umfangreichen Bilddatenbanken ist innovativ und wird von
dem vorgestellten Ansatz erstmals ermo¨glicht.
Abstract
In this thesis, an automatic face recognition system is developed which is invariant
against varying facial expressions and poses. This is an essential condition for the app-
lication as a non-intrusive person recognition system.
Existing face recognition systems require a frontal, neutral view of faces (norm-face)
to perform a robust classification. To achieve a robust recognition using these methods
under varying head orientations and facial expressions, a sophisticated pre-processing
of general facial images is introduced which is capable of transforming a general facial
image into a norm-face image using a model-based normalization approach.
For generating the norm-face image the size and the position of the face is determined
using an efficient, holistic detection algorithm. Afterwards, facial landmarks are loca-
lized using a statistical face model that combines textural information as well as the
position of the facial landmarks extracted from sample (facial) views. By applying an
iterative fitting algorithm, the values of the model parameters are determined so that
the model represents the original facial image in an optimal way. The position of the
facial landmarks in the processed image can then be derived.
The subsequent, two-stage head model fitting process is based on the definition of cor-
respondences of multiple facial features between the 2D image and the 3D model. By
optimizing the parameters of an affine transformation the model is initially adapted to
the head pose. The optimization process minimizes the distances between the 2D facial
landmarks and the corresponding, projected 3D model vertices. In the second step, a
distortion of the head model using a locally effective RBF interpolation is performed
for a more precise modeling of the individual facial proportions and the shown faci-
al expression. After the fitting process, the model is textured, re-transformed into its
original reference form and the image information of a possibly occluded face half is re-
constructed. The final projection into a suitable image plane results in a neutral frontal
view.
The performance of this normalization approach was comprehensively evaluated. From
all detailed results two main conclusion can be derived: A recognition performance of
89,4% is achieved when the pose deviation is up to a maximum of 45◦ horizontally
(left-right) and 20◦ vertically (up-down) when different facial expression are present at
the same time. This was measured on a database of 12 persons using a single training
image for each person and in total 1824 test images (surveillance scenario). This states
a significant performance increase in comparison to the recognition without face nor-
malization (42,2%). Are solely facial expression changes present in the test images and
neutral views are used for training, the recognition rate is 98,4% (passport scenario, 21
persons and three training images per person).
The presented normalization approach using a single, generic 3D head model is an
efficient and robust method for pose and facial expression invariant face recognition
which in comparison to existing approaches does not require any manual intervention.
Especially the automatic and combined processing of facial expressions and head poses
in the considered range without usage or generation of vast image databases is innovative
and provided by the presented approach for the first time.
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Affine Abbildung
Eine affine Abbildung ist eine lineare Transformation bestehend aus Skalierung,
Rotation und Translation. Die allgemeine Form lautet:
~x′ = S ·R · ~x+ ~t
wobei S eine Matrix zur Skalierung und R die Rotationsmatrix ist. ~t beschreibt
den Translationsvektor.
Allgemeines Kopfbild
Ein allgemeines Kopfbild ist in dieser Arbeit definiert als eine noch nicht seg-
mentierte Aufnahme eines menschlichen Kopfes unter beliebiger Orientierung und
Mimik. Dieses Bild kann ebenfalls Hintergrund zeigen.
Authentifikation
Bezeichnung fu¨r den Prozess der U¨berpru¨fung, ob jemand zum Kreise der befugten
Personen geho¨rt. [→] Verifikation
frontal
Ein Gesicht(bild) wird in dieser Arbeit mit frontal bezeichnet, wenn Kameraachse
und Gesichtsachse u¨bereinstimmen. Die Sagittalebene (Medianebene) des Kopfes
steht also senkrecht zur Bildebene.
Identifikation
Identifikation stellt den Prozess dar, der die Identita¨t einer Person aus einer Grup-
pe von mehreren Individuen feststellt. Hierbei wird also ein 1 : n-Vergleich durch-
gefu¨hrt. Siehe auch [→] Verifikation
Identita¨tsmerkmal
Ein Identita¨tsmerkmal ist eine geometrische oder textuelle Information, die eine
Person von anderen eindeutig unterscheidet und somit zu ihrer korrekten Identifi-
kation beno¨tigt wird.
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intrusiv
Ein Erkennungssystem ist intrusiv, wenn sich die zu erkennende Person aktiv am
Erkennungsprozess beteiligen muss. Dies ist heutzutage der am weitesten verbrei-
tete Modus zur Erkennung mit Hilfe von technischen Systemen. Zum Beispiel muss
bei Zugriff auf einen Bankautomaten die Bankkarte aktiv eingefu¨hrt und die PIN
eingegeben werden. Bei derzeitigen Gesichtserkennungssystemen muss sich die be-
treffende Person vor eine Kamera stellen und in das Objektiv schauen; ggfs. muss
die Position der Person oder der Gesichtsausdruck korrigiert werden.
Bei U¨berwachungsanwendungen sind intrusive Systeme jedoch nicht einsetzbar, da
die zu u¨berwachenden Personen sich nicht aktiv am Erkennungsprozess beteiligen
(sollen).
Lineare Objektklassen
Bei linearen Objektklassen (“linear object classes”) besteht ein direkter Zusam-
menhang zwischen der 3D-Geometrie eines Objektes bei unterschiedlichen Rota-
tionen. Eine 3D-Geometrie Yn la¨sst sich mit den gleichen Gewichtungsfaktoren αj
aus prototypischen Geometrien Ypj zusammensetzen wie korrespondierende rotier-
te Geometrien Yn,r bzw. Ypj ,r [VP97]:
Yn =
N∑
j=1
αjYpj ↔ Yn,r =
N∑
j=1
αjYpj ,r
Merkmalsextraktion
Die Merkmalsextraktionsstufe erstellt eine mathematische Beschreibung (Merk-
mal) eines zu klassifizierenden Objektes aus einer gegebenen Abbildung. Diese
wird aus den Trainingsbildern erstellt und mit der Objektkennung (ID) im Trai-
ningsprozess verknu¨pft. Die Merkmalsextraktion liefert wird im Klassifikations-
prozess durchgefu¨hrt, um aus einem Testbild ebenfalls Merkmale zu extrahieren,
die dann mit den Merkmalen der Trainingsbilder verglichen werden ko¨nnen und zu
einem Erkennungsergebnis in Form einer ID fu¨hren (Klassifikation). U¨blicherweise
muss ein Objektbild so vorverarbeitet sein, dass das Objekt eine definierte Gro¨ße,
Ausrichtung und Position hat und relevante Punkte bekannt sind.
Nearest-Neighbour-Klassifikator
Ein nearest-neighbour-Klassifikator bestimmt aus einer Menge von Merkmals-
vektoren ~xi den Vektor, der bezogen auf ein festgelegtes Abstandsmaß d(·) am
na¨chsten zu einem Testvektor ~y liegt:
arg max
i
d(~y, ~xi)
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Beispiele typischer Abstandsmaße sind:
 (quadratischer) euklidischer Abstand deukl. =‖ ~y − ~xi ‖2
 Cosinus-Distanz: dcos =
<~y,~xi>
‖~y‖·‖~xi‖
neutral
Ein Gesicht(bild) wird in dieser Arbeit als neutral bezeichnet, wenn es einen emo-
tionslosen Ausdruck zeigt, d.h. alle Gesichtsmuskeln entspannt sind.
Normalisierung
“Normalisierung” beschreibt den Prozess in dem ein [→] allgemeines Kopfbild in
ein [→] normalisiertes Gesichtsbild u¨berfu¨hrt wird.
normalisiertes Gesichtsbild (Normgesicht)
Ein (segmentiertes) Normgesichtsbild zeigt ein Gesicht, das [→] frontal und [→]
neutral abgebildet ist. Zusa¨tzlich ist jeglicher Hintergrund entfernt worden und
das Bild genu¨gt den Anforderungen der [→] Merkmalsextraktion, d.h. das Ge-
sichtsbild hat eine definierte Skalierung und Position und Koordinaten relevanter
Punkte (z.B. der Augen) sind bekannt.
Normkopfbild
Ein Normkopfbild zeigt eine Aufnahme eines menschlichen Kopfes, bei dem sowohl
der Hintergrund vorgegeben ist (z.B. homogen einfarbig) als auch insbesondere das
Gesicht [→] frontal und [→] neutral abgebildet ist.
Personendatenbank
Eine “Personendatenbank” ist eine Datenbank von Merkmalen, die fu¨r jede zu er-
kennende Person mindestens ein Merkmal entha¨lt. Im Gegensatz dazu verwenden
ansichtenbasierte Verfahren (siehe Abschnitt 2.2) fu¨r jede einzelne Person eine
“Bilddatenbank”. Aus jedem Bild dieser Datenbanken wird ein Merkmal extra-
hiert, das durch den Trainingsprozess in eine Personendatenbank eintrainiert wird.
Somit besitzen ansichtenbasierte Verfahren einen deutlich ho¨heren Speicherbedarf.
Pose
In dieser Arbeit wird “Pose” als Synonym fu¨r Kopforientierung benutzt. Damit
ist die Aufnahme eines Kopfes oder Gesichtes und einem bestimmten Aufnahme-
winkel gemeint. Bei einer frontalen Pose stimmen Kameraachse und Gesichtsachse
u¨berein.
Pseudoinverse
Die Pseudoinverse A+ = (ATA)−1AT einer reellen m× n-Matrix A (m > n) kann
zur Berechnung einer Lo¨sung xˆ eines linearen Gleichungssystems Ax ≈ b im Sinne
der kleinsten-Fehlerquadrate, d.h. ‖Ax− b‖2 = min, verwendet werden.
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Die Pseudoinverse einer Matrix A ergibt sich aus der [→] Singula¨rwertzerlegung
A = UΣV T durch:
A+ = V Σ+U
wobei Σ+ die transponierte Matrix von Σ ist mit (Σ)+ij =
{
1
σi
falls i = j ∧ σi 6= 0
0 sonst
Referenzbild
Ein Referenzbild bezeichnet eine Aufnahme, aus der ein Merkmal zu Erkennung
einer Person extrahiert wird, das wa¨hrend des Trainingsprozesses in eine [→] Per-
sonendatenbank eingetragen wird.
Referenzkopfmodell
Das Referenzkopfmodell ist ein generisches 3D-Drahtgittermodell eines mensch-
lichen Kopfes, das als Eingangsmodell fu¨r die Gesichtsnormalisierung verwendet
wird. Es stellt ein neutrales, emotionsloses Gesicht dar. Zusammen mit diesem
Modell wurde auch das verwendete Koordinatensystem definiert (siehe auch Ab-
schnitt 4.1.1 auf Seite 111).
Referenzdatenbank
Eine “Referenzdatenbank” ist eine Menge von [→] Referenzbildern, die insbeson-
dere von ansichtenbasierten Verfahren fu¨r das Training beno¨tigt wird, um Varia-
tionen des Erscheinungsbildes einer Person zu modellieren.
Rendering
Die Darstellung eines 3D-Objektes in Form eines Bildes mit Hilfe von Verfahren
der Computergrafik unter Beru¨cksichtigung von Beleuchtung, Kameraparameter
und Materialeigenschaften.
Rigide Transformation
Eine rigide Transformation bezeichnet eine Operation, die auf alle Punkte eines
(3D-)Objektes angewendet wird und dabei die Proportionen des Objektes nicht
vera¨ndert. Zu ihnen za¨hlen: Translation, Rotation und uniforme Skalierung.
Singula¨rwertzerlegung
Mit Hilfe der Singularwertzerlegung (SVD, Singular Value Decomposition) la¨sst
sich eine Matrix A ∈ Rm×n in orthogonale Matrizen U ∈ Rm×m und V ∈ Rn×n
sowie Σ ∈ Rm×n zerlegen:
A = UΣV T mit Σ =
{
σi, falls i = j
0, falls i 6= j
Dabei gilt fu¨r die Singula¨rwerte σi ≥ 0 und σi ≥ σi+1. Eine verbreitete Anwendung
der SVD ist die Berechnung einer [→] Pseudoinversen einer nicht-quadratischen
Matrix zur Lo¨sung linearer Gleichungssysteme.
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Wegen AT ·A = (V ΣTUT ) ·(UΣV T ) = V Σ2V T ist AT ·A a¨hnlich zu Σ2, da V Σ2V T
die Eigenwertzerlegung von AT ·A ist. Daher gilt fu¨r die Singula¨rwerte der Matrix
A: σi =
√
λi, wobei λi die Eigenwerte von A
T · A sind.
Verifikation
Verifikation (auch Authentifikation) bezeichnet den Erkennungsvorgang, bei dem
eine von einer Person vorgegebene Identita¨t u¨berpru¨ft wird. Hierbei wird ein 1 : 1-
Vergleich durchgefu¨hrt. Siehe auch [→] Identifikation
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Kapitel 1
Einleitung
In der heutigen Zeit wird viel Aufwand zum Schutz von Eigentum und Information, zur
Kontrolle von Zuga¨ngen zu Ra¨umlichkeiten und zur U¨berwachung von sicherheitsrele-
vanten Bereichen und o¨ffentlichen Pla¨tzen betrieben. Insbesondere im Bereich der Sicher-
heit und U¨berwachung sowie zur Vorbeugung von Kriminalita¨t werden neben mensch-
lichem Personal auch technische Systeme eingesetzt. Dennoch betra¨gt der Schaden, der
durch Identita¨tsbetrug in verschiedenen Bereichen entsteht, ja¨hrlich 6 Milliarden Dollar
[JBS99]. Davon fallen fast 3 Milliarden Dollar auf die Benutzung von Bankautoma-
ten, wobei MasterCard alleine die ta¨glichen Verluste auf 1,2 Millionen Dollar scha¨tzt
[Woo97]. Aktuellere Untersuchungen scha¨tzen den Schaden durch Identita¨tsbetrug in
den USA insgesamt auf 56,6 Milliarden Dollar in 2006 [Joh06]. Auch einem Missbrauch
im “kleinen” Rahmen wird vorgebeugt: So fu¨hrte beispielsweise der Zoo Hannover 2003
eine Zugangsu¨berwachung der Dauerkarteninhaber mit Hilfe eines Gesichtserkennungs-
systems ein [Zie03].
Neben den bereits existierenden strengen Kontrollmechanismen an Flugha¨fen (z.B. Aus-
weiskontrolle) werden auch in anderen Bereichen der Luftfahrt Personal eingesetzt und
Systeme entwickelt und verwendet, um die Sicherheit weiter zu erho¨hen1 [HFK04]. Das
Ziel aller technischen Systeme in diesem Anwendungsbereich ist die automatische Perso-
nenerkennung, die auch in anderen Feldern eingesetzt wird. Eine Auswahl an mo¨glichen
Anwendungen zeigt Tabelle 1.1.
Die klassischen Verfahren ermo¨glichen die Erkennung einer Person entweder durch Besitz
eines Gegenstandes oder durchWissen von Informationen. Zur ersten Kategorie geho¨ren
die Verfahren, die beispielsweise einen Schlu¨ssel, eine Karte mit Magnetstreifen oder
einen Ausweis verwenden. Alleine der Besitz der genannten Gegensta¨nde erlaubt eine
Identifikation eines Zugriffsberechtigten. Die zweite Gruppe von Verfahren zeichnet sich
durch das Wissen von PINs und Passwo¨rtern aus, beispielsweise fu¨r Computernetzwerke
oder Geldautomaten. Die Kenntnis dieser Kennungen identifiziert eine Person eindeutig.
1Beispielsweise wurden Gesichtserkennungssysteme an den Flugha¨fen Zu¨rich, Tampa (Florida)
[Bor02], und Berlin-Tegel [SPI03] eingesetzt.
1
1 Einleitung
Tabelle 1.1: Auswahl an Anwendungen fu¨r die automatische Personenerkennung [JHP00,
ZCPR03].
Bereich Anwendungen
Forensik Kriminalita¨tsaufkla¨rung (Videoauswertung); Leichenidentifikation
Informations-
technik
Bilddatenbankabfrage (MPEG7);
Mensch-Maschine(Roboter)-Interaktion
Sicherheit
Sicherung von Banktransaktionen (Bankautomat, Kreditkarte);
Anmeldung in Computernetzwerken, Arbeitsplatzrechnern, Internet,
Datenbanken; Einwanderung (Ausweise);
Sozialleistungsbeantragung
U¨berwachung
Videou¨berwachung von o¨ffentlichen Pla¨tzen oder Kaufha¨usern;
Zugangssicherung
Diese klassischen Verfahren werden bereits in vielen Zugangskontroll- und U¨berwachungs-
systemen verwendet, sind aber zunehmend der Kritik hinsichtlich Sicherheit, Bedienkom-
fort und Intrusivita¨t2 ausgesetzt. Die Sicherheit ist gefa¨hrdet, da sowohl Passwo¨rter
als auch Schlu¨ssel nur personenungebunden sind, d.h. sie ko¨nnen unabsichtlich (durch
Diebstahl) oder willentlich weitergegeben oder verloren bzw. vergessen werden. Es ist
also nicht gesichert, dass der aktuelle Besitzer ein Befugter ist.
Nachteilig fu¨r denBedienkomfort wirkt sich beispielsweise die Vielzahl an Passwo¨rtern
im Zeitalter von Emails, Internet und Computernetzwerken aus, die sich fu¨r einen Nut-
zer mit der Zeit ansammeln. Es werden daher ha¨ufig einfach zu erratende Kennungen
verwendet oder Passwo¨rter mehrfach benutzt. Dies fu¨hrt wiederum zu einem erho¨hten
Sicherheitsrisiko. Daher ist der Aspekt des Bedienkomforts eng mit dem Sicherheitsa-
spekt bei Identifikationsverfahren verknu¨pft.
Die klassischen Verfahren (Erkennung durch Wissen und Besitz) ko¨nnen nur zur in-
trusiven Verifikation2 herangezogen werden, da die Zugriff/Zugang erbittende Person
aktiv den Schlu¨ssel verwenden oder das Passwort eingeben muss. Eine Identifikation2
ohne aktives Zutun der betroffenen Person ist somit nicht mo¨glich. In verschiedenen
Anwendungen (siehe auch Tabelle 1.1) ist jedoch ein nicht-intrusiver Erkennungsmo-
dus aus Gru¨nden der Sicherheit notwendig (z.B. Videou¨berwachung, Videoauswertung,
Bilddatenbankabfrage), da Zielpersonen nicht aktiv am Erkennungsprozess teilnehmen
(sollen). Weiterhin fu¨hrt nicht-intrusive Personenerkennung auch zu einer Verbesserung
des Bedienkomforts und leistet damit auch einen Beitrag zur Steigerung der Sicherheit.
Die Komfortverbesserung ko¨nnte sich in einem vereinfachten, bequemeren Identifikati-
onsprozess a¨ußern, indem sich beispielsweise eine Zugangstu¨re o¨ffnet, sobald sich jemand
na¨hert, ohne dass die Person explizit stillstehen und in eine Kamera schauen oder einen
PIN-Code eingeben muss, wie dies bisher der Fall ist.
In ju¨ngerer Zeit sind biometrische Systeme interessant geworden, die auf physiologischen
Merkmalen und Verhaltensmustern basieren. Diese sind personengebunden, was einen
2s. Glossar
2
Verlust sowie eine Weitergabe der Identifikationsmerkmale zumindest um ein Vielfaches
erschwert und damit die Sicherheit deutlich erho¨ht. Weiterhin kann auch vermieden wer-
den, dass (mehrere) Legitimationsmittel (Informationen und Gegensta¨nde) mitgefu¨hrt
werden mu¨ssen, was den Bedienungskomfort erho¨ht. Je nach verwendetem Merkmal
kann ein biometrisches System intrusiv oder nicht-intrusiv eingesetzt werden.
Biometrische Merkmale lassen sich danach unterteilen, ob sie physiologischer Natur
sind oder auf einem bestimmten Verhalten basieren. Zu den physiologischen Merkmalen
geho¨ren beispielsweise Gebiss3, Fingerabdruck, Retina, Iris, Hand und Gesicht. Diese
verschiedenen Ko¨rperteile haben u¨ber eine breite Personengruppe betrachtet eine sehr
individuelle Auspra¨gung, weshalb deren Beschreibung als Merkmal fu¨r die jeweilige Per-
son verwendet werden kann [Woo01].
Zu den verhaltensbasierten Verfahren geho¨ren beispielsweise Unterschrift und Sprache4.
Seit einigen Jahren bescha¨ftigt sich die Forschung auch mit der Analyse des Ganges einer
Person, die durchaus individuelle, charakteristische Merkmale liefert [Ben02, KRCK02,
LG02].
Einen Vergleich der Eigenschaften von verschiedenen biometrischen Merkmalen, die auf
der Beurteilung von Experten beruht, zeigt Tabelle 1.25 [JHP00].
Tabelle 1.2: Vergleich biometrischer Merkmale nach Einscha¨tzung von Experten [JHP00]5.
Univer- Eindeu- Perma- Erfass- Akzep- Zuver-
Merkmal salita¨t tigkeit nenz barkeit tanz Leistung la¨ssigkeit
Gesicht + − ◦ + + − −
Finger ◦ + + ◦ ◦ + +
Hand ◦ ◦ ◦ + ◦ ◦ ◦
Iris + + + ◦ − + +
Retina + + ◦ − − + +
Sprache ◦ − − ◦ + − −
Dabei beschreibt Universalita¨t, wie weit ein Merkmal bei Personen verbreitet ist. Wie
deutlich sich unterschiedliche Personen in einem biometrischen Merkmal unterscheiden,
wird durch die Eindeutigkeit definiert. Permanenz ist das Maß der Stabilita¨t eines Merk-
mals einer Person im Laufe der Zeit. Außerdem unterscheiden sich die Merkmale in ihrer
Erfassbarkeit, d.h. wie gut sie quantitativ messbar sind.
3Derzeit wird das Gebiss nur zur Identifikation von Verstorbenen anhand der Form, Lage und
zahna¨rztlichen Behandlung herangezogen.
4Sicherlich ließe sich die Sprache auch zu den physiologischen Merkmalen za¨hlen, da die
Klangfa¨rbung eines gesprochenen Satzes durch die Anatomie des Kehlkopfes bestimmt ist. Jedoch
ist Sprache vor allem auch ein dynamisches Merkmal und wird daher hier den verhaltensbasierten
Verfahren zugeordnet.
5 Tabelle 1.2 entha¨lt ausschließlich positive Eigenschaften, d.h. ein gutes Erkennungssystem sollte bei
jeder Eigenschaft positiv (+) bewertet sein. Die Bedeutung der Bewertungszeichen sind im Einzelnen:
+: Eigenschaft ist vorhanden, ◦: Eigenschaft ist nur ma¨ßig vorhanden, -: Eigenschaft ist nicht vorhanden
3
1 Einleitung
Weiterhin sind insbesondere auch Akzeptanz, Leistung und Zuverla¨ssigkeit fu¨r die kom-
merzielle Nutzung von biometrischen Systemen interessant [Cla94, New95]. Akzeptanz
gibt an, inwieweit die jeweilige Technologie bei Anwendern akzeptiert ist. Weiterhin ist
natu¨rlich interessant, wie hoch die Erkennungsleistung derzeitiger Systeme ist (Leistung)
und wie schwierig es ist, ein System zu ta¨uschen (Zuverla¨ssigkeit).
Es sind bereits kommerzielle Systeme u.a. basierend auf den Merkmalen Gesicht, Fin-
ger, Hand und Iris verfu¨gbar. Die Eigenschaften dieser Systeme werden in der Industrie
ebenfalls unterschiedlich bewertet (Tabelle 1.36). Hier sind neben der Leistung und Zu-
verla¨ssigkeit auch die Kosten eines Systems und die Benutzerfreundlichkeit (Einfachheit
der Bedienung) wichtig.
Tabelle 1.3: Vergleich biometrischer Merkmale nach Einscha¨tzung der Firma Human Reco-
gnition Systems Ltd., UK6 (aus [Sys06]).
Benutzer- Zuver-
Merkmal Kosten freundlichkeit Leistung la¨ssigkeit
Gesicht − ++ − −
Finger ++ + + +
Hand ++ + ◦ ◦
Iris − ++ ++ ++
Aus den Tabellen 1.2 und 1.3 la¨sst sich ersehen, dass insbesondere bei Gesichtserken-
nungssystemen trotz hoher Akzeptanz und Erfassbarkeit insbesondere die Leis-
tung und die Zuverla¨ssigkeit bema¨ngelt wird [Int06]. Hier besteht weiterhin For-
schungs- und Entwicklungsbedarf, dies zu verbessern.
Weiterhin sind heute existierende automatische Gesichtserkennungssysteme nur fu¨r in-
trusive Anwendungen implementiert, die sowohl an Umwelt- (z.B. gleichma¨ßige Beleuch-
tung) als auch an operationelle Bedingungen (z.B. mehrere Trainings- und Abfrageauf-
nahmen bei neutraler Frontalansicht) geknu¨pft sind. Beispielsweise werden fu¨r die Auf-
nahmen in automatisch auswertbaren, biometrischen Reisepa¨ssen u.a. Anforderungen an
Gro¨ße und Orientierung des Gesichts, Farben und Scha¨rfe der Aufnahme, Beleuchtung,
Blickrichtung gestellt [ICA03]. Abbildung 1.1 zeigt Beispiele unerlaubter Bilder.
Das Gesicht ist jedoch das einzige derzeit relevante biometrische Merkmal, das die Imple-
mentierung eines nicht-intrusiven Systems ermo¨glicht, fu¨r das die beteiligten Personen
weder bei der Erstellung der Trainingsdatensa¨tze (z.B. aus Fahnungsbildern) noch bei
den Abfragebildern ( z.B. aus U¨berwachungsvideos) aktiv am Erkennungsprozess teilneh-
men mu¨ssen. Dies ermo¨glicht eine umfassendere Automatisierung von U¨berwachungs-
6 ’Pluszeichen’ geben an, dass ein System mit der jeweiligen Eigenschaft positiv zu bewerten ist und
nicht etwa, dass die Eigenschaft in hohem Maße vorhanden ist. Beispielsweise steht ’++’ fu¨r geringe
Kosten und ’–’ fu¨r (relativ) hohe Kosten, weil geringe Kosten fu¨r ein System positiv zu bewerten
sind. Im Gegensatz dazu sind eine gute Leistung, eine hohe Benutzerfreundlichkeit und Zuverla¨ssigkeit
ebenfalls mit ’+’ bzw. ’++’ dargestellt.
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(a) (b) (c) (d) (e) (f)
Abbildung 1.1: Unerlaubte Aufnahmen fu¨r biometrische Reisepa¨sse [ICA03]: (a) offener
Mund und Spielzeug zu nah (b) Kappe (c) Schlagschatten (d) Heterogener
Hintergrund (e) Kopfdrehung (f) geto¨nte Brillengla¨ser.
und Zugangskontrollaufgaben und somit einer Steigerung von Sicherheit und Bedien-
komfort. Zur Entwicklung eines solchen nicht-intrusiven Systems mu¨ssen jedoch die
Leistung und Zuverla¨ssigkeit bestehender Systeme noch verbessert werden. Um dies zu
verdeutlichen, wird im Folgenden ein U¨berblick u¨ber die Leistungsfa¨higkeit heutiger Sys-
teme basierend auf den Ergebnissen verschiedener Studien gegeben sowie beeinflussende
Faktoren diskutiert.
1.1 Leistungsfa¨higkeit aktueller Gesichtserkennungs-
systeme
Automatische Gesichtserkennung ist derzeit nur intrusiv verla¨sslich einsetzbar. In um-
fangreichen Evaluationen wurden verschiedene Einflussfaktoren untersucht, gegen die
heutige Systeme anfa¨llig sind, obwohl sie unter kontrollierten Bedingungen sehr gut
funktionieren [BBP01, PGM+03a, BSI03, BSI04]. Diese Feldtests wurden von natio-
nalen und internationalen Institutionen und Forschungsgruppen durchgefu¨hrt, die sich
mit der Analyse der Leistungsfa¨higkeit von kommerziellen und nicht-kommerziellen Ge-
sichtserkennungsverfahren und -systemen bescha¨ftigen.
Im Folgenden werden daher zuerst die Faktoren erla¨utert, die Einfluss auf die Er-
kennungsleistung eines automatischen Gesichtserkennungssystems nehmen (Abschnitt
1.1.1). Anschließend folgt eine kurze Beschreibung der Programme, in deren Rahmen
die umfangreichen Feldtests durchgefu¨hrt wurden, um die Leistungsfa¨higkeit aktueller
Systeme unter dem Einfluss dieser Faktoren zu quantifizieren (Abschnitt 1.1.2).
1.1.1 Einflussfaktoren bei automatischer Gesichtserkennung
Die besondere Herausforderung bei der Entwicklung eines (nicht-intrusiven) automati-
schen Gesichtserkennungssystems ist die Reduzierung der zahlreichen Einflussfaktoren,
die die Erkennungsleistung verringern. Dabei ha¨ngt die Priorita¨t der Faktoren vom tat-
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sa¨chlichen Einsatzszenario des Systems ab, d.h. die Reduzierung mancher Faktoren muss
nicht algorithmisch angegangen werden, sondern kann operationell oder hardwarema¨ßig
durchgefu¨hrt werden (z.B. gute, konstante Beleuchtung). Andere Faktoren sind fu¨r ein
nicht-intrusives System im Allgemeinen schwer operationell zu lo¨sen und mu¨ssen daher
algorithmisch betrachtet werden (z.B. Kopforientierung und Mimik).
Im Folgenden wird ein U¨berblick u¨ber die wichtigsten Einflussfaktoren gegeben, die sich
in technische und menschliche Faktoren einordnen lassen (Abbildung 1.2).
Abbildung 1.2: Wichtige Einflussfaktoren auf das Erkennungsergebnis eines automatischen
Gesichtserkennungssystems sind Pose (Kopforientierung), Mimik (Gesichts-
ausdruck), Verdeckung, Beleuchtung und Auflo¨sung sowie deren Kombina-
tionen.
Technische Faktoren ergeben sich durch die Verwendung bestimmter Hardware und
aus der Umgebung, in der das System angewendet werden soll. Grundsa¨tzlich muss je-
der auf Bildverarbeitung basierende Erkennungsprozess diese Faktoren beru¨cksichtigen,
deren Einfluss allerdings ha¨ufig durch eine geeignete Wahl von Gera¨ten (z.B. Kameras,
Beleuchtung) reduziert werden kann.
1. Bildauflo¨sung : Bei der Wahl einer geeigneten Bildauflo¨sung muss immer ein Kom-
promiss zwischen Verarbeitungsgeschwindigkeit (⇒ geringe Auflo¨sung) und guter
Separierbarkeit der Erkennungsmerkmale (⇒ hohe Auflo¨sung) und damit guter
Erkennungsleistung gefunden werden (Abbildung 1.2).
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2. Gro¨ße der Trainingsmenge:
Viele bekannte Erkennungsverfahren liefern eine gute Beschreibung von Gesich-
tern, wenn mehrere Ansichten unter bestimmten Bedingungen (z.B. Frontalan-
sicht, neutraler Gesichtsausdruck) fu¨r das Training zur Verfu¨gung stehen. Aller-
dings sind ha¨ufig nur wenige Ansichten, im Extremfalle nur eine einzige (z.B. bei
Anwendung von U¨berwachungssystemen) verfu¨gbar, um das System zu trainie-
ren. Daher muss allgemeines a-priori Wissen in Form von Gesichtsmodellen oder
Datenbanken von Bildern anderer Personen verwendet werden, um mo¨gliche Va-
riationen zu modellieren.
Weiterhin sinkt im Allgemeinen die Erkennungsleistung bei steigender Anzahl der
Personen in der trainierten Datenbank, da die Separierbarkeit durch die zuneh-
mende Anzahl von Merkmalsvektoren abnimmt [PGM+03a].
3. Beleuchtungsa¨nderungen: Beleuchtungsquellen aus verschiedenen Richtungen mit
unterschiedlicher Sta¨rke und Leuchteigenschaften sowie Objekte zwischen Beleuch-
tungsquellen und betrachtetem Gesicht vera¨ndern das Erscheinungsbild deutlich
durch Schlagschatten oder (u¨ber-)beleuchtete Gesichtsregionen (Abbildung 1.2).
Im Allgemeinen werden zwei Ansa¨tze verfolgt, um das Problem der Beleuchtungs-
variation zu lo¨sen: (1) Verwendung von beleuchtungsunabha¨ngigen Merkmalen
und Klassifikatoren [WFKvdM97, BHK97], (2) Modellierung der Beleuchtung und
Vorverarbeitung des Bildes [Zha99, GKB98, GBK01]. Wa¨hrend der erste Ansatz
entweder auf heuristischen Annahmen oder einer großen Anzahl von Bildern jeder
Person basiert, ist beim zweiten Ansatz oft (mindestens) ein Bild unter bestimm-
ten Bedingungen (z.B. Pose) notwendig, um ein geeignetes Modell zu erstellen.
Zudem sind solche Modelle ha¨ufig auf die Behandlung von Beleuchtungsvariatio-
nen beschra¨nkt, oder sie beno¨tigen eine große Anzahl an Bildern, die Variationen in
Kopforientierung, Beleuchtung, Mimik, etc. zeigen. Diese Bilder stehen allerdings
nicht immer zur Verfu¨gung.
Menschliche Faktoren beeinflussen den Erkennungsprozess aufgrund spezieller Ei-
genschaften des menschlichen Gesichtes. Sie ko¨nnen unterteilt werden in physiologisch-
biologische und verhaltensabha¨ngige Faktoren.
1. Physiologisch-biologische Faktoren
Unterschiede und Vera¨nderungen im Gesicht sind in der genetischen Veranlagung
des Menschen begru¨ndet. Daher existieren Einflu¨sse, die auf biologischen Eigen-
schaften des Menschen basieren.
(a) Alterung : Insbesondere wenn zwischen der Aufnahme des Trainingsbildes und
der durchzufu¨hrenden Gesichtserkennung ein zeitlicher Abstand von mehre-
ren Jahren besteht, sind Vera¨nderungen im Erscheinungsbild festzustellen, die
sich sowohl in der Textur als auch in der Geometrie eines Gesichtes zeigen
und somit zu Fehlklassifikationen fu¨hren ko¨nnen.
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(b) Rasse: Umfangreiche Evaluationen legen die Vermutung nahe, dass Personen
unterschiedlicher Rasse sich verschieden gut erkennen lassen. Jedoch konnte
dies nicht abschließend festgestellt werden, und genauere Untersuchungen
sind notwendig [PGM+03a].
(c) Geschlecht : Das Geschlecht der zu erkennenden Personen scheint ebenfalls
Einfluss auf die Erkennungsraten der Systeme zu haben. Jedoch gibt es wider-
spru¨chliche Aussagen in welcher Form der Einfluss besteht: Gross et al. stell-
ten fest7, dass sich Frauen besser als Ma¨nner erkennen lassen [GSC01]. In der
FRVT2002 Evaluation wurde jedoch festgestellt, dass Ma¨nner etwas sicherer
zu erkennen sind. Es wird vermutet, das Ma¨nner aufgrund ihrer Hautstruk-
tur und der Gesichtsbehaarung besser erkennbar sind, jedoch konnte diese
Hypothese noch nicht ausreichend durch Tests besta¨tigt werden [PGM+03a].
(d) Das Zwillingsproblem: Die “natu¨rliche Kopie” eines Gesichtes ist das Gesicht
eines (eineiigen) Zwillings. Verfahren, die auf Kamerabildern basieren, haben
Schwierigkeiten diese zu trennen. Die Entwickler einiger Ansa¨tze unter Ver-
wendung von 3D-Scannern geben an, auch hier ausreichend unterscheidende
Merkmale extrahieren zu ko¨nnen [BBK03]. Aufgrund der Dimensionen eines
geeigneten Gesichtsscanners sind diese Techniken jedoch auch bisher nicht in
nicht-intrusiven Systemen einsetzbar, da sich die Zielperson fu¨r eine Aufnah-
me einige Sekunden still vor dem Scanner aufhalten muss.
2. Verhaltensabha¨ngige Faktoren
Das Erscheinungsbild des menschlichen Kopfes unterliegt Vera¨nderungen aufgrund
von (un-)beabsichtigten Bewegungen sowie dem Hinzufu¨gen von Objekten wie z.B.
Brillen. Die hauptsa¨chlichen verhaltensbasierten Faktoren sind:
(a) Verdeckung : Bei Verdeckung der Mundregion oder der zur Gesichtserken-
nung noch wichtigeren Augenregion durch Schals, Brillen, Mu¨tzen oder Hu¨te
ist eine Extraktion zuverla¨ssiger Merkmale nicht mehr mo¨glich. Eine gewisse
Stabilita¨t gegenu¨ber Verdeckung kann durch lokale Ansa¨tze zur Gesichtser-
kennung erreicht werden, d.h. wenn nur einzelne Gesichtsteile zur Erkennung
herangezogen werden und nicht das Gesamtgesicht auf einmal.
Auch modisch bedingte Vera¨nderungen des Gesichtes z.B. durch Make-up,
Frisuren und Ba¨rte fu¨hren ebenfalls zu Merkmalen, die keine zuverla¨ssige
Zuordnung zu den Merkmalen des gleichen Gesichtes ohne Bart oder mit
anderem Make-up mehr ermo¨glichen.
(b) Gesichtsausdruck/Mimik : Neben der (akustischen) Sprache sind Gesichtsaus-
dru¨cke die wichtigste Informationsquelle zur zwischenmenschlichen Kommu-
nikation. Jedoch bringt diese Fa¨higkeit zur Kommunikation eine Reihe von
Vera¨nderungen des Erscheinungsbildes mit sich. 26 Gesichtsmuskeln erlauben
kleinste Vera¨nderungen des Gesichtsausdruckes [Gra18], die zur Entstehung
7Auf einer “kleinen” Datenbank von 130 Personen
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von Hautfalten fu¨hren oder wichtige Gesichtsregionen (z.B. Augenbrauen)
verschieben und somit auch gro¨ßere Vera¨nderungen der Gesichtsgeometrie
bewirken (Abbildung 1.2).
(c) Kopforientierung/Pose: Große Vera¨nderungen im Erscheinungsbild eines Ge-
sichts entstehen durch Kopfdrehungen. Dies fu¨hrt nicht nur zu textuellen
sondern auch zu geometrischen Verzerrungen im Kamerabild. Durch eine
vera¨nderte Kopfhaltung ko¨nnen weiterhin wichtige Gesichtsregionen verdeckt
werden (Selbstverdeckung). Dies fu¨hrt zum Verlust von Texturinformationen,
die wichtig fu¨r eine gute Erkennung sind (Abbildung 1.2).
1.1.2 Beurteilung der Leistung automatischer Gesichtserken-
nungssysteme
In der Vergangenheit wurden zahlreiche Studien durchgefu¨hrt, um die Leistungsfa¨higkeit
von Gesichtserkennungssystemen objektiv zu ermitteln. Dabei wurden sowohl kommer-
zielle Systeme als auch Prototypen von Universita¨ten und Forschungseinrichtungen be-
trachtet. Einen U¨berblick der wichtigsten Studien gibt Tabelle 1.4.
Das Bundesamt fu¨r Sicherheit in der Informationstechnik8 fu¨hrte Studien zur Leistungs-
fa¨higkeit von Gesichtserkennungssystemen im Allgemeinen (Bioface I & II [BSI03])
und fu¨r die Erkennung auf Basis von Lichtbilddokumenten im Speziellen durch (BioP
[BSI04]). Alle Untersuchungen zeigten, dass nur mit umfangreichen Einschra¨nkungen fu¨r
das Bildmaterial (wie die Bestimmungen der ICAO fu¨r Ausweisfotografien [ICA03], sie-
he auch Abbildung 1.1 auf Seite 5) derzeit automatische Gesichtserkennung mo¨glich ist.
Jedoch besagen auch andere Studien, dass das Gesicht unter den biometrischen Merk-
malen am besten geeignet ist, um Verifikationen mit maschinenlesbaren Dokumenten
durchzufu¨hren [Hie00].
Zwischen 1993 und 1997 lief das FERET-Programm der amerikanischen Defense Ad-
vanced Research Products Agency (DARPA), um die Entwicklung von automatischen
Gesichtserkennungssystemen voranzutreiben [PWHR98, PMRR00]. Ein zentraler Be-
standteil dieses Programms war die Erstellung einer umfangreichen Bilddatenbank, die
ab 1998 auch anderen wissenschaftlichen Einrichtungen außerhalb des Programms zur
Verfu¨gung gestellt wurde9.
Spa¨ter erfolgte die Durchfu¨hrung verschiedener standardisierter Evaluationen, die die
Leistung von kommerziellen Systemen beurteilen sollten. Als Nachfolger des FERET-
Programms sind hier vor allem die ”Face Recognition Vendor Tests”(FRVT) von 2000
und 2002 zu nennen [BBP01, PGM+03a]. Diese Tests zeigten, dass automatische Ge-
sichtserkennungsverfahren nur bei Einhaltung zahlreicher Nebenbedingungen funktio-
8http://www.bsi.bund.de
92003 wurde eine erweiterte Bilddatenbank vero¨ffentlicht, die u.a. auch Farbaufnahmen entha¨lt
(http://www.itl.nist.gov/iad/humanid/feret/).
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Tabelle 1.4: Deutsche und internationale Programme zur Ermittlung der Leistungsfa¨higkeit
von Gesichtserkennungssystemen.
Jahr Beschreibung Art und Anzahl
der Systeme
FERET
[PWHR98,
PMRR00]
1993 Erstellung einer umfangreichen Bild-
datenbank und Durchfu¨hrung eines
standardisierten Testprotokolls
kommerziell (1) +
Prototypen (9)
FRVT2000
[BBP01]
2000 Verwendung des FERET-
Bildmaterials zur Evaluation der
beteiligten Systeme
kommerziell (5)
FRVT2002
[PGM+03a]
2002 Untersuchung der bei FRVT2000 auf-
getretene Fragen und Verbesserungen
der Systeme; umfangreichere Bildda-
tenbank
kommerziell (10)
FRVT2006
(Auswertung
noch nicht
abgeschlossen)
2006 Untersuchung von 3D-Verfahren und
Verwendung von hochauflo¨sendem
Bildmaterial.
kommerziell (16) +
Prototypen (6)
BioFace
I & II [BSI03]
2003 Algorithmentest (Kontrolliertes Bild-
material) und Systemtest (Einsatz un-
ter realen Bedingungen)
kommerziell (4)
BioP [BSI04] 2004 Vergleich von Ausweisbild mit Live-
Aufnahmen
kommerziell (3)
nieren und das viele Einflussfaktoren das Erkennungsergebnis erheblich einschra¨nken.
Am FRVT2000 nahmen fu¨nf kommerzielle Systeme teil, von denen zwei insgesamt nur
einen Test erfolgreich durchfu¨hren konnten. Die anderen drei Systeme zeigten in weiteren
Tests Schwa¨chen bei unterschiedlichen Gesichtsausdru¨cken, verschiedenen Kopforientie-
rungen, stark verkleinerten oder komprimierten Bildmaterial sowie unterschiedlichen
Beleuchtungen.
Im FRVT2002 konnten im Vergleich zum FRVT2000 verbesserte Erkennungsraten bei
der Anwendung von System unter kontrollierten Bedingungen nachgewiesen werden.
Beispielsweise zeigt Abbildung 1.3 die Ergebnisse der teilnehmenden Systeme in Abha¨n-
gigkeit von der Datenbankgro¨ße. Bei einer kleinen Anzahl von zu erkennenden Personen
konnten Erkennungsraten um 90% erreicht werden. Dabei wurde Bildmaterial unter
kontrollierten Bedingungen (neutrale Frontalansichten bei gleichma¨ßiger Beleuchtung
und weißem Hintergrund) verwendet.
Daru¨berhinaus wurden weitere Fragen untersucht, die im FRVT2000 aufgetreten waren,
wie z.B., inwieweit demographische Faktoren und Zeitunterschiede zwischen Trainings-
und Testzeitpunkt die Leistung beeinflussen.
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Abbildung 1.3: Die Erkennungsraten der am FRVT2002 teilnehmenden Gesichtserkennungs-
verfahren in Abha¨ngigkeit von der Datenbankgro¨ße lag bei den besten Syste-
men bei etwa 90%. Tests wurden mit Bildern unter kontrollierten Bedingun-
gen (neutrale Frontalansichten bei gleichma¨ßiger Beleuchtung und weißem
Hintergrund) durchgefu¨hrt [PGM+03a].
In einem weiteren Experiment wurde das Verhalten der Algorithmen bei A¨nderung der
Kopforientierung untersucht. Einen U¨berblick u¨ber die Erkennungsergebnisse der im
FRVT2002 untersuchten, kommerziellen Systeme auf einer Datenbank von 87 Personen
gibt Abbildung 1.4. Bei diesem Test wurde zuna¨chst die Erkennungsleistung der Sys-
teme fu¨r den Fall ermittelt, dass nicht Frontalansichten fu¨r die Klassifikation benutzt
werden, sondern Gesichtsbilder mit nicht-frontaler Kopforientierung. Es wird deutlich,
dass fast alle Systeme nur noch eine Erkennungsrate unter 50% erreichen (Ausnahmen:
54% Iconquest (30◦ oben), 55% Cognitex (30◦ unten)).
Im Rahmen dieses Experiments wurde weiterhin untersucht, inwieweit ein Normali-
sierungsansatz10 eine Verbesserung der Erkennungsleistung der Systeme bewirkt. Es
wurden ebenfalls Frontalansichten10 der Personen fu¨r den Trainingsprozess verwendet,
jedoch Testbilder mit den jeweiligen Kopfdrehungen so vorverarbeitet, dass eine Frontal-
ansicht zuna¨chst generiert und dann zum Vergleich herangezogen wurde. Somit ist ein
zusa¨tzlicher bisher nicht in den Systemen integrierter Vorverarbeitungsschritt durch-
gefu¨hrt worden, der zu kontrollierten Bedingungen bezu¨glich der Kopforientierung in
den Testbildern fu¨hrt.
10s. Glossar
11
1 Einleitung
Abbildung 1.4: Erkennungsleistung der zehn am FRVT 2002 teilnehmenden Systeme bei un-
terschiedlichen Kopforientierungen, wenn Frontalansichten eintrainiert wer-
den (Werte in den Spalten 2, 4, 6 und 8). Der Einsatz eines Vorverarbei-
tungsschrittes zur Normalisierung der Eingangsgesichtsbilder (Morphable
Models) brachte deutliche Verbesserungen (Werte in den Spalten 3, 5, 7
und 9) [PGM+03b].
Fu¨r diese Vorverarbeitung wurde der sogenannte Morphable-Model-Ansatz ausgewa¨hlt
(siehe Kapitel 2.3.3). Unter Verwendung einer Datenbank von aufeinander registrier-
ten11 3D-Gesichtscans, wird das Gesicht im Testbild nachmodelliert und anschließend
in eine frontale Ansicht u¨berfu¨hrt. Dabei wurden manuell eine Reihe von charakteris-
tischen Punkten im 2D-Bild markiert und dann das 3D-(Morphable)Modell mit Hilfe
eines zeitaufwendigen iterativen Anpassungsalgoritmus an das Bild angepasst. Obwohl
der hier verwendete Ansatz bei neun von zehn Systemen eine deutliche Verbesserung
der Erkennungsrate erreichte, besitzt er drei wesentliche Nachteile, die seinen Einsatz in
der Praxis erschweren:
1. Eine pra¨zise manuelle Definition charakteristischer Punkte im Bild ist notwendig.
2. Der Anpassungsalgorithmus ist sehr zeitaufwendig (ca. 4,5 Minuten pro Bild) .
3. Die Erstellung und Registrierung11 einer repra¨sentativen Anzahl von 3D-Gesicht-
scans, die die Basis des Morphable-Models darstellen, ist in der Praxis aufwendig.
11Zuordnung gleicher Punkte (z.B. Nasenspitze) in verschiedenen Gesichtsscans
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Zusa¨tzlich erfolgte eine Untersuchung daru¨ber, wie robust die Systeme gegenu¨ber von
dem Normalisierungsansatz produzierten Artefakte sind. Dazu wurden die Frontalan-
sichten der 87 Personen trainiert und die gleichen Trainingsbilder nach Vorverarbeitung
mit den Morphable-Models zur Klassifikation verwendet. Wenn ein System gegen die
Artefakte invariant ist, die die Morphable-Models generieren, so sollte eine theoretische
Erkennungsrate von 100% ermittelt werden, da die gleichen Bilder fu¨r das Training und
den Test verwendet wurden. Erreicht worden sind jedoch nur Raten zwischen 45% und
98%. Wie gut die Systeme die 87 Personen erkennen, wenn unterschiedliche Frontalan-
sichten fu¨r das Training und den Test verwendet werden, ist nicht ermittelt worden.
Zusammenfassend la¨sst sich sagen, dass derzeitige kommerzielle und nicht-kommerzielle
Systeme unter kontrollierten Bedingungen ca. 85% von 1000 und ca. 78% von 10000
Gesichtern erkennen, jedoch ihre Leistung drastisch abfa¨llt, sobald Bilder pra¨sentiert
werden, die diesen Bedingungen nicht genu¨gen (Abbildung 1.4). Es besteht also ein For-
schungsbedarf, um diese Systeme zu stabilisieren und den Einfluss der in Abschnitt 1.1.1
erla¨uterten Faktoren zu verringern. Das oben beschriebene Posenexperiment aus dem
FRVT2002 gibt einen Hinweise darauf, dass ein Normalisierungsansatz zur Vorverar-
beitung der Gesichtsbilder erfolgsversprechend ist, um eine ho¨here Stabilita¨t bezu¨glich
unterschiedlicher Kopfdrehungen zu reeichen.
Eine aktuelle Untersuchung des Bundeskriminalamtes am Mainzer Hauptbahnhof zur
Gesichtserkennung als Fahndungshilfsmittel zeigte, dass aktuelle, kommerzielle Systeme
derzeit in einem nicht-intrusiven U¨berwachungsszenario nicht einsetzbar sind [Bun07]. In
dieser Studie wurden Aufnahmen von 200 Freiwilligen zum Aufbau einer Personendaten-
bank verwendet, auf deren Basis kommerzielle Gesichtserkennungssysteme einen Bereich
des Bahnhofs u¨berwachten. Hierzu wurden Kameras montiert, die aus einer Entfernung
von 12 - 15 Metern die Szene an einer Rolltreppe beobachteten. Die Testpersonen sind
Pendler, die den Bahnhof ta¨glich mindestens einmal passierten. Nur in durchschnittlich
30% der Fa¨lle, in denen die Personen den U¨berwachungsbereich durchquerten, wurden
sie korrekt identifiziert.
1.2 Zielsetzung der Arbeit
Ein allgemeines Verarbeitungsprinzip von Gesichtserkennungssystemen, wie sie auch im
FRVT2002 verwendet wurden, zeigt Abbildung 1.5.
Solche Systeme basieren auf einer kontrollierten Bildakquisition, d.h. es mu¨ssen Kopf-
bilder aufgenommen werden, die vorgegebenen Bedingungen (z.B. neutrale12, frontale12
Ansicht) genu¨gen (Normkopfbild)12. Dieses Normkopfbild wird dann in einem Bildvor-
verarbeitungsschritt segmentiert (detektiert und ausgeschnitten) sowie fu¨r die Merk-
malsextraktion geeignet bearbeitet. Aus dem so erhaltenen segmentierten Normgesicht12
werden Merkmale extrahiert, die in der Trainingsphase dazu benutzt werden, eine Zuord-
12s. Glossar
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Abbildung 1.5: Verarbeitungsprinzip heutiger, intrusiver Gesichtserkennungssysteme. Im
Bildakquisitionsschritt mu¨ssen Bilder aufgenommen werden, die festen Be-
dingungen (z.B. neutrale Frontalansicht) genu¨gen, sodass ein Normgesicht
fu¨r die folgenden Verarbeitungsschritte zur Verfu¨gung steht.
nung zwischen Merkmalsvektor und Personenkennung zu lernen (Training). So entsteht
eine Datenbank von Merkmalsvektor-Datensa¨tzen (Personendatenbank), die wa¨hrend
der Klassifikation verwendet wird, um die Merkmale eines Testbildes (ein Normkopfbild
einer unbekannten Person) zuzuordnen.
Bei der Anwendung eines automatischen Gesichtserkennungssystems in einer nicht-in-
trusiven Anwendung muss von einem weitgehend unkontrollierten Bildakquisitionspro-
zess ausgegangen werden. Dies fu¨hrt dazu, dass kein Normgesichtsbild (Abbildung 1.5)
zur Verfu¨gung steht, sondern ein allgemeines Kopfbild13vor Hintergrund, das zuna¨chst
keinerlei Bedingungen bezu¨glich Pose oder Mimik erfu¨llt. Wie im vorherigen Abschnitt
erla¨utert, fu¨hrt dies zu Einbru¨chen in der Erkennungsleistung. Daher wird das Verar-
beitungsprinzip in dieser Arbeit, wie in Abbildung 1.6 zu sehen, modifiziert.
Das Ziel dieser Arbeit ist deshalb die Entwicklung einer Bildvorverarbeitungsstufe, die
aus einem allgemeinen Kopfbild ein segmentiertes Normgesichtsbild generiert, wie es
fu¨r die Merkmalsextraktion und somit fu¨r das Training und die Klassifikation beno¨tigt
wird. Dabei werden neben der beno¨tigten Gesichtslokalisierung eine Gesichtsnormali-
sierung und eine Texturrekonstruktion durchgefu¨hrt. Gesichtsnormalisierung bedeutet
dabei, eine U¨berfu¨hrung eines allgemeinen Gesichtsbildes in eine neutrale und frontale
Ansicht. Die durch Selbstverdeckung fehlenden Gesichtsregionen werden durch die Tex-
turrekonstruktion erga¨nzt. Zusa¨tzlich wird fu¨r einzelne Bildregionen ein Bewertungsmaß
bereitgestellt, wie zuverla¨ssig die in der jeweiligen Region aufgrund von Selbstverdeckung
zu findende Bildinformation ist. Dies unterstu¨tzt die Klassifikation dadurch, dass Be-
reiche bzw. Merkmale mit unzureichender Zuverla¨ssigkeit nicht beru¨cksichtigt werden.
Somit sind die Ziele dieser Vorverarbeitung:
 Reduzierung des Einflusses unterschiedlicher Gesichtsausdru¨cken:
Verzerrungen des Erscheinungsbildes aufgrund unterschiedlicher Gesichtsausdru¨cke
13s. Glossar
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Abbildung 1.6: Verarbeitungsprinzip des in dieser Arbeit vorgestellten Ansatzes zur nicht-
intrusiven Gesichtserkennung. Ein nicht-intrusives Anwendungsszenario
beinhaltet einen unkontrollierten Bildakquisitionsprozess wodurch das fu¨r
die Merkmalsextraktion notwendige Normgesichtsbild aus dem allgemeinen
Kopfbild in der Bildvorverarbeitungsstufe generiert wird.
werden dadurch reduziert, dass zuerst der Gesichtsausdruck im Kamerabild nach-
modelliert und dann in einen neutralen Gesichtsausdruck transformiert wird. So-
mit gehen in das Training nur neutrale Gesichter ein. Wa¨hrend der Klassifikations-
phase werden die mimiknormalisierten Gesichter der Testbilder dann mit diesen
vorverarbeiteten Trainingsbildern bzw. deren Merkmalsvektoren verglichen und
klassifiziert. Statt eines Normkopfbildes kann also ein allgemeines Kopfbild ver-
wendet werden.
 Reduzierung des Einflusses unterschiedlicher Posen:
Die nicht-linearen Verzerrungen der Geometrie und Textur, die sich aus den 3D-
Transformationen durch Kopfdrehung im 2D-Bild ergeben, werden dadurch re-
duziert, dass auch hier immer die gleiche Ansicht aus den Trainings- und den
Abfragebildern generiert wird. Da derzeitige Gesichtserkennungsverfahren insbe-
sondere auf Frontalansichten aufgrund der hohen Informationsdichte gut arbeiten,
wird in dieser Arbeit vor allem die Generierung von Frontalansichten untersucht.
Statt eines Normkopfbildes kann also ein allgemeines Kopfbild verwendet werden.
 Verringerung der Anforderungen an Rechnerressourcen:
Bereits existierende Algorithmen ko¨nnen eine robuste Gesichtserkennung trotz
wechselnder Gesichtsausdru¨cke und unterschiedlichen Posen durchfu¨hren. Diese
Verfahren beno¨tigen jedoch entweder Rechenzeit in der Gro¨ßenordnung von 30 Se-
kunden bis zu mehreren Minuten [CQS+05, RBBV05, Rom05, Bla06] oder große
Speicherressourcen aufgrund von umfangreichen Bilddatenbanken, die generiert
werden oder zum Lernen der Variationen aufgrund von Posen- und Mimika¨n-
derungen beno¨tigt werden. In dieser Arbeit wird auf die Erstellung und Verwen-
dung dieser Datenbanken verzichtet, um den Ressourcenbedarf mo¨glichst gering zu
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halten, damit sich Gesichtserkennung zuku¨nftig auch auf Gera¨ten einsetzen la¨sst,
die eine geringere Hardware-Ausstattung haben als Standard-PCs (z.B. Mobilte-
lefone, Handheld (PDA), embedded-Systeme).
 Erhaltung der Nicht-Intrusivita¨t :
Sowohl fu¨r das Training eines Klassifikators als auch in der Testphase, mu¨ssen die
Aufnahmen der Gesichter keine Bedingung erfu¨llen, d.h. eine beliebige Pose und
eine beliebige Mimik kann verwendet werden. Zudem wird fu¨r jede Person nur eine
einzige Aufnahme beno¨tigt, um sie in das System einzutrainieren.
Bereits existierende Klassifikationsmethoden und Algorithmen zur Merkmalsextraktion
besitzen eine gute Erkennungsleistung und sind gegenu¨ber verschiedenen Einflussfakto-
ren (z.B. Beleuchtung) stabil. Eine positiv einzuscha¨tzende Folge des in dieser Arbeit
gewa¨hlten Normalisierungsansatzes ist es daher, dass eine weitgehende Unabha¨ngigkeit
von Merkmalsextraktion, Trainingsalgorithmus und Klassifikationsverfahren besteht und
somit beliebige Verfahren verwendet werden ko¨nnen. Es ist das Ziel, nicht in diese Ver-
fahren einzugreifen und zusa¨tzlich die Zuverla¨ssigkeit der aus einzelnen Bildregionen
extrahierten Merkmale zu bestimmen, die sich aufgrund der Selbstverdeckung bei ge-
drehter Kopfhaltung ergibt. Diese Information kann in die Klassifikation mit integriert
werden.
1.3 Gliederung der Arbeit
Die Arbeit ist im weiteren Verlauf wie folgt gegliedert:
Kapitel 2 gibt einen U¨berblick u¨ber den derzeitigen Stand der posen- und mimikin-
varianten Gesichtserkennung. Zuna¨chst erfolgt die Beschreibung verbreiteter Verfahren
zur Gesichtserkennung (Merkmalsextraktion und Training/Klassifkation), die ha¨ufig als
Referenzmethoden fu¨r neue Algorithmen verwendet werden. Das LBP-Verfahren (Ab-
schnitt 2.1.3) wird in der Evaluation dieser Arbeit angewendet. Anschließend wird eine
Kategorisierung der Verfahren zur posen- und mimikinvarianten Gesichtserkennung ent-
wickelt.
Anhand dieser Kategorisierung der Verfahren zur posen- und mimikinvarianten Gesichts-
erkennung (Abschnitt 2.2) werden die folgenden Unterkapitel unterteilt. In ihnen werden
Verfahren beschrieben, die den Einfluss unterschiedlicher Gesichtsausdru¨cke sowie nicht-
frontaler Ansichten bei der automatischen Gesichtserkennung reduzieren. Nachdem diese
Methoden anhand der Eigenschaften ihrer Trainings- und Klassifikationsprozesse sowie
der beno¨tigten Daten verglichen und wichtige Eigenschaften eines nicht-intrusiven Ge-
sichtserkennungssystems diskutiert wurden, erfolgt abschließend die Erla¨uterung des
Konzeptes dieser Arbeit.
Kapitel 3 befasst sich mit den in dieser Arbeit verwendeten Methoden zur Modellierung
von Gesichtern in 2D-Bildern. Um ein 2D-Gesichtsmodell zu erstellen, muss ein Gesicht
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in einem Bild zuna¨chst detektiert werden. Zur Erho¨hung der Verarbeitungsgeschwindig-
keit und Reduzierung von Fehldetektionen des Gesichtsdetektionsalgorithmus werden
Bildmasken verwendet, deren Erstellung zuna¨chst beschrieben wird. Danach erfolgt die
Darstellung des verwendeten Gesichtsdetektionsverfahrens, das die Initialisierungsda-
ten (Position und Gro¨ße eines Gesichtes) fu¨r einen statistischen, iterativen Ansatz zur
Detektion von markanten Punkten in Gesichtsbildern liefert. Dieser holistische Ansatz
beinhaltet eine Modellierung von Gesichtsbildern anhand von Textur- und Geometrie-
informationen und wird anschließend vorgestellt. Da bei nahezu frontalen Ansichten im
Vergleich zum holistischen Ansatz eine genauere Detektion anhand von auf Gesichtskom-
ponenten (Augen, Augenbraue, Nase, Mund, Kinn) spezialisierte Algorithmen mo¨glich
ist, erfolgt abschließend eine detaillierte Vorstellung dieser Verfahren.
Wie die 2D-Bildinformation und die durch den Gesichtsmodellierungsprozess ermittel-
ten, charakteristischen Punkte im Gesichtsbild dazu verwendet werden, eine neutrale
Frontalansicht eines Gesichtsbildes zu generieren, ist Gegenstand von Kapitel 4. Hier
wird der in dieser Arbeit entwickelte Algorithmus beschrieben, mit dem ein generisches
3D-Kopfmodell an das Gesichtsbild angepasst wird und so eine fu¨r die jeweilige Person
individuelle Geometrie annimmt. Abschließend erfolgt eine Darstellung der Generierung
der neutralen, frontalen 2D-Ansicht sowie der Ermittlung eines Sichtbarkeitsmaßes der
Gesichtsregionen in Abha¨ngigkeit ihrer Selbstverdeckung durch die Kopfdrehung.
Die Evaluation des entwickelten Normalisierungsansatzes wird dann in Kapitel 5 be-
schrieben. Hier erfolgt eine Darstellung der durchgefu¨hrten Erkennungsexperimente und
die Diskussion der Leistung der Vorverarbeitungsstufe bei unterschiedlicher Kopforien-
tierung und Mimik. Dazu werden die verwendeten Bilddatenbanken beschrieben so-
wie Tests mit separater Mimik- und Posenvariation sowie mit kombinierter Mimik-
Posenvariation vorgestellt.
Im letzten Kapitel sind die Ergebnisse der vorliegenden Arbeit zusammenfassend dar-
gestellt, und es wird ein Ausblick auf weitere Entwicklungsperspektiven gegeben.
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Kapitel 2
Automatische Gesichtserkennung
Dieses Kapitel beschreibt den aktuellen Stand der Forschung im Bereich der automa-
tischen Gesichtserkennung mit speziellem Augenmerk auf Posen- und Mimikinvarianz.
Dabei liegt der Fokus auf Methoden, die auf 2D-Bildern arbeiten. Verfahren basierend
auf 3D-Geometriedaten oder Videodaten werden hier nicht betrachtet.
Unterkapitel 2.1 beschreibt drei verbreitete Methoden zur Gesichtserkennung: die globa-
le Eigenface-Methode ([TP91a], Abschnitt 2.1.1), das lokale Elastic Bunch Graph Mat-
ching ([Wis97], Kapitel 2.1.2) und ein hybrides Verfahren basierend auf Local Binary
Patterns (LBP, [AHP04], Kapitel 2.1.3).
In Unterkapitel 2.2 wird eine Kategorisierung der Verfahren zur posen- und mimikinva-
rianten Gesichtserkennung entwickelt. Anschließend stellt Abschnitt 2.3 anhand dieser
Kategorisierung Verfahren dar, die sich mit der mimikinvarianten Gesichtserkennung
bescha¨ftigen und fu¨r die Erkennungsergebnisse bei unterschiedlichen Gesichtsausdru¨cken
vero¨ffentlicht wurden. Die Beschreibung der Verfahren zur Behandlung von unterschied-
lichen Kopfposen findet sich in Unterkapitel 2.4. Methoden, zu denen Evaluationsergeb-
nisse bezu¨glich Posenvariationen vero¨ffentlicht sind, werden in diesem Teil beschrieben.
Die existierenden Verfahren werden in Abschnitt 2.5 verglichen, woraufhin die Beschrei-
bung des in dieser Arbeit entwickelten Ansatzes in Unterkapitel 2.6 erla¨utert ist.
2.1 Verbreitete Verfahren der Gesichtserkennung
In diesem Abschnitt erfolgt die Beschreibung von drei verbreiteten Verfahren zur Merk-
malsextraktion und Klassifikation fu¨r die automatische Gesichtserkennung. Dies ist zum
Einen die holistische (globale) Eigenface-Methode, ein Standard-Verfahren, dass ein Ge-
sicht als Ganzes in einem Bild-Unterraum modelliert und eine Klassifikation mittels Be-
stimmung des kleinsten Abstandes zwischen Testbildrepra¨sentation und Trainingsbilder-
Repra¨sentationen in diesem Unterraum durchfu¨hrt. Weiterhin wird das lokale Elastic
Bunch Graph Matching vorgestellt, das eine Graphenrepra¨sentation von Gesichtern auf-
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baut, deren Kanten geometrische Absta¨nde beschreiben und deren Knoten mit Informa-
tionen von markanten Punkten im Gesicht belegt sind. Ein Testgraph la¨sst sich klassi-
fizieren, indem seine A¨hnlichkeit mit den trainierten Modellgraphen durch Bestimmung
eines Vergleichsmaßes ermittelt wird. Die dritte Methode (Local Binary Patterns, LBP)
basiert auf der Darstellung von Gesichtern mittels Histogrammen von Bina¨rmustern,
die die Kanteninformation in einer lokalen Bildregion beschreiben. Sie stellt eine hybri-
de Methode dar, da sie das gesamte Gesicht in Regionen unterteilt und in diesen die
Histogramme erstellt, die eine lokale Repra¨sentation der jeweiligen Gesichtsregion sind.
2.1.1 Eigenfaces
Die Eigenface-Methode ist eines der ersten Verfahren, das auf der Textur eines Gesichts-
bildes basiert. Zuvor wurden nur geometrische Zusammenha¨nge von markanten Punkten
im Gesicht zur automatischen Erkennung verwendet [Kan73a, Kan73b, BP92]. Jedoch
konnte systematisch gezeigt werden, dass die Verwendung von Textur eine deutlich sta-
bilere Erkennung erlaubt [BP93].
Die Eigenface-Methode basiert auf der Modellierung von Gesichtsbildern mit Hilfe der
Hauptkomponentenanalyse (principle component analysis, PCA) [DHS01]. Diese wurde
erstmals als eine optimale Kodierung von Gesichtsbildern durch einen niedrig-dimensio-
nalen Vektor von Sirovich und Kirby verwendet [SK87]. Turk und Pentland [TP91a]
vero¨ffentlichten spa¨ter eine Methode, die es ermo¨glicht, mit Hilfe dieser niedrig-dimensio-
nalen Kodierung eine Klassifikation von Gesichtsbildern durchzufu¨hren. Obwohl sie nur
gut funktioniert, wenn bestimmte Bedingungen an das Bildmaterial gestellt werden,
ist sie nach wie vor eine Standardmethode, die in der Literatur zum Vergleich mit
neuen Erkennungsverfahren herangezogen wird, da ihre mathematischen Grundlagen
nicht komplex sind und eine Implementierung auf Rechnern relativ einfach ist. Diese
Methode wird im Folgenden na¨her erkla¨rt.
Der “face space”
Ein Bild wird als ein Punkt in einem hoch-dimensionalen Merkmalsraum betrachtet.
Da menschliche Gesichter immer die gleichen Zu¨ge besitzen, wird angenommen, dass
sich die Bilder, die ein Gesicht zeigen, nicht gleichverteilt in diesem Bildraum verteilt
sind, sondern sich in einem Unterraum mit niedriger Dimensionalita¨t konzentrieren, dem
sogenannten “face space” (Abbildung 2.1).
Die Basis des Unterraums kann verwendet werden, um die Gesichtsbilder anhand ihrer
Koordinaten in diesem Raum zu kodieren. Diese Kodierung ist eindeutig fu¨r jedes Bild.
Unter der Annahme, dass Bilder einer Person in diesem Gesichts-Unterraum nahe bei-
einander gruppiert sind, la¨sst sich eine Klassifikation mittels eines geeignet definierten
Abstandsmaßes und eines Schwellwertes durchfu¨hren.
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Abbildung 2.1: Bilder von Gesichtern sind in einem Unterraum (“face space”) konzentriert
und lassen sich somit durch Vektoren niedriger Dimensionalita¨t modellieren.
Merkmalsextraktion der Eigenface-Methode
Zur Ermittlung der Unterraumbasis wird eine Menge von N Bildern Ii(x, y), i ∈ [1, N ]
mit der Breite W und der Ho¨he H beno¨tigt. Indem die Zeilen der 2D-Bilder hinterein-
ander geha¨ngt werden, kann jedes Bild als 1D-Vektor dargestellt werden:
Ii(x, y) 7−→ ~Ji (2.1)
Alle ~Ji haben die Dimension j = W ·H. Eine auf diese Menge von Vektoren angewand-
te Hauptkomponentenanalyse (principle component analysis, PCA), liefert orthogonale
Eigenvektoren, die den Bildraum aufspannen [DHS01].
Dazu wird zuerst der Mittelwert der Vektoren ~Ji berechnet:
~Ψ =
1
N
∑
i
~Ji (2.2)
Mit diesem Mittelwert kann dann die Kovarianzmatrix C aufgestellt werden:
C = 1
N
∑
i
(~Ji − ~Ψ)T (~Ji − ~Ψ) (2.3)
Der Eigenwert λk eines Eigenvektors ~ek der Kovarianzmatrix C ergibt sich zu:
λk =
1
N
∑
i
~ek
T (~Ji − ~Ψ) (2.4)
Diese Eigenwerte ko¨nnen dazu benutzt werden, die relevanten Raumrichtungen aus-
zuwa¨hlen, um den “face space” aufzuspannen. Eine relevante Richtung ist durch einen
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Eigenvektor mit großem Eigenwert definiert, welcher die Varianz der Daten in der jeweili-
gen Raumrichtung beschreibt. Somit werden die Eigenvektoren mit den kleinsten Eigen-
werten verworfen, da sie nur Rauschen beschreiben und keine verwertbare Information
tragen. Eine Darstellung von Eigenvektoren zeigt Abbildung 2.2. Da sie gesichtsa¨hnlich
aussehen, wurden sie und die hier vorgestellte Methode “Eigenfaces” genannt [TP91a].
Abbildung 2.2: Das Bild in der linken, oberen Ecke ist das Durchschnittsgesicht einer Menge
von Gesichtbildern. Darauf folgen die 15 relevantesten Eigenvektoren sortiert
nach abfallenden Eigenwerten von links nach rechts sowie von oben nach
unten (aus [Tur01])
Neben der Entfernung irrelevanter Eigenvektoren (sehr kleine Eigenwerte) schlug Bel-
humeur u.a. vor, einige der relevantesten Eigenvektoren (hohe Eigenwerte) ebenfalls
unberu¨cksichtigt zu lassen, da sie nur Beleuchtungsvariationen zu beschrieben scheinen
[BHK97]. Wie in Abbildung 2.2 ersichtlich beschreibt der erste Eigenvektor (obere Reihe,
zweites Bild von links) die Gesamthelligkeit eines Gesichts, wa¨hrend der zweite Eigen-
vektor hauptsa¨chlich Reflektionen in der Stirnpartie beschreibt. Diese Eigenfaces sind
somit nicht zur Unterscheidung von Personen geeignet. Die Entfernung der ersten drei
Eigenvektoren fu¨hrten bei Belhumeur zu einer gewissen Stabilita¨t bei der Erkennung
unter Beleuchtungsvariationen [BHK97].
Grundsa¨tzlich bestehen zwei Mo¨glichkeiten, die Anzahl der Eigenvektoren zu bestim-
men, die zur Kodierung und Erkennung von Gesichtsbildern verwendet werden sollen:
(1) die Definition einer konstanten Zahl N˜ von Eigenvektoren (N˜ ≤ N)1 oder (2) die
1Turk und Pentland beschrieben, dass etwa 40 Eigenfaces ausreichend sind [TP91a]. Dies ha¨ngt
jedoch stark von den Variationen (z.B. Beleuchtung und Mimik) im Bildmaterial ab. Je mehr Variation
kodiert werden soll, desto mehr Eigenvektoren und damit Raumrichtungen des “face space” mu¨ssen
erhalten bleiben. Die optimale Anzahl von Eigenfaces kann nur heuristisch ermittelt werden.
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Definition einer Mindestmenge an Information, die noch erhalten bleiben soll. Dies ge-
schieht beispielsweise durch die Festlegung eines Datenerhaltungsgrades Qthreshold. Mit
Hilfe des Datenerhaltungsmaßes:
Q =
PN˜
k=0 λkPN
k=0 λk
kann bestimmt werden, wie viele Eigenwerte (und damit Eigenvektoren) beru¨cksichtigt
werden mu¨ssen, bis Q ≥ Qthreshold. U¨bliche Schwellwerte liegen zwischen Qthreshold = 0,95
und Qthreshold = 0,99.
Nach der Berechnung der Hauptkomponentenanalyse und der Auswahl der relevanten
Eigenvektoren existiert eine Basis B = {−→e1 , . . . ,−→eN˜} mit den zugeho¨rigen Eigenwer-
ten Bλ = {λ1, . . . , λN˜}. Diese spannt den Unterraum (“face space”) auf, mit dem die
Gesichtsbilder kodiert werden ko¨nnen.
Die Projektion eines Bildes I˜(x, y) 7−→ ~˜J in den Unterraum bestimmt dessen Koordi-
naten wk in jede Raumrichtung:
wk = ~ek
T ( ~˜J − ~Ψ) (2.5)
mit k = 1, . . . N˜ . Jedes wk beschreibt den Beitrag des Eigenface ~ek am Bild
~˜J . Der Vektor
~Wi = {w1, . . . , wN˜} ist somit eine Repra¨sentation des Bildes und kann verwendet werden,
um ~˜J von anderen Bildern zu unterscheiden [TP91b].
Klassifikation mit der Eigenface-Methode
Welcher Klasse ein Bild und dessen Projektionsvektor ~Wi zu geordnet wird, bestimmt
der Abstand c =‖ ~Wi − ~Wc ‖, wobei ~Wc die Person c beschreibt. Dies ist entweder ein
Durchschnittsvektor aller trainierten Projektionsvektoren der Person c oder ein Projek-
tionsvektor eines Bildes der Person c selbst. Das Klassifikationsergebnis ist durch den
kleinsten Abstand bestimmt:
ID = argmax
c
c = argmax
c
‖ ~Wi − ~Wc ‖
Zusa¨tzlich kann ein Schwellwert θ eingefu¨hrt werden, der bestimmt, ob das Bild ein
bekanntes oder ein unbekanntes Gesicht zeigt. Ist der kleinste Abstand gro¨ßer als der
definierte Schwellwert min > θ, so liegt ein unbekanntes Gesicht vor.
2.1.2 Elastic Bunch Graph Matching (EBGM)
Das EBGM-Verfahren von Wiskott et al. verwendet Gabor-Filterantworten (acht Ori-
entierungen und fu¨nf Skalierungen) zur Beschreibung eines Gesichtbildes (Abbildung
2.3a-c). Dabei werden die Filterantworten in sogenannten Jets angeordnet, die wiederum
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Knoten eines Graphen zugeordnet sind (Abbildung 2.3d). Ein Jet J ist dabei definiert
als Menge {Ji} von komplexen Gabor-Wavelet-Koeffizienten Ji = ajexp(iφj), die sich
aus der Faltung des Bildes mit den Gaborkernen ψj ergeben:
ψj(~x) =
k2j
σ2
exp
(
−k
2
jx
2
2σ2
)[
exp(i~kj~x)− exp
(
−σ
2
2
)]
(2.6)
Hierbei beschreibt ~kj = (kj · cos(ϑ), kj · sin(ϑ))T den Wellenvektor mit Skalierung kj
und Orientierung ϑ. Die Varianz der umhu¨llenden Gauß-Funktion ist durch σ definiert.
(a) (b) (c) (d)
Abbildung 2.3: (a) Original-Bild, (b) zwei Gabor-Wavelets mit unterschiedlicher Orientie-
rung und Skalierung, (c) Ergebnis der Faltung der Wavelets aus (b) mit dem
Bild in (a); linke Seite: Imagina¨rteil; rechte Seite: Amplitude (d) Annotierter
(Bunch-)Graph ([Wis97]).
Wenn die Position zweier Jets nur leicht voneinander abweicht und damit in der Fil-
terantwort eine Phasenverschiebung auftritt, ko¨nnen die Jets deutlich unterschiedliche
Werte tragen. Da dies Probleme sowohl bei der Erkennung als auch beim Anpassen des
Graphen an das Gesichtsbild bereiten kann, ignoriert die A¨hnlichkeitsfunktion Sa die
Phase:
Sa(J, J
′) =
∑
aja
′
j√∑
a2j
∑
a′2j
(2.7)
Sa(J, J
′) beru¨cksichtigt ausschließlich die Amplitude der Koeffizienten. Um dennoch
Filterantworten mit gleicher Amplitude aj und a
′
j zu unterscheiden, muss die Pha-
se beru¨cksichtigt werden. Allerdings erfordert dies die Bestimmung des Vektors ~d =
(dx, dy)
T , um den die beiden Jets verschoben sind. Mit dieser Information ist das A¨hn-
lichkeitsmaß Sφ(J, J
′) definiert als:
Sφ(J, J
′) =
∑
aja
′
jcos(φj − φ′j − ~d~k)√∑
a2j
∑
a′2j
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Um eine allgemeine Darstellung eines Gesichtes zu erhalten, wird ein sogenannter “face
bunch graph” (FBG) B aufgebaut (Abbildung 2.3d). In diesem sind an den Knoten des
Graphen mehrere Jets angeordnet, um verschiedene Variationen der Erscheinung an die-
sem Punkt zu beschreiben (z.B. offenes und geschlossenes Auge, Unterschiede aufgrund
von Rasse, Alter und Geschlecht). Die Kanten des FBG B sind mit durchschnittlichen
Absta¨nden ∆~xBe bezeichnet.
Merkmalsextraktion und Klassifikation mit Hilfe von Gesichtsgraphen (“face
bunch graphs”)
Zur Klassifikation mu¨ssen aus den Trainingsbildern zuna¨chst sogenannte Modellgraphen
erstellt werden. Dies erfolgt durch Anpassung des FBG an das Bild mit Hilfe eines
heuristischen Verfahrens zur Optimierung der A¨hnlichkeitsfunktion SB(G
I , B) zwischen
einem (initialen) Gesichtsgraph GI und einem FBG B mit N Knoten und E Kanten
[LVB+93]:
SB(G
I , B) =
1
N
∑
n
max
m
(
Sφ(J
I
n, J
Bm
n )
)− λ
E
∑
e
(∆~xIe −∆~xBe )2
(∆~xBe )
2
Der Parameter λ definiert die relative Gewichtung zwischen Geometrie und Texturin-
formation und m ist die Anzahl der Graphen, aus denen der FBG besteht. Da dieser
mehrere Jets in jedem Knoten ha¨lt, werden beim Vergleich die a¨hnlichsten ausgesucht
(“lokale Experten”, eingefa¨rbte Jets in Abbildung 2.3d).
Aus dem Testbild wird auf gleiche Weise ein Bildgraph erstellt und mit allen Modell-
graphen verglichen. Der dem Bildgraph im Sinne der Funktion Sa(J, J
′) a¨hnlichste Mo-
dellgraph bestimmt dann das Erkennungsergebnis.
2.1.3 Local Binary Patterns (LBP)
Ahonen et al. verwendeten erfolgreich ein Merkmal zur Erkennung und Detektion von
Gesichtern [AHP04, APHM04, HPA04, HHAP04], das urspru¨nglich zur Klassifikation
von verschiedenen Texturen von Ojala et al. vorgeschlagen wurde [OPM02]. Der Ansatz
basiert darauf, dass die Anwendung eines lokalen Operators zu Mustern fu¨hrt, die die
lokale Struktur einer Bildregion beschreibt, insbesondere deren Kanteninformtion. Hi-
stogramme dieser Muster beschreiben gro¨ßere Regionen eines Bildes und erlauben eine
stabile Klassifikation von Gesichtern. Der lokale LBP-Operator und die Anwendung in
der Gesichtserkennung wird im Folgenden erla¨utert.
Merkmalsextraktion mit dem LBP-Operator
Der LBP-Operator beschreibt eine kleine Texturregion definiert durch ein Mittelpunkt-
pixel gc und P Nachbarpixel g0, . . . , gP−1, indem von jedem der Nachbarpixel der Pi-
25
2 Automatische Gesichtserkennung
xelwert gc subtrahiert und auf diese Differenz die Schwellwertfunktion s(x) angewendet
wird (Abbildung 2.4a):
T = t(g0, . . . , gP−1)→ Tbin = t(s(g0−gc), . . . , s(gP−1−gc)), mit s(x) =
{
1, x ≥ 0
0, x < 0
Darauf folgt eine Umwandlung der so erhaltenen Bina¨rwerte in eine Dezimalzahl. Diese
gesamte Berechnung kann zusammengefasst werden:
LBPP =
P−1∑
p=0
s(gp − gc)2p
Ojala et al. wie auch Ahonen et al. benutzen eine kreisfo¨rmige Variante des LBP-
Operators (Abbildung 2.4b). Hierbei werden nicht die gegebenen Nachbarpixel verwen-
det, sondern P gleichma¨ßig auf einem Kreis mit dem Radius R angeordnete Punkte,
deren bilinear interpolierter Grauwert fu¨r den Schwellwertvergleich herangezogen wird.
Sind die Koordinaten des Mittelpunktes gc definiert als (0, 0), so sind die Koordinaten
der Kreispunkte gegeben durch: (−R sin(2pip/P );R cos(2pip/P )).
(a) (b)
Abbildung 2.4: Darstellung des LBP-Operators: (a) Quadratisches LBP: Eine Nachbarschaft
von 3 × 3 Pixeln wird hier betrachtet. In dieser Umgebung wird auf die
a¨ußeren Pixel der Mittelpunktsgrauwert (hier: 100) als Schwellwert ange-
wandt. Danach werden die Bina¨rzahlen hintereinander angeordnet (hier be-
ginnend mit der linken, oberen Ecke) und das Dezimala¨quivalent in ein Hi-
stogramm eingetragen. (b) Zirkula¨res LBPP,R: In einer kreisfo¨rmigen Nach-
barschaft (P = 8, R = 2) werden die Pixelwerte (ausgefu¨llte Kreise) bilinear
interpoliert, bevor der Schwellwertvergleich durchgefu¨hrt wird.
Aufgrund des Schwellwertansatzes sind monotone, gleichma¨ßige Beleuchungsa¨nderungen
unproblematisch, da nur der relative Zusammenhang der Grauwerte Einfluss nimmt.
Durch eine Erho¨hung der Beleuchtung und damit eines Anstiegs aller Grauwerte a¨ndert
sich das Ergebnis des LBP-Operators nicht, solange die Vera¨nderung der Grauwerte
homogen erfolgt.
Bei Untersuchungen der Auftrittswahrscheinlichkeiten der verschiedenen LBPs in natu¨r-
lichen Bildern konnte festgestellt werden, dass nur einige der LBPs ausreichen, um die
Textur zu beschreiben. Mehr als 90% der auftretenden LBPs sind die sogenannten “uni-
form patterns”, welche dadurch charakterisiert sind, dass in ihrer Bina¨rdarstellung ma-
ximal zwei Wechsel der Bina¨rwerte stattfinden (Abbildung 2.5)
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Abbildung 2.5: Dargestellt sind 18 der 36 mo¨glichen LBP8,R. Ausgefu¨llte Kreise stehen fu¨r
einen Bina¨rwert von 1, wa¨hrend weiße Kreise fu¨r eine 0 stehen. Die erste
Zeile zeigt die neun fu¨r P =8 mo¨glichen uniformen LBPs; Zeile 2 stellt neun
der 27 mo¨glichen nicht-uniformen LBPs dar [OPM02].
Jedem Pixel eines Bildes kann durch den LBP-Operator ein Muster zugeordnet werden.
Ein Histogramm eines so markierten Bildes ILBP (x, y) kann definiert werden als:
Hi =
∑
x,y
f{ILBP (x, y) = i}, i = 0, . . . , n− 1
Hier ist n die Anzahl an unterschiedlichen LBPs und
f{A} =
{
1, A ist wahr
0, A ist falsch
Dieses Histogramm stellt also die Verteilung von kleinen Texturmustern wie Kanten,
Punkten oder homogenen Bereichen dar, die durch die jeweiligen LBPs beschrieben
werden ko¨nnen. Zur Beschreibung von Gesichtsbildern muss allerdings mehr ra¨umliche
Information einfließen. Dazu wird das Gesichtsbild in mehrere Regionen R0, . . . , Rm−1
unterteilt und fu¨r jedes Rj ein separates Histogramm gebildet (Abbildung 2.6a):
Hi,j =
∑
x,y
f{ILBP (x, y) = i}f{(x, y) ∈ Rj}, i = 0, . . . , n− 1, j = 0, . . . ,m− 1
Dadurch sind verschiedene Ordnungen von Lokalita¨t beschrieben: (1) die Eintra¨ge der
Histogramme beschreiben die Textur auf Pixelebene, (2) die gleichen LBPs einer Region
werden aufaddiert und beschreiben somit die Verteilung der Muster innerhalb einer
Gesichtsregion (3) die Histogramme der Regionen werden als Vektoren betrachtet und zu
einem Gesamtvektor verknu¨pft. Dieser ist somit eine Darstellung des gesamten Gesichts.
Klassifikation mit LBPs
Es hat sich herausgestellt, dass zur Klassifikation nur uniforme LBPs signifikant bei-
tragen. Daher werden die LBP-Histogramme so aufgebaut, dass jedem uniformen LBP
ein eigener Histogrammeintrag zugeordnet ist und alle nicht-uniformen Muster in einem
gemeinsamen Eintrag geza¨hlt werden.
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Fu¨r die eigentliche Klassifikation kann ein einfacher Abstandsklassifikator verwendet
werden, der zu einem Testmerkmal das na¨chstliegende trainierte Merkmal liefert. Aho-
nen et al. haben verschiedene Abstandsmaße untersucht und das χ2-Maß als bestes
ermittelt. Fu¨r zwei Histogramme S und M ist es definiert als:
χ2(S,M) =
∑
i
(Si −Mi)2
Si +Mi
Untersuchungen haben gezeigt, dass verschiedene Gesichtsteile unterschiedlich gut zur
Klassifikation eines Gesichtes beitragen [GMP00, ZCPR03]. Daher ist eine Gewichtung
der einzelnen Regionen sinnvoll (Abbildung 2.6b). Das gewichtete χ2-Maß ist dann de-
finiert als:
χ2(S,M) =
∑
i
wj
(Si −Mi)2
Si +Mi
wobei wj das Gewicht der Region j ist.
(a) (b)
Abbildung 2.6: (a) Ahonen et al. unterteilten ein Gesicht in 7×7 gleichma¨ßige Regionen aus
denen separate LBP-Histogramme erstellt und zu einem gesamten Merk-
malsvektor zusammengefu¨gt werden. (b) Die von Ahonen et al. verwendete
Gewichtung der unterschiedlichen Gesichtsregionen ist wj = 0 (schwarz),
wj = 1 (dunkelgrau), wj = 2 (hellgrau) und wj = 4 (weiß).
Abwandlungen des LBP-Verfahrens
Ahonen et al. wenden den LBP-Operator direkt auf die Grauwerte der Bilder an. Im Ge-
gensatz dazu gibt es Ansa¨tze, die die Bilder vorverarbeiten, bevor die LBP-Histogramme
erstellt werden. Beispielsweise filtern Zhang et al. die Bilder mit Gabor-Funktionen (sie-
he auch Gleichung 2.6) [ZSG+05][ZSZ+05]. Durch die Anwendung der Gaborfilter mit
µ = 8 Orientierungen und ν = 5 Skalierungen ergeben sich 40 Filterantworten, aus
denen die LBP-Histogramme erstellt und aneinander gefu¨gt werden. Auch Zhang et al.
teilen das Gesichtsbild in m Regionen auf, verwenden jedoch die gewichtete “histogram
intersection” als Distanzmaß zur Klassifikation:
Ψ(S,M) =
7∑
µ=0
4∑
ν=0
m−1∑
r=0
wµ,ν,r
(∑
i
min(Si,Mi)
)
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Die Gewichte wµ,ν,r werden aus den Trainingsdaten unter Beru¨cksichtigung der Inter-
und Intra-Klassenvarianz ermittelt. Dazu werden fu¨r jede Region r und Gaborfilterant-
wort (µ, ν) sowohl die Varianz S2I(µ,ν,r) und der Mittelwert mI(µ,ν,r) der Intraklassen-
A¨hnlichkeit aller Muster eines Gesichts sowie die Varianz S2E(µ,ν,r) und der Mittelwert
mE(µ,ν,r) der Interklassen-A¨hnlichkeiten aller Gesichter berechnet. Die Gewichte erge-
ben sich dann zu: wµ,ν,r =
(mI(µ,ν,r)−mE(µ,ν,r))2
S2
I(µ,ν,r)
+S2
E(µ,ν,r)
. Fu¨r die genaue Berechnung der genannten
Parameter sei auf [ZSG+05] verwiesen.
Jin et al. benutzen eine abgewandelte Version des LBP-Operators, in der nicht der
Grauwert des mittleren Pixels fu¨r die Schwellwertoperation verwendet wird, sondern der
Mittelwert aller Pixel des betreffenden Bereichs. Dadurch ko¨nnen in manchen Fa¨llen die
Strukturen (Kanten) im Bild besser erfasst werden [JLLT04]. Abbildung 2.7 zeigt ein
Beispiel fu¨r den LBP4,1 bzw. ILBP4,1 von Jin et al. In Abbildung 2.7a ist ein Bildaus-
schnitt mit einer Eckstruktur gezeigt (helle Ecke mit Grauwert 20 gegenu¨ber Unter-
grund mit Grauwert 1; die Grauwerte in den Ecken sind fu¨r die Anwendung der LBP-
Operators irrelevant und sind daher mit X bezeichnet). Die Anwendung des originalen
LBP-Operators mit dem Schwellwert 20 (mittleres Pixel) fu¨hrt zur Darstellung in Ab-
bildung 2.7b. Fu¨r den ILBP wird als Schwellwert der Mittelwert aller betrachteten Pixel
verwendet: gILBP = b1+1+20+20+205 c = 12 und fu¨hrt zur Darstellung in Abbildung 2.7c.
Die lokale Struktur der Ecke bleibt erhalten und ist durch den ILBP besser repra¨sentiert
als durch den originalen LBP.
(a) (b) (c)
Abbildung 2.7: Vergleich zwischen dem originalen LBP-Operator und dem ILBP-Operator
aus [JLLT04]: (a) Bildausschnitt mit den Grauwerten 1, 20 und X (beliebig).
(b) Ergebnis des originalen LBP4,1-Operators (c) Ergebnis des abgewandel-
ten ILBP4,1-Operators von Jin et al.
Huang et al. wandeln die Extraktion der LBPs dahingehend ab, dass nicht nur Tex-
tura¨nderungen erster Ordnung (Original-LBP) beschrieben werden ko¨nnen, sondern
auch A¨nderungen der Textur-Gradienten, also A¨nderungen zweiter Ordnung [HLW04].
Dazu extrahieren sie nicht nur die LBP-Histogramme der Grauwertbilder, sondern er-
stellen auch die Histogramme aus (Sobel)-Gradientenamplitudenbildern. Beide Histo-
gramme werden anschließend aufaddiert.
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2.2 Kategorisierung der Verfahren zur posen- und
mimikinvarianten Gesichtserkennung
Die Verfahren zur posen- und mimikinvarianten Gesichtserkennung basierend auf 2D-
Bildern lassen sich in drei Kategorien einordnen: Methoden basierend auf invarianten
Merkmalen, ansichtenbasierte Ansa¨tze und modellbasierte Ansa¨tze (Abbildung 2.8).
Abbildung 2.8: Kategorisierung posen- und mimikinvarianter Gesichtserkennungsverfahren.
Neben den Verfahren basierend auf invarianten Merkmalen und den ansich-
tenbasierten Methoden werden vor allem in den letzten Jahren modellba-
sierte Ansa¨tze verfolgt. Diese lassen sich danach unterscheiden, ob sie direkt
Merkmalsvektoren aus den Modellparameterwerten liefern oder das Modell
entweder dazu einsetzen, aus einem Frontalbild vor dem Training multiple
Ansichten (Referenzdatenbank) zu erzeugen (Offline-Generierung) oder aus
einer beliebigen Ansicht ein frontales Referenzbild (Online-Generierung) er-
stellen, das zur Klassifikation verwendet wird.
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1. Invariante Merkmalsextraktion: In die erste Kategorie von Verfahren, die ro-
bust gegenu¨ber Vera¨nderungen in Pose und Mimik sind, geho¨ren die Ansa¨tze, die
entweder invariante Merkmale besitzen oder Erkennungsmerkmale nur in lokalen
Regionen des Gesichtes extrahieren. Ha¨ufig werden Antworten von Filtern mit
lokalem Support (z.B. Gauß-, Gabor-Filter) verwendet. Diese Verfahren funktio-
nieren allerdings nur bei schwach ausgepra¨gten Gesichtsausdru¨cken und kleinen
Posena¨nderungen (< 10◦).
2. Ansichtenbasierte Verfahren: Die Vera¨nderung des Erscheinungsbildes eines
Gesichtes la¨sst sich implizit aus geeignetem Bildmaterial lernen. Von jeder Person,
die erkannt werden soll, werden eine Reihe von Bildern mit verschiedenen Gesichts-
ausdru¨cken unter verschiedenen Posen in das System eintrainiert. Wa¨hrend des
Erkennungsprozesses stehen dann trainierte Merkmalsvektoren, die den Gesichts-
ausdruck und die Kopforientierung des Abfragebildes beschreiben, zur Verfu¨gung
und erlauben so eine stabile Erkennung. Der gro¨ßte Nachteil dieser Gruppe von
Verfahren liegt darin, dass ha¨ufig nicht mehrere Ansichten aller Personen vor-
liegen und somit nicht trainiert werden ko¨nnen. Dieses Problem wird noch gra-
vierender, wenn auch Einflu¨sse anderer Faktoren wie z.B. Beleuchtung auf gleiche
Weise gelo¨st werden sollen. Es ist zwar eine Modellierung und stabile Erkennung
theoretisch mo¨glich, jedoch erho¨ht sich der Bedarf an Trainingsbildern drastisch,
da Bilder notwendig sind, die die unterschiedlichen Kombinationen der Variatio-
nen (z.B. alle Gesichtsausdru¨cke unter allen Posen und mo¨glichen Beleuchtungen)
zeigen.
Einige ansichtenbasierte Verfahren (siehe Kapitel 2.4.1) beno¨tigen allerdings nicht
unbedingt Beispielbilder der zu erkennenden Personen, sondern nur Ansichten von
Gesichtern verschiedener Personen unter den zu behandelnden Situationen (z.B.
Pose, Mimik, Beleuchtung) [BP95, LE95a]. Bei diesen Verfahren wird versucht, die
Vera¨nderung aufgrund von Kopfdrehungen oder wechselnden Gesichtsausdru¨cken
allgemein zu erlernen und nicht fu¨r jede Person einzeln.
Dennoch ist der Aufwand, diese Beispielbilder in der Praxis zu erstellen, erheblich.
3. Modellbasierte Verfahren: Verfahren, die ein Gesicht und dessen Variations-
mo¨glichkeiten ohne umfangreiches Bildmaterial modellieren, basieren auf einem
expliziten Gesichtsmodell, das wa¨hrend des Trainings und wa¨hrend der Klassifi-
kation an das jeweilige Bildmaterial angepasst wird.
Eine Erkennung anhand der Werte der Modellparameter erfolgt dadurch, dass das
Gesichtsmodell an die Trainingsbilder angepasst wird und die Werte der Modell-
parameter einen Merkmalsvektor bilden, der dann fu¨r das Training eines Klassifi-
kators benutzt werden kann. Auf analoge Weise wird dann auch das Modell an die
Testbilder angepasst und die erhaltenen Parameterwerte als Test-Merkmalsvektor
zur Klassifikation verwendet.
Eine andere Mo¨glichkeit der Anwendung eines modellbasierten Ansatzes ist die Ge-
nerierung von geeignetem Bildmaterial. Hierbei lassen sich die Verfahren danach
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unterteilen, ob sie eine Bilderzeugung oder eine Bildnormalisierung durchfu¨hren.
Bei der Bilderzeugung werden vor dem Trainingsprozess neue Bilder zur Klassifi-
kation mit einer ansichtenbasierten Methode generiert. Es wird also eine Referenz-
Datenbank multipler Ansichten erzeugt, wofu¨r u¨blicherweise mindestens eine Fron-
talansicht jeder Person notwendig ist. Variationen aufgrund von Posena¨nderungen
und vera¨nderten Gesichtsausdru¨cken werden somit offline generiert.
Im Gegensatz dazu generieren Bildnormalisierungsansa¨tze online wa¨hrend des Er-
kennungsprozesses aus einem beliebigen Gesichtsbild mit Hilfe des Kopfmodells
eine vorher definierte Normalansicht, die dann zur Klassifikation herangezogen
wird.
Der Vorteil des Bildnormalisierungansatzes besteht darin, dass prinzipiell beliebige
und nicht nur diskrete A¨nderungen in Mimik und Pose behandelt werden ko¨nnen
und der Ressourcenaufwand gegenu¨ber dem Bilderzeugungsansatz deutlich gerin-
ger ist, da nicht umfangreiche Bilddatenbanken generiert werden mu¨ssen, sondern
sich ein Klassifikator mit einer kleinen Anzahl an Merkmalsvektoren trainieren
la¨sst.
Der Nachteil der modellbasierten Verfahren ist der u¨blicherweise hohe Rechenauf-
wand zur Anpassung des Modells an das Bildmaterial.
Wa¨hrend der ansichtenbasierte Ansatz hauptsa¨chlich wa¨hrend der Anfangszeit der tex-
turbasierten Gesichtserkennung Mitte der neunziger Jahre verfolgt wurde [PMS94, Bey94,
BP95, LE95a, ECT98], basieren neuere Verfahren der letzten Jahre auf dem modellba-
sierten Ansatz [BV03, LHJ+04, CSGL04, CQS+05, JHY+05, IHS05, Bla06].
In den folgenden beiden Unterkapiteln werden die Verfahren zur mimik- und poseninva-
rianten Gesichtserkennung erla¨utert. Dabei erfolgt eine Unterteilung in Unterabschnitte
entsprechend der oben aufgefu¨hrten Kategorisierung.
2.3 Stand der Technik der mimikinvarianten
Gesichtserkennung
Im Folgenden werden existierende Verfahren beschrieben, die sich den drei in Kapitel
2.8 genannten Kategorien zuordnen lassen. Dabei werden auch die vero¨ffentlichten Er-
kennungsraten aufgefu¨hrt, jedoch ist zu beru¨cksichtigen, dass diese Ergebnisse schlecht
vergleichbar sind, da fast fu¨r jedes Verfahren proprieta¨re Bilddatenbanken unterschied-
licher Gro¨ße verwendet wurden, die nicht alle zuga¨nglich sind. Dennoch werden hier die
Erkennungsraten der Verfahren aufgefu¨hrt, um zumindest eine grobe Abscha¨tzung der
Leistungsfa¨higkeit der Verfahren zu ermo¨glichen.
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2.3.1 Verfahren mit mimikinvarianter Merkmalsextraktion
Grundsa¨tzlich ist jede Form von Merkmalsextraktionsverfahren in einem gewissen Rah-
men invariant gegen u¨ber Mimikvera¨nderungen. Diese Vera¨nderungen du¨rfen nur sehr
klein sein, und nur wenige Vero¨ffentlichungen haben das Verhalten der in ihnen vorge-
stellten Methoden evaluiert. Diese werden im Folgenden erla¨utert.
Pentland et al. (1994) - [PMS94] Pentland et al. verwenden fu¨r die Beschreibung
von Gesichtern mehrere getrennte Unterra¨ume (“modular eigenspaces”) (siehe auch Ka-
pitel 2.1.1) fu¨r verschiedene Gesichtsteile (linkes Auge, rechtes Auge, Nase). Unter der
Annahme, dass sich Mimik hauptsa¨chlich im Mundbereich auswirkt, wurde dieser nicht
durch einen Unterraum repra¨sentiert und somit nicht in die Klassifikation mit einbezo-
gen. Aus einer Datenbank von 45 Personen wurden je eine neutrale Ansicht trainiert
und eine “la¨chelnde” Ansicht getestet. Die “modular eigenspaces” erreichten hier eine
Erkennungsrate von 95%. In Kombination mit dem Eigenface-Ansatz (gesamtes Gesicht)
konnten 98% erreicht werden, jedoch schafften die (holistischen) Eigenfaces alleine eben-
falls 95%, was darauf schließen la¨sst, dass die Auspra¨gung der Gesichtsausdru¨cke im
Bildmaterial gering war, da der holistische Eigenface-Ansatz u¨blicherweise sehr anfa¨llig
gegenu¨ber starken Vera¨nderungen im Bild ist.
Rao und Ballard (1995) - [RB95] Rao und Ballard modellieren ein Gesicht mit
Hilfe von “natu¨rlichen Basisfunktionen” (natural basis functions) in Form von Ableitun-
gen Gauß’scher Funktionen. Die Filterantwort von insgesamt 45 Basisfunktionen (neun
Orientierungen und fu¨nf Skalierungen) beschreiben die Textur in kleinen lokalen Bildbe-
reichen zentriert auf markanten Punkten. Die Punkte ergeben sich an den Schnittstellen
von radial verlaufenden Linien und konzentrischen Kreisen ausgehend vom Mittelpunkt
eines Gesichtes. Dabei steigt der Radius der Kreise exponentiell, wodurch ein fovealer
Fokus in der Mitte des Gesichtes entsteht, der zu einer “dichteren” Beschreibung an
dieser Stelle fu¨hrt (Abbildung 2.9). Diese Anordnung mit einer engeren Verteilung im
Zentrum und nach außen abnehmender Dichte der Filterankerpunkte ist dem natu¨rlichen
Vorbild der Fovea des Auges nachempfunden.
Auf einer Datenbank von 20 Personen mit mehreren Bildern von je sieben Gesichtsaus-
dru¨cken konnte eine Erkennungsrate von 93,3% erreicht werden (bei Verwendung von
33 markanten Punkten). Dabei wurden sechs Bilder pro Person trainiert und mit einem
weiteren Bild (mit beliebigem Gesichtsausdruck) getestet.
Rao und Ballard geben an, dass das Verfahren aufgrund der zahlreichen Faltungen mit
den Filterkernen sehr rechenaufwendig ist. Sie schlagen daher eine Implementation auf
Spezialhardware vor. Weiterhin ko¨nnen nur sehr kleine Unterschiede in der Kopforien-
tierung ausgeglichen werden. Fu¨r gro¨ßere Abweichungen sind zusa¨tzliche Trainingsbilder
erforderlich, die entsprechende Ansichten zeigen.
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Abbildung 2.9: Rao und Ballard extrahieren Filterantworten an den Schnittpunkten von
radialen Linien und konzentrischen Kreisen mit exponentiell steigendem Ra-
dius.
Wiskott et al. (1997) - [WFKvdM97] Gesichtserkennung mit Hilfe des Elastic
Bunch Graph Matching (EBGM) basiert auf der Faltung des Gesichtsbildes mit mehre-
ren Gaborfilterkernen (Jets) und der Anpassung eines Gesichtsgraphen an das Bild mit
darauffolgender Ermittlung des a¨hnlichsten Jets an jedem Punkt des Graphen (siehe
Kapitel 2.1.2).
Auf einer Datenbank von 87 Personen mit je drei Gesichtsausdru¨cken2 [LVB+93] wurde
eine Erkennungsrate von 91% erreicht. In diesem Test wurden neutrale Gesichtsaus-
dru¨cke trainiert und gegen andere Gesichtsausdru¨cke getestet.
Aufgrund der Faltung mit 40 Filterkernen beno¨tigt dieses Verfahren mehrere Sekunden
(2-5 Sekunden [LVB+93]) um ein Abfragebild mit einem Trainingsdatensatz zu verglei-
chen.
Martinez (2000) - [Mar00] Martinez verwendet eine Eigenspace-Repra¨sentation
zur Modellierung der Gesichtsbilder (Eigenfaces, siehe Unterkapitel 2.1.1). Seine Idee zur
Stabilisierung der Erkennung bei Mimikvera¨nderungen besteht darin, sechs Teilregionen
des Gesichts separat in eigenen Unterra¨umen zu modellieren [Mar00, Mar02] (Abbildung
2.10a). Dieser Ansatz ist a¨hnlich den “modular eigenspaces” von Pentland, der oben
bereits erla¨utert wurde.
Da verschiedene Gesichtsregionen je nach Gesichtsausdruck unterschiedlich verzerrt wer-
den [SGS78, Hag82, Cam82, MO82], fu¨gt Martinez zusa¨tzlich eine Gewichtung der sechs
Regionen ein. Die Gewichte, die den Einfluss jeder Region am Gesamterkennungsergeb-
nis steuern, werden aus dem Bildmaterial wa¨hrend des Trainings gelernt.
Zur Evaluation wurden aus der AR Face Database [MB98] je vier Bilder von 50 Personen
ausgewa¨hlt, die unterschiedliche Gesichtsausdru¨cke (neutral, la¨cheln, a¨rgerlich, Schrei)
2Welcher Art die Gesichtsausdru¨cke sind, ist nicht beschrieben. Die Auspra¨gung der Gesichtsaus-
dru¨cke ist allerdings sta¨rker als die des fb-Datensatzes der FERET-Datenbank [PMRR00].
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(a) (b)
Abbildung 2.10: (a) Martinez verwendet zur Identifikation von Gesichtern einen lokalen An-
satz, der das Gesicht in sechs Regionen unterteilt, welche in separaten
Unterra¨umen modelliert werden. Bei der Identifikation werden dann die
A¨hnlichkeiten der sechs Regionen gewichtet und zum Gesamtergebnis ver-
rechnet [Mar00]. (b) Gesichtsausdru¨cke in der AR Face Database: neutral,
la¨cheln, a¨rgerlich, Schrei [MB98].
zeigen (Abbildung 2.10b). Aus den Bildern mit neutralem Gesichtsausdruck wurde der
Eigenraum ermittelt und die Bilder der m = 3 anderen Gesichtsausdru¨cke zur Be-
stimmung der Gewichte wj,k der sechs lokalen Regionen k ∈ [1, 6], j ∈ [1,m] benutzt.
Zur Evaluation wurden neutrale Gesichter weiterer 50 Personen trainiert und die restli-
chen Bilder dieser Personen zur Erkennung pra¨sentiert. Erkennungsraten lagen bei 48%
(“Schrei”) und ca. 95% (la¨cheln, a¨rgerlich) [Mar00].
Kru¨ger (2002) - [Kru¨02] Kru¨ger verwendet zur Gesichtserkennung sogenannte Ga-
bor Wavelet Networks (GWN). Im Gegensatz zum EBGM, erlauben sie eine kontinuier-
liche Vera¨nderung der Parameter der Gaborfilterfunktionen (Orientierung und Skalie-
rung). GWN repra¨sentieren Gesichter durch Linearkombinationen von Gabor Wavelets:
f ′ =
N∑
i=1
wiψni
Dabei stellt f ′ die Rekonstruktion eines Bildes dar, die sich aus der Menge von N
(Gabor-) Wavelets ψni mit optimalen Parametern ni ergibt (Abbildung 2.11).
Die Vektoren
Ψ = (ψn1 , . . . , ψnN )
T und
w = (w1, . . . , wN)
T
definieren das GWN fu¨r ein Bild f .
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(a) (b)
Abbildung 2.11: (a): Die rechte Seite zeigt eine Rekonstruktion f ′ eines Bildes f (linke Seite)
unter Verwendung eines optimalen Gabor Wavelet Networks Ψ mit N = 52
um die Gesichtsmitte verteilten Gabor-Wavelets [Kru¨02]. (b) Beispiele der
Mimikvariation in der Yale-Gesichtsdatenbank [BHK97]: neutral, mu¨de,
glu¨cklich, u¨berrascht, traurig, Augenzwinkern.
Die Erkennung von Gesichtern basiert auf der Idee, dass eine Rekonstruktion eines
Gesichtsbildes Iˆ schlecht ist, wenn ein GWN verwendet wird, dass auf einem Bild I
einer anderen Person optimiert wurde. Kru¨ger erwa¨hnt, dass nur kleine A¨nderungen
der Mimik durch diesen Ansatz kompensiert werden ko¨nnen und pra¨sentiert Ergebnisse
unter Verwendung der Yale-Datenbank [BHK97]. Diese Datenbank entha¨lt Bilder von
15 Personen mit jeweils sechs unterschiedlichen Gesichtsausdru¨cken (neutral, glu¨cklich,
traurig, u¨berrascht, mu¨de, Augenzwinkern). Eine Erkennungsrate von 96% konnte auf
dieser Datenbank erreicht werden, allerdings traten viele Fehlklassifikationen beim Ge-
sichtsausdruck “u¨berrascht” auf, da hier deutliche Vera¨nderungen im Erscheinungsbild
auftraten.
Park, Lee und Lee (2005) - [PLL05] Park et al. haben untersucht inwieweit das
ARG-(Attributed Relational Graph)-Matching [PLLL03] fu¨r die Anwendung in der Ge-
sichtserkennung geeignet ist. Bei dieser Methode werden Graphen aufgebaut, deren Kno-
ten Liniensegmente im Bild repra¨sentieren (Abbildung 2.12).
Fu¨r die Gesichtserkennung mu¨ssen Korrespondenz-Graphen zwischen dem Testgraphen
und den Modellgraphen der trainierten Personendatenbank erstellt werden. Dies erfolgt
in zwei Schritten: (1) Ermittlung von mo¨glichen Teilgraphen, (2) Detektion von Ver-
deckung. Das Ergebnis des ersten Schrittes sind zwei Mengen CGT→GM und CGM→GT
von Korrespondenzen zwischen zwei Graphen GM und GT , die unidirektional gelten.
Im zweiten Schritt ko¨nnen dann “gemeinsame” Korrespondenzen ermittelt werden, um
einen Schnittgraph des Modellgraphen GM und des Testgraphen GT zu erhalten. U¨ber
ein A¨hnlichkeitsmaß werden alle Modellgraphen mit dem Testgraphen verglichen. Der
Maximalwert dieses Maßes liefert dann das Erkennungsergebnis:
Face− ID = arg max
GM∈FDB
S(GGM→GT )
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Abbildung 2.12: Beispiel einer ARG-Repra¨sentation und partielles Matching eines Gesichts.
Die Knoten der Graphen (Kreise) sind Liniensegmenten zugeordnet, die
aus den Bildern extrahiert wurden [PLL05].
Das Verfahren wurde auf der AR Face Database getestet [MB98], die Farbbilder von 135
Personen mit verschiedenen Gesichtsausdru¨cken entha¨lt (siehe auch Abbildung 2.10b).
Je nach Gesichtsausdruck konnte eine Erkennungsrate zwischen 66.7% (Schrei) und
97,8% (La¨cheln) erreicht werden3.
Ein großer Nachteil dieses Verfahrens ist sein hoher Berechnungsaufwand. Park et al.
geben an, dass das Matching eines Testgraphen mit einem der Modellgraphen ca. vier
Sekunden dauert (70 Knoten, 2.7GHz CPU), d.h. fu¨r die Erkennung beispielsweise auf
einer Datenbank von 25 Personen fu¨r die jeweils zwei Bilder/Graphen abgelegt sind,
werden insgesamt t = 25 · 2 · 4sec. = 200sec. = 3 : 20min. beno¨tigt.
Arca, Campadelli und Lanzarotti (2006) - [ACLL06] In [ACLL06] stellen Ar-
ca et al. eine Erweiterung ihres urspru¨nglichen Gesichtserkennungssystems [ACL06] vor
und pra¨sentieren die Ergebnisse von Evaluationen, die auch die Leistungsfa¨higkeit ihres
Systems bei wechselnden Gesichtsausdru¨cken zeigen. Auf Farbbildern werden markante
Punkte (z.B. Augen, Augenbrauen, Mundwinkel, Nasenspitze) gefunden und anschlie-
ßend an diesen Stellen Gaborfilterba¨nke angewandt, um Merkmalsvektoren aus den Fil-
terantworten zu erhalten. Die verwendeten Merkmale sind die gleichen, die Wiskott et al.
verwenden (EBGM) [WFKvdM97], allerdings variiert die Bestimmung der markanten
Punkte sowie die Berechnung des A¨hnlichkeitsmaßes. Arca et al. verwenden Wiskotts
A¨hnlichkeitsmaß Sa(J, J
′) fu¨r die Gabor-Jets, jedoch bilden sie eine gewichtete Summe
dieser A¨hnlichkeiten fu¨r diejenigen Punkte, die die ho¨chsten A¨hnlichkeiten aufweisen.
Aus der Bilddatenbank der “Face Recognition Grand Challenge”-Evaluation [PFS+05]
wurden 275 Personen ausgewa¨hlt und zwei Tests durchgefu¨hrt. Im ersten Test wurden
neutrale Ansichten (ein Bild pro Person) trainiert und la¨chelnde Ansichten getestet. Eine
Erkennungsrate von 80,8% konnte hier erreicht werden. Im zweiten Experiment wurde
das la¨chelnde Gesicht jeder Person trainiert und gegen die neutrale Ansicht getestet.
Hier konnte eine Erkennungsrate von 71,6% erreicht werden.
Auch Arcas Ansatz funktioniert nur mit hohem Rechenaufwand. Die Autoren geben an,
3Vergleiche Martinez [Mar00]: 48% bzw. 95% auf der gleichen Datenbank
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dass alleine die Suche der Merkmalspunkte 30 Sekunden in Anspruch nimmt (3.2GHz
CPU) [ACL06].
2.3.2 Ansichtenbasierte Verfahren
Verfahren, die die Variation aufgrund von Mimikvera¨nderungen aus mehreren Trainings-
bildern der gleichen Person lernen, werden im Folgenden erla¨utert.
Edwards, Cootes und Taylor (1998) - [ECT98] Unter Verwendung von Active
Appearance Modellen (AAM) [CET98, CT04], einem statistischen Verfahren zur kom-
binierten Beschreibung von geometrischen Informationen und Textur, vero¨ffentlichten
Edwards et al. eine Gesichtserkennungsmethode, die auf den Parametern eines ange-
passten AAMs basiert.
Zur Erstellung eines AAMs wird eine repra¨sentative Menge von Bildern mit zugeho¨rigen
Geometriedaten beno¨tigt, die in Form von hand-annotierten Punkten gespeichert wird
(Abbildung 2.13a).
(a) (b)
Abbildung 2.13: (a) Zum Training eines AAMs werden Gesichtsbilder und hand-annotierte
Punkte beno¨tigt, die sich in einem Graphen (“shape”) darstellen las-
sen. (b) Durch Vera¨nderungen der “Appearance”-Parameter c lassen sich
verschiedene Gesichter darstellen. Sowohl Textur- als auch Geometrie-
vera¨nderungen ergeben sich aus Anpassung der Parameter. Hier sind die
vier relevantesten Parameter zu sehen (±3 Standardabweichungen) [CT04].
Mit Hilfe der Hauptkomponentenanalyse (PCA) lassen sich orthogonale Vektoren fin-
den, die einen nieder-dimensionalen Unterraum aufspannen, in dem die Variationen von
Geometrie (“shapes”) und Texturen beschrieben werden. Bei genu¨gend vielen Eingabe-
daten fu¨r die PCA lassen sich eine Geometrie x und eine Textur g darstellen als
x = x¯+ Psbs g = g¯ + Pgbg (2.8)
wobei in Matrix Ps(Pg) die orthogonalen Vektoren des Shape-Unterraumes (Textur-
Unterraumes) angeordnet sind. Geometrie und Textur lassen sich dann durch die Para-
metervektoren bs und bg beschreiben. Unter der Annahme, dass Textur und Geometrie
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korreliert sind, kann ein weiterer kombinierter Unterraum berechnet werden. Dazu wer-
den die Textur- und Geometrieparameter zusammengefasst:
b =
(
Wsbs
bg
)
=
(
WsP
T
s (x− x¯)
P Tg (g − g¯)
)
(2.9)
Dabei ist Ws eine diagonale Matrix von Gewichten zum Ausgleich der unterschiedlichen
Einheiten (Pixeldistanz und Grauwert). Bei erneuter Anwendung einer PCA ergibt sich:
b = Qc (2.10)
Q sind die Eigenvektoren und c die sogenannten “Appearance”-Parameter. Somit kann
ein Gesichtsbild mit Hilfe der Parameter c rekonstruiert bzw. vera¨ndert werden (Abbil-
dung 2.13b).
Durch einen geeigneten Algorithmus [CT04, CET98] la¨sst sich unter manueller Vorgabe
der groben Position des Gesichts ein AAM an ein neues Bild anpassen, d.h. die Parameter
c werden so ermittelt, dass sich die optimale Rekonstruktion (im Sinne der in das AAM
eintrainierten Daten) ergibt.
Edwards et al. versuchen mit Hilfe der linearen Diskriminanzanalyse (LDA) [DH73] die
Variation der Identita¨t in den gefundenen “Appearance”-Parametern zu ermitteln und
die Unterraumrichtungen zu entfernen, die andere Vera¨nderungen (z.B. Beleuchtung,
Mimik, Pose) abbilden. Mit Hilfe einer Matrix orthogonaler Vektoren D (erhalten durch
die LDA) lassen sich die Parameter c darstellen als: c = Dd. Die Parameter d beschrei-
ben dann hauptsa¨chlich nur noch Identita¨tsunterschiede und werden dann u¨ber den
euklidischen Abstand zur Klassifikation verwendet.
Edwards et al. beschreiben keine Ergebnisse, die sich ausschließlich auf Mimikvera¨n-
derungen beziehen. Dennoch scheint der Ansatz aufgrund der Ergebnisse auch gegenu¨ber
unterschiedlichen Gesichtsausdru¨cken robust zu sein [ECT98], wenn geeignetes Bildma-
terial zum Training des AAMs zur Verfu¨gung steht. Dies ist allerdings gleichzeitig der
gro¨ßte Nachteil dieser Methode, denn dieses Bildmaterial fehlt in der Praxis ha¨ufig.
Auf einer Bilddatenbank mit 400 Bildern von 20 Personen konnte eine Erkennungsrate
von 88% erreicht werden. Fu¨r jede Person standen je 20 Bilder zur Verfu¨gung, die
Variationen in Gesichtsausdru¨cken und kleine Unterschiede in Kopforientierung und
Beleuchtung zeigten. Fu¨r das Training des AAMs wurden je 10 Bilder verwendet; die
anderen 10 wurden zum Testen benutzt.
Einen a¨hnlichen Ansatz wie Edwards et al. verwendeten Lanitis et al. [LTC95]. Sie
benutzten die gleiche LDA-basierte Transformation, um die Textur- und Geometriepa-
rameter direkt zu optimieren. Außerdem fu¨gten sie ein weiteres Merkmal hinzu, das auf
einem Grauwertprofil an den markanten Punkten basiert. Ihre beste Erkennungsrate
lag bei 95,5% auf einer Datenbank von 20 Personen mit je zehn Bildern. Allerdings
waren nicht nur Mimikvariationen in den Bildern enthalten, sondern auch unterschied-
liche Posen, Beleuchtungssituationen und Verdeckungen. Die verwendete Datenbank ist
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allerdings nicht verfu¨gbar und es wurden keine Beispielbilder vero¨ffentlicht, was einen
Vergleich mit anderen Verfahren erschwert.
Bing, Ping und Lianfu (2002) - [BPL02] Bing et al. versuchen die Variationen
aufgrund von Mimika¨nderungen nicht auf der Ebene der Pixelgrauwerte zu erfassen,
sondern verwenden den PCA-Ansatz (siehe Unterkapitel 2.1.1, Eigenfaces) auf einem
Bewegungsfeld.
Abbildung 2.14: Auf der linken Seite ist ein Bewegungsfeld dargestellt, dass sich durch Mi-
mika¨nderungen der gleichen Person ergibt. Die rechte Seite zeigt ein Bewe-
gungsfeld, das neben der Mimikvera¨nderung auch durch eine andere Iden-
tita¨t der Person im Bild hervorgerufen wird. Es ist deutlich zu sehen, das
die Bewegungsvektoren homogener im Feld verteilt sind [BPL02].
Dabei lernen sie die Bewegungsfelder jeder Person bei vorgegebenen Gesichtsausdru¨cken
und ko¨nnen zusa¨tzlich die Eigenschaft der Bewegungsfelder nutzen, dass die Bewegungs-
vektoren homogener u¨ber das ganze Feld verteilt sind, wenn das zweite Bild eine andere
Person zeigt (Abbildung 2.14).
Das Verfahren beno¨tigt somit M +1 Bilder (M = Anzahl der modellierten Gesichtsaus-
dru¨cke + neutrales Gesicht) fu¨r jede von K Personen und berechnet somit insgesamt
K ×M Bewegungsfelder. Diese werden dazu benutzt Inter-Klassen- und Intra-Klassen-
Unterra¨ume mittels PCA aufzubauen.
Fu¨r ein Testbild wird das Bewegungsfeld zu jedem der neutralen Ansichten der trainier-
ten Personen berechnet und dann in alle Intra-Klassen- und Inter-Klassen-Unterra¨ume
projiziert. Die Rekonstruktionsfehler Rintra,i und Rinter,i werden dann entsprechend der
Formel:
si =
Rinter,i −Rintra,i
Rinter,i +Rintra,i
verrechnet. Die Klasse mit dem gro¨ßten si definiert das Erkennungsergebnis.
Auf einer Datenbank von 30 Personen mit vier Gesichtsausdru¨cken (exkl. Neutralan-
sicht) konnten Erkennungsraten von bis zu 97,2% (acht Eigenvektoren) erreicht werden.
Zum Vergleich wurde die Ergebnisse der Eigenfaces-Methode auf den gleichen Bildda-
ten mit 97,0% angegeben, was vermuten la¨sst, dass die Mimikvariation innerhalb des
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Bildmaterials eher gering war, insbesondere da nur maximal 8 Eigenvektoren benutzt
wurden4.
Liu, Chen und Vijaya Kumar (2003) - [LCK03] Einen a¨hnlichen Ansatz wie Bing
et al. [BPL02] verfolgen auch Liu et al., indem sie Unterra¨ume von Bewegungsfeldern be-
rechnen (Eigenflow). Neben dem Rekonstruktionsfehler durch Projektion des Testbildes
in einen individuellen Unterraum fu¨r jede Person verwenden sie zusa¨tzlich den Fehler
aus der Differenz zwischen dem Original-Testbild und einem Bild, das durch Verzerrung
des neutralen Gesichts mit Hilfe der Optical-Flow-Berechnung [FT79, KP94] entsteht.
Beide werden mit Hilfe der linearen Diskriminantsanalyse (LDA) [DH73] kombiniert.
Experimente wurden auf einer Datenbank von 13 Personen durchgefu¨hrt. Dazu wurden
von jeder Person fu¨nf Bilder trainiert und 70 Bilder zum Testen verwendet. Die Bilder
zeigten die Gesichtsausdru¨cke: neutral, glu¨cklich, traurig, a¨rgerlich und u¨berrascht. Es
konnte gezeigt werden, dass bei der Personenverifikation der vorgestellte Ansatz besser
funktionierte als die herko¨mmliche Eigenface-Methode [LCK03].
Wang und Ahuja (2003) - [WA03] Wang und Ahuja berechnen aus einem Satz von
Trainingsbildern zwei Unterra¨ume: (1) einen Identita¨tsunterraum und (2) einen Mimik-
Unterraum und trennen somit die Identita¨tsinformation von der Mimik-Information.
Unter Verwendung der Higher-Order-Singular-Value-Decomposition (HOSVD)5 [VT02]
wird ein Tensor A ∈ RI×J×K (Anzahl der Personen I, Anzahl der Gesichtsausdru¨cke
J , Dimensionalita¨t K des Textur und Geometrie beschreibenden Merkmalsvektors6) in
mehrere Matrizen zerlegt:
A = S × UPersonen1 × UMimik2 × UMerkmal3
wobei UPersonen1 den Identita¨tsunterraum und U
Mimik
2 den Mimikunterraum repra¨sentieren.
Die Personenerkennung erfolgt mit Hilfe des Cosinus-Distanzmaßes7:
ID = argmax
i
cosdist(u
p,UPersonen(i))
wobei up der Testvektor und UPersonen(i) die i-te Reihe der Unterraummatrix ist, die
die Identita¨tsinformation abbildet.
Die Evaluation wurde mit einer Datenbank von 11 Personen durchgefu¨hrt. Zur Verfu¨gung
standen 77 Bilder, d.h. fu¨r jede Person sieben Bilder mit unterschiedlichen Gesichtsaus-
dru¨cken. Mit K = 90 (Dimension des Textur-Geometrie-Vektors) entstand so ein Tensor
A der Gro¨ße 11× 7× 90. Die Erkennungsrate lag insgesamt bei 84,85%.
4zum Vergleich: Turk und Pentland benutzen 40 Eigenvektoren fu¨r 16 Personen
5s. auch Glossar fu¨r Singula¨rwertzerlegung (SVD)
6Der Merkmalsvektor beschreibt die Gewichte der Linearkombinationen aus einem Texturraum und
einem Geometrieraum a¨hnlich den Active Appearance Modellen [CT04].
7cosdist(~a,~b) = ~a·
~b
‖~a‖ ‖~b‖
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Chen und Lovell (2004) - [CL04] Chen und Lovell entwickelten eine Abwand-
lung des PCA-basierten Gesichtserkennungsverfahrens (Eigenfaces, siehe Unterkapitel
2.1.1), das sich dadurch auszeichnet, dass der durch die PCA ermittelte Unterraum ent-
sprechend der Inter-Klassen- und Intra-Klassen-Absta¨nde der verwendeten Trainingsbil-
der transformiert wird. Dies fu¨hrte vor allem zu einer stabilen Erkennung bei Beleuch-
tungsa¨nderungen aufgrund der Filterung durch Entfernung der signifikantesten Raum-
dimensionen wie schon Belhumeur vorgeschlagen hat [BHK97]. Um die Leistung bei
Vera¨nderungen der Gesichtsausdru¨cke zu erho¨hen, wurde der Unterraum mit Hilfe einer
Matrix R rotiert. Diese setzt sich aus den Eigenvektoren zusammen, die durch Sin-
gula¨rwertzerlegung der Intra-Klassen-Kovarianzmatrix berechnet werden ko¨nnen.
Fu¨r die Evaluationstests wurde die Asian Face Image Database PF01 [Int01] verwen-
det. 284 Bilder von 71 Personen wurden benutzt, um den Unterraum aufzubauen. 144
Bilder von 36 anderen Personen wurden fu¨r die eigentlichen Tests benutzt. Erkennungs-
raten lagen zwischen ca. 90% (Dimensionalita¨t des Unterraums: 20) und ca. 93% (40
Dimensionen)
2.3.3 Modellbasierte Verfahren
Modellbasierte Verfahren zeichnen sich dadurch aus, dass sie Gesichtsmodelle in Form
von Graphen oder 3D-Modellen in die Verarbeitungskette integrieren. Im Vergleich zu
den ansichtenbasierten Verfahren werden also die Textur- und Geometrievariationen
aufgrund Vera¨nderungen der Mimik nicht aus Bildmaterial gelernt, sondern durch An-
passung der Modellparameter beschrieben.
Blanz und Vetter (2003) - [BV03] Blanz und Vetter beschrieben die Morpha-
ble Models zur Modellierung von Gesichtern auf Basis von 3D-Gesichtscans bestehend
aus Geometrievektoren S0 = (x1, y1, z1, x2, . . . , xn, yn, zn)
T und Texturvektoren T0 =
(R1, G1, B1, R2, . . . , Rn, Gn, Bn)
T . Mit Hilfe einer PCA ko¨nnen Gesichter dann in fol-
gender Form dargestellt werden:
S = s¯+
∑
i
αiSi T = t¯+
∑
i
βiTi (2.11)
Fu¨r einen gegebenen Satz von Parametern αi, βi und Rendering-Parametern ρ
8 la¨sst
sich ein Gesicht in Form eines Bildes Imodel(x, y) darstellen. In einem Analyse-durch-
Synthese-Ansatz lassen sich αi, βi und ρ fu¨r ein Bild Iinput(x, y) abscha¨tzen, indem die
8Zu den 22 Rendering-Parametern, die Blanz und Vetter definieren, geho¨ren: 3D-Rotation (3 Win-
kel), 3D-Translation (3 Richtungen), Brennweite der Kamera (1 Variable), Richtung einer direkten
Beleuchtungsquelle (2 Winkel), Intensita¨t der direkten Beleuchtungsquelle (3 Farben), Intensita¨t der
diffusen Lichtquelle (3 Farben), Farbkontrast (1 Variable) Versta¨rkung jedes Farbkanals (3 Variablen)
sowie Offset in jedem Farbkanal (3 Variablen).
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pixelweise Bilddifferenz:
EI =
∑
x
∑
y
∑
c∈{R,G,B}
(Ic,input(x, y)− Ic,model(x, y))2
zusammen mit der Geometriedistanz:
EF =
∑
j
∥∥∥∥( qx,jqy,j
)
−
(
px,kj
py,kj
)∥∥∥∥2
optimiert wird (Abbildung 2.15). Dabei sind (qx,j, qy,j) Positionen (manuell gesetzter)
markanter Punkte und (px,kj , py,kj) die Projektionen korrespondierender 3D-Modell-
punkte. Fu¨r eine ausfu¨hrlichere Erla¨uterung des komplexen und rechenintensiven An-
passungsalgorithmus und dessen Abwandlungen sei auf [VP97, Vet98, BV99, RBBV05]
verwiesen.
Abbildung 2.15: Das Ziel des Anpassungsalgorithmus der Morphable Models ist das Auffin-
den der Parameter αi, βi und ρ, so dass ein Rendering (mit den Parametern
ρ) ein Bild Imodel liefert, dass dem Originalbild Iinput am a¨hnlichsten ist
[BRV02].
Obwohl Blanz vorschlug, die Morphable Models als Vorverarbeitungsschritt zur Ge-
sichtserkennung auch fu¨r die Reduzierung von Mimika¨nderungen einzusetzen [Bla06],
sind bisher keine Tests durchgefu¨hrt bzw. vero¨ffentlicht worden. Ansa¨tze zur Model-
lierung von Gesichtsausdru¨cken und deren Integration in das Morphable Model Fra-
mework existieren allerdings bereits [BBPV03]. Ebenso sind Ergebnisse von Tests mit
Morphable Models zur Kompensation von unterschiedlichen Kopforientierungen bereits
vero¨ffentlicht (siehe dazu Kapitel 2.4.2).
Lu et al. (2004) - [LHJ+04] Lu et al. beschreiben einen Ansatz zur Synthese von
Trainingsbildern aus einer Frontalansicht der jeweiligen Person. Durch manuelle Anno-
tation markanter Punkte im Gesichtsbild und der Anpassung eines 3D-Gesichtsmodells
werden Variationen von Gesichtsausdru¨cken mit Hilfe von Muskelmodellen generiert
[TW93, PW96]. Durch die anschließende Projektion des Gesichtsmodells in ein 2D-Bild
entsteht ein synthetisches Gesichtsbild, das fu¨r das Training eines Klassifikators zur
Verfu¨gung steht.
Zur Klassifikation wird ein affiner Unterraum aus der urspru¨nglichen Frontalansicht und
den synthetisierten Bildern berechnet. Sei Xi, i = 1, . . . , N die Menge der Bildvektoren
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einer Person und M0 =
1
N
∑N
i=1Xi das Zentrum des affinen Unterraums, dann la¨sst sich
jedes Bild mit Hilfe der Gewichte wi darstellen als
X =M0 +
N∑
i=1
wi(Xi −M0)
Zur Evaluation wurden fu¨r 10 Personen neben Bildern, die unterschiedliche Gesichts-
ausdru¨cke zeigen, auch andere Ansichten generiert, die Unterschiede in Beleuchtung und
Kopforientierung darstellten. Insgesamt sind unter Verwendung der Frontalansicht jeder
Person 22 Bilder generiert (8 Posen, 8 Beleuchtungen und 6 Gesichtsausdru¨cke) und mit
vier weiteren Bildern pro Person getestet worden. Insgesamt lag die Erkennungsrate bei
ca. 85% (Eigenfaces: ca. 78%) [LHJ+04]. Eine separate Evaluation der verschiedenen
Einflu¨sse wurde nicht durchgefu¨hrt.
Li, Mori und Zhang (2006) - [LMZ06] Li et al. verwenden ein Gesichtsmodell in
Form eines Gesichtsgraphen. Das Prinzip ihres Verfahrens basiert auf folgender Annah-
me: Wenn ein nicht-neutrales Gesicht mit Hilfe eines angepassten Gesichtsgraphen in
den Graphen eines neutralen Gesichtes gewarpt wird, dann ist die Ergebnistextur (Tex-
tur des nicht-neutralen Gesichtsausdruckes mit “neutraler” Geometrie) nur dann a¨hnlich
der “neutralen Textur”, wenn es sich um die gleiche Person handelt (Abbildung 2.16).
Es wird also angenommen, dass die A¨hnlichkeiten zwischen den Bildern 2.16(h)-(l) und
Bild 2.16(g) gro¨ßer ist als die A¨hnlichkeit der Bilder 2.16(n)-(r) zu Bild 2.16(m).
Abbildung 2.16: (a): Neutrales Referenzgesicht, (b)-(f): verschiedene Gesichtsausdru¨cke der
gleichen Person, (g): mit Gesichtsgraph maskiertes, neutrales Gesicht, (h)-
(l): Gesichtsausdru¨cke (b)-(f) auf die Geometrie von Bild (a) gewarpt, (m):
Neutrales Referenzgesicht einer anderen Person, (n)-(r): Gesichtsausdru¨cke
(b)-(f) auf die Geometrie von Bild (m) gewarpt ([LMZ06]).
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Alle nicht-neutralen Gesichter werden in den Graphen des neutralen Gesichtsausdrucks
der gleichen Person gewarpt und aus den so erhaltenen Bilder ein “face space” VTextur
(siehe Unterkapitel 2.1.1) konstruiert.
Zusa¨tzlich zur Texturinformation integrieren Li et al. auch Geometrieinformation in
Form von inneren Winkeln der triangulierten Graphen (xWinkel = (θ1, θ2, . . . , θl)
T ). Zur
robusteren Beschreibung gegenu¨ber Mimika¨nderungen werden die Winkel zusa¨tzlich ge-
wichtet: x∗Winkel(p) = xWinkel(p) · s(p), wobei s(p) die Stabilita¨t des p-ten Winkels bei
unterschiedlichen Gesichtsausdru¨cken definiert. Die x∗Winkel(p) der Trainingsbilder die-
nen dann der Berechnung des Winkel-Unterraums VWinkel.
Der Texturunterschied dTextur ergibt sich aus der Differenz zwischen einem nach VTextur
projizierten Testbild und dem Referenzbild. Der Unterschied des nach VWinkel projizier-
ten Winkelvektors des Testbildes und eines Referenzwinkelvektors ist dWinkel. Unter der
Annahme der Unabha¨ngigkeit von Textur und Geometrie definieren Li et al.:
dkombiniert = w × dTextur + (1− w)× dWinkel
Dabei ist w ein relativ stabiler Gewichtungsvektor, der den Anteil an der Gesamtklassi-
fikation von Textur und Geometrie steuert. Das Erkennungsergebnis ist dann durch das
kleinste dkombiniert u¨ber alle Personen gegeben.
Auf der Yale-Datenbank [BHK97] konnte eine Erkennungsrate von 96% erreicht werden.
Dieses Ergebnis basiert auf Kreuz-Validierung, bei der alle Bilder von 10 der 15 Personen
der Yale-Datenbank zusammen mit den neutralen Gesichtern der restlichen 5 Personen
trainiert wurden. Tests wurden dann mit den restlichen Gesichtsbildern der letzten 5
Personen durchgefu¨hrt.
2.4 Stand der Technik der poseninvarianten
Gesichtserkennung
In den folgenden Unterkapiteln werden Verfahren beschrieben, die eine poseninvariante
Gesichtserkennung erlauben. Die Methoden sind dabei in Abschnitten entsprechend der
Kategorisierung aus Kapitel 2.8 unterteilt. Aufgrund der sehr starken Vera¨nderungen
des Erscheinungsbildes eines Gesichtes bei unterschiedlichen Posen, gibt es jedoch kaum
Verfahren, die invariante Merkmale u¨ber einen gro¨ßeren Winkelbereich (> 20◦) liefern
ko¨nnen.
Beispielsweise wurde das EBGM-Verfahren von Wiskott et al. [WFKvdM97] auf Inva-
rianz gegenu¨ber Kopfdrehungen getestet. Fu¨r Testbilder in Halbprofilansicht (ca. 45◦)
verglichen mit Frontalansichten ergab sich nur eine Erkennungsrate von 18%. Eine Ver-
besserung dieses Verfahrens konnte mit einer Merkmalstransformation erreicht werden
([Mv95], s. Kapitel 2.4.1).
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Das Verfahren von Arca et al. ([ACL06], s. Kapitel 2.3.1) erreichte zwar eine Erken-
nungsrate von 96%, jedoch wurde nicht beschrieben wie groß die Kopfdrehungen waren.
Da dieses Verfahren mit den gleichen Merkmalen wie Wiskott et al. arbeitet, ist es nahe
liegend, dass die Kopfdrehungen nicht sehr groß waren.
Aufgrund dieser geringen Anzahl von Verfahren mit invarianten Merkmalen, deren Leis-
tungsfa¨higkeit bei gro¨ßeren Winkelabweichungen noch nicht umfassend evaluiert wurde,
werden nur ansichtenbasierte und modellbasierte Verfahren hier erla¨utert.
Auch in diesem Kapitel sind die vero¨ffentlichten Erkennungsraten aufgefu¨hrt, jedoch sind
diese teilweise nicht vergleichbar und nachvollziehbar, da die verwendeten, propriorita¨ren
Bilddatenbanken nicht alle verfu¨gbar sind.
2.4.1 Ansichtenbasierte Verfahren
Zuna¨chst werden im Folgenden Verfahren dargestellt, die anhand vieler Beispielbilder
das Aussehen der Personen bei verschiedenen Kopforientierung lernen. Dabei werden
teilweise sehr gute Erkennungsraten von deutlich u¨ber 90% erreicht. Dies ist jedoch
zu erwarten, da die Verfahren zu jedem Testbild bereits entsprechende Trainingsbilder
gesehen haben. Diese Bilder stehen in der Praxis jedoch ha¨ufig nicht zur Verfu¨gung und
jedes Verfahren muss mehrere Bilder trainieren. Eine Klassifikation bei verschiedenen
Kopfposen basierend auf einem einzelnen Trainingsbild fu¨r jede Person ist nicht mo¨glich.
Pentland et al. (1994) - [PMS94] Pentland et al. verwenden eine Vielzahl von
Bildern fu¨r jede Person, um deren Erscheinungsbild bei M unterschiedlichen Kopfori-
entierungen in Form von Bildunterra¨umen entsprechend der Eigenface-Methode (siehe
Kapitel 2.1.1) zu modellieren. Dabei wird fu¨r jede diskrete Pose ein eigener Unterraum
durch Anwendung einer PCA auf die jeweiligen Beispielbilder aufgespannt. Zur Erken-
nung wird ein Testbild dann in jeden derM ansichten-abha¨ngigen Unterra¨ume projiziert
und die beste Rekonstruktion wie bei der globalen Eigenface-Methode verwendet, um
u¨ber den kleinsten Abstand (Rekonstruktionsfehler) die Person zu identifizieren.
Fu¨r Tests verwendeten Pentland et al. eine Datenbank aus 189 Bildern (21 Personen
mit je neun Posen im Bereich von ±90◦). Die Erkennungsraten lagen bei 90% (trainiert:
±90◦, ±45◦, 0◦; getestet: ±68◦, ±23◦). Bei einem zweiten Test (trainiert: −90◦ bis +45◦)
lagen die Erkennungsraten bei 83% fu¨r Bilder, die um ±23◦ vom trainierten Bereich
abwichen, und bei 50% fu¨r Bilder, die um ±45◦ vom trainierten Bereich abwichen.
Beymer (1994) - [Bey94] A¨hnlich den ansichtenbasierten Eigenra¨umen von Pent-
land et al. modelliert auch Beymer diskrete Posen durch eine Vielzahl von Bildern der
zu trainierenden Personen. Sein Erkennungsalgorithmus basiert auf sogenannten “Tem-
plates” (Bildausschnitte getrennter Gesichtsregionen).
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Der Erkennungsprozess beginnt mit einer groben Posenabscha¨tzung, um die Bilder aus
der Trainingsmenge auszuwa¨hlen, die eine a¨hnliche Kopfdrehung zeigen. Nach einer An-
passung der Geometrie anhand der Augen-, Nasen und Mundposition wird eine Feinan-
passung mit Optical Flow durchgefu¨hrt, die sich aber im nachhinein als nachteilig her-
ausstellte. Aus dem Testbild werden dann die Templates fu¨r Augen, Nase und Mund ex-
trahiert und mit den jeweiligen Templates aller Bilder der ermittelten und benachbarten
Pose verglichen. Aus jedem Vergleich ergibt sich ein Abstandsmaß. Die “na¨chsten” Tem-
plates jeder Person aus den unterschiedlichen Posen werden ermittelt und ihre Absta¨nde
aufaddiert. Die Person mit dem kleinsten Gesamtabstand wird als Erkennungsergebnis
zuru¨ckgeliefert.
Tests wurden mit je 25 Bildern von 62 Personen durchgefu¨hrt (15 Bilder fu¨r das Training,
10 Bilder fu¨r die Tests. Es ergab sich eine Erkennungsrate von 98%.
Beymer und Poggio (1995) - [BP95] Beymer und Poggio verwenden mehrere An-
sichten von verschiedenen Personen, um die Vera¨nderung der Bildinformation aufgrund
von Kopfdrehungen zu lernen. Dabei mu¨ssen die Personen, deren Bilder fu¨r diesen Lern-
prozess verwendet werden, nicht mit den Personen u¨bereinstimmen, die erkannt werden
sollen.
Abbildung 2.17: Der optische Fluss (A) zwischen zwei prototypischen Ansichten ip, ip,r kann
auf ein neues Bild in u¨bertragen werden (C), nachdem Korrespondenzen
zwischen Bild in und der prototypischen Ansicht in gleicher Pose ip ermit-
telt wurden (B) [BP95].
Sie verwenden die gelernte Information dazu, um synthetisierte Ansichten zu generieren
(Abbildung 2.17). Um ein Bild in in Pose θ1 in ein Bild in,r in Pose θ2 umzuwandeln,
wird aus einem anderen Bildpaar ip, ip,r (ebenfalls mit Posen θ1 und θ2) der Bildfluss
ypp,r−p mittels Optical Flow [FT79] berechnet, welcher dann auf das zu testende Bild
in u¨bertragen wird, nachdem die Korrespondenzen zwischen ip und in ermittelt wur-
den. Somit kann eine neue Ansicht in,r synthetisiert werden. Diesen Prozess bezeichnen
Beymer und Poggio als “parallele Deformation”.
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Problematisch ist dieser Ansatz, wenn die Bilder ip und in deutlich unterschiedlich und
die Korrespondenzen schwer zu ermitteln sind. Bei einer manuellen Definition dieser Kor-
respondenzen konnte eine Erkennungsrate von 82,2% erreicht werden. Bei automatischer
Ermittlung unter der Annahme, dass sich das Prinzip der linearen Objektklassen9[VP95]
auf den 2D-Fall u¨bertragen la¨sst, wurde eine Erkennungsrate von 75% erreicht. Beide
Tests wurden auf einer Bilddatenbank von 62 Personen mit je 10 Bildern getestet.
Lando und Edelman (1995) - [LE95a] Eine biologisch-motivierte Repra¨sentation
von Gesichtern durch rezeptive Felder (RF) [WE95] wurde von Lando und Edelman
vorgeschlagen. Ihr Ansatz basiert auf der Annahme, dass eine Vera¨nderung (z.B. Kopf-
drehung, Beleuchtungsa¨nderung) in einem Gesichtsbild zu a¨hnlichen Transformationen
in der Repra¨sentation unabha¨ngig von der gezeigten Person fu¨hren. Eine Erkennung
eines Gesichtes unter den Bedingungen V0 ist unter einer anderen Ansicht V1 mo¨glich,
wenn die Transformationen zwischen V0 und V1 aus Gesichtsbildern anderer Personen
gelernt wird.
Unter Verwendung von zwei RBF-Netzen10 entwickelten sie einen vierstufigen Prozess
[LE95b]: (1) Bestimmung der hoch- und niedrig-frequenten RF-Repra¨sentationen des
Testgesichtes, (2) Bestimmung der Kopfdrehung und Beleuchtungssituation mit Hilfe
der niedrig-frequenten RFs und einem RBF-Netz, (3) Anpassung der hoch-frequenten
RFs anhand der trainierten Transformationen fu¨r die ermittelte Kopfdrehung und Be-
leuchtung, (4) Klassifikation der transformierten RF-Darstellung mit einem weiteren
RBF-Netz.
Zur Evaluation wurden 15 Bilder pro Person (5 Kopfdrehungen bei 3 Beleuchtungen)
verwendet, um die RF-Repra¨sentationen und deren Transformationen zu lernen11. Es
wurde eine durchschnittliche Erkennungsrate von 76% gemessen.
Maurer und von der Malsburg (1995) - [Mv95] Einen Ansatz zur Verbesserung
der Poseninvarianz des EBGM-Verfahrens [WFKvdM97] durch Berechnung einer Merk-
malstransformation wurde von Maurer und van der Malsburg vorgeschlagen. Unter der
Annahme, dass ein Gesicht im Einflussbereich der Gabor-Jets planar und die Pose des
Testbildes bekannt ist, ko¨nnen die Gabor-Koeffizienten eines Jets jgedreht so durch eine
Transformation C(A) umgerechnet werden, dass sich eine bessere Vergleichbarkeit der
jeweiligen Graphen mit den Frontalansichten ergibt: jfrontal = C
(A)jgedreht. Dabei stellt
A die Matrix einer affinen Abbildung12 dar.
Auf einer Datenbank von 160 Frontal- und Halbprofilansichten wurde eine Erkennungs-
rate von 53% erreicht (eine Verbesserung um 17% im Vergleich zur Erkennung ohne
9s. Glossar
10Radiale Basisfunktionen-Netze [Vog93][Bis95]
11Eine Aussage u¨ber die Anzahl der verwendeten Personen sowie der Art der Beleuchtungen ist nicht
beschrieben. Die Kopfdrehung lag bei ±34◦, ±17◦ und 0◦
12s. Glossar
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Kompensation). Dabei wurden 70 Bildpaare zum Training verwendet und 90 fu¨r die
Tests.
Okada und von der Malsburg (2002) - [Ov02] Bei der sogenannten “analysis-
synthesis-chain” von Okada und von der Malsburg werden fu¨r ein gegebenes Bild ~v die
zugeho¨rigen Posenwinkel ~θ mittels einer Analyse-Funktion AΩ
′
ermittelt und anschlie-
ßend mit einer Synthese-Funktion SΩ eine Rekonstruktion ~v(Ω) des Bildes generiert.
AΩ
′
: ~v
Ω′→ ~θ
SΩ : ~θ
Ω→ ~v(Ω)
Dabei basiert AΩ
′
auf einem personen-unabha¨ngigen Modell Ω′ und SΩ auf einem per-
sonenabha¨ngigen Modell Ω, das fu¨r jede zu erkennende Person generiert wird.
Zur Erstellung der Modelle Ω und Ω′ muss eine große Anzahl von Bildern mit dichter
Winkelverteilung existieren. Okada et al. benutzen fu¨r Tests daher 3D-Gesichtsmodelle
von mehreren Personen, um Bilder mit exakten Winkelangaben zu generieren. Ob in
der Praxis solche Bilder erstellt werden ko¨nnen, bleibt offen.
Die Modelle Ω (genannt: PPLS, parametric piecewise linear subspaces) beinhalten so-
wohl Geometrieinformation (Geometrievektoren aus N markanten Punkte, sowie de-
ren PCA-Eigenraum-Zerlegung) als auch Texturinformationen (Durchschnittstextur und
Textura¨nderungen aus PCA) und Matrizen, die eine Transformation von Geometrie nach
Raumwinkeln (und umgekehrt) sowie Geometrie nach Texturinformation ermo¨glichen.
Ein Vorteil dieser Modelle liegt in der kontinuierlichen Beschreibung des Posen-Raumes,
wodurch eine gute Rekonstruktion auch unter Posenwinkeln entsteht, fu¨r die keine Trai-
ningsbilder existieren.
Fu¨r Tests wurden 2821 Trainings- und 804 Testbilder fu¨r jede von 20 Personen mit Hilfe
von 3D-Modellen generiert. Dabei wurde ein Posenwinkelbereich von ca. ±50◦ bzgl. der
Raumachsen abgedeckt. Zur Texturrepra¨sentation und Klassifikation wurden Gabor-
Jets a¨hnlich dem EBGM eingesetzt [WFKvdM97]. Es konnte eine Erkennungsrate von
98,7% erreicht werden.
Huisman et al. (2006) - [HvME+06] Huisman et al. benutzen Active Appearance
Models (AAM) [CET98, CT04] zur Normalisierung von Gesichtsbildern aus unterschied-
lichen Posen. Durch die Anpassung eines kombinierten Geometrie-Textur-Modells wie
den AAMs ergeben sich Modellparameter (siehe auch Kapitel 2.3.2), die sich so transfor-
mieren lassen, dass die Rekonstruktion eines Gesichtsbildes unter einem anderen Winkel
mo¨glich ist [CWWT00, CWT00]: c(θ) = c0 + cx cos(θ) + cy sin(θ). Dabei werden c0, cx
und cy aus den Trainingsdaten mittels linearer Regression gelernt. Es ko¨nnen allerdings
nur die Winkel θ behandelt werden, die auch in das AAM eintrainiert wurden.
Huisman et al. erreichte Erkennungsraten von 75% bei Bildern mit 45% Kopfdrehung,
allerdings wurde eine Verschlechterung der Erkennungsrate bei kleinen Posenwinkeln
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(22%) festgestellt. Zudem erwa¨hnen Huisman et al., dass die Verarbeitungsgeschwin-
digkeit bei u¨ber einer halben Minute pro Testbild lag, was sie mit einer suboptimalen
Implementierung begru¨ndeten. Zudem ergaben sich Probleme bei der Anpassung der
AAMs, wenn Testbilder und Trainingsbilder nicht aus der gleichen Datenbank sind,
d.h. unter una¨hnlichen Bedingungen aufgenommen wurden. Fraglich ist, ob eine sta-
bile Anpassung mittels AAMs auch bei einer großen Menge von Personen zuverla¨ssig
funktionieren kann [GMB05].
Chai et al. (2006) - [CSCG06] Unter der Annahme, dass Vera¨nderungen aufgrund
von Kopfdrehungen in kleinen lokalen Regionen des Gesichtes geringer sind als im ganzen
Gesicht insgesamt [HHP01], generieren Chai et al. eine Frontalansicht zusammengesetzt
aus kleinen Regionen, die einzeln aus einer nicht-frontalen Ansicht transformiert werden
(Abbildung 2.18). Unter Annahme einer lineare Objektklasse13 wird eine lineare Trans-
formation f gelernt, die eine Bildregion xPk einer Pose Pk in die frontale Ansicht P0
u¨berfu¨hrt: f : xPk = AxP0 . Die Berechnung von A erfolgt mittels linearer Regression,
fu¨r die eine Vielzahl von Bildpaaren (xPk , xP0) beno¨tigt wird.
Abbildung 2.18: Aus einem Testbild (unten links) werden (neun) Bildblo¨cke extrahiert und
anhand einer Trainingsmenge von Bildern in der gleichen Pose rekonstru-
iert, d.h. die Gewichtungsvektoren αi ermittelt. Mit diesen wird dann
stu¨ckweise eine Frontalansicht (oben rechts) synthetisiert. Dazu werden in
(neun) Blo¨cke unterteilte, frontale Beispielbilder beno¨tigt, die die gleichen
Personen zeigen, wie die Bilder, die zur Ermittlung der Koeffizienten be-
nutzt wurden [CSCG06].
Tests auf der CMU-PIE-Datenbank [SBB02] mit Bildern der Posenwinkel ±22,5◦ (Posen
05 und 29) und ±45◦ (Posen 11 und 37) ergaben eine Erkennungsrate zwischen 76,5%
(Pose 11) und 95,6% (Pose 29).
13s. Glossar
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2.4.2 Modellbasierte Verfahren
Im Folgenden werden Verfahren vorgestellt, die entweder eine generisches Kopfmodell
oder eine Datenbank von 3D-Gesichtscans beno¨tigt, um eine poseninvariante Gesichts-
erkennung zu ermo¨glichen.
Blanz et al. (2003, 2006) - [BV03, Bla06] Die Grundlagen des Verfahrens von
Blanz et al. (“Morphable Models”) wurden bereits in Kapitel 2.3.3 erla¨utert. Hier wer-
den nur noch die fu¨r die poseninvariante Gesichtserkennung relevanten Verfahren und
Formeln aufgefu¨hrt.
Die Morphable Models lassen sich auf drei verschiedene Arten fu¨r die poseninvariante
Gesichtserkennung einsetzen [Bla06]:
 Koeffizienten-basierter Ansatz :
In der Literatur werden verschiedene Algorithmen zur Anpassung eines Morpha-
ble Models an ein Gesichtsbild vorgeschlagen [BV99][Rom05]. Das Ergebnis die-
ser Algorithmen ist eine Menge von Modellparametern αi und βi, durch die das
Gesicht im Bild repra¨sentiert wird (siehe auch Gleichungen 2.11, Seite 42). Unter
Beru¨cksichtigung der Varianzen der Modellparameter (σS,i, σT,i) kann fu¨r zwei Ge-
sichter c1 und c2 = (
α1
σS,1
, α2
σS,2
, . . . , β1
σT,1
, β2
σT,2
, . . .) folgendes Abstandsmaß definiert
werden:
dW =
〈c1, C−1W cS〉
‖ c1 ‖W · ‖ c2 ‖W
wobei CW die Kovarianzmatrix der Intra-Klassen-Variation ist. Ein nearest-neigh-
bour-Klassifikator14 kann unter Verwendung dieses Abstandsmaßes verwendet wer-
den. Eine Evaluation in [BV03] ergab eine Erkennungsrate von 95% auf der CMU-
PIE-Datenbank [SBB02] (68 Personen, 3 Posen, 22 Beleuchtungen) und 95,9% auf
der FERET-Datenbank [PWHR98] (194 Personen, 11 Posen, verschiedene unkon-
trollierte Beleuchtungssituationen). Ein anderes Abstandmaß verwenden [RBV02,
BV03]. In [BRV02] wird eine Support Vector Machine [Vap98] zur Klassifikation
benutzt.
 Normalisierungsansatz : Da nach Anpassung eines Morphable Models an ein Ge-
sichtsbild eine 3D-Rekonstruktion des Gesichts zur Verfu¨gung steht, lassen sich mit
Methoden der Computer-Grafik vorher definierte standardisierte Ansichten (z.B.:
Frontalansicht mit diffuser Beleuchtung) generieren. Diese ko¨nnen dann einem
Klassifikationsalgorithmus basierend auf 2D-Bildmerkmalen u¨bergeben werden.
In [PGM+03a] (FVRT2002, siehe Seite 9) und [BGPV05] werden Ergebnisse zur
Normalisierung unterschiedlicher Posen dargestellt. Die Erkennungs-/Verifikations-
rate von 9 von 10 kommerziellen Systemen konnte durch Vorverarbeitung mit Mor-
14s. Glossar
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phable Models deutlich verbessert werden. Die Steigerung der Erkennungsrate lag
zwischen 32% und 62%.
 Ansatz basierend auf synthetischen Ansichten: Unter Verwendung eines Morpha-
ble Models ko¨nnen auch mehrere verschiedene, synthetische Ansichten generiert
werden, um den Trainingsdatensatz virtuell zu vergro¨ßern. Unter Verwendung von
drei Ansichten jeder zur trainierenden Person erstellten Huang et al. ein Mor-
phable Model und generierten eine Vielzahl von Bildern unter verschiedenen Po-
sen und Beleuchtungen [HBH02, HHB03]. Diese wurden dann zum Training eines
komponenten-basierten Klassifikators unter Verwendung von Support Vector Ma-
chines [Vap98] benutzt. Ein Test auf einer Datenbank von 6 Personen mit je 200
Test-Bildern unter verschiedenen (unkontrollierten) Posen- und Beleuchtungsbe-
dingungen lieferte mit insgesamt eine Erkennungsrate von 90%, wenngleich fu¨r
diese 6 Personen ein sehr großer Ressourcenaufwand mit ca. 7700 synthetisierten
Ansichten betrieben wurde.
Lu et al. (2004) - [LHJ+04] Lu et al. verwenden ein generisches 3D-Modell, um
aus einer Frontalansicht verschiedene Bilder zu synthetisieren. Ihr Verfahren wurde be-
reits in Kapitel 2.3.3 beschrieben. Es existieren bisher keine Evaluationen, die die Leis-
tungsfa¨higkeit des Verfahrens ausschließlich in Abha¨ngigkeit von Posenwinkeln zeigen.
Chai et al. (2004, 2005) - [CSGL04, CQS+05] Chai et al. verwenden zwei un-
terschiedliche Ansa¨tze, um eine normalisierte Ansicht zu generieren. Der erste Ansatz
verwendet ein generisches 3D-Kopfmodell [CSGL04], wa¨hrend der zweite Ansatz a¨hnlich
den Morphable Models eine Datenbank von registrierten 3D-Scans benutzt [CQS+05].
Das generische 3D-Modell wird im ersten Ansatz benutzt, um geeignete korrespondie-
rende Punkte im Gesicht bei unterschiedlichen Posen zu finden. Dazu werden in der
Frontalansicht des Modells 60 Punkte ausgewa¨hlt und in den 2D-Bildraum projiziert.
Nach Drehung des Kopfes werden erneut die Gesichtskanten annotiert und in den 2D-
Raum projiziert. Durch wiederholte Durchfu¨hrung dieses Prozess u¨ber mehrere Posen
ko¨nnen relevante und verla¨ssliche Punkte im Gesicht berechnet werden, die als Basis
eines Warping-Algorithmus dienen ko¨nnen, der auf baryzentrischen Koordinaten einer
Triangulation einer Punktmenge basiert [CSGL04]. Fu¨r ein Testbild mit bekannter Pose
werden die Koordinaten der mit dem oben genanntem Verfahren ausgewa¨hlten Punkte
bestimmt, in dem das Bild die Augenpositionen so normiert wird, dass das entspre-
chend gedrehte, generische Kopfmodell grob u¨bereinstimmt. Mit diesem Verfahren er-
zielte Erkennungsraten lagen zwischen 50% (25◦ Drehung) und 77,5% (15◦ Drehung)15
auf einem Teil der FERET-Datenbank (200 Personen, je eine Ansicht pro Pose) sowie
15Diese Erkennung wurde mit einem nearest-neighbour-Klassifikator16 auf den Grauwertvektoren
unter Verwendung des Cosinus-Distanzmaßes durchgefu¨hrt.
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zwischen 24,1% (PD-Datensatz)17, 32,7% (PU)17 und 67,3% (PM)17 unter Verwendung
der CAS-PEAL-Datenbank [GCS+04].
Der zweite Ansatz basiert auf einer Datenbank von 3D-Scans und benutzt das Prinzip
der linearen Objektklassen18 um aus einer Menge von Bildpunkten Sf die Gewichtungs-
faktoren αj zu ermitteln mit deren Hilfe eine Rekonstruktion des 3D-Kopfes auf Basis
der 3D-Scans bzw. deren Unterraumbasis Pf mo¨glich ist:
Sf = (x1, y1, . . . , xk, yk)
T = S¯f + Pfα mit α = (α1, . . . , αn)
Nach der Rekonstruktion des Kopfes in 3D wird eine Vorverarbeitung der Gesichtstextur
zur Beleuchtungsnormalisierung vorgenommen und das Modell texturiert. Abschließend
kann das Modell dann in die gewu¨nschte Position gedreht werden [CQS+05].
Evaluationstests wurden auf der CMU-PIE-Datenbank [SBB02] durchgefu¨hrt und da-
bei die Frontalansichten von 68 Personen trainiert und Bilder mit Kopfdrehungen von
±22,5◦ und ±45◦ (links und rechts) getestet. Durchschnittlich konnte eine Erkennungs-
rate von 94,85% erreicht werden. Zur Klassifikation wurde ein Verfahren basierend auf
Gabor-PCA und LDA eingesetzt [LW02].
Ishiyama et al. (2005) - [IHS05] Eine weitere Variante der Anpassung von 3D-
Scans an ein Testbild stellten Ishiyama et al. vor. Anstatt eine vordefinierte normalisierte
Ansicht oder eine Menge von synthetischen Bildern zu generieren, modellieren sie das
Testbild nach und fu¨hren dann einen Vergleich zwischen Test- und Modellbild durch.
Zusa¨tzlich zur Betrachtung der Pose versuchen sie zusa¨tzlich Beleuchtungsvariationen
mit Hilfe von geoda¨sischen Beleuchtungsbasen (geodesic illumination bases, GIB) [IS02]
abzuschwa¨chen.
Trainiert wird der Algorithmus mit 3D-Scans der zu erkennenden Personen. Fu¨r ein Test-
bild mit gegebener grober Posenabscha¨tzung wird dann ein iterativer Anpassungsprozess
gestartet, der anhand der Intensita¨tsdifferenz zwischen Testbild und nachmodelliertem
Bild eine Anpassung des 3D-Scans bezu¨glich Rotation und Translation vornimmt. Dies
geschieht fu¨r jede trainierte Person. Abschließend wird das Personenmodell ausgewa¨hlt,
dessen Pixeldifferenz zum Testbild die kleinste ist.
Mit einer Datenbank von 200 Personen mit insgesamt ca. 14000 Bildern unterschiedlicher
Posenwinkel zwischen ±60◦ seitwa¨rts und 45◦ auf-/abwa¨rts sowie deutlichen Beleuch-
tungsa¨nderungen konnte eine Gesamterkennungsrate von 94,2% erreicht werden. Jedoch
waren fu¨r die Anpassung der Gesichtsmodelle an das Testbild 1,5 Sekunden pro trai-
nierter Person notwendig, d.h. insgesamt mehr als fu¨nf Minuten pro Testbild fu¨r die
gesamte Datenbank.
17PD-Datensatz: Rotationen von links nach rechts mit Kopf nach unten; PM-Datensatz: Rotationen
von links nach rechts; PU-Datensatz: Rotationen von links nach rechts mit Kopf nach oben.
18s. Glossar
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Jiang et al. (2005) - [JHY+05] Zur etwa gleichen Zeit wie Chai et al. [CQS+05]
vero¨ffentlichten Jiang et al. das gleiche Prinzip der Rekonstruktion des Gesichtes mittels
registrierter 3D-Scans. Sie benutzen allerdings das rekonstruierte, texturierte Modell zur
Generierung synthetischer Ansichten (Abbildung 2.19).
Abbildung 2.19: Eine neutrale Frontalansicht wird im 2D-Bildraum ausgerichtet und mar-
kante Punkte annotiert. Danach wird eine 3D-Datenbank von registrierten
Gesichtern verwendet, um die 3D-Geometrie des Gesichts im Trainingsbild
zu rekonstruieren. Aus dem so erhaltenen texturierten 3D-Modell ko¨nnen
dann verschiedene Ansichten unter variabler Pose, Beleuchtung und Mi-
mik generiert werden. Diese werden dann benutzt, um ein neues Bild zu
klassifizieren [JHY+05].
Sie fu¨hrten ebenfalls (wie Chai et al.) Tests auf der CMU-PIE-Datenbank [SBB02] durch.
Ihre beste Erkennungsrate lag bei 92,1% (im Vergleich mit Bildern unter einem Winkel
von +22,5◦). Die durchschnittliche Erkennungsrate auf den Bildern, die auch Chai et
al. zur Evaluation heranzogen lag bei 64%. Jiang et al. verwendeten ebenfalls die li-
neare Diskriminanzanalyse (LDA) [DH73] zur Dimensionsreduktion und einen nearest-
neighbour-Klassifikator19 zur Erkennung.
2.5 Diskussion und Vergleich der Verfahren zur
posen- und mimikinvarianten Gesichtserkennung
Dieses Unterkapitel beinhaltet einen Vergleich aktueller Verfahren zur posen- und mimik-
invarianten Gesichtserkennung. Dabei werden in Abschnitt 2.5.1 alle in den Unterkapi-
teln 2.3 und 2.4 beschriebenen Verfahren verglichen. Dies erfolgt unabha¨ngig davon,
19s. Glossar
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ob sie nur Pose oder nur Mimik behandeln oder ob beide Einflussfaktoren gleichzei-
tig beru¨cksichtigt werden. Da diese kombinierte Behandlung von Pose und Mimik Ziel
dieser Arbeit ist, werden in Abschnitt 2.5.2 die Verfahren, die sowohl mimik- als auch po-
seninvariant sind, im Vergleich zur vorliegenden Arbeit anhand relevanter Eigenschaften
betrachtet.
2.5.1 Vergleich existierender Verfahren zur posen- und mimik-
invarianten Gesichtserkennung
Ein vergleichender U¨berblick u¨ber die Eigenschaften aller in den Kapiteln 2.3 und 2.4
beschriebenen Verfahren ist in Tabelle 2.1 gegeben. In der ersten Ha¨lfte der Tabelle
sind dabei die Vero¨ffentlichungen aufgefu¨hrt, fu¨r die Evaluationen zur Poseninvarianz
durchgefu¨hrt wurden. Auf der zweiten Seite sind die Verfahren zur mimikinvarianten
Gesichtserkennung aufgefu¨hrt sowie, davon abgesetzt, die Methoden fu¨r die beide Ein-
flussfaktoren evaluiert wurden.
Posen-Invarianz und Mimik-Invarianz geben dabei an, ob das jeweilige Verfahren zur
Behandlung von Kopfdrehungen bzw. Gesichtsausdru¨cken geeignet ist bzw. ob Ergeb-
nisse dazu vero¨ffentlicht wurden. Es wird deutlich, dass die meisten Verfahren keine
Behandlung von Pose und Mimik erlauben bzw. dies bisher nie untersucht wurde. Nur
fu¨r wenige Verfahren aus den letzten Jahren [LTC95, LHJ+04, JHY+05, ACLL06] konnte
bisher gezeigt werden, dass sie eine Stabilisierung bzgl. Kopfdrehungen und Gesichts-
ausdru¨cken bei der Gesichtserkennung bewirken.
Weiterhin beinhalten die meisten Verfahren eine konkrete Implementierung der Merk-
malsextraktion und Klassifikation. Dies bedeutet, dass sie nicht von den Vorteilen ande-
rer Merkmalsextraktionsalgorithmen und Klassifikatoren zur Behandlung von anderen
Einflussfaktoren (z.B. Beleuchtung, Verdeckung) profitieren ko¨nnen. Nur einige der ak-
tuelleren Entwicklungen lassen sich mit beliebigen (2D-)Gesichtserkennungsverfahren
(bel. Erkennungsverf.) einsetzen und sich so in verschiedene, bestehende Systeme inte-
grieren.
Die Algorithmen unterscheiden sich auch teilweise stark in ihren Trainingsprozeduren
bzw. in den Informationen, die sie zum “Lernen” der Posen- und Mimikvariationen
beno¨tigen. Einige Verfahren sind unabha¨ngig von umfangreichen Datenbanken, die Bil-
der aller Kopfdrehungen der betrachteten Personen enthalten (Unabh. v. Bild-DBs)
Die meisten hier aufgefu¨hrten Verfahren beno¨tigen auch keine Datenbank von 3D-
Laserscans (Unabh. v. 3D-DBs) Die Unabha¨ngigkeit von beiden Datenbanken eru¨brigt
den großen Aufwand der Erstellung der Bilder oder Laserscans. Allerdings sind nur
[LHJ+04, ACLL06] bzgl. Posen- und Mimikinvarianz evaluiert worden und nur [LHJ+04]
kann auch mit anderen Erkennungsverfahren kombiniert werden, da es synthetische An-
sichten generiert, die als Trainingsmaterial dienen ko¨nnen.
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Tabelle 2.1: Vergleichende U¨bersicht der Verfahren zur posen- und mimikinvarianten
Gesichtserkennung und ihrer Eigenschaften.
Aspekte der Bewertung [P
M
S
94
]a
[P
M
S
94
]b
[B
ey
94
]
[M
v
95
]
[L
E
95
a]
[B
P
95
]
[O
v
02
]
[C
S
G
L
04
]
[C
Q
S
+
05
]
[I
H
S
05
]
[H
v
M
E
+
06
]
[C
S
C
G
06
]
Allgemeine Eigenschaften
Pose-Invarianz • • • • • • • • • • • •
Mimik-Invarianz – 1 – 1 – – – – 1 – – – – – 1 –
bel. Erkennungsverf. – – – 1 – – • • • • • • •
Training
Unabh. v. Bild-DBs – • – – – – – • • • – –
Unabh. v. 3D-DBs • • • • • • • • – – • •
Einzelbild ausreichend – • – • •2 •2 – • • • • •2
Unabh. v. spez. Pose – • – – • • – • – 1 – • •
Unabh. v. spez. Mimik – • – – – – – – 1 – 1 – – 1 –
Unterschiedliche
Ansichten erlaubt
– • – – – – – • • – – –
Klassifikation
kein a-priori Wissen
u¨ber Pose notwendig
– ∼ • – • – • – • – – –
Erkennung kont. Posen •3 ∼ •3 • • •3 • • • • • •3
Erkennung
untrainierter Posen
•3 ∼ •3 • – – • • • • • •3
kein a-priori Wissen
u¨ber Mimik notwendig
–1 • – – – – – ∼ ∼ – – –
Erkennung kont. Mimik – ∼ – – – – – – – – – 1 –
Erkennung
untrainierter Mimik
– • – – – – – – – – –1 –
kurze Verarbeitungszeit ∼ ∼ ∼ ∼ ∼ ∼ ∼ ∼ ∼ – 4 – ∼
Legende:
• = trifft zu – = trifft nicht zu ∼ = keine Angaben
a Ansichtenbasierte Unterra¨ume (“view-based eigenspaces”)
b Modulare Unterra¨ume (“modular eigenspaces”)
1 theoretisch mo¨glich, bisher jedoch nicht untersucht bzw. vero¨ffentlicht
2 zum Lernen der Variationen werden (Bild-)Datenbanken beno¨tigt; fu¨r das Training der Personen
nicht
3 wenn die gelernten, diskreten Posen/Gesichtsausdru¨cke eng genug “beieinander liegen”, ist wahr-
scheinlich eine gewisse Invarianz vorhanden, die auch eine zuverla¨ssige Erkennung kontinuierlicher und
untrainierter Posen ermo¨glicht
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Tabelle 2.1 (Fort.): Vergleichende U¨bersicht der Verfahren zur posen- und mimik-
invarianten Gesichtserkennung und ihrer Eigenschaften.
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]
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]
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]
[B
la
06
]
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95
]
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J
+
04
]
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+
05
]
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06
]
D
is
se
rt
at
io
n
Allgemeine Eigenschaften
– – – 1 – – – – – – – – • (•) • • (•) •
• • • • • • • • • • • – 1 • • • • •
– – – – – – – – – – – • – • • – •
Training
• • – – • – – – – • – • – • • • •
• • • • • • • • • • • – • • – • •
• • – • • – – – – • – •6 – • • • •
• • – – – – – – – – – •6 – – – • •
– • – – 5 • – – • • – 5 • •6 – – – • •
• • • ∼ • – – – – • – • • – – • •
Klassifikation
– • • – – – – ∼ ∼ – – • • – • • •
– ∼ – – – – – – – – – • – – 3 – 3 ∼ •
– – – – – – – ∼ ∼ – – • – –3 –3 ∼ •
• • • • • • • ∼ ∼ • • – • – • • •
• • – 1 – 1 – 1 – 1 – 1 – 1 – 1 • – – – 1 – 3 – 3 • •
• • – –1 –1 –1 –1 –1 –1 • – – – – – • •
∼ – 4 ∼ ∼ ∼ ∼ ∼ ∼ ∼ – 4 – – 4 ∼ ∼ – 4 – 4 •
4 [IHS05]: 1,5 Sek. pro trainierter Person; [Wis97]: 30 Sek. pro Bild; [PCJ05]: 4 Sek. pro trainierter
Person; [BV03]: min. 1 Min pro Bild; [JHY+05]: 4 Sek. pro Bild; [ACLL06]: 30 Sek. pro Bild
5 Fu¨r das Training einer Person wird keine spezielle Ansicht beno¨tigt, jedoch sind zum Lernen der
Variationen bzw. Gewichte Bilder bestimmter Gesichtsausdru¨cke bzw. deren Kombinationen notwendig
6 In den ersten Anwendungen der Morphable Models [BV03, HHB03] waren bis zu drei neutrale
Ansichten (frontal, Halbprofil, Profil) notwendig. Aktuelle Vero¨ffentlichungen stellen zumindestens
keine Anforderungen an die Kopforientierung mehr [Bla06].
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Andere Eigenschaften des Trainingsprozesses sind:
1. Verwendung von Einzelbildern ist fu¨r das Training einer Person ausreichend. Den-
noch sind teilweise Bilddatenbanken notwendig, um die Variationen durch Kopf-
drehung und Mimik anhand von Beispielbildern zu lernen.
2. Unabha¨ngigkeit von speziellen Posen und Mimiken ist insbesondere bei Verfah-
ren nicht gegeben, die ku¨nstliche Ansichten aus Trainingsbildern generieren (z.B.
[LHJ+04]). Diese Bilder mu¨ssen u¨blicherweise neutrale Frontalansichten zeigen.
3. Viele Verfahren erlauben es nicht, unterschiedliche Ansichten von verschiedenen
Personen zu nutzen. Da die Vera¨nderung aufgrund von Pose und Mimik aus Bild-
material gelernt wird, muss fu¨r alle Personen das gleiche Bildmaterial zu Verfu¨gung
stehen. Es ist also nicht mo¨glich, von Person A nur neutrale Bilder in Halbprofil-
ansicht zu trainieren und von Person B Frontalansichten mit lachendem Gesicht.
Bei der Klassifikation kann es folgende Einschra¨nkungen geben:
1. A-priori Wissen u¨ber die zu sehende Pose/Mimik im Testbild ist nicht notwen-
dig; d.h. dem Verfahren braucht keine Mimikklassifikation oder Posenabscha¨tzung
vorausgehen.
2. Bei manchen Methoden bleibt offen, inwieweit das System fa¨hig ist, theoretisch
kontinuierliche Posen und Gesichtsausdru¨cke zu erkennen. Hier gibt es bei man-
chen Algorithmen Einschra¨nkungen, da sie nur diskrete Posen und Gesichtsaus-
dru¨cke aus Bildern lernen bzw. diese generieren. Nicht in diesem Trainingsmaterial
enthaltene Variationen ko¨nnen u.U. nicht robust erkannt werden. Mit der gleichen
Begru¨ndung sind manche Verfahren nicht in der Lage unbekannte Variationen (un-
bekannte Posen und Mimik) zu erkennen. Beispielsweise werden Verfahren, die mit
nach links gedrehten Ko¨pfen trainiert wurden, nach rechts gedrehte Ko¨pfe nicht
erkennen ko¨nnen.
3. Zur Implementierung auch auf Systemen mit geringerer Hardware-Ausstattung
(z.B. Mobiltelefone, Handhelds (PDA), embedded-Systemen) ist eine Betrachtung
der Verarbeitungszeit interessant (kurze Verarbeitungszeit).
2.5.2 Bewertung und Vergleich der Gesichtserkennungsverfah-
ren mit gleichzeitiger Posen- und Mimikinvarianz
Um eine Einordnung der vorliegenden Arbeit zu ermo¨glichen, erfolgt nun ein Vergleich
der Verfahren, die sowohl eine posen- als auch eine mimikinvariante Gesichtserkennung
durch Evaluationen nachgewiesen haben oder zumindest theoretisch ermo¨glichen ko¨nnen
(Tabelle 2.2). Die aufgefu¨hrten Eigenschaften werden dazu im Folgenden kurz erla¨utert.
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Tabelle 2.2: Vergleich wichtiger Eigenschaften relevanter Verfahren zur kombinierten
posen- und mimikinvarianten Gesichtserkennung.
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Verfahren mit invarianten Merkmalen
[ACLL06] (P+M)1 • • Farbbilder3 – 4 –
Ansichtenbasierte Verfahren
[PMS94] (P+M)1 – • k.A. –
[BP95] Pose – • mehrere k.A. –
[LTC95] (P+M)2 – • Ansichten k.A. –
[ECT98] Mimik – • jeder Person k.A. –
[HvME+06] Pose – • – 4 •
Modellbasierte Verfahren
neutrale
[LHJ+04] P+M – •
Frontalansicht
k.A. •
neutrale
[JHY+05] P+M • –
Frontalansicht – 4
•
[BV03]
[Bla06]
Pose • –
keine Beding.
(–)5 •
Dissertation P+M • • keine Beding. •4 •
Legende:
•: Eigenschaft vorhanden –: Eigenschaft nicht vorhanden k.A.: keine Angaben in der Literatur
1 Pose (P) und Mimik (M) getrennt evaluiert;
bei [PMS94] mit unterschiedlichen Ansa¨tzen
2 nur sehr leichte Posen- und Mimikvariationen [LTC95]
3 mit relativ hoher Auflo¨sung: Augenabstand 175 Pixel
4 [ACLL06, HvME+06, BV03]: > 30 Sekunden pro Testbild;
[JHY+05]: 4 Sekunden pro Trainingsbild bei Verarbeitung eines Testbildes;
Dissertation: < 1 Sek.
5 [Bla06] erwa¨hnt eine Verarbeitungszeit von 250 ms fu¨r einen alternativen Ansatz zu [BV03] (4,5
Minuten). Jedoch sind keine Gesichtserkennungsevaluationen dieses schnellen Ansatzes vero¨ffentlicht.
Implementierungen und Evaluationen der Morphable Models, die Mimik einschließen, fehlen fu¨r alle
Ansa¨tze [Bla06].
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Einige automatische Erkennungsverfahren basieren auf Datenbanken von 2D-Gesichts-
bildern oder 3D-Gesichtsscans, um die Variationen aufgrund von Kopfdrehungen und
Gesichtsausdru¨cken zu modellieren. In diesen Datenbanken mu¨ssen jedoch entweder fu¨r
jede Person mehrere Bildaufnahmen mit verschiedenen Kopfdrehungen und Gesichts-
ausdru¨cken vorhanden sein oder es mu¨ssen eine relevante Anzahl von 3D-Aufnahmen
mit Hilfe von strukturiertem Licht, Laserscannern oder Stereoskopie aufgenommen wer-
den. Da die Erstellung solcher Datenbanken mit einem sehr großen Aufwand (z.B. an
Zeit, Kosten, Organisation) verbunden oder fu¨r verschiedene Anwendungsszenarien nicht
mo¨glich ist (z.B. U¨berwachungsszenario, Abgleich mit einer Fahndungs- oder Verbre-
cherkartei), sollte angestrebt werden, ein Verfahren zu implementieren, das unabha¨ngig
von 2D-Gesichtsbild-Datenbanken und unabha¨ngig von 3D-Gesichtsscan-Datenbanken
ist.
Es ist weiterhin nicht immer gewa¨hrleistet, dass existierende (Trainings-)Bilder be-
stimmten Bedingungen (z.B. nur frontale Gesichter mit neutralem Ausdruck) genu¨gen
oder das Anwendungsszenario die Aufnahme beliebiger Bilder erlaubt (z.B. bei U¨ber-
wachung). Daher sollten keine Bedingungen an das Bildmaterial zum Training der Per-
sonen gestellt werden. Verfahren, die eine Synthese ku¨nstlicher Ansichten durchfu¨hren,
sind in diesen Fa¨llen nicht anwendbar, da sie im Allgemeinen Bedingungen an das Bild-
material stellen mu¨ssen.
Trotz der immer weiter steigenden Rechenleistung moderner Prozessoren ist es wu¨n-
schenswert, dass der verwendete Algorithmus schnell funktioniert. Denn durch eine
effektive Verarbeitungsgeschwindigkeit la¨sst sich Gesichtserkennung auch auf Gera¨ten
einsetzen, die eine geringere Hardware-Ausstattung haben als Standard-PCs (z.B. Mo-
biltelefone, Handheld (PDA), embedded-Systeme).
Da in der Literatur bereits eine sehr große Anzahl an Gesichtserkennungsverfahren be-
schrieben ist und auch kommerzielle Systeme bereits existieren, die unter standardi-
sierten Bedingungen gut funktionieren und bei anderen Einflussfaktoren (als Pose und
Mimik) Sta¨rken besitzen, sollte es auch ein Ziel sein, ein Verfahren zu entwickeln, dass
in beliebige Systeme integrierbar ist.
Das System von Arca et al. [ACLL06] ist das Einzige, das den merkmalsinvarianten
Verfahren zugeordnet werden kann, fu¨r das eine erfolgreiche Evaluation bzgl. Pose
und Mimik beschrieben ist. Jedoch ist keine Kombination von Kopfdrehungen und
Gesichtsausdru¨cken untersucht worden sondern nur Mimika¨nderungen bei Frontalan-
sichten und Kopfdrehungen mit neutraler Mimik. Das Verfahren funktioniert nur auf
hochauflo¨senden Farbbildern und hat eine Verarbeitungsgeschwindigkeit von mehr als
30 Sekunden pro Bild.
Die Erkennung erfolgt anhand des Vergleichs von Gaborfilterantworten an markanten
Punkten im Gesicht a¨hnlich dem Elastic Bunch Graph Matching (siehe Kapitel 2.1.2),
welches ausschließlich fu¨r Frontalansichten zuverla¨ssig arbeitet. Daher kann davon ausge-
gangen werden, dass die Posenvariation in den Bilddaten der Evaluation nicht sehr groß
war. Da auch in der Literatur sehr wenige Verfahren zur poseninvarianten Gesichtser-
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kennung beschrieben sind, ist zu vermuten, dass dieser Ansatz grundsa¨tzlich ungeeignet
ist und wurde daher in dieser Arbeit nicht weiter verfolgt.
Die ansichtenbasierten Verfahren beno¨tigen naturgema¨ß viele Ansichten von Personen.
Die Menge der beno¨tigten Ansichten steigt deutlich mit der Anzahl der zu modellieren-
den Variationen (z.B. Mimik, Pose, Beleuchtung) und der diskreten Unterteilung des
Posenraumes (in Grad) sowie der Anzahl der Gesichtsausdru¨cke. Aus diesem Grunde
wurden auch ansichtenbasierte Ansa¨tze verworfen, da es Ziel dieser Arbeit ist, nur mit
einem Bild ein Training eines Klassifikators zu ermo¨glichen.
Die meisten modellbasierten Ansa¨tze lassen sich danach unterscheiden, ob sie eine Menge
von Bildern mit mo¨glichen Variationen erzeugen [LHJ+04, JHY+05, Bla06] oder eine
Normalisierung des Testbildes durchfu¨hren [Bla06]. Die erste Gruppe von Verfahren
beno¨tigt jedoch eine Standardansicht (frontal, neutral, diffus beleuchtet).
Daher wurde zur posen- und mimkinvarianten Gesichtserkennung fu¨r diese Arbeit ein
normalisierender, modellbasierter Ansatz gewa¨hlt, der sich in bestehende Systeme in-
tegrieren la¨sst, zusa¨tzlich unabha¨ngig von 2D-/3D-Datenbanken ist und somit deutlich
effektiver funktioniert. Diese Eigenschaften besitzt bisher kein in der Literatur beschrie-
benes System.
2.6 Eine neues Konzept zur posen- und mimikinva-
rianten Gesichtserkennung
Diese Arbeit beschreibt einen modellbasierten Ansatz zur Normalisierung von Gesichts-
bildern unter Beru¨cksichtigung von a-priori Wissen in Form eines generischen 3D-Kopf-
modells. Somit wird auch dreidimensionale Information in den Erkennungsprozess inte-
griert, die es ermo¨glicht, nicht-lineare Verzerrungen im Bild aufgrund von dreidimensio-
nalen Transformationen des nicht rigiden menschlichen Kopfes zu normalisieren.
Die Verarbeitungsschritte des in dieser Arbeit verfolgten Ansatzes und die fu¨r die unter-
schiedlichen Algorithmen verwendeten Informationen und Daten zeigt Abbildung 2.20.
Ausgehend von einem allgemeinen Kopfbild findet zuna¨chst eine Lokalisierung des Ge-
sichtes statt, um dieses dann im zweidimensionalen Bildraum geometrisch in Form von
markanten Punkten nach zu modellieren (Gesichtsmerkmal-Lokalisierung). Anschlie-
ßend wird ein generisches 3D-Kopfmodell an das Gesicht sowohl durch affine, dreidi-
mensionale Transformationen als auch durch nichtlineare Verzerrungen angepasst, um
die individuellen Proportionen der Person zu modellieren (3D-Gesichtsmodellierung).
Nach der Texturierung des Kopfmodells erfolgt eine Normalisierung der Kopfgeome-
trie und eine Rekonstruktion verdeckter Gesichtsteile, um somit eine frontale, neutrale
Ansicht (Normgesicht) zu generieren (Gesichtsnormalisierung). Dabei konzentriert sich
diese Arbeit auf die Normalisierung von Gesichtsausdru¨cken und Kopforientierung (Po-
se).
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Abbildung 2.20: Schritte und verwendete Informationen des Verarbeitungsprozesses der vor-
liegenden Arbeit.
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Diese Vorverarbeitung erfolgt sowohl fu¨r den Trainings- als auch fu¨r den Klassifikations-
prozess. Aus (allgemeinen) Trainingsbildern generiert der Ansatz normalisierte Referenz-
bilder, aus denen Merkmale zum Training eines Klassifikators extrahiert werden. Dies
fu¨hrt zur Erstellung einer Personendatenbank20aus einer Menge von Trainingsbildern,
die im Klassifikator repra¨sentiert ist. Diese Datenbank wird dann als Referenz wa¨hrend
der Klassifikation benutzt, um ein allgemeines Kopfbild (Testbild) zu klassifizieren, das
ebenfalls durch den beschriebenen Vorverarbeitungsprozess in eine normalisierte Refe-
renzansicht u¨berfu¨hrt wurde.
Die einzelnen Schritte der Vorverarbeitung werden im Folgenden kurz erla¨utert bevor
sie in den anschließenden Kapiteln genauer beschrieben werden.
Gesichtslokalisierung
Ziel der Gesichtslokalisierungsstufe ist die Ermittlung der Position und Gro¨ße des Ge-
sichts in einem Bild. Im Rahmen dieser Arbeit wird ein holistisches Modell auf Basis
einer Vielzahl von Gesichtsbildern eingesetzt, um diese Information zu erhalten. Ein
Detektionsalgorithmus wendet das Modell auf quadratische Bildbereiche unterschiedli-
cher Skalierungen an und entscheidet, ob ein Gesicht im betrachteten Bereich vorliegt
oder nicht. Dabei ist es erstrebenswert, mo¨glichst nur die Bildbereiche zu u¨berpru¨fen,
die potentiell ein Gesicht enthalten, um eine hohe Verarbeitungsgeschwindigkeit und
eine minimale Anzahl an Fehldetektionen zu erreichen. Daher werden zuvor Bildmasken
erstellt, in denen die Bereiche markiert sind, in denen ein Gesicht mo¨glicherweise zu
finden ist.
Zur Erstellung dieser Masken wird a-priori Wissen verwendet, welches je nach Anwen-
dungsszenario ausgenutzt werden kann. Bei Verwendung von Farbkameras ko¨nnen haut-
farbene Bereiche ermittelt werden. Dazu wird ein statistisches Hautfarbmodell verwen-
det, dass die Wahrscheinlichkeit fu¨r jeden Bildpunkt ermittelt, eine Hautfarbe zu zeigen.
Je nach vorliegendem Kamerasichtfeld ko¨nnen auch a-priori schon Bildbereiche definiert
werden, in denen kein Gesicht erscheinen wird. So sind beispielsweise bei der Beob-
achtung einer Tu¨re keine Gesichter oberhalb des Tu¨rrahmens oder in Fußbodenna¨he
zu erwarten. Diese Bildbereiche ko¨nnen durch eine Positionsmaske vorab ausgeblendet
werden und mu¨ssen durch den Detektionsalgorithmus nicht mehr betrachtet werden.
Gesichtsmerkmal-Lokalisierung
Nachdem die Position und Gro¨ße des Gesichtes ermittelt ist, mu¨ssen die Koordina-
ten markanter Punkte im Gesicht bestimmt werden, die spa¨ter zur Anpassung des 3D-
Modells beno¨tigt werden. Dazu wird ein adaptiver Gesichtsgraph an den Bildinhalt so
angepasst, dass alle relevanten Punkte (z.B. Augenwinkel, Nasenspitze, Kinn, Mund-
winkel) bestimmt sind. Der Anpassungsalgorithmus verwendet sowohl geometrische In-
formationen in Form eines Punktverteilungsmodells wie auch textuelle Informationen in
Form einer Datenbank von Gesichtsbildern.
20s. Glossar
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Um eine genauere Bestimmung der markanten Punkte fu¨r unterschiedliche Gesichtskom-
ponenten (Augen, Mund, Kinn, Nase) zu ermo¨glichen, ko¨nnen die Symmetrieeigenschaf-
ten des menschlichen Gesichtes, insbesondere fu¨r frontale Ansichten, ausgenutzt werden.
Dazu existieren verschiedene Verfahren, die speziell fu¨r die jeweilige Gesichtskomponen-
ten eingesetzt werden.
3D-Gesichtsmodellierung
Nachdem relevante Punkte im Gesicht gefunden wurden, kann das 3D-Kopfmodell an
das Bild angepasst werden. Dazu werden Korrespondenzen definiert, die die 2D-Punkte
im Bild semantisch den 3D-Gitterpunkten des Kopfmodells zuordnet (z.B. Nasenspitze,
Mundwinkel). Diese Korrespondenzen werden dann dazu benutzt, das Kopfmodell in
einem zweistufigen Prozess anzupassen: Zuerst erfolgt die Transformation des Modells
mittels dreidimensionalen Operationen (Skalierung, Rotation, Translation) sowie die
Rotation des Kieferbereichs, so dass die Distanz zwischen den 2D-Bildpunkten und den
Projektionen der korrespondierenden 3D-Modellpunkte minimal wird. In einem zweiten
Schritt wird das generische Modell dann an vorliegenden Gesichtsausdruck und die in-
dividuellen Proportionen des gezeigten Gesichtes durch nicht-lineare Transformationen
angepasst.
Posen- und Mimiknormalisierung
Ist die Modellierung des Gesichtes abgeschlossen, erfolgt die Texturierung und Ru¨ck-
transformation des Kopfmodells in eine frontale, neutrale Referenzansicht (Normge-
sicht). Zusa¨tzlich wird die Information aus dem angepassten Kopfmodell dazu verwen-
det, diejenigen Bildbereiche des Gesichtes zu ermitteln, die im Ursprungsbild verdeckt
sind.
Texturrekonstruktion
Bei stark seitlich gedrehten Gesichtern ist eine Gesichtsha¨lfte nahezu verdeckt. Unter der
Annahme, dass das menschliche Gesicht anna¨hernd symmetrisch ist, wird die sichtbare
Gesichtsha¨lfte auf die (teilweise) nicht sichtbare Seite gespiegelt. Die Projektion des so
texturierten Modells in die Bildebene fu¨hrt dann zu einem neuen 2D-Bild, das fu¨r die
folgende Merkmalsextraktion zur Verfu¨gung steht.
Die Vorteile des in dieser Arbeit vorgestellten Verfahrens lassen sich wie folgt zusam-
menfassen:
 Keine Datenbanken von 2D-Gesichtsbildern werden beno¨tigt, um die Variationen
aufgrund von Kopfdrehungen und Gesichtsausdru¨cken zu lernen. Die Normalisie-
rung erfolgt ausschließlich u¨ber die Anpassung eines generischen 3D-Kopfmodells.
 Keine Erstellung von 3D-Gesichtsscans ist notwendig, um ein Gesicht in einem
2D-Bild nach zu modellieren. Neben der Aufnahme solcher 3D-Scans ist insbeson-
dere die Registrierung mehrerer 3D-Scans nur mit großem Aufwand zu erreichen
[BV99].
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 Das Verfahren ist frei von Einschra¨nkungen an die verwendeten Bilder. Sowohl
Trainings- als auch Testbilder werden dem Normalisierungsprozess unterzogen und
sind somit unabha¨ngig von einem bestimmten Gesichtsausdruck oder einer speziel-
len Pose. Weiterhin mu¨ssen Gesichtsausdruck und Kopfdrehung im Testbild nicht
bekannt sein.
 Das Verfahren arbeitet schnell und la¨sst sich auch auf Systemen mit geringerer
Hardwareausstattung einsetzen. Dies wurde im Rahmen dieser Arbeit allerdings
nicht evaluiert.
 Der hier verwendete normalisierende, modellbasierte Ansatz ermo¨glicht die Inte-
gration in bestehende Systeme und somit die Anwendung existierender Merkmals-
extraktions- und Klassifikationsverfahren.
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Kapitel 3
Gesichtslokalisierung und
-modellierung in Bildern
Dieses Kapitel beschreibt die eingesetzten Verfahren zur Detektion von Gesichtern in
Bildern und der Modellierung ihrer Geometrie in Form von markanten Punkten (z.B.
Nasenspitze, Mundwinkel), die fu¨r die Anpassung des 3D-Kopfmodells beno¨tigt werden.
Zuna¨chst wird in Unterkapitel 3.1 die Bestimmung von Position und Gro¨ße von Ge-
sichtern in Bildern erla¨utert. Dabei wird der verwendete Detektionsansatz beschrieben
sowie die Erstellung von Suchmasken zur Einschra¨nkung des Suchbereichs.
Unterkapitel 3.2 bescha¨ftigt sich mit der Detektion von Konturen und markanten Punk-
ten im Gesicht. Zuna¨chst wird ein holistisches Verfahren zur statistischen Modellierung
von Geometrie- und Textur von Gesichtsbildern diskutiert sowie der Anpassungsalgo-
rithmus an ein unbekanntes Gesichtsbild erla¨utert. Insbesondere fu¨r Frontalansichten
ko¨nnen lokale Methoden eine exaktere Detektion der beno¨tigten Punkte erreichen, in-
dem sie die Form- und Textureigenschaften der verschiedenen Gesichtsteile (z.B. Mund,
Augen, Nase) explizit beru¨cksichtigen. Die Beschreibung der verwendeten und entwi-
ckelten Verfahren erfolgt abschließend.
3.1 Gesichtslokalisierung
Dieses Unterkapitel bescha¨ftigt sich mit dem ersten Schritt der Bildvorverarbeitung:
der Gesichtslokalisierung, d.h. der Bestimmung von Position und Gro¨ße eines Gesichtes
in einem Bild. Abbildung 3.1 zeigt das Verarbeitungsschema des implementierten Teil-
prozesses. Ziel ist die Ermittlung eines Rechtecks, das das Gesicht im Bild umrahmt.
Dadurch sind Position und Gro¨ße definiert.
Wichtigster Verarbeitungsschritt ist dabei die Gesichtsdetektion mit Hilfe eines holisti-
schen Ansatzes unter Verwendung von Beispielbildern von gesamten Gesichtern. Die in
dieser Arbeit verwendete Methode wird in Abschnitt 3.1.1 beschrieben.
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Abbildung 3.1: Gewa¨hltes Verarbeitungsschema des Gesichtslokalisierungsschrittes. Zur Be-
stimmung von Position und Gro¨ße eines Gesichtes in einem Bild wird in
dieser Arbeit ein holistischer Detektionsalgorithmus verwendet, der durch
Suchmasken basierend auf Hautfarbmodellierung und a-priori-Wissen u¨ber
mo¨gliche Positionen unterstu¨tzt wird.
Die Generalisierungsfa¨higkeit des Gesichtsdetektionsalgorithmus fu¨hrt zu Fehldetektio-
nen, d.h. es werden auch Gesichter an Positionen detektiert, an denen tatsa¨chlich kein
Gesicht vorhanden ist, da die Bildinformation fu¨r den Algorithmus “gesichtsa¨hnlich”
ist. Um solche Fehldetektionen zu minimieren und die Verarbeitungsgeschwindigkeit
zu erho¨hen, erfolgt die Generierung von Suchmasken, die Regionen ausblenden, in de-
nen keine Gesichter zu erwarten sind. Diese Suchmasken werden aus einem allgemeinen
Hautfarbmodell erstellt und durch Definition einer Positionsmaske festgelegt, die Berei-
che a-priori ausblendet (Abschnitt 3.1.2).
3.1.1 Holistischer Ansatz zur Gesichtsdetektion
In dieser Arbeit wird eine abgewandelte Version des Gesichtsdetektionsalgorithmus von
Fro¨ba und Ku¨blbeck [FK02, FK01a, FK01b] vorgestellt, der mit einem effizienten Boosting-
Algorithmus nach [FS95] kombiniert wird.
Abbildung 3.2a zeigt das u¨bliche Verarbeitungsprinzip eines Gesichtsdetektionsalgorith-
mus. Ein Fenster wird in verschiedenen Skalierungen u¨ber das Testbild verschoben und
an jeder Position darauf u¨berpru¨ft, ob ein Gesicht enthalten ist. Da somit jede Bildpo-
sition mehrfach u¨berpru¨ft wird, muss eine effiziente Implementierung des Klassifikati-
onsprozesses (Gesicht / kein Gesicht) vorhanden sein.
Im Folgenden werden das auf Kanteninformationen basierende, sogenannte Edge Ori-
entation Matching (EOM) und der SNoW-Detektor 1 beschrieben, die diese effiziente
Detektion zusammen leisten. Beide Verfahren sind in einer hierarchischen Struktur (Kas-
1SNoW = Sparse Network of Winnows; to winnow (engl.) = die Spreu vom Weizen trennen (figu-
rativ)
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kade) angeordnet, um schnellstmo¨glich eine Entscheidung zu treffen, ob das zu analysie-
rende Fenster kein Gesicht entha¨lt und somit verworfen werden kann (Abbildung 3.2b).
Das Prinzip des EOM- und SNoW-Verfahrens sowie die Verarbeitungsstruktur werden
im Folgenden beschrieben.
(a) (b)
Abbildung 3.2: Verarbeitungsprinzip der holistischen Gesichtsdetektion. (a) Ein Fenster
wird in verschiedenen Skalierungen u¨ber das Testbild verschoben und an
jeder Position darauf u¨berpru¨ft, ob ein Gesicht enthalten ist. (b) Ein zeitauf-
wendiger jedoch stabiler SNoW-Detektor bewertet nur wenige Bildregionen,
die nicht durch mehrere EOM-Klassifikatoren fru¨hzeitig verworfen wurden.
Dies ermo¨glicht eine effiziente Verarbeitungsgeschwindigkeit.
Edge Orientation Matching (EOM)
Das Edge Orientation Matching beno¨tigt mehrere Verarbeitungsschritte: Zuna¨chst muss
aus dem Testbild eine geeignete Repra¨sentation von Kanteninformation erstellt werden,
die dazu dient, einen bina¨ren Klassifikator mittels AdaBoosting zu trainieren. Mehre-
re dieser Klassifikatoren werden dann in einer Entscheidungskette, einem sogenannten
Kaskaden-Klassifikator, angeordnet und ermo¨glichen so eine effiziente und robuste Tren-
nung.
Verwendete Repra¨sentation von Kanteninformation Eine sehr einfache und ef-
fiziente Art Kanteninformation aus einem Bild zu extrahieren, ist die Bestimmung des
Gradientenbildes. Dies geschieht beispielsweise durch Faltung des Bildes mit den Sobel-
Kernen:
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KSobelX =
−1 0 1−2 0 2
−1 0 1
 KSobelY =
−1 −2 −10 0 0
1 2 1
 (3.1)
Die Verwendung des Kerns KSobelX (KSobelY ) liefert den Gradienten in X-Richtung (Y-
Richtung). Somit fu¨hrt die Faltung eines Bildes I(x, y) mit den beiden Kernen zu den
Gradientenbildern:
Gx(x, y) = KSobelX ? I(x, y) (3.2)
Gy(x, y) = KSobelY ? I(x, y) (3.3)
Aus diesen la¨sst sich fu¨r jedes Pixel die Kantensta¨rke S(x, y) (Gradientenamplitude,
Abbildung 3.3b) und Kantenrichtung Φ(x, y) (Gradientenphase, Abbildung 3.3c) be-
stimmen durch:
S(x, y) =
√
Gx(x, y)2 +Gy(x, y)2 (3.4)
Φ(x, y) = arctan
Gy(x, y)
Gx(x, y)
+
pi
2
(3.5)
(a) (b) (c) (d)
Abbildung 3.3: (a) Gesichtsbild I(x, y) ,(b) Gradientensta¨rke (Amplitude) S(x, y) des Bil-
des (a), (c) Gradientenphase Φ(x, y) des Bildes (a), (d) Maskierte Kanten-
repra¨sentation Φ̂T (x, y) des Bildes (a).
Die Kantenrichtung ist dabei die fu¨r die Gesichtsdetektion interessante Information, da
sie eine geeignete allgemeine Beschreibung eines Gesichts entha¨lt. Jedoch ist die Pha-
seninformation eines Gradienten in homogenen Bereichen sehr mit Rauschen behaftet
(siehe Hintergrund und Wangenfla¨chen in Abbildung 3.3c). Daher wird die Kantenrich-
tung Φ(x, y) nur an den Stellen beru¨cksichtigt, an denen die Kantensta¨rke S(x, y) eine
gewisse Mindeststa¨rke (definiert durch einen Schwellwert θ) erreicht:
ΦT (x, y) =
{
Φ(x, y), S(x, y) > θ
0, sonst
(3.6)
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Weiterhin ist es unerheblich, ob der Grauwert einer Kante von dunkel nach hell oder
von hell nach dunkel wechselt [FK02]. Daher kann der Wertebereich von Φ(x, y) von
[0; 2pi] auf [0; pi] transformiert werden durch:
Φ̂T (x, y) =
{
ΦT (x, y), 0 ≤ ΦT (x, y) < pi
ΦT (x, y)− pi, pi ≤ ΦT (x, y) < 2pi
(3.7)
Φ̂T (x, y) wird zusa¨tzlich in n = 8 Stufen quantisiert und fu¨hrt zu einer geeigneten
Repra¨sentation eines Gesichtes (Abbildung 3.3d), um daraus geeignete Merkmale fu¨r
die Detektion zu extrahieren. Dazu wird im folgenden der verwendete Lernalgorithmus
vorgestellt.
Training eines Klassifikators mittels AdaBoosting Um auch unbekannte Gesich-
ter detektieren zu ko¨nnen, muss ein allgemeines Gesichtsmodell erstellt werden, in dem
ausreichend viele Beispielbilder repra¨sentiert sind. Diese Repra¨sentation sollte effizient
sein, um eine schnelle Verarbeitungsgeschwindigkeit wa¨hrend des Detektionsprozesses
zu erreichen.
Der im folgenden Abschnitt vorgestellte AdaBoost-Algorithmus wa¨hlt die signifikantes-
ten Merkmale anhand von Beispielbildern aus. Das grundlegende Prinzip des Algorith-
mus ist die Erstellung mehrerer schwacher Klassifikatoren, die basierend auf wenigen,
einfachen Merkmalen eine Klassifikationsentscheidung treffen. Durch Kombination meh-
rerer dieser schwachen Klassifikatoren zu einem starken Klassifikator, bleiben nur noch
die Hypothesen u¨brig, die wahrscheinlich ein Gesicht enthalten.
Dies ist in Abbildung 3.4 beispielhaft dargestellt. Die Linien stellen einzelne schwache
Klassifikatoren dar, die alleine nur eine unzureichende Trennung zwischen Objekten der
einen (×) und der anderen Klasse (◦) erreichen. Zusammen erlauben sie jedoch eine
gute Trennung der Klassen.
Ziel ist es also zuna¨chst einen bina¨ren Klassifikator hj(x) mit
hj(x) =
{
1, pjfj(x) < pjθj
0, sonst
(3.8)
zu ermitteln, wobei fj(x) ein Merkmal und θj ein Schwellwert festlegt. pj stellt die
Richtung der Ungleichung sicher. Die Variable x stellt dabei einen 25 × 25-Bildbereich
dar, anhand dessen die Parameter des Klassifikators gelernt werden, indem aus einer
Menge dieser “Trainingsfenster”, die sowohl Gesichter als auch Nicht-Gesichter zeigen,
ermittelt wird, welche Merkmale eine “schwache” Entscheidung sicherstellen. In dieser
Arbeit entha¨lt x die oben beschriebene Kantenrepra¨sentation eines Bildes. Durch Line-
arkombination mehrerer Einzelklassifikatoren ergibt sich der Gesamtklassifikator W (x)
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Abbildung 3.4: Die Linien stellen Entscheidungsgrenzen einzelner schwacher Klassifikatoren
dar, die alleine eine schlechte Trennung der beiden Objektklassen erreichen,
die durch × und ◦ (z.B. “Gesicht” und “kein Gesicht”) dargestellt sind. Eine
Kombination fu¨hrt zu einem starken Klassifikator, der gute Trennungseigen-
schaften besitzt [VJ01a].
mit:
W (x) =
∑
t
αtht(x) (3.9)
Die einzelnen Schritte des AdaBoost-Algorithmus zur Ermittlung geeigneter Merkmale
und Klassifikationsparameter sind folgende [FS95, VJ01b, VJ01c]:
1. Initialisierung und Trainingsdaten:
Gegeben seien zuna¨chst n Trainingsbeispiele (xi, yi), i = 1 . . . n. Dabei stellt xi
einen 25×25 Pixel großen Bildbereich dar und yi = 1 fu¨r Gesichter und yi = 0 fu¨r
Nicht-Gesichter. Insgesamt stehenmGesicht-Beispiele und l Nicht-Gesichtbeispiele
zur Verfu¨gung.
 Initialisiere die Klassifikator-Gewichte: w1,i =
1
2m
, 1
2l
fu¨r Gesichter und Nicht-
Gesichter.
2. Iterative Suche der signifikantesten Merkmale:
Insgesamt t = 1 . . . T Durchla¨ufe:
 Normalisiere die Klassifikatorgewichte: wt,i ← wt,iPn
j=1 wt,j
 Bestimme Klassifikatoren hj(x) mit dem Fehler j =
∑
iwt,i|hj(xi)− yi|
 Wa¨hle den Klassifikator mit dem kleinsten Fehler min,t
 Aktualisiere die Gewichte mit et = 0 (et = 1) fu¨r eine falsche (richtige)
Klassifikation:
wt+1,i = w1,iβ
1−et
t mit βt =
min,t
1− min,t (3.10)
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3. Bestimmung des Gesamtklassifikators:
Mit αt = log
1
βt
ergibt sich:
h(x) =
{
1,
∑T
t=1 αtht(x) ≥ 12
∑T
t=1 αt
0, sonst
(3.11)
Durch die zum Klassifikationsfehler umgekehrt-proportionale Gewichtung werden die
Hypothesen t mit kleinem Fehler sta¨rker beru¨cksichtigt.
Erstellung eines Kaskaden-Klassifikators Zur weiteren Steigerung der Detekti-
onsleistung der Gesichtslokalisierung kann ein kaskadierter Klassifikator eingesetzt wer-
den (Abbildung 3.5). Ziel dabei ist es, in jeder Stufe mo¨glichst viele “Nicht-Gesichter”
zuru¨ckzuweisen und gleichzeitig alle “Gesichter” zu erhalten. Somit ko¨nnen nach we-
nigen Schritten sehr viele potentielle Nicht-Gesichter von einer weiteren (recheninten-
siveren) U¨berpru¨fung ausgeschlossen werden. Fa¨lschlicherweise als Gesichter erkannte
Nicht-Gesichter (false-positives) werden von den nachfolgenden komplexeren Klassifika-
toren erneut untersucht. Somit erha¨lt die n-te Klassifikationsstufe innerhalb der gesam-
ten Entscheidungskette (Kaskade) nur noch die Kandidaten, die vorherige Stufen als
Gesicht erkannt haben.
Abbildung 3.5: Mit einem Kaskaden-Klassifikator werden in mehreren Stufen Bildregionen
aufgrund von einfachen Merkmalen klassifiziert und gegebenenfalls verwor-
fen, sobald eine Stufe eine Bildregion als “Nicht-Gesicht” klassifiziert hat.
Nur die Bildregionen, die alle Stufen durchlaufen, enthalten ein Gesicht und
stehen zur weiteren Verarbeitung zur Verfu¨gung. Ho¨here Stufen enthalten
dabei komplexere Klassifikatoren, die jedoch nur noch auf einen Bruchteil
aller Bildregionen angewendet werden mu¨ssen.
Die false-positive-Rate des Gesamtklassifikators F ergibt sich aus den false-positive-
Raten der K Stufen fi zu:
F =
K∏
i=1
fi (3.12)
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Die Gesamtdetektionsrate berechnet sich analog aus den Raten di:
D =
K∏
i=1
di (3.13)
Auf Basis dieser Zusammenha¨nge kann ein Kaskaden-Klassifikator wie folgt erstellt wer-
den [VJ01c]:
1. Festlegung der Rahmenparameter:
 Zuna¨chst legt der Benutzer FZiel, f (die maximale erlaubt false-positive-Rate
pro Stufe) und d (die minimal notwendige Detektionsrate pro Stufe) fest.
 PGesicht sei die Menge der Gesichtsbilder.
 NNicht−Gesicht sei die Menge der Nicht-Gesichtsbilder.
 Initialwerte der intrinsischen Parameter: F0 = 1, D0 = 1, i = 0
2. Iterationsschritte zur Ermittlung der Klassifikatoren:
 i = i+ 1;ni = 0;Fi = Fi−1
 Solange Fi > FZiel:
– ni = ni + 1
– Erstelle einen Klassifikator hi(x) mit ni Merkmalen mit Hilfe der Trai-
ningsmengen PGesicht undNNicht−Gesicht unter Verwendung des AdaBoost-
Algorithmus.
– Pru¨fe den Klassifikator auf einem Testset V und bestimme Fi und Di
– Verringere den Schwellwert des i-ten Klassifikators, bis die aktuelle Stufe
eine Erkennungsrate von d ·Di−1 besitzt.
– Entferne alle Elemente aus NNicht−Gesicht: NNicht−Gesicht ← ∅
– Ist Fi > FZiel, dann wende den Klassifikator auf einer Menge von Nicht-
Gesichtern an und fu¨ge alle Fehldetektionen der Menge NNicht−Gesicht
hinzu.
Der so erhaltene Klassifikator wird immer noch Fehldetektionen aufweisen. Um deren
Anzahl weiter zu reduzieren, kann ein Bootstrapping eingesetzt werden. Dabei wird
die Menge NNicht−Gesicht der Nicht-Gesichter erweitert, indem der Detektor auf Nicht-
Gesicht-Bildern angewandt wird und alle detektierten False-Positives in NNicht−Gesicht
aufgenommen werden.
Sparse Network of Winnows2 (SNoW)
Die Anwendung des SNoW-Klassifikators [CCRR99] fu¨r die Gesichtsdetektion wurde
erstmals von Yang et al. beschrieben [YRA00] und spa¨ter als weitere Verarbeitungs-
stufe im Rahmen eines kombinierten EOM-SNoW-Gesichtsdetektors (Abbildung 3.2b)
2to winnow (engl.) = die Spreu vom Weizen trennen
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vorgeschlagen [FK02]. Die Gesichtskandidaten (Bildregionen), die die gesamte Verarbei-
tungskette des Edge Orientation Matching durchlaufen haben, werden von dem SNoW-
Klassifikator abschließend untersucht. Eine hier ebenfalls als Gesicht klassifizierte Bild-
region ist dann das Ergebnis des Gesichtsdetektionsverfahrens.
Die wesentliche Eigenschaft des SNoW-Verfahrens ist die Auswahl weniger relevanter
Merkmale aus einer sehr großen Menge von mo¨glichen Merkmalen. Der Klassifikator
basiert auf einem Netzwerk ku¨nstlicher linearer Neuronen, dessen Eingangsknoten ein-
fache Merkmale in den Eingangsdaten repra¨sentieren. Fu¨r die Gesichtsdetektion sind
zwei Knoten ausreichend, die je als Ausgang einer linearen Einheit des Netzwerkes fun-
gieren (Abbildung 3.6). Der erste Knoten wird aktiviert, falls ein Eingabemuster als
Gesicht klassifiziert wird, wa¨hrend der andere Ausgangsknoten anspricht, wenn kein
Gesicht erkannt wurde. Das Netzwerk ist vollsta¨ndig vernetzt, d.h. alle Eingangsknoten
sind mit jedem Ausgangsknoten verbunden. Jede Verbindung ist mit einem Gewicht wti
(mit t ∈ {face, nonface}) versehen.
Abbildung 3.6: Struktur eines SNoW-Netzwerkes.
Die Eingangsknoten werden als aktiv bezeichnet, wenn das zugeordnete Merkmal m in
den Eingangsdaten zu finden ist. Ein Ausgangsknoten t mit einem definierten Schwell-
wert θt wird aktiviert, wenn fu¨r eine Menge At = {m1, . . . ,mn} aktiver Merkmale gilt:∑
m∈At
wti > θt (3.14)
Alle Gewichte wti werden wa¨hrend des Trainings festgelegt, das im Folgenden beschrieben
wird.
Training eines SNoW-Netzes mit der Winnow-Anpassungsregel Zum Trai-
ning des SNoW-Klassifikators werden Trainingsdatensa¨tze beno¨tigt, denen eine eindeu-
tige Klassenbezeichnung (hier: Gesicht/kein Gesicht) zugeordnet ist. Mit Hilfe eines
Versta¨rkungsfaktors α und eines Da¨mpfungsfaktors β werden die Gewichte bei Erfu¨llung
einer von zwei Bedingungen angepasst. Ausgehend von einer Menge At = {m1, . . . ,mn}
aktiver Merkmale in einem Trainingsdatensatz gilt:
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1. Wenn die aktiven Merkmale zu einer Aktivierung des Knotens fu¨hren mu¨ssen,
jedoch
∑
m∈At w
t
i < θt (Ausgangsknoten t wird nicht aktiviert) gilt, dann erfolgt
eine Gewichtsanpassung wie folgt:
∀m ∈ At, wti ← αwti (3.15)
2. Wenn die aktiven Merkmale nicht zu einer Aktivierung des Ausgangsknotens
fu¨hren du¨rfen, jedoch
∑
m∈At w
t
i > θt (Ausgangsknoten t wird aktiviert) gilt, dann
werden die Gewichte wie folgt angepasst:
∀m ∈ At, wti ← βwti (3.16)
Somit werden die Gewichte nur bei einer Falschklassifikation angepasst und bleiben
unvera¨ndert, wenn das Netzwerk ein richtiges Ergebnis liefert.
Der Vorteil der Winnow-Anpassungsregel liegt darin, dass die Anzahl der Beispieldaten,
die sie beno¨tigt, um eine lineare Funktion zu lernen, linear mit der Nummer der relevan-
ten Merkmale ansteigt jedoch nur logarithmisch mit der Gesamtanzahl aller Merkma-
le. Diese Eigenschaft ist bei Klassifkationsproblemen entscheidend, bei denen eine sehr
große Anzahl mo¨glicher Merkmale existiert, jedoch nur eine kleine Anzahl an Merkmalen
relevant ist.
Als na¨chstes erfolgt die Beschreibung der bina¨ren Merkmale, die fu¨r den SNoW-Gesichts-
detektor verwendet werden.
Verwendete bina¨re Merkmale Wie oben bereits beschrieben, erfolgt die Gesichts-
lokalisierung durch eine U¨berpru¨fung von quadratischen Bildregionen unterschiedlicher
Skalierungen. Diese Bildregionen werden auf die Gro¨ße der Trainingsdaten skaliert (hier:
25× 25 Pixel), bevor sie klassifiziert werden.
Aus einem Bildbereich I(x, y) (8-Bit Pixelwerte) dieser Gro¨ße ko¨nnen 25× 25× 256 =
160000 Merkmale erstellt werden. Das Merkmal mit der
Bezeichnung 256×(25×x+y)+I(x, y) wird dann aktiviert, wenn an der Stelle (x, y) im
Bildbereich der Pixelwert genau I(x, y) ist. Somit werden insgesamt nur 625 (= 25× 25
Pixel mit je genau einem Wert I(x, y)) von 160000 (= 25×25 Pixel mit je 256 mo¨glichen
Werten I(x, y))fu¨r jede Bildregion aktiviert. Es ist also wahrscheinlich, dass sehr viele
der Merkmale niemals aktiviert werden. Daher ist die Anwendung des SNoW-Netzes
und dessen Training mit der Winnow-Anpassungsregel sehr effizient.
3.1.2 Erstellung einer Suchmaske
Trotz eines komplexen Verarbeitungsschemas der holistischen Detektion kommt es zu
Fehldetektionen, deren Anzahl weiter reduziert werden muss. Eine einfache Mo¨glichkeit
dazu bieten Suchmasken, die a-priori-Wissen daru¨ber integrieren, wo ein Gesicht in der
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Szene theoretisch sichtbar sein kann. Weiterhin kann die Verarbeitungsgeschwindigkeit
weiter erho¨ht werden, wenn in der Suchmaske nur ein kleiner Teil des Bildinhaltes als
gu¨ltig3 markiert ist, so dass vom eigentlichen Detektionsalgorithmus nur dieser Teilbe-
reich des Bildes untersucht werden muss.
Definition einer Positionsmaske Eine sehr einfache Mo¨glichkeit, Bildregionen vom
Detektionsprozess auszuschließen, liegt in der manuellen Definition ungu¨ltiger Bereiche.
Abbildung 3.7 zeigt dies anhand eines Beispiels der U¨berwachung einer Eingangstu¨re.
Das Sichtfeld der Kamera ist aufgrund der Szene, der Position der Kamera, sowie deren
Linse gro¨ßer als der Bereich, indem ein Gesicht erscheinen kann.
Abbildung 3.7: (a) Szene mit Fehldetektionen, (b) Positionsmaske, (c) maskierte Szene, (d)
Ergebnis der Gesichtsdetektion unter Verwendung der Positionsmaske.
Abbildung 3.7a zeigt eine Aufnahme, in der eine Person durch eine Tu¨re tritt. Verschie-
dene Gesichtsdetektionsergebnisse sind beispielhaft eingezeichnet. Neben der richtigen
Detektion des Gesichtes sind auch Fehldetektionen im Hintergrund markiert.
Da nicht zu erwarten ist, dass der Kopf oberhalb des Tu¨rrahmens erscheint, kann dieser
Bereich als ungu¨ltig markiert werden. Ebenso sind nur unvollsta¨ndig sichtbare Gesichter
an den Ra¨ndern des Bildes uninteressant, weshalb diese ebenfalls maskiert werden. Eine
mo¨gliche Positionsmaske, die diese beiden Erwartungen beschreibt, ist in Abbildung 3.7b
gezeigt. Schwarze Bereiche markieren dabei ungu¨ltige Bildregionen in der Aufnahme. Ein
verbessertes Detektionsergebnis ist in Abbildung 3.7d gezeigt.
Ein Vorteil der Definition einer Positionsmaske ist es, dass ihre Erstellung keine Verar-
beitungszeit beno¨tigt. Jedoch ist es nicht in allen Anwendungsszenarien mo¨glich, eine
geeignete Positionsmaske zu definieren, weil mo¨glicherweise keine Bildregion im vor-
aus ausgeschlossen werden kann. Auch bei beweglichen Kameras ist die Definition einer
Positionsmaske schwierig, da sich die Szene im Sichtfeld a¨ndert.
Erstellung einer Hautfarbmaske Statt die Kameraszene zur Erstellung einer Such-
maske auszuwerten, kann auch direkt der Bildinhalt verwendet werden, um eine geeig-
nete Maske zu erstellen.
3Ein Bildpunkt ist “gu¨ltig”, wenn seine Koordinaten eine mo¨gliche Position eines Gesichtes darstel-
len.
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Bei der Verwendung einer Farbkamera ko¨nnen weitere Hypothesen u¨ber mo¨gliche Po-
sitionen eines Gesichtes aufgestellt werden, indem die Bildbereiche ermittelt werden,
die hautfarb-a¨hnlich sind. Es existieren bereits verschiedene Ansa¨tze zur Modellierung
von Hautfarbe. Diese verwenden entweder Verteilungsfunktionen [ZYW00] oder sind
histogramm-basiert [KK96, JR99]. In dieser Arbeit wird der histogramm-basierte An-
satz zur Modellierung von Hautfarbe nach Jones und Rehg verwendet, der zur Ermitt-
lung einer Hautfarbmaske benutzt werden kann, die alle nicht-hautfarbenen Bereiche
ausmaskiert [JR99, JR02].
Das Verfahren basiert auf der statistischen Modellierung der Auftrittswahrscheinlichkeit
von Farbwerten innerhalb von Bildern. Dafu¨r wurden mehrere tausend Bilder aus dem
Internet gesammelt und manuell in hautfarbene und nicht-hautfarbene Bereiche segmen-
tiert. Es lassen sich dann zwei Klassen definieren: CH bezeichnet die Klasse der hautfar-
benen Pixel und C6H die Klasse der nicht-hautfarbenen Pixel. Die Auftrittswahrschein-
lichkeit wird durch Bildung von Histogrammen HH(RGB) und H 6H(RGB) auf Basis der
Beispielbilder modelliert. Zur Speicherplatzeinsparung werden benachbarte Farbwerte
zusammengefasst und jeder der drei RGB-Farbkana¨le in 32 Bereiche quantisiert. Somit
ist fu¨r jedes Histogramm ein Speicherbereich mit der Gro¨ße 32bit × 323 = 128kByte
notwendig (32bit fu¨r die Speicherung eines Histogrammeintrags, 32 Intensita¨ten pro
Farbkanal, 3 Farbkana¨le).
Nun kann fu¨r jeden RGB-Hautfarbwert aus den Histogrammen eine Auftrittswahrschein-
lichkeit berechnet werden:
P (RGB|CH) = HH(RGB)
NH
(3.17)
Hierbei bezeichnet NH die Anzahl aller als Hautfarbe manuell segmentierten Pixel. Ana-
log gilt fu¨r die Auftrittswahrscheinlichkeit eines RGB-Wertes, der eine Nicht-Hautfarbe
darstellt, mit der Anzahl N 6H aller als Nicht-Hautfarbe segmentierten Pixel:
P (RGB|C6H) = H 6H(RGB)
N 6H
(3.18)
Aus diesen Werten la¨sst sich fu¨r einen gegebenen RGB-Wert die Wahrscheinlichkeit
bestimmen, dass dieser eine Hautfarbe beschreibt. Die a-posteriori-Wahrscheinlichkeit
P (CH |RGB) berechnet sich aus den a-priori-Wahrscheinlichkeiten P (RGB|CH) und
P (RGB|C6H) mit:
P (CH |RGB) = P (RGB|CH) · P (CH)
P (RGB|CH) · P (CH) + P (RGB|C6H) · P (C6H) (3.19)
Somit la¨sst sich fu¨r jeden Pixel eines Bildes anhand seines RGB-Wertes ermitteln, mit
welcher Wahrscheinlichkeit er hautfarben ist. Dadurch kann aus einem Bild (Abbildung
3.8a) eine Hautfarb-Wahrscheinlichkeitskarte H(x, y) (Abbildung 3.8b) erstellt werden,
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die sich durch Anwendung eines Schwellwertes θminp in eine bina¨re Maske u¨berfu¨hren
la¨sst (Abbildung 3.8c):
H(x, y) =
{
1, P (CH |I(x, y)) ≥ θminp ;
0, sonst.
(3.20)
Aufgrund des verwendeten Bildmaterials zur Erstellung der Histogramme HH(RGB)
und H 6H haben Augenbrauen, Augen und Bart eine relativ geringe Hautfarbwahrschein-
lichkeit, da die Farben dieser Gesichtsregionen auch sehr ha¨ufig im Hintergrund zu finden
sind. Dadurch entstehen in der Hautfarbmaske Lo¨cher, die u.U. Bildpositionen ausschlie-
ßen in denen der Gesichtsdetektor zurecht ein Gesicht findet. Daher werden in dieser
Arbeit zwei weitere Verarbeitungsschritte durchgefu¨hrt unter der Annahme, dass nur
ein Gesicht im Bild zu finden sein wird (Abbildung 3.8d):
1. Extrahiere den gro¨ßten zusammenha¨ngenden (weißen) Bereich (Blob)
2. Schließe alle Lo¨cher dieses Bereichs
(a) (b) (c) (d)
Abbildung 3.8: (a) ein Gesichtsbild I(x, y), (b) Hautfarbwahrscheinlichkeitskarte
P (CH |I(x, y)) fu¨r Bild (a); helle Fla¨che stehen fu¨r hohe Wahrscheinlichkei-
ten; (c) Hautfarbmaske H(x, y) (d) Gro¨ßte Region der Hautfarbmaske mit
geschlossenen Lo¨chern
Alternativ kann auch ein Adaptionsverfahren zur Anpassung der Hautfarbhistogram-
me angewendet werden, wie es in [Can05] beschrieben ist. Bei diesem Ansatz wird die
Gesichtsdetektion durchgefu¨hrt und die Farben in den gefundenen Regionen im Haut-
farbhistogramm sta¨rker gewichtet, wodurch sich die Wahrscheinlichkeitsverteilung in
Richtung dieser (Haut-)Farben verschiebt. Eine erneute Bestimmung der Hautfarbmas-
ke mit den adaptierten Histogrammen fu¨hrt dann zu Bildbereichen mit deutlich weniger
Lo¨chern. Dieses Vorgehen fu¨hrt jedoch im Rahmen der hier verwendeten Systems nicht
zu Leistungsverbesserungen.
Kombination der Masken Der holistische Gesichtsdetektionsalgorithmus beno¨tigt
eine einzelne Gesamtmaske G(x, y), weshalb in dieser Arbeit die Positionsmaske P (x, y)
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und die Hautfarbmaske H(x, y) durch eine einfache UND-Verknu¨pfung kombiniert wird:
G(x, y) = P (x, y) ∧H(x, y) (3.21)
Eine etwas komplexere Verknu¨pfung beschreibt Alvarado [AM04] auf Basis von Wahr-
scheinlichkeitskarten unter Verwendung von Bayesian Belief Networks [RN95, Nil98].
Hier werden Wahrscheinlichkeiten anhand von Zusammenha¨ngen zwischen verschiede-
nen Informationsquellen durch einen Graphen verknu¨pft und in eine Gesamtwahrschein-
lichkeitskarte u¨berfu¨hrt, die wiederum durch Anwendung eines Schwellwertes in eine
Maske transformiert werden kann. Auch hier ist fu¨r den vorliegenden Anwendungsfall
keine Leistungssteigerung zu verzeichnen, weshalb die einfache Kombination der Masken
nach Gleichung 3.21 verwendet wird.
3.2 Gesichtsmerkmal-Lokalisierung
Dieses Kapitel bescha¨ftigt sich mit der Detektion markanter Punkte in Gesichtsbildern,
die zur Anpassung des 3D-Kopfmodells beno¨tigt werden. In dieser Arbeit werden dazu
im Folgenden zwei Ansa¨tze beschrieben. Zuna¨chst erfolgt die Darstellung der sogenann-
ten “Active Appearance Models”, einem statistischen Modell zur Beschreibung von Tex-
tur und Geometrie und einem Algorithmus zur Anpassung eines solchen Modells an ein
unbekanntes Bild (Abschnitt 3.2.1). In einem zweiten Ansatz wird das Active Appea-
rance Model nur dazu benutzt Gesichtskomponenten grob zu lokalisieren. Die einzelnen
Gesichtsteile werden anschließend durch separate Verfahren behandelt, d.h. ihre Kontu-
ren und damit markante Punkte werden ermittelt (Abschnitt 3.2.2).
3.2.1 Holistischer Ansatz zur Gesichtsmodellierung
In diesem Abschnitt wird das sogenannte “Active Appearance Model” (AAM) beschrie-
ben, dass zur statistischen Modellierung von Gesichtsbildern unter Verwendung von
Geometrie- und Texturinformationen eingesetzt werden kann [ETC98, CET98, CT04].
Ausgehend von der im vorherigen Abschnitt ermittelten Position und Gro¨ße eines Ge-
sichtes wird das AAM eingesetzt, um markante Punkte im Gesicht zu detektieren. Dazu
ist ein Anpassungsalgorithmus notwendig, der die Modellparameter so abscha¨tzt, dass
das Gesicht in einem unbekannten Bild mo¨glichst genau modelliert wird. Dadurch erge-
ben sich die Positionen der gesuchten Punkte im Bild (Abbildung 3.9). Die dargestellten
Beispielbilder in diesem Unterkapitel entstammen der Posendatenbank (siehe Abschnitt
5.1), die im Rahmen der Arbeit von Canzler erstellt wurde [Can05].
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Abbildung 3.9: Unter Verwendung eines statistischen Modells und gescha¨tzter Position und
Gro¨ße eines Gesichtes kann einen Anpassungsalgorithmus das Modell so an-
gepassen, dass gesuchte Konturen und Punkte im Bild ermittelt werden
ko¨nnen.
Statistische Modellierung von Geometriedaten
Eine Repra¨sentation von geometrischen Informationen zur Beschreibung von Gesich-
tern erfolgt durch eine Menge von Punkten, die sich an charakteristischen Positionen
im Gesicht befinden (Abbildung 3.10a). Hierbei sind wenige Punkte (z.B. Augenmit-
telpunkte, Nasenspitze und Mundwinkel) nicht ausreichend, um ein Modell (Punktver-
teilungsmodell) zu erstellen, das eine genu¨gend große, statistische Basis besitzt. Daher
werden im Allgemeinen ganze Konturen verwendet, d.h. eine Untermenge von Punk-
ten, die einen Linienzug im Gesicht beschreiben (z.B. Kinnkontur, Augenbrauenlinie,
Mundumrandung). Diese Menge von Punkten sowie die Verbindung einzelner Punkte
zu Gesichtskonturen wird auch mit “Shape” bezeichnet. Ein Beispiel eines in dieser
Arbeit verwendeten Shapes zeigt Abbildung 3.10b.
Ein Shape s mit p Punkten la¨sst sich durch Aneinanderreihung der Koordinaten aller
Punkte beschreiben:
s = (x0, x1, . . . , xp−1, y0, y1, . . . , yp−1)T (3.22)
Zur statistischen Modellierung von Gesichtsgeometriedaten ist eine Trainingsmenge von
n solcher Shapes notwendig. Um Translationen, Rotationen und Skalierungen zwischen
den unterschiedlichen Trainingsshapes nicht in das Modell zu integrieren, mu¨ssen die
Shapes zuna¨chst aneinander ausgerichtet werden, so dass ausschließlich intrinsische Va-
riationen modelliert werden (z.B. aufgrund unterschiedlicher Mimik, Posen oder Iden-
tita¨ten). Dazu wird die Procrustes-Analyse [Goo91] mit anschließender Tangentialraum-
Projektion [SG02] verwendet.
Procrustes-Analyse zur Ausrichtung der Trainingsshapes Ziel der Procrustes-
Analyse ist die Minimierung des Gesamtabstandes aller Shapes si zum Durchschnitt-
Shape s: d =
∑
(si − s)2 → min. Obwohl eine analytische Lo¨sung zur Ausrichtung
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(a) (b)
Abbildung 3.10: Darstellung verwendeter markanter Punkte u¨berlagert in einem Gesichts-
bild (a) und als Darstellung in einem Shape (b).
der Trainingsshapes existiert [DM98, Hor87], ist ein allgemeiner iterativer Ansatz aus-
reichend [SG02] und wird in dieser Arbeit verwendet. Die Verarbeitungsschritte dieses
Ansatzes sind wie folgt [Boo97, CT04]:
 Initialisierung
– Verschiebe alle Shapes si auf den Koordinatenmittelpunkt und skaliere die
Shapes so, dass gilt
∨
i : |si| = 1.
– Wa¨hle ein beliebiges si als erste Abscha¨tzung des Durchschnitt-Shapes s
0.
– Initialisiere den Iterationsza¨hler mit b = 1
 Iterationsschleife
1. Alle Shapes an sb−10 ausrichten s
b−1
i → sbi und skalieren, dass |sbi | = 1
2. Abscha¨tzung des Durchschnitt-Shapes der b-ten Iteration mit sb = 1
n
∑
sbi
3. Berechne A¨nderung ds des Durchschnitt-Shapes: ds = |sb − sb−1|
4. Falls ds > θ, dann b = b+ 1 (na¨chste Iteration)
Durch die wiederholte Skalierung der Shapes auf Einheitsgro¨ße |si| = 1 werden in li-
nearen Ausgangsdaten (z.B. in den Trainings-Shapes) unerwu¨nschte Nicht-Linearita¨ten
erzeugt durch die ein optimales, lineares Modell nicht erstellt werden kann. Dies ist
jedoch hier aufgrund seiner einfachen Beschreibung erwu¨nscht.
Eine Mo¨glichkeit dieses Problem zu umgehen, besteht in der nachtra¨glichen Projektion
aller Shapes in den Tangentialraum.
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Tangentialraum-Projektion - Linearisierung der ausgerichteten Shapes Eine
Darstellung der Tangentialraum-Projektion findet sich in Abbildung 3.11. Alle Sha-
pes befinden sich wegen |si| = 1 auf einer Hyper-Kugel im 2n-dimensionalen Raum
(hier dargestellt als Kreissegment im R2). Die Projektion in den Tangentialraum des
Durchschnitt-Shapes s erfolgt durch Skalierung [SG02]:
st =
1
s · s · s (3.23)
(a) (b)
Abbildung 3.11: (a) Darstellung eines Shapes s und eines Durchschnitt-Shapes s einer
Shape-Menge und dessen Tangentialraum/-ebene. (b) Darstellung der Pro-
jektion des Shapes s in den Tangentialraum von s.
Modellierung der Geometrie-Variation Nachdem mit der Procrustes-Analyse und
der Tangentialraum-Projektion alle Shapes4 in einen gemeinsamen Bezugsraum pro-
jiziert wurden, kann nun die in den (Trainings-)Shapes enthaltene Variation model-
liert werden. Dies erfolgt mit Hilfe einer Hauptkomponentenanalyse (PCA). Dazu wird
zuna¨chst das Durchschnitt-Shape (nach der Durchfu¨hrung der Tangential-Projektion)
berechnet:
s =
1
n
n∑
i=1
si (3.24)
sowie die Kovarianzmatrix der Shapes aufgestellt:
ΦS =
1
n− 1
n∑
i=1
(si − s) · (si − s)T (3.25)
Aus dieser ko¨nnen dann die Eigenvektoren Φi und -werte λi berechnet werden (sortiert,
so dass λi ≥ λi+1). Wenn die MatrixΦS die t gro¨ßten Eigenvektoren Φi (entsprechend der
korrespondierenden Eigenwerte) entha¨lt, ko¨nnen alle Shapes dargestellt werden durch:
s ≈ s+ΦS · bs (3.26)
4Im Folgenden sind zur Vereinfachung die projizierten Shapes ebenfalls mit si bezeichnet.
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mit ΦS = (Φ1,Φ2, . . . ,Φt) und λ1 ≥ λ2 ≥ . . . ≥ λt. bs ist dabei ein Shape-Parameter-
Vektor gegeben durch:
bs = ΦS
T · (s− s) (3.27)
Die Anzahl t der zu erhaltenen Eigenvektoren kann so gewa¨hlt werden, dass ein Anteil
(z.B. 98%) der Gesamtvarianz der Trainingsshapes durch das Modell beschrieben werden
(siehe auch Kapitel 2.1.1).
Abbildung 3.12: Eine Variation des Shape-Parameters b fu¨hrt zu unterschiedlichen
Vera¨nderungen im Ergebnis-Shape. Hier beispielhaft dargestellt ist die Va-
riation der ersten drei Eigenvektoren wobei gilt: bi = −3
√
λi; 0; +3
√
λi.
Durch Variation des Parametervektors bs kann somit eine neue Geometrie im Rahmen
der Varianz des Modells erstellt werden. Welche Vera¨nderungen durch die einzelnen
Eigenvektoren in ΦS hervorgerufen werden, ist beispielhaft fu¨r die ersten drei Eigenvek-
toren Φ1, Φ2 und Φ3 in Abbildung 3.12 dargestellt.
Statistische Modellierung von Texturdaten
Eine Modellierung der Textur, d.h. der Intensita¨tsinformation aus dem Bildmaterial,
erfolgt auf eine zur Geometriemodellierung analoge Weise durch ein lineares Modell.
Dabei wird die Textur eines (RGB-)Bildes in einem Texturvektor dadurch dargestellt,
dass die Farbwerte aller q Pixel hintereinander gereiht werden:
t = (R1, G1, B1, R2, G2, B2, . . . , Rq, Gq, Bq)
T (3.28)
Fu¨r diese Modellierung muss zuna¨chst sichergestellt werden, dass jedes in das Modell
zu integrierende Bild die gleiche Anzahl q an Pixeln entha¨lt. Daher wird die Geometrie-
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Information (Shape) verwendet, um die Textur in eine “form-freie” Textur zu trans-
formieren, d.h. in die gleiche Form fu¨r alle Bilder. Als “Referenz-Form” wird dafu¨r
das Durchschnitt-Shape s (Gleichung 3.24) aller Trainingsshapes verwendet (Abbildung
3.13).
Abbildung 3.13: Transformation eines Bildes in eine “form-freie” Textur.
Fu¨r die Erstellung des Texturenmodells mu¨ssen alle Originalbilder in das Durchschnitt-
Shape transformiert werden. Dies kann durch stu¨ckweise affines Warping erreicht werden
[MB04]. Durch zeilenweises Auslesen der Textur kann dann anschließend ein Texturvek-
tor t (Gleichung 3.28) extrahiert werden.
Alle Texturvektoren ko¨nnen analog zum Geometrie-Modell dargestellt werden durch:
t ≈ t+ΦT · bt (3.29)
mit der Durchschnittstextur
t =
1
m
m∑
i=1
ti (3.30)
sowie der Textur-Kovarianzmatrix
ΦT =
1
m− 1
m∑
i=1
(ti − t) · (ti − t)T (3.31)
bt ist der Textur-Parameter-Vektor, der fu¨r eine Textur t und einem gegebenen linearen
Texturmodell (Gleichung 3.29) gegeben ist durch:
bt = ΦT
T · (t− t) (3.32)
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Statistische Modellierung von Gesamterscheinung (“Appearance”)
Die Geometrie und Textur eines beliebigen Beispielbildes ko¨nnen mit den oben be-
schriebenen linearen Modellen allein durch die Parametervektoren bs und bt dargestellt
werden. Unter der Annahme, dass es Korrelationen zwischen den beiden Modellen gibt,
ko¨nnen die beiden Vektoren zu einem gemeinsamen Parametervektor zusammengefasst
werden:
b =
(
Wsbs
bt
)
=
(
WsΦS
T · (s− s)
ΦT
T · (t− t)
)
(3.33)
Ws stellt dabei eine Diagonalmatrix dar, die zum Ausgleich zwischen den Einheiten der
beiden Parametervektoren dient5. Die Matrix la¨sst sich ermitteln, indem systematisch
jede Komponente des Shape-Parameter-Vektors bs variiert und die Textura¨nderung un-
tersucht wird.
Die Anwendung einer weiteren Hauptkomponentenanalyse auf diese Vektoren fu¨hrt zu
einem linearen Modell der Gesamterscheinung (“Appearance”):
b ≈ ΦC · c (3.34)
Aufgrund der vorherigen Modellierung von Geometrie und Textur entspricht der Durch-
schnittsvektor dem Nullvektor (b = 0). Die erneute Anwendung der PCA liefert somit
eine noch kompaktere Darstellung in Form der Appearance-Parameter c, die berechnet
werden ko¨nnen aus:
c ≈ ΦCT · b (3.35)
Aus einem gegebenen Appearance-Parameter-Vektor
ck =
(
cks
ckt
)
lassen sich Geometrie (Shape) und Textur ermitteln durch:
s = s+ΦSW
−1
s ΦCscks (3.36)
t = t+ΦTΦCtckt (3.37)
Dabei gilt:
ΦC =
(
ΦCs
ΦCt
)
5bs beschreibt Variationen von Absta¨nden bzw. Positionen wa¨hrend bt Variationen von Grauwerten
modelliert.
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Automatische Modellanpassung
Das Ziel des Anpassungsalgorithmus ist es, das Modell bzw. dessen Parameterwerte so
zu ermitteln, dass ein Gesicht in einem unbekannten Bild bestmo¨glich modelliert wird.
Sei IM ein vom Modell generiertes Bild und Iorg das Originalbild, dann minimiert der
Anpassungsalgorithmus
∆ = |δI|2 → min.
wobei gilt:
δI = Iorg − IM (3.38)
Die Modellanpassung kann also als Optimierungsproblem formuliert werden. Trotz der
Dimensionsreduzierung aufgrund der PCA in der Modellierung der Bild- und Geometrie-
daten, ist es im Allgemeinen nicht gesichert, dass der Suchraum gut genug eingeschra¨nkt
ist, um eine effiziente Suche zu ermo¨glichen. Das lineare Modell fu¨hrt jedoch bei einer
Modellparametera¨nderung zu einer linearen Vera¨nderung in der Modellinstanz (gene-
riertes Bild). Dieser lineare Zusammenhang kann wa¨hrend der Modellerstellung bereits
offline ermittelt werden. Wird dieses Wissen bei der Modellsuche angewendet, so kann
eine effektive Suche erfolgen.
Die Differenz δI entha¨lt bereits Informationen daru¨ber, wie die Modellparameter c an-
gepasst werden mu¨ssen, um eine Minimierung zu erreichen. Zur Bestimmung der Mo-
dellparametera¨nderung δc wird ein linearer Zusammenhang angenommen:
δc = A · δI (3.39)
Zur Bestimmung von A wird wa¨hrend des Trainings bereits eine multiple, multiva-
riate lineare Regression [CT04] mit gewa¨hlten (und damit bekannten) Modellparame-
tera¨nderungen sowie den daraus resultierenden Bilda¨nderungen δI durchgefu¨hrt.
Neben Vera¨nderungen im Rahmen der statistischen Geometrie- und Texturmodellie-
rung werden bei der Regression auch Variationen durch Translationen, Skalierungen
und Rotationen beru¨cksichtigt. Die Parameter zur Beschreibung dieser Transformatio-
nen werden als zusa¨tzliche Dimensionen dem Vektor der Modellparametera¨nderungen
δc hinzugefu¨gt. Zur Erhaltung der Linearita¨t des Modells (Gleichung 3.39) werden Ska-
lierung s, Rotation in der Bildebene θ und Translation (tx, ty) beru¨cksichtigt. Dabei
werden Rotation und Skalierung durch die Parameter sx = s · cos θ− 1 und sy = s · sin θ
repra¨sentiert.
Zur Berechnung der linearen Regression zur Bestimmung von A werden Wertepaare
(δci, δIi) beno¨tigt. Diese werden wie folgt ermittelt:
1. Wa¨hle ein Trainingsbild (d.h. s und t) und ermittle die Appearance-Parameter c0
(Gleichungen 3.33 und 3.35)
2. Variiere diese Parameter mit einem zufa¨lligen Vektor δc: c = c0 + δc
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3. Aus diesem neuen Parametervektor c generiere das Shape s′ (Gleichung 3.36) und
die normalisierte Textur t′ (Gleichung 3.37).
4. Mit Hilfe der Koordinaten s′ bestimme den Texturvektor ts des Trainingsbildes.
5. Bestimme die Differenz δI = ts − t′
6. Wiederhole Schritte 2 - 5 und bestimme mehrere Wertepaare (δci, δIi)
Die eigentliche Modellanpassung kann nun mit Hilfe dieser Informationen wie folgt
durchgefu¨hrt werden:
1. Wa¨hle einen initialen Appearance-Parameter-Vektor c0, aus dem sich die Textur
tm und die ersten Abscha¨tzung des Ergebnis-Shapes s
′ ergeben6.
2. Mit der ersten Abscha¨tzung des Ergebnis-Shapes kann aus dem Suchbild der Tex-
turvektor ts ermittelt werden.
3. Bestimme die Texturdifferenz δt0 = ts − tm.
4. Berechne den Anpassungsfehler:
E0 = |δt0|2 (3.40)
5. Berechne die Appearance-Parameterverschiebung: δc = A · δt0 (Gleichung 3.39)
6. Setze k = 1 und c1 = c0 + kδc
7. Ermittle wieder den Texturvektor aus dem Suchbild, mit Hilfe der aus c1 ermit-
telten Abscha¨tzung des Shapes → tm
8. Berechne einen neuen Texturdifferenzvektor δt1 = ts − tm
9. Wiederhole das Verfahren solange der Fehler |δt1|2 abnimmt, ansonsten variiere
k = 0.5, 0.25, . . . und fu¨hre die Prozedur fort bis eine vorher definierte Anzahl von
Iterationen erreicht wurde.
Das Ergebnis ist ein Appearance-Parametervektor mit dem das Gesicht im Suchbild
durch das AAM am besten repra¨sentiert ist. Hieraus kann ein Ergebnis-Shape serg er-
mittelt werden, das die Geometrie des Gesichts im Suchbild beschreibt. Eine Darstellung
der iterativen Modellanpassung findet sich in Abbildung 3.14.
6Beispielsweise kann die Durchschnittstextur t und das auf die ermittelte Gesichtsposition verscho-
bene Durchschnitt-Shape s des Modells verwendet werden.
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Abbildung 3.14: Darstellung einzelner Iterationen einer AAM-Modellanpassung [CT04].
Bildvorverarbeitung zur AAM-Modellierung und -Suche
In den vorausgegangenen Erla¨uterungen wurde allgemein von “Textur” gesprochen, die
durch ein AAM statistisch modelliert wird. Cootes et al. verwenden fu¨r die Textur
ausschließlich die Grauwert-Information aus einem RGB-Bild [ETC98, CET98, CT04].
Verschiedene Untersuchungen haben jedoch gezeigt, dass die Verwendung verarbeite-
ter Bildinformationen in mehreren Kana¨len zu einer besseren Anpassung fu¨hrt [Can05,
Miu06]. Auch in dieser Arbeit wird statt eines RGB-Bildes ein modifiziertes 3-Kanalbild
verwendet, insbesondere um eine bessere Integration von Kanteninformation in die Tex-
turmodellierung zu erreichen, die zu eine besseren Anpassung der Modellparameter fu¨hrt
[Miu06].
Das verwendete 3-Kanal-Bildes I3KB setzt sich wie folgt zusammen:
I3KB =
 I13KBI23KB
I33KB
 =
 IR+IG+IB3C(φ)
S(φ)
 (3.41)
Im ersten Kanal ist der Grauwert-Kanal des Original-RGB-Bildes I gespeichert. Dieser
ergibt sich fu¨r jedes Pixel aus dem Mittelwert der drei RGB-Kana¨le.
Um die Kanteninformation im Gesichtsbild besser zu repra¨sentieren, enthalten I23KB und
I33KB die Phase φ des Gradientenbildes ∇I modifiziert durch die Funktionen C(φ) und
S(φ). Diese wurden an die trigonometrischen Funktionen cos(φ) und sin(φ) angelehnt,
sind jedoch stu¨ckweise linear definiert. Dadurch wird eine lineare Phasena¨nderung in eine
lineare Grauwerta¨nderung u¨berfu¨hrt, die im (linearen) AAM somit besser repra¨sentiert
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ist als durch die nicht-linearen trigonometrischen Funktionen. C(φ) und S(φ) sind defi-
niert durch (Abbildung 3.15):
C : [0, 2pi) → [∆, 1]
ϕ 7→
{
∆−1
pi
ϕ+ 1 fu¨r ϕ ∈ [0;pi)
1−∆
pi
ϕ+ 2∆− 1 fu¨r ϕ ∈ [pi; 2pi) und (3.42)
S : [0, 2pi) → [∆, 1]
ϕ 7→

1−∆
pi
ϕ+ 1+∆
2
fu¨r ϕ ∈ [0; pi
2
)
∆−1
pi
ϕ+ 3−∆
2
fu¨r ϕ ∈ [pi
2
; 3pi
2
)
1−∆
pi
ϕ+ 5∆−3
2
fu¨r ϕ ∈ [3pi
2
; 2pi)
(3.43)
Durch die Kombination von C und S bleibt die Bijektivita¨t des 3-Kanal-Bildes erhalten
und die Phaseninformation ist eindeutig beschrieben. Bei der Verwendung nur einer der
beiden Funktionen, bei der bei zwei Winkeln der gleiche Funktionswert entsteht, ko¨nnte
die Phase nicht eindeutig modelliert werden.
Abbildung 3.15: Darstellung der Funktionen C(φ) und S(φ) fu¨r ∆ = 110 .
Weiterhin wird die Phaseninformation maskiert, wenn die Gradientenamplitude |∇I|2
einen Schwellwert θgrad nicht u¨berschreitet
7 (i = 2; 3):
I i3KB =
{
I i3KB, |∇I|2 > θgrad
0, sonst.
(3.44)
Durch die Anhebung der Funktionen um einen Term ∆ = 1
10
wird der “Farbabstand”
zwischen maskierten und unmaskierten Bereichen im vollsta¨ndig vorverarbeiteten Bild
erho¨ht, d.h. bei der Bestimmung der Texturdifferenz wa¨hrend der iterativen Modellan-
passung entsteht ein unterschiedlicher Fehler.
Abbildung 3.16 zeigt ein Bild sowie die daraus berechneten drei Kana¨le von I3KB.
7siehe auch Repra¨sentation der Kanteninformation zur Gesichtsdetektion, Abschnitt 3.1.1
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(a) (b) (c) (d)
Abbildung 3.16: Bildvorverarbeitung zur AAM-Texturmodellierung. (a) Originalbild, (b)
Grauwertkanal, (c) C(φ)-Kanal, (d) S(φ)-Kanal
Verwendung multipler (Posen-)Modelle
Diverse Untersuchungen haben gezeigt, dass die Varianz, die in ein AAM-Modell eintrai-
niert werden kann, nicht zu groß werden darf, wenn keine Einbußen in der Anpassungs-
genauigkeit hingenommen werden ko¨nnen [CWT00, CT04, GMB05]. Insbesondere Vari-
anz aufgrund von unterschiedlichen Gesichtsausdru¨cken, Posen und Identita¨t (mehrere
Personen) ko¨nnen nicht beliebig eintrainiert werden [GMB05]. Daher wurden in dieser
Arbeit mehrere Modelle fu¨r unterschiedliche Kopfdrehungen erstellt (Posen-AAMs), in
denen mehrere Personen und Mimiken kombiniert wurden. Um die Geometrie eines Ge-
sichtes in einem unbekannten Suchbild zur ermitteln, wurden alle Modelle auf das Bild
angepasst und dasjenige ausgewa¨hlt, das das Gesicht am besten modellieren kann.
Zur Ermittlung des am besten angepassten Modells wird jedoch ein Qualita¨tsmaß beno¨tigt,
um die Ergebnisse der verschiedenen Modellanpassungen zu vergleichen und zu beurtei-
len.
Zur Herleitung des Qualita¨tsmaßes wird zuna¨chst der Anpassungsfehler eines AAM-
Modells (Gleichung 3.40) betrachtet:
E0 = |ts − tm|2 (3.45)
Hier wird der euklidische Abstand im Texturraum verwendet. Wa¨hrend des iterativen
Anpassungsprozesses kann dieser Fehler verwendet werden, da er sich auf ein einziges
Modell bezieht. Fu¨r den Vergleich mit Anpassungsfehlern mehrerer Modelle ist jedoch
eine Normalisierung bezu¨glich der Gro¨ße der Texturvektoren notwendig, da aufgrund
der verwendeten Trainingsbilder und -shapes, das Durchschnittsshape und damit die
“form-freien” Texturvektoren der verschiedenen Modelle unterschiedlich groß sind.
Die Gro¨ße der Texturvektoren zweier AAM-Modelle A1 und A2 betrage n1 bzw. n2
(Pixel). Nach der Anpassung der beiden Modelle an ein Suchbild ergeben sich die An-
passungsfehler E1 und E2. AAM-Modell A1 ist besser angepasst, wenn gilt:
91
3 Gesichtslokalisierung und -modellierung in Bildern
1
n1
√∑
∀x
(ts(x)− tm1(x))2 =
√
E1
n1
<
√
E2
n2
=
1
n2
√∑
∀x
(ts(x)− tm2(x))2 (3.46)
(a) (b)
Abbildung 3.17: Auswahl aus multiplen AAM-Modellen(a) Anpassungsergebnis eines Mo-
dells unterschiedlicher Pose (frontal), (b) Anpassungsergebnis eines Modells
passender Pose
Ein Beispiel fu¨r die Auswahl des besseren von zwei AAM-Modellen zeigt Abbildung 3.17.
In den Teilbildern sind die Anpassungsergebnisse der Modelle gezeigt. In beide Modelle
wurden 15 Personen (die gezeigte Person ist nicht enthalten) und vier Gesichtsausdru¨cke
jeweils einer Pose eintrainiert. Das Modell in Abbildung 3.17a entha¨lt frontale Ansichten
wa¨hrend das Modell in Abbildung 3.17b nach rechts-oben gedrehte Gesichter entha¨lt.
Fu¨r diesen Beispielfall gilt:
√
Ea
na
= 0, 521296 · 10−3 > 0, 120717 · 10−3 =
√
Eb
nb
Somit wird hier Modell (b) ausgewa¨hlt.
Der hier beschriebene brute-force-Ansatz ist laufzeitma¨ßig sub-optimal. Eine Steigerung
der Verarbeitungsgeschwindigkeit ko¨nnte erreicht werden, wenn mehrere Posen in weni-
gen Modellen (posen-u¨bergreifende AAMs) zusammengefasst und diese dann zuna¨chst
auf das Suchbild angepasst werden. Die gefundene Geometrie dieser Modelle ist zwar
nicht exakt genug, um direkt die gefundenen Shapes weiterzuverarbeiten, jedoch ausrei-
chend um eine weitere Suche mit wenigen Posen-AAMs durchzufu¨hren.
Besitzt beispielsweise das posen-u¨bergreifende AAM, in das alle Kopfdrehungen nach
rechts eintrainiert wurden, im Vergleich zu mehreren anderen posen-u¨bergreifenden
AAMs den geringsten Anpassungsfehler (Gleichung 3.46), so ist im folgenden Schritt
nur eine Modellsuche mit denjenigen Posen-AAMs durchzufu¨hren, die ebenfalls mit Bil-
dern trainiert wurden, die Kopfdrehungen nach rechts zeigen. Diese Posen-AAMs haben
aufgrund der geringeren eintrainierten Varianz einen kleineren Anpassungsfehler als das
u¨bergeordnete posen-u¨bergreifende AAM und fu¨hren so zu einer ausreichend genauen
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Detektion der Gesichtsmerkmale. Die Posen-AAMs, in die Kopfdrehungen nach links
eintrainiert wurden, mu¨ssen nicht mehr beru¨cksichtigt werden. Die Verarbeitungsge-
schwindigkeit nimmt dadurch zu, da nur noch fu¨r eine geringe Anzahl an Posen-AAMs
Modellanpassungen durchgefu¨hrt werden mu¨ssen.
Diese Vorgehensweise ist in dieser Arbeit jedoch nicht mehr implementiert und unter-
sucht worden, da nur eine Steigerung der Verarbeitungsgeschwindigkeit jedoch keine
Verbesserung der Detektionspra¨zision zu erwarten ist.
3.2.2 Konturlokalisierung von Gesichtskomponenten bei Fron-
talansichten
Die Pra¨zision, mit der die beno¨tigten markanten Gesichtsmerkmale detektiert werden,
ist bei dem oben vorgestellten, holistischen Ansatz abha¨ngig von der Exaktheit der
Anpassung der Active Appearance Modelle. Mit der Anzahl der Personen, deren Bilder
durch ein AAM-Modell verarbeitet werden sollen, vergro¨ßert sich der Anpassungsfehler
[GMB05] und eine ausreichende Pra¨zision der Merkmalsdetektion wird nicht immer
erreicht.
In diesem Unterkapitel werden alternative Verfahren vorgestellt, die auf die verschiede-
nen Gesichtsteile8 spezialisiert sind und eine exaktere Lokalisierung ermo¨glichen. Diese
Methoden nutzen die Symmetrieeigenschaften der frontalen Ansicht eines Gesichtes aus
und sind daher zur Bearbeitung von Frontalansichten mit unterschiedlichen Gesichts-
ausdru¨cken einsetzbar.
Abbildung 3.18: Verarbeitungsprinzip zur Gesichtsmerkmal-Lokalisierung bei Frontalan-
sichten unter Verwendung separater Algorithmen fu¨r die Gesichtsteile
Mund, Augen, Augenbrauen, Nase und Kinn.
8Mund, Augen, Augenbrauen, Nase und Kinn
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Das Verarbeitungsprinzip der Gesichtsmerkmalslokalisierung auf Basis dieser Verfahren
ist in Abbildung 3.18 dargestellt.
Ausgehend vom Ergebnis der Gesichtsdetektionsstufe werden zuna¨chst die Position und
Gro¨ße der Gesichtskomponenten ermittelt. Die Algorithmen, die die Konturen der ein-
zelnen Gesichtskomponenten bestimmen beno¨tigen diese Information zur Initialisierung.
Jedes Verfahren bestimmt anschließend separat die Konturen bzw. Merkmalspunkte, die
fu¨r die folgenden Verarbeitungsschritte beno¨tigt werden.
Bestimmung der Gesichtskomponentenregionen
Die Ungenauigkeit einer AAM-Anpassung kann es notwendig machen, spezielle Algorith-
men fu¨r die verschiedenen Gesichtsteile zu verwenden, die die Detektion der beno¨tigten
Punkte durchfu¨hrt [Wir05]. Das AAM-Anpassungsergebnis kann dazu dienen, zu ermit-
teln, in welchen Bereichen eine genauere Suche durchgefu¨hrt werden muss. Hierzu wird
wie folgt vorgegangen:
 Fu¨r jede Gesichtskomponente wird mit Hilfe der aus dem AAM bekannten Shape-
Punkte ein Umrandungsrechteck berechnet. Eine Ausnahme bilden die Augen-
brauen, welche lediglich als Kantenzug detektiert werden. Hier wird das Umran-
dungsrechteck aus den umgebenden Merkmalspunkten von Auge, Nase und Stirn
gebildet (Abbildung 3.19c).
 Um Ungenauigkeiten in der AAM-Anpassung zu kompensieren, wird jedes Um-
randungsrechteck um einen empirisch ermittelten Faktor vergro¨ßert.
(a) (b) (c)
Abbildung 3.19: Bestimmung der Gesichtsregionen: (a) Ergebnis der AAM-Anpassung,
(b) extrahierte Gesichtsregionen, (c) Bestimmung des Augenbrauen-
Umrandungsrechteck (α empirisch gewa¨hlt, β = 0.3 ∗ Ho¨he des Gesichts-
rechtecks)
In den auf diese Weise ermittelten Regionen werden die im Folgenden vorgestellten
Verfahren zur genaueren Lokalisierung der Gesichtskomponenten angewendet.
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Lokalisierung der Mundkontur
Die Kontur des Mundes ist aufgrund seiner variablen Form schwer zu detektieren. Zum
Einen unterscheidet sich die Farbe der Lippen nicht signifikant von der umgebenden
Haut, zum Anderen weist der Mund aufgrund seiner Variabilita¨t keine einfach zu detek-
tierenden, geometrischen Merkmale auf, die als Ausgangspunkt fu¨r eine Analyse dienen
ko¨nnten.
In der Literatur finden sich verschiedene Ansa¨tze zur Mund- bzw. Lippendetektion, wel-
che sich in zwei Gruppen aufteilen lassen. Bildbasierte Methoden interpretieren die Pixel
im Mundbereich als Vektor von Intensita¨tswerten. Die semantische Interpretation die-
ser Vektoren, d.h. der Zusammenhang zwischen Vektor und Mundform wurde anhand
von Klassifikatoren wie z.B. neuronalen Netzen oder Hidden-Markov Modellen herge-
stellt. Zu diesen Verfahren za¨hlen beispielsweise die in [Pet84, Gol93, SMY97, VSML97]
beschriebenen. Zur Detektion des im Allgemeinen dunkleren Mundinnenraums wurden
auch einfache (Farb-)Segmentierungsansa¨tze verwendet [LHT01, LHT03]
Die Mehrzahl der neueren Vero¨ffentlichungen sind der Klasse der modellbasierten Metho-
den zuzuordnen. In [DCF99, LDC+99, ECC03] werden Active Contour Modelle [KWT88]
zur modellorientierten Segmentierung eingesetzt.
In [KZ98, MP03, Lan03, WLH03] finden die sogenannten Deformable Templates Anwen-
dung. Sie stellen ein diskretes, parametrisches Modell der typischen Formeigenschaften
eines Objektes (hier: des Mundes) dar, dessen Parameterwerte dadurch ermittelt werden,
dass eine von den Parametern abha¨ngige Funktion durch Anwendung von Standardop-
timierungsverfahren wie z.B.“Simulated Annealing” [Hro04] optimiert wird [YHC92].
Eine statistische Modellierung der Mundform mithilfe von Active Shape Modellen [CT04]
ist in [Dzi02, LTB96, FMRS00] beschrieben.
Im Vergleich liefern die auf den Deformable Templates oder den Active Shape Model-
len basierenden Verfahren die besten Ergebnisse. Deformable Templates leiden jedoch
unter der starken Variabilita¨t des Mundes. Oft ist fu¨r eine pra¨zise Detektion ein ein-
ziges Modell nicht ausreichend und es werden parallel verschiedene Modelle eingesetzt
[Zha97], wobei die schwierige Entscheidung getroffen werden muss, in welchen Situatio-
nen welches Modell anzuwenden ist. Zusa¨tzlich sind die no¨tigen Energiefunktionen sehr
komplex. Beispielsweise fu¨hrt die in [MP03] vorgestellte Energiefunktion zwar zu sehr
guten Ergebnissen, jedoch ist sie darauf ausgelegt, auf einer Sequenz von Bildern zu
arbeiten, wobei die Position im ersten Bild manuell vorgegeben werden muss.
In dieser Arbeit werden die Active Shape Modelle (ASM) zur Detektion der Mundkon-
tur eingesetzt. Statistisches Wissen u¨ber die Form/Kontur eines Objektes in Form eines
Punktverteilungsmodells9 wird in den ASMs verwendetet, um einen Anpassungsalgo-
rithmus zu steuern, der die Kontur in einem Bild sucht [CTCG95, CT04].
Bereits in [LTB96] und [FMRS00] wurde vorgeschlagen, ASMs zur Mundkonturdetek-
9a¨hnlich der Geometriemodellierung in AAMs, siehe Kapitel 3.2.1
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(a) (b) (c)
Abbildung 3.20: Beispiele fu¨r die Erweiterung der Mundbilddatenbank: (a) Schmollen, (b)
La¨cheln, (c) Lachen
tion einzusetzen. Canzler [Can05] beschreibt die Erstellung von Merkmalskarten zur
Initialisierung der ASM-Suche, die fu¨r diese Arbeit aufgegriffen und abgewandelt wurde
(siehe einzelne Prozessschritte unten). Die dort benutzte Bilddatenbank10 wird eben-
falls verwendet und um typische Mundformen wie das Grinsen, Lachen oder Schmollen
erweitert (Abbildung 3.20). Die Gesamtdatenbank entha¨lt 890 einzelne Formen, welche
ein Mundbild mit jeweils 44 Punkten beschreiben.
Abbildung 3.21: Systemu¨bersicht der Munddetektion (nach [Can05]).
Active Shape Modelle beno¨tigen im Allgemeinen eine gute Initialisierung. Zu diesem
10Die Datenbank entha¨lt fu¨r das Lippenlesen relevante Mundbilder der Buchstaben ”A”, ”B”, ”D”,
”E”, ”F”, ”K”, ”L”, ”M”, ”N”, ”O”, ”P”, ”S”, ”Sch”, ”U” und ”Z”
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Zweck werden in den ersten drei Schritten mehrere Merkmalskarten erstellt, welche
die Lippenfarbe gegenu¨ber den umgebenden Hautto¨nen sta¨rker hervorhebt, als dies
im RGB-Farbraum der Fall ist. Um eine personenu¨bergreifende Vergleichbarkeit der
Merkmalskarten zu ermo¨glichen, wird das Eingabebild zuvor mithilfe des Grayworld-
Verfahrens [Buc80, GJT87] normiert. Im Folgenden erfolgt die Beschreibung der einzel-
nen Verarbeitungsschritte (Abbildung 3.21).
 Schritt 1: Die erste Merkmalskarte basiert auf den Erkenntnissen von Lievin und
Luthon [LL04] und stellt eine Sonderform des HSV-Farbtonkanals dar, die als lo-
garithmischer Hue bezeichnet wird. Diese Karte ist besonders fu¨r die Trennung
von Lippen und Haut geeignet ist. Zuna¨chst wird der Farbtonkanal berechnet
H =
{
256 · G
R
, falls G < R
255 , sonst
(3.47)
und danach mit der folgenden Funktion gefiltert [LL99]:
h(x) =
256−
(
x−Hlip
∆H
)2
, falls
|x−Hlip|
∆H
≤ 16
0 , sonst
(3.48)
HLip beschreibt den mittleren Lippenfarbton und ∆H die Standardabweichung,
welche in einem Vorverarbeitungsschritt anhand einer Bilddatenbank berechnet
wurden.
 Schritt 2: Als zweite Merkmalskarte wird eine vertikale Gradientenkarte ver-
wendet, welche mit einem Gaußfilter gegla¨ttet wird. Diese Karte liefert zusa¨tzliche
Konturinformationen, welche vor allem bei einem geo¨ffneten Mund von Bedeutung
sind, da im Bereich der Mundwinkel die Lippe sehr du¨nn wird. In diesem Fall
zerfa¨llt der Mund in zwei Komponenten, die jedoch mit Hilfe der Gradientinfor-
mation wieder verbunden werden ko¨nnen.
 Schritt 3: Ohta, Kanade und Sakai beschreiben in [OKS80] eine weitere Farb-
transformation, die eine gute Separierbarkeit zusammenha¨ngender Farbregionen
ermo¨glicht. Der I1I2I3 genannte Farbraum wird aus dem RGB-Farbraum wie folgt
berechnet:
I1 =
R +G+B
3
(3.49)
I2 =
R−B
2
(3.50)
I3 =
2G−R−B
4
(3.51)
Der Kontrast zwischen Lippen und Haut ist im I3 Kanal am sta¨rksten ausgepra¨gt.
Weiterhin wird in [Dzi02] festgestellt, dass durch die untergeordnete Rolle des
Blaukanals fu¨r die Lippenfarbe ein Gewichtung der Form
I∗3 =
2G−R− 0.5 ·B
4
(3.52)
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zu besseren Segmentierungsergebnissen fu¨hrt.
In [Lan03] wird eine weitere Merkmalskarte vorgestellt, die auf einer Transformation
in den Y CbCr-Farbraum nach der Formel M = [(255 − (Cr − Cb)) · C2r ] basiert. Die
Segmentierungsergebnisse gleichen denen des I3 Kanals, sodass diese Karte nicht separat
betrachtet wird.
 Schritt 4: Fu¨r die ASM-Suche wird Konturinformation in Form einer Gradi-
entenkarte beno¨tigt [CT04]. In [Can05] wurde der Gradient mit Hilfe des Sobel-
Operators aus dem Intensita¨tskanal ermittelt. Da der I3-Kanal jedoch die besseren
Kontrasteigenschaften aufweist, wird die Gradienteninformation aus diesem Kanal
gewonnen, was zu einer stabileren Initialisierung des ASM-Modells fu¨hrte.
 Schritt 5: In diesem Schritt werden die drei Merkmalskarten zuna¨chst mit Hilfe
eines Schwellwertes binarisiert und anschließend durch eine ODER-Verknu¨pfung
kombiniert. Die Schwellwerte wurden empirisch unter Beru¨cksichtigung der Gray-
world-Normierung gewa¨hlt. Um Artefakte zu beseitigen, wird die gro¨ßte Bildregion
isoliert.
Die Kontur kann weiterhin typische Segmentierungsfehler aufweisen, welche mit
morphologischen Operatoren wie Opening und Closing behoben werden ko¨nnen.
Durch die Anwendung dieser Operatoren wird die Kurve gleichzeitig gegla¨ttet.
Das iterative Verfahren, das in [Can05] zur Gla¨ttung der Kontur eingesetzt wird,
brachte keine signifikante Verbesserung gegenu¨ber den rechenzeitma¨ßig gu¨nstigeren,
morphologischen Operatoren und wurde daher hier nicht verwendet.
 Schritt 6: Zur Vorbereitung einer weiteren Konturgla¨ttung werden mit Hilfe der
Bogenla¨ngenparametrisierung a¨quidistante Stu¨tzstellen auf dem Objektrand be-
stimmt.
 Schritt 7: Die in Schritt 6 bestimmten Stu¨tzstellen werden mit einem kubischen
Spline interpoliert, welches von nun an als Mundkontur behandelt wird. Dieser
Schritt vermindert zusa¨tzlich den Einfluss von Ausreißern in der Segmentierung.
Der Gla¨ttungsgrad kann u¨ber die Anzahl der bestimmten Stu¨tzstellen gesteuert
werden.
 Schritt 8: In diesem Schritt wird die Initiallo¨sung in eine mit der Datenbank kom-
patiblen Form gebracht. Das in Schritt 7 berechnete Spline wird dazu wieder mit
Hilfe einer Bogenla¨ngenparametrisierung an 44 a¨quidistanten Stellen ausgewertet
und diese entsprechend der Datenbankkonvention sortiert.
 Schritt 9: Der letzte Schritt u¨bergibt die Gradientenkarte (Schritt 4) und die
Initiallo¨sung an das Active Shape Modell, welches die angepasste Mundkontur
bestimmt.
98
3.2 Gesichtsmerkmal-Lokalisierung
Detektion der Augen
Das menschliche Auge ist im Vergleich zum Mund in seiner Form deutlich weniger
variabel. Es ist in seiner Gesamtform immer mandelfo¨rmig und die Iris beschreibt nahezu
immer einen exakten Kreis.
In der Literatur finden sich verschiedene Ansa¨tze zur Detektion der Augen. Wie beim
Mund lassen sich diese in bildbasierte und modellbasierte Verfahren gruppieren.
In [GSD03] werden Irismittelpunkt und die Randpunkte der Augen anhand von Inte-
gralprojektion und einfacher Bildsegmentierung detektiert. Dieser Ansatz, sowie das auf
einfachem Template Matching basierende Verfahren in [RE03] sind jedoch im Allgemei-
nen zu ungenau.
Die Deformable Templates kommen beispielsweise in [Lan03] und [KZ98] zum Einsatz.
Eine Analyse in [VD03] charakterisiert das Auge jedoch als ein problematisches An-
wendungsgebiet fu¨r dieses Verfahren. Es wird argumentiert, dass selbst unter optimalen
Bedingungen die Gradientenkarte unvollsta¨ndig sein kann oder im Bereich des Augen-
lids mehrdeutige Interpretation mo¨glich sind. Besta¨tigt wird diese Aussage durch die
Ergebnisse von Wegener [Weg04].
Im Gegensatz zu einer holistischen Detektion mit den Deformable Templates besteht
die Mo¨glichkeit eines schrittweisen Vorgehens [LBC02, VD03]. Hierbei wird zuna¨chst
die Iris detektiert und ausgehend von dieser Schlu¨sselposition die Augenkontur durch
lokale Suche bestimmt. Fu¨r die Irisdetektion finden sich in der Literatur unterschiedliche
Ansa¨tze. In [SYW97, YC00] wird nach den dunkelsten Pixeln im Augenbereich gesucht,
wa¨hrend in [VD03] der Irismittelpunkt anhand von Lichtreflexionen abgescha¨tzt wird.
Beide Verfahren ha¨ngen jedoch stark von der jeweiligen Beleuchtungssituation ab.
Das in dieser Arbeit verwendete Verfahren kombiniert eine Irissuche mit der Hough-
Transformation [DH72], wie sie in [LBC02] und [Can05] vorgeschlagen wird, mit der
lokalen Konturensuche aus [VD03]. Die lokale Suche wird im Luminanzkanal des Bildes
durchgefu¨hrt, da die relevanten Informationen hier besser ausgepra¨gt sind als in einem
Gradientenbild [VD03, RM95]. Ein U¨berblick u¨ber das Verfahren ist in Abbildung 3.22
gegeben.
 Schritt 1: Die Iris weist einen deutlich geringeren Rotanteil auf als die umge-
bende Haut. Um diese Information ausnutzen zu ko¨nnen, wird der Rotkanal des
Eingabebildes extrahiert.
 Schritt 2: Der Gradient des Rotkanals wird berechnet und daraus ein Betrags-
und Phasenbild erstellt.
 Schritt 3: Der Luminanzkanal des Eingabebildes wird extrahiert und mit einem
Medianfilter entrauscht. Als Vorbereitung fu¨r Schritt 6 wird desweiteren ein ein-
dimensionaler, horizontaler Gaussfilter auf jede Zeile angewandt. Um einen maxi-
malen Kontrast zu erhalten, wird ein Histogrammausgleich des Kanals berechnet.
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Abbildung 3.22: Systemu¨bersicht der Augendetektion
 Schritt 4: Mithilfe des Gradientenbetrags- und Phasenbildes kann eine Hough-
Transformation [DH72, Bur03] durchgefu¨hrt werden, um die Irisposition zu be-
stimmen. Da der Irisradius bei erwachsenen Menschen anna¨hernd konstant ist,
kann der Parameterbereich fu¨r den Radius auf ein kleines Intervall eingeschra¨nkt
werden. Die Hough-Transformation wird fu¨r jeden Radius getrennt durchgefu¨hrt
und das Ergebnis mit der ho¨chsten Bewertung als Gewinner gewa¨hlt.
 Schritt 5: Da nun die ra¨umlichen Ausmaße der Iris bekannt sind, kann in diesem
Schritt die O¨ffnungsho¨he des Auges bestimmt werden. Zu diesem Zweck wird die
von der Iris bedeckte Fla¨che rasterisiert und der durchschnittliche Rotton jeder
Zeile berechnet:
h(y) =
1
|Iy|
∑
x∈Iy
Cr(x, y) (3.53)
Iy ist die Menge der x-Koordinaten der Zeile y, die innerhalb des Iris-Kreises lie-
gen. |Iy| gibt die Anzahl der Elemente von Iy an und Cr(x, y) den Rotton an der
Stelle (x, y). Um den Bereich der Iris zu ermitteln, der nicht durch das Augen-
lid verdeckt ist, wird die Funktion h(y) auf einem Intervall untersucht, welches
durch einen starken Abfall des Rotkanals am Anfang und einen Anstieg am Ende
charakterisiert ist (Abbildung 3.23a).
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(a) (b) (c)
Abbildung 3.23: Interpretation des Luminanzkanals als Ho¨henfeld [VD03]: (a) typischer Ver-
lauf von h(y) (b) Ausgangsprofil, (c) lokale Minima im gegla¨tteten Profil,
 Schritt 6: Fu¨r die Detektion der Augenkontur wird das Luminanzbild als Ho¨henfeld
interpretiert (Abbildung 3.23 b,c). Ausgehend von der Iris wird das Ho¨henfeld
zeilenweise nach außen abgetastet und nach einem Punkt gesucht, der eine der
folgenden Bedingungen erfu¨llen muss:
1. Der Punkt ist der Anfang eines starken Luminanzanstiegs. Das bedeutet, dass
ein Punkt gefunden wurde, der an einer U¨bergangsstelle zur Haut liegt.
2. Der Punkt ist ein lokales Luminanzminimum, dessen Betrag eine festgeleg-
te Schranke unterschreitet. Diese Schranke wird in Abha¨ngigkeit von dem
maximalen Luminanzwert einer jeden Zeile definiert und verhindert, dass ge-
ringfu¨gige Luminanzschwankungen als Minima interpretiert werden.
Abbildung 3.24c zeigt eine typische Verteilung der detektierten Minima.
 Schritt 7: Die in Schritt 6 ermittelten Punkte ko¨nnen Ausreißer enthalten. Um
diese von den tatsa¨chlichen Konturpunkten zu trennen, wird fu¨r die linke und
rechte Augenha¨lfte separat eine Hough-Transformation [DH72] auf die Punkte
angewandt (Abbildung 3.24b). Im Gegensatz zu einer Least-Squares Lo¨sung dieses
Problems liefert die Hough-Transformation keine Ausgleichsgerade, sondern die
Gerade, auf der die meisten Punkte liegen. Die Hough-Transformation ist somit
robuster gegen Ausreißer. Da die erwarteten Steigungen der Geraden ungefa¨hr bei
±30◦ liegen, kann der Parameterraum der Transformation entsprechend begrenzt
werden.
 Schritt 8: Anhand der im vorherigen Schritt berechneten Geraden ko¨nnen die
Ausreißer identifiziert werden. Zu diesem Zweck wird fu¨r jeden Punkt die Distanz
zur Geraden berechnet und alle Punkte entfernt, deren Abstand u¨ber einem em-
pirisch gewa¨hlten Schwellwert liegen.
 Schritt 9: Von den verbleibenden Punkten werden diejenigen mit der maximalen
und minimalen x-Koordinate identifiziert und als Außenpunkte der Augen gewa¨hlt.
Alle Punkte oberhalb der durch diese beiden Punkte verlaufenden Geraden werden
als dem Augenlid zugeho¨rig betrachtet. Unter Hinzunahme der oberen Irispunkte
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kann das Augenlid durch eine Least-Squares Anpassung eines kubischen Polynoms
bestimmt werden. Die untere Augenkante wird analog aus den Außenpunkten und
dem tiefsten Punkt der Iris mit einem quadratischen Polynom bestimmt (Abbil-
dung 3.24c).
(a) (b) (c)
Abbildung 3.24: Lokale Suche der Augenkontur: (a) Suche pro Zeile ausgehend von der Iris
(?: Luminanzmaxima, weiß: Startposition, schwarz: Ergebnis), (b) Ent-
fernen von Ausreißern mittels Hough-Transformation, (c) Least-Squares-
Ausgleichskurven
Detektion der Augenbrauen
Die Augenbraue ist anhand ihrer geometrischen Merkmale (z.B. Kontur) schwer in einem
Bild zu detektieren. Sie vera¨ndert zwar ihre Position bei unterschiedlichen Gesichtsaus-
dru¨cken, jedoch ihre Form variiert nur geringfu¨gig. Da ihre Kontur (d.h. Kanten) sich
wenig von benachbarten Bildbereichen abhebt, muss eine Detektion anhand der Farbe
vorgenommen werden. Aus diesem Grund existieren auch lediglich pixelbasierte Verfah-
ren.
In [Lan03] wird vorgeschlagen, die obere Kante durch eine Schwellwertsegmentierung des
Gradientenbildes zu extrahieren. Diese Vorgehensweise erwies sich jedoch bei Personen
mit heller Haarfarbe oder geringer Brauendichte als sehr instabil.
Ein weiterer Ansatz wird in [KZ98] vorgestellt. Die Detektion der Augenbraue erfolgt
hier u¨ber eine Schwellwertsegmentierung des Intensita¨tskanals. Dieses Verfahren wird in
[VSDP04] um eine anschließende Least-Squares Anpassung einer Parabel an sa¨mtliche
Pixel des Bina¨rbildes erweitert. Problematisch bei diesem Ansatz sind ebenfalls helle
oder lichte Augenbrauen, die zu einer ungenauen Detektion fu¨hren, da die resultierende
Kurve verzerrt wird.
Keines der obigen Verfahren benutzt die vorhandene Farbinfomation, stattdessen wird
das Bild auf den Intensita¨tskanal reduziert. Dieser Schritt erscheint unvorteilhaft. In
[Can05] wird vorgeschlagen, die Color Watershed Segmentierung zu verwenden, um die
vorhandene Farbinformation zu nutzen und mit Gradienteninformation zu kombinieren.
Diese Kombination und die abschließende Approximation der Augenbrauenoberkante
(Schritte 5 und 6) wurde in dieser Arbeit angepasst.
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Abbildung 3.25: Systemu¨bersicht der Augenbrauendetektion (nach [Can05])
Abbildung 3.25 gibt eine U¨bersicht u¨ber das Verfahren, welches die Oberkante der Au-
genbraue bestimmt. Es gliedert sich in die folgenden Schritte:
 Schritt 1: Zuna¨chst wird der Intensita¨tskanal des Bildes bestimmt.
 Schritt 2: Auf das Eingabebild wird die Color Watershed Segmentierung [AM04]
angewandt. Die Segmentierungsparameter werden so gewa¨hlt, dass eine geringfu¨gige
U¨bersegmentierung entsteht. Auf diese Weise kann weitestgehend sichergestellt
werden, dass Augenbrauensegmente nicht mit ihrer Umgebung verschmelzen.
 Schritt 3: Aus dem Intensita¨tskanal wird mit einem Sobel-Kernel der vertikale
Gradient bestimmt.
 Schritt 4: Anschließend wird die Regionsdarstellung der Color Watershed Seg-
mentierung in eine Kantendarstellung umgewandelt. Diese beschreibt die prima¨ren
Kanten des Bildes, zu denen auch die obere Kante der Augenbraue geho¨rt.
 Schritt 5: Um die Pixel der Oberkante der Augenbraue zu bestimmen, werden
die Informationen aus Schritt drei und vier kombiniert. Die Oberkante der Augen-
braue ist durch einen U¨bergang von hell (Haut) nach dunkel (Haarfarbe) charak-
terisiert. Kandidaten sind somit alle Pixel, die auf einer Watershed Kante liegen
und gleichzeitig einen negativen Gradienten aufweisen. Unter Umsta¨nden kann
diese Charakterisierung auch fu¨r ein Pixel innerhalb der Augenbraue zutreffen,
daher wird fu¨r jede Spalte lediglich das Pixel mit der niedrigsten Y-Koordinate
beru¨cksichtigt.
Die Oberkante der Augenbraue wird bestimmt, indem ein Wachstumsalgorithmus
eingesetzt wird. Die Kandidatenliste wird in zwei Mengen geteilt: eine Aktiv- und
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eine Passivmenge, welche die Zugeho¨rigkeit zur Augenbraue beschreiben. Zu Be-
ginn beinhaltet die Aktivmenge lediglich den Kandidatenpunkt, welcher der Bild-
mitte am na¨chsten liegt. Alle anderen Punkte werden der Passivmenge zugeordnet.
Diese Annahme ist gerechtfertigt, da der aus dem AAM berechnete Bildausschnitt
die Augenbraue hinreichend genau einfasst. Im Folgenden arbeitet das Verfahren
iterativ, wobei in jedem Schritt alle Punkte der Passivmenge, die unterhalb einer
vorgegebenen Maximaldistanz zu einem Punkt der Aktivmenge liegen, zu dieser
hinzugefu¨gt werden. Die Iteration bricht ab, falls in einem Schritt kein Punkt mehr
diese Bedingung erfu¨llt. Abbildung 3.26 zeigt Zwischenergebnisse zu verschiedenen
Zeitpunkten. Die schwarzen Pixel markieren die Aktiv- und die weißen Pixel die
Passivliste.
(a) (b) (c)
Abbildung 3.26: Bestimmung der Augenbrauenkontur: (a) Initialisierung, (b) Situation nach
der Ha¨lfte der Iterationen, (c) Endergebnis
 Schritt 6: Die Augenbrauenkontur kann durch ein kubisches Polynom beschrieben
werden, dessen Parameter durch eine Least-Squares Anpassung an die Punkte der
Aktiv-Liste berechnet werden. Auf diese Weise werden auch eventuell auftretende
Ausreißer gegla¨ttet.
Detektion der Nase
Die Nase ist ein statisches Gesichtsmerkmal, welches zwar von der Mimik nur sehr
gering beeinflusst wird, sich jedoch farblich nur schwer von der Gesichtsregion trennen
la¨sst. Ihre Struktur bietet allerdings verschiedene Merkmalspunkte zur Detektion an. In
den meisten Publikationen werden die Nasenlo¨cher als Merkmal gewa¨hlt [KZ98, GSD03,
Can05], da sie sich sehr gut anhand ihrer Intensita¨t bestimmen lassen. Weitere Merkmale
sind das Nasenmuschelprofil [VSDP04, KZ98, YB01] sowie die Nasenspitze [Lan03].
Der Ablauf des entwickelten Lokalisierungsverfahren ist in Abbildung 3.27 dargestellt.
 Schritt 1: Zuna¨chst wird der vertikale Gradient (Y-Gradient) des Bildes berech-
net.
 Schritt 2: Aus dem Farbbild wird der Intensita¨tskanal extrahiert, da in diesem
die Nasenlo¨cher einfach zu bestimmen sind.
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Abbildung 3.27: Systemu¨bersicht der Nasendetektion
 Schritt 3: Aus dem Eingabebild wird die Nasenmittelachse abgescha¨tzt. Zu die-
sem Zweck wird fu¨r jede Zeile das ”symmetrischste” Pixel gesucht, d.h. jedes Pixel
wird nach der Formel
score(x, y) =
∑
i
∑
j∈{r,b,g}
|Cj(x+ i, y)− Cj(x− i, y)| (3.54)
bewertet und fu¨r jede Zeile das Pixel mit der geringsten Bewertung festgehalten.
Cr,g,b bezeichnet den Rot-, Gru¨n und Blaukanal.
 Schritt 4: Um Ausreißer zu entfernen, wird die Nasenmittelachse durch eine
Hough-Transformation [DH72] der Stu¨tzstellen aus Schritt 3 bestimmt.
 Schritt 5: In fast allen Abbildungen der Nase ist es mo¨glich, eine dunkle Region
unterhalb der Nase, die sogenannte Nasenbasis, zu bestimmen. Diese Region bildet
einen starken Kontrast zu ihrer Umgebung, der entweder durch die Nasenlo¨cher
oder durch den Schattenwurf der Nase bedingt ist.
Um die Nasenbasis zu detektieren, wird die horizontale Projektion des vertika-
len Gradientenbildes berechnet. Die Nasenbasis entspricht dem Maximum dieser
Projektion.
 Schritt 6: In [Lan03] wird argumentiert, dass der hellste Punkt auf der Symme-
trieachse der Nasenspitze entspricht. Ist kein eindeutiges Maximum gegeben, so
wird der Punkt gewa¨hlt, der am na¨chsten an der Basislinie der Nase liegt. Die in
[Lan03] mit 99% sehr hoch bezifferte Erkennungsrate der Nasenspitze konnte in
eigenen Experimenten nicht besta¨tigt werden, vielmehr war eine korrekte Detek-
tion nur bei einer kleinen Anzahl von Testbildern festzustellen. Mo¨glicherweise ist
dieses Ergebnis mit der diffusen Beleuchtung der Testpersonen begru¨ndbar.
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Als Merkmalspunkt kann der Schnittpunkt von Symmetrieachse und Nasenbasis
dienen, dessen Detektion sich als stabil erwies.
 Schritt 7: Mit Hilfe der Nasenbasis und Symmetrieachse kann der Suchbereich
fu¨r die Nasenlo¨cher eingeschra¨nkt werden.
 Schritt 8: Mit Hilfe des Template Matchings werden im Intensita¨tskanal des Bil-
des kreisfo¨rmige, dunkle Strukturen gesucht, welche die Nasenlo¨cher repra¨sentieren.
Bei entsprechender Vorskalierung des Eingabebildes, deren Skalierungsfaktor sich
aus der Gro¨ße der Nasenregion ergibt, kann die Suche auf eine einheitliche Tem-
plategro¨ße beschra¨nkt werden.
Zur Bewertung einer Position wird die Intensita¨t u¨ber den Templatebereich inte-
griert. Der Suchbereich wird fu¨r das linke und rechte Nasenloch durch die Sym-
metrieachse der Nase beschra¨nkt. Aus der resultierenden Bewertungskarte (Abbil-
dung 3.28b) werden 5% der am besten bewerteten Positionen fu¨r jedes Nasenloch
gespeichert. Aus beiden Listen wird ein Gewinnerpaar ermittelt, indem das Ska-
larprodukt zwischen der Geraden, die durch beide Nasenlo¨cher verla¨uft, und der
Symmetrieachse der Nase minimiert wird.
(a) (b) (c)
Abbildung 3.28: Template Matching: (a) Ausgangsbild, (b) Bewertungskarten fu¨r linkes
und rechtes Nasenloch (helle Punkte repra¨sentieren eine gute Template-
Bewertung), (c) Gewinnerpaar
Detektion der Kinnkontur
Das Kinn stellt einen Sonderfall unter den bisher betrachteten Gesichtsmerkmalen dar,
da es sich weder durch farbliche noch durch geometrische Merkmale hervorhebt. Die
einzige Mo¨glichkeit, die Kinnkontur zu detektieren, besteht somit in der Analyse von
Kanteninformationen, wobei a-priori Wissen u¨ber die ungefa¨hre Position der gesuchten
Kontur ausgenutzt werden muss.
In der Literatur finden sich verschiedene Ansa¨tze zur Kinndetektion, die sich alle darin
gleichen, dass eine Analyse des Gradientenbildes durchgefu¨hrt wird. Zu diesem Zweck
werden in [RN96] Active Contour Modelle eingesetzt. Deformable Templates finden in
[Kam97, HWSK04] Verwendung. In [GLMT02] und [VSDP04] wird die Kinnkontur an-
hand separat detektierter Merkmalspunkte initialisiert und anschließend durch eine lo-
kale Suche verfeinert.
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In der vorliegenden Arbeit ist durch die Verwendung von Active Appearance Modellen
bereits eine gute Initiallo¨sung gegeben. Die verwendete lokale Suche ist an [VSDP04]
angelehnt. Abbildung 3.29 zeigt eine U¨bersicht des Verfahrens.
Abbildung 3.29: Systemu¨bersicht der Kinndetektion
 Schritt 1: Zuna¨chst wird der Intensita¨tskanal des Eingangsbildes extrahiert und
ein Medianfilter darauf angewendet, um Sto¨reinflu¨sse durch Rauschen zu entfer-
nen. Der Medianfilter erha¨lt die wichtigen Kanten des Bildes.
 Schritt 2: Aus dem Intensita¨tskanal werden der Betrag und die Orientierung des
Gradienten ermittelt.
 Schritt 3/4: Um eine Initialisierung fu¨r die folgende lokale Suche zu erhalten,
wird die Kinnkontur aus dem Ergebnis der AAM-Anpassung extrahiert und um
einen empirisch gewa¨hlten Faktor herunterskaliert. Diese Kontur liegt in jedem Fall
innerhalb der tatsa¨chlichen Kinnkontur. Eine initiale Kinnkontur kann bestimmt
werden, indem eine Ausgleichskurve vierten Grades durch die Merkmalspunkte
gelegt wird (Abbildung 3.30a).
 Schritt 5: Im Folgenden wird die im vorherigen Schritt berechnete Kinnkontur
iterativ an das Gradientenbild angepasst. Dazu wird jeder Merkmalspunkt entlang
seiner Normalen um einen Pixel verschoben und das Konturpolynom neu berech-
net. Wie in Abbildung 3.30 zu sehen ist, wa¨chst die Kurve auf diese Weise in
Richtung der tatsa¨chlichen Kinnkontur.
 Schritt 6: Es ist ein Entscheidungskriterium zu finden, wann das in Schritt 5
berechnete Polynom die Kinnkontur hinreichend gut approximiert.
Zu diesem Zweck wird das Gradientenbetrags- und -phasenbild herangezogen. Je-
weils zwei Merkmalspunkte definieren ein Kurvensegment. Jedes dieser Segmente
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(a) (b) (c)
Abbildung 3.30: Anpassung der Kinnkontur: (a) Initialisierung, (b) Zwischenergebnis, (c)
Konvergenz
wird rasterisiert und in Orientierung und Betrag mit dem Gradienten verglichen.
Ein Pixel wird akzeptiert, falls die Ableitung der Kurve an dieser Stelle in einem
empirisch gewa¨hlten Intervall um die Orientierung des Gradienten liegt und die
betrachtete Kante an dieser Stelle hinreichend ausgepra¨gt ist. Wenn diese Anfor-
derung fu¨r einen Großteil der Pixel des Kurvensegments erfu¨llt ist, so werden die
entsprechenden Merkmalspunkte fixiert, d.h. sie werden in einem weiteren Itera-
tionsschritt nicht mehr bewegt.
Fu¨r die fu¨nf Merkmalspunkte in der Umgebung der Kinnspitze wird, aufgrund der
mo¨glichen, schwachen Gradientenauspra¨gung in diesem Bereich, zusa¨tzlich auf das
Erreichen eines lokalen Luminanz-Minimums als Fixierungskriterium gepru¨ft.
Sind noch nicht alle Merkmalspunkte fixiert, so wird mit Schritt 5 fortgefahren.
Im Falle eines schlecht ausgepra¨gten Gradientenbildes kann es vorkommen, dass
ein Merkmalspunkt zu keinem Zeitpunkt fixiert wird. In diesem Fall wird das
Verfahren nach einer maximalen Anzahl von Iterationen abgebrochen. Alle zu
diesem Zeitpunkt nicht fixierten Merkmalspunkte werden fu¨r die Berechnung der
finalen Kinnkontur, d.h. bei der Approximation durch das Polynom vierten Grades,
nicht beru¨cksichtigt.
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Kapitel 4
3D-Gesichtsmodellierung und
-normalisierung
Dieses Kapitel bescha¨ftigt sich mit der Verarbeitung von 3D-Informationen zur Modellie-
rung und Normalisierung eines Gesichtsbildes (Abbildung 4.1). Ausgehend von den mar-
kanten Punkten und Konturen im 2D-Bild wird zuna¨chst ein generisches 3D-Drahtgitter-
Kopfmodell an das Gesichtsbild angepasst. Danach erfolgt die eigentliche Normalisie-
rung, indem das angepasste Kopfmodell in eine definierte Geometrie u¨berfu¨hrt (Geome-
trienormalisierung) und verdeckte Texturregionen rekonstruiert werden. Die Projektion
des so erhaltenen texturierten Modells liefert ein normalisiertes Gesichtsbild1, das der
Merkmalsextraktion u¨bergeben werden kann.
Abbildung 4.1: U¨bersicht u¨ber den Verarbeitungsschritt zur 3D-Gesichtsmodellierung und
-normalisierung.
1s. Glossar
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4.1 Anpassung des generischen Kopfmodells
In diesem Unterkapitel wird die Anpassung des generischen Kopfmodells an das 2D-
Bild beschrieben (Abbildung 4.2). Dieser Schritt ist notwendig, um das Modell mit der
vorhandenen Bildinformation zu texturieren.
Abbildung 4.2: Schema der zweistufigen Modellanpassung.
Zur Anpassung des 3D-Kopfmodells muss definiert werden, welche Knoten des Mo-
dells mit den Positionen im Gesichtsbild u¨bereinstimmen, z.B. die Nasenspitze oder die
Mundwinkel. Mit Hilfe dieser korrespondierenden Gesichtsmerkmale erfolgt danach die
eigentliche Anpassung in zwei Schritten:
1. Globale Anpassung : Zuna¨chst erfolgt die Ausrichtung des Modells durch Trans-
formationen, die auf alle Knoten des Modells gleichermaßen angewendet werden.
Nach diesem ersten Anpassungsschritt ist das Modell in Position und Lage am
Gesichtsbild ausgerichtet, besitzt jedoch immer noch die Proportionen des Refe-
renzkopfmodells2,3.
2. Lokale Anpassung : Der zweite Schritt passt das Kopfmodell an die individuellen
Gesichtsproportionen der gezeigten Person sowie an den vorliegenden Gesichtsaus-
druck an. Hierbei werden einzelne lokale Bereiche des Kopfmodells unterschied-
lich transformiert. Auch diese Anpassung basiert auf einer Menge von Gesichts-
merkmalskorrespondenzen, die zur Bestimmung der Transformationsfunktionen
beno¨tigt werden.
Die folgenden Unterkapitel beschreiben nun zuna¨chst das generische 3D-Drahtgittermodell
2s. Glossar
3Es ergeben sich allerdings leichte Proportionsa¨nderungen aufgrund von unterschiedlichen Skalie-
rungsfaktoren in den drei Raumrichtungen sowie dem “O¨ffnen” des Mundes (siehe Abschnitt 4.1.3).
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eines Kopfes sowie die verwendeten Gesichtsmerkmalskorrespondenzen. Anschließend
wird die globale und lokale Anpassung des Kopfmodells dargelegt.
4.1.1 Das generische 3D-Kopfmodell
Das in dieser Arbeit verwendete generische Kopfmodell ist in Abbildung 4.3 in zwei
Ansichten dargestellt. Es ist eine bearbeitete Version des Modells, das Waters zur Ani-
mation von Gesichtern verwendete [Wat87]. Im Vergleich zu Waters Modell sind die
Augenpartien geschlossen worden. Waters hatte die Augen durch Kugeln modelliert
und im Gesichtsmodell Lo¨cher an den Positionen der Augen gelassen. Weiterhin erfolgte
eine leichte Anpassung der Mund- und Nasenpartie, indem wenige Knoten entfernt und
einige verschoben wurden. In dieser Form ist das Modell vo¨llig symmetrisch und besteht
aus 506 Knoten.
Abbildung 4.3: Verwendetes 3D-Gitternetz-Kopfmodell.
4.1.2 Definition der Merkmalskorrespondenzen
Fu¨r die globalen und lokalen Anpassungsschritte wurden je zwei Sa¨tze von Korrespon-
denzen definiert. Abbildung 4.4 stellt diese fu¨r die zwei in dieser Arbeit relevanten
Kopfstellungen dar.
Die schwarz markierten Punkte werden zur globalen Anpassung benutzt. Fu¨r die lokale
Anpassung werden zusa¨tzlich die grau markierten Punkte in die Berechnungen mit ein-
bezogen. In Abbildung 4.4 sind aus Gru¨nden der U¨bersichtlichkeit die Korrespondenzen
fu¨r die innere Kante des Mundes nicht eingezeichnet. Fu¨r die seitliche Ansicht wurden
weitere fu¨nf und fu¨r die frontale Pose weitere acht Punkte auf der Mundinnenkante
verwendet.
Die schwarz markierten Punkte sind im Allgemeinen von unterschiedlichen Gesichts-
ausdru¨cken wenig beeinflusst, also mimik-invariant, und erlauben somit eine stabile
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(a) (b)
Abbildung 4.4: Definierte Korrespondenzen: (a) fu¨r stark seitlich gedrehte Ansichten (b) fu¨r
frontale und leicht seitlich gedrehte Ansichten, in denen alle Gesichtsmerk-
male noch sichtbar sind.
Adaptation der Lage und Position durch die globale Anpassung. Die Ausnahme bilden
hier der Punkt auf der Unterlippe in Abbildung 4.4a sowie der Kinnpunkt. Diese werden
jedoch in der globalen Anpassung durch die “O¨ffnung des Mundes” gesondert behandelt
(siehe Abschnitt 4.1.3).
Fu¨r die Modellierung der Gesichtsausdru¨cke wurden die hell markierten Korresponden-
zen hinzugefu¨gt, die vor allem bewegliche - also von der Mimik abha¨ngige - Gesichts-
teile, wie Augenbrauen und Mund markieren bzw. zur Anpassung der individuellen
Gesichtsproportionen beno¨tigt werden (z.B. im Bereich der Nase).
Jede Korrespondenz Ki eines Gesichtsmerkmals stellt somit formal ein Vektorpaar dar:
Ki = {xBild,i, xKopf,i} mit xBild,i ∈ R2, xKopf,i ∈ R3 (4.1)
Im Folgenden beschreibt Kglobal ein Element aus der Menge der Korrespondenzen zur
Berechnung der globalen Anpassung (die in Abbildung 4.4 schwarz markierten Punkte).
K lokal wird analog fu¨r die lokale Anpassung verwendet.
4.1.3 Globale Anpassung des Kopfmodells
Die Anpassung eines 3D-Kopfmodells auf ein 2D-Bild stellt ein klassisches 2D-3D-
Registrierungsproblem dar, das in Abbildung 4.5 dargestellt ist. Die detektierten Ge-
sichtsmerkmale liegen als zweidimensionale Punkte vor. Eine Projektion der zugeho¨rigen
3D-Knoten des Kopfmodells in die Bildebene ist notwendig, um diese mit den 2D-
Punkten in Deckung zu bringen.
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Abbildung 4.5: Schematische Darstellung der Anpassung des Kopfmodells.
Hierfu¨r sind verschiedene Transformationen notwendig:
 Rigide Transformationen4: Translationen und Rotationen um die drei Raum-
achsen transformieren das Modell ohne seine Proportionen zu vera¨ndern.
 Nicht-Rigide Transformationen: Skalierungen und Rotation der Kieferpartie
passen das Modell bereits an die groben Proportionen der Person sowie an einen
geo¨ffneten Mund an.
 Kameraspezifische Transformationen: Die perspektivische Projektion der 3D-Szene
in die Kamera-Bildebene basiert auf der Fokaldistanz f der Kamera.
Es hat sich herausgestellt, dass die Adaption der Fokaldistanz neben der Anpassung
der rigiden und nicht-rigiden Transformationsparameter zu keiner signifikanten Verrin-
gerung des Anpassungsfehlers fu¨hrt, weshalb die Fokaldistanz f grob gescha¨tzt und die
Projektionsmatrix entsprechend konstant gehalten wird.
Die Modellanpassung als Minimierungsproblem
Gegeben sei die Menge von Korrespondenzen Kglobali (Gleichung (4.1)) fu¨r ein zu be-
handelndes Bild. Ziel der Modellanpassung ist dann die Minimierung des quadratischen
Anpassungsfehlers:
∑
i
||p(xKopf,i)− xBild,i||2 −→ min. (4.2)
4s. Glossar
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Dabei bezeichnet p(x) die Optimierungsfunktion, die das Kopfmodell an die optimale
Position transformiert. Sie beinhaltet die rigiden und nicht-rigiden Transformationen im
dreidimensionalen Raum, wie auch die Projektionsfunktion in die Bildebene.
Definition der Optimierungsfunktion p(x)
Die Optimierungsfunktion p(x) besitzt die Form:
p : R3 −→ R2 (4.3)
x 7−→ V ·Ppersp.(f) ·Rglobal(x) (4.4)
wobei Rglobal(x) die Transformationsfunktion der globalen Modellanpassung im dreidi-
mensionalen Raum bezeichnet, die die Form
Rglobal : R3 −→ R3 (4.5)
x 7−→M · J(x, θ) (4.6)
besitzt.
Die Funktion J(x, θ) fu¨hrt eine Rotation der Modellknoten x im Kieferbereich um
den Winkel θ aus. Danach erfolgt die Transformation der Punkte mit Hilfe der Model-
View-Matrix M, die die Skalierungs-, Rotations- und Translationsvorschriften entha¨lt.
Anschließend wird das Modell in den zweidimensionalen Bildraum durch die (perspekti-
vische) Projektionsmatrix Ppersp.(f) in Abha¨ngigkeit der Fokaldistanz f projiziert. Die
Viewport-Matrix V sorgt schließlich fu¨r der Angleichung der Koordinatensysteme der
projizierten Kopfknoten und der zweidimensionalen Merkmalspunkte durch Skalierung
in den beiden Bildrichtungen.
Implementierung der Kieferrotation
Die Kieferrotation hat nur Einfluss auf einen Teil der Modellknoten. Die zu trans-
formierenden Punkte sind in zwei Mengen zusammengefasst, um Texturartefakte im
Wangenbereich durch die starke Verzerrung des Modells bei weit geo¨ffnetem Mund zu
minimieren:
1. Die Knoten im oberen Kieferbereich sind in Abbildung 4.6 fu¨r eine Gesichtsha¨lfte
markiert. Diese werden nur mit einem Winkel von θ
3
rotiert5, damit in der Wan-
genregion nicht langgestreckte Modellfla¨chen (Dreiecke) entstehen, die spa¨ter bei
der Normalisierung zu Texturartefakten fu¨hren.
5Der Faktor 13 wurde empirisch ermittelt.
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2. Die Menge der Knoten im unteren Kieferbereich werden mit einem Winkel θ ro-
tiert. Sie besteht aus allen Knoten, die sich unterhalb der markierten Punkte in
Abbildung 4.6 befinden.
(a) (b)
Abbildung 4.6: Darstellung der Kieferrotation. (a) Markiert sind die Punkte, die mit einem
verkleinerten Winkel θ3 rotiert werden. Fu¨r alle Knoten unterhalb dieser
Punkte erfolgt eine Rotation um den Winkel θ. (b) Seitliche Darstellung
der Kieferrotation.
Es ergibt sich somit die Funktion J zu:
J(x, θ) =

D(θ) x, x ∈ Kunten
D( θ
3
) x, x ∈ Koben
x, sonst.
(4.7)
Die Matrix D(θ) vollzieht eine Rotation um die x-Achse, die definitionsgema¨ß durch die
Kiefergelenkpunkte des Kopfmodells verla¨uft (Abbildung 4.6b):
D(θ) =
1 0 00 cos θ sin θ
0 − sin θ cos θ
 (4.8)
Definition der Model-View-Matrix M
In der Darstellung der homogenen Koordinaten [BS91] kann die Matrix M in folgender
Form aufgeschlu¨sselt werden:
M = S(sx, sy, sz) ·Rz(ϕz) ·Ry(ϕy) ·Rx(ϕx) ·T(tx, ty, tz) (4.9)
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Hierbei wird die Skalierung in den drei Raumrichtungen mit den Faktoren sx, sy und
sz durch die Matrix S beschrieben. Die Matrizen Ri stellen die Rotationen um die
Raumachsen i dar, und durch die Matrix T(tx, ty, tz) erfolgt die Translation um den
Vektor t = (tx, ty, tz)
T .
Der iterative Optimierungsprozess
Insgesamt besitzt die Optimierungsfunktion neun Parameter:
p(x) = p(sx, sy, ϕx, ϕy, ϕz, tx, ty, tz, θ)
Da u¨ber die “Tiefe” des Gesichtes im Bild keine Informationen verfu¨gbar sind, wurde
der Skalierungsfaktor sz nicht in den Optimierungsprozess direkt eingebunden, sondern
durch den Term sz =
sx+sy
2
festgelegt, damit keine unnatu¨rliche, aber im mathematischen
Sinne optimale Verzerrung des Kopfmodells entsteht.
Fu¨r die Optimierung dieser Parameter wurde das iterative Levenberg-Marquardt-Ver-
fahren [Lev44, Mar63] eingesetzt, das eine Kombination aus Gradientenabstiegs- und
Gauss-Newton-Verfahren zur Minimierung einer multivariaten Funktion darstellt, wel-
che sich als die Summe von quadrierten, nicht-linearen, reellwertigen Funktionen dar-
stellen la¨sst [MNT04].
Eine Darstellung der Anpassung nach der Durchfu¨hrung einiger Iterationen zeigt Ab-
bildung 4.7.
Initialisierung 1 Iteration 2 Iterationen 10 Iterationen 20 Iterationen
Abbildung 4.7: Iterationsschritte der globalen Modellanpassung.
4.1.4 Lokale Anpassung des Kopfmodells
Das Kopfmodell wird durch den globalen Anpassungsschritt bereits gut an das Ge-
sichtsbild angepasst. Die integrierte Kieferrotation beru¨cksichtigt bereits weit geo¨ffnete
Mundstellungen. Ziel der lokalen Anpassung ist es nun, individuelle Proportionen der
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Person (z.B. im Nasen- und Kinnbereich) zu modellieren und das Modell entsprechend
dem gezeigten Gesichtsausdruck vor allem im Bereich des Mundes und der Augenbrauen
anzupassen.
Fu¨r die lokale Anpassung ist es notwendig, eine lokal wirksame Deformation des Kopf-
modells zu erreichen. Wu¨nschenswert ist es jedoch, eine global gu¨ltige mathematische
Form der Deformationsvorschrift zu ermitteln. Beides kann durch die in der vorliegenden
Arbeit verwendete Interpolation mit radialen Basisfunktionen (RBF) erreicht werden.
In [BK05] wird die RBF-Interpolation als Alternative zu den Spline-basierten Deforma-
tionstechniken vorgestellt. Anwendungen zur Deformation von Gesichtsmodellen sind in
[PHL+98, ILS+03, PZVC04] beschrieben. In diesen Publikationen wird allerdings neben
einer Frontalansicht zusa¨tzlich eine Seitenansicht beno¨tigt, um fu¨r jedes Gesichtsmerk-
mal eine dreidimensionale Position zu ermitteln. Im Rahmen dieser Arbeit kann jedoch
auf Tiefeninformationen nicht zuru¨ckgegriffen werden, da nur ein einzelnes Bild verar-
beitet wird.
Interpolation mit radialen Basisfunktionen
Interpolationsfunktionen der Form
f(p) =
∑
i
ciφi(p) (4.10)
sind eine Linearkombination so genannter Basisfunktionen
φi(p) = φ(||p− pi||) (4.11)
die radial symmetrisch bezu¨glich eines Punktes pi sind.
Die Zentren pi der Funktionen bilden die Interpolationsstu¨tzstellen. Fu¨r jeden Punkt
p kann so mit Hilfe weniger Stu¨tzstellen pi eine neue interpolierte Position berechnet
werden.
Eine allgemeinere Form von Gleichung (4.10) ist:
f(p) =
∑
i
ciφi(p) +Mp+ t (4.12)
Die auf alle Modellknoten gleichermaßen anzuwendenden Translationen und uniformen
Skalierungen werden durch die Terme M und t beschrieben und somit aus den Basis-
funktionen entfernt. Diese Anteil an der Interpolationsfunktion sind aufgrund der zuvor
ausgefu¨hrten globalen Modellanpassung nur klein, da das Modell schon verschoben und
skaliert wurde.
Zur Bestimmung der Koeffizienten ci und der TermeM und t ist ein lineares Gleichungs-
system zu lo¨sen, welches die Interpolationsbedingungen di = f(pi) beru¨cksichtigt. Hier-
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bei ist di die Differenz zwischen erwarteter und tatsa¨chlicher Position der Stu¨tzstelle pi.
Zusa¨tzlich sind die Nebenbedingungen
∑
i ci = 0 und
∑
i cipi
T = 0 zu beru¨cksichtigen.
Bestimmung der Interpolationszentren pi und Positionsdifferenzen di
Die Interpolationszentren pi und Positionsdifferenzen di sind durch die Gesichtsmerk-
malskorrespondenzen K lokali definiert (siehe Abschnitt 4.1.2).
Die Positionen der Merkmalsknoten xKopf,i des Kopfmodells nach der Transformation
mit der globalen Anpassungsfunktion Rglobal(x) (siehe Gleichung (4.6)) definieren die
Lage der Interpolationszentren pi:
pi = Rglobal(xKopf,i) (4.13)
Die Positionsdifferenzen di ergeben sich durch die Lage der Gesichtsmerkmale im Bild,
indem diese in den 3D-Raum mit Hilfe der (Pseudo-)Inversen6 der Viewport- und Pro-
jektionsmatrix projiziert und von der Position der korrespondierenden Modellknoten
subtrahiert werden:
di = (Ppersp.(f))
−1 · (V)−1 · xBild,i −Rglobal(xKopf,i) (4.14)
Durchfu¨hrung der Anpassung
Mit Hilfe der RBF-Interpolationsfunktion und den durch die Korrespondenzen definier-
ten Zentren und Positionsdifferenzen kann das oben erwa¨hnte Gleichungssystem aufge-
stellt und gelo¨st werden, um die Koeffizienten der Basisfunktionen zu bestimmen. Zuvor
muss allerdings eine geeignete Basisfunktion definiert werden.
In dieser Arbeit wird an den verschiedenen Stu¨tzstellen ein unterschiedlicher lokaler Ein-
fluss beno¨tigt, da fu¨r manche Gesichtsausdru¨cke beispielsweise die Mundregion deutlich
sta¨rker verzogen werden muss als die Stirn oder Wangenregion. Die RBF-Interpolation
erlaubt die Definition einer global, d.h. fu¨r alle Punkte gleichermaßen, gu¨ltige Interpola-
tionsfunktion, die jedoch durch eine geeignete Wahl der Basisfunktion nur einen lokalen
Einfluss im Bereich der einzelnen Stu¨tzstellen besitzt.
Daher wurde in dieser Arbeit die Exponentialfunktion gewa¨hlt:
φ(r) = e−v·r (4.15)
Somit ist φ(||p− pi||) an der Stu¨tzstelle pi maximal und nimmt mit gro¨ßerem Abstand
exponentiell bis auf Null ab. Der Parameter v ist abha¨ngig vom Kopfmodell bzw. vom
6s. Glossar
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gewa¨hlten Koordinatensystem und wurde empirisch ermittelt. Auch andere Arbeiten
erzielten mit dieser Funktion die besten Ergebnisse [Bax92, Nie93, Reu03].
Wird die Interpolationsfunktion f(p) auf jeden Punkt p des Kopfmodells angewendet,
so liefert sie einen Verschiebungsvektor, der auf die Position des jeweiligen Punktes
aufaddiert werden muss:
p 7−→ p+ f(p) (4.16)
Auf diese Weise wird das gesamte Modell lokal verzerrt und dem gezeigten Gesichtsaus-
druck und den individuellen Gesichtsproportionen angepasst. Fu¨r zwei Beispielbilder
zeigt Abbildung 4.8 den Einfluss der lokalen Anpassung auf verschiedene Gesichtsregio-
nen.
4.2 Gesichtsnormalisierung
Ausgehend von dem zu verarbeitenden Bild und dem angepassten Gesichtsmodell be-
steht der letzte Schritt der Vorverarbeitungskette in der Generierung der normalisierten
Ansicht des Gesichtes. Hierfu¨r erfolgt eine Normalisierung der Gesichtsgeometrie sowie
gegebenenfalls eine Rekonstruktion der Textur nicht sichtbarer Gesichtsteile.
4.2.1 Texturrekonstruktion
In einer Frontalansicht sind Gesichtsregionen sichtbar, die bei nicht-frontalen Posen
verdeckt sind. Fu¨r diese Teile steht somit keine Texturinformation zur Verfu¨gung, die
jedoch zur Rekonstruktion einer vollsta¨ndigen Frontalansicht beno¨tigt wird.
Abbildung 4.9 stellt diesen Sachverhalt beispielhaft dar. Aus dem zu bearbeitenden Bild
(Abbildung 4.9a) ergibt sich die normalisierte Ansicht in Abbildung 4.9b. Die Textur
der Wangenfla¨che auf der linken Seite entha¨lt starke Artefakte, da dieser Bereich im
Ursprungsbild nicht sichtbar ist.
Um diese Textur zu ersetzen, wird ausgenutzt, dass das menschliche Gesicht anna¨hernd
symmetrisch und eine Gesichtsha¨lfte immer sichtbar ist. Somit kann die Textur der
sichtbaren Seite auf die (teilweise) nicht sichtbare Ha¨lfte u¨bertragen werden. Prinzipiell
wa¨re es auch mo¨glich, nur die Textur der einzelnen nicht-sichtbaren Modellfla¨chen zu
ersetzen, jedoch ist dann auch eine Anpassung der Textur an den U¨bergangskanten
notwendig, damit aufgrund der kopierten Textur keine unnatu¨rlichen Kanten entstehen.
In dieser Arbeit wurde jedoch auf eine aufwa¨ndige Texturanpassung verzichtet und die
Textur der (teilweise) nicht sichtbaren Gesichtsha¨lfte komplett ersetzt.
Um zu entscheiden, ob eine Gesichtsha¨lfte ersetzt werden muss, bedarf es eines Maßes,
das die Sichtbarkeit quantifiziert. Hierzu wird in der vorliegenden Arbeit die durch-
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Nach globaler
Anpassung
Nach lokaler
Anpassung
Nach globaler
Anpassung
Nach lokaler
Anpassung
Abbildung 4.8: Darstellung und Vergleich zwischen globaler und lokaler Anpassung. In der
oberen Zeile ist sichtbar, wie das Modell durch die lokale Anpassung besser
an den Verlauf der Kinnkontur angeglichen wird. Die mittlere Zeile zeigt ei-
ne genauere Anpassung des Modells an die Augen- und Augenbrauenkontur
bzw. die Nasenflu¨gel. In der untersten Zeile ist dargestellt, wie die Mund-
winkel und Lippen exakter durch das Modell abgedeckt werden.
schnittliche Bewertung der einzelnen Modellfla¨chen der Gesichtsha¨lfte j definiert durch:
Qj =
1
nj
∑
i
qi mit j = links, rechts (4.17)
Hier sei qi das Sichtbarkeitsmaß der Modellfla¨che i und n
j die Anzahl der Modellfla¨chen
in Gesichtsha¨lfte j.
Die Textur wird ersetzt, wenn
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(a) (b) (c) (d)
Abbildung 4.9: Beispiel einer Texturrekonstruktion: (a) Ursprungsbild, (b) Normalisierte
Ansicht von Gesichtsbild (a), (c) Darstellung des Referenzkopfmodells, in
der helle Fla¨chen eine hohe Sichtbarkeitsbewertung fu¨r die jeweilige Mo-
dellfla¨che repra¨sentieren, (d) Normalisierte Ansicht von Gesichtsbild (a) mit
Spiegelung der Textur der vollsta¨ndig sichtbaren Gesichtsha¨lfte
Qj < θAusreichendeSichtbarkeit (4.18)
gilt, d.h. wenn die durchschnittliche Bewertung der Sichtbarkeit aller Modellfla¨chen
einen Schwellwert nicht u¨berschreitet, der empirisch ermittelt wurde.
Eine geeignete Definition des Maßes qi betrachtet die Richtung der Normalen der Mo-
dellfla¨che i in Bezug auf die Kameraachse (Abbildung 4.10):
qi =
{
cosα = ni·z|ni|·|z| , |α| < 90◦
0, |α| ≥ 90◦. (4.19)
Ist die Modellfla¨che i durch die drei Knoten vi1, v
i
2 und v
i
3 definiert, so besitzt sie die
Normale ni = (v
i
3 − vi1)× (vi2 − vi1). z bezeichnet hier die Richtung der Kameraachse.
In Abbildung 4.9c ist das Referenzkopfmodell dargestellt, wobei die Farbe der Modell-
fla¨chen die Ho¨he des jeweiligen Sichtbarkeitsmaßes qi repra¨sentiert. Helle Fla¨chen stehen
fu¨r eine hohe Bewertung, dunkle Farben fu¨r eine geringe. Das Ergebnis der Texturspie-
gelung fu¨r Beispiel 4.9a zeigt Abbildung 4.9d.
4.2.2 Geometrienormalisierung
Die Normalisierung des Gesichtsausdruckes und der Pose durch eine Geometrienorma-
lisierung ist einfach zu bewerkstelligen, da die Koordinaten des generischen Referenz-
kopfmodells bekannt sind und somit rekonstruiert werden ko¨nnen. Da das Referenzkopf-
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(a) (b)
Abbildung 4.10: Bestimmung des Sichtbarkeitsmaßes einer Modellfla¨che: (a) Ausschnitt
aus dem Kopfmodell mit Fla¨chennormalen einzelner Modellfla¨chen (b)
Schematische Darstellung der Sichtbarkeit in Abha¨ngigkeit von der
Fla¨chennormalen und der Kameraachse.
modell bereits so definiert ist, dass es eine neutrale Ansicht zeigt, erfolgt hierdurch eine
Normalisierung des Gesichtsausdruckes bzw. der gesamten Kopfgeometrie. Zur Generie-
rung einer Frontalansicht ist anschließend die geeignete Bildebene zu bestimmen, in die
das Modell projiziert werden muss. Da die z-Achse des 3D-Koordinatensystems so de-
finiert ist, dass eine senkrecht dazu stehende Bildebene eine Frontalansicht zeigt (siehe
Abbildung 4.3 auf Seite 111), muss das Kopfmodell nur noch geeignet skaliert werden,
so dass nach der Projektion ein neutrales, frontales Gesichtsbild mit den gewu¨nschten
Ausmaßen (Breite, Ho¨he) entsteht.
Einige Beispiele von Kopfbildern sowie den daraus generierten normalisierten Ansichten
zeigen Abbildungen 4.11 und 4.12.
Die Bilder in Abbildung 4.11 zeigen, dass bei unterschiedlichen Mimiken und frontaler
Pose die Erscheinung der einzelnen Gesichtskomponenten und somit des gesamten Ge-
sichtes gut normalisiert werden ko¨nnen. Leichte Texturverzerrungen ergeben sich durch
Falten (unten links), und die Texturen der Augen ko¨nnen bisher nicht rekonstruiert
werden, wenn diese im zu bearbeitenden Bild (teilweise) geschlossen sind.
Aus Abbildung 4.12 wird deutlich, dass insbesondere bei geringer Auflo¨sung und stark
zur Seite gedrehten Ko¨pfen eine fotorealistische Rekonstruktion nicht mo¨glich ist und
Texturverzerrungen insbesondere im Augenbereich auftreten. Eine korrekte Erkennung
der jeweiligen Person kann dennoch erreicht werden, wenn die unterscheidenden Iden-
tita¨tsmerkmale7 in den normalisierten Gesichtsbildern korrekt enthalten sind.
In manchen normalisierten Gesichtsbildern (links oben und Mitte) sind Texturartefakte
in Form einer dunklen Linie la¨ngs des Nasenru¨ckens zu erkennen, die durch leichte Fehler
bei der Anpassung des Kopfmodells entstehen, da hier die Textur des Hintergrundes auf
das Modell u¨bertragen wurde.
7s. Glossar
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4.2 Gesichtsnormalisierung
Abbildung 4.11: Beispiele von Normalisierungsergebnissen bei unterschiedlichen Gesichts-
ausdru¨cken und hochauflo¨senden Bildern (Kopfbreite ca. 160 Pixel) bei
frontaler Ansicht. Texturfehler ergeben sich durch Gesichtsfalten und ge-
schlossene Augen, die bisher nicht modelliert werden ko¨nnen.
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4 3D-Gesichtsmodellierung und -normalisierung
Abbildung 4.12: Beispiele von Normalisierungsergebnissen bei unterschiedlichen Kopfori-
entierungen und Gesichtsausdru¨cken unter Verwendung von gering auf-
gelo¨sten Bildern (Kopfbreite ca. 60 Pixel). Trotz Normalisierung nimmt
die Texturverzerrung insbesondere im Augenbereich mit dem Winkel der
Kopfdrehung zu. Dennoch ist eine korrekte Klassifikation mo¨glich, da die
Identita¨tsmerkmale der Person erhalten bleiben.
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Kapitel 5
Evaluierung des modellbasierten
Gesichtsnormalisierungsansatzes
Dieses Kapitel beinhaltet die Darstellung der Experimente und ihrer Ergebnisse mit
deren Hilfe die Leistungsfa¨higkeit des in dieser Arbeit vorgestellten Ansatzes bewertet
werden kann.
Dazu werden in Abschnitt 5.1 zuna¨chst die beiden zum Einsatz kommenden Bildda-
tenbanken beschrieben. Danach erfolgt die Erla¨uterung der Erkennungsprozesse mit
dem Augenmerk auf die Vorverarbeitung der Datenbankbilder sowie das verwendete
Erkennungsverfahren (Kapitel 5.2). Kapitel 5.3 stellt abschließend die durchgefu¨hrten
Experimente dar und diskutiert die erzielten Ergebnisse.
5.1 Datenbasis der Erkennungsexperimente
Fu¨r die Evaluierung des Systems wird eine Datenbank beno¨tigt, die neben Aufnah-
men von Gesichtern in klar definierten Posen auch mehrere ausreichend unterschiedliche
Gesichtsausdru¨cke bei allen Kopforientierungen entha¨lt. Hierfu¨r wurde eine Datenbank
ausgewa¨hlt, die in fru¨heren Arbeiten zur Mimikanalyse verwendet wurde [Can05]. Diese
Zusammenstellung von Bildern wird im Folgenden “Posendatenbank” genannt1
Zusa¨tzlich wurde eine weitere Datenbank erstellt, die ausschließlich zur Analyse der
Mimikinvarianz verwendet wurde und sich von der Posendatenbank dadurch unterschei-
det, dass die Bilder eine bessere Qualita¨t (ho¨here Auflo¨sung, unkomprimiert) besitzen
und zusa¨tzliche Gesichtsausdru¨cke zeigen (“Mimikdatenbank”).
1“Posendatenbank” deshalb, weil neben den Mimikvariationen vor allem auch Bilder mit verschie-
denen Kopfstellungen enthalten sind.
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Die Posendatenbank
Insgesamt besteht die Posendatenbank aus Bildern mit zwo¨lf unterschiedlichen (drei ho-
rizontalen und vier vertikalen) Kopfstellungen sowie je vier verschiedenen Gesichtsaus-
dru¨cken von 21 Personen. Durch eine interaktive Aufnahmeprozedur unter Verwendung
einer Projektionsleinwand, auf der mit einem auf dem Kopf des Probanden fixierten La-
serpointer gezeigte Ziele durch Kopfdrehung anvisiert werden mussten, konnten fu¨r alle
Probanden Aufnahmen gemacht werden, die a¨hnliche Posen zeigten [Can05]. Abbildung
5.1 zeigt verschiedene Ansichten einer Person unter den zwo¨lf Posen mit verschiedenen
Gesichtsausdru¨cken.
H0 H1 H2
(80◦) (45◦) (0◦)
V0 (+20
◦)
V1 (+10
◦)
V2 (0
◦)
V3 (−20◦)
Abbildung 5.1: Auswahl von Bildern einer Person aus der Posendatenbank mit zwo¨lf Kopf-
stellungen und vier Gesichtsausdru¨cken. Die Bezeichnungen Hi und Vj be-
nennen die horizontalen bzw. vertikalen Kopfstellungen. Die Werte in Klam-
mern geben in etwa den Winkel der Kopfdrehung (Hi) bzw. Kopfneigung
(Vj) an.
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5.2 Beschreibung des Erkennungsprozesses
Die unterschiedlichen Gesichtsausdru¨cke sind (siehe rechte Spalte von oben nach unten):
 La¨cheln/Grinsen (leicht geo¨ffneter, breiter Mund)
 Schrei/Lachen (offener Mund, gehobene Augenbrauen)
 Emotionslos/Neutral
 Grimmig/Kuss (gespitzter Mund, zusammengekniffene Augenbrauen)
Die horizontalen Kopfdrehungen (H0−H2) reichen von nahezu frontalen Ansichten (H2)
bis zu weit zur Seite gedrehten Kopfbildern, bei denen eine Gesichtsha¨lfte verdeckt ist
(H0). Dazwischen liegt eine Pose mit einer Kopfdrehung von ca. 45
◦ (H1), die allerdings
von Person zu Person wie auch innerhalb einer Person bei unterschiedlicher vertikaler
Pose leicht variieren kann (siehe mittlere Spalte von Abbildung 5.1). Die Kopfneigung
liegt zwischen etwa +20◦ (V0) und −20◦ (V3). Die Bilder besitzen eine Auflo¨sung von
384 × 288 Pixel. Auf die Breite des Kopfes entfallen durchschnittlich etwa 60 Pixel,
und der Augenabstand (Pupille ↔ Pupille) betra¨gt ca. 25 Pixel. Das Bildmaterial lag
komprimiert im JPG-Format vor.
Die Mimikdatenbank
Die Mimikdatenbank besteht aus Bildern von 17 Personen, die jeweils sechs verschiedene
Gesichtsausdru¨cke bei Frontalansicht zeigen (Abbildung 5.2):
Zur Aufnahme wurden die Personen mit zwei Halogenstrahlern ausgeleuchtet und ohne
Blitzlicht fotografiert. Um Kompressionsartefakte zu vermeiden, wurden die Bilder mit
einer Auflo¨sung von 2272 × 1704 Pixeln aufgenommen, in ein verlustfreies Bildformat
konvertiert und auf eine Gro¨ße von 800 × 600 Pixel herunterskaliert. Fu¨r das Gesicht
ergibt sich eine durchschnittliche Breite von 160 Pixel und ein Augenabstand von ca. 75
Pixel.
5.2 Beschreibung des Erkennungsprozesses
Die Bilder der verwendeten Datenbanken werden mit zwei unterschiedlichen Prozessen
vorverarbeitet. Zum Einen wird der in dieser Arbeit vorgestellte Ansatz verwendet, um
aus dem Eingangsbild aus der Datenbank ein normalisiertes Gesichtsbild zu generieren,
dass der Merkmalsextraktion anschließend u¨bergeben werden kann (Abschnitt 5.2.1).
Um zu ermitteln wie gut die Erkennungsleistung ohne Gesichtsnormalisierung ist, mu¨ssen
die Gesichtsregionen in den Datenbankbildern fu¨r die Merkmalsextraktionsstufe ermit-
telt, ausgeschnitten und auf eine festgelegte Gro¨ße skaliert werden. Bei dieser Art der
Vorverarbeitung werden Posen- und Mimikvariationen nicht verarbeitet. Die Schritte
dieses Prozesses sind in Abschnitt 5.2.2 erla¨utert.
Abschließend erfolgt in Abschnitt 5.2.3 ein kurzer Ru¨ckgriff auf das LBP-Verfahren (sie-
he auch Kapitel 2.1.3), dass in dieser Evaluierung zur Merkmalsextraktion und Klassi-
fikation eingesetzt wird.
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Abbildung 5.2: Beispielbilder von drei Personen aus der erstellten Mimikdatenbank mit den
sechs Gesichtsausdru¨cken: (a) neutral, (b) La¨cheln, (c) grimmig, (d) Erstau-
nen, (e) Lachen und (f) Kussmund.
5.2.1 Erkennungsprozess mit Gesichtsnormalisierung
Der gesamte Verarbeitungsprozess, mit dem die Bilder der Datenbanken vorverarbeitet,
trainiert und klassifiziert werden, ist in Abbildung 5.3 dargestellt. Dieses Blockdiagramm
ist eine vereinfachte Darstellung des Verarbeitungskonzeptes wie es bereits in Abbildung
2.20 (Seite 62) abgebildet ist.
Abbildung 5.3: Schema des Erkennungsprozesses bei Verwendung des Gesichtsnorma-
lisierungsansatzes mit manueller und automatischer Gesichtsmerkmal-
Lokalisierung.
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5.2 Beschreibung des Erkennungsprozesses
In einem allgemeinem Kopfbild wird zuna¨chst das Gesicht detektiert und anschließend
die Gesichtsmerkmale automatisch lokalisiert. Mit diesen wird danach das vorgestell-
te Gesichtsnormalisierungsverfahren durchgefu¨hrt und das erhaltene normalisierte Ge-
sichtsbild der Merkmalsextraktion u¨bergeben. Soll das Bild einer Person in das System
trainiert werden, so integriert der Trainingsprozess die extrahierten Merkmalsvektoren
in eine Personendatenbank, die fu¨r die Erkennung notwendig ist. In dieser Datenbank
ist die Zuordnung zwischen den Merkmalsvektoren und den Identita¨ten enthalten.
Bei der Klassifikation anhand des allgemeinen Kopfbildes durchla¨uft dieses die gleiche
Vorverarbeitung analog, jedoch wird der extrahierte Merkmalsvektor unter Verwendung
der Personendatenbank in der Klassifikationsstufe zur Identifikation herangezogen.
In einigen der unten beschriebenen Experimenten soll der Einfluss von Lokalisierungs-
fehlern auf das Erkennungsergebnis ausgeschlossen werden. Aus diesem Grunde werden
bei diesen Tests die Gesichtsdetektion und die automatische Merkmalslokalisierung nicht
ausgefu¨hrt, sondern durch eine manuelle Annotation der Merkmalspositionen ersetzt.
5.2.2 Erkennungsprozess ohne Gesichtsnormalisierung
Um die Leistung des vorgestellten Normalisierungsansatzes zu bewerten, wurden zu Ver-
gleichszwecken Experimente durchgefu¨hrt, bei denen der vorgestellte Normalisierungs-
ansatz nicht angewendet wurde. In diesen Tests wurden die Kopfbilder auf andere Weise
fu¨r die Mermalsextraktion vorverarbeitet. Zu diesen Vorverarbeitungsschritten geho¨rt
die Gesichtsdetektion, die Extraktion der Gesichtsregion sowie deren Skalierung auf eine
definierte Bildgro¨ße (Abbildung 5.4).
Abbildung 5.4: Schema des Erkennungsprozesses bei Verwendung nicht normalisierter Ge-
sichtsbilder.
Die Gesichtsdetektion erfolgt mit dem in dieser Arbeit beschriebenen Detektionsver-
fahren. Jedes gefundene Gesichtsrechteck wird anschließend in beide Bildrichtungen er-
weitert, um so den Bildbereich, der das gesamte Gesicht entha¨lt, zu ermitteln. Dieser
Gesichtsbereich wird ausgeschnitten und auf eine festgelegte Gro¨ße skaliert, damit der
Merkmalsextraktionsstufe Bilder der gleichen Gro¨ße zur Verfu¨gung stehen, unabha¨ngig
davon wie groß das gefundene Gesichtsrechteck ist.
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Der Gesichtsdetektionsalgorithmus wurde mit Beispielbildern trainiert, in denen die Ge-
sichtsmerkmale (z.B. Augen und Nasenspitze) immer an den gleichen Bildpositionen zu
finden sind. Somit kann davon ausgegangen werden, dass sich in allen korrekt gefun-
denen Gesichtern die Merkmale ebenfalls an der gleichen Position befinden. Dies ist
notwendig, um eine Vergleichbarkeit der Bilder zu gewa¨hrleisten, die mit Hilfe des in
Abbildung 5.4 dargestellten Prozesses extrahiert wurden.
Beispielhaft zeigt Abbildung 5.5a ein Bild aus der Posendatenbank, in das das detektierte
Gesichtsrechteck (Quadrat, durchgezogene Linie) sowie die daraus ermittelte Gesichts-
region eingezeichnet sind. Das daraus extrahierte Ergebnisbild zeigt 5.5b.
Abbildung 5.5: Vorverarbeitung der Bilder ohne Gesichtsnormalisierung: (a) Bild mit ermit-
teltem Gesichtsrechteck und Gesichtsbildbereich aus der Posendatenbank.
(b) Ergebnis der Vorverarbeitung (Ausgeschnittener Gesichtsbildbereich).
Analog zur Erkennung mit normalisierten Gesichtsbildern erfolgt die Weiterverarbeitung
durch die Merkmalsextraktion bzw. die Trainings- und Klassifikationsstufe.
5.2.3 Verwendetes Erkennungsverfahren
In fru¨her durchgefu¨hrten Experimenten hat sich das LBP-Verfahren (Kapitel 2.1.3) im
Vergleich zur Eigenface-Methode (Kapitel 2.1.1) und dem Elastic Bunch Graph Mat-
ching (Kapitel 2.1.2) als bestes Erkennungsverfahren erwiesen [HWK06, Wir05, Miu06].
Aus diesem Grunde wird es auch in der Evaluierung des vorgestellten Systems eingesetzt.
Bei der Merkmalsextraktion dieses Verfahrens bestimmt der sogenannte LBP-Operator
fu¨r jedes Pixel eines Bildkanals ein Bina¨rmuster das die Kanteninformation in einem
lokalen, kreisfo¨rmigen Bereich um dieses Pixel codiert (LBP, local binary pattern). Das
Bild wird dann in Regionen unterteilt und Histogramme dieser Bina¨rmuster fu¨r jede
dieser Regionen erstellt. Die Verknu¨pfung der Histogramme aller Regionen ergeben den
Merkmalsvektor, der das gezeigte Gesicht beschreibt.
Fu¨r die Erkennung wird ein Nearest-Neighbour-Klassifikator2 auf Basis des χ2-Distanz-
maßes eingesetzt. Eine ausfu¨hrliche Beschreibung der Merkmalsextraktion und Klassifi-
kation mit dem LBP-Verfahren findet sich in Kapitel 2.1.3.
Folgende Parameter wurden fu¨r die Merkmalsextraktion gewa¨hlt:
2s. Glossar
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Tabelle 5.1: Gewa¨hlte Parametereinstellungen fu¨r die Merkmalsextraktion mit Hilfe
des LBP-Operators.
Verwendeter Bildkanal Intensita¨tskanal
Gro¨ße der Histogrammregionen 7× 7 Pixel
La¨nge des LBPs 8 bit
Radius R des LBP-Operators 2 Pixel
5.3 Experimente und Ergebnisse
In diesem Abschnitt erfolgt die Bewertung des vorgestellten Verfahrens anhand von zwei
Anwendungsszenarien:
 Passbild-Szenario: Zur automatischen Erkennung von Personen im Rahmen
der Kriminalita¨tsbeka¨mpfung stehen u¨blicherweise neutrale Frontalansichten zur
Verfu¨gung, mit denen ein automatisches Gesichtserkennungssystem trainiert wer-
den kann. Ebenso ko¨nnen die Kopfbilder, die auf den immer weiter verbreiteten
biometrischen Reisepa¨ssen gespeichert sind, als Trainingsdaten verwendet werden,
um beispielsweise Zugangskontrollsysteme auf Basis von automatischer Gesichtser-
kennung aufzubauen. Eine zu u¨berpru¨fende Person wird in einem solchen Szenario
frontal aufgenommen und das Erkennungssystem muss eine Vera¨nderung der Mi-
mik kompensieren ko¨nnen.
In den Experimenten, die die Leistungsfa¨higkeit des System in diesem Szenario
bewerten sollen, kommen ausschließlich Frontalansichten zum Einsatz, um so die
Robustheit des Verfahrens gegenu¨ber Mimikvariation zu bestimmen.
 U¨berwachungsszenario: Ein allgemeineres Szenario stellt die nicht-intrusive Ka-
merau¨berwachung dar, bei der weder Trainingsbilder noch Testbilder unter kon-
trollierten Bedingungen aufgenommen werden ko¨nnen.
In einem mo¨glichen realen Szenario zur Passagierkontrolle ko¨nnen beispielsweise
Aufnahmen der Passagiere am Check-in gemacht und zum Vergleich mit Aufnah-
men wa¨hrend des Boardings herangezogen werden. In einem solchen Szenario ist
insbesondere der nicht-intrusive Ablauf sowohl wa¨hrend der Datenerhebung (Auf-
nahmen beim Check-in) als auch bei der Identifikation der Passagiere am Eingang
des Flugzeugs wichtig, um den Ablauf des Boarding-Prozess nicht dadurch zu
sto¨ren, dass jeder einzelne Passagier, durch Schauen in eine Kamera an definierten
Positionen mit definierter Kopforientierung und Mimik, aktiv am Erkennungspro-
zess teilnimmt. Dies wu¨rde auch den Komfort fu¨r die Passagiere reduzieren und
nicht im Interesse der Fluggesellschaften sein.
Die Erkennungsexperimente zu diesem Szenario werden mit der Posendatenbank
durchgefu¨hrt, die sowohl Posen- als auch Mimikvariation entha¨lt. Hierbei ist das
Training des Systems nicht nur auf neutrale Frontalansichten beschra¨nkt. Auch
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Bilder, die andere Kopfstellungen und Gesichtsausdru¨cke zeigen, stehen als Trai-
ningsmaterial zur Verfu¨gung.
5.3.1 Experimente und Ergebnisse im Passbild-Szenario
Zur Beurteilung des Systems im Passbild-Szenario wurden Experimente unter Verwen-
dung von Frontalansichten bei variierender Mimik durchgefu¨hrt. Tabelle 5.2 stellt die
Ergebnisse dieser Tests auf Basis der der Posendatenbank (geringe Auflo¨sung, vier Ge-
sichtsausdru¨cke (neutral + drei weitere), 21 Personen) und der Mimik-Datenbank (hohe
Auflo¨sung, sechs Gesichtsausdru¨cke (neutral + fu¨nf weitere), 17 Personen) dar. Fu¨r je-
de Person wurde die neutrale Ansicht in das System trainiert (ein Trainingsbild pro
Person) und gegen alle anderen Gesichtsausdru¨cke aller Personen getestet. Die fu¨r die
Normalisierung notwendige Lokalisierung der Gesichtsmerkmale erfolgte automatisch.
Tabelle 5.2: Ergebnisse der Experimente zur Beurteilung der Leistungsfa¨higkeit des
Verfahrens im Passbild-Szenario mit neutraler Trainingsmimik.
Untersuchte Variation Mimik
Posenbereich Frontalansicht
Datenbasis Posen-DB Mimik-DB
Auflo¨sung1 60 Pixel 160 Pixel
Normalisierung ohne2 mit3 ohne2 mit3
Erkennungsrate 69,4% 98,4% 83,5% 97,6%
Anzahl der Personen 12 21 17
Anzahl der Trainingsbilder4 12 21 17
Anzahl der Testbilder 365 635 85 (5 Gesichtsausdru¨cke)
Signifikanz p < 1 1,7
Gesichtsmerkmals-
Lokalisierung
automatisch automatisch
Legende:
1 Angegeben sind die Anzahl der Pixel, die durchschnittlich auf die Breite des Kopfes entfallen.
2 Eine Normalisierung der Gesichtsausdru¨cke wurde nicht durchgefu¨hrt. Die Vorverarbeitung der Bilder
erfolgte wie in Abschnitt 5.2.2 beschrieben.
3 Die in den Trainings- und Testbildern gezeigten Gesichtsausdru¨cke wurden mit dem vorgestellten
Verfahren normalisiert (Abschnitt 5.2.1).
4 Alle Trainingsbilder zeigten einen neutralen Gesichtsausdruck.
5 Je drei unterschiedliche Gesichtsausdru¨cke pro (Test-)Person.
Die Ergebnisse zeigen, dass das vorgestellte Verfahren bei unterschiedlichen Gesichtsaus-
dru¨cken einer robuste Erkennung ermo¨glicht. Auf beiden Datenbanken wird mit automa-
tischer Verarbeitung eine signifikante Verbesserung (beide Signifikanzwerte p < 0, 002)
der Erkennungsrate erreicht.
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Weiterhin zeigen die Ergebnisse, dass die beiden unterschiedlichen Auflo¨sungen keinen
Einfluss auf die Erkennungsleistung haben, da zwischen den beiden Datenbanken kein si-
gnifikanter Unterschied festgestellt werden konnte (p ≈ 0,35 (mit Mimiknormalisierung)
bzw. p = 0,081 (ohne Mimiknormalisierung)).
Der vorgestellte Ansatz ist somit in der Lage, den Einfluss unterschiedlicher Gesichts-
ausdru¨cke deutlich zu reduzieren. Die Verwendung von Frontalansichten fu¨hrt zwar bei
Nicht-Normalisierung der Gesichtsbilder schon zu relativ hohen Erkennungsraten (83,5%
auf der Mimikdatenbank) jedoch kann das beschriebene Verfahren dennoch eine weitere
signifikante Steigerung der Erkennungsleistung bewirken, so dass eine nahezu perfekte
Identifikation mit nur einem einzelnen Trainingsbild pro Person mo¨glich ist.
Um zu untersuchen, ob das Verfahren auch bei einem beliebigen Gesichtsausdruck (im
Trainingsmaterial) zu einer Verbesserung der Erkennungsleistung fu¨hrt, erfolgte die
Durchfu¨hrung von insgesamt sechs Tests auf der Mimikdatenbank, bei denen die Bilder
eines der sechs Gesichtsausdru¨cke in das System trainiert (ein Bild pro Person) und
gegen alle anderen Gesichtsausdru¨cke aller Personen getestet wurde (jeweils insgesamt
85 Testbilder). Tabelle 5.3 zeigt die erzielten Ergebnisse. Angegeben sind erneut das
0,25-Quantil, der Median und das 0,75-Quantil der sechs Tests, die jeweils mit und oh-
ne Mimiknormalisierung durchgefu¨hrt wurden. Der ermittelte Signifikanzwert p 1
(u¨ber alle Tests gemittelt) zeigt, dass das System eine signifikante Verbesserung der
Erkennungsleistung auch bei nicht-neutralen Gesichtsausdru¨cken im Trainingsmaterial
erreicht hat. Der Median der Erkennungsrate entspricht dabei der Erkennungsleistung
bei neutraler Trainingsansicht (vergleiche Tabelle 5.2).
Tabelle 5.3: Erkennungsergebnisse bei Mimikvariation und variierendem Trainings-
Gesichtsausdruck (Passbild-Szenario). Sechs Tests mit jeweils unterschied-
lichen Trainingsmimiken wurden auf der Mimikdatenbank durchgefu¨hrt.
Untersuchte
Variation
Mimik
Posenbereich Frontalansicht
ohne Normalisierung mit Normalisierung
E
rk
en
n
u
n
gs
-
ra
te
0,25-Quantil 80,0% 83,5%
Median 83,5% 97,6%
0,75-Quantil 89,4% 97,6%
Anzahl der Personen 17
Anzahl der
Trainingsbilder
17
Anzahl der Testbilder 85 (pro Experiment); 510 insgesamt
Signifikanzwert p p 1
Gesichtsmerkmals-
Lokalisierung
automatisch
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5.3.2 Experimente und Ergebnisse im U¨berwachungsszenario
Zur Beurteilung des Systems im allgemeineren U¨berwachungsszenario erfolgte die Durch-
fu¨hrung von Experimenten auf Basis der Posendatenbank (Abschnitt 5.1) fu¨r jede Po-
se separat. Die neutrale Ansicht jeder der 12 untersuchten Personen in der jeweiligen
Kopfhaltung wurde trainiert und gegen alle anderen Gesichtsausdru¨cke aller anderen
Kopfstellungen (im betrachteten Posenbereich) der 12 Personen getestet. Die gewa¨hlte
Unterteilung der drei Posenbereiche ist wie folgt:
1. Gesamter Posenbereich: Alle 12 zur Verfu¨gung stehenden Posen wurden beru¨ck-
sichtigt (0◦− 80◦ horizontal, −20◦−+20◦ vertikal), insbesondere auch die seitlich
Stellungen (H0, siehe Abschnitt 5.1)
2. Mittlerer Posenbereich: Nur Posen, die eine maximale horizontale Abweichung von
45◦ und eine maximale vertikale Abweichung von 20◦ von der Trainingspose haben,
wurden hier verwendet, d.h. fu¨r eine Trainingspose HiVj wurden die Testposen
Hi−1Vj−1,HiVj−1,Hi+1Vj−1,Hi−1Vj,Hi+1Vj,Hi−1Vj+1,HiVj+1, undHi+1Vj+1 sowie
die nicht-neutralen Gesichtsausdru¨cke der Pose HiVj getestet.
3. Kleiner Posenbereich: Der mittlere Posenbereich wird zusa¨tzlich dadurch einge-
schra¨nkt, dass die stark seitlichen Kopfstellungen (H0-Posen) weder fu¨r das Trai-
ning noch fu¨r die Klassifikation eingesetzt werden. Diese Einschra¨nkung wurde
eingefu¨hrt, um zu testen, wie die Leistung des Systems ist, wenn keine seitlichen
Ansichten verwendet werden, die nur einen sehr kleinen Anteil an verwertbaren
Bildinformationen besitzen. Eine Erkennung von Bildern mit H0-Posen ist schwie-
rig, weil zum Einen eine Gesichtsha¨lfte ganz verdeckt ist und zum Anderen der
sichtbare Teil des Gesichtes im Wesentlichen aus den nahezu homogenen Wangen-
und Kinnregionen besteht, die wenig Identita¨tsmerkmale3 beinhalten.
Damit Fehler bei der Gesichtsmerkmal-Lokalisierung zuna¨chst keinen Einfluss auf die
Gesichtsnormalisierung und damit auf das Erkennungsergebnisse haben, wurden fu¨r die-
se Experimente die Merkmale manuell annotiert (siehe Erkennungsprozess in Abbildung
5.3).
Die erreichten Erkennungsergebnisse sind in Tabelle 5.4 dargestellt. Fu¨r die Erkennungs-
raten sind das untere und obere Quartil sowie der Median der einzelnen Experimente
angeben. Es wurden im gesamten und mittleren Posenbereich zwo¨lf Experimente und
im kleinen Posenbereich acht Experimente durchgefu¨hrt (jeweils mit und ohne Norma-
lisierung). Die angegebene Anzahl der Testbilder bezieht sich nicht auf den jeweiligen
Posenbereich sondern auf ein einzelnes Testexperiment pro Pose.
In allen Experimenten konnte eine signifikante Steigerung der Erkennungsrate festge-
stellt werden (fu¨r alle Signifikanzwerte gilt: p  1 ). Bei einer horizontalen Win-
kelabweichung von 45◦ und einer maximalen vertikalen Abweichung von 20◦ (kleiner
3s. Glossar
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Tabelle 5.4: Ergebnisse der Experimente zur Beurteilung der Leistungsfa¨higkeit des
Verfahrens im U¨berwachungsszenario bei einem Trainingsbild pro Person.
Untersuchte
Variation
Mimik + Pose Mimik + Pose Mimik + Pose
Posenbereich klein mittel gesamt
Normalisierung ohne1 mit2 ohne1 mit2 ohne1 mit2
E
rk
en
n
u
n
gs
-
ra
te
0,25-Quantil 37,3% 88,8% 36,2% 74,4% 26,1% 65,3%
Median 42,2% 89,4% 45,0% 79,4% 28,4% 68,3%
0,75-Quantil 44,2% 93,1% 46,1% 89,4% 29,8% 72,5%
Anzahl der Personen 12 12 12
Anzahl der
Trainingsbilder
12 12 12
Anzahl der
Testbilder
180/2763 180/276/4203 564
Gesichtsmerkmals-
Lokalisierung
manuell manuell manuell
Legende:
1 Eine Normalisierung der Gesichtsausdru¨cke wurde nicht durchgefu¨hrt. Die Vorverarbeitung der
Bilder erfolgte wie in Abschnitt 5.2.2 beschrieben.
2 Die in den Trainings- und Testbildern gezeigten Gesichtsausdru¨cke wurden mit dem vorgestellten
Verfahren normalisiert.
3 Die Anzahl der Testbilder variiert mit den Trainingsposen, da fu¨r die Randposen (HiV0, HiV3)
weniger (Test-)Bilder zur Verfu¨gung standen als fu¨r die “inneren” Posen.
Posenberich) wird eine Erkennungsleistung von rund 90% erreicht. Bei zusa¨tzlicher
Beru¨cksichtigung der seitlichen Kopfstellungen (H0Vj-Posen) sinkt die Erkennungsra-
te signifikant (p 1) auf 79,4% bzw. 68,3% ab.
Somit ist das System in der Lage bei Abweichung der Kopfstellung im Rahmen des hier
definierten kleinen Posenbereichs eine Erkennung anhand eines einzelnen Trainingsbildes
fu¨r jede Person durchzufu¨hren. Eine Erkennungsrate von deutlich mehr als 90% ist bisher
nicht erreichbar, da die Textur bei gleichzeitiger horizontaler und vertikaler Vera¨nderung
der Kopfstellung nicht in allen Fa¨llen ausreichend rekonstruiert werden kann. Dies gilt
vor allem fu¨r den Augenbereich sowie fu¨r die Gesichtsbereiche die aufgrund von Selbst-
verdeckung nicht sichtbar sind. Zur weiteren Verbesserung der Erkennungsleistung in
diesen Testfa¨llen ist eine komplexere Rekonstruktion der Textur notwendig die a-priori-
Wissen u¨ber die mo¨gliche Textur in diesen Bereichen mit integriert.
Der Abfall der Erkennungsraten bei der Betrachtung des mittleren Posenbereichs ist ins-
besondere bei großen Unterschieden der Kopfstellungen von Trainings- und Testposen zu
verzeichnen. Hier ist ebenfalls insbesondere aufgrund von Selbstverdeckung einer ausrei-
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chende Texturrekonstruktion und damit eine robuste Erkennung nicht immer mo¨glich.
Die extremen horizontalen Posen (H0Vj) fu¨hren immer noch zu zahlreichen Fehlklassifi-
kationen, da aus diesen Bildern nicht ausreichend Information extrahiert werden kann,
um in allen Posen ein positives Klassifikationsergebnis zu erreichen. Insgesamt betra¨gt
die Erkennungsrate bei Betrachtung des gesamten Posenbereichs 68,3% (bzw. 28,4%
ohne Normalisierung). Es wird deutlich, dass die Bilder der H0Vj-Posen a¨ußerst schwie-
rig zu klassifizieren sind, da eine Gesichtsha¨lfte vollsta¨ndig verdeckt ist und die zweite
Gesichtsha¨lfte im Wesentlichen nur die Bildinformation der Wangen entha¨lt. Diese In-
formation ist nur wenig diskriminant, da sie aus großen homogenen Fla¨chen besteht, aus
denen keine signifikanten Identita¨tsmerkmale extrahiert werden ko¨nnen.
Erkennungsleistung bei Verwendung mehrerer Trainingsbilder
Ein weiteres Experiment zeigt, welche Leistung das System erreichen kann, wenn meh-
rere Trainingsbilder aus unterschiedlichen Posen zur Verfu¨gung stehen. Insbesondere im
U¨berwachungsszenario ist dies realistisch, da mit mehreren Kameras aus unterschiedli-
chen Richtungen mehrere Aufnahmen einer Person gemacht und fu¨r das Training ver-
wendet werden ko¨nnen. Beim oben erwa¨hnten Boarding-Szenario ko¨nnte eine frontal
ausgerichtete und eine seitlich vom Check-in-Tresen installierte Kamera Aufnahmen
von den Passagieren machen.
Fu¨r dieses Experiment wurden die neutralen Ansichten der Posen H2Vj jeder Person
verwendet, d.h. drei Trainingsbilder mit einer vertikalen Kopfstellung von 0◦ und einer
horizontalen Winkelabweichung von 0◦, 45◦ und 80◦. Die Tests wurden analog zu den
vorherigen Experimenten fu¨r jede Pose einzeln durchgefu¨hrt. Die Erkennungsraten (0,25-
Quantil, Median, 0,75-Quantil) sind in Tabelle 5.5 dargestellt.
Auch bei diesen Experimenten fu¨hrt die Normalisierung der Gesichtsbilder zu einer
signifikant besseren Erkennungsleistung (p  1 fu¨r alle Tests). Im Vergleich zur
Verwendung einzelner Trainingsbilder (pro Person) kann die Verzerrung der Textur bei
unterschiedlichen Testposen durch mehrere Trainingsbilder besser kompensiert werden,
da auf diese Weise Bilder mit einer geringeren Posenabweichung beim Training gesehen
wurden.
Dass die Verwendung von nur drei Trainingsbildern im Allgemeinen nicht zu guten
Erkennungsraten fu¨hrt, zeigen die Ergebnisse der Experimente, in denen keine Norma-
lisierung durchgefu¨hrt wurde. Diese Erkennungsraten liegen durchschnittlich 30 − 40%
unter der Erkennungsleistung bei Normalisierung der Gesichtsbilder. Dies zeigt, dass
zusa¨tzliche Trainingsinformation in Form von mehreren Trainingsbildern durch den be-
schriebenen Ansatz effektiv verarbeitet werden kann, um auch stark seitlich gedrehte
Kopfstellungen noch sicher zu erkennen und den gesamten Posenbereich abzudecken.
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Tabelle 5.5: Ergebnisse der Experimente zur Beurteilung der Leistungsfa¨higkeit des
Verfahrens im U¨berwachungsszenario unter Verwendung von drei Trai-
ningsbildern pro Person.
Untersuchte
Variation
Mimik + Pose
Posenbereich gesamt
ohne Normalisierung mit Normalisierung
E
rk
en
n
u
n
gs
-
ra
te
0,25-Quantil 50,0% 93,8%
Median 60,4% 97,9%
0,75-Quantil 69,4% 100%
Anzahl der Personen 12
Anzahl der
Trainingsbilder
36 (3 pro Person)
Anzahl der Testbilder 540
Signifikanzwert p p 1
Gesichtsmerkmals-
Lokalisierung
manuell
5.3.3 Experimente und Ergebnisse im U¨berwachungsszenario
mit automatischer Gesichtsmerkmals-Lokalisierung
Die Ergebnisse der zuvor dargestellten Experimente basieren auf der manuellen An-
notierung der Gesichtsmerkmale (z.B. Mundwinkel, Nasenspitze und Kinnpunkt) der
verwendeten Gesichtsbilder. In einem realistischen Einsatzszenario sollte jedoch ein ma-
nueller Eingriff in den Erkennungsprozess vermieden werden. Eine Bewertung des Leis-
tungsfa¨higkeit des gesamten Erkennungssystems bei automatischer Gesichtsmerkmals-
Lokalisierung wurde daher mit weiteren Experimenten untersucht, deren Ergebnisse im
Folgenden vorgestellt werden.
Bei dem in dieser Arbeit eingesetzten holistischen Ansatz zur Merkmalslokalisierung
(Active Appearance Models, Kapitel 3.2.1) bestehen erfahrungsgema¨ß Fehlerquellen dar-
in, dass entweder keine ausreichende Abdeckung der Textur- und Geometrievariation
im AAM-Modell enthalten ist oder eine zu große statistische Varianz trainiert wurde.
Insbesondere ko¨nnen nicht beliebig viele Personen in das Modell trainiert werden, da
ansonsten keine stabile Modellanpassung mehr mo¨glich ist [GMB05]. Eine allgemeine
Quantifizierung des Lokalisierungsfehlers kann daru¨ber hinaus nicht angegeben werden,
da sie von vielen Faktoren abha¨ngt (Anzahl der eintrainierten Personen, Beleuchtungs-
bedingungen und geometrischen Variationen z.B. durch Mimik und Pose).
Die folgenden Testergebnisse bieten nur eine allgemeine, globale Betrachtung der voll-
automatischen Verarbeitung, da die quantitative Bestimmung der Lokalisierungsfehler
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aufgrund der fehlenden Referenzdaten nicht mo¨glich war. Einige typische Lokalisierungs-
fehler sind beispielhaft in Abbildung 5.6 dargestellt. Typische Fehler liegen im Bereich
der Kinnkontur und der Augen (Abbildung 5.6a) sowie in der Mundregion (Abbildung
5.6b) und betragen beim hier verwendeten Bildmaterial ca. 5− 10 Pixel.
(a) (b)
Abbildung 5.6: Beispielhafte Darstellung von typischen Lokalisierungsfehlern bei Verwen-
dung der automatischen Merkmalslokalisierung.
Tabelle 5.6 zeigt die Ergebnisse der durchgefu¨hrten Experimente. Zum Vergleich sind
die Erkennungsraten der Experimente aus Abschnitt 5.3.2 in dieser Tabelle erneut auf-
genommen worden.
Tabelle 5.6: Erkennungsergebnisse bei automatischer Gesichtsmerkmals-Lokalisierung
(U¨berwachungsszenario).
Untersuchte
Variation
Mimik + Pose Mimik + Pose
Posenbereich klein mittel gesamt
Merkmalslokalisierung manuell auto. manuell auto. manuell auto.
E
rk
en
n
u
n
gs
-
ra
te
0,25-Quantil 88,8% 79,7% 74,4% 63,3% 93,8% 93,8%
Median 89,4% 87,7% 79,4% 73,9% 97,9% 97,2%
0,75-Quantil 93,1% 90,9% 89,4% 82,8% 100% 97,9%
Anzahl der Personen 12 12
Anzahl der
Trainingsbilder
12 (1 pro Person) 36 (3 p. Person)
Anzahl der
Testbilder
180/2761 180/276/4201 540
Signifikanzwert p p 1 p 1 p = 0,156
Legende:
1 Die Anzahl der Testbilder variiert mit den Trainingsposen, da fu¨r die Randposen (HiV0, HiV3)
weniger (Test-)Bilder zur Verfu¨gung standen als fu¨r die “inneren” Posen.
Bei allen Experimenten, in denen fu¨r jede Person ein Einzelbild fu¨r das Training ver-
wendet wurde, ist die Reduzierung der Erkennungsrate signifikant (p  1 ). Diese
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Ergebnisse zeigen, dass eine exakte Lokalisierung der Gesichtsmerkmale notwendig ist,
um eine optimale Erkennungsleistung zu erreichen. Ungenaue Positionen der Merkmale
fu¨hren zu einer unpra¨zisen Anpassung des 3D-Kopfes an das Gesichtsbild, wodurch Tex-
turregionen auf nicht-korrespondierende Teile des Modells projiziert werden. Dies fu¨hrt
bei der abschließenden Normalisierung zu Verzerrungen in der Frontalansicht. Hierdurch
ergeben sich Merkmalsvektoren, die nicht mehr korrekt identifiziert werden ko¨nnen.
Bei der Verwendung mehrerer Trainingsbilder fu¨r jede Person (siehe auch vorheriges
Unterkapitel) ist kein signifikanter Abfall in der Erkennungsleistung nachweisbar. Da-
durch, dass insgesamt drei Beispiele fu¨r jede Person wa¨hrend des Trainings gesehen
wurden, ist die Texturverzerrung aufgrund der fehlerhaften Merkmalslokalisierung nicht
mehr relevant. In den Trainingsbildern entstehen a¨hnliche Texturverzerrungen wie in
den Testbildern. Hierdurch ist eine Klassifikation weiterhin mo¨glich, da aus den Trai-
ningsbildern Merkmalsvektoren extrahiert werden, die diskriminant genug sind, auch
fehlerhaft automatisch-annotierte Testbilder zu identifizieren.
5.3.4 Zusammenfassung der Ergebnisse
Die Ergebnisse der in den vorherigen Unterkapiteln vorgestellten Experimente lassen
sich in folgenden Punkten zusammenfassen.
1. Das System ist in der Lage eine vollautomatische, robuste Gesichtserkennung auf
Frontalansichten bei Mimikvariation durchzufu¨hren und erreicht eine Erkennungs-
rate von rund 98%. Dies ist insbesondere fu¨r Anwendungen relevant, in denen Fron-
talansichten als Trainings- und Testmaterial zur Verfu¨gung stehen (z.B. Passbild-
Szenario).
2. Stehen keine Frontalansichten der betreffenden Personen zur Verfu¨gung, erzielt
das System eine Erkennungsrate von durchschnittlich 89% bei Mimikvariation bei
einer Kopfstellungsabweichung von ca. 45◦ in horizontaler und 20◦ in vertikaler
Richtung. Das System beno¨tigt jedoch eine ausreichend pra¨zise Gesichtmerkmals-
Lokalisierung (mit der Exaktheit einer manuellen Annotation) um dies bei nur
einer Trainingsansicht pro Person zu erreichen. Die in dieser Arbeit vorgestellte
automatische Lokalisierung fu¨hrte zu leichten aber dennoch signifikanten Abfa¨llen
in der Erkennungsrate auf durchschnittlich 87% im oben genannten Posenbereich.
3. Die Verwendung von mehreren Trainingsbildern pro Person mit unterschiedlichen
Kopfstellungen fu¨hrte zu einer signifikanten Stabilisierung des Systems. Mit drei
Trainingsbildern (mit horizontaler Abweichung von der Frontalansicht von 0◦, 45◦
und 80◦) konnte eine Erkennungsleistung von 98% im gesamten Posenbereich (80◦
horizontal, ±20◦ vertikal) gemessen werden. Die Verwendung des vorgestellten
automatischen Gesichtsmerkmals-Lokalisierungsansatzes fu¨hrte in diesem Falle zu
keiner signifikanten Verschlechterung (p = 0,156).
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Ein Vergleich mit existierenden Systemen (z.B. aus dem FRVT2002) ist schwierig und
kann nur qualitativ angegeben werden, da vergleichbare Bilddatenbanken fehlen. Hier
werden im Folgenden dennoch einige Ergebnisse der besten kommerziellen Systeme,
die am FRVT2002 teilgenommen haben, im Vergleich zum beschriebenen Verfahren
diskutiert (siehe auch Abbildungen 1.3 und 1.4, Seite 11f) [PGM+03b, PGM+03a].
Fu¨r eine horizontale Posenabweichung von 45◦ von der neutralen Ansicht erreichte das
beste FRVT2002-System eine Erkennungsrate von 81% bei 87 Testbildern/-personen.
Dem steht ein Wert von 86% bei 21 Testbildern/-personen gegenu¨ber. Bei einer vertika-
len Posenabweichung von +30◦/−30◦ ergaben sich bei den besten FRVT2002-Systemen
eine Erkennungsrate von 88%/83%. Das vorgestellte System erreichte 95%/100% bei
±20◦ Posenabweichung und 21 Testbildern/-personen.
Als Referenzwerte unter Verwendung von neutralen, frontalen Ansichten fu¨r das Trai-
ning und den Test werden eine Erkennungsrate von 94% fu¨r das beste FRVT2002-System
ermittelt. Das vorliegende System erreicht 98% auf der kleineren Datenbank von 21 Per-
sonen jedoch mit Mimikvariation, da keine Wiederholungen der neutralen Ansichten fu¨r
die Personen zur Verfu¨gung standen.
Ein signifikanter Unterschied in der Erkennungsrate kann daher aufgrund fehlender sta-
tistischer Basis nicht nachgewiesen werden. Es ist jedoch herauszustellen, dass die Syste-
me der Hersteller obige Erkennungsraten nur durch Einsatz eines Vorverarbeitungsproto-
typen auf Basis der Morphable Models (siehe Kapitel 2.3.3) erreichen, der einen zeitauf-
wendigen manuellen Eingriff erfordert und auf umfangreichen 3D-Laserscan-Datenbanken
basiert. In dieser Form sind die Verfahren fu¨r einen Einsatz in einem realen nicht-
intrusiven Szenario nicht einsetzbar. Das hier vorgestellte Verfahren stellt dagegen ein
integriertes, vollautomatisch funktionierendes System dar, das neben Posenvariatio-
nen zusa¨tzlich unterschiedliche Gesichtsausdru¨cke erfolgreich behandeln kann und
mit nur einer sehr kleinen Datenbasis funktioniert. Dies konnte bisher fu¨r keines der
FRVT-Systeme nachgewiesen werden.
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Kapitel 6
Zusammenfassung und Ausblick
Zum Schutz von Eigentum und Information, zur Kontrolle von Zuga¨ngen zu
Ra¨umlichkeiten sowie zur U¨berwachung sicherheitskritischer Bereiche werden neben
menschlichem Personal mehr und mehr auch technische Systeme eingesetzt. Neben den
klassischen Verfahren zur Identifikation einer Person durch Besitz eines Schlu¨ssels oder
eines Ausweises oder durch Wissen von Information wie PIN-Codes und Passwo¨rtern
sind in den vergangenen Jahren vor allem auch biometrische Systeme entwickelt worden,
die eine Erkennung anhand personengebundener, physiologischer oder verhaltensbasier-
ter Merkmale der Personen durchfu¨hren. Neben Identifikationssystem auf Basis von
Fingerabdru¨cken und Irismustern sind mittlerweile auch kommerzielle Systeme zur Ge-
sichtserkennung verfu¨gbar, die jedoch nur unter kontrollierten Bedingungen eingesetzt
werden ko¨nnen. Zum Beispiel definieren die Richtlinien zur Erstellung von Bildern fu¨r
maschinell auswertbare, biometrische Pa¨sse, dass neben einer ausreichenden Beleuchtung
vor allem frontale Ansichten der Gesichter mit neutralem, emotionslosem Gesichtsaus-
druck beno¨tigt werden.
Diese Einschra¨nkungen fu¨hren zu einem intrusiven Anwendungsszenario, d.h. die be-
teiligte Person muss aktiv am Erkennungsprozess teilnehmen, indem sie beispielsweise
definierte Positionen vor der Kamera einnimmt, um entweder optimale Trainingsaufnah-
men zu erstellen oder robust erkannt zu werden. Eine umfassendere Automatisierung
von U¨berwachungs- und Zugangskontrollaufgaben kann jedoch nur mit nicht-intrusiven
Erkennungsprozessen erreicht werden. Hierfu¨r stellt das Gesicht das derzeitig einzige
relevante biometrische Merkmal dar. In nicht-intrusiven Anwendungsszenarien ist es
allerdings nicht immer mo¨glich, kontrollierte Trainingsaufnahmen (z.B. aus Fahndungs-
bildern) oder Testbilder (z.B. aus U¨berwachungsvideos) zu erstellen. Oft steht zudem
nur eine einzelne Aufnahme zur Verfu¨gung, die eine beliebige Kopforientierung und Mi-
mik der beteiligten Person zeigt. Dies fu¨hrt zu unzureichenden Erkennungsleistungen
bei derzeitigen Gesichtserkennungssystemen, da die von diesen Systemen gestellten Be-
dingungen nicht erfu¨llt sind, d.h. die Kopforientierung und die Mimik sich zwischen
Trainings- und Testbildern unterscheiden. Diese Bedingungen ko¨nnen in der Praxis in
nicht-intrusiven Anwendungen nicht erfu¨llt werden.
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Die vorliegende Arbeit bescha¨ftigt sich daher mit der automatischen Gesichtserkennung
bei Variation von Kopforientierung (Pose) und Mimik. Hierfu¨r wurde ein modellbasiertes
Vorverarbeitungssystem entwickelt, das ein gegebenes Gesichtsbild mit beliebiger Pose
und Mimik in einer neutrale, frontale Ansicht (Normgesichtsbild) u¨berfu¨hrt, die dem
Trainings- oder Klassifikationsprozess u¨bergeben werden kann.
Im Vergleich zu existierenden Verfahren bietet das vorgestellte System die gleich-
zeitige Behandlung von Posen- und Mimikvariation zwischen Trainings- und Test-
bildern an ohne auf eine Datenbank von Bildern der Referenzpersonen oder 3D-
Kopfmodelldatenbanken zuru¨ckgreifen zu mu¨ssen und dadurch eine rechenzeitlich ef-
fiziente Verarbeitung ermo¨glicht. Das System ist vollautomatisch und entha¨lt eine Ge-
sichtsdetektionsstufe, lokalisiert Gesichtsmerkmale in Bildern automatisch und generiert
anhand dessen unter Beru¨cksichtigung von a-priori Wissen in Form eines generischen 3D-
Kopfmodells ein Normgesichtsbild. Die Generierung des Normgesichtsbildes ist dabei der
gro¨ßte Beitrag dieser Arbeit, da bisher kein anderes Verfahren existiert, dass eine auto-
matische Normalisierung nur aufgrund eines einzelnen 3D-Kopfmodells durchfu¨hren und
dabei sowohl Posenvariationen als auch unterschiedliche Gesichtsausdru¨cke behandeln
kann.
Ausgehend von einem allgemeinen Kopfbild besteht der erste Schritt des Normalisie-
rungsprozesses in der Bestimmung der Gro¨ße und der Position des Gesichts im Bild
durch einen holistischen Detektionsansatz. Diese Information wird fu¨r den folgenden
Schritt der Gesichtsmerkmals-Lokalisierung beno¨tigt, deren Ergebnis (die Positionen
der Gesichtsmerkmale) zur Anpassung des 3D-Kopfmodells verwendet wird.
Die holistische Gesichtsdetektion erfolgt mit Hilfe des auf Kanteninformationen basie-
renden Edge Orientation Matching (EOM) und dem auf einem neuronalen Netz ba-
sierenden SNoW-Detektor. Der effiziente EOM-Algorithmus wa¨hlt wenige Bildregionen
als Gesichtskandidaten aus, die anschließend von dem laufzeitma¨ßig weniger effizienten
SNoW-Klassifikator u¨berpru¨ft werden. Auf diese Weise wird der Vorteil der Effizienz
des EOM-Verfahrens mit der robusten - jedoch langsamen - Klassifikation des SNoW-
Detektors kombiniert. Mehrere EOM-Module werden außerdem durch den AdaBoost-
Algorithmus trainiert, der zuna¨chst die signifikantesten Merkmale ermittelt. Bildregio-
nen, die diese Merkmale nicht aufweisen, werden fru¨hzeitig zuru¨ckgewiesen und an-
dernfalls anhand weiterer Merkmale u¨berpru¨ft. Auf diese Weise wird eine effiziente und
robuste Detektion von Gesichtern erreicht.
Um den Suchbereich des holistischen Detektionsansatzes zu verkleinern und die Anzahl
der Fehldetektionen weiter zu reduzieren, wurde die Erstellung und Verwendung von
Bildmasken beschrieben, die a-priori Wissen u¨ber mo¨gliche Gesichtspositionen aus der
vorhandenen Farbinformation (Hautfarbwahrscheinlichkeit) und der sichtbaren Szene
(Positionsmasken) kodieren.
Nach der Bestimmung der Gesichtsposition und Gro¨ße erfolgt die Gesichtsmerkmals-
Lokalisierung mit Hilfe eines statistischen Gesichtsmodells (Active Appearance Model,
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AAM), das sowohl geometrische als auch textuelle Informationen beinhaltet. Durch die
Anpassung des Modells an ein gegebenes Bild, wird das in diesem Bild gezeigte Ge-
sicht modelliert. Die beno¨tigten Gesichtsmerkmalspositionen ergeben sich dann aus der
Geometrieinformation des angepassten Modells.
Der Modellanpassungsalgorithmus wird durch die Gro¨ße und Position des gefundenen
Gesichts initialisiert und fu¨hrt iterativ eine Optimierung der Modellparameter durch,
so dass der Rekonstruktionsfehler zwischen gegebenen und vom Modell generierten Bild
minimiert wird.
Die Robustheit der Modellanpassung ist stark abha¨ngig von der Variation der Texturin-
formationen, die in das Modell eintrainiert werden. Um die Variation ausreichend gering
zu halten, wurden mehrere holistische Gesichtsmodelle fu¨r unterschiedliche Kopfstellun-
gen trainiert. Fu¨r ein gegebenes Bild werden alle Modell angepasst und das Modell mit
dem kleinsten Rekonstruktionsfehler ausgewa¨hlt. Dies fu¨hrte zu stabilen Lokalisierungen
bei unterschiedlichen Posen und macht eine vorherige Bestimmung der Kopforientierung
u¨berflu¨ssig.
Zeigt das zu verarbeitende Kopfbild eine Frontalansicht mit unbekannter Mimik, so
ko¨nnen mit Algorithmen, die auf die einzelnen Gesichtskomponenten (Mund, Auge, Na-
se, Augenbrauen und Kinn) zugeschnitten sind, genauere Detektionsergebnisse erzielt
werden, als dies mit dem holistischen Merkmalslokalisierung auf Basis des statistischen
Gesichtmodells mo¨glich ist. Dies ist insbesondere bei einer hohen Anzahl zu betrachten-
der Personen der Fall, da die zu modellierende Texturvarianz sehr groß ist und zu einer
geringen Anpassungsgenauigkeit fu¨hrt.
Eine ausreichend genaue Abscha¨tzung der Bildregionen der einzelnen Gesichtskompo-
nenten ist durch die Anpassung des holistischen Gesichtsmodells mo¨glich. Somit ko¨nnen
die Gesichtskomponenten aus dem gegebenen Bild ausgeschnitten werden und stehen
den einzelnen Algorithmen zur Verfu¨gung.
Fu¨r die Ermittlung von Punkten auf der Mundkontur kommt ein Punktverteilungsmo-
dell zum Einsatz, das zusammen mit einem Active-Shape-Model (ASM) an ein Mundbild
angepasst wird. Zur Initialisierung des Anpassungsalgorithmus werden Merkmalskarten
aus der Bildinformation erstellt, die geeignete Farbra¨ume und Gradienteninformationen
abbilden. Insgesamt wird so die Mundkontur, repra¨sentiert durch 44 Punkte, detektiert.
Zur Detektion der Augenkontur wird ein Verfahren zur Irisdetektion mit einer lokalen
Konturensuche kombiniert. Die Irisdetektion basiert dabei auf Gradienteninformation
die mit Hilfe des Circle-Hough-Transformation analysiert wird und so die kreisfo¨rmige
Kontur der Iris liefert. Diese Kontur dient dann zur Initialisierung der lokalen Kontu-
rensuche zur Detektion der Augenra¨nder. Hierbei werden Punkte gesucht, die Minima
im Luminanzkanal markieren und als Stu¨tzstellen zur Least-Squares-Anpassung von
Polynomen dienen, die die Augenra¨nder beschreiben.
Zur Bestimmung der Oberkante der Augenbrauen wird eine Farbsegmentierung durch-
gefu¨hrt und die Punkte der ermittelten Segmentgrenzen mit Hilfe des Y-Gradienten
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danach bewertet, ob sie an einem Hell-Dunkel-U¨bergang liegen (U¨bergang Haut-
Augenbraue). Eine abschließende kubische Interpolation gla¨ttet die gefundene Augen-
brauenkontur.
Die Position der Nasenlo¨cher bzw. Nasenbasis wird durch das Template-Matching be-
stimmt. Hierfu¨r wird der Suchbereich durch Symmetriebetrachtung der Textur- und
Gradienteninformation fu¨r jede Seite des Nase eingeschra¨nkt, um eine stabile Detektion
zu ermo¨glichen.
Die Kinnkontur wird durch ein Polynom vierten Grades approximiert. Die Stu¨tzstellen,
die fu¨r die Berechnung der Polynomparameter beno¨tigt werden, ermittelt ein iteratives
Verfahren, bei dem Punkte detektiert werden, die ausgehend von einer initialen Kon-
tur, durch schrittweises Verschieben zum Bildrand auf ein lokales Gradientenmaximum
treffen.
Nach der Bestimmung der Position der beno¨tigten Gesichtsmerkmalspunkte erfolgt die
Anpassung des generischen Kopfmodells an das gegebene Gesichtsbild in einem zweistu-
figen Prozess.
Zuna¨chst wird das Modell positioniert und ausgerichtet, indem die Distanz zwischen
den 2D-Gesichtsmerkmalspunkten und den korrespondierenden, projizierten Kopfmo-
dellknoten minimiert wird. Dies geschieht durch die Optimierung einer Transformati-
onsfunktion mit Hilfe des iterativen Levenberg-Marquardt-Algorithmus. Die Optimie-
rungsparameter beschreiben Translationen, Rotationen und Skalierungen des Kopfmo-
dells sowie das O¨ffnen des Mundes.
Anschließend wird in einem zweiten Schritt eine pra¨zise Modellanpassung an die indivi-
duellen Proportionen der gezeigten Person und den Gesichtsausdruck durchgefu¨hrt. Mit
Hilfe einer Interpolationsfunktion, definiert durch eine Linearkombination von radialen
Basisfunktionen (RBF-Interpolation), erfolgt die Berechnung von Verschiebungsvekto-
ren fu¨r jeden einzelnen Modellknoten anhand weniger Stu¨tzstellen. Diese Stu¨tzstellen
sind ebenfalls durch Gesichtsmerkmalskorrespondenzen definiert. Dabei wird durch die
Verwendung der Exponentialfunktion als Basisfunktion ein lokaler Einfluss in diese glo-
bal wirksame Interpolation eingebracht.
Der na¨chste und abschließende Schritt des Vorverarbeitungsprozesses besteht in der
Normalisierung des Gesichtsbildes, indem das Kopfmodell texturiert und in seine Re-
ferenzform zuru¨ck transformiert wird. Die Referenzform ist dabei so definiert, dass sie
eine frontale, emotionslose Ansicht eines Gesichtes zeigt.
Die Textur einer (teilweise) verdeckten Gesichtsha¨lfte muss in diesem Schritt rekonstru-
iert werden, um eine vollsta¨ndige Frontalansicht generieren zu ko¨nnen. Da bei Verwen-
dung von Einzelbildern keine Information aus anderen Ansichten zur Verfu¨gung steht,
wird die Symmetrie des menschlichen Gesichtes ausgenutzt und die Textur der sichtbaren
Gesichtsha¨lfte auf die schlecht sichtbare Seite u¨bertragen. Im welchem Maße eine Ge-
sichtsha¨lfte verdeckt ist, wird mit einem quantitativen Sichtbarkeitsmaß u¨berpru¨ft, das
sich aus der Summe der Sichtbarkeitsbewertungen aller Modellfla¨chen einer Gesichtssei-
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te ergibt. Diese Bewertungen beru¨cksichtigen die Lage einer Fla¨che zur Bildebene und
ergeben sich aus dem projizierten Anteil des Fla¨chennormalenvektors auf die Kame-
raachse. Liegt die Bewertung einer Gesichtsha¨lfte unter einem definierten Schwellwert,
wird die Textur kopiert.
Durch Projektion in eine geeignete Bildebene entsteht somit ein Normgesichtsbild, aus
dem dann Merkmale fu¨r das Training des Gesichtserkennungssystems oder fu¨r die Klas-
sifikation extrahiert werden ko¨nnen.
Fu¨r die Bewertung des Systems wurden zwei Anwendungsszenarien anhand von Bild-
datenbanken untersucht. Das erste Szenario basiert auf Frontalansichten wie z.B. auf
biometrischen Passbildern zu finden sind (Passbild-Szenario). Zur Identifikation von
Personen wird in diesem Szenario vor allem die Mimikvariation eine Rolle. Das zweite,
allgemeinere Szenario geht von beliebigen Ansichten des Kopfes sowohl wa¨hrend des
Trainings als auch in den Testaufnahmen aus, d.h. sowohl Mimik als auch Kopfstel-
lung ko¨nnen variieren. Dieses Szenario entspricht einer kamerabasierten U¨berwachung,
in der beliebige Aufnahmen von Personen nicht-intrusiv gemacht und verarbeitet werden
(U¨berwachungsszenario). Sowohl das Training mit Einzelbildern (pro Person) als auch
mit mehreren Trainingsaufnahmen wird hierbei untersucht.
Zur Evaluierung des vorgestellten Verfahrens wurden die Experimente unter Anwendung
des LBP-Operators (Local Binary Pattern) fu¨r die Merkmalsextraktion durchgefu¨hrt
(Tabelle 6.1). Zwei Datenbanken bildeten die Basis des Trainings- und Testmaterials.
Die Posendatenbank bestand aus 21 Personen mit Bildern von 12 Kopfstellungen und
je vier unterschiedlichen Gesichtsausdru¨cken. Auf die Kopfbreite entfielen bei diesen
Bildern durchschnittlich ca. 60 Pixel. Die Mimikdatenbank bestand aus 17 Personen mit
Bildern von sechs unterschiedlichen Gesichtsausdru¨cken in Frontalansicht. Die Auflo¨sung
lag hier bei 160 Pixel (Kopfbreite).
Fu¨r das Passbildszenario konnten Erkennungsraten von 98,4% (Posendatenbank, 63
Testbilder) bzw. 97,6% (Mimikdatenbank, 85 Testbilder) gemessen werden. Ein Nach-
weis fu¨r die Signifikanz zwischen den beiden Testdatenbanken liegt nicht vor (p ≈ 0,35),
was darauf schließen la¨sst, dass die unterschiedlichen Auflo¨sungen (60 und 160 Pixel
fu¨r die Kopfbreite) keinen Einfluss haben. Eine signifikante Steigerung der Erkennungs-
rate im Vergleich zu nicht-normalisierten Bilddaten ließ sich jedoch bei beiden Bild-
datenbanken nachweisen (p < 0,002). Die Erkennungsraten ohne Normalisierung lagen
durchschnittlich bei 69,4% (Posendatenbank) bzw. 83,5% (Mimikdatenbank).
Im U¨berwachungsszenario erreicht das System bei variierender Mimik und einer maxi-
malen Posenabweichung von 45◦ horizontal und 20◦ vertikal eine Erkennungsrate von
89,4% (6768 Testbilder). Dies ist eine signifikante Steigerung (p 1) um 47,2% im
Vergleich zu nicht-normalisierten Bildern. Diese Erkennungsrate wurde mit manueller
Positionierung der Merkmale in den Gesichtsbildern erreicht. Eine Untersuchung der
Verwendung des vorgestellten automatischen Gesichtsmerkmals-Lokalisierungsansatzes
ergab einen leichten Abfall der Erkennungsleistung auf 87,7% (p 1).
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Tabelle 6.1: Zusammenfassende Tabelle der Evaluierungsexperimente
Untersuchte
Variation
Mimik Mimik + Pose Mimik + Pose
Posenabweichung 45◦ horizontal 80◦ horizontal
der Testbilder
0◦
20◦ vertikal. 20◦ vertikal.
Erkennungsrate
(Median)
98,4% 97,6% 89,4% 87,7% 97,9% 97,2%
Anzahl der Personen 21 17 12 12
Anz. der Trainingsbilder 21 17 12 36
Anzahl der Testbilder 63 85 1824(228)1 540
Gesichtsmerkmals-
Lokalisierung
auto. manuell auto. manuell auto.
Signifikanz p p < 1 p < 1 p = 0,156
Legende:
1: 228 Testbilder wurden durchschnittlich pro Pose verwendet. Fu¨r die Tests mit 12 Posen ergibt sich
eine Gesamtanzahl von 1824 Testbildern.
Dass die Erkennungsleistung nicht deutlich u¨ber 90% liegt, ist mit der fehlerhaften
Rekonstruktion von Gesichtsteilen zu erkla¨ren, die aufgrund von Selbstverdeckung bei
gedrehten Ansichten nicht sichtbar sind. Dies betrifft vor allem die Augenregion, wo der
Bereich zwischen Augenlid und Augenbraue bei geneigten Kopfhaltungen nicht sichtbar
ist. Weiterhin ist der Mund- und Nasenbereich bei seitlichen Ansichten problematisch, da
eine Rekonstruktion der Mund- und Nasenform und der zugeho¨rigen Textur schwierig ist,
da beno¨tigte Informationen in Form von Textur und Gesichtsmerkmalspunkten fehlen.
Unter der Annahme, dass mehrere Ansichten eines Gesichtes wa¨hrend des Trainings
zur Verfu¨gung stehen, wurden die Experimente mit Posen- und Mimikvariation erneut
durchgefu¨hrt. Im zweiten Durchlauf wurden jedoch fu¨r jede Person drei Trainingsbilder
(neutral, Kopfstellung 0◦, 45◦ und 80◦) trainiert und gegen alle u¨brigen Bilder getestet.
Durch die Pra¨sentation der seitlichen Ansicht wa¨hrend des Trainings konnten Posen- und
Mimikvariationen im gesamten, betrachteten Posenbereich (20◦ vertikal, 80◦ horizontal)
robust mit einer Rate von 97,9% erkannt werden. Fu¨r den ermittelten Abfall von 0,7%
bei automatischer Merkmalslokalisierung konnte keine Signifikanz nachgewiesen werden.
Dies zeigt, dass das vorgestellte Verfahren mit nur wenigen Trainingsbildern Personen
in einem umfangreichen Posenbereich robust erkennen kann und dabei zusa¨tzlich Mi-
mikvariationen ausgleicht.
Der entwickelte Normalisierungsansatz unter Verwendung eines einzelnen generischen
3D-Kopfmodells ist eine effiziente und robuste Methode zur posen- und mimikinvari-
anten, nicht-intrusiven Gesichtserkennung, die im Gegensatz zu existierenden Verfah-
ren keinen manuellen Eingriff beno¨tigt. Insbesondere die automatische und kombinierte
Verarbeitung von Gesichtsausdru¨cken und Kopfstellungen bei Posenabweichungen von
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45◦ horizontal und 20◦ vertikal ohne die Verwendung oder Generierung von umfang-
reichen Bilddatenbanken ist innovativ und wird von dem vorgestellten Ansatz erstmals
ermo¨glicht.
Fu¨r zuku¨nftige Arbeiten ist insbesondere eine komplexere Texturrekonstruktion wu¨n-
schenswert, die zum Einen eine bessere Rekonstruktion der Textur bei seitlichen Posen
ermo¨glicht und zum Anderen beispielsweise Stirn- und Wangenfalten entfernt, um eine
noch realistischere neutrale Ansicht zu generieren.
Eine Rekonstruktion der durch Selbstverdeckung nicht sichtbaren Gesichtsteile hat dabei
eine hohe Relevanz. Bei geneigten Gesichtern ist der Bereich zwischen Augenbrauen und
Augenlidern zu rekonstruieren sowie die Mund- und Kinnregion. Die extreme Texturver-
zerrung bei stark seitlich gedrehten Ansichten muss weiter reduziert werden. Bei diesen
Kopfstellungen muss vor allem ebenfalls die Rekonstruktion der Mund und Nasenregion
sowie eine Normalisierung der Augentextur weiterentwickelt werden.
Die Integration einer Beleuchtungsnormalisierung ist weiterhin als Erweiterung des An-
satzes denkbar, indem eine Abscha¨tzung der Eigenschaften von Lichtquellen (z.B. Sta¨rke
und Richtung) anhand der Textur und der Geometrie des Kopfmodells durchgefu¨hrt wird
und anschließend eine geeignete Normalisierung der Textur stattfindet.
Alternativ ko¨nnen existierende Verfahren zur Texturnormalisierung eingesetzt wer-
den, die das Bildmaterial geeignet vorarbeiten und eine Beleuchtungsnormalisierung
durchfu¨hren. Die normalisierten Texturen ko¨nnen dann anstelle der bisher verwendeten
RGB-Bilder auf das Kopfmodell projiziert werden, um die Posen- und Mimiknormali-
sierung durchzufu¨hren.
Zur Identifikation insbesondere bei stark seitlich gedrehten Ko¨pfen ko¨nnte die Generie-
rung eines alternativen Normgesichtsbildes (z.B. mit neutralem Gesichtsausdruck und
seitlicher statt frontaler Ansicht des Gesichts) weitere Verbesserungen bringen, da der
Posenunterschied und damit die Texturverzerrung zwischen allgemeinem Eingangskopf-
bild und Normgesichtsbild reduziert wird. In diesem Falle mu¨ssen Erkennungsverfahren
(Merkmalsextraktion und Klassifikation) untersucht werden, inwieweit sie eine robuste
Erkennung bei dieser (seitlichen) Ansicht ermo¨glichen ko¨nnen.
Die in dieser Arbeit vorgestellte holistische Gesichtsmerkmals-Lokalisierung mit Hilfe
von Active Appearance Modellen ist bisher nur auf einer Personendatenbank von ca.
20 Personen angewendet worden. Wie exakt das Verfahren Gesichtsmerkmale in Bil-
dern einer viel gro¨ßeren Anzahl von Personen findet, wurde bisher nicht untersucht. Da
die Merkmalslokalisierung einen wichtigen Prozessschritt darstellt, muss dies noch fu¨r
Personenerkennungsszenarien mit großen Personendatenbanken evaluiert werden.
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