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enough scene understanding to be useful for path-planning
through cluttered scenes. On the other hand, direct, dense
methods provide a wealth of scene understanding. However,
due to the high amount of parameters being estimated, they
are typically run at low rates or require the use of specialized
hardware such as graphics processing units (GPUs) to run in
real-time.
We present a visual mapping method that provides
enough scene understanding to enable real-time path planning through cluttered environments while being low-profile
enough to be run on a standard CPU at camera frame rate.
We do this by tracking a large set of sparse features in
the image frame, estimating their depth given camera poses
from a front-end visual-inertial odometry (VIO) system, and
accumulating these points in a rolling probabilistic voxel
map centered at the current camera location to determine
occupied and unoccupied space. This voxel representation
of the local scene provides a simple yet effective framework
within which obstacle avoidance planning can easily be done.

Abstract— We present a method for creating 3D obstacle
maps in real-time using only a monocular camera and an
inertial measurement unit (IMU). We track a large amount of
sparse features in the image frame. Then, given scale-accurate
pose estimates from a front-end visual-inertial odometry (VIO)
algorithm, we estimate the inverse depth to each of the
tracked features using a keyframe-based feature-only bundle
adjustment. These features are then accumulated within a
probabilistic robocentric 3D voxel map that rolls as the camera
moves. This local rolling voxel map provides a simple scene
representation within which obstacle avoidance planning can
easily be done. Our system is capable of running at camera
frame rate on a laptop CPU.

I. I NTRODUCTION
Autonomous mobile robots such as unmanned aerial vehicles and self-driving cars will soon become mainstream
within our societies. Before their deployment into the real
world, they will need to be capable of operating in unstructured and unknown environments. The ability to build
maps and localize with respect to those maps in real-time
will enable the robot to detect and safely maneuver around
obstacles that the robot would have otherwise been unaware
of. Due to the size, weight, and power constraints of many
of these autonomous vehicles, a minimal sensor suite may
be desirable.
In the interest of realizing autonomous mobile robots, a
significant amount of research has been done in the area
of simultaneous localization and mapping (SLAM) using
cameras within the last few decades (see e.g. [1], [2], [3]).
Because metric scale is unobservable using a monocular
camera alone, these systems usually use either a stereo pair
of cameras or a single camera with an inertial measurement
unit (IMU). These visual-SLAM and visual-inertial SLAM
systems can generally be sorted into one of two categories:
those that use feature-based methods and those that use
direct methods. Feature-based methods extract and track a
set of sparse image features from frame to frame and use
reprojection error to estimate the camera egomotion as well
as the depth of each of the features. By contrast, direct
methods work with direct image intensities, minimizing the
photometric error of every pixel (dense) or every pixel with
non-negligible gradient (semi-dense) in the image to estimate
the camera motion in addition to the depth of each pixel
being estimated.
Sparse, feature-based SLAM methods estimate lowdensity 3D point clouds in addition to the camera trajectory.
However, in general these point clouds alone do not provide
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II. R ELATED W ORK
Many methods have been proposed for reconstructing a
dense or semi-dense representation of the environment while
tracking the trajectory of a monocular, monocular-inertial, or
stereo camera system. Of note, the systems presented in [4],
[5] show impressive tracking and dense reconstruction results
using only a monocular camera. These systems minimize
the photometric error of every pixel in the camera frame
while enforcing a regularization constraint that ensures that
the resulting depth maps are smooth in areas where images
have low gradient. While their reconstruction results are
impressive, the implementations of these systems require the
use of a GPU in order to run in real-time.
By contrast, semi-dense methods such as [6], [7] are able
to achieve real-time performance on a CPU by only including
image regions in the vicinity of high intensity gradients in the
map being estimated. This reduces the amount of parameters
in the estimation, enabling much faster run times than the
dense methods previously mentioned. In order to estimate
the metric scale factor unobservable to systems that use a
monocular camera alone, the authors of [8] extended semidense mapping to include the use of inertial data. They
use preintegrated IMU measurements [9] as factors between
camera keyframes, allowing metric scale to be observed.
Fewer attempts have been made to perform scene reconstruction using sparse techniques due to the low amount
of scene information received. One method is to perform
a Delaunay triangulation over the set of sparse features and
use the 3D projection of those features to build a mesh of the
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Fig. 1.

System overview.

environment [10], [11]. One potential issue with this method
is that it is possible for mesh triangles to connect features
that do not lie on the same surface, creating the notion that
the space between the different surfaces is occupied when it
may not be.
We take a different approach to the sparse monocular
reconstruction problem. Rather than using a mesh to represent the environment, we use a probabilistic 3D voxel
map that “rolls” as the camera moves through the scene
such that the camera is always located in the center voxel.
Using voxels provides a simple environment representation
that allows planning through unoccupied space to easily
be done. To overcome the issue of low scene information,
we extract and track a very large amount of sparse image
features, estimate their inverse depths using a keyframebased feature-only bundle adjustment (BA), and feed the
3D point estimates into the voxel map. We use a variety
of filtering techniques to reject poorly tracked features, and,
similar to [7], we decouple the camera tracking and feature
estimation to ensure that camera pose estimates are not
corrupted by poorly estimated features.

the feature has exhibited enough parallax to be included in
the depth estimation.
A. Rotation-compensated Parallax
Parallax is the amount of apparent movement of an object
imaged from multiple camera views. It is exhibited more
significantly by objects in the near-field of the camera than
by objects in the far-field. Static objects that exhibit a large
amount of parallax as a camera moves are likely to be
positioned closer to the camera. Thus, depth to a feature
becomes more observable as its observed parallax increases.
Unfortunately, parallax is also caused by camera rotations,
which do not improve the observability of scene depth.
However, because we have access to camera pose estimates
from the front-end VIO, we are able to obtain rotationcompensated parallax measurements. Let ui and uj be the
homogeneous image coordinates of a 3D point P in camera
frames i and j respectively. Additionally, let Rij ∈ SO(3)
denote the rotation matrix from frame i to frame j, and K be
the camera calibration matrix. The non-compensated parallax
is given by kui − uj k2 . The rotation-compensated parallax
µ is calculated as

III. S YSTEM OVERVIEW
µ = ui −

An overview of the system is shown in Figure 1. Camera
images and IMU data are fed into a front-end VIO algorithm
which estimates the pose of the camera at frame-rate with the
correct metric scale. Feature tracking is then performed on
the images, where the camera poses are used to determine the
rotation-compensated parallax of the tracked image features
in order to determine when a new keyframe can be declared.
The depth of the tracked features with respect to the current
camera frame is then estimated using a keyframe-based
feature-only bundle adjustment, after which the 3D points
are accumulated into a rolling voxel map centered at the
current camera frame.

u0j

,

(1)
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(2)

where

0
e>
3 uj
>

2

>

and e3 = [0, 0, 1] .
B. Feature Tracking
With each new camera frame, we divide the image into
a predefined number of partitions and extract Shi-Tomasi
corners [12] in each. This image partitioning allows us
to ensure that tracked features are well-distributed across
the image. These features are then tracked from frame to
frame using a pyramidal Kanade-Lucas optic flow algorithm
[13]. With each new feature measurement, the rotationcompensated parallax of the feature with respect to its first
image measurement is calculated using (1). The feature is
not passed to the depth estimation method until its parallax
exceeds a given threshold. This is done because the depth of
points that have not been seen with sufficient parallax can
not be observed.
An example image with tracked features is shown in
Figure 2. Note the density of the features. We attempt to
extract and track as many features as possible in order

IV. V ISION F RONT E ND
To obtain camera poses at camera frame rate, we use a
publicly available implementation of VIO as a front-end to
our system. We are able to do this because the features
we extract and track are entirely decoupled from the pose
estimation thread. As can be seen in Figure 1, these poses
are used in each piece in our system. They are needed in
the feature tracking thread because with information about
the rotation of the camera, we can calculate a rotationcompensated parallax for each feature to determine when
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estimate. At each new keyframe declaration, a geometric
verification from the new keyframe to the previous keyframe
is performed with RANSAC using the fundamental matrix
test [14]. Then keyframe measurements for all features that
pass this test and have been tracked in the last kmin keyframes
are passed to the depth estimation thread, along with the
measurement of the feature in the current camera frame.
V. F EATURE D EPTH E STIMATION
We receive camera pose estimates from the front-end
visual-inertial odometry algorithm at the frame rate of the
camera. Under the assumption that these pose estimates are
near optimal, we leave them fixed and use them to estimate
the 3D locations of every feature tracked in the feature
tracking thread. This assumption offers two advantages. First,
it allows us to reduce the number of parameters in the
optimization. Second, because the metric scale of the incoming pose estimates was observed using IMU measurements,
leaving the poses fixed allows us to estimate the 3D points
with accurate metric scale.

Fig. 2. An example image with tracked features overlaid. Features with
boxes have exceeded the rotation-compensated parallax threshold over their
tracking history and will be included in the depth optimization. Note that
more features in the near-field have exceeded this threshold than features
in the far-field.

to provide sufficient scene understanding for collision-free
robot path planning. One negative result of this is that some
features are extracted in image locations with poor gradients.
These features tend to wander slightly in the image over time.
To account for this, we use a number of validation methods
to reject points that have been tracked poorly. These methods
will be introduced in subsequent sections.
One reason we are able to use so many features is because
we keep the pose estimates fixed when performing bundle
adjustment to determine the feature depths. Sparse VIO
methods are only able to use a small number of features
because the camera tracking result is significantly degraded
by feature tracking errors. In our method, features that are
tracked poorly don’t affect the camera tracking and only
slightly affect the quality of the 3D voxel maps produced.

A. Feature-only Keyframe BA
For each feature tracked in the last kmin keyframes, we
estimate the inverse depth to the feature in the current camera
frame and keep the bearing of the feature fixed. In doing
this, we make the assumption that the measurement of the
feature in the most recent camera frame is a projection of
the true 3D feature, and that no drift occurred during feature
tracking. To account for outliers that did experience tracking
drift, we perform a geometric validation on all features after
the inverse depth optimization and discard features with poor
estimates.
Additionally, note that while other works such as [15] and
[16] estimate feature inverse depth in the frame where the
feature was first observed, we estimate inverse depth with
respect to the most recent camera frame. This eliminates the
need for every feature to be forward-projected from their
respective origin frames into the current reference frame
after optimization. It also reduces the effect of camera pose
tracking error from the front-end VIO algorithm on the
feature bearings.
From the feature tracking thread, we receive a set of
measurements of the form pi,j = [ui,j , vi,j ]> , where pi,j is
the image of i-th 3D feature Pi in keyframe j. We estimate
all 3D features with respect to the current camera frame,
denoted as the frame C. Prior to optimization, all pixel measurements are calibrated using the camera calibration matrix
K ∈ R3×3 , such that [ūi,j , v̄i,j , 1]> = K −1 [ui,j , vi,j , 1]> ,
and we denote p̄i,j = [ūi,j , v̄i,j ]> . We wish to estimate the
inverse depth λi to the i-th feature in the C-th frame, such
ū
v̄
that Pi,C = [ λi,C
, λi,C
, λ1i ]> .
i
i
Given the camera pose from frame C to frame j TCj ∈
SE(3), we define the residual

C. Keyframes
The problem of estimating the feature depths becomes
more complex as the number of measurements for each feature increases. In order to bound the complexity of the problem we adopt a keyframe-based approach, as was first done
in [2]. This decision is justifiable because measurements in
subsequent camera frames are unlikely to exhibit very much
parallax at high frame rates, and therefore do not contribute
significantly to depth triangulation. Using keyframes allows
us to increase the number of camera frames between each
feature measurement passed to the depth estimator, reducing
the number of factors in the optimization and allowing more
opportunity for parallax to be observed between each factor.
In our implementation, a new keyframe is declared whenever the average rotation-compensated parallax of every
feature currently being tracked with respect to its image
location in the previous keyframe exceeds some specified
threshold, or whenever the number of features still being
tracked that were visible in the previous keyframe drops
below a specified amount. The second condition allows us to
enforce a minimum number of 3D points in the point cloud

ri,j (λi ) = p̄i,j − π(p̄i,C , λi , TCj ),
3
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which is the reprojection error of point Pi,C on keyframe j.
Let Σi,j ∈ R2×2 denote the covariance of the feature tracking
in an image. Then
−1
−>
Σ̄i,j = E[p̄i,j p̄>
i,j ] = K2 Σi,j K2

(5)

Fig. 3.
In a scenario where m total measurements of n features are
received, the approximate Hessian matrix will be diagonal of size n × n.

is the covariance of the normalized image feature, where
K2 denotes the upper left 2 × 2 matrix of K. We wish to
find the most likely inverse depth to each feature given our
keyframe measurements. Assuming the image measurement
error is Gaussian, this is equivalent to minimizing the sum of
squared error of all of the features, weighted by their inverse
covariance, i.e.
X
>
ri,j (λi )> Σ̄−1
min
(6)
i,j ri,j (λi ) = r(Λ) W r(Λ),
Λ

B. Sparsity
Because each feature measurement is only dependent on
its own inverse depth, the Jacobian J is sparse and has
the form show in Figure 3, where every nonzero block has
dimension 2×1. As a result, the approximate Hessian matrix
J> W J is diagonal with dimension n × n, where n is the
number of tracked features. This makes the inverse Hessian
inexpensive to compute, and the computational complexity
of the algorithm is linear in the number of tracked features.
As a result, one could equivalently estimate each 3D
feature separately, as the individual features are statistically
uncorrelated. Optimizing the features together allows us to
take advantage of optimizers that use parallel processing,
such as the Ceres Solver [17].

i,j
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VI. P ROBABILISTIC ROLLING VOXEL M APPING
Features with estimated depth are passed into the rolling
voxel map as 3D point clouds at camera frame rate. The
rolling voxel map consists of a 3D array of voxels where
each voxel represents a fixed volume of space that contains
both a count of the 3D points from the input point cloud that
fall within its volume during the current window as well as
an occupancy probability prior. The rolling voxel map also
contains a residual vector which tracks the offset between
the origin of the camera frame and the origin of the rolling
voxel map frame. This voxel map origin “rolls” in discrete
steps based on the accumulated displacement of the camera
pose estimates from the front-end VIO algorithm. The voxel
map rolls in these discrete steps to ensure that the camera
frame origin stays within a central region of the voxel map
frame while also maintaining stasis relative to the inertial
frame.
As often as the camera pose estimates are available from
the front-end VIO algorithm, the disparity between the last
camera pose estimate and the current camera pose estimate
is accumulated into the residual vector. If any value in this
residual vector exceeds the length of a the side of a voxel,
the residual along that axis is zeroed out and the voxel map
origin rolls along this axis to compensate for the reduction.
This is done so that the camera frame origin is always in the
central region of the map.
The 3D points from the depth estimation are integrated
into the rolling voxel map by transforming the points in order

−1
−1
−1
W = diag(Σ̄−1
1,C−1 , Σ̄1,C−2 , . . . , Σ̄2,C−1 , Σ̄2,C−2 , . . .). (8)

We solve (6) using a weighted Gauss-Newton approach.
Linearizing the residual function about the point Λk ,
r(Λk + δΛ) ≈ r(Λk ) + J δΛ,

(9)

∂
∂Λ r(Λ) Λ=Λk

is the Jacobian of the residual
where J =
function and is calculated in the Appendix.
The resulting optimization problem becomes
min (r(Λk ) + J δΛ)> W (r(Λk ) + J δΛ),
δΛ

(10)

which is a weighted linear least-squares problem with solution
δΛ = −(J> W J)−1 J> W r(Λk ).
(11)
The inverse depth estimate is then updated as
Λ = Λ + δΛ,

(12)

and steps (9) - (12) are repeated iteratively until convergence.
When the optimization terminates, we perform an additional verification step on the features. We evaluate all of the
residuals given the optimized value of Λ and discard features
whose residual magnitude in any keyframe exceeds a given
threshold. This allows us to ensure that depth estimates which
converge to local minima are not included in the final point
cloud result.
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very low probability of occupancy are not displayed. The
voxel side length was set to 0.5 meters.
Qualitatively comparing Figures 5(a) and 5(b), one can see
that the shape of the resulting point cloud well resembles
the contours of the two bushes in the image frame. The
distance from the camera center to the bush in the center
of the image was about 2 meters, which is approximately
the distance shown in Figure 5(b), meaning that the metric
scale of the poses obtained from the VIO algorithm was
accurate. Additionally, the vegetation and walls in the image
sequence are well-represented by the occupied cells in the
voxel map in Figure 5(c), meaning that they could safely be
avoided using obstacle avoidance path planning. The entire
camera trajectory and resulting rolling voxel map are shown
in Figure 6.
Due to the high number of features being estimated, the
most computationally expensive part of the system is the
feature depth estimation. A plot showing computation time
versus the number of features being estimated for every
update of the depth estimator in the example trajectory is
shown in Figure 7. The red line shows the camera frame rate
of 30 FPS. As one may expect, the relationship between computation time and the number of features is approximately
linear because the features are statistically uncorrelated. Note
the large number of updates above the red line. As long as the
average update frequency is above 30 Hz, the system will run
fast enough to be used in real-time, although some updates
may be slightly delayed. In this case, the average update
frequency was 34.2 Hz. This frequency can be increased
by lowering the maximum number of features to track in
each image partition. Additionally, in most cases a slight
update delay may be acceptable because most of the space
occupancy information will already be contained within the
voxel map from previous updates.

Fig. 4. Sample images from an example camera trajectory around a building
with vegetation.

to use them to index the voxel array and increment the point
counts. This is done by adding the residual vector to all of
the points to account for the disparity between the voxel
map origin and the camera frame origin. The points are then
scaled by a factor equal to the voxel side length. Finally, the
point values are rounded to the nearest integer. The points
are then ready to be used to index the voxel array directly
and increment the accumulated point count in each voxel.
The point accumulation window ends when the map rolls
or the probability calculation is triggered externally for path
planning. When the window ends, the rolling voxel map
uses the covariance along the axis(es) aligned with the roll
provided in the camera pose estimation of the front-end
VIO algorithm to perform a Gaussian blur of the prior
occupancy probability. The point counts in each voxel are
then mapped to a corresponding occupancy probability which
are finally combined with the prior occupancy probability
using a weighted average. The final result is a regular 3D grid
of occupancy probabilities, which is invaluable for a host of
path planning algorithms and obstacle avoidance methods.

VIII. C ONCLUSION
We have presented a method for creating 3D voxel maps
from monocular images and IMU data using sparse image
features. By extracting and tracking as many features as possible, we are able to recover the scene understanding required
for obstacle detection and avoidance for mobile robots. While
extracting so many features has the potential to introduce
feature tracking errors, most of the poorly tracked features
are rejected in various validation steps throughout the system.
Additionally, because we only perform bundle adjustment on
the feature depths and keep the pose estimates fixed, these
feature tracking errors do not affect the camera odometry
and only slightly affect the resulting maps. We validated our
system on an outdoor camera trajectory and showed that the
resulting voxel map accurately reflects the obstacles in the
scene and provides a simple local representation of the scene
within which path planning for obstacle avoidance can easily
be done.
One shortcoming of our system is that it is ineffective in
image regions with poor gradients. Areas with few visuallysalient features will result in gaps in the 3D voxel map that

VII. E XPERIMENTAL R ESULTS
We tested the feature tracking, depth estimation, and voxel
mapping systems on an outdoor camera trajectory using
images and IMU data from an Intel Realsense d435i [18]
camera. Note that only images from the monocular RGB
camera were used. Images of size 640 × 480 were obtained
at a rate of 30 frames per second (FPS) and gyroscope and
accerometer data was obtained at a rate of 400 Hz. We used
the system presented in [16] as the front-end VIO algorithm.
The loop-closing and relocalization modules were not used.
The entire system was run on an Intel i7-10750H laptop
CPU.
The camera was transported by hand around the front side
of a building with a significant amount of vegetation. Sample
images from the camera trajectory are shown in Figure 4. A
sample of the resulting feature tracks, 3D point estimates, and
rolling voxel map are shown in Figure 5. Lighter voxels in
5(c) show a high probability of being occupied, while darker
voxels have lower probability of being occupied. Voxels with
5

(a) Tracked features

(b) 3D point estimates

(c) Current voxel representation

Fig. 5. Sample results from a camera trajectory around a building. (a) Current features being tracked in the image. (b) 3D point estimates of each of the
tracked features that have obtained sufficient parallax. (c) Current voxel representation given all of the 3D point estimates thus far.

A PPENDIX

Fig. 6.
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Each nonzero block is calculated as
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∂
∂π ∂Pi,j
ri,j (λi ) = −
π(p̄i,C , λi , TCj ) = − 0
, (14)
∂λi
∂λi
∂Pi,j ∂λi

>
0
0
0
, zi,j
, 1 , and
where Pi,j
= x0i,j , yi,j


x0i,j
1
0
0
−
0
2
0
∂π
zi,j
 zi,j
,
(15)
0
yi,j
0 =
1
∂Pi,j
0
0
−
0
0 2
zi,j
zi,j
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Fig. 7. Depth estimator computation time. The red line shows the amount
of time needed to run at camera frame rate, in this case 30 FPS.

and is evaluated at λi = λik .
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