In this paper, we propose a new genetic encoding for well known Quadratic Assignment Problem (QAP). The new encoding schemes are implemented with appropriate objective function and modified genetic operators. The numerical experiments were carried out on the standard QAPLIB data sets known from the literature. The presented results show that in all cases proposed genetic algorithm reached known optimal solutions in reasonable time.
INTRODUCTION

Quadratic assignment problem
The Quadratic Assignment Problem (QAP) is firstly proposed in [16] as a mathematical model related to economic activities. Since then, it has appeared in many practical applications as can be seen from [22] . We mention only several recent applications:
• facility layout design problem in order to minimize work-in-process [29] ;
• website structure improvement [27] ;
• placement of electronic components [9] ;
• index assignment problem related to error control in communications [3] ;
• memory layout optimization in signal processors [34] .
Several NP-hard combinatorial optimization problems, such as the traveling salesman problem, the bin-packing problem and the max clique problem, also can be modeled as QAPs.
Since its first formulation, the QAP has been drawing researchers' attention worldwide, not only because of its practical and theoretical importance, but also because of its complexity. The QAP is one of the most difficult combinatorial optimization problems. In [28] was shown that QAP is NP-hard and that, unless P = NP, it is not possible to find an 1+ε -approximation algorithm, for a constant ε. Such results are valid even when flows and distances appear as symmetric coefficient matrices.
In general, the QAP instances of size greater than 30 cannot be solved exactly in a reasonable time. Although heuristic methods do not offer a guarantee for reaching the optimum, they give satisfactory results to a large range of various problems in a reasonable amount of time. Recently, so-called metaheuristics, or general frameworks for building heuristics, became popular for solving difficult combinatorial optimization problems. Metaheuristic approaches use different techniques in order to avoid entrapments in pour local minima and are based mainly on two principles: local search with globalization mechanisms and population search.
In local search methods, an intensive search of the solution space is performed by moving, at each step, from the current solution to another promising solution in its neighborhood. Globalization mechanisms are designed so to ensure diversification of the search. The population search consists of maintaining a pool of good solutions and combining them in order to produce hopefully better solutions.
Thus, a large number of metaheuristic methods have been used to solve the QAP and presentation of all such contributions is out of this paper's scope. We mention only several recent metaheuristic applications for QAP:
• genetic algorithms [6, 10, 33] ;
• tabu search [7, 14, 24] ;
• simulated annealing [23] ;
• ant colony optimization [27] ;
• particle swarm optimization [20] ;
• iterated local search [30] • self-organizing migrating algorithm [4] . As it can be seen from the literature ( [22] ), hybrid approaches for solving QAP have some advantages compared to single metaheuristic approaches. Some of the recent hybrid approaches are:
• hybrid of genetic algorithm and several variants of tabu search [8] ;
• variable neighborhood particle swarm optimization [21] ;
• ant colony optimization approach coupled with a guided local search [12] ;
• ant colony optimization hybridized with the genetic algorithm and a local search method [32] ; • GRASP with path-relinking [26] .
Genetic algorithms
Genetic algorithms (GAs) represent a problem-solving metaheuristic method rooted in the mechanisms of evolution and natural genetics. The main idea was introduced by Holland [13] . In the last three decades GAs have emerged as effective, robust optimization and search methods.
GAs solve problems by creating a population of individuals (usually 10 -200), represented by chromosomes, which are encoded solutions of the problem. The representation is the genetic code of an individual, and it is often a binary string, although other alphabets of higher cardinality can be used. A chromosome is composed of basic units named genes, which control the features of an individual. To each chromosome, a fitness value measuring its success is assigned. The initial population (the first generation of individuals) is usually randomly initialized. The individuals in the population then pass through a procedure of simulated "evolution" by means of randomized processes of selection, crossover, and mutation.
The selection operator favors individuals more capable to survive through the generations. The probability that a chromosome will be chosen depends on its fitness. The higher fitness value of a chromosome provides higher chances for its survival and reproduction. There are different ways of selecting the best-fitted individuals. One of the most often used is tournament selection (for more details see [1, 11, 25] ). Crossover and mutation operators are also used during reproduction. The crossover operator provides a recombination of genetic material by exchanging portions between the parents with the chance that good solutions can generate even better ones.
Mutation causes sporadic and random changes by modifying individual's genetic material with some small probability. Its role is to regenerate the lost or unexplored genetic material into the population. Mutation has a direct analogy with nature, and it should prevent premature convergence of the GA to suboptimal solutions.
There are many different policies for generation replacement. Certain numbers of individuals (elite individuals) may skip selection (or even all genetic operators) going directly into the next generation. This approach is named the steady-state generation replacement policy with elitist strategy. It provides a smaller gradient in the genetic search, but preserves fitted individuals from the past generations.
There can be many modifications of the GA, but implementing the GA usually involves the following steps:
• evaluating the fitness of all individuals in a population;
• selecting the best-fitted individuals;
• creating a new population by performing crossover and mutation operators.
The process of reproduction and population replacement is repeated until a stopping criterion (fixed number of generations or satisfied quality of solutions obtained) is met. Detailed description of GAs is out of this paper's scope, and it can be found in [1, 25] .
GAs have a wide range of applications, growing rapidly, for example, from strong metric dimensions of graphs [19] , through maximally balanced connected partition [5] , spanning sets coverage [15] , generalized Euclidean distances [2] to hub location [18] and modeling of chemical processes [31] . As it can be seen in previous section, GAs are frequently used for solving QAP in stand-alone or hybrid approaches ( [6, 8, 10, 32] ).
MATHEMATICAL FORMULATION OF THE QAP
The QAP can be described as the problem of assigning n facilities to n locations with given distances between the locations and given flows between the facilities. The goal is to place the facilities on locations in such a way that the sum of the product between flows and distances is minimized.
The QAP can be formulated in different ways. One of the most popular formulations is a permutation based formulation. Let S n be the set of all permutations with n elements and π ∈ S n . Consider f ij the flows between facilities i and j and d kl the distances between locations k and l. If each permutation π represents an allocation of facilities to locations, the problem expression becomes:
Another equivalent formulation is quadratic integer programming formulation.
If we define binary variables 1,
QAP can be formulated as:
In the literature there exist numerous formulations and presentation of the QAP but all of them are out of this paper's scope. Interested reader can seek for more information about different formulations of the QAP including the linear formulations in [22] .
NEW GENETIC REPRESENTATION FOR THE QAP
Representation and objective function
Since the QAP is a minimization problem, it is obvious that, in the optimal permutation (solution) pairs of facilities with large flow usually corresponds to the pairs of locations with small distance between them. We introduce a new encoding scheme which forces frequent occurrence of this behavior, i.e. there are very small chances that the pair of facilities with the large flow corresponds to the pairs of locations with large distance. On that way, this encoding scheme push GA search towards promising search regions.
In this encoding scheme every individual consists of n-1 genes. Length of the individual is n-1 because it is not necessary to remember the last element in permutation when all other elements are set. Each gene is represented by an integer that corresponds to one element in permutation. In contrast to previous representations, that particular integer, let us say the i-th integer in permutation, which represents the gene, is not the index of a location assigned to facility i. Instead, it represents a "distance" of the corresponding partial assignment of locations to facilities 1,2, …, i-1 from a locally optimal solution of QAP restricted to these facilities. Therefore, the value of i-th gene belongs to {0,1,…, n-i}.
For a given coded individual the corresponding permutation of locations assigned to facilities is obtained by an iterative procedure expressed by a pseudo-code in Figure 1 . In each iteration of the procedure, for every non-assigned location its weight is calculated as the partial sum of the products between flows and distances from this location to all previously assigned locations. Then non-assigned locations are sorted in a sequence according to non-decreasing weights. The location from the sequence for which "distance" from its first member is equal to the value of the corresponding gene, is chosen as the next location in the permutation. In this way locations with lower weights are associated to facilities with smaller gene values. Set S represents a set of currently assigned locations, Pi is the corresponding permutation of locations, array w stores calculated current weights, while w_index denotes indices of w arranged according to non-decreasing weights by function Quick_Sort(). Function Take_Gene(i) returns the value of i-th gene.
Note that the previous procedure for calculating objective function gives the permutation so that the individuals are always feasible. In other words, if the initial order of locations 1,2,…,n is respected whenever weights of some locations in sorted sequence are equal, the new encoding scheme is unique and complete, i.e. for each permutation of locations there exists a unique corresponding code and there are no two permutations with the same code. 
In this case, each individual in the population has genetic representation with length 3. Suppose that the individual has following representation: 2 0 1 Algorithm for calculating permutation represented by this individual is:
• At the beginning, Pi[1]=gv+1=3, i.e. location 3 is assigned to facility 1.
• In the next step, where i=2, non-assigned locations are {1,2,4}. • In the last step Pi[4]=4, which is only remaining location.
Improving heuristic
In order to improve individuals, we performed a local search on proposed genetic algorithms. The best results are obtained by applying best-known 2-opt heuristic with first improvement. This procedure is repeated until we are sure that swapping of each pair of the elements in permutation will not improve the quality of the permutation. The other strategy is to make only one local search for improving quality of obtained permutation. That approach is faster, but quality of obtained results is not as good as it is in the first case.
Local search procedure like 2-opt usually significantly decreases diversity of the GA population. In case when the solution is improved by heuristic corresponding GA code is not changed, so the diversity of the GA population is preserved. Therefore, 2-opt heuristic deals directly with permutations of locations and not with the new encoding, which imply that the algorithm for obtaining the genetic code from the improved solution is not needed at all.
Population initialization
The initial population of 150 pop N = individuals is randomly generated, allowing maximal diversity of genetic material, but initialization of the genetic code of all individuals in first generation should not be a pure random procedure. Natural model for this behavior is finite decreasing geometric progression with common ratio q. From the fixed value q, it is easy to calculate all probabilities p k , k=0,1,...,n-i and to generate i-th gene randomly with these probabilities. In algorithms that we propose, the value of q is equal to 0.5.
GENETIC OPERATORS AND OTHER GA ASPECTS
Fitness function and generation replacement policy
The number of elitist individuals passed directly to the next generation is 100 elite N = . Non-elitist individuals N nonel (the rest of the population) go through genetic 
In this way, even non-elite individuals preserve their chance to survive to the next generation.
As non-elitist individuals go through genetic operators, appearance of duplicated individuals is possible. Such individuals with the same genetic code are discardedsimply by setting fitness value of the duplicate to zero, so that selection operator allows them not to continue to the next generation. Furthermore, too many individuals with the same objective function, but different genetic codes, may predominate in population. This is why limiting the number of such individuals in population to some constant has been shown useful in [19, 5, 18] . Therefore, proposed algorithms prohibit an existence of more than 40 elite individuals with different genetic code and the same objection value, which prevent premature convergence of algorithms and increase diversity of genetic material.
Selection and crossover
A fine-grained tournament selection (FGTS) scheme has been used in the proposed GAs for deciding which individuals will produce the next generation. The average size of tournament, F tour , is a real number, and is considered to be a constant in practice. We used the value of F tour =5.4, because it gave good results in solving similar problems (for example, see [5, 18, 19] ). Detailed information on FGTS scheme can be found in [11] .
For recombination of individuals, we used the classical one-point crossover. The crossover rate is p cross =0.85. This means that about 85% individuals participate in recombination of their genes.
Mutation
Finally, modified simple mutation operator changes randomly selected genes. During the GA execution, it is possible that all individuals in the population have the same gene in a certain position. These genes are called frozen. If the number of frozen genes is significant, the search space becomes much smaller, and the possibility of premature convergence rapidly increases. For that reason, the basic mutation rates are increased, but only for the frozen genes. The basic mutation rates are:
• 0.1/n for the bit on the first position.
• 0.05/n for the bit on the second position. Next bits in the gene have repeatedly two times smaller mutation rate (0.025/n, 0.0125/n...).
When compared with the basic mutation rates, frozen bits are mutated by 2.5 times higher rate:
• 0.25/n instead of 0.1/n if they are at the first position of the gene.
• 0.125/n for the bit on the second position. Next bits in the gene have repeatedly two times smaller mutation rate (0.0625/n, 0.03125/n...).
Caching GA
Caching optimizes run-time of a genetic algorithm. The evaluated objective values are stored in a hash-queue structure using the Least Recently Used caching technique (LRU). Otherwise it would be necessary to calculate the same objective value each time genetic operators produce another individual with the same genetic code. With caching technique, when such individual appears, its objective value is taken from the caching table, and this saves a significant amount of time. Cashing of GAs has no impact on results that are obtained by GAs -it only reduces execution time.
In proposed GA implementations, we limited the number of individuals stored in a caching table to N lcache =5000. Detailed information about caching GA can be found in [17] . 
COMPUTATIONAL RESULTS
The tests were made on an Intel 2.5 GHz with 1GB memory, under Windows XP operating system. The algorithm was coded in C programming language. We tested our algorithm on QAPLIB instances (http://www.seas.upenn.edu/qaplib/) with known optimal solutions. The stopping criterion of GA was the maximum number of generations equal to 5000 or at most 2000 generations without the improvement of the objective value.
The GA was run 20 times for each instance, and the results are summarized in Table 1 and Table 2 . For all the instances the algorithm reached the optimal solution. The tables are organized as follows:
• the first column contains the test instance's name;
• the second column contains the optimal solution for the particular instance;
• the average total running time (t) and the average number of generations for finishing GA (gen) are given in the third and the fourth columns; the fifth and the sixth column (agap and σ) contain information on the average solution quality: agap is a percentage gap defined as • in the last two columns eval represents the average number of the objective function evaluations, while the cache displays savings (in percent) achieved by using the caching technique.
CONCLUSIONS
This paper is devoted to exploring the results of the new genetic encoding scheme to the quadratic assignment problem. Arranging possible locations of every facility in non-decreasing order of their weights directs GA to promising search regions. The proposed encoding scheme is performed with adequate objective function and appropriate modified genetic operators. The performance of the genetic algorithm is improved with a local search, the mutation with frozen genes, a limited number of different individuals with the same objective value and the caching GA technique. The experimental results are encouraging and show effectiveness of the new encoding scheme. The proposed GA obtains solutions that match all known optimal solutions from the literature.
Further research should be directed to testing large-scale instances on more powerful and/or parallel computers as well as to investigate the combination of presented GA approach with some other metaheuristic.
