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I. INTRODUCTION
NNs usually do not support supervised classification and data visualization simultaneously. Supervised ANNs, such as Learning Vector Quantization algorithms (LVQs) and Multi-Layer Perceptrons (MLPs) perform classification without providing visualizations [1] .
Data visualization on the other hand, has been supported by various approaches such as Principal Component Analysis (PCA) [3] , Multidimensional Scaling (MDS) [4] , Sammon's Mapping [5] , Principal Curves [6] and Principal Surfaces [7] . PCA, MDS and Sammon's Mapping are not proven efficient for data visualization purposes since they demonstrate some major disadvantages such as PCA loses certain useful information during the dimension reduction while MDS and Sammon's require very heavy computation and eventually become impractical for practical applications. Moreover, MDS and Sammon's Mapping cannot accommodate new data sample in the visualization without re-computing the existing data samples [8] .
ANN methods such as Self-Organizing Maps (SOM) [2] and its recent variant such as Visualization induced SOM (ViSOM) [9] , Probabilistic Regularized SOM (PRSOM) [8] are able to overcome the above mentioned limitations of PCA, MDS and Sammon's Mapping. ViSOM [9] and PRSOM [8] have been proposed to enhance SOM's visualization to preserve the inter-neuron distances from -dimensional input space to low dimensional output space. In [8] and [9] , PRSOM and ViSOM have already been proven able to provide better data visualization than that of PCA, MDS, Sammon's Mapping and SOM in terms of inter-neuron distance, data topology and data structure preservation.
These visualization focused unsupervised ANNs however do not optimize classification performance compared against supervised classification methods such as LVQ. Thus, statistical classification problems are recommended to be addressed with supervised methods for better classification accuracies if supervised learning is all possible [2] . The supervised classification methods however usually do not provide data visualization at the same time. Thus, this work focuses on developing a hybrid supervised ANN method to perform supervised classification and data visualization simultaneously.
In this work, the Adaptive Coordinate (AC) [10] [11] approach is investigated to be hybridized with LVQ to address the above-mentioned issues. The AC approach is an extension of the learning procedure of SOM. The basic idea of AC [10] approach is to mirror the movements and locations of the neurons' weight vectors in the high dimensional input space in a low dimensional output space to reveal the clustering tendency of data learned by SOM.
In this paper, integration between LVQ and a modified Adaptive Coordinates approach is proposed as LVQwithAC. In this proposed method, LVQ performs classification task while a modified AC component projects the data visualization in a predefined 2D output space. Section 2 of this paper describes LVQ and Adaptive Coordinates (AC) with proposed modification in adaptation criteria. In section 3, integration between LVQ and AC (LVQwithAC) is presented. In section 4, experimental results demonstrate that, LVQwithAC is able to provide simultaneous data visualization and classification. Conclusions are drawn in section 5.
II. LVQ, AC AND PROPOSED MODIFICATION IN AC
LVQ is a supervised vector quantization algorithm proposed by Kohonen [2] for statistical classification. It signifies a class of related algorithms such as LVQ1, LVQ2, LVQ2.1, LVQ3 and OLVQ1 [2] . Let assume that, all samples of x are derived from a finite set of classes with overlapping distributions. Initially several codebook vectors are assigned to each class of x values. Then for each data sample x in discrete time step , the winner neuron m is selected, which is the nearest neuron to x in input space based on, Besides, the classification accuracy is also at least as high as other ANN-based classification methods. More details about LVQ algorithms are available in [2] .
The Adaptive Coordinates approach proposed by Merkl and Rauber [10] [11] , is an extension of the standard learning procedure for Self-Organizing Maps (SOM). As described in [10] , the idea of AC is to mirror the movements of the neurons' weight vectors in the high dimensional input space in a low dimensional output space. In the 2D output space each neuron is assigned a position by two adaptive coordinates ax , ay , initially being identical to the neuron's position in the map grid. During each training step , distances between each neurons' weight vector m and the presented input signal x are stored in an array . After updating the weight vectors according to SOM's weight updating rule at training step , this array 1 is re-computed for the same input signal x Based on the values of this array during time step and time step 1, the relative change in distance between every neurons' weight vector m and the presented input x can be calculated as:
These relative changes are to be mirrored in the output space. The winner neuron m c is considered as the representative of the input signal x and the adaptive coordinates of the winner ax ay as the center of adaptation for every other neurons in output space. The adaptive coordinates of every neuron except the winner m , are updated by the same fraction 1 towards the winner's position as, ax ax ax ax 1 1 ay ay ay ay 1 1
Reference [10] [11] proven that, AC applied on the topology preserved SOM grid allowed the visualization of the clustering tendency of data learned by SOM.
The basic idea of AC is to reveal the clustering tendency of data learned by SOM [10] [11] . SOM usually preserves data topology in low-dimensional regular grids. Once the topology is approximately preserved in rigid grids, AC removes the rigidity of the grid by its adaptive coordinates and reveals the clustering tendency of data by mirroring neuron's minor movements and bringing topologically closer neurons closer in output space. Unlike SOM, LVQ doesn't provide any topology-preserved grid. Thus the Adaptation Criterion of AC stated by Merkl and Rauber [10] [11] requires modification to be integrated with LVQ to produce data visualization.
As stated by Merkl and Rauber [10] [11], the relative changes in (3) are computed over the distances among the neurons that have already reached an approximate topology preserved state by SOM's topology preservation. In the same time step , contains different values for different neuron as shown in (3) So, the relative change for every neuron in the map for a certain winner is not measured in a similar scale in the time step in (3). In the integration of SOM and Merkl and Rauber's AC, SOM plays the major role of topology preservation in visualization formation. In contrast, in the integration between LVQ and AC, LVQ does not perform any topology preservation. Thus the integration between LVQ and AC with adaptation criterion in (3) suggested by Merkl and Rauber [10] [11] will have visual discontinuities. Therefore, AC should have a modified adaptation criterion to preserve data topology and data structure while integrated with LVQ.
The adaptation criterion as described in (4) forces the adaptive coordinates of every neuron to adapt the same fraction of movements from input space to output space. No adaptation control parameter (adaptation rate) is associated with (4) to assign moderated fraction of movements. This hard assignment approach works well for AC [10] [11] integrated with SOM. Since AC [10] [11] updates are applied on the approximate stable SOM grid, which has already preserved the data topology and imposes minor weight updates in consequent learning steps. Thus Equation (4) needs to have a moderation factor to mirror LVQ's weight updates which also includes initial unstable movements. The following section describes the proposed modification in the adaptation criteria of AC to be integrated with LVQ.
The proposed modification of AC is to ensure the integration of AC and LVQ enables the proposed method with data visualization. AC concept by Merkl & Rauber [10] [11] used SOM's grid space as its output space to create visualizations. Since LVQ doest not provide any output space, an output space needs to be defined to enable AC to create visualization.
Let to represent the maximum range of that predefined output space. Let denote another normalization constant to represent the maximum distance among data points in the -dimensional input space. These two normalization constants and enable the proposed modified AC to compute all relative changes in a normalization scale Let denote, and to represent the distance between neuron and winner neuron in dimensional input space and low (2D) output space respectively, for any time step . The adaptation factor for the adaptive coordinates of each neuron for time step then can be calculated by modifying (3) as, 1 (5) In (5), represents the signed (+/-) differences between the normalized distances in input space and output space for any neuron and winner neuron . Equation (5) enables that, all the relative changes for every neuron is computed in the unified scale of 0 to 1. Thus the adaptive coordinates will always be positioned inside the predefined output space range. The positive value of sets the direction of adaptation towards the winner neuron while negative value sets it in the opposite direction. Now the adaptive coordinates ax ay of every neuron except the winner are updated by the following equation, ax ax ax ax 1 1 ay ay ay ay 1 1 (6 ) In (6), is a monotonically decreasing control parameter (0< <1). Various modes of linear or non-linear decreasing method for can be applied. Equation (6) thus avoids hard assignments to the adaptive coordinates by assigning moderated fractions of relative changes as compared with (4). Equation (5) and (6) enable data structure and topology preserved visualization by the proposed distance normalization process and moderated adaptation.
III. PROPOSED HYBRID METHOD OF LVQWITHAC
The method of LVQwithAC is proposed by hybridizing LVQ algorithm and modified AC. Let assume that all samples of x are derived from an -dimensional data set and each neuron is assigned with 2-dimensional adaptive coordinate ax ,ay randomly positioned in a predefined output space. The maximum distance among data points in -dimensional input space is computed and presented by and the is assigned with the maximum range in the output space. Initially -dimensional codebook vector for each neuron is assigned in the data space. Then the algorithm can be described as, Select the winner for each data sample x using (1). Apply LVQ training for the winner neuron using (2) . Compute the adaptation factor for each neuron for the winner using (5) . Update the adaptive coordinates of each neuron for the winner using (6) . : Repeat step 1 to step 4 until stopping criteria for LVQ training procedure is met.
In the proposed method of LVQwithAC, LVQ component performs the supervised vector learning. The function to compute the mean square error (MSE) contributes to the cost function of LVQwithAC. For data samples MSE can be expressed as, 1 1 m x
Here, m x refers to the absolute similarity error between any data sample x and the corresponding winner m c . The inter-neuron distance preservation in LVQwithAC's visualization is performed by the modified AC component. The contribution of this AC component to the cost function of LVQwithAC can be derived using (5) as,
Here and represent the distance metrics between neuron and in high dimensional input space and lowdimensional output space respectively, and refers to the number of neurons in the network. Then the cost function of the LVQwithAC algorithm reads the following by combining (7) and (8) as, 1 1
The cost function or stress of LVQwithAC explains that, the optimization of the cost function requires optimized data representation by neurons' codebook vectors as well as the optimized inter-neuron distance preservation in its visualization. Experimental results on some benchmark data sets to demonstrate LVQwithAC's data visualization and classification abilities are described in the following section.
IV. EXPERIMENTS In this section, LVQwithAC's data visualization abilities are demonstrated using a 3D Synthetic data set, Wisconsin Breast Cancer (WBC) and Wine data sets. These data sets were used by Wu and Chow [8] to evaluate PRSOM's visualization over ViSOM, PCA, SOM, MDS and Sammon's Mapping. The following experiments highlight LVQwithAC's data structure preservation performances.
In this experiment, a three-dimensional Synthetic data set [8] 
View of this 3D Synthetic data set is presented in Fig. 1(a) . Fig. 1(a) : View of 3D Synthetic data set In this experiment a LVQwithAC network with 100 neurons was used. Codebook vectors were randomly selected from sample data. Adaptive coordinates ax ay for every neuron was initialized randomly in the output space. Total iterations were set to 500. Learning rate and control parameter was initialized as 0.3 and 0.1 and linearly decreased to 0.0 at the end of training. Normalization constant was set to 10 and value was computed over the data set. LVQwithAC's visualization for the 3D Synthetic data set was presented in Fig. 1(b) . Visualizations for this 3D Synthetic data set by PRSOM, ViSOM and SOM were adapted from [8] and presented in Fig. 1(c) to Fig. 1 (e) respectively for comparison. Experiment details for SOM, ViSOM and PRSOM to produce these visualizations for the 3D Synthetic data set are described in [8] . Fig. 1(b) shown that, LVQwithAC was able to provide data structure preserved data visualization. LVQwithAC's data structure preservation was also found better than that of SOM and not less visually appealing than PRSOM and ViSOM comparing against the original data structure presented in Fig. 1(a) . LVQwithAC's output space evolution process against the training epoch for this 3D Synthetic data set is projected in Fig. 1(f) . The corresponding cost or stress involvement against the training epoch is computed according to (9) and also included in Fig. 1(f) . Fig. 1(f) demonstrates that, LVQwithAC tried to reach an approximate stable state within its early training iterations which is justified by corresponding stress involvements and data structure preservation.
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The Wisconsin Breast Cancer (WBC) data set [12] consists of 9-dimensional 683 data samples with 2 classes. A LVQwithAC network was used in this experiment with the similar parameter setting of the previous experiment for 3D Synthetic data set. LVQwithAC's visualization for WBC data set was presented in Fig. 2(a) . Visualizations by PRSOM, ViSOM and SOM for the WBC data set were adapted from [8] and presented in Fig. 2(b) to Fig. 2(d) respectively for comparison. Experiment details of SOM, ViSOM and PRSOM to produce these visualizations for the WBC data set are stated in [8] . For this WBC data set, LVQwithAC's data structure preservation ability was found better than that of SOM and ViSOM. Since LVQwithAC's visualization was visually closer to PRSOM's visualization than that of SOM and ViSOM. Here PRSOM's visualization was considered as the standard because of its proven prominence in data structure preservation. The wine data set [12] contains 13 dimensional 178 data samples with 3 classes. A LVQwithAC network with similar parameter setting of the previous experiment for 3D Synthetic data set was also used in this experiment. LVQwithAC's visualization for Wine data set was presented in Fig. 3(a) . Visualizations by PRSOM, ViSOM and SOM for the Wine data set were adapted from [8] and presented in Fig. 3(b) to Fig. 3(d) respectively for comparison. Experimental details for SOM, ViSOM and PRSOM to produce their respective visualizations for Wine data set are stated in [8] . For this Wine data set, LVQwithAC again demonstrated data structure preservation ability better than SOM and visually closer to ViSOM and PRSOM. Here PRSOM's visualization is also considered as the standard for data structure preservation. These qualitative evaluation of LVQwithAC's data visualization for the benchmark data sets demonstrated that, LVQwithAC was able to provide data structure preserved visualizations for high-dimensional data set.
LVQwithAC's cost or stress evolution found in the above experiments using (9) for 3D Synthetic, Wine and WBC data sets are plotted in Figure 4 . Figure 4 demonstrated that, LVQwithAC tried to obtain its approximate stable state within its early training iterations for the above described parameter settings. The following sections perform a quantitative evaluation of LVQwithAC's data visualization in terms of inter-neuron distance and data topology preservation. To evaluate LVQwithAC's visualization performance in terms of topology and inter-neuron distance preserved mapping from -dimensional input space to low (2D/3D) dimensional output space, a quality measurement criterion proposed by Wu and Chow [8] is used. The measurement is evaluated by judging whether the distances between a neuron and its nearest neighboring neurons in input space are proportional to those of output space. The ratio of the distances between each neuron and it's nearest neighboring neurons in input space and output spaces are computed. Then the and of the ratios are obtained. Finally the relative standard deviation (RSD) is computed by The closer the value of RSD to zero, the better the mapping effect would be. In the conducted experiments for LVQwithAC, =4 was selected similar to the experiments documented for PRSOM in [8] .
The 5 run average RSD value of LVQwithAC was compared against other visualization methods for Wine, WBC and 3D Synthetic data sets and presented below in Table 1 . Table 1 shown that, LVQwithAC was able to perform promising inter-neuron distance preservation in its visualization. LVQwithAC was able to perform inter-neuron distance and data topology preservation better than that Sammon's Mapping and slightly better than SOM. However, the proposed method requires further efforts to enhance its inter-neuron distance preservation. The following section demonstrates LVQwithAC's classification performance.
The visualization focused methods of SOM and ViSOM are unsupervised while the proposed method of LVQwithAC is facilitated with supervised learning. Hence, LVQwithAC's classification performance evaluation was conducted separately for unsupervised data visualization methods and supervised classification methods.
To conduct a comparison study of LVQwithAC's classification accuracy against other supervised and unsupervised methods, the evaluation criterion was adapted from [13] . As stated by Hoang in [13] for each performance evaluation for each data set, 80% of the data samples were randomly selected for training and the remaining 20% were used for testing. The ten run average of classification results was taken.
LVQwithAC's classification was compared against unsupervised methods of SOM and ViSOM for Wine, WBC and Iris Flower data sets following the classification evaluation criteria described above. This empirical study included the Iris Flower [12] data set, which contains fourdimensional 150 data samples with 3 classes. Details about this Iris Flower data set could be found in [12] . The classification results of LVQwithAC, SOM and ViSOM for each of these data sets were stated in Table 2 . Table 2 demonstrated that, being supervised LVQwithAC was able to provide better classification than that of unsupervised methods of SOM and ViSOM. In Table 2 SOM and ViSOM demonstrated closer classification accuracy while LVQwithAC was able to outperform SOM and ViSOM with quite a distance.
This superior classification ability of LVQwithAC benefited itself over the unsupervised methods of SOM, ViSOM in applications requiring supervised classification and data visualization.
To evaluate LVQwithAC's classification performance against other supervised classifiers, a few other supervised classifiers among the classifiers mentioned in [13] were selected based on comparatively higher performance order documented for Wine, WBC and Iris Flower data sets in [13] . The classification accuracies of these supervised classifiers including LVQwithAC for Wine, WBC and Iris data set were presented below in Table 3 for comparison. Table 3 demonstrated that, LVQwithAC was able to stand in the most prominent row of supervised classifiers. Besides, LVQwithAC is facilitated with additional good data visualization abilities over those supervised classifiers. The following section evaluates LVQwithAC's network utilization efficiency through an empirical study.
In order to have a comparison of data representation ability and resulted dead neurons produced by different sizes of SOM, ViSOM and LVQwithAC networks, the following experiments are conducted on WBC data set. Here data representation by weight vectors is measured in terms of Mean Square Error (MSE) value obtained.
First, two ViSOM networks with size 10x10 and 20x20 were used with a resolution control parameter value = 1.5 The weight vectors were randomly selected from the sample data. Total iteration was set to 1000. Learning rate and neighbourhood range was initialized to 0.3 and 5 which monotonically decreases to 0.0 and 0.05 respectively at the end of training.
Then two SOM networks of sizes (10x10) and (20x20) are used. The weight vectors were randomly selected from the sample data. Total iteration was set to 1000. Learning rate and neighbourhood range was initialized to 0.3 and 5 which monotonically decreases to 0.0 and 0.00 respectively at the end of training. More details about SOM's and ViSOM's parameter settings can be found in [2] and [9] respectively.
Then two LVQwithAC networks with sizes 100 neurons (10x10) and 400 neurons (20x20) were used. The remaining parameter settings were kept the same as described in section IV. . The 5 run average results are summarized for SOM, ViSOM and LVQwithAC of sizes 10x10 and 20x20 for the WBC data set and presented in Table 4 . Table 4 shown that, in order to have a better data representation in terms of optimized MSE value, ViSOM required a bigger net size for a given regularization parameter. However, the larger map size of ViSOM imposed big percentage of dead neurons. SOM network also optimized the data representation with larger map size however the percentage of dead neurons also increased with map size increment as indicated in Table 4 . In contrast, LVQwithAC was able to further optimize the data representation with larger network size and still able to optimize network utilization as highlighted in Table 4 while LVQwithAC used 100 neurons and 500 training iterations only. In the above experiments the codebook vectors of LVQwithAC were randomly selected from data samples and the number of neurons was smaller than the number of data samples. Hence each neuron was at least utilized by that corresponding data sample, resulting number of dead neurons to zero. However, this concept of initializing weight vectors with randomly selected data samples in SOM and ViSOM does not guarantee optimization of dead neuron problem. Since the weight vectors are positioned in these methods according to their respective neighbourhood effect in SOM and neighbourhood and regularization effect in ViSOM.
LVQwithAC's data visualization and classification abilities were demonstrated using empirical studies. LVQwithAC's visualization was able to preserve the data structure in its visualization, which was found better than SOM and not less visually appealing than ViSOM and PRSOM. LVQwithAC's inter-neuron distance preservation ability was also found promising. Being supervised LVQwithAC demonstrated superiority in classification over the unsupervised visualization methods such as SOM and ViSOM. LVQwithAC also demonstrated promising classification ability among various other supervised classification methods. Besides it is facilitated with additional data visualization abilities over the supervised classifiers. Thus for an application requiring data visualization and supervised classification, LVQwithAC demonstrates its potential.
LVQwithAC required less number of neurons and training iterations to produce its data visualizations compared with ViSOM and PRSOM. Hence LVQwithAC could be utilized to quickly visualize the structure, overlapping tendency and clustering tendency among data samples to define the consequent actions. Similar to SOM, ViSOM and PRSOM, LVQwithAC also performs dimension reduction, vector quantization and accommodates new data samples in the visualization without re-computing the existing data samples. LVQwithAC also possess comparatively lighter computational complexities than that of ViSOM and PRSOM.
LVQwithAC neither constrains the weight vectors spread nor the neurons locations in the output space by lattice based structure. Thus, LVQwithAC has the potential to grow dynamically if situation demands. Further investigation is required to explore this ability of LVQwithAC. LVQwithAC however is not currently equipped with any mechanism to represent the data density information in its visualization. It is also not currently able to perform density based clustering since no density information is preserved.
V. CONCLUSION In this work a novel supervised hybrid ANN of LVQwithAC was proposed by hybridizing LVQ and a modified AC approach. Empirical studies shown that LVQwithAC was able to provide promising classification simultaneously with effective visualizations. Being supervised LVQwithAC demonstrated better classification accuracies than the unsupervised visualization methods. The visualization ability of LVQwihAC was also found promising in terms of data structure, inter-neuron distance and data topology preservation. LVQwithAC's classification performance was also found promising compared against various other supervised classifiers beside its additional data visualization ability over them.
LVQwithAC has also demonstrated less vulnerability to suffer from dead neuron problem than SOM and ViSOM. Besides the proposed method of LVQwithAC possessed comparatively lighter computational and algorithmic complexities so that it could easily be understood and implemented in real life applications.
FUTURE WORK
LVQwithAC demonstrated a big room for improvements primarily as improvisation of inter-neuron distance preservation in visualization, density based data clustering, and dynamic growth of the map.
