The increasing availability of data has helped us largely deepen our understanding of many real systems[@b1][@b2][@b3][@b4][@b5][@b6], as well as make predictions[@b4]. For example, after the *American Physical Society* (APS) citation data was open to public for free download, many interesting phenomena such as the decay of fitness[@b7], the inheritance of scientific memes[@b8] have been discovered. In addition, the prediction of individual paper's citation number is also done with the *z*-score based method[@b9] and a mechanistic model[@b10]. Examples can also be found in many other fields, ranging from biological to social systems[@b11]. The publication of the online user rating data by *Grouplens*[@b12] and *Netflix*[@b13] has led to hundreds of new recommendation algorithms[@b14]. However, as the data size is getting bigger and bigger, the quality of the gathered data becomes a serious concern for many researchers. Due to the mistakes in real data, many empirically observed phenomena might turn out to be fake[@b15].

The rich real data evoke a very active research field called "complex networks"[@b16]. Link prediction is a microscopic prediction in complex network[@b11]. Instead of predicting the collective properties such as degree, clustering coefficient or mean shortest path length, it aims to estimate the likelihood of two nodes to interact with each other in the future, based on the observed network structure[@b17]. Such research topic is strongly connected to many other fields such as online product recommendation[@b18], biological network reconstruction[@b19] and community detection[@b20]. Due to the wide applications, many link prediction methods have been proposed recently. The existing methods can be divided into three categories: node-based similarity algorithm[@b11], path-based similarity algorithm[@b21] and Bayesian estimation algorithm[@b22]. Some of these methods have been applied to identify both missing and spurious interactions in networks[@b23][@b24].

So far, the validation of these link prediction algorithms are usually done within the framework of training set (observed network) and testing set (future network) data division[@b25]. The algorithms are run on the training set while the testing set is used to measure the accuracy of the prediction. In most link prediction studies, the training set is assumed to be entirely clean[@b11]. However, in real cases the reliability of observed network data is not always guaranteed. For instance, biological networks that are inferred from experiments or social networks that result from spontaneous human activity may contain inaccurate and misleading information, resulting in missing and spurious links[@b26]. Therefore, when applied to solve real problems, the link prediction methods will most likely work under a noisy environment. Even though many tests and comparisons with random and null models are executed in the literature for avoiding common errors[@b27][@b28][@b29], how the prediction results would be affected if the observed network data is unclean has not yet been fully understood[@b11].

In this paper, we investigate the robustness of the existing link prediction algorithms in the real networks where some links are missing, fake or swapped with other links. Both random noise and biased noise in the observed link data are considered. In order to quantify and compare the robustness of different link prediction algorithms, an index is proposed in this paper. It computes the area under the prediction accuracy curve with different fraction of noisy data. By using this robustness index, we find that though some methods have low prediction accuracy, they tend to perform reliably in the "noisy" environment. Our results highlight that the performance of a link prediction algorithm should not only be judged by its accuracy but also by its reliability. This new idea may inspire the design of some new link prediction methods with high performance in both aspects.

Results
=======

Let us consider an undirected network *G*(*V*, *E*) where *V* is the node set and *E* is the link set. In link prediction problem, *E* is divided into a training set *E*^*T*^ and a probe set *E*^*P*^. Usually, 90% of the links in real networks are put in *E*^*T*^ and the remaining 10% forms *E*^*P*^. The training set is treated as the observed network and the link prediction algorithms will run on it. The links in the testing set are considered as the future or missing links. They will be used to examine the accuracy of the link prediction algorithms. The prediction accuracy is measured by the standard metric of the area under the receiver operating characteristic curve (AUC), see definition in the Method section. There are many existing link prediction algorithms in the literature. In this paper, we consider 22 link prediction methods. The results in the main paper will be based on three representative ones: Common Neighbors (CN)[@b30], Jaccard[@b30] and Resource Allocation (RA)[@b31] (see the Method section for the detail of these methods). CN is the most straightforward algorithm for link prediction. It simply calculates the similarity between nodes by counting the number of common neighboring nodes. Jaccard can reduce the bias of CN to large degree nodes, and RA is one of the best performing link prediction algorithms in accuracy. Due to the page limit, the results of other 19 methods are reported in the [Supplementary Material (SI)](#S1){ref-type="supplementary-material"}.

The real networks we considered in this paper are: USAir (Airline network)[@b11], Political blogs (hyper links between blogs)[@b32], Jazz (friendship network)[@b33], C.elegans (neural network)[@b34], E.coli (metabolic network)[@b35], Netsci (scientific collaboration network)[@b30], Email (email contact network)[@b36], TAP (protein-protein interaction network)[@b37], Word (noun-adjectives adjacency network)[@b30], Dolphins (friendship network)[@b38]. The basic properties of these networks are shown in [Table 1](#t1){ref-type="table"}. Throughout the paper, we mainly show the results of C.elegans, Jazz, USAir and PB by figures as examples. The results of the rest networks are presented in [Fig. 3](#f3){ref-type="fig"} (the exact numbers of the results in [Fig. 3](#f3){ref-type="fig"} are summarized in a table and reported in SI).

We now describe the model we proposed to study the performance of the link prediction algorithms under noisy environment. First, we consider the cases where some random noise exists in the observed networks. In particular, after the real network is divided into the training set *E*^*T*^ and probe set *E*^*P*^, some links are randomly added to or deleted from *E*^*T*^. We define a quantity *ratio* to measure the fraction of randomly added or deleted links. When *ratio* is positive, \|*ratio*\|\*\|*E*^*T*^\| links are randomly added to the training set. When *ratio* is negative, \|*ratio*\|\*\|*E*^*T*^\| links are randomly deleted from the training set. In order to keep the network connected, we cannot remove too many links from *E*^*T*^. Therefore, we keep −40% ≤ *ratio* ≤ 100%. We have to emphasize that the link deletion process considered in our paper is not equivalent to simply reducing the training set. In link prediction problem, the whole data set is divided into two parts, the training set and the probe set (e.g. 90% vs 10%). In the case of link deletion, the probe set is fixed but some links in the training set are randomly removed. In the case of reducing the training set, the links reduced in the training set are moved to the probe set (e.g. 80% vs 20% data division). In this case, the probe set is larger, so that it is easier to predict the missing links.

In [Fig. 1](#f1){ref-type="fig"}, we show the effect of random noise on the link prediction results. More precisely, we investigate the dependence of *AUC* on \|*ratio*\|. One immediate observation is that *AUC* in general decreases with \|*ratio*\|. However, in some networks like PB and USAir, adding some noisy links can improve the accuracy of the Jaccard method. This phenomenon is similar to the results found in ref. [@b39] where the recommendation accuracy can be improved by adding some virtual links. The underlying reason for this is that the random links improve the connectivity of the network, making the similarity matrix denser. Therefore, many missing links that were impossible to predict (due to the low connectivity) becomes predictable with these randomly added links. Another observation in this figure is that given one link prediction method, randomly removing links are more destructive than adding random links given the same \|*ratio*\| value. Taking the CN method in PB network as an example, removing 40% links will decrease *AUC* from 0.92 to 0.88. However, adding the same amount of random links will make *AUC* stay around 0.92.

Another feature shown in [Fig. 1](#f1){ref-type="fig"} is that *AUC* of these link prediction algorithms decays with \|*ratio*\| with different speed. Taking the C.elegans network as an example, *AUC* of all the link prediction methods decreases with \|*ratio*\|. Even though RA has the highest *AUC* when *ratio* = 0, the *AUC* of RA decreases fastest. When *ratio* = 100%, the *AUC* of RA is almost the same as that of CN. In the Jazz network, the *AUC* of RA decays so fast that it is even lower than the *AUC* of the Jaccard method when *ratio* = 100%. This indicates that when noise exists in the network, the performance of different link prediction methods may change dramatically. However, such effect is not prominent in all networks. For instance, the crossover point between Jaccard and CN does not exist in PB, C.elegans and USAir networks. Therefore, we need to develop a way to quantify the different decay speed of *AUC*.

We propose a metric called "algorithm robustness" to quantify to what degree the link prediction algorithms can resist the noise in the observed network. Mathematically, it reads

where *L* = *ratio*\*\|*E*^*T*^\|, and *AUC*(*q*) is the *AUC* of a link prediction method when *q* links are added to the observed network. Note that we define *R* = 1 when *ratio* = 0. *R* can also be used to measure the algorithm robustness when links are removed from the training set. Apparently, *R* depends on *ratio*. We first fix *ratio* = −40% and 40%, and compare the robustness of different algorithms in real networks in [Fig. 3](#f3){ref-type="fig"}. In this figure, *R*^+^ is the *R* value when 40% random links are added to the training set. Similarly, *R*^−^ is the *R* value when 40% links are randomly deleted from the training set. From [Fig. 3](#f3){ref-type="fig"}, one can see that RA has the highest *AUC* value, indicating that this method is the best performing method by traditional definition of the link prediction problem. However, when noise exists, the *R* value of RA becomes lowest among these three methods. This is because RA is very sensitive to noise, so its *AUC* decays very fast with *ratio*. The Jaccard method has a relatively lower *AUC* than RA, but its *R* is much higher than RA. These results indicate that Jaccard is a more reliable link prediction algorithm than RA.

We then move to investigate the effect of *ratio* on *R*. The results are shown in [Fig. 2](#f2){ref-type="fig"}. We can see that when *ratio* is positive, the difference between algorithms' *R* increases with *ratio*. The order of *R* of these method does not change with *ratio*. This indicates that using a particular *ratio* to calculate *R* is sufficient to compare the robustness of algorithms in different *ratio*.

Besides randomly adding and deleting links, we also consider the link swapping procedure to simulate the noise in real networks. In each step, we randomly pick up two links, *a*-*b* and *c*-*d*. Then we swap the link as *a*-*d* and *c*-*b*. In this way, we can preserve the node degree but randomize the network. This procedure models the noise that does not influence the node degree but alter the detailed connections in the network. To be consistent with the noise model above, we also use *ratio* = 40% here to compute *R*, denoted as *R*^*e*^. The difference is that here we carry out the swapping for *ratio*\*\|*E*^*T*^\| steps. The results of *R*^*e*^ is reported in [Fig. 3](#f3){ref-type="fig"}. One can see that *R*^*e*^ of RA is no longer significantly lower than the other two, indicating that the drawback of RA is its sensitivity to the change of degree distribution of the network.

To support our findings above, we carry out some additional tests. Firstly, there is another way of link prediction evaluation which measures the area under the Precision-Recall curve (AUPR). With AUPR, we can also define the "algorithm robustness" as . The results of the algorithm robustness based on *AUPR* are shown in [Fig. S1](#S1){ref-type="supplementary-material"} and [S2](#S1){ref-type="supplementary-material"}. One can see that the results with *AUPR* are qualitatively consistent with the results with *AUC* (i.e. randomly removing links are more destructive than adding random links). Meanwhile, one can also notice that the advantage of Jaccard algorithm seems to be more prominent with *AUPR*. Secondly, we tested the link prediction methods under 80% and 50% training set. The results are respectively shown in [Fig. S3](#S1){ref-type="supplementary-material"} and [S4](#S1){ref-type="supplementary-material"}. One can see that Jaccard still has higher robustness than RA and CN when training set is 80%. However, it cannot maintain higher robustness when the training set is sparse (i.e. 50%). This is reasonable because when the links in the training set are few, the information for predicting missing links is very limited and most of the link prediction methods will perform equally bad. Thirdly, we perform the *n*-fold cross validation of our experiments. Here, we set *n* = 10. That is, we divide the data into 10 subsets with equal size. Each single subset is retained as the validation data for testing the method, and the remaining 9 subsets are used as training data. The results obtained from the 10-fold cross validation are shown in [Fig. S5](#S1){ref-type="supplementary-material"}

To further understand the effect of the change of the degree distribution on link prediction, we study the biased disturbance on four real networks. We introduce a parameter *θ* to control the preference of the noisy links and missing links connecting to nodes with different degrees. More specifically, the links are no longer added or deleted randomly, but biased to node degrees. When a link is about to add to the observed network, the first node will be randomly picked from the network. We then compute the probability that a node will be selected as the second node to receive this link. The probability is

where *θ* is a tunable parameter. When *θ* = 0, the noise is unbiased. When *θ* \> 0, the nodes with larger degree tend to receive/cut more links, and vice versa.

The results of the biased noise are shown in [Fig. 4](#f4){ref-type="fig"}. We first discuss the case where links are biased added. In general, *R* of Jaccard is larger than that of CN and RA. The advantage of it becomes bigger when *θ* \< 0. This is in fact very important, as in real systems (especially in online systems and citation systems) many malicious attacks tend to add links to the small degree nodes in order to push up their popularity. The Jaccard method can outperform the other two in resisting these malicious attacks. When link removal is biased, *θ* \< 0 is generally more destructive. This is because many links of small degree nodes will be further removed, making the missing links of these nodes more difficult to be predicted. Interestingly, we also find that when *θ* = 1, the *R* of all three methods becomes low as well in PB and USAir. This is because removing the links of the large degree nodes will strongly reduce their similarity to other nodes. Even though these large degree nodes will have many links in the future, the link prediction algorithms will fail to predict them as the similarity of the large degree nodes and other nodes becomes too small. Taken together, the bias of noisy links and missing links may further decrease the accuracy of the link prediction algorithms, making it more necessary to consider the robustness of the algorithms in the networks where the source network data is not clean.

With the algorithm robustness index, we re-examine most of the link prediction algorithms. Besides the CN, Jaccard and RA methods, we consider 19 more methods. The results are shown in the SI. In general, the algorithms with high accuracy tend to have low robustness in *R*^+^ and *R*^*e*^ (with some small difference from one method to another). However, the *R*^−^ of the high-accuracy link prediction algorithms can vary significantly. The best selection of the link prediction methods in different cases is discussed in the SI.

Discussion
==========

Predicting the missing or future links is a very important research topic itself and has applications in many different domains. Although many link prediction methods have been proposed in the literature, the validation of these methods is so far mainly conducted in the assumed noise-free networks and we still miss a clear understanding of how the results would be affected if the observed network data is no longer accurate. In this paper, we study the robustness of the existing link prediction algorithms in the real networks where some links are missing, fake or swapped with other links. We propose an index to quantify the robustness of the link prediction methods. The results show that though some methods have low prediction accuracy, they tend to perform reliably in the "noisy" environment. In addition to accuracy, our work opens up another dimension for studying the link prediction problem.

Our paper raises up some questions for future research. The robustness of the link prediction algorithms in the real networks would be an important evaluation standard as the accuracy. An interesting question would be finding a new method with both high accuracy and strong robustness. In addition, one can use the link prediction to "clean" the noisy environment (i.e. to remove the unreliable links), then finally improve the prediction accuracy for the future links. This is actually also an interesting direction which asks for future study.

Methods
=======

The link prediction algorithms we used in this paper: common neighbors (CN), Jaccard and resource allocation (RA). We denote the set of neighbors of node *x* by Γ(*x*). For node pair (*x*, *y*), the set of their common neighbors is denoted as . *k*~*z*~ is the degree of node *z*. (1) Common neighbors (CN). In common sense, two nodes are more likely to form a link if they have more common neighbors. The simplest measure of the neighborhood overlap is the direct count,

\(2\) Jaccard. This index was proposed by Jaccard over a hundred years ago, it has a similar definition, related to the probability of triangles in all connected links of any two nodes, which is defined as

\(3\) Resource allocation (RA). In this algorithm, the weight of the neighboring node is negatively proportional to its degree. The score is thus denoted as

The *AUC* (Area Under the ROC Curve) is a way to quantify the accuracy of prediction algorithms[@b40]. We denoted the final prediction score sequence of all non-existing links in the training set as *S*. Then, at each time we randomly select a true non-existing link in original network and a link in the probe set to compare their position in the sequence of *S*. Assuming that there are *n*′ times the score of the probe link is higher and *n*″ times two links are with the same score *S*, then the *AUC* value is computed as
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![The dependence of link prediction algorithms' accuracy (AUC) on the fraction of missing and noisy links in four real-world networks.\
The four networks are PB, USAir, Jazz and C.elegans. The link prediction algorithms are *CN*, *Jaccard* and *RA*. Dashed lines represent the AUC of these prediction algorithms in the clean network (i.e. link prediction AUC based on the network without any noisy or missing links). *ratio* \< 0 represents the missing link case and *ratio* \> 0 stands for the noisy link case.](srep18881-f1){#f1}

![The dependence of the robustness of the algorithms (R) on the fraction of missing and noisy links in four real-world networks.](srep18881-f2){#f2}

![The *AUC* and robustness of link prediction algorithms in ten real networks.\
*R*^−^, *R*^+^ and *R*^*e*^ are respectively the robustness of the algorithms with missing links, noisy links and swapped links. The fraction of changed links here is 40%.](srep18881-f3){#f3}

![The effect of different biased disturbance on four real-world networks.\
The tunable parameter *θ* is used to control the preference of the noisy links and missing links connecting to nodes with different degree. The red curves are the results of *R*^+^ while the blue curves are the results of *R*^−^.](srep18881-f4){#f4}

###### The structure properties of ten real networks.

  Properties    Dolphins   Word   Jazz   E.coli   C.elegans   USAir   Netsci   Email    PB     TAP
  ------------ ---------- ------ ------ -------- ----------- ------- -------- ------- ------- ------
  *N*              62      112    198     230        290       332     379     1133    1222    1373
  *E*             159      425    2742    695       2148      2126     914     5451    16714   6833
  *H*             1.33     1.82   1.39    2.37      1.80      3.46     1.66    1.94    2.97    1.64

Structure properties include network size (*N*), edge number (*E*), degree heterogeneity (*H*). The degree heterogeneity is defined as *H* = 〈*k*^2^〉/〈*k*〉^2^ where *k* is the degree sequence of nodes in the network.
