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THE LINEAR ALGEBRA MAPPING PROBLEM
CHRISTOS PSARRAS∗, HENRIK BARTHELS∗, AND PAOLO BIENTINESI†
Abstract. We observe a disconnect between the developers and the end users of linear algebra
libraries. On the one hand, the numerical linear algebra and the high-performance communities invest
significant effort in the development and optimization of highly sophisticated numerical kernels and
libraries, aiming at the maximum exploitation of both the properties of the input matrices, and
the architectural features of the target computing platform. On the other hand, end users are
progressively less likely to go through the error-prone and time consuming process of directly using
said libraries by writing their code in C or Fortran; instead, languages and libraries such as Matlab,
Julia, Eigen and Armadillo, which offer a higher level of abstraction, are becoming more and more
popular. Users are given the opportunity to code matrix computations with a syntax that closely
resembles the mathematical description; it is then a compiler or an interpreter that internally maps
the input program to lower level kernels, as provided by libraries such as BLAS and LAPACK.
Unfortunately, our experience suggests that in terms of performance, this translation is typically
vastly suboptimal.
In this paper, we first introduce the Linear Algebra Mapping Problem, and then investigate how
effectively a benchmark of test problems is solved by popular high-level programming languages and
libraries. Specifically, we consider Matlab, Octave, Julia, R, C++ with Armadillo, C++ with Eigen,
and Python with NumPy; the benchmark is meant to test both standard compiler optimizations
such as common subexpression elimination and loop-invariant code motion, as well as linear algebra
specific optimizations such as optimal parenthesization for a matrix product and kernel selection for
matrices with properties. The aim of this study is to give concrete guidelines for the development of
languages and libraries that support linear algebra computations.
Key words. linear algebra, domain specific languages, compilers
AMS subject classifications. 68U01 68Q25 68N15 68N20
1. Introduction. Linear algebra expressions are at the heart of countless appli-
cations and algorithms in science and engineering, such as linear programming [66],
signal processing [18], direct and randomized matrix inversion [13, 37], the Kalman
and the ensemble Kalman filter [48, 53], image restoration [67], stochastic Newton
method [16], Tikhonov regularization [33], and minimum mean square error filter-
ing [47], just to name a few. The efficient computation of such expressions is a task
that requires a thorough understanding of both numerical methods and computing
architectures. To address these requirements, the numerical linear algebra community
put a significant effort into the identification and development of a relatively small set
of kernels to act as building blocks towards the evaluation of said expressions. Such
kernels are tailored for many different targets, including computing platforms, matrix
properties, and data types, and are often packaged into highly sophisticated and por-
table libraries, such as OpenBLAS and LAPACK. However, many of the application
problems encountered in practice are more complex than the operations supported by
those kernels, making it necessary to break the target problem down into a sequence
of kernel invocations. The problem we consider in this article is that of computing
target linear algebra expressions, such as the ones presented in Table 1, from a set of
available building blocks, such as the kernels offered by the BLAS/LAPACK libraries
(see Table 2). We refer to this problem as the Linear Algebra Mapping Problem
(LAMP).
Solutions to LAMP range from entirely manual to fully automatic. The manual
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Application Expression Properties
Standard Least Squares b := (XTX)−1XT y
Rand. Matrix Inversion Xk+1 := Xk +WA
TS(STAWATS)−1ST (In −AXk) W : SPD
Kk := Pk−1H
T (HkPk−1H
T
k +Rk)
−1
Kalman Filter Pk := (I −KkHk)Pk−1 P : SPD
xk := xk−1 +Kk(zk −Hkxk−1) R: SPSD
Signal Processing x :=
(
A−TBTBA−1 +RTLR
)−1
A−TBTBA−1y L: DI, R: UT
Table 1: Exemplary target linear algebra expressions. The properties are as follows.
SP(S)D: Symmetric Positive (Semi-)Definite, DI: Diagonal, UT: Upper Triangular.
Name Expression Description
DOT α := xT y inner product
GER A := αxyT + A outer product
TRSV Lx := b triangular linear system
GEMM C := αAB + βC matrix-matrix product
POTRF LLT := A Cholesky factorization
SYEVR QTTQ := A eigen decomposition
Table 2: Exemplary linear algebra building blocks.
approach consists in writing a program in a low-level language such as C or Fortran,
and explicitly invoking library kernels. This process is both time consuming and error
prone: It requires users to make decisions about which properties to exploit, which
kernels to use and in which order, and all of this while adhering to rather complex
APIs. Automated solutions are provided by high-level languages and libraries such
as Matlab, Julia, and Armadillo, which allow users to write programs that closely
mirror the target linear algebra expressions. It is then a compiler/interpreter that
automatically identifies how to map the input program onto the available kernels. The
quality of the mapping depends on the specific language1 of choice, but in general, it
will likely be significantly lower than that of a program hand-written by an expert.
However, such automatic approaches make it possible even for non-experts to quickly
obtain a working program, thus boosting productivity and enabling experimentation.
Furthermore, high-level languages give users the opportunity to partially influence
how expressions are evaluated, for example by using parenthesization. Some languages
even allow for a hybrid approach, offering not only a high-level interface, but also more
or less direct access to the underlying BLAS/LAPACK kernels.
The objective of this article is threefold: First, we introduce LAMP, a term that
attempts to unify a number of problems related to the efficient computation of linear
algebra expressions. Second, we assess the capabilities of current state-of-the-art
languages that solve instances of LAMP. The assessment is carried out by a set of
minimal tests, each exposing one single optimization. Our intention is not to compare
tools with one another, but to help users and developers understand the capabilities
1From now on, we use the term “language” loosely, without distinguishing between programming
languages, libraries and frameworks.
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of each individual language. Third, we aim to provide guidelines for the development
and improvement of such languages by introducing a benchmark of high-level linear
algebra optimizations.
The organization of the article follows. In Sec. 2, we define LAMP and discuss its
computational complexity. In Sec. 3 we survey the landscape of languages, libraries,
frameworks, and tools that solve different instances of LAMP. In Sec. 4, we introduce
a benchmark of linear algebra expressions, and use it to evaluate the extent to which
high-level programming languages incorporate optimizations that play a significant
role in the solution of LAMP. Finally, in Sec. 5 we summarize our contributions and
discuss ways of expanding this study.
2. The Linear Algebra Mapping Problem. In its most general form, LAMP
is defined as follows. Given a linear algebra expression L, a set of instructions I, and
a cost function C, LAMP consists in constructing a program P , using the instructions
from I, that computes L and minimizes the cost C(P). Depending on the specific
choice of L, I, and C, one will recognize that many different, seemingly unrelated,
problems are all instances of LAMP. A few examples follow.
• When L is the matrix-matrix product C := AB + C with variable operand
sizes, I is the set of machine instructions, and C is the execution time, the
problem reduces to the development of the high-performance GEMM kernel.
This problem is central to many high-performance linear algebra libraries [20],
and significant effort is put both into manual solutions such as GotoBLAS
[35], OpenBLAS [74] and BLASFEO [29], as well as with auto-tuned libraries
such as ATLAS [72].
• When L consists of a matrix product X := M1M2 · · ·Mk, the only available
instruction in I is the matrix product C := AB, and the cost function counts
the number of floating point operations, LAMP reduces to the matrix chain
problem [17]. Several variants of this problem have been studied, including
finding solutions for parallel systems [50] and GPUs [54].
• When L contains small-scale, memory bound problems, and I consists of
scalar and vectorized instructions, LAMP covers the domain of code genera-
tors such as BTO BLAS [62], which aims to minimize the number of memory
accesses, as well as LGen [65] and SLinGen [64], which instead minimize
execution time.
• When L consists of BLAS-like operations, such as matrix inversion, least-
squares problems, and the derivative of matrix factorizations [63, 31], I con-
tains BLAS/LAPACK kernels, and C is a performance metric, LAMP cap-
tures problems solved by the FLAME methodology [13, 26].
• When L is made up of matrix expressions as those shown in Table 1, I
contains kernels as those shown in Table 2, and the cost is execution time,
LAMP describes the problem that languages such as Matlab aim to solve.
This class of LAMP instances is the main focus of this article.
While execution time is the most commonly used performance metric, all practical
solutions to LAMP also have to fulfill requirements regarding numerical stability. This
means that in practice the cost function is a multi-level metric, e.g., a tuple in which
the first entry is a measure of numerical stability, and following ones are performance
metrics such as execution time and data movement.
2.1. Complexity of LAMP. Any variant of LAMP that makes it possible to
have common subexpressions is at least NP-complete. Our proof hinges on the NP-
completeness of the Optimal Common Subexpression Elimination problem (OCSE),
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since the optimal solution of LAMP requires the solution of OCSE.
Definition 2.1 (Optimal Common Subexpression Elimination). Let D be a set,
• : D×D→ D be an associative-commutative operator, and A a finite set of variables
over D. Consider (i) a collection of equations xk = a1 • . . . • al, with a1, . . . , al ∈ A,
and k = 1, . . . , n, where each variable appears at most once per equation, and (ii) a
positive integer Ω. Is it possible to find a sequence of assignments ui = si • ti, with
i = 1, . . . , ω and ω ≤ Ω, where si and ti are either an element of A or uj with j < i,
such that for all k there exists a ui which equals xk?
Intuitively, given a set of assignments that contain common subexpressions, the prob-
lem consists in computing the assignments with as few operations as possible. An
instance of OCSE (left) and its solution (right) are given below:
A = {a1, a2, a3, a4} u1 = a1 • a2 = x1
x1 = a1 • a2 u2 = a2 • a3
x2 = a1 • a2 • a3 u3 = a1 • u2 = x2
x3 = a2 • a3 • a4 u4 = a4 • u2 = x3
Ω = 4
This example contains two common subexpressions: a1 • a2 (which appears in x1 and
x2), and a2 • a3 (which appear in x2 and x3). Since in x2 they overlap, it is not
possible to make use of them both. In this case, using either one leads to a solution,
but in general the difficulty of OCSE lies in deciding which common subexpressions
to use to minimize the number of assignments ui. Since the definition of OCSE only
requires one associative-commutative binary operator, the problem arises in many
areas: The set D can be the set of integers, real or complex numbers, but also vectors
or matrices. The operator can either be addition or multiplication, with the exception
of matrix multiplication, as it is not commutative.
We prove that OCSE is NP-complete by reduction from Ensemble Computation
(EC) [30], which is known to be NP-complete. By showing that for every instance
of EC there is an equivalent instance of OCSE, we show that OCSE is at least as
difficult as EC. The definition of EC is provided below.
Definition 2.2 (Ensemble Computation). Consider (i) a collection C = {Ck ⊆
A | k = 1, . . . , n} of subsets of a finite set A, and (ii) a positive integer Ω. Is there
a sequence ui = si ∪ ti for i = 1, . . . , ω, ω ≤ Ω, where si and ti are either {a} for
some a ∈ A, or uj for some j < i and si ∩ ti = ∅, such that for all Ck ∈ C there is a
ui = Ck?
The idea of EC is to construct a collection of subsets Ck of a set A with as few binary
unions as possible. For those unions, one either has to use singleton sets {a} with
a ∈ A, or intermediate results from previous unions. The similarity to OCSE lies in
the challenge to optimally make use of subsets that the different Ck have in common.
The NP-completeness of OCSE is demonstrated in two steps: First, we show that
OCSE is in NP by showing that its solutions can be verified in polynomial time. Then,
we show that is possible to reduce EC to OCSE in polynomial time.
Proof. Verification: A solution to OCSE can be verified in polynomial time
by traversing the sequence ui = si • ti, i = 1, . . . , ω, collecting the sets of all variables
that contribute to each ui, and comparing those sets with the right-hand sides of the
n input equations xk = . . . with k = 1, . . . , n.
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Reduction. For each instance of EC, an equivalent instance of OCSE is obtained
as follows. For each Ck, an in input equation is constructed as xk = a1•. . .•al with all
a1, . . . , al ∈ Ck. In the solution, the sets {ai} are substituted with the corresponding
variables ai, and the unions ui = si ∪ ti with operations ui = si • ti.
We conclude with the EC instance (left) and its solution (right) that correspond
to the OCSE instance shown above:
A = {a1, a2, a3, a4} u1 = {a1} ∪ {a2} = C1
C = {{a1, a2}, {a1, a2, a3}, {a2, a3, a4}} u2 = {a2} ∪ {a3}
Ω = 4 u3 = {a1} ∪ u2 = C2
u4 = {a4} ∪ u2 = C3
3. Related Work. A considerable number of languages, libraries, frameworks,
and tools are available for the solution of different instances of LAMP. In this section,
we highlight those that support a high-level notation for linear algebra expressions
and provide some degree of automation in the construction of efficient solutions. Fur-
thermore, we survey a number of kernel libraries, which offer the necessary building
blocks for higher-level LAMP “solvers”.
3.1. Languages. Several languages and development environments have been
created for scientific computations. Matlab [5] is a popular language with extensions
(toolboxes) for many scientific domains. GNU Octave [21] is open source software
which supports similar functionality and syntax to Matlab. Julia [12] is a rapidly
emerging language; it features just in time compilation, and uses a hierarchical type
system paired with multiple dispatch. While the main focus of the R language [60] is
on statistics, it also supports linear algebra computations. Further examples of com-
puter algebra systems that natively support linear algebra are Mathematica [73] and
Maple [4]. All these languages provide mechanisms that help solve certain instances
of LAMP.
3.2. Libraries. For virtually every established high-level programming langua-
ge, libraries for linear algebra computations exist. The idea is usually to offer a
domain-specific language for linear algebra within the host language, usually by adding
classes for matrices and vectors, by overloading operators and in the case of C++,
by expression templates. Expression template libraries for C++ include: Eigen [39],
Blaze [45], Armadillo [61], HASEM [2], MTL4 [36], uBLAS [71], and blitz++ [70].
They offer a compromise between ease of use and performance. Similar libraries exist
for many other languages; examples include NumPy [57] for Python and the Apache
Commons Mathematics Library [1] and ND4j [22] for Java. By virtue of these libraries,
users of general purpose programming languages are exposed to some of the LAMP
solving functionality that is available in linear algebra targeted languages.
3.3. Tools and Algorithms. The Transfor program [34] is likely the first trans-
lator of linear algebra expressions (written in Maple) into BLAS kernels. More re-
cently, several other solutions to different variants of LAMP have been developed.
CLAK [25] and its successor, Linnea [11], are tools that receive a linear algebra ex-
pression as input and produce as output a sequence of calls to BLAS and LAPACK
that compute the input expression. The Formal Linear Algebra Methods Environ-
ment (FLAME) [40, 14] is a methodology for the derivation of algorithmic variants for
BLAS-like operations and for equations such as triangular Sylvester and Lyapunov;
Cl1ck [23, 24] is an automated implementation of the FLAME methodology. The
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goal of BTO BLAS [62] is to generate C code for bandwidth bound operations, such
as fused matrix-vector operations. DxTer [51] uses domain knowledge to optimize
programs represented as dataflow graphs. LGen [65] targets basic linear algebra oper-
ations for small operand sizes, a regime in which BLAS and LAPACK do not perform
very well, by directly generating vectorized C code. SLinGen [64] combines Cl1ck
and LGen to generate code for more complex small-scale problems. The generalized
matrix chain algorithm [10] is an extension of the standard matrix chain algorithm
[17]; it finds the optimal solution (in terms of FLOPs) for matrix chains with operands
that can be transposed or inverted, and considers matrix properties. LINVIEW [52]
introduces techniques for incremental view maintenance of linear algebra.
3.4. Kernel Libraries. Kernels are highly optimized routines that perform rel-
atively simple operations, and that allow more complex algorithms to be structured in
a layered fashion. In numerical linear algebra, the BLAS specification was introduced
to standardize vector [49], matrix-vector [19] and matrix-matrix [20] operations, and
to assist the development of highly optimized libraries. Several libraries offer opti-
mized BLAS implementations, including GotoBLAS [35], OpenBLAS [74], BLIS [69],
BLASFEO [29], clBLAST [55], and LIBXSMM [41].
Built on top of BLAS, kernels for more complex operations (e.g., solvers for
linear systems, least-squares problems, and eigenproblems) are offered in LAPACK
[8] libflame [68], and RELAPACK [59]. Proprietary kernel libraries that implement
a superset of BLAS and LAPACK include Intel MKL [3], Nvidia cuBLAS [56], IBM
ESSL [46] and the Apple Accelerate Framework [9].
Similar libraries exist for sparse computations, including PSBLAS [27], clSparse
[38], HSL (formerly the Harwell Subroutine Library) [43], and PETSc [6].
4. Evaluation of Programming Languages. Several programming languages
make it possible for users to input linear algebra expressions almost as if they were
writing them on a blackboard. For instance, in Matlab/Octave, Armadillo, and Julia,
the assignment C := ABT +BAT can be written as C = A*B’ + B*A’,
C = A*trans(B) + B*trans(A), and C = A*transpose(B) + B*transpose(A), re-
spectively. When using such a level of abstraction, users relinquish control on the
actual evaluation of the expressions, effectively relying on the internal mechanisms of
the language to solve LAMP.
In this section, we consider seven such languages—Armadillo, Eigen, Julia, Mat-
lab, NumPy (Python), GNU Octave and R2—and introduce a benchmark to assess
how efficiently they solve a number of test expressions. These expressions were de-
signed to be as simple as possible, while capturing, in isolation, scenarios that occur
frequently in practice and for which one specific optimization is applicable. The re-
sults, in terms of execution time, are compared to an “expert” implementation, written
either in the same language or in C. This comparison aims to showcase the extent
to which each language implements an optimization and is not intended for ranking
the different languages. Ultimately, this section is meant to evaluate the quality of
the solutions provided by the languages that solve LAMP, thus inspiring and guiding
their development.
4.1. Setup. Our benchmark consists of 12 experiments, each one of them con-
taining one or more test expressions, to be used as input to the languages. In all cases,
2This is by no means an exhaustive list of languages that offer a high-level API for linear algebra;
others exist (e.g., Mathematica and Maple). In our experience, the languages considered are among
the most commonly used for numerical computations and data analysis applications.
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the input programs (expressions) resemble the mathematical representation as closely
as possible. Consequently, whenever an operation is supported by both a function and
an operator, the latter is preferred (e.g., for matrix multiplication, NumPy supports
both the function matmul and the operator @). Furthermore, the input expressions are
as compact as possible, that is, not broken into multiple assignments and without ex-
plicit parenthesization. In addition, all matrices (input and output) are preallocated
and initialized before any timing. Finally, the operands are chosen large enough so
that the individual timings are less susceptible to noise and fluctuations.
For each experiment, we report the minimum execution time over 20 repetitions,
flushing all cache memories in between each repetition. Special measures are taken
to avoid dead code elimination in both the experiments and cache flushing. For
those languages that have a garbage collector (Julia and R), we explicitly invoke
it after cleaning the cache to reduce the chances of interference with our timings.
Furthermore, we do not concern ourselves with how much time it takes for languages
to make decisions; rather, we evaluate the quality of those decisions and assess whether
or not a specific optimization is implemented.
The experiments are performed on a Linux machine with an Intel Xeon E5-2680V3
processor, with Turbo Boost disabled. All languages are linked to the Intel(R) Math
Kernel Library 19.0, which implements a super-set of BLAS and LAPACK, and com-
piled with gcc3. The versions of the languages used are the latest stable releases as of
October 2019: Armadillo 9.800.x, Eigen 3.3.90, Julia 1.1, Matlab 2019a, GNU Octave
5.1.0 and R 3.6.1. The source code for the experiments is available online4.
4.2. Mapping to Kernels. BLAS and LAPACK offer a set of kernels that are
the de-facto standard building blocks for linear algebra computations. Many opti-
mized implementations of such operations exist, see Section 3.4. All the aforemen-
tioned languages have access to optimized kernels via MKL. Here we investigate the
capabilities of modern linear algebra languages in mapping fundamental operations
to BLAS kernel calls.
4.2.1. Experiment #1: GEMM.
Input. In this first experiment, we initialize the random matrices A ∈ Rm×k,
B ∈ Rk×n, and C ∈ Rm×n, and we input the expression C := AB in each language
by using the available matrix representations (objects) and the operator for matrix
multiplication. The goal is to determine whether languages compute this expression
by invoking the optimized BLAS kernel GEMM, or via another (inferior) implemen-
tation. The GEMM kernel included in the optimized BLAS libraries is an extremely
sophisticated piece of code [35]; consequently, the difference in performance between
a call to GEMM and to any other (suboptimal) implementation is going to be significant
and easily distinguishable by comparing the execution time with that of an explicit
call to GEMM implemented in C, henceforth referred to as “reference”.
Results. Table 3 shows the execution time for each language to perform the matrix
product. The expectation is that if the timings are “close enough” to the reference,
then it can be inferred that the languages do rely on the GEMM kernel, modulo some
overhead. The timings indicate that all languages are within 15% of the execution
time of the reference, thus providing strong evidence that they all invoke the optimized
GEMM.
3Version 8.2.0 with optimization flag -O3
4https://github.com/ChrisPsa/LAMP benchmark
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Name Expression C Armadillo Eigen Julia Matlab NumPy Octave R
GEMM C := AB
0.27 0.29 0.29 0.30 0.29 0.29 0.28 0.31
X X X X X X X
SYRK C := AAT
0.14 0.17 0.29 0.21 0.18 0.18 0.17 0.32
X − X X X X −
SYR2K C := ABT +BAT
0.28 0.57 0.58 0.69 0.57 0.58 0.59 0.59
− − − − − − −
Table 3: Experiments #1-3. Timings are in seconds. By comparing the execution
time of each language with that of hand-written C code, one can deduce whether or
not a language makes use of the most appropriate BLAS kernel for the evaluation of
each expression.
4.2.2. Experiment #2: SYRK.
Input. Since all languages successfully map to GEMM, in this second experiment,
we initialize the random matrices A ∈ Rn×k, C ∈ Rn×n, and input the expression
C := AAT , which is a special instance of GEMM in which matrix B is substituted with
AT . Similarly to Experiment #1, we make use of the high-level abstractions offered by
each language. Although the output matrix C could be computed with a call to GEMM,
performing 2n2k FLOPs (“Floating Point Operations”), BLAS offers a specialized
routine, SYRK (“SYmmetric Rank-K update”), which only performs n2k FLOPs. One
expects SYRK to complete in approximately half the execution time of GEMM. As a
reference implementation, we also performed a call to SYRK in C.
Results. In Table 3, by comparing the timings for SYRK to those of GEMM, one
can tell which languages take advantage of the specialized routine, and which do not.
Specifically, most languages have a computation time that is significantly less than
that of a GEMM (almost half), strongly suggesting that they make the right decision.
However, this is not the case for Eigen and R, whose computation time is equal to
that of a GEMM.
4.2.3. Experiment #3: SYR2K.
Input. Since several languages are able to tell apart SYRK and GEMM, we now
initialize the random matrices A,B ∈ Rn×k, C ∈ Rn×n, and test the slightly more
complex expression C := ABT + BAT . This assignment could be computed by two
successive calls to GEMM; it is however supported by the SYR2K kernel (“SYmmetric
Rank-2K update”), which—similarly to SYRK—takes advantage of the fact that the
matrix C is symmetric (cost: 2n2k FLOPs). Therefore, its execution time is expected
to be approximately equal to that of a GEMM. As a reference implementation, we
performed a call to SYR2K in C.
Results. In Table 3, by comparing the timings for SYR2K to those for GEMM and
to the reference, one observes that in all cases, SYR2K requires double the time of a
GEMM, thus indicating that no language selects the specialized BLAS kernel for SYR2K.
4.2.4. Experiment #4: Update of C. As specified in the BLAS interface
[20], the kernels GEMM, SYRK and SYR2K offer the option of updating the matrix C.
The full definition of GEMM is C := αAB + βC, where α, β are scalars and A, B
and C are matrices. Therefore, expressions such as C := AB + C can be computed
using one single call to GEMM, without the need for intermediate storage for AB.
This functionality, which is also supported by SYRK and SYR2K, increases the overall
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Expression Armadillo Eigen Julia Matlab NumPy Octave R
C :=AB X X X X X X X
C :=AB +C − − − − − − −
C +=AB X − − n.a. − − n.a.
C :=AAT X X X X X
C :=AAT +C − − − − −
C +=AAT − − n.a. − −
Table 4: Experiment #4: Update of C. With the exception of the += operator overload
in Armadillo for GEMM, no language maps to one single kernel call which includes the
update to C.
performance and reduces the size of temporary storage; however, the computational
cost for the addition of two matrices of size Rn×n is O(n2), and for mid- and large-
sized matrices this will be dwarfed by the O(n3) cost for the multiplication. On the
contrary, the smaller the problem size, the more significant the contribution of the
addition to the overall computation time. For completeness, we investigate whether
or not the languages require a separate matrix addition when given such expressions
as input.
Input. We used the expressions in Table 4 as input, where the matrices have the
same sizes as in the three experiments above. To test if the languages require an extra
addition, we also measured the time it takes for a similarly sized matrix addition in
each language.
Results. Timings (see Table 11) suggest that in all cases the expression is com-
puted as two steps, a matrix multiplication followed by a matrix addition. The only
exception is the “+=” operator overload in Armadillo for GEMM.
4.3. Linear Systems. Although matrix inversion is an extremely common op-
erator in linear algebra expressions, only selected applications actually require the
explicit inversion of a matrix. In the vast majority of cases, the inversion can (and
should) be avoided by solving a linear system, gaining both in speed and numerical
stability [42, p. 260]. However, we observed that it is extremely common for inexperi-
enced users to blindly translate the mathematical representation into code, resulting
in the expressions such as (AB + C)−1Y being coded in Matlab as inv(AB + C)*Y,
instead of the recommended (AB+C)\Y.
As shown in Table 6, most languages provide a special function (or operator) for
solving linear systems of the form Ax = B (or xA = B), where A ∈ Rn×n is a matrix
and x and B are either a vector of size Rn×1, or a matrix (multiple right-hand sides)
of size Rn×m. These functions are usually quite sophisticated and try to determine
certain properties of A, so that the most suitable (in terms of data structure, speed,
and accuracy) factorization can be used. The extent to which languages can determine
those properties will be further investigated in Section 4.5.
4.3.1. Experiment #5: Explicit Inversion.
Input. We examine how languages handle the inverse operator; specifically, we
aim to determine whether or not languages avoid (if possible) the explit computation
of a matrix inverse. The input to each language is the expression inv(A)*b, where
A ∈ Rn×n matrix and b is a vector of size Rn×1. We compared the execution time to
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that of the expression A\b or solve(A, b).
Results. The timings in Table 5 indicate that Armadillo is the only language that
substitutes the inv function with a solve (or “\” operator). It should be noted,
however, that most languages provide warnings either during runtime or in their
documentation that using explicit inversion should be avoided whenever possible, in
favor of their solve functions. The automatic replacement of the inv function with
a solve is a rather bold decision that alters the semantics of the input expression.
For this reason, it is questionable whether or not this optimization is reasonable. In
light of the extremely common misuse of inversion in application codes, we feel that
the replacement is at least partly justified. Indeed, our recommendation is that lan-
guages automatically map calls to inv operator to a linear system (whenever possible),
and that the actual matrix inversion is offered by less convenient functions such as
explicit_inverse.
Operation Armadillo Eigen Julia Matlab NumPy Octave R
inv(A)*b 0.63 2.21 1.69 1.76 2.49 1.82 2.2
A\b 0.63 0.64 0.63 0.71 0.72 0.72 0.68
Table 5: Experiment #5: Explicit Inversion. Armadillo is the only language that
replaces the explicit inversion of a matrix with the solution of a linear system.
4.4. Matrix Chains. Because of associativity, a chain of matrix products (a
“matrix chain”), can be computed in many different ways, each identified by a spe-
cific parenthesization.6 Depending on the size of the matrices in the chain, differ-
ent parenthesizations lead to vastly different execution times and temporary storage
requirements. The problem of determining the best parenthesization, in terms of
number of floating point operations, is commonly referred to as the Matrix Chain
Problem (MCP) [32, 44, 10]. In practice, different parenthesizations may also lead to
different results because floating point arithmetic is not associative. However, since
no convention for evaluating a product of matrices exists, languages can evaluate a
chain in any order.
4.4.1. Experiment #6: Optimal Parenthesization.
Input. This experiment consists of three different matrix chains. Each of these
is given as input to the languages as a single statement, and without any parenthe-
sization. As Fig. 1 shows, the sizes of the matrices are chosen so that the optimal
evaluation order is (a) left to right, (b) right to left, and (c) a combination of the
two. The goal is to determine whether or not languages adjust the evaluation or-
der to minimize the number of FLOPs. For each language, the execution time is
compared to that obtained for the same chain, but explicitly guided by the optimal
parenthesization.
Results. Table 7 indicates that most languages evaluate the chain from left to
right, without considering the MCP. Armadillo is the only language that partially
solves the problem, by checking whether to evaluate from left or right; however, it does
not properly handle the mixed case. It should be noted that NumPy offers a function
6The number of different parenthesizations for a chain of length n is given by the Catalan number
Cn−1 =
(2n)!
(n+1)!n!
.
THE LINEAR ALGEBRA MAPPING PROBLEM 11
Name Solve linear system
Armadillo solve(A, B)
Eigen n.a.5
Julia A\B
Matlab/Octave A\B
NumPy np.linalg.solve(A, B)
R solve(A, B)
Table 6: Functions and operands for solving linear systems.
Evaluation Sequence Armadillo Eigen Julia Matlab NumPy Octave R
LtR no parenthesis 0.06 0.06 0.06 0.06 0.06 0.06 0.06
LtR parenthesis 0.06 0.06 0.06 0.06 0.06 0.06 0.06
Left-to-Right X X X X X X X
RtL no parenthesis 0.06 0.43 0.42 0.42 0.43 0.43 0.43
RtL parenthesis 0.06 0.05 0.05 0.05 0.06 0.06 0.06
Right-to-Left X − − − − − −
Mixed no parenthesis 0.32 0.35 0.33 0.33 0.34 0.33 0.32
Mixed parenthesis 0.21 0.24 0.22 0.22 0.22 0.22 0.21
Mixed − − − − − − −
Table 7: Experiment #6: Optimal Parenthesization. Armadillo is the only language
that incorporates a (partial) solution to the matrix chain problem.
called multi_dot, which solves the MCP using dynamic programming, although the
user has to explicitly invoke it. Furthermore, several third-party developed packages
that consider the MCP exist in Eigen, Julia, Matlab, and R.(
M1 M2
)
M3
(a) Left-to-Right.
M1
(
M2 M3
)
(b) Right-to-Left.(
M1 M2
) (
M3 M4
)
(c) Mixed.
Fig. 1: Visual representation of the input expressions for Experiment #6: Optimal
Parenthesization.
4.5. Properties. BLAS & LAPACK offer specialized kernels for specific types
of operands (e.g., SPD, Symmetric, Triangular, Banded matrices. . . ). We test the
matrix multiplication and the solution of a linear system, and investigate if high-level
languages make use of those kernels without the explicit help of the user. To this end,
we purposely do not use annotations about properties either in the matrix construction
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Experiment
Operation Property Arma Eigen Julia Matlab NumPy Octave R
Multiplication Triangular − − − − − − −
Diagonal − − − − − − −
Linear System Symmetric − n.a. − − − − −
SPD X n.a. − X − X −
Triangular X n.a. X X − X −
Diagonal † n.a. X † − † −
Table 8: Experiments #7–8. The † indicates that the solver for triangular linear
systems is used instead of a more efficient algorithm for diagonal systems.
or in the computation. One could—correctly—argue that in this experiment languages
are not used to their best potential. The rationale for not specifying properties is
threefold: First, we aim to capture the scenario in which non-proficient users are not
aware of properties, or do not know how to exploit them. Second, matrices can have
many different origins, e.g. the explicit construction with a specialized function, or
the evaluation of an expression, and it is not guaranteed that the resulting matrices
are always correctly annotated. Finally, there are cases where properties are only
known at runtime.
4.5.1. Experiment #7: Multiplication.
Input. For the multiplication of matrices with properties, we examine two cases:
Triangular and Diagonal. In the Triangular case, we input the expression B := AB,
where A and B are a Lower Triangular and a Full matrix, respectively. We compare
with a C program that explicitly invokes the BLAS kernel TRMM, which performs half
of the FLOPs of a GEMM (n3 vs. 2n3). For the Diagonal case, we input the expression
C := AB, where A and B are a Diagonal and a Full matrix, respectively. Since BLAS
offers no kernel for this operation, as a C language reference, one could use a loop to
scale each row of B individually, via the kernel SCAL.
Results. None of the languages examined use specialized kernels or methods to
perform a multiplication between a Triangular/Diagonal and a Full matrix. It should
be noted that Julia enables the user to easily annotate matrices with types that en-
code certain matrix properties such as Lower/Upper Triangular, Symmetric, Diagonal
and more. Specifically, Julia uses multiple dispatch [12], a technique with which it
can separately define the multiplication operation for the pairs Triangular-Full and
Diagonal-Full, and achieve high performance for these operations by mapping to the
most appropriate kernels. Similarly, if a matrix is created with the diag function, Oc-
tave stores the information that the matrix is Diagonal, and then uses the annotation
to select an efficient multiplication strategy. However, in both cases, the effectiveness
of those mechanisms depends heavily on the method used to create or initialize the
matrices, as well as the ability of those languages to propagate those properties across
intermediate computations.
4.5.2. Experiment #8: Properties in Linear Systems.
Input. We created general matrices to satisfy the properties shown in the “Prop-
erty” column of Table 8, and used the expressions in Table 6. We measured the
execution time and compared it to the C implementation. The results are displayed
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in Table 8, while the execution time results are in Table 12.
Results. Armadillo performs the optimal Cholesky factorization for the SPD case
and forward substitution for the Triangular case. However, the Diagonal case is also
solved using forward substitution, as if A was Triangular. Eigen does not participate
in this experiment, as it requires the user to explicitly specify the type of factorization
to perform on the input operand before solving the linear system. Julia recognizes
the Triangular and Diagonal properties and performs forward substitution and vector
scaling respectively for those cases. However, it does not make use of the Cholesky
factorization for SPD matrices nor of the BunchKaufman decomposition for sym-
metric matrices. Matlab is known7 to have an elaborate decision tree when solving
a linear system to select the most suitable factorization based on the properties of
the operands. Those properties are detected during runtime either by examining the
contents of the matrices or by trial-and-error. Indeed, both Matlab and Octave take
advantage of the SPD and the Triangular case; the Diagonal case is treated like Tri-
angular, similar to Armadillo. Finally, timings in Table 12 suggest that Python and
R use the general purpose LU factorization for all cases.
4.6. Common Subexpression Elimination. A common feature of modern
compilers, at least when it comes to scalar computations, is Common Subexpression
Elimination (CSE). Compilers perform data flow analysis to detect subexpressions
that evaluate to the same value and assess whether or not it is beneficial to com-
pute them only once and substitute them with a temporary value in all subsequent
instances. In Sec. 2, we proved that the optimal selection of common subexpressions
is an NP-complete problem.
In light of the increased computational cost of matrix operations compared to
scalar operations, it is mostly beneficial to detect and eliminate common subex-
pressions within linear algebra expressions. Consider for example the expression
which occurs in the Stochastic Newton equations [16]: B1 :=
1
λ1
(In − A
TW1(λ1Il +
WT1 AA
TW1)
−1WT1 A), where A ∈ R
m×n and W1 ∈ R
m×l are general matrices. The
term ATW1 appears a total of four times in its original and transposed form, and
can be factored out and computed only once, saving 6nml FLOPs. However, when
dealing with matrix expressions, the elimination of common subexpressions might
be counter-productive, as the following example illustrates: Consider the expression
A−TBTBA−1y, where A,B ∈ Rn×n and y ∈ Rn×1, which appears in signal processing
[18]. First, the expression has to be changed to the form (BA−1)TBA−1 for the com-
mon subexpression to appear. Then, one might be tempted to factor out K := BA−1,
solve it and then proceed to compute KTKy. The cost of this strategy is 8n
3
3
+ 7n
2
2
.
By contrast, the optimal solution is to evaluate the initial expression from right to
left, for a cost of 4n
3
3
+ 7n2. Furthermore, in addition to the computational cost, the
decision to eliminate a common subexpression has to take into account the memory
overhead of temporary matrices, which might represent a hard constraint, especially
for architectures with limited memory.
4.6.1. Experiment #9: Common Subexpressions.
Input. To identify if any of the languages performs CSE, we create the random
matrices A,B ∈ Rn×n and use the two expressions in Table 9a as input. In the
“naive” column, the product AB appears twice; in the “recommended” column, the
product is factored out with the help of a temporary variable.
7https://uk.mathworks.com/help/matlab/ref/mldivide.html
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Naive Recommended
X := ABAB M := AB
X := MM
(a) Common Subexpression Elimination.
Naive Recommended
for i in 1:n
M := AB
X[i] := M[i, i]
M := AB
for i in 1:n
X[i] := M[i, i]
(b) Loop-Invariant Code Motion.
Table 9: Input expressions for Experiments #9: Common Subexpression Elimination,
and #10: Loop-Invariant Code Motion.
Results. By comparing the execution time for the two experiments in Table 13
in Appendix B, we conclude that no language eliminates the redundant operation.
Since this experiment is particularly simple in terms of analysis and substitution,
there is no reason to explore more advanced and frequently occurring scenarios, such
as the stochastic Newton method mentioned above, or the Kalman filter and signal
processing shown in Table 1.
4.7. Loop-Invariant Code Motion. Another common scalar optimization is
Loop-Invariant Code Motion. For this, the compiler first looks for expressions that
occur within a loop but yield the same result regardless of how many times the loop
is executed [7, p. 592], and then moves them out of the loop body. Again, when
dealing with matrix computations this optimization is particularly important due to
their high computational cost. However, in the case of matrices, memory limitations
might occur more frequently, compared to scalars, if intermediate storage matrices are
large. The two code snippets shown in Table 9b extract the diagonal of the matrix
product AB. In the “naive” column, AB is recomputed in every iteration of the loop,
for a total cost of O(n4) floating point operations. In the “recommended” column,
the product is computed only once, outside the loop body, for a total cost of O(n3)
operations.
4.7.1. Experiment #10: Loop-Invariant Code Motion.
Input. To identify whether or not any of the languages performs loop-invariant
code motion, we measured the execution time of the snippets in Table 9b.
Results. No language eliminates the redundant operations.
4.8. Partitioned/Blocked Operands. In many applications such as finite el-
ement methods [15] and signal processing [58], matrices exhibit blocked structures
(e.g. block diagonal, block tridiagonal, block Toeplitz). In these cases, a blocked
matrix representation is often extremely convenient to write concise equations; see
Eqn. (4.1) for an example. However, an evaluation of such expressions that does not
explicitly consider the blocked structure is likely to lead to suboptimal performance.
The ability to handle each block individually can improve performance by reducing
the overall amount of computation and/or by using specialized functions on blocks
with certain properties.
(4.1)
[
A1 0
0 A2
]−1
B =
[
A1 0
0 A2
]−1 [
BT
BB
]
=
[
A−11 BT
A−12 BB
]
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Experiment Armadillo Eigen Julia Matlab NumPy Octave R
(A+B)(c, c) n.a. X − n.a. − − −
(A+B)(:, c) n.a. X − n.a. − − −
diag(A+B) X X − − − − −
(A*B)(c, c) n.a. − − n.a. − − −
(A*B)(:, c) n.a. − − n.a. − − −
diag(A*B) − X − − − − −
Table 10: Experiment #12: Partial Operand Access. Eigen is the only language
that avoids unnecessary computations when a user requests the diagonal of a matrix
product.
4.8.1. Experiment #11: Blocked Matrices.
Input. Equation 4.1 shows the experiment, where a block diagonal matrix con-
sisting of matrices A1, A2 ∈ R
n×n is used to solve a linear system. Since all the
languages considered offer mechanisms to construct matrices out of blocks—the “[
]” brackets in Matlab/Octave and Julia; explicit functions in Armadillo, Eigen,
NumPy and R—we examine if the structure of a blocked matrix (built with these
mechanisms) is considered in subsequent operations. To give languages the best
chance, we create the blocked matrix and immediately (without temporary storage)
use it to solve a linear system. For example, the input expression for Matlab is
“C = [A1 zeros(n, n); zeros(n, n) A2]\B;”
Results. By comparing the time to solve a linear system with a blocked matrix
with the time it takes to solve two small linear systems, we conclude that no language
makes use of the block diagonal structure of the matrix.
4.9. Partial Operand Access. It is often the case that only parts of the out-
put operands are needed. Potentially, this means that not all operations need to be
performed, but only those that contribute to the result. For instance, in audio seg-
mentation [28], the self-similarity matrix of a signal is convoluted with a kernel, but
only the elements of the diagonal are needed for further computations.
4.9.1. Experiment #12: Partial Operand Access.
Input. We perform six experiments on each language to determine the extent to
which this optimization is applied. Specifically, we choose two operations, matrix
addition and matrix multiplication, and request one single element, one column, or
the diagonal of the result. The exact expressions used (for Octave) are shown in Table
10.
Results. As Table 10 indicates, Eigen is the only language that fully supports
this optimization for the case of matrix addition. In the case of matrix multiplication,
Eigen is again the only language to support the extraction of the diagonal of a product
of two matrices, without performing a matrix-matrix multiplication. For the other two
operations, no language is able to simplify computations and avoid performing a GEMM
before extracting the user-requested part of the result. Even though Armadillo per-
forms the optimization for the experiment diag(A+B), it does not support the syntax
necessary for the other four experiments. Specifically, the expressions (A+B)(c, c)
and (A+B).col(c), for an arbitrary constant c, do not compile. Similarly, Matlab
does not support the indexing of the result of operations in parenthesis.
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5. Conclusions. We consider LAMP, the problem of mapping target linear al-
gebra expressions onto a set of available instructions while minimizing a cost function.
We provide a definition to LAMP that unifies diverse and seemingly distant research
directions in numerical linear algebra and high-performance computing; from this, we
prove that in general, LAMP is at least NP-complete. We then focus on matrix expres-
sions that arise in practical applications, select popular programming languages that
offer a high-level interface to linear algebra, and set out to investigate how efficiently
they solve LAMP. To this end, we create a benchmark consisting of simple tests, and
exposing individual optimizations that are necessary to achieve good performance;
these include both standard compiler optimizations such as common subexpression
elimination and loop-invariant code motion, as well as linear algebra specific optimiza-
tions such as the matrix chain problem, and matrix properties. We discuss the details
of each optimization and demonstrate its effect on performance. This investigation
aims not only to showcase the capabilities and limitations of high-level languages for
matrix computations, but also to serve as a guide for the future development of such
languages.
Future Work. The experiments included in our benchmark are meant to expose
an initial set of optimizations that we deemed essential for programming languages to
generate solutions that are competitive with those created by human experts. Other
optimizations were not considered either because they do not arise so frequently, or
because in our opinion are still out of reach for modern programming languages.
For instance, with suitable assumptions of storage and dependencies, the loop for i
in 1:n y[i] = A*b[i] should be turned into Y = A*B, to combine multiple low-
performance GEMVs into one single high-performance GEMM. Similarly, realizing the
complexity of the topic, we did not investigate the optimal use of parallelism. Our
collection of experiments was designed to target performance optimizations for dense
matrix computations; natural extensions to the present study include sparse compu-
tations and tensor operations. Additionally, modern applications such as machine
learning present the need for mixed precision computations. In all our experiments,
we concerned ourselves only with performance; in practice, numerical stability and
the proper handling of ill-conditioned matrices are critically important aspects of ma-
trix computations. Further experiments should be designed to assess how high-level
languages deal with such issues.
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Appendix A. Example Problems.
1. Standard Least Squares
b := (XTX)−1XT y
X ∈ Rn×m; y ∈ Rn×1; n > m
2. Generalized Least Squares
b := (XTM−1X)−1XTM−1y
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M ∈ Rn×n, SPD; X ∈ Rn×m; y ∈ Rn×1; n > m
3. Optimization [66]
x :=W (AT (AWAT )−1b− c)
A ∈ Rm×n; W ∈ Rn×n, DI, SPD; b ∈ Rm×1; c ∈ Rn×1; n > m
4. Optimization [66]
xf :=WA
T (AWAT )−1(b−Ax)
xo :=W (A
T (AWAT )−1Ax− c)
A ∈ Rm×n; W ∈ Rn×n, DI, SPD; b ∈ Rm×1; c ∈ Rn×1; n > m
5. Signal Processing [18]
x := (A−TBTBA−1 +RTLR)−1A−TBTBA−1y
A ∈ Rn×n; B ∈ Rn×n; R ∈ Rn−1×n, UT; L ∈ Rn−1×n−1, DI; y ∈ Rn×1
6. Triangular Matrix Inversion [13]
X10 := L10L
−1
00
X20 := L20 + L
−1
22 L21L
−1
11 L10
X11 := L
−1
11
X21 := −L
−1
22 L21
L00 ∈ R
n×n, LT; L11 ∈ R
m×m, LT; L22 ∈ R
k×k, LT; L10 ∈ R
m×n;
L20 ∈ R
k×n; L21 ∈ R
k×m
7. Ensemble Kalman Filter [53]
Xa := Xb + (B−1 +HTR−1H)−1(Y −HXb)
B ∈ RN×N , SPSD; H ∈ Rm×N ; R ∈ Rm×m, SPSD; Y ∈ Rm×N ; Xb ∈ Rn×N
8. Ensemble Kalman Filter [53]
δX :=
(
B−1 +HTR−1H
)−1
HTR−1
(
Y −HXb
)
see 7
9. Ensemble Kalman Filter [53]
δX := XV T
(
R+HX(HX)T
)−1 (
Y −HXb
)
X ∈ Rm×N ; see 7
10. Image Restoration [67]
xk := (H
TH + λσ2In)
−1(HT y + λσ2(vk−1 − uk−1))
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H ∈ Rm×n; y ∈ Rm×1; vk−1 ∈ R
n×1; uk−1 ∈ R
n×1; λ > 0; σ > 0; n > m
11. Image Restoration [67]
H† := HT (HHT )−1
yk := H
†y + (In −H
†H)xk
H† ∈ Rn×m; see 10
12. Randomized Matrix Inversion [37]
Xk+1 := Xk +WA
TS(STAWATS)−1ST (In −AXk)
W ∈ Rn×n, SPD; S ∈ Rn×q; A ∈ Rn×n; Xk ∈ R
n×n; q ≪ n
13. Randomized Matrix Inversion [37]
Λ := S(STATWAS)−1ST
Xk+1 := Xk + (In −XkA
T )ΛATW
see 12
14. Randomized Matrix Inversion [37]
Λ := S(STAWAS)−1ST
Θ := ΛAW
Mk := XkA− I
Xk+1 := Xk −MkΘ− (MkΘ)
T +ΘT (AXkA−A)Θ
A ∈ Rn×n, SYM; Xk ∈ R
n×n, SYM; Λ ∈ Rn×n, SYM; Θ ∈ Rn×n;
Mk ∈ R
n×n; see 12
15. Randomized Matrix Inversion [37]
Xk+1 := S(S
TAS)−1ST +(In − S(S
TAS)−1STA)Xk(In −AS(S
TAS)−1ST )
A ∈ Rn×n, SPD; W ∈ Rn×n, SPD; S ∈ Rn×q; Xk ∈ R
n×n; q ≪ n
16. Stochastic Newton [16]
Bk :=
k
k − 1
Bk−1(In −A
TWk((k − 1)Il +W
T
k ABk−1A
TWk)
−1WTk ABk−1)
Wk ∈ R
m×l; A ∈ Rm×n; Bk ∈ R
n×n, SPD; l < n≪ m
17. Stochastic Newton [16]
B1 :=
1
λ1
(In −A
TW1(λ1Il +W
T
1 AA
TW1)
−1WT1 A)
see 16
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18. Tikhonov regularization [33]
x := (ATA+ ΓTΓ)−1AT b
A ∈ Rn×m; Γ ∈ Rm×m; b ∈ Rn×1
19. Tikhonov regularization [33]
x := (ATA+ α2I)−1AT b
α > 0; see 18
20. Generalized Tikhonov regularization
x := (ATPA+Q)−1(ATPb+Qx0)
P ∈ Rn×n, SPSD; Q ∈ Rm×m, SPSD; x0 ∈ R
m×1; A ∈ Rn×m; Γ ∈ Rm×m;
b ∈ Rn×1
21. Generalized Tikhonov regularization
x := x0 + (A
TPA+Q)−1(ATP (b−Ax0))
see 20
22. LMMSE estimator [47]
xout = CXA
T (ACXA
T + CZ)
−1(y −Ax) + x
A ∈ Rm×n; CX ∈ R
n×n, SPSD; CZ ∈ R
m×m, SPSD; x ∈ Rn×1; y ∈ Rm×1
23. LMMSE estimator [47]
xout := (A
TC−1Z A+ C
−1
X )
−1ATC−1Z (y −Ax) + x
see 22
24. LMMSE estimator [47]
Kt+1 := CtA
T (ACtA
T + Cz)
−1
xt+1 := xt +Kt+1(y −Axt)
Ct+1 := (I −Kt+1A)Ct
A ∈ Rm×n; Kt+1 ∈ R
m×m; Ct ∈ R
n×n, SPSD; CZ ∈ R
m×m, SPSD;
xt ∈ R
n×1; y ∈ Rm×1
25. Kalman Filter [48]
Kk := Pk−1H
T (HkPk−1H
T
k +Rk)
−1
Pk := (I −KkHk)Pk−1
xk := xk−1 +Kk(zk −Hkxk−1)
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Kk ∈ R
n×m; Pk ∈ R
n×n, SPD; Hk ∈ R
m×n, SPD; Rk ∈ R
m×m, SPSD;
xk ∈ R
n×1; zk ∈ R
m×1
Appendix B. Timings.
Expression C Armadillo Eigen Julia Matlab NumPy Octave R
C2 :=C1 +C2 0.01 0.01 0.03 0.03 0.03 0.03 0.03
C :=AB 0.27 0.26 0.29 0.28 0.28 0.28 0.28 0.28
C :=AB +C 0.27 0.29 0.29 0.30 0.29 0.29 0.31 0.31
C +=AB n.a. 0.26 0.29 0.3 n.a. 0.29 0.31 n.a.
C :=AAT 0.14 0.15 0.16 0.17 0.17 0.17
C :=AAT +C 0.14 0.17 0.21 0.18 0.18 0.2
C +=AAT n.a. 0.17 0.21 n.a. 0.18 0.2
Table 11: Experiment #4: Update of C.
Experiment
Operation Property C Arma Eigen Julia Matlab Numpy Octave R
Multiplication General 1.46 1.43 1.46 1.44 1.44 1.45 1.48 1.47
Triangular 0.75 1.44 1.46 1.44 1.44 1.45 1.48 1.47
Diagonal 0.06 1.43 1.46 1.44 1.44 1.45 1.48 1.47
Linear System General 0.61 0.62 n.a. 0.62 0.71 0.65 0.74 0.68
Symmetric 0.466 0.624 n.a. 0.625 0.714 0.654 0.737 0.681
SPD 0.318 0.365 n.a. 0.600 0.408 0.628 0.416 0.654
Triangular 0.030 0.060 n.a. 0.036 0.037 0.654 0.044 0.647
Diagonal 0.001 0.038 n.a. 0.013 0.036 0.628 0.051 0.639
Table 12: Experiments #7–8 Properties in Multiplication and Linear Systems.
Experiment C Armadillo Eigen Julia Matlab NumPy Octave R
naive 0.55 0.57 0.56 0.64 0.57 0.57 0.6 0.57
recommended 0.28 0.27 0.3 0.31 0.28 0.3 0.31 0.31
Table 13: Experiment #9: Common Subexpression Elimination.
Experiment Armadillo Eigen Julia Matlab NumPy Octave R
naive 0.00269 0.00311 0.00279 0.00282 0.00321 0.00498 0.00457
recommended 0.00007 0.00007 0.00007 0.00009 0.00012 0.00112 0.00012
Table 14: Experiment #10: Loop Invariant Code Motion.
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Experiment Armadillo Eigen Julia Matlab NumPy Octave R
compact 2.06 2.13 2.14 2.17 2.48 2.22 2.17
blocked (manually) 0.97 0.98 0.99 1.00 1.23 1.05 1.11
Table 15: Experiment #11: Partitioned Operands.
Experiment Armadillo Eigen Julia Matlab Numpy Octave R
(A+B)(c,c) n.a. 0.00000002 0.028977 n.a. 0.029564 0.028867 0.029029
A(c,c)+B(c,c) 0.00000002 0.00000004 0.000006 0.000043 0.000011
(A+B)(:,c) n.a. 0.000016 0.028990 n.a. 0.029237 0.028868 0.029067
A(:,c)+B(:,c) 0.000016 0.000019 0.000103 0.000064 0.000087
diag(A+B) 0.0001 0.0003 0.0289 0.0299 0.0291 0.0295 0.0291
diag(A)+diag(B) 0.0001 0.0003 0.0001 0.0001 0.0005 0.0001 0.0003
A*B 1.43 1.46 1.44 1.44 1.45 1.48 1.47
(A*B)(c,c) n.a. 1.45 1.44 n.a. 1.45 1.48 1.47
(A*B)(:,c) n.a. 1.45 1.44 n.a. 1.45 1.48 1.47
diag(A*B) 1.44 0.03 1.44 1.44 1.45 1.48 1.47
Table 16: Experiment #12: Partial Operand Access.
