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SLICING SETS AND MEASURES, AND THE DIMENSION OF
EXCEPTIONAL PARAMETERS
TUOMAS ORPONEN
ABSTRACT. We consider the problem of slicing a compact metric space Ω with
sets of the form pi−1λ {t}, where the mappings piλ : Ω → R, λ ∈ R, are generalized
projections, introduced by Yuval Peres and Wilhelm Schlag in 2000. The basic
question is: assuming that Ω has Hausdorff dimension strictly greater than one,
what is the dimension of the ’typical’ slice pi−1λ {t}, as the parameters λ and t vary.
In the special case of the mappings piλ being orthogonal projections restricted to
a compact set Ω ⊂ R2, the problem dates back to a 1954 paper by Marstrand:
he proved that for almost every λ there exist positively many t ∈ R such that
dimpi−1λ {t} = dim Ω − 1. For generalized projections, the same result was ob-
tained 50 years later by Järvenpää, Järvenpää and Niemelä. In this paper, we
improve the previously existing estimates by replacing the phrase ’almost all λ’
with a sharp bound for the dimension of the exceptional parameters.
1. INTRODUCTION
Generalised projections were introduced by Yuval Peres and Wilhelm Schlag in
2000: these are families of continuous mapping piλ : Ω → Rn, λ ∈ Q, where Ω
is a compact metric space and Q is an open set of parameters in Rm. The pro-
jections piλ are required to satisfy certain conditions, see Definition 2.1, which
guarantee that they behave regularly with respect to λ and are never too severely
non-injective. As it was shown in [PS], these conditions are sufficient to produce
results in the spirit of Marstrand’s projection theorem, which were previously
known only for orthogonal projections in Rn.
Let us quickly review the classical theory related with orthogonal projections,
restricting attention toR2. According to a 1954 result of Marstrand, see [Mar], any
Borel set B of dimension dimB = s ≤ 1 is projected into a set of dimension s in
almost all directions; if dimB > 1, the projections typically have positive length.
Since 1954, these results have been sharpened by examining the largest possible
dimension of the set of exceptional directions, that is, the directions for which the
typical behaviour described by the theorem fails. Let ρθ(x) = x · (cos θ, sin θ)
denote the orthogonal projection onto the line spanned by (cos θ, sin θ). Then we
have the bounds
dim{θ ∈ [0, 2pi) : dim ρθ(B) < dimB} ≤ dimB, dimB ≤ 1, (1.1)
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2 TUOMAS ORPONEN
due to Kaufman, see [Ka], and
dim{θ ∈ [0, 2pi) : L 1(ρθ(B)) = 0} ≤ 2− dimB, dimB > 1, (1.2)
due to Falconer, see [Fa]. Both estimates are known to be sharp.
Orthogonal projections are a special case of the general formalism of Peres and
Schlag, and all the results stated above – along with their higher dimensional
analogues – follow from the theory in [PS]. Besides orthogonal projections, Peres
and Schlag provide multiple examples to demonstrate the wide applicability of
their formalism. These examples include the mappings piλ(x) = |x−λ|2, λ, x ∈ Rn,
and the ’Bernoulli projections’
piλ(x) =
∞∑
j=1
xjλ
j, x = (x1, x2, . . .) ∈ Ω = {−1, 1}N,
for λ ∈ (0, 1). Indeed, estimates similar to (1.1) and (1.2) are obtained for these
projections, and many more, in [PS].
In the field of geometric measure theory, Marstrand’s projection theorem is
not the only result involving orthogonal projections. Marstrand’s theorem is cer-
tainly matched in fame by the Besicovitch-Federer projection theorem, characteris-
ing rectifiability in Rn in terms of the behaviour of orthogonal projections. In the
plane, this theorem states that a Borel setB with positive and finite 1-dimensional
measure is purely unrectifiable, if and only if almost all of the sets ρθ(B) have zero
length. Considering the success of Peres and Schlag’s projections in generaliz-
ing Marstrand’s theorem, it is natural to ask whether also the characterisation of
Besicovitch-Federer would permit an analogue in terms of the generalized pro-
jections. This question was recently resolved by Hovila, Järvenpää, Järvenpää
and Ledrappier: Theorem 1.2 in [HJJL] essentially shows that orthogonal projec-
tions can be replaced by any family of generalized projections in the theorem of
Besicovitch-Federer.
There is a third classical result in geometric measure theory related intimately,
though slightly covertly, to orthogonal projections. In his 1954 article mentioned
above, Marstrand also studied the following question: given a Borel set B ⊂
R2 with dimB > 1, what can be said of the dimension of the intersections B ∩
L, where L ranges over the lines of R2? Marstrand proved that in almost all
directions there exist positively many lines intersecting B in a set of dimension
dimB− 1. The multidimensional analogue of this result was obtained by Mattila
first in [Mat1] and later in [Mat2] using a different technique: if B ⊂ Rn is a Borel
set of dimension dimB > m, then positively many translates of almost every
m-codimensional subspace intersect B in dimension dimB − m. These results
are easily formulated in terms of orthogonal projections. Once more restricting
attention to the plane, the theorem of Marstrand can be stated as follows: given
a Borel set B ⊂ R2 with dimB > 1, we have
L 1({t ∈ R : dim[B ∩ ρ−1θ {t}] ≥ dimB − 1}) > 0 (1.3)
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for L 1 almost every θ ∈ [0, 2pi). Indeed, all lines of R2 are of the form ρ−1θ {t}
for some θ ∈ [0, 2pi) and t ∈ R. Inspecting (1.3), one arrives at the following
conjecture: let J ⊂ R be an open interval and let piλ : Ω → R be a family of
generalized projections. Then (1.3) holds with ρθ replaced with piλ, for any Borel
set B ⊂ Ω with dimB > 1. This conjecture, and its higher dimensional analogue,
was verified in the 2004 paper [JJN] by Järvenpää, Järvenpää and Niemelä.
To the best of our knowledge, no work has previously been done on obtaining
a sharpened version of (1.3). By a ’sharpened version’ we mean a result, which
would yield (1.3) not only for almost all θ ∈ [0, 2pi), but also give an estimate
for the dimension of the set of exceptional parameters θ similar to (1.2). It is
easy to guess the correct analogue of (1.2) in our situation: first, note that if (1.3)
holds for some θ ∈ [0, 2pi), then we automatically have L 1(ρθ(B)) > 0. The
estimate (1.2) is known sharp, which means that L 1(ρθ(B)) > 0 may fail (for
some particular set B, see Section 5.1 for references) for all parameters θ in a set
of dimension 2 − dimB: thus, also (1.3) may fail for all parameters θ in a set
of dimension 2 − dimB. The converse result is proven below: for any Borel set
B ⊂ R2 with dimB > 1, we have (1.3) for all parameters θ ∈ [0, 2pi) \ E, where
dimE ≤ 2 − dimB. Inspired by the generalization due to Järvenpää, Järvenpää
and Niemelä, all our estimates will also be couched in the formalism of Peres
and Schlag. Straightforward applications to the mappings piλ(x) = |λ − x|2 and
piλ(x) =
∑
xiλ
i are presented in Sections 5.1 and 5.2.
2. DEFINITIONS AND A RESULT OF PERES AND SCHLAG
We start by defining our central object of study, the projections piλ:
Definition 2.1 (The Projections piλ). Let (Ω, d) be a compact metric space. Suppose
that an open interval J ⊂ R parametrises a collection of continuous mappings
piλ : Ω → R, λ ∈ J . These mappings, often referred to as projections, are assumed
to satisfy the following properties (see Remark 2.5 for a discussion on the origins
of our assumptions):
(i) For every compact subinterval I ⊂ J and every l ∈ N there exist constants
CI,l > 0 such that
|∂lλpiλ(x)| ≤ CI,l
for every λ ∈ I and x ∈ Ω.
(ii) Write
Φλ(x, y) :=
{
piλ(x)−piλ(y)
d(x,y)
, λ ∈ J, x, y ∈ Ω, x 6= y
0, λ ∈ J, x = y ∈ Ω,
and fix τ ∈ [0, 1). For every compact subinterval I ⊂ J , there exist con-
stants δI,τ such that
|Φλ(x, y)| ≤ δI,τd(x, y)τ =⇒ |∂λΦλ(x, y)| ≥ δI,τd(x, y)τ (2.2)
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for every λ ∈ I and x, y ∈ Ω. The projections piλ are then said to satisfy
transversality of order τ .
(iii) For every compact subinterval I ⊂ J , every τ > 0 and every l ∈ N there
exist constants CI,l,τ > 0 such that
|∂(l)λ Φλ(x, y)| ≤ CI,l,τd(x, y)−lτ (2.3)
for every λ ∈ I and x, y ∈ Ω. This property is called regularity of order τ .
Under these hypotheses, our main result is the following
Theorem 2.4. Let (piλ)λ∈J : Ω→ R be a family of projections satisfying (i), (ii) and (iii)
of Definition 2.1 for some τ > 0. Let B ⊂ Ω be a Borel set with dimB = s for some
1 < s < 2. Then there exists a set E ⊂ J such that dimE ≤ 2− s+ δ(τ), and
L 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥ s− 1− δ(τ)}) > 0, λ ∈ J \ E.
Here δ(τ) > 0 is a constant depending only on τ , and δ(τ)→ 0 as τ → 0. If the require-
ments of Definition 2.1 are satisfied with τ = 0 and H s(B) > 0, then the assertions
above hold with δ(τ) = 0.
Remark 2.5. Throughout the paper, dim will always refer to Hausdorff dimension.
Our definition of the projections piλ is a slightly specialized version of [PS, Defini-
tion 2.7]. The most notable strengthening in our hypotheses is that, in the original
definition in [PS], the bound in (2.3) is only assumed to hold under the condition
that |Φλ(x, y)| ≤ δI,τd(x, y)τ , whereas we assume it for all λ ∈ I and x, y ∈ Ω. Sec-
ond, Peres and Schlag also obtain results for projections piλ such that (2.3) holds
only for a finite number of λ-derivatives of the function Φλ: our projections are
∞-regular in the language of [PS].
Inspecting (i) and (ii) above, one should note that the easiest way to establish
(2.2) and (2.3) for all τ > 0 is to establish them (with some constants) for τ = 0: in-
deed, this is possible in all known (to the author, at least) ’geometric’ applications
of the projection formalism – but not possible in all applications.
A word on notation before we proceed. If A,B > 0 and p1, . . . , pk are param-
eters, we write A .p1,...,pk B, if there exists a finite constant C > 0, depending
only on the parameters p1, . . . , pk, such that A ≤ CB. The two-sided inequality
A .p1,...,pk B .p1,...,pk A is further abbreviated to A p1,...,pk B.
We now cite the parts of [PS, Theorem 2.8] that will be needed later:
Theorem 2.6. Let piλ : Ω → R, λ ∈ J , be a family of projections as in Definition 2.1,
satisfying (ii) and (iii) for some τ ∈ [0, 1). Let µ be a Radon measure on Ω such that
Is(µ) :=
∫∫
d(x, y)−s dµx dµy <∞ for some s > 0. Write µλ := piλ]µ.1 Then∫
I
‖µλ‖22,γ dλ .I,γ Is(µ), 0 < (1 + 2γ)(1 + a0τ) ≤ s, (2.7)
1Thus µλ(B) = µ(pi−1λ (B)) for Borel sets B ⊂ R.
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where ‖µλ‖22,γ :=
∫ |t|2γ|µ̂λ(t)|2 dt is the Sobolev-norm of µλ with index γ ∈ R, and
a0 > 0 is an absolute constant. Moreover, we have the estimate
dim{λ ∈ J : µλ 6 L 1} ≤ 2− s
1 + a0τ
.
Definition 2.8 (The Mappings Ψλ). Given a family of projections as in Definition
2.1, we define the mappings Ψλ : Ω→ R2, λ ∈ J , by
Ψλ(x) := (∂λpiλ(x), piλ(x)), x ∈ Ω.
Remark 2.9 (Hölder continuity of Ψλ). Note that
Ψλ(x)−Ψλ(y)
d(x, y)
= (∂λΦλ(x, y),Φλ(x, y)), x, y ∈ Ω, x 6= y.
Assuming that the projections piλ are transversal and regular of order τ ∈ [0, 1),
the inequalities (2.2) and (2.3) yield∣∣∣∣Ψλ(x)−Ψλ(y)d(x, y)
∣∣∣∣ & |∂λΦλ(x, y)|+ |Φλ(x, y)| ≥ δI,τd(x, y)τ
and ∣∣∣∣Ψλ(x)−Ψλ(y)d(x, y)
∣∣∣∣ . max{CI,0,τ , CI,1,τ}d(x, y)−τ
for all λ in any compact subinterval I ⊂ J and all x, y ∈ Ω. In brief, the mapping
Ψλ satisfies bi-Hölder continuity in the form
d(x, y)1+τ .I,τ |Ψλ(x)−Ψλ(y)| .I,τ d(x, y)1−τ (2.10)
for x, y ∈ Ω.
We close this chapter by stating a result on ’slicing’ any Radon measure µ on
R2 with respect to a continuous function pi : R2 → R. For the technical details, we
refer to [Mat2] or [Mat3, Chapter 10].
Theorem and Definition 2.11 (Sliced Measures). Let µ be a compactly supported
Radon measure on R2. If ρ : R2 → R is any orthogonal projection, we may forL 1
almost every t ∈ R define the sliced measure µρ,t with the following properties:
(i) sptµρ,t ⊂ sptµ ∩ ρ−1{t},
(ii) ∫
η dµρ,t = lim
δ→0
(2δ)−1
∫
ρ−1(t−δ,t+δ)
η dµ, η ∈ C(R2).
For every Borel set B ⊂ R and non-negative lower semicontinuous function η on
R2 we have the inequality∫
B
∫
η dµρ,t dt ≤
∫
ρ−1(B)
η dµ.
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Moreover, equality holds, if ρ]µ L 1. In this case, takingB = {t : @µρ,t or µρ,t ≡
0} and η ≡ 1 yields
ρ]µ(B) =
∫
ρ−1(B)
dµ =
∫
B
∫
dµρ,t dt = 0,
which shows that µρ,t exists and is non-trivial for ρ]µ almost every t ∈ R.
3. PRELIMINARY LEMMAS
For the rest of the paper we will write e1 = (1, 0), e2 = (0, 1), ρ1 := ρe1 and
ρ2 := ρe2 . Thus ρ1(x, y) = x and ρ2(x, y) = y for (x, y) ∈ R2. Our first lemma
is motivated by the following idea: if µ were a smooth function on R2, say µ ∈
C∞c (R2) (the subscript c indicates compact support), then one may easily check
that any slice µt := µρ2,t, t ∈ R, coincides with (µH 1)xLt, where Lt is the line
Lt = {(s, t) : s ∈ R}, and (µH 1)xLt is the measure defined by∫
ϕd(µH 1)xLt :=
∫
R
ϕ(s, t)µ(s, t) ds
for ϕ ∈ C(R2). Since an arbitrary Radon measure µ on R2 can be approximated
by a family (µε)ε>0 of smooth functions, one may ask whether also the measures
(µεH 1)xLt converge weakly to µt as ε ↘ 0. Below, we will prove that if the
functions µε are chosen suitably, then µt = limε→0(µεH 1)xLt.
Lemma 3.1. Let Q := (−1/2, 1/2) × (−1/2, 1/2) ⊂ R2 be the unit square centered at
the origin, and let χε be the lower semicontinuous function χε(x) := ε−2χQ(x/ε). Let µ
be a compactly supported Radon measure on R2, and write µε := χε ∗ µ. Then∫
R2
η dµt = lim
ε→0
∫
R
η(s, t)µε(s, t) ds, η ∈ C(R2), (3.2)
whenever µt := µρ2,t exists in the sense of Definition 2.11. Moreover, the convergence is
uniform on any compact family (in the sup-norm topology) of functions K ⊂ C(R2).
Proof. We first establish pointwise convergence, and then use the Arzelà-Ascoli
theorem to verify the stronger conclusion. Assume that µt exists for some t ∈ R.
We start with a simple reduction. Namely, we observe that it suffices to prove
(3.2) only for functions η with the special form η(x1, x2) = η(x1, t), (x1, x2) ∈ R2.
Indeed, if η ∈ C(R2) is arbitrary, we note that both sides of (3.2) depend only on
the values of η on the line Lt: in particular, both sides of (3.2) remain unchanged,
if we replace η by the function η˜ ∈ C+(R2) defined by η˜(x1, x2) = η(x1, t). The
function η˜ has the ’special form’.
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Fix a function η ∈ C(R2) of the ’special form’. Starting from the right hand side
of (3.2), we compute∫
R
η(s, t)µε(s, t) ds =
∫
R
η(s, t)ε−2
∫
R2
χQ
(
(s, t)− x
ε
)
dµx ds
= ε−1
∫
ρ−12 (t−ε/2,t+ε/2)
(
ε−1
∫ x1+ε/2
x1−ε/2
η(s, t) ds
)
dµx. (3.3)
The domain ρ−12 (t − ε/2, t + ε/2) results from the fact that the kernel χQ([(s, t) −
x]/ε) is zero whenever the second coordinate of x = (x1, x2) differs from t by more
than ε/2. On the other hand, if |t− x2| < ε/2, we see that χQ([(s, t)− x]/ε) = 1, if
and only if |s − x1| < ε/2. Next, we use the uniform continuity of η on sptµ and
the ’special form’ property to deduce that
sup
{∣∣∣∣∣ε−1
∫ x1+ε/2
x1−ε/2
η(s, t) ds− η(x)
∣∣∣∣∣ : x = (x1, x2) ∈ sptµ
}
≤ sup
{
ε−1
∫ x1+ε/2
x1−ε/2
|η(s, t)− η(x1, t)| ds : (x1, x2) ∈ sptµ
}
→ 0, (3.4)
as ε → 0. We write ‖ · ‖∞ for the L∞-norm on C(sptµ). Let us consider the
continuous linear functionals Λ : (C(sptµ), ‖ · ‖∞)→ R, defined by
Λε(ψ) := ε
−1
∫
ρ−12 (t−ε/2,t+ε/2)
ψ dµ, ψ ∈ C(sptµ).
Since µt exists, the orbits {Λε(ψ) : ε > 0} are bounded subsets of R for any
ψ ∈ C(sptµ). So, it follows from the Banach-Steinhaus theorem, see [Ru, The-
orem 2.5], that these functionals are uniformly bounded: there exists C > 0,
independent of ε > 0, such that |Λε(ψ)| ≤ C‖ψ‖∞. We apply the bound with
ψ = ψε defined by
ψε(x) = ε
−1
∫ x1+ε/2
x1−ε/2
η(s, t) ds− η(x), x = (x1, x2) ∈ sptµ.
Recalling (3.4), we have
lim sup
ε→0
∣∣∣∣∣ε−1
∫
ρ−12 (t−ε/2,t+ε/2)
[
ε−1
∫ x1+ε/2
x1−ε/2
η(s, t) ds− η(x)
]
dµx
∣∣∣∣∣
= lim sup
ε→0
|Λε(ψε)| ≤ C · lim sup
ε→0
‖ψε‖∞ (3.4)= 0,
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which implies that
lim
ε→0
ε−1
∫
ρ−12 (t−ε/2,t+ε/2)
(
ε−1
∫ x1+ε/2
x1−ε/2
η(s, t) ds
)
dµx
= lim
ε→0
ε−1
∫
ρ−12 (t−ε/2,t+ε/2)
η(x) dµx =:
∫
η dµt.
The existence of the former limit is a consequence of this equation, and the a priori
information on the existence of the latter limit. Combined with (3.3), this finishes
the proof of pointwise convergence in (3.2).
Next, we fix a compact family of functions K ⊂ C(R2), and demonstrate that
the convergence is uniform on K. Let B ⊂ R2 be a closed ball large enough to
contain the supports of all the measures µε, for 0 < ε ≤ 1, say. Consider the linear
functionals
Γε(ψ) :=
∫
R
ψ(r, t)µε(r, t) dr, ψ ∈ C(B).
Since the functionals Γε and ψ 7→ Γ(ψ) :=
∫
ψ dµt vanish outside C(B), it suffices
to show that Γ → Γ uniformly on K ∩ C(B): in fact, we may and will assume
that K ⊂ C(B). This way, we may view the mappings Γε not only as a family of
functionals onC(B), but also as a family of continuous functions (K, ‖·‖L∞(B))→
R. Above, we showed that Γε(ψ) → Γ(ψ) for every ψ ∈ C(B): thus, the orbits
{Γε(ψ) : ε > 0} are bounded for every ψ ∈ C(B) – and for every ψ ∈ K, in
particular. Applying the Banach-Steinhaus theorem again, we see that
|Γε(ψ)| ≤ C‖ψ‖L∞(B), ψ ∈ C(B), (3.5)
for some constant C > 0 independent of ε. This implies that the functions Γε are
equicontinuous on K: if ψ ∈ K and δ > 0, we have |Γε(ψ)−Γε(η)| = |Γε(ψ−η)| ≤
δ as soon as ‖ψ − η‖L∞(B) ≤ δ/C, for any 0 < ε ≤ 1. We have now demonstrated
that {Γε : K → R : 0 < ε ≤ 1} is a pointwise bounded equicontinuous family of
functions. By the Arzelà-Ascoli theorem, see [Ru, Theorem A5], every sequence
in {Γε : 0 < ε ≤ 1} contains a uniformly convergent subsequence. According to
our result on pointwise convergence, the only possible limit of any such sequence
is the functional ψ 7→ ∫ ψ dµt. This finishes the proof. 
Corollary 3.6. Let (ϕε)ε>0 be a sequence of smooth test functions satisfying ϕε ≥ χε.
Let µ be a compactly supported Radon measure on R2, and write µ˜ε := µ ∗ ϕε. Then∫∫
R2×R2
η(x; y) dµtx dµty ≤ lim inf
ε→0
∫∫
R×R
η((r, t); (s, t))µ˜ε(r, t)µ˜ε(s, t) dr ds
for all non-negative lower semicontinuous functions η : R2 × R2 → R, and for all t ∈ R
such that µt = µρ2,t exists.
Proof. Assume that µt exists. Approximating from below, it suffices to prove the
inequality for continuous compactly supported functions η : R2 × R2 → R. For
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such η, the plan is to first prove equality with µ˜ε replaced by µε = µ∗χε, and then
simply apply the estimate µε ≤ µ˜ε.
Fix η ∈ C(R2 × R2). It follows immediately from the previous lemma that∫∫
R2×R2
η(x; y) dµtx dµty =
∫
R2
lim
ε→0
∫
R
η((r, t); y)µε(r, t) dr dµty.
Moreover, the convergence of the inner integrals is uniform in  on the compact
family of functions K = {η(· ; y) : y ∈ sptµ} ⊂ C(R2). Hence, the numbers∣∣∣∣∫
R
η((r, t); y)µε(r, t) dr
∣∣∣∣ , y ∈ sptµ,
are uniformly bounded by a constant independent of . This means that the use
of the dominated convergence theorem is justified:∫∫
R2×R2
η(x; y) dµtx dµty = lim
ε→0
∫
R2
∫
R
η((r, t); y)µε(r, t) dr dµty. (3.7)
We may now estimate as follows:∣∣∣∣∫∫
R2×R2
η(x; y) dµtx dµty −
∫∫
R×R
η((r, t); (s, t))µε(r, t)µε(s, t) dr ds
∣∣∣∣
≤
∣∣∣∣∫∫
R2×R2
η(x; y) dµtx dµty −
∫
R2
∫
R
η((r, t); y)µε(r, t) dr dµty
∣∣∣∣
+
∣∣∣∣∫
R
[∫
R2
η((r, t); y) dµty −
∫
R
η((r, t); (s, t))µε(s, t) ds
]
µε(r, t) dr
∣∣∣∣ (3.8)
As ε → 0, the first term tends to zero according to (3.7). To see that the second
term vanishes as well, we need to apply the previous lemma again. Namely, we
first observe that the outer integration (with respect to r) can be restricted to some
compact interval [−R,R]. The family of continuous mappings {η((r, t); ·) : R2 →
R : r ∈ [−R,R]} is then compact, so the previous lemma implies that∫
R
η((r, t); (s, t))µε(s, t) ds→
∫
R2
η((r, t); y) dµty
uniformly with respect to r ∈ [−R,R], as ε → 0. An application of (3.5) then
shows that the term on line (3.8) converges to zero as ε → 0. As we mentioned
at the beginning of the proof, the assertion of the corollary now follows from the
inequality µε ≤ µ˜ε.

The corollary will soon be used to prove an inequality concerning the energies
of sliced measures. First, though, let us make a brief summary on Fourier trans-
forms of measures on Rn. If µ is a finite Borel measure on Rn, then its Fourier
transform µˆ is, by definition, the complex function
µˆ(x) =
∫
Rn
e−ix·y dµy, x ∈ Rn.
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It is well-known, see [Mat3, Lemma 12.12], that the s-energy Is(µ) of µ can be
expressed in terms of the Fourier transform:
Is(µ) :=
∫∫
dµx dµy
|x− y|s = cs,n
∫
Rn
|x|s−n|µˆ(x)|2 dx, 0 < s < n. (3.9)
This will be applied with n = 1 below.
Lemma 3.10. Let µ be a compactly supported Radon measure on R2. Then, with µt as
in the previous lemma, we have∫
R
Id−1(µt) dt .d
∫
R2
|ρ1(x)|d−2|µˆ(x)|2 dx, 1 < d < 2.
Proof. Choose a family of test functions (ϕε)ε>0 such that χε ≤ ϕε, and ‖ϕε‖L1(R2) ≤
2. Applying the previous corollary with µ˜ε = µ ∗ ϕε and η(x, y) = |x − y|1−d, we
estimate
Id−1(µt) =
∫∫
R2×R2
|x− y|1−d dµtx dµty
≤ lim inf
ε→0
∫∫
R×R
|r − s|1−dµ˜ε(r, t)µ˜ε(s, t) dr ds.
Integrating with respect to t ∈ R, applying (3.9) and using Plancherel yields∫
R
Id−1(µt) dt .d lim inf
ε→0
∫
R
∫
R
|s|d−2
∣∣∣∣∫
R
eirsµ˜ε(r, t) dr
∣∣∣∣2 ds dt
= lim inf
ε→0
∫
R
|s|d−2
∫
R
∣∣∣∣∫
R
eirsµ˜ε(r, t) dr
∣∣∣∣2 dt ds
 lim inf
ε→0
∫
R
|s|d−2
∫
R
∣∣∣∣∫
R
eitu
∫
R
eirsµ˜ε(r, u) dr du
∣∣∣∣2 dt ds
= lim inf
ε→0
∫∫
R×R
|s|d−2
∣∣∣∣∫∫
R×R
ei(s,t)·(r,u)µ˜ε(r, u) dr du
∣∣∣∣2 ds dt
= lim inf
ε→0
∫
R2
|ρ1(x)|d−2| ̂˜µε(x)|2 dx
= lim inf
ε→0
∫
R2
|ρ1(x)|d−2|ϕ̂ε(x)|2|µˆ(x)|2 dx
. lim inf
ε→0
∫
R2
|ρ1(x)|d−2|µˆ(x)|2 dx
=
∫
R2
|ρ1(x)|d−2|µˆ(x)|2 dx,
as claimed. 
Our last third lemma concerns the divergent set of certain parametrised power
series. The result is due to Peres and Schlag, and the proof can be found in [PS]:
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Lemma 3.11. Let U ⊂ R be an open interval, and let (hj)j∈N ∈ C∞(U). Suppose that
there exist finite constants B > 1, R > 1, C > 0, L ∈ N and Cl > 0, l ∈ {1, . . . , L},
such that ‖h(l)j ‖∞ ≤ ClBjl and ‖hj‖1 ≤ CR−j , for j ∈ N and 1 ≤ l ≤ L. Then, if
1 ≤ R˜ < R and α ∈ (0, 1) is such that BαR˜α/L ≤ R/R˜ ≤ BR˜1/L, we have the estimate
dim
{
λ ∈ U :
∑
j∈N
R˜j|hj(λ)| =∞
}
≤ 1− α.
Remark 3.12. The exact reference to this result is [PS, Lemma 3.1]. The result there
is formulated with L = ∞, but the proof actually yields the slightly stronger
statement above – and we will need it. The stronger version is observed by Peres
and Schlag themselves on the first few lines of [PS, §3.2].
4. THE MAIN LEMMA
Now we are equipped to study the dimension of the sliced measures
µλ,t := (Ψλ]µ)ρ2,t,
where Ψλ : Ω→ R2 is the function introduced in Definition 2.8. Thus, we are not
attempting to slice the measure µ with respect to the transversal projections piλ.
Rather, we first map the measure intoR2 with a sufficiently dimension preserving
function Ψλ, and then slice the image measure Ψλ]µ. The reason for this is simple:
in Ω, the residence of µ, we could not use Fourier analytic machinery required to
prove Lemma 4.1 below.
Lemma 4.1. Let µ be a Radon measure on Ω, and let 1 < s < 2.
(i) If the projections piλ satisfy the regularity and transversality assumptions (2.2)
and (2.3) with τ = 0, then Is(µ) <∞ implies
dim
{
λ ∈ J :
∫
R
Is−1(µλ,t) dt =∞
}
≤ 2− s. (4.2)
(ii) If the projections piλ only satisfy (2.2) and (2.3) for some τ > 0 so small that
s + τ 1/3 < 2, we still have (4.2), assuming that It(µ) < ∞ for t ≥ s + ε(τ),
where ε(τ) > 0 is a constant depending on τ . Moreover, ε(τ)→ 0 as τ → 0.
Proof. Assume that It(µ) < ∞ for some t ≥ s. We aim to determine the range of
parameters τ > 0 for which (4.2) holds under this hypothesis. According to our
second lemma we have∫
R
Is−1(µλ,t) dt .s
∫
R2
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx
for any λ ∈ J . We will attempt to show that the integral on the right hand side
is finite for as many λ ∈ J as possible. This is achieved by expressing the inte-
gral in the form of a power series and then applying Lemma 3.11. Some of the
work in verifying the conditions of Lemma 3.11 involves practically replicating
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ingredients from Peres and Schlag’s original proof of Theorem 2.6. Instead of us-
ing phrases such as ’we then argue as in [PS]’, we provide all the details for the
reader’s convenience, some of them in the Appendix.
Fix a compact subinterval I ⊂ J , and let λ ∈ I . We start by splitting our integral
in two pieces:
∫
R2
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx =
∫
C
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx (4.3)
+
∫
R2\C
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx, (4.4)
where C is the vertical cone
C = {z : −pi/4 ≤ arg z ≤ pi/4} ∪ {z¯ : −pi/4 ≤ arg z ≤ pi/4},
Here arg z is shorthand for signed angle formed by z with the positive y-axis, and z¯
refers to complex conjugation. With this choice of C , we have |ρ1(x)| & |x| for
x ∈ R2 \ C , which means that the integral on line (4.4) is easily estimated with
the aid of equation (3.9) and the Hölder bound (2.10):
∫
R2\C
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx .s
∫
|x|s−2|Ψ̂λ]µ(x)|2 dx
s
∫∫
|x− y|−s dΨλ]µx dΨλ]µy
=
∫∫
Ω×Ω
|Ψλ(x)−Ψλ(y)|−s dµx dµy
.I,τ
∫∫
Ω×Ω
d(x, y)−(1+τ)s dµx dµy
Thus the integral over R2 \ C is finite for all λ ∈ I , as soon as (1 + τ)s ≤ t, which
sets the first restriction for the admissible parameters τ > 0.
Write C = C 1 ∪ C 2 ∪ C 3 ∪ C 4, where C i is the intersection of C with the ith
quadrant in R2. We will show that, if τ > 0 is small enough, then the integral of
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 over each of these smaller cones can be infinite for parameters
λ in a set of dimension at most 2−s. This will prove the lemma. The treatment of
each of the cones C i is similar, so we restrict attention to C 2, and, for simplicity,
write C := C 2 = {z ∈ C : 0 ≤ arg z ≤ pi/4} (thus C lies in the upper left
quadrant of the plane). Further split C into sub-cones Ci, i = 2, 3, ..., where
Ci = {z : 2−i−1pi < arg z ≤ 2−ipi}. The y-axis is not covered, but this has no effect
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on integration:∫
C
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx =
∞∑
i=2
∫
Ci
|ρ1(x)|s−2|Ψ̂λ]µ(x)|2 dx
s
∞∑
i=2
2i(2−s)
∫
Ci
|x|s−2|Ψ̂λ]µ(x)|2 dx. (4.5)
The passage to (4.5) follows by writing |ρ1(x)| = |ρ1(x/|x|)| · |x| and noting that
ρ1(ζ) = sin(arg ζ)  arg ζ for ζ ∈ C ∩ S1. To prove that (4.5) is finite for as many
λ ∈ I as possible, we need to replace χCi by something smoother. To this end,
choose an infinitely differentiable function ϕ on R satisfying
χ[−1,1] ≤ ϕ ≤ χ[−2,2].
Then let ϕi be defined by ϕi(t) = ϕ(cit + ai), where the numbers ai and ci are so
chosen that
χIi ≤ ϕi ≤ χ2Ii ,
with Ii = [pi2−i−1, pi2−i], and 2Ii denotes the interval with the same mid-point and
twice the length as Ii. Clearly ci  2i. Now∫
Ci
|x|s−2|Ψ̂λ]µ(x)|2 dx ≤
∫
ϕi(arg x)|x|s−2|Ψ̂λ]µ(x)|2 dx.
With our eyes fixed on applying Lemma 3.11, define
hi(λ) := 2
−i
∫
ϕi(arg x)|x|s−2|Ψ̂λ]µ(x)|2 dx.
The theorem will be proven by showing that
dim
{
λ ∈ I :
∞∑
i=2
2i(3−s)hi(λ) =∞
}
≤ 2− s, (4.6)
provided that τ > 0 is small. In order to apply Lemma 3.11, we now need to
estimate both the derivatives and integrals of the functions hi.
4.1. The Integrals. Write Aj := {x ∈ R2 : 2j−1 ≤ |x| ≤ 2j} and Aij := {x ∈ Aj :
arg x ∈ 2Ii} for i = 2, 3, . . . and j ∈ Z. Then, by the choice of ϕi, we have
hi(λ) .s 2−i
∑
j∈Z
2j(s−2)
∫
Aij
|Ψ̂λ]µ(x)|2 dx. (4.7)
Using basic trigonometry, one sees that x1  −2j−i and x2  2j for x = (x1, x2) ∈
Aij . In other words, one may choose an absolute constant a ≥ 1 such that the sets
Aij are covered by the rectangles Qij = [−a2j−i,−a−12j−i] × [a−12j, a2j], see the
picture below. Next, let η be an infinitely differentiable function on R, satisfying
spt η ⊂ (a−2, 2a) and η|[a−1, a] ≡ 1. Then the function ηij := η˜j−i × ηj defined by
η˜j−i × ηj(x) := η˜j−i(x1)ηj(x2), x = (x1, x2) ∈ R2,
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≈h 2j
≈2j-ib ≈2-i
Qij
r=2j
Aij
FIGURE 1. The sets Aij and the covering rectangles Qij
is identically one on Qij (and thus Aij) for every pair of indices i = 2, 3, . . . and
j ∈ Z, where ηk(t) := η(2−kt) and f˜(t) := f(−t) for any function f : R→ R. Using
some basic properties of the Fourier transform, and the identity
Ψλ(x)−Ψλ(y) = (d(x, y)∂λΦλ(x, y), d(x, y)Φλ(x, y)),
we may now estimate∫
Aij
|Ψ̂λ]µ(x)|2 dx ≤
∫
ηij|Ψ̂λ]µ(x)|2 dx =
∫∫
̂ηj−i × η˜j (x− y) dΨλ]µx dΨλ]µy
=
∫∫
Ω×Ω
η̂j−i(ρ1[Ψλ(x)−Ψλ(y)]) ̂˜ηj(ρ2[Ψλ(x)−Ψλ(y)]) dµx dµy
= 22j−i
∫∫
Ω×Ω
ηˆ(2j−ir∂λΦλ(x, y))¯ˆη(2j(rΦλ(x, y)) dµx dµy,
where r := d(x, y). To bound the λ-integral of the expression on the last line, we
need
Lemma 4.8. Let γ be a smooth function supported on J . Then, for any j ∈ Z and q ∈ N,
we have the estimate∣∣∣∣∫
R
γ(λ)ηˆ(2j−ir∂λΦλ(x, y))¯ˆη(2jrΦλ(x, y)) dλ
∣∣∣∣ .d(Ω),γ,q (1 + 2jr1+Aτ )−q,
where A ≥ 1 is some absolute constant.
Proof. The proof given in [PS] for [PS, Lemma 4.6] extends to our situation. In
fact, the statement would be virtually the same as in [PS, Lemma 4.6] without the
presence of the factor
ηˆ(2j−ir∂λΦλ(x, y)).
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Unfortunately, the proof of [PS, Lemma 4.6] requires something more delicate
than ’bringing the absolute values inside the integral’, so this factor cannot be
completely dismissed. We discuss the lengthy details in Appendix A. 
Now we are prepared to estimate the L1(I)-norms of the functions hi, as re-
quired by Lemma 3.11. Fix any r ∈ (0, 1), and let γ be a smooth function sup-
ported on J and identically one on I . For brevity, write
Γijx,y(λ) := γ(λ)ηˆ(2
j−ir∂λΦλ(x, y))¯ˆη(2j(rΦλ(x, y)).
Then, use (4.7) and the Lemma above:
∞∑
i=2
2i(r+1)
∫
I
hi(λ) dλ .s
∞∑
i=2
2ir
∑
j∈Z
2j(s−2)
∫
R
γ(λ)
∫
Aij
|Ψ̂λ]µ(x)|2 dx dλ
≤
∞∑
i=2
2i(r−1)
∑
j∈Z
2js
∫∫
Ω×Ω
∣∣∣∣∫
R
Γijx,y(λ) dλ
∣∣∣∣ dµx dµy
.I
∞∑
i=2
2i(r−1)
∫∫
Ω×Ω
∑
j∈Z
2js(1 + 2jd(x, y)1+Aτ )−2 dµx dµy
.s
∞∑
i=2
2i(r−1)
∫∫
Ω×Ω
d(x, y)−(1+Aτ)s dµx dµy
This sum is finite, if τ > 0 is so small that (1 + Aτ)s ≤ t. Under this hypothesis,
we conclude that
‖hi‖L1(I) .I,r 2−i(r+1), r ∈ (0, 1). (4.9)
4.2. The Derivatives. First, we need to find out the Fourier transform of the
function x 7→ ϕj(arg x)|x|s−2. To this end, note that ϕ is certainly smooth enough
to have an absolutely convergent Fourier series representation:
ϕj(θ) =
∑
k∈Z
ϕˆj(k)e
ikθ.
Thus
ϕj(arg x)|x|s−2 = |x|s−2
∑
k∈Z
ϕˆj(k)e
ik arg x =
∑
k∈Z
|x|s−2−|k|Pj,k(x),
where
Pj,k(x) := |x||k|ϕˆj(k)eik arg x
is a harmonic polynomial of degree |k| in R2, which is also homogeneous of de-
gree |k|.2 The Fourier transform of each term Kj,k,s(x) := Pj,k(x)|x|s−2−|k| can be
2In complex notation, Pj,k(z) = i−kϕˆj(k)zk if k ≥ 0, and Pj,k = i−kϕˆj(k)z¯|k| if k < 0. The
factor i−k results from the fact that arg z = Arg z − pi/2 with our definition of arg.
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computed by an explicit formula given in [SW, Chapter IV, Theorem 4.1]:
Kˆj,k,s(x) = i
−|k|pi1−s
Γ
(
|k|+s
2
)
Γ
(
2+|k|−s
2
)Pj,k(x)|x|−|k|−s.
Thus, the Fourier transform of x 7→ ϕj(arg x)|x|s−2 is the function
Fj(x) = pi
1−s|x|−s
∑
k∈Z
i−|k|
Γ
(
|k|+s
2
)
Γ
(
2+|k|−s
2
) ϕˆj(k)Hk(x),
where Hk(x) = eik arg x. We may now rewrite hj as
hj(λ) = 2
−j
∫∫
Fj(x− y) dΨλ]µ(x) dΨλ]µ(y)
= 2−j
∫∫
Fj(Ψλ(x)−Ψλ(y)) dµx dµy,
whence, in order to evaluate the ∂(l)λ -derivatives of hj , we only need to consider
the corresponding derivatives of the mappings λ 7→ Fj(Ψλ(x) − Ψλ(y)) for ar-
bitrary x, y ∈ Ω. From the bounds we obtain for the derivative, it will be clear
that if It(µ) < ∞ for some t ≥ s large enough, then no issues arise from the
legitimacy of exchanging the order or differentiation and integration. For fixed
x, y ∈ Ω, the mapping λ 7→ Fj(Ψλ(x) − Ψλ(y)) is the composition of Fj with the
path λ 7→ Ψλ(x)−Ψλ(y) =: γ(λ), whence ∂(l)λ Fj(Ψλ(x)−Ψλ(y)) = (Fj ◦ γ)(l)(λ).
Proposition 4.10. The derivative (Fj ◦ γ)(l)(λ) consists of finitely many terms of the
form
∂βFj(γ(λ))γ˜1(λ) · · · γ˜|β|(λ),
where β is a multi-index of length |β| ≤ l and γ˜j = γ(k)i for some i ∈ {1, 2} and k ≤ l.
Proof. To get the induction started, note that
(Fj ◦ γ)′(λ) = ∇Fj(γ(λ)) · γ′(λ) = ∂1Fj(γ(λ))γ′1(λ) + ∂2Fj(γ(λ))γ′2(λ).
The expression on the right is certainly of the correct form. Then assume that the
claim holds up to some l ≥ 1. Then (Fj ◦ γ)(l+1)(λ) is the sum of the derivatives
of the terms occurring in the expression for (Fj ◦ γ)(l)(λ). Take one such term
∂βFj(γ(λ))γ˜1(λ) · · · γ˜|β|(λ). The product rule shows that the derivative of this term
is
[∇∂βFj(γ(λ)) · γ′(λ)]γ˜1(λ) · · · γ˜|β|(λ) + ∂βFj(γ(λ))
|β|∑
j=1
γ˜1(λ) · · · γ˜′j(λ) · · · γ˜|β|(λ)
The claim now follows immediately from this formula. 
At this point we state the estimate we aim to prove:
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Claim 4.11. Let, as before, γ(λ) = γx,y(λ) = Ψλ(x)−Ψλ(y). Then
|(Fj ◦ γ)(l)(λ)| .I,l,s 2j(l+1)d(x, y)−s−τ(l2+l+s), λ ∈ I, l ≥ 0.
Once this is established, we will immediately obtain
‖h(l)j ‖L∞(I) .I,l,s 2jl
∫∫
d(x, y)−s−τ(l(l+1)+s) dµx dµy = 2jlIs+τ(l(l+1)+s)(µ),
so that Lemma 3.11 can be applied with B = 2 and any L ∈ N such that
s+ τ(L(L+ 1) + s) ≤ t. (4.12)
By Proposition 4.10, it suffices to prove Claim 4.11 for all products of the form
∂βFj(γ(λ))γ˜1(λ) · · · γ˜|β|(λ), where |β| ≤ l and γ˜j = γ(k)i for some i ∈ {1, 2} and
k ≤ l. First of all,
|γ˜j(λ)| ≤ |γ(k)(λ)| = |∂kλ(Ψλ(x)−Ψλ(y))| .I,l,τ d(x, y)1−(k+1)τ . d(x, y)1−(l+1)τ
according to the regularity assumption (2.3). This yields
|∂βFj(γ(λ))γ˜1(λ) · · · γ˜|β|(λ)| .I,l |∂βFj(γ(λ))|d(x, y)|β|(1−(l+1)τ).
Next we will prove that |∂βFj(γ(λ))| .I,l,s 2j(l+1)d(x, y)−(1+τ)(s+|β|) for multi-indices
β of length |β| ≤ l. This will prove Claim 4.11. One of the factors in the defini-
tion of Fj is the Riesz kernel x 7→ ks(x) = |x|−s, the expression of which does not
depend on j ≥ 1. It is easily checked that |∂βks(x)| .l s|β||x|−s−|β|, if |β| ≤ l. What
about the other factor? First we need the following estimate:
|∂βHk(x)| .l |k||β||x|−|β| ≤ |k|l|x|−|β|, k ∈ Z, |β| ≤ l. (4.13)
Note that Hk(z) = i−kzk/|z|k or Hk(z) = i−kz¯|k|/|z||k| for z ∈ C = R2 (depending
on whether k ≥ 0 or k < 0). First,
|∂βzk| = |∂β(x+ iy)k| = |k(k − 1) · · · (k − |β|+ 1)(x+ iy)k−|β|| ≤ |k||β||z|k−|β|,
and the same estimate holds for ∂β z¯|k|. Second, the estimate for the derivatives of
the Riesz kernel yields |∂β|z|−k| .l |k||β||x|−k−|β| for k ≥ 0 and |β| ≤ l, and (4.13)
then follows by applying the Leibnitz formula.
Mostly for convenience,3 we use the well-known fact that Γ(x + α)/Γ(x)  xα
for α > 0 and large x > 0. In particular,
Γ
(
|k|+s
2
)
Γ
(
2+|k|−s
2
) = Γ
(
2+|k|−s
2
+ s− 1
)
Γ
(
2+|k|−s
2
) . |k|s−1,
3Any estimate of the form Γ(x+ α)/Γ(x) . xc(α) would suffice to us.
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Now we may use the rapid decay bound |ϕˆj(k)| = c−1j |ϕˆ(k/cj)| .l 2j(l+1)|k|−(l+2)
to conclude that∣∣∣∣∣∣∂β
∑
k∈Z
i−|k|
Γ
(
|k|+s
2
)
Γ
(
2+|k|−s
2
) ϕˆj(k)Hk(x)
∣∣∣∣∣∣ .l 2j(l+1)
∑
k∈Z
|k|−(l+2)|k|s−1|∂βHk(x)|
. 2j(l+1)|x|−|β|
∑
k∈Z
|k|s−3 .s 2j(l+1)|x|−|β|.
Finally, using Leibnitz’s rule once more, and also the fact from estimate (2.10)
that
|γ(λ)| = |Ψλ(x)−Ψλ(y)| &I,τ d(x, y)1+τ ,
we obtain
|∂βFj(γ(λ))| .l,s 2j(l+1)
∑
α≤β
|cαβ||γ(λ)|−s−|α||γ(λ)||α|−|β| .l 2j(l+1)d(x, y)−(1+τ)(s+|β|)
This finishes the proof of Claim 4.11.
4.3. Completion of the Proof of Lemma 4.1. Now we are prepared to apply
Lemma 3.11 and prove (4.6). Let us first consider the simpler case τ = 0. Let
t = s, B = 2 and R˜ = 23−s. Then fix α < s − 1 and choose r ∈ (0, 1) so close
to one that α < r + s − 2. Next, let R := 2r+1, and choose L ∈ N be so large
that α + α(3 − s)/L ≤ r + s − 2. As τ = 0, the hypotheses (1 + Aτ)s ≤ t and
s+τ(L(L+1)+s) ≤ t from (4.9) and (4.12) are automatically satisfied. With these
notations, we have
‖hi‖L1(I) . R−i, ‖h(l)i ‖L∞(I) .l Bil for 1 ≤ l ≤ L, BαR˜α/L ≤
R
R˜
≤ BR˜1/L,
whence Lemma 3.11 yields
dim
{
λ ∈ I :
∞∑
i=2
2i(3−s)hi(λ) =∞
}
≤ 1− α.
The proof of Lemma 4.1(i) is finished by letting α↗ s− 1.
In the case (ii) of Lemma 4.1, we first set s(τ) := s + τ 1/3 < 2 and define the
functions h˜i in the same way as the functions hi, only replacing s by s(τ) in the
definition. Then we write α := s− 1 < s(τ)− 1 and choose r := 1− τ 1/3/2. If L is
an integer satisfying 4τ−1/3 ≤ L ≤ 8τ−1/3, we then have
α + α(3− s(τ))/L ≤ α + 2/L ≤ s− 1 + τ 1/3/2 = r + s(τ)− 2,
which means that
BαR˜α/L ≤ R
R˜
≤ 2 ≤ BR˜1/L
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with B = 2, R = 2r+1 and R˜ = 23−s(τ). Moreover, the proofs above show (nothing
more is required than the ’change of variables’ s 7→ s(τ)) that the estimates
‖h˜i‖L1(I) . R−i and ‖h˜(l)i ‖L∞(I) .l Bil for 1 ≤ l ≤ L,
hold, this time provided that (1 + Aτ)s(τ) ≤ t and s(τ) + τ(L(L + 1) + s(τ)) ≤ t.
The first condition says that t ≥ s+ τ 1/3 +Asτ +Aτ 4/3 =: s+ ε1(τ). On the other
hand, the upper bound on L gives the estimate
s(τ) + τ(L(L+ 1) + s(τ)) ≤ s+ τ 1/3 + 128τ 1/3 + τ(s+ τ 1/3) =: s+ ε2(τ).
Thus, if t ≥ s+ ε(τ) := s+ max{ε1(τ), ε2(τ)}, we again have
dim
{
λ ∈ I :
∞∑
i=2
2i(3−s(τ))h˜i(λ) =∞
}
≤ 1− α = 2− s.
Arguing in the same way as we arrived at (4.6), this even proves that
dim
{
λ ∈ J :
∫
R
Is(τ)−1(µλ,t) dt =∞
}
≤ 2− s.
The proof of Lemma 4.1(ii) is finished, since Is−1(µλ,t) .λ Is(τ)−1(µλ,t) for λ ∈ J
and t ∈ R. 
5. PROOF OF THEOREM 2.4 AND APPLICATIONS
Remark 5.1. If B ⊂ Ω is a Borel set with dimB > 1, and sptµ ⊂ B, the previous
lemma can be used to extract information on the dimension of Ψλ(B) ∩ ρ−12 {t}
for various λ ∈ J and t ∈ R, since sptµλ,t ⊂ Ψλ(B) ∩ ρ−12 {t}. Of course, we
were originally interested in knowledge concerning dim[B∩pi−1λ {t}]. Fortunately
piλ = ρ2 ◦Ψλ, so that
Ψλ(B ∩ pi−1λ {t}) = Ψλ(B) ∩ ρ−12 {t}.
By the Hölder continuity, recall (2.10), of the mappings Ψλ, we then have
dim[B ∩ pi−1λ {t}] ≥ (1− τ) dim[Ψλ(B) ∩ ρ−12 {t}]
for λ ∈ J and t ∈ R.
Proof of Theorem 2.4. Let us first prove the case τ = 0. Assume that H s(B) > 0.
We claim that the set
E := {λ ∈ J : L 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥ s− 1}) = 0}
satisfies dimE ≤ 2 − s. By Frostman’s lemma (the version for metric spaces, see
[Ho]), we may choose a non-trivial compactly supported Radon measure µ on Ω
with sptµ ⊂ B and µ(B(x, r)) ≤ rs for x ∈ Ω and r > 0. Then Ir(µ) <∞ for every
1 < r < s, so that by Theorem 2.6 we have the estimate
dim{λ ∈ J : piλ]µ 6 L 1} ≤ 2− s. (5.2)
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By (5.2) and Lemma 4.1, the set
Ejµ :=
{
λ ∈ J : piλ]µ 6 L 1 or
∫
R
I(s−1/i)−1(µλ,t) dt =∞ for some i ≥ j
}
has dimension dimEjµ ≤ 2 − s + 1/j. If λ ∈ J \ Ejµ, we know that the set Nµ,λ :=
{t ∈ R : ∃µλ,t and µλ,t 6≡ 0} has positive L 1 measure.4 Also, by definition of Ejµ,
we know that forL 1 almost every t ∈ Nµ,λ the measure µλ,t has finite (s−1−1/i)-
energy for every i ≥ j: in particular,
dim[B ∩ pi−1λ {t}] ≥ dim[Ψλ(B) ∩ ρ−12 {t}] ≥ dim(sptµλ,t) ≥ s− 1
for these t ∈ Nµ,λ. Thus L 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥ s − 1}) ≥ L 1(Nµ,λ) > 0,
and we conclude that λ ∈ J\E. It follows thatE ⊂ Ejµ, whence dimE ≤ 2−s+1/j.
Letting j →∞ now shows that dimE ≤ 2− s, and
L 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥ s− 1}) > 0, λ ∈ J \ E.
Next assume that τ > 0, and dimB = s. Let δ0(τ) = 2ε(τ), where ε(τ) is the
constant from the previous theorem. Then choose a measure µ on Ω, supported
on B, such that Is−ε(τ) < ∞. Then, as s − ε(τ) = (s − δ0(τ)) + ε(τ), Lemma 4.1
asserts that
dim
{
λ ∈ J :
∫
R
Is−1−δ0(τ)(µλ,t) dt =∞
}
≤ 2− s+ δ0(τ).
On the other hand, Theorem 2.6 gives
dim{λ ∈ J : piλ]µ 6 L 1} ≤ 2− s− ε(τ)
1 + a0τ
≤ 2− s+ ε(τ) + 2a0τ
1 + a0τ
=: 2− s+ δ1(τ).
This means, again, that the setNµ,λ = {t ∈ R : ∃µλ,t and µλ,t 6≡ 0} has positiveL 1
measure for all λ ∈ J except for a set of dimension at most 2− s+ δ1(τ). Writing
δ(τ) = max{δ0(τ) + τ, δ1(τ)}, we may conclude that there exists a set E ⊂ J of
dimension at most 2− s+ δ(τ) such that
dim[B ∩ pi−1λ {t}] ≥ (1− τ) dim[Ψλ(B) ∩ ρ−12 {t}]
≥ (1− τ) dim(sptµλ,t)
≥ (1− τ)(s− 1− δ0(τ)) ≥ s− 1− δ(τ)
holds for λ ∈ J \ E and forL 1 almost all t ∈ Nµ,λ. In short,
L 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥ s− 1− δ(τ)}) = L 1(Nµ,λ) > 0, λ ∈ J \ E.

4This follows from the equation ρ2](Ψλ]µ) = piλ]µ: whenever piλ]µ  L 1, we also have
ρ2](Ψλ]µ) L 1, andL 1(Nµ,λ) > 0 in this case, see Definition 2.11.
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Remark 5.3. For later use, let us note that the proof above yields the following
result: if µ is a Borel measure on Ω with Is(µ) <∞ for some 1 < s < 2, then there exists
a set E ⊂ J of dimension dimE ≤ 2− s+ δ(τ) such that for every λ ∈ J \E and piλ]µ
almost every t ∈ R it holds that piλ]µ L 1 and dim[sptµ ∩ pi−1λ {t}] ≥ s− 1− δ(τ).
Indeed, as shown above, the inequality dim[sptµ∩pi−1λ {t}] ≥ s−1−δ(τ) holds for
L 1 almost every t ∈ Nµ,λ. Moreover, as noted in Definition and Theorem 2.11,
we have piλ]µ(R \Nµ,λ) = 0 whenever piλ]µ L 1.
5.1. Applications and Remarks on the Sharpness of Theorem 2.4. As the first
application of Theorem 2.4, we consider orthogonal projections to lines in R2.
Namely, let piλ(x) := x · (cosλ, sinλ) for x ∈ R2 = Ω and λ ∈ (0, 2pi). Then piλ is
the orthogonal projection onto the line spanned by the vector (cosλ, sinλ) ∈ S1.
These projections are perhaps the most basic example of generalized projections:
transversality with τ = 0 follows immdediately from the equation
|Φλ(x, y)|2 + |∂λΦλ(x, y)|2 = 1, x, y ∈ R2,
and the other conditions are even easier to verify. Applied to these projections
Theorem 2.4 assumes the form
Corollary 5.4. Let B ⊂ R2 be a Borel set with 0 < H s(B) < ∞ for some s > 1.
Denote by Lλ,t the line Lλ,t = {x ∈ R2 : x · (cosλ, sinλ) = t} = pi−1λ {t}. Then there
exists a set E ⊂ (0, 2pi) of dimension dimE ≤ 2− s such that
L 1({t ∈ R : dim[B ∩ Lλ,t] ≥ s− 1}) > 0, λ ∈ (0, 2pi) \ E.
In fact, the inequality dim[B∩Lλ,t] ≥ s−1 above could be replaced by equality:
indeed, if pi : R2 → R is any Lipschitz map, then dim[B ∩ pi−1{t}] ≤ dimB − 1 for
almost every t ∈ R. This follows from [Mat3, Theorem 7.7].
In the case of orthogonal projections, the bound obtained above for dimE is
sharp. To see this, first note that if B ⊂ R2 is a Borel set with dimB > 1, and if
λ ∈ (0, 2pi) is any parameter such that L 1({t : dim[B ∩ Lλ,t] ≥ dimB − 1}) > 0,
then it follows immediately that L 1(piλ(B)) > 0. On the other hand, it is known
that a compact set B ⊂ R2 exists with s = dimB > 1, and such that
dim{λ ∈ (0, 2pi) : L 1(piλ(B)) = 0} = 2− s. (5.5)
This yields
dim{λ ∈ (0, 2pi) : L 1({t : dim[B ∩ Lλ,t] ≥ s− 1}) = 0} ≥ 2− s
for this particular set B, so that the bound dimE ≤ 2−s in the previous corollary
cannot be improved. The construction of the compact set B satisfying (5.5) is
essentially the same as that of a similar counter-example obtained by Kaufman
and Mattila in [KM]. The applicability of the example in [KM] to this situation
was observed by K. Falconer in his paper [Fa], and the full details were worked
out by A. Peltomäki in his licenciate thesis [Pe].
Before discussing another application, we consider the following question. Let
B ⊂ R2 be a Borel set withH s(B) > 0 for some s > 1, and let (piλ)λ∈J be a family
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of projections satisfying the regularity and transversality conditions of Definition
2.1 with τ = 0. Then we have the bounds
dim{λ ∈ J : L 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥ s− 1}) = 0} ≤ 2− s, (5.6)
given by Theorem 2.4, and
dim{λ ∈ J : L 1(piλ(B)) = 0} ≤ 2− s, (5.7)
by Theorem 2.6. Moreover, any reader familiar with the proofs of Peres and
Schlag in [PS] will note that the projection results there and the slicing result here
are very strongly connected. Thus, one might wonder if the ’exceptional sets’ of
dimension at most 2 − s on lines (5.6) and (5.7) might, in fact, coincide. In other
words the question is, doesL 1(piλ(B)) > 0 implyL 1({t ∈ R : dim[B ∩ pi−1λ {t}] ≥
s − 1}) > 0 (the converse implication is trivial and true, as noted above)? The
answer is negative (for orthogonal projections, at least), as can be seen by consid-
ering the the self-affine fractal F ⊂ [0, 1]× [0, 1] obtained by iterating the scheme
below:
3/41/4
1
11/2
1/2
0
It is easy to prove that if µ is the uniformly distributed measure on F , then µ(Q) .
d(Q)3/2 for all cubes Q ⊂ R2, whenceH 3/2(F ) > 0. Also, the projection of F onto
the real axis is the interval [0, 1]. However, the intersection of any vertical line
with F contains at most two points, and, in particular, the dimension of these
vertical slices of F have dimension zero instead of 3/2− 1 = 1/2.
We finish this section with another application of Theorem 2.4. As noted in
Remark 2.5, there exist families of projections, which only satisfy the regularity
and transversality requirements of Definition 2.1 for strictly positive parameters
τ > 0. Several such examples are presented in the original paper by Peres and
Schlag, so here and now we will content ourselves with just one, the Bernoulli
convolutions. Let Ω = {−1, 1}N and let µ be the product measure on Ω. For λ ∈
(0, 1), consider the projections
piλ(ω) :=
∞∑
n=0
ωnλ
n, ω = (ω1, ω2, . . .) ∈ Ω.
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Our result yields some information on the number of distinct solutions ω ∈ Ω
for the equation piλ(ω) = t, for L 1 almost every t ∈ [−1/(1 − λ), 1/(1 − λ)] =: Iλ
(the equation obviously has no solutions for t outside Iλ). If (a, b) ⊂ (0, 1), write
G(a, b) := {λ ∈ (a, b) : number of solutions to piλ(ω) = t is uncountable for a.e. t ∈
Iλ}.
Corollary 5.8. If (a, b) ⊂ (2−1, 2−2/3] ≈ (0.5, 0.63], we have
dim[(a, b) \G(a, b)] ≤ 2− log 2− log a.
Proof. The proof is essentially the same as the proof of [PS, Theorem 5.4], but we
provide it here for completeness. We may assume that a > 1/2. Fix τ > 0 and
divide the interval (a, b) into finitely many subintervals Ji = (ai, bi) satisfying
ai > b
1+τ
i . Given Ji, define the metric di on Ω by setting di(ω
1, ω2) := b
|ω1∧ω2|
i ,
where |ω1 ∧ ω2| = min{j ≥ 0 : ω1j 6= ω2j}. As shown in [PS, Lemma 5.3], the
projections piλ satisfy the requirements of Definition 2.1 on Ji with the metric di
and the fixed constant τ > 0.
Let µ be the product measure on Ω: then Is(µ) < ∞ with respect to di, if and
only if bsi > 1/2, if and only if s < − log 2/ log bi. Let si := − log 2/ log bi − δ(τ),
where δ(τ) is the constant from Theorem 2.4. Using Remark 5.3, one then finds a
set Ei ⊂ Ji of dimension
dimEi ≤ 2− si + δ(τ) ≤ 2 + log 2/ log a+ 2δ(τ)
such that piλ]µ L 1 and
dim pi−1λ {t} = dim[spt µ ∩ pi−1λ {t}] ≥ si − δ(τ)
for every λ ∈ Ji \ Ei and piλ]µ almost every t ∈ R. By now it is well-known, see
[MS], that piλ]µ  L 1 implies L 1xIλ  piλ]µ. Thus, we see that the inequality
dimpi−1λ {t} ≥ si − δ(τ) holds for L 1 almost every t ∈ Iλ. Also, we clearly have
card({ω ∈ Ω : piλ(ω) = t}) > ℵ0, whenever dim pi−1λ {t} ≥ si − δ(τ) > 0, that is,
whenever τ > 0 is small enough. Thus dim[(a, b)\G(a, b)] ≤ 2+log 2/ log a+2δ(τ).
The proof is finished by letting τ → 0.

Remark 5.9. The proof above does not work with (2−1, 2−2/3] replaced with (2−1, 1].
This unfortunate fact is concealed in our reference to [PS, Lemma 5.3] above: the
transversality conditions cannot be verified for the projections piλ on the whole
interval (2−1, 1]. Our methods reveal nothing on the dimension of the sets (a, b) \
G(a, b) for intervals (a, b) outside (2−1, 2−2/3).
5.2. Further Generalisations. In [PS] Peres and Schlag obtained results analo-
gous to Theorem 2.6 for Rm-valued projections with an Rn-valued parameter set.
It seems reasonable to conjecture that an analogue of Theorem 2.4 would also
hold for such projections, but the technical details might be rather tedious. In
some special circumstances, even the inherently one-dimensional Theorem 2.4
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can be used to deduce results for projections with a multidimensional parameter
set. For example, let us consider the projections piλ : R2 → [0,∞), λ ∈ R2, defined
by piλ(x) := |λ− x|2. Assume that B ⊂ R2 is a Borel set withH s(B) > 0 for some
s > 3/2.
Claim 5.10. There exists a point λ ∈ B such that
L 1({r > 0 : dim[B ∩ S(λ, r)] ≥ s− 1}) > 0, (5.11)
where S(λ, r) = pi−1λ {r2} = {y : |λ− y| = r}.
Proof. It follows from the classical line-slicing result of Marstrand (but also from
Theorem 2.4 applied to orthogonal projections) that there exists a line L ⊂ R2
such that dim[B ∩ L] > 1/2. The mappings piλ with λ ∈ L ∼= R now form a
collection of projections with a one-dimensional parameter set. They do not sat-
isfy transversality as projections from the whole plane to R, but this is no issue:
choose a compact subset C ⊂ B with H s(C) > 0 lying entirely on one side of, and
well separated from, the line L. Then it is an easy exercise to check that the restricted
projections piλ : C → R, λ ∈ L ∼= R, satisfy the requirements of Definition 2.1 with
τ = 0. Thus, according to Theorem 2.4, the equation (5.11) holds for all λ ∈ L \E,
where dimE ≤ 2 − dimC < 1/2. Since dim[B ∩ L] > 1/2, we may find a point
λ ∈ [B ∩ L] \ E. This finishes the proof. 
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APPENDIX A. PROOF OF LEMMA 4.8
In this section we provide the details for the proof of Lemma 4.8. The argument
is the same as used to prove [PS, Lemma 4.6], and we claim no originality on this part.
As mentioned right after Lemma 4.8, the only reason for reviewing the proof here
is to make sure that the factor
ηˆ(2j−ir∂λΦλ(x, y))
produces no trouble – and in particular, no dependence on the index i ∈ N! In
this respect, everything depends on an estimate made no earlier than on page 27
of this paper.
Lemma A.1. Fix x, y ∈ Ω, x 6= y, write r = d(x, y), and let I be a compact subinterval
of J . The set
{λ ∈ int I : |Φλ(x, y)| < δI,τrτ}
can be written as the countable union of disjoint (maximal) open intervals I1, I2, . . . ⊂ I .
(i) The intervals Ij satisfy L 1(Ij) ≤ 2. Furthermore, if Ij and I have no common
boundary, then r2τ .I,τ L 1(Ij). Thus, in fact, there are only finitely many
intervals Ij .
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(ii) There exist points λj ∈ I¯j , which satisfy: if λ ∈ I¯j , then |Φλ(x, y)| ≥ |Φλj(x, y)|
and |Φλ(x, y)| ≥ δI,τrτ |λ − λj|. Furthermore, there exists a constant ε > 0,
depending only on I and τ , with the following properties: (a) if λ ∈ Ij and
|Φλ(x, y)| ≤ δI,τrτ/2, then (λ− εr2τ , λ+ εr2τ )∩ I ⊂ Ij , and (b) if |Φλj(x, y)| ≥
δI,τr
τ/2, then |Φλ(x, y)| ≥ δI,τrτ/2 for all λ ∈ (λj − εr2τ , λj + εr2τ ) ∩ I .
Proof. Let J be one of the intervals Ij , see Figure 2. According to the transversality
condition (2.2), we have
∂λΦλ(x, y) ≥ δI,τrτ or ∂λΦλ(x, y) ≤ −δI,τrτ
for all λ ∈ J , which means that the mapping λ 7→ Φλ(x, y) is strictly monotonic
on J . The first inequality in (i) follows from (2.2) via the mean value theorem: if
[a, b] ⊂ J and ξ ∈ (a, b) is the point specified by the mean value theorem, we have
δI,τr
τ (b− a) ≤ |∂λΦξ(x, y)|(b− a) = |Φb(x, y)− Φa(x, y)| ≤ 2δI,τrτ .
For the second inequality in (i) we apply the regularity condition (2.3): write J =
(a, b). Since J and I have no common boundary, we have {Φa(x, y),Φb(x, y)} =
{−δI,τrτ , δI,τrτ}. Hence, by (2.3) and the mean value theorem,
CI,1,τr
−τL 1(J) ≥ |∂λΦξ(x, y)|(b− a) = |Φb(x, y)− Φa(x, y)| = 2δI,τrτ .
J λ
Φλ( )x,y
Cβr β
Cβr β-
λ1 λ2 λ3
FIGURE 2. The interval J and some of the points λi
To prove (ii), let λj ∈ I¯j be the unique point in I¯j where the mapping λ 7→
|Φλ(x, y)| attains its minimum on Ij . Such a point exists by continuity and mono-
tonicity: note that on all but possibly two of the intervals Ij (the left- and right-
most ones) λj is the unique zero of the mapping λ 7→ Φλ(x, y) on Ij . Now if λ ∈ Ij
is any point, we see that Φλ(x, y) has the same sign and absolute value at least as
great as Φλj(x, y). This gives
|Φλ(x, y)| ≥ |Φλ(x, y)− Φλj(x, y)| ≥ δI,τrτ |λ− λj|
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by (2.2) and the mean value theorem. All that is left now are (a) and (b) of (iii):
set ε := δI,τC−1I,1,τ/2 > 0. Assume first that λ ∈ Ij , |Φλ(x, y)| ≤ δI,τrτ/2 and
t ∈ (λ−εr2τ , λ+εr2τ )∩I . Then, by the regularity assumption (2.3) and |t−λ| < εr2τ
we get
|Φt(x, y)| ≤ |Φt(x, y)− Φλ(x, y)|+ δI,τrτ/2 ≤ CI,1,τr−τ |t− λ|+ δI,τrτ/2 < δI,τrτ .
Since the same also holds for all t′ between λ and t, we see that t ∈ Ij . Finally,
suppose that |Φλj(x, y)| ≥ δI,τrτ/2 and fix λ ∈ (λj − εr2τ , λj + εr2τ ) ∩ I . There
are three cases: first, if λ ∈ Ij , then, by choice of λj , we clearly have |Φλ(x, y)| ≥
δI,τr
τ/2. Second, if λ belongs to none of the intervals Ij , we even have the stronger
conclusion |Φλ(x, y)| ≥ δI,τrτ . Finally, if λ ∈ Ii for some i 6= j, let t ∈ I be the end
point of Ii between λj and λ. Then |Φt(x, y)| = δI,τrτ and |t− λ| ≤ εr2τ so that by
(2.3), the mean value theorem and the choice of ε,
|Φλ(x, y)| ≥ δI,τrτ − |Φt(x, y)− Φλ(x, y)| ≥ δI,τrτ − CI,1,τr−τεr2τ = δI,τrτ/2.
This finishes the proof of (ii). 
Now we are prepared to prove Lemma 4.8. Recall that we should prove∣∣∣∣∫
R
γ(λ)ηˆ(2j−ir∂λΦλ(x, y))¯ˆη(2jrΦλ(x, y)) dλ
∣∣∣∣ .γ,q (1 + 2jr1+Aτ )−q,
where x, y ∈ Ω, r = d(x, y), q ∈ N, j ∈ Z, γ is any compactly supported smooth
function on J, and A ≥ 1 is an absolute constant. We may and will assume that
q ≥ 2. Moreover, recall that η was a fixed smooth function satisfying χ[a−1,a] ≤
η ≤ χ[a−2,2a] for some large a ≥ 1. Setting ψ := ¯ˆη (in the appendix, we freely
recycle all the Greek letters and other symbols that had a special meaning in the
previous sections), this definition implies that ψ is a rapidly decreasing function,
that is, obeys the bounds |ψ(t)| .N (1 + |t|)−N for any N ∈ N, and also satisfies
ψˆ(l)(0) = 0, l ∈ N. (A.2)
Fixing x, y ∈ Ω, we will also temporarily write
Γ(λ) := γ(λ)ηˆ(2j−ir∂λΦλ),
where Φλ := Φλ(x, y). For quite some while, it suffices to know that Γ is a smooth
function satisfying ‖Γ‖L∞(R) .γ 1. The inequality we are supposed to prove now
takes the form ∣∣∣∣∫
R
Γ(λ)ψ(2jrΦλ) dλ
∣∣∣∣ .γ,q (1 + 2jr1+Aτ )−q. (A.3)
We claim that A = 14 will do the trick. First of all, we may assume that
2jr1+mτ > 1, 0 ≤ m ≤ 14, (A.4)
Indeed, if this were not the case for some 0 ≤ m ≤ 14, then∣∣∣∣∫
R
Γ(λ)ψ(2jrΦλ) dλ
∣∣∣∣ . ‖γ‖L1(R) .γ,q 2−q ≤ (1+2jr1+mτ )−q .q,d(Ω) (1+2jr1+14τ )−q,
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and we would be done. Next choose an auxiliary function ϕ ∈ C∞(R) with
χ[−1/4,1/4] ≤ ϕ ≤ χ[−1/2,1/2]. Then split the integration in (A.3) into two parts:∫
R
Γ(λ)ψ(2jrΦλ) dλ
=
∫
R
Γ(λ)ψ(2jrΦλ)ϕ(δ
−1
τ r
−τΦλ) dλ (A.5)
+
∫
R
Γ(λ)ψ(2jrΦλ)[1− ϕ(δ−1τ r−τΦλ)] dλ. (A.6)
Here δτ := δI,τ > 0 is the constant from Definition 2.1, and I ⊂ J is some compact
interval containing the support of Γ. The integral of line (A.6) is easy to bound,
since the integrand vanishes whenever |Φλ| ≤ δτrτ/4, and if |Φλ| ≥ δτrτ/4, we
have the estimate
|ψ(2jrΦλ)| .q (1 + δτ2j−2rτ+1)−q .τ,q (1 + 2jrτ+1)−q,
whence ∣∣∣∣∫
R
Γ(λ)ψ(2jrΦλ)[1− ϕ(δ−1τ r−τΦλ)]dλ
∣∣∣∣ .q,γ,τ (1 + 2jrτ+1)−q. (A.7)
Moving on to line (A.5), let the intervals I1, . . . , IN , the points λi ∈ Ii and the
constant ε > 0 be as provided by Lemma A.1 (related to the interval I specified
above). Choose another auxiliary function χ ∈ C∞(R) with χ[−ε/2,ε/2] ≤ χ ≤
χ(−ε,ε). Then split the integration on line (A.5) into N + 1 parts:∫
R
Γ(λ)ψ(2jrΦλ)ϕ(δ
−1
τ r
−τΦλ) dλ
=
N∑
i=1
∫
R
Γ(λ)χ(r−2τ (λ− λi))ψ(2jrΦλ)ϕ(δ−1τ r−τΦλ) dλ (A.8)
+
∫
R
Γ(λ)
[
1−
N∑
i=1
χ(r−2τ (λ− λi))
]
ψ(2jrΦλ)ϕ(δ
−1
τ r
−τΦλ) dλ. (A.9)
With the aid of part (ii) of Lemma A.1, the integral on line (A.9) is easy to han-
dle. If the integrand is non-vanishing at some point λ ∈ I , we necessarily have
ϕ(δ−1τ r
−τΦλ) 6= 0, which means that |Φλ| ≤ δτrτ/2: in particular λ ∈ Ii for some
1 ≤ i ≤ N . Now (a) of Lemma A.1(ii) tells us that (λ − εr2τ , λ + εr2τ ) ∩ I ⊂ Ii,
whence r−2τ |λ−λj| ≥ ε and χ(r−2τ (λ−λj)) = 0 for j 6= i. But, since the integrand
is non-vanishing at λ ∈ I , this enables us to conclude that χ(r−2τ (λ− λi)) < 1: in
particular, |λ−λi| ≥ εr2τ/2. Then Lemma A.1(ii) shows that |Φλ| ≥ δτrτ |λ−λi| ≥
εδτr
3τ/2, and using the rapid decay of ψ as on line (A.7) one obtains∣∣∣∣∣
∫
R
Γ(λ)
[
1−
N∑
j=1
χ(r−2τ (λ− λj))
]
ψ(2jrΦλ)ϕ(δ
−1
τ r
−τΦλ) dλ
∣∣∣∣∣ .q,γ,τ (1 + 2jr1+3τ )−q.
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Now we turn our attention to the N integrals on line (A.8). If |Φλi | ≥ δτrτ/2
for some 1 ≤ i ≤ N , part (b) of Lemma A.1(ii) says that |Φλ| ≥ δτrτ/2 for all
λ ∈ (λi− εr2τ , λi + εr2τ )∩ I , that is, for all such λ ∈ I that χ(r−2τ (λ−λi)) 6= 0. But
for such λ ∈ I it holds that ϕ(δ−1τ r−τΦλ) = 0, whence∫
R
Γ(λ)χ(r−2τ (λ− λi))ψ(2jrΦλ)ϕ(δ−1τ r−τΦλ) dλ = 0.
So we may assume that |Φλi | < δτrτ/2. In this case part (a) of Lemma A.1(ii) tells
us that the support of λ 7→ Γ(λ)χ(r−2τ (λ − λi)) is contained in Ii. The restriction
of λ 7→ Φλ to this interval Ii is strictly monotonic, so the inverse g := Φ−1(·) : {Φλ :
λ ∈ Ii} → Ii exists. We perform the change of variables λ 7→ g(u):∫
R
Γ(λ)χ(r−2τ (λ− λi))ψ(2jrΦλ)ϕ(δ−1τ r−τΦλ) dλ
=
∫
R
Γ(g(u))χ(r−2τ (g(u)− λi))ψ(2jru)ϕ(δ−1τ r−τu)g′(u) du. (A.10)
Write F (u) := Γ(g(u))χ(r−2τ (g(u)− λi))ϕ(δ−1τ r−τu)g′(u) for u ∈ {Φλ : λ ∈ Ii}. The
support of λ 7→ Γ(λ)χ(r−2τ (λ − λi)) is compactly contained in Ii, which means
that the support of u 7→ Γ(g(u))χ(r2τ (g(u) − λi)) is compactly contained in the
open interval {Φλ : λ ∈ Ii}. Thus F may be defined smoothly on the real line by
setting F (u) := 0 for u /∈ {Φλ : λ ∈ Ii}. We will need the following lemmas:
Lemma A.11. Let h ∈ Ck(a, b) with h′(x) 6= 0 for x ∈ (a, b). Suppose the inverse
h−1 : h(a, b)→ (a, b) exists. Then, for x ∈ (a, b) and 1 ≤ l ≤ k,
(h−1)(l)(h(x)) =
l−1∑
m=0
(−1)m
m!
(h′(x))−l−m
∑
b∈Nm
(l − 1 +m)!
b1! · · · bm! h
(b1)(x) · · ·h(bm)(x),
where the inner summation runs over those b = (b1, . . . , bm) ∈ Nm with b1 + . . .+ bm =
(l − 1) +m and bi ≥ 2 for all 1 ≤ i ≤ k.
Proof. See [Jo1]. 
Lemma A.12 (Faà di Bruno formula). Let f, h ∈ C l(R). Then
(f ◦ h)(l)(λ) =
∑
m∈Nl
bmf
(m1+...+ml)(h(λ)) · [h′(λ)]m1 · · · [h(l)(λ)]ml , (A.13)
where m = (m1, . . . ,ml) ∈ Nl, and bm 6= 0 if and only if m1 + 2m2 + . . .+ lml = l.
Proof. See [Jo2]. 
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We apply the first lemma to g: if u = Φλ for some λ ∈ Ii, the derivatives ∂mλ Φλ
satisfy the transversality and regularity conditions of Definition 2.1. Hence
|g(l)(u)| =
∣∣∣∣∣
l−1∑
m=0
(−1)m
m!
(∂λΦλ)
−l−m ∑
b∈Nm
(l − 1 +m)!
b1! · · · bm! ∂
b1
λ Φλ · · · ∂bmλ Φλ
∣∣∣∣∣
≤
l−1∑
m=0
∑
b∈Nm
(l − 1 +m)!
b1! · · · bm! (δτr
τ )−l−m(Cτ,b1r
−τb1) · · · (Cτ,bmr−τbm)
.l,τ
l−1∑
m=0
∑
b∈Nm
(l − 1 +m)!
b1! · · · bm! r
−τ(l+m+b1+...+bm)
.l,τ
l−1∑
m=0
r−τ(l+m+(l−1)+m) .l,τ r−τ(4l−3), l ≥ 1. (A.14)
On the last line we simply ignored the summation and employed the inequality
r−s .s,t,d(Ω) r−t, s ≤ t. (A.15)
with s = m ≤ l − 1 = t (this follows from d(Ω) < ∞). Next we wish to estimate
the derivatives of F , so we recall that
F (u) = γ(g(u))ηˆ(2j−ir∂λΦg(u))χ(r−2τ (g(u)− λi))ϕ(δ−1τ r−τu)g′(u)
If u /∈ {Φλ : λ ∈ Ii}, we have F (l)(u) = 0 for all l ≥ 0. So, let u = Φλ, λ ∈ Ii. By
(A.14) and (A.15) we have |g(l)(u)| .l,τ r−4τl for l ≥ 1, so (A.13) gives
|(γ ◦ g)(l)(u)| .l,γ
∑
m∈Nl
|bm||g′(u)|m1 · · · |g(l)(u)|ml
.l,τ
∑
m∈Nl
|bm|(r−4τ )m1 · · · (r−4τl)ml (A.16)
=
∑
m∈Nl
|bm|r−4τ(m1+2m2+...+lml) .l r−4τl.
A similar computation also yields
|∂(l)u χ(r−2τ (g(u)− λi))| .l,τ r−6τl and |∂(l)u ϕ(δ−1τ r−τu)| .l,τ r−τl. (A.17)
The presence of the factor ηˆ(2j−ir∂λΦg(u)) in the definition of F (u) is the only place where
our proof of Lemma 4.8 differs from the original proof of [PS, Lemma 4.6] – and, indeed,
we only need to check that the lth derivatives of this factor admit bounds similar to those
of the other factors. Applying (A.13) with f(λ) = ηˆ(2j−ir∂λΦλ) and h(u) = g(u), we
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use the bounds |g(l)(u)| .l,τ r−4τl to obtain
|∂(l)u ηˆ(2j−ir∂λΦg(u))| ≤
∑
m∈Nl
|bm||f (m1+...+ml)(g(u))| · |g′(u)|m1 · · · |g(l)(u)|ml
.l,τ r−4τl
(∑
m∈Nl
|bm||f (m1+...+ml)(g(u))|
)
.
Here, for any k = m1 + . . .+ml ≤ l and λ ∈ I , we may use (A.13) again, combined
with rapid decay bounds of the form |ηˆ(p)(t)| .N,p |t|−N , to estimate
|f (k)(λ)| ≤
∑
m∈Nk
|bm||ηˆ(m1+...+mk)(2j−ir∂λΦλ)|(2j−ir)m1+...+mk |∂2λΦλ|m1 · · · |∂k+1λ Φλ|mk
.l,τ
∑
m∈Nk
|bm| · |∂λΦλ|−(m1+...+mk) · r−2m1τ · · · r−(k+1)mkτ
.d(Ω)
∑
m∈Nk
|bm| · |∂λΦλ|−(m1+...+mk) · r−2kτ .
Finally, recalling that g(u) ∈ Ii, we have |∂λΦg(u)| &τ,I rτ by (2.2), whence
|f (m1+...+ml)(g(u))| .I,l,τ r−3(m1+...+ml)τ .l,τ r−3τl,
and so
|∂(l)u ηˆ(2j−ir∂λΦg(u))| .I,l,τ r−7τl.
Now that we have estimated the derivatives of all the factors of F separately, we
may conclude from the Leibnitz formula that
|F (l)(u)| .γ,τ,l r−7τl, l ≥ 1. (A.18)
For l = 0 estimate (A.14) yields |F (u)| .γ,τ |g′(u)| .τ r−τ .
Next we write F as a degree 2(q − 1) Taylor polynomial centered at the origin:
F (u) =
2(q−1)∑
l=0
F (l)(0)
l!
ul + O(F (2q−1)(u)u2q−1).
Then we split the integration in (A.10) in two for one last time. Denoting U1 =
{u ∈ R : |u| < (2jr)−1/2} and U2 = R \ U1,∫
R
F (u)ψ(2jru) du =
∫
U1
ψ(2jru)
2(q−1)∑
l=0
F (l)(0)
l!
ul + O(F (2q−1)(u)u2q−1)
 (A.19)
+
∫
U2
ψ(2jru)F (u) du. (A.20)
To estimate the integral of line (A.20) we use the bounds |ψ(2jru)| .q (2jr|u|)−2q−1,
|F (u)| .γ,τ r−τ and 2jr > 1 to obtain∣∣∣∣∫
U2
ψ(2jru)F (u) du
∣∣∣∣ .q,γ,τ (2jr)−2q−1r−τ ∫ ∞
(2jr)−1/2
u−2q−1 .q (2jr)−qr−τ . (A.21)
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As regards (A.19), note that the Fourier transform of x 7→ xlψ(x) is (a constant
multiple of) ilψˆ(l), whence∫
R
xlψ(x) dx =
∫
R
xlψ(x)e−ix·0 dx  ilψˆ(l)(0) = 0, l ≥ 0,
according to (A.2). This shows that∫
U1
ψ(2jru)
2(q−1)∑
l=0
F (l)(0)
l!
ul du = −
2(q−1)∑
l=0
∫
U2
ψ(2jru)
F (l)(0)
l!
ul du.
The term corresponding to l = 0 may be bounded as on line (A.21). For l ≥ 1 we
apply the estimates |ψ(2jru)| .q (2jru)−2q−l−1, 1 ≤ l ≤ q, and (A.18):∣∣∣∣∣∣
2(q−1)∑
l=1
∫
U2
ψ(2jru)
F (l)(0)
l!
ul du
∣∣∣∣∣∣ .q,τ
2(q−1)∑
l=1
(
r−7τl(2jr)−2q−l−1
∫ ∞
(2jr)−1/2
u−2q−1 du
)
q
2(q−1)∑
l=1
r−7τl(2jr)−q−l−1 .q r−7τ (2jr)−q.
On the last line, we need not actually perform the summation: just note that the
terms are decreasing, since 2jr1+7τ > 1, and their number is 2(q − 1) .q 1. Since
also ∣∣∣∣∫
U1
ψ(2jru)O(F (2q−1)(u)u2q−1) du
∣∣∣∣ .q,τ r−7τ(2q−1) ∫ (2jr)−1/2
0
u2q−1 du
q r−7τ(2q−1)(2jr)−q,
we have shown that∣∣∣∣∣∣
∫
U1
ψ(2jru)
2(q−1)∑
l=0
F (l)(0)
l!
ul + O(F (2q−1)(u)u2q−1)
∣∣∣∣∣∣ .q,τ r−7τ(2q−1)(2jr)−q.
(A.22)
Now we wrap things up. On line (A.8) it follows from part (i) of Lemma A.1 that
the number N of intervals Ii meeting the support of Γ (or γ) is bounded above by
N .γ,τ r−2τ . This, together with the estimates (A.21) and (A.22), yields∣∣∣∣∣
N∑
i=1
∫
R
Γ(λ)χ(r−2τ (λ− λi))ψ(2jrΦλ)ϕ(δ−1τ r−τΦλ) dλ
∣∣∣∣∣
.q,γ,τ,d(Ω) r−2τ ((2jr)−qr−τ + r−7τ(2q−1)(2jr)−q)
.τ,d(Ω) (2jr1+14τ )−q .q (1 + 2jr1+14τ )−q.
The last inequality uses assumption 2jr1+14τ ≥ 1. This finishes the proof, since all
the finitely many pieces I into which the integral on line (A.3) was decomposed
have been seen to satisfy I .q,γ,τ,d(Ω) (1 + 2jr1+cτ )−q for some 0 ≤ c ≤ 14.
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