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Arthur E. Gandolfi and James R. Lothian 
Oil prices, commodity prices, and American monetary policy, the last 
operating through a variety of  channels, have all figured prominently in 
explanations of  the international inflation process in the late 1960s and 
early 1970s. In this chapter, we test these various hypotheses within the 
context of  a reduced-form rational expectations price equation that we 
have  estimated  for the United States and the seven  other industrial 
countries in our sample.' 
A key concern in the estimation of  this model was the properties of 
the demand for money function. Unlike many studies using post-World 
War I1 time-series  data that rely on the stock adjustment model, we 
obtain what we regard as reasonable estimates of the parameters of  the 
long-run demand for money function-particularly  the income elastic- 
ity-without  having to posit unacceptably slow speeds of  adjustment. 
The adjustment mechanism implicit in the estimated equation, in fact, is 
quite different from the standard formulation. 
For all eight countries we find evidence of second-order serial correla- 
tion that is consistent with the existence of two types of  error processes: 
permanent stochastic shifts that follow a random walk and other types of 
disturbances that, unlike the first sort, are transitory in nature. Hence a 
shock that alters the equilibrium rate of  change of prices will gradually be 
eliminated,  but the level of prices will not necessarily return to its original 
path. 
With respect to the causes of  inflation internationally, our results are 
consistent with those reported elsewhere in this volume. They suggest 
An earlier, abbreviated version of this chapter was published in Economic Inquiry, the 
1. See chapter 3 for a description of  the data. 
journal of  the Western Economics Association, vol. 21, no. 3 (July  1983). 
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that domestic money supplies played the crucial role in the process. In the 
seven foreign countries, the increases in monetary growth underlying the 
increases in inflation came in response to both foreign monetary pres- 
sures and domestic factors. In the U.S.,  the reserve-currency country, 
domestic factors alone were important. Direct price arbitrage appears to 
have little additional effect in most countries. Oil price shocks, however, 
may have made some contribution to the increases in U.S. and most 
foreign price levels, but relative to domestic money they were clearly of 
secondary importance.? 
14.1  The Structural and Reduced-Form Price Equation 
an aggregate supply function, and an expected money equation. 
Three equations make up the basic model: a money demand function, 
The money demand function takes the fairly conventional form 
(14.1)  (MIP),  = a  + PlYC + P2Y:  + P3rl7 
where M/P  is the log of real per capita cash balances, yp  is the log of real 
per capita permanent income, y'  is transitory income-defined  as the 
difference between the logs of  measured and permanent real income- 
and r is the log of  the interest rate.3 
The aggregate supply function is of  the form used by Lucas (1973): 
(14.2)  Y: = AY:-  1 + (NPt -  PT)  7 
where P and P* are the logs of  the actual and expected levels of prices, 
respectively. 
Expected prices in this framework represent the cost of production. An 
increase in actual over expected price fools producers into believing that 
there has been a rise in the relative price of their product and induces an 
increase in output. The autocorrelation that is apparent in movements in 
real output has been rationalized by  Blinder and Fischer (1978) as the 
result of using inventories to stabilize production. A positive price shock 
leads suppliers to increase their sales partially from increased production 
and partially from drawing down stocks of  inventories. The shock will 
have a delayed effect on output as inventories are replaced slowly over 
time. 
By solving for real transitory income in equation (14.1), substituting it 
into equation (14.2), and taking expected values of  the variables, we 
derive the following equation for expected prices: 
2.  See chapter 3, by Cassese and Lothian, using Granger causality tests, and chapter  5  by 
Darby and Stockman, using a simultaneous model, for corroborative evidence for these 
countries over this period. The study by Dewald and Marchon (1978) and various papers in 
the conference volume edited by Brunner and Meltzer (1978) also contain findings that are 
largely consistent with ours. 
3.  In the empirical work reported below, we use a long-term bond rate as the interest- 
rate variable to reduce problems of simultaneity. 423  International Price Behavior and the Demand for Money 
(14.3)  p,*=  M;" -  -  PlYf -  M32y:-  1 -  P3rt  7 
where the asterisk denotes expected values. Substituting this expression 
into the aggregate supply equation (14.2) and rearranging terms yields 
the reduced-form price equation: 
(14.4)  Pt = -  (Y + Mt -  Ply? -  P2AyY:-  1 
-  P3rt - -  (bP2  (M -M*),. 
1 + +P2 
Given the equations for P and P*, we can also derive a reduced-form 
real output relation: 
(14.5) 
Using (14.5), we can then substitute for y:-l  in the price equation 
(14.4) to arrive at the alternative form:4 
(14.6)  pt  =  Mt -  -  PlYC -  P3rt 
co  -c-  (M -  M*),- j. 
i=o 1  + P2+ 
The last term on the right-hand sides of  (14.4) and of  (14.6) is the 
monetary shock-the  difference between the actual and the expected 
values of the nominal stock of money. The latter we determined empir- 
ically, from a variety of  equations of  the general form 
(14.7)  M, =P(U~,),X)  9 
where L is a lag operator and X  is a vector of  variables that enter the 
monetary authority's reaction function. 
14.2  Estimates of the Price Equation 
In table 14.1  we report the estimates of equation (14.6) using M2 as the 
definition of money, the GNP or GDP  deflator as the price variable, and 
Friedman's  weighting  scheme  for  our  proxies  for  real  permanent 
inc~me.~  We constrained the coefficient for actual per capita nominal 
money balances to unity, so the dependent variable was log(P/M2N), the 
4. The final form of  our price equation is similar to the equation estimated by Barro 
(1978) with annual data for the United States. 
5. Of  the three monetary variables we tried, M1,  M2, and high-powered money, M2 
performed the best. The estimated coefficients were more consistent among countries and 
closer to what we regard as plausible magnitudes. 
We derived the permanent income series using a logarithmic version of  the method 
outlined in Darby (1972). The choice of  weights was largely arbitrary. We wanted to use an 
a priori scheme and the two most likely-Darby's  (0.10 annual weight) and Friedman's 
(0.33 annual weight)-produced  no appreciable differences in the estimates. Table 14.1  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value of r  statistic in parentheses) 
CA  FR  GE  IT  JA  NE  UK  us 
Coefficient 
Constant  3.096 
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Note. ResM2 is the residual from the expected money function (see table 14.2), PD is the GNPIGDP deflator, yp/N  is real per capita permanent income, RL 
is the long-term bond rate, and y'  is transitory income. 426  Chapter Fourteen 
log of the reciprocal of real per capita money balances rather than simply 
In table 14.2  we present the estimates of the expected money equations 
that we used to construct the monetary shocks. Before discussing the 
price equations themselves, let us briefly describe these results. 
The final form of  the expected money equation relates the current 
quarter’s  change  in  the log of  M2 to lagged  values  of  itself,  lagged 
transitory income, lagged values of the balance of payments scaled by 
high-powered money, and the change in the lagged log of U.S. M2. 
For all countries at least one autoregressive money term (and usually 
more) is statistically significant. Transitory income has the hypothesized 
negative sign in all except Japan and the U.K. It is significant at the 5% 
level in two of the countries, Italy and the U.S., and at the lO%level in 
one other, the Netherlands. The balance of payments, though again of 
the correct sign in seven of eight cases, is significant at the 5%  level in only 
two, Japan and the U.K., and at the 10% level in two others, France and 
Italy. The lagged U.S. monetary variable is significant at the 5% level in 
Canada and Germany and the 10%  level in France, the Netherlands, and 
the U.K. Tests for serial correlation of the residuals of these equations 
revealed no significant serial correlation in any of the eight equations. 
Now  let us turn to the price equations themselves. Since we found 
evidence of  both first-  and second-order  autocorrelation  in  the price 
equations for  all  eight  countries,  we  used  GLS  with  a  second-order 
correction to estimate the equations. The OLS estimates and GLS esti- 
mates based on a first-order correction are given in the appendix to this 
chapter. The reason for the autocorrelation is a topic we return to in the 
next section.’ 
In general, these equations fit the data reasonably well. The standard 
errors, other than those for the U.S. and the U.K. (40 and 176 basis 
points, respectively), tend to be around 100 basis points. Moreover, the 
coefficients are fairly consistent with prior expectations. 
The coefficients of permanent income and the interest rate in these 
equations are both well identified, being opposite in sign from those in 
the money demand function. The coefficients on the lagged monetary 
shocks, however, are underidentified. They are a composite of the coef- 
ficient on transitory income p2  from the money demand function, the 
price elasticity from the supply equation +, and, in the case of the lagged 
shock terms, the autocorrelation coefficient from the supply equation A. 
log P.6 
6. As Laidler (1980) has pointed out, having actual money on the right-hand side of the 
equation may lead to bias. Reestimating our equations with expected rather than actual 
money, however, produced virtually the same results. 
7.  The estimated equations also include transitory income lagged seven quarters, which 
is one more quarter than the maximum lag on the monetary shocks. In no instance is this 
term significant. This is consistent with the assumption implicit in our derivation of  the price 
equation that the monetary shocks account for movements in transitory income. Table 14.2  Expected Money Function with Dependent Variable log M2, 19561 to 1976IV 
(absolute value of  t statistic in parentheses) 
~______ 
CA  FR  GE  IT  JA  NE  UK  us 
Coefficient 
Constant  0.004  0.012  0.002  0.018  0.016  0.005  0.001  0.005 
log M2,-  1  0.411  0.349  0.040  0.054  0.515  0.276  0.077  0.880 
(1.283)  (3.570)  (0.395)  (3.560)  (3.654)  (1.194)  (0.239)  (3.549) 
(3.629)  (3.785)  (0.340)  (0.497)  (4.286)  (2.393)  (0.685)  (7.871) 
log M2,-*  ...  0.183  0.201  0.094  0.249  0.206  -0.352 
(1.743)  (1.940)  (0.822)  (2.186)  (1.953)  (2.419) 
log M2, -  3  ...  ...  0.352  0.212  ...  0.010  0.251  0.172 
(BP/MH),-  0.023  ...  0.012  ...  0.036  -0.057  0.060 
(0.665)  (0.431)  (2.027)  (1.511)  (2.120) 
(BPIMH), -  2  ...  0.164  ...  0.066  ...  ...  ... 
(3.233)  (1.955)  (0.086)  (2.424)  (1.583) 
(4.131)  (1.765) 
1%  Y:-  1  -0.041 
(0.9  19) 
-0.028  -  0.154  0.008  -0.137  0.026  -  0.050 
(0.403)  (3.553)  (0.695)  (1.815)  (0.231)  (2.602) 
log M2us,- 1  0.628  0.276  0.379  ...  ...  0.403  0.540 
(2.847)  (1.733)  (1.966)  (1.699)  (1.763) 
R2  0.522  0.351  0.162  0.275  0.433  0.211  0.257  0.617 
S.E.E.  0.0115  0.0118  0.0143  0.0099  0.0070  0.0167  0.0191  0.0052 
D-W  1.92  2.15  1.91  1.88  1.90  1.98  2.00  1.91 
Note. BP is the official settlements balance, MH is high-powered money, and y' is transitory income. A dot above a variable signifies a first difference. 428  Chapter Fourteen 
Still,  we  can  say  something  about the size  and sign  of  the shock 
variables. Since A should be positive and less than or equal to unity and 
since p2 and + are greater than or equal to zero, the coefficient on the 
contemporaneous shock variable should be negative and between zero 
and minus one. The lagged terms should also be negative and declining in 
absolute value by an exponential of  A. 
In broad outline, the estimates we obtain conform to this pattern. All 
cif the monetary shock variables have the correct sign. In every country 
other than Italy, the great majority are significant and they display a 
general  tendency  to decline over time. The decline, however, is not 
monotonic and a number of the coefficients are greater than unity-three 
significantly so. In addition, for each of  the eight countries, tests indi- 
cated we could reject the hypothesis of  a geometrically declining pattern 
for the coefficients of the shock terms taken as a groupa8 
For the most  part, our estimate  of  the parameters of  the money 
demand functions appear reasonable. The income elasticities-with  the 
exception of the estimate for Italy of 1.82-cluster about unity, ranging 
from a low of approximately .60 for the U.K. to a high of approximately 
1.3 for Germany. The Italian  income elasticity,  moreover, we  have 
reason to suspect, is biased upward by measurement error in the income 
series. According to Antonio Martino (1980), tax evasion has led to a 
systematic understatement of  the rate of  growth as well as the level of 
Italian income during this period. This downward bias in income growth, 
in turn, would lead to an upward bias in the income elasticity. In Britain, 
the introduction of  Competition and Credit Controls in 1971 could con- 
ceivably produce a bias of the opposite sort. It led to the payment of more 
competitive rates of interest on certificates of deposit and hence a sub- 
stitution into CDs from other types of commercial bank deposits. Our 
inability to account for this change may mean that our estimated income 
elasticities are therefore less than the true values. 
The interest elasticities are a more mixed lot than the income elastici- 
ties. For two countries-the  U.K. and the U.S.-these  estimates, which 
are opposite in sign from the coefficients themselves, are positive. Those 
for the remaining six, though negative  and similar in magnitude,  are 
significantly different from zero at the .10 level or better in only four 
instances. 
8. Our initial reaction was that these departures of  our empirical estimates from the 
theoretical pattern reflected model misspecification due to omission of  foreign price shocks 
from the reduced-form price equations. Misspecification of this sort might also account for 
the rather short lags on the shock terms we observe. In regressions reported below in which 
we include foreign price variables the patterns of  money-shock coefficients, however, show 
little change. Something other than foreign prices must therefore account for these prob- 
lems. 429  International Price Behavior and the Demand for Money 
14.3  Implications for Money Demand 
Our estimates of  the price  equations provide  new  and reasonably 
consistent cross-country evidence on what we regard as two of the impor- 
tant unresolved questions of money demand. One is the magnitude of the 
parameters of  the long-run money demand function, in particular, the 
income elasticity. The other is the speed with which the monetary sector 
reaches equilibrium. Studies with recent time-series data provide a dis- 
concertingly broad range of estimates of both. Many of these, moreover, 
differ from what we would have expected to find a priori. Comparison of 
two recent papers using multicountry quarterly data samples similar to 
ours illustrates the problem. 
In one, Samir Al-Khuri and Saleh M. Nsouli (1978) estimated money 
demand functions of the simple stock-adjustment genre for M1 and M2 
for six of our eight countries over a sample period slightly shorter than 
ours. As their paper’s title implies, their chief concern lay in estimating 
the speed of  adjustment between actual and desired cash balances. Most 
of  these estimates appear plausible: an adjustment of 30% or greater per 
quarter in seventeen of  twenty-four instances and, for at least one for- 
mulation  for each country, an adjustment in the 40-60%  range. The 
problem  is  that their  estimates of  long-run  income  elasticities  make 
almost no sense at all. In each of their four formulations, the average of 
the individual-country elasticities is 0.3 or lower and the range is from 
slightly negative to a high of  less than 0.6. 
James Boughton’s (1979) study of the demand for money in seven of 
our eight countries (he excludes the Netherlands) produces results at the 
opposite end of the spectrum. His estimates of long-run income elastici- 
ties, also derived from a simple stock-adjustment model and based upon 
data for the period  1960-77,  are a  good  deal higher  than those of 
Al-Khuri and Nsouli. The mean of the elasticities for M1 is 1.27  and for 
M2 is 1.52. Furthermore, in only four instances, M1 in the U.S.,  M2 in the 
U.K., for which no estimate could be obtained (the coefficient on the 
lagged dependent variable being greater than unity) and both M1  and M2 
in Italy, for which the estimated elasticities are both over 2.5, are there 
great divergences from those averages. The difficulty is that the adjust- 
ment  coefficients  for all of  these countries are exeedingly low-most 
falling below 0.15 per quarter and none being much above 0.20. 
The problem therefore is that statistically there apears  to be a trade-off 
between the estimated values of  the speed of  adjustment  and of  the 
income elasticity in the simple stock-adjustment formulation. Relatively 
rapid  speeds of  adjustment can be  obtained, but  at  the expense of 
extremely low income elasticities; higher income elasticities can be had 
but only with much slower adjustments. That trade-off, moreover, seems 
to be a common result with postwar data not just a peculiarity of  these 
two studies. 430  Chapter Fourteen 
Our own belief is that the short-run adjustment is fairly rapid and the 
income  elasticity  of  demand for  money  fairly  high-close  to unity, 
perhaps above, in these countries. Stock-adjustment speeds of between 
5%  and 10% per quarter, in contrast, imply that it takes somewhere 
between  five  and  eleven  years  for  90%  of  the gap between  money 
demand and money supply to be closed. In a world in which there are 
other financial assets, the existence of disequilibrium for that length of 
time is incongruous. Similarly, other bodies of  data almost universally 
yield estimates of income elasticities considerably higher than those often 
obtained with postwar data. Long-term time series for the U.S.  and U.K. 
cross-state data for the U.S.,  and cross-country data are all examples. In 
each of  these  instances, the estimated  income  elasticities range  from 
slightly below unity to considerably above for various monetary assets.’ 
The results we have reported conform closely with these prior beliefs. 
They thus stand in sharp  contrast to the standard findings of studies using 
post-World  War I1 time-series data. We suspect that the source of these 
differences is the manner in which various studies treat the adjustment 
process whereby actual and desired money balances are equated. 
The usual  way  of  handling  the adjustment process  is  to specify  a 
stock-adjustment model that entails including a lagged-dependent vari- 
able in the final estimating equation. But, as Griliches (1961) has pointed 
out, even if the lagged-dependent variable is appropriate, the presence of 
positive autocorrelation will bias the coefficient on the lagged-dependent 
variable upward, thus leading to the conclusion  that the adjustment 
process  is  slower  than  it  actually  is.  A  further problem  is  that  the 
lagged-dependent variable may “improve”  an equation when the true 
structure does not include such an adjustment process if  the autocorrela- 
tion of the residuals is due to some other misspecification. 
Normally the stock-adjustment process is modeled as follows: 
(14.8)  M, = Mt-l+ p(Mf- Mt-*)  +€I. 
If M, is not a stationary series but rather is trend dominated, actual money 
balances will consistently and unrealistically lag behind desired. 
As an alternative  to the conventional stock-adjustment process we 
initially chose to define one of the following form: 
(14.9)  M,=Mf+p(M,-l-  Mf-i_l)+~~. 
This is equivalent to a standard first-order autoregressive process: 
(14.10)  M, = Mfi-  u, 
9. Laidler  (1977) contains  a summary of  the  long-term  time-series  evidence.  More 
recent studies include Huffman and Lothian (1980), which estimates demand functions for 
high-powered money for the U.K. for the years 1833-1968, and Friedman and Schwartz 
(1982), which presents estimates for M2 for both the U.K. and U.S. for the years 1874- 
1975. Gandolfi and Lothian (1976) contains estimates from time series of cross-state data for 
the period 1929-68,  and Lothian (1976) estimates from time series of  cross-country data. 431  International Price Behavior and the Demand for Money 
and 
(14.11)  u, = put-1 +  E,. 
The GLS estimates of  the price equation based on this model, how- 
ever, were unsatisfactory. The Durbin-Watson statistics on average were 
exceedingly low, suggesting a more complicated structure for the errors. 
For  this  reason  we  used  a second-order  model  of  the errors in the 
estimates we report in table 14.1. From the standpoint of  the Durbin- 
Watson  statistics these equations are much more acceptable, though 
there is some evidence of  mild negative serial correlation remaining. 
The problem with these estimates is that the autoregressive pattern for 
the price equation appears to follow not only a second-order process but 
one which entails an overadjustment to last period’s error and then an 
offsetting adjustment to this error in the next period. 
The weights associated with the lagged errors in table 14.1 provide a 
clue  as  to the possible  nature  of  the  adjustment process.  Since the 
autocorrelation correction is equivalent to a series of  quasi-differencing 
operations on all the variables, the fact that the coefficient on the first 
lagged error term is equal to one plus the absolute value of the coefficient 
on the second lagged term suggests that the proper specification of  the 
price equation entails a first-order correction of the first difference of the 
dependent and independent variables, 
(14.12) 
(14.12a) 
K-  (1 + P)x-l+  PXt-2, 
(xt  -  x,  -  1) -  P(K-  1 -  x-  2) * 
which in turn equals 
What possible arguments could justify such a specification? The most 
obvious is that there are two types of  error processes involved in our 
estimation. First, there are stochastic shifts that follow an essentially 
random walk process, for example, a shift in “tastes” or some error in 
measurement that affects the intercept in a once and for all fashion: 
(14.13)  at =  Cx-1 + v,, 
where a  is the intercept and v is the error term, which may or may not be 
serially correlated. There is no reason for this type of error to be adjusted 
away in subsequent periods. This drift means that a disturbance from 
level equilibrium need never be eliminated and the level of  desired real 
money balances or correspondingly the price level will be subject to the 
same sort of  random walk.” 
10.  The papers by Coats (1979) and by Hafer and Hein (1980) present results for money 
demand functions estimated with quarterly U.S.  data that are consistent with this explana- 
tion. The authors of both papers claim that a first-differenced  version of the equation is 
warranted. Gordon’s (1980) study of longer-term U.S.  inflation is similarly consistent with 
our findings. 432  Chapter Fourteen 
Our results also suggest that in addition to the random walk process 
there are other types of disturbances which are not permanent but which 
are autocorrelated. Thus, if  there is a shock which alters the equilibrium 
rate of  change or prices, it will gradually be eliminated, but the level of 
prices need not return to its original path. 
For example, if  the error term of equation (14.13) which describes the 
behavior of the intercept term of the price equation were autocorrelated 
and accounted for all the stochastic behavior of prices, we could write 
(14.14)  Pt  = at  + PXt, 
(14.15)  at=at-1+vt, 
(14.16)  vr=Pvt-l+Et, 
where E is normally distributed, not serially correlated with mean zero, 
and PX, represents all explanatory variables. In this case, we could solve 
this series of equations and estimate the following: 
(14.17)  (Pt -  Pt-1) -  P(C-1 -  pt-2)  = P[(K -  xt-1) 
-  PW-1 -  x-211. 
If  our interpretation of  the error term is correct, the extremely large 
coefficients on the lagged-dependent variable and hence extremely long 
periods of adjustment in equations estimated in level form are the result 
of  confusing the shorter-term adjustment  process with longer-term shifts. 
Similarly, the very low estimated income elasticities obtained in other 
studies like that of  Al-Khuri and Nsouli,  who use  a first-differenced 
equation and include both a lagged-dependent variable and a correction 
for first-order serial correlation of  the disturbances in that differenced 
equation, also appear suspect. We conjecture that the use of  both the 
lagged-dependent variable and the first-order autoregressive transforma- 
tion is affecting both the estimates of  the adjustment process and the 
income coefficient. 
14.4  Foreign Shocks 
The way in which international factors operate in the price equations 
that we have presented is through the public’s expected money function. 
For almost all countries we have uncovered some evidence of an effect of 
the balance of payments or of  U.S. money-sometimes  both-on the 
domestic  nominal  stock  of  money.  An  international  transmission 
mechanism of this sort is consistent with theoretical models of the specie- 
flow type. It is not, however, consistent with the adjustment mechanism 
posited in the early literature of the monetary approach to the balance of 
payments or  with the mechanisms implicit in various discussions of inter- 433  International Price Behavior and the Demand for Money 
national inflation that emphasize the role played by commodity and oil 
price shocks. 
In the early monetary approach literature, the “law of one price” and 
international price arbitrage were key areas of emphasis. Viewed from 
that perspective, our price equations are misspecified. 
The  way in which inflation is transmitted internationally in the simplest 
models of  this type is via price arbitrage. An increase in the inflation in 
the rest of the world leads to a near-instantaneous increase in domestic 
inflation in the small open economy subject to a regime of fixed exchange 
rates. This, in turn, leads to an excess demand for money in the small 
economy, a balance-of-payments surplus, and an increase in the domestic 
nominal stock of money, in that order. 
One way to test whether such effects are empirically important in the 
context  of  our model  is  to add foreign  price  variables  to our basic 
equations.  If  price  arbitrage  does provide  an international  link,  and 
unless adjustment of the domestic nominal stock of  money to an incipient 
excess supply of, or demand for, money produced by increases in price 
levels abroad were completed within the quarter, then these foreign price 
variables should enter the equations positively and significantly. 
To  the extent that the domestic monetary  authorities  prevent the 
adjustment of the domestic nominal supply of  money to eliminate the 
excess supply of  or demand for money, real output will  vary. If  the 
coefficients on transitory income in the demand for money function were 
close to unity, the addition of foreign price variables might prove to be 
insignificant  even though they were responsible for the change in the 
price level and the opposite  and equal change in real income. In this case, 
the change in real transitory income would be sufficient to offset the 
change in real balances due to the price shock. In our model we avoid this 
simultaneity problem by making transitory income endogenous and re- 
placing its current and lagged values with current and lagged values of the 
monetary shock variable.” 
Table 14.3  summarizes the results of  including the various price-shock 
terms in our basic price equations.  l2 The most interesting of  the regres- 
sion estimates themselves-those  for the U.S.  and oil price shocks-are 
contained in a series of  tables in the appendix to this chapter. In all 
instances-for  each country and for each of  the price shocks-we  used 
11. Darby in chapter 8 of  this volume contains a more complete theoretical discussion of 
the impact of  oil prices on the overall price level. 
12. As measures of  the relative price of  oil, we  used the ratio of  the dollar price of 
Venezuelan  crude to either the U.S. CPI or GNP deflator. As measures of  commodity 
prices, we used the ratio of  the London Economist’s dollar-based index of  commodity to 
either the U.S. CPI or GNP  deflator. For each country, we calculated separate rest-of-world 
indices of  the CPIs or deflators as nominal-income weighted averages of the indices for the 
seven foreign countries. Table 14.3  The Effects of  Foreign Price Shocks on Domestic Price Levels 
GNPiGDP Deflator  CPIiCost of  Living 
Relative  World  Rest-of-  Relative  World  Rest-of- 
Price of  Commodity  U.S.  World  Price of  Commodity  U.S.  World 
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...  ...  ...  ... 
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...  ...  ...  ... 
t,§  ...  ...  t,§ 
t,§  t,§  ...  § 
t,P  ...  t,§  t,§ 
...  ...  t  t 
t,§ 
...  ...  ...  ... 
...  ...  ...  ... 
...  ...  ... 
Number of  Countries for Which Foreign Shock is Significant 
First order  4  3  ...  3  4  1  2  3 
Second order  3  1  2  1  4  1  1  3 
~ 
Note. Variables are as  defined in text. 
'Significant F statistics at 10% or better in equation with a correction for first-order autocorrelation. 
§Significant F statistics at 10% or better in equation with a correction for second-order autocorrelation. 435  International Price Behavior and the Demand for Money 
two measures of the domestic price level: the CPI or other cost of living 
index as well as the GNP or GDP deflator that we used in the regressions 
summarized above. Again we estimated these equations via GLS. 
In virtually every case, we again had to use a second-order autoregres- 
sive model of the disturbances before we found no evidence of significant 
autocorrelation. That in and of itself is a finding of some interest since a 
possible explanation for the findings reported above is that foreign price 
shocks were omitted from the regressions. Such shocks conceivably  could 
be responsible for the apparent random walk process we have uncovered. 
Our finding of little difference in the error process after inclusion of the 
price shocks in the regressions, however, does not support that hypoth- 
esis. Either something else is responsible, or our price-shock measures 
are highly imperfect proxies for the true shocks. The latter, however, 
does not seem to be the case-at  least with respect to oil and other 
commodity price shocks. Estimating the basic equations over shorter 
periods in which such shocks might be considered of  little importance 
produced in general, no substantial changes in our estimates of the error 
process. 
Now  let  us  consider  the test results,  first those  for the U.S. and 
rest-of-world price variables. Here the evidence is quite mixed. Only for 
Japan and the U.K. are both of  the U.S. price variables significantly 
greater than zero at a level of  10% or better. Rest-of-world prices are 
significant for France, Japan, and the U.K. in both the deflator and the 
CPI regressions, and for Italy in the CPI regression. Some evidence of 
price arbitrage therefore exists, but even on the most favorable inter- 
pretation of  the evidence it is weak and hardly universal. Canada, Ger- 
many, and the Netherlands (relative to both measures of  rest-of-world 
prices) show little or no such effects, and Italy an inconsistent effect. In 
most instances, moreover, the bulk of  the effects show up after a lag of 
two quarters or more. 
Commodity prices in  general do not fare well at all in the test of 
price-shock effects. The London Economist index of commodity prices is 
only significant in four of  the sixteen comparisons. 
The variable that appears to have the most persistent influence is the 
relative price of  oil. With the deflator as the measure of the price level, 
the oil price variable is significant at a level of  10% or better in five 
countries:  Canada, Germany, Japan, the U.K., and the U.S. In one 
other, France, the effect  was nearly significant. Using the CPI, we found 
significant effects for Japan again as well as for France and Italy. 
Table 14.4 contains alternative estimates of  the magnitude of  these 
effects on both measures of the price level for all of the countries other 
than the Netherlands.  We omitted the Netherlands because its coef- 
ficients were consistently negative, a problem to which we return below. 
These estimates are for two periods, 19731 to 1974IV and 19731 to 436  Chapter Fourteen 
Table 14.4  Contribution of Changes in Relative Oil Prices 
to Domestic Price Levels 
GNP/GDP Deflator 
19731-74IV  19731-76IV 
Country  GLSl  GLS2  GLSl  GLS2 
CA  28.8  29.2  15.5  15.7 
FR  51.9  23.5  25.0  11.2 
GE  17.9  14.9  11.1  9.2 
IT  21.9  -4.6  12.5  -2.7 
JA  25.9  31  .O  18.2  21.8 
UK  7.3  4.0  3.3  1.8 
us  24.5  4.1  14.2  2.4 
CPIlCost of  Living 
CA  17.0  -38.4  9.0  -  20.4 
FR  58.1  52.2  30.1  27.0 
GE  9.3  -  10.0  5.7  6.1 
IT  28.1  10.4  14.2  5.1 
JA  34.5  43.0  23.3  29.0 
UK  -  8.8  -21.5  -  3.5  -  8.6 
us  27.6  12.5  16.4  7.4 
Note. The above figures are the ratio of  (1) the product of the change in logarithm of the 
relative price of oil over the appropriate period and the sum of the oil price coefficients in the 
relevant regression to (2) the change in the logarithm of  the relevant domestic price index. 
The symbol GLSl denotes a regression with a correction for first-order autocorrelation; 
GLS2, a regression with a correction of  second-order autocorrelation. 
1976IV, and for both the CPI and deflator measures of the price level. To 
derive them we first multiplied the ratio of the annualized change in the 
logarithm of the relative price of oil by the sum of the oil price coefficients 
in the relevant regression. We then divided that product by the annual- 
ized change in the logarithm of the price level. 
With relatively few exceptions, the ratios for the deflator fall in a range 
of roughly 5% to 30%. These ratios moreover tend to decrease with the 
length of the time period and the complexity of  the error model used in 
the underlying regressions. The median ratio for the period ending in 
1974IV is  24.5%  in the regressions with  a first-order correction  and 
14.9% in those with a second-order regression. For the longer period, the 
median ratios are 14.2% and 9.2% from the two types of  regressions 
respectively. 
The median ratios for the CPI exhibit the same general pattern: 27.6% 
and 10.4% for the period ending 1974IV and 14.2% and 6.1% for the 
period ending 1976IV in the two types of  regressions. 
Comparison of these estimates with those reported in a recent study by 
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may prove interesting. Cagan estimates that approximately 15% of the 
17.0% annual average rate of increase of  manufacturing prices in 1972- 
74, or about 2.6 percentage points, can be accounted for in terms of 
increases in oil prices. Our own estimates are for the shorter 1973-74 
period and for price indices that place less weight on traded goods. Their 
range is from approximately equal to Cagan’s to considerably below.” 
The estimate derived from the regressions with a first-order correction 
are 24.5% of the increase in the deflator and 27.6% of the increase in the 
CPI, or 2.1 and 2.5 percentage points respectively. Those derived from 
the regressions with a second-order correction are a good deal lower: 
4.1% of the deflator increase (0.3 percentage points) and 12.5% of  the 
CPI increase (or 1.12 percentage points). 
There are,  however, a number of problems with our results that lead us 
to question how seriously they can be.taken. The most obvious is the 
negative coefficients obtained in a considerable number of cases: Can- 
ada, Italy, Germany, and the U.K. for at least one price variable and one 
type of regression, and the Netherlands, as we have already stated, for 
both price variables and both types of  regressions. 
For the deflator, which is based upon value added production, negative 
effects are possible but over periods of several years somewhat implausi- 
ble. For the CPI, which is an index of  prices in consumption, negative 
estimates for countries that do not produce petroleum make little sense. 
That difference in what the two price indices measure raises an addi- 
tional question. Even if we ignore the greater incidence of negative sums 
of  coefficients with the CPI on the grounds that the use of  the second- 
order correction may be unduly influencing the results, the CPI fares no 
better than the deflator. We would have expected exactly the opposite. 
Indeed that was the main reason we reestimated the price equations using 
the CPI in place of the deflator, the price variable we used in developing 
the basic model. 
Equally disturbing is the lack of  consistency in  results for the two 
indices. Only for Japan do  we obtain significant positive effects with both 
price measures and both types of  regressions. 
A further problem, as Michael Darby has pointed out in chapter 8, is 
that in a number of countries the removal of price controls occurred more 
or less coincidentally with the rise in oil prices. Separating these effects 
from those of  oil prices on the price level is virtually impossible. 
14.5  Summary and Conclusions 
Starting with a conventional money demand function, a Lucas-type 
aggregate supply function, and a general form of  the public’s expected 
13. There is a further difference between Cagan’s (1980) and our estimates. What Cagan 
is measuring is impact effects. Our estimates, in contrast, implicitly allow for subsequent 
adjustment of the relative prices of other products. 438  Chapter Fourteen 
money function, we have derived a reduced-form price equation that we 
have estimated with quarterly data for the United States and seven other 
industrial countries for a near twenty-year period beginning in the late 
1950s. We have then gone on to use these equations to test a variety of 
hypotheses about the international inflation process during these years. 
The equations themselves fit the data fairly well. Moreover, the pa- 
rameter estimates we obtain are both reasonably consistent across coun- 
tries and tolerably close to our prior expectations of magnitude and, in 
the case of the monetary shocks, temporal pattern. We therefore have 
confidence in using the equations as a basis for testing competing hypoth- 
eses. 
The principal conclusion that emerges from this exercise is that move- 
ments in domestic money in all eight countries serve as the key link in the 
process leading to changes in the domestic rates of inflation. The factors 
that produced changes in the domestic money shocks, however, differed 
among countries. In the seven foreign countries, international factors- 
the balance  of  payments  or United States money,  in  some instances 
both-had  some influence  in  the expected  money  equations; in  the 
United States, the reserve-currency country, they did not. 
Foreign rates of inflation, as measured by either United States  inflation 
or a  rest-of-world  inflation  index,  however,  had a  direct  impact  on 
domestic rates of inflation in relatively few of the comparisons we made. 
To the extent that inflation was actually transmitted from one country to 
another, it appears to have been via channels much closer to a specie-flow 
type of  mechanism than to the price-arbitrage mechani~m.'~ 
These findings therefore point to the short-run possibility of  monetary 
control. Other evidence, namely that foreign factors by no means pre- 
dominate in terms of explainability in the expected money equations, add 
to this impression. 
The other factor that may have had an influence upon domestic infla- 
tion rates in these countries is increases in the relative price of oil. The 
extent of  the influence,  though, is  not  easily  ascertainable from our 
comparisons.  Viewed  in  terms of  the  results  most  favorable  to the 
hypothesis, the regressions with the corrections for first-order autocor- 
relation, the oil price impact accounted for a substantial, but in most 
countries far from major, proportion of the inflation over the 1973-74 
period.  Viewed  on the basis of  the regressions with the second-order 
correction, the effects are in general of considerably less magnitude and 
may in fact be largely spurious. 
14. The two are not competing hypotheses. Both channels of  transmission in principle 
can operate at the same time. The key question is the quantitative importance of  the one 
vis-A-vis the other within the relevant time period. 
It is also important to note that our results are for measured price indices. Aggregation as 
well as measurement error may obscure the effects of  price arbitrage in individual markets. 439  International Price Behavior and the Demand for Money 
The other  major  area  requiring  some  additional  discussion is the 
demand for money. We find that in all of  these countries the rate of 
inflation rather than level of  prices is uniquely determined. This is con- 
sistent with a number of  other pieces of evidence. Our study using time 
series of cross-state data, the Huffman and Lothian (1980) paper on the 
United Kingdom, and several studies based upon time-series data for the 
United States are all  example^.'^ 
The cause of  these stochastic shifts, however, so far has not been 
determined. Measurement error in either prices, real income, or money 
is a possibility. Omitted variables in the money demand function-the 
change in  “financial sophistication”  used by  Friedman  and  Schwartz 
(1982) or the similar variable used by Bordo and Jonung in their long- 
term time-series study-is  another. Further investigation of this question 
is clearly of considerable importance. Our results suggest, however, that 
the explanation will have to be applicable to more countries than just the 
United States. 
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Table 14.5A  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value oft statistic in parentheses) 
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Note. Variables are defined as in table 14.1. Table 14.5B  Price Equation with Dependent Variable log PD -  Iog(M2/N), 1957111 to 1976IV 
(absolute value oft  statistic in parentheses) 
CA  FR  GE  IT  JA  NE  UK  us 
Coefficient 
Constant  3.178 
(3.856) 
(2.658) 
ResM2,  -0.465 
ResM2,-  -  1.063 
(4.940) 
(3.889) 
ResM2, -  -0.842 
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Note. Variables are defined as in table 14.1. Table 14.6A  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value of  t  statistics in parentheses) 
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-  0.201 
(2.300) WYP/N-  1  -1.173  -1.325  -  1.453  1.887  -  1.327  -0.684  -  1.812 
(5.108)  (6.852)  (8.408)  (21.114)  (36.887)  (2.381)  (4.745) 
-  0.010  0.047  0.041  0.127  0.421  0.042  -0.019 
(0.370)  (0.729)  (1.381)  (4.253)  (4.494)  (  1.1  16)  (0.420) 
1%  Y:-  1  0.076 
log USPC,  0.882 





log usPC,-,  -  0.178 
















































log USPC, -  3  -  0.774  -0.869  0.462  -0.813  -0.181  0.918  1.388 
(2.074)  (1.442)  (0.982)  (1.929)  (0.384)  (1.764)  (2.418) 
Rho1  0.9889  0.9893  0.9678  0.8936  0.8451  0.9801  0.9799 
RZ  0.734  0.558  0.779  0.973  0.990  0.695  0.673 
S.E.E.  0.0099  0.0146  0.0119  0.0107  0.0104  0.0137  0.0138 
D-W  0.80  0.62  0.98  1.10  1.62  1.61  0.75 
Note. USPC is the U.S. consumer price index; the other variables are as defined in table 14.1. 
- Table 14.6B  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value oft statistic in parentheses) 
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Note. USPC is the U.S. consumer price index; the other variables are as defined in table 14.1 Table 14.7A  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value of  t statistic in parentheses) 
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Note. USPD is the U.S. GNP deflator; the other variables are as defined in table 14.1. Table 14.7B  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value of t  statistic in parentheses) 
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Note. USPD is the U.S. GNP deflator; the other variables are as defined in table 14.1. Table 14.8A  Price Equation with Dependent Variable log PC -  log(M2/N), 1957111 to 19761V 
(absolute value of  t statistic in parentheses) 
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Note. OIL is the relative price of  oil index; the other variables are as defined in table 14.1. PC is the consumer price index. Table 14.8B  Price Equation with Dependent Variable log PC -  log(M2/N), 1957111 to 1976IV 
(absolute value of t statistic in parentheses) 
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log YL7  -0.094  0.028  -0.103  0.090  0.029  -0.132  -0.094  -0.024 
log OIL,  -  0.007  0.018  -0.004  0.019  0.055  0.011  0.005  0.004 
log OIL,_,  -0.020  0.019  -0.009  -0.001  0.023  -0.030  -0.015  0.002 
log  -0.023  0.026  -0.003  0.002  0.032  -0.019  -  0.016  0.005 




-0.8802  - 
1.8879 
-0.9139  - 
1.5988  1.5661 
.0.6712  -0.7201  - 
1.4562 
0.5321  - 
1.1918 
-0.2420  - 
1.8294  1.7757 
0.8946  -0.8968 
- 
R2  0.964  0.776  0.896  0.988  0.964  0.753  0.839  0.965 
S.E.E.  0.0069  0.0080  0.0094  0.0082  0.0097  0.0135  0.0097  0.0033 
D-W  1.95  1.98  2.45  2.00  2.16  2.07  2.08  1.98 
Note. OIL is the relative price of  oil index; the other variables are as defined in table 14.1. PC is the consumer price index. Table 14.9A  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value of  t statistic in parentheses) 
























-  1.009 
-0.348 
1.253 
(  1.149) 
-  1.804 
(5.780) 
-  1.258 
(5.033) 





































-  0.426 
-  0.313 
-0.346 















-  0.285 
-  0.085 
(0.508) 





-  0.825 















-  1.001 
-0.793 
-0.645 
-  0.852 
(5.947) 
-  0.707 
(4.848) 
(4.340) 
(2.8  10) 
-0.602 
-  0.324 
-  0.948 
(1.336) 







-  1.670 
-  1.742 
-  1.495 
-  1.129 
-0.885 
-0.568 
(4.337) 1%  Y 7- 1  -  1.261  -  1.003  ~  1.272  -  1.886  -  1.203  -0.853 






























































































-  0.002 
(0.160) 
-  0.026 
(1.907) 







-  0.025 




































Note. OIL is the relative price of  oil index; the other variables are as defined in table 14.1. Table 14.9B  Price Equation with Dependent Variable log PD -  log(M2/N), 1957111 to 1976IV 
(absolute value of  t statistic in parentheses) 
CA  FR 
Coefficient 
Constant  3.287  0.987 
(2.605)  (0.970) 
(3.498)  (8.344) 
(5.375)  (5.263) 
ResM2,  -  0.583  -0.883 
ResM2,-,  -1.195  -0.953 
ResM2,-  -  0.976  -0.767 
(4.276)  (3.573) 
ResM2,-,  -  1.004  -0.528 
(4.884)  (2.298) 
(3.494)  (1.593) 
(4.714)  (0.707) 
(2.144)  (0.712) 
ResM2, -  -0.792  -0.360 
ResM2,  ~  -  1.022  -  0.138 
ResM2, -  -0.344  -0.075 
GE  IT  JA  NE  UK  us 
4.309 
(7.333) 
-  0.967 
(  13.446) 








-  0.233 
(1.597) 
(1.835) 








-  0.505 
-  0.268 
(0.766) 
(0.228) 











(3.3  10) 
-0.899 







-  0.157 















-  0.324 
-  0.089 
(0.070) 
(10.5  14) 
(5.11 1) 
(3.854) 
-  1.026 
-  0.820 
-0.777 


















-  1.582 
-  1.603 
-  1.297 
-0.825 
-0.555 
-  0.307 log(Yp/N)r-  1  -  1.265  -  0.978  -  1.309  -  1.807  -  1.205  -  0.839  -0.836  -0.829 
(8.465)  (9.071)  (20.510)  (34.305)  (53.507)  (10.098)  (4.642)  (25.684) 
log OIL, 




















-  0.028 


































-  0.001 
















































-  0.2124 
-0.027 







































Note. OIL is the relative price of  oil index; the other variables are as defined in table 14.1. 460  Chapter Fourteen 
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