ABSTRACT. This paper contributes to the study of local cohomology and topological, in particular connectedness properties. Let I denote an ideal of a regular local ring (R, m) containing a field. There is a description of the Lyubeznik number 
INTRODUCTION
Let I denote an ideal of (R, m, k), a local ring. For an R-module M the local cohomology modules H i I (M) were introduced by Grothendieck (cf. [2] ). In the sequel they have been studied in several papers by different authors.
In order to understand the fine structure of them Huneke and Sharp (cf. [8] ) and Lyubeznik (cf. [10] ) have made a big progress in the case of M = R an n-dimensional regular local ring containing a field. Based on these results Lyubeznik (cf. Here we develop a characteristic independent method different from Zhang's approach. To this end let (A, m) denote a local ring. Let G A denote the graph introduced by Hochster and Huneke (cf. [6, 3.4] ), see also the Definition 3.4 of the present paper. Note that both -Lyubeznik as well as Zhang -have shown that λ d,d (A) is equal to the connected components of Γ B , where B denotes the completion of the strict Henselization of the completion of A. Our result reflects in a more direct way the topological properties of the completion of A. Moreover we do not need any separability condition on the residue field.
For a long time it was known that connectedness results are closely related to the structure of local cohomology (cf. for instance Hartshorne's papers [3] and [4] and the more recent work [6] and [13] ). Another feature of the present paper is to relate Hartshorne's Second Vanishing Theorem (cf. [4, Theorem 7.6] ) to a connectedness property. Note that by view of the work of Huneke and Lyubeznik (cf. [7] ) the connectedness of Spec R/I \ {m} is equivalent to the vanishing of H n−1 I (R) for an ideal I with dim R/I ≥ 2 for a certain complete regular local ring. The advantage of our approach here is that we do not need any separability condition on the coefficient field of R.
In Section 2 of the paper there are some preliminaries about completion and inverse limits, needed in the subsequent considerations. In Section 3 we recall a result of Hochster and Huneke (cf. [6, 3.6] ) that proves that the endomorphism ring K(K(A)) of the canonical module of a local ring A is local if and if K(A) is indecomposable. Let (R, m) denote a local complete Gorenstein ring and let I be an ideal of R. In Section 4 we study the following ring extension
The commutative ring B is the main object of our proof of Theorem 1.1. By Local Duality it follows that B is the Matlis dual of
. In Section 5 we use this construction in the case of (R, m) a regular local ring containing a field. By the results of Huneke and Sharp resp. Lyubeznik (cf. [8] resp. [10]) we prove that B is a finitely generated free ring extension, that is B ≃ R l with l the number of connected components of G d
R/I
. This proves Theorem 1.1. In general the ring B is not a finitely generated R-module for a Gorenstein ring R as shown by an example (cf. Example 4.4). It is an open question whether B is a Noetherian ring in this case.
In Section 6 there are additional results about the Lyubeznik numbers of R/I. As a corollary of a certain short exact sequence it turns out that the local cohomology modules H j m (H c I (R)) are determined by the local cohomology modules with support in {m} of H i I (R), i = c (cf. Proposition 6.2). As a consequence there is a sharpening of Blickle's duality theorem (cf. [1, Theorem 1.1]). In the final Section 7 we use these considerations in order to add a few applications concerning the so-called Second Vanishing Theorem. In particular, we prove Theorem 1.2. For the basics about homological algebra, in particular spectral sequences, we refer to [15] .
COMPLETIONS AND INVERSE LIMITS
In this section we will summarize a few results about completions of local rings and inverse limits. They are needed for further constructions related to local cohomology modules and their asymptotic behavior. With our notation we follow the textbook [12] . Lemma 2.1. Let B denote a semilocal ring with n 1 , . . . , n t its pairwise different maximal ideals. Let J = n 1 ∩ . . . ∩ n t denote the Jacobson radical of B. Suppose that B is complete with respect to its J-adic topology. Then
where B i , i = 1, . . . , t denotes the n i -adic completion of B.
Proof. By the Chinese Remainder Theorem there are natural isomorphisms
for all i ∈ N. As another consequence of the Chinese Remainder Theorem it follows that
for all i ∈ N. By passing to the inverse limit there are isomorphisms
. In order to finish the proof recall that the inverse limit commutes with direct products. Moreover
. . , t, as easily seen. Let {I i } i∈N denote a family of ideals of a Noetherian ring R such that I i+1 ⊂ I i for all i ≥ 1. With the natural epimorphism R/I i+1 → R/I i the family {R/I i } i∈N forms an inverse system. Its inverse limit lim ← − R/I i is given by
In the following Lemma this limit is related to the m-adic completion. 
By view of the assumption it turns out that for every i ∈ N there is an j = j(i) such that
because R is complete with respect to the m-adic topology. That is, (
By the Krull Intersection Theorem it provides that b − b j(l) ∈ I j(l) for any l ≥ 1. But this means nothing else but
In order to realize the assumption of Lemma 2.2 we need Chevalley's Lemma. For its proof and a generalization we refer to [14, Theorem 2.1]. Lemma 2.3. Let {I i } i∈N denote a descending sequence of ideals of a complete local ring (R, m). Suppose that ∩ i∈N I i = 0. Then for any i ∈ N there exists an integer j = j(i) ≥ i such that j(i + 1) > j(i) and I j(i) ⊂ m i .
For an application we have to know whether the inverse limit of an inverse system of rings is a quasi-local ring. Here a commutative ring is called quasi-local provided there is a unique maximal ideal. Lemma 2.4. Let {(B i , n i )} i∈N denote an inverse system of local rings such that
is a local homomorphism. Then
is a quasi-local ring.
Proof. It is easily seen that B admits the structure of a commutative ring with identity element
On the other hand let (b i ) i∈N ∈ B denote an element such that for all i ∈ N the element b i ∈ B i is a unit. Then there is a sequence a i ∈ B i , i ∈ N, of elements such that a i b i = 1. We claim that (a i ) i∈N ∈ B. To this end we have to show that φ i+1 (a i+1 ) = a i for all i ∈ N. Because φ i+1 is a homomorphism of rings
is not a unit for some j ∈ N. Then b j ∈ n j and b i ∈ n i for all i ∈ N as easily seen since φ i is a local homomorphism of local rings for all i ∈ N. Therefore
where B ⋆ denotes the set of units of B. Moreover, {(b i ) i∈N ∈ B : b i ∈ n i for all i ∈ N} is an ideal of B. Because B \ B ⋆ is equal to the union of maximal ideals of B it follows that B \ B ⋆ itself is a maximal ideal. But this means nothing else but B is a quasi-local ring.
DUALITY AND CONNECTEDNESS
At first in this section let (R, m) denote a local Gorenstein ring with n = dim R. Let M be a finitely generated R-module and d = dim M. Define 
where E = E R (R/m) denotes the injective hull of k = R/m, the residue field. In the following we summarize some basic results about modules of deficiency.
Lemma 3.1. For a finitely generated R-module M the following is true:
For the proof we refer to [2] and [14, Lemma 1.9] . For an R-module M we will consider K(K(M)). To this end we need the following construction.
Proposition 3.2. There are canonical isomorphisms
for finitely generated R-modules M, N with dim M = dim N.
where c = dim R−dim M. To this end recall that Hom R (N, E · ) i = 0 for all i < c. By applying the functor Hom(K(M), ·) it yields an exact sequence
By the adjunction formula and the definition it provides that
Because of dim K(M) = d a similar argument provides the proof of the second isomorphism.
Of a particular interest of 3.2 is the case of R/I = A for an ideal I ⊂ R. 
For the proof we refer to [6] , [14] and the previous Proposition 3.2. Next we recall a definition introduced by Hochster and Huneke (cf. [6, (3.4 
)]).
Definition 3.4. Let R denote an commutative Noetherian ring with finite dimension. We denote by G R the undirected graph whose vertices are primes p of R such that dim R = dim R/p, and two disctinct vertices p, q are joined by an edge if and only if (p, q) is an ideal of height one.
By view of the definition 3.4 observe the following: For a commutative ring R with dim R < ∞ its spectrum Spec R is connected in codimension one if and only if G R is connected. For the notion of connectedness in codimension one we refer to Hartshorne's paper [3, Proposition 1.1 and Definition].
In the following there is a certain use of the indecomposability of an R-module M. To this end an R-module M is called indecomposable whenever a direct sum decomposition Proof. Suppose that M = U ⊕ V for two non-trivial R-modules U, V. Let X = Supp U and Y = Supp V. Because of Ass M = Ass X ∪ Ass Y assumption (a) provides that U, V are both non-empty, equidimensional and unmixed. Now choose two minimal primes p ∈ X and q ∈ Y resp. By virtue of (b) there is a family
of minimal prime ideals of Supp M and a family P 1 , . . . , P s of prime ideals of codimension one in Supp M such that
Because of p = p 0 ∈ X it turns out that P 1 ∈ X. By the indecomposibility in codimension one, as assumed by (c), we see that P 1 ∈ Y. Therefore p 1 ∈ Y while p 1 ∈ X. Iterating this argument s times it follows that q = p s ∈ Y, in contradiction to the choice of q.
In the next there is a result about a class of modules that is indecomposable in codimension one. Proof. First note that Ass K(A) = Ass R/I (cf. 3.1) and therefore Supp K(A) = V (I). Let p ∈ V (I) denote a prime ideal with t = dim A p ≤ 1. Then A p is a Cohen-Macaulay ring of dimension t and A p ≃ K(K(A p )) (cf. e.g. [13, Theorem 1.14]). Moreover
. Now suppose that K(A p ) = U ⊕ V is decomposable with two non-trivial A p -modules U, V of dimension t. By passing to the canonical modules it provides a decomposition
of A p into two non-trivial A p -modules, which is absurd.
As an application there is a characterization when the endomorphism ring K(K(A)) ≃ Hom(K(A), K(A)) of the canonical module K(A) is a local ring, see [6, 3.6] .
Corollary 3.7.
With the notion of Proposition 3.6 and assuming that R is complete the following conditions are equivalent:
Proof. The equivalence of (ii) and (iii) is obvious by the definitions. Moreover the implication (iv) ⇒ (i) is easily seen to be true. By virtue of the propositions 3.5 and 3.6 we know that (ii) ⇒ (i). So it remains to prove (i) ⇒ (iv). First we note that (A, m) is a complete local ring and B = Hom(K(A), K(A)) is finitely generated as an A-module. Therefore B is a semilocal ring with n 1 , . . . , n t its maximal ideals and J its Jacobson radical. Because of n i ∩ A = m, i = 1, . . . , t, it follows that the mB-adic topology on B is equivalent to the J-adic topology. So there is a decomposition
(cf. Lemma 2.1). As a consequence there is a decomposition of the identity 1 into orthogonal idempotents
so that e 2 i = e i , i = 1, . . . , t, and e i e j = 0 for i = j. By considering the corresponding endomorphisms e i : K(A) → K(A), i = 1, . . . , t, they provide a non-trivial decomposition
Therefore t = 1 and (B, n) is a local ring.
ON A FORMAL RING EXTENSION
Let R denote a commutative Noetherian ring. Let I ⊂ R be an ideal. Let S denote a multiplicatively closed set of R. Then the S-component I S of I is defined by
Let I = Q 1 ∩ . . . ∩ Q t denote a reduced primary decomposition, where Q i , i = 1, . . . , t, is p iprimary ideal. Suppose that p i ∩ S = ∅ for all i = 1, . . . , u, and p i ∩ S = ∅ for i = u + 1, . . . , t. Then
Now let S = ∩ p∈Min(I) R \ p, where Min(I) denotes the set of minimal primes in V (I). Then the i-th symbolic power I (i) , i ∈ N, of I is defined by
Moreover, ∩ i∈N I (i) = 0 S as follows by Krull's Intersection Theorem. Now suppose that (R, m) denotes a local complete Gorenstein ring. For an ideal I ⊂ R define S = ∩ p∈Min(I) R \ p. Then 0 S = 0 holds for example in case R is a domain. Furthermore define A i = R/I (i) , and
the endomorphism ring of the canonical module K(A i ) of A i . As above put n = dim R, d = dim R/I, and c = n − d. Because of dim I (i) /I i < d for i ∈ N it is obviously true that
So there is an injection
Clearly there are natural homomorphisms φ i+1 : A i+1 → A i , and ψ i+1 : B i+1 → B i , for all i ∈ N such that the diagram
is commutative. Moreover, φ i as well as ψ i , i ∈ N, are homomorphisms of commutative rings. This is obviously true for φ i . For ψ i this follows easily since multiplication in B i is defined by composition. Proof. According to the previous considerations there is an injection of inverse systems
By passing to the inverse limit there is an injective homomorphism
because the inverse limit is left exact. Moreover lim ← − A i ≃ lim ← − R/I (i) = R, as follows by virtue of the Lemmas 2.2 and 2.3 since ∩ i∈N I (i) = 0 S = 0. Now B i admits the structure of a commutative ring such that ψ i+1 : B i+1 → B i is a homomorphism of rings. Then it is easy to check that lim ← − B i admits the structure of a commutative ring. 
Proof. Without loss of generality one might assume that (R, m) is a complete local ring. By definition
Recall that local cohomology commutes with direct limits. Therefore
and the Local Duality Theorem provides the statement in (a). The claim in (b) is true because of the injection shown in Theorem 4.1. By virtue of (a) there is the natural isomorphism
. Since E is an injective R-module there are the following natural isomorphisms
As a consequence there is the isomorphism
It is a natural question to ask whether the commutative ring B constructed in Theorem 4.1 is a Noetherian ring. We do not know an answer in general. The stronger question whether B is a finitely generated R-module is not true.
To this end observe the following: Because of Proposition 4.2 (c) B is a finitely generated R-module if and only if dim k B/mB < ∞ (cf. e.g. [12, Theorem 8.4] ).
Lemma 4.3. With the notation of Proposition 4.2 the following conditions are equivalent:
(i) B is a finitely generatedR-module.
Proof. The proof is clear by view of Matlis duality and the previous observation.
In the following there is an example of an ideal I ⊂ R in a local complete Gorenstein ring R such that B is not a finitely generated R-module. 
is not a finitely generated R-module, while it is a Noetherian ring.
To this end we have to compute B i , i ∈ N, the S 2 -fication of
, where a is an indeterminate. Consider the ring homomorphism A → B i induced by x → ua, y → va. As it is easily seen it induces an injection A i → B i , i ∈ N. Clearly B i , i ∈ N, is a two-dimensional Cohen-Macaulay ring, the S 2 -fication of A i . Therefore there are short exact sequences
By passing to the inverse limit it induces a short exact sequence
Moreover it provides that B ≃ k[|u, v, a|], which is clearly a Noetherian ring. Moreover B is not a finitely generated R-module as easily seen.
Furthermore, by the local duality theorem there is the isomorphism
is not a finitely generated R-module. By Matlis duality it follows that H 2 I (R) is not an Artinian R-module and therefore the socle Hom R (k, H 2 I (R)) is not of finite dimension. Originally this was shown by Hartshorne (cf. [5, Section 3] ). In fact, the analysis of Hartshorne's example inspired the above construction.
In the following sections we shall discuss some particular cases in which B is a finitely generated R-module.
THE CASE OF REGULAR LOCAL RINGS
In this section let (R, m) denote a regular local ring. Let I ⊂ R be an ideal of R. Huneke and Sharp (cf. [8] ) in the case of prime characteristic p > 0 resp. Lyubeznik (cf. [10] ) in the case of characteristic zero proved the following result: Theorem 5.1. Let (R, m) be a regular local ring containing a field. Let I ⊂ R be an ideal. For all i, j ∈ Z we have the following:
As we shall see the previous result applies in an essential way in order to describe properties of the ring 
Lemma 5.2. With the previous notation there are isomorphisms
· denote a minimal injective resolution of the module H i I (R). Then there is an isomorphism of complexes
where Γ m denotes the section functor with support in V (m). So there are isomorphisms Ext
. In order to compute the cohomology Ext
are injective R-modules (cf. Theorem 5.1) the spectral sequence degenerates to an isomorphism
which proves the claim.
Recall that the integers λ j,i = dim Hom R (k, H j m (H n−i I (R))) were introduced by Lyubeznik (cf. [10, 4.1] ). In fact he has shown that they only depend upon R/I. With the above results in mind we shall describe the structure of the ring B in case (R, m) is a complete regular local ring containing a field. )) we see that B is flat as an R-module. Therefore B is a free R-module and B ≃ R l , the direct sum of l copies of R.
In the following we will give an interpretation of the rank l in topological terms of V (I). As a first step in this direction there is the following result: 
Proof. Let i ∈ N be an integer. We define A i = R/I (i) . Let
denote the endomorphism ring of the canonical module of R/I (i) . Since
is connected in codimension one we know (cf. Corollary 3.7) that (B i , n i ), i ∈ N, is a local ring. By view of Theorem 4.1 and Lemma 2.4 it follows that B ≃ lim ← − B i is a quasi-local ring. Therefore (cf. see Lemma 5.3) it turns out that B ≃ R and l = 1.
As a first application we shall deduce a result shown by Ken-Ichiroh Kawasaki (cf. [9, Proposition 1]). Namely l = 1 whenever R/I satisfies Serre's condition S 2 . Proof. It will be sufficient to prove that 
Proof. Without loss of generality we may assume that R is complete as follows by passing to the completion of R. So let us assume that R is complete. By virtue of Proposition 5.6 we have that
where I i , i = 1, . . . , t, denotes the intersection of all minimal primes of V (I) that are vertices of G i . But now V (I i ), i = 1, . . . , t, is -by definition -connected in codimension one. Therefore
as follows by view of Theorem 5.4 and Lemma 5.3.
LYUBEZNIK NUMBERS
In this section let (R, m) be a regular local ring containing a field. Let I ⊂ R be an ideal of R. We will add a few results concerning the Lyubeznik numbers Proof. Let p ∈ V (I) denote a prime ideal such that dim R p = c. Then In order to compute the hypercohomology H i m (C · (I)) there is the following E 2 -term spectral sequence (cf. [15] for the details) Now recall that H q (C · (I)) = H q I (R) for c < q < n, and H q (C · (I)) = 0 for q ≤ c resp. q ≥ n. We remind that H Proof. In case IR p is set-theoretically a complete intersection it follows that
for all p ∈ V (I) \ {m} such that dim R p /IR p ≥ 2. Therefore, Theorem 7.3 proves the claim.
In fact Corollary 7.4 implies the statement of Theorem 1.2 of the Introduction. To this end recall that IR p is a complete intersection whenever R p /IR p is a regular local ring.
