Modular invariance is known to constrain the spectrum of 2d conformal field theories. We investigate this constraint systematically, using the linear functional method to put new improved upper bounds on the lowest gap in the spectrum. We also consider generalized partition functions of N = (2, 2) superconformal theories and discuss the application of our results to Calabi-Yau compactifications. For Calabi-Yau threefolds with no enhanced symmetry we find that there must always be non-BPS primary states of weight 0.6 or less.
Introduction
The conformal bootstrap is the project of constructing conformal field theories from consistency conditions imposed by conformal invariance [1, 2, 3] . Historically it has proved very powerful in the analysis of two dimensional conformal field theories with central charge c < 1 [4, 5] . Compared to other methods, its main advantage is that it does not rely on a Lagrangian prescription of the CFT. It makes use of the conformal symmetry of the theory by decomposing amplitudes into conformal blocks -the contributions of the irreducible representations of the conformal group. In principle it is thus possible to classify and construct all CFTs, including strongly coupled ones.
More recently the work of [6] sparked renewed interest in the bootstrap approach. In it the authors derive constraints on the spectrum of CFTs from the condition of crossing symmetry of the four point function. They use explicit expressions for the conformal blocks derived in [7, 8] . From these they numerically derive a vector space of constraints, and optimize over the constraints to obtain upper bounds on the dimensions of fields.
Although these methods apply to CFTs in any dimension, the situation in two dimensions is special. The finite dimensional group of global conformal symmetries -or, rather, its Lie algebra -is enhanced to the infinite dimensional Lie algebra of holomorphic and anti-holomorphic local conformal transformations. The quantum operators representing these maps form two commuting Virasoro algebras. Their quantum central charge c measures, roughly speaking, the number of degrees of freedom in the theory. For c < 1, bootstrap methods are very powerful for the classification of conformal field theories. For c ≥ 1, unfortunately, the expressions for the conformal blocks of the Virasoro algebra are much more complicated, so that the bootstrap method using the full Virasoro algebra has not been practical. For this reason the general c ≥ 1 picture is still unknown, though many explicit examples are known.
In two dimensions we require that the CFT be consistent not just on the sphere, but on arbitrary Riemann surfaces. This modular invariance condition was first discovered in the context of string theory [9] . Of course analogous conditions arise in higher dimension, but little or nothing is known about their significance. In two dimensions, modular invariance is known to be essential [10] . It turns out that the necessary and sufficient conditions for the theory to be defined consistently on all two dimensional surfaces are: (1) crossing symmetry of the four-point functions on the sphere, and (2) modular invariance of the partition function and the one-point functions on the torus [11] . Higher genus amplitudes can then be constructed by gluing various punctured spheres and tori together. The above conditions ensure that this procedure gives consistent answers.
In this paper we will focus solely on modular invariance of the torus correlation function with no operators inserted. The idea is to apply methods used in the modern bootstrap to this amplitude, as has been done in [12, 13, 14, 15, 16] . The big advantage compared to the study of correlation functions (as in [6] ) is that the expressions for the contributions of the various representations are known exactly and have a relatively simple form. Eventually one will want to combine these results with results from one-point functions on the torus and from four-point functions on the sphere, something we will leave for future work.
The amplitude of a CFT on a torus with no insertion of operators can be written as the partition function of the quantum field theory living on the space S 1 , Z(τ,τ ) = tr e 2πiτ (L 0 −c/24) e −2πiτ (L 0 −c/24) , (
where τ , the modulus of the torus, is in the complex upper half plane. The torus is the complex plane modulo the lattice {m + nτ : m, n ∈ Z}. The operators L 0 ,L 0 are the middle elements of the two Virasoro algebras. The hamiltonian is H = 2π(L 0 + L 0 ) while P = 2π(L 0 −L 0 ) generates translations in space, the circle S 1 . Since the amplitude can only depend on the complex structure of the torus, it follows that it has to be invariant under the action of the modular group SL(2, Z), since such transformations give conformally equivalent tori. The modular group is generated by the transformations T : τ → τ +1 and S : τ → −1/τ , and modular invariance is hence equivalent to invariance under the transformations S and T .
Irreducible representations of the Virasoro symmetry are labelled by their right and left conformal weights (h,h). The quantization on S 1 can be interpreted as the radial quantization of the euclidean CFT. The irreducible representations correspond to primary fields of dimension h +h and spin h −h. The partition function can be expanded in characters of the irreducible representations, Z(τ,τ ) = (h,h) χh(τ ) Nh h χ h (τ ) .
(1.
2)
The multiplicity Nh h counts the number of times that the representation (h,h) occurs in the spectrum, and hence is a nonnegative integer. The function χ h (τ ) is the character of the representation of a single Virasoro algebra, χ h (τ ) = tr e 2πiτ (L 0 −c/24) , (1.3) where the trace is over the irreducible representation of weight h. (In Nh h , we write the subscripts in the orderhh because we regard Nh h as a hermitian form on the space of characters.) At the core of the bootstrap approach is the observation that the characters χ h (τ ) themselves are not modular invariant. This means that only very specific choices for the multiplicities Nh h lead to an invariant partition function. Invariance under T : τ → τ + 1 is equivalent to imposing integer spin h −h ∈ Z. The more interesting constraint is invariance under S : τ → −1/τ , Z(τ,τ ) = Z(−1/τ, −1/τ ) .
(1.4)
Since (1.4) must hold for all values of τ , a priori it gives an infinite number of constraints on the multiplicities Nh h . One way to express these constraints is via linear functionals ρ on the space of functions of τ [17] . Every linear functional ρ acts on (1.4) to give, by (1.2), a linear constraint on the Nh h . If we choose a suitable infinite set of linear functionals, i.e. a basis of the dual space of the functions of τ , we can in principle recover the full set of constraints. To obtain a complete classification of all allowed spectra Nh h , one would have to determine all solutions to this system of constraints. With our current understanding this is not practical, and we will not attempt to do so. Instead, following [12] , we will pursue the more modest goal of putting bounds on basic features of the spectrum. Specifically, we investigate the lowest gap ∆ 1 in the spectrum -the value of the total conformal weight ∆ 1 = h +h of the lowest lying non-vacuum primary field. It turns out that ∆ 1 cannot be too big, as otherwise it becomes impossible to satisfy (1.4). The goal of our work is to determine an upper bound ∆ B on ∆ 1 . The approach is to consider some n-dimensional subspace of linear functionals, and find the linear functional in this space that gives the strongest bound. In principle, the optimal bound is obtained in the limit n → ∞. But as the complexity of the computation grows with n, in practice we are limited by our computing power to relatively modest values of n.
In the first half of this paper we consider bosonic conformal field theories, in which the conformal symmetry is the Virasoro algebra. We calculate bounds ∆ B (c) that depend on the central charge c. In the second half of this paper we consider models with extended N = (2, 2) supersymmetry. Specifically we are interested in non-linear sigma models whose target space is a Calabi-Yau manifold. In this case the central charge is fixed by the complex dimension d of the Calabi-Yau manifold, c = 3d. Because of the N = (2, 2) supersymmetry, the spectrum of this theory contains BPS states. In general a lot is known about the BPS spectrum, which is related to the topology of the Calabi-Yau, namely its Hodge numbers and elliptic genus. The linear functional method can give information on the non-BPS states, about which much less is known. In principle sufficient knowledge of the non-BPS states should allow to answer questions on the geometry of the manifold. If for instance one could show that a given set of topological numbers cannot lead to a consistent non-BPS spectrum, then this would rule out the existence of a Calabi-Yau manifold with such topology. In particular this could help answer the still open question, whether there are only finitely many topological families of Calabi-Yau threefolds [18, 19] . As it turns out, the methods of the present paper cannot produce strong enough constraints on the non-BPS spectrum to yield answers to such geometric questions.
In [15] , the linear functional method was used to find a bound ∆ B on the lowest lying non-BPS state for Calabi-Yau threefolds. The bound is a function of the Hodge numbers of the Calabi-Yau. The bound was produced using a two dimensional subspace of linear functions. To improve on this calculation, we find it useful to express the generalized N = 2 characters in theta functions. The calculation turns out to simplify dramatically for Calabi-Yau threefolds. Making the technical assumption that the theory does not have an enhanced symmetry beyond the extended N = (2, 2), we improve significantly on the bound of [15] -see figure 4 . In particular we find that there is always a non-BPS state of total weight ∆ less than ∆ B = 0.6. (We include among the non-BPS states any pairs of BPS states that can combine to form non-BPS states.) We present evidence that our results are close to optimal for the linear functional method.
We adopt a number of limitations on our project to make the computations more tractable. First, we restrict our attention to theories without enhanced symmetry, i.e. without additional holomorphic or anti-holomorphic fields. In the bosonic case, we assume there is only the Virasoro algebra. Also, we assume c > 1, leaving out the case c = 1. In the N = (2, 2) case, we assume there is only the extended N=2 algebra. These restrictions allow us to avoid complications due to degenerate representations of the symmetry algebra. Second, following [12] , we restrict the partition function to purely imaginary values of τ . The partition function then depends only on the spectrum of total conformal weights ∆ = h +h. Information about the spins h −h is not used. In principle it is straightforward to apply the linear functional method for complex τ , but our implementation of the method cannot handle the condition of T invariance -that the spins h −h must be integers (or half-integers for fermions). Our bounds would be strengthened if we could enforce T invariance. Third, although the multiplicities Nh h are integers, the linear functinal method treats them as nonnegative real numbers. If we could use the constraint that the multiplicities are integers, we could strengthen the bounds. Unfortunately, it is very hard to impose integrality with our methods.
Finally, we are only checking consistency of the 0-point function on the torus. We should be able to treat the torus 1-point with similar methods, while the 4-point function on the sphere can be dealt with using the ordinary bootstrap methods. We then expect the challenging part to be to combine those various types of results to obtain overall constraints on the theory. Such an approach could yield significant improvements over our current bounds.
General setup 2.1 The partition function
Let us explain how the linear functional method can be used to find constraints on the spectrum. We base our exposition of the abstract linear functional method on [17] . The method can give negative answers to questions of the form:
For a given value of the central charge c, does there exist a modular invariant partition function whose conformal weights (h,h) lie in a given set S?
If there is no modular invariant partition function, then there can be no CFT whose conformal weights lie in S. In practice, the set S will be of the form
for some ∆ 1 > 0. To say that all the conformal weights lie in S ∆ 1 is to say that all the scaling dimensions ∆ = h+h are ≥ ∆ 1 . The lowest gap in the spectrum is ∆ 1 . A negative answer to the question means that ∆ B = ∆ 1 is an upper bound on the gap. Every CFT with central charge c must have at least one scaling dimension ∆ ≤ ∆ B . Our goal is the strongest such bound, the lowest value we can find for ∆ B .
We use the Virasoro symmetry. The unique ground state of the CFT generates a unique representation with (h,h) = (0, 0), which by convention we omit from the set S. The expansion (1.2) of the partition function in Virasoro characters separates into a known contribution Z 0,0 from the ground state representation plus the remaining sum,
The sum contains the unknowns of the problem, namely the numbers Nh h which specify the conformal weights that occur in the spectrum, and their multiplicities. Let P odd be the projection on functions which are odd under τ → −τ −1 ,
Modular invariance under τ → −τ −1 can then be rewritten
In more general terms, P odd projects on a subspace of functions complementary to the invariant functions. Combining with (2.2) gives the central equation for our analysis,
Existence of a modular invariant partition function is equivalent to existence of a set of multiplicities Nh h satisfying (2.5).
To simplify the problem we now abandon the integrality constraint on the multiplicities, allowing the Nh h to be arbitrary nonnegative real numbers. If there is no solution to (2.5) with nonnegative real Nh h , then there is certainly no solution with nonnegative integer Nh h . Of course the converse is not true.
The functions that can appear on the rhs of (2.5) now form a convex cone
within the vector space of real analytic functions of τ that are odd under τ → −τ −1 . The left hand side of (2.5) is a vector in this function space,
There exists at least one solution of (2.5) with real multiplicities iff v 0 ∈ C S . There is no real solution of (2.5) iff v 0 / ∈ C S . The original problem is reduced to checking if the vector v 0 is in the cone C S .
The sets S ∆ 1 defined in (2.1) become smaller as ∆ 1 increases, so the cones C ∆ 1 = C S ∆ 1 become narrower. It will turn out that, for sufficiently small ∆ 1 , v 0 always lies in the interior of C ∆ 1 . So there is always a real solution of (2.5) for sufficiently small ∆ 1 . As ∆ 1 increases, the cone C ∆ 1 narrows. At a certain value of ∆ 1 , the boundary of the cone will hit the vector v 0 . For larger values of ∆ 1 , the vector v 0 lies outside the cone. The best upper bound ∆ B is the value of ∆ 1 where the boundary of the cone C ∆ 1 hits v 0 .
The linear functional method
The linear functional method is based on the fact that v 0 / ∈ C S if there is a hyperplane in the function space that separates the vector v 0 from the cone C S . In fact, the converse is also true. If v 0 / ∈ C S then there exists a separating hyperplane, as follows from the generalized Farkas Lemma [20] . Hyperplanes are in 1-to-1 correspondence with nonzero linear functionals ρ modulo scaling ρ → κρ, κ = 0. The hyperplane is the kernel of ρ. It separates v 0 from C S iff (after scaling ρ by ±1)
i.e. C S is on one side of the hyperplane, where ρ ≥ 0, and v 0 is on the other side, where ρ < 0. Note that we can settle the question of existence of a separating hyperplane by solving an optimization problem. We maximize the objective function
over all linear functionals ρ satisfying the semidefinite condition
When the result is O max > 0, then any solution ρ of the optimization problem gives a separating hyperplane. When O max ≤ 0, there is no separating hyperplane. When the result is O max = 0, the vector v 0 lies just on the boundary of the cone C S , giving our bound ∆ B .
In the optimization problem, the condition that ρ be positive semidefinite on the cone C S is equivalent to the collection of inequalities
(2.11)
The practical difficulty in using the linear functional method is to find an effective means of enforcing the semidefinite condition.
Reduced partition function
Before discussing explicit linear functionals, let us first simplify the expressions a bit by using the representation theory of the Virasoro algebra. The Virasoro characters for bosonic CFTs with c > 1 are 12) where q = e 2πiτ . We can use the Dedekind eta function
to define the reduced charactersχ
and the reduced partition function
The function |τ | 1/2 |η(τ )| 2 is invariant under τ → −τ −1 , so the reduced partition function is invariant whenever the partition function is invariant. The modular invariance condition (2.5) becomes
The advantage of this rewriting is the relatively simple form of the functionsẐh ,h . The linear functional method applies as before if we redefine the cone C S as
and the vector v 0 as
Differential operators
Let us now discuss the space of linear functionals. The partition functionẐ and all the functionsẐh ,h are real analytic functions of τ , so we can take our vector space of functions to consist of real analytic functions. A complete set of linear functionals is given by evaluating the Taylor series coefficients of a function at some fixed value of τ . The simplest choice is the self-dual value τ = i, as adopted in [12] . The linear functionals are then represented as real differential operators
which are odd under τ → −τ −1 . We write the differential operators in the form
so the oddness condition is simply
In practice, we solve the optimization problem (2.9), (2.10) over finite dimensional subspaces of linear functionals given by the differential operators D of order n D = 2n − 1. As we increase the order n D = 2n−1, the results become stronger, the bound more stringent. The optimum result is obtained in the limit n D → ∞.
The advantage of this basis of linear functionals is that the differential operators acting on the functionsẐh ,h become polynomials in h andh. More precisely,
wherep(h,h) is a polynomial in h andh of the same degree as the differential operator. The differential operators D are in one-to-one correspondence with the polynomialŝ p(h,h). Optimizing over differential operators D is equivalent to optimizing over polynomialsp(h,h). The oddness condition on the differential operator translates into a collection of linear constraints on the coefficients of the polynomial. Given the oddness condition on D, we have DP oddẐh,h = DẐh ,h , so the semidefinite condition on the differential operator translates to a semidefinite condition on the polynomial,
(with a small complication whenever a weight (h, 0) or (0,h) is in S because of the extra factor of 1 − q inẐh ,0 and 1 −q inẐ 0,h ).
Restriction to real β
To make our computations more tractable, we introduce two restrictions. First, to avoid having to enforce the more complicated semidefinite constraints (D,Ẑ 0,h ) ≥ 0 and (D,Ẑh ,0 ) ≥ 0, we specialize to CFTs that contain no representations with weights (h, 0) or (0,h), as was done in [12] . That is, we exclude CFTs that contain chiral fields besides the stress-energy tensor. A theory that did contain such fields would have a symmetry algebra bigger than just the Virasoro algebra. The proper way of dealing with such a theory is to decompose the partition function into representations of the larger symmetry algebra, which in general will lead to stronger constraints. Our discussion of the extended N = (2, 2) SCA in section 4 is an example of this procedure.
A more important issue is that we do not know an effective way to use the fact that the spins h −h must be integers. We do not know an effective way to enforce the semidefinite conditionp(h,h) ≥ 0 on sets of the form h +h ≥ ∆ 1 , h −h ∈ Z. So, again following [12] , we limit ourselves to the subspace of linear functionals given by differential operators of the form
subject to the oddness condition
Equivalently, we restrict the partition function to the imaginary τ axis τ = iβ, as a function of the real variable β,
The restricted partition function sees only the total weights ∆ = h+h, and the differential operator (2.26) becomes
Taking into account these two restrictions, the expansion of the reduced partition function in characters has the form
where
is the multiplicity of irreducible representations with total weight ∆ = h +h, and
It is crucial for our methods that the polynomial now depends on one variable. The semidefinite condition isp
Note that the oddness and semidefinite conditions imply that the order n D of the differential operator must be odd,
The objective that we want to to maximize is
The maximum, O max , is a monotonically increasing function of the gap ∆ 1 , because the semidefinite condition becomes weaker with increasing ∆ 1 , so more differential operators are available in the optimization. If O max > 0 then no modular invariant partition function exists. The upper bound ∆ B on the gap is given by the value of ∆ 1 where O max = 0.
Explicit map to polynomials
Having rewritten the optimization problem in terms of polynomials, let us quickly give explicit expressions for the conversion. This is a straightforward problem in linear algebra. For convenience we change to the variable x = 2π(∆ − 2γ), writinĝ
First, the semidefinite condition becomes
We represent the differential operator and the polynomial as 2n-vectors
so the map from differential operator to polynomial is given by a matrix G,
We compute G in appendix A. G is upper triangular with diagonal entries ±1, so is invertible. This shows that optimizing over differential operators D is indeed equivalent to optimizing over polynomials p(x). To express the oddness condition on D as a condition on the polynomial p(x), let C be the n × 2n matrix that projects on the even coefficients of D,
The oddness condition on D becomes the n linear conditions on p
Finally, the quantity (2.37) we need to maximize is (after dropping the positive factor
The objective O is a linear function of the coefficients of p(x), so we can write it as
for some vector o. In summary, the optimization problem is to maximize the linear function
over polynomials p(x) satisfying the semidefinite condition (2.39) and the n linear conditions expressing the oddness of the differential operator,
Semidefinite programming (SDP)
We now need an effective way to scan over the space of positive semidefinite polynomials. For this we follow [21] , expressing our optimization problem in the language of semidefinite programming (SDP). The key step is to express the semidefinite condition (2.39) on the polynomial p(x) in terms of positive semidefinite matrices. To this end we use the fact that any polynomial p(x) which is nonnegative on the half-line x ≥ x 1 can be written in terms of sums of squares of polynomials [22] ,
Equivalently, p(x) can be written in terms of a pair of positive semidefinite matrices [21] p Our optimization problem has now been expressed as a SDP problem: maximizing a linear objective function over a set of semidefinite matrices under a set of linear constraints. Such problems have been well studied, and there exist powerful SDP solvers. We used the solver SDPA [23] . For details of our implementation of the SDP problem, see appendix B.
Virasoro symmetry
We first compute the bound ∆ B (c) as a function of c for bosonic conformal field theories with only Virasoro symmetry. The linear functional bound using differential operators D of order n D = 3 was analyzed in [12] with the result
We want to see how much the bound can be lowered by going to higher order differential operators.
By an argument of [14] , there is no possibility of getting a linear functional bound smaller than (c − 1)/12,
because, for ∆ 1 < 2γ, there is no odd linear functional ρ satisfying the semidefinite condition
i.e. there is no hyperplane which has the cone C ∆ 1 on one side of it. So the linear functional method cannot exclude any ∆ 1 < (c − 1)/12. The proof that there is no such linear functional ρ is given in appendix C.1.
Numerical results
In figure 2 we plot the bound ∆ B as a function of c for various values of n D , the order of the differential operator. The top line is the bound obtained in [12] , with n D = 3. The bottom line is 2γ = (c − 1)/12, which is the smallest bound that the linear functional method could possibly produce. We see that going to higher order differential operators does improve the bound noticeably. It turns out that operators of degree n D = 4k + 1 never give significant improvements over n D = 4k − 1. This is because the optimal bound is given by ∆ B = ∆ 1 when the vector v 0 lies exactly on the boundary of the cone C ∆ 1 . The corresponding optimal polynomial p(x) is of course still nonnegative for x ≥ x 1 , but has double zeros. For large c p(x) is essentially odd (see the next section for a more precise statement), so the degree has to be 4k + 1. To see the convergence of ∆ B as we increase n D , we have tabulated ∆ B as a function of n D for c = 1, 2 and 50 in table 3.1.
1 For c = 1, 2 the bound converges very quickly, but stays far above the theoretical minimum 2γ. For c = 50 the bound converges much more slowly. Due to constraints on our computation time we did not push beyond n D = 43. Our data seems to show the c = 50 bound converging geometrically to a value around 6.7, which is about halfway between the original bound of [12] and the limiting value 2γ. Figure 2 suggests that ∆ B is almost a linear function in c. We know from [12] that the n D = 3 bound goes as c/6 for large c, and of course the lower limit 2γ = (c − 1)/12 is linear in c. Since the new bounds are wedged between those two, their leading behavior at large c will also be linear. The question is whether the slopes are smaller than 1/6. In fact, the improved bounds all asymptote to c/6, as can be seen in figure 3 .
The large c limit
Let us try to understand this large c behavior analytically. Since c is the only parameter in the problem, let us rescale x = cy, writing p(x) = q(y). The objective function (2.45) is where
To leading order in c this means that O vanishes when q(y 0 ) vanishes. Next note that according to appendix C.2 the oddness condition on the differential operator D leads to a relation between the even and odd parts of q(y) under the reflection y → −y,
Thus, to leading order in c the oddness condition is equivalent to q ev (y) = 0. So q(y) is an odd function of y up to O(1/c) corrections. A differential operator D that solves the optimization problem will give q(y) that is nonnegative for y ≥ y 1 where y 1 = x 1 /c, x 1 = 2π(∆ 1 − 2γ). If this ∆ 1 is the bound ∆ B , then we also have that the objective O is zero.
First, let us reproduce the n D = 3 large c bound of [12] . Parametrize the third order differential operator
In the large c limit, the map from differential operators to polynomials is (β∂ β )
For the optimal differential operator -the operator that gives the bound -the objective O should vanish, which in the large c limit is the condition q(y 0 ) = 0. So A(c) must be −y This is nonnegative for y ≥ −y 0 , so we have y 1 = −y 0 , which is
which indeed reproduces the asymptotic result of [12] . Let us now go to higher order differential operators. Up to subleading contributions, we know that q(y) is odd in y, and q(y 0 ) = 0 for the optimal differential operator that gives the bound. It follows that q(−y 0 ) = 0. The asymptotic slope of the bound cannot be greater than 1/6 because of the n D = 3 result. So y 1 ≤ −y 0 . Therefore q(y) is nonnegative for y ≥ −y 0 . Now we only need to show that y 1 cannot be less than −y 0 . Then it will follow that y 1 = −y 0 and we are done, getting again x 1 = −x 0 which leads to ∆ B = c 6
+ O(1).
If the zero of q(y) at y = −y 0 is of odd order, then, since q(y) ≥ 0 for y ≥ −y 0 , we have q(y) < 0 for y −y 0 , i.e. for y = −y 0 − ǫ. So y 1 cannot be smaller than −y 0 . The only way out is if the zero has even order,
where g is some even polynomial whose value at −y 0 is positive 2 . Now we use (3.6) to calculate q ev (y) for y ≈ −y 0 to O(c −1 ),
This would make q(y) go negative for y slightly larger than −y 0 , which would imply y 1 > −y 0 , which we know is not true. Therefore the zero must be of odd order and
+ O(1). Equation (3.6) can be used to produce a systematic expansion of ∆ B (c) in powers of 1/c. We will not go into the details here, but only note that the first order correction is ∆ 13) 4 N = (2, 2) superconformal theories
Now we discuss N = (2, 2) superconformal theories, which for example arise as nonlinear sigma models on Calabi-Yau manifolds. The central charge is c = 3d where d is the complex dimension of the Calabi-Yau manifold. We will study especially the case d = 3. The N = 2 superconformal algebra first appeared in the context of string theory [24, 25] . The unitary representations for c ≥ 3 were classified in [26] . Their character formulas were derived in [27, 28] .
Generalized partition function
Representations of the N = 2 superconformal algebra are characterized by the eigenvalues of two commuting operators: the Virasoro generator L 0 and the generator J 0 of the U(1) R-symmetry. Abstractly, the Cartan algebra of the N = 2 superconformal algebra is larger than that of the Virasoro algebra. Each irreducible representation is characterized by a weight h and an integer charge Q. The weight h is the smallest eigenvalue of L 0 . The charge Q is the eigenvalue of J 0 acting on the eigenspace L 0 = h. The characters
now depend on an additional parameter z conjugate to the conserved charge J 0 . The generalized partition function depends on parameters z,z in addition to the usual τ,τ . We will study the N-S partition function
where the trace is taken over the states of the NS sector. We will use the invariance of the NS partition function under the S modular transformation [29] ,
We are now writing Z(τ, z) instead of Z(τ,τ , z,z) only to be succinct. The NS sector is one of a continuum of sectors characterized by the monodromy of the charged fields around the spatial circle. Spectral flow [30] takes the NS sector to the other sectors of the theory, including the R sector, so the modular transformation properties in the NS sector imply the transformation properties in the other sectors.
Moreover, spectral flow implies that the theory contains an extended N = 2 algebra, which is generated by the N = 2 superconformal algebra plus two additional holomorphic fields of conformal weight d/2. These fields can be constructed from the U(1) current J as e ±χ where J = ∂χ. They correspond to the spectral flow of the identity operator by ±1 periods. The anti-holomorphic N = 2 algebra is similarly extended.
It is advantageous to expand the partition function in characters of the largest algebra available. The irreducible representations are bigger, the Hilbert space decomposes into fewer irreducible representations, less multiplicity data is needed to specify the spectrum, and stronger constraints can be put on the spectrum. So we expand in representations of the extended N = 2 algebra.
The representation theory of the extended N = 2 superconformal algebra was analyzed in [31, 32, 33] , based on the representation theory of the unextended N = 2 algebra. Explicit formulas were derived for the characters of the irreducible representations of the extended algebra. We will use only the NS representations and characters. The character formulas are collected in appendix D. We only quote the most important points here.
There are two kinds of irreducible representations: the non-BPS or massive representations, and the BPS or massless representations. There are d −1 massive representations for each weight h, subject to the unitarity constraint h > 1 2 |Q|. The massive characters are |Q|. The massless characters are
We write ch h for the d − 1-vector with entries ch Q h and χ for the d-vector with entries χ Q ,
The N = (2, 2) partition function decomposes into three parts,
which come from tracing over three subspaces of the Hilbert space. In terms of the characters,
The four N matrices contain the multiplicities of the irreducible representations of the extended N = 2 algebras, holomorphic and anti-holomorphic. The BPS part comes from the products of a BPS representation with a massive representation, one left-moving, the other right-moving. Part of the spectrum in these two subspaces is determined by the elliptic genus of the Calabi-Yau manifold. The third contribution Z m comes from the subspace consisting of products of left-and right-moving massive representations. In this subspace, the spectrum is a nontrivial quantum mechanical property of the field theory, determined by the geometry of the Calabi-Yau manifold.
In our approach we assume that the topological part of the partition function is known, the Hodge numbers and the elliptic genus. We want to find constraints on the rest of the spectrum. Geometrically this means that we start with a Calabi-Yau of fixed topology, and investigate its (stringy) geometry.
Bounds on the gap ∆ 1 for N = 2 theories were found in in [15] by considering low order differential operators in the two variables τ and z. Here we simplify the problem considerably. We express the partition function Z(τ, z) in terms of a matrix M(τ ) which is a real analytic function of τ alone, and which transforms linearly under the S modular transformation, M(τ ) → S † M(τ )S, for a certain matrix of complex numbers S. Then we can obtain bounds with the same techniques as in the bosonic case.
First we sketch the program for general d. Then we specialize to d = 3, which turns out to be a considerably simpler special case. We only carry out the program for d = 3.
Setup for general d
Following [33] , let us express the characters in a convenient basis. Spectral flow implies that the characters are quasiperiodic functions of z,
Moreover the characters are periodic under z → z + 1 and do not have any poles in y away from the origin and infinity. Hermite's Lemma tells us that the space of such functions has dimension d over the functions of τ . One basis is given by the d functions 
To get rid of the factor e iπdz 2 τ in (4.12), we define
which transforms by the numerical matrix S d ,
We use Hermite's lemma to expand the characters in the basis f Q ,
where G Using (4.9), (4.13), and (4.15), we can write the reduced partition function aŝ
where the d × d matrix M(τ ) is determined by the multiplicities,
The crucial point is that M(τ ) only depends on τ , and no longer on z. All the dependence on z is in the vector of functions F d .
Given the representation (4.18) of the reduced partition function and given the modular transformation properties (4.14) of the vector of functions F d , and the fact that the F Q d are linearly independent as functions of z, the modular invariance equation (4.17) for the reduced partition function is equivalent to the matrix equation
We are thus back at a variant of the bosonic modular invariance problem. We apply the linear functional method. The function space is now the space of d × d matrices A(τ ) of functions of τ , satisfying the oddness condition
The linear functionals are represented by the
where D is a matrix of polynomials in τ ∂ τ andτ ∂τ . A matrix differential operator D acts on a matrix of functions A by
Given the oddness condition (4.22) characterizing the function space, the linear functionals are given by differential operators satisfying the oddness condition 25) which is a straightforward matrix generalization of the oddness condition on the differential operators in the bosonic case, and is easy to solve explicitly. The S modular invariance of M is now equivalent to (D, M) = 0 for all odd D . We solve the optimization problem
When the result is O max > 0, modular invariance is impossible with a gap equal to ∆ 1 or larger.
All that remains is to find effective ways to enforce the oddness and semidefinite conditions. The matrix M r (τ ) depends on the matrices of multiplicities by (4.19) . It should be possible again to map the differential operators to polynomials. But the map will involve the differential operator D acting on the change of basis matricesĜ χ (τ ) and G ch h (τ ). Explicit formulas can be derived forĜ χ (τ ) andĜ ch h (τ ), but the matrix entries will in general be infinite power series in q, so the map to polynomials will not be simple. The oddness condition on the polynomial will be ugly.
It turns out that the problem simplifies when d = 3 because of a special property of the characters, to the extent that we can do the numerical calculations using the same computer programs that we used for the bosonic case.
d = 3
Although we have set up our methods for the general case, we shall only apply them to Calabi-Yau threefolds. On the one hand, threefolds are of most interest in string theory. On the other hand, several simplifications occur when d = 3.
We would like to make the entries of the M r (τ ) as simple as possible. Ideally they should be simple monomials, analogous to the Virasoro case. To this end let us try to find a more appropriate basis. For any d, the massive characters can be written [33] (4.12) . The problem is that we need one more quasiperiodic function to form a basis in which to expand the d massless characters. That last basis function will of course transform under S into a linear combination of itself and the other d − 1 basis functions, but in general with coefficients that are power series in q. This means that the oddness condition on the matrix differential operators of section 4.2 will be ugly (though most likely still possible to implement).
As it turns out, the situation for d = 3 is much nicer. The d = 3 characters are
The massive characters are
The basis functions f 
A third linear combination of the massless characters has a simple expression in terms of the f Q 3 (derived in [32] , equations (2.13), (3.6), (3.17) , and (3.18)),
The S modular transformation takes the function f
We take our basis functions to be f [34, 35] . So w(τ, z) must be proportional to f − 3 . To argue that that w(τ, z) = 0, we use the expression for the 1 2 BPS part of the partition function in terms of the Hodge numbers,
BP S has no terms containing only one of f
. So w(τ, z) must come entirely from the 1 4 BPS representations, so the leading term in its q-expansion (the polar part) vanishes, so w(τ, z) must be identically zero. By the same argument, the second piece of the partition function is zero. So the partition function takes the form
where Z ′ is sesquilinear in the two basis functions f BPS representations all have index 0, so a generic perturbation of the field theory will lift them in pairs to massive representations.
It is an interesting question whether a similar simplification of the modular invariance condition can be found for d = 3. We have some negative indications, although they are not definitive. We checked for d = 2, 4, 5 that there is no weak Jacobi form of weight 0 and index d/2 that transforms into itself under S. It might still be possible to find a function to complete the basis f , following the procedure outlined in section 4.2 above. We change basis to
which simplifies the S transformation to
The massive characters are given in this basis by
and the massless characters by
We go to the reduced partition function, as in (4.16),
so the S modular invariance condition becomes simplŷ
for M(τ ) a 2×2 matrix of functions of τ determined by the multiplicities. We are re-using the notation M(τ ) despite the change in basis and the reduction in rank of the matrix from d to 2. The S modular invariance condition is
M(τ ) splits into a known part and an unknown part,
The known part comes from Z 1 2 BP S as given by equation (4.38) . It depends on the total Hodge number h tot , BP S sector makes no contribution to the elliptic genus, so each 1 4 BP S representation in the Hilbert space contributes one of four terms to the partition function:
. The latter two are simply massive representations at a unitarity bound, 
where we extend the definition of the massive multiplicities N m hh to the unitarity bounds in order to include the paired 1 4 BP S representations,
Linear functional method
We continue to follow the procedure outlined in section 4.2, applying the linear functional method to the modular invariance equation (4.47). For brevity, we specialize from the beginning to τ = iβ, β real, though, as before, the general linear functional method takes the same form for complex τ . The restriction to real β is only needed because of the limitations of our tools for expressing the semidefinite condition on the linear functionals.
The linear functionals are the 2×2 matrices of differential operators
satisfying the oddness condition
After a bit of algebra, the oddness condition can be expressed as
Given the restriction to real β, we could set D 01 = D 10 without loss of generality, but it is not necessary to do so.
The semidefinite condition on D is
for all multiplicities Nh h allowed by unitarity and by the gap condition h+h ≥ ∆ 1 . Given the restriction to real β, we can collapse the 2×2 matrix of multiplicities to functions of
The combined unitarity and gap conditions on the multiplicities are 1) . The cone C ∆ 1 in function space is the set of all matrices (4.52) where the (N m ∆ )Q Q are allowed to range over all nonnegative real numbers subject to the unitarity and gap conditions (4.58).
We map each differential operator DQ Q to a polynomial pQ Q (x) by equations (2.34) and (2.38). The semidefinite condition on the pQ Q (x) can be read off from the monomials in (4.52) and the conditions (4.58) on the multiplicities,
59)
We can again use semidefinite programming, now with 4 semidefinite polynomials each expressed in terms of a pair of positive semidefinite matrices. The oddness condition (4.55) becomes a set of linear constraints on the vector of coefficients of the polynomials, expressed in terms of the matrix G of appendix A. Finally let us turn to the objective function and the normalization. For any semidefinite linear functional, modular invariance implies
The matrix M 0 depends on the total Hodge number h tot . For a fixed Hodge number we could proceed as in the bosonic problem, maximizing the objective function (D, M 0 ), then solving for the value of ∆ 1 where the maximum crosses zero. We would thus get an upper bound on the gap,
as a function of h tot . Instead we follow a somewhat more efficient procedure. We write
We choose our normalization condition to be
so that the inequality (4.60) becomes an upper bound on h tot ,
For each value of ∆ 1 , we solve the optimization problem
to get the lowest of these upper bounds on h tot ,
This upper bound on h tot must be a decreasing function of ∆ 1 , so is equivalent to an upper bound on ∆ 1 as a function of h tot . In figure 4 we have plotted the bound for various values of the order n D of the differential operator. As expected, ∆ B is monotonically decreasing in h tot . We find that ∆ B converges very quickly in n D for small Hodge numbers. The weakest bound is for vanishing Hodge numbers, for which we find ∆ B < 0.60. Note in particular that this means that the lowest lying state is always a non-BPS state. 
Large Hodge numbers
We can see from figure 4 that for fixed n D the bound becomes slightly stronger with increasing total Hodge number. Increasing n D improves the bound, the effect being stronger for larger Hodge numbers. Let us investigate the bound for very large Hodge numbers a bit more carefully. The highest total Hodge number for a Calabi-Yau known to exist at the moment is h tot = 491 + 11 = 502 [36, 37] . In fact, it is still an open question if the number of topologically distinct CY threefolds is finite or not [18, 19] . For this reason it would be very interesting to find a pathology in the spectrum for large enough Hodge numbers, such as the bound ∆ B becoming negative, hence ruling out unitary sigma-models. In fact, our methods cannot find any such pathology. We show in this section that there is a linear functional bound ∆ B = 1 2 for asymptotically large h tot . The argument is a variation on that of [15] (correcting the result given there). In the next section, we show that no linear functional bound can be lower than ∆ B = 1 2 . So the optimal linear functional bound in the limit h tot → ∞ is ∆ B = Instead of Taylor expanding around β = 1, we evaluate the (00) matrix element at some arbitrary β. This clearly gives a linear functional ρ β , which moreover manifestly satisfies the oddness condition. To enforce the semidefinite condition we need to make sure that ρ β is nonnegative on the cone C ∆ 1 . Explicitly this means that (ρ β , M r ) ≥ 0 for all matrices M r of the form (4.52) when the (N ∆ )Q Q are allowed to range over all nonnegative real numbers subject to the unitarity and gap conditions (4.58). Evaluating (4.69) on such an so we can estimate
In particular this allows us to ignore any multiplicities other than (N m ∆ ) 00 , which is zero for ∆ < ∆ 1 and can take any nonnegative real value for ∆ ≥ ∆ 1 . So ρ β satisfies the semidefinite condition if 
Note that ∆ B (β) is monotonically decreasing in β, so we will want to take β as large as possible to get the lowest bound on ∆ 1 . The objective we want to maximize is (ρ β , M 0 ) where M 0 is given by (4.49),
If there is a value of β such that (ρ β , M 0 ) > 0, then S modular invariance is impossible and the gap ∆ 1 can be excluded. So we can exclude ∆ 1 if
Define β(h) as the solution to h = 4βe πβ . (4.78)
In terms of the Lambert-W function,
We have ρ β semidefinite for ∆ 1 ≥ ∆(β) and we have (ρ β , M 0 ) > 0 for 1 < β < β(h tot ), so we have a bound
provided β(h tot ) > 1. It turns out that β(h tot ) > 1 for h tot ≥ 93, so this method does give a bound for relatively large Hodge numbers. On the other hand β(h tot ) grows monotonically with h tot , so that in view of (4.74) the bound becomes stronger and stronger for larger Hodge numbers. The Lambert W function has an asymptotic expansion for large z as
so that for h tot → ∞ we find ∆ B = 1/2 (correcting the bound given in [15] ). Finally, as was shown in [15] , it follows from (ρ β , M 0 + M r ) = 0 that the number of states below ∆ B (h tot ) grows linearly in h tot for large enough total Hodge number. . This is essentially a repetition of the argument in the Virasoro case. We show that, for ∆ 1 < , the semidefinite condition (4.59) is
In particular, for all the matrix elements of D,
and there exists x ′ < 0 such that
The gaussian integral identity (C.1) says that
for a certain function B x ′ (y) satisfying
It then follows from (4.85) that
The oddness condition says that, for any matrix A(β) of functions of β,
Let us take
The oddness condition (4.90) becomes
Combined with the semidefinite conditions (4.86) and (4.89), this gives (DQ Q , f x ′ ) = 0. The gaussian integral identity (4.87) then says that (DQ Q , f x ) = 0 for all x ≥ 0, and then that (DQ Q , f x ) = 0 also for all x < 0. So D = 0, so there is no matrix D of differential operators satisfying both the oddness condition and the semidefinite condition, so there is no possibility of a linear functional bound that excludes any ∆ 1 < . Together with the results from section 4.5, this shows that at least for asymptotically large Hodge numbers we have a complete description of the linear functional bound.
Appendices
A The matrix G We calculate here the matrix G, defined by (2.40) and (2.42), which gives the map from the differential operator D to the polynomial p(x),
and the map is
The matrix elements G jk are given by the generating functional
from which we see that G is upper triangular with diagonal matrix elements G kk = (−1) k and is therefore invertible. The inverse matrix, G −1 reconstructs the differential operator from the polynomial,
It can be calculated recursively. The polynomials
B Implementation of the SDP
We use the SDP solver SDPA [23] . It maximizes a linear function, the objective, over a set of variables, which are positive semidefinite matrices, subject to a set of linear constraints. The variables are represented as a single positive semidefinite block diagonal matrix Y, with prescribed block sizes. In our case, for the Virasoro problem, the variable matrix Y consists of two n×n blocks
corresponding to the matrices in (2.51). The linear functions are given by block matrices F with the same block structure as the variable matrix Y, acting by
The objective
is calculated by combining (2.45) and (2.51). The constraints
are calculated by combining (2.49) and (2.51).
Finally we need a normalization constraint because the optimization problem is invariant under a simple rescaling of the variable matrix Y(which is a rescaling of our differential operator D). One possible normalization condition is
This is a robust normalization condition -it singles out one point in each ray in the space of variables. The block matrices F i are the data that specify the SDP problem. They depend on ∆ 1 via (2.51). For a given value of ∆ 1 , we construct the SDP data using the symbolic mathematics program Sage [38] , which then hands off the SDP data to the extendedprecision solver SDPA-GMP for solution. We found that extended precision arithmetic was needed to get reliable results. The SDP solver returns an approximate maximum O max and the corresponding solution matrix Y sol . All this is implemented as a Sage function ∆ 1 → (O max , Y sol ). We run the Sage root-finder on this function to find the solution of O max (∆ 1 ) = 0, to some specified accuracy. The Sage root-finder reports a series of better and better approximate solutions. Our bound ∆ B is the best approximate solution for which O max (∆ B ) > 0.
We can then verify the bound rigourously by working back from the SDPA solution matrix Y sol to calculate the odd differential operator D sol . Then, from D sol , we calculate the polynomial p(x) to verify the semidefinite condition (by finding all the roots of p ′ (x)), and we calculate the objective ρ(−v 0 ) to verify its positivity. All the verification calculations are done in extended precision arithmetic with enough precision to make rounding errors completely negligible. When the verification succeeds, we have a specific differential operator D sol satisfying the oddness and semidefinite conditions, for which ρ(−v 0 ) > 0. We therefore have a rigorous bound ∆ B . The implementation of the N = 2 case is completely analogous. We are optimizing over a 2×2 matrix of differential operators. Each differential operator DQ Q maps to a polynomial pQ Q (x). Each polynomial is represented by a pair of positive semidefinite matrices. The variable matrix Y now consists of 8 n×n blocks, YQ Q 1,2 . The polynomials pQ Q (x) are given by
where the xQ Q 1 are obtained from (4.59). The oddness condition (4.55) leads to 4n constraint matrices F i . The objective matrix F 0 comes from (4.67) and the normalization matrix F 4n+1 from (4.64). This normalization is strictly speaking not robust -there is a set of rays of measure zero in the variable space where the normalization condition has no solution. In practice, this difficulty does not arise. The N = 2 program is simpler to execute. For each value of ∆ 1 , a Sage program provides the SDP data to the solver, which returns a bound on h tot .
C Modular transform of characters
In this section, we make two applications of the two-dimensional gaussian integral We interpret the exponential in the integral in terms of the heat kernel for the two dimensional laplacian, A worldsheet theory for Calabi-Yau compactification of type II superstring theory without flux or for N = (2, 2) compactification of heterotic string theory has N = 2 superconformal symmetry. In addition the theory is invariant under spectral flow. Spectral flow by one unit maps the Neveu-Schwarz (NS) sector to itself, taking the N = 2 symmetry algebra to a set of additional operators that extend the symmetry algebra. This is equivalent to the geometric fact that a CY d-fold always carries a holomorphic (d, 0) form. The Hilbert space decomposes into irreducible representations of the extended N = 2 superconformal algebra. The representation theory of the extended N = (2, 2) superconformal algebra has been studied in [31, 32, 33] , whose main results we repeat here, especially [33] , equations 
