Abstract
Introduction
Registration is one of the fundamental problems in computer graphics and vision. Given two shapes that share similar features (e.g., a character in two different poses), registration seeks a correspondence between the two sets of features. Such correspondence could then be used for computing a deformation from one shape to another, or assessing the similarity of the two shapes. As a result, registration is important for a range of applications such as morphing and animation, model retrieval, and object understanding.
In this work, we consider a specific registration problem that is motivated by a real-world application in biology. The problem concerns the matching of two sets of line features (which are protein helices in this application) that have undergone multiple isometric deformations. We show that the problem is challenging to solve with existing registration techniques, and present a novel algorithm and demonstrate its effectiveness on a suite of real data.
Motivating application
Understanding protein structures in 3D is a primary goal of structural biology. Here, the 3D structure refers to the spa- (a) (b)
Figure 1: Protein fitting aims at deforming a protein structure (a) into a density volume (b) imaged at a low-resolution of a similar protein or the same protein at a different state. For validation purpose, the volume in (b) is simulated.
tial locations of the amino acids in the protein sequence. An example is shown in Figure 1 (a) , where the molecule is rendered in a cartoon style that groups segments of amino acids into three types of structure components: α-helices (green spirals), β-strands (blue arrows) and loops (yellow wires). Traditionally, protein structures are obtained using high-resolution imaging methods like X-ray crystallography, which are suited for proteins that are small in size and isolated from their native environments. More recently, emerging techniques like cryo electron microscopy [CBJ * 05] allow for imaging large protein complexes, such as viruses, submitted to Pacific Graphics (2010) and proteins in their native conformations. On the downside, these newer techniques generate 3D volumes that only roughly depict the electron density around the protein and do not have sufficient resolution for locating individual amino acids. An example is shown in Figure 1 (b), which shows an iso-surface of the density volume in transparency.
To recover the 3D structure of some protein X from a lowresolution density map, a commonly used method involves deforming a known 3D structure of X at a different conformation, obtained for example by X-ray crystallography, to fit the density map. Alternatively, if the 3D structure is available for another protein Y that has a similar amino acid sequence as X, fitting the structure of Y (e.g., Figure 1 (a) ) to the density map of X (e.g., Figure 1 (b)) would give biologists a good starting point to reconstruct the structure of X.
A major challenge to existing structure fitting methods is the often large, non-local shape difference between the structure and the target density map. This is usually caused by proteins undergoing "hinge-like" motions as they bend at one or multiple locations (e.g., a bend in the middle can be noted between the density and the structure in Figure 1 ). Existing fitting methods [TLW * 08, TVM * 08, WB01] typically start by a rigid-body alignment followed by local energy minimization. When the density map differs from the structure to be fitted by non-rigid, hinge-like motions, rigidbody alignment would not give a good starting point needed by the energy minimization step to converge or to converge efficiently.
Collaborating with a group of biologists, our longer-term goal is to develop efficient and robust structure fitting methods that better handle such hinge-like shape changes. A key question that needs to be addressed for our goal, which is the focus of this current work, is identifying where a part of the structure should move to in the density volume. For this purpose, we consider the problem of matching α-helices on the protein structure (e.g., green spirals in Figure 1 (a) ) to identified helix locations in the density volume [BJC07] (e.g., green cylinders in Figure 1 (b) ). Such matching would serve as anchors that can be utilized in a subsequent registration algorithm that deforms the protein structure to fit in the density volume, which we will explore in our future work.
There are a number of reasons for using α-helices as "anchors" for registration. First, they are fairly stable signatures of a protein, and tend to stay rigid in conformational changes. Second, the set of helices in a protein usually covers well the domain of the protein, hence their correspondence will be a good guide for subsequent structure fitting. Finally, they are of a small quantity (typically from tens to hundreds), making efficient computations possible.
Problem statement
The helix-matching problem mentioned above can be formulated as a non-rigid registration between two sets of line features (the radius of α-helices are constant and hence can be ignored). Motivated by the hinge-like motions, we wish to identify clusters within each set such that corresponding clusters in the two sets can be mapped to each other using isometric (or congruent) transformations. Isometric transformations are more general than rigid-body ones, and additionally include reflections (by a plane or by a point), which can happen to proteins in nature [PY03] . We call this problem a semi-isometric registration problem.
More specifically, consider two sets of line features S, T that may have different cardinalities. The difference could be attributed to errors in feature detection, loss or gain in features, or mapping a smaller shape to a much larger shape (or vice versa). Our goal is to identify a set of feature clusters 
T cannot be expanded, while satisfying (1,2), by either merging with other clusters or adding additional features. Also, no additional clusters can be added to C S or C T while satisfying (1,2).
Note that cluster sets C S ,C T satisfying the above properties may not be unique. For example, if S or T contains symmetric parts, a group of features in S may be isometrically mapped to multiple groups in T . This is illustrated in the example in Figure 2 , where both S and T consist of three symmetric subunits (A, B,C and a, b, c respectively), each can be considered as a cluster. There are 6 different ways in which these clusters can be mapped that all satisfy the above properties (shown on the right). However, some mappings (colored red) are obviously less plausible than others, as they map neighboring clusters in S to far-away clusters in T (or vice versa). The symmetry scenario can be common in our motivating application, since a protein complex may contain a number of symmetrically arranged sub-complexes. With this scenario in mind, we wish to find the matching cluster sets C S ,C T that best maintain the spatial coherence of the clusters in S and T . That is, if clusters C The semi-isometric nature of our registration problem is challenging for existing techniques (see review in Section 2). While a few methods are capable for identifying multiple isometric transformations for registration, the presence of symmetry creates additional challenges that leave room for improvement. In addition, matching of line features has been rarely discussed in the literature.
Method
We propose a graph-based method for the presented registration problem. To identify the matching clusters, our key observation is that a pair of isometric clusters, one in S and the other in T , can be represented as a clique in an appropriately constructed product graph. In this graph, each vertex represents a pair of line features with matching length, one in S and the other in T , and each edge represents a pair of features in S that can be isometrically mapped to another pair in T within some user-specified tolerance. This graph formulation will be detailed in Section 3.
Based on the observation, we derive a greedy heuristic to search for the desirable matching clusters as a set of maximal cliques in this graph, which represent disjoint clusters in S and T and which maximize the spatial coherence among these clusters. The search involves a best-first tree expansion, and uses a fast approximated clique-searching algorithm enabled by the specific structure of the graph. The details of the algorithm will be explained in Section 4.
Contributions
The contributions of this work to computer graphics are two fold. First, we give a graph-based formulation for mapping line features. The formulation represents each isometry as a clique in a product graph, and we show that such cliques can be found efficiently using a triangle-based search. Second, we propose a heuristic solution to semi-isometric mapping in the presence of symmetric components. We anticipate that both the graph formulation and the heuristic can be applied to other registration problems, beyond our motivating application, that involve lines features and/or multiple isometric transformations.
This work also makes the first step towards a more robust and efficient way for fitting protein structures into low-resolution density maps, the completion of which will greatly benefit structural biologists in their pursuit of understanding protein structures.
Previous work
Computing the registration between rigid or isomorphic sets of features has been extensively researched in the past. The majority of this work first identifies two sets of annotated landmark features by using local shape descriptors such as SIFT [Low99] , local spherical harmonics [FS06] , salient surface features [GCO06] , curvature maps [GZGG05] , spin images [JH99] , geometric hashing [WR97] , etc. Thereafter, Iterative closest point (ICP) [BM92] or statistical analysis methods such as RANSAC [FB81, RFP08] are used to find the registration as the lowest-error alignment of the feature sets. These methods are very efficient [AMCO08, HQS
* 09], but are only suited when there is a significant amount of rigid overlap between the two shapes.
At the other end of the spectrum, methods have been developed for computing registration between fully flexible sets of features. Spectral methods such as that of Jian and Zhang [JZ07] embed both shapes to a high-dimensional space where correspondences can be more easily computed. Zheng and Doermann [ZD06] formulate matching as a combinatoric optimization problem guided by the principle of retaining local spatial relationships. While being general and producing robust registrations, these methods can be computationally expensive as they explore a much larger space of possible deformations than rigid motions. More specific methods have been developed for matching particular types of features, for example, deformed triangular meshes [ZSCO * 08], feature points on surfaces [LF09] , and
There has been few methods that address the problem of semi-isometric registration, or computing a mapping made up of multiple isometric transformations. Most notably, Wang and Guibas [WG06] consider a similar biologically motivated problem, matching between two molecular surfaces extracted from two low-dimensional density maps that correspond to a same protein in two different conformations. Both our algorithm and theirs share a common overall approach, which successfully identifies the largest unmatched parts of each shape that can be rigidly mapped. However, the algorithm in [WG06] is limited to detecting two rigid body transformations, and does not consider the presence of symmetry. Also, a different type of feature is considered in their algorithm (based on a surface elevation function).
Graph formulation
As mentioned earlier, our method is based on a graph formulation of isometry between line features. We will first explain the construction of the graph, and then establish the relation between two isometrically aligned feature clusters and a clique in this graph. 
Graph construction
We consider a product graph that represents the associative relation between the two sets of line features S and T . Vertices in this graph represent a pair of features, one from S and one from T , that have similar lengths. An edge between two vertices indicates a likely isometric mapping between two features in S and two features in T . To facilitate subsequent analysis, we consider each line to be represented by two oriented line segments (OLSs) that have the same length as the line feature but are pointing in opposite directions. As we will show in the next section, with this construction, a clique in the graph represents two clusters in S and T associated with an approximate isometry. More specifically:
where L indicates length, and ε l is a user-chosen threshold. This construction yields four vertices for each pair of features. However only two of these vertices define a unique (direction specific) registration between this feature pair, and therefore only these two vertices are added to the graph.
Edge construction:
To assess how well a pair of OLSs in S can be mapped isometrically to another pair in T , we first introduce a descriptor for a pair of OLSs that is invariant to isometric transforms. This descriptor, R( e 1 , e 2 ) = {d, α, β, θ} consists of four scalars measuring various distances and angles within a pair of OLSs { e 1 , e 2 }, as illustrated in Figure 3. In particular: d is the Euclidean distance between the midpoints p 1 , p 2 respectively of e 1 , e 2 . α and β are the angles respectively spanned by vector pairs { e 1 , (p 2 − p 1 )} and { e 2 , (p 1 − p 2 )}, and θ is the angle spanned by vector pair { e 1 , e 2 }. It is easy to see that R is unaffected under any isometric transformation of { e 1 , e 2 }. The rationale behind this choice of metrics is that it is intuitive for users to specify error tolerances in registration, based on their understanding of how much the features could have moved or rotated relative to each other in the different shapes. Given two graph vertices representing OLSs { e 1 , f 1 } and { e 2 , f 2 }, where e 1 , e 2 ∈ S and f 1 , f 2 ∈ T , we connect the two vertices by an edge if e 1 , e 2 (and f 1 , f 2 ) are not representing the same feature in S (and T ), and if
where ε d , εa, ε θ are user-specified distance and angular tolerances. The graph: We denote the graph constructed this way as Gε, where ε = {ε l , ε d , εa, ε θ } denotes the various error tolerances. In particular, we use G 0 as a shorthand to denote the graph constructed with zero tolerances ε = {0, 0, 0, 0}. In this graph, the vertices and edges represent features and feature pairs between S and T that are mapped by exact isometries. An example of the graph G 0 is shown in Figure  4 (right). In our experiments we use ε = {5, 5, 0.3, 0.3}.
Isometric clusters as cliques
Based on the above construction, we can show that two feature clusters in S and T that are mapped by an exact isometry is equivalently represented by a clique in the zero-tolerance graph G 0 , and vice versa. This is the key observation that motivates our clique-based search algorithm (discussed in the next section), which identifies nearly isometric clusters as cliques in the non-zero-tolerance product graph Gε. Next we will prove the equivalence claim in each direction. As an example, the highlighted triangle (a 3-clique) in the graph on the right of Figure 4 represents an isometric transform from the OLSs A,C,F in S to a,c,f in T . Note that there may exist many cliques in a product graph when matching a large number of line features. Next, we will describe our algorithm for identifying cliques that represent disjoint matching clusters, while additionally considering the problem of symmetry (as shown in Figure 2 ).
Proposition 1 Let
(i ∈ [1, n]) represents the pair { e i , f i } (or {− e i , − f i }). Proof: By isometry, L( e i ) = L( f i ) for any i ∈ [1, n], hence vertices v i exist in the graph G 0 . Also by isometry, R( e i , e j ) = R( f i , f j ) for any i = j ∈ [1, n],
The algorithm

Overview
Recall from our problem statement (Section 1.2) that our goal is to identify a set of isometric pairs of feature clusters in S and T that are disjoint, maximal, and preserving the spatial coherence among neighboring clusters in S or T . Now that we have formulated a isometric cluster pair as a clique in the product graph Gε, the task becomes searching for a set of maximal cliques that represent disjoint, spatially coherent cluster pairs. This is a hard combinatoric optimization problem, as the number of maximal cliques in a graph can be very large (exponential to the size of the graph in general), not to mention the number of different combinations of these maximal cliques. Here we resort to a greedy heuristic that finds a locally optimal solution, which we observed to give reasonable matching results in our tests.
Our algorithm is a greedy, best-first tree search. A node in the search tree consists of a set of maximal cliques Q = {q 1 , . . . , q k } ⊆ Gε that represent two disjoint, isometrically matched sets of feature clusters
in S, T . A cost function H(Q) is used to assess how well the neighborhood relation among clusters in C
S is preserved among their counterparts in C T . The lower the H(Q), the more coherent is the matching between C S and C T .
At the root of the tree, we create one child node for the largest clique q in Gε and more child nodes for each of its symmetric cliques. A clique q is symmetric to q if they map a similar cluster of features in S (or T ) to different clusters in T (or S). At each iteration of the algorithm, we pick the tree node representing cliques Q with the lowest cost H(Q), and consider the residue graph of Gε that consists of only vertices (and their edges) representing features that have not appeared in Q. We then expand multiple children nodes, each
Figure 5: Our triangle-based search finds the largest clique in our product graph by first finding the highest valence edge (darkened in (a)), and for each vertex that forms a triangle with this edge ("?" in (b)) we add it to the clique if it shares edges with the vertices already in the clique, and discard it otherwise ("?" in (c)). The final clique is shown in (d).
adding to Q either the largest clique q in the residue graph or a symmetric clique of q. The search terminates when, at the point of expansion, no more cliques (containing at least two vertices) are found, and the cliques represented by the to-be-expanded node are output as the matching.
In practice, we have observed that the most timeconsuming part of the search is expanding size-1 cliques (e.g., individual vertices in the residue graph) near the bottom level of the search tree. This is because symmetric 1-cliques are typically much more abundant than larger cliques (which represent symmetry involving larger clusters), thus significantly increasing the branching factor. Hence, in practice, we terminate the search when, at the point of expansion, the residue graph does not contain cliques of size larger than 1. The remaining 1-cliques are identified using a simpler, even more greedy voting procedure instead of the best-first tree search, guided by the same spatial-coherence principle.
In the next sections, we will detail the components of this algorithm. In particular, we will present a fast approximate algorithm for finding the largest clique based on the specific structure of our graph. We will then discuss finding symmetric cliques, our cost function, and the voting procedure for identifying smaller cliques.
Finding largest cliques
The key operation in our algorithm is identifying the largest clique in Gε or its subgraph (e.g., residue graph). The problem of finding the largest clique in a general graph is known to be NP-complete and hard to approximate. The best algorithm runs in O(2 0.249n ) = O(1.1888 n ) where n is the size of the graph [Rob01] . However, due to the special structure of cliques in Gε (which represent isometry), we can use a much simpler, polynomial-time algorithm to find an approximate solution. This algorithm runs in O(m 2 ) where m is the number of edges in Gε, and is guaranteed to find the largest clique in the special case of a zero-tolerance graph G 0 .
Our algorithm performs a triangle-based search. For each edge in the graph, we compute its "valence" as the number of triangles in the graph that contains the edge. If the graph is void of edges, an arbitrary vertex is output as the largest clique. Otherwise, as shown in Figure 5 we take the edge with the greatest valence as our initial clique, and visit the third vertex in each triangle containing the edge, each time adding the vertex to the clique if the vertex is also connected to all existing vertices in the clique. The complexity of the algorithm is dominated by the valence computation, which we do by taking the union of the adjacency list at each vertex of the edge. A naïve implementation of this union for each edge uses time linear to the total number of out-going edges at the two end-vertices of the edge, hence the total time is bounded by O(m 2 ).
We next show that the algorithm indeed returns the largest clique when running on the zero-tolerance product graph G 0 . We will start with a few lemmas that will lead to this claim. Based on Lemma 2, the valence of an edge in G 0 indicates the size of the largest clique containing the edge. As a result, the edge with the greatest valence is contained in the largest clique, which will be found by our triangle-based search algorithm.
Finding symmetric cliques
In the presence of symmetry in S or T , a cluster in one model can be equally well matched to different clusters in another model. The largest clique we found in the product graph Gε only finds one matching that involves the largest number of features, and this matching may not be the optimal one in terms of maintaining spatial coherence (as seen in Figure 2) . As a result, in addition to finding the largest clique, we will explore symmetric cliques that map the same cluster in S (or T ) to different clusters in T (or S).
Given the largest clique q found in some residue graph G that represents an isometric mapping from a cluster E = { e 1 , . . . , e l } ⊆ S to another cluster F = { f 1 , . . . , f l } ⊆ T , we use an iterative procedure to find other cliques in G that represent mapping from E to different clusters in T (and similarly for cliques representing mapping from different clusters in S to F). Starting with an empty set of symmetric cliques W = ∅, we proceed as follows:
• Step 1: Consider the subgraph G of G consisting of only those vertices (and their edges) representing two OLSs { e, f } such that e ∈ E and f / ∈ F. Find the largest clique q in G that represents a mapping between clusters E ⊆ E and F ⊆ T \ F.
• Step 2: If the ratio of the size of q over that of q is smaller than a user-chosen threshold, stop and output W . Otherwise, add q to W , update F = F ∪ F and repeat from
Step 1.
Cost function
The cost function in our best-first tree search is used for measuring the spatial non-coherence among the isometric mappings represented by a set of cliques. We first introduce a pair-wise cost function between two cliques p, q ⊆ Gε: To make our tree search better approximate the optimal solution, we would like the cost function associated with the tree nodes to be non-decreasing as the nodes are expanded. To achieve this effect, we consider the cliques at each tree node as an ordered set Q = {q 1 , . . . , q k } where newly added cliques are appended to the end, and the cost function as
where the weight function w(q) = 1/(1 − e −Size(q)/λ ) downgrades the penalty for larger cliques. This is because larger cliques represent isometric mapping between greater number of features, and are less susceptible to noise. Hence we can place a higher confidence on them. For our experiments we found a value of λ = 10 to give good results.
Finding single feature registrations using a cost matrix
As mentioned earlier, we stop the best-first search when only 1-cliques remain in the residue graph, due to the high branching factor (and hence computational cost) of node expansion with 1-cliques. To find the remaining 1-cliques, which represent matching between individual features in S and T that do not belong to any larger isometric clusters, we resort to a greedy voting procedure guided by the same spatial coherence principle that we used to find larger clusters.
We construct a two dimensional cost matrix whose rows and columns are respectively the un-matched features in S and T after the best-first tree search. Each entry in the matrix records the spatial non-coherence of matching a feature x in S and a feature y in T with respect to the already matched clusters. More specifically, denote the cliques found by tree search as Q, and the two graph vertices representing the matching between OLSs for x and OLSs for y as v 1 , v 2 , the entry of the matrix is set to be min i∈ [1, 2] 
H(Q ∪ {v i })
where H is the cost function in Equation 1. If none of these vertices exist in the graph, the cost is set to be ∞. Figure 6 (b) shows such a cost matrix. Given this matrix, we match up the features that give the lowest cost in the matrix, eliminate the corresponding row and column from the matrix, and repeat this process until all features in S or T are assigned, or a maximum cost threshold has been exceeded.
Results
We show here several results of our algorithm on matching α-helices. For the purpose of validation, each of our test will be matching between known structures of two proteins that have a similar amino acid sequence, so that we can obtain the ground truth correspondence of the α-helices based on comparing the two sequences. Note that the same algorithm can be equally applied to match a structure to a lowresolution density map with identified helices, which is our intended application. All protein structures used are obtained from the Protein Data Bank [BHN03] . We selected a suite of structures whose sizes range from small (< 10 helices) to large (> 300 helices), which is typical for those imaged by low-resolution methods such as cryo electron microscopy. In practice, the number of helices in such density volumes rarely goes beyond 500.
We found that a common set of parameters work well in all our tests, i.e., ε = {5, 5, 0.3, 0.3} for graph construction and λ = 10 in the cost function of Equation 1. In practice, the user can alter these parameters based on their knowledge of the data. For example, if the two proteins differ by less rigid transformations in its components, the tolerances ε in graph construction can be suitably relaxed. A more ideal mechanism would be to let the algorithm automatically pick the parameters based on the data, which would be interesting to explore in the future. A related approach that could potentially offer benefits in this direction is by Li et al. [LLM08] . Figure 7 shows the registration result on the example in Figure 1 , where matching clusters are differentiated by colors in (a,b) . In this example, 18 of the 20 correspondences in the ground truth are correctly found by our algorithm. The unmatched helices (colored black) are due to a break-up helix (the long one in (a) broken into two in (b)), and small helices that only appear in one of the structures. Figure 7  (c,d) show the result after transforming the structure of (a) using respectively the isometry represented by the two (red and green) cluster pairs. Note that there is no single isometry that captures well the difference between the two structures, supporting the need for solving the registration in a semiisometric manner.
A more complex example is shown in Figure 8 out). In this example, our method correctly identified 55 out of the 57 correspondences in the ground truth, even in the presence of symmetry. Note that even though there are some helices missing in one structure and some broken-up helices (as in closed-up thumbnails), the matching of the remaining helices is not affected, demonstrating the robustness of our algorithm.
With the ability to deal with symmetry, our method can be used to register a smaller protein unit to a much larger structure. This feature is particularly important in our application setting: oftentimes the structures are only known for a small protein unit, while the knowledge of an entire complex can only be obtained using low-resolution imaging methods. Figure 9 shows one such example: a short protein chain (1OEL-A) is registered onto a large complex containing multiple similar chains (2C7C). Note that without considering spatial-coherence (e.g., setting H(Q) = 0 in Equation 1), different parts of the chain will be registered to isolated regions on the target complex (shown in Figure 9 (a) ), while the use of spatial-coherence enforces the integrity of the chain (shown in (b,c) ). Running registration for a number of times allows one to segment the complex into individual chains (shown in (d), where the color now differentiates between chains). More such segmentation results are shown in Figure 10 . Table 1 reports the statistics of correspondences for a suite of test cases and the performance of our method (running on a 3 GHz Pentium D CPU utilizing only one core and 4GB memory). Note that our algorithm performs well for the majority of the data, finding over 90% of the helix correspondences in the ground truth. In all tests, over 95% of the found correspondences are correct. The algorithm is quite efficient, finishing under a few minutes for all tested structures and under seconds for small to medium sized structures. The most time-consuming part is graph construction, which currently has a complexity of O(n 4 ) where n is the number of line features in one shape.
We are currently developing an interactive interface for inspecting and refining the matching result. Initial feedback from biologists who test-ran the prototype of the interface indicated their preference of the automated matching algorithm over a completely manual matching process, where the user has to juxtapose two sets of line features in 3D and select corresponding pairs one by one. In addition, since the majority of the correspondences found by our algorithm are correct and most errors take place in smaller clusters, we observed that it is not difficult to visually spot regions of the structure that may contain erroneous correspondences produced by the algorithm, hence directing manual corrections only to isolated locations. Together with the matching algorithm, we plan to distribute the interface freely as part of a molecular modeling software, Gorgon, at http://gorgon.wustl.edu/.
Conclusion and discussion
In this paper, we considered the registration between two sets of line features that undergo multiple isometric deformations. The study was motivated by a biology application for fitting protein structures. We proposed a graph-based formulation of the registration problem, and an efficient heuristic for solving the problem, with a particular emphasis on handling symmetric components. The algorithm was tested on a suite of real protein structures and was observed to achieve accurate results even for large inputs.
Limitations: There are a number of limitations of the current algorithm that we seek to improve in the future. First, while the algorithm achieves best results when there are large components in each line set that can be isometrically mapped, it performs less well for matching small isomet- ric components such as individual lines, which are resolved using a very greedy, voting-based approach. We note that small, individual helix deformations are not uncommon in proteins, in which case our method would perform poorly (e.g., this is the case for the 9th test in Table 1 ). However, these individual motions are still constrained by the protein structure (which is a wind-up string). To address this issue, it would be interesting to explore a more general, articulated registration formulation for line features.
Second, our algorithm may take a very long time for extremely large inputs (e.g., with over 400 lines), as the graph construction phase has a quadric complexity to the size of the input. We will explore ways to reduce the complexity, such as limiting edges in our product graph to be constructed only for line pairs in a given size of neighborhood.
Third, for the protein application, our method currently cannot match a long helix in one structure to its two brokenup pieces in a second structure. While the user can interactively specify this matching during the validation process, it would be interesting to consider algorithmic means to allow such one-to-many matching. 
