A slowly-growing number of computer scientists have found that ideas from topology can be used to analyze and understand problems in distributed computing. In this paper, we review one approach we have used in the past to write a succinct proof of the lower bound for the number of rounds needed to solve the k-set agreement problem in a synchronous, message-passing model of computation. The central idea in this approach is a simple combinatorial structure we call a pseudosphere in which each process from a set of processes is independently assigned a value from a set of values. Pseudospheres have a number of nice combinatorial properties, but their principal interest lies in the observation that the global states that arise in the synchronous, message-passing model can be viewed as simple unions of pseudospheres, and the fact that topological properties of unions of pseudospheres are so easy to prove. We choose this work to review because it is a simple example of how we model distributed systems with topology, and because it is the basis of on-going work to simplify the proof of this result.
Introduction
Computer scientists have a long tradition of using ideas from topology in their work on problems from semantics and concurrency theory, but only recently have ideas from topology played a role in proving powerful new results in distributed computing. Beginning with a trio of papers independently proving the impossibility of solving the k-set agreement problem in asynchronous systems [BG93, HS99, SZ93] , these ideas have been used to study other problems in many other models of computation [AR96,GK99,HR94,HR95,CHLT93,HRT98]. The purpose of this paper is to illustrate how topology is used to model computation in a distributed system, and how ideas from topology can be used to reason about distributed computation. We illustrate these ideas by sketching a recent proof [HRT98] we wrote of a known lower bound [CHLT93] on the number of rounds of communication needed to solve k-set agreement in a synchronous, message-passing model of computation. Our proof is the basis of work in progress to use topology to write proofs of this and other lower bounds that are as succinct as possible, deriving new topological tools for analyzing distributed computation along the way. Let us begin by illustrating why topology is a natural tool for proving the lower bound for k-set agreement, borrowing liberally from introduction to the original proof [CHLT93] .
The k-set agreement problem [Cha93] is defined as follows. Each processor has a read-only input register and a write-only output register. Each processor begins with an arbitrary input value in its input register from a set V containing at least k + 1 values v 0 , . . . , v k , and nothing in its output register. A protocol solves k-set agreement if, in every execution, the nonfaulty processors halt after writing output values to their output registers that satisfy two conditions:
(i) validity: every processor's output value is some processor's input value, and
(ii) agreement: the set of output values chosen must contain at most k distinct values.
The first condition rules out trivial solutions in which a single value is hardwired into the protocol and chosen by all processors in all executions, and the second condition requires that the processors coordinate their choices to some degree. In the special case of k = 1, the 1-set agreement is equivalent to the well-known consensus problem [LSP82, PSL80, FL82, FLP85, Dol82, Fis83] in when all processors are required to choose the same output value. Consensus is known to be the "hardest" problem in distributed computing, in the sense that all other decision problems can be reduced to it.
We consider the k-set agreement problem in a synchronous, messagepassing model with crash failures. In this model, n processors communicate by sending messages over a completely connected network. Computation in this model proceeds in a sequence of rounds. In each round, processors send messages to other processors, then receive messages sent to them in the same round, and then perform some local computation and change state. This means that all processors take steps at the same rate, and that all messages take the same amount of time to be delivered. Communication is reliable, but up to f processors can fail by crashing in the middle of a round. When a processor crashes, it sends some subset of the messages it is required to send in that round by the protocol, and then sends no messages in any later round.
The primary contribution of this paper is a (tight) lower bound on the amount of time required to solve k-set agreement. We prove that any protocol solving k-set agreement requires f /k + 1 rounds of communication, where f is the bound on the number of processors allowed to fail in any execution of the protocol. Since consensus is just 1-set agreement, this lower bound implies the famous lower bound of f + 1 rounds for solving consensus [FL82] . More important, the running time r = f /k + 1 demonstrates that there is a smooth but inescapable tradeoff among the number f of faults tolerated, the degree k of coordination achieved, and the time r the protocol must run.
Suppose P is a protocol that solves k-set agreement and tolerates the failure of f out of n processors, and suppose P halts in r < f /k + 1 rounds. This means that all nonfaulty processors have chosen an output value at time r in every execution of P . In addition, suppose n ≥ f + k + 1, which means that at least k + 1 processors never fail. Our goal is to consider the global states that occur at time r in executions of P , and to show that in one of these states there are k + 1 processors that have chosen k + 1 distinct values, violating k-set agreement and showing that P could not possibly have solve kset agreement in only r rounds.
Since consensus is a special case of k-set agreement, it is helpful to review the standard proof of the f + 1 round lower bound for consensus [FL82, DS83, Mer85, DM90] to see why new ideas from topology are needed for k-set agreement. Suppose that the protocol P is a consensus protocol, which means that in all executions of P all nonfaulty processors have chosen the same output value at time r. Two global states g 1 and g 2 at time r are said to be similar if some nonfaulty processor p has the same local state in both global states. The crucial property of similarity is that the decision value of any processor in one global state completely determines the decision value for any processor in all similar global states. For example, if all processors decide v in g 1 , then certainly p decides v in g 1 . Since p has the same local state in g 1 and g 2 , and since p's decision value is a function of its local state, processor p also decides v in g 2 . Since all processors agree with p in g 2 , all processors decide v in g 2 , and it follows that the decision value in g 1 determines the decision value in g 2 . A similarity chain is a sequence of global states, g 1 , . . . , g , such that g i is similar to g i+1 . A simple inductive argument shows that the decision value in g 1 determines the decision value in g . The lower bound proof involves showing that two time r global states of P , one in which all processors start with 0 and one in which all processors start with 1, lie on a single similarity chain. Since there is a similarity chain from one state to the other, processors must choose the same value in both states, violating the definition of consensus.
The problem with k-set agreement is that the decision values in one global state do not determine the decision values in similar global states. If p has the same local state in g 1 and g 2 , then p must choose the same value in both states, but the values chosen by the other processors are not determined. Even if n − 1 processors have the same local state in g 1 and g 2 , the decision value of the last processor is still not determined. The fundamental insight in all proofs of this lower bound [CHLT93, HRT98] is that k-set agreement requires considering all "degrees" of similarity at once-similarity to one processor, to two processors, to three processors-focusing on the number and identity of local states common to two global states. While this seems difficult-if not impossible-to do using conventional graph theoretic techniques like similarity chains, the notions of a simplex and a simplicial complex provides a compact way of capturing all degrees of similarity simultaneously, and are the basis of our proof.
A simplex is just the natural generalization of a triangle to n dimensions:
for example, a 0-dimensional simplex is a vertex, a 1-dimensional simplex is an edge linking two vertices, a 2-dimensional simplex is a solid triangle, and a 3-dimensional simplex is a solid tetrahedron. As illustrated in Figure 1 Figure 2 shows the simplicial complexes -called protocol complexesrepresenting the global states reachable after zero, one, and two rounds of computation in a simple protocol in which each of three processors repeatedly sends its state to the others. Each process begins with a binary input. The first picture shows the possible global states after zero rounds: since no communication has occurred, each processor's state consists only of its input. It is easy to check that the simplexes corresponding to these global states form an octahedron. The next picture shows the complex after one round. Each triangle corresponds to a failure-free execution, each free-standing edge to a single-failure execution, and so on. The third picture shows the possible global states after three rounds.
The connection between these protocol complexes and k-set agreement is the following theorem. Let P be a protocol, and let C be the simplicial complex representing the set of global states reachable by following P for r rounds of computation. The theorem states that if C is (k − 1)-connected, then P cannot solve k-set agreement in r rounds. Proving our lower bound reduces to reasoning about the connectivity of such simplicial complexes.
The key to our proof is the notion of a pseudosphere, a simplicial complex in which each process from a set of processes is independently assigned a value from a set of values. Pseudospheres have a number of nice combinatorial properties, but their principal interest lies in the observation that protocol complexes in the synchronous model can be characterized as simple unions of pseudospheres. Because of the simple combinatorial properties of pseudospheres, reasoning about these unions can be accomplished by straightforward combinatorial arguments.
A pseudosphere can be defined very simply, as illustrated in Figure 3 . Start can just as easily assign values from a larger set than {0, 1}, although the result is harder to illustrate. We call this construct a pseudosphere because it is easily shown that the result of assigning binary values to n + 1 processes is topologically equivalent to an n-dimensional sphere.
The collection of initial global states for consensus or k-set agreement clearly forms a pseudosphere whose vertices are labeled with input values. For example, the right-hand figure in Figure 3 is the input complex for threeprocess consensus. The basic insight underlying the work presented in this paper is that protocol complexes in the synchronous model have natural representations as unions of pseudospheres, except that the vertices are labeled failure information instead of input values. Reasoning about these protocol complexes reduces to the purely combinatorial problem of reasoning about unions of pseudospheres. We express the one-round executions as the union of pseudospheres. An r-round execution is constructed by inductively replacing each simplex in the single-round execution with the union of pseudospheres produced by the (r − 1)-round protocol. The protocol complex produced by this iterative construction represents only a subset of the global states reachable in the model, but this set is large enough to prove the desired results for consensus, k-set agreement, renaming, and so on.
Basic Topology
A vertex v is a point in a high-dimensional Euclidian space.
is the convex hull of a set of n + 1 affinely-independent vertexes. For example, a 0-simplex is a vertex, a 1-simplex a line segment, a 2-simplex a solid triangle, and a 3-simplex a solid tetrahedron. Where convenient, we use superscripts to indicate dimensions of simplexes. We say that the s 0 , . . . , s n span S n . By convention, a simplex of dimension d < 0 is an empty simplex. Simplex S m is a (proper) face of T n if the vertexes of S m are a (proper) subset of the vertexes of T .
A simplicial complex (or complex) is a set of simplexes closed under containment and intersection. The dimension of a complex is the highest dimension of any of its simplexes. In this paper all the complexes of dimension n are full in the sense that every simplex is contained in some n-simplex. 
Model
A set of n + 1 sequential processes communicate by sending messages to one another. At any point, a process may crash: it stops and sends no more messages. There is a bound f on the number of processes that can fail. In the synchronous model, processes take steps at the same rate, and messages take the same amount of time to be delivered, and message delivery is reliable and FIFO.
Each process starts with an input value taken from a set V , and then executes a deterministic protocol in which it repeatedly receives one or more messages, changes its local state, and sends one or more messages. After a finite number of steps, each process chooses a decision value and halts. At any instant, a process's local state is given by its view : the input value and the the sequence of messages received so far. A protocol is uniquely determined by its message function and its decision function. The message function determines which messages a process should send in a given state, and the decision function determines which output value a process should choose in a given state (if any). A protocol is a full-information protocol [Had83, FL82, PSL80] if the message function causes each process to send its entire local state when it sends a message. We can assume without loss of generality that all protocols P we consider are full-information protocols [Had83,FL82,PSL80,DM90].
In the k-set agreement task [Cha91] , processes are required to (1) choose a decision value after a finite number of steps, (2) choose as decision value some process's input value, and (3) collectively choose no more than k distinct decision values. When k = 1, this problem is usually called consensus.
We now show how to apply concepts from combinatorial topology to this model. An initial local state of process P is modeled as a vertex v = P, v labeled with P 's process id and initial value v. An initial global state is modeled as an n-simplex S n = ( P 0 , v 0 , . . . , P n , v n ), where the P i are distinct. We use ids(S n ) to denote the set of process ids associated with S n , and vals(S n ) the set of values. The set of all possible initial global states forms a complex, called the input complex.
Any protocol has an associated protocol complex P, defined as follows. Each vertex is labeled with a process id and a possible view for that process. A set of vertexes We use P(S m ) to denote the subcomplex of P corresponding to executions in which only the processes in ids(S m ) participate (the rest fail before sending any messages). If m < n − f , then there are no such executions, and P(S m ) is empty. More generally, if I is a subcomplex of the input complex, then we define P(I) to be the union of P(S m ) for all S m in I. A protocol solves k-set agreement if the protocol's decision map δ carries vertexes of P to values in V such that if p ∈ P(S n ), then δ( p) ∈ vals(S n ).
Pseudospheres
Informally, a pseudosphere is a combinatorial structure in which each process from a set of processes is independently assigned a value from a set of values. We call this construct a pseudosphere because if S n is an n-dimensional simplex, then ψ(S n ; {0, 1}) is homeomorphic to an n-dimensional sphere. Pseudospheres are important because every complex considered here is either a pseudosphere or the union of pseudospheres. Because any process can start with any input from V , the input complex to k-set agreement is the pseudosphere ψ(P n ; V ), where P n is a simplex whose vertexes are labeled with the n + 1 distinct process ids.
Lemma 4.2 Pseudospheres satisfy the following simple combinatorial properties. (i) If U is a singleton set, then ψ(S
( 
The next theorem shows how to exploit the nice combinatorial properties of pseudospheres. It states that if applying a protocol to a single simplex preserves connectivity below some dimension, then applying that protocol to any input pseudosphere also preserves that degree of connectivity. It is actually a theorem in topology, and so it applies to any model of computation. A consequence of this theorem is that any n-dimensional pseudosphere is (n − 1)-connected (just let P be the trivial protocol in which each process halts immediately): Naively, one might think that S m is always m-connected, but note that although the empty simplex has dimension −1, it is not (−1)-connected. We can generalize Theorem 4.3 to multiple pseudospheres.
Theorem 4.5 Let P be a protocol satisfying the precondition of Theorem 4.3, and let A 0 , . . . , A be a sequence of finite sets. If
Letting P be the trivial protocol in which each process decides its input:
, A is a sequence of finite sets such that
∩ i=0 A i = ∅ then i=0 ψ(S m ; A i ) is (m − 1)-connected.
Connectivity vs k-Set Agreement
The notion of k-connectivity lies at the heart of all known lower bounds for kset agreement. In this section, we prove a general theorem linking (k − 1)-connectivity with impossibility of k-set agreement. This theorem is model independent in the sense that it depends on the connectivity properties of protocol complexes, not on explicit timing or failure properties of the model. This result was originally stated elsewhere [HR94] , but for the sake of making this paper self-contained, we present the full proof here. The point-set occupied by a complex C is called its polyhedron, and is denoted by |C|. Any simplicial map φ : A → B induces a piece-wise linear map |φ| : |A| → |B| that agrees with φ on vertexes of A.
A subdivision of a complex A is a complex B such that (1) each simplex of B is contained in a simplex of A, and (2) each simplex of A is the union of finitely many simplexes of B [Mun84, p. 83 ]. This definition implies that |A| = |B| . If b is a vertex of B, the carrier of b in A, denoted carrier( b, A) , is the smallest simplex of A that contains b. Figure 5 illustrates a complex, a subdivision of that complex, and their underlying polyhedron.
We will need a step-by-step method for constructing subdivisions. Let C be a complex, and w a point with the property that any ray emanating from w intersects |C| in at most one point. Define the cone w · C to be the collection of all simplexes of the form ( w, s 0 , . . . , s k ), where ( s 0 , . . . , s k ) We use the following variant of Sperner's Lemma [Lef49, Lemma 5.5]:
is a map sending each vertex of σ(S n ) to a vertex in its carrier, then there is at least one n-simplex T
We also exploit the following extension lemma, which appears in Glaser [Gla70, Theorem IV.2]. and P a protocol with input complex ψ(P 0 , . . . , P n ; V ). If P has the property that for every n-dimensional pseudosphere ψ(P 0 , . . . , P n ; U), where U is a nonempty subset of V , P(ψ(P 0 , . . . , P n ; U) is (k − 1)-connected, then P cannot solve k-set agreement. 
Lemma 5.2 Let

Synchronous Computation
We now define the r-round synchronous protocol complex S r (S m ). Here too, we consider only a subset of all possible executions: executions in which no more than k processes fail in any round. We are interested in executions where no more than k processes fail in any round. Informally, we will show that the one-round protocol complex is the union of pseudospheres, where each pseudosphere corresponds to the set of executions in which a fixed set of processes fail. For example, Figure 6 illustrates the possible executions of a one-round protocol for three processes, P , Q, and R, starting from a fixed input simplex, in which no more than one process fails. Here, each vertex is labeled with a process, followed by the processes from which it has received messages. The figure on the left represents the execution in which in which no processes fail: this is a (degenerate) pseudosphere in which each process receives the same set of messages. The figure in the middle represents the executions in which R alone fails. This complex is a pseudosphere: P and Q independently do or do not receive a message from R. The figure on the right represents the entire one-faulty protocol complex. It is the union of the failure-free pseudosphere with the three single-failure pseudospheres.
Single-Round Protocols
Let S 1 (S n ) be the complex of one-round executions of an (n + 1)-process protocol with input simplex S n in which at most k processes fail. It is the union of complexes S 1 K (S n ) of one-round executions starting from S n in which exactly the processes in K fail. Given a set K of process ids, let S n \K be the face of S n labeled with the process ids not in K. Our next result says that S 1 K (S n ) is a pseudosphere, which means that S 1 (S n ) is a union of pseudospheres:
The one-round complex is a union of pseudospheres in the synchronous model (Lemma 6.1). To compute the connectivity of this union using Theorem 2.2, we need to understand the intersections. The next lemma shows that these intersections have a simple structure: they are themselves the union of pseudospheres. Order the process sets lexicographically: the empty set first, followed by singleton sets, followed by two-element sets, and so on. Let K 0 , . . . , K be the sequence of sets of process ids less than or equal to K , listed in lexicographic order. 
Let S 1 (S n ) denote the protocol complex for a one-round synchronous (n + 1)-process protocol with input simplex S n where no more than than k processes fail.
Multi-Round Protocols
Let S r (S n ) be the protocol complex for an r-round synchronous (n + 1)-process protocol with input simplex S n where no more than than k processes fail in each round. We can decompose this complex as follows. Let K 0 , . . . , K be a sequence of sets of k or fewer process ids in lexicographic order. Recall that S 
The connectivity of a protocol P depends on the degree of the protocol. Consider the multi-round executions of P in which f i is the maximum number of processes that fail at round i. The degree of P is the minimum f i for any round. Define S r−1 to be the protocol identical to S r−1 except that it fails at most k − 1 processes in its first round. While S r−1 has degree k, S r−1 has degree k − 1. Our next result implies that intersections of the complexes comprising S r are equivalent to S r−1 applied to a union of pseudospheres, which makes it possible to use Theorem 2.2 to analyze the connectivity of S r .
Lemma 6.4
where T is the complex of one-round executions of the full-information protocol in which only the processes in K fail, starting with the processes in P and the input simplex S m . The condition ids(S m ) ⊆ P says that initial inputs are provided for some of the processes, and the condition P − ids(S m ) ⊆ K says that processes for which no input is provided can be considered to have failed immediately before having sent a single message. In general, define A consequence of these definitions is that the complex S P Kr,K r−1 ,...,K 1 (S m ) is the empty set unless ids(S m ) ⊆ P and P − ids(S m ) ⊆ K 1 . Define a failure pattern to be a sequence σ = σ r , . . . , σ 1 of integers representing upper bounds on the number of processes allowed to fail in each of the first r rounds of the full-information protocol. The failure pattern of most interest to us will be the failure pattern in which k processes fail in each round. We say that the failure pattern σ has degree k if it is a nondecreasing sequence of integers k = σ 1 ≤ σ 2 ≤ · · · ≤ σ r beginning with k. We say that a sequence Σ = K r , . to be the complex of r-round executions of the full-information protocol with failure pattern σ, starting with the processes in P and the input simplex S m . We say that S P σ (S m ) has degree k if σ has degree k. 
