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Abstract 
 
An ensemble with several neural networks has become very popular to achieve 
better performance over a single neural network. Several neural networks are trained 
and combined their decisions for the ensemble’s decision. An important condition 
associates in designing the ensemble is proper diversity among component networks so 
that the failure of one network can be compensated by others. Since function to 
approximate by a network is learned from its training data, data sampling (i.e., different 
training sets for different networks) is considered as an effective approach to produce 
diversity among component networks.  
Several data sampling based existing ensemble methods are investigated in this 
thesis. A large number of benchmark problems from different application domains were 
considered for evaluating the methods. Experimental results reveal that no single 
method is superior to others for all the problems; a particular method is shown better 
than others for a subset of problems. Therefore, to choose an ensemble method for a 
particular problem, this study discussed proficiency of the methods based on the 
problem features. However, among the methods, bagging and AdaBoost were found 
better than others. Both the methods explicitly create different training sets for different 
networks using bootstrap sampling technique. Negative correlation learning, on the 
other hand, interactively trains all the networks with same original training data. Due to 
training time interaction, it implicitly motivates different networks toward different 
training subspaces and is found competitive with bagging and AdaBoost. Finally, study 
of existing ensemble methods leads to develop better ensemble construction method.  
In an ensemble, component networks solve a given problem individually and 
combine their decisions for ensemble’s decision. Therefore, it is important to construct 
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an ensemble with appropriate networks. Existing ensemble methods, in general, train a 
predefined number of networks and consider all of them for final ensemble. Therefore, 
performance of an ensemble might be poor when any network performs very badly. On 
the other hand, ensemble with properly selected networks might always perform better. 
In this context, an ensemble method is proposed in this thesis that first creates a pool of 
diverse networks and then apply selection scheme to construct an ensemble with 
appropriate networks. Three data sampling techniques are considered to create network 
pool, and two selection schemes are investigated. Based on experimental results on a 
large number of benchmark problems, the proposed method is found better than other 
traditional methods with concise ensemble. 
In this thesis, an ensemble method is also investigated that automatically determines 
a minimal ensemble architecture for a given problem. To determine minimal 
architecture, it starts with a single network with a minimal number of hidden units. 
During training process, it adds additional network(s) with cumulative number(s) of 
hidden units and the added network specializes in the previously unsolved portion of the 
input space. Finally all the networks are trained simultaneously to improve the 
generalization ability. When a single network is shown to achieve acceptable result for a 
problem, it does not build and returns the single network for the problem. The proposed 
method is found competitive with existing ensemble methods with minimal architecture 
when tested on benchmark problems. 
Further, an indirect communication scheme among the networks is investigated in 
this study when they are trained for an ensemble and proposed progressive interactive 
training scheme. In the proposed scheme, networks are trained one after another and 
interaction among the networks is maintained indirectly via an intermediate space called 
information center. The idea of using indirect communication is conceived from the 
communication among biological ants via pheromone. An individual ant decides its 
travelling path based on existing pheromone on the trail and also it deposits pheromone 
on its travelling path. The indirect interaction has several benefits over direct interaction 
scheme of negative correlation learning. The experimental results show that ensembles 
construction with the proposed training scheme performs well. The idea of indirect 
interaction is also incorporated with bagging and AdaBoost, and is shown to improve 
their performance. 
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Overview of the Thesis 
 
The main attraction of this thesis is to present several diverse neural networks 
creation techniques for constructing ensembles. The thesis has seven chapters: start with 
an introduction to artificial neural networks and its ensemble, and to those quantifying 
measures that will be used all through this thesis. Then briefly explain candidate 
existing ensemble construction methods, and present an analytical comparison among 
the methods. After that original contributions are presented in the following three 
chapters (Chapters 3-5). Chapter 6 is for the discussion over the proposed methods. 
Finally, the last chapter is devoted to drawing the final considerations and discussing the 
future research directions that this work opens. The following subsections give chapter 
wise overview of the thesis to make it easy understandable. 
 
Chapter 1. An introduction to artificial neural networks and its ensemble is given in this 
chapter. Definition of quantifying measures of neural networks or ensemble, and 
description of benchmark problems will also be given; those are the key operators for 
this work. 
 
Chapter 2. Diversity among component networks is considered as an important 
parameter for an ensemble construction. Various methods have been proposed to 
produce diverse networks from early 90 to date. This chapter will focus on several 
candidate ensemble methods. An analytical comparison among the methods based on a 
large number of benchmark problems will identify effectiveness of individual method.  
 
Chapter 3. In general, a predefined number of networks are trained for an ensemble and 
all of them are considered for final ensemble. However, all the trained networks might 
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not be effective for final ensemble. This chapter presents an ensemble construction with 
selected neural networks and explains two selection schemes.  
 
Chapter 4. Besides training predefined number of networks, this chapter will present a 
minimal ensemble construction method which determines near minimal number of 
diverse networks for a problem automatically and then coordinate them to improve 
performance. 
 
Chapter 5. Most of the existing ensemble methods train component networks 
independently or sequentially without training time interaction among the networks. 
This chapter will present a new training scheme of ensembles, called progressive 
interactive training system (PITS), where interaction among component networks is 
maintained indirectly via an intermediate space. This chapter also presents 
establishment of training time interaction into existing ensemble methods inducing PITS 
in their training process. In several cases the most popular ensemble methods, i.e., 
bagging and AdaBoost, are shown to improve their performance due to training time 
interaction.  
 
Chapter 6. In the thesis three new ensemble methods have been investigated in the 
Chapter 3-5. In this chapter the proposed methods are discussed on a common ground. 
 
Chapter 7. In this last chapter the conclusions of this thesis together with the outline of 
future directions of research opened by this work are drawn. 
 
Overview of the Related Publications 
In this section chapter-wise overview of the publications, in which the outcome of 
this thesis have been published or in press, is given. 
 
Chapter 2. An empirical study on candidate ensemble methods of several diversity 
creation techniques is published in the Proceedings of Joint 4th International 
Conference on Soft Computing and Intelligent Systems and 9th International 
Symposium on Advanced Intelligent Systems (SCIS&ISIS 2008) (Akhand et al., 2008c). 
A comparative study of the prominent ensemble methods based on rigorous empirical 
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analyses can be found in the International Journal of Neural Systems (IJNS) (Akhand et 
al., 2009). 
 
Chapter 3. Ensemble with selected networks is published in the Proceedings of Joint 4th 
International Conference on Soft Computing and Intelligent Systems and 9th 
International Symposium on Advanced Intelligent Systems, (SCIS&ISIS 2008) (Akhand 
et al., 2008b).   
 
Chapter 4. The idea minimal neural network ensemble is published in the Proceedings 
of International Conference on Computational Intelligence for Modelling, Control and 
Automation (CIMCA 2005) (Akhand et al., 2005) and the WSEAS Transactions on 
Information Science and Applications (Akhand et al., 2006). Updated model is 
published in the Proceedings of Joint 3rd International Conference on Soft Computing 
and Intelligent Systems and 7th International Symposium on advanced Intelligent 
Systems (SCIS&ISIS 2006) (Akhand & Murase, 2006) and together with the extended 
analysis can be found in the Journal of Advanced Computational Intelligence and 
Intelligent Informatics (JACIII) (Akhand & Muarse, 2007a). 
 
Chapter 5. The proposed progressive interactive training system introducing indirect 
interaction among component networks training and implementation of implementation 
of indirect communication scheme into existing ensemble methods is published in 
Lecture Notes in Computer Science (Akhand & Murase, 2007b), and in the Proceedings 
of the International Joint Conference on Neural Networks 2008 (IJCNN 2008) (Akhand 
et al., 2008a).  
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Introduction 1
 
As modern computers become ever more powerful, scientists continue to be 
challenged to use machines effectively for tasks that are relatively simple for human. 
Modern digital computers outperform humans in the domain of numeric computation 
and the related symbolic manipulation. However, human can solve complex perceptual 
problems effortlessly, and more efficiently than the world's fastest computer. Human 
performs these remarkable benefits due to the characteristics of his/her neural system 
whose (neural system) working procedure is completely different from a conventional 
computer system. Biological neural system of human brain possesses massive 
parallelism, distributed representation and computation, learning ability, generalization 
ability, adaptability, inherent contextual information processing, fault tolerance, and low 
energy consumption (Jain et al., 1996).    
Artificial neural network is designed with the goal of building intelligent machines 
to solve complex perceptual problems, such as pattern recognition and optimization, by 
mimicking the networks of real neurons in the human brain. According to Haykin 
(1999), an artificial neural network is a collection of simple processing units which has 
a natural propensity for storing experimental knowledge. An artificial neural network 
resembles the human brain in two respects: 
1. Knowledge is acquired by it from its environment through a learning process. 
2. Interneuron connection strengths, known as synaptic weights, are used to store the 
knowledge. 
The procedure used to perform the learning process is called a learning algorithm. 
Since synaptic weights store the knowledge, the goal of a learning algorithm is to 
modify the synaptic weights of a network in an orderly fashion to attain a desired 
objective. Back-propagation (BP) (Rumelhart et al., 1986) is the most popular neural 
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network learning method for multi layered networks. In BP synaptic weights are 
adjusted at the time of output error propagation from output layer to input layer. To 
achieve better performance for a task, training of several networks brought much 
attraction recently. The basic goal of building an ensemble with several networks is the 
same as the establishment of committee of people on the concept ‘two heads are better 
than one’. 
This chapter gives an overview about structure and learning of neural networks for 
classification tasks. It also gives description of some benchmark classification problems 
on which neural networks or other machine learning methods are tested generally. 
Following that the reasons behind an ensemble construction and the working procedure 
of an ensemble are presented. Finally, this chapter concludes with explaining objectives 
of the thesis.  
 
1.1 Neural Networks for Classification Tasks  
Classification is one of the most frequently encountered decision making tasks in 
human activities. A classification task occurs when an object needs to be assigned into a 
predefined group or class based on a number of observed attributes related to that object. 
For classification tasks, artificial neural network is a popular tool.  
A typical multi-layer feed-forward neural network for the classification task is 
shown in Fig. 1.1. This type of network is also known as a multilayer perceptron (MLP). 
The units, i.e., the artificial neurons, are arranged in layers, and each unit in a layer has 
all its inputs connected to the units of a preceding layer (or to the inputs from the 
external world in the case of the units in the first layer), but it does not have any 
connections to the units of the same layer to which it belongs. The layers are arranged 
one after another so that there is an input layer, multiple intermediate layers, and finally 
an output layer. The intermediate layers don’t have input or output to the external world, 
and are called hidden layers. Generally, the input layer is considered just as a distributor 
of the signals from the external world.  
The number of output neurons is selected according to the number of distinct classes 
of a given classification task. For a particular class definition, a particular output node is 
defined as 1 while considering others as zero. The number of inputs depends on the 
input features of a problem. Since neural network can handle only numerical values, the 
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actual input is the numerical representation of input features of the problem. There is no 
constraint on number of neurons for the hidden layer. The purpose of hidden layer is to 
increase functional adaptability of a network. As the complexity in the relationship 
between the input data and the desired output increases, the number of neurons in the 
hidden layer should also increase. 
In a neural network, a neuron is the core point which brings some analogy with a 
biological neuron of human brain in its structure and working procedure. The artificial 
neuron is consisted with a set of connecting weights, a summing unit, and an activation 
function as shown in Fig. 1.2. Each input signal is weighted, that is, it is multiplied with 
the weight value of the corresponding input (with an analogy to the synaptic strength of 
the connections of real neurons). The output of the summing unit is, therefore, a 
combination of weighted input signals and an externally applied bias. The bias has the 
effect of increasing or decreasing the net input of the activation function, depending on 
whether it is positive or negative, respectively. Finally, the output of a neuron comes 
from the activation function. The activation function is also referred to as a squashing 
function in the sense that it squashes the permissible amplitude range of the output 
signal to some finite value. 
 Generally, nonlinear activation function is used in the hidden units, and depending 
on the problem linear or nonlinear activation function is used in the output units. The 
most commonly used nonlinear activation function is the sigmoid function (Haykin, 
1999). The characteristics of the sigmoid function are that they are bound above and 
 
Figure 1.1: A typical multi-layer feed-forward neural network 
(Input Layer) (Hidden Layer) (Output Layer) 
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below, monotonically increasing, and continuous and differentiable everywhere (Islam 
et al., 2002). 
The sigmoid function is defined by, y=1/ (1+exp(-ax)) where a is the slope 
parameter. By varying the parameter a, one can obtain sigmoid functions of different 
slopes, as illustrated in Fig. 1.3. Since the output of a sigmoid function is bounded 
between 0 and 1, the increase or decrease of input values (x) by a large amount will 
push the output into the saturated region. 
 
Figure 1.2: Model of an artificial neuron 
 
Figure 1.3: Sigmoid function with various slope (a) values 
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1.2 Training Neural Networks  
The purpose of training of a neural network is to modify its synaptic weights, so that, 
after training the network correctly recognizes class label of a particular pattern from its 
input set or features. BP is the most popular for learning neural networks when they are 
trained for the classification or pattern recognition task (Hyder et al., 2006, 2009). 
Therefore, BP is considered for learning networks in this study. In BP learning 
(Rumelhart et al., 1986), synaptic weights of a network are adjusted at the time of 
output error propagation from output layer to input layer. To apply BP, connection 
weights of a network are initialized with random values in a small range. 
The BP algorithm consists of two basic steps: a forward pass and a backward pass. 
In the forward pass, input values of an example or pattern are presented to the network, 
actual outputs are measured from output layer passing responses from input layer to 
output layer through hidden layer(s), and then error for the pattern is calculated based 
on actual output and desired output of that pattern. In the backward pass, the connection 
weights are adjusted based on the error calculated. The weights between hidden and 
output layer is updated first then weights between input and hidden layer. 
If a weight w sends input x to a neuron and f is the output of that neuron, according 
to BP learning, the weight correction (∆w) for that weight is given by the following 
equation: 
xw  ,            (1.1) 
where δ is the local gradient of the neuron and η is learning rate. The learning rate 
merely indicates the relative size of change in weights and therefore affects learning 
speed. For its high value, update due to one example may alter a weight value much 
adversely with respect to others resulting oscillation. In general, the value of η considers 
in a small range such as in between 0.1and 0.3.  
The local gradient of output unit (δo ) and hidden unit (δh) are defined by:  
o
o
o x
f
f
e



o              (1.2) 
h
h
o
ooh x
fw 
             (1.3) 
Here, xo and fo represents the net input (weighted sum) and the output of an output 
neuron, respectively. e is the error that is defined by the difference between desired 
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output and actual response. The error function for n-th training pattern may be defined 
by the following equation.  
,))()((
2
1)( 2nfndne o            (1.4)  
where fo(n) is the actual output and d(n) is the desired output. To update weights, BP 
algorithm requires partial derivative of Eq. (1.4) with respect to the output fo(n) and is 
calculated as follows.  
 )()(
)(
)( nfnd
nf
ne
o
o
o 
   
For sigmoid activation function   )(exp1/1)( nxnf oo   and therefore 
 )(1)(
)(
)( nfnf
nx
nf
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o
o 

 
Now the local gradient of output unit (δo) becomes 
   )(1)()()(o nfnfnfnd ooo   
For the same sigmoid activation function the local gradient of hidden unit (δh) becomes 
 
o
oohhh wnfnf  )(1)(
 
 
1.3 Performance Measures of Neural Networks  
Learning and generalization is the most important topic in neural network research. 
Learning is the ability to approximate the underlying behavior adaptively from the 
training data, while generalization is the ability to predict well beyond the training data. 
Generalization is a more desirable and critical feature because the most common use of 
a classifier is to make good prediction on new or unknown objects. Commonly 
generalization ability is measured on testing set data that are reserved from the available 
data at the time of training. Testing error rate (TER), i.e., rate of wrong classification on 
testing set, is widely acceptable quantitative measure, whose value minimum is good. A 
number of benchmark problems are available to measure the TER or generalization 
ability of neural networks or any other machine learning system.   
It has been reported that changing data in training and testing sets may vary the 
results even though the size maintained is same. For this reason, result presentation 
using 10-fold cross validation way is well acceptable and followed in this study. In the 
10-fold cross validation, the available training data are partitioned into ten equal or 
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nearly equal sets initially, and by turn one set is reserved as testing set, while the 
remaining nine sets are used for training purpose.  
 
1.4 Benchmark Problems for Evaluation  
A benchmark is a point of reference by which something can be measured. For 
neural network or machine learning, benchmark problems are the open problems from 
different domains to measure effectiveness of a method on those problems. In general, 
datasets of benchmark problems are publicly available; and a method tests on a subset 
of problems and performance compares with other methods. The most popular 
benchmark dataset collection is University of California, Irvine (UCI) machine learning 
repository (Newman et al., 1998). The collection of UCI is only raw data that must be 
preprocessed to use in neural networks. Some people also preprocessed some datasets 
from UCI and dedicates for publicly use, Proben1 (Prechelt, 1994) is an example of 
such preprocessed data. Besides, various persons or groups also maintain different 
benchmark dataset collection for specific purpose, for example, Delve (Rasmussen & 
Neal, 2003), Orange Datasets (Demsar et al., 2004) etc. Table 1.1 shows the summary of 
benchmark datasets from UCI that are used in the experiments of this thesis. The 
description of the problems is available at UCI website (Newman et al., 1998). The 
following subsections give brief descriptions of several selected datasets from various 
application domains to get an overview about benchmark problems related to 
classification tasks.  
 
1.4.1 Breast Cancer Wisconsin 
This dataset is to predict whether a tumor is benign (not dangerous to health) or 
malignant (dangerous to health) based on cell descriptions gathered by microscopic 
examination on a sample tissue taken from a patient’s breast. The dataset contains 699 
examples. It is a two-class problem with 9 input attributes. All input attributes are 
continuous, which are (i) Clump Thickness, (ii) Uniformity of Cell Size, (iii) Uniformity 
of Cell Shape, (iv) Marginal Adhesion, (v) Single Epithelial Cell Size, (vi) Bare Nuclei, 
(vii) Bland Chromatin, (viii) Normal Nucleoli, and (ix) Mitoses. Origin of the breast 
cancer data is the University of Wisconsin Hospitals, Madison, collected by Dr. William 
H. Wolberg.  
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Table 1.1: Characteristics of Benchmark Datasets 
 
Dataset Example Class Input Feature NN Input 
Hidden 
Node Conti. Discr. 
Australian Credit Card (ACC) 690 2 6 9 51 10 
Auto Imports(ATM) 205 6 16 8 24 10 
Breast Cancer Wisconsin (BCW) 699 2 9 - 9 5 
BUPA Liver Disorders(BLD) 345 2 6 - 6 5 
Balance (BLN) 625 3 - 4 20 10 
Car (CAR) 1728 4 - 6 21 10 
Diabetes (DBT) 768 2 8 - 8 5 
Echocardiogram (ECD) 131 2 7 1 8 5 
Ecoli (ECL) 336 7 7 - 7 10 
German Credit Card (GCC) 1000 2 7 13 63 10 
Heart Disease Cleveland (HDC) 303 2 6 7 35 5 
Hepatitis (HPT) 155 2 6 13 19 5 
Horse Colic (HRC) 344 2 7 14 21 5 
House Vote (HSV) 435 2 - 16 16 5 
Hypothyroid (HTR) 7200 3 6 15 21 5 
Ionosphere (INS) 351 2 34 - 34 10 
Iris Plants (IRP) 150 3 4 - 4 5 
King+Rook vs King+Pawn (KRP) 3196 2 - 36 74 10 
Low Resolution Spectrometer (LRS) 531 10 101 - 101 20 
Lymphography (LMP) 148 4 - 18 18 10 
Lungcancer (LNG) 32 3 - 56 56 10 
Mushroom (MSH) 8124 2 - 22 125 10 
Page Blocks (PGB) 5473 5 10 - 10 5 
Promoters (PRM) 106 2 - 57 228 10 
Postoperative (PST) 90 3 1 7 19 5 
Soybean(SBN) 683 19 - 35 82 25 
Segmentation(SGM) 2310 7 19 - 19 10 
Sonar (SNR) 208 2 60 - 60 10 
Splice Junction Gene Sequences (SPL) 3175 3 - 60 60 10 
Satellite (STL) 6435 6 36 - 36 10 
Vowel (VWL) 990 11 10 - 10 10 
Wine (WIN) 178 3 13 - 13 5 
Waveform (WVF) 5000 3 21 - 21 10 
Zoo(ZOO) 101 7 15 1 16 10 
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Some other datasets belonging to problems related to human life are as follows: 
a. BUPA Liver Disorder: Identify lever disorders based on blood tests along with 
other related information such as alcohol consumption.   
b. Diabetes: Investigate whether the patient shows or not the signs of diabetes.  
c. Heart Disease Cleveland: Predicting whether at least one of four major heart 
vessels is reduced in diameter by more than 50%. 
d. Hepatitis: Anticipate status (i.e., live or die) of hepatitis patient.  
e. Hypothyroid: Classify thyroid based on medical records, including anamnesis etc. 
f. Lymphography: Predict the situation of lymph nodes and lymphatic vessels.  
g. Lungcancer: Identify types of pathological lung cancers. 
h. Postoperative: Determine place to send patients for postoperative recovery.  
 
1.4.2 German Credit Card  
This is a dataset in the area of credit card related to finance. This dataset classifies 
people as good or bad credit risks depending on applicants’ particulars (e.g., salary, 
living styles, other previous credit cards information and so on). It contains 1000 
examples, 20 input attributes (7 numeric and 13 discrete).  
German Card is one of StatLog dataset mentioned by Prof. Ross D. King, 
Department of Statistics and Modelling Science, University of Strathclyde, Scotland. It 
is available in the “statlog” directory in the UCI repository of machine learning 
databases. 
Some other datasets related to finance are as follows: 
a. Australian Credit Card: Like German Card, this problem also concerns to predict 
the approval or non-approval of a credit card to a customer. 
b. Car: Evaluate cars based on price and facilities. 
 
1.4.3 Horse Colic 
The aim of this dataset is to predict the fate of a horse that has colic. The results of a 
veterinary examination of a horse having colic are used to predict whether the horse will 
survive, will die, or will be euthanized. Considering die and euthanized in same group it 
may use as two classed problem. Among 27 input attributes, 21 attributes (7 continuous 
and 14 discrete) normally used in machine learning purpose. It has 364 examples in 
which 20 examples contain many missing attributes. The dataset was created by Mary 
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McLeish and Matt Cecile, Department of Computer Science, University of Guelph, 
Guelph, Ontario, Canada.  
Another dataset related to animal is Zoo; aim of Zoo dataset is to classify animals 
into various categories. 
 
1.4.4 House Vote  
This is related to human social life problem. The aim of the dataset is to predict the 
party affiliation (Democrat or Republican) of a member of the USA Congress based on 
sixteen votes. This dataset includes votes for each of the U.S. House of Representatives 
Congressmen on the 16 key votes identified by the Congressmen Quarterly Almanac. 
Each vote has three possible values: yes, no, or neither. There are 16 discrete input 
attributes and 435 examples for binary classification.  
 
1.4.5 Ionosphere  
This dataset contains radar data that is collected by a system in Goose Bay, Labrador.  
The system consists of a phased array of 16 high-frequency antennas with a total 
transmitted power on the order of 6.4 kilowatts. The targets were free electrons in the 
ionosphere. “Good” radar returns are those showing evidence of some type of structure 
in the ionosphere. “Bad” returns are those that do not; their signals pass through the 
ionosphere. Received signals were processed using an autocorrelation function whose 
arguments are the time of a pulse and the pulse number. There were 17 pulse numbers 
for the Goose Bay system. Instances in this dataset are described by 2 attributes per 
pulse number, corresponding to the complex values returned by the function resulting 
from the complex electromagnetic signal. There are 34 continuous attributes and 351 
examples. This dataset was collected by Space Physics Group, Applied Physics 
Laboratory, Johns Hopkins University, USA.  
Another dataset related to environment is Sonar. The task of the Sonar dataset is to 
discriminate between sonar signals bounced off a metal cylinder and those bounced off 
a roughly cylindrical rock. 
 
1.4.6 Iris Plants 
This dataset contains 3 classes of 50 instances each, where each class refers to a type 
of iris plant. One class is linearly separable from the other two; the latter are not linearly 
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separable from each other. This problem has 4 continuous inputs in centimeter for 
attributes: (i) Sepal length, (ii) Sepal width, (iii) Petal length and (iv) Petal width. The 
iris plant types, for classification are (i) Setosa, (ii) Versicolour, and (iii) Virginica.  
Due to less number of input attributes and examples, this is a popular dataset in the 
neural network and machine learning literature. This dataset was created by R.A. Fisher, 
UK and presented through his research work in 1936.  
Some other datasets related to plants are as follows: 
a. Mushroom: Identify whether a mushroom is edible or not based on a description of 
the mushroom’s shape, color, odor, and habitat.  
b. Soybean: Recognize 19 different diseases of soybeans.  
 
1.4.7 Splice Junction Gene Sequences 
The aim of this dataset is to recognize genes in DNA sequences. Splice junctions are 
points on a DNA sequence at which superfluous DNA is removed during the process of 
protein creation in higher organisms. The problem posed in this dataset is to recognize, 
given a sequence of DNA, the boundaries between exons (the parts of the DNA 
sequence retained after splicing) and introns (the parts of the DNA sequence that are 
spliced out). This problem consists of two subtasks: recognizing exon/intron boundaries 
(referred to as EI sites), and recognizing intron/exon boundaries (IE sites). In the 
biological community, IE borders are referred as acceptors while EI borders are referred 
as donors.  
It has 3175 examples and based on 60 DNA sequence elements genes are classified 
into three classes; IE, EI or neither. Origin of the dataset is Genbank 64.1 (ftp site: 
genbank.bio.net). In the UCI repository of machine learning databases this dataset is 
available by the name “splice-junction-gene-sequences” under problems of 
molecular-biology. 
Some other datasets related to molecular biology or genetics are as follows: 
a. Ecoli: Predicting the cellular localization sites of proteins. 
b. Promoters: Identify whether a DNA sequence is either a promoter or not.  
 
1.5 Preprocessing of Data for Neural Networks  
Artificial neural network manipulates numeric inputs, and it stores knowledge as 
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numeric weight values of inter connected neurons. But benchmark problems are 
generally represented as a combination of numeric values (e.g., age, salary) and 
varieties discrete values (e.g., sex, color). For this reason, real data of a benchmark 
problem must be processed to use in neural networks. For input and output presentation, 
benchmark role (Prechelt, 1994) has been followed to prepare a dataset for this study. 
Per numeric feature (attribute) was considered as one input, rescaled between 0 and 1 
with a linear function to avoid the saturation region of sigmoid output. For binary type 
discrete feature, one input 0/1 was used. For multi valued discrete feature, normally, 
number of input node was selected the number of distinct discrete values. A particular 
node value was 1 for a particular discrete value while considering others as 0. In the 
UCI datasets, some problems contain missing values in some attributes. In general, 
missing values was replaced by the average of existing values of that attribute. The 
outputs were encoded by 1-of-c representation for c classes where the output node with 
the highest activation (i.e., 1) was designated as the network output while other output 
nodes’ value was lowest activation (i.e., 0).  
In Table 1.1 neural network (NN) input (column 6) is the number of inputs nodes 
that is actually used for a particular problem after manipulation of original input 
features (attributes) of that problem. The number of hidden neurons (column 7) in each 
network is chosen based on the number of inputs and outputs of a particular problem. As 
like previous study (Opitz & Maclin, 1999) the choice of criteria is: at least one hidden 
neuron per output, at least one neuron for every ten inputs, and at least five hidden 
neurons for a problem. 
 
1.6 Why Ensemble of Neural Networks?  
Though single neural network is able to work on complex perceptual problems (like 
described above), it suffers from three problems: the statistical problem, the 
computational problem, and the representation problem (Dietterich, 2002). The 
statistical problem arises when the learning algorithm is searching a space of hypotheses 
that is too large with respect to the amount of available training data. In such cases, 
there may be several different hypotheses that all give the same accuracy on the training 
data, and the learning algorithm must choose one of these to output. There is a risk that 
the chosen hypothesis will not predict future data points well. The computational 
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problem arises when the learning algorithm cannot guarantee finding the best 
hypothesis within the hypotheses space. Finally, the representational problem arises 
when the hypothesis space does not contain any hypotheses that are good 
approximations to the true objective function (Dietterich, 2002). The above-mentioned 
problems may be overcome by solving same problem with several neural networks from 
different aspects of view and combining their outputs. This expectation leads to 
construct neural network ensemble. 
The idea of building an ensemble with several neural networks is also motivated 
form the sociology. A committee of people for an important task or building board of 
doctors for a major operation is a common matter in the society. Each member of the 
committee should be as competent as possible, but they should be complementary to 
one another. If one or a few members make an error, the probability is high that the 
remaining members can correct his error. Similarly, several networks together might 
perform better than single network when they maintain proper diversity to compensate 
the failure of one by others. In other word, the goal of ensemble is to achieve better 
generalization (i.e., lower TER) through producing diverse networks.  
 
1.7 Neural Network Ensemble and Its Working Procedure  
Neural network ensemble is a collection of a finite number of networks that are 
trained for the same task (Sharkey, 1996). Component networks solve the desired 
problem independently and combine their outputs to produce ensemble’s output as seen 
in Fig. 1.4. Ensemble exhibits better generalization ability with respect to a single 
network especially when the problem is large and/or complex (Opitz & Maclin, 1999). 
There are three important issues available in any ensemble construction method. 
These are, the training strategy of component networks, output combination of 
individual networks for ensemble’s output and the size of an ensemble i.e., the number 
of component networks in the ensemble. The training strategy influences the diversity 
and the accuracy of individual networks in the ensemble. There are three major 
strategies to train component networks. They are independent training, sequential 
training, and simultaneous training (Islam et al., 2003). In independent training, a 
particular network is trained on its training data only without maintaining any relation 
with others during training. Networks are trained one after another and maintain some 
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sorts of interaction with previously trained networks in the sequential style training. On 
the other hand, a predefined number of networks are trained maintaining interaction 
among them in the simultaneous training process.    
Among various output combination methods (Verikas et al., 1999; Kuncheva, 2003), 
the most common methods are simple averaging, voting and weighted voting and so on. 
In simple average case the ensemble output is the average of the outputs from all 
component networks in the ensemble and node having the largest output is considered 
as the ensemble decision. For voting combination, class wise networks’ decisions are 
count as votes, and the class having maximum votes is considered as the ensemble 
decision. Vote of a particular network brings a weight value, based on its performance, 
in the weighted voting combination.  
The size of an ensemble plays an important role in determining the performance of 
the ensemble. If the size of an ensemble is smaller than necessary, the ensemble will be 
unable to solve problems. On the other hand, if the size is larger than necessary, the 
computational cost for constructing an ensemble will increase.  
 
1.8 Importance of Diversity in Ensemble Construction 
Though ensemble improves the generalization ability of neural networks, there is no 
advantage to combining networks that exhibit identical generalization ability (Krogh & 
Figure 1.4: Typical concept of neural network ensemble 
Problem solved 
by single network 
In ensemble, problem solved by several 
networks and combines their outputs 
Problem  Problem  
Solution 
Solution 
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Vedelsby, 1995; Sharkey, 1996). So, component networks should be diverse to 
compensate the failure of one network by others (Sharkey & Sharkey, 1997). On the 
other hand, if component networks show poor generalization ability with good diversity, 
the performance of ensemble decreases. Both theoretical and empirical studies 
demonstrate that performance of ensemble depends heavily on both generalization 
ability of individual component networks and diversity among them (Hansen & 
Salamon, 1990; Islam et al., 2003). Thus there is a trade-off between diversity and 
generalization (Akhand et al., 2005). 
Diversity simply means disagreement among component networks. A lot of  
techniques is already proposed for measuring diversity, among them pairwise plain 
disagreement technique (Tsymbal, 2005) is the most popular and employed in this study. 
For two networks i and j, the plain disagreement is equal to the proportion of the 
patterns on which the networks make different class predictions. It can be expressed as 

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1                 (1.5)  
where N is the number of patterns in the testing set and Ci(n) is the class assigned by the 
network i for the pattern n. Diff(a, b) = 0, if a = b; otherwise Diff(a, b) = 1. The 
diversity in this method varies from 0 to 1. This measure is equal to 0, when the 
networks return the same classes for each pattern, and it is equal to 1 when the 
predictions are always different. The total ensemble diversity, div_ens is the average of 
all the networks pairs in the ensemble; for M component NNs div_ens as follows: 
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A problem having two classes, if an ensemble consists with 3 NNs, the maximum 
possible diversity case will occur if any one network disagrees with other 2 NNs at the 
time of class identification on the testing set for all N patterns. From Eq. (1.6) 
div_ensmax (2 class, 3 NNs) = 2/3 = 0.667 
So, the maximum possible diversity in case of two-classed problem with 3 networks 
is 0.6667. Again for two classed problem, for four networks the maximum possible 
diversity is 0.6667 but for five networks it is 0.6.  
It is important to realize that diversity among component networks may give lower 
TER when failure of one network may compensate by others. So, networks might cover 
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full target space such a way that for each and every pattern majority number of networks 
might reply correct answer. Moreover, there is no chance to get better TER with larger 
uncover target space (i.e., space where no network give correct answer). Again, 
diversity has a strong relation with overlap because diversity among identical networks 
will be zero because their functions are overlapped and decisions are identical. Finally, 
diversity plays role on TER through uncover and overlap. The overlap and uncover are 
presented in this study as the rate to the total patterns. The rate of overlap (RO) and rate 
of uncover (RU) for a testing set are measured according to the following equations.  
 
RO =  / N              (1.7) 
RU =  / N                (1.8) 
 
Here N is the number of patterns in the testing set;  is the total number of patterns on 
which all the networks reply with the correct class; and  is the total number of patterns 
where none of the networks reply with the correct class. It is important to understand 
that though larger uncover never gives better TER, the lowest uncover (i.e., zero or near 
zero) will not always give the lowest TER. The reason is that for a particular pattern if 
any network reply is the true class then the pattern is out of uncover; but NNE decision 
for the pattern comes about from the combination of all the networks’ output. Finally, 
better TER might have the lowest uncover with a compromising value of overlap.  
 
1.9 Objectives of the Thesis  
The aim of any ensemble method is to produce several diverse networks in order to 
achieve better generalization ability. A number of ensemble methods have been 
investigated from early 90s to date; among them some were proposed for decision tree 
type classifiers (Alpaydin, 2004) and effectiveness of them on neural networks is not 
clear. Therefore, the first objective of the thesis is to investigate widely used existing 
ensemble techniques, including those are for decision trees, on a common proper test 
ground and identify their effectiveness. Then, proceed towards the main objective of the 
thesis, i.e., investigate new diverse networks creation techniques for ensemble as well as 
ensemble with an optimal size.  
17 
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The goal of ensemble construction with several neural networks (NNs) is to achieve 
better generalization ability over a single NN. The inspiration for building an ensemble is 
the same as for establishing a committee of people: each member of the committee should 
be as competent as possible, but the members should be complementary to one another. If 
the members are not complementary, i.e., if they always agree, then the committee is 
unnecessary as any one member is could perform the task of the committee. If the 
members are complementary, then when one or a few members make an error, there is a 
high probability that the remaining members can correct his error. Thus, for ensemble 
construction, proper diversity among component classifiers is considered to be an 
important parameter so that failure of one may compensate by others.  
To create diverse networks for an ensemble, a number of ways has been investigated 
from early 90s to date which include initial random weight set variation, architecture 
variation, training algorithm variation, training data variation and so on(Sharkey, 1996). 
Among the investigated techniques, data sampling, i.e., different data/examples for 
training different networks, is found the most effective than other approaches (Brown et 
at., 2005; Dietterich, 2002). Function to approximate by a network is learned from its 
training data, so different hypothesis for different training data is the common matter. 
A number of ensemble methods have been proposed under the umbrella of data 
sampling such as bagging (Breiman, 1996) and boosting (Freund & Schapire, 1996), 
DECORATE (Melville & Mooney, 2005), random subspace method (Ho, 1998), negative 
correlation learning (Liu & Yao, 1999a, 1999b) etc. The ensemble methods were 
proposed at different time and followed different experimental methods on heterogeneous 
test beds. Their effectiveness on the same test ground is not available. Although a few 
empirical studies are available for the most popular methods e.g., bagging and boosting 
(Druker et al., 1994; Quinlan, 1996; Opitz & Maclin, 1999; Dietterich, 2000; Banfield et 
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al., 2007), study with others or newly proposed methods are absent.  
The aim of this chapter is to examine prominent data sampling based ensemble 
methods on a proper test bed; and at the same time to get an outline for investigating 
better ensemble construction method. A large number of benchmark problems has been 
selected as a common test ground where individual method were tested on a defined 
setting so that no one might get favor. By this analysis one may also get a comparative 
view of neural network ensemble methods.  
The rest of the chapter is organized as follows. Section 2.1 gives a description of data 
sampling based neural network ensemble methods. Section 2.2 presents experimental 
studies of ensemble methods which includes extensive experimental analyses on some 
selected problems and analytical comparison among the methods to identify their 
effectiveness. Section 2.3 presents motivation to build better ensemble methods based on 
the study of existing ensemble methods. 
 
2.1 Diverse Network Creation based on Data Sampling 
The primary feature of data sampling based ensemble methods is the different pseudo 
training sets creation for different networks from the original available data. Several 
techniques for creating a training set for a particular network have been investigated to 
date. Among the prominent techniques are bootstrapping on the original training 
examples, generation of artificial training examples, feature subset selection, alternation 
of class definition, modification of desired output and changes into error definition. The 
following subsections give brief descriptions of the candidate ensemble methods from 
each data sampling technique so as to make the paper complete and self contained. 
 
2.1.1 Original Training Data Sampling 
Under this category, different training subsets are constructed from an original 
training set without changing input and desired output of an example. The sizes of 
different subsets are generally the same (as the original training set) though contents are 
different due to sampling procedure. Bagging (Breiman, 1996) and boosting (Freund & 
Schapire, 1996) are the two successful methods of ensemble construction utilizing such 
training data sampling. In this study both the methods are considered for investigation 
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due to their popularity. 
The bagging algorithm creates a training set for a particular network from an original 
training set using bootstrap sampling technique. For a training set, patterns are randomly 
picked from the original training set with replacement. Bagging independently trains each 
network with a particular training set that is created for it. Due to random selection from 
the original training set, each created training set contains on average 63.2% of unique 
patterns from the original training set (Bauer & Kohavi, 1999), with many patterns 
appearing multiple times while others are left. The procedure follows the multiple voting 
technique to get ensemble output from individual networks’ output. Fig. 2.1 shows 
pseudocode and graphical presentation of the bagging algorithm. Independent bootstrap 
sampling (to create different training sets) allows bagging to train networks in parallel for 
fast learning, if require. 
The boosting algorithm (Freund & Schapire, 1996) also follows the bootstrap 
sampling technique to create training set for a network much like bagging; however, 
distribution of patterns is changed after training a network. Boosting trains component 
networks one after another to produce a series of component networks. Training patterns 
that were predicted incorrectly by previous component network(s) in the series are chosen 
more often than patterns that were correctly predicted. Thus the boosting algorithm 
attempts to produce new networks that are better able to predict training patterns for 
which the current ensemble’s performance is poor. Boosting also follows independent 
training strategy, as does bagging, to train a particular network with the particular training 
set that is created for it. Ensemble output is prepared in boosting utilizing weighted 
voting where weight of a particular network is depends on its accuracy. Boosting has 
some variants (Bauer & Kohavi, 1999) and among them AdaBoost (Freund & Schapire, 
1996) is the most popular and is the one implemented in this study. 
The AdaBoost algorithm, shown in Fig. 2.2(a), requires special considerations when εi 
either becomes zero or not less than 0.5. As like Opitz & Maclin (1999), a large weight 
value, that is, log(βi)=3.0 for a network which gives εi=0, while on the other hand for 
εi>0.5 the weight value was given the very small positive value 0.001. In both the 
situations, pattern weights were initialized with equal weight value (i.e., wi(n)=1/N).   
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2.1.2 Artificial Training Data Generation 
In this technique, some artificially generated training patterns are used with the 
original training set to train a network. The artificially generated training patterns are 
different for different networks and the element to promote diversity. Concerning 
artificial training data generation, DECORATE is a recently proposed algorithm based on 
decision trees. In this study DECORATE is investigated for neural networks.  
 
(a) Pseudocode 
 
(b) Graphical representation 
Figure 2.1: The bagging algorithm. 
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(a) Pseudocode 
(b) Graphical representation 
Figure 2.2: The AdaBoost algorithm. 
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DECORATE (Melville & Mooney, 2003, 2005) creates a unique diversity set, the 
randomly generated artificial training patterns, for a network. The training set on which a 
network is trained therefore is the union of the original training set and the diversity set 
except the first one. The first network is trained with the original training set only and 
selects for the final NNE by default. To include more networks in the final ensemble, it 
follows a trial-and-test with a relatively large number of trained networks. After training a 
network, it checks the ensemble’s performance including the network and discards the 
network if performance degrades.  
The diversity among networks in DECORATE is solely depend on artificial data. To 
create an artificial training pattern, first it generates the Gaussian number for each input 
attribute with the mean and the standard deviation of the attribute values. To define the 
class label of the pattern, it first checks the class probability of it passing through the 
existing NNE and then inversely defines class probability to use in training. Due to 
inverse relabeling, the method is called Diverse Ensemble Creation by Oppositional 
Relabeling of Artificial Training Examples (DECORATE). Fig. 2.3 shows pseudocode 
and graphical presentation of the DECORATE algorithm. 
 
2.1.3 Feature Subset Selection 
The use of different feature subsets for different networks is an effective technique to 
promote diversity in NNE. In contrast, traditional feature selection has the goal of finding 
the best feature subset for a classifier to achieve better prediction accuracy or to identify 
the important features for a problem.  
With regard to ensemble feature selection, Ho (1998) has shown that for decision 
trees simple random selection of feature subsets, called random subspace method (RSM), 
is an effective technique for ensemble construction. RSM first creates a feature subset 
randomly selecting F features from the F-dimensional training set. Then it builds a 
decision tree on these selected features. This is repeated M times to build M feature 
subsets and M decision trees. To implement RSM for neural networks, selection is 
performed on a processed input set of a problem to produce different input subsets for 
different networks. Among various ensemble feature selection methods (Tsymbal et al., 
2005), RSM is the pioneer and an effective one, therefore investigated in this study.     
 
CHAPTER 2. EXISTING ENSEMBLE METHODS 23
 
 
(a) Pseudocode 
 
(b) Graphical representation 
Figure 2.3: The DECORATE algorithm. 
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2.  while trials < Imax  and i < M { 
a. Generate RSize  |T| training examples, R  
b. Label examples in R with probability of class labels inversely proportional to predictions of Ens  
c. Prepare training set Ti, Ti= T ׫R and train network NNi with Ti 
d. Ens = Ens ׫ { NNi} 
e. Compute ε based on Step 1 
f. if  ε≤ ε’  then i = i + 1 and  ε = ε’, otherwise  Ens = Ens - { NNi} 
g. trials = trials +1 
} 
3. Ensemble decision is made in simple average way 
 
CHAPTER 2. EXISTING ENSEMBLE METHODS 24
 
Figure 2.4 shows pseudocode and graphical presentation of the RSM algorithm. RSM 
has a similarity with bagging; independently creating a training set for a network. But 
instead of sampling training patterns for bagging (Fig. 2.1), RSM samples inputs of a 
problem (Fig. 2.4). As with bagging, parallel training of networks in RSM is possible due 
to independent input subset creation. RSM differs from other approaches in that it 
continues to maintain tagging with the original input for each input of a particular 
network because input sets are different for different networks. With this difficulty, 
however, there is a special benefit; RMS is usable in case of missing features 
(DePasquale & Polikar, 2007; Polikar, 2007). In implementation time, if one or more 
features have no value, the NNE utilizing networks without these feature(s) may give 
acceptable results.  
 
(a) Pseudocode 
 
(b) Graphical representation 
Figure 2.4: The RSM algorithm. 
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1. Let M be the number of networks to be trained for an ensemble  
  Take original training set T= {(x(1), d(1)),…, (x(N), d(N))} with class label },.....,2,1{)( kKnd   
  and feature set },.....,2,1{ fF   
2.  for i=1 to M { 
a. Make a feature subset, Fi by sampling |F| features uniformly at random with replacement from F 
b. Train network NNi by T  with feature set Fi 
} 
3. Ensemble decision is made in simple average way 
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2.1.4 Altering Class Label  
Training sets modifying class labels of a fraction of examples may influence networks 
to promote diversity. This type of ensemble method was introduced by Bremin (2000) 
and is called output flipping. Output flipping changes the class label of some examples in 
 
(a) Pseudocode 
 
(b) Graphical representation 
Figure 2.5: The class label switching algorithm. 
∑
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1. Let M be the number of networks to be trained for an ensemble  
  Take original training set T= {(x(1), d(1)),…, (x(N), d(N))} with class label },.....,2,1{)( kKnd   
  Take SFraction -factor that determines number of pattern to alter class label  
  Number of patters to switch the class label, S =SFraction*N 
2.  for i=1 to M { 
a. Make a training set, Ti = T  
b. Randomly select S examples in Ti and assign different class label randomly 
c. Train network NNi by Ti 
} 
3. Ensemble decision is made in simple average way 
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such a way that on average the created training set maintains the class proportion of the 
original training set. The major problem of output flipping is that it does not perform well 
for problems with an imbalanced distribution of classes (Martínez-Muñoz & Suárez, 
2005). To overcome this problem, Martínez-Muñoz & Suárez (2005) proposed a different 
altering technique named class switching. To prepare a training set for a network, class 
switching randomly selects some training examples and the original class definition of 
each example is randomly switched to a different one. This study is concerned with the 
class switching technique because it is appropriate for any data set and computationally 
less expensive. It is also worth mentioning that the class label should change for a small 
fraction of examples; therefore, a majority of examples remain with the correct class label. 
Figure 2.5 shows pseudocode and graphical presentation of the class switching algorithm. 
  
2.1.5 Output Variability  
Output variability is also an element to promote diversity in an ensemble. For output 
variability, smearing (Bremin, 2000) changes desired outputs of a pattern independently 
based on class proportion and Gaussian noise. For K-class data, a standard deviation 
measure (sd) is computed for each class. If pk is the proportion of the patterns in class k, 
then define 
.)1( 2  kkk ppsd                          (2.1) 
The new desired output for the k-th class for the n-th training pattern for a network is 
given by 
kkkk sdnzndnd )()()(
'    k=1,...,K   n=1,...,N       (2.2) 
Where zk(n) is the random number from Gaussian distribution with a mean zero and a 
variance of one. Figure 2.6 shows the smearing algorithm.  
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2.1.6 Error Modification of Individual Network  
In the learning of a network, weights are updated to minimize a defined error function. 
Error modification of an individual network may encourage a network to produce 
different hypothesis than others. Unlike creating different training sets for different 
networks explicitly, error modification may encourage different networks towards 
 
(a) Pseudocode 
 
(b) Graphical representation 
Figure 2.6: The smearing algorithm. 
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1. Let M be the number of networks to be trained for an ensemble 
  Take original training set T= {(x(1), d(1)),…, (x(N), d(N))} with class label },.....,2,1{)( kKnd   
  Compute standard deviation measure (sdk) is each class based on Eq. (2.1) 
2.  for i=1 to M { 
a. Make a training set, Ti = T  
b. Change the desired output of Ti based on Eq. (2.2)  
c. Train network NNi by Ti 
} 
3. Ensemble decision is made in simple average way 
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different directions implicitly. Based on this approach, negative correlation learning 
(NCL) is shown as an effective NNE method in which all the networks are trained 
simultaneously with the original training set. 
NCL introduces a penalty term in the back-propagation (BP) error function 
(Rumelhart et al., 1986) of a network to establish training time interaction among 
networks in the ensemble. According to (Liu & Yao, 1999a; Brown et al., 2005), the error 
of the i-th network in the ensemble for the n-th training pattern is  
)())()((
2
1)( 2 npnfndne iii  .         (2.3) 
Where fi(n) is the output of the i-th component network of the ensemble and d(n) is the 
desired output for n-th training pattern. The first term of Eq. (2.3) is the mean squared 
error for a particular pattern n, which the BP learning algorithm generally minimizes 
during training a network. The second term pi is known as the correlation penalty 
function. The parameter  is used to adjust the strength of the penalty function and its 
value is chosen between 0 and 1. The penalty function pi is defined by the following 
equation 



ij
jii nfnfnfnfnp ))()(())()(()( ,        (2.4) 
where f(n) is the output of the ensemble on the n-th training pattern. According to Eq. 
(2.4) a network needs to communicate with others that is represented bidirectional dotted 
line in Fig. 2.7(b). 
The ensemble output is generally obtained by averaging the outputs of its all 
component networks. If ensemble consists with M component networks, the ensemble 
output f(n) calculation is as follows:   



M
i
i nfM
nf
1
)(1)(            (2.5) 
The purpose of minimizing pi is to penalize positive correlation among component 
networks. In other words, pi encourages component networks to learn different parts or 
aspects of the training data, so that the ensemble can learn the whole training data better. 
Since NCL provides training time interaction among networks, it can produce negatively 
correlated networks for the ensemble with the same original training data.  
To modify the connection weights of networks, similar to the BP algorithm (Haykin, 
1999), NCL (Liu & Yao 1999a, 1999b) requires the partial derivative of the error function 
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with respect to the output of networks.  
 
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)()()(
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

          (2.6)   
 
For the partial derivative, pi(n) may reform as  
2))()(())()((*))()(()( nfnfnfnfnfnfnp iiii 
 
and then  
 
 
 
(a) Pseudocode 
 
(b) Graphical representation 
Figure 2.7: The NCL algorithm. 
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considering equal outputs for all the networks and putting the value of f(n) the derivative 
becomes  
 
 
 
So, the solution of Eq. (2.6) is (Islam et al., 2003; Brown et al. 2005) 
  )11))(()((2)()(
)(
)(
M
nfnfnfnd
nf
ne
ii
i
i 
         (2.7) 
Therefore, at the time of weight update, the portion )11))(()((2
M
nfnf i    is added 
with the classical BP algorithm.  
Finally, NCL trains networks pattern by pattern basis, and for Eq. (2.7) ensemble 
output is prepared for each and every pattern. Furthermore, though all the networks are 
trained simultaneously, the number of networks in the ensemble needs to be predefined. 
 
2.2 Experimental Studies  
The goal of any ensemble method is to achieve better generalization ability while 
managing proper diversity among component networks. The ensemble methods have 
been explained in the previous section followed different methodologies to create diverse 
networks. This section experimentally investigates their effectiveness on a suite of 30 
benchmark classification problems. These are Australian Credit Card (ACC), Breast 
Cancer Wisconsin (BCW), BUPA Liver Disorders (BLD), Balance (BLN), Car (CAR), 
Diabetes (DBT), Ecoli (ECL), German Credit Card (GCC), Heart Disease Cleveland 
(HDC), Hepatitis (HPT), Horse Colic (HRC), House Vote (HSV), Hypothyroid (HTR), 
Ionosphere (INS), Iris Plants (IRP), King+Rook vs King+Pawn (KRP), Lymphography 
(LMP), Lungcancer (LNG), Page Blocks (PGB), Promoters (PRM), Postoperative (PST), 
Soybean (SBN), Segmentation (SGM), Sonar (SNR), Splice Junction (SPL), Satellite 
(STL), Vowel (VWL), Wine (WIN), Waveform (WVF) and Zoo (ZOO) problems. The 
description of these problems is available in Chapter 1.  
This section gives experimental analyses of the methods on three selected problems. 
Classification error rate and diversity is measured in both training and testing sets for 
analysis. Also overlap rate and uncover rate are measured for better understanding. The 

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explanation of the measures is available in Chapter 1. Finally, an analytical comparison 
among the ensemble methods is given on the basis of achieved testing error rate (TER) 
over the 30 benchmark problems.  
An NNE method without data sampling, called simple NNE (sNNE), is also considered 
here for better realization of the data sampling based methods. In sNNE, only initial 
random weight sets are different for different networks and all the networks are trained 
with the same original training set. Previous study revealed that in some cases sNNE also 
gives results comparable to data sampling based methods (Opitz & Maclin, 1999). By 
default; a data sampling based method also randomly initializes weights of a network 
which makes for variation in weight sets in different networks. Considering sNNE as a 
base line, data sampling based methods are compared to observe the effectiveness of 
those methods. 
 
2.2.1 Experimental Analyses  
Diverse networks creation is considered the way to achieve better generalization in any 
NNE method because identical networks act as a single network. However, if networks 
are highly diverse then decisions from them might be problematic. That is reported in 
several studies as the trade-off between generalization and diversity (Chandra et al., 2006; 
Islam et al., 2003). Considering both generalization and diversity it is important to 
identify when and under which condition(s) diversity improves NNE performance. In 
general a proposed NNE method that achieves a certain TER can be compared to other 
NNE methods only on the basis of TER. The relation between diversity and TER is 
generally absent in the existing proposed methods as well as in empirical studies. In this 
section presents extensive observations on some selected problems to identify the relation 
between TER and diversity while also considering overlap and uncover. 
Three problems Australian Card, Ionosphere, and Soybean are selected for analysis. 
These problems were selected because they contain different types of features. For 
example, Australian Card contains both continuous and discrete features, Ionosphere 
contains only continuous features, and Soybean contains only discrete features. Every 
individual method is tested under different conditions and settings for the analysis.  
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2.2.1.1 Run Time Performance on Training and Testing Set  
This section presents run time training error, training set classification error rate, 
training set diversity, testing set classification error rate, i.e., TER, and testing set 
diversity for a sample run of each NNE method on Australian Card problem. The training 
error (TrnErr) is the average training set error over all the networks in the NNE. It is 
calculated according to following equation.  
  ,)()(
2
11
1 1
2
 

M
i
N
n
i nfndMN
TrnErr           (2.8) 
where M and N indicates total networks in the NNE and total training patterns, 
respectively. For the sample run, two-thirds of available examples are used for training 
and remaining one-third are reserved in testing set.   
Figure 2.8 is for sNNE, bagging, RSM, class switching, smearing when networks are 
trained simultaneously. Figure 2.9 presents sequential training of networks in Adaboost 
and DECORATE; they do not support simultaneous style training. In the figure, the 
X-axis designates when training of the network started. A network is trained for 50 fixed 
epochs and between two network marks performance is measured for NNE with the 
network which was under training. For simplicity, there was no network selection scheme 
in DECORATE and training of 10 networks is presented. 
From Figs. 2.8 and 2.9 it is observed that the training error and classification error 
rate for the training set decline with iteration because networks are adapted on the 
training set. However, classification error rate for the testing set (i.e., TER) did not 
decline with training error throughout the training process. Also after a certain period, 
TER seemed to increase though training error declined further. This indicates that based 
on training set performance stopping training to achieve TER is hard. This might be the 
reason for using a fixed number of training epochs (the number is selected on several trial 
runs) for different networks in the existing NNE methods. 
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For sequential style training (Fig. 2.9) the spike at the network addition point is 
logical because a network initialized with random weights generally shows poor 
      
(a) sNNE 
 
      
  (b) Bagging 
 
     (c) RSM 
 
     
  (d) Class switching 
   
 (e) Smearing 
 
   (f) NCL 
 
Figure 2.8: Run time performance on Australian Card problem for simultaneous style training. 
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performance and due to its presence NNE performance might be poor. In the figure, 
diversity is started when the second network is added to the first one to build an ensemble. 
Training set classification error rate is reduced with a new network for AdaBoost (Fig. 
2.9(a)) because it encourages subsequent networks to work on the space where previous 
networks’ performance was poor. But TER did not decline in the same manner because 
the testing set is unseen by any network. For DECORATE (Fig. 2.9(b)), both training and 
testing set classification error rate is found almost invariant with respect to additional 
networks. This indicates that network selection in DECORATE is important to build NNE 
with appropriate networks to get better performance. 
 
 
(a) AdaBoost
 
(b) DECORATE 
Figure 2.9: Run time performance on Australian Card problem for sequential style training. 
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2.2.1.2 Effect of Built-in Parameter Values  
Among the ensemble methods, DECORATE, class switching and NCL have 
additional built-in parameters that need to be defined. Performance of a method may vary 
depending on its parameter values, and better TER may be achieved at a certain range or 
point. This subsection investigates the effect of these parameter values that will guide to 
selecting the parameter values for better TER. For DECORATE, the value RSize (the ratio 
of artificial generated pattern set with original training set) was varied from 0.1 to 1.0, 
SFraction (the rate of class label changing) in class switching was varied from 0.1 to 0.5 and 
λ (the strength of correlation penalty) value of NCL was varied from 0.1 to 1.0.  Figures 
2.10-2.12 present results for DECORATE, class switching and NCL over five 10-fold 
cross validation runs. For NNE construction 10 networks were trained in class switching 
and NCL. In DECORATE, 20 networks (i.e., Imax) were trained to select a maximum of 
10 for an NNE. In an NNE each network was trained for 50 epochs.  
 
  
 
Figure 2.10: Effect of RSize on TER, diversity, rate of overlap and rate of uncover in 
DECORATE. 
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The parameter RSize in DECORATE controls the size of the diversity set i.e., the 
number of artificially generated patterns. To use a diversity set in training a network, each 
generated pattern had a class label inversely proportional to the existing NNE. Therefore, 
in Fig. 2.10, the effects of RSize are more visible for Australian Card and Ionosphere 
(those are two-classed problems) than for Soybean problem that have 19 classes. A larger 
RSize value encouraged different networks to produce different hypothesis using a large 
number of artificially generated patterns in the training of each network. Therefore, 
overlap and uncover declined with respect to RSize for all three problems, as is seen in Fig. 
2.10. For the Australian Card and Ionosphere problems diversity also increased greatly 
with respect to RSize. Minimal TER is shown when uncover reached a minimum level with 
a certain overlap. For the Ionosphere problem the lowest TER (i.e., 0.0983) occurs at 
RSize=0.75 when uncover was also at a lower level. On the other hand, minimum TERs 
for Australian Card and Soybean problems occur when RSize equals 0.75 and 0.5, 
  
  
 
Figure 2.11: Effect of SFraction on TER, diversity, rate of overlap and rate of uncover in Class 
Switching. 
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respectively. At a glance, RSize=>0.5 might be a good choice to achieve better TER. 
In class switching (Fig. 2.11), overlap and uncover declined and diversity increased 
with respect to SFraction. However, TER increased rapidly after a certain SFraction value in 
the Australian Card and Ionosphere problems. For a large SFraction value, alternation of 
class definition is done on a large number of examples in the training sets of networks 
and therefore a worse TER is expected. A value of SFraction between 0.1 and 0.3 is shown 
effective for better TER. For the Australian Card problem the minimum TER of 0.1557 is 
achieved at SFraction=0.2.  
The value of the built-in parameter of NCL (i.e., λ) has the ability to influence NNE 
performance. According to Fig. 2.12, when λ increased NCL encouraged different 
networks to different directions and increased diversity. However, the functionalities of 
the networks were completely different (i.e., no overlap) for values of λ greater than 0.75, 
and TER for the combined networks is shown very high at that time. For the Soybean 
problem, λ values above 0.5 also are shown to increase uncover and showed higher 
  
  
  
Figure 2.12: Effect of λ on TER, diversity, rate of overlap and rate of uncover in NCL. 
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diversity as well as TER. The value of λ between 0.25 and 0.75 is shown effective for 
better TER. As an example, the lowest TER for Soybean is shown at λ=0.5 and the value 
is 0.0591.   
 
2.2.1.3 Observation Varying NNE Size 
In an NNE, component networks solve a given problem individually and combine their 
decisions for NNE’s decision. Therefore, it is important to select the appropriate number of 
networks to solve a given task properly. For a simple or small sized problem NNE performance 
might not improve by increasing the number of networks. On the other hand, for a large and/or 
complex problem a larger number of networks might be essential. Generally a fixed number of 
networks are trained for a given task; the number is selected based on several trails and tests. 
According to a previous study, 10 to 20 networks are shown as the standard ensemble size. 
However, every individual method might have some built in constraint that would improve TER 
depending on the number of networks. This section discusses how individual methods maintain 
overall performance with respect to NNE size. 
Figures 2.13-2.15 show the effect of network variation in ensembles for various 
methods over five 10-fold cross validation runs. For proper comparison each network in 
the NNE was trained for 50 epochs. The RSize in DECORATE was set at 0.5, SFraction in 
class switching was set at 0.3 and λ was set at 0.5 for NCL. The number of networks in 
the ensembles was varied from 3 to 30; in DECORATE the trial number of networks was 
defined as double the desired NNE size i.e., 6 to 60 networks. 
In NNE size variation, sNNE is found most invariant with respect to any data 
sampling based NNE method for all three problems. Each network was trained 
independently with the full original training set in sNNE and only the initial random 
weight sets were different for different networks. Since hypothesis of a network is learned 
from its training data, functionality of networks were overlapped and failed to reduce 
uncover space though the number of networks was increased in sNNE. As a result sNNE 
shows the least diversity and invariant TER for any problem.   
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AdaBoost encouraged subsequent networks to work on previous unsolved space and 
therefore reduced overlap and uncover with additional networks. Class switching also 
showed large variations in some cases. Bagging, RSM, smearing and NCL show less 
variation with respect to NNE size. In these methods overlap and uncover declined 
slightly with networks addition and hence improved diversity slightly.  
 
  
  
Figure 2.13: Effect of NNE size on TER, diversity, rate of overlap and rate of uncover for 
Australian Card problem. 
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DECORATE shows an exceptional phenomena; that reduction of diversity with NNE 
size. For a network, class label of each artificial training pattern in the diversity set was 
defined inversely after getting the class probability of the existing NNE for the pattern. In 
the case of a second network, patterns of the diversity set contained class definitions 
opposite to those of the first network. DECORATE showed higher diversity when a 
second network was selected for ensemble. Therefore, for the Australian Card and 
  
  
Figure 2.14: Effect NNE size on TER, diversity, rate of overlap and rate of uncover for 
Ionosphere problem. 
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Ionosphere problems DECORATE achieved high diversity with minimal networks 
showing low overlap and uncover for a small number (less than 20) trial networks. 
DECORATE also built the final NNE with a few networks from a relatively large number 
of trial networks. For the Australian Card problem it built an ensemble with on average 
10.64 networks from 60 trial networks. After training, a network is considered for final 
NNE so that the classification ability of the ensemble does not degrade. A network might 
show different hypothesis with respect to its current NNE due to the diversity set used in 
training. However, combining it to the NNE might not reduce the classification error. 
Therefore, because of this characteristic of DECORATE selected networks are few in 
number. 
According to Fig. 2.15, for the Soybean problem in NCL overlap and uncover 
declined rapidly. Therefore, TER was almost invariant though diversity increased rapidly. 
Increasing the number of networks in an NNE, to get lower TER is possible when 
additional networks reduce uncover and maintain overlap at a certain level. For the 
Australian Card problem (Fig. 2.13), class switching is seen to achieve the lowest overlap 
and uncover among the tested methods. For the same problem, class switching shows the 
highest TER at the beginning, but it shows the lowest TER at 15 networks and after that 
TER again increases though overlap and uncover decline. Similarly, for the Ionosphere 
problem DECORATE shows the lowest TER and highest diversity for any NNE size 
since it achieved the lowest uncover while maintaining overlap at a certain level. 
According to Figs. 2.13-2.15, TER improved (i.e., was lower) for any ensemble method 
up to 20 networks. After that there was no general improvement. 
 
2.2.1.4 Observation Varying Training Epochs  
The number of training epochs is an important parameter for a neural network to 
generate a proper hypothesis for the classification task, and therefore, performance of an 
NNE may vary due to an individual network’s training variation. A network may fail to 
learn the data set properly for fewer training epochs. On the other hand for an 
unnecessarily large number of training epochs, a network may learn irrelevant 
information along with the relevant, which might give a better training set result but 
perform badly on unseen data (i.e., worse generalization). In general, each and every 
network in an NNE is trained for a fixed number of training epochs. For simplicity, the 
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number is selected based on several trail and tests. This section gives examples how 
training of an individual network affects performance of an NNE. 
Figures 2.16-2.18 show the average results due to variation of training epochs per 
network for various methods over five 10-fold cross validation runs when NNE size was 
fixed at ten networks. The number of epochs per network was varied from 5 to 250. For 
simplicity, RSize in DECORATE was set at 0.5, SFraction in class switching was set at 0.3 
and λ was set at 0.5 for NCL. At a glance, all the methods show unstable performance for 
  
  
Figure 2.15: Effect of NNE size on TER, diversity, rate of overlap and rate of uncover for 
Soybean problem. 
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a smaller number of epochs (for example less than 50), and performance also changed 
within 50 to 100 epochs in some cases, and beyond 100 epochs NNE shows stable 
performance for almost all cases.  
According to Figs. 2.16-2.18, individual methods show problem dependent 
characteristics; however, the relation between TER, diversity, overlap and uncover is 
almost the same as NNE size variation, as explained in the previous section. Due to the 
 
  
  
Figure 2.16: Effect of training epochs per network on TER, diversity, rate of overlap and rate of 
uncover for Australian Card problem. 
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heterogeneous properties of data sets it is reasonable to perform individual characteristics 
during training. For the Australian Card problem all the NNE methods, except 
DECORATE, improve diversity more or less with respect to training epochs. In the case 
of DECORATE initially diversity increased and then declined for the same Australian 
Card problem. For the Ionosphere and Soybean problems DECORATE also showed 
unique characteristics with respect to the others. Last of all, TER is shown higher at the 
beginning in general and gets better around 50 to 100 iterations for most of the cases. 
 
  
  
Figure 2.17: Effect of training epochs per network on TER, diversity, rate of overlap and rate 
of uncover for Ionosphere problem. 
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2.2.2 Experimental Results and Comparison 
This section presents a comparison of the NNE methods based on achieved TER for 
all the problems selected for this study. As discussed in a previous section, better (i.e., 
lower) TER is achieved through diversity by an NNE method when it is able to maintain 
lower uncover with a certain overlap. But, there is no specific way to reach such a point 
 
  
  
Figure 2.18: Effect of training epochs per network on TER, diversity, rate of overlap and rate of 
uncover for Soybean problem. 
 
0.05
0.21
0.37
0 50 100 150 200 250
sNNE Bagging
AdaBoost DECORATE
RSM Switching
Smearing NCL
0
0.22
0.44
0 50 100 150 200 250
0.1
0.5
0.9
0 50 100 150 200 250
0
0.12
0.24
0 50 100 150 200 250
Epochs / Network
TE
R
 
D
iv
er
si
ty
 
 R
at
e 
of
 o
ve
rla
p 
 R
at
e 
of
 u
nc
ov
er
 
Epochs / Network 
Epochs / Network Epochs / Network 
 
CHAPTER 2. EXISTING ENSEMBLE METHODS 46
 
in any NNE method. However, for better TER the previous section gave an overview on 
selecting parameter values for individual methods such as the number of networks for an 
NNE, and training epochs of each network. For ensemble construction 20 networks were 
trained, except for DECORATE. To be comparable to other methods, the maximum 
number of networks per NNE in DECORATE was defined as 20 and maximum trial 
networks were 30.  
The number of training epochs per network is seen as a component leading to better 
TER (Figs. 2.16-2.18) and the number is different for different problems as well as NNE 
methods. Therefore, an ensemble method was tested for a problem using three different 
training epochs per network; 50, 75 and 100. For a specific problem the best TER among 
the three individual runs was used to compare with TERs of other ensemble methods. The 
built-in parameters of DECORATE, class switching and NCL are also found to have an 
important effect on TER as seen in Section 4.2. The proper parameter values for better 
TER were found to be problem dependent (Figs. 2.10-2.12). To minimize the effect of 
these parameters on a problem, DECORATE was tested with RSize values 0.5, 0.75 and 1; 
class switching was tested for SFraction equal to 0.1, 0.2 and 0.3; NCL was tested with λ 
values 0.25, 0.5 and 0.75. Thus, for a particular problem, the best result for NCL among 
the nine individual runs (i.e., for each λ value three runs with fixed training epochs per 
network 50, 75 and 100) was used to compare with the other methods.  
Table 2.1(A) shows the average TERs over five standard 10-fold cross-validation (i.e., 
5*10=50) runs. An NNE method with built-in parameter (i.e., DECORATE, class 
switching and NCL) has the best TER for a problem among nine individual runs (varying 
fixed training epochs per network for different parameter values) as described earlier. For 
NNE without a built-in parameter, the TER is the best one for different fixed training 
epochs per network (i.e., 50, 75 and 100).  For each problem, the best TER among the 
eight methods is shown in bold-face type. Considering sNNE as a base line, pair two 
tailed t-test was conducted between sNNE and other NNEs individually to determine the 
significance in the variation of results for each problem. If TER of an NNE method is 
found significantly better than sNNE by t-test, it is marked with a plus (+) sign with TER. 
On the other hand, a minus (-) sign indicates TER of an NNE method is significantly 
worse than sNNE for a particular problem. A single plus/minus means the TER difference 
is statistically significant with 95% confidence interval and a double plus/minus is for 
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99% confidence interval. Table 2.1(B) shows a pair wise Win/Draw/Loss summary and 
method Best/Worst summary of the results presented in Table 2.1(A). 
 
Table 2.1(A): TERs comparison over five standard 10-fold cross-validation runs. A plus (or 
minus) sign indicates that TER is found significantly better (or worse) than sNNE by t-test. 
A single and double plus/minus is for 95% and 99% confidence interval, respectively. 
  
Problem  sNNE Bagging AdaBoost DECOR. (Net./NNE) RSM Switching Smearing NCL 
ACC 0.1522 0.1417   0.1568   0.14(8.34) + 0.1461 + 0.1423 + 0.1414   0.1443   
BCW 0.0348 0.0322   0.0322   0.0299(6.40) ++ 0.0296 ++ 0.029 ++ 0.0319 + 0.0313 ++
BLD 0.3429 0.3253 + 0.3217 ++ 0.3453(1.68)   0.3494   0.3612 -- 0.3812 -- 0.3382   
BLN 0.0697 0.0545 ++ 0.0216 ++ 0.0703(1.00)   0.1913 -- 0.0839 -- 0.0942 -- 0.0587 ++
CAR 0.1128 0.0995 ++ 0.0799 ++ 0.1203(2.00)   0.1647 -- 0.118   0.1193   0.1036 ++
DBT 0.2379 0.2321   0.2305   0.2342(1.14)   0.2318   0.2382   0.2366   0.2308 ++
ECL 0.2854 0.2303   0.1745 ++ 0.2666(5.80)   0.2945   0.2927 - 0.306 -- 0.2836   
GCC 0.2462 0.2424   0.2476   0.2652(1.88) -- 0.2414   0.2416   0.2482   0.2402 + 
HDC 0.1633 0.1573   0.1653   0.152(6.78) + 0.152 + 0.1567   0.1567   0.1627   
HPT 0.1547 0.1627   0.172   0.16(1.16)   0.1573   0.1587   0.1547   0.152   
HRC 0.1141 0.11   0.1088   0.1112(6.40)   0.1094   0.1147   0.1135   0.1106   
HSV 0.0489 0.0372 ++ 0.0437 ++ 0.0442(5.68)   0.0428   0.0386 ++ 0.0391 + 0.0396 + 
HTR 0.0531 0.0518 ++ 0.0263 ++ 0.0528(1.02)   0.0559 -- 0.056 -- 0.0558 -- 0.0522 ++
INS 0.1343 0.1297   0.1034 ++ 0.0606(12.9) ++ 0.1429   0.132   0.1806 -- 0.1366   
IRP 0.0267 0.0293   0.028   0.0267(1.00)   0.0293   0.0267   0.0267   0.0267   
KRP 0.076 0.0214 ++ 0.0894   0.0557(9.14) ++ 0.1227 -- 0.1174 -- 0.0756   0.0765   
LMP 0.1486 0.1529   0.1729 - 0.1371(4.74)   0.1486   0.14   0.1586   0.15   
LNG 0.54 0.4267 ++ 0.46   0.4733(15.7)   0.5267   0.4867   0.52   0.5333   
PGB 0.0582 0.0563   0.0499 ++ 0.0577(1.02)   0.0669 - 0.0576   0.0624 -- 0.0589   
PRM 0.068 0.068   0.072   0.066(20.00)   0.068   0.07   0.078   0.068   
PST 0.3111 0.3155   0.3511 -- 0.3133(1.02)   0.2955 ++ 0.3155   0.32   0.2889 ++
SBN 0.0541 0.0517   0.0535   0.0559(10.5) - 0.0562   0.0556   0.057   0.0544   
SGM 0.07 0.0648   0.0432 ++ 0.0761(3.14) - 0.0681   0.0724 - 0.0765 -- 0.0677 ++
SNR 0.195 0.194   0.181   0.166(7.58) ++ 0.20   0.201   0.209   0.195   
SPL 0.1419 0.1556 -- 0.1529 -- 0.1823(2.36) -- 0.0873 ++ 0.1527 -- 0.1725 -- 0.1409   
STL 0.144 0.1379   0.1358   0.1525(2.98) -- 0.1435   0.1419   0.1556 -- 0.145   
VWL 0.2759 0.2743   0.258 ++ 0.2899(9.46) - 0.2992 -- 0.2915 -- 0.2957 -- 0.2525 ++
WIN 0.0118 0.0141   0.0353   0.0153(1.84)   0.0129   0.0165 - 0.0212 - 0.0118   
WVF 0.1327 0.1297 + 0.132   0.1308(4.18)   0.1352   0.1339   0.1345   0.1312   
ZOO 0.11 0.08 ++ 0.042 ++ 0.072(13.00) ++ 0.118 - 0.094   0.12 - 0.102   
Average TER 0.1505 0.1393  0.1380 0.1441   0.1562 0.1512  0.1581  0.1462
Best/Worst 2/3 5/1  11/6  7/2  2/7  2/3  1/9  6/0 
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Table 2.1 (B): A pair wise Win/Draw/Loss summary of the results presented in Table 2.1 (A) 
 
NNE Method sNNE Bagging AdaBoost DECORATE RSM Switching Smearing NCL 
sNNE - 23/1/6 19/0/11 17/1/12 12/2/16 11/1/18 8/2/20 20/4/6 
Bagging - 16/1/13 11/0/19 10/2/18 7/1/22 5/0/25 10/1/19 
AdaBoost - 13/0/17 11/0/19 12/0/18 10/0/20 15/0/15 
DECORATE - 11/1/18 10/1/19 5/1/24 16/1/13 
RSM  - 17/0/13 12/0/18 22/1/7 
Switching  - 6/2/22 19/1/10 
Smearing  - 24/1/5 
 
According to Table 2.1, among the data sampling based ensemble methods none is 
able to achieve better TER with respect to sNNE and other data sampling based methods 
for all the problems. However, on the basis of average TER for all the problems, bagging, 
AdaBoost, DECORATE and NCL are better than sNNE. On the other hand, sNNE 
outperformed RSM, class switching and smearing. Among 30 problems, sNNE achieved 
the best TERs jointly with others for only two problems. On the other hand, bagging, 
AdaBoost, DECORATE, RSM, class switching, smearing and NCL have the best TERs 
for 5, 11, 7, 2, 2, 1 and 6 problems, respectively. At a glance bagging and AdaBoost 
appear better than other methods for achieving lower average TERs. With respect to 
sNNE, bagging and AdaBoost outperformed in 23 and 19 problems, respectively. Among 
these problems the results are found significant by t-test for 9 and 11 problems, 
respectively.   
Bootstrap based data sampling (i.e., bagging or AdaBoost) creates different training 
sets for different networks from the original available examples. The problems where 
bagging or AdaBoost performed better generally contain sufficient training examples 
such as, Car, Diabetes, and Segmentation. Between bagging and AdaBoost, bagging 
seems better than AdaBoost when each of them is compared with other methods on the 
basis of pair wise Win/Draw/Loss.  The reason behind the better performance of bagging 
over AdaBoost is that bagging considers all the available examples within the original 
distribution for creating the training set for a network and maintained a large number of 
examples as common for all the networks to maintain overlap at a level. On the other 
hand, AdaBoost is shown the best NNE method on the basis of TER averaged over the 30 
problems. AdaBoost is shown very good with respect to any other method, including 
bagging, for several problems such as Balance, Car, Hypothyroid, Segmentation and Zoo. 
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The good results for these problems lead to the lowest average TER (i.e., 0.1380). 
However, some cases AdaBoost is very bad such as Australian Card, Heart Disease, 
Hepatitis, Lymphography and Postoperative problems. AdaBoost emphasized previously 
misclassified examples to create training sets for subsequent networks. Therefore, in 
general, AdaBoost is found the best for problems with a larger number of examples (e.g., 
Car, Hypothyroid, Satellite) and worse for small sized problems (e.g., Hepatitis, 
Lymphography, Postoperative). For the 30 problem sample, AdaBoost is shown best for 
11 problems and worst for six problems. Comparison between bagging and AdaBoost  
shows that AdaBoost achieved lower TER for 16 problems, bagging is better than 
AdaBoost for 13 problems and for the one remaining problem (i.e., Breast Cancer) both 
the methods achieved equal TER. Despite the good appearance, bagging/AdaBoost gives 
a worse result with respect to other approaches even sNNE for problems with a limited 
number of examples. As an example, for the Hepatitis problem TERs achieved by 
bagging and AdaBoost are 0.1627 and 0.172, receptively, values that are worse than any 
other NNE method.  
DECORATE creates some artificial training examples that are unique for individual 
networks. Due to example creation, it might not suffer from the limitation of examples 
like bootstrap sampling based methods. From Table 2.1 it can be seen that DECORATE is 
shown best suited to the NNE method for problems with a limited number of examples, 
such as Hepatitis, Ionosphere, Lymphography, and Promoters problems. Lymphography 
has 148 training examples and the TER achieved by DECORATE is 0.1371; however 
TERs for sNNE, bagging and AdaBoost are 0.1486, 0.1529, and 0.1729, respectively. 
With respect to sNNE, out of 30 problems DECORATE is better in 17 problems, and 
among these the TERs for seven problems are significantly better.  
Due to the network selection scheme, DECORATE builds ensembles with different 
sizes for different problems. To select a second network for the final ensemble, 
DECORATE trains networks with a diversity set having the opposite class definition of 
the first network. Therefore the second network might show higher diversity than the first 
one and combining it with the first one might degrade NNE performance, rather than 
improve or maintain previous performance (i.e., the condition to add a network in the 
NNE). This might be the reason DECORATE failed to build an ensemble and return a 
single network for several problems. When it built ensembles, DECORATE selected few 
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networks from a large number of trained network. Out of 30 problems only 15 cases it 
built NNEs with more than five networks and only once (i.e., for Promoters) meet the 
desired NNE size. The selection scheme of DECORATE guaranteed to improve the 
ensemble performance from a single network. Therefore, the problems in which 
DECORATE built NNE with a relatively larger number of networks showed a better TER. 
For example, for the Ionosphere problem DECORATE built an ensemble with 12.9 
networks on average and achieved the best TER among the eight methods. The achieved 
TER of DEORATE for this problem was 0.0606; however, TERs were 0.1343, 0.1297 
and 0.1034 for sNNE, bagging and AdaBoost, respectively. 
The RSM algorithm trains different networks in an NNE using a training set with 
different input attributes. It is known that RSM performs relatively better when the 
classification ability is spread over many informative features (Skurichina & Duin, 2001). 
It is also observed that RSM appears better in problems having a moderate number of 
input attributes, such as, Australian Card, German Card , Heart Disease, Sonar and 
Splice Junction (Table 2.1). For Heart Disease and Splice Junction problems, RSM 
achieved the lowest TERs among the tested NNE methods (Table 2.1). Out of 30 
problems RSM is seen to be better than sNNE in 12 problems.  
In the class switching method the desired output definition of the selected training 
examples is changed to train a network. For a particular input set, random switching of 
class labels may define different class definitions into training sets of different networks. 
In a particular training set, it may also show the same class label for training patterns with 
dissimilar input sets. Both of the above features might be harmful for training networks, 
especially for multi-classed problems. This multi-classed property might be the reason for 
a worse performance on Balance, Splice Junction, Satellite and Vowel problems using 
class switching. On the other hand, class switching outperformed sNNE for 11 problems 
in which most of them were two-classed problems. Class switching shows the best TER 
for only two problems. 
Smearing changes desired outputs adding noise to construct different training sets for 
different networks. The problem associate with class switching might arise in smearing 
under certain conditions. And according to Table 2.1, smearing is somewhat similar to 
class switching on the basis of achieved TER. Smearing is better than sNNE only for 
eight problems; the lowest in number with respect to any of the other methods. In 
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addition, it gave the best TER for only one problem (i.e., Iris Plants ) though TERs of 
other methods were also equal or closed to it.  Also it gave the lowest performance in 
pair wise Win/Draw/Loss comparison. 
Besides explicit creation of training sets for different networks, NCL trains all the 
networks in an NNE with the same original training examples. However, NCL 
encourages different networks to produce different hypothesis adding a penalty term into 
the error function of a network. The implicit motivation due to the penalty term is shown 
effective in improving diversity among component networks thereby improving overall 
NNE performance. On the basis of Table 2.1, NCL appears better than sNNE for 20 
problems (in which in 10 cases the TERs were significantly better); this number being 
larger than any of the other methods after bagging. In the case of NNE performance, both 
NCL and bagging show a sort of similarly; problem subsets on which NCL outperformed 
sNNE, bagging were also found to be better. However in problems with a limited number 
of examples, such as Heart Disease, Lymphography, and Postoperative, NCL is better 
than bagging as well as AdaBoost. On the other hand, for problems with a large number 
of training examples bagging or AdaBoost is better than NCL. In pair Win/Draw/Loss 
comparison, both NCL and AdaBoost are very much competitive; NCL outperformed 
AdaBoost in 15 problems and in the remaining 15 problems AdaBoost is better than NCL. 
However, NCL outperformed on only 10 problems when compared with bagging. With 
respect to other methods, only DCECORATE is shown competitive with NCL. At a 
glance, for 30 problems NCL has the best TER for six problems without having the worst 
TER for any problem. 
Based on the above discussion of the competitive performances, one may get a guide 
to selecting one or a few suitable NNE method(s) for a given problem in order to achieve 
the best performance. In a problem with limited examples DECORATE might be consider 
a first priority followed by NCL. For a problem with a sufficient number of examples 
bagging and AdaBoost might be considered first and AdaBoost might show very good 
results for very large problems. In addition, RSM may be considered for problems with a 
sufficient feature set and class switching may be consider for two-classed problem. 
According to our experiments, smearing is not a good choice because better result were 
achieved using other methods. 
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2.3 Motivation to better Ensemble Construction  
After study of the prominent ensemble methods with analytical comparison, several 
interesting points are appeared for better ensemble construction. Firstly, in terms of 
ensemble size and generalization ability an ensemble with selected networks might be 
good with respect to ensemble with all the trained networks. Among the ensemble 
methods DECORATE only uses selection of networks for final ensemble. DECORATE is 
found better than other methods for several problems with less number of networks. This 
indicates selection of networks may give better result though effectiveness of 
DECORATE is also relied on artificial diversity set. DECORATE selected a network 
from several trials that is time consuming. On the other hand, after training several 
networks, off line selection might be easy and effective, and is considered as a goal of 
this study. 
Secondly, it might be interesting to construct a justified ensemble when single 
network does not give suitable result. All the existing ensemble methods trained several 
networks for a problem without considering while the given problem is solvable with 
single network or not. Development of such an adaptive method, which replies single 
network when single network gives satisfactory result and build ensemble when 
necessary, is considered as a goal of this study.   
Thirdly, training time interaction/communication among component networks might 
be interesting to investigate for better ensemble construction. Based on training time 
interaction NCL showed competitive performance with other methods in term of 
ensemble generalization ability (i.e., TER). Such an interaction in other ensemble 
methods might improve diversity and therefore achieve better (i.e., lower) TER. However, 
the interaction style of NCL is bound for simultaneous training requiring all the networks 
active throughout the training process and is not suitable to apply into other methods. 
Also NCL itself suffers from high communication cost and competition due to interaction 
among component networks throughout the training process. So, an alternative interaction 
scheme with less communication cost and with ability to implement into other ensemble 
methods is considered as a motivation of this study.  
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In a neural network ensemble (NNE), component networks solve the desired 
problem independently and combine their outputs for ensemble’s output. Therefore, it is 
important to construct an ensemble with appropriate networks to solve a given task 
properly. In general, an NNE method produces several diverse networks so that failure 
of one may compensate by others and show better performance.  
Considerable techniques have been investigated for constructing diverse networks, 
and among them data sampling i.e., networks training using different data, is shown to 
maintain more diversity than other approaches (Opitz & Maclin, 1999; Brown et al., 
2005). On the other hand, simple NNE (sNNE), where only initial weight sets are 
different for different networks, is shown the least effective method for diversity 
creation.  
A number of ensemble methods are also available based on data sampling; however, 
none is found that outperforms sNNE for all the problems in term of generalization 
ability (Opitz & Maclin, 1999). In another word, a method is shown better than others 
for a subset of problems. The reason behind might be the remarkable varieties in real 
world problems in different points of view (i.e., complexity, number of examples, 
number of input attributes, output classes, etc.) (Newman et al., 1998) and the technique 
followed by a method fails to maintain proper diversity for all the problems individually. 
Again, existing ensemble methods consider all the produced or trained networks for an 
NNE (without checking that all of them are really important) that might not be effective 
for all the cases. If a particular network perform very badly then compensation of its 
error with others might not be possible and therefore may return a poor ensemble. 
Finally, since individual neural networks are the main building blocks in an ensemble, it 
is important to construct an ensemble with appropriate networks to solve a given task 
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properly.  
To construct an NNE with appropriate networks, ensembles with selected networks 
is investigated in this chapter. The proposed method first creates a pool of diverse 
networks and then selection scheme applies to get appropriate networks from the pool 
those might give better performance. Several data sampling techniques, individually or 
jointly, are investigated to create diverse networks for the pool. Considering network 
selection as an optimization problem a genetic algorithm based selection of networks is 
investigated. Also a simple selection scheme, called forward selection, is proposed that 
is found efficient with respect to GA.  
The remainder of this chapter is organized as follows. Section 3.1 describes the 
conventional ensemble methods to make this chapter self-readable. Section 3.2 
explains ensemble with selected networks in detail. Section 3.3 is for experimental 
studies. Finally, Section 3.4 concludes the chapter with a brief summary. 
 
3.1 The Conventional Methods of NNE Construction  
Diverse networks creation is commonly followed by any ensemble method to 
achieve better performance. Three most popular algorithms that explicitly or implicitly 
use different training data for different networks in an ensemble are bagging (Breiman, 
1996), AdaBoost (Freund & Schapire, 1996) and negative correlation learning (NCL) 
(Liu and Yao, 1999a, 1999b). 
For diversity, the NCL add a penalty term with the backpropagation (BP) error 
function when networks are trained simultaneously. The error, ei(n), of a network i for 
the n-th training pattern in NCL is  
     ,)()()()()()(
2
1)( 2 


ij
jiii nfnfnfnfndnfne      (3.1) 
where fi(n) and d(n) are the actual and desired outputs for the n-th training pattern, 
respectively.  f(n) is the actual output of the ensemble for the n-th training pattern, and 
 is a scaling factor that controls the penalty term. The ensemble output is obtained by 
averaging the outputs of all its component networks.  
Similar to the BP algorithm (Haykin 1999), the NCL algorithm also requires the 
partial derivative of the error function to modify the connection weights of networks. 
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According to (Brown et al., 2005), the partial derivative of ei(n) is  
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Due to the correlation penalty term in the network error function, component 
networks can interact with each other during training and different networks are 
motivated to different direction implicitly. As an outcome, NCL can produce 
negatively correlated networks and promote diversity though all component networks 
are trained simultaneously using the same original training data. For simultaneous 
training the number of networks in the NNE needs to be predefined in NCL. NCL 
considers all the trained networks for final NNE.  
The bagging algorithm explicitly creates different training sets for different 
networks to achieve diversity. It creates a particular training set for a particular 
network by forming bootstrap replicates of the original training set. Given an original 
training set T consisted of m patterns, a new training set T is constructed by drawing m 
patterns uniformly from T and replacing them. Due to random selection from the 
original distribution, each training set contains only about 63.2% unique patterns from 
T (Bauter & Kohavi, 1999) and therefore many patterns appear multiple times while 
others are left. For ensemble decision it follows multiple voting where all the trained 
networks are considered for final ensemble with equal voting strength. 
The training set T for each component network in AdaBoost is chosen from the 
original training set T using bootstrap, like bagging, but with adaptation (Freund & 
Schapire, 1996). Training patterns that were incorrectly classified by previous 
component network(s) are chosen more often for creating a new training set than 
patterns that were correctly classified. AdaBoost thus increases focus on the previously 
misclassified patterns increasing their presence in the training set of coming network(s). 
For ensemble decision from individual networks’ decision it follows weighted voting 
where the weight of a component network depends on its accuracy (Opitz & Maclin, 
1999; Bauter & Kohavi, 1999). Therefore, combination in AdaBoost (Freund & 
Schapire, 1996) seems an implicit network selection; a network has no effect when its 
voting strength is zero. However, in the final NNE all the networks are exist and make 
bulky the NNE. 
With regards to network selection, DECORATE (Melville & Mooney, 2003, 2005) 
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selects networks for final ensemble one after another based on trial and test. 
DECORATE trains a network and checks the performance of ensemble with the 
network, absorb it if performance does not degrade; otherwise, discard it and try with 
another network. It does not reconsider the discarded networks; however, early 
discarded network(s) may suite for current ensemble because ensemble is growing.  
On the other hand, GASEN (Zhou et al., 2002a, 2002b) apply genetic algorithm 
(GA) on a bootstrap sampling based network pool and select some networks for an 
ensemble. It first trains a number of networks on different bootstrap sampling, like 
bagging. Then GASEN assigns random weights to the networks and employ GA to 
evolve the weights so that they can characterize to some extent the fitness of the 
networks in joining the ensemble. Finally it selects the networks whose weight is 
bigger than predefined threshold. The floating coding scheme used in GASEN that 
seems time consuming to evolve. Also there is no explanation for using bootstrap 
sampling for pool creation. Networks training on bootstrap technique might not be 
effective for all the cases. Due to offline selection, networks for the pool may produce 
using any other method or combination of several methods.  
In this study, several methods individually or combining them are considered to 
train networks for the pool. A simple GA with bit string coding scheme is investigated 
for network selection. In contrast to GA, a new selection scheme, called forward 
selection, is proposed here. The coming section explains networks training and 
selection schemes in detail.    
 
3.2 Ensembles with Selected Networks  
There are two vital points for ensemble construction with selected networks: create 
a pool of trained networks and select a subset of networks from the pool so that NNE 
constructing with them performs well. For total N networks in the pool, networks in the 
final NNE might be N or less than N due to selection. The following subsections 
discuss about the pool creation and selection scheme.  
 
3.2.1 Creation of Network Pool 
The aim of creating a network pool is to prepare a set of diverse networks on which 
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selection might be beneficial. Only data sampling based methods are considered here 
since they are good for diversity as well as easy to implement.  
Empirical study reveals that among the data sampling based ensemble methods, 
bagging (Breiman, 1996), AdaBoost (Freund & Schapire, 1996) and NCL (Liu and Yao, 
1999a, 1999b) are the most popular. However, among the three methods no one 
outperformed sNNE or others for all the problems. An ensemble performing better than 
these methods might be interesting. Therefore, bagging, AdaBoost and NCL are 
considered to create the network pool.  
For offline selection, networks may produce by any single method or combining 
several methods. Selection on networks produced by a single method might not 
perform well and does not outperform others due to similar approached followed to 
produce them. On the other hand, when networks are produced by different methods, it 
is hypothesized that proper selection might always outperform sNNE when any 
individual method outperforms sNNE. Also outcome of proper selection will be similar 
or better than the best individual method that is used to create the pool. Therefore, to 
create pool of diverse networks, bagging, AdaBoost and NCL are investigated 
individually as well as combining them. The brief descriptions of these three methods 
are given in the previous section.  
 
3.2.2 Selection of Networks 
The aim of selection scheme is to find a subset of networks in the pool so that 
ensemble constructing them performs better. The best subset may get checking total 2m 
subsets when pool contains m networks. If m=15 total subsets are 215=32768; checking 
such a large number of combinations for the best ensemble is difficult and not time 
efficient. For efficient selection, GA (Goldberg, 1998) is investigated considering 
network selection as an optimization problem. GA works with a population of 
solutions also not so time efficient; therefore, an alternate selection scheme, named 
forward selection, is also investigated. The following subsections give brief 
descriptions of both the selection schemes.  
 
3.2.2.1 Genetic Algorithm (GA) based Selection 
GA is a search or optimization algorithm that works based on the process of natural 
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selection. In an iterative procedure GA deals with a constant-size population of 
individuals. Each individual of the population is a finite string of symbols, known as 
the gene. Every gene encodes a possible solution of the given problem in the 
population or search space. GA begins with a sample set of solutions which then 
evolves toward a set of optimal solutions. Within the population, solutions that are 
poor tend to die out while better solutions mate and propagate their advantageous traits. 
Population size is maintained constant increasing better solutions to fill up the gap of 
removed poor solutions. A little random mutation helps guarantee that a set won't 
stagnate and simply fill up with numerous copies of the same solution. 
The basic operations of GA are simple and straight-forward: reproduction (making 
a copy of a potential solution), crossover (swapping gene values between two potential 
solutions) and mutation (randomly altering the value of a gene). The standard GA 
proceeds as follows: an initial population of individuals is generated at random or 
heuristically. Every evolutionary step, known as a generation, the individuals in the 
current population are decoded and evaluated according to some predefined quality 
criterion, referred to as the fitness, or fitness function. To form a new population (the 
next generation), individuals are selected according to their fitness.  
Figure 3.1 presents the GA based selection of neural networks (NNs) for ensemble 
considering total 15 networks in the pool. In the GA based selection, every individual 
gene indicates an ensemble with several networks. Gene size is considered as the 
number total networks, and every individual bit represents a network. In the initial 
population, some randomly selected bits of each gene are initialized by 1 as 
considering that the corresponding networks are included in an NNE that is represented 
by a particular gene. After several generations, the final ensemble is constructed based 
on the best fitted gene. Fitness function of a gene is calculated based on the 
corresponding networks of the gene. Fitness function may define by the accuracy of 
the NNE with the networks plus diversity among the networks or simply accuracy of 
the ensemble. For NNE decision, simple average combination of networks may be 
considered for simplicity.   
For P population size and total G generations, GA needs to evaluate P*G subsets of 
networks from the pool. If P=20 and G=20, 400 subsets evaluation is much efficient 
than checking of all possible subsets; though, best subset finding is not guaranteed in 
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GA based selection. However, to examine such number of subsets with other GA 
operators is not so time efficient. An alternate selection scheme, the forward selection, 
describes in the following section.  
In the GA based selection the major portion of time is consumed to calculate fitness 
value of a gene from considering responses of the corresponding networks. Use of a 
gene bank gives the facility to overcome the recalculate the fitness value again if the 
similar gene appeared before. Before calculating fitness value of a gene, first it 
searches in the gene bank, retrieve the fitness value if exist; otherwise, calculate the 
fitness value and store in it the gene bank for the later use. This technique makes faster 
the selection scheme. The option of gene bank might not be possible in the technique 
followed by GASEN. Therefore, the use of the gene bank gives an additional benefit of 
the bit string based GA approach over the floating coding scheme followed by 
GASEN. 
 
 
 
Figure 3.1: GA based selection of networks. 
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3.2.2.2 Forward Selection 
An NNE shows better performance when failure of one component network is 
compensated by others. The compensation is easy when the error produce by a network 
is small. For this reason networks in an NNE might be as much as accurate and as 
diverse to achieve better performance. Therefore, selecting the most accurate network 
of the pool and then try to compensate its error with some other networks is logical and 
might reply the appropriate networks for an NNE. This is the theme of forward 
selection scheme.  
In the proposed forward selection, all the networks of the pool are sorted according 
to the classification accuracy of individual networks. The best accurate network selects 
for the NNE by default. To consider other networks for the ensemble, first a network is 
picked up from the sorted list and adds with existing ensemble. If NNE performance 
decreases due to its addition, discard this network and try with others according to 
sorted serial. For m networks the forward selection involves evaluation of m networks 
individually for sorting, plus performance measure of m-1 networks combination. 
 
Figure 3.2: Forward selection of networks.  
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Individual networks evolution is less time consuming; and a less number of networks 
combination checking will make the forward selection faster than GA. Also the 
forward selection is easy and does not have parameters to setup. On the other hand, GA 
needs to setup several parameters such as population size, cross over rate and so on.   
Figure 3.2 shows the forward selection scheme considering pool size as 15 
networks. About selection criteria, one may consider accuracy of NNE with diversity 
among the networks or simply accuracy of ensemble. For NNE decision, simple 
average combination of networks may consider for simplicity.   
 
3.3 Experimental Studies 
This section evaluates the performance of NNEs with selected networks 
empirically. First it gives intensive analyses on some selected problems and then 
compares ensemble with selected networks with conventional methods on a suite of 25 
benchmark classification problems. Selected problems show a considerable difference 
in the number of patterns, input features and classes; therefore, provide a suitable 
experimental test bed. The descriptions of these problems are available in Chapter 1.  
Each network was trained for equal 50 epochs to create pool of NNs. The scaling 
factor () of NCL was chosen between 0.25 and 0.75. In GA based selection, fitness 
function was defined with the training set classification only. The population size was 
considered as 20. Cross over and mutation rate were 1 and 0.2, respectively. After 
several generations when overall fitness value of the population did not improve, NNE 
was constructed based on the best gene. The selected parameter values do not mean 
optimal but considered for simplicity as well as proper observations.  
 
3.3.1 Experimental Analyses 
This section investigates the effect of network selection using both the schemes on 
networks pool created by the several methods. Four problems are selected on the 
analyses; the problems contain varieties in number of available examples, input 
features and output classes. For example, Hypothyroid and Zoo contain both 
continuous and discrete features; Ionosphere and Soybean have only continuous and 
discrete features, respectively. Four methods are considered for pool creation: bagging, 
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AdaBoost, NCL and combining these three methods. In combined case, each of 
bagging, AdaBoost and NCL are trained equal number of networks for the pool, i.e., 
one-third of the total networks.  
In the experiment, one-third of available examples were reserved as testing and 
remaining two-thirds of examples were considered as the training set. The testing set 
that was unseen in training of networks as well as selection process. The training set 
was used to train the networks for the pool and to check the status in selection process 
such as fitness calculation in GA. For each method, testing error rate (TER), diversity, 
selected networks for an NNE and time requirement were measured varying pool size 
from 9 to 90 networks. It is here worth mentionable that the lower TER represents the 
better generalization ability. The diversity indicates how predictions differ among 
component NNs on testing set. For diversity measure plain disagreement measure 
technique was used; the description of the measure is available in Chapter 1. Figs. 
3.3-3.6 represent the summary of measures; presented results are the average of ten 
independent runs.  
Figure 3.3 shows the effect of pool size on TER considering both the selection 
schemes. Bagging, AdaBoost and NCL without selection represent the standard 
methods. Selection on these methods are found problem dependent. For Soybean and 
Zoo problems, bagging and NCL showed better (i.e., lower) TER due to selection; 
however, for Hypothyroid problem TER for both the selection schemes were almost 
same as standard bagging and NCL. NCL showed worse TER than others for 
Ionosphere problem (Fig. 3.3(b)); and although selection improved TER of NCL, still 
remained worse with respect to any other method. Similar observation for other cases 
concludes that selection on a standard method having worst TER normally fails to 
achieve better TER than a standard method having good TER. As an example, 
AdaBoost achieved lowest TERs for Hypothyroid (Fig. 3.3(a)) and Zoo (Fig. 3.3(d)) 
problems and also remained best after selection. Another observation for AdaBoost is 
that for Ionosphere and Soybean problems some cases selection increased TER. 
AdaBoost trained each network on a much different training set following error based 
distribution of original training data; therefore, each network might be took an 
important role in a weighted voting combination. Since, selection schemes did not 
consider weight of a network, performance degradation in some cases is logical when 
 CHAPTER 3. ENSEMBLES WITH SELECTED NEURAL NETWORKS 
63
 
 
selection leave one or few important networks. 
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Appropriate networks for better TER may get easily when pool has a large variety 
of networks; therefore, pool of heterogonous networks is a good choice. When 
selection on standard methods failed to achieve better TER for all the cases, selection 
on the heterogonous pool (created combing bagging, AdaBoost and NCL) is shown 
interesting. For any problem, selection on the pool of heterogonous networks is shown 
to achieve lower TER than TER with all the trained networks. As an example, for 
Hypothyroid problem TERs of NNEs with all the heterogonous networks are 0.0565, 
0.0565, and 0.0566 for pool size 45, 60 and 90 networks, respectively. And TERs of 
NNEs with the selected heterogonous (SelHet) networks using forward selection are 
0.0243, 0.0276, and 0.0227, respectively. For this Hypothyroid problem, about 
conventional methods the best TERs are shown for AdaBoost with forward selection; 
at the pool size 60 and 90 the values are 0.0205 and 0.0212, respectively. It is seen that 
NNE of SelHet by forward selection contains mostly AdaBoost trained networks for 
Hypothyroid and Zoo problems; therefore, TERs is closed to AdaBoost for both the 
problems. For Ionosphere and Soybean problems, heterogonous pool without selection 
is also shown better TER than conventional methods. For Soybean problem at pool size 
90, the TERs of NNE with all the heterogonous networks, SelHet with forward 
selection and SelHet with GA based selection are 0.0665, 0.0635 and 0.0657, 
respectively; the values are the best values for this problem. The reason behind the 
better result of SelHet may understand by the measure of diversity.       
Figure 3.4 shows the diversity of corresponding results presented in Fig. 3.3. From 
the figure it is found that AdaBoost showed best diversity for Hypothyroid and Zoo 
problems. For both the problems AdaBoost achieved the best TERs (Fig. 3.3). 
Diversity of SelHet for the Hypothyroid and Zoo problems are also found competitive 
with AdaBoost; therefore, TERs of these problems were closed to AdaBoost. Diversity 
of heterogeneous networks for Ionosphere and Soybean for any pool size was shown 
better than others, also maintained better with selection. Thus, for Ionosphere and 
Soybean problems SelHet achieved the best TERs for most of the cases as seen in Fig. 
3.3.  
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Figure 3.4: Effect of pool size on diversity 
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Figure 3.5: Effect of pool size on selected networks for final ensemble 
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Figure 3.5 presents the number of networks s elected for the results presented in 
the Figs. 3.3-3.4 for Hypothyroid, Ionosphere, Soybean and Zoo problems. Number of 
selected networks increased with pool size; selection found more networks that meet 
criteria when pool size was large. However, at a particular pool size GA selected on 
average same number of networks for different problems. As an example, for pool size 
60 the selected number of networks for all the four problems was around 20 and for 
pool size 90 the number was 40. The reason behind might be random initialization of 
gene and consideration of all the networks throughout the generations of GA. On the 
other hand, forward selection found to return problem dependent network numbers. 
Some cases of Soybean and Zoo problems it considered more networks than GA. More 
networks for problems having more classes such as Soybean (19 class) and Zoo (7 
class) and less networks for problems having less classes such as Hypothyroid (3 class) 
and Ionosphere (2 class) is logical that was achieved by forward selection. The selected 
networks of forward selection were much less than GA based selection for 
Hypothyroid problem at any pool size. For the Hypothyroid problem in case of 
heterogonous pool, GA showed higher TER than forward selection even taking larger 
number of networks, TER difference also increased when pool size increased. At the 
pool size 90, selected networks by GA and forward selection were 35.7 and 7.9, 
respectively, and corresponding TERs were 0.0544 and 0.0227. These results clearly 
indicate the effectiveness of the proposed forward selection.  
Since forward selection returned larger number of networks with respect to GA in 
some cases, it does not mean that forward selection took more time for those cases. 
Selection time depends on the pool size, not on the selected networks. Figure 3.6 
presents an over view of the average training and selection time for Hypothyroid and 
Soybean problems. Hypothyroid is a large sized problem having 7200 examples; and 
Soybean has a large number of inputs (i.e., 83) and output classes. The required time 
mainly depends on the machine used with some other factors. DELL OPLIPEX 745 
(CPU: Intel Core2 1.8 Ghz and RAM: 2 GB) was used in the experiments. According 
to Fig. 3.6, time to train networks for a pool was much larger than time of any selection 
scheme. Also between the selection schemes forward selection took less time with 
respect to GA for any case. For heterogeneous pool size 90, training time was 133 
seconds; selections times were 75 seconds and 27 seconds for GA and forward 
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selection, respectively. Reason behind the faster operation of forward selection is 
already explained in Section 3.2.2.2. It is here worth mentionable from Fig. 3.6 that for 
same pool size time requirement of a heterogeneous pool creation, combining several 
methods, is same as using any single standard method. A heterogeneous pool creation 
only gathers networks that are trained using different standard training methods. 
Finally, the heterogeneous pool seems to be the most effective for NNE construction 
with selected networks and forward selection is time efficient. 
 
3.3.2 Experimental Results of Ensemble with Selected Heterogeneous 
(SelHet) Networks and Results Comparison  
From the analyses of previous section it is found that selection of networks from 
heterogeneous pool i.e., SelHet is shown to achieve better generalization ability (i.e., 
lower TER). Based on the four selected problems, forward selection seems to be better 
than GA based selection. However, it is necessary to evaluate performance of both the 
selection schemes on a large set of problems. Also it is important to evaluate 
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performance of SelHet on a proper test bed. Therefore, this section first presents the 
experimental results of SelHet for both the selection schemes and then compares with 
the traditional methods. For a conventional method 30 NNs were trained because from 
the previous section it is seen that most of the cases after that number TER did not 
improve. A previous study is also considered around such a number for conventional 
methods (Opitz & Maclin, 1999). The experimental results are presented in the form of 
TER and NNE size. The TER refers to the rate of wrong classifications produced by 
the ensemble on unseen data and its lower value indicates the more generalization 
ability of a method. It is observable that TER may vary due to interchange of training 
and testing set data even size maintain same. Therefore, standard 10-fold cross 
validation was used for result presentation. In cross validation, initially available 
training examples were partitioned into ten equal or nearly equal sets, and by turn one 
set was reserved for testing set while the remaining nine sets were used for training set.  
Table 3.1 shows the average result of the SelHet with different selection schemes 
over five standard 10-fold cross validation (i.e., 5*10=50) runs. The pool size was 30 
networks to make similarity of conventional methods. In the heterogonous pool, each 
of bagging, AdaBoost and NCL produced 10 networks. In the table, the TER of 
heterogonous pool (i.e., NNE with all 30 networks) is presented under the heading of 
‘Before Selection’. NNE output prepared averaging individual networks’ output. 
From Table 3.1 it is found that both the selection schemes improved overall TER. 
Among the problems some cases TER improvement was impressive, such as, Balance, 
Page Blocks, and Zoo problems. For Page Blocks problem before selection TER was 
0.0701, however, due to selection TER were 0.0537 and 0.0493 for GA based selection 
and forward selection, respectively. Between the selection schemes forward selection 
showed better than GA on the basis of average TER of all 25 problems. The average 
TERs for GA and forward selection were 0.1278 and 0.1227, respectively. However, 
some cases GA achieved lower TER, such as, Australian Card and Waveform problems. 
In addition, average selected networks for forward selection was less than GA; selected 
networks are 11.604 and 10.305 for GA and forward selection, respectively. For GA it 
is noticeable that it selected on average equal number of networks for all the problems, 
the reason already explain that GA considered all the networks in every generation. In 
contrast, forward selection found effective for problem dependent NNE size. The 
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problem of GA is the time complexity because it always works with population of 
solutions (here NNEs). Besides this, forward selection is straight forward and easy to 
understand. Therefore, SelHet with forward selection is considered to compare with 
other traditional methods to evaluate effectiveness of NNEs with selected networks. 
Table 3.2 compares TER achieved by SelHet (using forward selection) with 
conventional methods over five standard 10-fold cross validation (i.e., 5*10=50) runs. 
In notable that 30 networks were trained in an ensemble for any problem in a 
Table 3.1: Experimental result of SelHet over five standard 10-fold cross validation runs. 
  
Problem 
Before 
Selection GA based Selection Forward Selection 
TER 
(30 NNs/NNE) TER NNs/NNE TER NNs/NNE
Australian Card 0.1458 0.1423 12.00 0.1469 5.94 
Auto Imports 0.439 0.453 11.98 0.455 5.18 
Breast Cancer 0.0331 0.0342 11.82 0.0313 12.82 
Balance 0.0787 0.0423 11.68 0.0303 15.66 
Car 0.1121 0.0935 11.88 0.0936 15.96 
Diabetes 0.24 0.2342 12.06 0.2339 4.02 
Echocardiogram 0.1246 0.1169 10.92 0.1169 6.46 
Ecoli 0.2757 0.2527 10.86 0.2248 6.78 
German Card 0.242 0.2468 11.80 0.247 14.04 
Hepatitis 0.1613 0.1547 11.80 0.148 9.72 
House Vote 0.0372 0.0396 10.06 0.041 13.38 
Hypothyroid 0.0573 0.049 9.58 0.0262 4.16 
Ionosphere 0.14 0.1257 12.46 0.1206 7.06 
King+Rook  0.0318 0.0229 12.28 0.0224 20.82 
Lymphography 0.16 0.1643 11.32 0.1443 7.94 
Low Resolution 0.1143 0.1121 11.8 0.1075 7.56 
Page Blocks 0.0701 0.0537 10.32 0.0493 6.78 
Soybean 0.0529 0.0553 11.96 0.0559 15.00 
Segmentation 0.0815 0.0701 12.08 0.0639 6.58 
Sonar 0.245 0.229 12.34 0.222 10.76 
Splice Junction  0.1551 0.1563 11.56 0.151 16.84 
Satellite 0.1487 0.1422 12.14 0.1408 8.08 
Wine 0.0153 0.0153 12.08 0.0165 19.56 
Waveform 0.1282 0.1286 12.34 0.1296 7.70 
Zoo 0.09 0.06 10.98 0.048 8.82 
Average  0.1352 0.1278 11.604 0.1227 10.305 
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conventional method; and, for SelHet 30 networks were also trained for the 
heterogeneous pool. Among the conventional methods, bagging, AdaBoost and NCL 
are three popular methods based on data sampling. On the other hand, sNNE without 
data sampling was considered as the base line of NNE construction. Conventional 
methods considers all 30 networks for NNE, and networks in SelHet is problem 
dependent (and less than 30) selecting from the pool of 30 heterogonous networks. In 
the table, among the five methods the best TER for a problem is indicated as bold face 
type. 
The effectiveness of SelHet is appearing clearly from the results presented in Table 
3.2. It is found that the performance of sNNE is the worst compared to other methods, 
and as a single method proposed SelHet is the best. Out of 25 problems, sNNE showed 
the best TER for only one problem (i.e., Auto Imports) and was the worst for 16 
problems. For Auto Imports NCL also achieved same TER of sNNE and the value was 
0.44. The worst result of sNNE is due to its training with same original training data 
for all the NNs where initial random weight set variation was only the element to 
produce diversity. The traditional data sampling based methods bagging, AdaBoost 
and NCL outperformed sNNE for different 19, 18, and 14 problems, respectively. 
Although AdaBoost was the best among the conventional methods based on average 
TER (i.e., 0.1351), it was worse than sNNE for five problems. On the other hand, 
SelHet outperformed sNNE for 24 problems, which was greater in number with respect 
to any conventional method.  
SelHet constructs an NNE selecting networks from a pool in which NNs are trained 
with different data sampling methods. In case of proper selection, hypothetically it is 
guaranteed to outperform sNNE if any conventional method outperforms sNNE. For 
Zoo problem, TERs for sNNE, bagging, AdaBoost and NCL were 0.126, 0.116, 0.038 
and 0.132, respectively, and achieved TER by SelHet was 0.048 that was close to best 
conventional method i.e., AdaBoost. On the other hand, Auto Imports is a small sized 
problem on which performance of both bagging and AdaBoost was worse than sNNE 
and NCL was equal to sNNE. Therefore, worse TER of SelHet than sNNE for this 
problem is acceptable.   
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Table 3.2: Comparison of SelHet with traditional methods over five standard 10-fold cross 
validation runs. The bottom of the table contains summary of the results. 
 
 TERs of Traditional Methods 
SelHet 
(Forward Selection) 
Problem sNNE (30 NNs/NNE) 
Bagging 
(30 NNs/NNE)
AdaBoost 
(30 NNs/NNE)
NCL 
(30 NNs/NNE) TER NNs/NNE
Australian Card 0.151 0.1406 0.1562 0.1516 0.1469 5.94 
Auto Imports 0.44 0.458 0.462 0.44 0.455 5.18 
Breast Cancer 0.0333 0.0322 0.0325 0.0276 0.0313 12.82 
Balance 0.0842 0.079 0.0165 0.0842 0.0303 15.66 
Car 0.1212 0.1158 0.077 0.1207 0.0936 15.96 
Diabetes 0.2416 0.2387 0.2387 0.2416 0.2339 4.02 
Echocardiogram 0.1308 0.1384 0.1169 0.1308 0.1169 6.46 
Ecoli 0.3824 0.2394 0.2497 0.3491 0.2248 6.78 
German Card 0.2502 0.244 0.2488 0.247 0.247 14.04 
Hepatitis 0.1587 0.1533 0.1813 0.1587 0.148 9.72 
House Vote 0.0437 0.0358 0.0428 0.0391 0.041 13.38 
Hypothyroid 0.0592 0.0589 0.0328 0.0585 0.0262 4.16 
Ionosphere 0.1931 0.1383 0.1137 0.1926 0.1206 7.06 
King+Rook 0.1441 0.0237 0.1095 0.1419 0.0224 20.82 
Lymphography 0.1571 0.1629 0.1914 0.1571 0.1443 7.94
Low Resolution 0.1143 0.1207 0.1132 0.1158 0.1075 7.56 
Page Blocks 0.0789 0.0742 0.0597 0.0786 0.0493 6.78 
Soybean 0.0591 0.0573 0.0591 0.0579 0.0559 15.00
Segmentation 0.0913 0.0799 0.0684 0.0912 0.0639 6.58 
Sonar 0.225 0.228 0.225 0.225 0.222 10.76 
Splice Junction 0.1604 0.1591 0.1531 0.1577 0.151 16.84
Satellite 0.1597 0.1528 0.1461 0.1576 0.1408 8.08 
Wine 0.0223 0.0247 0.1141 0.0212 0.0165 19.56 
Waveform 0.132 0.1301 0.13 0.132 0.1296 7.70 
Zoo 0.126 0.116 0.038 0.132 0.048 8.82 
Average  0.1504 0.1361 0.1351 0.1484 0.1227 10.305 
Method Best/Worst 1/16 3/3 5/6 2/4 16/0  
Pair Wise Win/Draw/Loss Summary  
sNNE Bagging AdaBoost NCL SelHet  
sNNE - 19/0/6 18/2/5 14/8/3 24/0/1  
Bagging - 13/1/11 9/0/16 22/0/3  
AdaBoost - 9/1/15 20/1/4  
NCL - 21/1/3  
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SelHet also outperformed the conventional methods those were used to produce 
heterogeneous pool of NNs for it. According to Table 3.2, SelHet was better than 
bagging, AdaBoost and NCL for 22, 20 and 21 problems, respectively. This indicates 
SelHet may build NNE with appropriate NNs. Again, due to selection scheme, 
additional benefit of SelHet was that it replied concise NNE that was smaller than a 
traditional method which trained predefined number of NNs and all the networks were 
considered for the NNE. In some cases, with smaller size, SelHet was shown the best 
TERs. As an example Hypothyroid problem, TER of SelHet was 0.0232 with 4.16 
networks in the NNE, on the other hand, with 30 networks TERs of bagging, AdaBoost 
and NCL were 0.0589, 0.0328 and 0.0585, respectively.  
 
3.4 Summary 
The aim of building an ensemble with several neural networks is to achieve better 
performance for a given problem. Traditional ensemble methods, in general, train a 
predefined number of networks and consider all of them for ensemble. Since individual 
networks are the task handing elements in an ensemble, it is important to construct an 
ensemble with appropriate networks. Therefore, to achieve better performance this 
chapter presented ensembles with selected networks.  
There are two vital points for constructing an ensemble with selected networks: 
creation of a pool of networks and selection of networks. Several different ways for 
pool creation are investigated here and among them a heterogeneous pool, in which 
networks are produced several different methods, is found most effective than pool of 
any individual conventional method. About selection schemes, two methods are 
considered and the proposed forward selection is shown an effective technique with 
several benefits over GA based selection.    
In this study three methods (i.e., bagging, AdaBoost and NCL) are considered for 
heterogeneous pool creation. The selected three methods are popular among the data 
sampling based ensemble methods and easy to implement. Among the three 
conventional methods, no one is shown better for all the problems; a method is shown 
better than simple NNE or others for a subset of problems. In contrast, the proposed 
method i.e., ensemble with selected heterogeneous networks, is found better than other 
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traditional methods with concise ensemble when tested on a large number of 
benchmark problems.  
75 
 
 
 
 
 
A Minimal Ensemble 
Construction Method 4
 
The size of a neural network ensemble (NNE) plays an important role in determining 
the performance for a particular problem. If the size of an ensemble is smaller than 
necessary, the ensemble will be unable to solve problems. On the other hand, if the size 
is larger than necessary, the computational cost for constructing an ensemble will 
increase. Although there has been much work for constructing ensembles, most of the 
works determine an NNE size (i.e., number of networks in the NNE and architecture of 
individual networks) manually and maintain fix during training (Breiman, 1996; 
Dietterich, 2002; Freund & Schapire, 1996; Melville & Mooney, 2003, 2005; Optiz & 
Maclin 1999; Sharkey, 1996; Sharkey & Sharkey, 1997). While manual determination 
of an NNE size might be appropriate for problems where rich prior knowledge and 
experienced experts exist; it often requires trial-and-error process for many real world 
problems when rich prior knowledge and experienced experts do not exist.  
The problems on which neural network (NN) or its ensemble works belong a large 
variety on the basis of complexity, size, input features and output classes. Due to large 
variety, predefined ensemble size for all the problems might not be effective; moreover 
for some problem single network may be sufficient. It is empirically reported that an 
ensemble outperforms single network when the given problem is large and/or complex 
(Opitz & Maclin, 1999). However, most of the conventional NNE construction methods, 
such as bagging (Breiman, 1996) and AdaBoost (Freund & Schapire, 1996) methods, 
always consider several component NNs to construct an NNE for a problem. The 
number of NNs is selected manually (Breiman, 1996; Freund & Schapire, 1996; Opitz 
& Maclin, 1999) without checking whether or not a single network is sufficient for the 
given problem.  
For problem dependent ensemble size, DECORATE (Melville & Mooney, 2003, 
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2005) uses trial and test method to select networks for an NNE. First it trains a network 
with the union of diversity set (i.e., the artificially generated training patterns) and 
original training set. After that, performance of the NNE is checked with the trained. If 
performance degrades by the addition, DECORATE leaves this network and generates a 
new diversity set and trains a new network. The algorithm terminates after a desired 
ensemble size or a specified number of trained networks are reached (Melville & 
Mooney, 2003, 2005). DECORATE trains each individual network on relatively larger 
training data that is the combination of original training data and generated artificial 
data. Also it trains a large number of networks to select several networks for final 
ensemble. Both the factors increase the computational cost much more.  
The ensemble with selected heterogeneous (SelHet) networks, explained in Chapter 
3, also trains predefined number of networks for problem dependent ensemble size. In 
short, SelHet creates a pool of networks using several data sampling techniques and 
then selection scheme is applied to get appropriate networks for an ensemble that might 
give better performance. The cost involves in SelHet in two stages: training of networks 
to create pool and selection of networks. Selection time depends on selection criteria; 
selection scheme such as genetic algorithm may take remarkable time. 
Besides training predefined number of networks, CNNE (Islam et al., 2002a, 2002b, 
2003) builds an ensemble constructively and automatically. CNNE starts with a minimal 
NNE i.e., two networks with single hidden node per NN. With defined criteria, run time 
it adds hidden node in the existing NNs and new network in the NNE. CNNE trains all 
component networks simultaneously with full training set via negative correlation 
learning (NCL). Though it starts with two identical networks; initial random weights are 
only difference between them; both networks will try to form identical functions. 
Another point is that it starts with single hidden node per network for all the problems 
but some problems required more hidden nodes. Therefore, computational cost seems 
high due to full training set for all the networks and small number of initial hidden 
nodes. Moreover, it also considers ensemble for any problem starting with two NNs that 
is not logical because some problems may be solvable with single network.    
No method so far exists that initially tries to handle the problem with a single 
network and then considers about ensemble for better performance. When a single 
network shows acceptable performance for a given problem, ensemble construction for 
this is immaterial. Also for large and/or complex problem, ensemble construction is 
CHAPTER 4. A MINIMAL ENSEMBLE CONSTRUCTION METHOD 77
 
necessary to achieve better performance. Based on this idea, this chapter presents a new 
algorithm called the minimal NNE construction method (MNNEC). It first tries to solve 
the problem with a single network, after that it builds ensemble using additional 
networks when single network fails to give satisfactory result. To construct ensemble 
with appropriate or nearly appropriate architecture, several networks are trained one 
after another in such a manner that sampled training data which are misclassified by 
previous network(s) is used to train the current network. Due to training with previously 
misclassified patterns, full training space is solved independently where individual 
networks are specialized on different portions of training space and showed high 
diversity among them. Finally in order to coordinate the component networks, all the 
NNs in the ensemble are trained simultaneously with full training set. 
The remainder of this chapter is organized as follows. Section 4.1 describes the 
proposed method in detail. Section 4.2 presents experimental studies of this new method. 
Section 4.3 explains benefits of the proposed method. Finally, Section 4.4 concludes the 
chapter with a brief summary. 
 
4.1 The Minimal NNE Construction Method (MNNEC) 
The main aspect of MNNEC is that it first decides whether NNE is required or a 
single NN is sufficient for a given problem. If ensemble is required, then it will 
determine the minimum number of component NNs automatically to solve the problem. 
To determine NNE architecture, it adds networks one by one and a network is trained 
with the previously misclassified patterns to add in the ensemble. The MNNEC consists 
of the following steps: (i) try to solve the given problem with a predefined single 
network, (ii) uses additional networks with cumulative number of hidden nodes when 
the single network fails to solve the problem, and (iii) finally trains all the component 
networks simultaneously to improve the accuracy. The major steps of the MNNEC are 
summarized in Fig.4.1, which are explained further below. 
Step1. Divide total available patterns into training set and testing set. Training set is 
responsible for NN or NNE construction and training, and the testing set is reserved to 
check the generalization ability of the trained NN or NNE. 
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Step2. Consider full training set (TF) for training purpose, and let the number of 
hidden node(s) (HN) as user defined initial hidden node (IHN) value.  
Step3. Create the first NN with HN and randomly initialize all connection weights of 
the NN. Train this NN with TF and check its classification ability on TF at every fixed 
interval of iteration. Stop the training if the NN classify all the patterns truly or 
classification ability of the NN tends to decrease. 
Step4. Prepare a set of classified patterns (TC) from TF, and misclassified patterns, 
TI (=TF-TC) as a training set for the coming NN. 
 
Figure 4.1: The flow chart of MNNEC 
1. Consider full training set (TF) for training purpose 
2. Consider hidden node number (HN) as user defined IHN 
Create a NN with HN and train individually with TF 
Prepare set of classified patterns TC from TF    
TI=TF – TC
Is TI =  (Empty set)?
HN=HN+2 
Create a NN with HN and train individually with TI
Prepare set of classified patterns TC from TI    
TI=TI – TC 
Is TI =  (Empty set)?
Final training of NNE with TF 
Measure performance of NN or NNE on testing set 
Yes 
No 
Yes 
No 
Start 
Stop 
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Step5. If TI =  (Empty set), i.e., all the training patterns are classified truly, then go 
to step 10 by the decision that the NNE is not required for the given problem, otherwise 
proceed next step to construct an NNE by adding new NN(s).   
Step6. Create an additional NN with a cumulative number of hidden nodes. Train 
the NN with TI and check its classification ability on TI after a fixed interval of iteration. 
Stop the training if the NN classifies all the patterns truly or classification ability of the 
NN tends to decrease.  
Step7. Prepare a new training set (TI) for the coming NN by deducting classified 
patterns (TC) from its training patterns (TI), i.e., TI=TI-TC.  
Step8. If TI =  , terminate the architecture determination and go to next step, 
otherwise go to step 6 for adding a new NN.  
Step9. Train all component NNs simultaneously to reduce error on the full training 
set (TF). Training stops when the average NNE error on the TF tends to increase or 
reaches a saturation level i.e., the rate of change of error with respect to iteration is low.  
Step10. Measure the performance NN or NNE on the testing set. 
  
As apparent from the above description of the algorithm, it has two important stages, 
(i) the architecture determination stage where a particular network is trained individually, 
and (ii) the final training of ensemble. The following subsections describe the essence 
and importance of these two different stages. 
 
4.1.1 Architecture Determination and Individual Training of NNs 
It is reported that some real world benchmark problems are easy and may be 
solvable by a single network (Prechelt , 1994). On the other hand, NNE outperforms on 
a single network for large and/or complex problem (Opitz & Maclin, 1999). Thus, to 
determine appropriate architecture for a particular problem, the proposed algorithm 
initially checks the problem with a single network. If the single network is able to solve 
the problem it does not consider ensemble construction for the problem. When the 
initial network fails to classify all the training patterns, the algorithm starts constructing 
ensemble by adding NNs. To determine additional NNs, it individually trains each 
network(s) with previously misclassified patterns. This individual training motivates the 
coming network(s) on previously misclassified or unsolved space.  
The coming networks use cumulative number of hidden nodes that are increased by 
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two for larger processing power. This technique overcomes the idea to change the 
architecture of existing network(s) by adding more hidden nodes. It is reported that 
changing architecture of existing network by adding new hidden node(s) requires 
retraining the network, which increases computational cost much more (Kwok & Yeung, 
1997a). At the same time, variation in hidden nodes per network might promote the 
diversity among component networks (Partridge & Yates, 1996) due to the difference in 
processing power.       
The architecture determination with training of individual networks runs until the 
trained NNs correctly classify all the patterns in the training set. Since each component 
network is trained by using only misclassified patterns that are different for each NN, 
high diversity among networks in the ensemble will be maintained. However, the main 
problem of using only misclassified patterns for training is that the number of training 
patterns will gradually decrease for the later component networks. As a result, some 
component NNs will be less accurate due to the shortage of necessary information in the 
training set. In another way, the achieved high diversity might not be good for the 
ensemble performance because it is achieved without coordination among component 
networks. In this work, this problem is avoided by introducing another training phase 
that is described in the next subsection. 
 
4.1.2 Final Training of Ensemble 
In this stage, all the component networks in the ensemble are trained on the full 
training set to facilitate each NN to get information about the full training set. Thus, it 
improves the accuracy and generalization ability of the ensemble as well. Note that all 
the component networks, expect the first one, have no knowledge on the full training set 
at the time of individual training. To establish coordination among the NNs, a simplified 
negative correlation learning (NCL) (Liu & Yao, 1999a, 1999b), considering the 
correlation strength parameter value (λ) equals 0.5, is used in this training stage when 
NNs are trained simultaneously to reduce the ensemble error. It is also found from 
empirical studies that λ value around 0.5 replies better results for most of the problems. 
The simplified NCL error function for a particular network is defined as  
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where fi(n) and d(n) are the actual and desired outputs for the n-th training pattern, 
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respectively. f(n) is the actual output of the ensemble for the n-th training pattern and is 
generally obtained by averaging the outputs of all its component networks. Thus, the 
output of an ensemble consisting of M networks is 
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The partial derivative of the error function is require to modify the connection 
weights of networks and the partial derivative of ei(n) is 
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Due to the NCL, the simultaneous training provides an opportunity for all the 
component networks to work jointly and cooperatively. Thus, component networks will 
be able to solve the complex portion of the training set that is not possible to solve 
independently by any component network in individual training. Training stops when 
the average ensemble training error on the full training set tends to increase or reaches a 
saturation level, i.e., the rate of change of error with respect to iteration becomes low.  
The NNE training error (TrnErr) is the average training set error over all the networks in the 
NNE. It is calculated according to following equation.  
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where M and N indicates total networks in the ensemble and total training patterns, 
respectively. Component networks rearrange their weights for the full training set in this 
final training stage. 
 
4.2 Experimental Studies 
This section evaluates the performance of MNNEC experimentally on a suite of 20 
benchmark classification problems. These are Australian Credit Card, Balance, Breast 
Cancer Wisconsin, Diabetes, German Credit Card, Heart Disease Cleveland, Hepatitis, 
Horse Colic, House Vote, Iris Plants, Lymphography, Mushroom, Promoters, 
Postoperative, Soybean, Sonar, Splice Junction Gene Sequences, Wine, Waveform and 
Zoo problems. Selected problems show considerable verities in the number of patterns, 
input features and classes; therefore, provide a suitable experimental test bed. The 
descriptions of these problems are available in Chapter 1.  
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The learning rate of BP (η) was set 0.1 and the initial weights of networks were set 
randomly between -0.5 and 0.5. The classification ability of a NN at the time initial 
training was checked with 10 epoch interval. To stop final simultaneous training, the 
interval to check NNE error was set at 10 epochs. The selected parameter values do not 
mean optimal but have considered for simplicity. 
The following subsection presents experimental analyses on three selected problems. 
Finally, experimental results of MNNEC are presented and compared with other related 
existing ensemble methods. 
 
4.2.1 Experimental Analyses 
In this section the experimental result on the effect of user-defined parameter IHN is 
described. And also, the relation between ensemble generalization and diversity among 
component networks is presented. The experimental analyses are done on three selected 
problems: German Card, Lymphography and Waveform. For analyses, two-thirds of 
total patterns were used for training while remaining one-third patterns were reserved 
for testing. For generalization, testing error rate (TER) is measured that refers to the rate 
of wrong classification produced by the trained ensemble on the testing set. The lower 
value of TER represents the more generalization ability. 
  
4.2.1.1 Effect of Initial Hidden Node (IHN) Value  
This subsection experimentally investigates the effect of initial hidden node (IHN) 
value on the determination of network numbers to solve the given problem and the 
corresponding TER of the trained NNE. IHN was varied from 1 to 9; Fig. 4.2(a) is for 
NNE architecture and Fig. 4.2(b) presents the corresponding TERs of trained NNE. The 
presented results are the average of ten independent runs.  
From Fig. 4.2(a), it is observed that the number of networks in NNE varied within a 
range for IHN values from 1 to 9. Higher values of IHN did not always reduce the 
number of NNs. Besides this, no relation was observed between TER of the trained 
NNE and IHN (Fig. 4.2(b)). These results imply two important things: (1) a bigger 
single NN with a larger IHN value failed to overcome the necessity of ensemble when 
NNE construction was required, and (2) it is logical to start NNE construction with a 
small IHN value to determine the proper minimal ensemble architecture, because a 
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larger IHN value does not guaranty to reduce the NNE size (reducing the number of 
networks) as well as to improve the TER.    
 
4.2.1.2 Relation between TER and Diversity in Simultaneous Training 
The goal of ensemble is to increase the generalization ability; proper diversity 
among component NNs considers as the way to achieve it. As already explained, the 
generalization means the accuracy on the testing set which was not seen by any network 
at the time of training, and the diversity indicates how predictions differ among 
component NNs on the testing set. There is no advantage when combine networks 
which exhibits identical generalization ability (Sharkey, 1996; Krogh & Vedelsby, 
1995); therefore, component NNs should be diverse to compensate failure of one NN by 
others (Sharkey & Sharkey, 1997). Again, compensation might not be possible when 
individual NNs have poor generalization ability even though they maintain good 
diversity among themselves. Both theoretical and empirical studies demonstrate that the 
performance of ensemble depends heavily on both generalization ability of individual 
component members and diversity among them. Although previous studies mentioned 
this matter as a trade-off between diversity and generalization (Sharkey & Sharkey, 
1997; Chandra et al., 2006), clear presentation with real data is not available. The 
(a) NNE architecture vs IHN  (b) TER vs IHN 
Figure 4.2: Variation effect of IHN on TER and NNE architecture.  
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relation between generalization and diversity in the simultaneous training stage of 
MNNEC might explore this matter clearly.  
Figure 4.3 shows the relation between TER and diversity among component 
networks for sample cases of three different problems German Card, Lymphography, 
Waveform for IHN=1. For diversity measurement the pair wise plain disagreement 
measure technique (Tsymbal et al., 2005) is used; the explanation of plain disagreement 
diversity is available in Chapter 1. NNE error, TER and diversity were measured at 
fixed iteration interval of simultaneous training. For these cases, 4 NNs were selected 
automatically in the initial training phase for German Card and Lymphography 
problems, and 3 networks for Waveform problem. At the time of architecture 
determination, components NNs were trained independently on subsets of training set. 
NNE error on the full training set was therefore high at the beginning of simultaneous 
training and it was reduced due to training with the full training set. 
According to Fig. 4.3, at Iteration=0, i.e., just after architecture determination, the 
diversity was at the highest level for all the problems. For Lymphography problem it 
took the maximum, i.e., 1.0 and for other two problems the values were close to the 
maximum as well. At that point, TER was highest point (i.e., generalization was at the 
lowest point) for all three problems, and for German Card problem it was very high, i.e., 
0.697. Due simultaneous training, TER of German Card reached to 0.2342 after 100 
iterations and at that time diversity was 0.2538.  
The conflict between generalization and diversity appeared because the proposed 
method first determined ensemble architecture where different networks were motivated 
different portion of training space. Component NNs therefore stand on a highly diverse 
situation. Due to the following simultaneous training, the NNs were converged and 
stand on an optimum position. Also this method gives an opportunity to control 
diversity because diversity was reduced with training iteration, i.e., less number of 
iteration might give higher diversity though in some cases ensemble loose the 
generalization ability (i.e., give higher TER). 
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Fig. 4.3: Relation between TER and diversity at final simultaneous training. 
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4.2.2 Experimental Results  
The proposed MNNEC has two user-defined parameters, i.e., the initial number of 
hidden nodes (IHN) for first network and the cumulative incremental number of hidden 
node. For a particular problem, experiment was performed for two small IHN values, 
i.e., 1 and 3, because according to previous section it is logical to start ensemble 
construction with a small IHN value. The cumulative incremental number of hidden 
node might be changeable but was fixed at two in the present experiment. As like other 
cases, standard 10-fold cross validation was used in the experiments, where initially 
available training examples were partitioned into ten equal or nearly equal sets and by 
turn one set was reserved for testing set while the remaining nine sets were used for 
training set. 
Table 4.1 presents the summary of ensemble architecture produced by MNNEC by 
the number of NNs in the NNE, average number of hidden nodes per NN and TER over 
five standard 10-fold cross validation runs. The results were obtained for two different 
IHN values maintaining other parameter values same. Varying the parameters for 
individual problem therefore might lead to achieve better result.  
For NNE construction, MNNEC starts with a small network in which the number of 
hidden node is a user specified number, i.e., IHN. The hidden nodes for additional NNs 
were selected cumulatively. Therefore, in the constructed ensemble by MNNEC the 
number of networks in the ensemble and average number hidden nodes per network 
maintained a numeric relationship. In case of IHN = 1, the initial network was consisted 
with a single hidden unit and for later networks the number of hidden units was 
increased linearly by two for ensemble construction. So, the average hidden nodes per 
network was same as that of NNs in the ensemble for IHN=1. Similarly, for IHN=3 
average hidden nodes per network was the value of networks in the ensemble plus two. 
As an example, for Australian Card problem networks over 50 runs was 3.42 for IHN=1 
and the average number of hidden nodes per NN was also 3.42. On the other hand, for 
IHN=3, the value of NNs was 3.74 and corresponding the average number of hidden 
nodes per network was 5.74. 
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From Table 4.1 it is clear that the proposed algorithm is adaptive with problems to 
construct ensembles. In case of easy problems such as Mushroom (Prechelt, 1994) it 
does not constructed ensemble because a single network solved the problem 
successfully. Also MNNEC solved Promoters problem with a single network at most of 
the cases and at other cases it built ensemble that consisted with two networks only. For 
other problems MNNEC constructed ensembles with multiple networks, as an example, 
for Australian Card problem NNE was constructed on average 3.42 networks when IHN 
was 1. 
Table 4.1: Results of MNNEC over five standard 10-fold cross validation (i.e., 5*10=50) runs 
for different IHN values (i.e., 1 and 3). 
 
Problem 
IHN=1 IHN=3 
NNs / 
NNE 
Average 
HN / NN TER 
NNs / 
NNE 
Average 
HN / NN TER 
Australian Card 3.42 3.42 0.1365 3.74 5.74 0.1417 
Balance 2.30 2.30 0.0796 2.31 4.31 0.0639 
Breast Cancer 3.00 3.00 0.0313 3.00 5.00 0.0319 
Diabetes 3.90 3.90 0.2276 4.00 6.00 0.2295 
German Card 3.94 3.94 0.2416 3.82 5.82 0.2352 
Heart Disease 3.34 3.34 0.1513 3.31 5.31 0.1523 
Hepatitis 3.00 3.00 0.1533 3.00 5.00 0.1533 
Horse Colic 3.04 3.04 0.1182 3.06 5.06 0.1135 
House Vote 3.04 3.04 0.0396 3.02 5.02 0.0396 
Iris Plants 2.00 2.00 0.0254 2.00 4.00 0.0267 
Lymphography 4.14 4.14 0.1586 3.96 5.96 0.1557 
Mushroom 1.00 1.00 0.00 1.00 3.00 0.00 
Promoters 1.06 1.10 0.046 1.02 3.02 0.058 
Postoperative 3.00 3.00 0.2889 3.00 5.00 0.2933 
Soybean 6.18 6.18 0.0656 5.62 7.62 0.0603 
Sonar 3.06 3.06 0.178 3.00 5.00 0.18 
Splice Junction 4.81 4.81 0.1621 5.66 7.66 0.1512 
Wine 2.86 2.86 0.0138 2.56 4.56 0.0118 
Waveform 3.64 3.64 0.1334 4.38 6.38 0.1293 
Zoo 4.82 4.82 0.12 4.36 6.36 0.116 
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It is also observed from Table 4.1 that MNNEC selected a different number of 
networks for different problems when constructed ensemble. For IHN =3, the average 
number of networks was 3.74 for Australian Card, on the other hand for Soybean the 
number was 5.62. It is notable that Soybean contains 19 classes; therefore, logical 
building NNE with large number of NNs. However, most of the cases MNNEC 
constructed NNE with few networks even the problems that are not easy such as 
Diabetes (Yao & Liu, 1997). MNNEC constructed ensemble with the average of 3.90 
networks for this problem for IHN=1. It is also observable from Table 4.1 that MNNEC 
can produce a compact ensemble structure that give a small TER. Consider Wine 
problem, MNNEC produced ensemble architecture with of 2.56 component networks 
and on average 4.56 hidden neurons per network for IHN = 3. The TER of produced 
ensemble was 0.0118. 
 
4.2.3 Comparison with Other Ensemble Methods  
This section compares the outcome of MNNEC with other popular existing 
ensemble methods such as, bagging (Breiman, 1996), AdaBoost (Freund & Schapire, 
1996), DECORATE (Melville & Mooney, 2003, 2005) and NCL (Liu & Yao, 1999a, 
1999b). Comparison is done based on achieved TER and ensemble size. The results of 
other methods are collected from Chapter 2 except Mushroom problem. Results for 
Mushroom problem are not available in Chapter 2 and therefore produced as the same 
manner. For a particular problem, result of an existing ensemble method is the best 
result from several runs with different settings (Chapter 2).  
Table 4.2 compares the average TERs of MNNEC with other ensemble methods 
over five standard 10-fold cross validation (i.e., 5*10=50) runs. In the table, among the 
five methods the best TER for a problem is indicated as bold face type. At a glance, on 
the basis of average TER over 20 problems, MNNEC is shown very much competitive 
with existing NNE methods showing lowest average TER, i.e., 0.1158. From pair wise 
win/draw/loss it is also found that MNNEC is better than other NNE methods for most 
of the problems. For example, TER of MNNEC for Australian Card problem was 
0.1365, while TERs of bagging, AdaBoost, DECORATE and NCL were 0.1417, 
0.1568, 0.140 and 0.1443, respectively. Among 20 problems, MNNEC is shown the 
lowest TERs for nine problems and for three cases it showed the worst TER.  
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Table 4.2: Testing error rate (TER) comparison of MNNEC with other methods over five 
standard 10-fold cross validation runs. The bottom of the table contains a pair wise methods 
Win/Draw/Loss summary. 
 
Problem Bagging AdaBoost NCL DECORATE MNNEC 
Australian Card 0.1417 0.1568 0.1443 0.140 0.1365 
Balance 0.0545 0.0216 0.0587 0.0703 0.0639 
Breast Cancer 0.0322 0.0322 0.0313 0.0299 0.0313 
Diabetes 0.2321 0.2305 0.2308 0.2342 0.2276 
German Card 0.2424 0.2476 0.2402 0.2652 0.2352 
Heart Disease 0.1573 0.1653 0.1627 0.152 0.1523 
Hepatitis 0.1627 0.172 0.152 0.160 0.1533 
Horse Colic 0.11 0.1088 0.1106 0.1112 0.1135 
House Vote 0.0372 0.0437 0.0396 0.0442 0.0396 
Iris Plants 0.0293 0.0280 0.0267 0.0267 0.0254 
Lymphography 0.1529 0.1729 0.150 0.1371 0.1557 
Mushroom 0.00 0.00 0.00 0.00 0.00 
Promoters 0.068 0.072 0.068 0.066 0.046 
Postoperative 0.3155 0.3511 0.2889 0.3133 0.2889 
Soybean 0.0517 0.0535 0.0544 0.0559 0.0603 
Sonar 0.194 0.181 0.195 0.166 0.178 
Splice Junction 0.1556 0.1529 0.1409 0.1823 0.1512 
Wine 0.0141 0.0353 0.0118 0.0153 0.0118 
Waveform 0.1297 0.132 0.1312 0.1308 0.1293 
Zoo 0.08 0.042 0.102 0.072 0.116 
Average TER 0.1180 0.1200 0.1170 0.1186 0.1158 
Method Best/Worst 2/2 3/9 4/1 4/5 8/3 
 Pair Wise Win/Draw/Loss Summary 
 Bagging AdaBoost NCL DECORATE MNNEC 
Bagging - 7/2/11 9/2/9 10/1/9 13/1/6 
AdaBoost  - 13/1/6 11/1/8 15/1/4 
NCL   - 8/2/10 8/5/7 
DECORATE    - 12/1/7 
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There are two major differences that might lead to the better performance by 
MNNEC in comparison with other ensemble methods. The first reason is the training 
strategy used for each component networks. Bagging and AdaBoost algorithms, for 
example, train component networks independently by using a subset of training patterns 
to promote diversity. Since networks are trained by a subset of the original training set, 
they may be less accurate due to a shortage of information in their training sets. The 
DECORATE algorithm uses artificially created training patterns in addition to original 
training patterns for producing diverse networks. Since artificial patterns are created 
from original training patterns, component networks will be more diverse and less 
accurate if original training patterns contain noise. In contrast, MNNEC has maintained 
both accuracy and diversity to produce component networks for an ensemble. Diversity 
among component networks was produced in MNNEC by training networks with 
completely different patterns, i.e., only misclassified patterns in individual training 
phase. To achieve accuracy, component networks are trained by the full training set in 
the final training phase of MNNEC. 
The second reason is the determination of the number of component networks for 
constructing an ensemble. Although the nature of problems is different, existing 
methods such as bagging and AdaBoost use the same number of component networks, 
which is predetermined manually for all problems. However, MNNEC automatically 
determines different number of networks for different problems based on the problem 
nature (Table 4.1). 
As seen in Table 4.2, the performance of MNNEC is worse than other methods for 
few problems. One reason for the better performance by bagging and AdaBoost 
algorithm is that both of the methods train a user defined large number of networks, and 
for ensemble decision they use voting technique. Voting from a large number of trained 
networks might give better performance in some cases. On the other hand, DECORATE 
algorithm selects component networks by trial so that it can select best networks from a 
large number of networks in some problems. In addition, there is no single algorithm 
that can solve all problems efficiently according to no free lunch theorem (Wolpert & 
Macready, 1997). 
As seen in Table 4.2, the performance of MNNEC is worse than other methods for 
few problems. One reason for the better performance by bagging and AdaBoost 
algorithm is that both of the methods train a user defined large number of networks, and 
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for ensemble decision they use voting technique. Voting from a large number of trained 
networks might give better performance in some cases. On the other hand, DECORATE 
algorithm selects component networks by trial so that it can select best networks from a 
large number of networks in some problems. In addition, there is no single algorithm 
that can solve all problems efficiently according to no free lunch theorem (Wolpert & 
Macready, 1997). 
Table 4.3 compares MNNEC with other ensemble methods based on produced NNE 
architecture. The architecture produced by MNNEC for the result presented in Table 4.2. 
In bagging, AdaBoost and NCL, the number of component networks to be trained for 
ensemble is a user specified parameter. The DECORATE selects several networks for 
ensemble automatically from a relatively large number (predefined) of trained networks. 
All these methods architecture (i.e., number of hidden nodes) of individual component 
networks for a problem is predefined.  
According to Table 4.3, ensemble created by MNNEC is much more compact than 
bagging, AdaBoost and NCL. As an example, for Australian Card problem the number 
component networks and hidden nodes per network for produced ensembles by 
MNNEC were 3.42 and 3.42, respectively. On the other hand, for bagging, AdaBoost or 
NCL the number of component networks and hidden nodes per network were 20 and 10, 
respectively. Although DECORATE is found competitive with MNNEC selecting 
networks for a problem automatically, it trains a large number (predefined) of networks. 
However, for some problems it also selected large of networks for those MNNEC 
trained small number of networks, such as Mushroom and Promoters problems. For 
both the problems DECORATE selected 20 networks but MNNEC solved the problems 
with a single network. Based on average NNE architecture over 20 problems, MNNEC 
achieved compact ensemble architecture than DECORATE. As conclusion, on the basis 
of Tables 4.2 and 4.3 it is found that MNNEC could produce compact ensemble 
architecture with good generalization ability indicating efficacy of the proposed 
minimal ensemble construction approach.   
 
CHAPTER 4. A MINIMAL ENSEMBLE CONSTRUCTION METHOD 92
 
 
4.3 Benefits of the Proposed Method  
From previous sections it is observed that on the point of TER (or generalization 
ability), MNNEC is better or competitive with other reported methods. This section 
shortly describes the other benefits, which are associated with this proposed method. 
Table 4.3: Comparison of architecture produced by MNNEC with other methods over five 
standard 10-fold cross validation runs. 
  
Problem 
NNs in NNE Average HN per NN 
Bagging/ 
AdaBoost/ 
NCL 
DECORATE MNNEC 
Bagging/ 
AdaBoost/ 
NCL/ 
DECORATE 
MNNEC 
Australian Card 
20 
8.34 3.42 10 3.42 
Balance 1.00 2.31 10 4.31 
Breast Cancer 6.40 3.00 5 3.00 
Diabetes 1.14 3.90 5 3.90 
German Card 1.88 3.82 10 5.82 
Heart Disease 6.78 3.34 5 3.34 
Hepatitis 1.16 3.00 5 3.00 
Horse Colic 6.40 3.06 5 5.06 
House Vote 5.68 3.04 5 3.04 
Iris Plants 1.00 2.00 5 2.00 
Lymphography 4.74 3.96 10 5.96 
Mushroom 20.00 1.00 10 1.00 
Promoters 20.00 1.10 10 1.10 
Postoperative 1.02 3.00 5 3.00 
Soybean 10.5 5.62 25 7.62 
Sonar 7.58 3.06 10 3.06 
Splice Junction 2.36 5.66 10 7.66 
Wine 1.84 2.56 5 4.56 
Waveform 4.18 4.38 10 6.38 
Zoo 13.00 4.36 10 6.36 
Average 20.00 6.25 3.28 8.50 4.18 
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4.3.1 Adaptive Ensemble Construction Method  
Real world benchmark problems have large varieties in number of patterns, input 
features, and output classes as seen in Chapter 1. Among them some problems are 
solvable by a single network. So it is not adequate to construct ensemble for all the 
problems as well as to select the same number of component networks. Also it is very 
difficult to determine an appropriate number of component networks manually by trial 
and test basis. In this sense, MNNEC gives an opportunity to construct ensemble 
adaptively, i.e., it constructs ensemble when required and also selects a near optimal 
number of component networks for the given problem.  
  
4.3.2 Constructive Approach for Compact Ensemble Construction  
MNNEC determines the number of networks by a constructive fashion. Constructive 
algorithm is computationally more efficient because it always searches small solutions 
first (Kwok & Yeung, 1997b). Because of smaller solution, the ensemble is less likely to 
over fit the training data and, thus, more likely to generalize better. From Table 4.3, it is 
clear that constructed ensembles by MNNEC are much more compact with respect to 
other methods. 
 
4.3.3 Less Hardware Implementation Cost 
Several descriptors are typically used in evaluating neural network hardware 
implementations. Among these, two most important factors are size and speed (Nelson 
& Illingworth, 1992). Size involves the number of processing elements, i.e., neurons, 
and the number of interconnections. Generally the number of interconnection is directly 
proportional to the number of neurons. The speed of networks is dependent on the 
number of processing elements though there are other factors too.  
The proposed method constructs minimal or nearly minimal ensemble architecture 
for any problem based on its nature. It is already observed that produced ensemble size 
is much smaller than that of other methods and the generalization ability is compatible 
with other methods. MNNEC is therefore much more beneficial for hardware 
implementation of ensemble.  
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4.3.4 Relatively Minimum User Specified Parameters  
The proposed MNNEC automatically determines ensemble architecture by using 
only two user specified parameters, which are relatively small with respect to previous 
works. The use of many user specified parameters requires a user to know rich prior 
knowledge, which often does not exist for complex real-world problems. DECORATE 
(Melville & Mooney, 2003, 2005) uses three user specified parameters: desired NNE 
size (CSize), maximum number of networks to be trained (IMax) and factor to determine 
the artificial data (RSize). In addition, neural network implementation of DECORATE 
requires to define number of hidden nodes per network. In MNNEC, the number of 
hidden node(s) for first network (IHN) is treated as a user specified parameter. Another 
parameter of MNNEC is the cumulative incremental number of hidden node, in the 
present experiment it was fixed at two. Last of all, both of the parameters used in 
MNNEC are easy understandable.  
 
4.4 Summary  
Ensemble outperforms on a single network for large and/or complex problem only. 
So, a universal algorithm has been required that would solve easy problem with a single 
network and build ensemble for complex or large problem. In this point of view, the 
minimal NNE construction method (MNNEC) presented in this chapter initially checks 
the problem whether or not a single network is enough for a given problem. Also for 
ensemble case it follows a kind of the Multi Agent System (MAS) methodology 
(Flores-Mendez, 1999) for determining component networks, and for establishing 
coordination among component networks. At the time of network determination, 
MNNEC motivates coming networks on previously unsolved space. The major 
advantage of MNNEC is that it determines the minimal ensemble size automatically by 
a constructive approach using a minimum number of user specified parameters. 
Experimental results show that the performance of produced ensemble by MNNEC is 
competitive with other reported methods with the compact architecture.   
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Progressive Interactive 
Training of Ensembles 5
 
Training time interaction among component networks in an ensemble is shown 
interesting to produce diverse networks as it is seen in the previous chapter. Negative 
correlation learning (NCL) uses a correlation penalty term in the error function of the 
networks by which networks can maintain training time interaction. Since NCL 
provides training time interaction, it can produce negatively correlated networks for the 
ensemble. The training method used in NCL is simultaneous where all networks in the 
ensemble are trained on the same original training data at the same time. To train 
networks in NCL, a network needs to know updated information of others for each and 
every pattern; this communication may consider as direct communication among 
component networks. Due to such communication, the cost of training time interaction 
is high in NCL. In addition, the problem with simultaneous training is that networks in 
the ensemble may engage in competition (Islam et al., 2003). This is because all 
networks are trained on the same training data. Furthermore, the number of networks 
for an ensemble needs to be predefined in NCL. 
Besides direct communication, an alternative communication scheme termed as 
indirect communication is also available in living organs such as ant. An individual ant 
decides its travelling path based on existing pheromone on the trail, and also it deposits 
pheromone on its travelling path. The selection of a traveling path based on the 
pheromone trail is found more efficient with respect to direct communication with 
other ants. Indirect communication via pheromone is shown great attraction in the 
artificial intelligence community, and based on it artificial ant colony is appeared as a 
new discipline (Bonabeau et al., 1999; Cordon et al., 2002). Such an indirect 
communication scheme among networks when they are trained for ensemble is 
investigated in this chapter. The new training method is called progressive interactive 
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training scheme (PITS). The PITS introduces an information center (IC) for storing the 
output of networks, and indirect communication among networks is established via IC 
when they are trained sequentially one after another.  
The rest of this chapter is organized as follows. Section 5.1 describes PITS in detail 
and gives the motivations behind the use of indirect communication. Section 5.2 
presents the experimental results of PITS along with back-propagation (BP) and NCL. 
Section 5.3 explains implementation of PITS into the bagging and AdaBoost. Finally, 
Section 5.4 concludes this chapter with some remarks and suggestions. 
 
5.1 Progressive Interactive Training Scheme (PITS) for Ensemble  
The main aspect of PITS is to train component networks based on indirect 
communication theme and therefore to achieve better performance. For progressive 
style interaction, networks are trained one after another sequentially and a network 
only communicates with the information center (IC), the intermediate space, to 
maintain indirect communication with other networks. In this study, PITS is developed 
from NCL and hereafter explains evolution of PITS. 
To develop PITS from NCL (Liu & Yao, 1999a), this section first describes NCL, 
so as to make the chapter self contained, and then explains the formulation of PITS. 
The NCL algorithm is an extension of the BP algorithm (Haykin, 1999). The error, 
ei(n), of a network i for the n-th training pattern in BP is  
,))()((
2
1)( 2nfndne ii                (5.1)  
where fi(n) and d(n) are the actual and desired outputs for the n-th training pattern, 
respectively. The problem with this error function is that a network in the ensemble 
cannot communicate with other networks during training. Thus the networks may 
produce positively correlated output, when an algorithm trains the networks on the 
same training data. It is known that such positive correlations among networks are not 
suitable for the performance of ensembles (Liu & Yao, 1999a, 1999b).  
The NCL algorithm, therefore, introduces a penalty term in the error function to 
establish training time interaction among networks in the ensemble. According to 
(Brown, 2003; Brown et al., 2005), the error of the i-th network in the ensemble for the 
n-th training pattern is  
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where f(n) is the actual output of the ensemble for the n-th training pattern, and  is a 
scaling factor that controls the penalty term. The ensemble output is generally obtained 
by averaging the outputs of all its component networks. Thus, for the n-th training 
pattern, the output of an ensemble consisting of M networks is 



M
i
i nfM
nf
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).(1)(            (5.3) 
Similar to the BP algorithm (Haykin, 1999), the NCL algorithm (Lui & Yao, 
1999a) also requires the partial derivative of the error function to modify the 
connection weights of networks and the partial derivative of ei(n) shown in previous 
chapter (Eq. (2.7)) is 
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It is clear from Eq. (5.4) that NCL needs to know the ensemble output (i.e., f (n)) 
for updating the weights of each network. This means a network needs to communicate 
with all other networks in the ensemble for updating its weight. This kind of direct 
interaction among all networks in the ensemble is time consuming, and networks may 
engage in competition during training (Islam et al., 2003). In addition, the number of 
networks to construct an ensemble needs to be predefined in NCL. 
To reduce training time interaction and competition among networks, PITS 
employs an indirect communication scheme for training networks in an ensemble. The 
indirect communication scheme is found in many living organisms (e.g., ants). In PITS, 
networks in the ensemble are trained one by one in a progressive manner, where each 
network is concerned with a specific task that has not been solved by any previously 
trained network. The training process of PITS starts with a single network. This 
network is trained for a certain number of training cycles, and its output is stored in IC 
after the completion of training. The proposed PITS then trains the second network 
with the aim of reducing the remaining ensemble error. The second network interacts 
with IC during training to know which parts of the training data were solved by the 
first network. After completing the training process of the second network, PITS 
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updates IC by combining the outputs of the second network with those of the first 
network. This process will continue until the completion of the training of all networks 
in the ensemble or the problem has been solved. Since PITS trains networks in the 
ensemble one after one, the remaining ensemble error that networks try to minimize 
during their training is different. This will definitely reduce the competition among 
networks. Furthermore, each network can get information from all the previously 
trained networks only by communicating with the IC. This means the network can get 
the information of all previously trained networks using a single fetch operation. 
To formulate PITS from NCL, Eq. (5.4) can simplify in the following way when M 
is large (Islam et al., 2003) 
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It is here worth mentionable that omission of (1-1/M) from the Eq. 5.4 does not change 
NCL proficiency. When M is constant, the omission impacts on the scaling factor 
(i.e.,) value only.   
Using the value of f(n) from Eq. (5.3), the partial derivative can be written as 
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In Eq. (5.5), )(nf
ij
j

 is the summed of outputs of all networks except the i-th 
network in the ensemble for the n-th training pattern. The proposed PITS stores this 
combined output in the IC. Let   
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PITS updates the IC on a pattern by pattern basis for each network in the ensemble. 
The following formulation is used to update the IC, that is, 
).()()( nfnfnf iICIC            (5.6) 
The partial derivative required to modify the weights of i-th network in PITS becomes 
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Figure 5.1 graphically shows how neural networks (NNs) in an ensemble are 
trained and communicate in NCL and PITS. NCL trains all networks in an ensemble 
simultaneously for every training pattern. In general, it trains all the NNs one after 
another for a particular training pattern and again trains all for another pattern that is 
represented as a dotted closed loop in Fig. 5.1(a). The double arrow in Fig. 5.1(a) is the 
indication of two way communication among networks in the ensemble. An open loop 
is shown for PITS because it trains networks in the ensemble sequentially one after 
another (Fig. 5.1(b)). PITS trains a NN at once for all the training patterns and it does 
not consider the NN for further training. The solid and dashed lines in Fig. 5.1(b) 
indicate the information receiving and updating schemes in PITS, respectively. It is 
important here to note that PITS first receives information from the IC, then trained 
component networks and finally updates the information in the IC. This is the main 
 
Figure 5.1: Graphical representation of training scheme of component networks in NCL 
and PITS. NCL trains component networks on a pattern by pattern basis and each and 
every network interacts with other networks during training. To train a network, PITS 
first collects information from IC and, after training, updates IC. 
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reason for showing a single arrow for the first and last network in the ensemble. The 
first network only updates the information because the IC is initially empty, while the 
last network only collects the information but does not update IC because no more 
networks will be trained in the future.  
Consider an ensemble that consists of M networks, with each network to be trained 
for T iterations. Denote the one time cost of communication or the one time update 
operation in C. One may take the cost for communication and updating the same for 
the sake of simplicity. This is reasonable in the sense that during the update operation 
PITS uses only add operations. Since the first network in the ensemble only updates 
the IC and the last network only collects the information from the IC, the total 
communication cost of PITS including the cost of update is C+2C(M-2)+C. This is 
approximately equal to CM. In PITS communication is independent of iteration 
because a NN only updates the IC after training and a coming NN collects information 
before training. In NCL, on the other hand, each network in the ensemble needs to 
communicate with all other networks in every iteration. Thus the total communication 
cost of NCL is CM(M-1)T. It is now clear that PITS can reduce the communication 
cost by a factor of (M-1)T in comparison with NCL without IC. 
At this point, one may be interested to know whether the concept of IC can be used 
in the parallel style training as used in NCL. The answer is affirmative. In such a case, 
each network can send its information to the IC and can also receive the information of 
other networks from the IC. Sending and receiving information to and from the IC will 
incur a cost of 2C. Thus the total communication cost of NCL with IC will be 2CMT, 
which is smaller by a factor of M-1 when compared to NCL without IC. 
The above description indicates that PITS has several benefits over NCL. Firstly, 
PITS is simpler than NCL because the former scheme trains each network in the 
ensemble only once. Secondly, the training scheme of PITS tends to produce a stable 
learning process because each network in the ensemble is trained on a different task. 
Thirdly, it is possible to readjust the architecture of the current network which is being 
trained based on the complexity of the task to be solved. Fourthly, PITS can be 
hybridized with other training schemes like the ones used in bagging and AdaBoost. 
This issue will be explored in Section 5.3. 
 
 
CHAPTER 5. PROGRESSIVE INTERACTIVE TRAINING OF ENSEMBLES 101
 
 
5.2 Experimental Studies 
The PITS was applied along with BP and NCL to several benchmark classification 
problems to study the effect of progressive training and indirect communication 
schemes on the performance of ensembles. A suite of 20 benchmark classification 
problems were used for empirical investigations. These are Australian Credit Card, 
Breast Cancer Wisconsin, Car, Diabetes, German Credit Card, Heart Disease 
Cleveland, Hepatitis, Hypothyroid, House Vote, Ionosphere, King+Rook vs 
King+Pawn, Lymphography, Postoperative, Promoters, Soybean, Sonar, Splice 
Junction, Wine, Waveform and Zoo problems. Selected problems show a considerable 
difference in the number of patterns, input features and classes; therefore, provide a 
suitable experimental test bed. The descriptions of these problems are available in 
Chapter 1. The learning rate of BP (η) was set 0.1 and the number of networks for 
ensembles was set to 10 for all problems. The initial weights of networks were set 
randomly between -0.5 and 0.5.  
 
5.2.1 Experimental Analyses 
Since both NCL and PITS have maintained training time interaction, this section 
investigates the effect of different parameters on the performance of NCL and PITS. In 
addition, the completion among networks in ensembles has been measured. Three 
problems, i.e., Australian Card, Car and Waveform, have been considered for the 
analyses. These problems were selected because they contain different types of 
features. For example, Australian Card problem contains both continuous and discrete 
features, Car problem contains only discrete features, and Waveform contains only 
continuous features.  
Three parameters were varied to observe their effect on NCL and PITS. They were 
the size of the ensemble, the number of training epochs used for training network in 
ensembles and the penalty term factor . The reason for investigating the effect of 
these parameters was to obtain information and experience so that NCL and PITS can 
be compared fairly. For each data set, two-thirds of the examples were used for 
training, while the remaining one-third were reserved for testing. The examples in the 
testing set were not seen by any network during training. 
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5.2.1.1 Effect of Ensemble Size 
This section investigates empirically the effect of ensemble size on its testing error 
rate (TER). The TER refers to the rate of wrong classification produced by the trained 
ensemble in the testing set. For proper observation, the number of iterations for 
training each component network was fixed at 50 and the value of  was fixed at 0.5. 
The same parameter set was used for both NCL and PITS for a fair comparison. 
Figure 5.2 compares the TER achieved by NCL and PITS for Australian Card, Car, 
and Waveform problems. The size of the ensemble was varied from 3 networks to 20 
networks. The results presented are the average of ten independent runs. It can be seen 
from Fig. 5.2 that TERs achieved by PITS are very much competitive with respect to 
NCL. For Waveform problem, for example, PITS achieved better TER with respect to 
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(b) Car 
 
 
 
(c) Waveform 
Figure 5.2: Effect of ensemble size on NCL and PITS. 
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NCL for all the different sizes of ensembles (Fig. 5.2 (c)). The TERs achieved by PITS 
were 0.1329, 0.1337 and 0.1338 for ensembles consisting of 10, 15 and 20 networks, 
respectively, while those achieved by NCL were 0.1403, 0.1399 and 0.1394. 
PITS confines the task of a network by freezing (i.e., not training) all the 
previously trained networks, while NCL trains all the networks in an ensemble 
throughout the entire training process. The networks in PITS improve the ensemble 
performance by dealing with some specific unsolved tasks. This might be the reason 
for the better TER of PITS for ensembles with more networks (Fig. 5.2(a) and (b)). For 
Australian Card problem, TERs achieved by NCL and PITS were 0.1417 and 0.1452, 
respectively, for an ensemble consisting of 3 networks. The TER was reduced to 
0.1178 for PITS and 0.1391 for NCL when networks were increased to 20 for the same 
problem.  
 
5.2.1.2 Effect of Training Epochs per Network  
This section presents the effect of training epochs per network on the performance 
of ensembles for the same three problems as used before. The number of iterations for 
training networks in ensembles was varied from 10 to 200. For proper observation, the 
number of networks in the ensemble and the value of  were fixed at 10 and 0.5, 
respectively. 
Figure 5.3 shows the effect of training epochs on the TER achieved by NCL and 
PITS for three different problems. The results presented are the average of ten 
independent runs. Both NCL and PITS show similar performance on all three problems. 
PITS, however, has lower TER than NCL for all of the training iterations. Also, the 
number of training epochs affects the TERs of NCL or PITS for a particular problem 
(Fig. 5.3). In the case of Australian Card problem, both NCL and PITS had the lowest 
TERs at epochs 50, and they were 0.1391 and 0.1178, respectively. On the other hand, 
at epochs 10, the TERs of NCL and PITS were 0.1435 and 0.1352, respectively. 
 
5.2.1.3 Effect of Scaling Factor   
To examine the effect of , both NCL and PITS were applied to problems using 
different values of . The value of  was varied in the experiments from 0.1 to 1.0. The 
number of networks was fixed at 10, and the number of training iterations of each 
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network was fixed at 50.  
Figure 5.4 shows the effect of  on TER and plain disagreement diversity for 
Australian Card, Car and Waveform problems. The results presented are the average of 
ten independent runs. Diversity measures how class predictions of component 
networks differ among themselves on the testing set. Description of diversity 
measurement is available in Chapter 1. Both NCL and PITS exhibit similar phenomena 
due to the variation of . The diversity improves as the value of  increases. The 
accuracy of the ensemble, however, is not always improved by improvement of 
diversity. For Waveform, the TER of NCL and PITS at =1 was 0.5591 and 0.246, 
respectively. However, both NCL and PITS achieved the lowest TERs at =0.5. In 
general, a trade-off between TER and diversity is observed for both NCL and PITS. A 
similar observation was also made in some previous studies (e.g., Chandra et al., 2006; 
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(c) Waveform 
Figure 5.3: Effect of training iteration on NCL and PITS. 
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Kuncheva, 2003). 
Notice that PITS exhibits more stable generalization than NCL on some problems 
due to the variation of  (Figs. 5.4 (a) and (c)). For example, for the Australian Card 
problem, TERs achieved by PITS at  =0.1 and  = 1.0 were 0.1339 and 0.2844, 
respectively, while those achieved by NCL at  =0.1 and  = 1.0 were 0.1417 and 
0.4426, respectively.  
 
5.2.1.4 Competition in Ensemble 
The Latin root for the verb “to compete” is “competere”, which means “to seek 
together”. Competition can have both beneficial and detrimental effects. Many 
evolutionary biologists view inter-species and intra-species competition as the driving 
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(c) Waveform 
Figure 5.4: Effect of  value on NCL and PITS. 
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force of adaptation and ultimately, evolution. On the negative side, competition may 
also lead to wasted (duplicated) effort, and thereby may reduce the chance for solving a 
problem satisfactorily. For example, when networks in an ensemble do the same job, 
the unsolved parts of a given problem may increase. Proposed algorithm, PITS, is 
supposed to reduce competition by its sequential strategy for training networks in 
ensembles. In the context of neural network ensembles, component networks can be 
considered to be engaging in competition when they do the same task even though they 
are supposed to perform different tasks. This produces “overlap” which indicates that 
the same prediction produced by different networks can be used as a measure of 
competition. The enhancement of overlap may increase the “uncover”, i.e., the 
unsolved parts of a given problem, resulting in an unsatisfactory solution of the 
problem.  
Table 5.1 presents overlap and uncover achieved by NCL and PITS on three 
different problems for different  values. The number of networks in an ensemble was 
fixed at 10, and each network was trained for 50 epochs. The results presented are the 
average of ten independent runs. The overlap in the table refers to the rate of the 
patterns on which all the networks produced correct classification in the 
training/testing set. On the other hand, the uncover refers to the rate of patterns on 
which no one is correct.  
Table 5.1: Comparison between NCL and PITS based on overlap and uncover for training and 
testing sets. 
 
Problem 
Penalty 
factor 
(λ) 
Training Testing 
NCL PITS NCL PITS 
Overlap Uncover Overlap Uncover Overlap Uncover Overlap Uncover 
Australian 
Card 
0.25 0.8659 0.0954 0.853 0.0685 0.8352 0.1278 0.8278 0.0996 
0.50 0.7309 0.0309 0.7591 0.0298 0.7604 0.07 0.7617 0.057 
0.75 0.0433 0.0022 0.00 0.00 0.0483 0.0043 0.00 0.00 
Car 
0.25 0.9163 0.0089 0.9044 0.0062 0.6217 0.1816 0.6309 0.1773 
0.50 0.7964 0.0025 0.7077 0.0002 0.4589 0.1031 0.4884 0.0757 
0.75 0.0004 0.0055 0.00 0.0001 0.0002 0.0077 0.00 0.003 
Waveform 
0.25 0.8357 0.0894 0.8319 0.0848 0.8167 0.1034 0.8117 0.0996 
0.50 0.7163 0.032 0.6771 0.0243 0.6845 0.0439 0.6462 0.0332 
0.75 0.00 0.0352 0.00 0.0041 0.00 0.0361 0.00 0.0051 
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From Table 5.1 it can be seen that larger  values produce lower overlap and 
uncover for both NCL and PITS. However PITS seems to achieve lower overlap and 
uncover with respect to NCL for any  value on both training and testing sets. For 
example, for the Australian Card problem, when the value of  was set to 0.75, the 
overlap and uncover achieved by NCL on the training set were 0.0433 and 0.0022, 
respectively. In contrast, these two values were zero for PITS. A similar better 
performance by PITS was also observed on the testing set. The results presented in 
Table 5.1 indicate that PITS can reduce competition among networks in an ensemble. 
When the value of  was set large, PITS removed the competition among networks in 
the ensemble. It is important here to note that a large value of  is not suitable for the 
performance of PITS (Fig. 5.4). Thus it can say that a small amount of competition is 
suitable for better performance. 
   
5.2.2 Experimental Results  
This section presents the results of NCL and PITS on a suite of 20 benchmark 
classification problems. The results of ensembles trained by BP algorithm, called 
simple NNE (sNNE), are also presented to show the effect of independent training on 
the performance of ensembles. The number of component networks in ensembles and 
the number of epochs for training networks was set to 10 and 50, respectively. The 
maintenance of proper diversity among networks in an ensemble is essential for 
achieving better TER (Chandra et al., 06). From Fig. 5.4 it is seen that diversity 
increases with the increase of  value. When the value of  was set greater than 0.75, 
TER increased rapidly with diversity. However, a minimum TER was found with a 
particular value of  for both NCL and PITS. This value of  was found not to be the 
same for all problems. Therefore, the value of  for a particular problem is selected 
after some trial runs, and this value was in between 0.25 and 0.75. This was done with 
the hope that neither the performance of PITS nor NCL would be affected by the value 
of . For each problem, the best TER among the three methods is shown in bold-face 
type. Pair two tailed t-test was conducted to determine the significance in the variation 
of results. If a result is found significant by t-test, it is marked with a star (*). A single 
star means the TER difference is statistically significant with 95% confidence interval 
and a double star is for 99% confidence interval. 
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Table 5.2 shows the average TERs of sNNE, NCL and PITS over 20 independent 
runs. In each run, two-thirds of the available examples were used for training and one 
third for testing. The performance sNNE is the worst when compared to the other two 
methods on 18 out of 20 problems. Since the same learning rate and initial weights 
Table 5.2: Testing error rate (TER) comparison among sNNE, NCL and PITS over twenty 
independent runs. The value in the bracket represents standard deviation. For statistical 
significance, single star (*) and double start (**) are for confidence interval 95% and 99%, 
respectively. 
 
Problem 
TER t-test 
sNNE NCL PITS 
sNNE 
vs 
NCL 
sNNE 
vs 
PITS 
NCL 
vs 
PITS 
Australian Card  0.1424(0.0031) 0.1389(0.0033) 0.1185(0.0028) ** ** ** 
Breast Cancer 0.0343(0.00) 0.0343(0.00) 0.030(0.00)  ** ** 
Car 0.2846(0.0093) 0.243(0.0314) 0.2241(0.0118) ** ** ** 
Diabetes 0.2383(0.00) 0.2373(0.0017) 0.2154(0.0029) * ** ** 
German Card 0.2359(0.0093) 0.2311(0.0076) 0.2248(0.0072)  ** * 
Heart Disease 0.2084(0.0022) 0.2079(0.00) 0.2054(0.0096)    
Hepatitis 0.1569(0.00) 0.1569(0.00) 0.1569(0.00)    
Hypothyroid 0.0583(0.00) 0.0577(0.0002) 0.058(0.0002) ** ** ** 
House Vote 0.0414(0.00) 0.0414(0.00) 0.0345(0.00)  ** ** 
Ionosphere 0.2919(0.0074) 0.2816(0.0071) 0.2825(0.0065) ** **  
King+Rook 0.1591(0.0095) 0.1494(0.0072) 0.1168(0.0067) ** ** ** 
Lymphography 0.1766(0.014) 0.1715(0.0103) 0.1511(0.0101)  ** ** 
Postoperative 0.2667(0.00) 0.2667(0.00) 0.2667(0.00)    
Promoters 0.0828(0.0093) 0.070(0.0173) 0.0685(0.0171)  *  
Soybean 0.0564(0.0170) 0.0383(0.0025) 0.0414(0.0071) ** ** * 
Sonar 0.1920(0.0093) 0.1898(0.0104) 0.1833(0.0097)  ** * 
Splice Junction 0.1660(0.0037) 0.1625(0.0049) 0.1584(0.0046) * ** ** 
Wine 0.0508(0.00) 0.050(0.00378) 0.0483(0.0062)    
Waveform 0.1422(0.0013) 0.1403(0.0015) 0.133(0.0014) ** ** ** 
Zoo 0.0773(0.0183) 0.0712(0.0148) 0.0712(0.0148)    
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have been used for sNNE, NCL and PITS, the performance difference between sNNE 
and NCL/PITS can be considered to be due to the training time interaction. This is 
because the basic difference between sNNE and NCL/PITS is the penalty term by 
which networks can communicate with each other during training. In other words, the 
poor performance of sNNE is due to its independent training strategy where 
component networks can’t communicate during training (Liu & Yao, 1999a, 1999b). 
However, the performance of sNNE, NCL and PITS is found to be similar for Hepatitis 
and Postoperative problems that contain only 155 and 90 patterns, respectively. The 
training time interaction, which is used for producing diverse networks, might not help 
for these problems. This is because each network in the ensemble needs a minimum 
amount of information to learn a problem. The t-test indicated that the performance of 
NCL and PITS is significantly better than sNNE on 9 and 15 problems, respectively. 
From Table 5.2 it can be seen that PITS performed better than NCL on 14 out of 20 
problems, while NCL outperformed PITS on three problems. The two algorithms 
achieved similar performance on two problems. The t-test shows that the performance 
of PITS was significantly better than NCL on 11 problems. NCL, however, 
significantly outperformed PITS on two problems. These results indicate the essence of 
using the sequential training with training time interaction for training networks in 
ensembles.     
A different arrangement of patterns in training and testing sets may produce 
different performance, even when the numbers of patterns are kept the same for the 
training and testing sets. A new set of experiments has been carried out to observe 
performance on the arrangement of patterns in the training and testing sets. Ten-fold 
cross validation was used for creating the training and testing sets with different 
arrangement of patterns. In 10-fold cross validation, the patterns of the original data set 
were divided into ten equal or nearly equal sets. By rotation, one set was reserved for 
testing while the remaining nine sets were used for training.  
Table 5.3 shows the average TERs of sNNE, NCL and PITS for 20 problems over 
five standard 10-fold cross validation runs. According to Table 5.3, PITS is the best 
and sNNE is the worst among the three methods. sNNE achieved the same TER as 
NCL or PITS for only one problem (i.e., Postoperative), which consists of a small 
number of patterns. PITS achieved the lowest TERs for 15 problems, while NCL 
achieved the lowest TERs for three problems. The performance of NCL and PITS was 
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found to be the same for two problems. t-test showed that NCL and PITS were 
significantly better than sNNE for six and ten problems, respectively. PITS was found 
significantly better than NCL for five problems, while it was not significantly 
outperformed by NCL for any problem. In short, PITS was found better or at least 
competitive with respect to NCL when applied to classification problems under 
different conditions. 
Table 5.3: Testing error rate (TER) comparison among sNNE, NCL and PITS over five 
standard 10-fold cross validation runs. The value in the bracket represents standard 
deviation. For statistical significance, single star (*) and double start (**) are for 
confidence interval 95% and 99%, respectively. 
 
Problem 
TER t-test 
sNNE NCL PITS 
sNNE 
vs 
NCL 
sNNE 
vs 
PITS 
NCL 
vs 
PITS 
Australian Card 0.1513(0.0415) 0.1449(0.0412) 0.1388(0.0444)  *  
Breast Cancer 0.0333(0.0286) 0.0322(0.0296) 0.0302(0.0275) * ** * 
Car 0.1213(0.0742) 0.1202(0.0759) 0.1201(0.0745)    
Diabetes 0.2421(0.040) 0.2403(0.0392) 0.2339(0.035) ** *  
German Card 0.255(0.0383) 0.2478(0.0355) 0.2472(0.0369) ** **  
Heart Disease 0.164(0.0712) 0.1607(0.0968) 0.1593(0.0914)    
Hepatitis 0.152(0.0726) 0.1507(0.0771) 0.148(0.0576)    
Hypothyroid 0.0592(0.0036) 0.0588(0.0034) 0.0587(0.0039) *   
House Vote 0.0437(0.0354) 0.0391(0.0276) 0.0349(0.0241)  ** ** 
Ionosphere 0.200(0.1349) 0.1908(0.130) 0.1909(0.1327) ** *  
King+Rook 0.1468(0.1003) 0.1354(0.1255) 0.0989(0.081)  ** ** 
Lymphography 0.1571(0.0842) 0.1571(0.0842) 0.1557(0.0862)  * * 
Postoperative 0.2889(0.055) 0.2889(0.055) 0.2889(0.055)    
Promoters 0.072(0.0243) 0.058(0.0642) 0.062(0.0635)    
Soybean 0.0606(0.0229) 0.0579(0.0235) 0.0579(0.0271)    
Sonar 0.233(0.0767) 0.227(0.0716) 0.231(0.0721)    
Splice 0.1633(0.0231) 0.1617(0.0265) 0.1609(0.0259)    
Wine 0.027(0.0361) 0.02(0.0281) 0.0165(0.0267) * *  
Waveform 0.133(0.0179) 0.1322(0.0174) 0.1274(0.0152)  ** ** 
Zoo 0.130(0.0505) 0.128(0.0809) 0.126(0.0803)    
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5.3 Implementation of PITS in Bagging and AdaBoost  
The bagging (Breiman, 1996) and AdaBoost (Freund & Schapire, 1996) algorithms 
use separate data for training networks in an ensemble. The bagging algorithm creates 
a separate training set for each network in the ensemble using a resampling technique. 
However, the AdaBoost algorithm uses an adaptive resampling technique that 
considers the performance of previously trained networks in creating separate training 
sets. The idea of using separate training sets is to maintain diversity among networks in 
ensembles. In other words, bagging and AdaBoost algorithms use separate training sets 
to define the task of each network in the ensemble. However, different training sets 
created by the resampling technique contain some common information (i.e., training 
patterns). In this sense, it is appropriate to say that the task division in bagging is not 
precise.  
Although the AdaBoost algorithm creates different training sets using the adaptive 
resampling technique, these training sets also contain some common information. This 
is because the AdaBoost algorithm puts more emphasis on misclassified training 
patterns, while it puts less emphasis on correctly classified examples. In practice, the 
AdaBoost algorithm requires reset of the weight distribution when the weighted error 
on the training set is not less than 0.5 or becomes 0. This observation is also reported in 
some other previous studies (e.g., Bauer & Kohavi 1999; Opitz & Maclin, 1999). In 
short, it can say that the task division by AdaBoost is not so precise. This task division 
of the bagging and AdaBoost algorithms could be made more precise if training time 
interaction were introduced in these algorithms. The aim of this section is to explore 
this issue.  
The proposed PITS is incorporated in bagging and AdaBoost to establish training 
time interaction among networks in the ensemble. The new schemes are called as 
interactive bagging and interactive AdaBoost. The interactive bagging algorithm is the 
hybridization of bagging and PITS, while the interactive AdaBoost algorithm is the 
hybridization of AdaBoost (Freund & Schapire, 1996) and PITS. The aim of this 
hybridization is to increase the diversity, i.e., reduce the overlap, in different networks 
of the bagging and AdaBoost algorithms.  
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Figures 5.5 and 5.6 show the pseudocodes for interactive bagging and interactive 
AdaBoost algorithms, respectively. The bold-face lines in these figures indicate the 
modifications/additions to the standard bagging and AdaBoost algorithms. In 
interactive bagging or AdaBoost, the i-th network is trained on a training set Ti created 
by the bagging or AdaBoost algorithm, and the weight of this network is updated 
according to Eq. (5.7). It is seen from Eq. (5.7) that it is require to know the combined 
outputs of other networks in the ensemble to update the weights of the i-th network. 
Thus each network in interactive bagging and AdaBoost collects the combined outputs 
of other networks from the IC. This is a kind of indirect interaction among networks in 
the ensemble which is not present in the standard bagging and AdaBoost algorithms. 
After training a network, the interactive bagging and AdaBoost algorithms update the 
information in the IC according to Eq. (5.6) for each pattern in the original training set. 
This is an additional step, which is also not present in the standard bagging and 
AdaBoost algorithms. It is now clear that the hybridization PITS with 
bagging/AdaBoost introduces two additional steps i.e., communication with the IC and 
updating the IC. 
 
 
 
 
 
 
Figure 5.5: Interactive bagging algorithm.  
1. Let M be the number of NNs to be trained for an ensemble.  
  Take original training set T= {(x(1), d(1)),…, (x(N), d(N))} with class label },.....,2,1{ kKdi  . 
2.  for i=1 to M { 
a. Construct an NN, NNi  
b. Make a new training set, Ti by sampling N patterns uniformly at random with replacement from T.
c. Train NNi by Ti in conjunction with information center(IC). 
d. Update IC. 
3.   } 
4. Ensemble decision for a particular pattern n, 


dnxNNiKd i
nEns
))((:
1maxarg)(*  
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Recently, Liu (2005, 2007) used bagging to create different training sets for training 
networks in ensembles. In (Liu, 2005, 2007), each training set is used for training all 
networks in the ensemble one time using NCL. The aim of using separate training sets 
is to use them for the cross-validation purpose. However, in this study, PITS is 
employed to establish training time interaction among the networks in ensembles when 
they are trained in bagging.
 
Figure 5.6: Interactive AdaBoost algorithm. 
 
1. Let M be the number of NNs to be trained for an ensemble.  
  Take original training set T= {(x(1), d(1)),…, (x(N), d(N))} with class label },.....,2,1{ kKdi  .   
  Assign weight for each pattern of T, initial weights are the same, i.e., w1(n)=1/N 
2.  for i=1 to M { 
a. Construct an NN, NNi  
b. Make a new training set, Ti by sampling N patterns at random with replacement from T based 
on weight distribution wi(n) .   
c. Train NNi by Ti in conjunction with information center (IC). 
d. 


)())((:))(),((
)(
ndnxNNTndnx
ii
i
nw  (weighted error on training set) 
e. iii  /)1(    
f. for each Tdx nn ),( ,  
 if nn
i dxNN )(  then iii nwnw ).()(1   , otherwise )()(1 nwnw ii   
g. Normalized the weights, wi+1(n).  
h. Update IC. 
3.   } 
4. Ensemble decision for a particular pattern n, 


dnxNNi
i
Kd
i
nEns
))((:
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5.3.1 Effect of Training Time Interaction in Bagging and AdaBoost  
Due to the incorporation of PITS in bagging/AdaBoost, the component networks 
can communicate with each other indirectly through IC. This section analyzes the 
effect of λ when PITS is applied in the training process of bagging and AdaBoost 
algorithms. Three problems Australian Card, Car and Waveform, were used for the 
analysis. The effect of λ is investigated here on overlap, uncover, diversity and TER. 
Figures 5.7 and 5.8 show the effect of  for the interactive bagging and interactive 
AdaBoost, respectively, on three problems. The results presented are the average of a 
single 10-fold cross validation run. The value of =0 in the figure indicates standard 
bagging and AdaBoost algorithms. It is clear that the amount of overlap and uncover 
decreases as the value of  increases. Both overlap and uncover approach zero for a 
large value of . It is therefore indicative that the diversity improves as the value of  
increases. However, the TER decreases up to a certain level with the decrease of 
overlap and uncover, as well as with the increase of diversity.  
Most importantly, the increase of diversity does not always guarantee the 
improvement of the TER. The lowest TER can be achieved by an ensemble when 
multiple voting (in case of bagging) or weighted voting (in case of AdaBoost) correctly 
classifies most of the examples in the testing set. There is no chance of getting a lower 
TER with a large uncover. According to Figs. 5.7 and 5.8, the lowest TER is achieved 
for <=0.5. However, in the standard bagging/AdaBoost there was no such parameter 
that controls overlap and uncover for achieving better TER.  
The effect of PITS on bagging is more pronounced than on AdaBoost. This is 
reasonable because AdaBoost uses an adaptive resampling technique while bagging 
uses a random resampling technique to generate training sets for networks in 
ensembles. It is known that each training set created by bagging contains 63.2% of 
distinct examples (Bauer & Kohavi, 1999).  
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(a) Australian Card 
 
  
(b) Car 
 
  
(c) Waveform 
 
Figure 5.7: Effect of  value on interactive bagging. Left column for diversity and rate of 
overlap; and right column for TER and rate of uncover. 
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(a) Australian Card 
 
  
(b) Car 
 
  
(c) Waveform 
 
 
Figure 5.8: Effect of  value on interactive AdaBoost. Left column for diversity and Overlap; 
and right column for TER and Uncover. 
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5.3.2 Experimental Results  
This section presents the comparison between the standard bagging and AdaBoost 
with the interactive ones to evaluate the effect of the training time interaction. Four 
different sets of experiments (i.e., bagging, interactive bagging, AdaBoost, and 
interactive AdaBoost) were carried out on ten selected problems. The number of 
component networks for an ensemble was set to 10, and each network was trained for 
50 epochs. The  value was chosen between 0.1 and 0.4. The other parameters were 
chosen as described in Section 5.1.  
Table 5.4 compares the average results of the standard bagging, standard AdaBoost, 
interactive bagging and interactive AdaBoost over five standard 10-fold cross 
validation runs. As seen in the table, the interactive bagging/AdaBoost exhibited better 
(i.e., lower) TER than the standard bagging/AdaBoost for all problems. The t-test 
showed that interactive bagging was significantly better than its counterpart standard 
bagging for five problems, while interactive AdaBoost was significantly better than its 
counterpart standard AdaBoost for four problems. From the above results, it can be 
Table 5.4: Comparison of testing error rate (TER) between the standard bagging (or 
standard AdaBoost) and the interactive bagging (or interactive AdaBoost) over five 
standard 10-fold cross validation runs. The value in the bracket represents standard 
deviation. For statistical significance, single star (*) and double start (**) are for 
confidence interval 95% and 99%, respectively. 
 
Problem 
Bagging  AdaBoost 
Standard Interactive Standard Interactive 
Australian Card 0.1429(0.0404) 0.1313(0.0441)** 0.158(0.0426) 0.1406(0.0431)** 
Car 0.1184(0.0663) 0.117(0.0645) 0.0884(0.0586) 0.0813(0.0525) 
Diabetes 0.2366(0.0453) 0.2363(0.0427) 0.2392(0.0449) 0.2339(0.0427) 
German Card 0.2516(0.0307) 0.2448(0.0359) 0.2632(0.0282) 0.252(0.0345)* 
Heart Disease 0.1633(0.0792) 0.1547(0.0709) 0.1847(0.0896) 0.164(0.0878)* 
Hypothyroid 0.059(0.0033) 0.0585(0.0035)* 0.0398(0.0112) 0.0354(0.0104)* 
Ionosphere 0.144(0.1036) 0.136(0.0953)* 0.1286(0.0878) 0.1194(0.0836) 
King+Rock 0.0263(0.0306) 0.024(0.0282)* 0.0253(0.0273) 0.0251(0.0263) 
Waveform 0.1331(0.0161) 0.1306(0.0148)** 0.1369(0.0183) 0.1344(0.0178) 
Zoo 0.120(0.0881) 0.118(0.092) 0.064(0.072) 0.052(0.068) 
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concluded that the training time interaction among networks in ensembles could 
improve bagging and AdaBoost algorithms.  
 
5.4 Summary 
Among various ensemble methods, bagging, AdaBoost and NCL are considered to 
be the most popular. Bagging and AdaBoost algorithms train networks in an ensemble 
with different training sets, while NCL trains networks simultaneously and 
interactively with the same training set. The proposed algorithm, PITS, trains networks 
in an ensemble sequentially and interactively. The algorithm uses an information center 
by which each network in the ensemble can interact with other networks. It is 
analytically proven that such an indirect communication scheme can reduce the cost 
for training time interaction.  
Extensive experiments have been carried out to understand the performance of 
PITS. A suite of 20 benchmark classification problems was used for experimental 
studies. In many cases, it is found that the sequential training with indirect 
communication for networks is beneficial for the performance of ensembles. The 
incorporation of PITS in bagging and AdaBoost algorithms indicates that PITS can 
improve the performance of bagging and AdaBoost algorithms.  
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Discussion over the Proposed 
Ensemble Methods  6
 
The aim of the thesis was to investigate diverse networks creation techniques for 
ensembles in order to achieve better performance. Although a number of ensemble 
methods have been investigated through producing diverse networks, in general, all the 
methods produce predefine number of networks and all the networks are considered for 
final ensemble. Besides ensembles with predefined number of networks, the thesis 
investigated problem dependent adaptive ensemble construction and presented two 
different approaches: ensembles with selected networks from a pool of heterogeneous 
networks (i.e., called SelHet) (Akhand et al., 2008b), and a minimal neural network 
ensemble construction method (MNNEC) (Akhand & Muarse, 2007a) that trains 
minimal number of networks for a given problem. Both the adaptive methods are shown 
competitive results with the prominent existing ensemble methods. The thesis also 
presented a new ensemble construction method called progressive interactive training 
scheme (PITS) (Akhand & Murase, 2007b; Akhand et al., 2008a) and found interesting. 
PITS trains networks one after another sequentially; however, maintains an indirect 
interaction among the networks through an intermediate space called information center.  
The ensemble methods presented in the thesis are found competitive or better with 
respect to prominent existing methods. Now it is important to realize that among the 
proposed methods which technique is more appropriate for neural network ensemble 
(NNE) construction or when and what condition(s) a method is better than others. Also 
the new training scheme PITS is tested for fixed number of networks and therefore 
problem dependent adaptive ensemble with PITS might be interesting. The remainder of 
this chapter investigates the above points and is organized as follows. Section 6.1 
compares performance of SelHet and MNNEC on a common set of problems. Section 
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6.2 first presents effectiveness to use PITS in SelHet, and then investigates adaptive 
NNE method based on PITS and compares with MNNEC. Finally, Section 6.3 
concludes the chapter with a brief summary.  
 
6.1 Comparison between SelHet and MNNEC 
An NNE performs better when component neural networks (NNs) are diverse so that 
failure of one may compensate by others. In general, previously proposed NNE methods 
train a predefined number of networks and the number is common for all the problems. 
For all the problems same NNE architecture is not logical because problems contain 
much more variety. For problem dependent adaptive NNE architecture, two different 
approaches are investigated in this thesis. This section discusses and compares both the 
methods based on NNE architecture and achieved generalization ability.  
For an adaptive NNE, SelHet (Chapter 3) selects several appropriate NNs from a 
pool of heterogeneous networks. The heterogeneous pool that is created using several 
data sampling techniques is found interesting. SelHet is shown to achieve better 
performance when compared with the traditional NNE methods. For network selection, 
two methods are investigated; proposed forward selection is shown several benefits over 
the genetic algorithm based selection of networks. 
Instead of training predefined large number of networks, the minimal NNE 
construction (MNNEC) method (Chapter 4) initially determine diverse NNs and then 
establishes coordination among the NNs. The proposed MNNEC is found competitive 
with existing NNE methods when tested on benchmark problems. The MNNEC does 
not build ensemble when a single network is found sufficient for a given problem and 
therefore made a bridge between single network and ensemble construction. 
From the above brief descriptions it is clear that SelHet and MNNEC follows two 
different ways for problem dependent ensemble architecture. SelHet first trains 
relatively large number of networks and then selects some networks that might give 
better result for a given problem. On the other hand, MNNEC starts with a single 
network and try to determine minimum number of networks to solve the problem. When 
the starting single network gives satisfactory result for a given problem MNNEC does 
not consider ensemble for the problem. To understand proficiency of SelHet and 
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MNNEC, Table 6.1 compares achieved TERs between the methods for some selected 
problems. The results of SelHet and MNNEC are taken from Chapter 3 and Chapter 4, 
respectively.  
Although SelHet automatically selects several networks for a problem, hidden node 
(HN) of each network require defining manually. In MNNEC, hidden node of the first 
network is also a user defined parameter but HN of later networks is considered as a 
cumulative number. From the Table 6.1 it is seen that architecture produced by MNNEC 
is more compact than SelHet. Average NNs per NNE and HN per NN in SelHet are 
11.20 and 9.50, respectively; on the other hand, the numbers for MNNEC are 3.99 and 
5.19. MNNEC got the benefit of constructive approach to determine compact 
architecture (Kwok & Yeung, 1997b).  
According to Table 6.1, average TER achieved by SelHet is lower (i.e., better) than 
MNNEC. Average TERs are 0.0998 and 0.1059 for SelHet and MNNEC, respectively. 
However, some cases, especially problems having less number of classes, MNNEC is 
shown better TER than SelHet. As an example, Australian Card is a two-class problem 
Table 6.1: Comparison between SelHet and MNNEC based on achieved TER and 
ensemble architecture over five standard 10-fold cross validation runs. 
 
 NNs/NNE Average HN per NN TER 
Problem SelHet MNNEC SelHet MNNEC SelHet MNNEC 
Australian Card 5.94 3.42 10 3.42 0.1469 0.1365 
Breast Cancer 12.82 3.00 5 3.00 0.0313 0.0313 
Diabetes 4.02 3.90 5 3.90 0.2339 0.2276 
House Vote 13.38 3.04 5 3.04 0.041 0.0396 
Lymphography 7.94 3.96 10 5.96 0.1443 0.1557 
Soybean 15.00 5.62 25 7.62 0.0559 0.0603 
Splice Junction 16.84 5.66 10 7.66 0.151 0.1512 
Wine 19.56 2.56 5 4.56 0.0165 0.0118 
Waveform 7.70 4.38 10 6.38 0.1296 0.1293 
Zoo 8.82 4.36 10 6.36 0.048 0.116 
Average 11.20 3.99 9.50 5.19 0.0998 0.1059 
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and TERs achieved by SelHet and MNNEC are 0.1469 and 0.1365, respectively. Again 
problem having large number of classes, such as Soybean (19 classes) and Zoo (7 
classes), SelHet is found better than MNNEC. TERs achieved by SelHet are 0.0559 and 
0.048 for Soybean and Zoo problems, respectively; for these problems MNNEC is shown 
TERs 0.0603 and 0.116, respectively. Although MNNEC constructed NNE with 
relatively more networks for Soybean and Zoo problems than others, the number was 
much less than SelHet and might not be sufficient. Finally, MNNEC is the best for 
problems with fewer classes though overall performance of SelHet is better than 
MNNEC. 
 
6.2 Prospectiveness of PITS on Adaptive NNE Construction  
The progressive interactive training scheme (PITS), presented in the Chapter 5, has 
some interesting features as these are already mentioned. One interesting feature of 
PITS is that it may hybridize with other training schemes and found interesting when 
induced in bagging and AdaBoost (Chapter 5). Some other features are investigated in 
this section. The general settings of the new experiments of this section were same as 
the standard methods as explained previously.  
 
6.2.1 PITS in SelHet  
The ensemble method SelHet utilized three data sampling methods to create pool of 
heterogeneous networks: bagging, AdaBoost and negative correlation learning (NCL). 
Due to offline selection, it is also possible to use PITS in SelHet. Since PITS is 
developed from NCL, now it is interesting to know the use of PITS, instead of NCL, in 
SelHet. The new scheme is called SelHet with PITS. Each of bagging, AdaBoost and 
PITS produces equal number of networks for the heterogonous pool of SelHet with 
PITS. 
Table 6.2 compares between standard SelHet (i.e, SelHet with NCL) and SelHet with 
PITS based on achieved TER and ensemble architecture. Results of standard SelHet is 
collected from the Chapter 3 and same as of Table 6.1. To make fair comparison, SelHet 
with PITS is also utilized pool of 30 networks. Since PITS is found better than NCL 
(Chapter 5), SelHet with PITS is shown a little better than standard SelHet, as seen in 
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Table 6.2. As an example, TER of Australian Card is 0.1469 for standard SelHet and 
TER is 0.1397 for SelHet with PITS. About NNE architecture both standard SelHet and 
SelHet with PITS are competitive; for the Australian Card NNs/NNE are 5.94 and 5.32, 
respectively.    
   
6.2.2 Minimal PITS: An Adaptive NNE Construction Method based on PITS  
PITS trains networks one after another; therefore, it is also possible to determine the 
number of NNs automatically for a given problem. After training a NN and evaluating 
the current ensemble, it might be possible to guess whether additional NNs are 
necessary or not. Also, it is possible to adjust the parameter of a coming NN based on 
the combined performance of previously trained networks. Considering the above 
matters, this section investigates an adaptive ensemble construction method based on 
PITS. 
To develop adaptive NNE with PITS it is essential to observe individual networks 
performance. PITS trains each network individually in conjunction with the information 
center (IC). IC manages outputs of previously trained networks and a network maintains 
Table 6.2: Comparison between standard SelHet and SelHet with PITS based on achieved 
TER and ensemble architecture over five standard 10-fold cross validation runs. 
 
 NNs/NNE TER 
Problem Standard SelHet 
SelHet with 
PITS 
Standard 
SelHet 
SelHet with 
PITS 
Australian Card 5.94 5.32 0.1469 0.1397 
Breast Cancer 12.82 11.82 0.0313 0.031 
Diabetes 4.02 3.58 0.2339 0.2326 
House Vote 13.38 12.74 0.041 0.0386 
Lymphography 7.94 10.26 0.1443 0.1514 
Soybean 15.00 16.02 0.0559 0.0538 
Splice Junction 16.84 16.8 0.151 0.1552 
Wine 19.56 19.7 0.0165 0.0176 
Waveform 7.70 5.36 0.1296 0.128 
Zoo 8.82 10.54 0.048 0.046 
Average 11.202 11.214 0.0998 0.0994 
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indirect interaction with the previously trained networks through the IC. Due to 
consideration of IC in the training process, a NN may perform specific tasks that is 
different from others i.e., previous networks. Fig. 6.1 visualizes this matter when NNs 
are trained one after another and measure performances.  
Fig. 6.1 represents classification error rate and rate of uncover for both training and 
testing sets after training each NN for a sample run of Soybean problem. Rate of 
uncover means the ratio of patterns that truly classified by none of the trained NNs with 
the total patterns. Again, classification error rate of testing set is the testing error rate 
(TER) that represents generalization ability. For the experiment one-third of example 
was reserved for testing set and remaining two-thirds were used in training. Fig. 6.1 (a) 
is with fixed standard number of HNs for all the NNs, the number for Soybean was 
considered as 25 that were used in other experiments. Since NNs are trained one after 
another, HN in the coming network may change; and Fig. 6.1(b) with a single HN for 
(a) Fixed HN per NN (b) Cumulative HN per NN 
 
Fig. 6.1: Effect of NNs training in PITS for Soybean problem using fixed 25 HNs/NN and 
cumulative HNs. 
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first network and cumulatively increased by two for later networks, like MNNEC with 
IHN=1. 
For cumulative HN, classification error rate and rate of uncover after first NN are 
very high. Soybean belongs 19 classes and with a single HN worst performance is 
logical. Due to NNs addition with more HNs, uncover reduced and classification error 
rate also reduced. For same equal HNs for all the NNs (Fig.6.1. (a)), it is also seen that 
addition networks reduce uncover and classification error rate. This is the indication that 
a NN performs different activities and classifies some additional patterns on which none 
of previous NNs gives true classes.        
According to Fig. 6.1, better performance is shown at a lower uncover. It is common 
matter that larger uncover never gives better (i.e., lower) classification error rate. But, it 
does not mean that the lowest uncover (i.e., zero or near zero) will always give the 
lowest classification error rate; because, NNE decision is the combination of individual 
NNs’ decision. In general, a pattern truly classify by an NNE when most of the 
component NNs truly classify the pattern. However, stopping NN addition when 
uncover reaches at the lowest level (or steady state), acceptable performance may get 
with minimal number of NNs and return problem dependent adaptive NNE.   
For adaptive NNE with PITS, a new set of experiment is done where NN addition 
stops when uncover of training set does not change due to addition several networks 
successively. The new scheme is called as minimal PITS (mPITS). Experiment is done 
for both fixed equal fixed HNs for all the networks and cumulative HN. Table 6.3 
presents NNE architecture and corresponding TER for mPITS; in bracket ‘CHN’ 
indicates mPITS with cumulative HN. In mPITS with cumulative HN, first NN contains 
single HN and for others increases cumulatively by two; therefore, second and third 
NNs contain three and five HNs, respectively. According to Table 6.3, both mPITS and 
nPITS (CHN) are competitive on the basis of NNs in NNE and achieved TER. However, 
for the problems having more classes cumulative HN is shown worse than fixed HN.  
Comparison between MNNEC and mPITS from Table 6.3 is shown that ensemble 
architecture produced by MNNEC is more compact than mPITS. Average NNs/NNE for 
MNNEC and mPITS are 3.99 and 9.10, respectively. With compact architecture, 
MNNEC is shown slightly better than mPITS on the basis of average TER. Average 
TERs is shown 0.1059 for MNNEC and mPITS is achieved 0.1099. However, for 
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several cases mPITS outperformed MNNEC achieving lower TER, such as Australian 
Card, House Vote, Soybean, and Waveform. Besides this, the main attraction of mPITS is 
that it trains a network once a time. On the other hand, MNNEC trains each network on 
two different stages that might be helped getting better performance on several cases.  
 
6.3 Summary  
The ensemble methods proposed in the thesis are discussed and results compared on 
some selected problems in this chapter. Between SelHet and MNNEC, on the basis 
average TER, overall performance of SelHet is better than MNNEC. However, MNNEC 
is shown to reply compact NNE architecture and some cases, especially problems with 
few classes, it is shown better TER than SelHet. The proposed PITS is also found to 
improve SelHet when used it instead of NCL. Adaptive ensemble based on PITS, called 
minimal PITS (mPITS), is also investigated and found competitive with MNNEC. The 
training scheme of mPITS remains more prospective and might give improve result with 
different experimental settings.         
Table 6.3: Comparison between MNNEC and mPITS based on achieved TER and 
ensemble architecture over five standard 10-fold cross validation runs. 
 
 NNs/NNE TER 
Problem MNNEC mPITS 
mPITS 
(CHN) 
MNNEC mPITS 
mPITS 
(CHN) 
Australian Card 3.42 6.04 6.22 0.1365 0.1351 0.1356 
Breast Cancer 3.00 4.40 4.12 0.0313 0.0313 0.0322 
Diabetes 3.90 12.24 12.26 0.2276 0.2347 0.2379 
House Vote 3.04 5.48 4.84 0.0396 0.0377 0.0377 
Lymphography 3.96 3.74 4.92 0.1557 0.1557 0.15 
Soybean 5.62 6.02 10.98 0.0603 0.0576 0.0659 
Splice Junction 5.66 23.18 19.66 0.1512 0.1611 0.1618 
Wine 2.56 3.46 4.48 0.0118 0.0247 0.0235 
Waveform 4.38 21.82 17.96 0.1293 0.1273 0.1288 
Zoo 4.36 4.62 6.28 0.116 0.134 0.132 
Average 3.99 9.10 9.17 0.1059 0.1099 0.1105 
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Conclusions 7
 
To achieve better performance, construction of an ensemble with several neural 
networks is like as establishment of a committee of people for an important work or 
building a board of doctors for a major operation. Diversity among component networks 
is considered as an important matter when they produced for an ensemble because 
outcome from identical networks is like as a single network. In this thesis, prominent 
existing ensemble methods are studied, and then are investigated several new techniques 
for ensemble construction. This chapter will now give a short summary of the main 
points described in this thesis. Also, it discusses possible future works based on the 
outcome of the present work.  
  
7.1 Achievements 
As it is mentioned in the overview of this thesis, the work presented here contained 
an introduction about neural network ensemble (NNE) construction and an empirical 
study of existing prominent ensemble methods. Then, three new ensemble construction 
methods are investigated and their effectiveness is evaluated on benchmark problems in 
three chapters (Chapters 3-5). The proposed methods are also discussed together in 
Chapter 6.   
Data sampling, i.e., different training data for different networks, is found more 
effective than other approaches to produce diversity. An empirical study on data 
sampling based several prominent ensemble methods is presented in Chapter 2. Among 
the implemented methods, some were originally proposed for decision trees (Alpaydin, 
2004) and the ideas were implemented in compromising with neural networks in this 
work. Comparative analysis based on achieved results is presented and relation between 
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diversity and generalization is shown through overlap and uncover. The experimental 
results reveal that data sampling for NNE construction is effective for better 
generalization (i.e., lower TER). The poor performance of the simple NNE (sNNE), an 
ensemble method that does not use a data sampling technique, is due to less diversity 
among component networks where functionalities of component networks are 
overlapped and cause a large uncover. However, no data sampling based ensemble 
method is able to achieve better generalization ability with respect to the other methods 
and sNNE for all the problems. Bagging and AdaBoost, two pioneer data sampling 
based ensemble methods, are still better when compared to recently introduced 
ensemble methods. Among the tested data sampling based methods NCL is the only 
method that does not create a training set explicitly. It implicitly encourages different 
networks towards different subspaces. NCL is found competitive with bagging or 
AdaBoost; but bagging or AdaBoost is simpler because they have no built-in 
parameters. 
In an ensemble, component networks are the main building blocks; a given problem 
is solved by individual networks and then their decisions are combined for ensemble 
decision. The existing ensemble methods consider all the trained networks for final 
ensemble without checking all of them are really important or not. In Chapter 3, an 
ensemble method is presented that selects several appropriate networks from a pool. 
Diverse networks in the pool are produced using several data sampling techniques and 
the final ensemble with selected networks is shown to perform well. For network 
selection, genetic algorithm was investigated, and a simple selection technique named 
forward selection is proposed. 
Chapter 4 focused on an ensemble construction method that initially determines 
diverse component networks based on data sampling and then establishes coordination 
among the networks with simultaneous training using full training set. The proposed 
method is able to build problem dependent minimal ensemble architecture for a given 
problem and so called minimal NNE construction (MNNEC) method. The proposed 
method is found competitive with existing ensemble methods when tested on 
benchmark problems. The MNNEC does not build ensemble when a single network is 
found sufficient for a given problem and therefore made a bridge between single 
network and ensemble construction. 
In Chapter 5, a new training scheme of ensemble, called progressive interactive 
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training system (PITS), is presented based on training time interaction among 
component networks. In PITS, interaction among component networks is maintained 
indirectly via an intermediate space. Indirect interaction is shown to have several 
benefits over direct interaction among component networks when they are trained in 
NCL. Evolution of PITS from NCL is explained and the effectiveness of the proposed 
PITS is shown through experimental result. Chapter 5 also presents establishment of 
training time interaction into existing ensemble methods (i.e., bagging and AdaBoost) 
inducing PITS in their training process and found to improve their performance due to 
training time interaction. 
 
7.2 Perspectives  
There are several future potential directions that follow from this study. This work 
has been concerned with how to create diverse neural networks for ensembles. To make 
fair comparison with existing NNE methods, experiment is done on similar settings for 
all the methods. However, every individual method has some benefits as well as some 
limitations. Overcoming the associated limitations and properly utilizing the benefits 
one may achieve better result from individual method. 
For ensemble construction with appropriate selected networks, SelHet (in Chapter 3) 
applied selection scheme on the pool of networks that is created using three most 
popular ensemble methods i.e., bagging, AdaBoost and NCL. Pool creation including 
other techniques may give better result. For simplicity, network selection is done based 
on training set classification accuracy; including diversity matter in the selection 
criterion may reply better ensemble. Also for network selection with other selection 
techniques, such as pruning or thinning (Banfield et al., 2005) may give better 
performance.   
The existing ensemble methods train predefined number of networks in which 
architecture of individual network is also user defined. Besides, proposed MNNEC (in 
Chapter 4) determined a number of networks for a problem using two user defined 
parameters: initial hidden node (IHN) number and incremental number in hidden node 
to determine hidden node for coming networks. In this study MNNEC has been tested 
with two small values of IHN that are 1 and 3. Due to a large variety in the real world 
problems, IHN value selection based on problem features (such as output classes and 
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input features) might be interesting and may give better result. 
The proposed PITS (in Chapter 5) trains component networks one after another and 
interaction among the networks is maintained via an intermediate space called 
information center. PITS has shown several interesting features such as able to 
hybridize with other training schemes. Since PITS is investigated for bagging and 
AdaBoost only, in the present study, the implementation of PITS as an element of 
interaction in other boosting algorithms, as well as other algorithms (e.g., DECORATE), 
might be interesting. Although problem dependent adaptive ensemble is investigated for 
PITS with simple stopping criteria in Chapter 6, different stopping criteria as well as 
adaptive architecture of individual networks might yield better ensemble.  
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