INTRODUCTION
Multivalued differential equations of the form i(f) E m(o), fE co, Tl (1.1)
can be used, in alternative to stochastic processes, as a model for systems whose evolution is non-deterministic. Compared with the rich mathematical theory which is currently available for random processes, however, differential inclusions have remained a rather thin subject, concerned mainly with the existence of solutions and with the topological properties of the set of trajectories. The present paper is an attempt to widen the scope of this theory, introducing the notion of "likelihood" for a solution of a differential inclusion and formulating a corresponding class of estimation, prediction, and filtering problems.
To do this, a simple approach first comes to mind: define some probability measure on the set of trajectories of (1.1) and formulate the prediction and filtering problems accordingly. Unfortunately, there seems to be no canonical probability distribution which is supported precisely on the solution set of (1.1). The choice of any particular distribution would thus require considerable additional information about the system to be modeled. For this reason, we consider a new definition of "likelihood" which is entirely independent of probability theory, relying solely on the metric structure.
If 9 denotes the family of all solutions of (1.1) and u E 9, a rough estimate of how many trajectories u E B remain close to u is given by fl{d:u~F, Iv(t)-u(t)l<~forallt~[O, T]}, (1.2) where /3 denotes the Hausdorff measure of non-compactness in 9" and E > 0. As E + 0, the i&mum of the quantities (1.2) is a well defined number, 155 156 ALBERT0 BRESSAl'i which we call the likelihood of II. Our main result shows that this number can be explicitly computed by an integral formula. For the Kuratowski measure of non-compactness of a decomposable subset of Y', a somewhat similar formula was proved in [23. Our choice of the Hausdorff measure in 9" is largely motivated by the fact that, in this setting, the likelihood of a trajectory u( .) usually has a simple expression, depending only on the Chebyshev radius of F(u(t)) and on the distance between a(!) and the Chebyshev center of F(u(t)). The corresponding prediction and filtering problems can thus be written in the form of classical problems in the calculus of variations. The possibility of defining the "most likely path" for a differential inclusion in a non-probabilistic context was first suggested by A. Cellina, whose remarks provided the initial motivation for this research. It is well known that several qualitative aspects of probability theory have a purely topological counterpart, formulated in terms of Baire Category. A comprehensive account of the analogies between measure and category can be found in Oxtoby's book [lo] . The present paper yields an example of a quantitative aspect of probability theory which has a non-probabilistic counterpart, defined using measures of non-compactness.
Basic notations and definitions are collected in Section 2. The integral formula expressing the likelihood is stated in Section 3 and proved in Sections 4-6. In Section 7 we define the likelihood L(X) for a point X to be approached by solutions of a multivalued Cauchy problem, and show that L(X) is the value function of a corresponding optimization problem. The previous theory is then used in the last section, providing a rigorous mathematical formulation of a family of estimation, prediction, and filtering problems, in a context which is entirely independent of probability theory.
PREL~~INARI~
In this paper we write I .( for the euclidean norm on R", while B(x, r), B(x, r) denote the open and the closed ball centered at x with radius r, respectively. We write A and E5 A for the closure and the closed convex hull of A, and A\B for a set-theoretic difference. The distance of a point x from a set A is d(x, A), while d,(A, B) indicates the Hausdorff distance between two sets. We write x + A for the set {x + y; y E A} and B (A, E Observe that the ball E(u, c) refers to the $9' topology on the space of trajectories, while f(u) measures the non-compactness in 9" of a set of derivatives. To make good use of the above definition, one now needs a practical formula for evaluating the right-hand side of (3.1). To this purpose, define the function h: Iw" x .Xi -+ [w u { -co } by setting 
In several cases, the computation of h is rather simple. For each compact convex set Q, let c(Q) and r(Q) be its Chebyshev center and its Chebyshev radius, respectively. Define the subset Q* E Q as Q*=CO{OEQ:
lo-c(Q)1 =r(Q)}. For this J equality holds in (3.6). Therefore, equality also holds in (3.5). Let any E > 0 be given. It is not restrictive to assume Define Q, = C3{f2\B(QV, E)} and observe that s2 "n Sz, = @. An auxiliary result is now proved. Because of (4.3),, we again conclude that ~(<)EQ,.
To estimate the 9' norm of], observe that, by (4.5), (4.14), and (4. (4.18)
The above relation shows that, for any E> 0, there exists 6 E (0, E] such that h'(O, L2) is greater or equal than the right-hand side of (4.18). This proves (4.1).
The previous result implies a technical lemma, which we record here for future use. 
THE UPPER BOUND
Let u be any Caratheodory solution of ( 1.1). To establish Theorem 3.2, call a the right-hand side of (3.3). By Corollary 4.5, the integral is well defined. In this section we show that a is an upper bound for L(u). In Section 6 we will show that r is also a lower bound, completing the proof.
Let E > 0 be given and, for simplicity, assume
for some constant R, which is not restrictive. We now show that the set {d; ~.ELF n E(u, 6)) can be covered with just one ball centered at y, whose radius is very close to z. Indeed, let t' be any solution of ( Since E > 0 was arbitrary, the inequality L(U) <a is proved.
THE LOWER BOUND
The proof that the right-hand side of (3.3) is a lower bound for L(U) is achieved after a series of lemmas. The proof of (6. As in the previous lemma, for any function tj E Z2 and any E > 0, (6.10) implies
(6.12)
Since E > 0 and $ can be chosen arbitrarily, (6.12) shows that E,,, cannot be covered in Y2 with finitely many balls whose radius is smaller than (T/m) f h2(ok, Sz,) .
Therefore, /?'(E,,J is greater or equal than the right-hand side of (6.9). The opposite inequality is trivial, since E, is contained in the single closed ball with radius ?, having as center the piecewise constant function .ds) = wk SE ttk-1, fkl.
The previous lemma provides a lower bound on the measure of non-compactness for a set E, of derivatives of approximate solutions of (1.1). By a classical theorem of Filippov [S], for each approximate solution u there exists a nearby genuine solution, say w. A careful estimate of the g2 distance I(zi -till, combined with (6.7), will yield the lower bound on L(U). 
2)
The proof of Theorem 3.2 shows that even in this case our integral formula continues to hold. We now introduce a scalar quantity which roughly measures how many trajectories of (7.1) approach a given point X at time T. DEFINITION 7.1. The likelihood for a point 2 to be approached by solutions of (7.1) UE~~, u(T)=%}. (7.4) Proof: Call 9: the set of solutions u of (7.1) which exactly reach X at time T, and call a the right-hand side of (7.4) . Observe that a is well defined, being the maximum of an upper semicontinuous functional on a compact set. For every u E 4": and every E > 0 one has p{ti: UE&, lu(T)-X( <E} >j?{ti: u~F~nB(u, E)}.
Letting E + 0 we deduce L(X) > ~1. To prove the converse inequality, fix any constant a' > a. For each v E @i there exists 6 > 0 such that ~{~:w~90nB(u,6)}ca'. (7.5) Cover the compact set 9: with finitely many open balls Bi = B(ui, Si) for which (7.5) holds. We claim that there exists E > 0 such that the set 
PREDICTION AND FILTERING
With the theory developed thus far, it is possible to give a precise mathematical meaning to a class of estimation, prediction, and filtering problems, in a context which is entirely independent of probability theory.
1. PREDICTION PROBLEM. Given the Cuuchy problem (7.1), predict the most likely path.
With the notation of the previous sections, this amounts to finding a trajectory u E F0 which maximizes the functional L(u).
2. FILTERING PROBLEM. Assume that, for the Cauchy problem (7.1), a function y(t) = g(x(t)) is observed. For each t E [0, T], give an estimate for x(t), knowing the values y(s) for 0 <s S t.
For every t, the above problem can be formulated as max I ' h'(ti(s), F(u(s))) cis 0 subject to UE &, g(u(s)) = y(s), 0 <s G t. We remark that each of the above problems involves the computation of the maximum of an upper semicontinuous functional over a compact set. The existence of at least one solution therefore follows from classical theorems [3] . where w,, w, are n-and m-dimensional, independent Brownian motions. Indeed, the (stochastic) maximum likelihood estimator for z, given an absolutely continuous observation ye(s), 0 <S < t, is precisely the one which minimizes the integral (8.3), without any constraints [S] . When f and g are linear, the optimal estimate is given by Kalman's filter.
