Objective: To describe an approach for assessing the prevalence of nutrient inadequacy in a group, using daily intake data and the new Estimated Average Requirement (EAR). Design: Observing the proportion of individuals in a group whose usual intake of a nutrient is below their requirement for the nutrient is not possible in general. We argue that this proportion can be well approximated in many cases by counting, instead, the number of individuals in the group whose intakes are below the EAR for the nutrient. Setting: This is a methodological paper, and thus emphasis is not on analysing specific data sets. For illustration of one of the statistical methods presented herein, we have used the 1989-91 Continuing Survey on Food Intakes by Individuals. Results: We show that the EAR and a reliable estimate of the usual intake distribution in the group of interest can be used to assess the proportion of individuals in the group whose usual intakes are not meeting their requirements. This approach, while simple, does not perform well in every case. For example, it cannot be used on energy, since intakes and requirements for energy are highly correlated. Similarly, iron in menstruating women presents some difficulties, due to the fact that the distribution of iron requirements in this group is known to be skewed. Conclusions: The apparently intractable problem of assessing the proportion of individuals in a group whose usual intakes of a nutrient are not meeting their requirements can be solved by comparing usual intakes to the EAR for the nutrient, as long as some conditions are met. These are: (1) intakes and requirements for the nutrient must be independent, (2) the distribution of requirements must be approximately symmetric around its mean, the EAR, and (3) the variance of the distribution of requirements should be smaller than the variance of the usual intake distribution.
The problem of assessing the adequacy of nutrient intakes at the population level, or -equivalently -of estimating the proportion of individuals at risk of dietary deficiency in a (sub)population has been a long-standing one. While different analytical approaches to the problem have been proposed, it appears that, at a minimum, we need information on usual nutrient intake distributions, and on nutrient requirements, in the population of interest.
Ideally, the proportion of the population with inadequate intakes of a nutrient is estimated from the joint distribution of usual intakes and requirements of the nutrient in the population. The joint distribution of intakes and requirements is the distribution of pairs of values (r j , i j ) where r j and i j denote the requirement and the usual intake for the j th individual in the population, respectively. Here, we define usual intake of a nutrient for an individual as the long-run average intake of the nutrient. Questions such as 'What is the probability that a randomly chosen individual has a usual intake below (or above) X and a requirement below (or above) Y ?' can be answered by looking at the joint distribution of intake and requirement. Similarly, the question of interest 'What is the probability that a randomly chosen individual has a usual intake that is below his/her requirement?' can also be answered using information provided by the joint distribution. Note that the last question could be rephrased to read, 'What is the proportion of the population at risk of nutrient inadequacy?' In contrast, the univariate distributions of nutrient require-ments r or of usual intakes i provide information only about the values of either requirements or intakes in the population. The information necessary to estimate the joint distribution of requirements and intakes is very scarce, and thus, the ideal approach is impractical.
Methods to estimate the prevalence of nutrient inadequacy that involve knowledge about the univariate distributions of usual intakes and requirements have been proposed 1 and will be discussed in this paper. These approaches require that estimates of the usual intake distribution and the requirements distribution of a nutrient in a subpopulation be combined in some manner, to assess the percentage of the population with inadequate intakes. These methods then, involve three steps:
1 Estimate the usual intake distribution of the nutrient in the (sub)population. 2 Estimate the distribution of requirements of the nutrient in the (sub)population. 3 Combine both distributions to assess the prevalence of inadequate intakes of the nutrient in the (sub)population.
The problem of estimating usual nutrient intake distributions at the population level has been addressed, and satisfactory solutions have been proposed. In 1986, the National Research Council (NRC) proposed that a measurement error model be used on (perhaps transformed) observed daily intakes, to partially remove the effects of day-to-day variability in intakes when estimating usual intake distributions 1 . A group of researchers at Iowa State University (ISU) further refined the NRC approach, and developed a statistical procedure for estimating usual nutrient intake distributions that produces reliable estimates with good statistical properties [2] [3] [4] . Because estimates of usual intake distributions are needed for prevalence assessment, a summary of the features of the method developed at ISU to estimate usual nutrient intake distributions will be presented later in this paper. Application of the ISU method for estimating the distribution of usual nutrient intakes requires multiple 24-h recalls (two if observations are independent, more if not) on at least a subsample of the individuals.
As has been noted, for example, by Beaton 5 and Murphy 6 , we do not, in general, have reliable estimates of the distributions of requirements in the population. Exceptions are very few nutrients in selected genderage groups. Often, an estimate of the mean (EAR) and the variance of the requirement distribution for a nutrient are estimated from observations collected from a small sample of individuals. Letting r and S r denote the EAR and the estimated standard deviation of requirements, respectively, and assuming that requirements are normally distributed, the recommended dietary allowance (RDA) for a nutrient is computed as
Hence, if requirements for the nutrient are normally distributed in the population, the proportion of individuals whose requirements exceed the RDA is approximately 2.5%.
The RDA for a nutrient (or some percentage of the RDA) has been used as a cut-off value to assess the prevalence of nutrient inadequacy [7] [8] [9] . Practitioners estimate the prevalence of nutrient inadequacy by estimating the proportion of the population with intakes below the RDA for the nutrient (and the corresponding gender-age group). This approach leads to overly conservative estimates of prevalence 1,5,10-12 . While at the individual level it is reasonable for clinical dietitians to compare an individual's intake to the RDA, at the population level it is difficult to justify doing so. In this paper, we argue that Beaton's 5 suggestion that usual intake distributions be compared to the EAR (rather than the RDA) to assess adequacy leads to approximately unbiased estimates of prevalence under certain assumptions.
In the remainder, we first discuss the joint distribution approach to estimating the prevalence of nutrient inadequacy. We then briefly describe what is known as the probability approach 1 to assess prevalence of nutrient inadequacy. We then discuss the EAR cut-point approach proposed by Beaton 5 and describe the conditions that need to be satisfied for the EAR cut-point method to perform well. While even under ideal conditions the cut-point method leads to prevalence estimates that are biased (albeit slightly so), we argue that the loss in accuracy may be offset by the very few assumptions about the requirements distribution that practitioners must make. Illustrative examples of situations in which the cut-point method should not be applied are given. Finally, we present the major attributes of the ISU method for estimating usual intake distributions, that was developed at ISU in collaboration with the US Department of Agriculture (USDA).
The joint distribution approach to assessing nutrient inadequacy
Why would we be interested in estimating the joint distribution of intakes and requirements? Consider the Fig. 1 Simulated joint distribution of intakes and requirements for 5000 individuals. Intakes and requirements are correlated. Along the 45Њ line, intakes equal requirements plot presented in Fig. 1 . In the figure, we have plotted simulated values of requirements and intakes for 5000 individuals. The pairs r j , i j were drawn from a (bivariate normal) distribution with mean requirement m r ¼ 1200, mean intake m i ¼ 1500, standard deviation of requirements j r ¼ 200, standard deviation of intakes j i ¼ 440, and correlation coefficient between requirements and intakes r r,i ¼ 0.35. The bivariate normal distribution was chosen because of its relative simplicity; empirical evidence indicates that the normal distribution is most often not a good choice for modelling nutrient intakes [1] [2] [3] [13] [14] [15] [16] .
If we knew the joint distribution of intakes and requirements in a population, we could then estimate the proportion of the population with inadequate intakes by calculating the proportion of individuals whose intakes are below their requirements. In the figure, that proportion would include all individuals above the 45Њ line, the line where r ¼ i. For all those individuals, intakes are below their requirements, so that for them, i j − r j Ͻ 0. Formally,
where f R,I (r, i), is the joint density of the distribution of intakes and requirements in the population. Given an estimate of the joint distribution f R,I , obtaining (1) is trivial. The problem is not the actual probability calculation but rather the estimation of the joint distribution of intakes and requirements in the population.
To reduce the data burden for estimating f R,I , approaches such as the probability approach proposed in the 1986 NRC report 1 or the cut-point approach proposed by Beaton 5 make an implicit assumption that intakes and requirements are independent random variables. That assumption implies that what an individual consumes of a nutrient is uncorrelated with that individual's requirement for the nutrient. If the assumption of independence holds, then the joint distribution of intakes and requirements can be factorized into the product of the two marginal distributions as follows:
where f R (r) and f I (i) are the marginal distributions of requirements and of usual intakes of the nutrient, respectively, in the population of interest.
It is important to notice that under the formulation in (2), the problem of assessing prevalence of nutrient inadequacy becomes tractable. Indeed, as discussed below, methods for reliable estimation of f I (i) have been proposed 2 , and intake data are abundant.
Estimating f R (r) is still problematic due to scarce requirements data for most nutrients, but the mean and the variance of f R (r) can often be computed with some degree of reliability 5, [17] [18] [19] [20] [21] . In what follows, we discuss approaches for combining f R (r) and f I (i) for prevalence assessment, that require different amounts of information (and assumptions) about the unknown requirements distribution f R (r).
The probability approach
The probability approach to estimating the prevalence of nutrient inadequacy was proposed by the NRC in the 1986 report 1 . The idea is simple. Given a distribution of requirements in the population, the first step is to compute a risk curve that associates intake levels to risk levels under the assumed requirements distribution.
In Fig. 2 we show the risk curves for two simulated requirements distributions. Both simulated requirements distributions are normal with mean m R ¼ 42. The standard deviations of the simulated requirements distributions are 6.5 (solid curve) and 15.0 (dashed curve), respectively.
Formally, the risk curve is obtained from the cumulative distribution function (CDF) of requirements. If we let F R (.) denote the CDF of the requirements for a nutrient in the population, then
Thus, the CDF F R takes on values between 0 and 1. The risk curve r(.) is defined as In the simulated example in Fig. 2 , F R (10) Ϸ 0 and r (10) Ϸ 1, while F R (80) Ϸ 1 and r (80) Ϸ 0.
These risk curves are easy to read. On the x-axis, the values correspond to intake levels. On the y-axis, the values correspond to the risk of nutrient inadequacy given a certain intake level. In this simulated example, the risk of inadequacy for an individual with an intake of 10 is about 100% under both simulated risk curves. An individual with an intake of 50 would have a risk of nutrient inadequacy of about 12% when the standard deviation of the requirements distribution is 6.5 and of about 35% when the standard deviation of the requirements distribution is 15. An individual with an intake of 75 or higher, would have a probability of nutrient inadequacy of essentially zero under both simulated risk curves.
How should we combine these risk curves based on assumed requirements distributions with usual intake distributions estimated from dietary survey data?
It seems intuitively appealing to argue as follows. Consider again the simulated risk curves in Fig. 2 , and suppose we had estimated the usual intake distribution for this simulated nutrient in a population. If that estimated usual intake distribution places very high probability on intake values less than, say 80, then we would conclude that almost all individuals are at some risk of nutrient inadequacy. If, on the other hand, the usual nutrient intake distribution places most of the probability on intakes above 80, then we would be confident that in that population, nobody is at risk of nutrient inadequacy.
We illustrate these two cases in the plots in Figs 3 and 4. In Fig. 3 , almost everyone is at some risk, since the distribution of usual intakes in the population says that almost all intakes are between 0 and 80. In Fig. 4 , in contrast, the prevalence estimate would be about 0%, since in that population, the probability of observing intakes below 80 is very low, according to the usual intake distribution.
In general, we would expect that the usual intake distribution and the risk curve for a nutrient show some overlap. A more realistic example is shown in Fig. 5 . In Fig. 5 we have superimposed a simulated usual intake distribution to the risk curve that arises when requirements are normally distributed with mean 42 and standard deviation 15. The usual intake distribution was simulated as a normal distribution with mean 80 and standard deviation 25. Notice the following: X In this example, the overlap between the usual intake distribution and the simulated risk curve is small. Indeed, individuals whose intakes are above 70 or so have essentially zero risk of nutrient inadequacy. This was expected in this simulated example, given that the mean intake was set at 80 while the mean requirement was set at only 42 for the simulated requirements distribution. X For an intake level of about 60, the risk of inadequacy is about 14%.
The quantity of interest is not the risk associated to a certain intake level, but rather, the expected risk of inadequacy in the population. This expectation (think of it as an average) is taken with respect to the usual intake distribution for the nutrient in the population. In other words, prevalence of nutrient inadequacy is defined as the expected risk given the distribution of intakes in the population. To derive the estimate of prevalence, we first define: X y denotes intake levels. In Fig. 5 , y values are shown between 0 and 160; X P (y) is the probability, under the usual intake distribution, associated to each intake level y. In our simulated example, P (20) and P (140), for example, are very small, but P (70) or P (85) are very high; X r (y) is the risk calculated from the simulated requirement distribution. For example, for y ¼ 20, the risk of inadequacy is very high, with r (20) Ϸ 1, while for y ¼ 100, the risk is very low, with r (100) Ϸ 0.
With this notation, the calculation of prevalence is simple. Using the intake levels in the simulated example,
where in practice, the sum is carried out only up to intake levels with risk of inadequacy of about 0. In the example in Fig. 5 , we would add up the product of risk values and intake probabilities only for intake levels between 0 and 80. Notice that expression (3) is simply a weighted average of risk values, where the weights are given by the probabilities of observing the intakes associated to those risks. Formally, the expected risk is given by
where r (y) denotes the risk value for an intake level y, F is the usual intake distribution, and f (y) is the value of the usual intake density at intake level y. The NRC report 1 suggests a simpler computational method to obtain an estimate of prevalence using the probability approach. Rather than adding up many products r (y) P (y) associated to different values of intakes, one groups intakes by constructing m 'bins'. In the example, we could group all intakes between 0 and 10 into a bin, all intakes between 20 and 30 into another bin and so forth. The probabilities associated to each bin are simply the frequencies of intakes in the population that 'fall into' each bin. (These frequencies are determined by the usual intake distribution in the population.) The average risk associated to intakes in a bin is approximated as the risk associated to the midpoint of the bin. In the example, all intakes between 50 and 60 would have a risk of about 18% under the risk curve. To compute prevalence using this grouped version, simply use expression (3) but add over the m bins using the values of r associated to the midpoint of each bin and P (.) of the bin. An example of this computation is given on p. 28, Table 5 -1, of the NRC report 1 .
The probability approach requires the following information:
X Intakes and requirements are assumed to be independent. Under this independence assumption, the joint distribution of intakes and requirements can be factorized, as in (2), into the corresponding marginal distributions. X The mean and the variance of the requirement distribution must be known. X Practitioners must know the form of the requirements distribution (normal, lognormal, etc.) or be willing to assume a form for the requirement distribution. Without a form for the distribution, risk curves such as those shown in Figs 2-5 cannot be computed.
In general, researchers assume that requirement distributions are normal, with mean and variance as estimated from experimental data. Even under normality, however, an error in the estimation of either the mean or the variance (or both) of the requirements distribution may lead to biased prevalence estimates. The NRC report 1 provides various examples of the effect of changing the mean and the variance of the requirement distribution on prevalence estimates. What the NRC report does not mention is that an incorrect specification of the form of the requirements distribution may lead to even more elaborate biases.
The EAR cut-point method
The probability approach described in the previous https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1368980099000038 section is simple to apply, but requires that practitioners choose a form for the requirements distribution. For certain nutrients such as iron, the assumption of normality is inappropriate, and for all nutrients, data are not abundant enough to check whether the normality assumption is reasonable. Thus, a method that does not require such strong parametric assumptions would be very appealing. The cut-point method proposed by Beaton 5 requires no such assumptions, and under certain conditions, should be preferred to the probability approach.
The cut-point method is very simple: estimate prevalence of inadequate intakes as the proportion of the population with usual intakes below the average requirement (EAR). In the simulated example in the previous section, prevalence would be estimated as the proportion of individuals in the population with usual intakes below 42.
To understand how the EAR cut-point method works, we go back to the section where we discussed the joint distribution approach to estimating prevalence. Please refer to Fig. 6 , which shows a simulated joint distribution of usual intakes and requirements. To generate the joint distribution, we simulated usual intakes and requirements for 5000 individuals, from independent x 2 distribution with 7 degrees of freedom and a normal distribution, respectively. The usual intake distribution was re-scaled to have mean 1500 and standard deviation 400. The normal distribution used to represent requirements had mean 1200 and standard deviation 200. Note that intakes and requirements are uncorrelated and that the usual intake distribution is skewed. An individual whose intake is below the mean requirement is not necessarily at risk. For example, the individual marked with a black dot in Fig. 6 has an intake below the mean requirement EAR, but is not at risk since for him/her, i − r Ͼ 0.
Because we base our inferences on the joint, rather than the univariate, distribution, we may well find that an individual consuming a nutrient at a level below the mean requirement in the population may be satisfying his/her own requirements and thus may not be at risk. That is the case with all the individuals in the plot that appear below the 45Њ line and to the left of the i ¼ 1200 line, in the triangle labelled B.
We have agreed that in order to estimate prevalence we would need to 'count' those individuals in Fig. 6 who appear above the 45Њ line, since for them, i Ͻ r. We have also agreed on the fact that this is not a practical method, since we do not have information needed for estimating the joint distribution. Can we approximate this proportion in some other way? The probability approach in the previous section is one such approximation. The cut-point method is another such approximation, and we now describe its fundamentals.
Refer to the plot in Fig. 6 . Notice that the number of individuals with intakes to the left of the vertical EAR ¼ 1200 reference line is more or less the same as the number of individuals over the 45Њ line. In other words, it appears from the figure that counting the proportion of individuals with intakes below the EAR yields approximately the same number as counting the number of individuals with intakes below their own requirements. The number of individuals in the triangle labelled A appears to be approximately the same as the number in the lower triangle labelled B in Fig. 6 . If this is the case, we can then assess prevalence of inadequate intakes as long as we have an estimate of the usual nutrient intake distribution (which is almost always available) and of the mean requirement in the population, or EAR, which can be obtained reliably from relatively small experiments.
When can we justify estimating the proportion of the population at risk via the proportion of the population with intakes below the mean requirement? This question is best answered from a statistical viewpoint. Inferences about dietary risk can be based on intake distributions and mean requirements, if we are willing to make the following assumptions:
1 Intakes and requirements are independent. In statistical terms, this means that their joint distribution can be estimated as the product of the marginal distributions, as in expression (2). 2 The distribution of requirements is symmetric (but not necessarily normal). 3 The variance of the distribution of requirements is small relative to the variance of the distribution of intakes. That is, there is more between individual variation in intakes than in requirements in the population. A few comments about these conditions are in order. First, these conditions are rather mild, in particular when compared to the assumptions that are implicit in the probability method described above. Notice that condition 1 is implicit in the probability method. Condition 2 is satisfied for most nutrients; furthermore, assuming symmetry of the requirements distribution is much less demanding than assuming that the form of the distribution be known, as is needed by the probability approach. One exception to this symmetry rule is iron, for which requirements in women are known to exhibit skewness. Finally, condition 3 is satisfied in general, a possible exception being institutionalized populations, where intakes may not vary significantly from one individual to the next. We will discuss the impact on prevalence estimates when any of the conditions above are not satisfied later in this report. Finally, notice that no conditions are imposed on the form of the usual intake distribution, except that its variance be large relative to the variance of the requirement distribution. The simulated population shown in Fig. 6 is one for which the three conditions above are satisfied.
If we were interested in estimating the proportion of the population at risk of dietary deficiency from data satisfying the assumptions above, we would not require knowledge of the joint distribution of intakes and requirements. Rather, and as was pointed out by Beaton, we would only need reliable estimates of: X The mean of the requirement distribution for the population, or EAR. X The distribution of usual intakes in the population.
In particular, we would need good estimates of tail probabilities of the intake distribution, such as percentiles as low as the second or third.
Can we justify this approximation? Notice from the plot in Fig. 6 that assessing the proportion of the population at risk is equivalent to calculating the proportion of individuals with intake below their requirement, as before. That is, we need the proportion of individuals above the 45Њ line. Let that proportion of individuals at risk be denoted by p r . If the assumptions above are met (i.e. if our data, were it available, were to 'look' like the data in Fig. 6 ), then we would obtain a good approximation to p r by calculating instead the proportion of individuals with intake below the mean requirement, or equivalently, to the left of the vertical reference line in the plot. Denote the proportion of individuals with intake below the mean requirement by p r . Note that under the assumptions above, p r is a good approximation to p r : those individuals in the top triangle labelled A in the plot, that should be counted but are not, are instead compensated by those individuals in the bottom triangle labelled B in the plot that should not be counted but are. In other words, under the assumptions above, the proportion of individuals with intake below the mean requirement but above their own requirement is approximately the same as the proportion of individuals with intake above the mean requirement but still below their individual requirement. Thus, the proportion of individuals above the 45Њ line can be approximated by the proportion to the left of the i ¼ r (intake ¼ average requirement) line.
In the simulated example shown in Fig. 6 , the true number of individuals with usual intake below their requirement is 1405. The number that would be estimated using the cut-point approach is 1350. The under-estimation of prevalence in this example is very small.
We conducted a small Monte Carlo experiment to assess the performance of the cut-point approach under varying assumptions for the distributions of usual intakes and of requirements. The results from the simulation experiment are given below.
When the EAR cut-point method does not work well
The cut-point method for estimating prevalence provides a good approximation to the true prevalence in the population when the three conditions listed in the previous section are met. To better understand the consequences of violating any of the three assumptions, we have simulated data sets that represent the joint distribution of intakes and requirements for nutrients such as iron or energy, in which one or more of the conditions may be violated.
We discuss departures from each of the assumptions separately.
Intakes and requirements are not independent
What would happen if the assumption of independence of intakes and requirements does not hold? This is the case of, for example, energy 1, 5, 18 , in which the amount of the nutrient consumed is correlated to the requirement of the nutrient by the individual.
In this case, the approximation that consists of estimating the proportion of individuals with intakes below the mean population requirement would not be a good one. In Fig. 7 we show a simulated joint distribution of intakes and requirements obtained by generating 5000 pairs (r, i) from a bivariate normal distribution with mean requirement equal to 1200 and mean intake equal to 1500. Here, the correlation between intakes and requirements is relatively high, 0.50.
Notice that in this case, we cannot approximate the number of points above the 45Њ line by counting the points to the left of the vertical i ¼ 1200 line. The number of points in the bottom triangle labelled B is larger than the number of points in the upper triangle labelled A. In this case, using the cut-point method would lead to a significant over-estimation of the prevalence of inadequate nutrient intakes in the population. In this simulated example, the true prevalence is 21%, while the estimated prevalence using the cut-point method is approximately 27%. This means that in this population of 5000 individuals, we would be over-estimating the number at risk of nutrient inadequacy by about 300 individuals.
Requirements distribution is not symmetric
The assumption of a symmetric requirements distribution is untenable for some nutrients in some (sub)populations. For example, it is known that menstruating women require increased amounts of iron 1, 19 , and thus it is appropriate to model requirements using a skewed distribution with a long tail to the right.
When the assumption of symmetry of the requirements distribution is not satisfied, the cut-point approach produces biased prevalence estimates.
Please refer to Fig. 8 . In the figure, we show 5000 simulated pairs of intakes and requirements. Here, skewed (x 2 ) distributions were used to represent both the intake and the requirements distributions. Notice that values spread farther in the 'north' and 'east' directions than in the 'south' and 'west' directions.
In this example, the number of individuals to the left of the intake ¼ EAR line is less than the number of individuals above the 45Њ line. Thus, the number of individuals with intakes below the EAR is not a good approximation to the number of individuals with intakes below their own requirements. In this example, the cut-point approach produces an underestimation of the true prevalence of inadequate intakes. In this simulated example, the extent of the under-estimation is about 200 individuals in the population of 5000.
The variance of requirements is larger than that of intakes
Finally, the third condition that needs to be satisfied is that the variance of the requirements distribution must be relatively small compared to the variance of the intake distribution. Figure 9 shows 5000 simulated pairs of intakes and requirements, that might be representative, for example, of an institutionalized population. Notice that in this simulated population, the mean intake is higher than the mean requirement, and the variance of intakes is significantly smaller than the variance of requirements.
Again, the EAR cut-point method produces an estimate of prevalence that is noticeably biased relative to what would have been estimated had we had the joint distribution available. In the example shown in Fig. 9 , the cut-point method produces a seriously biased prevalence estimate. While the true number of individuals at risk in the population of 5000 is 1414, the cut-point estimate is only 481 individuals.
While the figures we have presented show specific illustrative examples, it is important to note that whether the cut-point method produces an overestimate or an under-estimate of the true prevalence in the population depends on other factors such as the value of the mean intake relative to the mean requirement. For example, consider the plot shown in Fig. 9 . If in this example, we had set the mean intake to be equal to the mean requirement, then the bias of the cut-point approach would have been essentially zero, even though condition 3 above is violated. The effect of 
Evaluating the performance of the EAR cut-point method
How well does the cut-point method perform? We have argued that, as long as the conditions listed above hold, the method works well.
In this section, we present the results of a Monte Carlo study conducted to assess the performance of the cut-point method when condition 3 is not met. We considered 28 different scenarios constructed as follows.
X The EAR was kept constant at a value of 1200. X The standard deviation j i of the simulated usual intake distribution was kept constant at 400. X The mean of the usual intake distribution m i was set at seven different values: 70%, 80%, 90%, 100%, 110%, 120% and 130% of the EAR. X The standard deviation of the requirements distribution j r was set at four different values: 45%, 85%, 145% and 185% of j i .
In all 28 cases the requirements distributions were simulated to be normal with mean EAR and variance j 2 r , and the usual intake distributions were simulated as x 2 distributions with 10 degrees of freedom, re-scaled to have mean m i and variance j 2 i . Intakes and requirements were simulated to be independent. That is, conditions 1 and 2 above hold in all 28 scenarios.
As in the previous examples, we generated populations of size 5000. For each of the 28 combinations of m i , EAR, j i and j r we simulated 3000 replications of such populations.
Results from the experiment are given in Table 1 . In the table we present the expected number of individuals at risk of nutritional deficiency in parenthesis. This expectation is computed as the average number, over the 3000 replications, of individuals whose intakes were below their requirements. For example, when the mean of the usual intake distribution is 70% of the EAR and the standard deviation of requirements is 45% of the standard deviation of intakes, the expected number of individuals at risk is 4261 (out of 5000).
The expected over-or under-estimation of the proportion at risk that results from using the cut-point approach in each of the 28 cases is given as a percentage of the expected proportion at risk. For example, in the first cell of the table the estimated number of individuals at risk had a mean (over the 3000 replications) of 4333, or 1.7% higher than the 'truth'.
By moving from row to row in Table 1 (along a column) we can assess the effect of the relative sizes of m i and EAR. Similarly, if we move across columns (within a row) we see the effect of the relative sizes of j r and j i on the performance of the cut-point approach for estimating prevalence.
We note the following:
X The cut-point approach appears to perform well in most situations, as long as j r Ͻ j i . That is, when condition 3 is satisfied (as in the first two columns of the table) then the amount of over-or underestimation that results from applying the cut-point approach is small. X When j i Ͻ j r , the biases that result from application of the cut-point approach can be unacceptably high. For example, the fourth column in Table 1 suggests that we would be under-estimating the true proportion at risk by almost 20% when the mean usual intake is high relative to the EAR. A similar scenario was illustrated in Fig. 9 . X As expected from statistical theory, the biases approach zero as the mean usual intake approaches the EAR. Please refer to rows three and four in Table  1 . This is true even when condition 3 does not hold. In fact, even though we do not show it in the simulation results, the bias of the cut-point approach will be small regardless of whether conditions 1 and 3 hold or not, as long as m i Ϸ EAR. This is a strong observation which suggests that the cut-point approach proposed by Beaton will adequately approximate prevalence when mean usual intake and mean requirements are similar, for many possible forms of the (unknown) joint distribution of requirements and usual intakes.
Results from the Monte Carlo study shown in Table 1 are encouraging. The cut-point approach for estimating prevalence of inadequate nutrient intake at the population level performs well in many situations. Indeed, it appears to be robust to departures from condition 3 listed above.
Estimating usual intake distributions
It is apparent from the preceding discussion that reliable estimates of usual intake distributions are needed to assess the proportion of the population at risk of nutrient inadequacy.
Estimating the distribution of usual intakes of a nutrient from dietary intake data is a difficult problem. Several characteristics of dietary intake data need to be addressed in the estimation procedure. Some of these characteristics include:
X Within-individual variation in intakes. Sometimes the within-individual variation is very large relative to the between-individual variance 2,5,22,23 . X Skewed (not normal or symmetric) intake distributions. In some nutrients, there appears to be a very long tail to the right of the distribution. This skewness is more pronounced when supplements are included as part of the diet 2,15 . X Heterogeneous within-individual variances. Evidence indicates that as individual intakes increase, so do within-individual variances. Further, the relationship between an individual's mean and his/ her variance is often not linear 2,3,16 . X Day-to-day correlation in intakes when dietary data are collected over consecutive days 24 . X Complex survey designs that require the use of sampling weights when drawing population inferences such as estimation of the percent of the population with intakes below (or above) a given cut-point such as the EAR.
The method developed at ISU for estimating usual intake distributions addresses all these attributes of dietary data. Data required for the implementation of the procedure includes two or more independent 24-h recalls from at least some of the individuals in the sample. If dietary data are collected over consecutive days, then three or more 24-h recalls should be obtained from at least some individuals in the sample. The method was developed by expanding on the procedure proposed in the National Research Council report 1 . It is based on the same measurement error model, that states that the intake we observe for any individual on any day is equal to the sum of that individual's true usual intake and a measurement error for that individual on that day. Details about the procedure are given in the nutrition 3 and the statistics literature 2, 4, 16 .
The method developed at ISU 2 produces estimates of percentiles that are less biased than those produced by other methods. The bias reduction can be very large, even relative to the method proposed in the NRC report 1 . The performance of the different methods available was tested via simulation experiments 2 . In all cases, the method developed at ISU produced better (in the minimum mean squared error sense) estimates of percentiles than any other procedure. This was more noticeable in the tails of the distribution, where estimation is the most difficult.
As an illustration, we present estimates of the usual intake distribution of vitamin E from intake data collected in the 1989-91 CSFII from 887 men aged 60 years and older. Estimated distributions are presented in Fig. 10 .
The three curves in the plot correspond to estimates of the usual intake distribution obtained by the following three procedures: X Compute the means of 3 days of intake and fit a distribution to the observed individual means. X Apply the method proposed in the NRC report 1 . X Apply the method developed at ISU 2,3 .
Since an EAR for vitamin E is not yet available, we used an arbitrary cut-point of 6 mg a-TE for illustration. It is clear from the plot that the estimate of the proportion of the population with intakes below the (arbitrary) cut-point value of 6 mg a-TE vary greatly depending on the method used to estimate the distribution. Estimated values for the proportion of the population with intake below the cut-point is almost 10% lower in the ISU method than in the NRC procedure. In addition, we estimated the proportion of the population below the cut-point when only the first day of data is used for each individual in the sample. The estimated proportion below the cut-point was 45%, significantly higher than the estimate obtained from the ISU method. This result was to be expected, since estimating usual intake distributions from only one day of data does not take into account the within-individual variation in intakes. The large differences among the four estimates highlights the importance of using the appropriate methods for estimating usual intake distributions. Fig. 10 Estimates of the usual nutrient intake distribution of vitamin E for men aged 60 years and older, using 24-h recall data from the 1989-91 CSFII https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1368980099000038
