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MODULES DE DRINFELD QUASICRISTALLINS
T.M. GENDRON, E. LEICHTNAM, AND P. LOCHAK
Abstract. Dans cet article nous de´veloppons la notion de module de Drinfeld
quasicristallin, que l’on peut voir comme un analogue en caracte´ristique ze´ro
des modules de Drinfeld classiques. On prendra garde que l’adjectif se re´fe`re
aux quasi-cristaux (au sens de [23]), sans rapport avec la the´orie cristalline
initie´e par A. Grothendieck.
Contents
Introduction 1
1. Bref re´sume´ de la the´orie de Drinfeld-Hayes 4
2. Anneaux et ide´aux quasicristallins 6
3. Mono¨ıdes des classes d’ide´aux quasicristallins 9
4. La fonction zeˆta d’un ide´al quasicristallin 15
5. L’invariant modulaire quantique et un re´sultat de R. Pink 21
6. Le sole´no¨ıde associe´ a` un quasicristal 23
7. Fonction exponentielle et modules de Drinfeld quasicristallins 30
References 36
Introduction
Rassembler sous la de´nomination commune de corps globaux les corps de nombres
(alias les extensions finies de Q) et les corps de fonctions (alias les extensions finies
de Q := Fq(T )) a sans doute constitue´ l’un des gestes les plus productifs en the´orie
des nombres. Cette philosophie, promue par A.Weil dans son ouvrage si influent
([35]), a largement e´tabli l’habitude de prouver d’abord les conjectures pour les
corps de fonctions (donc en caracte´ristique positive), en utilisant les structures
supple´mentaires attache´es a` ces derniers, a` savoir d’abord :
(1) La ge´ometrie des courbes que l’on trouve comme en coulisses dans les ex-
tensions de Q mais pas pour les corps de nombres ;
(2) l’arithme´tique de rang 1, c’est-a`-dire l’existence d’anneaux de Dedekind
avec groupe d’unite´s fini, qui de´coule du caracte`re non archime´dien de la
somme par rapport aux valuations a` l’infini, tandis que les valuations a`
l’infini des extensions de Q sont elles archime´diennes.
L’aspect ge´ome´trique des extensions de Q e´tait utilise´ par Weil pour de´montrer
l’hypothe`se de Riemann [36] dans ce cas, ce qui l’a conduit a` la formulation des
fameuses conjectures, dites de Weil [37]. Les preuves de Weil et de Deligne conti-
nuent a` inspirer certaines approches du cas “classique”, comme le montrent les
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travaux d’A. Connes [6] et C. Deninger [12]. Il s’agit en particulier de chercher
l’analogue d’un morphisme e´tale de courbes qui induirait une extension finie K/Q.
D’autre part l’arithme´tique des anneaux de Dedekind de rang 1 a e´te´ synthe´tise´e
par V. Drinfeld [13] et D. Hayes [17] dans une the´orie du corps de classes en carac-
te´ristique positive qui combine des ide´es venues de la the´orie de la multiplication
complexe et du the´ore`me de Kronecker-Weber. Plus ge´ne´ralement, V. Drinfeld [14]
a applique´ sa the´orie a` la re´solution d’un cas de la re´ciprocite´ de Langlands en
caracte´ristique positive.
Ce qui pre´ce`de rend tre`s naturel le projet de chercher une version de la the´orie de
Hayes-Drinfeld pour les corps de nombres. Une piste e´tait fournie dans les articles
[5] et [10] qui concernent l’e´tude de l’invariant modulaire quantique
jqt : R/GL(2,Z)( R ∪ {∞},
une fonction multivalue´e, discontinue et invariante par rapport a` l’action projective
de GL(2,Z) sur R. La de´finition de j(θ) utilise les approximations diophantiennes
de θ. Pour les nombres quadratiques, on sait que jqt(θ) est une image continue
d’un ensemble de Cantor, donc aussi un ensemble du meˆme type (voir Corollaire 1
de §5).
Il existe aussi une definition de jqt en caracte´ristique positive
jqt : R/GL(2,A)( R ∪ {∞},
ou` R = Q∞ est l’analogue des nombres re´els. Dans ce cas, pour f ∈ R quadratique
et irrationnel sur Q, jqt(f) est fini, et on peut identifier
jqt(f) = {j(ai)| ai ⊂ A∞1 , i = 1, . . . , d},(1)
ou` (voir [10] pour plus de pre´cisions)
• A∞1 est un sous-anneau de Dedekind de OK = l’anneau des entiers de
K = Q(f), “petit” au sens que A×∞1 = F
×
q ;
• Les ai ⊂ A∞1 sont des ide´aux ;
• j : ClA∞1 −→ R est un invariant modulaire des classes d’ide´aux de A∞1 .
Si l’on note HOK le corps de classes associe´ a` OK, le the´ore`me principal de [10]
dit que
HOK = K(
∏
α∈jqt(f)
α) = K(
d∏
i=1
j(ai)).
La preuve utilise la the´orie de Drinfeld-Hayes, autrement dit une the´orie du corps
de classes base´e sur le “petit” anneau A∞1 ([13], [17]). On a la conjecture suivante:
Conjecture (Demangos-Gendron [10]). Soient θ ∈ R \Q une unite´ fondamentale
quadratique et K = Q(θ) le corps quadratique associe´, de discriminant D. Alors,
jqt(θ) est un ensemble de Cantor autosimilaire d’ordre D et
HK = K(N
avg(jqt(θ)))
ou` HK est le corps de classes de Hilbert de K et N
avg(jqt(θ)) est un produit ponde´re´
des e´le´ments de jqt(θ).
Dans cet article, on de´montre que jqt(θ) est l’image continue d’un ensemble de
Cantor ; en particulier il est soit de Cantor, soit fini (voir Corollaire 1).
En vue de prouver l’analogue en caracte´ristique nulle des re´sultats re´sume´s plus
haut il est de´sirable de disposer de l’e´quivalent de la the´orie de Drinfeld-Hayes dans
3ce cas. On constate imme´diatement que le premier pas consiste a` trouver un anneau
analogue Aσ1 a` A∞1 en caracte´ristique nulle, ou` σ1 : K −→ C est un plongement
de K/Q.
Dans le cas ou` K = Q(ϕ), avec ϕ le nombre d’or, une description explicite de Aσ1
e´tait implicite dans les calculs de renormalisation donne´s en [5] (voir §§2,3). Richard
Pink ([27]) a par la suite sugge´re´ la de´finition e´le´gante et transparente suivante :
soit K/Q une extension quadratique re´elle, σi, i = 1, 2, les deux plongements de K
dans R. On fixe σ1 en identifiant K avec σ1(K). Soit
Aσ1 = {α ∈ OK | |α′| ≤ 1}, α′ = σ2(α).
Si l’on e´crit K = Q(θ) ou` θ est une unite´ fondamentale et que l’on de´finit les
semigroupes multiplicatifs
ax = {α ∈ OK | |α′| < θ−x} ⊂ a+x = {α ∈ OK | |α′| ≤ θ−x},
Pink a demontre´ que
jqt(θ) =
⋃
x∈[0,1)
{j(ax), j(a+x )},
ou` j est un analogue de l’invariant modulaire (voir §5). Cette formule est l’analogue
exacte de (1): en fait, les ide´aux ai qui apparaissent dans (1) s’e´crivent explicitement
ai = {g ∈ K| |g′|∞1 < q−i}.
Pink a observe´ e´galement que les semigroupes ax sont des quasicristaux (et meˆme
des ensembles mode`les). Cependant il leur manque pour constituer de ve´ritables
ide´aux d’eˆtre stables par rapport a` la somme. Dans cet article, partant de l’obser-
vation de R. Pink, nous explorons la possibilite´ de de´velopper une the´orie de
Drinfeld-Hayes base´e sur l’anneau quasicristallin Aσ1 .
Nous commenc¸ons au §1 avec une re´capitulation de la the´orie de Drinfeld-Hayes.
Au §2 nous donnons la de´finition ge´ne´rale d’un anneau quasicristallin arithme´tique
puis discutons au §3 le mono¨ıde des classes d’ide´aux ClqcAσ1 . Nous de´finissons ensuite
(§4) la fonction zeˆta ζa associe´ a` un ide´al quasicristallin et de´montrons l’existence
d’un prolongement me´romorphe a` tout le plan complexe. Au §5 on utilise la fonc-
tion zeˆta ζa pour de´finir l’invariante modulaire j : Cl
qc
Aσ1
→ R et montrer sa conti-
nuite´ par rapport a` la topologie cantorienne de ClqcAσ1
. Nous commenc¸ons ensuite
(§6) un de´veloppement plus ge´ome´trique en introduisant pour chaque ide´al quasi-
cristallin un sole´no¨ıde associe´ qui repre´sente essentiellement une de´finition analy-
tique d’un module de Drinfeld quasicristallin. Enfin au §7 on introduit les fonctions
trigonome´triques quasicristallines qui de´coulent de formules du produit, ainsi que
l’exponentielle associe´e, dans le cadre de ces modules quasicristallins.
Remerciements. Le premier auteur voudrait exprimer sa gratitude a` 1) La Fon-
dation des Sciences Mathe´matiques de Paris pour le financement de son se´jour a`
Paris a` l’automne 2017 ainsi que l’e´quipe d’alge`bres d’operateurs de l’Institut de
Mathe´matiques de Jussieu – Paris Rive Gauche pour son hospitalite´ et ses encoura-
gements et 2) Boris Zilber et Merton College de l’Universite´ de Oxford pour le
financement de son se´jour a` Oxford au printemps 2018. Il a e´galement be´ne´ficie´ de
conversations avec Paul Nelson, Ryszard Nest, Richard Pink, Georges Skandalis et
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1. Bref re´sume´ de la the´orie de Drinfeld-Hayes
La the´orie quasicristalline de´veloppe´e ici est base´e sur la the´orie des modules de
Drinfeld-Hayes de rang 1, presente´e par exemple dans [17], [16], [34] et que nous
re´sumons ci-dessous.
Soient Q = Fq(T ) ⊃ Z := Fq[T ] le corps des fonctions rationnelles a` coefficients
dans le corps fini Fq (q = pk, p un nombre premier) avec son sous-anneau des
polynoˆmes. Alors Q est le corps de fonctions de la droite projective P1 = Q∪ {∞}
et Z l’anneau des fonctions regulie`res sur P1 − {∞}. Soit R := Q∞ le complete´ de
Q a` la place v∞ : v∞(f) = degT−1(f) = −degT (f) et |f | = q−v∞(f). On identifie
R a` Fq[[T−1]], le corps des se´ries de Laurent en la variable T−1. On note enfin
C = (R)∞, qui est un corps complet et alge´briquement clos.
On dit qu’une extension K/Q est ge´ome´trique si le corps des constantes K ∩ Fq
de K est aussi Fq. Dans ce cas il existe un morphisme pi : ΣK → P1 de courbes
de´fines sur Fq qui induit cette extension. Toutes les extensions conside´re´es ici sont
ge´ome´triques. A` une telle extension on associe la cloˆture inte´grale OK de Z dans
K ; on a
OK = Reg(ΣK \ pi−1(∞)),
ou` Reg de´note les fonctions re´gulie`res. Si ∞1 ∈ pi−1(∞) on peut de´finir
A∞1 = Reg(ΣK \ {∞1}) ⊂ OK,
qui est un anneau de Dedekind ; A∞1 est “petit” au sens que A
×
∞1 est fini, ce qui
implique l’existence des places A∞1 ↪→ C d’images discre`tes. A` ces deux anneaux
de Dedekind OK et A∞1 on peut associer les corps de classes de Hilbert au sens
de Rosen ([29])
HA∞1
HOK
K
dont les groupes de Galois sont isomorphes aux groupe des classes ide´aux corres-
pondants:
Gal(HA∞1/K)
∼= ClA∞1 et Gal(HOK/K) ∼= ClOK .
Exemple 1. Le cas de K ⊂ R extension de degre´ 2 sur Q, induite par le morphisme
de degre´ 2 pi : ΣK → P1, est particulie`rement inte´ressant. On a deux pre´images de
∞ ∈ P1, soit pi−1(∞) = {∞1,∞2}. Dans ce contexte
A∞1 = {g ∈ K| |g′|∞1 ≤ 1},
ou` g′ est la conjugue´e de Galois de g et |g′|∞1 = q−v∞1 (g
′). Fixons une unite´
fondamentale f ∈ O×K tel que |f |∞1 = qd > 1. Suivant [10] on a l’identification
A∞1 = Fq[f, fT, . . . , fT d−1] ⊂ OK = Fq[f, T ].
Dans cette meˆme re´fe´rence on a e´galement de´montre´ (cf. Theorem 4 de [10]) que :
Gal(HA∞1/HOK)
∼= Z := {a0, . . . , ad−1} ⊂ ClA∞1
5ou`
ai = (f, fT, . . . , fT
i) = {g ∈ A∞1 | |g′|∞1 ≤ qi−d} ⊂ A∞1 .
A` tout ide´al fractionaire de A∞1 on associe un A∞1 -module de rang 1 comme
suit. On de´finit d’abord l’exponentielle associe´ a` a
expa(z) = z
∏
0 6=α∈a
(
1− z
α
)
:
qui est un e´pimorphisme additif (C,+)→ (C,+) de noyau a. Pour tout α ∈ A∞1
il existe alors ([16]) un polynoˆme additif 1 ρα(X) tel que le diagramme ci-dessous
soit commutatif:
C/a
α·- C/a
C
expa
∼=
?
ρα
- C
∼= expa
?
Le module de Drinfeld (de rang 1) associe´ a` a, soit Da = (C, ρ), est de´fini alors
comme C muni de la structure de A∞1 -module de´finie par les ρα. En tant que
A∞1-module, on a
Da ∼= C/a.
Il existe une normalisation naturelle de Da par ξa ∈ C qui joue un roˆle analogue
a` la normalisation de Z par pii ∈ C dans la the´orie de l’exponentielle classique. On
remplace le re´seau a ⊂ C par Λa := ξaa et on conside`re l’exponentielle correspon-
dante
ea(z) := expΛa(z) = ξa expa(ξ
−1
a z).
On choisit ξa de manie`re a` obtenir un module de Drinfeld D˜a = (C, ρ˜) conjugue´
a` Da et normalise´ par rapport au signe (voir au §12 de [17]). Dans ce cas, pour
chaque α ∈ A∞1 les coefficients de ρ˜α appartiennent au corps de classes de Hilbert
HA∞1 et de plus (voir [17] et [34] Theorem 3.4.2) Hayes a montre´ qu’ils engendrent
ce corps :
HA∞1 = K(coefficients de ρ˜α).
Le module D˜a s’appelle module de Hayes. Il a permis a` ce dernier de de´velopper
une the´orie explicite du corps de classes base´e sur le “petit” anneau de Dedekind
A∞1 en utilisant les modules D˜a.
Le but de cet article est de proposer un candidat pour repre´senter un analogue des
modules de Hayes pour les anneaux d’entiers des corps de nombres. En particulier,
on de´finira les analogues des objets suivants :
- le petit anneau A∞1 : ce sera un anneau quasicristallin PVS (Pisot-
Vijayaraghavan et Salem), voir §2 ;
- un ide´al a de A∞1 , appele´ ci-dessous ide´al quasicristallin, voir §2 ;
- le groupe de classes d’ide´aux CA∞1 , ici le mono¨ıde des classes des ide´aux
quasicristallins, voir §3 ;
- le quotient C/a, note´ Sˆa, alias ici le sole´no¨ıde quasicristallin associe´ a` a,
voir §6 ;
- l’exponentielle expa, voir §7 ;
1C’est-a`-dire de la forme f(X) =
∑
ciτ
i ou` τ(X) = Xq est le morphisme de Frobenius.
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- le module de Drinfeld Da, devenu le module de Drinfeld quasicristallin et
note´
Ea ⊂ C∗.
Sa structure de “module” provient d’applications multivalue´es
ρα : Da −→ Da,
induisant des fonctions bien de´finies sur le cercle S1 = C∗/R∗+.
2. Anneaux et ide´aux quasicristallins
Un quasicristal (au sens d’Yves Meyer [23]) est un ensemble de DelaunayΛ ⊂ Rn,
autrement dit un ensemble uniforme´ment discret et relativement dense, qui est un
presque re´seau : il existe un ensemble fini F ⊂ V tel que
Λ−Λ ⊂ Λ+ F.
Exemple 2. Soit Rn = V1 ⊕ V2 une de´composition en somme directe de deux sous-
espaces vectoriels, pii les projections sur Vi, i = 1, 2. Soient Γ ⊂ Rn un re´seau et
D ⊂ V2 un ensemble relativement compact (appele´ feneˆtre). L’ensemble mode`le
associe´ est de´fini par
M =M(Γ , D) =M(V1, V2, Γ , D) = {pi1(v)| v ∈ Γ ,pi2(v) ∈ D}.
Plus ge´ne´ralement, on peut remplacer Rn par Rk⊕H ou` H est un groupe localement
compact. En prenant Γ ⊂ Rk ⊕H un re´seau et D ⊂ H relativement compact, on
de´finit de meˆme M =M(Rk, H, Γ , D). Dans les deux cas, il en re´sulte que M est
un quasicristal ([23], [25]). Tout quasicristal est contenu dans un ensemble mode`le,
mais il existe des quasicristaux qui ne sont pas des ensembles mode`les ([25]).
Definition 1. Un anneau quasicristallin (euclidien de rang n) est un quasicristal
A ⊂ Rn qui est un mono¨ıde multiplicatif contenant {0,±1}. Un sous-mono¨ıde a ⊂ A
satisfaisant A · a ⊂ a est appele´ ide´al quasicristallin (entier)2. Plus ge´ne´ralement,
un ide´al quasicristallin fractionnaire est un quasicristal a ⊂ Rn tel que A · a ⊂ a.
Dans la suite on se concentre sur le cas des ide´aux quasicristallins associe´s aux
sous mono¨ıdes multiplicatifs d’un corps de nombres K/Q de degre´ d. On note les
d plongements σ : K ↪→ C ainsi que l’espace de Minkowski
K ↪→ K∞ = {z = (zσ) ∈ Cd|zσ = zσ} ∼= Rr × Cs,
ou` r = le nombre de plongements re´els, s = le nombre des paires de plongements
complexes et d = r + 2s. On fixe un sous ensemble
Σ = {σ1, . . . ,σk}, σi : K ↪→ Kσi =
 RouC
de plongements tel que si σ ∈ Σ est complexe, σ ∈ Σ. L’ensemble Σ de´finit un
sous-espace KΣ ⊂ K∞ de fac¸on e´vidente et un plongement
Σ = (σ1, . . . ,σk) : K ↪→ KΣ.
Si Σ′ est le complement de Σ, on a K∞ = KΣ ⊕ KΣ′ . On dit que A ⊂ K est un
anneau quasicristallin s’il existe Σ = (σ1, . . . ,σk) comme ci-dessus et tel que l’image
Σ(A) ⊂ KΣ est un anneau quasicristallin de KΣ. On identifiera alors A avec son
image Σ(A) ⊂ KΣ.
2On note (voir [25]) qu’un ide´al quasicristallin entier est aussi un quasicristal.
7Exemple 3. Fixons Σ comme ci-dessus. On peut associer a` chaque σ ∈ Σ′ la feneˆtre
Dσ = {x ∈ Kσ| |x| ≤ 1}. Alors l’ensemble mode`le
AΣ =M(KΣ,KΣ′ ,OK , DΣ),
ou` DΣ =
∏
σ 6∈ΣDσ, de´finit un anneau quasicristallin AΣ ⊂ KΣ. Si Σ = {σ} on
note
Aσ ⊂
 RouC
l’anneau quasicristallin associe´, qu’on dira de rang 1, re´el ou complexe selon la
nature du plongement σ.
Si par exemple K = Q(θ) ⊂ R est une extension quadratique re´elle de Q, alors
on a deux plongements σ1 = id et σ2 de sorte que
Aσ1 = {α ∈ OK | |α′| ≤ 1}, Aσ2 = {α′ ∈ OK | |α| ≤ 1, }
ou` α′ de´note le conjugue´e sous Galois. Dans ce cas, on a
Aσ1 ∩Aσ2 = ±1, 〈Aσ1 ∪Aσ2〉 = OK ,
ou` 〈X〉 est l’anneau engendre´ par X. Si K = Q(ω) quadratique complexe, il n’y a
qu’une paire de places conjugue´es (σ et σ¯) avec Aσ = OK . Si Σ comprend tous les
plongements de K, on obtient AΣ = OK .
Soient θ un entier alge´brique ree´l tel que θ > 1, θσi ses conjugue´es, σi 6= id.
On rappelle que θ est un nombre de Pisot-Vijayaraghavan (PV) si pour tout i,
|θσi | < 1, voir [28], [4]. Si |θσi | ≤ 1 pour tout i, avec egalite´ pour au moins une
valeur de i, on dit que θ est un nombre de Salem (S) ([30]).
De meˆme un entier alge´brique complexe ω avec |ω| > 1 est un nombre de
PV complexe ([3]) si tous ses conjugue´es ωσi 6= ω satisfont |ωσi | < 1; c’est un
nombre de S complexe si tous ses conjugue´es ωi 6= ω satisfont |ωσi | ≤ 1 avec de
nouveau e´galite´ pour au moins un i. On note PV l’ensemble de tous les nombres
de PV complexes, S celui des nombres de Salem complexes et PV S l’union de ces
deux ensemles (PV S = PV ∪ S). Les intersections PVR = PV ∩ R, SR = S ∩ R,
PVSR = PVS∩R, consistent en les nombres PV, S et PVS classiques ainsi que leurs
oppose´s. Si K/Q est finie, on note PVK = PV ∩K et de meˆme pour S et PV S.
On alors l’e´nonce´ suivant :
Proposition 1. Soit Aσ ⊂ K comme dans l’exemple 3. Alors on a l’e´galite´
Aσ = PV SK ∪ µK
ou` µK ⊂ O×K est le sous-groupe multiplicatif des racines de l’unite´.
Preuve. On identifie Aσ a` son plongement complexe en utilisant la place σ. Pour
tout α ∈ Aσ, |ατ| ≤ 1 pour tout τ 6= σ, σ¯. Si |α| > 1 alors α ∈ PV SK et sinon
|α| = 1 et donc α ∈ µK .

Un tel Aσ sera appele´ anneau quasicristallin PV S associe´ a` K et σ; dans ce que
suit nous nous concentrerons sur l’e´tude de tels anneaux quasicristallins de rang 1.
L’ensemble des (paires de) places (complexes) σi 6= σ contient r + s− 1 e´le´ments :
fixons σ1, . . . ,σr+s−1 distinct, tels que σi 6= σj pour touts i, j. Notons
pi′ : K∞ −→ Kσ′
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la projection sur Kσ′ . Soient z ∈ Kσ′ et δ = (δ1, . . . , δr+s−1) > 0. On e´crira
|z| < δx, x ∈ Rr+s−1,
si et seulement si |zi| < δxii pour tout i. Si
u ∈ UK := O×K/µK ∼= Zr+s−1
est une unite´ d’ordre infini, on de´finit pour chaque x ∈ Rr+s−1
ax(u) := {α ∈ OK | |pi′(α)| < |pi′(u)|x}.
Il est clair que ax(u) est un ensemble mode`le et un mono¨ıde multiplicatif, donc un
ide´al quasicristallin fractionnaire puisque Aσ agit dessus par multiplication. Pour
u1, u2, u ∈ UK , on a les inclusions
ax(u1) · ax(u2) ⊂ ax(u1u2), ax(u) · ay(u) ⊂ ax+y(u),
ainsi que les e´galite´s
a−x(u) = ax(u−1), u · ax(u) = ax+1(u)
ou` 1 = (1, . . . , 1). Pour tout u ∈ UK , on a
a0 := PVK ∩Aσ = a0(u),
l’ensemble de nombres de PV de Aσ, qui est un ide´al quasicristallin entier maximal
de Aσ ; son comple´mentaire est donne´ par
Aσ \ a0 = SK ∪ µK .
Dans la suite on fixe u une unite´ de PV 3, c’est-a`-dire une unite´ u d’ordre infini tel
que |pi′(u)| < 1. Nous omettrons parfois u dand la notation, e´crivant simplement ax.
Outre les quasicristaux ax, il sera commode de disposer des quasicristaux associe´s
a` un vecteur + = (+1, . . . ,+d−1) ∈ {0, 1}d−1: si l’on note
<+i=
{
< si +i = 0,
≤ si +i = 1 ,
on de´finit
a+x = {α ∈ OK | |pi′(α)| <+ |pi′(u)|x} ⊃ ax.
Lorsque + = (1, . . . , 1), on note
a := a+,
de sorte que Aσ = a0 et a
+
x = ax quand + = (0, . . . , 0).
Les quasicristaux ax ⊆ a+x sont des ide´aux quasicristallins entiers si x ≥ 0 (parce
que u est PV), et autrement des ide´aux quasicristallins fractionnaires. Clairement,
ax ( a+x =⇒ ∃i tel que σi(u)xi ∈ OK .
Par exemple, si K = Q(θ) est une extension quadratique re´elle et θ > 1 une unite´
fondamentale, alors pour x ∈ R,
ax(θ) ( a+x (θ)⇔ θx ∈ OK ,
et dans ce cas
a+x (θ) = ax(θ) ∪ {±θx}.
3Il en existe toujours ; voir par exemple la preuve du The´ore`me 3.26 de Narkiewicz [26].
9Note 1. Le choix de l’unite´ u est sans conse´quence. Plus pre´cise´ment la famille
Z :=
⋃
+,x
a+x (u)
est inde´pendante du choix de u.
Note 2. On peut conside´rer les analogues des quasicristaux et des ensembles mode`les
dans le cas de caracte´ristique positive (voir §1 ci-dessus pour les notations). En
remplac¸ant R par R on peut de´finir pareillement les notions de quasicristal et
d’ensemble mode`le. On a alors
A∞1 = Aσ = a
+
0 = {g ∈ OK| |pi′(g)|∞1 ≤ 1}
qui est un anneau au sens usuel. Dans ce contexte les ax(u) s’identifient a`
an := {g ∈ OK| |pi′(g)|∞1 ≤ q−n}, n = (n1, . . . , nr+s−1) ∈ Zd−1.
ou` an est un ide´al fractionnaire au sens usuel. Plus ge´ne´ralement tout ide´al qua-
sicristallin fractionnaire qui est un ensemble mode`le est un ide´al fractionnaire au
sens usuel de l’anneau A∞1 . On en conclut que les analogues en caracte´ristique
nulle des “petits” anneaux A∞1 sont les anneaux quasicristallins PV de type Aσ.
Note 3. Notons enfin que les constructions faites ci-dessus en rang 1 ont des
e´quivalents dans le cas ou` AΣ est un anneau quasicristallin mode`le de rang k,
Σ = {σ1, . . . ,σk}. On de´finit en ce cas l’ensemble PVΣ des nombres de PV associe´s
a` Σ comme
PVΣ = {α ∈ OK | |σ1(α) · · ·σk(α)| > 1}.
On a donc toujours AΣ = PVΣ ∪ µK et l’analogue des ide´aux mode`les ax(u) se
de´finit par l’interme´diaire d’un vecteur x ∈ Rd−k .
3. Mono¨ıdes des classes d’ide´aux quasicristallins
Dans ce qui suit on e´tudie l’arithme´tique des ide´aux quasicristallins. On montre
tout d’abord l’existence d’un produit mono¨ıdal :
Proposition 2. Soient a, b ⊂ A ⊂ Rn deux ide´aux quasicristallins contenus dans
un anneau quasicristallin A. Alors, le produit mono¨ıdal
a · b := {αβ| α ∈ a, β ∈ b} ⊂ a ∩ b
est aussi un quasicristal.
De´monstration. On note tout d’abord que ab est relativement dense car
α · b ⊂ ab
pour n’importe quel α ∈ a, et α·b est relativement dense. On rappelle ensuite qu’un
ensemble relativement dense est un quasicristal si et seulement si il est contenu dans
un ensemble mode`le (ge´ne´ral)M (voir [25], Theorem 9.1.i). En particulier, A ⊂M
pour un certain ensemble mode`le M. Mais alors a · b ⊂ A ⊂M, de sorte que a · b
est bien un quasicristal.

Soit A = Aσ ⊂ K un anneau quasicristallin avec les notations de l’exemple 3
ci-dessus. Il est clair que si a est un ide´al quasicristallin fractionnaire, il en est de
meˆme de γa pour tout γ ∈ K. La classe projective
[a] = {γa| γ ∈ K}
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s’appelle la classe de l’ide´al quasicristallin. L’ensemble des classes d’ide´aux quasi-
cristallins de A s’e´crit
Cl(A) = {[a] | a un ide´al quasicristallin fractionnaire de A}.
Proposition 3. Cl(A) est un mono¨ıde multiplicatif avec e´le´ment identite´ 1 = [A].
Cependant ce mono¨ıde n’est pas un groupe. En particulier :
1. les ax ne sont pas inversibles pour tout x ∈ Kσ′ ;
2. Supposons qu’il existe α ∈ ax tel que pi′(α) = pi′(u)x ∈ OK pour tout i ;
alors ax est inversible d’inverse a−x.
De´monstration. 1. Si b est un inverse pour a, il existe α ∈ a tel que α−1 ∈ b,
puisque le produit ab = A contient 1. Soit β ∈ a tel que |α′i| < |β′i| < u−xii pour
tout i ; un tel e´le´ment existe parce que OK ⊂ K ′σ est dense. Alors β/α ∈ ab mais
n’est pas e´le´ment de A ; contradiction. 2. On a 1 = α · α−1 ∈ ax · a−x, ce qui
implique que ax · a−x = A. 
Soit a un ide´al quasicristallin et soit
A := aOK
son extension en un OK-ide´al. On note que abOK = (aOK) · (bOK), d’ou` le fait
que cette ope´ration d’extension induit un morphisme de mono¨ıdes
Φ : Cl(A) −→ Cl(K).
Proposition 4. L’application Φ est un e´pimorphisme de mono¨ıdes. Son noyau
contient l’ensemble
Z :=
⋃
x,+
a+x .
De´monstration. Choisissons u ∈ A une unite´ PV. Si B = (α,β) ⊂ OK est un
ide´al, on peut supposer apre`s multiplication par γ = un ∈ O×K , que α,β satisfont
|pi′(α)|, |pi′(β)| < 1, i.e. α,β ∈ A. Alors b := B ∩A de´finit un e´le´ment de Cl(A) tel
que Φ(b) = B. Puisque tout a ∈ Z contient une unite´ de la forme γ = un, Z est
bien contenu dans le noyau de Φ. 
On note que le produit mono¨ıdal est “incomplet” dans le sens qu’il ne co¨ıncide
pas avec le produit des i de´aux quand a, b en sont. Par exemple, on peut faire toutes
les constructions ci-dessus en caracte´ristique positive, en conside´rant les extensions
finies K du corps de fonctions Q = Fq(T ). En ce cas les ensembles mode`les sont
des ide´aux d’anneaux du type A∞1 (voir au §1 et la note 2 ci-dessus) mais le
produit introduit ici n’est pas le produit de ces ide´aux : il manque ici l’operation
d’additio qui n’est pas assez bien controˆle´e en caracte´ristique nulle, dans le cadre
de quasicristaux . Cependant si l’on se restreint au ide´aux quasicristallins qui sont
des ensembles mode`les, il est possible de de´finir un produit qui incorpore la somme
d’une manie`re satisfaisante, et tel qu’il co¨ıncide avec le produit des ide´aux lorsque
a, b en sont. Dans ce qui suit, nous de´veloppons la de´finition d’un tel produit.
Soient A un OK-ide´al fractionnaire (re´alise´ comme un re´seau de K∞) et D ⊂ Kσ′
une feneˆtre qui est un produit d’intervalles de la forme
D+x (u) :=
∏
(−uxi , uxi)+i , (−uxi , uxi)+i =
{
(−uxi , uxi) si +i = 0
[−uxi , uxi ] si +i = 1 .
Soit
a = a+A,x(u) =M(A, D)
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l’ensemble mode`le associe´. On observe que le choix de la feneˆtre D n’est pas
force´ment unique : par exemple, il est possible (en fait probable) qu’on ait l’e´galite´
M(A, D+x (u)) =M(A, Dx(u))
pour tout +, ou` Dx(u) correspond a` + = (0, . . . , 0). Dans ce cas, on dit que
l’ensemble mode`le est ge´ne´rique et on le spe´cifie comme ensemble mode`le, en
privile´giant la feneˆtre la plus petite, c’est-a`-dire Dx(u), plutoˆt que les autres D
+
x (u).
De cette fac¸on, en ge´ne´ral, chaque ensemble mode`le de ce type est de´termine´ et se
de´termine par sa feneˆtre et son re´seau ide´al. Dans le cas ge´ne´rique on note simple-
ment a pour
aA,x(u) =M(A, D+x (u))) =M(A, Dx(u));
dans les autres cas on pre´cisera la distinction
a+ = a+A,x(u) ) a = aA,x(u).
On dit que l’ensemble mode`le non ge´ne´rique a est ferme´. Das tous les cas on tous les
cas on appelle a un ide´al quasicristallin mode`le : c’est bien un ide´al quasicristallin
de A au sens pre´ce´dent.
Soient maintenant a = M(A, D), b = M(B, D′) deux ide´aux quasicristallins
mode`les. On peut alors de´finir un produit qui se restreint au produit usuel des
ide´aux fractionnaires quand a, b en sont:
a ∗ b :=M(A ∗B, D ·D′) ⊃ a · b,
ou` A ∗B est le produit usuel d’ide´aux fractionnaires et
D ·D′ = {x = tt′| t ∈ D, t′ ∈ D′}.
En raison de notre convention pour le choix de feneˆtre, le produit a ∗ b est
bien de´fini et c’est aussi un ide´al quasicristallin mode`le. L’ensemble des ide´aux
quasicristallins mode`les, soit
Imod(A),
constitue un mono¨ıde lorsqu’il est muni du produit ∗ dont l’e´le´ment neutre est
1 := A =M(OK , D0). On note que l’ensemble
Imod0 (A) := {ide´aux quasicristallins mode`les non ge´ne´riques et ferme´s} ⊂ Imod(A)
forme un sous-groupe : l’e´le´ment a+A,x a pour inverse a
+
A−1,−x et le produit
a+A,x ∗ b+B,y = a+A∗B,x+y
est e´videmment non ge´ne´rique et ferme´.
On appellera principal l’ide´al quasicristallin
αA :=M(αOK , Dα)
ou`
Dα = [−σ1(α),σ1(α)]× · · · × [−σr+s−1(α),σr+s−1(α)].
De manie`re e´quivalente, si l’on note
x(α) := log|pi′(u)|(|pi′(α)|) =
(
log|σ1(u)| |σ1(α)|, . . . , log|σr+s−1(u)| |σr+s−1(α)|
)
,
(2)
alors
αA = a(α),x(α).
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On remarque que pour tout α ∈ A, αA ⊂ A, autrement dit αA est un ide´al
quasicristallin entier. En ge´ne´ral les ide´aux quasicristallins principaux sont tous
non ge´ne´riques et ferme´s et pour cela forment un sous-groupe
Pmod(A) =
{
αA : α ∈ K×} ⊂ Imod0 (A) ⊂ Imod(A).
On note le quotient
Clmod(A) := Imod(A)/Pmod(A);
c’est le mono¨ıde des classes d’ide´aux quasicristallins mode`les. Il contient
Clmod0 (A),(3)
le sous-groupe des classes d’e´le´ments de Imod0 (A).
Soient u1, . . . , ur+s−1 un choix de syste`me d’unite´s fondamentales. Les vecteurs
x(u1), . . . ,x(ur+s−1) ,
de Rr+s−1 (voir (2) ci-dessus) sont line´airement independants ; on note Ω le groupe
additif qu’ils engendrent.
Lemme 1. Ω ⊂ Rr+s−1 est un re´seau.
De´monstration. Le rang de Ω comme groupe abelien est r+ s− 1 ; reste a` montrer
que Ω est discret. Conside`rons le cube centre´e a` l’origine
C = {x : |xi| ≤ R} ⊂ Rr+s−1
avec R > 0 : il suffit de ve´rifier que Ω ∩C est fini. La pre´image D ⊂ Rr+s−1+ de C
par l’inverse du logarithme est un produit :
D = {y| r1 ≤ |yi| ≤ r2}
et donc la pre´image D˜ de D dans Kσ′ pour la valeur absolue
| · | : Kσ′ → Rr+s−1+
est un produit d’anneaux de dimensions 1 ou 2, uniforme´ment e´loigne´s de l’origine
comme de l’infini. On en conclut que tout e´le´ment pi′(δ) ∈ pi′(O×K)∩ D˜ satisfait des
ine´galite´s
0 < c1 < |δ| < c2
avec c1, c2 des constants qui ne de´pendent que de C (parce que δ ·
∏
σi(δ) = ±1).
En particular, la pre´image de pi′(O×K) ∩ D˜ par pi′ est contenue dans un compact et
contient donc un nombre fini d’e´le´ments de O×K ⊂ OK . Ainsi Ω ∩ C est bien un
ensemble fini. 
On note le tore quotient
TΩ := Rr+s−1/Ω.
Du fait de l’identite´
ui · a+OK ,x = a+OK ,x+x(ui), i = 1, . . . , r + s− 1,
l’ensemble
Z :=
⋃
x∈TΩ, +
a+OK ,x mod P
mod(A)(4)
est un sous-mono¨ıde de Clmod(A).
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The´ore`me 1. L’application
Clmod(A) −→ ClK , a 7−→ aOK = le OK-ide´al engendre´ par a,
est surjective, de noyau le sous-mono¨ıde Z.
De´monstration. On commence pour montrer que l’application est bien un homo-
morphisme. Soient a, b deux ide´aux quasicristallins mode`les : il faut montrer que
(a ∗ b)OK = (aOK ∗ bOK) mod P(K),(5)
ou` P(K) de´signe l’ensemble des ide´aux fractionnaires principaux de OK . En multi-
pliant par des e´le´ments approprie´s de OK , on peut supposer sans perte de ge´ne´ralite´
que a, b sont des quasicristaux entiers i.e. des ensembles mode`les base´s sur les ide´aux
entiers A,B ⊂ OK avec des feneˆtres parame´tre´es par x,y > 0. Supposons pour
plus de clarte´ que a et b sont tous deux ge´ne´riques ; la preuve dans les autres cas
est identique. Soient alors α1, α2, . . . resp. β1,β2, . . . , resp. ω1,ω2, . . . une liste
de tous les e´le´ments positifs de a, resp. b, resp. a ∗ b. Un e´le´ment de (a ∗ b)OK est
donc de la forme
η =
∑
I
γIωI , ωI :=
∏
i∈I
ωi,
ou` I ⊂ N est fini et γI ∈ OK est nul pour presque tout I ⊂ N. Par de´finition de
a ∗ b comme ensemble mode`le base´ sur le re´seau A ∗B, on a
ωi =
∑
j
αijβij , αij ∈ A, βij ∈ B, |pi′(ωi)| < |pi′(u)|−(x+y).
On note que αij ∈ A, resp. βij ∈ B n’est pas force´ment un e´le´ment de a, resp. b ;
il est possible par exemple que |pi′(αij)| 6< |pi′(u)|−x. Ne´anmoins, en multipliant η
par 1 = u−2MNu2MN , M ≥ |I| pour tout I ou` γI 6= 0, on obtient
η =
∑
I
u−2NMγIu2NM
∏
i∈I
∑
j
αijβij

=
∑
I
u−2N |I|γI
∏
i∈I
∑
j
(uNαij)(u
Nβij)

et pour N suffisamment grand, uNαij ∈ a et uNβij ∈ b. On peut donc supposer
sans perte de ge´ne´ralite´ que αij ∈ a, βij ∈ b. Puis
η =
∑
I
γI
∏
i∈I
∑
j
αijβij
(6)
=
∑
I
γI
∑
(
∏
αij
∏
βij)(7)
ou` les sommes de produits qui apparaissent a` la ligne (7) proviennent du de´velop-
pement des produits de sommes de la ligne (6). Il est alors clair que l’expression
(7) appartient au produit d’ide´aux aOK ∗ bOK . Autrement dit
(a ∗ b)OK ⊂ (aOK ∗ bOK) mod P(K).
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Inversement soit η ∈ aOK ∗ bOK ; on peut e´crire
η =
∑
k
[(∑
I
γI,kαI
)
·
(∑
J
γJ,kβJ
)]
,
∑
γI,kαI ∈ aOK ,
∑
γJ,kβJ ∈ bOK ,
ou` I, J ⊂ N sont finis et αI , βJ sont des produits d’e´le´ments de a, b, γI,k,γJ,k ∈ OK .
En de´veloppant les produits, on obtient des OK combinations linaires d’expressions
de la forme αIβJ ∈ (a ∗ b)OK . Alors, η ∈ (a ∗ b)OK et on a prouve´ l’e´galite´ (5)
i.e. que l’application du the´ore`me est un homomorphisme. Si A = (α,β) est un
OK-ide´al, l’ide´al quasicristallin mode`le
a = aA,x, |pi′(α)|, |pi′(β)| < |pi′(u)|−x
satisfait A = aOK , et donc l’application est e´galement surjective. Tout e´le´ment
de Z est entier et contient une unite´ (une puissance de u), d’ou` le fait que Z est
contenu dans le noyau. Inversement si a = aA,x est dans le noyau, A ∈ PK et il
existe γ ∈ K tel que γa = aOK ,y. 
Dans ce qui suit nous munirons Clmod(A) d’une topologie d’ensemble de Cantor.
Soit ImodA (A) l’ensemble des ide´aux quasicristallins de A base´s sur A ⊂ K, OK-ide´al
fractionnaire :
ImodA (A) = {a =M(A, D)} ⊂ Imod(A).
On peut identifier chaque element a de ImodA (A) avec sa fonction caracte´ristique
χa : A −→ {0, 1}, χa(α) = 1⇔ α ∈ a.
On munit ImodA (A) de la topologie induite du plongement I
mod
A (A) ↪→ 2A. Chaque
inclusion A ⊂ B induit un plongement continu 2A ↪→ 2B, et Imod(A) est topologise´
par la topologie inductive de´finie par l’union
⋃
ImodA (A). L’action de K
× est propre
et discontinue et Clmod(A) he´rite de la topologie quotient, dont on note qu’elle est
de Hausdorff.
Note 4. Lorsque a = a+A,x, x ≥ 0 et A ⊂ OK , on peut identifier canoniquement χa
avec une fonction de codage
χa : N −→ {0, 1},
la projection α = aθ+ b → a e´tant injective sur a. Plus pre´cisement, χa(a) = 1 si
et seulement si il existe b ∈ N tel que χa(aθ+ b) = 1.
Soit maintenant
Z0 := Z ∩ Clmod0 (A),
ou` Clmod0 (A) est de´fini dans (3). On a alors le re´sultat suivant :
The´ore`me 2. Clmod(A) est un mono¨ıde de Cantor et Clmod0 (A) est dense dans
Clmod(A). De plus le sous-groupe Z0 est dense dans Z et de rang (topologique) au
plus r + s− 1.
De´monstration. Par le The´ore`me 1, pour prouver que Clmod(A) est de Cantor, il
suffit de montrer que c’est le cas de Z. Mais on note que Z s’identifie homeomor-
phiquement avec le sous espace de 2N de´finit par les codages χa (voir la Note 4) et
qu’il est donc de Hausdorff. Il est aussi parfait : si ax = aOK ,x ∈ Z est ge´ne´rique,
alors x est une limite a` gauche :
lim
y>x
ay = ax.
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En effet, si y > x, ay ⊂ ax et par ge´ne´ricite´, tout α ∈ ax appartient a` ay si y est
assez proche a` x, ce qui implique que χay → χax . Inversement, si ax est ferme´, on
a ay ⊃ ax pour tout y < x et
lim
y<x
ay = ax.
Pour a+x non ge´ne´rique ge´ne´ral, on conside`re y → x tel que yi > xi si +i = 0 et
yi < xi si +i = 1 puis lim ay = a
+
x . L’ensemble Z e´tant parfait dans un ensemble de
Cantor, il est lui aussi de Cantor. L’ensemble Z0 est dense parce que l’ensemble des
parame`tres x tels que pi′(u)x ∈ OK est dense en Kσ′ et d’apre`s ce qui pre´ce`de on
peut trouver une suite d’e´le´ments de Z0 qui converge vers n’importe quel element
de Z. Soient x1, . . . ,xr+s−1 ∈ TΩ tels que
pi′(u)xi =: pi′(αi) ∈ pi′
(OK \ (O×K ∪Q) , i = 1, . . . , r + s− 1,
et tels que x1, . . . ,xr+s−1 sont independants dans le sens qu’il existe un choix de
pre´images x˜i dans Rr+s−1 qui forment une base ; c’est possible, parce que l’ensemble
pi′
(OK \ (O×K ∪Q) est dense en Kσ′ . Observons qu’il n’existe pas de combination
entie`re non triviale nulle
n1x1 + · · ·+ nr+s−1xr+s−1 = 0 ;
en effet l’existence d’une telle relation impliquerait que
∏
αi ∈ O×K . De plus,
puisque il existe des pre´images qui forment une base de Rr+s−1, il suit que le
groupe T := 〈x1, . . . ,xr+s−1〉 ⊂ TΩ est dense. Soient ax1 , . . . , axr+s−1 ∈ Z0 les
ide´aux quasicristallins ferme´s associe´s a` x1, . . . ,xr+s−1. Alors, d’apre`s la densite´
du groupe T des parame`tres et l’analyse de la convergence dans Z en termes du
parame`tre x il suit que le groupe engendre´ par les axi est bien dense dans Z.

4. La fonction zeˆta d’un ide´al quasicristallin
Soit a ⊂ R un ide´al quasicristallin de dimension 1; lorsque a est un ide´al mode`le
nous le distinguerons en utilisant la notation
m =M(A, D) =M(Kσ,Kσ′ ,A, D) ⊂ R,
ou` D = D+x (u) ⊂ Kσ′ (voir §§2, 3 pour des pre´cisions). La fonction zeˆta associe´e
s’e´crit
ζa(s) =
∑
0<α∈a
α−s.
Dans cette section nous montrons l’existence d’un prolongement me´romorphe de
ζa au plan tout entier. Nous donnons e´galement, lorsque a = m est un ide´al
quasicristallin mode`le, une e´quation fonctionnelle ge´ne´ralise´e pour ζm. En vue
de ce dernier objectif on conside`re plus ge´ne´ralement la situation suivante. Soit
f ∈ S(Kσ′), l’espace de Schwartz de Kσ′ , avec f paire i.e. telle que f(−x) = f(x).
On de´finit les f -poids sur m (plus bas la de´pendance par rapport a` f sera omise de
la notation) selon
χ(α) = χf (α) := f(α
′), α ∈ m, α′ := pi′(α) ∈ D.
La fonction L quasicristalline associe´e a` m et χ est alors de´finie par
L(m,χ, s) :=
∑
0<α∈m
χ(α)
αs
.
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Proposition 5. Soient a un ide´al quasicristallin de rang 1 et m =M(A, D) ⊂ R
un ide´al quasicristallin mode`le avec poids χ = χf . Les fonctions ζa(s), L(m,χ, s)
convergent uniforme´ment sur tout compact du demi-plan ouvert Re(s) > 1.
De´monstration. Soient 0 < α1 < α2 < · · · les e´le´ments positifs de m. Comme
celui-ci est uniforme´ment discret, il existe r > 0 tel que Br(αn) ∩ m = {αn} pour
tout n ∈ N. Remplac¸ant m par
m˜ = r−1 (m− α1) + 1,
on obtient un autre quasicristal dont les e´le´ments positifs sont les
α˜n := r
−1(αn − α1) + 1
ou` α˜1 = 1 et α˜n+1 − α˜n > 1 pour tout n. Alors il existe un constante C > 0 tel
que, pour tout s tel que Re(s) ≥ σ > 1,
|L(m,χ, s)| ≤ C
∑ f(α′n)
α˜
Re(s)
n
≤ C
∑ f(α′n)
nRe(s)
≤ C max |f(α′n)| · |ζ(s)|.
On trouve bien que L(m,χ, s) converge uniforme´ment sur tout demi-plan de la
forme Re(s) ≥ σ > 1, d’ou` le re´sultat. 
Note 5. Il faut noter que ζa n’est pas une fonction zeˆta au sens de Beurling. Voir
[7] ou` on introduit formellement les multiplicite´s qui correspondent aux factorisa-
tions distinctes d’e´le´ments, pour avoir un produit eule´rien. Du fait de l’absence de
factorisation unique pour m, les fonctions zeˆta et L considere´es ici ne s’e´crivent pas
en ge´ne´ral comme produits eule´riens.
Proposition 6. ζa(s) posse`de une extension me´romorphe (unique) sur tout C, avec
un seul poˆle simple en s = 1.
De´monstration. On utilise la me´thode usuelle de l’inte´grale de Riemann-Stieltjes
(voir par exemple [24], Theorem 1.12). E´crivant
a = {. . . , α−2 = −α2, α−1 = −α1, 0, α1, α2, . . . },
on de´finit la a-partie entie`re comme [x]a := αm si αm ≤ x ≤ αm+1 et la a -partie
fractionnaire comme {x}a := x − [x]a ∈ [0, R] ou` a est relativement dense par
rapport a` R > 0. Alors
ζa(s) =
∑
0<α≤x
α−s +
∑
α>x
α−s =
∑
0<α≤x
α−s +
∫ ∞
x
u−sd[u]a
=
∑
0<α≤x
α−s +
∫ ∞
x
u−sdu−
∫ ∞
x
u−sd{u}a
=
∑
0<α≤x
α−s +
x1−s
s− 1 + {x}ax
−s +
∫ ∞
x
{u}adu−s(8)
=
∑
0<α≤x
α−s +
x1−s
s− 1 + {x}ax
−s − s
∫ ∞
x
{u}au−s−1du,(9)
ou` l’e´galite´ (8) provient d’une inte´gration par parties. La dernie`re expression (9)
est me´romorphe pour Re(s) > 0, avec un seul poˆle simple en s = 1. En inte´grant
par parties de fac¸on re´pe´te´e, on obtient le prolongement souhaite´. 
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Note 6. Graˆce a` la Proposition 6 on peut de´finir les a-nombres de Bernoulli par
Ba,n = ζa(−n), n impair.
On suppose maintenant que a = m = M(A, D) ⊂ R est un ide´al quasicristallin
mode`le ; le reste de cette section s’est consacre´ a` la de´monstration d’une e´quation
fonctionnelle pour ζm, ce pourquoi il est ne´cessaire d’introduire un peu de termi-
nologie supple´mentaire.
L’’ide´al quasicristallin mode`le dual ([23]) est l’ide´al mode`le fractionnaire
m∨ =M[A∨, D∨]
associe´ au re´seau dual
A∨ = {α ∈ K| Tr(αA) ⊂ Z}
et a` la feneˆtre
D∨ := (pi/3) ·D.
Pour tout n ∈ N, on aura besoin de conside´rer aussi les ide´aux mode`les
m∨n :=M(A∨, n ·D∨)
de sorte que
m∨ = m∨1 ⊂ m∨2 ⊂ · · · et
⋃
m∨n = A
∨.
Soit maintenant δ(x) la distribution de Dirac (δ(f) = f(0) pour une fonction f
lisse au voisinage de l’origine) et conside´rons le peigne de Dirac
µm(x) =
∑
α∈m
δ(x− α).(10)
De plus, soit
µm,χ(x) =
∑
α∈m
χ(α)δ(x− α)
le peigne ponde´re´ associe´ a` χ. Le re´sultat suivant (formule de Poisson-Meyer) est
formule´ dans [23] avec re´fe´rence a` [21], [22] pour les preuves. Pour plus de clarte´
nous en donnons ci-dessous une de´monstration dans notre contexte.
The´ore`me 3 (Meyer). La transformation de Fourier de µ = µm,χ au sens des
distributions est donne´e par le peigne de Dirac ge´ne´ralise´
µ∨(x) =
∑
ξ∈A∨
χ∨(ξ)δ(x− ξ) :=
∞∑
n=1
νn(x)(11)
ou`
a. la fonction χ∨ est de´finie par
χ∨(ξ) :=
2pi√|disc(A)| · f∨(ξ′),
avec f∨ le dual de Fourier de f et disc(A) le discriminant de A ;
b. pour chaque n ∈ N, νn est un peigne ponde´re´
νn(x) =
∑
ξ∈∆m∨n
χ∨(ξ)δ(x− ξ)
avec support ∆m∨1 := m
∨ quand n = 1 et
∆m∨n := m
∨
n −m∨n−1 =M (A∨, nD∨ − (n− 1)D∨)
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pour n ≥ 2 ;
c. la convergence de la deuxie`me se´rie dans (11) est tre`s rapide : pour tous
N ∈ N et R ∈ R+∫ a+R
a−R
d|νn|(x) = O(n−N ) quand n→∞,(12)
inde´pendamment de a.
De´monstration. Le poids χ se prolonge a` tout OK par χ(α) = f(α′). Alors, pour
toute fonction test g ∈ S(Kσ), on peut e´crire∫
R
g(x) dµ(x) =
∑
α∈m
f(α′)g(α).
La fonction en K∞
G(x, y) = f(y)g(x)
de´croˆıt rapidement a` l’infini et sa transforme´e de Fourier G∨(ξ,η) = f∨(ξ)g∨(η)
est e´galement a` de´croissance rapide a` l’infini. Appliquant a` G la formule de Poisson
classique par rapport au re´seau A ⊂ K∞ on obtient :∑
α∈m
f(α′)g(α) =
∑
α∈A
f(α′)g(α) =
2pi√
disc(A)
∑
ξ∈A∨
f∨(ξ′)g∨(ξ),
qui fournit la premie`re egalite´ dans (11). La fonction f∨ e´tant aussi de la classe
de Schwartz, l’assertion c) est imme´diate, sauf l’inde´pendence par rapport a` a.
Mais les ensembles mode`les ∆m∨n , utilise´s dans la de´finition des νn, font inter-
venir des feneˆtres du meˆme volume. Ceci implique (voir [23], [18]) qu’en tant
qu’ensembles de Delaunay ils sont uniforme´ment discrets avec une constante r > 0
qui ne de´pend pas de n. En particulier, on peut choisir la constante implicite dans
(12) inde´pendamment de a. 
Nous nous proposons d’appliquer le The´ore`me 3 a` l’e´tude des fonctions L as-
socie´es a` ∆m∨n et χ
∨:
L∨n(m,χ, s) := L(∆m
∨
n ,χ
∨, s) =
∑
0<β∈∆m∨n
χ∨(β)
βs
.
Proposition 7. La suite de fonctions L∨n(m,χ, s) convergent uniforme´ment vers
ze´ro sur tout compact du demi-plan Re(s) > 1. De plus la somme
∞∑
n=1
L∨n(m,χ, s)(13)
converge uniforme´ment sur un domaine du meˆme type et de´finit donc une fonction
holomorphe pour Re(s) > 1.
De´monstration. Comme de´ja` observe´ dans la preuve du The´ore`me 3, les ensembles
mode`les ∆m∨n sont uniforme´ment discrets avec une constant r > 0 inde´pendante
de n. Alors, pour [c, C] ⊂ R, c > 1,
|L∨n(m,χ, s)| ≤ A · max
β∈∆m∨n
|f∨(β′)|, Re(s) ∈ [c, C],
ou` A est de nouveau une constante inde´pendante de n. Ainsi puisque la transforme´e
de Fourier f∨ de f est dans l’espace de Schwartz, L∨n(m,χ, s) converge uniforme´ment
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vers 0 sur les compacts pour Re(s) > 1. A` cause de la de´croissance rapide de f∨ a`
l’infini, la somme (13) converge de meˆme. 
On note
L∨(m,χ, s) :=
∞∑
n=1
L∨n(m,χ, s),
qu’on appelle fonction L ge´ne´ralise´. Les fonctions normalise´s
Λ(m,χ, s), Λ∨n(m,χ, s), Λ
∨(m,χ, s)
se de´finissent en multipliant chacune de L(m,χ, s), L∨n(m,χ, s) et L
∨(m,χ, s) par le
facteur classique pi−s/2Γ(s/2).
La fonction theˆta quasicristalline associe´e a` m, χ s’e´crit
θm,χ(t) :=
1
2
χ(0) +
∑
0<α∈m
χ(α)e−piα
2t,
et les fonctions theˆta duales de niveaux n = 1, 2, . . . sont de´finies par
θ∨m,χ,1(t) :=
1
2
χ∨(0) +
∑
0<β∈m∨
χ∨(β)e−piβ
2t
pour n = 1 et
θ∨m,χ,n(t) :=
∑
0<β∈∆m∨n
χ∨(β)e−piβ
2t
pour n ≥ 2. Les quasicristaux ∆m∨n , e´tant uniforme´ment discrets avec une constante
r que l’on peut choisir inde´pendamment de n, ils de´finissent une suite {θ∨m,χ,n(t)}
qui converge uniforme´ment sur tout compact de (0,∞). Comme la restriction de
χ∨ a` ∆m∨n tend rapidement a` ze´ro, la limite de cette suite est nulle. De la meˆme
fac¸on qu’a` la Proposition 7, la somme
θ∨m,χ(t) :=
∞∑
n=1
θ∨m,χ,n(t)
converge et de´finit une fonction lisse.
Lemme 2. La fonction
θ∨m,χ(t)−
χ∨(0)
2
est a` de´croissance rapide a` l’infini.
De´monstration. C’est une conse´quence imme´diate des faits suivants : 1) les ∆mn
sont uniforme´ment discrets de constante r > 0 inde´pendante de n et 2) la fonction
χ∨ est elle-meˆme a` de´croissance rapide a` l’infini. 
Appliquons maintenant la formule sommatoire distributionnelle de Poisson-Meyer
a` la fonction
ft(x) := e
−pitx2 , f∨t = t
−1/2ft−1 .
En utilisant l’identite´ T∨(f) = T (f∨), ou` T est une distribution tempe´re´e, et le fait
que ft est paire, on obtient l’e´quation fonctionnelle :
θm,χ(t) =
2pi√|disc(A)| t−1/2θ∨m,χ(t−1).(14)
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The´ore`me 4. On a l’e´quation fonctionnelle :
Λ(m,χ, s) =
2pi√|disc(A)|Λ∨(m,χ, 1− s).
En particulier, Λ(m,χ, s) posse`de un prolongement me´romorphe a` C tout entier,
avec deux poˆles simples en s = 0 et s = 1, et des re´sidus χ(0) et 2piχ∨(0)/
√|disc(A|.
Preuve. En suivant la preuve classique, l’e´quation fonctionnelle (14) implique que
la transforme´e de Mellin
M
(
θm,χ − 1
2
χ(0)
)
(s) :=
∫ ∞
0
(
θm,χ(t)− 1
2
χ(0)
)
ts/2
dt
t
converge pour tout s. Si Re(s) > 1 on a∫ ∞
0
e−pitα
2
ts/2
dt
t
= pi−s/2Γ(s/2)α−s,
ce qui donne
M
(
θm,χ − 1
2
χ(0)
)
(s) = Λ(m,χ, s).
Puis
Λ(m,χ, s) =
∫ 1
0
[
2pi
disc(A)
θ∨m,χ(t
−1)− χ(0)
2
]
ts/2
dt
t
+
∫ ∞
1
[
θm,χ(t)− χ(0)
2
]
ts/2
dt
t
=
2pi
disc(A)
∫ ∞
1
[
θ∨m,χ(t)−
χ∨(0)
2
]
t(1−s)/2
dt
t
+
∫ ∞
1
[
θm,χ(t)− χ(0)
2
]
ts/2
dt
t
(15)
+
χ(0)
s
+
2pi√
disc(A)
· χ
∨(0)
s− 1 .
Il reste a` observer que les inte´grales apparaissant dans (15) sont holomorphes en s
sur C tout entier du fait de la de´croissance rapide a` l’infini des inte´grands (voir le
Lemme 2). L’e´quation fonctionnelle annonce´e est alors conse´quence de l’e´quation
pour les fonctions theˆta correspondantes. 
Revenons a` la fonction zeˆta, ζm(s). On aurait envie de prendre f = fD, fonction
indicatrice de la feneˆtre D, dans la formule sommatoire de Poisson-Meyer. Toutefois
celle-ci n’est valable que pour f lisse et fD ne l’est pas. Ne´anmoins, on va voir
qu’en prenant une suite de fonctions lisses a` supports compacts qui converge vers
fD, la limite correspondante du coˆte´ droit de (15) est uniforme sur les compacts de
C \ {0, 1}.
Soient donc fε → fD une suite de fonctions lisses telles que
(1) supp(fε) = Dε ⊃ D est un ε-voisinage de D ;
(2) fε|D ≡ 1 ;
(3) fε ≥ 0 et fε(−x) = fε(x) pour tout x ∈ Kσ′ .
Soit mε =M(A, Dε) = supp(χε). On note d’abord que Λ(mε,χε, s) converge pour
Re(s) > 1 vers
Λ(m, s) := pi−s/2Γ(s/2)ζm(s).
Cette convergence a lieu parce que :
1. Tout α ∈ mε \ m satisfait xi <+i |σi(α)| < xi + ε. Alors (a` l’exception de
α “limite” e.g. |σi(α)| = xi pour tout i), la dernie`re ine´galite´ implique que
pour tout M > 0 il existe N tel que |α| > M quand ε−1 ≥ N ;
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2. |χε(α)| ≤ 1.
Pour les meˆme raisons on a convergence uniforme sur les compacts des fonctions
θmε,χε(t) vers θm(t), donc convergence des integrales∫ ∞
1
[
θmε,χε(t)−
χ(0)
2
]
ts/2
dt
t
−→
∫ ∞
1
[
θm(t)− χ(0)
2
]
ts/2
dt
t
.
Alors, d’apre`s (15), les inte´grales
2pi
disc(A)
∫ ∞
1
[
θ∨mε,χε(t)−
χ∨ε (0)
2
]
t(1−s)/2
dt
t
(16)
convergent aussi uniforme´ment sur les compacts, toujours pour Re(s) > 1. En
utilisant la syme´trie s 7→ 1 − s, Λ(m, s) est aussi la limite des analogues du coˆte
droit de (15) pour les Λ(mε,χε, s). Donc, la limite
Λ∨(m, s) := lim
ε→0
Λ∨(mε,χε, s)
vaut sur tout C− {0, 1} et on obtient l’e´quation fonctionnelle :
The´ore`me 5. Λ(m, s) = 2pi√|disc(A)|Λ
∨(m, 1− s) pour tout s ∈ C.
5. L’invariant modulaire quantique et un re´sultat de R. Pink
Nous de´veloppons ici la relation avec les quasicristaux et l’invariant modulaire
quantique de´couverte par Richard Pink ([27]) ; voir le The´ore`me 7 ci-dessous. Cette
section, aussi bre`ve soit-elle, reveˆt ne´anmoins une importance centrale, l’observation
de Pink ayant en grande partie motive´ le pre´sent travail.
Soient A = Aσ ⊂ R un anneau quasicristallin de rang 1 et a ⊂ R un ide´al
quasicristallin fractionnaire de A. En utilisant la fonction zeˆta ζa (voir §4) on peut
de´finir l’invariant modulaire quasicristallin, a` savoir
j(a) :=
123
1− 4940J(a)
, J(a) :=
ζa(6)
2
ζa(4)3
.
Il y a e´videmment invariance par rapport a` la multiplication par les e´le´ments de
K×. On obtient ainsi une fonction bien de´finie
j : Clmod(A) −→ R ∪ {∞}.
The´ore`me 6. L’invariant modulaire quasicristallin j est continu.
De´monstration. Il suffit de montrer que la restriction au mono¨ıde Z ⊂ Clmod(A)
est continue. Si ai → a, alors ai converge vers a dans la topologie de Hausdorff
(uniforme´ment sur tout compact) et donc pour tout s fixe´, ζai(s) → ζa(s). La
continuite´ de j est une conse´quence imme´diate. 
Soit θ ∈ R. Pour ε > 0 on de´finit
Λε(θ) := {n ∈ Z | ‖nθ‖ < ε}
ou` ‖x‖ est la distance de x a` l’entier le plus proche. On introduit la fonction zeˆta
ζθ,ε(s) =
∑
0<n∈Λε(θ)
n−s
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qui converge pour <(s) > 1, en tant qu’une sous-somme de celle qui de´finit la
fonction zeˆta classique. On de´finit de plus
jε : R −→ R
pour
jε(θ) :=
12
1− Jε(θ) , Jε(θ) :=
49
40
ζθ,ε(6)
2
ζθ,ε(4)3
.
L’invariant modulaire quantique ([5]) est la fonction multivalue´e
jqt : Modqt := R/GL2(Z)( R ∪ {∞}, jqt(θ) := lim
ε→0
jε(θ),
ou` la limite est de´finie comme l’ensemble des points d’adhe´rence lorsque ε→ 0.
Soit maintenant u une unite´ fondamentale quadratique re´elle de K = Q(u) avec
OK = Z[u] l’anneau des entiers. Lors d’une conversation prive´e ([27]), Richard
Pink a de´gage´ la formule suivante pour jqt(u). Revenant au mono¨ıde Z de´fini dans
la formule (4) du §3, celui-ci s’e´crit dans le cas quadratique sous la forme
Z =
⋃
x∈[0,1)
{ax, a+x } ⊂ Clmod(A).
The´ore`me 7 (R.Pink). Soit u une unite´ fondamentale quadratique re´elle. Alors
jqt(u) = {j(a)| a ∈ Z}.
De´monstration. On peut supposer que u > 1, e´tant donne´ que jqt(x) = jqt(x−1).
Notons Λx := Λu−x(u) et ∆ := u − u′. Pour n ∈ Λx, il existe m ∈ Z tel que
|nu+m| < u−x. En particulier, en e´crivant α = nu+m, on a
Λx =
{
α− α′
∆
∣∣∣∣ α ∈ OK , |α| < u−x} ,
ou` α′ est le conjugue´ de α. D’ou`
∆
um
Λx+m =
{
α− α′
um
∣∣∣∣ α ∈ OK , |α| < u−x−m}
(change de variable α −β′u′m)
=
{ −β′u′m + βum
um
∣∣∣∣ β ∈ OK , |β′| < u−x}
=
{
β− β
′
(−u2)m
∣∣∣∣ β ∈ OK , |β′| < u−x} .
En particulier
lim
m→∞
∆
um
Λx+m = ax
et
lim
m→∞ ju
−x−m(u) = j(ax).
On en de´duit que
{j(ax)| x ∈ [0, 1)} = {j(ax)| x ≥ 0} ⊂ jqt(θ)
et donc tout point d’adhe´rence de jε(u) l’est aussi des j(ax), ce qui fournit le
re´sultat. 
Corollaire 1. Soit u ∈ R une unite´ fondamentale quadratique. Alors jqt(u) est
l’image continue d’un ensemble de Cantor.
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Note 7. Pour de´montrer que jqt(θ) est de Cantor, il serait suffisant e´tablir que j
est injective, propriete´ qui est conjecture´e.
Note 8. Le The´ore`me de Pink constitue l’analogue exact du Theorem 4 de [10].
Plus pre´cise´ment (pour la notation voir au §1 ci-dessus) soit K = Q(f) ou` f est
une unite´ fondamentale. Si l’on note
jqt : GL2(Z)\R( R ∪ {∞}
l’invariant modulaire quantique en caracte´ristique positive associe´ au corps de fonc-
tions R = Q∞ ([8], [9]), on a
jqt(f) = {j(a)| a ∈ Z}
ou` maintenant Z = {a0, . . . , ad−1} ∼= Gal(HA∞1 /HOK) est le sous groupe de ClA∞1
de´crit au §1.
6. Le sole´no¨ıde associe´ a` un quasicristal
D’apre`s la Note 8 ci-dessus les quasicristaux dans le The´ore`me 7 jouent le meˆme
roˆle que les ide´aux a ⊂ Aσ1 , et donc les quasicristaux de rang 1 devraient fournir
un analogue des modules de Drinfeld en caracte´ristique nulle. Dans cette section
on de´veloppe l’analogue de la notion analytique de module Drinfeld, c’est-a`-dire
l’analogue du module quotient R/a.
L’ensemble des quasicristaux de Rn est muni d’une topologie de la manie`re sui-
vante : a` un quasicristalΩ ⊂ Rn on associe la mesure de Radon µΩ qui est le peigne
de Dirac de Ω (voir la formule (10)) et on met la topologie faible sur l’espace des
mesures µΩ. Si on fixe Ω, on note la cloˆture
SˆΩ := {v +Ω}v∈Rn
(voir par exemple [2]). De manie`re e´quivalente SˆΩ peut eˆtre de´fini en utilisant le
pavage de Vorono¨ı PΩ associe´ a` Ω, ou` maintenant SˆΩ est la cloˆture de l’ensemble
{v + PΩ}v∈Rn des translate´s de PΩ. Dans [2] les auteurs montrent que SˆΩ est
home´omorphe a` la limite inverse d’un syste`me de variete´s ramifie´es plates (“branched
flat manifolds”) de dimension n. Si Ω est un re´seau, SˆΩ ≈ Rn/Ω et on re´cupe`re la
notion classique de tore quotient. Un point de SˆΩ est re´presente´ par un pavage con-
struit avec les meˆmes mailles que Ω et qui posse`de des sous-pavages arbitrairement
grands qui co¨ıncident avec des sous-pavages de Ω a` une translation pre`s.
Proposition 8. Soit Ω ⊂ Rn un quasicristal. Alors SˆΩ est un sole´no¨ıde compact
de dimension n. Si Ω =M est un ensemble mode`le ge´ne´rique, SˆΩ est minimal.
Proof. E´tant limite inverse de variete´s ramifie´es de dimension n, SˆΩ est par de´finition
un sole´no¨ıde. PuisqueΩ est de Delaunay, SˆΩ est compact. Enfin siΩ est ge´ne´rique,
il est re´pe´titif, ce qui implique que SˆΩ est minimal (voir par exemple [1]). 
Il est instructif de rappeler le cas du sole´no¨ıde classique
Sˆ1 = lim←− S
1,
ou` la limite est de´finie par rapport a` tous les e´pimorphismes de S1 = R/Z. Le
complete´ profini Zˆ de Z s’identifie au noyau de l’e´pimorphisme Sˆ1 → S1, Sˆ1/Zˆ ∼= S1,
et de´finit un sous-groupe de Sˆ1 qui est une transversale canonique. De manie`re
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e´quivalente Zˆ = Z est la cloˆture topologique de Z ⊂ R ⊂ Sˆ1, ou` le plongement
R ↪→ Sˆ1 est induit par R→ S1.
Un e´pimorphisme ρ : S1 → S1 induit un home´omorphisme ρˆ : Sˆ1 → Sˆ1, de la
meˆme manie`re que ρ induit un home´omorphisme ρ˜ : R→ R du reveˆtement universel
R de S1. Mais si on conside`re plutoˆt comme objet principal la paire (Sˆ1, Zˆ), alors
ρˆ est un morphisme de telles paires, ρˆ(Zˆ) ⊂ Zˆ, et
ρˆ−1(Zˆ) =
de´g(ρ)⊔
i=1
(ri + Zˆ).
On peut ainsi conside´rer ρˆ comme un reveˆtement de paires de degre´ e´gal a` deg(ρ).
Intuitivement, on peut voir Zˆ comme un e´largissement de l’e´le´ment neutre du cercle
S1 et, en conservant la transversale Zˆ, on re´cupe`re les proprie´te´s de S1 en travaillant
avec Sˆ1.
Revenant au sole´no¨ıde SˆΩ, le roˆle de Zˆ est joue´ par l’ensemble
Ωˆ = {ω+Ω}ω∈Ω ⊂ SˆΩ,
transversale comple`te4 passant par 0, la comple´te´e pro-quasicristalline de Ω. Si Ω
est un re´seau Ωˆ = {0} ; on peut donc voir en ge´ne´ral Ωˆ comme un e´largissement de
l’e´le´ment neutre. Par contre, si l’on identifie deux points de SˆΩ qui appartiennent a`
la meˆme Ωˆ transversale, x ∼ y si et seulement si x, y ∈ z+Ωˆ, qui donne le quotient
transversal topologique de´fini par Ωˆ. On obtient ainsi en ge´ne´ral une variete´ ramifie´e
plate. Nous adopterons dans la suite une position interme´diaire, conside`rant parfois
des notions comme “fonction”, “torsion” modulo Ωˆ, mais sans identifier ce dernier
ensemble a` un point. Autrement dit on regardera Ωˆ comme la transversale neutre
en de´veloppant une the´orie qui n’oublie pas ce fait en passant au quotient.
Conside´rons maintenant l’analogue d’une isoge´nie entre deux sole´no¨ıdes quasi-
cristallins. On dit que deux quasicristaux Ω,Ω′ ⊂ Rn sont e´quivalents ([25], [23])
s’il existe un couple d’ensembles finis F, F ′ ⊂ Rn telle que
Ω ⊂ Ω′ + F ′ et Ω′ ⊂ Ω+ F.
Exemple 4. i) Si Ω,Ω′ sont deux re´seaux isoge`nes alors Ω,Ω′ sont e´quivalents ;
cette relation d’e´quivalence est donc une ge´ne´ralisation de la relation d’isoge´nie.
ii) Si Ω,Ω′ ⊂ Rn sont deux ensembles mode`les de´finis par rapport au meˆme
re´seau Γ ⊂ Rn+k, alors Ω,Ω′ sont toujours e´quivalents ([25]).
On rappelle qu’un ensemble X ⊂ Rn est ape´riodique si le groupe de ses pe´riodes
Per(X) := {v ∈ Rn| v +X = X}
est re´duit a` 0. Si un quasicristal Ω ⊂ Rn est ape´riodique, on appelle
LΩ := Rn +Ω ⊂ SˆΩ
la feuille canonique ; elle est clairement home´omorphe a` Rn et dense dans SˆΩ.
The´ore`me 8. Soient
Ω ⊂ Ω′ ⊂ Rn
4Une transversale (comple`te) d’une lamination L est un sous-ensemble T ⊂ L tel que T ∩ L
est discret (non vide) pour la topologie de L, pour toute feuille L ⊂ L.
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deux quasicristaux mode`les de´finis par le meˆme re´seau. Alors, la correspondence
x+Ω 7→ x+Ω′, x ∈ Rn, de´finit un morphisme de paires (reveˆtement) canonique
ρ : (SˆΩ, Ωˆ) −→ (SˆΩ′ , Ωˆ′)
qui est surjectif. Plus pre´cise´ment, ρ : SˆΩ → SˆΩ′ est un home´omorphisme local
surjectif de sole´no¨ıdes telle que ρ(Ωˆ) ⊂ Ωˆ′ et
ρ−1(Ωˆ′) ⊂
d⋃
i=1
(xi + Ωˆ), xi ∈ Rn,(17)
ou` l’union n’est pas force´ment disjointe. Si Ω,Ω′ sont tous les deux ape´riodiques,
ρ : SˆΩ → SˆΩ′ est un home´omorphisme.
De´monstration. D’apre`s l’Exemple 4, ii), il existe F fini tel que Ω′ ⊂ Ω+ F . Si la
suite xi+Ω converge dans SˆΩ, xi+Ω+F converge aussi dans SˆΩ+F , ce qui implique
que xi +Ω
′ ⊂ xi +Ω + F converge dans SˆΩ′ . Donc ρ est continue. Inversement,
supposant que xi +Ω
′ converge dans SˆΩ′ , le meˆme argument montre que xi +Ω ⊂
xi +Ω
′ converge dans SˆΩ, ce qui signifie que ρ est surjective. On affirme que ρ|Ωˆ
est injective. Supposons au contraire que γˆ = limγi +Ω 6= ηˆ = limηi +Ω sont des
points distincts de Ωˆ tels que ρ(γˆ) = ρ(ηˆ). On observe alors que, par de´finition
de la topologie, la limite γˆ = limγi + Ω existe si γ
′
i est de Cauchy et γˆ 6= ηˆ si
et seulement si (γi − ηi)′ 6→ 0. La meˆme chose est vraie en e´changeant Ω et Ω′,
d’ou` il suit que ρ(γˆ) = limγi + Ω
′ 6= limηi + Ω′ = ρ(ηˆ), contradiction. Comme
Ω, Ω′ sont relativement denses l’injectivite´ de ρ en Ωˆ se prolonge a` un voisinage
feuillete´ et ρ est donc bijective et bicontinue dans un voisinage de 0. On montre
de meˆme l’injectivite´ sur chaque transversale x + Ωˆ, ce qui prouve que ρ est un
home´omorphisme local. La pre´image ρ−1(Ωˆ′) est e´gale a` la cloˆture de⋃
x∈Ω′
(x+Ω) ⊂
⋃
y∈Ω, f∈F
(y + f +Ω) ⊂
⋃
f∈F
(f + Ωˆ),
qui fournit bien (17).
Enfin si Ω,Ω′ sont ape´riodiques, ρ induit un home´omorphisme LΩ ≈ LΩ′ des
feuilles canoniques denses ce qui, joint au fait que ρ est un home´omorphisme local,
implique qu’il s’agit bien d’un home´omorphisme. 
La propriete´ d’eˆtre un presque re´seau implique que
ΣnΩ := Ω+ · · ·+Ω (n fois)
est aussi un quasicristal (et un ide´al quasicristallin dans le cas ou` Ω en est un). De
plus, ΣnΩ est e´quivalent a` Ω. Le The´ore`me 8 implique qu’il existe une surjection
continue
+ : (SˆΩ, Ωˆ)× (SˆΩ, Ωˆ) −→ (SˆΣ2Ω,Σ2Ωˆ), (x+Ω, y +Ω) 7−→ x+ y + Σ2Ω,
ou` l’on a identifie´ ΣnΩˆ = Σ̂nΩ. En ge´ne´ral, pour ~m ∈ Nk ou` m1 + · · ·+mk = n, il
y a une application
+ = +~m,n : (SˆΣm1Ω,Σm1Ωˆ)× · · · × (SˆΣmkΩ,ΣmkΩˆ) −→ (SˆΣnΩ,ΣnΩˆ),(18)
induite par
(x1 +Ω, . . . , xk +Ω) 7−→ x1 + · · ·+ xk + ΣnΩ.
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Si l’on note +3 = + ~1,3,
~1 = (1, 1, 1), l’e´galite´ des compositions
+3(x+Ω, y+Ω, z+Ω) = +(+(x+Ω, y+Ω), z+Ω) = +(x+Ω,+(y+Ω, z+Ω)),
ainsi que des version plus ge´ne´rales nous donnent l’analogue de la loi de l’associativite´.
On peut donc conside´rer SˆΩ comme une ge´ne´ralisation de la notion de tore, ou
mieux la collection de soleno¨ıdes
{(SˆΣnΩ,ΣnΩˆ)}n≥1,
munie des applications (18).
Proposition 9. La somme +~m,n est continue.
De´monstration. On suppose d’abord que Ω est un quasicristal mode`le. Il suffit
alors d’observer que l’inclusion Ωˆ ↪→ ΣΩˆ est continue (et meˆme ouverte). Mais
αi → 0 dans Ωˆ si et seulement si αi → 0 dans Ωˆ + F pour F fini, si et seulement
si αi → 0 dans ΣΩˆ. 
E´tant donne´e une suite d’applications de paires
fn : (SˆΣnΩ,ΣnΩˆ) −→ (SˆΣnΩ,ΣnΩˆ)
on dira qu’elle de´finit un endomorphism quasicristallin si on a des carre´s commu-
tatifs
SˆΣm1Ω × · · · × SˆΣmkΩ
fm1×···×fmk- SˆΣm1Ω × · · · × SˆΣmkΩ
SˆΣnΩ
+~m,n ?
fn
- SˆΣnΩ,
+~m,n?
(19)
pour m1 + · · · + mk = n. Un endomorphisme quasicristallin inversible est un
isomorphisme quasicristallin. On notera
End(SˆΩ, Ωˆ)
le mono¨ıde multiplicatif des endomorphismes, le produit e´tant de´fini par la compo-
sition. Les operations de somme induisent des ope´rations correspondantes sur les
endomorphismes ; ainsi on a une ope´ration de somme
End(SˆΩ, Ωˆ)× End(SˆΩ, Ωˆ) +−→ End(SˆΣΩ,ΣΩˆ)
definie par
fn, gn 7−→ fn + gn : SˆΣn(ΣΩ) −→ SˆΣn(ΣΩ).
Autrement dit la collection
{End(SˆΣnΩ,ΣnΩˆ)}
posse`de la structure d’un presque anneau c’est-a`-dire une collection de mono¨ıdes
(pour un certain produit) avec des applications commutatives
End(SˆΣm1Ω,Σm1Ωˆ)× · · · × End(SˆΣmkΩ,ΣmkΩˆ) +−→ End(SˆΣnΩ,ΣnΩˆ),
ou` m1 + · · ·+mk = n ; ces ope´rations sont distributives par rapport au produit.
Note 9. Par opposition au cas des re´seaux, il n’est pas ne´cessairement vrai que
N ∈ Z de´finit un e´le´ment de End(SˆΩ). On a seulment le “quasiendomorphisme” :
N : SˆΩ −→ SˆNΩ, x+Ω 7−→ Nx+NΩ
ou` NΩ := {Nx| x ∈ Ω} ⊂ ΣNΩ.
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Conside´rons le cas de a ⊂ K ⊂ R un ide´al quasicristallin mode`le par rapport
a` l’anneau quasicristallin A = Aσ de rang 1. La proposition suivante identifie les
sommes quasicristallines d’un tel ide´al quasicristallin mode`le.
Proposition 10. Soit x ∈ Rr+s−1, u ∈ O×K , ax = aA,x(u). Alors
Σnax = ay, ou` y = − log|pi′(u)| n+ x.
En ge´ne´ral, ax1 + ax2 = ay, ou` y = − logpi′(u)(pi′(u)x1 + pi′(u)x2).
De´monstration. On donne la preuve dans le cas de K/Q quadratique re´elle ; le cas
ge´ne´ral est tout a` fait analogue. Par de´finition, ax + ax ⊂ a− logpi′(u) 2+x. Soit alors
γ ∈ ax−logθ 2 ; on peut supposer que γ′ > 0 sans perte de ge´ne´ralite´. On a donc
γ′ < 2θ−x. Soit α ∈ ax tel que α′ > 0 et soit β = γ − α avec 0 < β′. On peut
choisir α tel que β′ < θ−x, parce que l’ensemble de α′, α ∈ ax, est dense dans la
feneˆtre Dx. Alors γ = α+ β ∈ a + a. 
La pertinence de la Proposition 10 tient a` ce que si l’on suppose l’injectivite´
(conjecturale) de l’invariant modulaire j dans Clmod(A), alors j(a) 6= j(Σna) pour
tout n 6= 1. Ceci implique que la structure que l’on de´veloppe ici en partant des
collections de sommes de soleno¨ıdes {(SˆΣna Σnaˆ)} (ou de manie`re e´quivalente les
sommes {Σna}), cette structure ne produit pas un, mais un ensemble d’invariants
modulaires, tout comme l’invariant modulaire quantique de la Section 5.
Notons maintenant qu’il existe une action de A sur (Sˆa, aˆ) donne´e par
α : (Sˆa, aˆ) −→ (Sˆa, aˆ), x+ a 7−→ αx+ αa 7−→ αx+ a
ou` l’on utilise l’inclusion αa ⊂ a pour de´finir la deuxie`me application 5. Cette
action s’e´tend a` tous les Σna et on a le carre´ commutatif suivant :
(SˆΣm1a,Σm1 aˆ)× · · · × (SˆΣmka,Σmk aˆ) α×···×α- (SˆΣm1a,Σm1 aˆ)× · · · × (SˆΣmka,Σmk aˆ)
(SˆΣna,Σnaˆ)
+
?
α
- (SˆΣna,Σnaˆ).
+
?
(20)
Autrement dit chaque α ∈ A de´finit un e´le´ment de End(Sˆa), d’ou` l’on tire une
injection A ↪→ End(Sˆa) de (presque) anneaux. De plus pour tout f = {fn} ∈
End(Sˆa), les restrictions de fn a` la feuille canonique LΣna ≈ R ⊂ SˆΣna de´finissent
des endomorphismes de R et c’est ainsi que l’on peut identifier A ⊂ End(Sˆa) ⊂ R.
Cependant pour que r ∈ R repre´sente une telle restriction on doit avoir ra ⊂ a,
qui implique que r ∈ OK . Mais ce sont pre´cisement les e´le´ments de A ⊂ OK qui
pre´servent a (a` cause de sa proprie´te´ caracte´ristique |γ′| ≤ 1). Nous avons ainsi
de´montre´ le
The´ore`me 9. End(Sˆa, aˆ) = A.
Par analogie avec la the´orie classique des courbes elliptiques on dira que Sˆa
est a` multiplication quasicristalline par rapport a` A et que Sˆa est un A-module
quasicristallin.
5Ici il faut remarquer que pour α 6= 0, αa et a sont e´quivalents : dans le cas ou` a = ax, ceci
est conse´quence du fait que tous les ensembles mode`les de´finis a` l’aide d’un meˆme re´seau sont
e´quivalents (voir [23], [25]).
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Si m ⊂ A est un ide´al quasicristallin entier, on dit que x ∈ Sˆa est un point de
m-torsion si pour tout α ∈ m
αx ∈ aˆ.
On note (Sˆa, aˆ)[m] l’ensemble des points de m-torsion.
Remarquons que pour m = A, on a (Sˆa, aˆ)[A] = aˆ ; c’est l’analogue du fait que,
pour un tore T = C/Λ a` Multiplication Complexe par rapport a` l’anneau de entiers
OK , l’ensemble T[OK ] des points de OK-torsion est re´duit a` {0}.
La torsion est clairement compatible avec la somme, induisant une application
+ : (Sˆa, aˆ)[m]× (Sˆa, aˆ)[m] −→ (SˆΣa,Σaˆ)[m]
qui est distributive par rapport a` l’action de A : autrement dit la collection des
paires {(SˆΣna,Σnaˆ)[m]}n≥1 constitue un presque A-module.
Nous terminerons avec une discussion de constructions associe´es au sole´no¨ıde
d’un quasicristal, lesquelles constituent une tentative de comple´tion dudit sole´no¨ıde
par rapport a` la somme. Ces constructions sont motive´es par l’envie de pouvoir
travailler avec de “vrais” anneaux ou ide´aux, par exemple l’anneau 〈A〉 ou l’ide´al 〈a〉
engendre´ par l’anneau quasicristallin A ou un A-ide´al a : malheureusement, comme
nous l’avons vu, ils sont tous deux e´gaux a` l’anneau OK lui-meˆme, le proble`me e´tant
que ce dernier anneau n’est pas suffisamment grand pour distinguer les anneaux
engendre´s par A et les a.
La premie`re construction est la plus e´vidente : il s’agit de prendre la limite du
syste`me direct des projections entre les sole´no¨ıdes sommes :
Sˇa := lim−→
(
Sˆa → SˆΣ2a → · · ·
)
.
D’apre`s la Proposition 10, ⋃
Σna = OK ,(21)
et donc la limite des transversales
aˇ := lim−→ Σ
naˆ
contient l’image de OK ⊂ R ≈ La ⊂ Sˆa dans Sˇa, ou` La est la feuille canonique. En
particulier, aˇ ⊂ Sˇa est dense ; par contre, aˇ 6= Sˇa parce que l’image Laˇ de La en
Sˇa satisfait Laˇ ∩ aˇ = OK . En particulier aˇ ne de´finit pas un sole´no¨ıde transverse.
Ne´anmoins on conside`rera la paire (Sˇa, aˇ) comme un cas limite ou singulier.
The´ore`me 10. (Sˇa, aˇ) est une paire de OK-modules. Le quotient Sˇa/aˇ est isomor-
phe au tore quantique T(θ) := R/OK , ou` OK = Z[θ].
De´monstration. Il est clair que Sˇa est un groupe : si x ∈ SˆΣma, y ∈ SˆΣna, m ≤ n, la
somme x+y est de´finie dans SˆΣna en y, en envoyant x par l’application SˆΣma → SˆΣna
ce qui donne un e´le´ment de SˆΣ2ma. Cette de´finition est consistante dans la mesure
ou` elle est compatible avec toutes les applications qui de´finissent la limite. La
somme fournit donc une ope´ration binaire qui est commutative et inversible dans
Sˇa. Il est clair que la limite aˇ est ferme´e par rapport a` la somme. A` cause de (21),
l’action naturel de OK sur Sˇa est continue et respecte le sous-groupe aˇ. De plus il
y a un syste`me compatible d’e´pimorphismes vers le tore quantique
SˆΣna −→ T(θ) := R/OK
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induit par x + Σna 7→ x + OK , ou` l’on observe que cette application identifie la
transversale x + Σnaˆ passant par x au point x +OK ∈ T(θ). Ce syste`me induit a`
son tour un e´pimorphisme Sˇa → T(θ) de noyau aˇ. 
Le deuxie`me construction est une variante de celle-ci dans le contexte de l’analyse
non standard, le point e´tant qu’il est possible de re´soudre le probe`me de distinguer
〈A〉 de OK en travaillant dans un mode`le non standard de ce dernier anneau. Pour
un ensemble infini X on note ∗X l’ultrapuissance de X par rapport a` un ultrafiltre
non principal u ⊂ 2N fixe´. Par de´finition on a donc
∗X := XN/ ∼u
ou`
{xi} ∼u {x′i} ⇐⇒ {i| xi = x′i} ∈ u.
Alors l’ultrapuissance ∗OK est un anneau et une extension e´le´mentaire de OK ([19]),
ce qui implique que ∗OK etOK sont indistinguables par les propositions de la logique
du premier ordre.
Soit ∗A ⊂ ∗OK l’ultrapuissance de A et conside´rons l’anneau engendre´ par ∗A :
〈∗A〉 :=
⋃
n≥1
Σn∗A.
Proposition 11. Frac(〈∗A〉) = ∗K.
De´monstration. On sait par le travail de Salem que K = Q(θ) ou` θ est de PV,
donc ∗K = ∗Q(θ). Soit K := Frac(〈∗A〉). Puisque A consiste en tous les nombres
PVS (complexes),
K ⊃ Q{θ∗n| ∗n ∈ ∗Z}.
Reste a` montrer que ∗Q ⊂ K. Mais si ∗a ∈ Z est arbitraire, ∗aθ∗n ∈ ∗A si ∗n est
assez grand, parce que (∗aθ
∗n)′ = ∗a(θ′)
∗n est la classe d’une suite ayant des valeurs
absolues ≤ 1. Donc ∗a ∈ K. D’ou` ∗Z ⊂ K, puis ∗Q ⊂ K. 
De meˆme, pour tout A-ide´al quasicristallin a, on de´finit le 〈∗A〉-ide´al
〈∗a〉 :=
⋃
n≥1
Σn∗a.
Les intersections ou unions d’ensembles de´nombrables qui sont triviales dans le
mode`le standard OK peuvent devenir non triviales dans ∗OK . En effet :
Proposition 12. 〈∗A〉 ( ∗OK . Si x < y, alors 〈ay〉 ) 〈ax〉.
De´monstration. Soit
∗α = ∗{αi} ∈ ∗OK tel que αi 6∈ ΣiA pour tout i ∈ N.
Comme ΣnA ( Σn+1A pour tout n ∈ N, αj 6∈ ΣiA pour tout j ≥ i et donc
∗α = ∗{αi} 6∈ ∗(ΣnA) = Σn∗A
pour tout n. La preuve de la seconde affirmation est identique. 
Conside´rons maintenant ∗R comme un corps topologique muni de la topologie
ordonne´e, ce qui en fait un ensemble totalement discontinu.
Proposition 13. (〈∗a〉,+) est un sous-groupe de Delaunay de ∗R.
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De´monstration. Il est clair que 〈∗a〉 est relativement dense dans ∗R. Soit rn tel que
Σna est uniforme´ment discret par rapport a` rn. Alors Σ
n∗a est aussi uniforme´ment
discret par rapport a rn. Si
∗ε > 0 est infinite´simal, ∗ε < rn pour tout n, donc 〈∗a〉
est ∗ε-uniforme´ment discret. 
Pour tout a ide´al quasicristallin de A, le quotient de Hausdorff
∗Ta := ∗R/〈∗a〉
est un tore quasicristallin non standard. On note que ∗Ta n’est pas compact au
sens usuel parce que la topologie ordonne´e sur ∗R n’est pas 2-de´nombrable.
Si l’on note ∗Rε ⊂ ∗R le sous espace vectoriel des infinite´simaux, le quotient
•R := ∗R/∗Rε
joue le roˆle de reveˆtement universel de certaines laminations de dimension 1; en
particulier
F(θ) = {le feuilletage de Kronecker de pente θ} = •R/∗Z(θ),
ou` ∗Z(θ) ⊂ ∗Z est le groupe des approximations diophantiennes (voir [5]). Dans le
cas pre´sent, 〈∗A〉 e´tant ∗ε-uniforme´ment discret pour tout ∗ε ∈ ∗Rε, on a
∗Rε ∩ 〈∗A〉 = {0}
ce qui implique qu’il existe un plongement
〈∗A〉 ↪→ •R.
Mais l’image de 〈∗A〉 dans •R est dense : en fait 〈∗A〉 ∩ R = OK qui est dense
en R. Donc ∗Ta est un objet ve´ritablement non standard : on perd la propriete´
de Hausdorff en annulant les infinite´simaux. Le re´sultat suivant est l’analogue du
The´ore`me 10.
The´ore`me 11. •R/〈∗A〉 est isomorphe au tore quantique R/OK .
De´monstration. On note que 〈∗A〉 ⊃ 〈A〉 = OK et que l’intersection des ensembles
〈∗A〉,R ⊂ •R est 〈A〉 ∩ R = OK . De plus chaque “feuille” •r + •R posse`de une
intersection non nulle avec 〈∗A〉, d’ou` •R/〈∗A〉 = R/〈A〉 = R/OK . 
7. Fonction exponentielle et modules de Drinfeld quasicristallins
Dans cette section finale on de´veloppe une trigonome´trie quasicristalline que l’on
l’utilise pour de´finir entre autres une exponentielle, laquelle fournit un analogue des
modules de Drinfeld en caracte´ristique nulle.
Rappelons d’abord quelques formules de trigonome´trie ordinaire dans la repre´sen-
tation en produits infinis. Dans ce qui suit on utilise les fonctions sinus et cosinus
“absolues”, c’est-a`-dire non normalise´es par rapport a` pi, de´finies par les formules
suivantes :
s(x) := x
∞∏
n=1
(
1− x
2
n2
)
, c(x) = s′(x) :=
∞∏
n=1
(
1− x
2
(n− 1/2)2
)
.
On rappelle e´galement la formule de Wallis :
pi
2
=
∞∏
n=1
4n2
(2n− 1)(2n+ 1) =
∞∏
n=1
n2
(n− 1/2)(n+ 1/2) .
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Notons que le n-ie`me terme du produit est le quotient du carre´ de la racine, n, de
s(x), divise´e par le produit (n − 1/2)(n + 1/2) des racines de c(x) voisines de n.
Donc, si l’on e´crit αn = n, α
′
n = n − 1/2, les ensembles Z+ = {αn}, Z′+ = {α′n}
sont les racines positives de s(x), c(x) et on a6 :
pi =
1
α′1
∞∏
n=1
α2n
α′n · α′n+1
.(22)
Supposons que l’on remplace les fonctions absolues en multipliant le re´seau Z
par une constante ξ : Z→ ξZ. Notons sξ la fonction sinus associe´e :
sξ(x) = x
∏(
1− x
2
ξ2n2
)
.
Puis
sξ = ξ ◦ s ◦ ξ−1, cξ(x) := s′ξ(x) = c(ξ−1x)
et les ensembles de ze´ros de sξ(x), cξ(x) sont ξZ, ξZ′. Si l’on de´finit piξ en utilisant
(22), avec les ensembles de ze´ros ξZ, ξZ′ au lieu de Z,Z′, nous voyons que
piξ = pi/ξ,
et les re´seaux normalise´s co¨ıncident :
piZ = piξξZ.
On en conclut que les fonctions sinus et cosinus classiques, s’e´crivent dans cette
notation
sin(x) = spi(x) = s(pix),
(idem pour le cosinus). Elles proviennent donc d’une construction canonique qui
ne de´pend que la classe projective de Z : si en guise de notion “absolue” du sinus
nous avions utilise´ ξZ au lieu de Z, nous aurions obtenu
sinξ(x) = (sξ)piξ(x) = sξ(piξx) = s(pix) = sin(x).
Donc, le re´seau piZ, de meˆme que les fonctions classiques sin(x) et cos(x), sont des
invariants projectifs du re´seau Z.
Soit a ⊂ K ⊂ R un ide´al quasicristallin fractionnaire de rang 1. On commence
par de´finir le sinus et cosinus “absolus”
sa(x) := x
∏
0<α∈a
(
1− x
2
α2
)
, ca(x) := s
′
a(x).
On observe imme´diatement que les deux fonctions sont lisses, sa(x) est impaire et
ca(x) est paire.
Proposition 14. L’ensemble des ze´ros
a′ := {α′ ∈ R| ca(α′) = 0}
est un quasicristal et on a la repre´sentation en produit :
ca(x) =
∏
0<α′∈a′
(
1− x
2
α′2
)
.(23)
6N.B. Il n’est pas possible de re´inte´grer le facteur 1/α′1 dans le produit, en e´crivant plutoˆt∏
(αn/α′n)2 : le re´sultat ne converge pas.
32 T.M. GENDRON, E. LEICHTNAM, AND P. LOCHAK
De´monstration. En effet, e´crivons
ca =
∏
0<α∈a
(
1− x
2
α2
)
−
∑
0<α∈a
(
2x
α2
) ∏
0<β6=α, β∈a
(
1− x
2
β2
)
.
On constate qu’entre chaque paire de ze´ros conse´cutifs de a, ca change de signe
pre´cisement un fois. Autrement dit il y a un et un seul e´le´ment de a′ entre chaque
paire de ze´ros conse´cutifs de a et on peut e´nume´rer les e´le´ments de a, a′ :
· · · − α2 < −α′2 < −α1 < −α′1 < 0 < α′1 < α1 < α′2 < α2 < · · · .
Donc, a′ est un ensemble de Delaunay. Afin de conclure que a′ est un quasicristal
il suffit de montrer que a′ − a′ est uniforme´ment discret (voir [25],The´ore`me 9.1).
Mais chaque paire d’e´le´ments de a′− a′ est se´pare´e par un e´le´ment de a− a et donc
a′−a′ est uniforme´ment discret puisque a−a en est. De ce que a est uniforme´ment
discret il suit que le produit au membre de droite de (23) converge et a les meˆmes
racines que ca(x). Puisque les deux expressions prennent la valeur 1 en z = 0, elles
sont e´gales. 
Comme dans la preuve de la Proposition 14, notons les e´le´ments positifs de a, a′
sous la forme 0 < α1 < α2 < · · · , 0 < α′1 < α′2 < · · · . En suivant a` nouveau (22)
on de´finit
pia :=
1
α′1
∞∏
n=1
α2n
α′n · α′n+1
.
Les fonctions trigonometriques normalise´es de la variable complexe z sont alors
de´finies par
sina(piaz) := (sa)pia(z) = piaz
∏
0<α∈a
(
1− z
2
α2
)
(24)
et
cosa(piaz) := (ca)pia(z) =
∏
0<α′∈a′
(
1− z
2
α′2
)
.
Enfin l’exponentielle quasicristalline associe´e a` a est donne´e par
expa(piaiz) := epia(z) := cosa(piaz) + i sina(piaz).
Conside´rons a` pre´sent le sole´no¨ıde complexifie´
SˆCa := Sˆa × iR,
sole´no¨ıde non compact dont toutes les feuilles sont isomorphes a` C. On observe que
l’image de expa(z) est contenue dans C∗ ⊂ C : c’est une conse´quence imme´diate
des formules de produits qui de´finissent sina, cosa. La Figure 1 montre l’image
par expa d’un segment (compact) de R ⊂ SˆCa , ou` a = A, l’anneau quasicristallin
associe´ a` K = Q(ϕ), avec ϕ le nombre d’or. On observe la formation d’une suite
de cardio¨ıdes autosimilaires, manifestation experimentale du the´ore`me suivant :
The´ore`me 12 (a-periodicite´). Soit a un ide´al quasicristallin mode`le de rang 1. La
fonction de variable complexe z 7→ expa(z) est continue par rapport a` la topologie
transversale de SˆCa et s’e´tend donc en une fonction continue
expa : SˆCa −→ C∗
holomorphe le long des feuilles de SˆCa . L’image de aˆ ⊂ Sˆa est expa(Sˆa) ∩ R. Si a
est re´pe´titif, la restriction de expa a` Sˆa n’est pas injective.
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Figure 1. Une feuille d’un sole´no¨ıde quasicristallin associe´ au
nombre d’or
De´monstration. Il suffit de de´montrer l’existence d’une extension a` Sa. On rappelle
que βi → 0 en aˆ si et seulement si pour tout R > 0, il existe M ∈ N tel que a− βi
et a coincide sur l’intervalle [−R,R] pour tout i ≥ M . Par conse´quent, de par
sa de´finition comme produit infini, la fonction sina(piax), dans chaque intervalle
[−R,R], est uniforme´ment proche de sina(pia(x − βi)), i ≥ M . Autrement dit,
sina(piax) est transversalment continue en 0, uniforme´ment sur les compacts. De la
meˆme manie`re sina(piax) posse`de la meˆme proprie´te´ de convergence en chaque point
du comple´te´ aˆ ⊂ Sˆa, d’ou` l’on de´duit l’existence d’une extension a` ce dernier. La
convergence, transversalement et uniforme´ment sur les compacts, de la fonction lisse
sina(piax) implique la meˆme proprie´te´ pour ses de´rive´es. En particulier, cosa(piax)
posse`de e´galement une extension a` Sˆa.
Il est clair que si expa(piaixˆ) = 1, sina(piaxˆ) = 0, puis xˆ ∈ aˆ. Si a est re´pe´titif, Sˆa
est un sole´no¨ıde compact minimal. En particulier, l’image de la feuille canonique
La ≈ R est dense dans l’image de Sˆa, ce qui implique qu’elle posse`de des auto-
intersections.

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Par contre, l’exponentielle usuelle ne s’e´tend pas a` Sˆa. Notons
Cˆa := expa(piaiaˆ) ⊂ Eˆa := expa(piaiSˆa) ⊂ C∗.
Ci-dessous nous utiliserons les notations suivantes :
sa(x) := sin(piax), ca(x) := cos(piax), ea(x) := exp(piaix).
Observons que, puisque sa(aˆ) ≡ 0,
1 ∈ Cˆa = ca(aˆ) = Eˆa ∩ R
est l’image continue d’un ensemble de Cantor, donc est elle-meˆme un ensemble de
Cantor, ou bien finie. On regarde Cˆa comme un “e´largissement” de 1, de la meˆme
fac¸on que l’on a regarde´ aˆ ⊂ Sˆa comme un e´largissement de 0. La paire (Eˆa, Cˆa) est
l’objet que l’on voudrait conside´rer comme un analogue d’un module de Drinfeld
de rang 1 en caracte´ristique ze´ro.
Comme on le verra, ceci se complique du fait du de´faut d’injectivite´ de ea. Ce
serait trop espe´rer que de vouloir faire de ea un homomorphisme dans le sens usuel
entre la structure sommatoire dans la suite des soleno¨ıdes {SˆΣna} et la structure de
groupe de C∗. Plus pre´cise´ment, le diagramme
Sˆa × Sˆa +- SˆΣa
non 	
C∗ × C∗
ea×ea
?
×
- C∗
eΣa
?
ne commute pas. Nous allons traiter de cet e´tat de fait comme suit. En adoptant le
point de vue de la the´orie des courbes elliptiques on de´finira un (quasi) produit sur
la famille {EΣna} en transfe´rant la somme + a` {EΣna} graˆce aux exponentielles,
produit qui est en the´orie a` valeurs multiples puisque les eΣna ne sont pas injectives.
Pre´cise´ment, pour x, y ∈ Ea,
x⊗a y := {z = ea(zˆ)| ∃xˆ ∈ e−1a (x), yˆ ∈ e−1a (y) tels que xˆ+ yˆ = zˆ}.
Si l’on conside`re l’application (e´ventuellement multivoque)
iΣ : Ea −→ EΣa, iΣ(x) = {eΣa(xˆ)| xˆ ∈ e−1a (x)},
on voit imme´diatement que
x⊗a 1 = iΣ(x).
L’action de A sur Sˆa induit aussi une action (e´ventuellement multivoque)
x 7→ xα := {y = ea(αxˆ)| xˆ ∈ e−1a (x)}(25)
qui respecte le produit:
(x⊗a y)α = xα ⊗a yα,
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ou` le coˆte´ gauche est l’ensemble des zα, z ∈ x⊗a y. Plus pre´cise´ment nous obtenons
le cube commutatif ci-dessous, ou` α est l’application multivoque de´finie en (25) :
Sˆa × Sˆa + - SˆΣa
C∗ × C∗ ⊗a -
ea×ea
- α
C∗
eΣa
-
Sˆa × Sˆa
α×α
?
+
- SˆΣa
?
C∗ × C∗
α×α
?
⊗a
-
ea×ea -
C∗
α
?eΣa
-
On appelle la structure
(Da,⊗a)
avec son A-action module de Drinfeld quasicristallin sur A. Insistons sur le fait que
les ope´rations alge´briques mentionne´es sont peut-eˆtre multivoques. Nous ignorons
a` l’heure actuelle si les de´finitions de iΣ, ⊗a, ainsi que l’action de A sont, en fait,
univoques.
Ne´anmoins le the´ore`me qui suit montre que l’action de A est univoque modulo
changement d’e´chelle : elle est bien de´finie en tant qu’action sur les phases. On
note d’abord que l’exponentielle de´finit une surjection canonique
[ea] : Sˆa −→ U(1) = C∗/R×+
en composant avec la projection C∗ → U(1).
The´ore`me 13. Soit γ ∈ A. Alors, il existe une fonction bien de´finie et continue
γ : U(1) −→ U(1), [x] := x mod R×+ 7−→ [xγ] := xγ mod R×+
telle que le diagramme
Sˆa
γ- Sˆa
U(1)
[ea]
?
γ
- U(1)
[ea]
?
est commutatif.
De´monstration. De´finissons la fonction tangente de la fac¸on habituelle :
ta(z) := tana(piaz) =
sa(z)
ca(z)
.
Soient x, y ∈ C. Alors [ea](x) = [ea](y) si et seulement si ta(x) = ta(y), si et
seulement si
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x
y
=
∞∏
n=1
(
α2n − y2
α2n − x2
· (α
′
n)
2 − x2
(α′n)2 − y2
)
=
∞∏
n=1
(
α2n − (γy)2
α2n − (γx)2
· (α
′
n)
2 − (γx)2
(α′n)2 − (γy)2
)
=
γx
γy
.
De la formule ci-dessus on de´duit que ta(γx) = ta(γy). Mais ceci implique que la
fonction
U(1) −→ U(1), [ea](x) 7−→ [ea](γx)
est bien de´finie et continue.

En accord avec la notation on appelle l’application (multivoque) α : Ea → Ea,
racine α-ie`me quasicristalline (par rapport a` a). Notons que la racine α-ie`me
habituelle n’est bien de´finie que sur C∗ prive´ d’un rayon et ne fournit donc pas une
fonction bien de´finie sur le cercle U(1).
Comme indique´ dessus la question reste ouverte de savoir si la racine α-ie`me
quasicristalline est a` valeurs multiples ou non. Quoi qu’il en soit, dans le cadre
de cette the´orie d’a-periodicite´, il est tout a` fait naturel que la racine α-ie`me qua-
sicristalline soit multivoque, avec un ensemble de valeurs qui est typiquement un
ensemble de Cantor, c’est-a`-dire que x 7→ xα est une fonction bien de´finie a` un
ensemble de Cantor pre`s. Dans cet esprit on peut de´finir la notion de racine α-ie`me
de 1, a` savoir un z ∈ Da tel que zγ ⊂ Ca. Plus ge´ne´ralement, pour chaque ide´al
quasicristallin entier m ⊂ A, on parlera d’une racine m-ie`me de 1, autrement dit un
z ∈ Da tel que zγ ⊂ Ca pour tout α ∈ m. L’ensemble de toutes les racines m-ie`mes
de 1 co¨ıncide e´videmment avec l’image
ea
(
(Sˆa, aˆ)[m]
)
.
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