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Saat ini masyarat Indonesia sudah memanfaatkan teknologi Internet, untuk berbagai kebutuhan. Mulai 
dari transportasi, berbelanja sampai dunia pendidikan memanfaatkan Internet. Peralatan dalam 
mengakses Internet beragam, mulai dari komputer, laptop sampai perangkat komunikasi seperti 
perangkat seluler. Perangkat seluler saat ini yang cukup banyak digunakan masyarakat adalah perangkat 
seluler berbasis system operasi Android. Dalam situasi ini mendorong pihak-pihak tertentu memanfaat-
kan celah untuk mencari keuntungan, salah satunya pembuatan Malware. Selain itu perkembangan 
dibidang kecerdasan buatan saat ini sangat maju dan mendorong banyak penelitian berbagai bidang me-
manfaatkannya. Keadaan inilah yang menjadikan peneliti berfokus pada analisa Malware dengan me-
manfaatkan teknologi kecerdasan buatan. Tujuan dari penelitian ini adalah menganalisa file-file APK 
Android dengan melakukan mengklasifikasi keluarga Malware. Pengukuran performansi dan akurasi 
juga akan disajikan perbandingan antara algoritma Naïve bayes dengan algoritma Logistic Regression. 
Metode yang digunakan adalah klasifikasi Supervised Learning, menggunakan algoritma Naïve Bayes 
dan Logistic Regression. Dimana kedua metode tersebut merupakan algoritma Machine Learning dan 
bagian dari kecerdasan buatan. 
Kata kunci: Malware, Android, Supervised Learning, Naïve Bayes, Logistic Regression.  
 
Abstract 
Currently, Indonesian people have used Internet technology for various needs. Starting from transpor-
tation, shopping to the world of education using the Internet. Equipment in accessing the Internet varies, 
ranging from computers, laptops to communication devices such as mobile devices. Currently, mobile 
devices that are quite widely used by the public are mobile devices based on the Android operating 
system. In this situation it encourages certain parties to take advantage of loopholes to seek profit, one 
of which is the creation of Malware. In addition, developments in the field of artificial intelligence are 
currently very advanced and encourage many researches in various fields to use it. This situation makes 
researchers focus on malware analysis by utilizing artificial intelligence technology. The purpose of 
this study is to analyze Android APK files by classifying the Malware family. Performance and accuracy 
measurements will also be presented in a comparison between the Naïve Bayes algorithm and the Lo-
gistic Regression algorithm. The method used is Supervised Learning classification, using Naïve Bayes 
algorithm and Logistic Regression. Everywhere both methods are Machine Learning algorithms and 
part of artificial intelligence. 
keywords: Malware, Android, Supervised Learning, Naïve Bayes, Logistic Regression.  
 
1. PENDAHULUAN 
Malware merupakan kepanjangan dari Malicious 
Software, yang berisikan script atau program ja-
hat dengan maksud dan tujuan merugikan pihak 
lain. Saat ini perkembangan sangat cepat dan san-
gat merugikan bagi pengguna yang terinfeksi. 
Contoh Malware seperti Virus, Trojan, Ransom-
ware dan lain-lain. Kerugian akibat adanya Mal-
ware yang menyerangkan sistem operasi Android 
sangat besar. Banyak dari pengguna perangkat 
Android tidak menyadari bahwa perangkatnya su-
dah terinfeksi oleh Malware. 
Salah satu penyebabnya adalah mengunduh file 
Application Package Kit (APK), tanpa 
melakukan proses pengecekan atau scanning dan 
melakukan instalasi file APK ke dalam sistem 
Android. Ada beberapa situs pengecekan file 
APK seperti virustotal.com. Situs tersebut 
mampu melakukan scanning file APK, apakah 
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file tersebut Malware atau bukan Malware. Ke-
lompok Malware juga banyak sekali seperti ke-
lompok Malware yang menyerang industry Bank-
ing, kelompok Malware yang menyerang dengan 
menggunakan media SMS, kelompok Malware 
yang meminta tebusan yang dikenal dengan Ran-
somware dan masih banyak kelompok atau 
keluarga Malware yang lainnya. 
Beberapa penelitian dibidang Malware sangat 
banyak sekali, seperti menganalisa Malware. 
Pada dasarnya analisa Malware terbagi menjadi 
analisa statis, analisa dinamis dan analisa gabun-
gan atau Hybrid. Analisa statis Malware adalah 
analisa tanpa melakukan instalasi Malware ke sis-
tem operasi, tetapi melakukan Reverse Engineer-
ing terhadap file-file APK Malware. Hasil Re-
verse Engineering berupa file Source Code dan 
siap untuk dilakukan analisa. Sedangkan analisa 
dinamis tanpa melakukan Reverse Engineering 
dan menjalankan file Malware, kemudian 
menganalisa Behavior Malware menggunakan 
log dari sistem Android. Analisa Malware 
menggunakan metode gabungan atau Hybrid ada-
lah dengan melakukan analisa Source Code dan 
menganalisa log dari system Android.  
Dari pengumpulan data dari berbagai jurnal 
dengan topik Android Malware kebanyakan ber-
fokus pada penelitian Machine Learning, Feature 
Selection, Mobile Malware Detection (Su et al. 
2020) (Garg and Baliyan 2019) (Abawajy, 
Darem, and Alhashmi 2021). Berikut topik 
penelitian Android Malware yang banyak diba-
has: 
1. File AndroidManifest diekstraksi, Algoritma 
TF-IDF digunakan untuk menghitung nilai 
permission dari setiap permission dan nilai 
sensitivitas apk (SVOA) dari setiap aplikasi. 
SVOA dan jumlah permission yang 
digunakan dan diuji dengan machin learning. 
Hasil eksperimen menunjukkan bahwa 
hanya menggunakan fitur permission Mal-
ware untuk membedakan malware dan 
bukan malware. Untuk deteksi malware, 
pendekatan yang diusulkan mencapai 
akurasi hingga 99,5% (Yuan et al. 2020). 
2. Deteksi aplikasi yang terinfeksi malware dan 
kerentanan terindikasi pada fitur permission 
file APK Android. Melakukan percobaan 
menggunakan fitur permission pada aplikasi 
Android. Melakukan fitur seleksi yang ter-
baik dari Dataset, mengembangkan model 
deteksi malware dengan memanfaatkan pen-
dekatan pembelajaran LSSVM (Least 
Square Support Vector Machine) yang ter-
hubung melalui tiga fungsi kernel yang ber-
beda yaitu, linear, radial basis dan po-
linomial. Dengan metode tersebut mencapai 
akurasi 98,8% (Mahindru and Sangal 2021). 
3. Metode analisis hibrid untuk mendeteksi 
malware Android dan mengklasifikasikan 
kelompok malware disajikan dalam makalah 
ini, dan sebagian dioptimalkan untuk data 
multi-fitur. Untuk analisis statis, 
penggunaan fitur Permission dan Intent se-
bagai fitur statis dan menggunakan tiga 
metode pemilihan fitur untuk membentuk 
subset dari tiga kandidat fitur. Dibandingkan 
dengan berbagai model, termasuk k-Nearest 
Neighbor dan Random Forest, hasil dengan 
algoritma Random Forest adalah yang ter-
baik, dengan tingkat deteksi 95,04%, se-
dangkan uji chi-square adalah metode sele-
ksi fitur terbaik. Dalam analisis dinamis ber-
dasarkan lalu lintas jaringan, tidak seperti 
yang berfokus pada arus lalu lintas satu arah 
dan bekerja pada protokol HTTP, protokol 
lapisan transport, lapisan protokol. Hasil ek-
sperimen menunjukkan terjadi akurasi dari 
74% menjadi 99% (Ding et al. 2021). 
4. SmartMal menyajikan kerangka kerja de-
teksi malware perilaku berorientasi layanan 
baru untuk perangkat seluler. SmartMal 
memperkenalkan konsep service-oriented 
architecture (SOA) dan behavior analisis ke 
dalam paradigma deteksi malware. Frame-
work yang diusulkan bergantung pada arsi-
tektur client-server, client terus-menerus 
mengekstrak berbagai fitur dan mentrans-
fernya ke server, dan tugas utama server ada-
lah mendeteksi anomali menggunakan algo-
ritme deteksi. Beberapa server terdistribusi 
secara bersamaan menganalisis vektor fitur 
menggunakan berbagai detektor dan fusi in-
formasi digunakan untuk menggabungkan 
hasil detektor. Pendekatan statistik berbasis 
siklus untuk deteksi anomali perangkat 
seluler, menganalisis pola penggunaan reg-
uler pengguna. Hasil empiris menunjukkan 
bahwa Framework  yang diusulkan dengan 
algoritma deteksi anomali sangat efektif da-
lam mendeteksi malware pada perangkat 
Android (Wang et al. 2014). 
5. Penelitian ini memanfaatkan tingkat positif 
palsu yang rendah dari deteksi penya-
lahgunaan dan kemampuan deteksi anomali 
untuk mendeteksi malware zero-day. Usulan 
sistem deteksi hibrid berdasarkan tools 
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CuckooDroid, yang memungkinkan 
penggunaan fitur Cuckoo Sandbox untuk 
menganalisis malware Android melalui ana-
lisis dinamis dan statis. Sistemnya terdiri 
dari dua bagian: mesin pendeteksi anomali 
yang melakukan deteksi aplikasi abnormal 
melalui analisis dinamis; mesin pendeteksi 
Signature yang melakukan deteksi dan klas-
ifikasi malware dengan kombinasi analisis 
statis dan dinamis. Eksperimen menunjuk-
kan bahwa mesin pendeteksi anomali 
mampu mendeteksi malware zero-day 
dengan tingkat negatif palsu yang rendah 
(1,16 %) dan tingkat positif palsu yang dapat 
diterima (1,30 %). Akurasi klasifikasi sam-
pel malware dengan tingkat positif rata-rata 
98,94% (Wang, Yang, and Zeng 2015). 
6. Penelitian ini mengusulkan model deteksi 
Malware berdasarkan fitur ketidakpastian. 
Algoritma logistik regresi menggambarkan 
hubungan input (Permission) dan output (la-
bel). Algoritma Markov Chain Monte Carlo 
(MCMC) untuk menyelesaikan ketidakpas-
tian fitur. Setelah bereksperimen dengan 
2037 sampel, untuk deteksi malware, men-
capai akurasi 95,5%, dan False Positive Rate 
sebesar 1,2%. Akurasi deteksi lebih tinggi 
dari akurasi langsung menggunakan 24 fitur 
Permission. Hasil akurasi deteksi sampel 
Malware baru adalah 92,7%. Dibandingkan 
dengan pendekatan mutakhir lainnya, 
metode ini efektif dalam mendeteksi mal-
ware (Yuan 2020). 
Sedangkan penelitian tentang Android Malware 
Classification (Rashed and Suarez-Tangil 2021), 
(Mat et al. 2021) masih tergolong sedikit, maka 
state-of-the-art pada penelitian ini, melakukan 
klasifikasi Malware dengan dengan analisa static 
yang sederhana dengan memperhitungan fitur 
Permission dan fitur Intent sebagai parameter 
klasifikasi dengan menggunakan algoritma Naïve 
Bayes dan Logistic Regression. 
Tujuan dari penelitian ini adalah untuk mendapat-
kan model klasifikasi dari keluarga Android Mal-
ware, dimana nantinya dari model tersebut dapat 
diketahui performansi akurasinya. Pengukuran 
akurasi sangat penting, jika makin akurat perfor-
masi dari model yang dihasilkan maka, model ter-
sebut dapat mendeteksi Malware dengan benar. 
Urgensi dari penelitian ini untuk mengetahui 
apakah file-file APK yang diunduh merupakan 
Malware atau bukan Malware, dimana dampak-
nya akan menjadi perhatian bagi para pengguna 
perangkat seluler yang berbasis Android untuk 
lebih berhati-hati dalam melakukan instalasi atau 
mengunduh aplikasi APK Android. Tidak 
melakukan instalasi ke perangkat tetapi 
melakukan pengecekan file APK Android yang 
telah diunduh. 
2. METODE 
2.1. REVERSE ENGINEERING 
Reverse Engineering merupakan metode untuk 
melakukan decompiled file Execute menjadi file 
Source Code. Penggunaan metode ini sangat 
cocok jika diterapkan dalam menganalisa file 
yang terindikasi Malware. Salah satu tools yang 
digunakan dalam melakukan Android Reverse 
Engineering adalah Jadx. Tools tersebut 
mengubah file APK Android menjadi Folder 
Source code, Folder Resources dan APK 
Signature. Module Jadx ada dua macam, yaitu 
Jadx, dijalankan lewat Command Line (CLi) 
sedangkan Jadx-gui, berbasis Graphical User 
Interface (GUI). 
 
Gambar 1. Penggunaan Reverse Engineering dengan 
Jadx-gui. 
Di Folder Resources, terdapat file AndroidMan-
ifest.xml, file inilah yang berisikan informasi 
mengenai nama paket aplikasi, komponen ap-
likasi, Permission dari aplikasi serta fitur 
perangkat keras dan fitur perangkat lunak dari ap-
likasi. Fitur Permission dan fitur Intent adalah 
dua komponen yang dibutuhkan Android dalam 
menjalankan file APK Android. 
Hasil dari Reverse Engineering yang dijadikan 
sebagai Dataset dalam proses klasifikasi adalah 
file AndroidManifest.xml. File tersebut berikan 
informasi mengenai permission, intent, dan lain-
lain. Jadx merupakan module ekstraks file APK 
Android yang bersifat Open-Source.  
 
 
2.2. DATASET MALWARE 
Penggunaan klasifikasi menggunakan Machine 
Learning memerlukan Dataset untuk proses 
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probability menghasilkan keputusan keluarga 
Malware. Dataset diambil dari pembacaan isi file 
APK Android, yang terbaca adalah parameter 
atau fitur permission dan fitur intent. Setelah itu 
disimpan kedalam Dataset Malware.  
Keluarga Malware yang dilakukan penelitian 
adalah: Banking APK, Ransomware APK, 
Riskware APK, SMS APK, Benign APK. 
Tabel 1. Malware dan label (target) 
No Malware Label 
1 Adware APK 0 
2 Banking APK 1 
3 Ransomware APK 2 
4 Riskware APK 3 
5 SMS APK 4 
6 Benign APK 5 
 
Dataset di tabel 1, menggunakan fitur-fitur 
Permission yang digunakan untuk memberikan 
ijin dari perangkat seluler. Selain fitur 
Permission, fitur Intent juga dimasukan ke 
Dataset Malware. Fitur Intent ini yang 
melakukan Action terhadap perangkat yang sudah 
diberikan Permission melalu fitur Permission.  
Didalam penelitian ini menggunakan Dataset 600 
file APK Android. Setalah dilakukan proses 
ekstrak dari file tersebut didapatkan 1277 fitur. 
Malware Banking adalah kelompok Malware 
yang sering menyerang pada sektor perbankan, 
dimana target utama ada mengambil informasi 
dari nasabah bank. Ransomware adalah 
kelompok Malware yang bertujuan meminta 
tebusan dari korban atau pengguna yang 
terinfeksi Ransomware. 
2.3. NAIVE BAYES  
Naïve Bayes Classifier adalah metoda klasifikasi 
berdasarkan teori Bayes. Metode ini berdasarkan 
probabilitas yang dipresentasikan oleh ilmuwan 
Inggris Thomas Bayes. Peluang dari prediksi 
masa depan berdasarkan pengalaman di masa 
sebelumnya. Asumsi yang kuat (Naive) terhadap 
indepensi parameter merupakan ciri-ciri dari 
metode Naive Bayes. 
Salah satu kelebihan dari Naive Bayes, tidak 
membutuhkan Dataset yang besar, mudah 
dipahami dan masih banyak kelebihan-kelebihan 
teori Naive Bayes.  
Sebagai dasar teori Naive Bayes 
P (A|B) = (P(B|A) * P(A)) / P(B) ........................... (1) 
Dimana, 
P (A|B) = Likelihood. 
P(B) = Evidence. 
P(A) = Prior Probability. 
P(A|B) = Probabilitas terjadinya A sebagai syarat B 
telah terjadi. 
Dalam penggunaan teori Bayes, dapat mencari 
peluang terjadinya A, sebagai syarat B telah 
terjadi. Penggunaan nilai B sebagai bukti dan 
nilai A sebagai hipotesis. Dengan asumsi bahwa 
nilai  prediktor/fiturnya independen. Dapat 
diartikan bahwa kehadiran satu fitur tertentu tidak 
mempengaruhi fitur yang lain. Maka hal ini 
disebut sebagai Naive. Rumus ini berubah 
menjadi: 
P (y | X) = (P (X | y) * P(y)) / P(X) ........................ (2) 
Sebagai contoh, sekolah mengadakan acara 
kegiatan penyelenggaraan perkemahan di alam. 
Sebelum melakukan kegiatan tersebut sudah 
melihat tentang ramalan cuaca. Hasil dari 
informasi cuaca sebagai berikut: Hari ini hujan 
dan mulai berawan = 50%, hari ini meulai 
berawan = 40%, hari ini pada bulan september 
kemungkinan hujan = 10%. Bagaimana 
menyelesaikan masalah tersebut berdasarkan 
teorim Bayes? Apakah acara perkemahan sekolah 
jadi dilaksanakan?  
Berdasarkan teori Bayes: 
P (hujan|berawan) = (P(hujan) * P(berawan|hujan)) / 
P(berawan) 
P (hujan|berawan) = (0,1 * 0,5) / 0,4 
P (hujan|berawan) = 0,125 x 100% 
P (hujan|berawan) = 12,5% 
Dari hasil perhitungan dengan menggunakan teori 
Bayes, maka didapatkan 12,5% kemungkinan 
hujan. Maka dapat diputuskan bahwa acara 
perkemahan sekolah di alam, tetep dapat 
dilaksanakan. 
Masih banyak permasalahan untuk 
menyelesaikan dengan teori Bayes, seperti 
penyelesaian teks dalam dokumen, masalah spam 
didalam email, deteksi Malware APK Android 
dan lain-lain. 
Naïve Bayes Classifier atau bisa disebut sebagai 
Multinomial Naïve Bayes merupakan model 
penyederhanaan dari Metoda Bayes yang cocok 
dalam pengklasifikasian teks atau dokumen. 
Persamaannya adalah: 
VMAP  = arg max P(Vj | a1, a2,.......an) ………….... (3) 
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Menurut persamaan (3), maka persamaan (1) 
dapat ditulis: 
       arg max P (a1, a2, …an | vj) P(vj) ……... (4) 
VMAP     = vj ∈ V       P (a1, a2, …an) 
 
P(a1, a2,.......an) sebagai konstan, sehingga dapat 
dihilangkan dan persamaan menjadi: 
 
VMAP    = arg max P (a1, a2, …an | vj) P(vj) …….... (5) 
       vj ∈ V        
Nilai P(a1,a2,…..an|vj) sulit dilakukan perhi-
tungan, maka diasumsikan bahwa setiap Malware 
pada file APK tidak mempunyai keterkaitan. 
Jenis Pengklasifikasi Naive Bayes: 
1. Multinomial Naive Bayes: 
Frekwensi kata yang ada didalam dokumen 
menggunakan parameter fitur atau prediktor se-
bagai pengklasifikasi (Balakrishnan and Kaur 
2019), (Jiang et al. 2016). Metode ini digunakan 
untuk klasifikasi dokumen, yaitu apakah suatu 
dokumen termasuk dalam kategori teknologi, 
berita, olahraga, dll. 
2. Bernoulli Naive Bayes (Singh et al. 2020): 
Metode ini hamper sama dengan Mulitnomial Na-
ive Bayes multinomial, perbedaan di  pred-
iktornya adalah variabel boolean. Parameter yang 
digunakan untuk memprediksi variabel kelas 
dengan bernilai ya atau tidak (Artur 2021).  
3. Gaussian Naive Bayes: 
Ketika nilai-nilai kontinu dan tidak diskrit diam-
bil oleh predictor yang diasumsikan sebagai nilai-
nilai dari distribusi Gaussian (Petschke and Staab 
2019), (Ontivero-Ortega et al. 2017). 
Untuk lebih lanjut mengenai Naïve Bayes, 
penelitian ini membahas implementasi, 
menggunakan bahasa pemrograman Python. Na-
ive Bayes juga merupakan salah satu Machine 
Learning. 
Metode Machine Learning (Tsai et al. 2021), 
(Gundersen, Shamsaliei, and Isdahl 2022) adalah 
metode yang sangat sederhana dalam memproses 
setiap fitur dan menghasilkan keputusan yang 
lebih baik. Sehingga metode ini sangat cocok 
untuk berbagai penyelesaian. 
2.4. LOGISTIC REGRESSION 
Sebelum membahas mengenai Logistic Regres-
sion (Ahmadini 2021), (Verma et al. 2021), 
(Książek, Gandor, and Pławiak 2021), maka 
disampaikan mengenai Linear Regression. Linear 
Regression adalah suatu cara permodelan masalah 
keterhubungan antara suatu variabel independen 
terhadap variabel dependen (Taraba 2021), 
(Brzeziński, Józefiak, and Zbiciak 2021). Con-
tohnya adalah menentukan apakah file-file  terma-
suk kedalam Malware atau bukan Malware. 
 
Gambar 2. Klasifikasi dengan Linear Regression 
Gambar 2, garis dari Linear Regression dapat 
melakukan klasifikasi Malware dengan baik. 
Tetapi, bermasalah jika terdapat Outlier Data. 
Terlihat pada gambar 3. 
 
Gambar 3. Data Outlier 
Pada gambar 3, terdapat Outlier Data menyebab-
kan garis pada Linear Regression tidak dapat 
melakukan klasifikasi dengan baik. Terdapat 2 
data sebagai bukan Malware, setelah terdapat out-
lier hanya ada 1 data bukan Malware. 
 
Gambar 4. Logistic Regression 
Pada gambar 4, terlihat sebuah metode yang dapat 
menangani permasalahan klasifikasi, sehingga 
menghasilkan klasifikasi yang lebih baik dan tidak 
terjadi kegagalan terhadap 2 data kelas positip 
pada Linear Regression, seperti pada gambar 3. 
Gambar 4 adalah metode Logistic Regression, di-
mana metode tersebut mampu menangani perma-
salahan data Outleir. 
Jurnal  INTEK Vol. 4 Nomor 2 November 2021 p-ISSN 2620 – 4843  




Logistic Regression merupakan algoritma untuk 
klasifikasi dengan mencari relasi antara fitur (in-
put) Discrete/Continue dengan probabilitas output 
pada Discrete/Continue tertentu. 
Beberapa tipe dari Logistic Regression: 
Binary Logistic Regression: merupakan Logistic 
Regression yang mengklasifikasikan dua output 
saja. Misalkan: Ya dan Tidak, Malware dan 
bukan Malware. 
Multinomial Logistic Regression merupakan Lo-
gistic Regression yang melakukan klasifikasi dua 
output atau lebih. Misalkan kelas famili Malware 
(Ransomware, Banking Malware, SMS Malware, 
Trojan). 
Ordinal Logistic Regression merupakan Logistic 
Regression yang melakukan klasifikasi dua kelas 
atau lebih, dengan menghasilkan output yang 
berurutan. Misalkan membagi kelas siswa ke da-
lam range Index Prestasi Kumulatif (IPK) seperti 
1.0, 2.0, 3.0 sampai 4.0. 
Logistic Function merupakan fungsi yang 
dihasilkan dari persamaan Y didalam Linear 
Function dan Y didalam Sigmoid Function. Yang 
bertujuan untuk menggambarkan data-data yang 
ke dalam bentuk fungsi Sigmoid. 
2.5. Cross Validation  
Kebutuhan untuk memvalidasi stabilitas dari 
model Machine Learning. Penyesuaian model 
dengan data tarining dan mengharapkan hasil 
yang akurat untuk data yang riil. Karena itulah 
memerlukan jaminan bahwa model yang didapat 
sebagian besar menggunakan pola dari data yang 
benar. Disamping itu dataset tidak terlalu banyak 
noise atau bias. 
Validation adalah proses mengambil keputusan 
hasil numerik untuk kuantitas hipotesis antara 
variabel, yang diterima sebagai deskripsi data 
disebut validasi. Estimasi error untuk model 
dilakukan setelah training disebut evaluasi 
residual. Estimasi numerik dari perbedaan 
respons yang nyata diprediksi dan respons yang 
dilakukan disebut kesalahan training. Untuk 
model yang kurang pas atau terlalu pas dengan 
data. Jadi, masalah dengan teknik evaluasi ini 
adalah tidak mengindikasi seberapa bagus 
learning yang menggeneralisasi ke dataset 
independen. Model ini disebut sebagai Cross 
Validation. 
Cross Validation K-Fold adalah metode untuk 
mengatasi dataset yang tidak cukup untuk 
melakukan training. Adanya penghapusan 
sebagian dataset untuk validasi akan berdampak  
masalah kekurangan Dataset. Dengan melakukan 
pengurangan dataset training, akan menimbulkan 
resiko kehilangan pola penting dalam Dataset. 
Disamping itu dapat menimbulkan tingkat 
kesalahan yang disebabkan oleh bias. Oleh karena 
itu ada metode yang menyediakan banyak dataset 
untuk training model serta menyisakan banyak 
dataset untuk validasi. K Fold Cross Validation 
dapat mengatasi masalah tersebut. 
Proses K Fold Cross Validation, Dataset dibagi 
menjadi K subset. Selanjutnya metode Holdout 
diulang K kali, sehingga setiap kali, salah satu 
dari k subset digunakan sebagai test set/validation 
set dan k-1 subset lainnya disatukan untuk 
membentuk training set. Estimasi kesalahan 
dirata-ratakan pada semua K eksperimen untuk 
mendapatkan efektivitas total model. Seperti 
yang dapat dilihat, setiap titik data berada dalam 
set validasi tepat satu kali, dan berada dalam 
dataset training k-1 kali. Secara signifikan 
mengurangi bias karena menggunakan sebagian 
besar dataset untuk pemasangan. Disamping itu 
signifikan mengurangi varians karena sebagian 
besar dataset digunakan di dalam set validasi. 
Pertukaran dataset training dan dataset test, 
menambah efektivitas metode ini. Sebagai aturan 
dan bukti empiris, nilai K = 5 atau K = 10 
umumnya lebih disukai, tetapi tidak ada ketetapan 
mengenai nilai K. 
Gambar 5. K-Flod Cross Validation 
 
3. HASIL DAN PEMBAHASAN 
Didalam eksperiment ini menggunakan bahasa 
pemrograman python 3.8, library pandas, numpy, 
sklearn. Sebelum menggunakan algoritma Naive 
Bayes dan Logistic Regression, Dataset Malware 
perlu dilakukan analisa. Salah satunya ada 
mencari fitur yang paling penting didalam 
Dataset seperti pada gambar 5. 
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Gambar 6. Feature Importance 
1. Penggunaan algoritma Naive Bayes. 
Algoritma Naive Bayes sangat sederhana jika 
ingin menggunakan Library Sklearn. 
Kesederhanaan ini bukan berarti kemampuannya 
rendah, tetapi kemampuan akurasi dalam 
menghasilkan model sangat bagus. Salah satu 
kelebihannya tidak membutuhkan dataset yang 
besar jika ingin melakukan klasifikasi. 
# ------------------------ Naive Bayes Python ---------------------------- 
Naive = GaussianNB() 
Naive.fit(X_train, y_train) 
y_pred = Naive.predict(X_test) 
y_pred 
 
# ---------------------------------- Output ---------------------------------- 
GaussianNB() 
Array ([2, 0, 4, 1, 4, 3, 1, 0, 4, 1, 4, 3, 5, 4, 2, 3, 4, 2, 1, 1, 5, 2, 
        0, 4, 2, 5, 1, 2, 3, 2, 3, 5, 5, 0, 1, 2, 3, 0, 5, 3, 5, 3, 2, 2, 
        2, 5, 4, 4, 5, 2, 4, 1, 1, 1, 5, 5, 1, 5, 0, 4, 3, 4, 4, 2, 5, 5, 
        0, 2, 2, 5, 2, 0, 5, 0, 2, 2, 5, 3, 5, 5, 1, 3, 0, 4, 4, 2, 4, 4, 
        5, 0, 5, 5, 0, 5, 5, 4, 0, 5, 3, 0, 1, 1, 2, 0, 3, 3, 3, 3, 3, 3, 
        2, 0, 3, 4, 2, 0]) 
 
Model Naïve Bayes sama seperti Model Logistic 
Regression dalam melakukan Split untuk Dataset 
Training dan Testing. Tujuan Dataset Training 
dilakukan Split Dataset untuk proses belajar pada 
Machine Learning. 
# ------------------- Akurasi Naive Bayes Python --------------------- 
model1 = metrics.accuracy_score(y_test, y_pred) 
Akurasi = model1 * 100 
Tampil = str(Akurasi) + ' %' 
print('Akurasi Naive Bayes = ', Tampil) 
 
# ------------------------------ Output ------------------------------------ 
Akurasi Naive Bayes = 96,55 % 
 
 
Gambar 7. Confusion Matrix using Seaborn 
 
2. Penggunaan algoritma Logistic Regression 
Eksperimen dengan menggunakan python, 
langsung memanggil fungsi LogisticRegressin(), 
yang merupakan module dari 
sklearn.linear_model. Jika dihitung secara 
manual, menggunakan excel hasil 
perhitungannya akan sama. 
# ------------------------- Logistic Regression ------------------------ 
logreg = LogisticRegression() 
logreg.fit(X_train, y_train) 
y_pred = logreg.predict(X_test) 
y_pred 
 
# ----------------------------- Output ----------------------------- 
LogisticRegression() 
array([3, 1, 2, 0, 1, 5, 1, 4, 1, 4, 0, 1, 5, 0, 0, 1, 0, 0, 4, 0, 3, 4, 
       3, 3, 4, 3, 3, 0, 4, 2, 1, 4, 3, 3, 1, 4, 3, 3, 1, 1, 5, 3, 0, 3, 
       0, 2, 1, 2, 0, 5, 5, 5, 4, 2, 4, 0, 3, 4, 5, 5, 1, 0, 4, 0, 2, 5, 
       3, 3, 0, 3, 3, 0, 2, 4, 3, 5, 5, 3, 2, 2, 3, 0, 0, 3, 2, 3, 0, 5, 
       4, 0, 2, 1, 0, 5, 1, 3, 1, 0, 5, 4, 4, 3, 5, 5, 2, 4, 3, 2, 0, 1, 
       1, 3, 1, 4, 0, 5]) 
Logistic Regression pendekatan hampir sama 
dengan Naive Bayes, membagi Dataset Training 
dan Dataset Testing. 
model1 = metrics.accuracy_score(y_test, y_pred) 
Akurasi = model1 * 100 
Tampil = str(Akurasi) + ' %' 
print('Akurasi Logistic Regression = ', Tampil) 
 
# ----------------------Output ---------------------- 
Akurasi Logistic Regression = 91,38 % 
 
Selanjutnya dengan melakukan cross validation 
= 5, maka didapat hasil sebagai berikut: 
logmodel = LogisticRegression() 
score =  cross_val_score(logmodel, features, label, cv=5) 
print("CROSS VALIDATION SCORE : ",statistics.mean(score)) 
logmodel.fit(X_train, y_train) 
print("SCORE : ",logmodel.score(X_test, y_test)) 
 
# --------------------------- Output ------------------------------ 
CROSS VALIDATION SCORE:  0.9428 
SCORE:  0.9137 
 
Terjadi peningkatan akurasi setelah dilakukan 
Cross Validation (Valente et al. 2021), dari 
akurasi 91,37% menjadi 94,28%. 
Evaluasi dari model Logistic Regression: 
 
Gambar 8. Evaluasi model 
Pada gambar 12, Class 0 mewakili dari Malware 
dari Adware APK. Class 1 mewakili dari Mal-
ware Banking APK. Class 2 mewakili dari Mal-
ware Ransomware APK. Class 3 mewakili dari 
Malware Riskware APK. Class 4 mewakili dari 
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Malware SMS APK. Class 5 mewakili dari Be-
nign APK atau normal APK. 
 
 
Gambar 9. Klasifikasi Logistic Regression 
 
Untuk melakukan pengukuran performa pada per-
masalahan klasifikasi Logistic Regression, di-
mana outputnya bisa terdiri atas dua kelas atau 
lebih.  Confusion Matrix juga menyajikan tabel 
matriks dengan empat kelompok yang berbeda 
pada nilai riil dan nilai prediksi. Terdapat empat 
definisi yang mewakili klasifikasi dari Confusion 
Matrix. Kelompok True Positif (TP), True 




Gambar 10. Confusion Matrix using Seaborn 
 
4. KESIMPULAN 
Penelitian ini sangat berbeda dengan beberapa 
penelitian yang lainnya, dimana ekstraksi fitur 
Permission dan fitur Intent dengan menggunakan 
statis analisis, mampu mendeteksi keluarga 
Malware. Penggunaan algoritma Naive Bayes 
mampu mengklasifikasi keluarga Malware 
dengan tingkat akurasi 96,55%, sedangkan 
algoritma Logistic Regression akurasinya 
91,37%. Meskipun akurasi tidak setinggi 
penelitian sebelumnya, teknik analisa statis 
dengan fitur Permission dan fitur Intent cukup 
sederhana untuk mendeteksi file APK Android 
adalah Malware atau bukan Malware. 
Penyelesaian dengan teknik yang sederhana 
merupakan keunggulan dalam menyelesaikan 
permasalahan pada deteksi Malware Android. 
Terjadi peningkatan akurasi bila memakai Cross 
Validation, untuk algoritma Logistic Regression 
dari akurasi 91,375 menjadi 94,278. 
5. SARAN 
Saat ini masih meneliti dengan menggunakan 
algoritma Naive Bayes dan Logistic Regression. 
Penelitian dapat dilanjutkan dengan metode 
statis dan algortima Supervised, maka dapat 
menggunakan Support Vector Machine, 
Decision Tree. Jika label pada dataset 
dihilangkan dapat menggunakan algoritma 
Unsupervised seperti K-Mean untuk 
mendapatkan klas dari Malware. 
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