Abstract. Let C 2 denote the cyclic group of order two. Given a manifold with a C 2 -action, we can consider its equivariant Bredon RO(C 2 )-graded cohomology. In this paper, we develop a theory of fundamental classes for equivariant submanifolds in RO(C 2 )-graded cohomology in constant Z/2 coefficients. We show the cohomology of any C 2 -surface is generated by fundamental classes, and these classes can be used to easily compute the ring structure. To define fundamental classes we are led to study the cohomology of Thom spaces of equivariant vector bundles. In general the cohomology of the Thom space is not just a shift of the cohomology of the base space, but we show there are still elements that act as Thom classes, and cupping with these classes gives an isomorphism within a certain range.
There has been recent interest in better understanding RO(C 2 )-graded Bredon cohomology. For example, explicit computations can be found in [CHT] , [Ha] , [Ho] , [K2] , [LFdS] , and [Sh] , and certain freeness and structure theorems can be found in [K1] and [M1] . In this paper, we consider C 2 -manifolds and develop a theory of fundamental classes for equivariant submanifolds in constant Z/2 coefficients. These classes can be defined for both free and nonfree submanifolds. When two submanifolds intersect transversally, the cup product of their classes is given in terms of the fundamental class of their intersection. In order to define these classes, we consider equivariant Thom spaces for real C 2 -vector bundles and prove properties of the RO(C 2 )-graded cohomology of these spaces in constant Z/2 coefficients.
To say more about the cohomology of Thom spaces, let M 2 denote the cohomology of a point in constant Z/2 coefficients, and note the cohomology of any C 2 -space in Z/2-coefficients is an M 2 -module. We will show when the base is nonfree there is a unique class in a predicted grading that generates a free submodule and forgets to the singular Thom class. Cupping with this class gives an isomorphism from the cohomology of the base space to the cohomology of the Thom space within a certain range. When the base is free, we show there are infinitely many classes connected by a predicted module action that forget to the singular Thom class, and cupping with any one of these classes produces an isomorphism from the shifted cohomology of the base space to the cohomology of the Thom space.
The Thom classes for normal bundles allow us to define the previously mentioned fundamental classes. For nonfree submanifolds, there will be a unique fundamental class whose grading is determined by the normal bundle. For free submanifolds, there will be infinitely many fundamental classes all connected by a predicted module action. We will show the cohomology of any C 2 -surface is generated by fundamental classes of submanifolds, and that we can use these classes to easily compute the ring structure.
Let us begin by recalling some facts about Bredon cohomology. For a finite group G the Bredon cohomology of a G-space is a sequence of abelian groups graded on RO(G), the Grothendieck group of finite-dimensional, real, orthogonal G-representations. When G is the cyclic group of order two, recall any C 2 -representation is isomorphic to a direct sum of trivial representations and sign representations. Thus RO(C 2 ) is a free abelian group of rank two, and the Bredon cohomology of any C 2 -space can be regarded as a collection of bigraded abelian groups.
We will use the motivic notation H * , * (X; M ) for the Bredon cohomology of a C 2 -space X with coefficients in a Mackey functor M . The first grading indicates the dimension of the representation, and we will often refer to this grading as the "topological dimension". The second grading indicates the number of sign representations appearing and will be referred to as the "weight". Given any C 2 -space X, there is always an equivariant map X → pt where pt denotes a single point with the trivial C 2 -action. This gives a map of bigraded rings H * , * (pt; M ) → H * , * (X; M ), and thus the bigraded groups H * , * (X; M ) form a bigraded algebra over the cohomology of a point. In this paper, we will be working with the constant Mackey functor Z/2, and we will write M 2 for the bigraded ring H * , * (pt; Z/2).
1.1. The Cohomology of Orbits. Since the cohomology of any C 2 -space is a bigraded module over a bigraded ring, we can use a grid to record information about the cohomology groups and module structures. The ring M 2 = H * , * (pt; Z/2) is illustrated on the left-hand grid in Figure 1 below. Each dot represents a copy of Z/2, and the connecting lines indicate properties of the ring structure. For example, the portion of the picture in quadrant one is polynomial in two elements ρ and τ that have bidegrees (1, 1) and (0, 1), respectively. The diagonal lines in the picture indicate multiplication by ρ, while the vertical lines indicate multiplication by τ . A full description of M 2 can be found in Section 2. In practice, it is often easier to work with the abbreviated picture shown on the right-hand grid.
For the examples that follow, we also need the cohomology of the free orbit C 2 . We denote this M 2 -module by A 0 = H * , * (C 2 ; Z/2). Algebraically, A 0 ∼ =
, and in figure below, we provide a detailed drawing of this module on the left and an abbreviated drawing on the right. The dots again indicate copies of Z/2 while the vertical lines indicate action by τ ∈ H 0,1 (pt; Z/2). 1.2. Summary of Main Points. Now that we have established some notation, we provide a brief summary of the main goals of this paper. There are two main topics, fundamental classes and the cohomology of Thom spaces. These topics can be further divided into five subtopics:
(1) Nonfree fundamental classes: Given a nonfree C 2 -manifold X and a nonfree C 2 -submanifold Y , we prove there exists a fundamental class [Y ] ∈ H n−k,q (X; Z/2) where k = dim(Y ) and q is found as follows. Consider the restriction of the equivariant normal bundle of Y in X to the fixed set Y C2 . Over each component of this fixed set, the fibers are C 2 -representations, and the isomorphism type of the representation is constant over each component. The integer q is then chosen to be the maximum weight representation appearing over a component.
(2) Free fundamental classes: Given a C 2 -manifold X (free or nonfree) and a free submanifold Y , we show there is an infinite family of classes [Y ] q ∈ H n−k,q (X; Z/2) where k = dim(Y ) and q is any integer. These classes satisfy the module relation
(3) Intersection product of fundamental classes: We show the cup product of two fundamental classes for nonfree, submanifolds Y and Z that intersect transversally is given by a predicted τ -multiple of the fundamental class of the intersection. (4) Restricted Thom isomorphism theorem for nonfree spaces: Let X be a finite, nonfree C 2 -CW complex and E → X be an n-dimensional C 2 -vector bundle whose maximum weight representation over X C2 is q. We show there is a unique class u E ∈ H n,q (E, E − 0; Z/2) that restricts to τ -multiples of the generators of the cohomology of the fibers. We also show cupping with this class gives an isomorphism H f,g (X; Z/2) → H f +n,g+q (E, E − 0; Z/2) whenever g ≥ f .
(5) Thom isomorphism theorem for free spaces: Let X be a finite, free C 2 -CW complex. For an n-dimensional C 2 -vector bundle E → X, we show for each integer q there is a unique class u E,q ∈ H n,q (E, E − 0; Z/2) that restricts to the nonzero class in the cohomology of the fibers. In this case, cupping with any one of these Thom classes provides an isomorphism from the cohomology of the base space to the cohomology of a shift of the Thom space. Remark 1.3. These equivariant fundamental classes act in many ways just like their nonequivariant analogs, though, there are still various subtleties that arise in the equivariant context. For example, one might expect nonfree fundamental classes to always generate free summands and free fundamental classes to string together to form modules similar to A 0 . While this is often the case, there are exceptions. As shown in Example 1.9 below, there can be free submanifolds whose classes are nonzero for a while, but become zero in high enough weight. This and other subtleties are best explained through a series of examples.
Examples of Equivariant Fundamental Classes.
Before stating the general results, let's consider some examples of C 2 -surfaces to determine what properties we might expect of equivariant fundamental classes. Example 1.5. We begin with a simple example. Let X denote the C 2 -space whose underlying space is the genus one torus and whose C 2 -action is given by a reflection, as shown in the figure below. The fixed set is shown in blue. As shown in [Ha] , the cohomology of this space is given by
An abbreviated illustration of this module is given below.
• a Figure 3 . The space X and the M 2 -module H * , * (X; Z/2).
Suppose we wanted to find equivariant submanifolds whose fundamental classes generate these free summands. Take, for example, the fixed circle labeled C above. Topologically, this is a codimension one submanifold, so we would expect to have a fundamental class in bidegree (1, q) for some q, but how do we determine this value of q? Let's consider a tubular neighborhood of C. Note the tubular neighborhood is equivariantly homeomorphic to C ×R 1,1 where R 1,1 denotes the sign representation, so one might expect a fundamental class in bidegree (1, 1). Indeed, we will show there is such a class [C] ∈ H 1,1 (X; Z/2), and furthermore, this class generates a free summand in bidegree (1, 1). We also have a class [C ] ∈ H 1,1 (X; Z/2) corresponding to the other fixed circle, and we will show [C] = [C ] + ρ · 1. Now consider the circle D that travels around the hole of the torus and is isomorphic to a circle with a reflection action. In this case, the tubular neighborhood of D is homeomorphic to D × R 1,0 where R 1,0 is the trivial representation. We expect to get a class in bidegree (1, 0), and indeed such a class [D] exists and generates a free summand.
These two circles intersect at a single fixed point a whose tubular neighborhood is the unit disk in R 2,1 . The fundamental class [a] generates a free summand in bidegree (2, 1), and furthermore we obtain the relation
The submanifolds C and C do not intersect, so we also obtain the relation
We conclude
as an M 2 -algebra.
Remark 1.6. In the example above, all of the considered submanifolds had trivial normal bundles, and this led to an obvious choice of bidegree for each fundamental class. Of course, we would like to have fundamental classes for submanifolds whose normal bundles are nontrivial. The next example illustrates this.
Example 1.7. Let Y denote the C 2 -space given by the projective plane with action induced by the rotation action on the disk as shown in Figure 4 below. Again the fixed set is shown in blue. The cohomology of Y as an M 2 -module is given by
We again look for equivariant submanifolds. Consider the fixed circle labeled C. The equivariant normal bundle N is given by the nontrivial Möbius bundle over S 1 . This bundle is not trivial, but observe every point x ∈ C has an equivariant neighborhood U x such that N | Ux ∼ = U x × R 1,1 . In other words, this bundle is a locally trivial R 1,1 -bundle, so we get a class [C] ∈ H 1,1 (X; Z/2). Now consider the circle C . This circle is isomorphic to a circle with a reflection action, and again the normal bundle N is the nontrivial bundle over S 1 . Around the fixed point p there is a neighborhood U such that N | U ∼ = U ×R 1,0 while around the point q there is a neighborhood V such that N | V ∼ = V × R 1,1 . The bundle N is not a locally trivial W -bundle for any C 2 -representation W , so if it even exists, the bidegree of the fundamental class for C is unclear. We will show the fundamental class [C ] does exist, and its grading is determined by the fibers of the normal bundle over the fixed set. In this case,
will have grading (1, k) where k is the maximum weight representation appearing over the fixed set, so in this case k = 1.
The classes [C] and [C ] are both in bidegree (1, 1), and we will see in Example 3.8 that [C] = [C ] + ρ · 1. Let's consider their product. One might hope
but something has gone wrong. The product has bidegree (2, 2), while the fundamental class [p] has bidegree (2, 1). We will show a slightly modified formula holds. Namely
where recall τ ∈ H 0,1 (pt; Z/2). This give us the relation
In Example 3.8 we use these classes to conclude as an M 2 -algebra
Remark 1.8. The first two examples give a flavor of fundamental classes for nonfree submanfiolds. It is natural to ask if such things can be defined for free submanifolds. We see this in the next example.
Example 1.9. Let Z denote the C 2 -space whose underlying space is the genus two torus and whose C 2 -action is given by a rotation action with two fixed points, as illustrated below. The cohomology of this space is given by
In this example the cohomology is an infinitely generated, nonfree M 2 -module. The free submanifold C σC is a codimension one submanifold, so we would expect to have a class [C σC] ∈ H 1,? (Z; Z/2). The submanifold is free, so there is no fixed set to determine the weight as in the previous examples. We will show there are actually infinitely many fundamental classes, one in each weight. That is, we have classes [C σC] q ∈ H 1,q (Z; Z/2) for all integers q that are related via the formula
The submodule generated by these classes corresponds to a Σ 2,q (Z; Z/2). One might expect these classes to all be zero, but in fact, they are nonzero whenever q ≤ 0. The intersection product then leads to some interesting relations as shown in Example 3.15.
We mention two other nonfree classes one might consider. There are two copies of a circle with a reflection action in the space Z. We can consider the circle that travels around the equator through a and b, and the circle that travels around the perimeter of the picture through a and b. Call these circles D and E, respectively.
1.10. Nonequivariant Fundamental Classes. Before trying to define equivariant fundamental classes, let's recall nonequivariant fundamental classes. Let X be a closed manifold and Y ⊂ X be a closed, connected submanifold of codimension k. We can define the fundamental class [Y ] ∈ H k sing (X; Z/2) using the classical Thom isomorphism theorem from [T] .
Consider the normal bundle N of Y in X. Let U ⊂ X be a tubular neighborhood of Y . By excision
By the Thom isomorphism theorem, the righthand group is Z/2 and generated by the Thom class u N . Thus there exists a unique nonzero class in H k (X, X −Y ; Z/2). We now define the fundamental class [Y ] ∈ H k (X; Z/2) to be the image of this unique class under the induced map from the inclusion of the pairs (X, ∅) → (X, X− Y ). Recall these classes have a nice intersection product. If Y and Z are two submanifolds of X that intersect transversally, then [Y ] [
One goal of this paper is to define an equivariant analog to these classes in Bredon cohomology. Given an equivariant submanifold, the above hints that we should consider the normal bundle, and use some fact about the cohomology of the corresponding Thom space. Unfortunately, no direct analog of the Thom isomorphism theorem exists for general C 2 -vector bundles in Z/2-coefficients; see Example A.6 for an example of a vector bundle E such that the cohomology of (E, E − 0) is not just a shift of the cohomology base space. Despite this failure, we can still prove a weaker version of the Thom isomorphism theorem, and this is enough to define fundamental classes.
1.11. The Main Theorems. We now state the main results of this paper. In what follows, let
. It was shown in [M2] that as a module over the cohomology of a point, the cohomology of any finite C 2 -CW complex is isomorphic to a direct sum of free modules and shifted copies of A n for various values of n. We begin with nonfree C 2 -vector bundles. Let X be a finite, nonfree C 2 -CW complex and let π : E → X be a real n-dimensional C 2 -vector bundle (precise definitions can be found in Appendix A). Let X 1 , . . . , X r denote the connected components of the fixed set X C2 . As explained in Section A, there exist weights q 1 ,. . . , q r such that for all x ∈ X i , the fiber E x ∼ = R n,qi . Let q be the maximum such weight. We will prove the following where all coefficients are understood to be Z/2. Theorem 1.12. Let X, X i , π : E → X, n, q i and q be defined as above and let E = E − 0. There exists a unique class u E ∈ H n,q (E, E ) such that the following holds:
(i) ψ(u E ) is the singular Thom class, where ψ :
where M 2 · u E denotes the submodule generated by u E ; (iii) For every i and x ∈ X i , the class u E restricts to τ q−qi α x where α x is the generator of H * , * (E x , E x − 0) ∼ =H * , * (S n,qi ). (iv) For every x ∈ X \ X C2 , the class u E restricts to the unique nonzero class in
where the weights i satisfy i + q ≥ i ≥ 0; (vii) If in fact E x ∼ = E y for all x, y ∈ X C2 , then φ E is an isomorphism in all bidegrees and H * , * (X) ∼ = H * +n, * +q (E, E ).
Let Y be a nonfree k-codimensional equivariant submanifold of X and let N denote the equivariant normal bundle. We can construct an equivariant tubuluar neighbrhood of Y , and then use the class u N to get a class [Y ] ∈ H k,q (X; Z/2). As with the nonequivariant classes, we have a nice formula for how these classes multiply. For now, we state a summary. Recall τ ∈ H 0,1 (pt; Z/2). Theorem 1.13. Let X be a nonfree, n-dimensional C 2 -manifold, and let Y and Z be two closed, nonfree equivariant submanifolds. Suppose Y intersects Z transversally in the nonequivariant sense and that Y ∩ Z is a nonfree submanifold. Then there is an integer j ≥ 0 such that
The exact value of j is dependent on Y , Z, and Y ∩ Z and is given explicitly in Theorem 3.4.
For free C 2 -vector bundles, we will prove something similar. Again the coefficients are understood to be Z/2. Theorem 1.14. Let X be a free, finite C 2 -CW complex and let π : E → X be a real C 2 -vector bundle and E = E − 0. For every integer q there exists a unique class u E,q ∈ H n,q (E, E ) such that the following holds:
is the singular Thom class, where ψ :
; (iii) For every pair of conjugate points x, σx ∈ X, the class u E,q restricts to the unique nonzero element in
Now given a free submanifold, we can use the classes corresponding to the normal bundle to define fundamental classes [Y ] q ∈ H k,q (X; Z/2) for all q. There is also a nice intersection product for these free fundamental classes. Theorem 1.15. Let X be an n-dimensional C 2 -manifold, and suppose Y and Z are equivariant submanifolds that intersect transversally in the nonequivariant sense and whose intersection is free. We have the following cases for the product of their fundamental classes.
• Suppose Y and Z are nonfree and their fundamental classes have weights q, r, respectively. Then
• Suppose Y is nonfree and Z is free. Then for every r,
• Suppose Y and Z are both free. Then for every r, s,
In the last section of this paper, we show these classes give a geometric interpretation for the Bredon cohomology of C 2 -surfaces. Specifically, we prove the following theorem. Theorem 1.16. As an M 2 -module, the Bredon cohomology of any C 2 -surface is generated by fundamental classes of submanifolds.
Remark 1.17. There are many examples of C 2 -surfaces whose Bredon cohomology is infinitely generated as an M 2 -module; see Example 1.9. This is unsurprising given that the modules A n = τ −1 M 2 /(ρ n+1 ) are infinitely generated. Though, there is always a finite list of submanifolds whose fundamental classes generate the cohomology, and any free A i -summand is generated by fundamental classes of free submanifolds.
1.18. Organization of the Paper. There are two main topics in this paper, fundamental classes and the cohomology of Thom spaces. We define fundamental classes using Thom classes of normal bundles, so the topics are certainly related, but the full discussion of one is not required for the other. Section 2 reviews relevant information about Bredon cohomology that is needed for either topic. After that, Section 3 defines fundamental classes assuming the first parts of Theorems 1.12 and 1.14. In Section 4 we provide the necessary background on C 2 -surfaces in order to then prove Theorem 1.16 in Section 5. The full discussion of Thom classes and the cohomology of Thom spaces is deferred to Appendix A. Note this appendix can be read immediately after Section 2.
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Background on Bredon Cohomology
In this section, we review some preliminary facts about RO(G)-graded Bredon cohomology in the case of G = C 2 .
2.1. Mackey functors. The coefficients of any RO(G)-graded Bredon cohomology theory are what is known as a Mackey functor. In general, the definition of a Mackey functor requires some work, and a general exposition of Mackey functors can be found in [Sh] and in [M2] . In the case of G = C 2 , the definition can be distilled to the following.
where M (C 2 ) and M ( * ) are abelian groups, and p * , p * , t * are homomorphisms that satisfy
Given an abelian group B, we can form the constant Mackey functor B where B(C 2 ) = B( * ) = B, t * = id, p * = 2, and p * = id. We will be concerned with the following constant Mackey functor: Given any finite-dimensional, real, orthogonal, G-representation V we can form the one-point compactificationV . This new space will be an equivariant sphere which we will denote S V ; such spaces are referred to as representation spheres. Using these representation spheres, we can form equivariant suspensions. Whenever we have a based G-space X, we can form the V -th suspension of X by
Note the basepoint must be a fixed point. Often when working with free spaces we will add a disjoint basepoint in order to form suspensions and cofiber sequences. We use the common notation of X + for X { * } where the disjoint basepoint is understood to be fixed by the action. An important feature of Bredon cohomology is that we have suspension isomorphisms: given any finite dimensional, real, orthogonal G-representation, there are natural isomorphisms
Given a cofiber sequence of based G-spaces
we can form the Puppe sequence
where 1 is the one-dimensional trivial representation. From the suspension isomorphism this yields a long exact sequencẽ
When G = C 2 , we have already discussed how the Bredon cohomology theory is a bigraded theory, and we will carry this notation over when discussing representation spheres and equivariant suspensions. In particular, we will denote S R p,q by S p,q and for a based space X we will denote Σ R p,q X by Σ p,q X. Translating the above into this notation, we have natural isomorphisms
for all p, q ≥ 0. Given a cofiber sequence we have long exact sequences
Three particular representation spheres will appear often in this paper, namely S 1,1 , S 2,1 , and S 2,2 . We include an illustration of these equivariant spheres in Figure 6 . The fixed set is shown in blue while the arrow is used to indicate the action of C 2 on the space. Figure 6 . Some representation spheres.
2.4. The Cohomology of Orbits. Given any C 2 -space X we have an equivariant map X → pt where pt denotes a single point with the trivial action. On cohomology, this gives a map of rings H * , * (pt; Z/2) → H * , * (X; Z/2). Thus the cohomology of X is a module over the cohomology of a point, which we denote M 2 = H * , * (pt; Z/2).
Below we describe the cohomology of pt = C 2 /C 2 as well as the cohomology of the free orbit C 2 . These computations have been done many times, and are often attributed to unpublished notes of Stong. The computation for coefficients in any constant Mackey functor can be found in [L] . A computation for constant integer coefficients can also be found in Appendix B of [D1] , and the same methods used there can be used to compute the cohomology of orbits in constant Z/2 coefficients. In Z/2-coefficients, the cohomology of a point is illustrated in the left-hand grid shown in Figure 7 . The (p, q) spot on the grid refers to the R p,q -cohomology group. Each dot represents a copy of Z/2, and we adopt the convention that the (p, q) group is plotted up and to right of the (p, q) coordinate. For example,
We will often refer to portion of the cohomology in the first quadrant as the top cone and refer to the other portion as the bottom cone. The top cone is polynomial in the elements ρ and τ , where ρ is in bidegree (1, 1) and τ is in bidegree (0, 1). Multiplication by τ is indicated with vertical lines, and multiplication by ρ is indicated with diagonal lines. For example, the nonzero element in (1, 4) is equal to ρτ 3 which is equal to τ 3 ρ. The bottom cone is slightly more complicated. The nonzero element θ in bidegree (0, −2) is divisible by all non-zero elements in the top cone. Explicitly, for pairs i ≥ 0, j ≥ 0, there exists an element denoted
Note ρ and τ are not invertible elements in the ring; the notation θ τ , θ ρ is simply used to keep track of how ρ and τ multiply with these elements.
In practice, it is often easier to work with an abbreviated picture, which is given on the right-hand grid in the above figure. It is understood that there is a Z/2 at each spot within the top cone and within the bottom cone with the relations described above.
Note we now know the cohomology of all representation spheres by the suspension theorem. Specifically,H * ,
where Σ p,q M 2 denotes the free M 2 -module generated in bidegree (p, q). Visually, we just shift the picture (p, q) units.
We also include the cohomology of the free orbit C 2 . As a ring, Figure 8 for the pictorial representation of this module and its abbreviated version. In these module pictures, action by τ is indicated by vertical lines, while action by ρ is indicated by diagonal lines. 2.5. Cohomology of the Antipodal Spheres. We review the cohomology of another family of spheres. The importance of these spaces will be clear shortly. Let S n a denote the equivariant n-sphere whose C 2 -action is given by the antipodal map. The cohomology of the antipodal spheres is given by
as an M 2 -module. This result is well known, but a detailed computation can be found in [Ha] . The module τ −1 M 2 /(ρ n+1 ) can be represented pictorially as shown in Figure 9 .
2.6. Some Helpful Theorems. We conclude this section by collecting some helpful lemmas and theorems that will be used in the paper. Many of the statements involve finite C 2 -CW complexes, so we first provide a definition of such spaces.
0 consists of a disjoint union of orbits C 2 /C 2 and C 2 , and such that X n+1 is obtained from X n by attaching cells of the form
We begin with a lemma that relates the singular cohomology, the Bredon cohomology, and the action of ρ. This statement is originally due to [AM] and can also be found in [K1] .
Lemma 2.8. (The forgetful long exact sequence). Let X be a pointed C 2 -space. For every integer q, we have a long exact sequencẽ
where the coefficients are understood to be Z/2.
We will refer to the map ψ :H p,q (X) →H p sing (X) as the "forgetful map". Note in M 2 , the element τ forgets to 1 ∈ H 0 sing (pt), while ρ forgets to zero. Indeed, by the exactness of the forgetful long exact sequence, for any X, a given cohomology class forgets to zero if and only if it is the image of ρ.
The next lemma relates the Bredon cohomology to the cohomology of the fixed set via localization. A proof of this can be found in [M1] .
Lemma 2.9. (ρ-localization). Let X be a finite C 2 -CW complex. Then
There are two types of spaces we will encounter in this paper whose cohomology is entirely dependent on the singular cohomology. The proofs of the following two lemmas can be found in Section 3 of [Ha] .
Lemma 2.10. Let X be a trivial finite C 2 -CW complex. Then as M 2 -modules
sing (X; Z/2). Lemma 2.11. Let Y be a C 2 -space. The cohomology as an M 2 -module of the free
. We next mention an important theorem about the cohomology of C 2 -manifolds.
Here by "C 2 -manifold" we mean a piecewise linear manifold with a locally linear C 2 -action. By closed, we simply mean a closed manifold in the nonequivariant sense. The proof of this theorem is given in Appendix A of [Ha] .
Theorem 2.12. Let X be an n-dimensional, closed C 2 -manifold with a nonfree C 2 -action. Suppose n − k is the largest dimension of submanifold appearing as a component of the fixed set. Then there is exactly one summand ofH * , * (X; Z/2) of the form Σ i,j M 2 where i ≥ n, and it occurs for (i, j) = (n, k).
We conclude this subsection by recalling a structure theorem for the cohomology of finite C 2 -CW complexes that was proven in [M1] . Note it is important that X is finite in the sense that it contains only finitely many cells.
Theorem 2.13 (C. May). For any finite C 2 -CW complex X, we can decompose the RO(C 2 )-graded cohomology of X with constant Z/2-coefficients as
as a module over M 2 where A n denotes the cohomology of the n-sphere with the free antipodal action. Furthermore, the shifts are given by actual representations. That is, p i ≥ q i ≥ 0 for all i and m j ≥ 0 for all j.
When X is free or has only one fixed point, we can apply Lemma 2.9 to refine this theorem.
Corollary 2.14. If X is a free finite C 2 -CW complex, then
Similarly if X is a finite C 2 -CW complex with exactly one fixed point, theñ
Proof. This follows readily from the fact that X C2 = ∅ if X is free and X C2 = pt if X has exactly one fixed point, the localization given in Lemma 2.9, and the structure theorem given above.
Fundamental Classes
We now employ Theorems A.8 and A.11 to define fundamental classes for C 2 -submanifolds. We prove these classes forget to the usual singular fundamental classes, and the product of these fundamental classes is given in terms of the intersection of the submanifolds in the transverse case. We also show a handful of examples involving submanifolds of C 2 -surfaces.
3.1. Nonequivariant Fundamental Classes. Recall for singular cohomology, we can define fundamental classes using the Thom isomorphism theorem. Let X be a closed manifold and Y ⊂ X be a closed submanifold. If we are working with Z/2-coefficients, all vector bundles over Y are orientable. In particular, if π : N → Y is the normal bundle of Y in X, then the Thom isomorphism theorem guarantees a unique class u ∈ H n−k (N, N − 0) known as the Thom class such that
is an isomorphism. There exists a tubular neighborhood U of Y in X, and by excision we have the following isomorphism
Thus there is a unique nonzero class in H n−k (X, X − Y ) corresponding to the Thom class. We can now define [Y ] ∈ H n−k (X) to be the image of this unique class under the induced map from the inclusion of pairs (X, ∅) → (X, X − Y ). We will often denote these singular classes by [Y ] sing to distinguish them from the Bredon cohomology fundamental classes defined below.
We prove facts about the cohomology of Thom spaces in Theorem A.8 and A.11, and these theorems are enough to transfer the definitions given above from the singular world into the equivariant world.
Let X be a closed C 2 -manifold and Y be a closed C 2 -submanifold. For now, suppose both Y and X are nonfree, and suppose topologically Y is k-dimensional and X is n-dimensional. Let N → Y be the normal bundle of Y in X, and let q be the maximum weight of N over Y C2 as in Theorem A.8. By this theorem, we are guaranteed a unique class u N ∈ H n−k,q (N, N − 0). Let U be an equivariant tubular neighborhood of Y . Using this neighborhood and excision
We are now ready for the following definition.
Definition 3.2. Let Y , X, n, k, and q be defined as above. The unique nonzero class in H n−k,q (X, X − Y ) corresponding to the Thom class u N in the above isomorphism is denoted by [Y ] rel and referred to as the relative fundamental class of Y in X. Furthermore, the image of this class in H n−k,q (X) under the induced map by the inclusion of the pair (X, ∅) → (X, X − Y ) will be denoted [Y ] and referred to as the fundamental class of Y in X.
A simple corollary of property (i) of Theorem A.8 relates these equivariant fundamental classes to the nonequivariant fundamental classes. This corollary allows us to prove the following statement about the product of fundamental classes of submanifolds whose intersection is nonequivariantly transverse. For notational simplicity, we say a submanifold X is codimension (k, q) if it has topological codimension k and if the maximum weight of the normal bundle over the fixed set is q, as in Theorem A.8.
Theorem 3.4. Let X be a nonfree, n-dimensional C 2 -manifold, and suppose Y and Z are two closed, nonfree, equivariant submanifolds of codimensions (k, q) and ( , r), respectively, that intersect transversally. Suppose further Y ∩ Z is a nonfree submanifold. Let w be the maximum weight over the fixed set of the normal bundle
Proof. We first prove w ≤ q + r. Let N Y ∩Z , N Y , and N Z denote the normal bundles of Y ∩ Z, Y , and Z in X, respectively. Let W 1 , . . . , W m be the connected components of the fixed set (Y ∩ Z) C2 . For x ∈ W j the fiber is given by
for some integer w j . By Definition 3.2, the fundamental class [Y ∩ Z] has bidegree (k + , w) where w = max{w 1 , . . . , w m }.
Since Y and Z intersect transversally,
Thus w j = q s + r t and
as desired. Now consider the relative fundamental classes
We have the following commutative diagram involving the forgetful map that allows us to relate these equivariant relative classes to singular relative classes.
We have shown q + r ≥ w, so the left and right vertical maps are isomorphisms by Corollary A.9. Let's consider the of image of the various relative classes under these maps. We have
Note the vertical images in the above follow from Theorem A.8, while the bottom is a classical fact about singular cohomology. Now the dashed line follows from the commutativity of the above the diagram and the fact that the right vertical map is an isomorphism. We get the statement for fundamental classes after considering the below diagram and using the above fact that
Before defining fundamental classes for free submanifolds, we give a few examples.
Example 3.5 (Fundamental class of a fixed point). Suppose X is a nonfree, closed, connected C 2 -manifold and x ∈ X C2 is a fixed point. Let D be a tubular neighborhood of this fixed point, so D ∼ = R n,k for some k. Then there is a class [x] ∈ H n,k (X), and since this class forgets to the singular class [x] ∈ H n sing (X), it is necessarily nonzero.
The classes for fixed points provide some insight into Theorem 2.12. Choose a point x ∈ X C2 that is in a component of X C2 of the smallest topological codimension k. Let D ∼ = R n,k be a neighborhood of this point. It was shown in Corollary A.2 in [Ha] that the map q : X → X/(X \ D) ∼ = S n,k induces a split injection on Bredon cohomology. By choosing a smaller neighborhood
forgets to something nonzero, so it must generate the free summand in bidegree (n, k). Thus the class [x] generates a free summand in bidegree (n, k) in H * , * (X).
Example 3.6. Consider the one-dimensional C 2 -manifold S 1,1 whose cohomology is shown in the figure below. 
By excision, the left vertical map is an isomorphism. Now U − {a} C 2 , so H 1,1 (U −{a}) = 0, and the bottom left map is a surjection. Hence, the composition of the top left map and the middle vertical map must be nonzero, and so ι * U ([a]) = 0. On the other hand, we have another commutative diagram where again the rows are each part of a long exact sequence for a pair:
The above shows ι *
, and it must be that the three nonzero elements are pairwise distinct. Lastly, since we are working over Z/2, the only possibility for a dependance relation is 
Example 3.7. Consider the C 2 -surface X ∼ = S 2,1 + [S 1,0 − AT ] which can be depicted as a torus with a reflection action as shown below. The fixed set is shown in blue. By Theorem 4.14, the cohomology of X is
as shown on the grid below.
• a 
We can now state the cohomology of X as an algebra over M 2 :
Example 3.8. Consider the C 2 -surface Y whose underlying space is the projective plane. We can form RP 2 by identifying antipodal points on the boundary of D 2 , and the space Y will inherit the action from the rotation action on D 2 , as depicted below. Again, the fixed set is shown in blue. The cohomology of this space is given by
•
Let's consider the submanifold C and its normal bundle N C . The circle C is fixed, and for every x ∈ N C , the fiber is given by (N C ) x ∼ = R 1,1 . Thus we have a class
The submanifold C has two fixed points p, q, and (
while (N C ) q ∼ = R 1,1 . Thus we also have a class [C ] ∈ H 1,1 (Y ) and similarly a class
. By considering neighborhoods, we also see
. We have the following multiplicative relations given by Theorem 3.4 3.9. Free Fundamental Classes. We now provide a definition for fundamental classes of free submanifolds of a given C 2 -manifold. Note the manifold may or may not be free itself. Let X be a C 2 -manifold of dimension n and let Y be a free, equivariantly connected submanifold of dimension k. By equivariantly connected, we mean the space cannot be covered by two nonempty, disjoint, equivariant open sets. Using excision and Theorem A.11, we are guaranteed a unique nonzero element in H n−k,q (X, X − Y ) for every integer q.
Definition 3.10. Let X, Y , n, and k be as in the above. For every integer q, the unique nonzero element in There are a few immediate consequences of Theorem A.11 and the definition above.
Lemma 3.11. Let Y ⊂ X be as above. The following hold for all integers q:
Proof. Parts (a) and (b) follow from properties (i) and (ii) of Theorem A.11. For (c), let U be a tubular neighborhood of Y . By property (iv) of Theorem A.15,
. By Lemma 2.11, every element in H * , * (Y ) has ρ-torsion, and thus every element in H * , * (U, U − 0) has ρ-torsion. In particular,
We also have the following lemma about products involving free classes.
Lemma 3.12. Let X be an n-dimensional C 2 -manifold, and suppose Y and Z are equivariant submanifolds that intersect transversally in the nonequivariant sense and whose intersection is free. We have the following cases for the product of their fundamental classes.
Proof. This follows by forgetting to singular cohomology and using property (i) of Theorem A.11 and Corollary A.9 when one of the submanifolds is nonfree. We leave the details to the reader.
We now discuss three examples involving these free fundamental classes.
Example 3.13 (Fundamental class of conjugate points). Let X be a closed, connected, n-dimensional C 2 -manifold with a non-fixed point x ∈ X. Consider the set of conjugate points {x, σx} and note this is isomorphic to the free orbit C 2 . We show if X is free, then [x, σx] q = 0 for all q. If X is nonfree, let p ∈ X C2 be a fixed point whose fundamental class generates a free summand in bidegree (n, k). We show [x, σx] q = 0 only for q ≤ k − 2, and explicitly, [x, σx] 
To see this, observe the space X−{x, σx} is a punctured n-manifold, so H j sing (X− {x, σx}) = 0 for j ≥ n. Using the forgetful long exact sequence, we see that
must be an isomorphism whenever j ≥ n and surjective when j = n − 1. Assume X is free. Then X − {x, σx} is also free and H * , * (X − {x, σx}) is a direct sum of shifted copies of A r by Corollary 2.14. By the above comments, it must be that H j,q (X − {x, σx}) = 0 for j ≥ n. On the other hand, H n sing (X) = Z/2 and so by the forgetful long exact sequence, H n,q (X) = 0 for some q, and since τ acts invertibly on the cohomology of free spaces, H n,q (X) = 0 for all q. Thus by the long exact sequence for the pair, [x, σx] q = 0 for all q. If X is nonfree, then X − {x, σx} is also nonfree. Considering the structure theorem and the properties of the ρ action discussed above, it must be that no summands in H * , * (X − {x, σx}) are generated in topological dimension j for j ≥ n and all antipodal summands Σ s,0 A r must be concentrated in topological dimension less than n. Thus there is a sufficiently small such that H n,q (X − {x, σx}) = 0 whenever q ≤ .
Fix q such that q ≤ and q ≤ k − 2. Consider the long exact sequence below:
The left group is Z/2, and since the second map is surjective, there must be at most one nonzero element in H n,q (X). One such element is θ τ q−k+2 [p] , and so the only option is [x, σx] q = θ τ q−k+2 [p] . Now if this holds for some q, then it must hold for all q ≤ k − 2 by the action of τ . Lastly for q > k − 2,
Example 3.14. Let's consider the free torus where the action is orientation reversing; this space was denoted T anti 1 earlier in the paper. For notational simplicity, let X = T There is yet another way to see ρ 2 · 1 = 0. By perturbing C, we can find a submanifold C σC such that [C σC ] q = [C σC] q and the transverse intersection (C σC ) ∩ (C σC) is empty.
Applying Theorem 3.12, we have that
r+s for all r, s. We could have seen this already using the module structure and the above fact that [C σC] 1 = ρ · 1, but it is nice to be able to recover the relation using fundamental classes.
Since X is free, the action of τ on the cohomology of X is invertible, and it is easier to describe the cohomology as a τ −1 M 2 -algebra. Note this also encodes the M 2 -algebra structure. As a τ −1 M 2 -algebra we have recovered the following isomorphism where x = [C a ]:
Example 3.15. We do one more example that has both nonfree and free fundamental classes. Consider X = S 2,2 # 2 T 1 which can be depicted as a genus two torus with a rotation action, as shown below. The cohomology of this space is given by
which is shown in the grid below. 
Background on C 2 -surfaces
In [D2] all C 2 -surfaces were classified up to equivariant isomorphism, and furthermore, a language was developed for describing the C 2 -structure on a given equivariant surface. We review some of this language and the necessary parts of the classification. We then review the Bredon cohomology of all C 2 -surfaces in Z/2-coefficients which was computed in [Ha] .
4.1. Free Actions. Before discussing some classification facts about free actions on surface, we review one construction from equivariant surgery that is given in [D2] .
Definition 4.2. Let X be a nontrivial C 2 -surface and Y be a nonequivariant surface. We can form the equivariant connected sum of X and Y as follows. Let Y denote the space obtained by removing a small disk from Y . Let D be a disk in X that is disjoint from its conjugate disk σD and let X denote the space obtained by removing both of these disks. Choose an isomorphism f : ∂Y → ∂D. Then the equivariant connected sum is given by
where (y, 0) ∼ f (y) and (y, 1) ∼ σ(f (y)) for y ∈ ∂Y . We denote this space by X# 2 Y . Remark 4.3. There are two important examples of equivariant connected sums that warrant their own notation. These occur when X is one of S 2,2 or S 2,1 , the two nonfree, nontrivial equivariant spheres. We refer to such spaces as doubling spaces, and denote the space X# 2 Y by Doub(Y, 1 : S 1,1 ) or Doub(Y, 1 : S 1,0 ), respectively. The phrase "doubling" is used to acknowledge that nonequivariantly X# 2 Y is homeomorphic to Y #Y .
We do not need the entire classification of free C 2 -surfaces for the discussion that follows. We will only need the following lemma and theorem that are consequences of the classification given in [D2] .
Lemma 4.4. There are exactly two free actions on the genus one torus, up to equivariant isomorphism. The first is an orientation reversing action given by embedding the torus in R 3 and restricting the antipodal action; we denote this space by T anti 1 . The second is an orientation preserving action given by rotating the torus 180
• around the center hole; we denote this space by T rot 1 . Theorem 4.5. Let X be a free C 2 -surface. Then there exists a nonequivariant surface Y such that
4.6. Surgery for Nonfree Actions. For the discussion of nonfree C 2 -surfaces, we need to introduce three other types of equivariant surgery. The first two involve removing conjugate disks in order to attach an equivariant handle. There are two types of handles that can be attached. The first handle is given by S 1,1 × D(R 1,1 ), where D(R 1,1 ) is the unit disk in R 1,1 ; we will refer to such a handle as an "S 1,1 −antitube". The second type of handle is given by S 1,0 × D(R 1,1 ); we refer to this handle as an "S 1,0 −antitube". We give the precise definitions below.
Definition 4.7. Let X be a nontrivial C 2 -surface. Form a new space denoted X + [S 1,0 − AT ] as follows. Let D be a disk contained in X that is disjoint from its conjugate disk σD. Remove both disks from X and then attach an S 1,0 −antitube. Whenever we construct such a space, we say we have done S 1,0 −surgery.
We can similarly define S 1,1 −surgery by instead attaching an S 1,1 −antitube. The third type of surgery involves removing a disk isomorphic to D(R 2,2 ) the unit disk in R 2,2 and sewing in an equivariant Möbius band. This equivariant Möbius band can be formed as follows. Begin with the nonequivariant Möbius bundle over S 1 and then define an action on the fibers by reflection. In other words, each fiber should be isomorphic to R 1,1 (in particular, the zero section is fixed). If we now take the closed unit disk bundle, note the boundary is a copy of S (Note "FM" is an abbreviation for "fixed point to Möbius band".) 4.9. Invariants. When discussing C 2 -surfaces, we will often need to refer to certain invariants. The notation for these invariants is given below. Notation 4.10. Let X be a C 2 -surface. Then
• F (X) denotes the number of isolated fixed points;
• C(X) denotes the number of fixed circles; and • β(X) denotes the dimension of H 1 sing (X; Z/2) and will be referred to as the β-genus of X.
When there is no ambiguity about which space is in discussion, we will just write F , C, and β for the respective values. Note there are two types of fixed circles that can appear. If the nonequivariant normal bundle of a fixed circle is trivial, we will refer to the circle as two-sided. If the nonequivariant normal bundle of a fixed circle is nontrivial, we will refer to the circle as one-sided.
The complete list of nonfree, nontrivial C 2 -surfaces is given in [D2] , but for most of our discussion of fundamental classes, we only need the following takeaway.
Theorem 4.11. Let X be a nonfree, nontrivial C 2 -surface. If X is not isomorphic to a doubling space or to an equivariant sphere, then X can be obtained by doing S 1,0 −, S 1,1 −, or F M − surgery to an equivariant space of lower β-genus.
4.12.
Bredon Cohomology of C 2 -surfaces. We now review the Bredon cohomology of C 2 -surfaces in constant Z/2-coefficients. Proofs of these theorems can be found in [Ha] . We begin with the statement for free C 2 -surfaces. Note the statement makes use of the classification result given in Theorem 4.5.
Theorem 4.13. Let X be a free C 2 -surface. There are two cases for the RO(C 2 )-graded Bredon cohomology of X in Z/2-coefficients.
(ii) Suppose X is equivariantly isomorphic to T # 2 Y where T is a free C 2 -torus. Then
We now state the answer for nonfree C 2 -surfaces. Note the answer depends entirely on the fixed set and the β-genus.
Theorem 4.14. Let X be a nontrivial, nonfree C 2 -surface. There are two cases for the RO(C 2 )-graded Bredon cohomology of X in Z/2-coefficients.
(ii) Suppose C = 0. Then
Fundamental Classes for C 2 -surfaces
It is easy to check the singular cohomology in Z/2-coefficients of any surface is generated by fundamental classes. In the previous examples, we saw the analogous statement held for the Bredon cohomology of a handful of C 2 -surfaces. In this section, we show, in fact, the Bredon cohomology of any C 2 -surface is generated by fundamental classes. Notation 5.1. As before, the coefficients are understood to be Z/2 in this section.
We begin by defining the precise property we will be proving: Definition 5.2. Let X be a C 2 -manifold. Suppose there exist a (possibly empty) collection of nonfree equivariant submanifolds Y 1 , . . . Y n and a (possibly empty) collection of free equivariant submanifolds F 1 , . . . , F m such that the corresponding fundamental classes generate H * , * (X) as an M 2 -module, i.e.
Then we say H * , * (X) is generated by fundamental classes.
Our goal is to show if X is any C 2 -surface, then H * , * (X) is generated by fundamental classes. We begin with free surfaces, spheres, and doubling spaces, and then we consider surfaces obtained by doing surgery to such spaces and apply Theorem 4.11.
Lemma 5.3. Suppose X is a free C 2 -surface. Then H * , * (X) is generated by fundamental classes.
Proof. Let X be a free C 2 -surface. By Theorem 4.5, there are two cases for the isomorphism type of X. Either X ∼ = S 
q ∈ Z} will generate the classes corresponding to the summand A 0 , while if x ∈ X is any point, [x σx] q will generate the classes corresponding to the summand Σ 2,0 A 0 as shown in Example 3.13. Next we find (β(X)/2 + 1) free one-dimensional submanifolds of X to generate the classes appearing in topological dimension one.
Note β(X) = 2β(Y ), and since Y is a surface, there are β(Y ) circles in Y whose fundamental classes give a basis for H 1 sing (Y ). Let r = β(Y ) and call these circles C 1 , . . . , C r . We can assume the disk removed from Y to form S 2 a # 2 Y does not intersect any of these submanifolds. Then for each i = 1, . . . , r, C i σC i is an equivariant submanifold of X.
Nonequivariantly, X ∼ = Y #Y and so the singular classes [C i σC i ] sing are nonzero, and furthermore
is a linearly independent set in H 1 sing (X). Using the forgetful map, the set
must be a linearly independent set in H 1,q (X) for all q. We have found a linearly independent set with β(Y ) elements, but we need β(X)/2 + 1 = β(Y ) + 1 elements to give a basis for the (β(Y ) + 1)-dimensional vector space H 1,q (X). Let E an equatorial copy of S 1 a contained in S 2 a such that E is also a submanifold of X. Consider the following long exact sequence for the pair (X, X − E):
Let U be a tubular neighborhood of E. Then by Theorem A.15
On the other hand, X −E is isomorphic to C 2 ×Y where Y is the space obtained by removing a disk from Y . In particular X−E (∨ β(Y ) S 1 )×C 2 and H 2,q (X−E) = 0. Thus the above portion of the long exact sequence becomes
By considering dimensions, we see that the top left map must be nonzero, and [E] q = 0 for all q. Lastly, note ψ applied to any nontrivial linear combination of the classes [C i σC i ] q is nonzero, while ψ([E] q ) = 0 because E bounds a nonequivariant submanifold in X. Thus [E] q cannot be a linear combination of these classes, and
is a basis of fundamental classes for H 1,q (X). We conclude H * , * (X) is generated by fundamental classes.
The case when X ∼ = T # 2 Y is similar. Again applying Theorem 4.13 and viewing H * , * (X) as an Z/2[τ, τ −1 ]-module, we have
In this case, β(X) = 2β(Y ) + 2, and so we need to find β(Y ) + 2 one-dimensional equivariant fundamental classes. Take the β(Y ) classes [C i σC i ] q coming from Y as before, and then take the two equivariant classes in T as described in Example 3.14. These classes will forget to a linearly independent set of fundamental classes in singular cohomology, and thus must be linearly independent in H 1,q (X). We again conclude H * , * (X) is generated by fundamental classes.
Lemma 5.4. Suppose X is a C 2 -sphere. Then H * , * (X) is generated by fundamental classes.
Proof. There are exactly four C 2 -spheres up to equivariant isomorphism: S 2 a , S 2,0 , S 2,1 , and S 2,2 . Note S 2 a was handled in the above theorem. When X is S 2,0 , S 2,1 , or S 2,2 , we need only take the classes [X] and [p] where p ∈ X is some fixed point. These classes will generate H * , * (X).
Lemma 5.5. Suppose X is a doubling space. Then H * , * (X) is generated by fundamental classes.
Proof. There are two cases, either X ∼ = S 2,2 # 2 Y or X ∼ = S 2,1 # 2 Y . The proof for both cases is very similar, so we only provide details for the former. Also, the techniques used are similar to those used in the proof of Lemma 5.3, so we only provide an outline for the case when X ∼ = S 2,2 # 2 Y , leaving the details to the reader. Using Theorem 4.14, the cohomology of S 2,2 # 2 Y is given by
The class [X] will generate the M 2 -summand appearing in bidegree (0, 0) while [p] where p ∈ X is any fixed point is a generator for the M 2 -summand appearing in bidegree (2, 2). Thus we must find β(Y ) one-dimensional submanifolds whose classes will generate the A 0 -summands appearing in topological degree one. Using submanifolds of Y , we can create a basis of fundamental classes for the space H 1,q (X) as in the proof of Lemma 5.3.
Our next goal is to show this property holds for all nonfree surfaces. To do so, we make use of Theorem 4.11, which states if X is a nontrivial C 2 -surface that is not free, not isomorphic to a sphere, and not isomorphic to a doubling space, then up to equivariant isomorphism, X can be constructed by doing S 1,1 −, S 1,0 −, or F M −surgery to a C 2 -surface of lower β-genus. We first prove a lemma that will be helpful in what follows.
Lemma 5.6. Let X be a nonfree C 2 -surface. Suppose C ⊂ X is a connected, onedimensional, nonfree submanifold whose normal bundle is given by C × R 1,1 . Let q ∈ C ⊂ X be a fixed point. Then ι * q ([C]) = ρ where ι q : {q} → X is the inclusion map.
Proof. We make use of the geometric interpretation of ρ ∈ H 1,1 (pt) in order to prove this lemma. From the results in [dS] , a model representing Bredon cohomology in constant Z/2-coefficients is given by K(Z/2; p, q) Z/2 S p,q where Z/2 S p,q has underlying space given by the usual Dold-Thom space of configurations of points in S p with labels in Z/2, and has C 2 -action given by the action on S p,q . Thus the element ρ can be realized as an element of the homotopy class of based maps S 0 → Z/2 S 1,1 . Specifically, the map ρ : S 0 → Z/2 S 1,1 is given by the inclusion of the fixed set S 0 → S 1,1 followed by the canonical map ι : S 1,1 → Z/2 S 1,1 that takes each point to the corresponding point in Z/2 S 1,1 with label one.
Let U be a tubular neighborhood of C S 1,δ so U ∼ = S 1,δ ×R 1,1 where δ ∈ {0, 1}. By excision and the suspension isomorphism
is given by a mapα : S 1,δ + → S 0 that crushes S 1,δ to the non-basepoint in S 0 followed by the inclusion ι :
Thus we investigate Σ 1,1α which is illustrated in the figure below. If q is one of the fixed points in C illustrated by the blue squares in Figure 13 , then precomposing with the inclusion ι q : {q} → S 1,1 ∧ S 1,δ + maps q to the nonbasepoint fixed point of S 1,1 . Thus post-composing with the canonical inclusion S 1,1 → Z/2 S 1,1 will exactly yield the map ρ as described above. This shows
takes the unique nonzero element to ρ. The commutative diagram below then shows ι * q ([C]) = ρ: Figure 13 . The (1, 1)-suspension of the described map S 1,δ + → S 0 . The conjugate green circles in the left-hand pictures are mapped to the conjugate green points in the right-hand pictures.
We now investigate how doing surgery introduces new fundamental classes.
is also generated by fundamental classes.
Proof. The surface X contains a fixed circle, so by Theorem 4.14
where the remaining modules appearing in the decomposition depend on Y . As usual, the class [X] will generate the free summand appearing in bidegree (0, 0) while if x ∈ X is any point contained in a fixed circle, the class [x] will generate a free summand in bidegree (2, 1). We just need to find various one-dimensional submanifolds of X that generate the remainder of the cohomology. The procedure to find such submanifolds will depend on the isomorphism type of Y . Suppose Y 1 , . . . , Y n are nonfree one-dimensional equivariant submanifolds of Y and F 1 , . . . Let Y be the space obtained by removing D σD from Y . We would like to relate the cohomology of Y to the cohomology of X, and we will use the cohomology of the space Y as a stepping stone from H * , * (Y ) to H * , * (X). Observe Y and X can be realized as the homotopy pushouts of the following diagrams, respectively.
Recall the classes [X] and [x] generate free summands in topological degrees zero and two, respectively, while the classes [Y i ], [F j ] q generate any summands appearing in topological dimension one coming from H * , * (Y ) by the discussion above. Thus it suffices to find two new fundamental classes in H 1, * (X). There is an obvious choice for one of the submanifolds, namely the fixed circle contained in the attached handle. Let C 1 be this circle and note [C 1 ] ∈ H 1,1 (X). For the other submanifold, let p ∈ C 1 be a fixed point, and choose a point s contained in another fixed circle. It is shown in [D2] that we can construct a path γ from p to s such that
and such that C γ and C 1 intersect at the single point p. Let U be a tubular neighborhood of C γ . Over each fixed point the normal fiber is a fixed interval, so [C γ ] ∈ H 1,0 (X). The two classes are in the correct bidegrees; we next show they are linearly independent from the classes coming from Y .
We begin with [C γ ]. By construction C 1 and C γ intersect at a single fixed point, so
On the other hand, C 1 does not intersect any of the other submanifolds Y i , F j , and so for any M 2 -linear combination of these fundamental classes
Hence, it must be that [C γ ] is not in the M 2 -span of these classes. By the isomorphism in 5.7.1, the fact that H * , * (Y ) is generated by fundamental classes, and consideration of degrees, it must be that dim
We have already remarked that
By the isomorphism in 5.7.2,
Thus any generator of the new summand Σ 1,0 M 2 is a linear combination of fundamental classes.
Returning to C 1 , we can apply Lemma 5.6 to see ι *
is also zero, and thus any M 2 -combination of these classes must be in the kernel of ι p . We conclude [C 1 ] is not in the M 2 -span of any of these classes. Again using our isomorphisms and degree arguments we can say
We conclude any generator of the new summand Σ 1,1 M 2 is in this span. Thus
as desired. This completes the proof in the case that Y already contains a fixed oval.
Next suppose the fixed set of Y contains only isolated fixed points. Then by Theorem 4.14
We have the relations
Hence the number of Σ 1,0 M 2 and Σ 1,0 A 0 summands match, and we just need to find two new classes that generate the two additional Σ 1,1 M 2 -summands. As in the previous case, we need to find two new fundamental classes. Again let C 1 be the attached (and now only) fixed oval, noting [C 1 ] ∈ H 1,1 (X). Let γ be a path from a fixed point p ∈ C 1 to an isolated fixed point s, choosing the path γ such that
and such that C γ and C 1 only intersect at a single point. Let U be a tubular neighborhood of the circle C γ , and note that the fiber over p is isomorphic to R 1,0 , while the fiber over s is isomorphic to R 1,1 , so it must be that [C γ ] ∈ H 1,1 (X) as well.
We can do the same tricks as before to conclude [C 1 ] and [C γ ] generate the rest of the cohomology of X. Namely, their nontrivial product shows [C γ ] is not an M 2 -combination of our current classes. To see [C 1 ] is not in the span of the classes given by Y i , F j , C γ , choose another point on the fixed oval p = p and use the map ι p . This will complete the proof in this case.
Lastly, suppose Y is a free C 2 -surface. Then by Theorem 4.13, ignoring the action of ρ,
while by Theorem 4.14
We now have the relations
The number of summands generated in topological dimension one is the same in H * , * (X) as in H Proof. The proof is similar to that of the previous lemma. Instead of having a fixed circle in the attached handle, we have a circle C 1 ∼ = S 1,1 . The circle C 1 is still two-sided and its fundamental class is contained in bidegree (1, 1) . In the case where Y has an isolated fixed point, the other class will be given by a circle C γ where γ is a path from a fixed point on C 1 to this other isolated fixed point. To see this circle is two-sided, note the two fixed points in C γ are isolated fixed points in Y , so the fibers over these points in the normal bundle are both isomorphic to R 1,1 . There is only one action on the Möbius bundle over S 1,1 and the fibers over the fixed points in this bundle are R 1,0 and R 1,1 . In the case where Y only has fixed ovals, the other class will given by a circle C γ where γ is a path from a fixed point on C 1 to a point on a fixed oval. This circle must be one-sided because the fibers of the normal bundle over the two fixed points are different representations. Lastly, in the case where Y is free, no other classes besides [X] and [x] will be needed.
We are now ready to prove the main theorem of this section.
Theorem 5.9. Let X be a C 2 -surface. Then H * , * (X; Z/2) is generated by fundamental classes of equivariant submanifolds.
Proof. If X is trivial, then by Lemma 2.10
. Since H * sing (X) is generated by fundamental classes, it immediately follows that H * , * (X) is generated by fundamental classes. Assume X is nontrivial. We proceed by induction on the β-genus of X. If the β-genus is zero, then we are done by Lemma 5.4. For the inductive hypothesis, let k ≥ 1 and assume the statement holds for all surfaces of β-genus less than k.
Let X be a surface of β-genus k. If X is a free C 2 -surface or a doubling space, then we are done by Lemmas 5.3 and 5.5. Thus suppose X is nonfree and not a doubling space. By Theorem 4.11, there are three cases for X: the surface X is isomorphic to a space given by doing S 1,1 −, S 1,0 −, or F M − surgery to a surface of lower β-genus.
Combining the first and second cases, suppose X ∼ = Y + [S 1, − AT ] where ∈ {0, 1}. Note β(Y ) = β(X) − 2, so we can apply the inductive hypothesis to conclude H * , * (Y ) is generated by fundamental classes. We are then done after applying either Lemma 5.7 or Lemma 5.8.
The remaining case is
There are four subcases based on the fixed set of Y . First, suppose Y contains a two-sided fixed circle. Note Y also contains an isolated fixed point, so the circle must be non-separating, i.e. the complement of this circle is connected. Thus we can do surgery around this fixed circle to see
, and note β(W ) = β(X) − 2, so the inductive hypothesis implies H * , * (W ) is generated by fundamental classes. We are done after noting X ∼ = W + [S 1,0 − AT ] and applying Lemma 5.7. Second, suppose Y contains at least three isolated fixed points. From [D2] there is a path γ between two of the points such that the image of γ and its conjugate path form a copy of S 1,1 . As before, this copy of S 1,1 must non-separating, so we Third, suppose Y is isomorphic to a doubling space Doub(Z, 1 : 1, 1). In this case, we can find fundamental classes for X by hand. By substituting β(X) = 2β(Z) + 1 and C(X) = F (X) = 1 into Theorem 4.14, we have that
Let C be the fixed circle contained in the attached Möbius band and Z 1 , . . . , Z β(Z) be the circles whose fundamental classes generate
will generate H * , * (X) where x ∈ X C2 is a point on the fixed circle. We leave the details to the reader.
Lastly, suppose Y is not a doubling space, contains no two-sided fixed ovals, and has at most two isolated fixed points. In this case, we need more specific details from the classification given in [D2] . There are two cases for the isomorphism class of X. The two cases are
where W is some free C 2 -surface. In both cases, fundamental classes can be found by hand; we provide an outline of how to find such classes. Suppose X is given by the top isomorphism. For notational simplicity, let r = C(X) and s = F (X) (note s = 0 or s = 1). By Theorem 4.14,
Let C 1 , . . . , C r be the fixed circles contained in the attached Möbius bands. The circles give r classes in H 1,1 (X), and the forgetful map shows these classes are linearly independent. Next, for j = 1, . . . , r, fix a point p j ∈ C j . Let γ 1j be a path from p 1 to p j such that C 1j = im(γ 1j ) ∪ im(σγ 1j ) is isomorphic to S 1,1 for j = 2, . . . , r. These circles will give (r − 1) linearly independent classes in H 1,0 (X). If s = 0, the classes given by C 1 , . . . , C r , C 12 , . . . , C 1r together with [X] and [x] where x ∈ X is a fixed point contained in a fixed circle will generate H * , * (X). If s = 1, we can construct one more circle D using a path from p 1 to the isolated fixed point. The class [D] ∈ H 1,1 (X) together with the other classes will generate H * , * (X). For the second case, note β(X) = β(W ) + 2C + F and thus by Theorem 4.14 the cohomology of X is
To find equivariant classes, construct nonfree circles as in the previous case, and also include the free generators for H 1, * (W ) (note we saw in the proof of Lemma 5.3 there are β(W )/2 + 1 such generators).
We have exhausted all cases, and we conclude H * , * (X) is generated by fundamental classes for all C 2 -surfaces.
Appendix A. C 2 -Vector Bundles and Thom Isomorphism Theorems
In this appendix, we provide some background on C 2 -vector bundles and then prove the Thom isomorphism theorems given as Theorem 1.12 and Theorem 1.14 in the introduction. Another approach to the Thom isomorphism is given in [CW] and uses a grading system larger than the usual RO(G)-grading. Presumably there is a connection between the two approaches, but we haven't investigated this.
The two main theorems in this appendix are broken into two parts. The first part focuses on the existence of the Thom classes and their relations to the cohomology of the fibers. The second part focuses on the map given by cupping with the Thom class.
Notation A.1. All coefficients in this section are understood to be Z/2. Given a vector bundle E, we will often write E for the complement of the zero-section.
A.2. Background. We begin by reviewing C 2 -vector bundles. The following can be found in Section 1 of [Se] .
Definition A.3. Let X be a C 2 -space. A C 2 -vector bundle over X is the data of a nonequivariant vector bundle π : E → X such that E is a C 2 -space. Furthermore, C 2 should act on E via vector bundle maps over the action of C 2 on X. Explicitly, the following diagram should commute where σ denotes the action of C 2 , E E X X σ π π σ and for each x ∈ X the restriction of the action to the fibers E x E σx σ should be a linear map.
Many of the constructions for nonequivariant bundles exist for C 2 -vector bundles. For example, any C 2 -vector bundle can be given a C 2 -invariant Euclidean metric that allows us to define the unit disk bundle and the unit sphere bundle, which in turn allows us to define the Thom space. Also, given an equivariant map f : Y → X and a vector bundle E → X we can form the pullback bundle f * E → Y . When working with these pullback bundles, the following important fact is still true; see [Se] for a proof.
Lemma A.4. Let X and Y be C 2 -CW complexes. Suppose f, g : Y → X are equivariantly homotopic and E → X is a C 2 -vector bundle. Then
This allows us to prove the following.
Lemma A.5. Let E → X be a finite dimensional C 2 -vector bundle over a C 2 -CW complex. Suppose x, y are two fixed points contained in the same connected component of X C2 . Then the fibers E x and E y are isomorphic as C 2 -representations.
Proof. Consider the maps j x : * → X and j y : * → X which include the point as x and y, respectively. Since x and y are in the same connected component of the fixed set, these two inclusions are homotopic. Thus j *
While many of the constructions and basic lemmas carry over from nonequivariant vector bundle theory, issues arise when we start considering cohomology. In particular, there is no direct analog of the Thom isomorphism theorem in Bredon cohomology that holds for general vector bundles in Z/2-coefficients, as seen in the following example.
Example A.6. Let E → S 1,1 be the nontrivial one-dimensional bundle over S 1,1 . An illustration of the disk bundle is shown below. As usual, the fixed set is shown in blue, while conjugate points are indicated by matching symbols. In this example, there are two components of the fixed set of the base space, both of which are isolated points. Over one point, the fiber is isomorphic to the C 2 -representation R 1,0 ; over the other point, the fiber is isomorphic to the C 2 -representation R 1,1 . We have
where DE and SE are the unit disk and unit sphere bundle, respectively. Now DE/SE is a familiar space: the underlying space is the projective plane, so in particular, it is a C 2 -surface with exactly one fixed circle and one fixed point. The cohomology is given by Theorem 4.14 to bẽ
On the other hand, the cohomology of the base space is given by the suspension isomorphism to be
We see the cohomology of the Thom space is not a shift of the cohomology of the base space, but there are still similarities. There are the same number of free summands, and both summands are shifted by one topological dimension. There is also a unique class in H * , * (E, E − 0) that generates a free summand and has topological dimension equal to the dimension of the bundle. Note the weight of this class corresponds to the maximum weight representation over the fixed set. This class will be the Thom class described in Theorem A.8.
A.7. The Theorem for Nonfree Bundles, Part I. There is no direct analog of the Thom isomorphism theorem, but the above example hints there may still be connections between the cohomology of the base space and the cohomology of the Thom space. Indeed, we prove the existence of a unique class that acts similarly to the singular Thom class for bundles over nonfree, finite C 2 -CW complexes. In this part, we show the class generates a free summand and restricts to τ -multiples of the generators of the cohomology of the fibers. In a later subsection, we show cupping with this class gives an isomorphism within a certain range.
We begin with some setup. Let X be a finite, nonfree C 2 -CW complex and E → X be an n-dimensional C 2 -vector bundle. Let X 1 , . . . , X m denote the connected components of the fixed set X C2 . By Lemma A.5, for each X i there is an integer q i such that for all x ∈ X i , E x ∼ = R n,qi . Let q = max{q 1 , . . . q m } be the largest weight. We now restate and prove the first parts of Theorem 1.12.
Theorem A.8 (Nonfree Bundles, Part I). Let X, π : E → X, n, X i , q i and q be defined as above and let E = E − 0. There exists a unique class u E ∈ H n,q (E, E ) such that the following holds:
where M 2 · u E denotes the submodule generated by u E ; (iii) For every i and x ∈ X i , the class u E restricts to τ q−qi α x where α x is the generator of H * , * (E x , E x − 0) ∼ =H * , * (S n,qi ); (iv) For every x ∈ X \ X C2 , the class u E restricts to the unique nonzero class in
Proof. The proof of (i) and (ii) will be shown together, followed by a short proof of (iii) and then (iv). Begin by considering the fixed set of the vector bundle E. Based on the definition of C 2 -vector bundles, E C2 maps to X C2 , and over each component X i , we have a vector bundle
In particular, H sing (E i , E i ) = 0 for all < n − q i . Now n − q is the smallest vector bundle rank amongst the components E C2 . Since
we see that H sing (E C2 , (E ) C2 ) = 0 for < n − q. We will be using this fact throughout the proof.
Since X is a finite C 2 -CW complex, the Thom space DE/SE is also a finite C 2 -CW complex. Thus Theorem 2.13 holds, and the cohomology of the pair (E, E ) must decompose as
We now use the forgetful long exact sequence to connect the above decomposition to the singular cohomology of (E, E ). Based on the summands above, for each i there is a class in bidegree (k i , i ) that is not the in the image of ρ and thus forgets to a distinct nonzero class in H ki sing (E, E ). Similarly for each j there is a class in bidegree (s j , 0) that is not in the image of ρ and thus forgets to a distinct nonzero class in H sj sing (E, E ). The Thom isomorphism theorem applied to H * sing (E, E ) implies H k sing (E, E ) = 0 if k < n and H n sing (E, E ) = Z/2. We conclude k i ≥ n and s j ≥ n, and even better, exactly one of these integers must be n. Thus there Proof. Note H * , * (E, E ) ∼ =H * , * (DE/SE) where DE and SE are the unit disk and sphere bundles, respectively. Since X is a finite CW-complex and E is a finite dimensional vector bundle, the Thom space DE/SE is also a finite CW-complex, and hence a finite C 2 -CW complex. The space DE/SE has exactly one fixed point, so Corollary 2.14 implies there are integers s j , r j such that
We find restrictions on the integers s j . By the nonequivariant Thom isomorphism theorem, H k sing (E, E ) = 0 for k < n. Based on the isomorphism in A.11.1, for each j and integer q, the forgetful map
must be nonzero by the forgetful long exact sequence. Hence s j ≥ n for all j.
Consider the following portion of the forgetful long exact sequence for some integer q:
Based on the decomposition in A.11.1, H n,q (E, E ) ∼ = H n,q−1 (E, E ). Now if X is connected in the nonequivariant sense, then H n sing (E, E ) ∼ = Z/2 and so by exactness of the above, it must be that H n,q (E, E ) ∼ = Z/2 or H n,q−1 (E, E ) ∼ = Z/2. Whichever is given by exactness, we can then conclude H n,i (E, E ) ∼ = Z/2 for all integers i. If X ∼ = C 2 × Y for some nonequivariant connected space Y , then the vector bundle E must also have two nonequivariant connected components. In particular, E ∼ = C 2 × F where F = π −1 (Y ) is an n-dimensional vector bundle over Y . In this case H n,i (E, E − 0) ∼ = H n sing (F, F − 0) ∼ = Z/2 for all i by Lemma 2.11. We have shown in either case H n,q (E, E −0) ∼ = Z/2 for all q. If we let u E,q be the unique nonzero element in H n,q (E, E − 0), then properties (i) and (ii) immediately follow. Lastly, property (iii) holds by considering the following diagram:
If E is nonequivariantly connected, then the left vertical map is an isomorphism, and the bottom horizontal map is injective by the singular Thom isomorphism theorem. If E ∼ = F F , then the the left vertical map is injective, and the bottom horizontal map is an isomorphism by the singular Thom isomorphism theorem. In either case, the top horizontal map is nonzero, and the result follows after noting both groups are Z/2.
A.12. Part II of the Theorems. In the nonequivariant setting, cupping with the Thom class gives an isomorphism from the cohomology of the base space to a shift of the cohomology of the Thom space. It is natural to ask what happens when we cup with the equivariant Thom classes defined in the previous subsections. We explore that question now, first introducing some definitions and notation.
will require us to understand how the Thom class behaves when restricted to the boundary of our trivial and nontrivial cells. The following lemmas address these questions.
Lemma A.17. Let X be a finite C 2 -CW complex and E → X be an n-dimensional C 2 -vector bundle. Suppose A is a subcomplex of X and let E A = E| A . (i) Suppose X is nonfree and the maximum weight over X C2 is q. If A is nonfree and the maximum weight over A C2 is q A , then the Thom class u E restricts to τ q−q A u E A . If A is free, then u E restricts to u E A ,q . (ii) Suppose X is free. Then the Thom class u E,j restricts to u E A ,j for all j.
From the proof of Lemma 2.11, the image of H * , * (X) and H * , * (E, E ) under the forgetful map is the same as the image of H * sing (Y ) and H * , * (F, F ) under the diagonal map, respectively. The bottom map is an isomorphism by the singular Thom isomorphism theorem, and thus the top map is an isomorphism as well.
We have shown φ E,0 is an isomorphism. Since H * , * (X) and H * , * (E, E ) are both τ −1 M 2 -modules and φ E,j = τ j φ E,0 , we see that φ E,j must be an isomorphism for all j.
In what follows, we will need to understand how powers of τ act on the cohomology of a space. The result below tells us this action is an isomorphism in a certain range.
Lemma A.20. Let X be a finite C 2 -CW complex. For k > 0, action by τ k gives an isomorphism τ
Proof. By inspection this holds for modules of the form Σ s,0 A r and Σ p,q M 2 where p ≥ q. The statement then follows because H * , * (X) is isomorphic to a direct sum of such modules by Theorem 2.13.
We are now ready to prove part (v) of Theorem A.14.
Lemma A.21. Let X be a finite, nonfree C 2 -CW complex and π : E → X be an n-dimensional vector bundle with maximum weight q over X C2 . Then the map φ E is an isomorphism in bidegrees (f, g) such that g ≥ f .
Proof. Fix a C 2 -CW structure on X. Choose a cellular filtraton A 0 ⊂ A 1 ⊂ · · · ⊂ A n = X such that A 0 is the zero skeleton and each A i+1 is obtained by adding a single equivariant cell to A i . Let E i = E| Ai . We inductively prove the statement holds for each φ Ei . The weight of the class u Ei may change as i changes, and thus let q i = wt(u Ei ). Note q i ≤ q for all i.
The zero skeleton A 0 is a disjoint union of fixed points x i and free orbits {y j , σy j }. The restricted bundle E 0 is a disjoint union of trivial vector bundles of the form V j = {x i } × R n,kj and V = {y , σy } × R n . Let k = max{k j }. In this case, φ E0 is just the sum of τ k−kj φ Vj = φ Vj τ k−kj and φ Vj ,k , each of which is an isomorphism in the described range by Lemmas A.16 and A.20 . Now for i ≥ 0 assume φ Ei is an isomorphism in the described range. The zero skeleton A 0 must be nonfree since X is nonfree, and thus A i is nonfree. There are two cases based on the cell we are attaching to form A i+1 . First, assume the cell is a trivial cell of the form C 2 /C 2 × D j for some j ≥ 1. LetṼ = D j − ∂D j and let U ⊂ D j be a small neighborhood of the boundary of D j such thatŨ ∂D j and U ∩Ṽ S j−1 . Now let U ⊂ A i+1 be the open set consisting of A i and the image ofŨ under the attaching map, and let V be the image ofṼ in A i+1 . Note U A i , V Ṽ pt, and U ∩ V S j−1,0 . Our plan is to consider the maps between Mayer-Vietoris sequences as in Lemma A.18. To do so, we introduce some notation. Let G 1 = E i | U , G 2 = E i | V , and G 12 = E i | U ∩V . Note the weights of the corresponding Thom classes are less than or equal to the weight of u Ei+1 . Let g k = q i+1 − wt(u G k ) and g 12 = q i+1 − wt(u G12 ). Now consider the following map between Mayer-Vietoris sequences where g ≥ f .
. . .
Notation and Terminology.
We say an M 2 -module is "nice" if it is a direct sum of finitely many copies of shifted free modules and shifted copies of A r = τ −1 M 2 /(ρ r+1 ) for various values of r, and furthermore, if all shifts are given by actual representations, i.e. the shifts are given by (p, q) where p ≥ q ≥ 0. We will refer to the A r -summands as "antipodal summands". Given an antipodal summand of the form Σ s,0 A r , we can associate the tuple (s; r); note an antipodal summand with tuple (s; r) begins in topological dimension s and ends in topological dimension (s + r). Given an M 2 -module V and an element v ∈ V we will write wt(v) for the weight of v. When considering a single bidegree, we will write V f,g for the elements of V in bidegree (f, g).
In the proof, we will consider certain quotients, submodules, and localizations of nice M 2 -modules in order to detect the properties of free versus antipodal summands. For an M 2 -module M let T (M ) = {m ∈ M : ρ i m = 0 for some i}. If M is a nice module, note T (M ) consists of the antipodal summands and the bottom cones of free summands. We can then consider the quotient M/T (M ) which is isomorphic to a direct sum of top cones, one for each free summand in M . We will denote such quotients byM . If we further quotient to formM / im(ρ), we obtain a module isomorphic to a direct sum of shifts of the module Z/2[τ ], one for each free summand. We can also consider the localization τ −1 T (M ) which is isomorphic to the antipodal summands of M .
We begin by proving a lemma about Z/2[t]-modules which will be useful when considering the quotientM / im(ρ).
Lemma A.24. Consider the graded polynomial ring R = Z/2[t] where |t| = 1. Let M be a finitely generated, free R-module with R-basis {α 1 , . . . , α m }. Suppose N is another finitely generated, free R-module, and φ : M → N is a degree q map such that φ : M g → N g+q is an isomorphism whenever g ≥ g 0 for some integer g 0 . Then there exists an R-basis {β 1 , . . . , β m } for N such that |α i | + q ≥ |β i |.
Proof. There exist integers j 1 , . . . , j m such that g = |t ji α i | is larger than g 0 and constant for all i. The elements t ji α i form a linearly independent set in M g and thus the images φ(t ji α i ) form a linearly independent set in N g+q . This implies there are at least m free summands in N . We can similarly use φ −1 in the range it exists to show there can be at most m free summands in N . We conclude N has an R-basis consisting of m elements.
We proceed by induction on m to show there is a basis {β 1 , . . . , β m } for N such that |α i | + q ≥ |β i |. This is clear if the bases consist of exactly one element since otherwise φ would be zero. For the inductive hypothesis, suppose we can find such a basis whenever we have a map that is an isomorphism in sufficiently high degrees between finitely generated, free R-modules of rank m − 1. Choose some R-basis {b 1 , . . . , b m } for N and suppose φ(α 1 ) = i i t ji b i where i ∈ Z/2. Let b k be a basis element of maximal degree such that the coefficient i is nonzero. Reorder the set so that this element is now b 1 . We can factor out powers of t to obtain φ(α 1 ) = t 
