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Identifying community structure of a complex network provides insight to the interdependence
between the network topology and emergent collective behaviors of networks, while detecting such
invariant communities in a time-varying network is more challenging. In this paper, we define the
temporal stable community and newly propose the concept of dynamic modularity to evaluate the
stable community structures in time-varying networks, which is robust against small changes as
verified by several empirical time-varying network datasets. Besides, using the volatility features of
temporal stable communities in functional brain networks, we successfully differentiate the ADHD
(Attention Deficit Hyperactivity Disorder) patients and healthy controls efficiently.
PACS numbers: 89.75.Kd, 64.60.aq, 87.23.-n
I. INTRODUCTION
Network indices are an efficient tool to characterize
the relationships among a huge number of entities in
diverse fields such as sociology, biology and computer
science[1, 2]. Most real networks exhibit community
structures, which represent groups of nodes and features
having dense connectivity within the groups and relative
sparser connectivity among the groups[3, 4]. For exam-
ple, families or friends tend to form communities in online
and contact-based social networks[5]; researchers belong-
ing to the same community in a collaborations network
tend to have more frequent academic collaboration[6];
communities in functional brain networks are likely to
group brain regions having similar functions[7]. Uncov-
ering communities in networks therefore is significant to
understand the roles of such nodes in a community with
a variety of applications[8, 9].
A series of community detection methods have been
developed for static networks, which mostly find an op-
timal solution according to the defined quality function.
For example modularity maximization methods[10] and
spectral clustering methods[11] are recognized as classic
algorithms of community detection in static networks.
However, most real networks are dynamic in nature, i.e.,
nodes and connectivity are in evolution over time[12].
For example, new computers are added into the Internet
continuously, and the brain networks can make adjust-
ments in response to the external stimuli[13]. Simply
aggregating the information at different time points into
a single network may overlook such essential features.
Time-varying networks, where network structures at dif-
ferent time points are encoded by multiple layers, are
drawing more and more attention[14–19].
Recently several efforts have focused on the commu-
nities in time-varying networks. Ref. [20] modeled the
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node-level inter-layer dependencies in temporal networks
based on the neighborhood flow patterns within each
layer, and identified intermittent communities by com-
bining the Infomap method. Ref. [21] generalized the
stochastic block models to characterize layered, edge-
valued, and time-varying networks. The models were for-
mulated in a nonparametric Bayesian framework which
allows the identification of communities in real-world net-
works. Ref .[22] derived a precise detectability threshold
based on the dynamic stochastic block model, which de-
pends on the rate of change and the strength of communi-
ties. Ref. [23] developed a generalization of modularity to
track the changes of communities in networks that evolve
over time, have multiple types of links or have multiple
scales. Refs. [24, 25] tried to find a common community
structure across layers by computing a structure mathe-
matically most similar to that in each single layer of the
network. Although combining the information in differ-
ent layers, these methods ignored the temporal patterns
and temporal correlations of connectivity changes, and
the detected community structure is not relevant to the
time order of network layers.
In reality, the edges in networks are not independent of
each other, and the temporal correlations of connectivity
changes are related to the function specialization, infor-
mation processing, social adhesion and systemic risk[26].
Communities, as well as the edges inside and between
communities in the same network, bear different tem-
poral patterns. Ignoring such difference can mix nodes
with different temporal dynamics together. In this paper,
we quantitatively characterize the temporal changes of
networks, and explicitly incorporate the temporal char-
acteristics into the detection of stable communities in
time-varying networks. The contributions of our work are
threefold: (i) We develop the concept of relative volatil-
ity and the entropy of volatility which allow to quantify
the degree to which the network changes over time. (ii)
We define a concept of the stable community in time-
varying networks and propose an efficient tool to evalu-
ate the quality of the stable community structure, i.e.,
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2the dynamic modularity. (iii) Based on the maximiza-
tion of the dynamic modularity, we put forth the detec-
tion method of the stable community by extending the
Louvain method. In addition, applications of the pro-
posed method to the United States Congress voting data
and the brain fMRI data suggest the effectiveness, signif-
icance and robustness of the stable community structure.
II. TEMPORAL STABLE COMMUNITY
DETECTION IN TIME-VARYING NETWORKS
The identification of stable communities can be con-
sidered as an optimization problem of dynamic modular-
ity. In this section we first fix the notation and propose
the concept of volatility, based on which we then de-
fine the dynamic modularity. In order to maximize the
dynamic modularity, we extend the Louvain method to
time-varying network settings. Meanwhile, procedures of
significance test and robustness test for stable communi-
ties are put forward.
A. Notation
Consider a time-varying network Gd = (G(t), t =
1 · · ·T ). There are N nodes and T layers. In each layer,
G(t) = (V,E(t)) stands for the network at time t, where
the node set V = {v1, v2, · · · , vN} remains unchanged
over the time, and the edge set E(t) = (eij(t), i, j =
1, 2, · · ·N, i 6= j) contains the edges active at time t.
The weights of edges are recorded as the form of ma-
trix A(t) = [aij(t)]N×N , where aij(t) denotes the weight
of edge eij at time t. In this paper, we focus on a
weighted undirected network, thus A(t) is symmetric.
The aim of the stable community detection is to divide
N nodes into K disjoint communities by combining the
network topology at different time and the temporal pat-
terns of network changes. Moreover, the affiliation of
each node to communities remains stable even though
the connectivity among nodes changes over time. The
vector C = [C1, C2, · · · , CN ] denotes the community set.
If an edge links two nodes in the same community, it
is referred to as an inner-community edge, otherwise an
inter-community edge.
B. Volatility Measures
Essentially, the temporal changes of networks arise
from the changes of edges including their appearance and
disappearance, as well as the fluctuation of edge weights.
We firstly introduce the concept of volatility and extend
it to measure the extent of such variations in time-varying
networks. The volatility of link eij between node i and
node j, denoted as Vij , is defined as[27]:
Vij =
√
Tstd(∆ij(t))
∆ij(t) =
aij(t)− aij(t− 1)
aij(t− 1) , 1 < t ≤ T
(1)
where aij(t) represents the weight of edge eij in net-
work G(t), and std(·) is the operator of standard de-
viation. The value of volatility Vij ∈ R, and the larger
the volatility is, the more severely the edge changes. In
time-varying network Gd, the volatility of all edges are
recorded in the volatility matrix Vm = [Vij ]N×N .
The degree to which an edge varies over time depends
on not only itself, but also the degree to which the whole
network changes. In order to compare the volatility of the
same edge at different situations, we define the relative
volatility, characterizing the variation extent of a single
edge compared to the whole network. There are two
types of relative volatility, i.e., the pure relative volatility
Vratio and the Pearson relative volatility Vpratio. The
Vratio of edge eij is defined as:
V ijratio =
Vij
Vg
g(t) =
2
N(N − 1)
i,j=N∑
i,j=1,i<j
aij(t)
(2)
where g(t) is the average weight series of all edges in the
network Gd, and Vg is the volatility of g(t). The Vpratio
of edge eij is defined as:
V ijpratio = V
ij
ratio × corr(eij(t), g(t)) (3)
where corr(eij(t), g(t)) denotes the Pearson correlation
coefficient of the weight series of edge eij and g(t).
Furthermore, we newly propose the volatility entropy,
denoted as Hv, to describe the heterogeneity of edge
weights. The entropy Hv is defined as:
Hv = −
vˆ=max(Vˆij)∑
vˆ=min(Vˆij)
p(vˆ)log(vˆ) (4)
where Vij is the elements in the volatility matrix Vm.
In order to calculate the entropy, the volatility Vij is
rounded to integer vˆ, and p(vˆ) is the proportion of
edges with the rounded volatility vˆ. The Hv of all of
edges in the whole network, inner-community edges, and
inter-community edges are denoted as HV, HV inner and
HV inter, respectively.
C. Dynamic Modularity
Extending the Newman-Girvan modularity in static
networks[28], we define the dynamic modularity (DQ)
for time-varying networks to describe the degree to which
3nodes form the stable communities during a course of
time. Based on the assumption that there exist stable
community structures that are not affected by temporal
changes of networks, temporal stable communities should
satisfy the following conditions:
(i) One node belongs to one community alone and such
relationship does not change over time.
(ii) Nodes in the same community are connected much
more tightly than those belong to different communities.
In a weighted network, the edge weight could be thought
as a measure of the closeness of connectivity[29]. Thus
the average weight of inner-community edges should be
larger than that of inter-community edges.
(iii) The weights of inter-community edges fluctu-
ate much more severely than those of inner-community
edges. Here we adopt the volatility introduced in section
II to describe the extent of variation in edge weights.
Consequently, the volatility of inter-community edges
should be larger compared to inner-community edges.
Accordingly, the DQ of a time-varying network Gd =
(G(t), t = 1 · · ·T ) is defined as follows:
DQ =
∑
tmt[
∑
i,j(aij(t)−γPij)δ(Ci,Cj)∑
i,j δ(Ci,Cj)
]∑
tmt
−
∑
i,j Vijδ(Ci, Cj)∑
i,j δ(Ci, Cj)
(5)
where mt is the number of edges in network Gt, γ is
a structural resolution parameter, Pij(t) is the expected
weight of the edge linking node i and node j in null mod-
els, i.e., randomized networks keeping some structural
properties of the original networks unchanged, e.g., see
the configuration model in Ref. [30, 31]. If node i and
node j are assigned to the same community, δ(Ci, Cj)
is 1 otherwise 0.
∑
i,j δ(Ci, Cj) is the total number of
inner-community edges.
The first part of the definition of DQ in Eq.(5) charac-
terizes the closeness of connectivity inside communities.
Different from the Newman-Girvan modularity, the av-
erage rather than the sum of weights is adopted in case
that the size of communities is small, and then the sum of
weights of inner-community edges could be smaller than
that of inter-community edges.
The latter part of the definition in Eq.(5) is the nega-
tive average of volatility of inner-community edges. The
temporal properties of stable communities are explicitly
defined through the difference of volatility between inner-
community edges and inter-community edges. With the
volatility introduced into the definition of DQ, time-
varying networks are treated as a whole rather than in-
dependent single layers.
D. Modularity Maximization
The partitions corresponding to the maximum of dy-
namic modularity are stable communities of the network
during the period of time. We rewrite the definition of
DQ in Eq.(5) as follows:
Qt =
∑
i,j(aij(t)− γ si(t)sj(t)2ω(t) − Vij)δ(Ci, Cj)∑
i,j δ(Ci, Cj)
=
∑
i,j bij(t)δ(Ci, Cj)∑
i,j δ(Ci, Cj)
DQ =
∑
tmtQt∑
tmt
.
(6)
where the configuration model[30, 31] is used as the null
model, si(t) and sj(t) denote the strength of node i and
node j, respectively, ω(t) is the sum of edge weights
in network G(t). bij(t) in network G(t) is organized
as the form of dynamic modularity matrix DB(t) =
[bij(t)]N×N . The adjusted formula (6) is similar to
Newman-Girvan modularity in form. Therefore, we ex-
tend the Louvain method[32] to time-varying network
settings for the maximization of dynamic modularity, de-
noted as the extended Louvain method.
The Louvain method is a two-phase fast greedy opti-
mization method for static networks. First, the method
treats each node as a community and moves nodes into
one of its adjacent communities to achieve the maximum
increase in modularity. Second, it aggregates nodes in the
same community and constructs a new network. These
steps are repeated iteratively until a maximum modu-
larity is attained. In a time-varying network, however,
moving a node from its own community to another com-
munity could bring about the changes of Qt in each layer
of the network. According to Eq.(6), the increase in DQ
of a time-varying network, denoted dDQ, is equal to the
sum of increases in Qt of all layers : dDQ =
∑
tmtdQt∑
tmt
,
where dQt denotes the increment of Qt.
For computational convenience, the dynamic modular-
ity contribution matrix, denoted Hnm(t), is introduced:
Hnm(t) = [hik(t)]N×K , where hik(t) =
∑
Cj=k
bij(t),
represents the contribution of node i to community k.
Suppose node i is moved from community Ci to commu-
nity Cj , then for the network G(t):
dQt = Hnm(t)(i, Cj)−Hnm(t)(i, Ci) +DB(t)(i, i) (7)
Meanwhile, Hnm(t) needs to be recalculated as follows:
Hnm(t)′(:, Cj) =Hnm(t)(:, Cj) +DB(:, i)
Hnm(t)′(:, Ci) =Hnm(t)(:, Ci)−DB(:, i) (8)
In particular, given the adjacency matrix A =
(A(t), t = 1, 2, · · · , T ) and the volatility matrix V =
[Vij ]N×N of a time-varying network, the extended Lou-
vain method for the maximization of DQ as summarized
as follows:
(i) First, we regard each node as one community and
initialize DQ = −∞.
4(ii) We calculate the dynamic modularity matrix
DB(t), contribution matrix Hnm(t) for each layer of the
network, as well as the DQ of the whole network.
(iii) For each node in network, we calculate dDQ for all
of its adjacent communities. Finding the maximum dDQ
that is positive, we move the node to the corresponding
community and update Hnm(t) for each layer of the net-
work. We repeat this step until changing the affiliation
of node to communities can not bring about the increase
of DQ.
(iv) We reconstruct the network according to the new
community structures by treating each community as one
node, and repeat step (ii) and (iii) until DQ does not
increase.
It should be noted that the edge weight aij(t) ∈[0,1],
while the volatility Vij ∈ R. In order to balance the
importance of the edge weight and volatility, Vij is nor-
malized as follows:
vnorm =
2
1 + exp(−λv) − 1 (9)
where λ is used to regulate the variance of vnorm. Here
we let the λ and the reciprocal of the maximum of v in
the same order of magnitude.
E. Significance Test
Measuring the significance of communities is an
efficient way to evaluate the results of community
detection[28]. To verify the significance of stable com-
munity structures in real time-varying networks, we use
the number of communities, DQ, the average weight of
inner-community edges, as well as the average volatility
of inter-community edges to measure the stable commu-
nity structure, and adopt the hypothesis tests to compare
the difference between real networks and randomized net-
works. Two types of randomized networks are generated
by the connectional random model and temporal random
model in Ref. [33]. In the connectional random model,
edges inside each layer are scrambled with the distribu-
tion of degree and strength preserved, whereas the order
of layers remains unchanged. In the temporal random
model, layers of the network are shuffled, while the topol-
ogy of each layer remains unchanged.
For each real network, the procedure of stale commu-
nity detection is repeated 100 times for the original net-
work, and once for each of 100 connectional randomized
networks and 100 temporal randomized networks, respec-
tively. The number of communities, DQ, the average
weight of inner-community edges and the average volatil-
ity of inter-community edges are computed based on each
detection result. The Shapiro-Wilk test[34] is employed
to analyze the distribution type of the four variables men-
tioned above. If the variable obeys a normal distribution
in both real networks and the randomized networks, then
we utilize the independent T test to perform the hypoth-
esis test, otherwise the Mann-Whitney U test [35]. The
variable is considered to be significantly different between
real networks and the randomized networks when the p
value is smaller than 0.05.
F. Robustness Test
A reliable community detection result should be robust
against small changes of networks. In other words, the
stable community structure will not become completely
different when there are small perturbations in the time-
varying network. To test the robustness of community
structures obtained through our method, we evaluate the
similarity of stable community structures in original net-
works and disturbed networks by the normalized mutual
information (NMI)[36]. With respects to the perturba-
tions of networks, two kinds of perturbations are intro-
duced including the perturbation of edge weights and the
perturbation of the edge number. We could perturb edge
weights as follows: first, randomly choose four edges eab,
ebc, ecd and eda which form a circle. Then adjust weights
of these edges to a small degree, and the new weights are
ωab−∆, ωbc+∆, ωcd−∆, ωda+∆, where ∆ is a random
number. The strength of nodes after such processing is
the same as that in the original network. As for the per-
turbation of edge number, we could randomly remove an
edge eab and connect a pair of nodes c and d with the
same edge weight as that of edge eab. The total number
of edges in the network does not change. The proportion
of the modified edges can be considered as an indicator of
the perturbation level in networks, which is termed the
adjustment level α.
The robustness test scheme is summarized as follows:
(i) For each layer of the network, we randomly choose
an edge e, and then perturb the edge weights with a
probability of 0.5 or perturb the edge number with a
probability of 0.5. Repeat this step until the adjustment
level α reaches the predefined value.
(ii) We generate K perturbed networks according to
step (i), and detect the stable communities for each per-
turbed network by using the proposed method.
(iii) We calculate the NMI of the community structures
of the disturbed network and that of the real network, as
well as the average of K NMIs.
(iv) We change the value of the adjustment level α and
repeat step (i)-(iii), and then we observe the change in
the average of NMIs.
III. EXPERIMENTS ON REAL NETWORKS
In this section, we analyze two kinds of time-varying
networks including the voting network and the functional
brain network to demonstrate the performance of the
proposed method, and compare it with the multi-layer
modularity method given by Zhang et.al.[25].
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FIG. 1: (Color online) Stable communities detected in the voting network by using our proposed method. (a)
Adjacency matrix of the voting network at time t=6, t=10, t=14, t=18. The darkness of colors represents the
value of weight. Since nodes are ordered according to the stable community structure, the diagonal blocks represent
communities and are marked with the red lines. The proposed method identifies 4 communities, and the two relatively
small communities are placed into the same red block. (b) The average weight of inner-community edges and inter-
community edges. (c) The average volatility of inner-community edges and inter-community edges. In (b) and (c),
nodes represent communities and are differentiated by node colors. The size of nodes indicates the size of communities
which is equal to the number inside nodes. The thickness of edges corresponds to the value of weight in (b) and
volatility in (c), respectively. Apparently, the weights of edges inside communities are greater than that of edges
between communities, while the volatility of edges inside communities is smaller.
A. The Voting Network
We build the voting network using voting records of
the United States 114th Congress in 2015 and 2016[37].
Each senator is denoted as a node and each layer of the
network is constructed with the voting records during
one month. The edge weight represents the proportion
of bills where both senators share the same attitude in
the month. After the records in months when the number
of bills is less than five excluded, the time-varying voting
network consists of 20 layers.
Our proposed method identifies 4 stable communities
in the voting network with the maximized dynamic mod-
ularity DQ = 0.1415. In comparison, the voting network
is partitioned into only 2 communities roughly by the
method described in [25] and DQ = 0.0934, which is far
less than that of our proposed method. In more detail,
as shown in Fig.1, although edges vary with time, the
weight of inner-community edges is significantly larger
than that of inter-community edges, and the community
structure is stable across layers. Each community either
has notably strong connections between nodes inside it or
is separated from other communities by significantly dy-
namic edges. There are two large communities which are
made up of 51 republicans (denoted by R), 43 democrats
and 2 independents (denoted by D), respectively. Be-
sides, there are another one community consists of 3 re-
publicans, i.e., Cruz, Rubio and Graham, and the fourth
community only contains one democrat, Manchin. The
proposed method can not only characterize the party af-
filiations well, but also capture the personalized behavior
of subjects precisely. Although Sanders and King are in-
dependents, they are partitioned into the same commu-
nity as most democrats, which is consistent with the fact
that they both caucus with the Democratic Party.
To quantitatively measure the tendency of a senator
to the two parties, we compare the voting records of the
senator with the records of the R community and the
D community. In particular, if more than two-thirds of
senators in the community agree to a bill, we regard the
community supports the bill. If the percentage is less
than one third, we regard the community disagrees with
it. Otherwise, the community takes a neural stand. The
numbers of bills where a senator stays neutral, has the
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FIG. 2: (Color online) Stable communities detected by using our proposed method in the functional brain network of
a randomly chosen subject. (a) Adjacency matrix of the functional brain network at time t=40, t=60, t=80, t=100.
The darkness of colors represents the value of weight. There are 6 communities in total. Since nodes are ordered
according to the stable community structure, the diagonal blocks represent communities and are marked with the
red lines. (b) The average weight of inner-community edges and inter-community edges. (c) The average volatility of
inner-community edges and inter-community edges. In (b) and (c), nodes represent communities and are differentiated
by node colors. The size of nodes indicates the size of communities which is equal to the number inside nodes. The
thickness of edges corresponds to the value of weight in (b) and volatility in (c), respectively. Large weight edges are
inside communities, while large volatility edges are between different communities.
same opinion as the R community, and agrees with the
D community are listed in Table I. Clearly, Sanders and
King lean more toward the Democratic Party, while Ru-
bio, Graham and Cruz are almost impartial. Further-
more, Graham and Rubio often share the same opinion
and maintain a strong relationship over a long period ac-
cording to the reports. For example, Rubio and Graham
called for stronger Russian sanctions together in July
2018 and they offered high praise of each other in 2014
and 2016. Manchin is a democrat and his votes tend to
be in favour of the Democratic Party apparently. Nev-
ertheless, Manchin is grouped into a single community,
which is supported by his bipartiship and his role as a
conservative Democrat.
B. The Functional Brain Network
Now we utilize the resting state functional MRI (fMRI)
datasets of Attention Deficit Hyperactivity Disorder 200
Sample (ADHD-200) data, acquired from the R-fMRI
Maps Project Data Release 170717[38]. Here we use
the dataset obtained from New York University (referred
as the NYU dataset) to construct functional brain net-
works. All data is acquired at 3T Siemens Scanner. De-
tailed scan parameters and preprocessing steps refer to
Ref. [39]. It is worthy noting that the fMRI data from the
subjects with large head motions, i.e., maximal motion
TABLE I: The distribution of voting records of some sen-
ators. Total represents the number of votes in 2015 and
2016.
Senator Nota Repb Demc
Sanders 448 9 45
King 428 15 59
Graham 452 34 34
Rubio 457 25 20
Cruz 449 25 28
Manchin 419 18 65
a The number of bills where the senator stays neutral.
b The number of bills where the senator has the same opinion as
the R community.
c The number of bills where the senator has the same opinion as
the D community.
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FIG. 3: (Color online) Box plots of number of communities, dynamic modularity, the average weight of inner-
community edges and the average volatility of inter-community edges in real networks, connectional randomized
networks and temporal randomized networks, which are denoted by the subscripts r, c, t, respectively. The three
types of networks are discriminated by bar colors. The first row (a)-(d) shows the difference of the four measures
between the voting network and 100 randomized networks, and the second row (e)-(h) shows the difference of the
average of the four measures among 100 detection results between functional brain networks and randomized networks
of 26 subjects. All of the four measures in real networks are significantly different from that in both types of randomized
networks.
between volumes in each direction > 3mm and rotation
about each axis > 3◦ [40] or the percent of framewise dis-
placement > 0.5 more than 10%, are excluded to ensure
the data quality. Finally we analyze the resting-state
fMRI time series from 26 healthy controls in the NYU
dataset.
According to the Automated Anatomical Labeling
(AAL) template[41], the brain is divided into 90 regions,
which are defined as nodes. The time-varying functional
brain networks are built with the time window shift-
ing method. When the length of time window (L) is
equal to the reciprocal of the minimum frequency in the
signal, i.e., L = 1fmin , the impact resulting from the
window shifting is the least[42]. Based on the rule of
thumb, since fmin is equal to 0.01Hz in our data, we set
L = 50TR (repetition time, TR=2000ms) and the step is
1TR. Then all of the fMRI time series of one subject are
partitioned into 126 segments. In each time window, the
Pearson correlation of the fMRI time series of two brain
regions are the weight of the edge linking the correspond-
ing nodes. For one subject, the time-varying functional
brain network can be represented as 126 adjacency ma-
trices A90×90.
Our proposed method is applied to each time-varying
functional network of 26 subjects. Among all subjects,
the average number of stable communities is 5.30 and
the average of maximum DQ is 0.078. Meanwhile, we
use the method in [25] to recognize communities in time-
varying functional brain networks of the 26 subjects. The
results suggest that the average number of communities
is 4.2, and the average of maximum DQ is 0.061, which
is less than that of community detection results given
by our proposed method. As an example, Fig.2 shows
the stable communities obtained with our method of one
subject who is randomly chosen. The 90 nodes of the
subject are divided into 6 communities. Although the
community may be not significant enough at certain time
(e.g. the top-left community at t=100 as represented in
Fig.2(a)), it can be identified successfully by our method
which incorporates all the information across the whole
period. Meanwhile, large weight edges are inside com-
munities and large volatility edges are between different
communities.
C. Significance Test Results
We perform significance tests for stable communities
of the voting network and the time-varying functional
brain networks. Regarding the voting network, we com-
pare the difference of stable communities between the
real network and 100 randomized networks (see Fig.3(a)-
(d)) . Regarding the functional brain network, for each
subject, we calculate the average of a measure among
100 detection results of real networks, connectional ran-
domized networks and temporal randomized networks,
respectively. We compare the difference of the average of
four measures between the real networks and randomized
networks of 26 subjects.(see Fig.3(e)-(h)). The results of
hypothesis tests show that the p-value of all tests are far
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FIG. 4: (Color online) The average of NMI between com-
munity structures in the real network and 10 perturbed
network at different adjustment level α. (a) The result
in the voting network. (b) The result in the functional
brain network of a subject who is randomly chosen. The
value of NMI decreases with α increasing in both cases.
less than 0.0001 with only the test of DQ in the voting
network and temporal randomized networks at p = 0.25,
i.e., the number of communities, DQ, the average weights
of inner-community edges and the average volatility of
inter-community edges between real networks and ran-
domized networks are significantly different, except DQ
in the real network and temporal randomized networks
which may be related with the relatively minor differ-
ence, and contingency caused by the small number of
real networks.
As shown in Fig.3, the differences of stable communi-
ties between real networks and randomized networks in
the case of the voting network are similar to that in the
case of functional brain networks. Compared to the orig-
inal network, the nodes in both types of randomized net-
works are separated into more communities by the edges
with much higher volatility. The DQ and average weight
of inner-community edges in real networks are obviously
larger than those in connectional randomized networks,
however, smaller than that in temporal randomized net-
works.
D. Robustness Test Results
We test the robustness of stable communities in the
voting network and the time-varying functional brain
TABLE II: Demographic information for the NYU
dataset and the PKU dataset
Site Group Num Age Sex(M/F) ADHD index
NYU
ADHD 30 10.8± 2.6 20/10 72.5± 10.7
Control 26 12.1± 3.1 8/18 45.1± 5.3
PKU
ADHD 88 12.1± 2.0 77/11 49.4± 7.9
Control 133 11.5± 1.9 76/57 29.4± 6.5
TABLE III: Features of time-varying functional brain
networks for training the classification model
Category of Features Features
Global property DQ Qnum
Edge weight W innera W interb
Volatility
V inner V inter
Vratio inner Vratio inter
Vpratio inner Vpratio inter
Entropy of volatility HV inner HV inter HV
a The suffix inner denotes the average of the index among
inner-community edges.
b The suffix inter denotes the average of the index among
inter-community edges.
networks as well. Fig.4 shows the average NMI between
the stable community structures in real networks and 10
perturbed networks at different adjustment level α. No
matter in the voting network or the functional brain net-
work, the value of NMI decreases with α increasing, and
the larger the adjustment level, the greater the degree
of changes in the network structure. The NMI remains
higher than 0.9 in the voting network, and higher than
0.75 in the functional brain network, when α is less than
0.5, which indicate that the community structure given
by our method is robust.
IV. CLASSIFICATION OF ADHD PATIENTS
AND HEALTHY CONTROLS
Attention Deficit Hyperactivity Disorder (ADHD) is
one of the most commonly diagnosed mental disorders
of children. Recent brain imaging studies have demon-
strated that the underlying neural mechanisms of the
ADHD are involved in multiple functional deficits in the
brain. Since communities of the functional brain net-
works have a close relationship with the function of brain,
here we use our proposed method to identify and char-
acterize the stable community structures of the ADHD
patients. Furthermore, we utilize the difference between
patients and healthy controls to classify the two groups.
Besides the NYU dataset which has been used in sec-
tion III, we also employ the dataset obtained from Peking
University (referred as the PKU dataset). With the same
preprocessing steps and excluding criteria, we eventually
analyze the resting-state fMRI time series from 56 sub-
jects (healthy controls(HC)=26, ADHD=30) in the NYU
9TABLE IV: The top four classifiers for the NYU dataset and the PKU dataset.
Datasets Features used for training the classifiers Accuracy Specificity Sensitivity F1 AUC
NYU
Vpratio inner V inter 0.7857 0.7768 0.7976 0.7626 0.8601
Vpratio inner Hv inter Hv inner 0.6786 0.625 0.7381 0.6896 0.8839
Vpratio inner HV Hv innera 0.8036 0.8214 0.8036 0.7954 0.8810
W inter HV Vraio inner 0.6786 0.7946 0.5595 0.6276 0.8780
PKU
HV Hv inter Hv innerb 0.6244 0.6760 0.5466 0.5234 0.6539
HV Hv inter Vratio inner 0.5973 0.6754 0.4791 0.4751 0.6461
V inter Hv inter Vratio inter 0.6154 0.6846 0.5108 0.5050 0.6380
HV W inter 0.6063 0.6378 0.5554 0.5250 0.6507
a The best classifier for the NYU dataset
b The best classifier for the PKU dataset
dataset and 221 subjects (HC=133,ADHD=88) in the
PKU dataset. The demographic characteristics for each
dataset are given in Table II.
We employ three types of indices to measure the char-
acteristics of stable communities for each subject: the
global property including DQ and the number of com-
munities, the volatility related indices, as well as the
edge weights related indices. Table III lists all of the
indices that we use. With these indices as features, we
employ the supporting vector machine(SVM) to classify
subjects. In order to evaluate the effect of different in-
dices, all of the combinations of two indices and, com-
binations of three indices are used to train classifiers,
respectively. We use 10-fold cross-validation method to
evaluate the quality of classifiers through indices such as
accuracy, sensitivity, specificity, F1 and AUC.
Different combinations of indices bring different classi-
fication effect (see Fig.5). We can see that the distribu-
tion plot of the AUC are almost the same whatever the
features are the combination of two or three indices, while
only a few classifiers can reach the high AUC. In the NYU
dataset, four classifiers have a AUC higher than 0.85 (see
the upper part of Table IV), and the features used for
training these classifiers involve the relative volatility and
the entropy of volatility. Similarly, the four classifiers
with the highest AUC in the PKU dataset are trained by
the relative volatility and the entropy of volatility (see
the bottom part of Table IV). Compared to the healthy
controls, such results suggest that the ADHD patients
have the abnormalities on the relative volatility and the
heterogeneity of volatility. Meanwhile, the effective char-
acterization of the relative volatility and the entropy of
volatility for the dynamic properties of functional brain
networks demonstrates that it is highly reasonable to in-
troduce the volatility concept to the definition of DQ.
In the NYU dataset, the best classifier is trained by
the features including Vpratio inner, HV and HV inner,
whose accuracy, sensitivity, specificity, and F1 are all
ranked the first among the four classifiers given in Ta-
ble IV, whose accuracy can reach 80.36%. In the PKU
dataset, the best classifier is trained by Hv inter, HV and
Hv inner, whose accuracy is 62.44%. In contrast, as the
reported results of the ADHD-200 competition, the high-
(a)
(b)
FIG. 5: (Color online) Histograms of the AUC score when
the classifiers are trained with the combinations of two
features and three features. (a) The histogram of the
AUC on the NYU dataset. (b) The histogram of the
AUC on the PKU dataset. In both datasets, only a few
combinations of features can achieve high accuracy of
classification.
est accuracy are only 56% on the NYU dataset and 58%
on the PKU dataset[43]. Note that our method deploys a
much smaller number of features and achieves the better
classification performance.
V. CONCLUSION
In this paper, we have developed a framework to detect
temporal stable communities in time-varying networks by
10
maximizing the newly defined dynamic modularity. We
conclude that dynamic modularity explicitly character-
izes the temporal changes of communities through volatil-
ity, which is critical to capture the time-varying signifi-
cance of real-world networking systems such as the voting
networks and functional brain networks. This method
can be directly used for various other tasks. The consid-
eration of the correlation of temporal changes between
different edges, and the generalization for tracking the
changes of communities over time deserve more efforts to
explore in future.
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