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Penalised Maximum Likelihood Simultaneous Longitudinal PET Image
Reconstruction with Difference-Image Priors
Sam Ellis1, a) and Andrew J. Reader1
School of Biomedical Engineering and Imaging Sciences, King’s College London, King’s Health Partners,
St Thomas’ Hospital, London, SE1 7EH
(Dated: April 19, 2018)
Purpose: Many clinical contexts require the acquisition of multiple positron emission tomography (PET)
scans of a single subject, for example to observe and quantify changes in functional behaviour in tumours after
treatment in oncology. Typically, the datasets from each of these scans are reconstructed individually, without
exploiting the similarities between them. We have recently shown that sharing information between longitudi-
nal PET datasets by penalising voxel-wise differences during image reconstruction can improve reconstructed
images by reducing background noise and increasing the contrast-to-noise ratio of high activity lesions. Here
we present two additional novel longitudinal difference-image priors and evaluate their performance using 2D
simulation studies and a 3D real dataset case study.
Methods: We have previously proposed a simultaneous difference-image-based penalised maximum likeli-
hood (PML) longitudinal image reconstruction method that encourages sparse difference images (DS-PML),
and in this work we propose two further novel prior terms. The priors are designed to encourage longitudinal
images with corresponding differences which have i) low entropy (DE-PML), and ii) high sparsity in their spa-
tial gradients (DTV-PML). These two new priors and the originally proposed longitudinal prior were applied
to 2D simulated treatment response [18F]fluorodeoxyglucose (FDG) brain tumour datasets and compared
to standard maximum likelihood expectation-maximisation (MLEM) reconstructions. These 2D simulation
studies explored the effects of penalty strengths, tumour behaviour, and inter-scan coupling on reconstructed
images. Finally, a real two-scan longitudinal data series acquired from a head and neck cancer patient was
reconstructed with the proposed methods and the results compared to standard reconstruction methods.
Results: Using any of the three priors with an appropriate penalty strength produced images with noise
levels equivalent to those seen when using standard reconstructions with increased counts levels. In tumour
regions each method produces subtly different results in terms of preservation of tumour quantification and
reconstruction root mean-squared error (RMSE). In particular, in the two-scan simulations, the DE-PML
method produced tumour means in close agreement with MLEM reconstructions, while the DTV-PMLmethod
produced the lowest errors due to noise reduction within the tumour. Across a range of tumour responses
and different numbers of scans, similar results were observed, with DTV-PML producing the lowest errors
of the three priors and DE-PML producing the lowest bias. Similar improvements were observed in the
reconstructions of the real longitudinal datasets, although imperfect alignment of the two PET images resulted
in additional changes in the difference image that affected the performance of the proposed methods.
Conclusion: Reconstruction of longitudinal datasets by penalising difference images between pairs of scans
from a data series allows for noise reduction in all reconstructed images. An appropriate choice of penalty
term and penalty strength allows for this noise reduction to be achieved while maintaining reconstruction
performance in regions of change, either in terms of quantification of mean intensity via DE-PML, or in
terms of tumour RMSE via DTV-PML. Overall, improving the image quality of longitudinal datasets via
simultaneous reconstruction has the potential to improve upon currently used methods, allow dose reduction,
or reduce scan time while maintaining image quality at current levels.
Keywords: positron emission tomography; image reconstruction; longitudinal reconstruction; treatment re-
sponse; longitudinal studies
I. INTRODUCTION
Positron emission tomography (PET) is widely used
to observe and measure functional and metabolic be-
haviour in vivo. In a number of contexts, multiple PET
a)Corresponding author: sam.ellis@kcl.ac.uk
scans are performed in order to observe and/or mea-
sure changes in these biological processes over long time
scales, ranging from days up to several months. One of
the most important examples of such longitudinal PET
protocols is in cancer imaging, where the response of a
tumour to a treatment is often of interest1. Within this
area, multiple PET scans are used for a wide range of
purposes such as predicting treatment response2, guid-
ing future treatment3, or assessing the efficacy of new
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biomarkers in reflecting tumour response4. Such studies
have been performed for various cancer treatments, such
as chemotherapy5, radiotherapy6, and immunotherapy7.
The number of scans that are performed in longitudi-
nal oncological protocols varies greatly; although two to
five scans are typical2,6,8, more than ten can be acquired
in specific contexts7. Analysis of longitudinal changes
throughout these image series is also varied, ranging from
qualitative methods2, through semi-quantitative mea-
sures like standardised uptake values (SUVs)3,5,6, to full
quantification of tumour metabolism, e.g. by Patlak
analysis8,9. Reported SUVs include the maximum SUV
measured within the tumour5, the mean value within
the tumour6, and in some cases the SUV is compared
to a background region such as the liver for increased
stability4,7.
For the majority of these longitudinal PET studies, im-
ages are typically reconstructed with iterative reconstruc-
tion methods such as maximum likelihood expectation-
maximisation (MLEM10) or, more commonly, an ac-
celerated version of MLEM known as ordered subsets
expectation-maximisation, or OSEM11. Iterative meth-
ods can produce PET images that are superior in qual-
ity to analytic methods such as filtered back-projection
(FBP) by incorporating more realistic models of the ac-
quisition process and by taking into account the Poisson
distributed nature of the acquired counts12.
These iterative methods attempt to find the set of pa-
rameters (most commonly voxel intensities) which pro-
duce expected data that is closest to the measured data,
given some model of the acquisition process. However,
due to the counts-limited nature of PET data, they pro-
duce noisy images at convergence. In clinical practice,
this problem is solved by terminating the reconstruction
early, before the noise becomes excessive. However, using
unconverged image estimates can impact on quantifica-
tion by introducing bias into intensity values. An al-
ternative approach is to regularise the PET reconstruc-
tion to avoid noisy images. One of the most common
methods of regularising PET image reconstructions is to
use a Bayesian or penalised maximum likelihood frame-
work. These methods allow the introduction of prior
expectations into the reconstruction, and allow a trade-
off between how well the reconstructed image matches
the measured data (data consistency), and how well it
matches the prior expectations. Since noise manifests
itself as large differences between neighbouring voxels, a
common technique for reducing PET image noise via reg-
ularisation methods is to include a penalisation of neigh-
bourhood differences in the prior expectations. However,
large neighbourhood differences are to be expected over
valid image edges and the penalisation is not desired
in these regions of the image. It is possible to define
isotropic, edge-preserving reconstruction priors that use
total-variational methods13–15, but these methods can
produce artificial-looking, piecewise constant images that
may not reflect the true nature of the activity distribu-
tion.
Another option for edge-preservation in regularised
PET image reconstruction is to use a prior source of
knowledge to define which voxels are expected to ap-
pear similar, thereby switching off the PET regularisa-
tion over valid edges. A promising source of such in-
formation is from magnetic resonance (MR) images of
the same patient, since MR images often have superior
noise and resolution properties to PET. There have been
many studies into the use of MR-based priors in PET
reconstruction16–22, but one key remaining question is
in ensuring that MR-specific features are not imprinted
upon the PET image.
The advent of simultaneous PET-MR systems provides
convenient MR images for guiding PET image recon-
struction; due to the simultaneity of the acquisitions,
the inter-modality registration problem is made simpler.
Furthermore, simultaneous PET-MR image reconstruc-
tion has been proposed to allow both modalities to influ-
ence the reconstruction of the other, allowing improved
PET images along with faster MR acquisition times23–25.
However, again, there is a danger of unwanted cross-
talk between the imaging modalities degrading the re-
constructed images.
Inspired by joint simultaneous PET-MR reconstruc-
tion methods, we aim to couple longitudinal PET
datasets during the reconstruction process to improve
the images from all scans. Our proposed methods op-
erate in the difference image domain in order to produce
PET images that are natural looking and of a superior
quality. We previously proposed the simultaneous recon-
struction of longitudinal PET datasets26, where noise re-
duction was achieved by penalising voxel differences be-
tween longitudinal PET scans. Our results showed that
this method allows for the reduction of image-wide re-
construction errors and noise levels while maintaining
the appearance of regions of change, resulting in higher
contrast-to-noise ratios for lesions in inserted lesion brain
scans. However, the method was restricted to two scans
with the same background intensity levels. In this work
we aim to extend the simultaneous longitudinal recon-
struction framework to a general number of scans with
arbitrary activity levels. Additionally, we present two
new longitudinal priors that have been designed to im-
prove reconstruction performance within lesions. These
new simultaneous longitudinal reconstruction methods
are characterised using 2D simulation studies before be-
ing applied to real datasets, where two PET images were
acquired in the context of a head and neck treatment
response study.
II. MATERIALS AND METHODS
A. Theory
Let θ be a vector containing the intensities of a PET
image so that θj is the model of the mean of the number
of emissions (proportional to activity concentration) from
This article is protected by copyright. All rights reserved. 
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the jth voxel. In this work, we consider a set of longi-
tudinal PET images, denoted as {θs}, where s = 1, ..., S
indicates the scan number. In this notation, the intensity
of the jth voxel of the sth longitudinal scan is denoted
θj,s.
The joint reconstruction of multiple PET datasets is
achieved by formulating the following penalised maxi-
mum likelihood (PML) objective function:
Φ ({θs}) =
S∑
s=1
L (θs|ys)− βU ({θs}) (1)
where ys is the measured data vector (for example, the
number of recorded counts in each sinogram bin) for scan
s, L (θs|ys) is the Poisson log-likelihood of image θs pro-
ducing ys, U ({θs}) is a penalty function in terms of all
the longitudinal images, and β is a hyperparameter that
controls the strength of the regularisation.
In this work, we apply penalties to the set of difference
images, {δ˜sk}, given by
δ˜sk = θ˜k − θ˜s (2)
where θ˜s = αsθs represents the image θs normalised
so that voxels within regions which have not changed
metabolically between scans yield differences of zero. In
general, the penalty term is written as:
U ({θs}) =
S∑
s=1
S∑
k=1
wsku
(
δ˜sk
)
(3)
Explicitly, given S scans, the S2 difference images can be
calculated and the total penalty is the weighted sum of
the function u applied to all possible difference images.
The weights wsk control the coupling between scans in
the reconstruction; setting wsk = 0 ensures that there is
no similarity encouraged directly between scans s and k.
In this work, in order to seek the maximum of Equation
(1), we employ the one-step-late iterative reconstruction
method proposed by Green27. This results in the follow-
ing update equation:
θ
(ν+1)
j,s =
θ
(ν)
j,s
I∑
i=1
Pij,s + β
∂U
∂θj,s
∣∣∣
{θ
(ν)
s }
I∑
i=1
Pij,syi,s
y¯i,s
(
θ
(ν)
s
) (4)
where Pij,s are the elements of the system matrix for scan
s, ν is the iteration number, and y¯s
(
θ
(ν)
s
)
is the expected
mean data vector given the image θs, according to the
affine relationship:
y¯i,s (θs) =
J∑
j=1
Pij,sθj,s + bi,s (5)
where bi,s are the expected additive contributions to the
measured data through random coincidences and scat-
tered photons. As shown in equation 4, the one-step-late
algorithm uses the gradient of the penalty function eval-
uated at the current image estimate to allow a closed
form update similar to that of standard MLEM. The dis-
advantage of this approach is that it is not guaranteed
to converge to a global maximum of the objective func-
tion and can result in unstable reconstructions when β
is too large. Nonetheless, the one-step-late update has
been widely used in the PET image reconstruction liter-
ature and provides valuable insight into the performance
of PML reconstruction methods provided β is not too
large.
1. Difference image sparsity prior – DS-PML
Assuming that the only a small image region changes
from scan to scan, one possible prior is to expect the
difference images to be sparse. In the inverse problems
and parameter estimation literature, the ℓ1-norm is often
used as a convex surrogate for the ℓ0-norm to encourage
sparsity in some domain. Therefore, the difference image
sparsity (DS) prior for longitudinal PET image recon-
struction uses the following form for u(δ˜sk):
uDS
(
δ˜sk
)
=
J∑
j=1
√
δ˜2j,sk + ε
2 (6)
where ε is a small value introduced to ensure that
the prior is differentiable at all values. In previous
experiments26 a similar longitudinal prior was shown
to reduce PET reconstruction errors by lowering image
noise in regions of no change, while producing small bi-
ases in longitudinally changing tumours.
2. Difference image entropy prior – DE-PML
For longitudinal PET images consisting of a number
of distinct tissue classes (e.g. white matter, grey mat-
ter, tumour), it is expected that each one of these tissues
varies in activity across the longitudinal scans in a con-
sistent way, e.g. that all grey matter voxels change in
intensity by the same amount. This can be formulated
as assuming that the difference image should have a low
entropy. The use of information-based priors has previ-
ously been explored in the field of MR-guided PET image
reconstruction16, but to our knowledge, they have not
been incorporated into longitudinal PET reconstructions
or applied to difference images.
Given a set of parameters {θj}, the probability density
function (PDF) of a continuous random variable, X, can
be estimated as pˆ (x;θ) using the Parzen window method,
or kernel density estimation:
pˆ (x;θ) =
1
J
J∑
j=1
φ (x− θj) . (7)
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With this formula we can estimate the entropy of an
image vector according to:
Hˆ (X;θ) = −
∫
pˆ (x;θ) log pˆ (x;θ) dx. (8)
As previously mentioned, we want to encourage solu-
tions which have a low entropy difference image, i.e:
uDE
(
δ˜sk
)
= Hˆ
(
X, δ˜sk
)
. (9)
Note that in practice we replace the continuous vari-
able X with a discrete approximation, and the integral
becomes a sum. Using this formulation, the gradient of
the entropy prior can be calculated16 and used for the
one-step-late reconstruction.
3. Difference image total variation prior – DTV-PML
The total variation (TV) of a 2D image can be defined
as28
TV(θ) =
∑
x,y
√
(θx+1,y − θx,y)
2
+ (θx,y+1 − θx,y)
2
+ ε2
(10)
where θx,y here denotes the image indexed in each spa-
tial dimension separately. Here we propose that we ex-
pect the difference images to have sparse spatial gradient
images, i.e. that the TV of the difference images is low.
Therefore, the difference image TV prior (DTV) uses the
following for u(δ˜sk):
uDTV
(
δ˜sk
)
= TV
(
δ˜sk
)
. (11)
The TV penalty has previously been used in single-
dataset PET reconstruction28, but to the best of the au-
thors’ knowledge, it has never been applied to difference
images between longitudinal PET scans.
B. 2D ground truth images and data simulation
Realistic brain phantom software29 was used to cre-
ate 2D [18F]fluorodeoxyglucose (FDG) ground truth im-
ages comprising four segmented intensity regions: back-
ground, white matter, grey matter, and tumour. Back-
ground voxels were assigned activities of 0 and the ra-
tio between grey and white matter intensities was 4:1.
The tumour was a variable uniform circular region on
the boundary between the left middle frontal gyrus and
white matter, characterised by its radius and intensity.
Ground truth images had an array size of 512× 512 with
a pixel size of 0.5× 0.5mm2.
To transform between image and data spaces, the
Radon and adjoint Radon transforms were used for pro-
jection and backprojection respectively. In order to gen-
erate the datasets for reconstruction, the ground truth
images were blurred by a 4.3mm Gaussian kernel be-
fore forward projecting. Sinogram space attenuation
factors were calculated from an attenuation map com-
prising background (µ = 0mm−1), soft tissue (µ =
0.0096mm−1), and bone (µ = 0.0172mm−1)30. Random
events were approximated by a uniform sinogram, and
scattered coincidences were approximated by smoothing
the projected ground truth in each case. The scatters
and randoms were scaled and added to the data to pro-
duce noise-free sinograms which contained 20% scatter
and 20% randoms. Noise-free and non-resolution de-
graded data were reconstructed with filtered backprojec-
tion (FBP) to provide reference images in the same space
as the noisy reconstructions.
C. Experiment 1: Hyperparameter selection
Two ground truth datasets were generated as outlined
above, one baseline (PET1) and one follow-up (PET2).
The PET1 tumour had a radius of 15mm and a tumour
to white matter intensity ratio of 8:1, and the PET2 tu-
mour was 8mm with a corresponding ratio of 6:1. The
two images were scaled in order to set the total expected
number of counts in the PET1 dataset to approximately
4 million. In addition, a second, double-counts pair of
noise-free datasets were generated with double the inten-
sity to provide a low-noise benchmark.
100 noisy realisations of each of the datasets (PET1,
PET2, double-counts PET1, and double-counts PET2)
were then produced by introducing Poisson noise into
the noise-free datasets. These datasets were recon-
structed with a variety of methods, all run for 200 it-
erations, and all using the original attenuation, scat-
ters and randoms sinograms from the simulation pro-
cess. The datasets with an average of approximately
4 million counts per sinogram were reconstructed with
the following methods: 1. independent dataset MLEM,
2. DS-PML, 3. DE-PML, and 4. DTV-PML. The noisy
double-counts PET1 and PET2 were reconstructed with
independent dataset MLEM to demonstrate the image
quality achievable when a higher level of counts are
recorded.
For each of the longitudinal difference-image prior re-
construction methods, the scan-to-scan weighting matrix
wsk was set to a value of 1 for all s,k, as were all nor-
malising factors αs. The prior specific parameters were
as follows:
a. DS-PML: β values were varied between
7.5× 10−5 to 15× 10−4 and ε was set to 1× 10−6.
b. DE-PML: A Gaussian window of standard devi-
ation equal to 0.35 (arb. intensity units) was used to
estimate the PDF of the difference images. During each
iteration of the DE-PML algorithm, a 100-level discreti-
sation was used for approximating the continuous PDF.
In addition, a mask was used to ensure that entropy was
only calculated in the brain itself since the background
naturally has low entropy. β values were varied between
This article is protected by copyright. All rights reserved. 
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0.15 and 3.
c. DTV-PML: β values were varied between
4× 10−5 to 8× 10−4 and ε was set to 1× 10−6.
In addition, a longitudinal smooth was applied to the
MLEM reconstructions, using a two-point Gaussian ker-
nel parameterised by the standard deviation, σ, so that
with σ = 0 the images are unchanged, and with σ = +∞
the outputs are just the average of the input images.
To evaluate the quality of the reconstructed images,
the 100 noisy realisations of the datasets were recon-
structed as described above and the following regional
metrics were calculated.
For a set of images, {θjn}, with n indexing noisy reali-
sations, the percentage root square mean error relative to
a reference image {θRefj } for a given region Ω is calculated
as:
%RMSE =
100%
NΩ
∑
j∈Ω
√
1
N
∑N
n=1
(
θjn − θRefj
)2
θRefj
(12)
where NΩ is the number of voxels in Ω and N(= 100)
is the number of noisy realisations. %RMSE values were
calculated for PET1 and PET2 images using the noise-
free FBP images as the corresponding reference images.
Ω was selected as a 226-voxel circular region of interest
(ROI) encompassing the 15mm tumour and some sur-
rounding tissue. Note that the same region was used
in both PET1 and PET2 analyses so that the PET2
image, with the smaller tumour, contained more back-
ground within Ω.
The mean intensities within the PET1 and PET2 tu-
mours were also calculated for each reconstruction, and
the average of these across all noisy realisations calcu-
lated to provide a measure of the effects of the regulari-
sation penalties on tumour quantification.
To measure the background noise present in the im-
ages, the coefficient of variation (CV, equal to the stan-
dard deviation divided by the mean) was calculated in
an eroded white matter mask.
Finally, bias and standard deviation maps were pro-
duced by calculating the bias (relative to the noise-free
FBP images) and standard deviation of each voxel across
the N = 100 noisy realisations.
From the results of Experiment 1, hyperparameters
for each of the reconstruction methods were selected and
used for the rest of the 2D simulation experiments, where
imaging conditions and counts levels per scan were nom-
inally the same as in Experiment 1.
D. Experiment 2: Varying tumour response
Experiment 1 considered only one example of a tumour
response. To evaluate the performance of the presented
difference-image prior methods for a range of pre- and
post- treatment behaviours, we performed a second ex-
periment in which tumour radius and intensity were var-
ied and the performance of the reconstruction methods
with fixed β was assessed. Initially keeping the tumour
intensities the same as listed in Section IIC, the PET1
and PET2 tumour radii were varied between 3mm and
15mm in steps of 2mm. 100 noisy realisations of simu-
lated PET data were generated for each radius pair using
the same methodology and counts levels as in Experiment
1, and reconstructed with 200 iterations of each method
with the selected hyperparameters. For all PET1 and
PET2 reconstructions for all tumour pairs, %RMSE was
calculated in the same 226-voxel circular ROI used in
Experiment 1.
Following this, the radii of the two tumours were kept
the same as listed in Section IIC, with the intensities
varied between 2 and 8 (relative to a nominal white mat-
ter intensity of 1). Using 200 iterations of each recon-
struction method, with 100 noisy realisations per dataset
again, %RMSE was calculated in the tumour ROI.
E. Experiment 3: Five-scan simulation study
Experiments 1 and 2 used the simplifying case of a two-
scan protocol. To investigate the effect of the inter-scan
weights wsk, a five-scan case was simulated. Five ground
truth images and datasets were created in accordance
with Section II B. The tumour radii were: 15mm, 8mm,
4mm, 3mm, and 5mm, and the respective intensities
were 8, 6, 4, 3, and 6 (relative to white matter). The
counts level of each scan was the same as that used in
Experiments 1 and 2, i.e. approximately 4 million counts
per scan, and 100 noisy realisations of each dataset were
generated.
The five datasets were reconstructed with each of the
difference-image prior methods. The wsk array is now
rewritten so that:
wsk = κs exp
(
−
(∆sk)
2
2σ2w
)
(13)
where σw is a parameter than can be varied from 0 (i.e.
wsk = 1 iff s = k) to +∞ (i.e. wsk = w∀s, k), and
∆sk = min (|s− k|, |s− k − S|, |s− k + S|) is the cyclic
longitudinal distance between scans s and k. Using a
cyclic distance results in all scans having the same total
weighting with other scans, ensuring that, for example,
scans 1 and 5 are not regularised less just by virtue of
having no preceding or succeeding scan. κs is a normal-
ising factor used to control the sum of the rows of the
weights array. In this experiment we choose κs so that∑
k wsk = 2, in agreement with the total weight used in
the previous experiments where wsk was 12×2.
The σw parameter was varied between 0.4 and 8, with a
final σw of∞ also included to provide a case comparable
to those used in Experiments 1 and 2. β values for the
difference-image priors were set to the same values as
used in Experiment 2, based on the results of Experiment
1.
In order to provide comparable images at different im-
age noise levels, the five noise-free longitudinal datasets
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were scaled to different counts levels, used to generate
100 noisy, high-counts datasets, and then reconstructed
with 200 iterations of MLEM. These counts levels ranged
from 1× to 5× the original level, to correspond to the
maximum noise reduction expected from the DS-PML,
DE-PML and DTV-PML methods.
Reconstructed images for all methods were analysed
by calculating mean tumour intensities, white matter CV
values, and mean squared error (MSE, equal to the sum of
the squared bias and squared standard deviation) maps.
F. Experiment 4: Application to real data for head and
neck cancer
In the final experiment, the proposed priors were ap-
plied to a real longitudinal pair of [18F]FDG datasets ac-
quired from a head and neck cancer patient in a Siemens
mCT time-of-flight (TOF) PET-CT scanner (Siemens
Healthcare, Erlangen, Germany). The patient exhibited
a highly-uptaking tumour in the right side of the lower
jaw, which reduced in size and uptake between the two
scans (an interval of 85 days). The injected activity of
each of the two scans was 340MBq and 357MBq, result-
ing in total prompt counts of 78.5× 106 and 76.7× 106
respectively in sinograms acquired in the head bed posi-
tion. Note that although the data were acquired in TOF
format, sinograms were rebinned to non-TOF for this ex-
periment.
As well as the prompts sinograms, computed tomog-
raphy (CT) images were acquired for attenuation correc-
tion, and delayeds sinograms were acquired for randoms
estimation. The vendor-supplied e7 tools software was
used to calculate attenuation correction factors and the
randoms sinograms for each dataset to be used in the
reconstructions. Scatter correction was not performed.
To allow a comparison between reconstructions with
the proposed methods and double-counts images as per-
formed in Experiments 1 to 3, the counts levels in the
original mCT sinograms were reduced by 50% by ran-
domly removing individual counts with a probability of
0.5. The randoms estimations were scaled by a factor of
0.5 accordingly.
The counts-reduced longitudinal datasets were then
reconstructed with DS-PML, DE-PML, and DTV-
PML, using projectors based on the mCT geometry31.
To reduce reconstruction time, these reconstruction
methods were accelerated with an ordered subsets
implementation11. The same counts-reduced datasets
were also reconstructed with standard OSEM. All re-
constructions were run with 5 iterations of 21 subsets
reconstructing into an image grid size of 400×400×109,
with voxel sizes of 2.036 × 2.036 × 2.027mm3. Each re-
construction used resolution modelling with a Gaussian
kernel of full-width-at-half-maximum of 3mm.
To address the inherent mis-alignment between the
datasets due to differing patient position in the two ac-
quisitions, non-rigid registration was performed with the
two CT-based attenuation maps utilising a demons-based
registration (MATLAB, MathWorks, MA, USA). Using
the baseline scan as the reference image space, the calcu-
lation of the penalty gradients for each difference-image
prior, as required in equation 4, was performed by apply-
ing the non-rigid alignment fields to the current PET2
image before calculation of the penalty gradients. This
produced the penalty gradient in the same image space
as the PET1 scan, so that the alignment operator esti-
mated from the image registration process was then used
to transform the penalty gradients back into the PET2
space. Note that with this methodology each of the PET
datasets are reconstructed in their respective native im-
age spaces; the only time alignment is applied is in the
calculation of the penalty gradient terms.
For the difference-image prior methods the weights wsk
were 1 for all s and k, and αs were given by T1/Ts where
Ts denotes the total number of prompt counts recorded
in scan s. For DS-PML, β was varied between 0 and
0.2 and ε was 1× 10−6. For DE-PML, β was varied be-
tween 0 and 2000 with a Gaussian Parzen window width
of 0.02. Finally, for DTV-PML, β values were varied
between 0 and 0.1, and ε = 1× 10−6. Whereas in the
2D simulation studies only DE-PML required a masking
of voxels for calculation of the penalty gradient, for the
real 3D datasets masking was required for all priors due
to low sensitivity at the edges of the field-of-view. This
penalty mask was calculated using the extent of the pa-
tient’s head based on the PET1 attenuation map, and
cropped to remove the low-sensitivity axial edges of the
field-of-view.
The quality of the reconstructed images was assessed
by measuring the mean of the tumour and the CV in a
background region in both the PET1 and PET2 recon-
structed images. To serve as a reference, the original
full-counts data were reconstructed into the same image
grid, using OSEM with 5 iterations of 21 subsets, and
the tumour mean and background CV were measured.
III. RESULTS
A. Experiment 1: Hyperparameter selection
Figure 1 shows the tradeoffs between tumour mean and
white matter CV as a function of regularisation hyper-
parameter for the proposed methods. An ideal method
would provide a point that coincides with the double-
counts MLEM point with only the same amount of data
that is available to the proposed methods. It is clear that
compared to a naive longitudinal smooth, the proposed
methods are far superior in terms of limiting the bias in-
troduced into the tumour. In particular, the DE-PML
method provides high amounts of noise reduction while
keeping the tumour mean close to its MLEM value.
The corresponding tradeoff between tumour %RMSE
and white matter CV is shown in figure 2. Here the
double-counts MLEM reconstructions exhibit both lower
This article is protected by copyright. All rights reserved. 
A
cc
ep
te
d 
A
rt
ic
le
Figure 1. Tumour mean vs white matter CV at 200 it-
erations as a function of regularisation hyperparameter for
(a) PET1 and (b) PET2. For the longitudinally smoothed
MLEM reconstructions (red diamonds), the hyperparameter
is σ, controlling the width of the filter, and for DS-PML (yel-
low squares), DE-PML (cyan crosses) and DTV-PML (black
triangles), the parameter is β. See Section IIC for the ranges
of σ and β values used for each method. Also shown are the
performances of MLEM (purple asterisks) and MLEM applied
to the double-counts data (blue stars). Dashed lines show the
ground truth tumour mean values. Note that in both PET1
and PET2 cases, the longitudinal smooth with σ →∞ is out-
side the displayed axes. Arrows indicate the selected β values
for each method, as listed in table I, which are used for the
remainder of the 2D simulation experiments.
Figure 2. Tumour %RMSE vs white matter CV at 200 iter-
ations as a function of regularisation hyperparameter for (a)
PET1 and (b) PET2 reconstructions. Reconstruction meth-
ods shown are MLEM, DS-PML, DE-PML, and DTV-PML.
Also shown are longitudinally smoothed MLEM (“long filt”)
and MLEM reconstructions using double-counts data. Ar-
rows indicate the selected β values listed in table I and used
for the remainder of the 2D simulation experiments.
tumour %RMSE and lower white matter CV. The DS-
PML method at high β values allows high levels of white
matter noise reduction, while approximately keeping tu-
mour %RMSE similar to the MLEM reconstructions. On
the other hand, the DE-PML and in particular the DTV-
PML methods reduce PET1 tumour error compared to
the MLEM reconstructions, at the same time as reduc-
ing white matter CV. For the PET2 reconstructions, the
three difference-image priors produce similar error lev-
els, due to the region containing a proportionally higher
amount of background than in the PET1 case.
To assess the tradeoff between bias and variance that
Figure 3. Tumour mean against tumour CV for varying regu-
larisation parameter for (a) PET1 and (b) PET2 reconstruc-
tions. DS-PML, DE-PML and DTV-PML methods are shown
as a function of β. Also shown are MLEM, MLEM with
double-counts data, and longitudinally filtered MLEM, pa-
rameterised by the width of the filter, σ. Arrows indicate the
β values listed in table I, used in the remainder of the 2D
simulation experiments.
gives rise to the %RMSE values in figure 2, the tumour
mean was plotted against the tumour CV as a function
of β for the presented difference-image prior methods, as
shown in figure 3. It was observed that both DTV-PML
and DE-PML produced noise reduction in the tumour it-
self, resulting in the lower %RMSE values observed pre-
viously. The DS-PML method performed worse than the
other two methods in terms of noise reduction. It is in-
teresting to note that in the PET1 reconstructions, DE-
PML and DTV-PML with sufficiently high values of β
reduced tumour noise to levels considerably below even
the double-counts reconstruction, although for the PET2
reconstructions tumour noise plateaued at a CV level
greater than the double-counts case.
Based on figures 1 to 3, the selection of an optimal β
value for each method is non-trivial. In practice, there
is a tradeoff between all variables shown in those fig-
ures, so that any single β value cannot be optimal for
all metrics of image quality. Since optimising so many
correlated and anti-correlated metrics simultaneously is
difficult, and since ultimately any clinical usage of these
algorithms would be subject to the requirements of the
particular application in question, we did not attempt
to select β values based on a quantitative measure. In-
stead, to demonstrate both the full potential offered by
each method and their respective drawbacks, we selected
β values that were sufficiently high so as to approach the
noise levels of the double-counts MLEM reconstructions,
without excessive penalisation. The selected values are
indicated by arrows in figures 1 to 3, and listed in table
I.
To test the convergence of the presented reconstruction
methods, a single noisy realisation of the Experiment 1
data was reconstructed with each of the methods with
the β values listed in table I, as well as with MLEM. All
reconstructions were run to 1000 iterations, and the value
of the corresponding objective function at each iteration
number was calculated. Figure 4 shows the normalised
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Figure 4. Plot of the objective function as a function of itera-
tion number for a single noisy realisation of the experiment 1
datasets reconstructed with MLEM, DS-PML, DE-PML, and
DTV-PML. For each of the PML reconstructions, β was set to
the value indicated in table I. Note that for each method, the
objective function values have been normalised by the value
obtained after 1000 iterations.
objective function as a function of iteration for MLEM
and the three PML methods. Observing the progres-
sion of the normalised objective function with iteration
number, it is apparent that all of the methods converge
with a similar trajectory to MLEM, with each one within
99.99% of their 1000-iteration value at 200 iterations.
Figure 5 plots the tumour mean values for the proposed
methods with the selected β values alongside the MLEM
and double-counts MLEM tumour means. It is clear that
introducing a longitudinal prior can bias the estimate of
the tumour means, but in this case the effect is small even
for the most severe cases (PET2 DTV-PML or both DS-
PML reconstructions).
When considering the bias and standard deviation
maps (figure 6), it is apparent that all of the proposed
methods reduce the voxel-wise variance in background
regions due to the noise reduction indicated by figures 1
and 2. However, behaviour in and around the tumour is
different for the various methods, with DS-PML main-
taining voxel-wise variance at levels similar to MLEM,
and with the DE-PML and DTV-PML methods reduc-
ing voxel-wise variance in the tumour. In terms of the
bias maps, the difference-image prior methods produce
similar results to the MLEM reconstructions, but with a
slight visible increase in bias in the edges of the PET2
tumour for DE-PML and DTV-PML.
Algorithm Selected β value
DS-PML 9× 10−4
DE-PML 1.8
DTV-PML 4× 10−4
Table I. β values selected for use in the remainder of the 2D
simulation experiments.
B. Experiment 2: Varying tumour response
Figure 7 displays the %RMSE in the tumour region as
a function of PET1 and PET2 tumour radius, and figure
8 shows the corresponding results for changing PET1 and
PET2 tumour intensities. The CV in background regions
is similar to those shown in figures 1 and 2 and so are
not replicated.
Firstly, it is apparent that for all tumour sizes doubling
the number of counts used in the MLEM reconstruction
reduces reconstruction errors, reflecting the results shown
in figure 2. In general, a smaller tumour radius and in-
tensity causes higher reconstruction errors in MLEM re-
constructions.
When using the difference-image priors, error levels are
generally the same as or reduced compared to MLEM
reconstructions with the same number of counts when
the tumour radii vary (figure 7). In particular, with the
difference-image prior methods, the highest errors occur
when the change in tumour radius is greatest (c.f. bot-
tom right and top left corners of the heat maps shown in
figure 7). For the DS-PML method, these extreme cases
have %RMSE levels similar to the MLEM reconstruc-
tions, while elsewhere %RMSE is reduced slightly due to
noise reduction. For the DE-PML and DTV-PML meth-
ods, even at the most extreme radii changes, error levels
are lower than the MLEM case, in agreement with figure
1. In some cases these errors approach the double-counts
MLEM reconstructions.
For the reconstruction errors in the tumour region as
a function of varying tumour intensties (figure 8), sim-
ilar results are observed, with the DS-PML error levels
similar to the MLEM errors, and the DE-PML and DTV-
PML errors falling between the MLEM and the double-
counts MLEM errors.
Figure 5. Tumour mean values at 200 iterations for MLEM,
double-counts MLEM, DS-PML, DE-PML and DTV-PML.
β values for the PML methods are those listed in table I.
Error bars show the standard deviation of the measured mean
values over the 100 noisy realisations of the data. Dashed
lines replicate the double-counts MLEM tumour means for
comparison.
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Figure 6. Bias and standard deviation (SD) images calculated
over 100 noisy realisations for the PET1 and PET2 recon-
structed with MLEM, double-counts MLEM, DS-PML, DE-
PML and DTV-PML. β values for the PML methods are the
same as those listed in table I.
C. Experiment 3: Five-scan simulation study
Figure 9 shows the tumour mean values and the white
matter CV as a function of σw for DS-PML, DE-PML
and DTV-PML with β values unchanged from Exper-
iment 2. Also shown are the corresponding values for
MLEM with a number of recorded counts varied between
1× and 5× the number used for the difference-image prior
methods. As σw tends towards infinity, the noise is in-
creasingly reduced until at σw =∞, the noise levels reach
a minimum which is determined by the selected β value.
Out of the three priors, the DE-PML method gives the
least biased tumour mean values, with σw =∞ providing
values comparable to MLEM reconstructions.
Observation of the PET1 and PET2 tumour mean/CV
tradeoffs (figure 10) reflects the results seen in figure 3,
despite the change of regularisation parameter from β
to σw. In figure 10, increasing σw reduces tumour CV
for the DTV-PML method, and to a lesser extent the
DE-PML method. DS-PML has a weaker effect on tu-
mour CV; in the PET1 reconstructions, the tumour noise
was maintained at levels similar to the 1× counts MLEM
reconstructions, despite the introduction of a bias low-
ering the measured tumour mean value. Of the three
difference-image prior methods, DE-PML provides on av-
erage the best tradeoff between noise reduction in the
background, noise reduction in the tumour and bias-
mitigation in the tumour.
When considering the example reconstructed images at
σw =∞ (figure 11), the improvements are visually obvi-
ous. Compared to the MLEM reconstructions with the
same level of counts, the difference-image priors produce
visually superior images with reduced noise throughout
the image. These noise levels are visually similar to the
Figure 7. %RMSE values in PET1 and PET2 reconstructions
in a region encompassing the tumour for varying tumour radii
for: MLEM, double-counts MLEM, and DS-PML, DE-PML
and DTV-PML with β values from table I. Tumour intensi-
ties were kept constant at 8 and 6 (relative to a nominal white
matter uptake of 1). Also shown are average %RMSEs across
PET1 and PET2 and the difference of these averages from
the MLEM averages. Note that in all cases the analysis re-
gion was a dilation of the largest (15mm) tumour, and so for
smaller tumours the analysis region contained proportionally
more background. It is apparent that across tumour sizes, the
difference-image prior methods allow for good reconstruction
of the region around the tumour, with error values generally
falling between MLEM and double-counts MLEM reconstruc-
tions.
MLEM reconstructions with 5× the data. In the tumour
itself, the effects of the different methods manifest them-
selves. The DS-PML reconstruction provides a tumour
that appears similar to the MLEM reconstruction with
the same amount of data, due to the tendency of this
method to leave regions of change relatively unaltered.
For the DE-PML and DTV-PML methods, the tumour
itself is visually improved compared to MLEM with the
same number of counts, due to noise reduction in the
tumour.
Finally, figure 12 shows the mean-squared-error (MSE,
equal to the sum of voxel-wise bias squared and voxel-
wise standard deviation squared) images for each of the
methods. Compared to MLEM reconstructions with
the same amount of data, the difference-image prior
reconstructions reduce image-wide MSE, due to noise-
reduction in shared regions. In the tumour the levels
of error reduction vary between the proposed methods.
The DS-PML method slightly reduces error compared to
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Figure 8. %RMSE values in PET1 and PET2 reconstructions
in a region encompassing the tumour for varying tumour in-
tensities for: MLEM, double-counts MLEM, and DS-PML,
DE-PML and DTV-PML with β values as listed in table I.
Tumour radii were kept constant at 15mm and 8mm. Also
shown are average %RMSEs across PET1 and PET2 and the
difference of these averages from the MLEM values. Results
are similar to those seen in figure 7, with error levels gen-
erally between MLEM and double-counts MLEM, although
both the DS-PML and DE-PML methods produce %RMSE
values more similar to MLEM for a greater number of inten-
sity changes.
the MLEM reconstructions, due to the small amount of
noise-reduction that occurs when voxel-values are longi-
tudinally biased offsetting the bias itself, as previously
reported26. For the DE-PML and DTV-PML methods,
error reduction in the tumour is stronger. Here we see
that despite the correct estimation of tumour means pro-
vided by the DE-PML method in figure 9, this method
still produces higher voxel-wise errors in the tumour
compared to DTV-PML. This suggests that the tumour
means are maintained with DE-PML at the expense of
higher levels of tumour voxel variance.
D. Experiment 4: Application to real data for head and
neck cancer
The tumour mean and background CV for the real
data experiment are shown in figure 13. Similarly to
the results seen in the simulation experiments, increas-
ing β reduces background noise while affecting the tu-
mour mean. In the PET1 reconstructions, DS-PML and
DTV-PML introduced a negative bias into the tumour
Figure 9. Tumour mean vs white matter CV for the five scans
for DS-PML, DE-PML and DTV-PML as a function of σw.
Penalty strengths, β, were set to the values shown in table
I. Also shown is MLEM as a function of recorded counts,
with the number of counts varied from 1× to 5× the number
of counts used in the proposed methods. All the proposed
methods are able to reduce the background noise considerably,
at the cost of some level of bias in the reconstructions. This
bias is smallest for the DE-PML method, which remains close
to the MLEM reconstructions with higher levels of counts.
Figure 10. Tumour mean vs tumour CV for (a) PET1 and
(b) PET2 reconstructions for the five-scan simulation exper-
iment (PET3 to PET5 tumours have been omitted due to
their small size prohibiting useful measures of tumour CV).
For DS-PML, DE-PML and DTV-PML, β values are as listed
in table I, and σw was varied between 0 and ∞. For MLEM,
the number of counts per dataset was varied from 1× to 5×
the number used in the other reconstructions. For the DE-
PML and DTV-PML methods, increasing σw reduced tumour
noise while introducing some bias relative to MLEM recon-
structions, whereas with DS-PML, particularly in PET1, the
effect on tumour CV was weak.
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Figure 11. Example reconstructed images for the simulated
five-scan reconstruction experiment. Each column shows the
images from each of the scans. From top to bottom: noise-
free FBP, MLEM with a counts level of 1, MLEM with 5×
the number of counts, DS-PML, DE-PML and DTV-PML.
All of the difference-image prior reconstruction methods had
σw = ∞ and β values are those listed in table I. The three
difference-image priors reduce noise in the background of the
image to levels equivalent to the 5× counts MLEM, but dif-
fer in the appearance of the tumours, particularly in PET1,
where DS-PML retains a similar tumour noise pattern to the
MLEM reconstruction with the same number of counts (red
arrows) and DE-PML and DTV-PML reduce the noise (blue
arrows).
mean, whereas DE-PML produced a positive bias. In
the PET2 reconstructions, DS-PML and DTV-PML pro-
duced tumour mean values similar to standard recon-
struction techniques (i.e. with β = 0), which themselves
were positively biased compared to the double-counts ref-
erence OSEM reconstruction. It was also observed that
while the background CV in the PET1 images reduced
to l vels similar to the double-counts OSEM reconstruc-
tion, in agreement with the simulation study results, the
PET2 background CV did not fall by the same amount,
remaining considerably higher than the double-counts re-
construction even at the highest β values used.
Based on figure 13, β values were selected for the real
data case. These values were 0.2 for DS-PML, 2000 for
DE-PML, and 0.04 for DTV-PML. Figure 14 shows the
reconstructed images for each of these methods, alongside
the double-counts OSEM reconstruction and the OSEM
reconstruction with the same data as the difference-image
prior methods. It was noted that the tumour in the PET2
image consisted of two distinct peaks as opposed to the
Figure 12. Mean-squared-error (MSE) maps around the tu-
mour for MLEM with a counts level of 1, MLEM with 5× the
number of counts, and DS-PML, DE-PML and DTV-PML.
β values for each of the difference-image priors are listed in
table I. All of the difference-image prior reconstruction meth-
ods had σw =∞. Note that MSE is calculated as the sum of
bias squared plus standard deviation squared.
single peak observed in the PET1 images. The back-
ground noise reduction indicated by figure 13 is visible
in the difference-image prior methods, particularly in the
PET1 scans. The appearance of the tumours generally
appears the same as the OSEM methods, although DTV-
PML smooths the tumour slightly. The distinction be-
tween the three methods is most pronounced when con-
sidering the difference images though, where the mecha-
nism of each of the three priors becomes apparent. The
DS-PML method successfully sets a large portion of the
difference image to zero (or close to zero), enhancing the
visibility of the remaining changes. DE-PML has also
set much of the difference image background to zero,
with relatively few remaining intense voxels, mainly in
the tumour. Lastly, the DTV-PML method has effec-
tively smoothed the difference image. It is noted that in
this real data case, imperfections in the alignment pro-
cess have left other large changes present in the difference
image, most noticeably around the cerebellum.
Finally, figure 15 shows the profiles through the tu-
mour in the PET1, aligned PET2, and difference images
for each reconstruction method. In the PET1 DE-PML
reconstruction (figure 15(a)), the tumour peak is con-
siderably higher than the other reconstruction methods,
reflecting the positive bias observed in figure 13. In the
PET2 reconstructions (figure 15(b)), the overestimation
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Figure 13. Tumour mean vs background CV as a function
of β for DS-PML (yellow squares), DE-PML (cyan crosses)
and DTV-PML (black triangles) for the real data experi-
ment. Tumour mean values are shown as a percentage of
the double-counts OSEM reconstruction (blue stars). In the
PET1 reconstructions (a), when using the difference-image
prior methods the CV in the background is reduced to lev-
els similar to the double-counts reconstruction, however in
PET2, the background CV does not reduce so greatly. Ar-
rows for each method indicate the β values used in the recon-
structions shown in figures 14 and 15.
of the tumour mean by OSEM, DS-PML and DTV-PML
is shown in the left peak of the tumour profile. The
difference image profiles (figure 15(c)) show the overesti-
mation of the difference provided by DE-PML, and also
the effect of each method in the observed differences in
the smaller peak of the PET2 tumour, which was more
intense in PET2 than in PET1 (red circle). DS-PML and
DE-PML suppress this small real change relative to the
OSEM reconstructions, whereas DTV-PML better pre-
serves it.
IV. DISCUSSION
In this work we have built upon the concept of si-
multaneous reconstruction of longitudinal PET datasets
via the use of difference-image penalty terms. Specifi-
cally, we have proposed novel penalties that encourage
low entropy difference images (DE-PML) and difference
images with sparse spatial gradients (DTV-PML). The
results of 2D simulation study experiments have shown
that using longitudinal difference-image priors to recon-
struct S longitudinal scans can reduce image noise up to
levels typically achieved by standard reconstructions us-
ing S× the number of recorded counts. However, there is
a tradeoff between the level of background noise reduc-
tion achieved and the reconstruction of regions of change
between scans.
In particular, the results from Experiment 1 showed
that all of the proposed penalty terms introduce some
level of bias in terms of estimation of tumour mean val-
ues with sufficiently high penalty strengths (figure 1).
Nonetheless, the entropy-based method DE-PML was
observed to produce the lowest levels of bias when us-
ing a double-counts MLEM as the reference. On the
other hand, when considering reconstruction error in and
around the tumour, the DTV-PML method produced
the lowest %RMSE values, beating even the DE-PML
method (figure 2). Given that the DE-PML method re-
constructs tumour means more accurately, the improve-
ment in %RMSE seen with the DTV-PML method re-
sults from noise reduction within the tumour, an obser-
vation reinforced by the lower voxel-wise variance ob-
served in figure 6. Overall though, the level of bias in-
troduced by any of the proposed methods was small, and
inspection of the longitudinal trends of the tumour mean
(figure 5) shows that for this particular case (intensity
reduction of 25% and radius reduction of 47%), even a
relatively strong regularisation in terms of high levels of
background noise reduction allows for clear discernment
of the behaviour of the tumour.
When the regularisation level was held constant and
tumour response varied, the performance of the proposed
methods was largely stable. At large radius changes
(with fixed intensities), error levels began to rise, with
DTV-PML producing the lowest errors of the three
penalties (figure 7). This is due to the noise reduction
properties observed in Experiment 1. However, in gen-
eral, with any of the three methods error levels in the
tumour as a function of response are more complicated
than for MLEM reconstructions. Before use in a clinical
setting, the proposed methods would need to be validated
across a representative, application-specific set of tumour
responses to ensure that they are robust to the range of
changes anticipated in that context. Such a validation
study is beyond the scope of this present work which
focuses primarily on the proposal of new reconstruction
methodologies.
Extending the difference-image prior methods to the
five-scan 2D case reinforced the results seen previously
with the two-scan case. In particular, the tradeoff be-
tween background noise reduction and tumour bias was
shown to hold true for varying σw, which controlled the
coupling between scans throughout the longitudinal se-
ries (figure 9). At σw = ∞, maximum noise reduction
was achieved at the expense of bias levels similar to those
observed in the two-scan case. Also reflected from the
two-scan case was the ability of the DE-PML method
to more accurately reconstruct tumour means, and the
error reduction of DTV-PML due to noise reduction in
the tumour (figure 12). In the five-scan case, the visual
impact of using difference-image priors is stronger in the
reconstructed images due to the greater amount of data
that is available to be shared between the scans.
Overall, the results of the real data case study reflected
those of the simulation experiments, with increasing β
reducing background image noise and preserving tumour
appearance. Again, some bias was introduced into the
tumour mean relative to the standard OSEM reconstruc-
tions. However, the real data experiment also highlighted
some of the issues with the three difference-image priors,
particularly when there are additional changes between
the images beyond those caused by the tumour response,
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Figure 14. Example images for the real data case study. From left to right: PET1 images in their native space; PET2 images
in their native space; PET2 images aligned to the PET1 image space; and difference images in the PET1 image space (i.e.
column 3 minus column 1). Top row shows CT images with tumour (red) and background (blue) regions of interest shown for
reference. PET reconstructions include the double-counts OSEM reconstructions, OSEM reconstructions, and reconstructions
using DS-PML, DE-PML and DTV-PML, each with β values as indicated in figure 13. These latter three difference-image
prior methods reduce noise in the background of the image while maintaining the visual appearance of the tumour. Each also
displays a distinctive difference image reflecting the characteristics encouraged by each prior.
such as those that were observed in the brain of the pa-
tient. For the DS-PML method, the existence of these
additional strong changes could be the cause of the sup-
pression of the tumour differences caused by the appear-
ance of a second tumour peak in the PET2 scan (figure
15, red circle). Because the amplitude of this valid tu-
mour change was lower than the differences observed else-
where in the image, it was suppressed in place of these
other changes in order to encourage the sparsity sought
by the prior term. Likewise, the existence of the changes
within the brain is suspected to be the cause of the larger
biases observed with the DE-PML method; by attempt-
ing to produce a low entropy difference image, similar
changes can be encouraged to have the same value, even
over large spatial distances. This is reflected in figure
14, where it can be seen that the changes in the brain
and the tumour in the DE-PML difference image seem
to have similar values, despite them appearing distinct
in the other difference images. This issue could be alle-
viated in future by adopting a local entropy prior on the
difference image, encouraging spatially distant parts of
the image to possess their own low-entropy distributions
without allowing them to interfere with each other. Con-
trary to the other two methods, the DTV-PML method
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Figure 15. Line profiles through the tumour for (a) the PET1
images, (b) the aligned PET2 images, and (c) the difference
images (bottom). The red circle highlights differences due to
a region that increased in uptake from PET1 to PET2 that
was suppressed by the DS-PML and DE-PML methods but
retained by the DTV-PML method.
seems to deal better with the existence of other changes
in the difference image, maintaining the second tumour
peak that was suppressed by the other two methods (fig-
ure 15, red circles). However, the DTV-PML method
still introduced bias into the tumour reconstructions be-
cause of spatial smoothing applied by the penalty in the
difference image domain. This reflects the results seen
in the simulation studies (e.g. figure 3(a)), where the
tumour was smoothed relative to the standard MLEM
reconstructions.
The proposal of longitudinal image reconstruction for
PET images is, as far as the authors are aware, still a
novel concept previously proposed only by our group26.
In MR imaging however, the coupling of longitudinal
datasets has been previously proposed, via the use of
adaptive data acquisition and penalisation of differences
between the follow-up image and the baseline image in
the reconstruction32,33. While there are similarities be-
tween this method and the ones we describe here and
previously26, coupling of MR datasets is distinct from
the PET case since in MR imaging information loss in
the form of data undersampling results in image arte-
facts and not necessarily increased image noise. There-
fore, in MR, it is possible to have a single high quality
baseline scan to be able to improve the follow-up scan in
a manner analogous to guided reconstructions in PET.
On the other hand, in PET imaging, the noise levels
are almost always high. In this case, reconstructing the
follow-up scan by penalising differences with respect to
a pre-reconstructed baseline image would not be useful.
By penalising both images simultaneously as in our pro-
posed framework, noise can be effectively suppressed at
early iterations, achieving the inter-scan transfer of in-
formation for the PET case.
Another area of research related to longitudinal recon-
struction is that of dynamic, or 4D PET image recon-
struction. In 4D reconstruction, the temporal behaviour
of a tracer distribution is required, and there exist many
methodologies for estimating this34. However, there are
notable differences between 4D reconstruction methods
and longitudinal reconstruction methods. Firstly, 4D
reconstructions generally have access to all data from
within a dynamic acquisition, which ensures that time-
frames are adjacent. This means that it is easier to
encourage temporal similarity between frames, since it
is safe to assume that no large changes have occurred.
In the longitudinal case, the scans could quite feasibly
be separated by months, which is ample time for large
changes to occur. Secondly, because the overall aim of
4D reconstruction is often to estimate kinetic parame-
ters according to pharmacokinetic compartmental mod-
els, there can be a greater level of robustness to biases in
individual isolated voxel values that can be caused by the
model fitting. On the other hand however, in longitudinal
studies the exact values of voxels and ROIs can be very
important for a given single scan, often more so than the
case of a single frame within a 4D reconstruction. Finally,
in 4D PET contexts, the number of time frames (com-
monly pseudo-continuous temporal sampling is possible
when reconstructing in list-mode; or at least > 10 time-
frames are used) is considerably higher than the typical
number of scans available for longitudinal studies (2 is
standard; 5 would be considered high). This limitation
of longitudinal studies means that it is more difficult to
devise meaningful longitudinal models which would be
suitable for direct incorporation into the image recon-
struction method.
The methods and results presented in this work have,
of course, their limitations. Firstly, and most impor-
tantly, the introduction of bias into the tumour region
could be a cause for concern. However, as shown in this
work, these biases are relatively small compared to typ-
ically expected variations due to tumour progression or
response. Furthermore, the amount of bias that is accept-
able will be application specific. For example, in tumour
detection contexts, the benefit of background noise reduc-
tion provided by our proposed methods might be consid-
ered worth the bias introduced into the tumour. On the
other hand, in tumour response scans where the threshold
for responder or non-responder is very fine these meth-
ods might be of limited benefit (or at least lower penalty
strengths would need to be used).
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As highlighted by the real data experiment, another
limitation of the presented difference-image prior recon-
struction methods is the need for high-quality alignment
fields to be used during the reconstruction. Errors in
alignment fields introduce additional features into the
difference images, which can adversely impact the effec-
tiveness of the priors as described above. In this work
we used non-rigid deformation fields estimated using a
demons-based method, which resulted in difference im-
ages that contained some residual changes that were not
due to the tumour. Future work would require refinement
of the registration process by considering other registra-
tion algorithms and optimising all relevant parameters,
although the most appropriate registration algorithm will
depend on the application. In this respect, previous work
aiming to provide regional or voxel-level analysis of tu-
mour differences35–38 might be informative as to the ap-
plications that are most well-developed for incorporation
of the methods presented in this paper. Another oppor-
tunity for improvement, with the increased usage of si-
multaneous PET-MR scanners, is the use of MR images,
with superior soft tissue contrast over CT, to perform
the registration. Furthermore, incorporating the estima-
tion of motion fields during PET image reconstruction
is a growing area of research39–41, which could have po-
tential for refining alignment fields estimated from other
imaging modalities.
Ultimately, however, the methods presented in this
work need to be tested in an application-specific man-
ner to ascertain which areas could benefit most from their
use. This would include testing over many representative
cases to allow parameter values like β and σw (or rules for
setting them) to be derived based on a population, rather
than the limited single object used in the simulations in
this work. It is important to note that while this work
has focused on oncology treatment response scans as an
application of longitudinal imaging, there are many oth-
ers where difference-image priors could be of use, such
as in the long-term observation of neuro-degenerative
disorders42,43, ictal and interictal subtraction imaging in
epilepsy44,45, and functional brain studies that explore
changes in brain activation arising from drugs or other
stimuli46–48.
V. CONCLUSIONS
Longitudinal PET scans are often acquired in order to
observe and quantify physiological and molecular changes
in vivo over extended time scales. Typically these scans
are reconstructed independently using standard PET re-
construction algorithms such as MLEM. Simultaneous re-
construction of longitudinal PET datasets is a newly pro-
posed area of research which has opened up many pos-
sibilities for improvement of longitudinal PET images.
This work builds on the promising previous preliminary
results by proposing additional difference-image priors
and evaluating their performance. In simulation studies,
results showed that considerable noise reduction can be
achieved across background portions of the image. Per-
formance of the reconstruction methods within the tu-
mour itself vary, with encouragement of a low-entropy
difference image maintaining low levels of bias in the tu-
mour, while encouraging difference images with few spa-
tial gradients provides the lowest reconstruction errors
by way of noise reduction at the cost of induced tumour
bias. Application to a real data case study showed similar
improvements, but highlighted the need for high-quality
alignment fields to allow the proposed methods to per-
form optimally.
Future work will require exploration of the issue of
mis-registration of longitudinal scans by exploring other
registration algorithms and optimising parameters. Fur-
thermore, evaluation of the performance of the proposed
methods in an application-specific manner will need to
be carried out in order to ascertain which areas of longi-
tudinal PET imaging, not limited to oncology, will bene-
fit from simultaneous image reconstruction. Ultimately,
the coupling of longitudinal datasets during image re-
construction has the potential to improve longitudinal
PET images ‘for free’, if current injected doses are used,
or to reduce injected dose (and therefore the patient’s
absorbed dose) by a factor approximately equal to the
number of longitudinal scans and maintain current levels
of image quality.
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