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ABSTRACT
This thesis presents methods for enabling suitable human computer interaction
using only movements of the bare human hands in free space. This kind of inter-
action is natural and intuitive, particularly because actions familiar to our every-
day life can be reflected. Furthermore, the input is contact-free which is of great
advantage e.g. in medical applications due to hygiene factors.
For enabling the translation of hand movements to control signals an auto-
matic method for tracking the pose and/or posture of the hand is needed. In this
context the simultaneous recognition of both hands is desirable to allow for more
natural input. The first contribution of this thesis is a novel video-based method
for real-time detection of the positions and orientations of both bare human hands
in four different predefined postures, respectively. Based on such a system novel
interaction interfaces can be developed. However, the design of such interfaces is
a non-trivial task. Additionally, the development of novel interaction techniques
is often mandatory in order to enable the design of efficient and easily operable
interfaces. To this end, several novel interaction techniques are presented and in-
vestigated in this thesis, which solve existing problems and substantially improve
the applicability of such a new device. These techniques are not restricted to this
input instrument and can also be employed to improve the handling of other in-
teraction devices. Finally, several new interaction interfaces are described and
analyzed to demonstrate possible applications in specific interaction scenarios.
xvii
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ZUSAMMENFASSUNG
In der vorliegenden Arbeit werden Verfahren dargestellt, die sinnvolle Mensch-
Maschine-Interaktionen nur durch Bewegungen der bloßen Hände in freiem Raum
ermöglichen. Solche "natürlichen" Interaktionen haben den besonderen Vorteil,
dass alltägliche und vertraute Handlungen in die virtuelle Umgebung übertragen
werden können. Außerdem werden auf diese Art berührungslose Eingaben er-
möglicht, nützlich z.B. wegen hygienischer Aspekte im medizinischen Bereich.
Um Handbewegungen in Steuersignale umsetzen zu können, ist zunächst ein
automatisches Verfahren zur Erkennung der Lage und/oder der Art der mit der
Hand gebildeten Geste notwendig. Dabei ist die gleichzeitige Erfassung beider
Hände wünschenswert, um die Eingaben möglichst natürlich gestalten zu können.
Der erste Beitrag dieser Arbeit besteht aus einer neuen videobasierten Methode
zur unmittelbaren Erkennung der Positionen und Orientierungen beider Hände in
jeweils vier verschiedenen, vordefinierten Gesten. Basierend auf einem solchen
Verfahren können neuartige Interaktionsschnittstellen entwickelt werden. Allerd-
ings ist die Ausgestaltung solcher Schnittstellen keinesfalls trivial. Im Gegen-
teil ist bei einer neuen Art der Interaktion meist sogar die Entwicklung neuer
Interaktionstechniken erforderlich, damit überhaupt effiziente und gut bedienbare
Schnittstellen konzipiert werden können. Aus diesem Grund wurden in dieser
Arbeit einige neue Interaktionstechniken entwickelt und untersucht, die vorhan-
dene Probleme beheben und die Anwendbarkeit eines solchen Eingabeinstruments
für bestimmte Arten der Interaktion verbessern oder überhaupt erst ermöglichen.
Diese Techniken sind nicht auf dieses Eingabeinstrument beschränkt und können
durchaus auch die Handhabung anderer Eingabegeräte verbessern. Des Weiteren
werden mehrere neue Interaktionsschnittstellen präsentiert, die den möglichen
Einsatz bloßhändiger Interaktion in verschiedenen, typischen Anwendungsgebi-
eten veranschaulichen.
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CHAPTER 1
INTRODUCTION
1.1 Hand-Tracking
Ever since the creation of the first Virtual/Augmented-Reality (VR/AR) applica-
tions Human-Computer-Interaction research has taken a great interest in using the
human hand as an input-device. This is explained by one of the main require-
ments of VR/AR: actions/responses familiar from our everyday life have to be at
the user’s disposal, and the overall user experience should possibly be enhanced
by allowing the user to carry out tasks, which are impossible in real life (e.g. fly-
ing). Everyday interaction with our environment involves our hands as natural
"interaction-devices", therefore, it should also be available in its virtual counter-
part.
To enable VR/AR systems to react to hand movements, the movement of the
user’s hand has to be tracked. Thereby several tracking requirements are essential
in order to support immersive user experience. Two requirements in particular
should be fulfilled: first, the tracking should be done in real-time, because other-
wise instant interaction would be impossible. Second, no extra devices should be
needed apart from the user’s hand (e.g. datagloves or markers) to ensure immer-
sive interaction. Furthermore it is desired that the initialization and detection if
the previous tracking was correct are handled fully automatically, because other-
wise the user constantly would have to verify by herself/himself, whether her/his
actions are interpreted appropriately. This would prohibit the user from concen-
trating on the actual task that she/he tries to carry out. Another property that
would reduce the general availability of a system for a potential new user is the
avoidance of time-consuming per user calibration and/or registration procedures.
Having defined the requirements for hand-tracking systems in general, we can
turn our attention to the question: what features should actually be tracked? The
human hand can be modeled satisfyingly as a kinematic chain with 26-27 degrees
of freedom: 6 DOF for the pose (global position and orientation) of the hand
and 20-21 for the joint angles of the fingers [RK95, KHW95]. The extent people
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exploit the full DOFs of their hands and whether there is an additional temporal
context to the hand movement (dynamic gestures, e.g. waving) strongly depends
on the intention of one’s action. Thus, whether all DOFs or only a subset has to
be tracked depends on what kinds of interaction the system should support.
For example in a dexterous manipulation simulation it is essential to track all
DOFs of the hand. Unfortunately, no visual tracking approach exists that is ca-
pable of tracking all DOFs or even more than 6 DOFs and several stiff postures
(specified configuration of finger limb positions and orientations relative to the
hand pose, e.g. the fist posture) of the hand in real-time while using affordable
hardware. Note that by tracking the hand pose over time also arbitrary hand ges-
tures (predefined movements of the hand pose, e.g. writing a letter in the air) can
be recognized and exploited.
In order to further increase the intuitiveness of such interaction interfaces, the
system should also be capable of simultaneously tracking both human hands. Ko-
tranza et al. [KQL06] performed a user study concerning this matter with the
result, that most people intuitively use both hands for simulated hands-on tasks
and that two-handed virtual interaction better resembles real-world tasks. Several
other 3D applications use two-handed interaction for a more intuitive handling.
1.2 Interaction Techniques
While markerless hand-tracking enables the translation of real hand movements
to virtual movements, several problems have to be solved in order to build a 3D
interface on top of the basic hand-tracking technology. Exploiting the detection
of position, orientation and posture the interface has to provide mechanisms for
basic interaction techniques such as object selection, grabbing/releasing and 3D
navigation. Thereby an easy to use realization of these techniques is crucial for us-
ability and efficiency of the interface. These techniques have to be adapted to the
users’ capabilities and incapabilities (e.g. the limited range of angle movements of
the human wrist), the applications’ specifications as well as the requirements and
drawbacks of the used hand-tracking method. This diversity of demands poses
several challenges in the design of easy to use interfaces as described in the fol-
lowing.
The first challenge is grabbing and releasing of objects, which are inherent
tasks during 3D interaction sessions due to the following reasons. The virtual
world is typically significantly larger than the working volume of the user (the 3D
region the hand is tracked in). Therefore, to enable users to move a virtual object
to every position in the virtual space it has to be possible to grab it and release it
in order to move it step by step. Scaling the working volume to the whole virtual
world is not an option, because the accuracy would decrease too heavily. Similar,
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the range of angle movements of the human wrist is limited. In order to fully
rotate and inspect an object from all viewing directions grabbing and releasing are
indispensable.
In interfaces that employ a standard 2D mouse, grabbing and releasing is
solved either by lifting the mouse (while it is lifted a mouse movement induces no
object movement) or by exploiting button states (usually the object is only moved
if a button is held down). But in contrast to standard controllers no direct adequate
exists for markerless hand-tracking. Simple solutions for the realization of a grab
and release cycle in the absence of physical buttons are disposing one degree of
freedom (DOF) of the hand pose, e.g. only if z-coordinate is greater than a certain
value the object is grabbed, exploiting the second hand or applying different pos-
tures for different button states. Unfortunately, these approaches also have draw-
backs. Exploiting one DOF of the hand pose is only possible, if less than 6 DOF
are needed in the current task. Using the second hand to define the current grab
and release state is more uncomfortable due to the need of straining both hands
and arms simultaneously and therefore should not be used as a permanent mode
of action. However, in specific scenarios temporarily switching to two-handed
control can significantly improve certain manipulation tasks (see e.g. [OKF+05]).
The use of different postures, one for grabbing and another for releasing, is signifi-
cantly more demanding for the user than simply pressing a mouse button, because
the physical effort as well as the complexity of coordination of changing postures
is considerably higher, especially if various specified postures are concurrently
needed. Moreover, a posture change always induces an unintended pose change
mainly in rotation in current markerless hand-tracking systems. This is due to the
problem that the tracking state is temporarily undefined during a posture change.
Therefore, it would nearly be impossible to instantly stop an object’s movement
by switching to another posture.
The second challenge is the lack of suitable techniques for selecting objects
and tools. In standard interfaces typically selection is performed by moving the
cursor above a virtual button or object on the screen and performing a click. To
this end, cursor positioning as well as clicking simulation has to be suitably solved
in the context of bare-handed interaction. Unfortunately, free-hand cursor po-
sitioning lacks precision due to natural hand tremor and tracking inaccuracies.
Increasing precision with a simple speed dependent acceleration scheme is not
straightforward for bare-handed interaction without affecting the intuitiveness and
effectiveness. Because of the lack of physical buttons enabling bare-handed click-
ing is also challenging and not yet solved suitably.
Another challenge of using hand-tracking for interaction is providing the user
information about the limited working volume of the hand-tracking device and
details about the current tracking state. The user has to ensure permanently that
her/his hand is located inside the working volume and that she/he is performing the
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correct pose and posture for solving the current task. Without suitable techniques
to facilitate these needs, this can lead to extremely high demands for the user.
Last but not least, in a 3D interface comprising several different interaction
modes (e.g. selection and manipulation) switching between these modes has to
be enabled. Therefore, suitable mechanisms are needed which minimize the addi-
tional effort, complexity and disturbance for the user.
1.3 Interaction Interfaces
Having a system to real-time track hand movements, suitable interfaces are needed
to fully exploit its capability for efficient and intuitive interaction. Adequate inter-
action techniques/metaphors have to be selected, combined and adapted to fit the
specifications of an interaction scenario.
In the past decades numerous interaction interfaces for industrial applications
were introduced such as assembly simulation or handling virtual menus. How-
ever, most of these interfaces are designed for being used with other interaction
devices (e.g. data gloves or physical controllers) and therefore employ interac-
tion techniques that are not suitable for our case. Moreover, previously proposed
interfaces obviously can only consider interaction techniques being introduced
before. Hence, these interfaces did not consider novel techniques which could
significantly improve certain interaction tasks. Because of these facts, previous
interaction interfaces still suffer from several drawbacks concerning their use for
bare-handed interaction. For example, compensating the absence of physical but-
tons or enabling precise and fast manipulations with a limited working volume are
challenges that were not sufficiently so far.
In the field of bare-handed interaction interfaces for games only little research
was performed in the last decades. In the last years research in this special field
gained more interest, also because of the great success of novel interaction devices
as for example the Nintendo Wii-Remote controller. But the Wii-Remote includes
the need of holding a physical device and is not able to fully recover the global
pose. In contrary an adequate markerless vision-based hand-tracking system does
not suffer from these drawbacks, but needs further investigation of suitable inter-
action metaphors for gaming. Moreover, user experiments are needed to analyze
the overall applicability of bare-handed tracking for game control.
1.4 Goals
The primary goal of this thesis is the development of a novel interaction device
that enables real-time bare-hand user input and is capable of detecting both global
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hand positions and orientations without angle limitations. In order to exploit the
full potential of this device an inherent objective is designing suitable interaction
techniques and interfaces.
The first step toward this end is developing a robust hand-tracking system with
the according capabilities. Having such a system it is possible to implement inter-
action interfaces for closing the gap between the device and possible applications.
As the design of such an interface is crucial for usability and acceptance, careful
investigation of possible ways of interaction is the obligatory second step. This
comprises the identification and adjustment of existing as well as the development
and experimental analysis of novel interaction techniques. Moreover, suitable
combinations of interaction techniques have to be identified and integrated into
exemplary interfaces to demonstrate the use of the device in typical interaction
scenarios.
1.5 Main Contributions and Thesis Structure
The main content of this thesis is organized in the following three parts:
Part I - Hand-Tracking: In this part our work on a system for tracking the bare
human hands is presented. A visual hand-tracking system was designed and
implemented that fully satisfies the requirements mentioned in Sec. 1.1.
This system is capable of tracking the global 6 degrees of freedom (position
and orientation) of one user hand in 4 predefined postures. Subsequently,
this system was extended for the simultaneous tracking of both user hands.
This work forms a basis for our research in bare-handed interaction.
Part II - Interaction Techniques: In this part several interaction techniques are
presented, which can heavily support bare-handed human computer inter-
action as well as interaction with other free-hand devices. The following
central problems are addressed: one and two-handed virtual 3D object ma-
nipulation without physical buttons, menu navigation and clicking with bare
hands, compensating the missing force feedback by visual feedback. Addi-
tionally, the results of several user experiments are presented which show
the efficiency of several of these techniques.
Part III - Interaction Interfaces and Applications: Several self-developed in-
teraction interfaces and applications as well as suitable interfaces to com-
mercial applications are presented and investigated in this part. Among oth-
ers, solutions to 3D object manipulation, virtual pointer control, virtual fly
through and 3D game control are introduced. In the context of bare-handed
gaming as well a user study is presented.
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As usual in the field of computer graphics and human computer interaction most
of the algorithms presented in this thesis have already been published or submit-
ted as international conference/journal papers [SKSK07, SK07, SNNK09, SK09a,
SBK09, SK09c, SK10, SZBK10], patent specifications [SK09d, SK09b] and a
master thesis [Zhe09].
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Hand-Tracking
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CHAPTER 2
PREREQUISITES
In this chapter several basic techniques and procedures needed for our hand-
tracking method are discussed. Our method relies on a coarse 3D-reconstruction
of the user’s hand, which is obtained by constructing the so called visual hull. This
concept is outlined in the first section of this chapter. The visual hull construction
technique requires multiple calibrated cameras and a well suited segmentation
procedure for segmenting the camera images into hand and non-hand pixels. To
this end in the following two sections a suitable calibration method is outlined and
it is explained how segmentation is performed. Subsequently, a novel procedure
for real-time analysis of the segmentations is introduced. In the last section of this
chapter the hardware prototypes of our hand-tracking system are described.
2.1 The Visual Hull
The Visual Hull is defined as the geometric entity created by the shape from sil-
houettes 3D reconstruction technique introduced by Laurentini [Lau94]. This
technique requires multiple 2D silhouettes of a 3D object from different views.
Along with the viewing parameters of the respective camera, a 2D silhouette de-
fines a back-projected generalized cone that contains the 3D object. The intersec-
tion of multiple cones defines a bounding volume of the object and is called visual
hull. An illustration is given in Fig. 2.1. The visual hull provides a coarse 3D vol-
ume representation of the object. Thereby, the quality of the 3D representation
depends strongly on the arrangement of the cameras. The best average quality is
achieved if the directions the object is viewed from uniformly sample the unit half
sphere.
In our hand-tracking system we compute the visual hull of a hand in each
frame (i.e. for each new set of camera images) and then extract and identify
features in the 3D domain in order to determine the global pose and posture of the
hand. To this end, all important parts of the hand (i.e. hand parts comprising the
features) have to be located in the region that is captured from all cameras. We
refer to this region as the working volume. The working volume is described by
the visual hull computed by using the full image rectangles as silhouettes (see Fig.
9
CHAPTER 2. PREREQUISITES
Figure 2.1: Construction of the visual hull of a hand from three silhouettes.
2.2).
Figure 2.2: The visual hull computed by using the image rectangles as silhouettes.
The resulting convex polytope (Right) is defined to be the working volume. Note
that the visual hull of any image segmentations is always contained in the working
volume.
2.2 Camera Calibration
In order to allow for constructing the visual hull, the intrinsic and extrinsic param-
eters of the cameras have to be calibrated. The intrinsic parameters determine the
optical, geometric and digital characteristics of the camera. They can be described
by the perspective projection, the transformation between image plane coordinates
and pixel coordinates and the geometric distortion introduced by the bending of
the lens. These parameters can be obtained separately for each camera.
10
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The extrinsic camera parameters uniquely identify the transformation between
the camera reference frame and the world reference frame. Determining these
parameters means identifying the camera positions and orientations in one global
coordinate system. Obviously, this can not be done separately for each camera.
Camera calibration is usually done by showing an object with known geome-
try and color distribution to the cameras which provides visual feature points that
can unambiguously be identified in the camera images. As the relative feature
positions are known in the global reference frame the computed feature positions
can be used as control points to estimate the intrinsic camera parameters. Further-
more, identifying corresponding feature positions for multiple cameras enables
the estimation of the extrinsic camera parameters.
For determining the camera parameters we adopt the calibration method de-
scribed in [KLK07]. We chose this method mainly because the triangulation error
is explicitly taken into account, thus making the calibration results well suited
for the shape-from-silhouettes technique. This method consists of the following
steps:
Data Acquisition: The user has to show a planar checkerboard pattern to the
cameras; however, it does not have to be visible by all the cameras simulta-
neously. While the user moves the pattern, the synchronized video streams
of the cameras are captured.
Feature Extraction: The predefined features of the pattern (the chessboard cor-
ners) are extracted from each captured camera image.
Distortion Estimation: The lens distortion parameters are calibrated for each
camera. Subsequently, the dataset (i.e. images and features) is undistorted.
Intrinsic Calibration: The intrinsic parameters (i.e. focal length and the trans-
formation between image plane coordinates and pixel coordinates) are iden-
tified independently for each camera.
Extrinsic Calibration: The extrinsic parameters (i.e. positions and orientations)
of the cameras are determined by exploiting the inherent feature correspon-
dences.
Although the need for a planar calibration object makes the method slightly more
inconvenient for the user than e.g. [SMP05], it allows to decouple the full pinhole
calibration into three subproblems with smaller dimensionality. This also has the
benefit that the feature extraction, distortion estimation and intrinsic calibration
can be parallelized.
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2.3 Image Segmentation
In order to compute the visual hull, the camera images need to be segmented to
hand/arm and non-hand/arm pixels at each frame. The quality of the hand recon-
struction using the visual hull directly depends on the quality of the segmentation.
As the further processing stages of our hand-tracking build upon the visual hull,
it is important to use well-suited mask images to build it. Robust real-time seg-
mentation in general environments is an open problem, therefore we decided to
control the surroundings in the working volume enabling a simple background
subtraction algorithm for segmentation. In a background subtraction algorithm a
previously learned background image (typically obtained by averaging several im-
ages before the user’s hands are inside the working volume) is subtracted from the
current camera image and the segmentation is applied to the resulting difference
image. If the foreground (i.e. the user’s hands and arms) differs strong enough
from the background a simple thresholding on the differences is sufficient for seg-
menting very reliably. In the following the process of updating the background is
explained.
2.3.1 Background Update
Updating the background image means replacing the color/intensity of the back-
ground image by the color/intensity of the current image in a certain way. The
simplest solution is replacing the background image with the current image. How-
ever, due to aliasing artifacts and small errors in the image capturing process, it
is superior to replace the background image with the average of a sequence of
images. Therefore, typically n images are accumulated in an image buffer and
each pixel value is divided by n to get the background image. In our case, we
want to successively add the color/intensity information of single images to the
background buffer. To this end, in a first step the accumulation buffer is initial-
ized by summing up a sequence of n images. Then, the new image is added to
the accumulation buffer and the oldest image that contributes to the accumulation
buffer (i.e. was added and not yet subtracted) is subtracted. After that, the new
background is computed by dividing by n. In our setting we used n = 25. If
only specified regions of the background shall be updated, the accumulation can
be performed pixel-wise; pixels of the background belonging to such a specified
region are updated individually.
In our system, if it is known that currently no hand/arm is located inside the
working volume (WV), the update routine is always running for the entire images.
In the case that a hand is decided to be located inside the WV, the update routine
is either only partly (i.e. for specific image regions) or not running. The decision
if the WV is empty and which regions can be updated is made by an automatic
12
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segmentation analysis described in Sec. 2.4.
2.4 Real-Time Segmentation Control
Under the assumptions that each camera background is static and contains no
items having a similar color (if color cameras are used) or intensity (if infrared
cameras are used) as the foreground (hands/arms), a background subtraction algo-
rithm segments very reliably. However, changes in the environment (e.g. lighting
conditions, adding/removal of objects) can lead to problematic changes of the
background. In practice such changes can not always be avoided, particularly, if
the system is used for a longer period of time without supervision. Mainly two fac-
tors lead to problematic background changes: varying illumination and changes
by the user. The illumination can vary slowly (e.g. solar altitude) or abruptly
(e.g. switching lights on/off). In both cases the background has to be updated
to prevent incorrect segmentation. The challenge is adding only the changes of
the background to the background buffer. Falsely regarding foreground as back-
ground has to be avoided. If the current segmentation can be guaranteed to be cor-
rect, it is possible to update only the image region belonging to the background.
However, this can not be ensured if the illumination changes abruptly. In this case,
the background should only be updated if the working volume is empty.
If the user herself/himself changes the background by adding/removing items
to/from the sensitive region (e.g. a self brough item or a body part not used for
interaction) the segmentation can seriously be disturbed. In this context we dis-
tinguish two kinds of items: similar or not similar to the foreground. If the back-
ground contains items too similar to the foreground (e.g. a body part), it is impos-
sible to perform correct segmentation in the respective image region. Therefore,
this case has to be detected to enable instructing the user to remove such items.
If the items are not similar to the foreground, segmentation can work correctly if
the background is updated. To this end, this case has to be detected and a certain
update process has to be performed.
2.4.1 Automatic Segmentation Analysis
The idea is to establish a context between the different camera images for gaining
knowledge about the correctness of the segmentation. We exploit the fact that
more than two cameras are concurrently used and their spatial context is known.
13
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Exploitation of Spatial Context
In order to meaningfully compare the segmentations of all camera images, we first
construct the visual hull of the image segmentations. Then, we project the visual
hull to each segmentation image (see Fig. 2.3) and inspect how the visual hull
projections are overlapping the segmentations. The overlaps provide information
Figure 2.3: Illustration of the visual hull construction and projection process.
First, the silhouettes (black hand/arm masks) are back-projected for the construc-
tion of the visual hull (see also Sec. 2.1). Then, the visual hull is projected to the
images (red hand/arm masks). Note that by definition the projection of the visual
hull is always contained in the image segmentations.
about the correctness of the segmentations as described in the following. If all
images are segmented correctly, the true 3D object (i.e. hand/arm) is contained in
the visual hull. Therefore, the visual hull projections to the images approximately
coincide with the segmentations. An incorrect segmentation means that the seg-
mentation either missed parts of the silhouette or contained parts not belonging to
the silhouette of the true 3D object.
In the first case, if the segmentation in one image lacks some significant parts
of the silhouette, these parts are also missing in the visual hull and in its projec-
tions. Therefore, depending on the viewpoints, at least one projection to another
image would probably not coincide with its segmentation (see Fig. 2.4).
If the segmentation of an image contains significant parts not belonging to
the silhouette, these parts are at least partially truncated from the visual hull as
14
2.4. REAL-TIME SEGMENTATION CONTROL
Figure 2.4: In the segmentation on the right a part of the hand/arm is not contained
in the foreground. Therefore, the projections of the visual hull to the other images
(left and middle) does not coincide with their segmentations.
they are not contained in the segmentations of the other images. Therefore, the
projection to this image is only partially overlapping its segmentation (see Fig.
2.5).
Figure 2.5: In the segmentation on the right a part of the background is contained
in the segmentation. As it is not contained in the other segmentations (left and
middle), it is truncated from the visual hull and not contained in the projection to
the image.
To decide whether the overlap in an image is full (the projection nearly fills in
the complete segmentation) or partial (the projection area is significantly smaller
than the segmentation area), we use a certain threshold (95% of the segmentation
area).
Analyzing the entire overlaps of visual hull projections and segmentations
works fine if the cameras are capturing the same 3D space. However, this is
typically not the case, because the cameras have very different positions and ori-
entations. Therefore, the projection of the visual hull can miss a significant part
of an image’s segmentation even if all camera images are segmented correctly.
This happens if the corresponding part of the hand/arm is truncated in another
image by the image border (see Fig. 2.6). That leads to truncation of the visual
15
CHAPTER 2. PREREQUISITES
Figure 2.6: Although all images were segmented correctly, the visual hull projec-
tion on the right does not coincide with the segmentation. This happens when a
segmentation in another image was truncated by the image border.
hull and its projection. To solve this problem, these regions have to be identified
and ignored in the computation of the overlaps of segmentation and visual hull
projection. Fortunately, these regions can be identified without user interaction.
Our solution exploits the fact that the visual hull of the entire images (defined as
the working volume, see Sec. 2.1) defines the 3D space where every 3D point has
a corresponding 2D projection point in each camera image. 3D points not being
located inside the working volume lack a corresponding 2D projection point in
at least one camera image (i.e. the projection point is located beyond the image
border). Therefore, the projections of the working volume can be used to classify
the images. We refer to image pixels overlapping the projection of the working
volume as active image pixels. The remaining image pixels are inactive and ig-
nored in the segmentation analysis and update process. Note that the working
volume and its projections to the images depend only on the camera parameters.
Therefore, this method can be executed off-line in a pre-processing step.
Implementation
To maintain a correct segmentation over time without supervision, our method
distinguishes the following three cases leading to different mechanisms:
Minor segmentation area in one image: If not enough active pixels in an image
belong to the segmentation, the hand/arm is probably not located inside the
working volume.
This is generally used as an indicator for an empty working volume. There-
fore, the background update routine starts automatically (see. Sec. 2.3.1).
This way, slow illumination changes as well as partial changes of the back-
ground are handled.
Partial overlap in one or more images: The segmentation is probably incorrect
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in at least one image. Induced either by having added/removed items or
abrupt illumination changes.
A message is given (acoustically and/or visually) to the user to remove any
items and her/his body from the working area. Then, the background up-
date routine is started. As soon as the background is fully updated and the
segmentation areas are below a certain threshold, the user is informed to be
able to continue her/his work.
Full overlap in all images: The segmentations are probably correct. The seg-
mentations of the images correspond to each other, therefore the projections
of the visual hull nearly coincide with the segmentations (see Fig. 2.3).
In this case, it is possible to use the projections of the visual hull as specified
regions for partially updating the background images. Therefore, all active
background buffer pixels not belonging to the projections of the visual hull
are updated. This way, the segmentation is improved without disturbing the
user. Like in the first case (see above), slow illumination changes and partial
background changes are handled. To account for sampling errors, we first
apply several dilatation steps to each visual hull projection mask.
By using this kind of segmentation analysis and handling, the system can run with-
out supervision. Slow illumination changes are handled by continuously updating
the background image buffers. If the illumination changes abruptly, the user is in-
structed to remove her/his body from the working volume and the background is
updated. If needed, the user is also reminded to remove distracting objects/body
parts from the working area. Fortunately, abrupt illumination changes typically
happen infrequently and the user normally quickly learns not to put down dis-
tracting objects in the sensitive region. Therefore, breaking the work flow for
relearning the entire background images is needed only rarely.
Note that this kind of segmentation analysis and control can also be used for
improving other segmentation methods as for example skin color segmentation.
Having learned an initial skin color histogram this histogram could successively
be updated using the information about the overlap of segmentation and visual
hull projection.
To implement the visual hull projection in real-time, first, the visual hull is
computed on the GPU according to [LMS03] with a grid resolution of maximal
128×128×128. Depending on the camera resolution, lower visual hull resolutions
can also be sufficient. The information about whether a voxel is filled or not
filled is stored in a binary format in the texture grid (we used a char texture and
packed eight voxels to one char value). Therefore, the texture needs a maximal
memory space of 262144 bytes (1283 bits). Then, the texture is loaded to CPU
memory and the contour of the visual hull (the contour contains all filled voxels,
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which have filled as well as empty neighbors) is extracted. The contour typically
contains significantly less voxels than the full grid (about 1282 contour voxels if
1283 voxels in total). Therefore, the subsequent projection to the segmentation
images can be performed very fast.
On prevalent hardware (e.g. Intel Core 2 Duo 6600, Geforce 8800 GTX) the
run-time of the visual hull construction, download to CPU memory and compu-
tation of the visual hull contour need less than 6 milliseconds and the projection
to one image can be performed in less than one millisecond. Note that if the
tracking algorithm anyway needs to compute the visual hull, the extra cost of the
segmentation control is further reduced.
2.5 Hardware Setups
During our research we established three different hardware prototypes for track-
ing the human hands, two high quality active infrared night vision camera setups
and one low cost webcam setup. In each setup the user’s hands’ movements are
captured from above by three cameras and both systems adopt background sub-
traction for image segmentation. The cameras are connected to one computer
(Intel Core 2 Quad Q8200, Geforce GTX 280), respectively, which is responsible
for running our hand-tracking procedure.
Choosing background subtraction for segmentation confines the placement of
the cameras, because segmentation is not possible if body parts other than arms
and hands are observed. Therefore, the cameras must not be placed in front or
behind the user. The cameras may only be positioned nearly circularly in parallel
to the user’s upper body around the working volume in front of the user. Such a
placement of the cameras is clearly suboptimal for the visual hull computation;
however, in practice we found that reliable segmentation is a lot more important
than optimal or near-optimal camera placement for the visual hull computation.
Given this restrictions, the angle between viewing directions of two adjacent cam-
eras in our setups is approximately 60◦ illustrated in Fig. 2.7. Note that the re-
construction results can additionally be improved by using a higher amount of
cameras, however, we discovered the improvements not to be significantly. On
the contrary, using less than three cameras significantly degrade the quality and is
therefore not an option. Also altering the relative camera arrangement can lead to
a significant loss of performance.
Using hand-tracking for interaction purposes is undeniably very intuitive and
effective. But especially two-handed operations are tiring if the user has to keep
her/his arms in free air. Therefore a desk is placed under the working volume in
order to let the user rest her/his elbows on it. Furthermore, in this way the natural
tremor of the hands is reduced.
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Figure 2.7: Illustration of the confined camera arrangement. The red cones indi-
cate the viewing volumes. Note that the region where all cones overlap each other
is defined as the working volume.
2.5.1 Active Infrared Night Vision Cameras
In our high quality setups the user’s hands’ movements are captured by three video
cameras, respectively. The cameras operate in night shot mode and the lenses are
equipped with high-pass near-infrared (NIR) filters. The bottom of the working
volume is covered with NIR-black material. The volume is illuminated by spot-
lights in the NIR-spectrum. This setup makes the system almost insensitive to
ambient light changes or the absence of light in the visible spectrum.
Figure 2.8: The high quality camera setups of our tracking system. In both se-
tups the cameras are equipped with NIR filters and NIR spotlights illuminate the
working volume. Left: consumer camcorders. Right: industrial cameras.
In the first prototype (see Fig. 2.8(Left)) consumer camcorders (Sony DCR-
HC94E, 720x576 pixel at 25 frames per second, unit price: approx. 600 Euros)
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are used. Using this setup instant interaction is already possible. However, the
low camera frame rate induces a latency of up to 40 milliseconds which is slightly
disturbing in some interaction applications (e.g. games). To this end, we built
another prototype (see Fig. 2.8(Right)) using industrial cameras (The Imaging
Source DMK 21AU04, 640x480 pixels at 60 frames per second, unit price: ap-
prox. 330 Euros). The slightly reduced pixel resolution affect the tracking accu-
racy only marginally. But with the higher frame rate of this system the latency is
hardly perceptible and interaction applications needing fast response (e.g. games)
can suitably be controlled. Note that both camera types does not provide ther-
mal vision as they are standard CCD-cameras measuring the reflected amount of
radiance per pixel in a spectral range of 700nm - 1000nm and rely on active illu-
mination in the same spectrum.
2.5.2 Low Cost Webcams
In our low cost prototypical setup (see Fig. 2.9) the user’s hands’ movements
are captured by three consumer webcams (Creative Webcam Live Ultra for Note-
books, up to 640x480 pixel at 30 frames per second, unit price: approx. 20 Euros).
This can be seen as a proof of concept. The bottom of the working volume is cov-
Figure 2.9: The low cost camera setup of our tracking system. The red circles
indicate the webcams, the blue ones the spotlights.
ered with black material. As standard color cameras are by default equipped with
infrared cut-off filters they can not be run in night shot mode. Therefore, we use a
simple color based background subtraction algorithm for segmentation. A pixel is
classified to belong to the hand mask if it is significantly brighter than the learned
background value. By segmenting only if the pixel is brighter the shadows of the
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hands are not falsely segmented as they appear darker than the background. Note
that color based background subtraction is sensitive to ambient light changes and
enough light is needed for illuminating the user’s hands in the working volume.
Therefore, the webcams are mounted on a partly enclosed box which excludes
most of the ambient light. Additionally, two lights are added to the box which
provide a constant illumination.
While webcams provide high resolutions and frame rates at very low prices
they are unfortunately not designed for being used at one computer simultane-
ously. Most manufacturer do not provide information about this functionality.
Therefore, we tested several models until we found webcams working together
properly. Additionally, each of these webcams has to be connected to a different
USB-controller, respectively.
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TRACKING ONE HAND
The key idea of our hand-tracking method is to determine for every posture three
unique feature points from which the hand pose is deduced. In contrast to previ-
ous methods the feature points are not computed in the 2D image domain but in
three dimensions. This is done by first computing the visual hull of the segmented
images of the different cameras. This way, the needed information for estimation
of posture and pose, contained in the images, is combined in one unique represen-
tation and complex triangulation procedures are avoided. In addition, 3D-based
feature descriptors incorporating e.g. geodesic distance approximations can be
used which are more robust than purely image based ones. To the best of our
knowledge, such a system was not available before.
Our method is able to robustly track the global position and orientation of a user’s
hand while distinguishing between 4 predefined postures (see Table 3.1).
name posture tracked DOFs
palm pose (6DOF)
picking
pose (6DOF) +
fingertip
directions
pointingA
pose (6DOF) +
fingertip
directions
pointingB
position +
pointing direction
(5DOF)
Table 3.1: Postures identified by our system.
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3.1 The Method
For every target posture (see Table 3.1) we can define "most protruding" fingertips
as depicted in Table 3.2. These protruding fingertips are of interest to us, because:
• If the current frame can be labeled with the identity of the most protruding
fingertips the posture groups ‘palm’, ‘picking’/‘pointingA’ and ‘pointingB’
can be recognized.
• If the direction of the corresponding fingers is also known, the ambiguity
between the postures ‘picking’ and ‘pointingA’ can be resolved.
• If additionally the position of the protruding fingertips and the center of
gravity of the hand is known, we can determine the pose (position and ori-
entation) of the hand.
‘palm’ ‘picking’ ‘pointingA’ ‘pointingB’
Table 3.2: The "most protruding" fingertips of the postures.
We developed an algorithm that is able to extract all the information needed
to solve both the posture-recognition and the pose-estimation problem from the
camera images in real-time, thus realizing the tracking of the hand. The informa-
tion is computed from the 3D binary voxel grid of the visual hull, created from
the segmented views of the cameras.
The algorithm flow of our hand-tracking system is depicted in Fig. 3.1. First
the grabbed images are segmented to obtain the hand/arm masks for the different
camera views. Based on the area of the segmented masks we can decide whether
the hand is present in the working volume. If the hand is present the masks are
combined into a 3D voxel grid (visual hull). Depending on the current state (lost
or tracking) we choose between two methods to find the fingertips. Although the
computations on the ‘lost’ branch of the algorithm flow can also be carried out
in real-time, the ‘tracking’ branch (if successful) is much less computationally
intensive. Thus, in ‘tracking’ state we are able to further reduce the delay between
the user’s action and its interpretation by the application that uses the tracking.
On the ‘lost’ branch the visual hull computation is followed by finding a small
set of potential surface feature points (‘lost features’ step). Then one or two of
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Figure 3.1: Overview of our tracking algorithm.
these points are selected as corresponding fingertips. Which fingertip(s) is(are)
detected depends on which posture the user makes, see Table 3.2. The exact
fingertips are identified during the ‘update state’ processing step.
If ‘lost features’ succeeded, the ‘update step’ will be carried out. Here, the
orientations (pointing directions) of the appropriate fingers are computed from
fingertip-local volume properties and also the fingertips are classified. Based on
these computed values the current posture is determined and the pose of the hand
is computed.
On the ‘tracking’ branch not the entire set of feature candidates is determined.
Based on the hand state (hand position and finger orientations) in the previous
frame, only the possible feature points on the new visual hull are computed (as-
suming a constant velocity model). A simple verification can reveal whether the
points found could really belong to the previously detected fingertips. If this is the
case, the algorithm proceeds to the same ‘update step’ as on the ‘lost’ branch. If
the fingertip-verification fails, the ‘lost features’ step is proceeded.
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3.1.1 Computing the Visual Hull
The segmentation of the images is followed by finding the largest connected com-
ponent in each image. Its bounding box defines the region of interest (ROI) of the
image. If the area of hand/arm mask is smaller than a threshold (we used 0.5% of
the image area), the given image is not used for further processing (the user’s hand
is currently not observed by the given camera). If less than 3 images are available
further processing, no tracking will be done; the hand of the user is assumed not
to be present in the working volume.
The visual hull computation (see Sec. 2.1) is implemented on the GPU as
described in [LMS03]. The cells of an equidistant voxel grid are projected to each
camera image and depending on the pixel values the voxel is set to filled or empty.
This procedure can easily be parallelized on the GPU. The grid has a resolution
of 128× 128× 128 and is axis-aligned in the world coordinate system. In order
Figure 3.2: Determining the position and extend of the visual hull target voxel
grid (Kworld is the world frame).
Figure 3.3: Packing of the voxel grid into a 2D texture.
to fully exploit this resolution, the placement of the grid is recomputed in every
frame: its extent and position is determined by the axis-aligned bounding box of
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the polytope defined by the visual hull of the ROIs of the images (see Fig. 3.2).
As the bulk of our tracking is implemented on the GPU and because of hardware
restrictions of many GPUs regarding 3D textures, we store the 3D voxel grid as a
2D texture as shown in Fig. 3.3 to be used as input for the subsequent processing
steps on the GPU.
3.1.2 Finding Fingertip Candidates
Per definition the fingertips of interest belong to "most protruding" parts of the
hand. Therefore, it can be assumed that these fingertip points are located on the
boundary of the convex hull of the hand. Unfortunately, computing the convex
hull of the visual hull is too complex for real-time applicability. For this reason,
only a small subset of visual hull voxels belonging to the boundary of the convex
hull is computed.
Candidate fingertips are defined as the visual hull voxels, that touch one of
the planes of the bounding discrete orientation polytope (DOP) with 26 suitably
oriented planes (see [KHM+98]). We denote the set of these extremal voxels as
the 26-DOP points. The 26 normal vectors of the DOP planes are the elements
of the set {−1, 0, 1} × {−1, 0, 1} × {−1, 0, 1} except the null vector. The signed
distance of a point pi to a plane with the normal vector dk containing the origin is
the scalar product 〈dk, p〉. We generate a signed distance texture from the visual
hull for half of the normal vector set. Generating the mipmaps of these signed
Figure 3.4: Maximum search in a texture via mipmapping.
distance textures using minimum and maximum filtering yields for each dk the
signed distance of the corresponding two 26-DOP planes (see Fig. 3.4). Addi-
tionally, the voxel index is transcribed to the mipmap textures with the result that
the respective 26-DOP point as well is contained in the highest mipmap level. If
several points have the same distance value in the mipmapping process, an arbi-
trary one is chosen. Moreover, if a point is maximal to multiple dk, it is taken
only once. Note, that the resulting set of fingertip candidate points Fp consists of
27
CHAPTER 3. TRACKING ONE HAND
Figure 3.5: Extraction of DOP points. Extremal points are shown in red. Left:
8-DOP points of a silhouette image in 2D. 8-DOP shown in black. Right: 26-DOP
points of the visual hull in 3D. Note that several fingertip candidates are located
on the index-finger.
at most 26 points (see Fig. 3.5) all being located on the boundary of the convex
hull of the visual hull.
3.1.3 Identifying Fingertips
For identifying the fingertips first the candidate points are ranked, then duplicates
and false candidates are filtered out and finally the fingertips and hand posture are
classified.
Ranking Fingertip Candidates
We can think of the fingertips as endpoints of protruding parts of the voxel grid. In
order to be able to rank the candidate points pi ∈ Fp, we have to define a measure
of protrusion Di. Our choice for this measure is the distance of pi to its local
center of mass mi measured in a ball B(pi, σ) of a certain radius σ. Note that
the radius is always greater than the length of the protrusion. We expect Di to be
maximal for endpoints of protruding forms (see Fig. 3.6). Formally, Di is defined
as
Di = ‖pi −mi‖ (3.1)
with
mi =
∑
vj∈B(pi,σ) (vjψ(vj))∑
vj∈B(pi,σ) ψ(vj)
, (3.2)
where vj denotes the position of a grid voxel and ψ(vj) is defined to be ψ(vj) = 1
if vj belongs to the visual hull (voxel is filled) and ψ(vj) = 0 otherwise (voxel is
not filled).
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(a) 2D (b) 3D
Figure 3.6: Measuring "protrudingness" Di by taking the distance of a candidate
point (red) to the local center of mass (blue).
(a) Distinctiveness of Protrudingness (b) Local Center of Mass Computation
Figure 3.7: a) Distinctiveness (y-axis) of our "protrudingness" measure for dif-
ferent radii (x-axis). The black curve corresponds to the index-finger, the blue
one to the thumb. The vertical red line marks the chosen radius. b) Calculating
the local center of mass using mipmapping. The base level encodes the coordi-
nates of each pixel/voxel in the RG channels, while the alpha channel holds the
filled/non-filled info. After constructing the mipmap using additive filtering, the
final mipmap level contains the number of mask pixels in the alpha channel by
which the coordinates in the RG channels must be divided.
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Figure 3.8: Histograms of the "protrudingness" D (x-axis) for 150 frames (y-
axis) in ‘pointingA’ posture (Left), ‘pointingB’ posture (Middle) and a fist posture
(Right).
To determine σ, we examined the distinctiveness of Di for several σ values
ranging from 0 to 18 centimeters. Therefore we computed the difference between
theDi values of the index-fingertip and another candidate point on the arm and the
same difference for the thumb-tip for a representative hand-sequence. As our goal
is separating fingertip points from points being located on the arm, the optimal
radius is identified when both differences are approximately maximal (see Fig.
3.7(a)). Even though we performed this measurement with only one representative
hand, our chosen σ is well-suited for all adult hands and still practicable for most
children’s hands.
We compute local centers of mass on the GPU with the help of mipmapping.
The basic idea for this algorithm is explained in 2D in Fig. 3.7(b).
To analyze our "protrudingness" measure, we computed histograms of 150
frames of a hand moving in the ‘pointingA’ posture, in the ‘pointingB’ posture and
in a fist posture, which are shown in Fig. 3.8. There, the entries of the one fingertip
for the ‘pointingB’ posture and the entries of the two fingertips for the ‘pointingA’
posture are emphasized. Obviously, the fingertip points have significantly greater
"protrudingness" values, what demonstrates the capability to separate fingertips
from other points.
Filtering out Duplicates and false Candidates
Since more than one candidate can correspond to the same finger (see Fig. 3.5),
we have to filter out duplicates. This is done by removing each candidate for
which another candidate with the following properties exist:
30
3.1. THE METHOD
1. It has a major Di-value.
2. It is closer than a certain threshold (we used 5 centimeter).
3. The line segment connecting the two candidates does not leave the visual
hull for more than one centimeter. This avoids mistaking candidates on two
not touching fingers for being duplicates.
In Fig. 3.9 an exemplary result of this filtering is shown.
Figure 3.9: Result of filtering out duplicates. Left: Beforehand. Right: After-
wards. Several points located inside the green circles were filtered out.
Figure 3.10: Left: projected fingertip candidate point (red, top) is close to im-
age border (red, bottom). Middle: example with all fingertip candidates. Right:
example with filtered fingertip candidates.
The two elements of Fp, which have the highest Di-values D1 and D2 are
our choice for fingertips. In practice we found that the segmentation can cut off
the arm sharply producing false fingertip candidates. Therefore we ignore points
whose projected image positions are close to the image border (see Fig. 3.10)
when determining D1 and D2.
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Classifying the Fingertips and the Posture
If the hand forms the ‘pointingB’ posture, the ratio D2/D1 should be smaller than
in the case of the other postures, where the thumb is also present. We verified this
assumption by plotting a histogram of our measure for the ‘pointingB’ posture
ρpointingB = 1 − D2D1 for various tracking sequences (see Fig. 3.11(a)). This also
helped us to obtain suitable lower and upper hysteresis thresholds to differentiate
between the ‘pointingB’ posture and the other postures.
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(a) Histogram of ρpointingB (b) Geodesic Distance Approximation
Figure 3.11: a) Histogram of the ratio ρpointingB (x-axis) for various tracking se-
quences. The blue/red vertical line illustrates the lower/upper hysteresis threshold.
b) Approximation of the geodesic distance. In this example the path of the geo-
desic distance approximation between the front fingertip and a point on the arm is
shown. The red arrows indicate the distances ‖pi −mi‖ and ‖mj − pj‖, respec-
tively, and the blue line indicates the distance between the mass points ‖mi−mj‖.
If two fingertips p1 and p2 are present we have to decide which one is the
thumb. Identifying the thumb is based on the observation that the maximal ge-
odesic distance between the thumb fingertip and all other candidates (including
the false candidates on the arm) is smaller than the similarly computed maximal
geodesic distance for the front fingertip. Since calculating the exact geodesic dis-
tance is prohibitive for real-time use, we have to approximate it. Let mi and mj
denote the already computed local centers of mass for candidate points pi and pj ,
respectively, we approximate the geodesic distance between pi and pj with
dgeo(pi, pj) ≈ ‖pi −mi‖+ ‖mi −mj‖+ ‖mj − pj‖
= Di + ‖mi −mj‖+Dj. (3.3)
This is illustrated in Fig. 3.11(b). Now, the fingertip for which the maximal
approximated geodesic distance to all points in Fp is smaller is identified as the
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thumb-tip pthumb, which can formally be expressed as follows:
pthumb =
{
p1, if max
pj∈Fp
(dgeo(p1, pj)) < max
pj∈Fp
(dgeo(p2, pj))
p2, otherwise
(3.4)
Next we have to decide whether the non-thumb finger is the middle or the
index-finger in order to distinguish posture ‘palm’ and ‘pointingA’. We achieve
this by computing the covariance matrix locally around the fingertip with a GPU
algorithm similar to the one we used for computing the local center of mass. The
(a) (b) (c) (d)
Figure 3.12: a) and c) Local balls for PCA computation. b) and d) Ellipsoids cor-
responding to the eigenvalues and eigenvectors. Note that for posture ‘pointingA’
the ellipsoid is cigar-shaped while it is disc-shaped for posture ‘palm’. This shape
variation can be measured by the ratio of the eigenvalues of the covariance matrix.
ratio ρpalm = λ2λ1 between the highest eigenvalue λ1 and second highest eigenvalue
λ2 of the covariance matrix allows us to establish the identity of the non-thumb
finger (see Fig. 3.12). In Fig. 3.13(a) a histogram of ρpalm and the used hysteresis
thresholds are depicted that illustrates the capability of using ρpalm to distinguish
these two postures. Note that a high ratio indicates the posture ‘palm’.
Finally, if the non-thumb finger turned out to be the index-finger, we have
to distinguish between the ‘pointingA’ and the ‘picking’ posture. Commonly, if
people pick something with the index-finger and the thumb, the last phalanx of
the index-finger and the thumb is approximately parallel. Additionally, the line
connecting the two fingertips is approximately orthogonal to the direction of the
last phalanxes of the two fingers. This is illustrated in Fig. 3.14(Left) and used
to determine the posture as described in the following. First, we approximate
the direction of the last phalanxes of the two fingers. Let mfinger denote the lo-
cal center of mass computed with a small radius (2.5 cm) around the according
fingertip, the difference dfinger = pfinger − mfinger is assumed to be the direc-
tion of the last finger phalanx. Then, we use the this way computed directions
dindex−finger and dthumb as well as the direction of the line connecting the fin-
gertips dline = pindex−finger − pthumb to define a measure for picking ρpicking as
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Figure 3.13: Histograms for various tracking sequences of the values that are used
to distinguish the ‘pointingA’/‘palm’ postures (a) and the ‘pointingA’/‘picking’
postures (b). The blue/red vertical lines illustrate the lower/upper hysteresis
thresholds, respectively.
Figure 3.14: Left: Illustration of a conventional grabbing posture. In blue the
directions of the last phalanxes of the fingers dindex−finger and dthumb are shown,
and in red the line connecting the fingertips is depicted. Middle: Directions in
‘pointingA’ posture. Right: Directions in ‘picking’ posture.
follows:
ρpicking = 1− αindex−finger + αthumb
pi
, with (3.5)
αindex−finger = max(0,∠(dindex−finger,−dline)− pi
2
),
αthumb = max(0,∠(dthumb, dline)− pi
2
),
where ∠(·, ·) gives the angle (in radians) between two directions. Fig. 3.13(b)
shows a histogram of ρpicking and the according hysteresis thresholds we used
for distinguishing between the ‘pointingA’ posture (low ρpicking value) and the
‘picking’ posture (high ρpicking value).
As we are using hysteresis thresholding to control posture transitions falsely
identified posture changes are minimized. All lower and higher hysteresis thresh-
olds were identified analyzing recorded hand movement sequences. Because of
34
3.1. THE METHOD
the chosen criteria, the optimal thresholds depend only loosely on the individual.
Therefore, using the same constant thresholds for every user is sufficient and leads
to robust results.
3.1.4 Exploiting Coherence
In order to reduce the delay introduced by the tracking, we try to reuse the in-
formation from the previous frame provided they were valid. This way we try to
avoid the full feature detection procedure described in the previous section. As-
suming a constant velocity model, as long as the current posture does not change,
the current fingertip positions are located in the vicinity of the previous fingertip
positions. Also, the finger directions should not change significantly.
Therefore, in case of postures ‘pointingA’, ‘picking’ or ‘palm’, we concentrate
only on the computation of the two current fingertips, instead of computing a
whole set of fingertip candidate points. For each previous fingertip point pi with
previous finger direction ni we search in the region of a local ball B(pi, σ) with
σ = 4cm for the voxel vj for that 〈vj, ni〉 attains its maximum. Therefore we set
p′i = argmaxvj∈{vk∈B(pi,σ)|vk is filled}
( 〈vj, ni〉 ). (3.6)
This procedure is illustrated in Fig. 3.15.
Figure 3.15: Illustration of how coherence can be exploited.
If the set {vk ∈ B(pi, σ)|vk is filled} is empty or p′i is located on the boundary
of the ball B(pi, σ), we assume that the new position p′i is not valid any more. If
the new thumb fingertip as well as the new non-thumb fingertip are valid, we can
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skip the 26-DOP computation (see Sec. 3.1.2) and perform the steps described
in Sec. 3.1.3 only partially; just the parts of checking if the user has changed the
posture are needed.
Unfortunately, for the ‘pointingB’ posture the simple tracking does not work,
since then there is only one current fingertip and we always have to check if the
user has changed the posture.
In case that any of the fingertips became invalid, all steps of the pipeline,
starting with the extraction of fingertip candidate points are performed.
Note, that the computation of p′i can be performed on the GPU analogously
to the computation of the 26-DOP points. Fortunately, in this case a significantly
smaller part of the visual hull has to be considered. Since the computation of all
fingertip candidate points is not necessary and the "protrudingness" measure has
to be evaluated only for the two fingertip points, this results in a great speed up as
shown in Table 3.3.
3.1.5 Estimating the Pose
Having estimated the hand posture, we still have to deduce position and orienta-
tion of the hand, for which a third point is needed. Note that for stable tracking
of the pose it is important that this point remains at the same relative position
over time. Therefore, we decided to use the center of mass of the hand as a third
point. The center of mass can be computed as the local mass point of one of the
fingertips when an adequate σ′ chosen.
To derive σ′, we ran the following procedure: we computed for the thumb and
front fingertip the local center of mass with different σ. At the same time, the
distance ‖mσfront − mσthumb‖ of the local mass points is measured. As depicted
in Fig. 3.16, a clear minimum exists, what we think to be the best choice for σ′.
Following this, our hand center point phand is defined as phand = mσ
′
front.
Because of the natural tremor of a human hand and some jitter in the 2D
images the feature point positions (fingertips and hand center) tremble slightly.
In order to compensate for this, for each feature point we use a Gaussian kernel
with σ = 1cm located at the fingertip’s current position to compute a spatially
weighted average of its last five positions (including the current one). While this
kind of smoothing improves the subjective impression significantly, the induced
latency is marginal.
Now, we use the normalized vectors o1 = pthumb−phand‖pthumb−phand‖ , o2 =
pfront−phand
‖pfront−phand‖
and o3 = o1×o2‖o1×o2‖ to derive the global hand orientation matrix O as follows:
O = [(o2 × o3) (o2) (o3)] . (3.7)
In the case of posture ‘pointingB’ we use phand as the position and pfront −
phand as the direction to determine 5 DOFs.
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(a) (b)
Figure 3.16: Determination of σ′ used for the hand center computation. (a) Ex-
ample of local mass points with different σ. Mass points computed with same σ
are connected by a line and have the same color. (b) Distance (y-axis) of local
mass points of front and thumb fingertip with different radii (x-axis). The vertical
red line marks the chosen radius.
3.1.6 Timings
The run times of our system for one frame are depicted in Table 3.3. Thereby,
all cameras are connected to one computer (see Sec. 2.5), where the images are
segmented on the CPU. Thereby, OpenMP (Open Multi-Processing) is used to par-
allelize the computations. The resulting segmented regions of interest are loaded
to the GPU, where most of the other computations are performed.
Table 3.3: Timings (in ms)
Procedure Lost Tracking
Image segmentation (CPU) 6 6
Loading 3 binary images to GPU 1-2 1-2
Visual hull computation (GPU) 1-2 1-2
Fingertip candidates (GPU) 14 1
Fingertip selection (GPU) 2 1
Posture and pose estimation (GPU and CPU) 2-4 2-4
Sum 25-29 12-16
Mean (averaging several sequences) 27 13
3.2 Limitations
Unfortunately, some limitations remain by using this interaction setting. In partic-
ular the need for a controlled environment in order to guarantee good segmentation
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results restricts the feasibility in some application fields. Additional techniques for
segmenting the hand would be needed to reduce these requirements, but this was
not the focus of our work.
Thinking about practical use in front of large displays, it would be desirable
to have an adequately large working volume. To solve this without affecting the
tracking accuracy, either more cameras or cameras with a higher resolution are
needed.
In our method only four different postures are recognized, which at a first
glance seems to be insufficient for designing a complex application. But in prac-
tice, we observed the intuitiveness to decrease heavily if the number of different
postures used in the same application increases. Moreover, permitting more pos-
tures at the same time will always increase the false positive rate in the posture
recognition process. Nevertheless, if a more expressive and diverse posture alpha-
bet is provided, different interaction interfaces could use different (small) subsets
of postures in order to get the most intuitive mapping between real and virtual
actions. In our method, we use heuristics based on the fingertip points to distin-
guish between different postures, what turned out to be stable even if hands of
different size and shape use the system in the same setting. But unfortunately,
this leads to a high complexity for extending the set of permitted postures. Be-
cause of this, if an application needs many additional postures, other approaches
for posture recognition as for example machine learning based techniques could
be a solution.
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In this chapter the one-hand-tracking method from the previous chapter is ex-
tended for the simultaneous tracking of the user’s left as well as the user’s right
hand.
4.1 Overview
In order to simultaneously track both hands two instances of the one-hand-tracking
method are running in parallel, one for the right and one for the left user hand.
Each instance gets three segmented image sections corresponding to one hand as
the input with which the procedure computes the according hand pose/posture
as the output. This reduces the problem of simultaneously tracking both human
hands to the following parts:
Distribution of the Regions of Interest: If two hands are currently located in-
side the working volume, each camera image can contain two separable
connected components each corresponding to one hand, respectively. Each
component defines one regions of interest (ROI) (see Sec. 3.1.1). In order
to consistently assign these ROIs to the two one-hand-tracking procedures,
correspondences between the ROIs of the different camera images have to
be determined as illustrated in Fig. 4.1(a).
Discovery of Left/Right Hand: It has to be determined which tracked hand pa-
rameters (pose and posture) belongs to the left and which belongs to the
right user’s hand. This can be done after the individual tracking of each
hand is completed.
Prohibition of Unstable Tracking: If no camera image can be split into two
ROIs either only one hand is located inside the working volume or the two
hands partly occlude each other in each camera image (see Fig. 4.1(b)).
In the latter case, stable tracking of even one hand can not be guaranteed,
therefore this case should at least be detected for prohibiting unstable track-
ing.
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(a) (b)
Figure 4.1: (a) Correspondences between the regions of interest are needed. (b)
The two hands occlude each other in each camera image.
In the following three subsections our solutions to these problems will be de-
scribed. An illustration of how the solutions work can be seen in the accompany-
ing video.
4.2 Distribution of the Regions of Interest
In the two-handed case, in a segmented camera image either both hand regions are
contained in the largest connected component (LCC) (one of the hands occludes
the other) or the LCC contains one hand and the second LCC contains the other
hand (no hand is occluded by the other). Therefore, we compute both LCCs as
the regions of interest (ROIs) of the images, but reject those LCCs for which the
areas of the hand/arm masks are smaller than a certain threshold (we used 0.1%
of the image area). This results in three possible cases:
1. One or more images contain no ROI. The hand of the user is assumed not
to be present in the working volume. No further processing will be done.
2. All images contain exactly one ROI. Only one hand of the user is assumed
to be present in the working volume. The hand is tracked by the one-hand-
tracking method.
3. At least one image contains two ROIs. Both hands of the user are assumed
to be present in the working volume.
In the third case, we have to decide which image ROIs belong to which hand.
Therefore, we compute the polytopes defined by the visual hulls of the ROIs of
the images (see Fig. 4.2) and select two polytopes as follows: first, we assign to
each polytope all ROIs, that include its projected polytope center. Note that one
ROI is assigned to all polytopes, if the image contains only one ROI. Then we
identify all pairs of polytopes, whose assigned ROIs comprise the whole set of
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Figure 4.2: Illustration of the construction of the polytopes defined by the visual
hulls of the ROIs of the images. The image ROIs define visual cones in the 3D
space (Left) and the cones’ intersections define the polytopes (Right).
ROIs. After that, we select the pair with the largest sum of the polytope volumes
and use each of the two assigned sets of ROIs to be further processed by one of
the one-hand-tracking instances to compute the hand pose and posture.
In order to let the individual tracking of each hand exploit frame to frame
coherence as explained in Sec. 3.1.4, left and right hand have to be tracked con-
sistently across frames. Thus, the sets of ROIs have to be associated correctly with
the two instances of the one-handed pose and posture recognition procedure. As-
suming both hands to be successfully tracked in the previous frame, we minimize
the sums of the squared distances of the current polytope centers c′1 and c
′
2 to the
previous polytope centers c1 and c2. That means, if (‖c1 − c′2‖2 + ‖c2 − c′1‖2) is
smaller than (‖c1 − c′1‖2 + ‖c2 − c′2‖2), we exchange the two ROI-sets; otherwise
they are already associated correctly. In the case that currently only one hand is
present or previously only one hand was present in the working volume, the min-
imization and assignment is done only for the existing polytope centers/ROI-sets.
4.3 Discovery of Left/Right Hand
Having successfully tracked both hands we furthermore have to determine which
hand is the left and which is the right one. In the case that previously two hands
were tracked successfully, we simply carry this information over to the current
situation. In the other case (no coherence to the previous frame can be used), in
order not to reduce speed, we decided to use a simple test that works even if the
left hand is located further right than the right hand. This test is based on the
41
CHAPTER 4. TRACKING TWO HANDS
observation, that the user’s left elbow joint is always located further left than the
right elbow joint (except for unnaturally crossed arms). We exploit this by taking
into account the computed hand centers cH1 and cH2 and the respective mean mH1
or mH2 of the feature candidate points that were located on the arm where it was
truncated by the segmentation (see Fig. 4.3 (Top)). Note that such points were
already computed and identified in the one-hand-tracking procedures (see Sec.
3.1.3). Furthermore, we compute the points pH1 and pH2 determined by
pHi := cHi + 35
mHi − cHi
‖mHi − cHi‖
(4.1)
and use these points to be the approximate positions of the elbow joints (35 cen-
timeters is the approximate distance between a human hand and elbow joint), see
Fig. 4.3 (Bottom). Assuming the left elbow joint to be located further left than the
Figure 4.3: Computation of the approximate elbow joint positions.
right one (and vice versa), we simply assign the hands to be left or right accord-
ingly.
4.4 Prohibition of Unstable Tracking
The case that all camera images contain only one ROI can occur even if two
hands are currently present in the working volume. This happens when the hand
42
4.5. ALGORITHM FLOW
masks can not be separated in any image (see Fig. 4.1(b)). Consequently we
are not able to track both hands and even tracking of only one hand is not robust
any more. To prohibit unstable tracking we detect whether one or two hands are
currently located in the working volume and in the case of two we discard the
tracked pose/posture while indicating the user to increase the distance between
her/his hands. To this end we again use the computed feature candidate points
that are located on the visual hull where it was cut off by the segmentation (see
Fig. 4.3 (Top)). These points are clustered into disjoint sets of points such that
the connecting line between any two points in a cluster does not leave the visual
hull. This way, all points of a cluster belong to the same arm (see Fig. 4.4). If two
Figure 4.4: The points on the truncated arms belong to different components.
or more sets exist, we assume two hands to be currently present in the working
volume.
4.5 Algorithm Flow
The resulting algorithm flow for our simultaneous tracking of two hands is illus-
trated in Fig. 4.5. After the image segmentation the regions of interest are dis-
tributed (red boxes) as described in Sec. 4.2. Then, our one-hand-tracking method
is applied for determining the pose/posture either of one or of both hands. If both
hands were tracked it is determined which is the left and which is the right hand
(blue boxes) according to Sec. 4.3. Otherwise, if our one-hand-tracking method
was applied only once, it is tested whether one or two hands were located in the
working volume (green box) to prohibit unstable tracking (see Sec. 4.4). Depend-
ing on the results of the respective parts either the tracking state is updated or set
to lost.
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Figure 4.5: Algorithm flow of our two-hand-tracking method. The colored boxes
correspond to different sections, respectively.
4.6 Timings
Because the computation of the pose and posture can be performed in parallel on
two different computers, the run time of this part does not change. The addition-
ally needed computations require less than one millisecond, so that the overall run
time remains almost equal to Sec. 3.1.6.
4.7 Limitations
A current limitation of our approach emerges in the case that two hands are inside
the working volume but no camera can separate the two hand masks. Although
we can detect this case to prevent unstable tracking it would be desirable to allow
such cases in the future. A related problem consists in the decreasing tracking
stability, if the number of camera images, which can not separate the two hand
masks, increases.
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RELATED AND CONCURRENT WORK
First, we want to enlighten the differences between tracking the human body
or the human hand. Of course there is a close relationship between hand and
body-tracking and many hand-tracking approaches are based on methods used for
body-tracking. On the contrary, many differences prohibit the straightforward ap-
plication of body-tracking methods for hand-tracking. First, the estimation of the
human body pose can profit from the hierarchical bone structure (e.g. head, torso,
limbs, etc.). The hierarchical structure of the hand consists only of palm and fin-
gers. Second, while the bare human hands lack a distinctive texture, the clothing
on human body can support the segmentation due to color and texture features.
Third, the concave hand shape and the close proximity of the limbs lead to severe
occlusions. Because of the lack of texture the recognition of such occlusions is
further complicated. For these reasons, we refrain from reviewing human body-
tracking algorithms and refer the interested reader to survey papers as for example
[AC99, Gav99, MG01, WHT03, WS03, Hec06, Pop07].
Erol et al. [EBN+07] stated the following major difficulties of designing a suitable
hand pose estimation system:
High-dimensional problem: The bone structure of the human hand enables ar-
ticulations with more than 20 DOFs. Moreover, the global hand position
and orientation is arbitrary.
Self-occlusions: Due to the flexibility of hand articulations a 2D image of the
hand mostly includes many self-occlusions.
Processing speed: Depending on the application even a latency of more than 30
milliseconds can be too high for direct interaction. However, one or more
video streams produce a huge amount of data to be processed in real-time,
which prohibits the exploitation of complex algorithms.
Uncontrolled environments: Segmenting the hand from the background in a
camera image is still a challenging issue in computer vision, even if some
restrictions on e.g. lighting are given.
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Rapid hand motion: The hand can be moved with a very high velocity, which
makes pure coherence based tracking nearly impossible. Therefore, an ad-
ditional slower hand pose detection procedure is often used when the faster
tracking algorithm lost the hand.
Unfortunately, in the hand-tracking literature still no approach is known that ad-
dresses all these issues. All methods make some restrictions with respect to one
or more of the above mentioned problems. Depending on the restrictions a hand-
tracking system can only be used for specific applications. For example, a system
not being capable of tracking in real-time can only be used for motion captur-
ing and not for direct interaction. Real-time tracking means having a per frame
processing latency lower than the time between two frames. Otherwise the track-
ing can only be processed off-line. In the following discussion of hand-tracking
approaches we will particularly refer to the respective restrictions that are made.
In the following, several hand pose estimation approaches are shortly outlined
according to the taxonomy of Erol et al. [EBN+07]. The main two categories
are full DOF (degrees of freedom) and partial pose estimation. We first outline
the typical segmentation approaches used for hand-tracking, then highlight a few
representative approaches belonging to full DOF tracking and last but not least
discuss partial pose estimation approaches most relevant to our work.
However, the large amount of literature in the field of visual hand-tracking
makes it practically impossible to give a full review of the previously reported
methods here; elaborate analysis can be found in survey papers [WH01, EBN+05,
EBN+07, Hec06].
5.1 Hand Localization/Segmentation
To localize the image regions that belong to the hand one of the most common
approaches is using skin color segmentation (e.g. [MLN05, OZR02, SSK01,
MZ07]), where the segmentation is achieved by thresholding on the image color
based on a learned color histogram. For enabling such an approach, the back-
ground must not contain objects having a similar color as the hand itself and
a good ambient illumination is needed. Moreover, skin color segmentation can
generally not be applied for additionally segmenting the user arm, because of pos-
sible clothing. Beside color thresholding the segmentation can additionally be
improved by combining it with e.g. edge extraction as done in [MZ07].
Another approach is using background subtraction as done in [SK98, ML04,
vHB01, LB04], where a before learned background image is subtracted from the
current image to obtain a difference image. Then a simple thresholding on the
difference image delivers the foreground image regions. Thereby, the background
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has to be static and must not contain objects too similar to the foreground (hand
and arm). Moreover, a good ambient illumination is needed. Using background
subtraction the problem of arm segmentation as mentioned in the previous para-
graph can be solved. By using cameras equipped with infrared band pass filters
and infrared illumination (e.g. [KSK01]) the illumination can be shifted to an
invisible spectrum, which is of great advantage in applications needing a dark
environment (e.g. if a projector is used for visualization).
Also a thermal vision infrared camera can be used to solve the segmentation
problem (e.g. [OSK02]). This way, the hand can be distinguished from the back-
ground by thresholding on the temperature. However, such cameras are still very
expensive and heat sources in the background can distort the result significantly.
The use of depth sensing cameras (e.g. [OBL+05, HMF08]) or stereo vision
(e.g. [CH96, GBCB00]) is a good solution to overcome most of the restrictions
on the background. The hand/arm can simply be segmented based on the distance
from the camera(s). However, the currently available stereo vision systems suffer
from noisy images and/or lack of performance. Note that the latency induced by
stereo vision adds to the overall latency. Active depth cameras can be an alter-
native, however, current available models suffer from low image resolutions (i.e.
less than 200x200) or very high costs (more than 6000 Euros per piece). The
most prominent depth cameras are Time-of-Flight (ToF) cameras, which are able
to directly capture depth information by measuring the time that light is traveling
from an emitter to the camera sensor. Although their resolution is still very low,
we argue that they will be the common choice for enabling hand segmentation and
simplifying hand-tracking in the near future.
Other approaches for hand localization are using parametrized deformable
hand or finger templates [LTCK03, MI00, CH96] or object detection methods
based on trained data [VJ01, KT04a, OB04]. Although the results show significant
improvements on segmentation, both kinds need a considerably higher amount of
computational effort, thus reducing the processing speed.
5.2 Full DOF Estimation
Approaches being able to recover the full global pose as well as the joint angles
of the hand can be divided into model-based tracking and single frame pose es-
timation approaches. As both kinds have other objectives than our approach, we
will not go into detail here.
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5.2.1 Coherence-Based Tracking
Methods able to track full-DOF tend to be model-based tracking approaches (e.g.
[Ste04, Che04, OH99, dLGP06, BKMSG04, dLGPF08]). As they usually employ
some kind of non-linear optimization to fit the model of the hand to image evi-
dence, the real-time performance requirement is in general not satisfiable. In our
setting, however, this in itself would not be a limiting factor as the dimensionality
of our problem is much smaller than the full 27D space. Unfortunately, another
problem would surface: as they are dependent on temporal coherence to avoid
lost tracking situations, abrupt hand-state changes (like posture-change or rapid
hand movement) are beyond the reach of such methods. According to [Stu92] this
problem can be alleviated by using imaging frame rates of at least 100Hz (in con-
trast to the usual 25-30Hz), which results in new problems: a) expensive special
hardware, b) the time available for processing one frame reduces drastically, c) if
the full 27DOF are not explicitly modeled, the system cannot interpret transient
states between postures. The major drawback of these methods from our point of
view is that they require special initialization procedures (the state of the hand in
the first frame should be available) and they cannot handle automatic lost detec-
tion. Another question regarding these methods is how much they depend on the
similarity between the hand model and the user’s hand.
5.2.2 Single Frame Pose Estimation
First, we want to mention that in principal every model-based approach can also be
used for single frame pose estimation by testing all possible hand configurations.
However, such an approach would in general be too slow for interaction purposes.
Therefore, model based approaches typically aim at reducing the search space or
massive parallel computing. For instance [GAW+06] use a particle based model
fitting approach, but needed a PC cluster of 9 cluster nodes to achieve 10 frames
per second. Moreover, fast hand movements needed up to 9 frames in order to
achieve convergence of the model to the correct pose/posture. In [CUK+08] the
coarse 3D shape is constructed from 4 camera images by using the shape-from-
silhouette technique (see Sec. 2.1). Then, based on an initial estimate a hand
model is fitted to the data. In [BEM07], using the range data obtained by a Time-
of-Flight camera a first estimate of the coarse hand position and orientation based
on PCA is computed. Then, a model based approach is used to estimate the full
hand configuration. However, both approaches does not have real-time capabili-
ties and suffer from self-occlusions of the hand.
Therefore, object detection approaches processing independent frames com-
monly adopt appearance models [VJ04], [KT04b]. A learned appearance model
can efficiently be detected every new frame, so these methods do not suffer from
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the initialization problem. Unfortunately, because of the usually employed ap-
pearance models, they have the disadvantage that out-of-plane rotations cannot
be handled. As a consequence, their typical application is to implement posture
recognition systems; the user’s palm should in general be parallel to the image
plane. To overcome this restriction, multi-view systems with best view selection
algorithms have been proposed [UO99]. Nevertheless, these systems suffer from
angle restrictions.
[MZ09] presented a novel method for real-time detection of articulated objects
in images, which can be applied for hand pose estimation. Therefore, a set of
template images is constructed in a preprocessing step and the detection is solved
as a database query. The key ingredients of this approach are a novel edge gradient
operator to generate edge images and the formulation as a convolution, which can
be computed very efficiently in Fourier space. For a restricted template database
this approach showed promising results.
5.3 Partial Pose Estimation
A common approach for solving the problems of full DOF tracking such as ini-
tialization or low performance is restricting the tracking to a subset of hand DOFs.
Commonly only the global position and orientation of the hand is recognized and
several postures are distinguished. In the particular field of posture recognition
many articles exist which involve machine learning techniques and global feature
extraction methods. As posture classification is not the focus of our work we re-
fer the interested reader to e.g. [vHB01, ASO00, OSK02, MA07]. The existing
approaches for partial pose estimation can be classified according to whether they
extract 2D features or 3D features of the hand.
5.3.1 2D Features
For estimating the 2D position of the hand from an image one choice is computing
the center of gravity of the hand segmentation mask (e.g. [SSK01, JKS98]). A
solution considered to be more stable is computing the point having the maximum
distance to the boundary of the hand silhouette [UO99, KSK01, MLN05, ASO00].
[ASO00] also determines the 3D hand position and recognizes 15 distinct hand-
postures by using a two-camera system. One of the cameras has a side-view, the
other observes the user’s hand from above. The hand of the user has to be parallel
to the image plane of the top camera.
[UO99] (based on [UMKN96]) presented a 5-camera system with automatic
view selection for pose and posture recognition. The system was able to track
both hands of the user in seven postures. The 3D hand position is determined
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by combining the 2D centers of gravity and the 3D hand orientation by using 2D
edge information from the images. However, the system suffered from restricted
angles of rotation.
Approaches that track more than the hand position commonly aim at identify-
ing the fingertips. Using the fingertip locations the hand position and orientation
as well as the fingertip orientations can be computed more easily. Different solu-
tions for fingertip detection exist. One approach is using correlation techniques in
a circular mask [KSK01, OSK02, LB04]. All three systems used one or two cam-
eras from above to track the 2D positions and orientations of the fingertips and
the hand. Therefore, out of plane rotations can not be handled and the 3D hand
orientation is not recovered. The systems are already capable of simultaneously
tracking both human hands.
In contrast, [OZ97, CBC95] solved the task of fingertip detection by using
fingertip templates extracted from real images. Both systems use one camera
from above, thus, they are only able to recover 2D positions and orientations and
can not handle out of plane rotations.
Several approaches [SK98, ML04, OZR02] extract curvature maxima at the
boundary of the segmentation masks to identify fingertips. In [SK98] four hand-
postures are recognized and 5DOF of the hand are tracked (position as well as ele-
vation and roll of the hand) with a stereo vision system. The tracked elevation and
roll angle-ranges are limited based on the camera placement to ±40◦ and ±30◦,
respectively. In [SK99] a similar system has been developed with monocular vi-
sion and almost the same capabilities. [ML04] introduced the Visual Touchpad.
Two cameras from above track the 3D hand position and 2D orientation as well as
the fingertips of both hands simultaneously. [OZR02] introduced a stereo track-
ing system for 6DOF pose tracking in 5 hand postures. The effective ranges of the
rotation angles were limited and also dependent on the tracked posture.
Last but not least, fingertips can also be extracted by computing contour points
having a maximal distance to the hand position [MLN05, JKS98, SSK01]. In
[MLN05] one camera is used for tracking the 2D positions of one hand and its
fingertips. Instead, in [JKS98] two cameras are used to track the 3D positions
of both hands and their fingertips. However, the method still suffers from angle
limitations. In [SSK01] the center of gravity is used as the hand position and a
3-layer neural network is used to distinguish between 6 possible postures.
Having computed the positions of the fingertips, the fingertip orientations can
be approximated by the directions of the principal axes of a window around the
fingertip position (e.g. [UO99, SK98]).
While most of these methods are able to process independent frames (i.e.
they do not need an initialization procedure), the coherence can additionally be
exploited to gain computational speed and robustness by using Kalman filters
(e.g. [MLN05]) or heuristics for defining search windows in the images (e.g.
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[OZR02]).
5.3.2 3D Features
Other approaches track features directly in 3D. In [Jen99] different features like
edges and convexities are extracted both from stereo range images and color im-
ages. These features are then combined to obtain the 3D position and orientation
of one finger.
In [DS99], 3D cylindrical fingertip models are fitted to 2D image data in or-
der to obtain finger positions and directions. However, out of plane rotations or
cluttered backgrounds can not be handled.
In [GBCB00] a stereo camera pair is employed to obtain range data as well
as color data. The 3D hand position is obtained by computing the centroid of the
range data belonging to the hand and arm. To compute the hand orientation, a 3D
line and a 3D plane are fitted to the range data to obtain the arm direction and the
hand palm normal. Subsequently, the color image of the hand is used for gesture
classification. However, as the orientation is determined by the arm direction,
bending the wrist joint can lead to involuntary pose changes. Moreover, fitting a
plane to extract the hand palm is problematic when the hand does not form a flat
posture. In [MS08] a similar line and plane fitting algorithm is used, but instead
of a stereo camera system a Time-of-Flight (ToF) camera is used. Furthermore, a
hand model is matched with the data to obtain the full hand configuration. Further
problems of both approaches are self- occlusions because the hand is observed
only from one direction.
[GLA+08] and [SPHK08] use a ToF camera in order to estimate the center of
mass as the 3D hand position as well as to recognize several postures exploiting an
appearance based approach. [GLA+08] used a low resolution ToF camera (64×48
pixels) in combination with a VGA gray scale camera. [SPHK08] employed a
higher resolution ToF camera (176 × 144 pixels) and therefore do not need an
additional camera.
[BPS+09] use a ToF camera, which additionally captures RGB information to
first extract finger features of the hand. Then, a 3D hand model is fitted to the data
to obtain the joint angles of the fingers. However, the full hand orientation could
not be recognized and only limited finger movements could be tracked correctly.
In the field of ToF camera-based hand-tracking also other approaches exist
that are directly developed for commercial use and therefore not published (e.g.
Mgestyk, http://www.mgestyk.com). Therefore, the exact mode of operation and
capabilities are not known. However, as all these existing approaches use only
one depth camera, the estimation of the full global hand orientation without angle
limitations is probably not achieved.
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In contrast to the full DOF methods outlined in Sec. 5.2 the partial pose esti-
mation approaches are all capable of real-time performance and do not need any
special initialization procedures. Although some of them support more postures
than our system, none of them is capable to track all the 3 rotational DOFs without
limitations. This is due to the fact that either they rely on feature extraction in 2D
and combine the extracted features to obtain the 3D pose or they capture the hand
only from one direction, whether 2D, depth or stereo camera. Combining all the
silhouette information from different views into the visual hull and conducting the
feature extraction in 3D allows our method to overcome the limitations present in
other systems.
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CHAPTER 6
BACKGROUND
6.1 Exploiting Hand Movements for Interaction
6.1.1 The Pose
The pose of one hand is typically described by a 3D position vector and a 3D
orientation quaternion both updated in each frame when the hand-tracking proce-
dure succeeded. Having tracked both hands two hand poses are obtained, which
can be exploited for various interaction purposes. Up to 12 continuous degrees of
freedom can simultaneously be controlled via both hands. For example, the pose
of each hand can directly be exploited for interaction by mapping it to the pose of
a virtual entity (e.g. a rigid 3D object) in a virtual environment. Or a combination
of the hand poses can be used for symmetric object manipulations (a virtual ob-
ject is moved as if gripped between both hands). Furthermore, only subsets of the
hand poses’ DOFs can be exploited for e.g. simulating a 2D mouse or joystick.
As long as directional compliance of real and virtual movements (i.e. movement
direction is corresponding) is maintained, these kinds of interaction can be very
intuitive.
6.1.2 Postures
The hand-tracking method we developed is capable of recognizing four different
stiff postures (see Table 3.1) per hand. An interaction interface typically exploits
different postures for simulating different (button) states. For example using one
posture for a button up state and another for a button down state to simulate click-
ing events or using different postures for changing the current mode of action (e.g.
one posture for manipulation and another for selection).
Postures offer a simple way of compensating the absence of physical but-
tons. However, two major drawbacks lead to a limited utilizability. First, posture
changes mostly induce involuntary changes to the hand pose, because it is nearly
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impossible to move one or more fingers without inducing additional tremor to the
whole hand. Moreover, the pose is unintentionally influenced during a posture
change due to the dependency of the tracked hand pose on the positions of the fin-
gertips. Therefore, the exploitation of postures for e.g. releasing a virtual object at
a precise pose (3D manipulation) or clicking on a precise position (virtual pointer
selection) is not reasonable.
Second, the use of postures can be very demanding for the user’s fine motor
skills due to the complexity of finger movements. The needed strain and con-
centration is considerably higher if posture changes have to be performed. Using
several different postures in one application can additionally be very confusing.
We argue that exploiting postures can be helpful in some cases, however, simply
using postures as a button adequate is not advisable.
6.1.3 Gestures
In this thesis a gesture is defined as a specified translational and/or rotational
movement of the hand(s). Thereby, such a movement can be specified in vari-
ous ways as for example "one hand moves faster than a certain velocity" or "the
right hand performs a circular movement in the xy-plane". The recognition of
gestures is not part of the tracking algorithm and should instead be integrated into
the interaction interface. Typically a set of predefined gestures is available in an
interface and each gesture can be assigned to a specific command in the current
application.
One drawback of gesture exploitation is that the hand movements correspond-
ing to the gesture are not longer available for tasks other than the assigned com-
mand. Additionally, the user has to ensure by herself/himself that she/he only
performs the gesture if her/his intention is issuing the assigned command. On the
contrary, gesture exploitation does not suffer from the problems that posture ex-
ploitation does. In particular, performing gestures can be simpler and more com-
fortable than switching between different postures. Furthermore, as gestures are
not defined and restricted by the hand-tracking procedure they can be purpose-
designed for certain applications or tasks. We argue that gestures must be inte-
grated very carefully, but then they can serve as an extremely powerful method
for designing efficient and easy-to-use interaction.
6.2 Basic Interaction Techniques
In this section we outline some existing interaction techniques serving as a basis
for the interaction techniques that will be introduced in the following chapters.
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Moreover, we shortly discuss the specific problems and limitations in their use for
bare-handed interaction.
6.2.1 Virtual Hand
One category of fundamental 3D manipulation techniques are virtual hand tech-
niques, where the user’s hand(s) can directly be used to select and manipulate a
virtual object. Therefore, the user’s hand motion is directly mapped to the motion
of a virtual 3D model (typically a model of the human hand(s)) acting as a cursor.
Then, virtual objects can be selected by intersecting the cursor with the target of
selection and performing a predefined selection command (e.g. voice command
or specified hand posture). Subsequently, the movements of the selected object
are coupled to the movements of the virtual hand. This way, selection and ma-
nipulation of virtual 3D objects is intuitive as it simulates human interaction in
everyday life.
However, such techniques suffer from the problem of a limited work space.
Only objects within the user’s reach can be selected and a selected object can
only be manipulated inside this region. To enable selection and manipulation out-
side the user’s reach her/his virtual reference frame (defined by the virtual camera
pose) has to be changed. In this context, several approaches were introduced as for
instance the World-in-Miniature technique [SCP95], HOMER (hand-centered ob-
ject manipulation extending ray-casting) [BH97], Scaled-World Grab [MFPBS97]
or Voodoo Dolls [PSP99]. However, these techniques always include the need of
switching between the selection/manipulation mode and another mode to travel in
or scale the virtual environment. This turned out to be inconvenient and difficult
to handle in many settings.
Other techniques simply aim at enlarging the user’s reach. For example the
Go-Go technique [PBWI96] simulates an interactively non-linear growing of the
user’s arm(s). When a user’s hand is close to the user, the mapping from the
real hand pose to the virtual object pose is one to one. As she/he extends her/his
hand and arm beyond a certain range, the mapping becomes nonlinear and the
virtual arm “grows”. Thus, she/he is able to reach objects further away. However,
this technique decreases the precision for selection and manipulation of farther
objects. Furthermore, the problem is only shifted as the working space is simply
enlarged.
Another approach is PRISM [FK05], which helps to increase the accuracy of
object movements. This interaction technique acts on the user’s behavior in the
environment to determine whether they have precise or imprecise goals in mind.
When precision is desired, PRISM dynamically adjusts the control-to-display-
ratio which determines the relationship between physical hand movements and
the motion of the controlled virtual object. A similar approach to automatically
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adjust the speed of the current action is described in [Osa06]. These techniques
can enlarge the user’s reach without loosing precision. However, they only shift
the problem to a larger scale and do not completely solve it.
6.2.2 Virtual Pointer
Another class of fundamental 3D selection and manipulation techniques are point-
ing techniques. Selection is performed by intersecting the ray of pointing with a
virtual object or item (see Fig. 6.1) and issuing a selection command. This sup-
Figure 6.1: The virtual pointer. Cursor position is determined by the pointing
direction of the hand.
ports easy selection of virtual objects located beyond the user’s reach. For manip-
ulation purposes the object can be attached to the end of the pointing vector after
such a selection operation.
The virtual pointer technique is the most commonly used method for selection.
Various experimental evaluations demonstrated a superior selection performance
than virtual hand techniques due the need of less hand movement (according to
[PIWB98]). However, pointing is badly suited for manipulation; positioning is
only possible radially around the user and rotating only around the pointing direc-
tion.
Another problem of virtual pointer techniques is the accuracy of cursor posi-
tioning in selection tasks. As the cursor position is determined by the pointing
direction of the hand the selection of small objects or items can be cumbersome
due to natural hand tremor. The problem even intensifies if a high resolution dis-
play is employed or the hand-tracking accuracy is low. To this end, techniques
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for increasing the cursor precision are needed, which do not or only minimally
interfere with the intuitiveness and ease of use of the positioning task.
6.2.3 Bi-manual Symmetric Manipulation
Two-handed 3D interaction techniques are commonly distinguished (according to
[Gui87]) into bi-manual asymmetric, where the hands perform different actions
(e.g. the non-dominant hand holds something while the other manipulates it), and
bi-manual symmetric, where the hands perform identical actions (e.g. pulling a
rope, typing on the keyboard). In our research we focused on bi-manual symmet-
ric techniques.
In the context of symmetric manipulation Cutler et al. [CFH97] introduced
several techniques: the grab-and-twirl technique enables the user to pick up two
sides of an object and then to carry and turn it around with both hands. By fixing
one or more DOFs of the applied transformation several other techniques were
derived such as the grab-and-carry technique (no roll around the line connecting
the two hands is allowed) or the turntable technique (only turning around a fixed
axis of rotation is allowed). These techniques turned out to be both intuitive and
efficient. However, they implicitly assume the employment of the virtual hand
metaphor for determining the two pivot points (i.e. the two points where the object
is grabbed). Overcoming this restriction was part of our research.
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The system described in Sec. 3 enables real-time tracking the position and ori-
entation of the user’s hand in different postures. This allows for using the human
hand as a natural input device. However, the absence of physical buttons for per-
forming click actions and state changes poses severe challenges in designing an
efficient and easy to use 3D interface on top of such a device. In particular, solu-
tions have to be found for clicking menu items, selecting objects and coupling and
decoupling the object’s movements to the user’s hand (i.e. grabbing and releas-
ing). To this end, we introduce a novel visual feedback in order to support the ease
of using this device, a novel superior technique for grabbing and releasing objects
together with a user study, an efficient clicking operation for selection purposes
and a method for improving cursor accuracy. We further describe how virtual
camera steering can be improved and how switching between different modes of
interaction can suitably be performed in a 3D interface.
7.1 Visual Feedback Box
Visual feedback comprises every visual response in a GUI to an action performed
by the user with an input device. In order to support the user’s handling of an
interface, we integrate specific visual feedback into our GUI, which is shown in
a small window that can be positioned freely (typically in the upper left or right
corner). The visual feedback provides three basic visual cues (see Fig. 7.1):
1. A hand model, which is moved according to the user’s hand in order to
indicate the recognized pose and posture.
2. A cuboid, in order to show the working volume of the hand-tracking system.
If the user moves her/his hand inside the working volume, the hand model
(see Cue 1) is shown inside this box. This way the user gets a visual hint, if
her/his hand can be seen by enough cameras and if the tracking is working
correctly.
3. The shadow of the hand model on the floor of the cuboid. This helps the
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user to estimate the position of the hand along the z-axis more accurately,
especially if currently no 3D imaging is adopted.
Figure 7.1: An example of the basic visual feedback.
Furthermore, the visual feedback can be extended with other visual cues in order
to help users to learn how to interact in the current mode of action (e.g. selection
or manipulation). Currently, there are three major extensions for the respective
modes of interaction, which will be explained in the following respective sections.
Here, we just want to mention that in an informal user study several subjects could
practice with a 3D interface comprising these mode of interaction. After that, we
questioned them for their subjective impression concerning the visual feedback
with its respective modifications. Most subjects told us that the proposed visual
feedback for different interaction modes helped them notably for familiarizing
with the respective interaction mode and for ensuring that their handling of the
hand-tracking device is correct (e.g. whether the hand is still in the working vol-
ume and forms the correct posture).
Note that more objective testing of the visual feedback goes beyond the scope
of our work, because as it supports the familiarization with an interface, we can
not compare the performance with and without it for one and the same subject.
However, the timings and precision strongly depends on the individual, so an
objective study would need a great many of subjects.
7.2 Jerky Release
Once an object is selected and the full amount of the 6 continuous DOFs of the
global hand pose is employed for moving the object, an additional suitable mech-
anism is needed for determining when the object shall be attached to the hand or
not. This mechanism should enable precise releasing of objects and should be
manageable fast and efficiently. To this end, we used an approach based on the
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velocity and acceleration of the hand translation and rotation to trigger grabbing
(attach action) and releasing (detach action). The idea is to move a virtual object
only as long as the user moves her/his hand smoothly and performs no abrupt
pose changes. If she/he instead performs a fast and jerky movement the object
is released. This provides an intuitive interaction metaphor as it corresponds to
real life experience (e.g. if a screw is turned downward, people typically do a
relatively slow clockwise rotation while turning the screw and a relatively fast
counterclockwise rotation back without turning the screw).
This behavior is implemented in the state machine depicted in Fig. 7.2. Ca
and Cv are conditions based on the translational and rotational velocities and ac-
celerations vt, vr, at and ar and are defined as
Ca = at > At ∨ ar > Ar,
Cv = vt < Vt ∧ vr < Vr,
where Vt, Vr, At and Ar denote the respective thresholds. Note that by condition-
Figure 7.2: State machine illustrating how an object can be grabbed and released.
ing the signed accelerations no releasing is performed, when the user jerks to a
halt (leads to high negative accelerations). In our current setting the thresholds
were set to be At = 50 cms2 , Ar =
5
3
pi rad
s2
, Vt = 40 cms and Vr = pi
rad
s
. These thresh-
old values were determined in a pilot experiment, where first an object should
be moved in only one direction (we used the positive x-direction for translation
and a clockwise rotation around the roll-axis for rotation) with different employed
threshold values while the percentage of involuntary movements was measured. A
performed hand movement is classified to be involuntary either if the movement is
toward the desired direction but the object is not moved (the acceleration thresh-
old was exceeded without intension) or if the movement is toward the opposite of
the desired direction but the object is moved (the acceleration threshold was not
exceeded). Note that using lower threshold values leads to more occurrences of
the first kind of involuntary movements while higher threshold values abets the
second kind. Therefore, we rate the chosen thresholds by the sum of the squared
respective errors (the amount of involuntary movements). This way, both kinds of
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involuntary movements are minimized. Additionally, we let the subjects perform
some simple manipulation tasks while the completion times and precision were
measured (similar to user experiments which will be described in Sec. 7.2.1). We
noticed a strong coherence between good performance (completion times and pre-
cision) and good threshold rating. The above stated thresholds result from several
of these tests and had the best overall performance. In our interface, the user can
adjust these values by choosing a factor from the interval [0.5; 2] with which all
threshold values are scaled in order to account for the different preferences of each
individual. However, for the user experiments in Sec. 7.2.1 this factor was locked
to 1.
When a fast and jerky movement is performed, typically the acceleration curve
has a positive peak at the beginning, then decreases to approximately zero and has
a negative peak in the end (see Fig. 7.3(Right)). Therefore, the condition Cv is
essential for conditioning a transition back to state ‘Attached’; otherwise the ‘Not
attached’ state would be left directly after the positive peak at the beginning.
Figure 7.3: Diagrams of velocity (red) and acceleration (blue) across several
frames (x-axis) of two different translational movements. The two horizontal
dashed lines indicate our chosen thresholds At and Vt and the green and yellow
regions the periods of having attached or released the object. Left: A movement is
performed by smoothly increasing the speed. Right: A fast and jerky movement
is performed.
With this implementation a jerky translational or rotational hand movement
induces a transition from state ‘Attached’ to state ‘Not attached’ and if the trans-
lational and rotational speed as well as the acceleration of the hand movement
falls below the according given thresholds a transition back to state ‘Attached’ is
performed. As long as the speed is not abruptly increased the object will move
according to the users hand.
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Note that if a simple thresholding on the velocity would be used, precise re-
leasing of the object would hardly be possible, because dependent on the accel-
eration it could take several frames until the velocity threshold is reached. But in
these frames the object would still be moved. Using a very low velocity threshold
to diminish this problem would prohibit the user from performing any fast opera-
tion. This can be seen in Fig. 7.3, where we depicted graphs of velocity and ac-
celeration for two translational motion sequences: one, where the user performed
a typical smooth manipulation (Left), and another, where she/he performed a fast
and jerky movement (Right). Analogously, we recorded two rotational motion
sequences, which showed the same characteristics.
In addition, using the acceleration as a single criterion for transiting to state
‘Not attached’ has the advantage, that this way, the velocity with which an object
can be moved is not constrained. For example in the motion sequence of Fig.
7.3(Left) the object was attached all along although the velocity exceeded the
velocity threshold.
Using the acceleration criterion for releasing operations enables fairly precise
positioning of objects. However, sometimes slight unintentional movements occur
in the direction the fast and jerky movement is performed, because dependent
on the jerkiness of the performed movement it can take a short while until the
acceleration threshold is exceeded. To overcome this problem, we introduce a
simple post-correction step, when the ‘Not attached’ state is reached in frame i.
We undo the last k manipulation steps (both translation and rotation), whereby k
denotes the greatest number of steps, that fulfill the following conditions for all j
with i− k ≤ j < i:( ‖p′j‖
tj − tj−1 <
‖p′j+1‖
tj+1 − tj
)
∧ (ti − tj) < t0. (7.1)
tj denotes the time and p′j is defined depending on whether the ‘Not attached’
state is reached due to a high translational or high rotational acceleration. In the
case the translational acceleration threshold is exceeded, p′j is defined to be the
hand position increment pj−pj−1 (pj denotes the hand position in frame j). In the
other case, we instead define p′j to be the normalized rotation axis of quaternion
q′j multiplied by its angle. q′j is defined as the rotation of the hand from frame
j − 1 to frame j. The first condition in Eq. (7.1) ensures the absolute acceleration
value to be strictly increasing for the k steps. This avoids unintended undoing
of steps, if for example the user moves an object, stops shortly and then wants
to release it by performing a fast and jerky movement. The second condition
prohibits undoing steps that are longer ago than t0. This threshold describes the
maximal available time the user has to exceed the acceleration threshold. In our
current setting t0 is chosen to be 100 milliseconds as several experiments showed
this to be suitable. This post-correction enables very precise release operations in
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all manipulation tasks. Moreover, because only very slight post-corrections are
needed, the distraction induced by automatic undoing is only marginal.
The visual feedback for this technique shows how an object is moved accord-
ing to the position and orientation of the user’s hand. A small solid cube is elasti-
cally attached to the hand model. The elastic relationship between the hand model
and the object inherently indicates that the object will be released if the hand
moves too fast. If the object is released in the current task, the cube is released in
its current pose (see Fig. 7.4(Middle)). If the object is grabbed in the current task,
the cube jumps back to the hand model and is reattached (see Fig. 7.4(Right)).
This indicates that an object will be released if the hand moves rapidly.
Figure 7.4: Illustration of a grab and release cycle. The hand model is ren-
dered together with the red cube. Left: The feedback when the object is attached
to the hand. Middle: An abrupt hand movement toward the right is performed.
Therefore the cube stays in the pose where the abrupt movement started. Right:
The hand grabs the object again when it moves slowly. State ‘Attached’ is again
reached. The cube jumps back to the hand model.
7.2.1 Experiments
We conducted an experiment to evaluate the performance of the proposed tech-
nique for grabbing and releasing virtual objects. Our hypothesis was that our
method would be superior to other techniques that are commonly applied for hand-
tracking devices. Moreover, we expected that a hand-tracking device combined
with our technique had superior or at least similar performance compared to a
standard 6 DOF controller.
To this end, we compared our technique to both the use of a grabbing pos-
ture (i.e. only if the subjects form the grabbing posture the virtual object moves
according to her/his hand) and the use of a standard 3D mouse. Several simple
manipulation tasks had to be solved by using each of the controller types, while
the completion times and precisions were measured.
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For the posture based grabbing and releasing the adjustments described in
[Osa06] for precise releasing were implemented, where the release pose of a vir-
tual object is automatically adjusted based on the relative speed of the two grab-
bing fingers (the thumb and index finger). However, we could not use the same
velocity threshold of 1 cm
s
as proposed in [Osa06], because depending on the ve-
locity of the hand pose the accuracy of the determined thumb and front-fingertip
positions were not sufficient (Osawa used data gloves, which have a high preci-
sion and whose global pose does not influence other hand parameters). Therefore,
we had to use a higher threshold (10 cm
s
in the experiments), which led to inferior
releasing precisions.
Experimental Setting
For running the virtual environment application a second computer (Intel E6600,
Geforce 8800 GTX) was connected to the hand-tracking computer (see Sec. 2.5).
The application was visualized on a standard 19" TFT-Display. Additionally, a
3D connexion SpaceNavigator was connected to this PC.
Experimental Tasks: In the experimental tasks a virtual object had to be approx-
imately moved to a specified position (less than 2 units translational error)
and/or orientation (less than 4 degrees rotational error) by using the differ-
ent techniques/controllers. In the first task only translation had to and could
be modified until the desired position was approximately reached. In the
second task, the object’s position was fixed and only orientation had to be
modified. These two tasks were established in order to check if one of the
techniques has specific advantages in either the rotational or translational
DOFs. To check the performance for more complex tasks the orientation
and position had to be manipulated simultaneously in the third task. These
three tasks were used to measure the completion times.
In the fourth and last task again orientation and position had to be modi-
fied, but the subjects could decide by themselves when the final pose was
reached and then had to release the object by either pulling the hand out of
the working volume (if the hand-tracking device was used) or pressing the
left 3D mouse button (if the 3D mouse was used). No snapping algorithm
(the object snaps to the desired pose, when it is near by) was applied. This
task was used to determine the positioning errors.
Participants: Eight participants (one female, seven males, all university stu-
dents) took part in the experiment. They had little or no virtual reality
experience.
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Procedure: Each participant had to solve all four tasks four times by employing
each of the three controllers (3D mouse, hand-tracking with grabbing pos-
ture and hand-tracking with our technique). Thereby, the sequence of the
employed controllers was permuted evenly and all tasks had to be finished
until the next controller was adopted. Before starting the test for each con-
troller, its mode of action was explained and the subjects could familiarize
with it in a short preparation time (two minutes).
Results
The average task completion times for all individual subject are depicted in Table
7.1 and the total average task completion times including standard deviations are
illustrated in Fig. 7.5.
Subject Grabbing Posture Our Technique 3D Mouse
T R TR T R TR T R TR
1 21.3 14.7 19.4 12.3 11.6 17.2 10.4 6.7 16.2
2 23.6 18.3 39.7 9.5 8.7 13.7 8.9 4.5 22.4
3 25.9 35.0 75.6 15.6 22.8 28.9 20.0 20.1 64.0
4 15.8 10.9 47.1 9.2 7.3 24.6 4.7 5.1 15.5
5 23.0 79.3 84.1 14.5 21.1 19.0 17.1 10.0 25.7
6 11.8 31.3 46.7 10.0 5.1 19.4 6.9 10.5 12.9
7 23.2 35.3 57.3 13.4 15.1 37.2 16.5 23.8 42.8
8 17.2 27.9 46.9 10.5 6.1 14.9 3.9 2.4 18.8
Average 20.2 31.6 52.1 11.9 12.2 21.9 11.0 10.4 27.3
Table 7.1: Mean task completion times (in seconds) for all individual subjects in
the following sub tasks: translation (T), rotation (R), translation and rotation (TR).
Employing the grabbing posture was clearly inferior to our technique or the 3D
mouse. This is mainly because some time is needed for switching the postures. If
the object’s orientation is manipulated, this becomes even more relevant, because
more grab and release cycles are needed due to the little space of anatomical
rotational freedom.
Considering both the times of our technique and the 3D mouse it can be seen
that the 3D mouse performs slightly better if the amount of degrees of freedoms
is restricted, but inferior if all 6 DOFs are available. This was confirmed in our
observations during the experiments. The simultaneous control of several DOFs
was significantly more difficult with the 3D mouse.
In Table 7.2 the individual mean errors and in Fig. 7.6 the total mean errors
and their standard deviations for translational and rotational positioning of the
virtual object are depicted.
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Figure 7.5: Task completion times (in seconds) with standard deviations (error
bars).
The diagram illustrates, that our technique is suitable for precisely releasing
virtual objects. The bad results for using the grabbing posture are caused by over-
hasty releasing while the hand was still attached to the virtual object.
In general, for handling object movement by using the Jerky Release tech-
nique, most users needed a short adaptation phase until they developed a sense
for the different kinds of motion (smooth movements for moving the object and
fast/jerky for releasing it). But subsequently, they could easily perform different
complex tasks.
Obviously, a limitation of the grabbing and releasing technique is the fact that
a virtual object can not be moved fast and jerky any more. However, in prac-
tice such movements are utilized rarely for manipulation tasks. To quantify this
problem, we analyzed the movements of both hand and virtual object in our user
experiments for the cases that the grabbing posture was employed for grabbing
and releasing instead of our technique. We computed the percentage of virtual
object movement that occurred while the ‘Not attached’ state would have been
occupied, if our technique would have been used. On average, less than 5% of the
virtual object movements would have been filtered out by our technique. More-
over, we observed such movements often to be unintended by the subjects, for
example if the virtual object should be released by switching from the grabbing
to the standard posture but moving the hand overhasty while the object is still
attached to the hand.
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Subject Grabbing Posture Our Technique 3D Mouse
T R T R T R
1 1.1 2.5 0.8 2.8 1.1 2.5
2 0.9 2.2 1.0 2.8 1.0 3.0
3 1.7 4.4 1.2 1.9 1.0 2.5
4 1.0 2.6 1.2 2.2 1.1 2.6
5 2.6 3.4 0.9 2.1 1.2 1.8
6 1.2 2.3 0.9 2.1 0.9 2.5
7 1.5 3.2 1.2 2.6 1.0 2.4
8 1.4 2.7 1.0 2.8 1.0 2.6
Average 1.4 2.9 1.0 2.4 1.0 2.5
Table 7.2: The mean errors for all individual subjects separated into translational
(T) and rotational (R) error. In degrees for the rotational error. The translational
error can only serve as a relative measure as it depends on the adopted mapping
from real to virtual space.
7.3 Roll Click
For the selection of objects and menu items a clicking mechanism is needed to
trigger button events. Thereby, the clicking mechanism should be easy to learn as
well as easy to perform. To this end, we decided to exploit one DOF for triggering
button events. We found exploiting a specified rotation around the roll-axis (i.e.
around the axis described by the forearm) serves best. This has two major reasons.
First, exploiting a rotational DOF for clicking is superior to using a translational
DOF due to comfort issues. Using a translational DOF would force the user to
move the whole fore arm in order to perform a click.
Second, a rotation around the roll-axis performs better than around the yaw
or pitch-axis, because the range of rotation the user can utilize for this rotation is
significantly larger. Moreover the roll-angle’s value is only marginally affected
by changing the hand’s position or pointing direction. The yaw and pitch angles
depend loosely on the position of the hand (e.g. translating the hand toward the
left induces a rotation toward the left except the wrist is bended for compensation),
which could lead to unmeant clicking operations.
Our approach is particularly advantageous compared to exploiting a posture or
the second hand for clicking because it is significantly easier and less exhausting
to perform. We observed some users to be nearly incapable to switch between
specified postures while further concentrating on the current task.
For deciding if a virtual button event is triggered in frame i (the i-th time
the hand pose/posture was determined), we use two sufficient conditions based
on the value of the user’s hand’s roll-axis angle αir. The first condition enables
very slow clicking with a more spacious movement while the second condition
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Figure 7.6: Positioning errors with standard deviations (error bars). In degrees
for the rotational error. The translational error can only serve as a relative measure
as it depends on the adopted mapping from real to virtual space.
also enables clicking by smaller but faster movements. Note that one condition
would be sufficient, but using both conditions better accounts for the individual
user preferences. The first condition employs a hysteresis thresholding (i.e. a
thresholding, that employs different threshold values depending on the state that
is occupied) based on αir for triggering a button event. This is expressed in the
first terms in Fig. 7.7, respectively. T1 and T2 denote the hysteresis thresholds.
Currently we use T1 = pi4 , T2 =
pi
16
. In our current setting the roll-axis angle is
defined to be zero, if the index finger is pointing toward the front and the thumb
is pointing up. A counterclockwise rotation of the user’s hand around its roll-axis
increases this angle while a clockwise rotation leads to a decrease.
The second sufficient condition is expressed in the second terms in Fig. 7.7,
respectively. These terms comprise one of the conditions CL or CR and an ad-
ditional constraint based on the hysteresis thresholds. The additional constraints
are needed to disambiguate between left and right button events; otherwise a right
button down event could not be distinguished from a left button up event. The
conditions CL and CR are based on αir as well as on the signed angular velocity
vir of the roll-axis angle, which is defined as
vir =
αir − αi−1r
ti − ti−1 , (7.2)
where ti is the time of frame i. Now CL can be defined as follows. If k is the
greatest positive number with vi−jr ≥  for all j = 1, ..., k, then the condition CL
is defined as
CL = v
i
r <  ∧ (αi−1r − αi−kr >
pi
16
). (7.3)
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Figure 7.7: State machines illustrating when the virtual left and right button are
pressed or released, respectively.
This way, already a small counterclockwise rotation can be employed to simulate
a left button down or right button up event. The threshold  ensures the rotation
to have a minimal velocity (we used  = 1
2
pi rad
s2
). The second term of Eq. (7.3)
is needed to avoid unmeant button events by requesting the angular movement
to exceed a minimal value (otherwise an infinitesimal movement could lead to a
button event). CR is defined analogously by substituting − for  and − pi16 for pi16
and inverting the relational operators.
If a clicking operation is performed, we observed the pointing direction to
lack accuracy due to unmeant angular movements around the pitch or yaw-axis.
Therefore, selecting a small object by employing the virtual pointer metaphor (see
Sec. 6.2.2) can be hard to accomplish. To this end, we replace the yaw and pitch
angle values αiy and α
i
p of the current frame i with the angles of the last frame,
which fulfilled the condition |αir − αi−1r | < 2(
∣∣αip − αi−1p ∣∣ + ∣∣αiy − αi−1y ∣∣). This
way, the pointing direction remain constant during a clicking operation, because
in this case the hand rotation is mainly around the roll-axis.
Note that exploiting one DOF for clicking purposes leaves us only 5 DOFs for
other manipulations. Therefore, this technique can only be employed in specific
interaction modes such as selection.
When this technique is currently applied in the interface, the visual feedback
provides two small buttons (visualized as cylinders), positioned left and right
alongside the hand model, which indicate the user how she/he can perform click-
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ing. See Fig. 7.8 for an illustration.
Figure 7.8: The visual feedback for clicking simulation. Two additional buttons
are rendered, one on the left and one on the right side of the hand model. Left: no
button is pressed. Right: the virtual left button is pressed.
Furthermore, if currently the virtual pointer metaphor is used (e.g. for a point
and select operation) the visual feedback is additionally modified as illustrated
in Fig. 7.9. A ray is drawn illustrated as a line emanating from the hand model
Figure 7.9: The visual feedback for virtual pointing. An additional green line
originating from the hand model and a cross indicating the intersection point with
the back plane is drawn.
toward the pointing direction. Additionally, the intersection point with the back
plane is illustrated by a cross to indicate how the virtual cursor on the screen is
moved.
In an informal user study this clicking technique could instantly be handled
by everyone. Due to the proposed pointing direction modifications, the click-
ing operation itself did not reduce the precision of the selection task, even if the
virtual pointer metaphor was used. Note that these modifications are only appli-
cable, because the roll-axis angle is used for triggering the button events. The
specific visual feedback of this technique supports mainly the familiarization with
this technique. As this technique is very easy to handle, the support is only tem-
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porarily. Nevertheless, it often helps as an indication which mode of interaction is
currently applied.
7.4 Hybrid Cursor Control
The selection of virtual items or objects is typically solved by using a controller
device to move a cursor above an item/object and issuing a selection command
(e.g. using a button click). A controller device delivers one or more parameters
(e.g. position, deflection) at discrete reading points (e.g. every 10 milliseconds
a new position is delivered). In the context of 6 DOF hand-tracking, the hand
acts as the controller device itself and a reading point is defined by the time the
hand-tracking procedure succeeded. The movement of a 3D cursor is normally
controlled by the position of one hand using the virtual hand metaphor (see Sec.
6.2.1) and the movement of a 2D cursor by the pointing direction using the virtual
pointer metaphor (see Sec. 6.2.2).
The way of positioning a cursor can be expressed by a mapping from the pa-
rameters of the input device (e.g. 2D mouse, bare hand, etc.) to the coordinates
of a cursor in the visualization space. We split this mapping up into a mapping g,
which defines a mapping from the input device parameters to controller coordi-
nates in the visualization space, and a mapping f , which defines a mapping from
these controller coordinates to the final cursor coordinates in the same space:
Device Parameters
g→ Controller Coordinates f→ Cursor Coordinates, (7.4)
where
g : Device Parameters → Dcoords, (7.5)
f : Dcoords × . . . → Ccoords. (7.6)
Thereby, Dcoords ⊂ Rd denotes the set of the controller coordinates, which is
bounded by the effective range of the controller device. Ccoords ⊂ Rd denotes
the set of the cursor coordinates bounded by the display boundary. d denotes the
dimension of the visualization space (normally d = 2 or d = 3). This is illustrated
in Fig. 7.10 for the 2D case. The mapping g determines how a device is used
(e.g. hand position or hand pointing direction determines controller coordinates).
f defines the cursor control and therefore maps from the controller coordinates to
the cursor coordinates. f can additionally be dependent on other parameters like
e.g. the controller velocity or the current cursor position. Using this formulation
of two mappings we can redefine the way the cursor is controlled independently
of the device. Therefore, we assume g to be given and focus on the mapping f .
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Controller Range
Cursor Range
Figure 7.10: Exemplary 2D illustration of the range of the controller coordinates
Dcoords and the range of the cursor coordinates Ccoords in the visualization space.
The cursor coordinates are typically bounded by the display size and the controller
coordinates by the effective range of the controller device. In this example, the
center positions of the cursor and controller ranges coincide with the origin of the
visualization space, which is not generally the case. Moreover, the sizes and size
relations of the two ranges does not have a particular meaning.
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If a controller device delivers absolute parameters (e.g. a hand-tracking de-
vice), also absolute positions in the controller range can be deduced at each read-
ing point of the controller device. In this case, the current controller position p′
(delivered at the last reading point) and the previous controller position p (de-
livered at the previous reading point) are explicitly given. Such devices will be
referred to as absolute controller devices. However, other devices (e.g. the stan-
dard 2D mouse) do not provide absolute controller positions but only incremental
information about the controller movement. In this case, only the vector of the
controller position increment p′ − p is given and can be used to deduce the ab-
solute cursor coordinates. Note that in return, by simply taking the difference of
absolute controller positions, every absolute device can be used as an incremental
device.
If f is described by an affine mapping with f(p′) = Ap′ + b from the current
controller position p′ to the new cursor position c′ with c′ = f(p′), f describes an
absolute cursor control. Thereby, A is a d × d-matrix, b a vector of dimension d
and f : Dcoords → Ccoords. Note that f maps the absolute controller coordinates
proportionally to the absolute cursor coordinates. Therefore, we call this kind of
control an absolute proportional cursor control.
If an incremental device is used, the new absolute cursor position c′ can be
computed as a function f from the controller position increment p′ − p and the
current absolute cursor position c. It can therefore be interpreted as a mapping
f : Dcoords × Ccoords → Ccoords, where f(p′ − p, c) = A(p′ − p) + c. A is again
a linear mapping described by a d × d-matrix. We call this kind of control an
incremental proportional cursor control.
While both types of proportional cursor control are in general very intuitive,
unfortunately, they either lack accuracy (if A scales up) or rapidness (if A scales
down). Especially, if the addressable screen units are small (e.g. high resolu-
tion display) with respect to the range and resolution of the controller device, the
selection of small virtual buttons or objects becomes unfeasible due to the low
precision.
Therefore, the mapping f is often made dependent on further parameters such
as the controller velocity. This way, an adaptive cursor control can be established.
A prominent example is using a speed dependent cursor acceleration, where de-
pendent on the current controller speed s′ the cursor movement is accelerated or
decelerated. For the incremental case, this looks as follows:
f(p′ − p, c, s′) = c+ h(s′)(p′ − p), (7.7)
where h denotes a function that is manipulating cursor acceleration (e.g. h(s′) =
diag(s′, . . . , s′)). This function is often referred to as the display/control ratio, be-
cause it defines the ratio between the controller movements and the final cursor
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movements on the display. This way, a non-linear mapping of real to virtual move-
ments is applied which can facilitate both precise and fast cursor movements. The
accuracy does not have to depend on the ratio between real and virtual working
volume sizes/resolutions. However, an inherent problem of the adaptive cursor
control is that during a cursor movement the controller might reach the boundary
of the controller range although the cursor is not located at the boundary of the
cursor range, yet. Therefore, to allow for adaptive cursor movements in the en-
tire cursor range usually some kind of clutching mechanism is employed (i.e. a
certain action couples/de-couples the virtual to/from real movements). For exam-
ple in a normal desktop setup, cursor movements can be decoupled by lifting the
mouse. This way the cursor can be moved step by step to every position in the
cursor range independent of the bounded controller coordinates. However, using
a clutching mechanism together with an absolute cursor control is not straightfor-
ward. Therefore, often also absolute devices are used in an incremental way and
a clutching mechanism is employed to enable an adaptive cursor control.
While such a clutching mechanism is intuitive and easy-to-use for physical
devices such as desktop mouses, the missing force feedback and lack of physi-
cal buttons lead to severe problems in developing and applying a suitable clutch-
ing mechanism for bare-handed interaction. Using different postures to specify
whether the real and virtual movements are coupled [VB05] turned out to be
too demanding for the fine motor skills for many people. Thresholding on the
hand pose (e.g. Z-coordinate above a certain value) is not a good solution be-
cause force feedback is not available and therefore judging the clutching point is
difficult. Therefore, recent approaches use either a two-handed control, explic-
itly switching between different positioning modes or clutching by thresholding
schemes on the velocities and/or accelerations of hand movements. However, the
inherent complexity and additional need of coordination degrade user acceptance
and efficiency.
Also other free-hand devices are not suited to be used with a clutching mech-
anism due to interference with intuitiveness and user acceptance. For example the
Nintendo Wii-Remote is used as a pointing device corresponding to pointing in
real life. If instead a button on the controller is used for clutching most of the
naturalness of the interaction is lost.
To overcome the need of clutching or mode switching for cursor positioning,
we introduce a novel technique. Our technique is a mixture of absolute propor-
tional and adaptive incremental cursor control and is related to PRISM [FKK07].
It does not need any introductions or assistance before or during interaction. Nev-
ertheless, both precise and fast cursor movements can intuitively be performed.
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7.4.1 PRISM
The most related pointing facilitation technique is PRISM (Precise and Rapid In-
teraction through Scaled Manipulation) [FKK07]. PRISM enables precise as well
as fast movements by thresholding on the controller velocity combined with an
offset recovery procedure. PRISM dynamically adjusts the D/C (display/control)
ratio, which determines the mapping of controller to cursor movements and is
in our formulation expressed by the function h. Note that a constant D/C ratio
describes a proportional control. To determine the D/C ratio, PRISM uses three
constant velocity thresholds: the minimum velocity (MinS), the Scaling Con-
stant (SC) and the maximum velocity (MaxS). Then, the new cursor position c′
is determined by using the following function hPRISM as h in Eq. 7.7:
hPRISM(s
′) =

1 for s′ ≥ SC
s′
SC
for MinS < s′ < SC
0 for s′ ≤ MinS
(7.8)
In PRISM, s′ is defined as the controller velocity averaged over the last 500 mil-
liseconds. If the current controller velocity is belowMinS, any virtual movement
is inhibited by setting the hPRISM(s′) to zero. If the velocity is between MinS
and SC controller movement is quadratically mapped to cursor movement by lin-
early scaling with the current velocity. This way, slow controller movements are
scaled down to gain a higher precision.
Simultaneously, an offset is accumulated that represents the cursor/controller
displacement (i.e. the displacement between the controller and the cursor po-
sition). If the velocity is between SC and MaxS the controller movement is
constantly and directly mapped to cursor movement by setting h(s′) to one. In
this case the offset does not change. If the velocity is above MaxS, additionally
the accumulated offset is decreased by accelerating or decelerating the cursor to
reduce the cursor/controller displacement. Independent on the current velocity,
cursor movement is inhibited if the controller movement is directed toward the
cursor position, as long as the offset is positive. Note that this way the offset is
decreased and some kind of clutching mechanism is realized. Details can be found
in [FKK07].
Originally, PRISM was designed to aid in manipulation of virtual objects di-
rectly with the user hand. In this case, not only a cursor is visualized but addition-
ally a hand model, which facilitates the understanding of the relation between real
and virtual movement. In the case of selection only a cursor is visualized. This
complicates the understanding of PRISM. Especially, the de-clutching mecha-
nism can lead to user irritations. For example, it often happens that the controller
is moved to the boundary of its effective range (e.g. boundary of the working
volume), but the cursor is still not located at the boundary of the cursor range.
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This can lead to confusion about whether the user did something wrong or the
controller device is not working correctly.
Because of the mentioned problems of PRISM for cursor control, a detailed in-
troduction and quite long familiarization phase is needed to enable users suitably
handling the device. This prohibits the employment of this technique for appli-
cation scenarios not having this opportunity (e.g. for visitors on an exhibition).
Furthermore, such difficulties decrease the general user acceptance.
7.4.2 Our Method
The basic idea of our technique is additionally making the function h explicitly
dependent on the relative positions of cursor and controller. To allow for reason-
ably using the relative positions of cursor and controller, their coordinates have
to be in a suitable relation. Furthermore, as we want to use an adaptive absolute
control but avoid any clutching mechanism, we have to ensure that the cursor is
always located at the boundary of the cursor range when the controller is at the
limit of its effective range. Note that in general the cursor/controller displacement
is changed when the cursor moves with a different velocity than the controller,
for example to increase precision by slowing down the cursor. To this end, our
technique has the following main features:
1. With increasing cursor/controller displacement the cursor is increasingly
accelerated such that the entire cursor range can be reached without any
special maneuvers.
2. With decreasing cursor/controller displacement the cursor is decreasingly
decelerated such that the displacement is reduced.
3. Both precision and rapidness can be increased by an adaptive mapping.
4. No clutching mechanism or mode switching is used or needed.
To simplify the formulation of our method we define the cursor coordinates
to range in [−0.5; 0.5]d (higher or lower values are clamped) and the controller
coordinates in [−1.5; 1.5]d in the visualization space. This is illustrated in Fig.
7.11. Note that the controller range in the common coordinate system need to
be larger than the cursor range to allow for reaching every position in the cursor
range. Under these conditions we ensure that the cursor/controller displacement
does never exceed 1. For simplicity, it is assumed that the range of the display
pixel coordinates and the cursor range coincide. However, our technique can also
be formulated more generally by a simple affine mapping between the display
coordinates and the cursor coordinates.
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Controller Range
Cursor Range
(1.5,1.5)
(-1.5,-1.5)
(0.5,0.5)
(-0.5,-0.5)
Figure 7.11: 2D illustration of the controller and cursor coordinates in the visu-
alization space used for the current realization of our technique. Here, the sizes
of the two ranges are normalized to the depicted extents and the centers of both
ranges coincide with the origin.
The mapping f from the controller coordinates to the cursor coordinates for
our technique looks as follows:
f(p, p′, c, s′) = c+ hHybrid(p, p′, c, s′)(p′ − p). (7.9)
Note that hHybrid and f are now additionally dependent on the previous controller
position p, the current controller position p′ and the previous cursor position c.
The function hHybrid accelerates or decelerates the cursor movement depend-
ing on a combination of different cursor/controller distances. In our current re-
alization, the following two cursor/controller distances are used: the l2-norm of
the cursor/controller displacement vector v = 1
2
(p + p′)− c with d2 = ‖v‖ and a
signed distance d1 that also depends on the movement direction. d1 is defined as
the length of the projection of v on the direction of controller movement with
d1 =
〈
v,
p′ − p
‖p′ − p‖
〉
(7.10)
and is illustrated in Fig. 7.12.
The sign of d1 distinguishes whether the controller moves to (d1 < 0) or from
(d1 > 0) the cursor position. Either a deceleration (if d1 < 0) or an acceler-
ation (if d1 > 0) can reduce the cursor/controller displacement or the increase
of cursor/controller displacement. The value of d1 describes the size of the cur-
sor/controller displacement dependent on the controller movement direction. We
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Figure 7.12: Illustration of d1 in 2D. Left: Controller movement increasing the
distance between controller and cursor position. Right: Controller movement de-
creasing the distance between controller and cursor position.
use it for indicating the amount of cursor acceleration/deceleration. Following
this, we define hHybrid as
hHybrid(p, p
′, c, s′) =
{
h(s′) · (1− |d1|) for d1 < 0
h(s′) + (1− d2)d1 + d2d2 for d1 ≥ 0 . (7.11)
In the first case the cursor movement is decelerated depending on the value of d1.
Note that in this case |d1| never becomes greater 1. In the second case the cursor
movement is accelerated depending on the values of d1 and d2. d2 is used to weight
the influence of d1 and itself. This weighting is needed to ensure |d1|, d2 ≤ 1,
because otherwise (if simply h(s′) + d1 would be used) the displacement could
become larger than 1 if the controller is moved orthogonal to the displacement
vector (if d1 = 0). In our current realization, the speed dependent acceleration is
defined as in PRISM with h(s′) = hPRISM(s′) (see Eq. 7.8), but MinS is con-
stantly set to zero in order to prohibit moving the controller over a great distance
without cursor movement.
However, one problem of our method appears if the user moves the cursor
slowly over a large distance in order to perform a precise operation at the reached
position. In this case, the precision is reduced due to the large displacement be-
tween cursor and controller. Therefore, our technique is not suited for application
scenarios in which such tasks have to be carried out very often. However, in menu
navigation and selection tasks (whether 2D or 3D) typically users first perform a
fast movement to coarsely reach a desired position and then perform slow move-
ments for precise operations. In these cases, our method leads to superior results.
Moreover, no introduction or practicing is needed for an effective handling.
For an illustration of 2D cursor positioning using absolute proportional con-
trol, PRISM and our technique see the first accompanying video for bare-handed
interaction. In the second accompanying video cursor positioning is illustrated for
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the Nintendo Wii-Remote controller using our technique.
7.4.3 Experiments
We conducted a user experiment to evaluate the performance and usability of the
Hybrid Cursor Control technique. Therefore, an objective testing scenario as well
as a user questionnaire were part of the study. In the objective test, our hypothesis
was that our technique would be superior to other state-of-the-art cursor posi-
tioning techniques in terms of efficiency for menu navigation and selection tasks
especially if both precision and rapidness are required. In order to investigate this
hypothesis, we compared the Hybrid Cursor Control (HCC) to absolute propor-
tional cursor control (PC) as well as PRISM in a button clicking scenario.
Regarding the questionnaires we expected that our technique would be rated
superior to PC as well as to PRISM in terms of comfort, ease of use and lik-
ing/preference. Furthermore, we anticipated our technique to be rated more accu-
rate than PC and more intuitive than PRISM.
Experimental Setting
Two connected PC-based systems were used in the experiment, one coupled to
the cameras for tracking the hand (see Sec. 2.5) and another (Intel Core 2 Quad
Q8200, Geforce 8800) for running the test application. The application was visu-
alized on a standard 19" TFT-Display.
Experimental Task
In the experimental task 2D buttons of different sizes being located at different
distances from the 2D mouse cursor have to be clicked by positioning the cursor
above a button and performing a left click Roll Click (see Sec.7.3). For cursor po-
sitioning the virtual pointer metaphor (see Sec. 6.2.2) combined with the respec-
tive positioning technique (either PC, PRISM or HCC) is employed. To obtain a
level of difficulty the button size is successively decreased while the distance from
the cursor to the button is successively increased both in 10 equally spaced steps.
Therefore, after each button click the button is repositioned in a random direction
as illustrated in Fig. 7.13.
For each button click three different values are measured:
1. The time needed to roughly approach the button (equal for all button sizes),
which is achieved when the distance from the cursor to the button center
becomes less than a certain threshold. This time reflects the rapidness of
the respective cursor positioning technique.
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(a) Step 1 (b) Step 5 (c) Step 9
Figure 7.13: Three steps of the task that had to be solved. The button size is
successively decreased and the distance to the cursor is increased (from left to
right).
2. The time beginning when the button is roughly approached and ending when
it is finally clicked. This time reflects the preciseness of the cursor position-
ing technique.
3. The number of click errors. Every click that is performed while the cursor
is not located above the button is considered as a click error. Note that the
number of click errors is equal to the number of clicks minus one.
Questionnaires
After the practical tasks, each subject was asked to complete a short questionnaire.
This questionnaire consists of six ratings in terms of ease of use, control accuracy,
intuitiveness, learnability, comfort and liking/preference for each cursor position-
ing technique. Thereby, the typical 5-point likert rating scales [Lik32] were used,
where the subjects had to choose a number from 1 to 5 using the following cri-
teria: 1 - very bad, 2 - bad, 3 - neutral, 4 - good, 5 - very good. Moreover, the
questionnaire comprised a section for additional comments and a section for per-
sonal details such as age, gender, dominant hand and experience with free-hand
pointing.
Participants
Twelve participants (ten male, two female) in the age of 21 to 34 with an aver-
age age of 28 took part in the experiment. Only one person is left handed. Most
had little or no experience with bare-handed interaction. Three participants were
already experienced in free-hand-pointing using the Nintendo Wii-Remote con-
troller.
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Procedure
Each participant had to solve the task (one task means 10 times clicking a button of
decreasing size) five times by employing each of the three positioning techniques.
Thereby, the sequence of the employed techniques was permuted evenly and all
tasks had to be finished before the next technique was adopted. In advance to the
testing of each technique its mode of action was explained and the subjects could
familiarize with it in a short preparation time (up to two minutes).
Results and Discussion
The average approach times, the average precision times and the average click
errors are illustrated in Fig. 7.14.
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Figure 7.14: Mean completion times (in seconds) and mean quantity of click
errors each for 10 different levels of difficulty (x-axis). Note that the y-axis scale
of the click times is significantly larger than of the approach times.
For roughly approaching the target the absolute proportional control (PC)
shows a better performance than PRISM and a similar performance as the Hy-
brid Cursor Control (HCC), which is due to the rapidness of absolute positioning.
Moreover, the click times and error rates of PC are similar good as of PRISM and
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HCC for large buttons (low level of difficulty). However, PC turned out to be in-
appropriate for clicking small buttons because already slight natural hand tremor
and hand-tracking inaccuracies substantially affect the cursor precision. This is
reflected in the click timings and error rates for higher levels of difficulty, where
the values of PC are up to four times higher than the respective values of HCC
and PRISM.
PRISM has consistently higher timings than PC and HCC for approaching
the target, but as these differences are less than one second in average and the
approach times generally are lesser than the click times this affects the overall
performance only marginally. Furthermore, in contrast to PC also high levels of
difficulty could suitably be solved using PRISM, the according click times and
error rates are considerably lower. In lower levels of difficulty the results of PC
and PRISM were similar.
Using HCC also all levels of difficulty could suitably be solved. Moreover,
nearly for all measures (approach times, click times and errors) and all levels
of difficulty HCC shows a better average performance than PRISM. The perfor-
mance gain was even larger in higher levels of difficulty, because most subjects
had difficulties to suitably handle the implicit clutching mechanism of PRISM.
Compared to PC, HCC certainly performed considerably better in high levels of
difficulty, but also in lower levels of difficulty the results were superior.
The results obtained by the questionnaires are illustrated in Fig. 7.15. Note
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Figure 7.15: Illustration of the mean ratings for the different categories and cursor
positioning techniques that were collected by the questionnaires. The error bars
indicate the respective standard deviations.
that the high standard deviations are primarily due to the individual affinity for
either high or low ratings. However, the rankings of the different techniques were
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mostly the same. For example several subjects rated PC, PRISM and HCC with
2, 3 and 4 in a category, while other subjects rated them with 3, 4 and 5 in the
same category. Nevertheless, some statistical significances could be derived by
performing the Student’s t-test, where a confidence equal to or greater than 95%
is considered to be significant.
The results of intuitiveness and learnability are similar. Both PC and HCC
were rated significantly superior to PRISM, which is due to the more complex
handling of PRISM. The average rates of PC and HCC are nearly equal in both
categories, but the standard deviations of PC are considerably higher than of HCC,
which means that the subjects’ ratings for PC are more inconsistent. This is be-
cause some subjects found PC to be more intuitive than both other techniques as it
directly corresponds to pointing in real life, while in contrast some other subjects
found it to be less intuitive due to the missing cursor acceleration. They argued
that cursor acceleration is intuitive as it is usual in the employment of standard 2D
mouses.
In the other categories ease of use, control accuracy, comfort and liking the
rankings of the different techniques are equal, HCC was rated best, followed by
PRISM. In all of these categories PC is rated significantly inferior to HCC as well
as to PRISM, which is due to PC’s inapplicability for suitably clicking small items.
In terms of comfort and liking also PRISM was rated significantly inferior to HCC.
It was constituted by most of the subjects that they did not like the clutching
mechanism which makes PRISM more unintuitive. In terms of ease of use and
control accuracy PRISM was rated also inferior to HCC, but the differences are
not as significant, because clicking small buttons was also suitable using PRISM.
Regarding both the performance testing results and the results from the ques-
tionnaires our novel technique seems to be a promising alternative for free-hand
pointing facilitation. Existing problems such as cursor precision and unintuitive
handling are solved. This way, menu navigation and selection with smaller target
sizes become possible and the user acceptance is increased.
7.5 Virtual Camera Steering
In a 3D virtual environment one fundamental operation is moving the virtual ob-
server/camera. To this end, we decided to use the traditional and commonly used
approach of steering, which was introduced by Ware and Osborne [WO90] and
named the flying vehicle control metaphor. The translational and rotational dis-
tances of the user’s hand pose from a certain resting pose determine the transla-
tional and rotational velocities of the virtual camera to the according directions.
We use the ‘pointingA’ posture (see Sec. 3) to steer the virtual camera. The
squared deviation from the resting pose is used to control the respective speed. For
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example, while the index finger points toward the screen and the thumb upwards, a
small turn of the thumb toward the left increases the rotational speed of the virtual
camera toward the left, and moving it up again stops the rotation. Analogously,
the viewing direction can be controlled intuitively by changing the direction of
the index finger. In a similar way moving to the left or right, front or back and
up or down is performed by translating the hand from its resting position to the
corresponding directions, respectively, and thus increasing the speed toward these
directions.
The ‘pointingB’ posture (see Sec. 3) is used to stop the camera movement.
Furthermore, when the posture has been changed back from the ‘pointingB’ to the
‘pointingA’ posture, the resting position is set to the position of the hand when
reaching the ‘pointingA’ posture. We also experimented with resetting the entire
pose (i.e. also the orientation) this way, but unfortunately, several subjects were
not capable to handle it. The resting orientation was often unintentionally set to
an unusable configuration which led to disorientation in the interaction. Instead
resetting only the resting position could easily handled by all subjects.
Several subjects experimented with the fly through application using either
our hand-tracking device or a standard 6 DOF space mouse (3D connexion Spa-
ceNavigator). The supposed intuitiveness of using hand-tracking was fully con-
firmed. All test persons could control the 6 DOF with our hand-tracking device
after a short familiarization with the great amount of freedom, whereby using the
space mouse some failed completely. Especially to combine different DOF was
significantly easier by using the hand-tracking device.
This control mode enables the user to quickly reach every position and orienta-
tion in the scene. However, if she/he loses sight of e.g. an object she/he currently
intend to inspect, it is sometimes hardly possible to turn the camera back due to
the lack of orientation. In the case of 3D object manipulation typically one or
more objects are selected. Therefore, we assume that these objects are in the fo-
cus of the user and provide an additional visual feedback. We superimpose 2D
arrows pointing to the boundary of the viewport indicating how to turn the camera
back to the objects if they got out of sight. For example if the user turns or moves
the camera toward the left such that the selected objects leave the window at the
right side, an arrow is superimposed on the right side of the window, which is
pointing toward the right. This way the user knows that if she/he turns the camera
back toward the right the objects will get back into focus. Analogously arrows
are superimposed at the left, top or bottom of the window if none of the selected
objects is in focus and located in this direction.
If the camera steering is active, also several modifications are applied to the vi-
sual feedback as shown in Fig. 7.16. Due to the lack of haptic feedback users have
often problems to return their hands to the resting pose in order to stop moving
the camera. To this end, in our visual feedback the resting position is visualized
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Figure 7.16: The visual feedback for moving the camera.
by showing a static additional hand model (blue, half-transparent). To further hint
the currently applied translational camera movement, a 3D arrow (red) originat-
ing from this static hand model and ending at the currently moving hand model is
provided. The orientation is split into roll, pitch and yaw angle and the resting ori-
entation is illustrated by three static lines on the back wall, side wall, and floor of
the cube, respectively. Simultaneously, three rotating lines indicate the currently
applied rotation. The area between each of the rotating lines and its according
static line is shaded (bright green) and two circular arrows (blue) are depicted,
respectively.
In particular for this specific visual feedback we got a clear positive response
from the subjects in our informal user study. We argue that due to the less intuitive
handling of the steering technique the support the visual feedback can provide is
higher.
7.6 Mode Switching
In order to be able to switch between different manipulation tools or adjust appli-
cation settings we chose a similar approach as used in standard interfaces, where
the user can switch between a menu and manipulation mode. In the menu mode,
the different interaction modes/settings can be selected/changed from a 3D tool-
bar, and in the manipulation mode the selected interaction mode is applied. To
switch between the two modes, the user can choose between two different tech-
niques, described in the following subsections.
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7.6.1 Working Volume Split
The 3D working volume is divided into a near region and a far region as depicted
in Fig. 7.17(Left). If the user’s hand is located in the near region, the menu mode
Figure 7.17: Left: Partitioning of the working volume. The z-coordinate of the
hand position determines menu or manipulation mode. Right: A circular free-
hand gesture performed jerky and fast switches between menu and manipulation
mode.
is chosen. When the hand enters the far region, the selected interaction mode is
applied. Thereby the far region is about four times larger than the near region in
order to gain enough space for manipulation.
This way, switching between menu and manipulation mode is simple, but the
available manipulation space is reduced and some distraction results from unin-
tentional menu/manipulation transitions.
7.6.2 Free-Hand Gestures
The user switches between menu and manipulation mode by performing a certain
free-hand gesture (we used a circle in the xy-plane, see Fig. 7.17(Right)), while
her/his hand remains in the ‘Not attached’ state (see Sec. 7.2). This way, the
entire working volume can be exploited for manipulation purposes, but switching
between menu and manipulation is more difficult. As both solutions have their
advantages and disadvantages, the user can choose between them. If for example a
single long manipulation step is planned, she/he could select the second alternative
and otherwise the first one.
Due to the fact that fast and jerky movements are primarily suitable for coarse
operations, exploiting hand movements in the ‘Not attached’ state for recognizing
free-hand gestures turned out to be reasonable. Therefore, we additionally enable
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free-hand gestures for switching between interaction modes directly. For example,
by performing a gesture corresponding to the letter S the user can directly switch
between object manipulation and object selection. This way, a sequence of several
selection and manipulation cycles can be solved more efficiently.
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In the previous chapter several techniques for one-handed interaction were pre-
sented. As natural interaction with hands typically involves both user hands, we
also investigated how the second hand can be used for improving interaction. In
the context of bi-manual symmetric manipulation it is known that two hands can
increase precision and intuition (see e.g. [OKF+05]). But still the problem of
suitably coupling and decoupling a virtual object’s movements to the user’s hands
(i.e. grabbing and releasing) has to be solved. Using the Jerky Release technique
(see Sec. 7) is one possibility, but in the case of two-handed interaction we could
establish a more natural as well as more efficient solution. Additionally, we solved
the inherent problem of intuitively mapping the poses of both hands to the pose of
one virtual object. The resulting technique is introduced in the first section of this
chapter. In the second section, we introduce several simple solutions for compen-
sating some general drawbacks that appear if vision based tracking is employed
for two hands simultaneously. Last but not least a short evaluation and discus-
sion is as well presented, which is based on a user study, user questioning and our
observations.
8.1 Bi-manual Symmetric Grab
For our grabbing and releasing technique we assume an object has been selected
and now the user’s intention is manipulating the object’s pose by exploiting both
hands in order to gain a high precision and control. In this case an additional
suitable mechanism is needed for determining when the objects movements shall
be coupled to the hands’ movements or not (grabbed or released). This mechanism
should enable precise releasing of objects and should be manageable efficiently
and intuitively. To this end, we introduce an approach based on different velocities
of the grabbing/releasing action. The idea is to trigger a grabbing action if the
hands move together while a release action is performed if the hands move apart
as illustrated in Fig. 8.1.
Grabbing and releasing of an object can be expressed by a state machine com-
prising the two states ‘Grabbed’ and ‘Released’ and the transitions in between. A
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Figure 8.1: Illustration of real two-handed grabbing, manipulating and releasing.
The red arrows indicate either a grabbing gesture (Left) or a releasing gesture
(Right).
reasonable formulation of the exact conditions is crucial in order to avoid involun-
tary grabbing or releasing actions. The user’s actions have to be suitably analyzed
to faithfully distinguish grabbing, manipulation and releasing. To this end, the
conditions are based on the grabbing velocity viG and the manipulation velocity
viM . v
i
G denotes the signed velocity with which the hands moved together (posi-
tive) or apart (negative) between the previous frame i− 1 and the current frame i
and is defined as:
viG :=
‖pi−1L − pi−1R ‖ − ‖piL − piR‖
ti − ti−1 , (8.1)
where piL, p
i−1
L , p
i
R and p
i−1
R are the tracked positions of the left and right hand
in frame i and i − 1, respectively. ti and ti−1 denote the times of frame i and
i − 1. The manipulation velocity viM denotes the sum of the hands’ translational
velocities that will potentially be used for object manipulation. In other words viM
is the sum of the translational velocities of both hands minus the grabbing velocity
and is defined as:
viM :=
‖piL − pi−1L ‖
ti − ti−1 +
‖piR − pi−1R ‖
ti − ti−1 − |v
i
G|. (8.2)
Now, in order to discover whether the user wants to perform a grab/release action
or simply an object manipulation, the grabbing and manipulation velocities are
analyzed. To this end, we introduce the modified signed grabbing velocity v˜iG
which is defined as:
v˜iG :=

sgn (viG) (|viG| − viM) , if |viG| > viM
0 , else
(8.3)
Thereby, sgn denotes the sign function. Note that v˜iG is zero while the manipula-
tion velocity is either dominant or equal to the grabbing velocity. If the grabbing
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velocity is dominant v˜iG is either positive (the hands perform a grab movement)
or negative (the hands perform a release movement). Now, our grabbing and re-
leasing technique can be expressed by the state machine depicted in Fig. 8.2. TG
Figure 8.2: State machine illustrating how an object can be grabbed and released.
Thresholds TG and TR are applied to the modified signed grabbing velocity v˜iG.
and TR are thresholds for triggering a grab or release action, whereby TG has to
be a positive and TR a negative real value. These parameters are used to adjust the
velocity that has to be performed by the user to grab or release an object. In our
current setting we use symmetric thresholds with TG = 10 cms and TR = −10 cms .
These values were determined in a short test scenario, where several users should
perform this kind of grabbing and releasing gestures and manipulation movements
while we recorded the employed velocities. We categorized the velocities manu-
ally to belong to the ‘Grabbed’ or ‘Released’ state. By analyzing several of these
sequences we identified the threshold values, that would lead to the fewest errors.
An error can either be a falsely triggered grab/release action or an intentional
grab/release action that was not triggered.
Using this formulation the grabbing and releasing of a virtual object can be
performed with only a slight movement; no spacious and therefore uncomfortable
gestures are needed. Moreover, employing the manipulation velocity to inhibit
grab/release actions avoids involuntary grabbing/releasing during a manipulation
task. For the same reason the velocity thresholds TG and TR can be chosen with
such a low value which enables grabbing/releasing with slow movements. Note
that these thresholds have to be greater than zero because otherwise unintentional
grab/release actions could occur due to the natural tremor of human hands or slight
inaccuracies of the hand-tracking device.
Furthermore, this formulation allows for grabbing and holding an object with
arbitrary distance between the hands. This supports the adaptation to different
demands of the current task, e.g. if a very precise rotation shall be performed a
greater distance between the hands is superior while a smaller distance is more
convenient for large translational manipulations due to the limited work space.
Note that a simple solution as for example using a specified distance between the
hands to trigger grabbing and releasing would not have these features.
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Using this criterion for releasing operations enables fairly precise positioning
of objects. However, humans in general do not perform release operations with
perfect symmetric movements of both hands and only in the grabbing direction.
Hence, sometimes slight unintentional movements occur while the user wants to
release the object but the velocity threshold TR is still not exceeded. To overcome
this problem, we inhibit object movements while v˜iG < 0 causing the object to
stand still while the grabbing velocity is dominant and the hands perform very
slow releasing movements. This way, the object’s movements stop immediately
when the user starts to perform a release action. Note that this condition generally
imposes no restriction on intended object manipulations, because in these cases
the manipulation velocity is dominant and v˜iG is equal to zero. Applying this
simple modification to our two-handed grabbing/releasing technique the precision
for positioning virtual objects can further be improved.
Additionally, our technique enables performing grab and release actions in a
comfortable and effective way. Furthermore, due to the close relation to natural
two-handed grabbing it is intuitive and no long practicing is needed.
8.1.1 Object Movement Modification
To allow for bi-manually moving an object we developed a manipulation tech-
nique that is inspired by the grab-and-twirl technique introduced by Cutler et al.
[CFH97]. The grab-and-twirl technique can be formalized as follows. The trans-
lational object movement is determined by the average translational movements
of both hands. The rotational object movement is determined by two different
perpendicular rotations: the rotation of the line connecting the two hand positions
and the average hand rotations around this line. Both rotations are applied to the
object. Note that Cutler et al. [CFH97] proposed to use not the average hand ro-
tations but instead the rotation of only one hand. However, because we observed
the combination of both enabling more precise rotations we preferred to use the
average.
In contrast to the grab-and-twirl technique we do not trigger grabbing and re-
leasing of an object by moving the hands’ virtual representations until they both
intersect the object and then performing a grabbing posture. Instead, using the
technique introduced in Sec. 8.1 grabbing and releasing can take place indepen-
dent of the size or position of the virtual object or the distance between the hands.
Therefore, grabbing and releasing is significantly easier and more comfortable,
but in order to preserve the intuitiveness of object movements the hands’ physical
movements must not be mapped to the virtual world in the same way as done in
the grab-and-twirl technique. In the grab-and-twirl technique an object is trans-
lated by a certain mapping of the physical center between the two hands to the
virtual center of the object. This is reasonable, because the virtual hand positions
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coincide with the two pivot points where the object is grabbed (see Fig. 8.3(Top
left)). In our technique, the user also anticipates two pivot points being located
close to the object’s surface where it is grabbed, but as in our case the distance
between the hands’ positions is not fixed to the object size, the same mapping as
in Fig. 8.3(Top left) of physical to virtual movements would lead to unnatural
results (see Fig. 8.3(Top right)). To obtain reasonable results the mapping has to
be modified as illustrated in Fig. 8.3(Bottom left).
Unfortunately, if a solution which simply scales the translation by the ratio
of the distance between the two pivot points (determined by the two intersection
points of the object’s convex hull with the line through the object center having the
direction of the line connecting the two hand positions) to the distance between
the hands would be applied, small objects could hardly be translated any more as
illustrated in Fig. 8.3(Bottom right). Our solution consists in two steps: first, we
adjust the hands’ positions such that their distance is normalized and second, we
split the translational movement up into an asymmetric part and a symmetric part
which are scaled differently.
First, the left and right hand positions piL and p
i
R in the current frame i are
adjusted to have the same distance as in the previous frame i − 1. The adjusted
position for piL is obtained by moving p
i
L in direction of p
i
R with a certain signed
distance. This signed distance is equal to the difference between the hand dis-
tances di and di−1 in frame i and i − 1, respectively, multiplied by a suitable
weighting factor λiL. The scheme for obtaining the adjusted left hand position p˜
i
L
is defined as:
p˜iL := λ
i
L (d
i − di−1) p
i
R − piL
‖piR − piL‖
+ piL. (8.4)
The weighting factor λiL is defined to be the ratio of the translational amount of the
right hand to the sum of translational amounts of both hands and can be formalized
as follows:
λiL =
‖piR − pi−1R ‖
‖piR − pi−1R ‖+ ‖piL − pi−1L ‖
. (8.5)
p˜iR is determined analogously by swapping all L’s and R’s in both equations. This
way the hand that moved slower becomes stickier for the object (i.e. the object
tends to stay in touch with this hand). If for example one hand remains at the
same position the object can not be translated toward the grabbing direction by
movements of the other hand. Furthermore, no more translational object move-
ments are induced by decreasing or increasing the distance between the hands.
Note that λiL is equal to (1 − λiR) and λiL ∈ [0; 1], therefore the distance between
the adjusted hand positions is guaranteed to be equal to the distance between the
previous hand positions.
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Figure 8.3: Illustration of the problem of mapping real to virtual coordinates
with fixed distance between the hands. An object (rectangular box) is moved
by exploiting the positions of both hands (blue ellipses). The pivot points are
illustrated in green and the applied translation vector in red. Top left: distance
between hands is equal to distance between pivot points. Top right: hand distance
is greater than distance between pivot points but the same mapping is used as in
(Top left). Bottom left: hand distance is greater than distance between pivot points
and a suitable mapping is used. Bottom right: hand distance is much greater than
distance between pivot points and a scaling by the ratio of pivot point distance to
hand position distance is used.
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Second, the translational movement is split up into an asymmetric part (differ-
ence of the hand translation amounts) and a symmetric part (dissimilarity of the
hand translation amounts). The asymmetric part describes the amount of trans-
lation that influences the position of the center of rotation. This part has to be
applied in a one-to-one mapping (i.e. it has to be mapped as in Fig. 8.3(Bot-
tom left)). The symmetric part describes the amount of translation that has no
influence on the displacement of the rotation center. This part can be applied
to the object translation with an arbitrary scaling (independent of the object size
or the hand distance) without affecting the intuitiveness. The two parts can be
computed as follows: if tiL and t
i
R are the left and right hand translations with
tiL/R = p˜
i
L/R−pi−1L/R in frame i, then ti := 12(tiL+ tiR) describes the total amount of
translation. We then define λi to be the percentage of symmetric translation with
λi =
min(‖tiL‖, ‖tiR‖)
max(‖tiL‖, ‖tiR‖)
. (8.6)
Now, the resulting modified total translation t˜i can be written as:
t˜i = sλiti + r(1− λi)ti, (8.7)
where r is defined to be the ratio of object extend to the current distance between
the hands and s can be chosen arbitrarily to alter the mapping from real to virtual
coordinates. This way, if an asymmetric rotation is performed (e.g. one hand is
moved fast, the other stands still) the object is rotated intuitively around the pivot
point touching the object and corresponding to the hand that was not moved (see
Fig. 8.4(Left)). On the contrary, if a symmetric movement of both hands in equal
directions is performed the object translation does not depend on the object size
or distance between the hands (see Fig. 8.4(Right)).
Figure 8.4: Illustration how our technique maps real to virtual movement. Left:
Asymmetric movement. Right: Symmetric movement.
In order to provide a visual clue about where the object is grabbed and how
it can be turned around, the resulting two pivot points are visualized in the 3D
97
CHAPTER 8. TWO-HANDED TECHNIQUES
interface. Two spheres are drawn at the corresponding positions as long as the
object is grabbed. Additionally, this gives a direct visual feedback about whether
the object is grabbed or released. An illustration is given in Fig. 8.5.
Figure 8.5: Visual feedback for grabbing and releasing. Left: The object is
released. The pivot points are not visualized. Right: The object is grabbed. The
two yellow spheres indicate the pivot points and that the object is grabbed. (Car
model courtesy of RTT AG)
With this technique both human hands are exploited for simultaneous manipu-
lation of the whole 6 DOFs of an object’s pose in order to gain a significantly im-
proved rotational precision and a generally higher control over the object. These
advantages are due to the following reasons: first, the rotation depends on the
distance between the hands leading to an increased precision if the distance is
increased. Second, the center of rotation can be chosen more intuitively than in
one-handed interaction, because object rotations are determined by hand transla-
tions (e.g. fixing one hand to a certain position leads to rotating an object around
this point when the other hand is moved).
8.1.2 Integration with One-Handed Techniques
We argue that symmetric two-handed object manipulation is primarily suitable as
an extension of one-handed manipulation. Only if high precision and/or control
of the object is needed the application of both hands can significantly improve the
current task. A reasonable scenario could be as follows: a user selects an object
and moves it to the approximate pose by employing only one hand. Only then
she/he uses both hands for fine adjustment of the object pose. In order to allow
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for such scenarios in an effective way, transitioning from single-handed to two-
handed interaction and backwards must be manageably fast and uncomplicated.
The first case of switching from single to two-handed interaction can simply
be solved by automatically enabling the two-handed interaction mode when the
second hand enters the working volume.
The second case of changing from two to single-handed interaction is more
complicated. This is due to the problem that a hand could have left the work-
ing volume unintentionally. This occurs if the user currently performs an object
manipulation at the edge of the working volume and moves one hand outside by
mistake. To this end, we distinguish between two cases: first, if the object was
grabbed when the hand left the working volume we assume leaving was unin-
tended and prompt a message on the screen to move the hand back inside. Second,
if the object was already released we assume the user wants to switch back to the
one-handed manipulation mode which is therefore automatically enabled in this
case. This distinction turned out to be intuitive and easy to handle.
8.1.3 Stabilizing the Object Movement
Exploiting the human hands as direct input devices by using vision based mark-
erless hand-tracking has several great advantages (e.g. intuitive, non-obtrusive,
etc.). However, as well some problems arise when such devices are exploited. In
the following we explain some major drawbacks and present our solutions.
One drawback of vision based markerless hand-tracking is the dependency
on the hand segmentation in the camera images. Performing a good segmentation
becomes even harder when two hands are tracked simultaneously due to reciprocal
occlusions. Such occlusions occur more often if the distance between the hands
decreases. We observed the tracking stability of the hands’ orientations to be
primarily sensitive to such hand configurations. Note that in the employed two-
handed object manipulation technique the hand orientations are only exploited for
rotating the object around the line connecting the two hand positions (see Sec.
8.1.1). In order to avoid distracting rotational jumps during object manipulation
we propose the following simple stabilization procedure: if the angular velocity
of one hand exceeds a certain threshold (currently we use 2pi rad
s
) its rotation is
set to the identity. This threshold value was determined by analyzing the typical
velocities of rotational jumps induced by an incorrect tracking. This way, the
jumps of the hands’ orientations are not applied in the current step leading to
a stable object manipulation. In return, very fast rotations around this axis can
not be performed any more. This is a clear limitation, but as it counts only for
velocities higher than 2pi rad
s
the interaction is marginally affected. In practice, we
discovered such high angular velocities to be exploited for less than 1% of object
rotations in typical manipulation tasks.
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Another problem induced by segmentation issues is that tracking two hands is
impossible when they can not be separated in each camera image. In this case, a
message is prompted requesting the user to increase the distance between her/his
hands.
In particular relevant for two-handed object manipulations is the problem of
limited work space; the hands can only be tracked if they can be seen by enough
cameras. If an object shall be translated a long distance the hands have to be
moved an according way in the working volume. If in this case the user grabs,
holds and moves an object with a large space between her/his hands, the range of
available translational movement becomes even smaller and one hand often leaves
the working volume unintentionally. Therefore, we prompt a hint suggesting the
user to decrease the distance between the hands if one hand leaves the working
volume and the distance between the hands was higher than 30cm in the preceding
frame. This threshold value was used, because we observed that larger distances
do not significantly improve the accuracy of object manipulations.
8.1.4 Experiments
We conducted an experiment to evaluate the performance of the proposed tech-
nique for two-handed grabbing and releasing virtual objects. Our hypothesis was
that our method would be superior to other two-handed techniques commonly ap-
plied for hand-tracking devices. Moreover, we expected that our technique would
generally be superior to one-handed techniques in high precision tasks.
In order to investigate these hypotheses, we compared our two-handed grab-
bing and releasing technique to three other approaches: the exploitation of a grab-
bing posture for triggering grabbing/releasing (i.e. only if the subject forms the
grabbing posture with one or both hand(s) the virtual object moves according to
her/his hands), the use of a standard 6 DOF controller (3D mouse) and the applica-
tion of our recently developed one-handed technique; the Jerky Release technique
(see Sec. 7.2). Note that in a short user study this one-handed technique out-
performed a grabbing posture based technique and showed similar results as a
standard 3D mouse in 6 DOF manipulation tasks.
Experimental Setting
Two connected PC-based systems were used in the experiment, one coupled to
the cameras for tracking the hand (see Sec. 2.5) and another (Intel E6600, Ge-
force 8800) for running the virtual environment application. The application was
visualized on a standard 19" TFT-Display. Additionally, a 3D connexion Space-
Navigator was connected to the second PC.
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An illustration of how this system works together with our bi-manual tech-
nique is given in Fig. 8.6).
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Figure 8.6: Image sequence of our system. Based on our bi-manual symmet-
ric interaction technique a virtual object (red car) can be grabbed (move hands
together), manipulated (as if gripped between hands) and released (move hands
apart).
Experimental Task
In the experimental task a virtual object had to be moved to a specified position
and orientation (see Fig. 8.7) by using the different 6 DOF techniques/controllers.
The time needed for completing one task was split up into the approach time and
Figure 8.7: Illustration of the experimental task that had to be solved. Left:
Initial situation. Middle: Roughly approached target pose (the approach time is
measured). Right: Solved task (the precision time is measured).
the precision time. The approach time is measured when the object is approxi-
mately approached (see Fig. 8.7(Middle)); when it is moved roughly to the target
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pose (i.e. less than 6 degrees rotational error and 4 units translational error). The
period from this moment on until the user releases the object almost precisely (i.e.
less than 1, 5 degrees rotational error and 0, 5 units translational error) at the target
pose (see Fig. 8.7(Right)) is defined to be the precision time. This way, both the
capabilities of performing rough/spacious as well as precise/fine manipulations
are measured for each technique/controller. To reach the target pose several grab
and release cycles had to be performed for the hand-tracking based techniques.
No snapping algorithm (the object snaps to the desired pose, when it is near by)
was applied.
Participants
Ten participants (all males, all university students) took part in the experiment.
They had little or no virtual reality experience.
Procedure
Each participant had to solve the task four times by employing each of the four
controllers. Thereby, the sequence of the employed controllers was permuted
according to ten columns of three balanced mutually orthogonal Latin squares of
size 4 × 4. All tasks had to be finished until the next controller was adopted.
Before starting the test for each controller, its mode of action was explained and
the subjects could familiarize with it in a short preparation time (two minutes).
Results and Discussion
The average approach and precision times for all individual subject are depicted in
Table 8.1 and the total average times including standard deviations are illustrated
in Fig. 8.8.
The high standard deviations in Fig. 8.8 are caused by two major reasons:
1. Different manual skills of the individuals. Most subjects that performed
slowly/fast with a certain controller performed slowly/fast with the other
controllers, too. Thereby, slow/fast means having high/low average per con-
troller timings with respect to the other participants.
2. Different individual controller preferences. While several users could eas-
ily handle one controller some others were nearly incapable to work with
it. In particular precisely positioning by using the 3D mouse had very in-
consistent results. For this reason we argue that in an end user interface
redundancies between different techniques (if possible) and/or selectable
alternatives should be available.
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Despite the high standard deviations, some statistical significances could be de-
rived by performing the Student’s t-test. In the following discussion we consider
a confidence greater than 95% to be significant.
Roughly approaching an object was superior if only one hand or the 3D mouse
was employed instead of a two-handed technique. This is mainly because more
grab and release cycles were used for two-handed translational movements due
to the higher need of workspace (both hands have to be located in the working
volume) and the slightly reduced anatomical range (the shoulder has to remain
straight if both arms are stretched). Only marginal difference was found between
the 3D mouse and the single-handed object approaching. However, all techniques
have significant superior results to the two-handed posture based technique. We
observed the subjects to have some problems using different postures for grabbing
and releasing, primarily because a higher concentration was needed for switch-
ing between the standard and the grabbing posture. The differences between the
one-handed techniques and our two-handed technique is only significant with a
confidence greater than 90% for the 3D mouse and 75% for the single-handed
technique.
The best results in precisely positioning an object were achieved applying
our two-handed technique. Furthermore, the differences between our two-handed
technique and the two one-handed techniques are significant. The difference be-
tween our two-handed technique and the two-handed posture based technique are
Subject Two-Handed 3D Mouse Single-Handed Our Technique
AT PT AT PT AT PT AT PT
1 12.8 7.8 7.7 20.6 4.2 11.8 8.5 6.5
2 33.4 32.0 12.7 22.6 10.7 53.0 22.4 15.8
3 54.9 29.4 11.6 35.3 18.7 30.1 23.2 23.1
4 40.2 28.7 5.8 21.4 8.6 19.8 13.0 10.9
5 45.5 63.9 7.5 24.6 15.3 16.6 18.9 13.8
6 85.3 73.0 14.3 52.6 15.2 88.0 17.4 20.1
7 27.9 22.6 20.9 50.3 21.7 41.6 29.5 23.3
8 44.9 44.9 11.1 37.3 24.5 65.4 29.3 23.7
9 90.0 57.0 35.8 47.7 32.8 71.2 64.4 35.4
10 22.0 13.2 5.4 37.7 14.6 32.3 19.4 26.1
Mean 45.7 37.3 13.3 35.0 16.6 43.0 24.6 19.9
Total 82.9 48.3 59.6 44.5
Table 8.1: Mean approach times (AT) and precision times (PT) for all individual
subjects (in seconds). Note that our technique also performed best for the entire
task.
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Figure 8.8: Completion times (in seconds) and standard deviations (error bars).
only significant with a confidence greater than 90%. Surprisingly, the precision
times of the two-handed posture based technique are similar high as of the 3D
mouse and the one-handed technique, respectively. This is caused by overhasty
hand movements during a release operation while the hands were still holding the
virtual object. Note that in this case the involuntary object movement leads to
loosing the target pose so the subject must repeat the high precision positioning.
After the user experiments, we questioned the subjects for their subjective
impression concerning the performance of the different controllers. For precisely
positioning eight participants would prefer our two-handed technique, one would
prefer the two-handed posture based technique and another one the 3D mouse.
For approaching the target they rated both the single-handed technique and the
3D mouse best with four votes for each. The other two participants voted for our
two-handed technique. Note that these ratings correspond to the measured times.
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RELATED AND CONCURRENT WORK
The large amount of literature in interaction techniques makes it practically im-
possible to give a full review of the previously reported methods here; elaborate
analysis can be found in [BKLP05], or [JS07] for multi modal interaction. We
will only discuss the most related methods that are designed for or can be applied
to interaction based on markerless hand-tracking as an input device.
9.1 Menu and Object Selection
The task of selection is typically solved by two subtasks: positioning a cursor
above an object or item and performing a clicking operation to finally select it.
Thereby, both subtasks should be realized in an intuitive or at least easy-to-learn
and easy-to-use manner. This has a great impact on the performance of an in-
terface as selection operations are typically needed very frequently. However,
designing suitable techniques for selection is a non trivial problem particularly in
the context of bare-handed interaction.
9.1.1 Cursor Positioning
In selection tasks positioning a cursor describes the act of pointing to different
graphical elements such as menu items, buttons or objects. Thereby, the choice
of the positioning/pointing technique depends on the employed controller de-
vice (e.g. standard 2D mouse, touchpad, 3D mouse, 3D hand-tracker) and ap-
plication (e.g. 2D or 3D, menu or object selection). For example for a stan-
dard 2D computer mouse a relative incremental position control (the cursor po-
sition is incremented relatively to the device movement when it touches the sur-
face) with clutching (lifting the device de-clutches virtual from real movement) is
doubtlessly the best solution. This way, the cursor can be moved incrementally
to every position in the visual space by moving the cursor step by step. This also
enables using a cursor speed dependent acceleration scheme such as the Pointer
Ballistics for Windows XP for achieving faster as well as more precise cursor
movements. This is the most common pointing facilitation technique for standard
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2D mouses and touch pads and in fact can be considered as a final solution for
such devices.
However, having tracked the global pose of both hands, pointing can be solved
in various ways. The typical solutions for controlling a 2D cursor are either using
the pointing direction of one hand or two dimensions of the hand position. Ex-
amples for using the hand position are the Vision Based Touchpad [ML04], where
a planar surface on the table is used for simulating a touchpad, and employing
the vertical and horizontal hand movement as done in [GFGB04] to design a non-
contact mouse for surgeon-computer interaction. In hand-tracking interfaces that
also provide the hand orientation, 2D cursor positioning is most commonly solved
by the virtual pointer metaphor (see Sec. 6.2.2); the cursor moves according to
the pointing direction of the hand. This turned out to be very intuitive and fast.
In virtual environments, positioning of a 3D cursor is nearly always solved by
using the virtual hand metaphor (see Sec. 6.2.1); a 3D cursor moves according to
the 3D position of the hand. However, independent from the adopted positioning
technique, the accuracy and performance both of 2D and 3D pointing is restricted
due to natural hand tremor, tracking inaccuracies and the limited fine motor skills
of humans in general. Therefore, various techniques for pointing facilitation were
introduced to improve pointing performance and precision.
We classify these approaches into three categories indicating how the pointing
facilitation is achieved: interface redesign, interface dependent facilitation and
interface independent facilitation. In the next paragraphs the most related previous
approaches will be reported according to these categories as shown in Fig. 9.1. As
our technique belongs to the third category, we will discuss the first two categories
only shortly. Readers being interested into a more comprehensive discussion of
previous work we refer to [Bal04] and [BBM+06].
Interface
Redesign
Interface
Dependent
Interface
Independent
Pointing
Facilitation
e.g. Arranging Menu Items, Bringing Targets to the Cursor,
Expanding Targets, Area Cursors
e.g. Sticky Icons, Object Pointing,
Semantic Pointing
e.g. Cursor Acceleration with Clutching,
Hybrid RayToRelative, ARM RC, ZELDA,
Vision Based Touchpad, PRISM
Two Positioning
Modes
One Positioning
Mode Hybrid Cursor Control (Our Technique)
Figure 9.1: Categorization of pointing facilitation techniques.
One way to facilitate virtual pointing is altering the position or width of the
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graphical elements (i.e. interface redesign). Examples are pie-menus arranged
around the cursor [CHWS88], temporarily bringing virtual proxies of potential
targets towards the cursor [BCR+03], dynamically expanding targets or the re-
gion in focus (e.g. [MB05, CB06, CK03]) or using area cursors (e.g. [KB95,
WWBH97]). However, most of these techniques can only be applied to very
specific settings and lead to drastic redesign of the interface. Moreover, these
techniques can induce disorientation and are not generally applicable.
The second way of pointing facilitation is changing the mapping from the
motor space (physical movements) to the visual space (cursor movements). This
mapping is typically described by the display-control (D/C) ratio which deter-
mines how the controller movement Dcontroller is mapped to cursor movement
Dcursor with Dcursor = DC ·Dcontroller. By adjusting the D/C ratio the sensed target
distance and width can be changed without changing the overall visual appearance
of the interface. E.g. decreasing D/C slows the cursor down which enlarges both
width and distance in the motor space. In this case, the precision is increased at
the cost of rapidness. The challenge is developing a dynamically changing D/C
ratio which both decreases the target distance and increases the target width in
the motor space. These techniques can be split up into interface dependent and
independent techniques (see Fig. 9.1).
Interface dependent techniques adapt the D/C ratio dependent on the graphical
element of the interface that is currently located below or near the cursor. Exam-
ples are Sticky Icons (cursor movement is decelerated above targets) [WWBH97],
Object Pointing (cursor jumps over empty spaces) [GBBL04] or Semantic Point-
ing (cursor is accelerated above empty spaces) [BGBL04]. However, these tech-
niques are driven by the arrangement of the interface. E.g. if large parts of the
visualization are covered by selectable objects or items the cursor movements are
slowed down permanently and selection can become awkward.
The techniques belonging to the category of interface independent pointing
facilitation (see Fig 9.1) aim at facilitating cursor positioning independent on the
arrangement of graphical elements. These approaches commonly adopt or as-
sume two positioning modes which can be chosen by the user. A typical solution
is using a clutching mechanism which enables one cursor movement mode and
another de-clutched mode where the cursor is stopped. However, designing a
suitable clutching mechanism for devices such as bare-hand-tracking is difficult.
For example using different hand postures for clutching [VB05] turned out to be
uncomfortable and difficult for many people due to high demands for the fine mo-
tor skills. Moreover, dependent on the adopted positioning technique (e.g. virtual
pointer, see Sec. 6.2.2) the application of a clutching mechanism can generally
degrade intuitiveness and user acceptance. Therefore, in recent years several dif-
ferent approaches were introduced, which instead incorporate one mode for coarse
positioning and another mode for fine positioning.
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For instance Hybrid RayToRelative [VB05] and ARM RC (Absolute and Rela-
tive Mapping Ray Casting) [KSMB08] use an absolute positioning mode (the cur-
sor is placed where the hand points to) and a relative mode (the cursor movement
is slowed down to gain precision). The two approaches vary in the way of switch-
ing between the two modes. In Hybrid RayToRelative two different postures of
one hand are employed while in ARM RC pressing a button on a second device
in the non-dominant hand switches the positioning mode. Malik et al. [ML04]
introduced the Vision Based Touchpad, where the positions and postures of both
hands are used to facilitate pointing on a large display. Therefore, a planar rectan-
gular region on the table in front of the user is split up into two subregions, one for
the left and the other for the right hand. With the non-dominant hand a window
can be positioned on the display in an absolute manner (the subregion is linearly
mapped to the entire display) by touching the planar surface. Simultaneously, the
position of the dominant hand inside its subregion is linearly mapped to the win-
dow on the display, thus enabling fine positioning a cursor inside this window.
Clicking is achieved by touching the surface with the right index finger. Based
on this approach ZELDA (Zoom for Enhanced Large Display Acuity) [KSMB08]
was introduced. But in contrast this technique uses a distant pointing device in
each hand. Therefore, buttons are used instead of touching the planar surface.
Furthermore, a zoom-in of the window can be visualized and its size and zoom
factor can be adjusted using a scroll wheel on the device in the non-dominant
hand. A different pointing facilitation technique is PRISM (Precise and Rapid In-
teraction through Scaled Manipulation) [FKK07]. PRISM consists of two major
positioning modes: positioning with speed dependent cursor acceleration and an
offset recovery mode where cursor movements are stopped. Thereby, the activa-
tion of this offset recovery mode depends on the direction of movement; only if
the cursor is moved toward its position in the motor space. Unfortunately, all these
approaches suffer from two mutual problems: first, as these techniques are quite
complex (different positioning modes and/or use of different buttons or postures)
every user needs an introduction and some training for learning to handle it. This
reduces the user acceptance. Second, the switching between two different posi-
tioning modes reduces the performance due to the need of extra time for switching
and/or reorientation.
Note that the reported techniques does not generally exclude each other. Es-
pecially, techniques belonging to different main categories (see Fig 9.1) are suited
for being used together. Further note that the techniques belonging to the interface
independent approaches are by definition the most general solutions to pointing
facilitation.
108
9.2. 3D OBJECT GRABBING AND RELEASING
9.1.2 Bare-Handed Clicking
As soon as the cursor is properly positioned above a target a suitable clicking tech-
nique is needed to complete the selection operation. If a hand-tracking device is
employed, the clicking operation has to be simulated, because no physical buttons
are available. Note that for selection purposes exploiting a DOF of the hand pose
for triggering clicking events is feasible because in general not all 6 DOFs are
needed for positioning the cursor. In the following the different approaches for
clicking simulation suitable for bare-handed interaction are outlined.
The first and easiest solution for performing clicking operations is extending
the hand-tracking interaction interface with additional physical buttons as for ex-
ample floor pedals. However, this kind of interaction turned out to be awkward
and slow (according to [GFGB04]).
Another approach is using a cursor dwell time threshold for triggering a click
event as for example used in [WP03] and [GFGB04]. Although this is simple, it
introduces a constant lag in the interaction.
A further approach is to use speech to signal a selection [Bol80]. But this is
especially excessive if several click down and up events have to be captured.
To perform a click by specified movements of the hand is another option. In
[GFGB04] clicking is performed if the user moves her/his hand 20 cm toward the
camera. We observed this technique to lack efficiency and comfort, because it re-
quires a quite spacious hand movement. A better solution is proposed in [VB05],
where clicking can be performed by a small movement with the index finger,
similar to how we move when clicking a physical mouse button. But obviously,
this technique can not be used when the pointing direction of the index finger is
needed at the same time (e.g. for cursor positioning employing the virtual pointer
metaphor, see Sec. 6.2.2).
An additional commonly used technique is exploiting different hand postures
to click. In [GWB05] and [VB05] a button down or up event is triggered, when the
thumb is moved in or out toward the index finger side of the hand. Unfortunately,
this often leads to unmeant changes of the pointing direction due to unstable track-
ing states during the transition between two postures. Moreover, even changing
between simple postures is significantly more complex and uncomfortable than
simply pressing a mouse button.
9.2 3D Object Grabbing and Releasing
In contrast to cursor positioning in selection tasks, the extend of the virtual work-
ing space is typically not finite in 3D object manipulation. Nevertheless, precise
manipulations of a selected 3D object should be possible at any location. To
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this end, a mechanism for grabbing and releasing the object is needed in order
to manipulate it step by step. Additionally, this mechanism must enable precise
releasing it in the desired pose.
Different manipulations can be applied. For example during complex object
movements all 6 DOFs of the user’s hand pose are used to determine the pose of
an object. Therefore, no DOFs are available for triggering grabbing/releasing and
the virtual clicking techniques can in general not be applied to solve this problem.
Other solutions have to be found for determining when the object shall be attached
to the hand (i.e. coupling the object’s movements to the hand’s movements).
According to Zachmann [Zac00] grabbing an object (i.e. attaching the object
to the hand) can be realized in (at least) three different ways: single-step, two-step
or naturally. Single-step grabbing attaches the object at a certain event (e.g. a
spoken command like “grab thing"). Two-step grabbing can be further divided
into the following interaction steps:
1. Some event (e.g. a posture or spoken command) switches the grabbing
mode on; only in this mode, objects can be grabbed.
2. The object is attached to the hand at another event.
To release the object usually the same event as in the first step is used. In the
grabbing mode natural grabbing is typically realized by conditioning collisions of
virtual hand representations with the object (e.g. two virtual hand models must
collide with the object). The object’s movements will be coupled directly to the
hands’, when the object is touched this way. Note that if the virtual scene is ren-
dered into the hands’ working area/volume the virtual hand representations are
normally not visualized, because the real hands can represent themselves. Other-
wise, the virtual representations of the user’s hands have to be rendered. However,
in both cases precise two-handed manipulation of a small object is nearly impos-
sible, because the distance between the hands has to be very small for grabbing
and manipulating the object.
Using physical buttons, a dwell time threshold or speech for triggering an
attach action suffer from the same drawbacks as in the case of clicking. As well
exploiting one DOF of a hand pose is only possible for two-handed manipulation,
because for object movements normally all 6 DOFs of one hand are needed.
Therefore, most approaches adopt grabbing postures to determine whether an
object is attached to the hand or not (e.g. [MF04] or [BI05]). Unfortunately, it
turned out to be quite difficult to release an object at a precise position [Osa06].
The reasons for this are: first, it is demanding for people to fix their hands pre-
cisely in midair without having physical support. Second, judging the release
point without tactile feedback can be difficult. Third, the finger movements of a
grabbing action often induce involuntary changes of the hand’s global pose. To
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solve the third problem of using grabbing postures Osawa [Osa06] proposed an
approach to automatically adjust the release pose of a virtual object based on the
relative speed of the two grabbing fingers (usually the thumb and one forefinger).
Furthermore, in current markerless hand-tracking systems most of the differ-
ent postures humans exploit for grabbing (e.g. the 3-point pinch grab exploiting
the thumb and two other fingers or the power grab exploiting the whole hand
[Zac00]) are not available, typically only one grabbing posture is supported per
hand. Additionally, in order to ensure a stable tracking, this posture must be
formed very exactly and clearly. We observed this to be cumbersome for most
users.
9.3 Bi-manual Techniques
We focused on bi-manual symmetric manipulation, therefore, we will not discuss
asymmetric techniques here, an overview of asymmetric interaction can be found
in [BKLP05]. In the following the symmetric 3D interaction techniques most
relevant to our work are outlined.
Two-handed scaling of objects is a popular example for symmetric bi-manual
interaction. This can be solved as follows: the user picks up two sides of an object
and can scale the object by moving her/his hands apart or together (e.g. [ZFS97],
[ML04]).
As well traveling in the virtual environment can be solved bi-manually sym-
metric. In the Polyshop system [MM95] a user can travel by performing a rope
gesture. By pulling on an invisible rope with both hands the user can pull her-
self/himself through the environment.
Using both hands for moving an object is most related to our work. Cutler et
al. [CFH97] used datagloves to track the hands’ movements for direct manipula-
tion on a responsive workbench. In this context they introduced several bi-manual
symmetric techniques: the grab-and-twirl technique enables the user to pick up
two sides of an object and then to carry and turn it around with both hands. By
fixing one or more DOFs of the applied transformation several other techniques
were derived such as the grab-and-carry technique (no roll around the line con-
necting the two hands is allowed) or the turntable technique (only turning around
a fixed axis of rotation is allowed). These techniques turned out to be both intu-
itive and efficient. However, these techniques implicitly assume the employment
of the virtual hand metaphor for determining the two pivot points (i.e. the two
points where the object is grabbed). Therefore, it is not suitable to manipulate
small objects as in this case the distance between the hands has to be too small for
precision.
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CHAPTER 10
OWN INTERFACES AND APPLICATIONS
With a novel interaction device typically novel kinds of interaction interfaces and
applications become possible. Their careful development and investigation is a
crucial step in HCI. We implemented several interfaces and applications for bare-
hand-tracking. In this context both existing as well as novel interaction techniques
(see Part II) are employed.
10.1 Virtual Building Blocks
We developed an interface for primitive assembly tasks, where the position and
orientation of a virtual robot hand is directly deduced from the user’s hand. Rect-
angular solids can be grabbed by moving the robot hand close to it and switching
from the ‘pointingA’ posture to the ‘picking’ posture. While retaining the ‘pick-
ing’ posture, the robot hand as well as the grabbed solid can be moved to another
position and orientation. Switching back to posture ‘pointingA’ indicates the robot
hand to release the solid. For an illustration see the accompanying video and the
exemplary image sequence depicted in Fig. 10.1.
By switching to the ‘pointingB’ posture, the viewing point and direction of
the virtual camera can be modified. Thereby, the pointing direction of posture
‘pointingB’ determines the viewing direction that should be chosen to look at the
scene. For example, if the index finger points towards the left, the virtual camera
looks on the scene from the right. The position of the user’s hand determines the
translational shift with respect to the current viewing direction (moving the hand
towards the right moves the virtual camera right too). Switching back to posture
‘pointingA’ or ‘picking’ quits the viewing modification mode.
This application was tested by many subjects, and all were able to grab the
solids and stack them together accurately. Because the used postures are the same
postures as in real life, the grabbing is intuitive. However, some subjects had prob-
lems to form the grabbing posture correctly. They first had to learn the specific
finger coordination. Moreover, the needed concentration to perform grabbing and
releasing hindered them to perform the remaining hand coordination for manip-
ulation. This complexity is due to the high demands for the fine motor skills in
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Figure 10.1: An exemplary image sequence (from top left to bottom right) of
our virtual building blocks application. The red solid is grabbed and put onto the
solids in the middle.
forming different postures. The feedback from this application was one reason for
our investigations on alternative interaction techniques for solving the grabbing
and releasing problem (see Sec. 7.2 and 8.1).
10.2 Mesh Editing/Deformation
Recent mesh editing applications to deform surfaces typically use several sets of
mesh vertices as handles that can be globally translated and rotated. Meanwhile
the surface in between is deformed by performing an energy minimization. In this
context, the first task to solve is suitably selecting these sets of vertices. As the sur-
face can be a complex 3D model, performing this selection task can be difficult
with standard interaction devices such as a 2D mouse. Using the tracked poses
of both hands, it is possible to use an intuitive asymmetric interaction metaphor,
where the non-dominant hand is employed to move the 3D object while the dom-
inant hand moves a virtual pen or similar to mark vertices on the object. This
corresponds to painting on an object in real life (e.g. painting easer eggs).
Moreover, suitably articulating the 3D model by translating and rotating the
handles is even more complex. To this end Llamas et al. [LKG+03] proposed to
use a 6 DOF magnetic tracker in each hand. Thus, the full poses of two handles
can be controlled simultaneously which, combined with a real-time mesh defor-
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mation method, can be used for computer puppetry. As we are able to use the
hands directly as 6 DOF input devices, we applied our bare-hand-tracking de-
vice to control such a modern mesh deformation method [PDK07] to establish a
bare-handed computer puppetry application.
10.2.1 Vertex Selection
To select the mesh vertices comprising a handle, the tracked pose of one hand is
exploited to perform a rigid body motion of the mesh while the other hand pose
is used to move a ball of a certain radius. Meanwhile all mesh vertices within the
ball are marked. By switching from the posture ’pointingA’ to ’picking’ and back
again to ’pointingA’ the mesh can be released or picked, depending on whether
it was picked or released previously. Additionally, the hand controlling the selec-
tion ball can be used to handle a simple 3D menu. By moving the ball above a 3D
button and performing the Roll Click (see Sec. 7.3) or a change to posture ‘point-
ingB’ the button is pressed. This way several fundamental settings/commands
can be modified/issued (e.g. increase/decrease ball radius, switch to deformation
mode, mark vertices for the other handle). For an illustration see the accompany-
ing video and the exemplary image sequence depicted in Fig. 10.2.
Figure 10.2: An exemplary image sequence of the selection mode in the mesh
editing application. The vertices belonging to one handle are selected on the fin-
gers of the armadillo model.
10.2.2 Computer Puppetry
To be able to intuitively change the position and orientation of two handles at the
same time, we use the tracked pose of each hand to directly deduce the pose of
one handle. If for example the left hand is moved upwards, the corresponding
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handle is translated upwards accordingly. Equally the orientation of the handle
can be changed by rotating the hand around its hand center. Similar to the case
of marking vertices, shortly pausing in the ’picking’ posture results in releasing
or picking a handle. This combination of real-time mesh deformation and hand-
tracking can be exploited as a nice computer puppetry application. For example
intuitive real-time gesticulations of the armadillo object are possible by coupling
each hand of the armadillo object to a hand of the user. For an illustration see the
accompanying video and the exemplary image sequence depicted in Fig. 10.2.
Figure 10.3: An exemplary image sequence of the puppetry mode in the mesh
editing application. Each user hand controls one hand of the armadillo model. The
mesh in between the hands and the shoulder of the armadillo model is deformed
in real-time.
Due to its naturalness this way of interaction is very easy to handle, although
the amount of controllable degrees of freedom is high (two 3D translations and
rotations). It is tedious to perform such manipulations using traditional types of
controllers (e.g. 2D/3D-mouse or joystick).
10.3 Virtual Pointer
To enable menu navigation and control we coupled the standard 2D mouse cursor
to our tracking device. Therefore we employ the Hybrid Cursor Control tech-
nique introduced in Sec. 7.4 combined with the virtual pointer metaphor (see Sec.
6.2.2). By pointing in different directions forming the ‘pointingA’ posture, the
mouse cursor moves accordingly. Using the Hybrid Cursor Control precise as
well as fast point and select actions are possible.
For simulating the left and right mouse buttons we used the Roll Click tech-
nique introduced in Sec. 7.3. We also experimented with other solutions as for
example exploiting posture changes for triggering button events. By changing
from posture ‘pointingA’ to posture ‘pointingB’ a button down event is indicated
and changing back again to posture ‘pointingA’ led to a button up event. Un-
fortunately, the posture based approach turned out not to be applicable mainly
due to comfort issues, because changing postures is more demanding for the fine
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motor skills. In particular, several successive button down and up cycles led to un-
pleasant fatigue of the thumb and the front finger in our experiments. In contrary
adopting the Roll Click did not have these effects.
This virtual pointer interface was tested by many subjects. All could handle it
easily and were able to perform precise as well as fast operations. For an illustra-
tion see the accompanying video.
10.4 3D Manipulation Interface
When the user’s hand is directly used as an input device for controlling a 3D
object manipulation application it is extremely desirable that no other controller
is involved during appliance to ensure liquid interaction. Therefore we designed a
graphical user interface (GUI) that is fully controlled by the user’s tracked hands.
In our GUI a 3D scene is shown and several basic manipulation tools can be
selected from a toolbar, when the menu mode is active (see Sec. 7.6). The user
can choose a tool by moving a hand model such that it intersects the 3D object
representing a tool (currently a labeled cylinder), and performing a Roll Click (see
Sec. 7.3).
Our system is designed as a state machine, where the states are represented by
the different manipulation tools. If a certain manipulation state is occupied and
the manipulation mode is active, specific manipulations are applied to the selected
objects (e.g. state ‘Move’ for translating and rotating objects) or the virtual camera
(in state ‘Steer’). In the following the different available manipulation states are
described.
In the ‘Move’ state the currently selected objects are translated and rotated
according to the user’s hand movements as long as they are grabbed, which is
determined by the Jerky Release technique introduced in Sec. 7.2. In case that
currently both user hands are used for manipulation instead the Bi-manual Sym-
metric Grab technique (see Sec. 8.1) is used for grabbing, moving and releasing
the selected objects. This way, the precision and control over the object manipu-
lation can be increased.
In the ‘Scale’ state the object(s) is(are) scaled up if the user moves her/his hand
to the positive x-direction and down if she/he moves her/his hand to the negative
x-direction. In case that currently both user hands are used for manipulation,
instead of the movement in x-direction the distance between the hands is taken
into account. Increasing the distance scales up and decreasing the distance scales
down the object(s). In both cases no scaling is applied while the hand movement
is classified to be fast and jerky according to the technique in Sec. 7.2. This way,
the object can be scaled up or down arbitrarily in several cycles.
In the ‘Select’ state the two most common standard techniques (according to
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[PIWB98]), namely the virtual hand metaphor (an object can be selected when
it collides with a virtual hand) and the virtual pointer metaphor (an object can
be selected when it collides with a virtual ray emanating from the virtual hand)
are available. Each technique is combined with our clicking technique (see Sec.
7.3). When the virtual pointer metaphor is applied an additional ray is drawn
in the visual feedback illustrated as a simple line emanating from the hand model
toward the pointing direction. For an illustration see the two accompanying videos
and the exemplary image sequence of selection and manipulation depicted in Fig.
10.4.
Figure 10.4: An exemplary image sequence of our 3D manipulation interface. An
object is first selected and then moved.
In the ‘Steer’ state the virtual camera can be moved. Therefore we use the
traveling technique described in Sec. 7.5. This control mode enables the user to
quickly reach every perspective in the scene by controlling 6 continuous DOFs.
While the pose of one hand already provides 6 DOFs, two hands can further sup-
port the steering of the virtual camera. Therefore, we additionally implemented
bi-manual symmetric steering of the virtual camera similar to the Two-Handed
Flying in [MFPBS97] as an optional mode. It is activated as soon as the second
hand enters the working volume.
10.5 Joystick Device
In order to connect a game to our hand-tracking device the pose and posture of the
hands have to be mapped to specific controls in the game. To this end, a good so-
lution is using a virtual joystick driver due to the joystick support in most games.
The virtual joystick driver receives information from the hand-tracking device
about the hands’ poses and postures. It simulates a physical controller allowing
for mapping real hand movements to specific actions in the game. To implement
such a driver we used the freeware program Parallel Port Joystick (Version 0.83)
of Deon van der Westhuysen. This framework provides a virtual joystick driver
for Windows 32 with up to 8 analog controls (finite continuous values) and 32
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digital buttons (boolean values) and allows for coupling them to arbitrary hand
movements. In the following two subsections, we describe which analog and dig-
ital controls are available in our current implementation. However, which hand
movements are mapped to which controls depends on the current game and inter-
action mode.
10.5.1 Analog Controls
The analog controls can be coupled to the coordinates of the hand positions, to the
pitch, yaw and roll angles of the hand orientations and to possible combinations of
these variables. The spatial context of hand and display is illustrated in Fig. 10.5.
Moreover, combinations of both hands’ poses can be used. For two-handed analog
Figure 10.5: The spatial context of hand position, hand orientation and display.
The x, y and z-coordinates as well as the pitch, yaw and roll angles can be mapped
to analog values of the joystick device. In the shown hand orientation all angles
are zero.
input we implemented the steering wheel gesture [CFH97], where the position is
determined by the average hand positions and the orientation is determined by two
different perpendicular orientations: the orientation of the line connecting the two
hand positions and the average hand orientations with respect to this line.
The limits and deadzones of the respective joystick analog controls can in-
dividually be set. The lower and upper limits describe an interval in the hand
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coordinate system and determine the mapping of the hand coordinates or angles
to the deflections of the respective virtual joystick’s analog control. Values less
or equal than the lower limit are mapped to the maximal negative deflection and
values greater or equal than the upper limit to the maximal positive deflection.
For simplicity the maximal negative deflection is defined to be -1 and the max-
imal positive deflection to be 1. The center between the lower and upper limits
is mapped to a deflection of zero. Dependent on the size of the deadzone also
values close to the center are set to zero deflection. Additionally, it is possible to
apply an arbitrary non-linear mapping to an analog control, which can simplify
the handling in a game (e.g. steering in a racing game can be improved this way).
Mapping the 3D position to three independent analog values can be solved
straightforwardly by using the X, Y and Z coordinates of the hand positions. To
split the 3D orientation into three independent angular values, we first exploit the
horizontal angles to determine pitch and yaw. Thereby, pitch is defined to be the
elevation angle and yaw the azimuth angle. Both angles are zero if the hand’s
index finger is pointing toward the screen. Note that this way the pitch angle αp is
restricted to the interval (−pi
2
; pi
2
) and the yaw angle αy to (−pi; pi). Second, the roll
angle αr is determined by the rotation around the pointing direction. We define it
to be zero if the thumb’s pointing direction is parallel to the plane spanned by the
up-vector (0, 1, 0) and the index finger’s pointing direction. Note that αr is also
restricted to the interval (−pi; pi).
This way, the angles of the hand orientations are unambiguously defined. In
case that the index finger nearly points up, the computation of the yaw and roll
angles gets unstable, however, in practice this rarely happens.
The world coordinate frame is oriented such that the positive X-axis points
from left to right, the positive Y-axis from bottom to top and the Z-axis from
the user to the screen (see Fig. 10.5). The pointing directions of index finger
and thumb can be approximated by applying the hand(s) rotation to the vectors
(0, 0, 1) and (0, 1, 0), respectively, because the identity rotation describes the hand
pointing toward the front with the thumb pointing upward. Note that in the two-
handed case (using the steering wheel gesture) the orientation is described by the
identity when the Y and Z-coordinates of both hand positions are equal and the
average orientation around the connecting line is the identity. In this case, the
angles can be computed the same way.
10.5.2 Digital Controls
A virtual digital button can either be pressed or not. We can map arbitrary func-
tionalities to button events. Besides mapping different postures to different but-
tons we exploit various hand gestures determined for example by thresholding on
the hand position or velocity with respect to one coordinate or angle. Moreover,
122
10.5. JOYSTICK DEVICE
the button states determined by the Roll Click technique (see Sec. 7.3) and the air
tap gesture (a button can be pressed by a small movement of the index finger, see
[VB05]) are mapped to digital controls.
We distinguish two kinds of buttons in games: first, buttons that are used for
infinitesimal events like "jump" or "reposition" and second, buttons that also need
to be pressed a longer while like "crouch" or "brake". The first class of buttons
can be assigned to all kinds of hand movements while the second class needs the
ability to regulate the duration the button is pressed.
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The investigation of how existing applications can be interfaced to a novel inter-
action device is also of crucial importance. Once an application is identified as a
candidate for being controlled with a new device, the detailed design of the inter-
action has a great influence to the applicability and user acceptance. To this end,
we investigated the interfacing of our device to two commercial applications and
four 3D games.
11.1 Zugspitze 3D (Fly Through)
Zugspitze 3D is an interactive photorealistic 3D map released by RSS Remote
Sensing Solutions GmbH in 2006. With a geometrical resolution about 900 times
higher than in Google Earth the Bavarian alpine region can be virtually explored.
The terrain data is annotated and many hiking tours can be selected and superim-
posed.
In this application two major modes of interaction can and should be ad-
dressed: the flight through the terrain data and the menu navigation. In this con-
text, we experimented with different one-handed and two-handed solutions, which
are described in the following subsections.
11.1.1 One-Handed
To control the fly through with only one-hand, we use the flying vehicle control
metaphor [WO90] with the modifications explained in Sec. 7.5. The visual feed-
back box is integrated optionally; it can be activated by the user. Obviously, the
additional visual feedback of superimposed 2D arrows can not be applied to a fly
through application as it is not known which object or region the user is currently
inspecting. For an illustration see the accompanying video and the exemplary
image sequence depicted in Fig. 11.1.
Handing the menu of Zugspitze 3D is performed by controlling the 2D mouse
cursor with the virtual pointer technique described in Sec. 10.3. Switching be-
tween the fly through and menu navigation mode can be achieved by changing to
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Figure 11.1: An exemplary image sequence of controlling the Zugspitze 3D ap-
plication.
posture ‘palm’ and back to ‘pointingA’ or ‘pointingB’ (see Table 3.1 in Chapter
3).
This interface to Zugspitze 3D was tested by a great many of people (several
hundreds). All were capable to handle the flight through the terrain. Considering
the fact that this interaction mode needs to handle six DOFs simultaneously, this is
a very promising result. For an informal comparison we also connected a 6 DOF
3D mouse (3D SpaceNavigator) to Zugspitze 3D and asked several people to test
it. However, the results were considerably inferior. Several people had severe
problems handling the 3D mouse while some were completely incapable to use it
without extensive training. Moreover, all testers liked the bare-handed approach
more than using the 3D mouse.
11.1.2 Two-Handed
Having tracked both hands, we can handle both the fly through as well as the menu
navigation at the same time. Even though it is difficult to perform complex flying
tasks while simultaneously handling menu navigation, it can be of great advantage
that the hand used for the fly through can stay in the fly through mode, because
otherwise (if one hand is used for both) the user has to reorient herself/himself
after every switching from the menu navigation mode. Therefore, the fly through
functionality is mapped to one hand (normally the dominant hand) and the menu
navigation functionality is mapped to the other hand (normally the non-dominant
hand).
Although this interface could be handled by all subjects, most had difficulties
handling the two modes at the same time due to the need of asymmetric coordi-
nation. Therefore, the profit of using this two-handed control is restricted and in
consideration of the additional complexity for the user we think that this solution
would not widely be accepted in practice.
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11.2 RTT-DeltaGen (3D Manipulation)
RTT DeltaGen is a professional tool enabling real-time visualization and editing
of professional CAD/CAS datasets. We integrated the hand-tracking device with
Version 8.5 released 2009 by the Realtime Technology AG. One marked strength
of using bare-handed tracking for 3D interaction is the ease and quickness that
people become able to handle even complex tasks. Therefore, a scenario easily
enabling normal people to interact with CAD models was the focus in the inte-
gration with RTT DeltaGen. Obviously, suitably editing CAD models needs a lot
of practice, independent on the adopted interaction device. Therefore, we con-
centrated on the visualization part of RTT DeltaGen. The user should be able to
easily inspect a 3D object (e.g. a car) from all viewpoints as well as to switch
between different variants of the object (e.g. lacquer, rims) or activate predefined
animations (e.g. open a door). The interaction should be as easy to handle as
possible.
To this end, at least two different interaction modes are needed: one mode
for 3D object manipulation/inspection, where the object or the camera moves ac-
cording to the hand(s), and another mode like menu navigation, where the user
can select a variant/animation and can issue a switch/activate command. In this
context, enabling easy switching between these modes is crucial. Moreover, the
user should always be aware of the mode she/he is currently in. To this end, the
two modes should be distinguishable and easy to switch. We experimented with
typical different purely one-handed solutions as for example different postures for
different modes or splitting up the working volume in different regions. Using
postures led to two main problems: the users were distracted by ensuring that
they form the correct posture and the object movement could not be stopped pre-
cisely due to movements induced by the posture change. Splitting up the working
volume often led to involuntary mode switching because no tactile feedback is
available. Moreover, the working space for 3D manipulation is reduced in this
case. Therefore, we also experimented with two-handed interaction and came to
a solution, where one-handed interaction is used for menu navigation and two-
handed for 3D manipulation. This solution performed best in several informal
experiments and is implemented as follows.
If two hands are concurrently located inside the working volume, the Bi-
manual Symmetric Grab technique (see Sec. 8.1) is adopted to translate and rotate
the 3D object. This way, the object can intuitively be inspected from any point of
view. See Fig. 11.2 for an illustration.
In the one-handed interaction mode the user controls the 2D mouse cursor
as explained in Sec. 10.3. She can click on object parts or other items to start
animations or switch the design variant. This way also the menu of RTT DeltaGen
can be handled in order to change arbitrary settings. In Fig. 11.3 two screenshots
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Figure 11.2: Two screenshots of using the Bi-manual Symmetric Grab in RTT
DeltaGen. By moving the hands from the front (left image) to the back (right
image) the car and surrounding is moved accordingly. (Car model courtesy of
RTT AG)
Figure 11.3: Two screenshots of using the 2D mouse cursor in RTT DeltaGen. By
clicking (using the Roll Click technique) on the red squares plane (used as buttons)
the color of the car is switched from blue (left image) to red (right image). (Car
model courtesy of RTT AG)
illustrate such a clicking operation used for changing the lacquer of a car model.
Switching between one and two-handed interaction is solved according to the
Bi-manual Symmetric Grab technique described in Sec. 8.1.2.
By using one and two-handed interaction for distinguishing cursor control and
3D manipulation, mode switching is easy and the user is always aware of the mode
she/he is currently in. In addition, because only easily manageable interaction
techniques are adopted, also unpracticed users are able to use it without training.
For an illustration of the interface see the accompanying video.
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11.3 3D Games
Our markerless hand-tracking based virtual joystick (see Sec. 10.5) was tested
as an input device for three different representative 3D game genres: two racing
games, a flight simulator and a first-person shooter. For each game we investigated
different modes of interaction and present one or more suitable solutions. To ana-
lyze the performance and usability of different interaction modes we conducted an
informal user study. Five university students (all male) took part in several exper-
iments concerning the different games and different joystick configurations. The
analyses of the different games and interaction modes are based on the comments
of the subjects and our observations on how they were capable to handle it.
To avoid other controllers than our device being involved during interaction
also menu navigation has to be addressed. This is solved by using the hand-
tracking device to simulate the standard 2D mouse as explained in Sec. 10.3.
In games not supporting mouse movements, small rotational hand movements
around the pitch and yaw axis are exploited to move the current selection up/down
and left/right. Clicking is also done via the Roll Click.
After investigating different possibilities of bare-handed 3D gaming, we de-
signed and performed a more formal user study exploiting questionnaires and
video analysis. All three game genres were tested and rated by 15 subjects us-
ing the bare-handed interaction mode that was previously found to work best. For
the purpose of comparison, a standard interaction controller was also involved in
the user study.
11.3.1 Racing Simulator
The first games we investigated are racing games named Re-Volt released by Ac-
claim Entertainment in 1999 and Torcs (The Open Racing Car Simulator) in Ver-
sion 1.3.1 released in 2008, which is an open-source software available under the
GNU general public license. In Re-Volt the user steers a toy car through everyday
environments (e.g. a street or a garden) and can collect items (randomly assigned)
as for example rockets or turbo boosts. The items can be activated by pressing
a button. In this game the following digital controls are available: fire, flip car,
reposition, pause and horn. In Torcs the player can choose between typical racing
cars and can select different typical racing tracks. The relevant digital controls
available in the game are: switching to ABS mode and turning the speed lim-
iter on/off. Both racing games have two continuous DOFs: steering left/right and
accelerate/reverse.
We experimented with different analog and digital mappings of hand move-
ments to controls in both games. For one-handed left and right steering it turned
out that only the X-axis coordinate of the hand position or the rotational yaw and
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roll angles can be adopted in an intuitive and easy-to-use interface, because oth-
erwise the direction of virtual movement does not correspond to the direction of
real movement. For two-handed interaction the roll was by far the best choice for
steering left/right. To further improve the steering movements (both for one and
two-handed), a non-linear mapping is applied to the according analog control. To
this end, the absolute values of the negative and positive deflections are raised to
the power of 0.7. Note that the deflections have values between -1 and 1. This
way, turning the car is more sensitive to small hand movements (simplifies fast
reactions), but the impact of spacious hand movements is decreased (minimizes
unintentional skidding of the car). Experiments with the subjects showed this to
be controllable more easily.
For acceleration and reverse we identified two different possibilities which
could easily be handled by the subjects: either using the Y-axis coordinate (the
hand(s) has to be moved near to the user to reverse and vice versa to accelerate)
or the pitch angle(s) with a range of 0 to pi
2
(see Sec. 10.5.1). While using the
Y-axis coordinate was a bit more intuitive than the pitch angle it unfortunately
induced more fatigue due to the need of leaving the arm at a specified position to
accelerate. In contrast, using the pitch angle with this limits was very comfortable
because in a racing game the user normally accelerates most of the time, so the
user’s hand can mostly remain in the pitch center orientation.
For the digital controls we experimented with various configurations. How-
ever, for lack of space we only discuss our final solutions here. In our final one-
handed solutions, which served best for most subjects in both games, we use pitch
for accelerate/reverse and yaw for left/right. In the two-handed case we use the
combined roll angle for left/right steer. The digital controls in Re-Volt are assigned
as follows: a left roll click for fire, a right roll click for flip car, the ’palm’-posture
(all fingers are stretched) for reposition, the ’pointingB’-posture (only index fin-
ger is stretched) for pause and a small and fast movement down for horn. In Torcs
the ABS mode can be switched on/off via the Roll Click gesture and by shortly
forming the ’pointingB’ posture the speed limiter can be switched on/off. For an
illustration of the one-handed solution for Re-Volt see the accompanying video
and the exemplary image sequence depicted in Fig. 11.4.
Both solutions were found to be intuitive for both games. All subjects were
able to use it without a long familiarization. They liked to use this kind of in-
teraction for racing games. However, using both hands turned out to be more
exhausting due to the need of holding both hands in midair. On the contrary, the
one-handed technique induced only little fatigue because the hand and arm could
rest on the table.
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Figure 11.4: An exemplary image sequence of playing Re-Volt using our inter-
face. Performed actions from left to right: turn right, turn left, drive straight, flip
car, accelerate.
11.3.2 Flight Simulator
In order to investigate the capability of bare-handed input for a flight simulator,
we connected our joystick device to the game Yager of Yager Entertainment re-
leased in 2003. In this 3D game a futuristic fighter jet has to be controlled, so
military actions are also part of the game. Yager offers two modes of operation
called "jet-mode" and "hover-mode". We focus on the first one, since it provides
a control similar to most other flight simulators where typically throttle, pitch,
yaw and roll have to be assigned to the input device(s). Obviously, the most intu-
itive mapping is assigning these controls to the corresponding hand movements.
Therefore, the hand pitch, yaw and roll are used for the plane’s pitch, yaw and
roll controls and the Z-coordinate of the hand(s) position is used for throttle. This
approach is similar to the typically adopted control in fly through applications (see
Sec. 11.1). Resulting from several experiments with the subjects this solution was
found to be most efficient, too. We also experimented with two-handed solutions
and similar to the racing game we noticed the two-handed interaction to be signif-
icantly more exhausting. But on the contrary the subjects could handle the plane
more accurately by using the steering wheel gesture. Because of that, switching
between one and two-handed interaction was allowed at any time during play.
The most relevant digital controls in such a flight game are: primary fire (e.g.
fire the gun), secondary fire (e.g. launch a rocket) and extend/retract undercar-
riage. After experimenting with several different combinations we came to the
following solution: primary fire can be performed by moving the hand (only
single-handed) to the right side of the working volume and secondary fire can
be performed by a short and fast hand movement toward the left followed by a
similar movement back to the right. This way, the duration of primary fire can
easily be regulated and secondary fire can simultaneously be performed. Note
that involuntary use of secondary fire induced by stopping primary fire is avoided
by also conditioning secondary fire on the hand movement back to the right. For
an example of one of the subjects using our interface see the accompanying video
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and the image sequence depicted in Fig. 11.5.
Figure 11.5: An exemplary image sequence of playing Yager using our interface.
If both hands are tracked, the distance between the hands is used for firing in-
stead of the X-coordinate of one hand; large hand distance for primary and short
fast decrease and increase of the distance for secondary fire. The undercarriage
is extended/retracted when the user forms the ’palm’-posture with one or both
hands. This accounts for the higher demands on the fine motor skills for perform-
ing posture changes as this functionality is needed very infrequently.
This kind of interface turned out to be intuitive for the analog controls and
easy-to-learn as well as easy-to-control for the digital mappings. The feedback
from the subjects was very positive.
11.3.3 First-Person Shooter
The last game we have chosen is Quake II from ID Software released in 1997,
a well known representative of the first-person shooter genre. Looking from
the perspective of the player character, the user has to shoot enemies and make
his way trough a futuristic alien environment. The game features items like
weapons and power-ups which can be collected by moving the virtual player
nearby. While power-ups are activated immediately, the player can switch be-
tween all the weapons already collected. The player has 4 continuous DOFs:
moving forward/backward, shift left/right, turn left/right, look up/down. The most
relevant digital controls are: fire, next/previous weapon, jump and crouch.
For this game we first concentrated on a single-hand mapping that should
gather all the controls as intuitive and efficient as possible. Therefore the hand
position is used for "walking" and "running". We map the controls such that the
hand movement direction corresponds to the direction of the resulting in-game
movement. The Z-coordinate is used for moving forward/backward and the X-
coordinate for shifting left/right. The in-game speed of movement along an axis is
determined by the hand’s distance to the origin. The sizes of the according dead-
zones strongly influenced the subjects’ handling of the virtual player. If set to a
small range (e.g. 2 cm in our final setting) an imminent change of movement is
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easily possible with just a slight change in hand position. This allows fast control
for an experienced player. However an unfamiliar user will experience problems
finding a resting position. An enlarged deadzone would solve this problem but
demands more spacious hand movements. Therefore, we use a large deadzone for
unfamiliar users and allow for dynamically decreasing the deadzones for experi-
enced users.
The hand orientation is used for "looking around". Note that this is also ex-
ploited for aiming at enemies, since weapons are always fired in direction of the
screen center. The hand’s pitch can be used directly as the absolute pitch for in-
game view (scaled by 0.5 in our setting) for comfortable and precise control. Yaw
however needs to be at least partly relative, since the virtual player has to be turned
around horizontally in the full 360 degrees range, which is not applicable for the
user hand. We tried several combinations of absolute and relative control, but un-
fortunately this always resulted in unintuitive handling. Therefore, we exploited
a relative control with the non-linear mapping f(x) = |x|x + x
2
, where x is the
deflection of the yaw angle’s analog control and the resulting value determines
the horizontal rotational velocity in the game. This mapping allows for precise as
well as fast turning and showed the best results in our experiments.
For the digital controls we used a left Roll Click for fire, a right Roll Click
for next weapon, a lower bound on the Y-axis for crouch and a fast and small up-
movement for jump. Since in Quake II all usable objects are activated instantly
by touching (e.g. doors and buttons) we had not to address this functionality. For
games where an activate functionality is needed we suggest to make use of the
’pointingB’-posture. For an example of one of the subjects using our interface see
the accompanying video and the image sequence depicted in Fig. 11.6.
Figure 11.6: An exemplary image sequence of playing Quake II using our in-
terface. Performed actions from left to right: turn right, change weapon, move
straight, shoot, look up.
Since our first approach bundles all controls in one hand it turned out to be
hard to handle for some subjects. Therefore, we also tried different two-handed
configurations in order to distribute the functions on both hands. Unfortunately,
when "moving" and "looking" were mapped on different hands the required asym-
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metric coordination made control less intuitive for the subjects. Even after a de-
cent time of testing the subjects did not show significant improvements. A more
suitable setting is mapping the digital controls to one and the analog controls to
the other hand. Like the one-hand setting, this was perceived as rather intuitive.
Since it also bears the disadvantage of being more exhausting we integrated it as
an optional approach to single-handed control.
The one-hand approach was found to be rather understandable and intuitive
but also a bit too complex at the beginning. Problems occurred when subjects got
into stressful in-game situations such as being simultaneously attacked by multiple
enemies. The necessary movements like shifting aside and aiming at the enemies
often resulted in a loss of orientation. Fortunately, the subjects adapted quickly
and were in particular able to notably improve the accuracy of aiming after a short
while. Nonetheless, we have to conclude that in terms of mere accuracy, our ap-
proach can not compete with a classic two-handed mouse/keyboard control. But
considering the positive feedback of the subjects we think that bare-handed inter-
action might be similarly or even more enjoyable for this kind of game. Last but
not least the one-handed approach is a possibility for disabled people not having
the option of using both hands.
11.3.4 User Study
In order to gain feedback from potential end-users and evaluate the usability of
our bare-hand gaming interfaces, we conducted a user study. It is based on game
play in the three games Torcs (see Sec. 11.3.1), Yager (see Sec. 11.3.2) and Quake
II (see Sec. 11.3.3).
In the following two subsections, we will outline this user study and present
some of the results. A detailed description and discussion of the conducted study
and its results can be found in [Zhe09].
Experimental Setting
In order to get comparable results, the hand-tracking virtual joystick device as
well as a traditional game controller were tested. Since we developed the bare-
handed interaction device as a universal controller for 3D computer games, it is not
adequate to compare it with those devices being specially designed for a particular
game genre, such as a force feedback steering wheel for racing games. Therefore,
the Sony DualShock2 device was chosen. It provides analog controls using two
sticks, a four-way digital cross (D-pad) and a set of action buttons including four
shoulder buttons. The two analog sticks allow simultaneous control of 4 degrees
of freedom. This device is designed for general use and can control various games
using different mappings. For each game, the gamepad input was mapped to
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different in-game controls in a standard way. The detailed mapping configurations
can be seen in Table 11.1. In the interaction with the bare-handed device the final
Game Game Control Gamepad Control
Torcs
steering left/right left stick left/right
accelerate/reverse right stick forward/backward
Yager
pitch left stick forward/backward
yaw left stick left/right
roll right stick left/right
increase throttle power left shoulder button 1
decrease throttle power left shoulder button 2
primary fire right shoulder button 1
secondary fire right shoulder button 2
Quake II
sidestep left/right left stick left/right
move forward/backward left stick forward/backward
look up/down right stick forward/backward
turn left/right right stick left/right
jump left shoulder button 1
crouch left shoulder button 2
fire right shoulder button 1
next weapon right shoulder button 2
Table 11.1: Control mapping configuration for the Sony DualShock2 gamepad.
mappings described in Sec. 11.3.1, 11.3.2 and 11.3.3 were used, respectively.
To find out people’s personal views on and experiences of playing 3D games
using only their bare hands, we designed a questionnaire. Designing questions
in the questionnaire is dependent on what information we want to know. From
our own experiences and the previous work of [HHTR05, PWS08, GFA09], we
elicited the following factors as the most important issues for bare-handed gaming:
intuitiveness, learnability, controllability, comfort, fun, and liking. These factors
formulate a framework to analyze user preference in this context.
Our questionnaire consists of three sections and totally 35 questions. Section
A focuses on different aspects of user preferences for the markerless hand-tracking
interfaces. 13 statements were rated by the subjects for car racing, flight simula-
tion and first-person shooting, respectively. Section B comprises 15 questions,
which provided ratings for different game controllers (e.g. one hand, two hands,
gamepad) in terms of fun, control accuracy, intuitiveness, learnability and com-
fort in all three games. In Section C, we asked 7 questions to collect the user’s
profile such as age, gender, dominant hand and playing skills. In Sections A and
B, the typical 5-point likert rating scales [Lik32] were used for evaluating the
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subject’s attitude. The subjects chose a number from 1 to 5 using the following
criteria: 1 - strongly disagree/very bad, 2 - disagree/bad, 3 - neutral/no opinion, 4
- agree/good, 5 - strongly agree/very good.
Additionally, in order to gain information about the efficiency of our inter-
faces, we also designed an objective testing scenario. User performance is mea-
sured by collecting completion times in predefined tasks. We used a video camera
to capture the user’s hand motion and the data on the screen simultaneously. Any
aspects of the interaction can be analyzed in detail afterwards. Note that gener-
ally performing objective testing is very difficult and costly, because it needs high
numbers of samples to counteract the impact of contingencies in the game. More-
over, it is time consuming to analyze the video data. In case of flight simulation
and first-person shooting it is even more difficult, because both are mission-based
games, so users do not win until the mission is accomplished. Furthermore, the
in-game environment is so dynamic and complex that it is very hard to evaluate
user performance. Therefore, the objective testing was only applied for the racing
game Torcs. Each subject drove three laps of a specific track employing the hand-
tracking device and the gamepad, respectively. Additionally, a car slalom task
was designed. Subjects were asked to drive a car through 16 traffic cones, without
missing or hitting a cone. For each controller each subject played the slalom 5
times. The completion times were obtained by analyzing the recorded video after
the session.
15 people (3 female, 12 male) attended the user study. Most were between the
ages of 17 and 30. Most were university students and came from different aca-
demic areas including agriculture, architecture, chemistry, computer science, eco-
nomics, and mathematics. Considering game experience, racing games were the
most regularly played games by our participants, followed by first-person shooter
games. Flight simulator games were the most rarely played and about 67% of the
participants had never played such a game. The objective testing was only per-
formed with 10 of the 15 participants, because some had not enough time for this
additional part.
Before the tests started, a brief introduction to our project was given and the
subjects could familiarize with the interfaces and interaction devices. After that,
each subject had about 5 minutes to play each game. Then, the performance
testing of the racing game was carried out.
Results
Section A of the questionnaire focuses on various aspects of user preference for
bare-handed gaming in different 3D games. In this context several statements had
to be rated for each game. For lack of space and because these ratings exclude a
comparison to another controller device, the results of Section A will only shortly
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be summarized. In terms of control accuracy, comfort and recommendation the
feedback was positive in average for each game, but also negative feedback was
given from some subjects. For all games, in general the subjects gave a positive
feedback in terms of intuitiveness, learnability and fun. Especially fun/excitement
was rated very high (about 4.7) for each game. In summary, the feedback was
quite encouraging for our research.
Section B of the questionnaire provides ratings for different controllers in
terms of five factors that influence user preference: fun, control accuracy, intu-
itiveness, learnability and comfort. Thereby, ratings had to be given for interac-
Racing Simulator Flight Simulator First-Person Shooter
Fun
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Intuitiveness
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Learnability
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Comfort
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0
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4
5
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Table 11.2: Illustration of the results of Section B of the questionnaire. Each bar
indicates the number of subjects (y-axes) that gave the respective rate (x-axes).
Note that two-handed interaction was only tested for the racing simulator.
tion using both the bare hand(s) and a gamepad. A visual overview is given in
Table 11.2. In terms of fun the differences between the controller devices were
not significant except for the flight simulator, where the bare-handed control was
rated clearly superior to the gamepad. Probably this is because the subjects were
very unfamiliar with flight simulators and therefore could profit from the intuitive-
ness of bare-handed interaction. This argumentation is supported by the superior
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results of bare-handed interaction in terms of intuitiveness and learnability. In
these categories also the racing simulator and first-person shooter were rated sig-
nificantly higher for bare-handed control. As expected, the control accuracy was
rated inferior for bare-handed interaction, which is very likely due to the missing
tactile feedback and practice. In terms of comfort the result was inconsistent for
the different games. While for the racing simulator the gamepad was rated clearly
superior, the rating for the other games was better for bare-handed control. We
argue that this is because of the less intuitive handling using the gamepad in more
complex tasks.
Altogether, the positive feedback from the questionnaires support our opinion
that such a bare-handed interaction device can be a nice controller alternative for
3D games especially in terms of intuitiveness, learnability and fun.
In the objective testing, the mean lap time of each 3 laps of all 10 subjects was
39.91 seconds for using the bare hand and 41.54 seconds for the gamepad. No
significant differences were found between the first, second and third lap timings,
respectively. After performing the car slalom testing, the users’ mean times of
Figure 11.7: Mean completion times of the five rounds of the slalom task for
either steering with one bare hand or the gamepad. A curve is quadratically fitted
to the five discrete measuring points for illustration purposes.
5 rounds for finishing the task were calculated. We further computed the users’
mean completion time for each round and both devices. The result (shown in Fig.
11.7) shows that after round-by-round playing, the subjects’ mean completion
time of the slalom task progressively decreased due to learning effects during the
interaction. Moreover, the mean completion time with one hand decreases faster
than with the gamepad. Surprisingly, in the fifth round the mean completion times
for both devices increased again. We argue that this is because the subjects were
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getting tired and lacked concentration after performing the same task for several
times. We further argue that the generally better timings of the gamepad are due
to the practice the subjects already had before the user study. The objective testing
shows that bare-handed racing can also compete in terms of efficiency.
11.3.5 Interaction Design
Whenever hand motion is used for interaction, an important part is reducing fa-
tigue. Moreover, a hand movement adopted for a specified action in-game should
be intuitive or at least easy-to-learn. Based on our experimental tests several de-
sign principles for bare-handed interaction became apparent in this context:
• Minimize need of stretched arms in midair. Physical support (e.g. desk) or
closer working space can help.
• Prefer rotational over translational degrees of freedom for movements that
are needed very frequently, because for translations always the whole fore-
arm has to be moved.
• Ensure that the mostly applied hand orientation is comfortable for the user.
This is especially important for pitch and yaw, because bending the wrist
joint is exhausting.
• Avoid high demands for the fine motor skills. For this reason, changing
hand postures should only be used for infrequent actions.
• Avoid fast and spacious hand translations except exhaustion is part of the
game (e.g. sport games).
• Give the opportunity to use only one hand. Using two hands is more ex-
hausting than using only one hand.
• The directions of movement should correspond to the directions in the game
(e.g. steering left should be performed by a left hand rotation or translation).
• Avoid exploiting too many DOFs if only little training time is available,
because more DOFs need more familiarization time.
• Implement redundancies if possible. This better accounts for different user
preferences.
These principles might support other developers to design suitable interaction
metaphors for gaming.
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RELATED AND CONCURRENT WORK
The different types of interfaces to augment user interaction in Mixed Reality
interfaces can be classified into three different categories (according to Wanderley
et al. [WKCT06]):
1. Tangible interfaces: physical objects (e.g. a cube, a tool, etc.) are exploited
to control manipulations of a virtual counterpart. For example, in the game
mulTetris [ABCD06] the bricks of the traditional tetris game could be ma-
nipulated by real brick-like devices.
2. Traditional VR interfaces: physical controller devices (e.g. gloves, joy-
sticks, wands, infrared sensors, etc.) are used for user interaction. For
example in the game ARQuake [TCD+02] augmented reality technology
(e.g. head mounted displays, GPS-tracked laptops) is massively used for
interaction. Also the Nintendo Wii-Remote belongs to this category.
3. Bare-handed interfaces: the user body (or parts of it) is exploited as an inter-
action device. No markers or physical devices are needed. This way, more
natural interaction can be designed (according to Winkler et al. [WYZ07]).
This work presents novel bare-handed interaction interfaces for different purposes.
Therefore, in the following we will only focus on literature in this particular field.
Readers being interested in other approaches we refer to [vHB01] and [BKLP05].
Von Hardenberg and Bérard [vHB01] provided a brief overview of earlier bare-
handed human-computer interaction. Bowman et al. [BKLP05] provide an exten-
sive overview of 3D interaction interfaces and techniques.
12.1 Serious Applications
One of the most frequently investigated application of bare-handed control is em-
ulating the standard computer mouse. Examples are the Fingertrack system of
O’Hagan and Zelinsky [OZ97] and the pinch gesture based cursor control of Wil-
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son [Wil06]. In both systems the cursor is moved according to the hand translation
and postures are exploited for clicking purposes.
Similar to mouse emulation is designing a bare-handed drawing application as
for instance done in [MI00, LL01, ASO00]. Thereby, different postures are used
to indicate whether the pointer should draw or not. Hand translation is used to
move the virtual paint-brush.
Other mouse related applications are bare-handed television control [FAB+98]
and bare-handed control of music software [KCF09]. In [FAB+98] using a trigger
gesture the television control is enabled. Several settings (e.g. volume) can be
adjusted as with a mouse by hand motion. In [KCF09] hand movements can be
used to control granular synthesis parameters in a music application and in a sound
mixing scenario virtual sliders can be controlled with a hand.
Another oftentimes investigated application is 2D and 3D virtual object ma-
nipulation. In 2D mostly the bare-handed manipulation of images was approached
as for instance in [WYZ07] and [DMR06]. Using hand motion and different
postures images could be inspected and simple manipulation operations such as
zoom/resize could be performed. An example for 3D manipulation with bare
hands is [SSK01]. Changing the hand posture is used to switch the current mode
such that a 3D model can be translated, rotated and scaled.
For navigating in terrain data two different typical approaches exist. The first
solution is designing a 2D control as done in [Wil06]. The terrain data can be
explored from above by panning, rotating in the plane of the keyboard and zoom-
ing. Thereby both a one-handed and a two-handed technique were introduced.
The second solution for the navigation in terrain data is using the hand motion to
control a fly through as done in [OZR02] by adopting the flying vehicle control
metaphor [WO90] (see Sec. 7.5).
While the mentioned approaches provide nice opportunities for bare-handed
interface design, most of them suffer from employing restricted hand-tracking sys-
tems. None of the used systems were capable of tracking the full global hand pose
without restrictions. Most of the presented interfaces are designed to optimize in-
teraction with very specific tracking dependent preconditions. However, whether
the specific kind of interaction in general a good solution remains unclear.
12.2 3D Games
Freeman et al. [FTOK96] developed hardware and algorithms for a bare-hand-
tracking system to fulfill the high speed and low-cost requirement for computer
games. Four hand parameters could be recognized this way: the two coordinates
of the position in the camera image, the orientation parallel to the image plane and
the width of the hand. These parameters were exploited to control a racing car in
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a simple way. Unfortunately, the interface design was strongly restricted by the
little amount of available DOFs.
Segen and Kumar [SK98] introduced the 3D hand interaction interface Ges-
tureVR. Two cameras were used to capture the players’ hand motion, and three
postures were defined by tracking the thumb and the index finger in real-time
(60Hz). For each finger, five spatial parameters, consisting of finger tip positions
(X, Y, Z), azimuth angle and elevation angle of the finger axis, were calculated.
Two applications were developed based on this system: a fly-through application
and a first-person shooter (FPS). In the fly-through application the user can control
the flight of a virtual camera based on the index fingertip position and the hand’s
pitch, yaw and roll angles. For the FPS only one camera is used for tracking
the hand. Because of that, less DOFs were available for interaction. Only for-
ward/reverse speed, lateral motion and the angular velocity of turning the player
left/right were controlled by the hand pose. Door opening and weapon fire were
mapped to different hand postures. However, current FPS need further controls to
be handled (e.g. look up/down).
For a FPS game Kang et al. [KLJ04] were the first to exploit bare-handed
upper-body gestures for game control. 10 predefined gestures were mapped to
specific controls in the game Quake II. Park et al. [PJK06] improved this interface
mostly with respect to the requirements on the tracking environment. Though
such an interface enables users to play with natural gestures, it is quite exhausting
to use full body motion especially in such a game scenario, because a FPS requires
fast and frequent actions.
Lu et al. [LCZW05] presented a vision-based fist-tracking method to control
their own racing application. Both hand positions are tracked and a steering wheel
gesture (angle of the line connecting both hand positions) is used for steering left
and right. However, this approach was very simple and the hand orientation was
not taken into account.
Recently, Song et al. [SYW08] introduced a vision-based 3D finger inter-
action approach to control two self-implemented games: a finger fishing game,
where small virtual objects have to be angled with the index finger, and a virtual
version of Jenga, where parts of a tower of wooden blocks have to be extracted
successively while trying not to topple the tower. These games are nice examples
of how traditional games with physical interaction can be implemented in Virtual
Reality using vision and physics simulation. But while Song et al. [SYW08] de-
signed novel games for bare-handed interaction, the focus of our work is designing
suitable bare-handed interaction interfaces for existing standard games.
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Within the scope of this thesis a novel real-time bare-hands-tracking device was
developed. On the basis of this device a comprehensive investigation of bare-
handed human computer interaction was performed. In this context, several novel
interaction techniques and interfaces were developed solving general drawbacks
as well as better exploiting the capabilities of this novel device. This thesis de-
posits a basis for bare-handed human computer interaction. We argue that this
is the first time a bare-hand-tracking device capable of real-time tracking the full
global hand poses of both human hands is implemented and in depth investigated
for its use in various interaction scenarios. In the following, the respective parts
of this thesis are concluded in more detail.
Hand-Tracking
For the simultaneous real-time tracking of both human hand poses a novel method
was introduced. This method is additionally capable of recognizing and distin-
guishing 4 different stiff postures per hand. To this end, first, a procedure to
track one hand from the segmented images of three cameras was developed. In
contrast to existing approaches, which typically first analyze the segmented 2D
images separately and then aim at discovering the hand pose based on extracted
2D image features, we first combine the segmented 2D images to one coarse 3D
representation of the hand by using the shape from silhouettes technique. Then,
3D fingertip features are detected and identified by analyzing the 3D representa-
tion. This way, a more robust system could be constructed which not longer suffer
from angle limitations of the tracked hand pose.
In a next step, this one-hand-tracking procedure was extended for enabling the
tracking of both human hands simultaneously. In this context we solved problems
such as distinguishing the segmented hand masks into disjunct sets each belonging
to one hand and discovering for a tracked hand whether it is the left or the right
hand.
Furthermore, we presented a novel method for automatic analysis and control
of the image segmentations. Therefore, the image segmentations are analyzed in
real-time and depending on the result the segmentation can be improved or the
user can be instructed to use the device correctly. This way, the hand-tracking
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system can run over a long period of time without supervision by an administra-
tor. This method is not restricted to the employed segmentation technique in our
system; also other segmentation methods can profit from its use.
Interaction Techniques
With a novel interaction device having specific properties and requirements typi-
cally existing interaction techniques have to be adapted or novel interaction tech-
niques have to be developed in order to fully exploit the capabilities or compensate
the drawbacks of this device. Therefore, several novel interaction techniques as
well as extensions of existing interaction techniques were introduced. However,
these techniques are not restricted to our device, also other interaction devices can
profit from their use. Several techniques were introduced to improve the following
fundamental mechanisms:
Selection: To improve clicking simulation for selection purposes the Roll Click
gesture was introduced, which enables efficient and easy clicking with a
small hand twist around the roll axis. Furthermore, for solving the problem
of imprecise cursor movements due to natural hand tremor or hand-tracking
inaccuracies the Hybrid Cursor Control was introduced. With this technique
cursor positioning can be performed more precisely while the intuitiveness
is further maintained. Its superior applicability was confirmed in a user
experiment.
Manipulation: To solve the problem of precisely grabbing and releasing 3D ob-
jects in virtual environments the Jerky Release technique was developed.
Furthermore, its applicability was investigated by an informal user study
with a superior result in complex manipulation tasks. In the context of
two-handed manipulation of 3D objects, the Bi-manual Symmetric Grab
technique was introduced, which enables efficient grabbing, moving and re-
leasing virtual objects by using both hands. A user experiment showed the
superior applicability compared to several recent approaches in particular
for high precision tasks.
Travel: To travel in a virtual environment the steering technique was adapted to
the needs of bare-handed interaction.
Feedback: For at least partly compensating the missing feedback in bare-handed
interaction, the Visual Feedback Box was introduced, which particularly
supports the familiarization with the new device and different interaction
techniques.
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Having addressed these fundamental issues, bare-handed interaction interfaces
can be built on top of such a device and really exploit its capabilities.
Interaction Interfaces
The last step for bringing bare-handed human computer interaction into practice
is designing interaction interfaces. Suitable interaction techniques have to be se-
lected and combined to meaningful interaction metaphors dependent on the device
and the specific requirements of an application. In this context we introduced in-
terfaces for several self-implemented as well as commercial applications.
A simple virtual building blocks application and a mesh editing application
were implemented and interfaced to the hand-tracking device using standard in-
teraction techniques. Although these applications could be handled by most users,
some problems of bare-handed interaction became apparent such as the absence of
physical buttons and the missing feedback from the hand-tracking device. There-
fore, we designed a more complex 3D interface enabling fundamental manipula-
tions of 3D objects, which makes use of our novel interaction techniques. This
way, more efficient interaction could be designed. This interface also served as an
experimental platform for testing novel interaction techniques.
To generally allow for controlling various applications via bare-hands we de-
veloped generic interfaces to simulate the 2D mouse as well as a joystick device.
Therefore, our novel interaction techniques for selection were combined to build
a pointing device enabling 2D mouse simulation. The virtual joystick device is
simulated by building upon a virtual joystick driver. This joystick device can
be employed and configured for every application having joystick support. Four
commercial 3D games belonging to different typical game genres were connected
to this device. By performing several informal experiments suitable interaction
metaphors could be investigated and obtained. In a more formal user study the
identified interaction metaphors are then further evaluated and compared to a tra-
ditional controller device. As a result from the experiments several general design
principles were identified supporting other developers to design reasonable bare-
handed interaction for games.
Last but not least two prevalent commercial applications were interfaced to the
hand-tracking device: a fly-through interface for controlling Zugspitze 3D and a
3D manipulation interface for handling RTT DeltaGen. These interfaces make use
of several interaction techniques introduced in this thesis.
Future Directions
Future work might strive for fewer requirements on the environment of the hand-
tracking system in order to use the device in more general settings. This would
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require additional techniques for segmenting the hands in the camera images. We
think that in the near future depth cameras with sufficient resolutions and frame
rates will be available that solve this problem. Then, beside segmentation the
depth information could also be exploited to improve the 3D reconstruction of the
hand. Probably, with this information even markerless tracking all DOFs of the
human hands could robustly be possible in real-time including automatic initial-
ization.
As soon as a hand-tracking system capable of tracking more DOFs than ours is
available, also novel interaction techniques and interfaces will be needed to fully
exploit its capabilities. But even for a hand-tracking device like ours, we think that
research and investigation on interaction techniques is still needed. Especially, for
bi-manual asymmetric interaction further work could be performed.
In consideration of the large amount of different existing applications and the
ongoing development of new applications the need for designing suitable interac-
tion interfaces will also persist. Furthermore, with novel interaction devices such
as ours, also novel applications and games could and should be developed, which
are better tailored to the particular needs and qualities of the specific interaction
device.
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