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In thermal glasses at temperatures sufficiently lower than the glass transition, the constituent
particles are trapped in their cages for sufficiently long time such that their time-averaged positions
can be determined before diffusion and structural relaxation takes place. The effective forces are
those that hold these average positions in place. In numerical simulations the effective forces Fij
between any pair of particles can be measured as a time average of the bare forces fij(rij(t)).
In general even if the bare forces come from two-body interactions, thermal dynamics dress the
effective forces to contain many-body interactions. Here we develop the effective theory for systems
with generic interactions, where the effective forces are derivable from an effective potential and
in turn they give rise to an effective Hessian whose eigenvalues are all positive when the system
is stable. In this Letter we offer analytic expressions for the effective theory, and demonstrate the
usefulness and the predictive power of the approach.
Introduction: In the last decade or two there has
been great progress in understanding athermal amor-
phous solids at temperature T = 0 [1–6]. This progress
was facilitated by the fact that particles positions {ri}
N
i=1
are frozen at T = 0 and the knowledge of the microscopic
(bare) forces is sufficient to develop a theory of the re-
sponse of the materials to external mechanical or mag-
netic strains. The Hessian matrix, whose eigenvalues are
semi-positive at T = 0, supplies important information,
leading to an athermal theory that provides good under-
standing of the density of states, of plastic events, and
of the failure mechanisms of amorphous solids. Consid-
erable progress was also achieved in understanding mag-
netic amorphous solids and cross effects between mechan-
ical and magnetic responses [7–9]. These techniques fail
however at finite temperature since the particle positions
{ri(t)}
N
i=1 fluctuate in time and inter-particle forces be-
come dressed by dynamical effects. The Hessian matrix
of a configuration at any given time t contains negative
eigenvalues and it cannot be used to study stability and
instabilities. The effective forces in thermal systems are
determined by the momentum transferred when particles
interact. Even when the bare forces are binary, the effec-
tive forces contain ternary, quaternary and higher order
terms [10, 11]. In order to lift the methods that were
so useful at T = 0 one needs a new idea: in thermal
systems the particle positions are indeed not stationary,
but in glasses with large relaxation times one can de-
termine the time-averaged positions before the onset of
diffusion and much before the glass relaxes to thermody-
namic equilibrium [12]. The time averaged positions are
trivially stationary in time, and we refer to such states
as “thermal mechanical equilibria” [13]. In such states
one can determine the renormalized force-laws that hold
these average positions stable. These renormalized force-
laws will define an effective Hamiltonian and an effective
Hessian matrix, offering a totally novel way to explore
the stability, the responses to external strain and stresses,
and the failure mechanisms of glassy materials at finite
temperatures.
General Theory: To develop the general effective
theory consider a generic glass former composed on N
particles in a volume V . The system is endowed with
a bare potential U({ri(t)}). It is customary to assume
that the potential is a sum of binary interaction terms
φ (rij(t)),
U({ri(t)}) =
∑
<ij>
φ (rij(t)) , rij ≡ rj − ri , (1)
where the symbol < ij > denotes summation over inter-
acting pairs only. In this paper we consider bare poten-
tials whose range exceeds the average inter-particle dis-
tance. Lennard-Jones interactions are an example, but
hard-spheres or even soft spheres are excluded, for rea-
sons that will clarify soon. Such longer range interactions
are referred to as “generic”. The total bare force on a sin-
gle particle and the bare inter-particle forces are
fαi ({rk(t)}) ≡ −
∂U({rk(t)})
∂rαi
, fαij (rij(t)) = −
∂φ (rij)
∂rαij
.
(2)
Note that Greek superscripts will be reserved below for
Cartesian components of vectors and matrices. Lastly
one can also define the bare Hessian matrix as
Hαβij ≡
∂fαi
∂rβj
≡ −
∂2U
∂rαi ∂r
β
j
. (3)
As said above, this Hessian matrix differs from its ather-
mal counterpart in having negative eigenvalues. The ef-
fective theory will cure this disadvantage.
When the amorphous solid under study allows the cal-
culation of the average positions of the particles within
2an interval of time [0, τ ] such that each particle is only
fluctuating within its own cage, we define the following
time-stationary averages: The mean position of the ith
particle Ri is defined as
Ri ≡
1
τ
∫ τ
0
dt ri(t) , Rij ≡ Ri −Rj . (4)
The mean force on the particle i is defined as
Fi ≡
1
τ
∫ τ
0
dt fi({rk(t)}
N
i=1) . (5)
The mean force between particles i and j is defined as
Fij ≡
1
τ
∫ τ
0
dt fij (rij(t)) . (6)
We note that
Fi =
∑
j
Fij = 0 in thermal mechanical equilibrium.
(7)
More importantly and less trivially, we stress that al-
though fij is only a function of rij , the effective force
Fij is not binary, and in principle it can contain many-
body interactions.
Theory for generic potentials. For generic poten-
tials we will write
rij(t) = Rij + uij(t) , (8)
and expand the wanted objects to any desired order in
uij . We will examine the efficacy of this approach with
Lennard-Jones glasses below. Thus for example we will
use Eq. (8) in Eq. (6). Denoting objects expanded to a
desired order in uij with a hat, we find
Fˆ ηij = f
η
ij(Rij) +
1
2
∂2fηij
∂rαij∂r
β
ij
∣∣∣
Rij
〈uαij(t)u
β
ij(t)〉+ · · · . (9)
where repeated indices are summed upon, angular brack-
ets denote time average and “· · · ” represent terms of
higher order in uij if such terms are deemed necessary.
We note that the linear term in uij vanishes upon time
averaging. The derivatives are evaluated at the mean
vector distance. It becomes clear now why this approach
is not applicable to hard or soft spheres; typically the
separations Rij exceed the range of interaction and the
derivatives employed in Eq. (9) do not exist. Similarly,
affecting the same approximation to the definition of φij
we find that
Φˆij = φ(Rij) +
1
2
∂2φ
∂rαij∂r
β
ij
∣∣∣
Rij
〈uαij(t)u
β
ij(t)〉+ · · · , (10)
We note that the force between particles i and j in the
present approximation is not a function of Rij only, since
the cage fluctuations 〈uαiju
β
ij〉 depend on all the particles.
This is where the many-body interactions are implicitly
affecting the present approximation. Finally we note that
the effective inter-particle force is derivable from the ef-
fective potential,
Fˆ ηij = −
∂Φˆij
∂rηij
∣∣∣
Rij
, (11)
if we adopt the convention that the cage fluctuations are
taken as input numbers in Eq. (10) and are not derived.
Similarly, with the same rule, the effective Hessian is ob-
tained by a second derivative of Eq. (10) or as a first
derivative of Eq. (11). Below we ascertain that the effec-
tive forces compute this way sum up to zero,
∑
j Fˆij = 0
and that the effective Hessian has no negative eigenval-
ues, as required.
Testing in Lennard-Jones models: Before pro-
ceeding we should test the quality of the truncated ex-
pansion in standard models of glass formers. For the
numerical experiments we employ a generic glass former
in 2-dimensions in the form of the Kob-Andersen binary
mixture[14, 15] of Lennard-Jones bare interactions cut off
at rco with four smooth derivatives. The potentials have
the analytic form
φ
(
rij
λij
)
=


ε
[(
λij
rij
)12
−
(
λij
rij
)6
+
6∑
ℓ=0
cℓ
(
rij
λij
)ℓ]
,
rij
λij
< rcoλ
0 ,
rij
λij
≥ rcoλ
(12)
The unit of length λ is set to be the interaction length
scale of two small particles. We solve the coefficients cℓ
for the potential such that the potential has its minimum
φ = −ε at rmin/λij = 2
1/6 and it vanishes with four
continuous derivatives at rco/λij = 2.5. In these units
the Boltzmann constant kB = 1.
The simulations are performed in an NVT ensemble
with density ρ = 1.162 using a modified Berendsen ther-
mostat which couples a constant number of particles to
the bath, regardless of the system size [16]. In this
method the temperature is defined by the average ki-
netic energy per particles, and a constant temperature
is achieved by velocity re-scaling. Using samples with
N = 500 particles we first equilibrate a liquid at T = 0.5
(in the usual LJ units) than cool the system slowly at
T˙ = 10−6 down to T = 10−6. Lastly the samples are
heated up at the same rate up to the desired tempera-
tures T , where the averaged positions and moments of
displacement are calculated. Using this model we de-
termined the effective inter-particle forces Fij using the
time average Eq. (6) and the approximation Eq. (9). In
Fig. 1 we compare one against the other for four differ-
ent temperatures, T = 0.01, T = 0.05 and T = 0.1 and
T = 0.15 in Lennard-Jones units. Computing the Pear-
son correlation coefficients for these data we find the val-
ues R2 = 0.999, 0.992, 0.979 and 0.965 respectively. Ob-
viously the error grows with the temperature indicating
3FIG. 1. Comparison of the effective inter-particle forces com-
puted from Eq. (9) with the “exact” time averaged forces
Eq. (6). Here are shown all the non zero interactions at four
different temperatures. The plots were shifted for clarity.
that at higher temperature one will need higher correc-
tions beyond the second order. Notwithstanding, we con-
sider this results as an excellent support for the approach
and proceed now to test its power in determining the me-
chanical properties of the thermal amorphous solid.
The shear modulus: To demonstrate the usefulness
of the approach we turn now to the computation of the
shear-modulus. Before going to the thermal case, we re-
call that at athermal conditions (T = 0) the shear mod-
ulus has the exact representation:
µ(T = 0)=
∂σxy
∂ǫxy
−
∑
i,α
∑
j,β
Ξαi (H
αβ
ij )
−1Ξβj , Ξ
α
i ≡
∂σxy
∂rαi
.
(13)
where the first term is the Born approximation. We note
that here and below the Hessian matrix has zero eigen-
values due to Goldstone modes, and theses should be
removed before inversion. In the thermal case [17–19]
the Born term is corrected by stress fluctuations:
µ =
〈
∂σxy
∂ǫxy
〉
−
V
kBT
(
〈σ2xy〉 − 〈σxy〉
2
)
+ 2ρkBT . (14)
As before we determine an “effective shear modulus”
µˆ by using the stationary positions Ri and the cage fluc-
tuations ui. We begin by expressing the stress σ ≡ σxy:
σ({ri(t)}) = σ({Ri}) +
∑
i,α
∂σ
∂rαi
∣∣∣
{Ri}
uαi
+
1
2
∑
i,α
∑
j,β
∂2σ
∂rαi ∂r
β
j
∣∣∣
{Ri}
uαi u
β
j + . . . . (15)
The first term in Eq.(14) is the Born term, and using
Eq.(10) it can be expanded again in the cage fluctuations:
µˆBorn =
1
V
∂2U
∂ǫ2xy
∣∣∣
{Ri}
(16)
+
1
V
1
2
∑
<ij>
[ ∂2
∂rαij∂r
β
ij
∂2U
∂ǫ2xy
∣∣∣
Rij
〈uαiju
β
ij〉
]
+ . . . ,
The second term in Eq.(14) contains the second moment
〈σ2xy〉. When we expand this object we need to take into
consideration the first order fluctuation uαi :
[
σ({ri(t)})
]2
=
[
σ({Ri})
]2
+ 2σ({Ri})
∑
i,α
∂σ
∂rαi
∣∣∣
{Ri}
uαi
+
σ({Ri})
2
∑
i,α
∑
j,β
∂2σ
∂rαi ∂r
β
j
∣∣∣
{Ri}
uαi u
β
j (17)
+
∑
i,α
∂σ
∂rαi
∣∣∣
{Ri}
∑
j,β
∂σ
∂rβj
∣∣∣
{Ri}
uαi u
β
i + . . . ;
For the average of the second moment 〈σ2〉 the linear
contribution in uαi vanishes, and we are left with:〈[
σ({ri(t)})
]2〉
=
[
σ({Ri})
]2
+
σ({Ri})
2
∑
i,α
∑
j,β
∂2σ
∂rαi ∂r
β
j
∣∣∣
{Ri}
〈
uαi u
β
j
〉
(18)
+
∑
i,α
∂σ
∂rαi
∣∣∣
{Ri}
∑
j,β
∂σ
∂rβj
∣∣∣
{Ri}
〈
uαi u
β
j
〉
+ . . . .
For 〈σ〉2, the 〈uαi 〉 terms have already vanished before
squaring the term, so we get:〈[
σ({ri(t)})
]〉2
=
[
σ({Ri})
]2
(19)
+σ({Ri})
∑
i,α
∑
j,β
∂2σ
∂rαi ∂r
β
j
∣∣∣
{Ri}
〈
uαi u
β
j
〉
+ . . . .
Subtracting the last two equations we get the desired
expression for the Taylor expansion of the fluctuation
term in Eq.(14):
µˆF =
V
kBT
∑
i,α
∑
j,β
∂σ
∂rαi
∣∣∣
{Ri}
〈
uαi u
β
j
〉 ∂σ
∂rβj
∣∣∣
{Ri}
+ . . .(20)
Note that in this case the cage fluctuations are rep-
resented by the correlation matrix Cαβij = 〈u
α
i u
β
j 〉 =
〈(rαi −R
α
i )(r
β
j −R
β
j )〉 , and not by the “pair fluctuations”
〈uαiju
β
ij〉 as in Eq. (9) and Eq.(10) above. We expect this
correlation to be proportional to V −1 due to the central
limit theorem, cancelling the explicit volume factor on
the RHS of Eq. (20).
Recalling that the correlation function Cαβij is inti-
mately related to the inverse (bare) Hessian [20], i.e. that
C = kBTH
−1 , (21)
4we appreciate the apparent structural relationship be-
tween Eqs. (20) and (13). Finally using Eq.(16) and
Eq. (20) we can write:
µˆ = µˆBorn − µˆF . (22)
A comparison between the results of computing the
shear modulus via Eq. (22) and Eq.(14) now called
for. For each Temperature T ∈ [0.001..0.100] some 100
samples were prepared, and quenched separately from
T = 0.5 to T = 10−6 with quench rate of T˙ = 10−6.
Next, each sample was heated up to the desired tem-
perature; the average positions Ri cage fluctuation cor-
relations were calculated by averaging over 5 × 105 MD
steps; All together, each point in Fig.2 was averaged over
50 − 100 samples. The results of the comparison are
shown in Fig 2. The line drawn is just a guide for the
eye.
0.001 0.005 0.010 0.025 0.050 0.100
13.5
14
14.5
15
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16.5
FIG. 2. Shear-modulus µ calculated from Eq.(14) using
stress-fluctuations (black squares), and from the effective the-
ory using Eq.(22) (blue circles). The line is a guide for the
eye.
Concluding remarks: The results obtained for the
effective forces and the for shear modulus open up a new
path for studying the physics of amorphous solids at fi-
nite temperatures. After all, when we discuss glasses at
low temperatures, the average spatial structure is quite
stable for a long time, oblivious of the thermal agitation
of particles within their cages. Do we really care about
the details of this thermal agitation?. The answer is yes
and no. Yes, because this motion dresses up the inter-
actions between the particles, and the bare forces are no
longer providing a proper description of some important
properties. Momentum transfer is taking place, and this
fact has consequences. On the other hand, the average
positions of the particles within their cages offers a skele-
ton for the theory of thermal amorphous solids in much
the same way as the frozen position at zero temperature.
What we need to learn is how to take the pertinent infor-
mation into account for devising a good theory [21, 22].
The present results indicate that at least in glasses
where the average distance between particles is within
the range of the bare interactions, we can reach a the-
ory by expanding objects around the average positions.
In this paper we stopped at the first correction, limiting
ourselves to low temperatures. We note that this is NOT
a harmonic approximation of the bare potential; the the-
ory presented above calls for higher derivatives of the
bare potential, up to fourth order already; for example
the RHS of Eq. (9) employs a third order derivative of
the potential, and Eq. (16) a fourth order. Higher order
truncations necessitated by higher temperatures will re-
quire more smooth derivatives in the bare potential. We
reiterate that the present approach will fail for hard or
soft spheres, and also for some inverse power law mod-
els where the exponent is too large. In such models the
mean distance between particles will exceed the range of
interaction and we do not have the required derivatives
of the bare potential that are computed at the mean sep-
arations.
One important question remaining for future research
is how to build up on the present ideas a theory of in-
stabilities and mechanical failure in thermal glasses. In
athermal conditions the eigenvalues of the Hessian matrix
provided enormous insights on plastic responses, density
of states and shear banding instabilities. If we accept
the view that the random thermal motions within cages
should be averaged over, then the effective Hessian intro-
duced above should be studied for the purpose of provid-
ing a similar understanding in thermal systems. This and
other related issues will be studied in the near future.
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