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‘TWISTED DUALITY’ FOR CLIFFORD ALGEBRAS
P.L. ROBINSON
Abstract. Let V be a real inner product space and C(VC) the Clifford algebra of its com-
plexification VC. We present several proofs of the fact that if W is a subspace of VC then
C(W⊥) coincides with the supercommutant of C(W ) in C(VC).
0. Introduction
Let V be a real vector space upon which (·|·) is a positive-definite inner product. This inner
product extends to the complexification VC to define both a nonsingular symmetric complex-
bilinear form (for which we use the same symbol) and a Hermitian inner product 〈·|·〉; these
forms are related by the identity 〈x|y〉 = (x|y) whenever x, y ∈ VC where the overline signifies
complex conjugation pointwise fixing V ⊆ VC. We shall denote the (·|·)-orthogonal space to the
subspace W 6 VC by
W⊥ = {z ∈ VC|(∀w ∈W ) (w|z) = 0}
and use the same notation for subspaces of V itself. Note that if W 6 VC then W
⊥ ∩W need
not be zero (indeed, W⊥ =W is possible) whereas if Z 6 V then Z⊥ ∩ Z = 0.
Recall that the Clifford algebra of V is a unital associative real algebra C(V ) with a preferred
linear embedding V → C(V ) that satisfies the Clifford relation
(∀v ∈ V ) vv = (v|v)1
and has the following universal mapping property (UMP): if V → A linearly embeds V in
the unital associative algebra A and satisfies the Clifford relation, then there exists a unique
algebra homomorphism C(V ) → A that restricts to the identity on V . The Clifford algebra
of a complex vector space equipped with a symmetric bilinear form is the unital associative
complex algebra defined similarly; note that C(VC) may be identified with the complexification
C(V )C.
Clifford algebras naturally carry important structural maps. First among these, the linear
operator −Id on V extends uniquely (via the UMP) to an algebra automorphism of C(V ) which
we denote by γ and call the grading automorphism; its fixed points constitute the even Clifford
algebra C(V )+ while the fixed points of −γ constitute the odd subspace C(V )−. In like fashion,
the complex Clifford algebra C(VC) is similarly graded by an analogous grading automorphism.
The importance of the grading automorphism γ is that it makes C(VC) into a superalgebra,
which significantly clarifies its structure; in particular, we remark without proof that C(VC) is
simple as a superalgebra. Next in importance, the complex Clifford algebra C(VC) carries a
unique involution ∗ that restricts to VC ⊆ C(VC) as complex conjugation pointwise fixing V :
to see this, apply the UMP to the embedding of VC in the algebra obtained from C(VC) by
conjugating the linear structure and reversing the product; thus, C(VC) is naturally a unital
associative ∗-algebra. Of course, this involution restricts to C(V ) ⊆ C(VC) as a period-two
antiautomorphism. Finally, C(VC) carries a unique trace: that is, a γ-invariant linear functional
τ : C(VC) → C such that τ(1) = 1 and such that τ(ab) = τ(ba) whenever a, b ∈ C(VC). A
Hermitian inner product 〈·|·〉τ is then defined on C(VC) by the rule
(∀a, b ∈ C(VC)) 〈a|b〉τ = τ(a
∗b).
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Now, let W 6 VC be a complex subspace of the complexification. Its Clifford algebra is
naturally graded, thus:
C(W ) = C(W )+ ⊕ C(W )−.
According to the Koszul-Quillen rule of signs, the supercommutant of C(W ) in C(VC) is the
subalgebra
C(W )′ = C(W )′+ ⊕ C(W )
′
−
with even part
C(W )′+ = {a ∈ C(VC)+|(∀b ∈ C(W )) ba = ab}
and odd part
C(W )′− = {a ∈ C(VC)−|(∀b ∈ C(W )) ba = aγ(b)}.
Our aim in this paper is to collect together several proofs of the following theorem, which is an
abstract formulation of ‘twisted duality’.
Theorem 0.1. If W 6 VC is a subspace of the complexification, then its Clifford algebra has
supercommutant in C(VC) given by
C(W )′ = C(W⊥).
Notice that we have made no assumption regarding dimension; this theorem is valid in both
finite and infinite dimensions. Having said this, we will find it convenient to work up through
finite dimensions. Explicitly, let F(V ) denote the set of finite-dimensional subspaces of V
directed by inclusion: then
C(V ) =
⋃
M∈F(V )
C(M);
likewise
C(VC) =
⋃
N∈F(VC)
C(N).
In Section 1 we shall present a proof of Theorem 0.1 in full generality; indeed, our proof
turns out to be valid over arbitrary scalar fields. In Section 2 we offer a rather different proof
making use of a (super) tensor product decomposition, which is applicable to orthogonal (direct)
decompositions of VC. In Section 3 we offer yet another proof that develops and makes use of
conditional expectations; this proof applies to orthogonal decompositions of V itself.
‘Twisted duality’ was introduced in [2] and was developed in [5]; abstract ‘twisted duality’
was studied in [3] (based on a 1982 thesis) and more recently in [1]. Our discussion of conditional
expectations in Section 3 extends and simplifies the approach in [4], which serves as a convenient
reference for the theory of Clifford algebras. We remark that among the clarifications that arise
from viewing the Clifford algebra as a superalgebra is clarification of ‘twisted duality’ itself: the
Koszul-Quillen rule obviates the need for (or perhaps subsumes) the Klein transformation in
terms of which ‘twisted duality’ is usually formulated.
1. First Proof: General Case
Fix a complex subspace W 6 VC and consider the supercommutant
C(W )′ = C(W )′+ ⊕ C(W )
′
−.
Its even part comprises precisely all those a ∈ C(VC)+ such that
(∀b ∈ C(W )) ba = ab
equivalently such that
(∀w ∈W ) wa = aw = γ(a)w,
while its odd part comprises precisely all those a ∈ C(VC)− such that
(∀b ∈ C(W )) ba = aγ(b)
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equivalently such that
(∀w ∈ W ) wa = a(−w) = γ(a)w.
Thus
C(W )′ = {a ∈ C(VC)|(∀w ∈ W ) wa = γ(a)w}.
Notice at once that the inclusion
C(W⊥) ⊆ C(W )′
follows immediately from the Clifford relations; accordingly, we shall only need to establish the
reverse inclusion
C(W )′ ⊆ C(W⊥).
We begin by considering first the case in which W 6 VC is one-dimensional: say W = Cw
for some nonzero w ∈ W . Note that w /∈ W⊥: in fact, (w|w) = 〈w|w〉 > 0; it follows that
VC =W
⊥ ⊕ Cw is the direct sum of the complex hyperplane W⊥ and the complex line Cw.
Theorem 1.1.
C(VC) = C(W
⊥)⊕ wC(W⊥).
Proof. To prove that C(VC) is the sum of the two spaces on the right of the alleged equation,
we show that each Clifford product v0v1 · · · vN ∈ C(VC) of vectors in VC lies in that sum. The
base step is clear: each v0 ∈ VC decomposes as
v0 = u(v0) + λ(v0)w
for unique u(v0) ∈W⊥ and λ(v0) ∈ C. For the inductive step, write
v0v1 · · · vN = (u(v0) + λ(v0)w)v1 · · · vN
where (inductively)
v1 · · · vN = a+ wb
with a, b ∈ C(W⊥). In the subsequent expansion, note that by the (linearized) Clifford relations,
ww = (w|w) and u(v0)w + wu(v0) = 2(w|u(v0)) = 2〈w|u(v0)〉. It follows that
v0v1 · · · vN = A+ wB
where
A = u(v0)a+ (λ(v0)(w|w) + 2〈w|u(v0)〉)b
and
B = λ(v0)a− u(v0)b
both lie in C(W⊥).
To prove that the sum is direct, let a, b ∈ C(W⊥) satisfy a + wb = 0: then wwb = −wa =
−γ(a)w = γ(wb)w = −wγ(b)w = −wwb where the first and third equalities hold by assumption
on a and b, the second and fifth because C(W⊥) ⊆ C(W )′ and the fourth because w is odd;
thus 2〈w|w〉b = (ww + ww)b = 0 and so b = 0. 
Now we prove Theorem 0.1 in case W = Cw. Let c ∈ C(W )′: thus, wc = γ(c)w . Use
Theorem 1.1 to express c uniquely as
c = a+ wb
with a, b ∈ C(W⊥). Now wc = γ(c)w reads
wa+ wwb = γ(a)w − wγ(b)w = wa− wwb
so that 2〈w|w〉b = (ww+ww)b = 0 and therefore b = 0; this places c = a in C(W⊥) as required.
Having now established Theorem 1.1 in case W = Cw we may express it in the form
C(w)′ = C(w⊥).
In order to complete the proof of Theorem 0.1 we now address the intersection of Clifford
algebras, beginning with finite intersections.
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Theorem 1.2. If X and Y are subspaces of VC then C(X) ∩C(Y ) = C(X ∩ Y ).
Proof. Only the inclusion C(X) ∩ C(Y ) ⊆ C(X ∩ Y ) need be checked. Let c ∈ C(X) ∩ C(Y ) :
chooseM ∈ F(X) and N ∈ F(Y ) so that c ∈ C(M)∩C(N); if we can prove that c ∈ C(M ∩N)
then we shall be done. Thus, we may and shall assume without loss that X and Y are finite-
dimensional. Let Z := X ∩ Y : choose complements XZ and YZ so that X = Z ⊕ XZ and
Y = Z⊕YZ; choose bases {xi}, {yj}, {zk} forX,Y, Z respectively. According to standard multi-
index notation, if K = (k1, . . . , kr) is a sequence of integers with 1 6 k1 < · · · < kr 6 dimZ
then zK = zk1 · · · zkr denotes the Clifford product, while if K is the empty sequence then
zK = 1; interpret xI and yJ for strictly increasing multi-indices I and J in like manner. Note
that the products xIyJzK form a basis for C(X + Y ) while the products zK form a basis for
C(Z) and so on. In these terms, write
c =
∑
I,J,K
λIJKxIyJzK .
As c lies in C(X) it follows that if J 6= ∅ then λIJK = 0; as c lies in C(Y ) it follows that if
I 6= ∅ then λIJK = 0. Thus
c =
∑
K
λ∅∅Kx∅y∅zK =
∑
K
λ∅∅KzK ∈ C(Z).

By induction, we conclude that this result for pairwise intersections extends to finite inter-
sections; it actually extends to arbitrary intersections, as follows.
Theorem 1.3. If {Zλ|λ ∈ Λ} is any family of subspaces of VC then
∩λC(Zλ) = C(∩λZλ).
Proof. It is enough to show that both sides have the same intersection with C(N) for each
N ∈ F(VC) on acount of Theorem 1.2 and the fact that these Clifford algebras have C(VC) as
their union. Accordingly, we may and shall assume without loss that V is finite-dimensional
and need only establish the inclusion
∩λC(Zλ) ⊆ C(∩λZλ).
Write Λ for the collection comprising all finite subsets of Λ; when F ∈ Λ write ZF for the
(finite!) intersection of Zλ as λ runs over F . Let F0 ∈ Λ be such that ZF0 has least dimension
among the (finite-dimensional!) subspaces {ZF : F ∈ Λ}. If λ ∈ Λ then on the one hand
ZF0∪{λ} = ZF0 ∩ Zλ ⊆ ZF0 and on the other hand dimZF0∪{λ} > dimZF0 by minimality; thus
ZF0 ∩ Zλ = ZF0 and so ZF0 ⊆ Zλ. This proves
∩λZλ = ZF0 .
Finally, Theorem 1.2 justifies the middle step in
∩λC(Zλ) ⊆ ∩λ∈F0C(Zλ) = C(ZF0) = C(∩λZλ).

We are now able to prove Theorem 0.1 in full generality: if W 6 VC then
C(W )′ = ∩w∈WC(w)
′ = ∩w∈WC(w
⊥)
as noted after Theorem 1.1; now Theorem 1.3 yields
∩w∈WC(w
⊥) = C(∩w∈Ww
⊥) = C(W⊥).
We observe that this proof actually works for nonsingular symmetric bilinear forms over
arbitrary scalar fields (of characteristic other than two) if in Theorem 1.1 the vector w is
replaced by any vector not in W⊥.
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As a special case, we recover the following familiar fact.
Theorem 1.4. C(VC) has scalar supercentre.
Proof. Simply note that C(VC)
′ = C(0) = C1. 
Of course, this may be proved directly: if a ∈ C(VC)′ is given, then choose M ∈ F(V ) so
that a ∈ C(MC); expand a in terms of an orthonormal basis for M and invoke va = γ(a)v for
each basis vector v.
2. Second Proof: Tensor Products
For the setting of our second proof, we assume an orthogonal direct sum decomposition
VC = X ⊕ Y
into complex subspaces X and Y of VC. Thus: not only do we assume that Y = X
⊥ and
X = Y ⊥; we also assume that X ∩ Y = 0. Note that if W 6 VC is an arbitrary subspace then
it need not be the case that W and W⊥ are complementary: on the one hand, W ∩W⊥ can be
nonzero; on the other hand, even whenW ∩W⊥ = 0 it need not be the case thatW+W⊥ = VC.
Of course, this means that we shall actually offer here a proof of a somewhat weaker result than
Theorem 0.1: namely, that
C(X)′ = C(Y ).
We begin by recalling the super tensor product ⊗ in this Clifford algebra context. The super
tensor product C(X)⊗C(Y ) is the superalgebra with the ordinary tensor product C(X)⊗C(Y )
as underlying vector space but with multiplication given on homogeneous elementary tensors
by the Koszul-Quillen rule
(a1⊗b1)(a2⊗b2) = (−1)
∂(b1)∂(a2)(a1a2)⊗(b1b2)
where a1, a2 ∈ C(X) and b1, b2 ∈ C(Y ) and where the degree ∂ is 0 on even elements and 1 on
odd elements; in particular, if also y1 ∈ Y then ∂(y1) = 1 so that
(a1⊗y1)(a2⊗b2) = (a1γ(a2))⊗(y1b2).
.
Now, consider the complex-linear map from VC = X ⊕ Y to C(X)⊗C(Y ) given by
φ : X ⊕ Y → C(X)⊗C(Y ) : x⊕ y 7→ x⊗1+ 1⊗y.
In view of the Koszul-Quillen rule, (1⊗y)(x⊗1) = γ(x)⊗y = −x⊗y = −(x⊗1)(1⊗y); thus
cross-terms cancel when φ(x ⊕ y) is squared and so φ satisfies the Clifford relation:
φ(x ⊕ y)2 = (x2)⊗1+ 1⊗(y2) = ((x|x) + (y|y))1 = (x⊕ y|x⊕ y)1.
The UMP extends φ to a superalgebra homomorphism
Φ : C(VC)→ C(X)⊗C(Y )
that is actually an isomorphism: injective because the superalgebra C(VC) is simple; surjective
because it restricts to C(X) 6 C(VC) as a 7→ a⊗1 and to C(Y ) 6 C(VC) as b 7→ 1⊗b. We
shall feel free to identify C(VC) with C(X)⊗C(Y ) via this canonical isomorphism. Note that
the grading automorphism γ of C(VC) ≡ C(X)⊗C(Y ) maps a⊗b to γ(a)⊗γ(b).
In these terms, our version of Theorem 0.1 is the following claim:
(C(X)⊗C1)′ = C1⊗C(Y )
which we now justify as follows. Let c ∈ (C(X)⊗C1)′. As an element of the full tensor product,
c has a decomposition
c =
N∑
n=1
an⊗bn
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with {a1, . . . , aN} ⊆ C(X) and with linearly independent {b1, . . . , bN} ⊆ C(Y ). Membership
of c in the supercommutant (C(X)⊗C1)′ is equivalent to each of the following for all x ∈ X :
(x⊗1)c = γ(c)(x⊗1)
N∑
n=1
(x⊗1)(an⊗bn) =
N∑
n=1
(γ(an)⊗γ(bn))(x⊗1)
N∑
n=1
xan⊗bn =
N∑
n=1
γ(an)x⊗bn
using the Koszul-Quillen rule at the last step. As the vectors {b1, . . . , bN} are linearly indepen-
dent, we deduce that c ∈ (C(X)⊗C1)′ is equivalent to
(∀n ∈ {1, . . . , N})(∀x ∈ X) xan = γ(an)x
hence (see Theorem 1.4) to
(∀n ∈ {1, . . . , N}) an = αn1 ∈ C1
whence
c =
N∑
n=1
αn1⊗bn =
N∑
n=1
1⊗αnbn ∈ C1⊗C(Y )
as claimed.
Observe that once again, our proof actually works for nonsingular symmetric bilinear forms
over arbitrary fields of characteristic other than two.
We should perhaps close this Section by expanding upon comments we made at the opening.
Let W 6 VC be a subspace. On the one hand, W ∩W⊥ might be nonzero: for example, if
J : V → V is an orthogonal transformation with square −Id then W := {v − iJv|v ∈ V }
satisfies W⊥ = W ; in this example, the real dimension of V is other than odd. On the other
hand, even when W ∩W⊥ is zero, the sum W +W⊥ might fall short of VC: for example, V
might be a real Hilbert space and W = ZC for some subspace Z 6 V that is not closed; in this
case, the dimension of W is infinite.
3. Third Proof: Conditional Expectations
For the setting of our third proof, we assume an orthogonal direct sum decomposition
V = X ⊕ Y
of V itself. The idea is to construct a conditional expectation
EX : C(VC)→ C(YC)
that acts on C(XC)
′ as the identity, and thereby to establish
C(XC)
′ = C(YC).
Once again, we actually prove not Theorem 0.1 but a weaker variant. For convenience, we work
with the real Clifford algebras and leave complexification for the reader: thus, we construct
EX : C(V )→ C(Y )
and use it to establish
C(X)′ = C(Y ).
As some of the proofs involve arguments that are closely similar to those already detailed in
the preceding sections, we shall feel free to lighten our account.
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To begin, let u ∈ V be a unit vector. The direct sum decomposition
C(V ) = C(u⊥)⊕ uC(u⊥)
may be established as for Theorem 1.1 but more simply; in this case, the decomposition is
orthogonal relative to the inner product 〈·|·〉τ on C(VC) ⊇ C(V ). By direct computation,
C(u⊥) = {a ∈ C(V ) : uau = γ(a)}
and
uC(u⊥) = {a ∈ C(V ) : uau = −γ(a)}.
The 〈·|·〉τ -orthogonal projector of C(V ) on C(u⊥) along uC(u⊥) is thus given by
Pu : C(V )→ C(V ) : a 7→
1
2
(a+ uγ(a)u).
Further, if {u1, . . . , um} is an orthonormal set in V with spanM ∈ F(V ) then the projectors
Pu1 , . . . , Pum commute; their product is the orthogonal projector on C(u
⊥
1 ) ∩ · · · ∩ C(u
⊥
m) =
C(M⊥). We write this operator as
EM = Pum ◦ · · · ◦ Pu1 : C(V )→ C(M
⊥).
In fact, the orthogonal projector EM is a conditional expectation.
Theorem 3.1. If a ∈ C(V ) and b, c ∈ C(M)′ then
EM (bac) = bEM (a)c.
Proof. It will be enough to see that if u ∈M is a unit vector then Pu has this property. To see
this, note that uγ(b) = bu and γ(c)u = uc so that uγ(bac)u = buγ(a)uc and therefore
2Pu(bac) = bac+ uγ(bac)u = bac+ buγ(a)uc = 2bPu(a)c
as required. 
Incidentally, notice that we have just established C(M)′ = C(M⊥).
We remark that EM is
∗-preserving and indeed positive: again we need only check Pu and
note that if a ∈ C(V ) then
2Pu(a
∗a) = a∗a+ (γ(a)u)∗(γ(a)u)
whence Pu(a
∗a) is a convex combination of terms b∗b for b ∈ C(V ); so the same is true of
EM (a
∗a).
Having thus dealt with finite-dimensional subspaces we consider the orthogonal decomposi-
tion
V = X ⊕ Y
with which we started this section. As we shall see, the net (EM |M ∈ F(X)) of conditional ex-
pectations indexed by the directed set of finite-dimensional subspaces of X converges pointwise;
its limit will be the conditional expectation EX .
Let a ∈ C(V ) and choose N ∈ F(V ) so that a ∈ C(N). Let the (·|·)-orthogonal projections
of N on X and Y be XN ∈ F(X) and YN ∈ F(Y ) respectively. From a ∈ C(N) ⊆ C(XN ⊕YN )
it follows that
EXN (a) ∈ C((XN ⊕ YN ) ∩ (XN )
⊥) = C(YN ) ⊆ C(Y ) ⊆ C(X)
′.
Consequently, if u ∈ X is any unit vector then uγ(EXN (a))u = EXN (a) and therefore
PuEXN (a) =
1
2
(EXN (a) + uγ(EXN (a))u) = EXN (a).
We may now see that the net (EM (a)|M ∈ F(X)) stabilizes, as follows.
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Theorem 3.2. Let a ∈ C(V ) and choose N ∈ F(V ) so that a ∈ C(N). If M ∈ F(X) contains
XN then
EM (a) = EXN (a).
Proof. All we need do is refer to the equation displayed prior to the theorem and take the
product of the projectors Pu as u runs over an orthonormal basis for M ∩ (XN )⊥. 
It follows that we may pass to the limit and define a (plainly linear) map
EX : C(V )→ C(Y )
by the rule that if a ∈ C(V ) then
EX(a) = EXN (a)
where XN is the orthogonal projection on X of any N ∈ F(V ) such that a ∈ C(N). The map
EX pointwise fixes C(X)
′: if a ∈ C(X)′ and if u ∈ X is a unit vector then uγ(a)u = a so that
Pu(a) = a; now let u run over an orthonormal basis for XN in the notation established for
Theorem 3.2.
At this point, note that we have already established the equality
C(X)′ = C(Y ).
Explicitly, the Clifford relations again imply C(Y ) ⊆ C(X)′ while C(X)′ ⊆ C(Y ) follows at
once from the fact that EX : C(V )→ C(Y ) fixes C(X)
′ pointwise.
Having come this far, we ought to record some properties of EX that follow immediately
from its construction as the limit of EM as M runs over F(X). As EX fixes C(X)′ pointwise,
it is an idempotent. The map EX is
∗-preserving and indeed positive: again, if a ∈ C(V ) then
EX(a
∗a) is a convex combination of terms b∗b for b ∈ C(V ). Also, EX has the conditional
expectation property: if a ∈ C(V ) and b, c ∈ C(X)′ then
EX(bac) = bEX(a)c
as may be seen by choosing N ∈ F(V ) so large that a, b, c ∈ C(N) and passing to XN in the
notation for Theorem 3.2.
There is much more to say concerning these conditional expectations; having presented
enough to fashion yet another proof of ‘twisted duality’ as was our intention, we shall postpone
further discussion to a future article.
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