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Abstract
In this paper, an SPH method based on the SPH–ALE formulation is used for modelling two-phase ﬂows with large density ratios
and realistic sound speeds. The SPH scheme is further improved to circumvent the tensile instability that may occur in the SPH
simulations. The two-phase SPH solver is then used to model a benchmark problem of liquid impact on a rigid wall. The results
are compared with an incompressible Level Set solver. Furthermore, a wave impact on a rigid wall with a large entrained air pocket
is modelled. The SPH simulation is initialised by the output of a fully non-linear potential ﬂow solver. The pressure distribution,
velocity ﬁeld and impact pressure are then analysed.
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1. Introduction
In many marine engineering applications it is crucial to understand and accurately predict impact forces on the
structures. Examples are liquid sloshing inside LNG carriers, wave impact on an offshore platform, wave interaction
with a wave energy converter, etc. In the wave–structure interaction context, it is understood that the shape of the
impacting wave, the location of the structure relative to the wave’s breaking point and the size of the entrapped air
pocket have a signiﬁcant effect on the impact pressure exerted on the structure. An example of wave impact during
which the entrapped gaseous phase plays a signiﬁcant role on the impact pressure is when a large gas pocket is
entrapped during the wave impact on a ﬁxed or oscillating structure. Figure 1 shows an example of air pocket impact
in a sloshing tank.
The inﬂuence of air during wave impact on structures is a difﬁcult topic and has attracted many researchers.
Although it is commonly believed that the presence of air pockets during the impact has a cushioning effect, this may
not be the dominant phenomenon [2]. It is understood that the shape and size of the entrained air (single pocket or
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Fig. 1: An air-pocket impact inside a sloshing tank [1].
cloud of small bubbles) inﬂuences the impact phenomenology [3]. On the other hand, although the pressure peak may
become smaller, the entrapment of air bubbles prolongs the impact duration and also results in pressure oscillations
on the wall due to compressions and expansions of the air bubbles. This will consequently increase the pressure
impulse on the wall. BAGNOLD [4] was the ﬁrst to realise that the time histories of maximum pressure and impact
duration are stochastic and differ from one identical wave impact to another, even in carefully controlled laboratory
experiments, while the pressure impulse appears to be more repeatable. WOOD et al. [5] modelled wave impact
on a wall with entrapped air using the pressure impulse theory. PEREGRINE and THAIS [6] studied the inﬂuence
of entrapped air on violent water wave impacts. BULLOCK [7] noted that the difference in the properties of air
bubbles in salt water compared to the fresh water and observed smaller impact pressures with slat water than with
fresh water. BREDMOSE et al. [8] and DIAS et al. [3] have recently performed numerical studies on violent impact
pressure in aerated ﬂows. LUGNI et al. [9] performed a series of experiments on the inﬂuence of gaseous phase on
the impact pressure for a ﬂip–through sloshing impact. They studied three different ﬂip–through impacts depending
on the amount and size of the entrapped bubbles. They observed that for events when no air was entrapped the
after impact pressure decayed almost monotonically, while for events with a single well formed bubble entrainment a
distinct oscillation pattern was observed. This was then associated to the rebounding action of the single, well formed
entrapped air bubble. Smaller and higher frequency oscillations were also observed during the decay phase of events
in which small air bubbles were engulfed and the ﬂow was highly 3D.
A real life liquid impact involves various physical parameters such as the compressibility of the gaseous phase,
density ratio between liquid and gaseous phases, speeds of sound of ﬂuids, elasticity of the wall, etc. Therefore, a
complete study of liquid impacts is far beyond the capabilities of the current numerical simulations and it can be
only studied through delicate model/full scale experiments. Here, we model an air pocket impact using a two-phase
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compressible SPH code initialised by the output of a fully non-linear potential ﬂow solver. The potential ﬂow solver
used is the FSID code developed by Y. M. SCOLAN. The FSID code is based on the succession of transformal
mappings and a desingularised technique [10].
The simulations are carried out using a multi-phase compressible SPH code and an incompressible Level Set code.
The Level Set code is based on Finite Differences while the SPH code is based on the SPH–ALE (Arbitrary Lagrangian
Eulerian) formulation of the SPH method [11]. The details of each scheme are presented and results are compared to
understand the effect of compressibility/incompressibility on the impact pressure.
2. Compressible Two-Fluid SPH Model
The derivation of a multi-ﬂuid SPH scheme for large density ratios is not trivial and requires a careful calculation
of the pressure gradient in the momentum equation. Recently several SPH schemes have been proposed for modelling
multi-ﬂuid ﬂows with large density ratios [12, 13, 14, 15, 16]. All of these multi-ﬂuid SPH schemes have advantages
and disadvantages. However, none of these methods is suitable for modelling compressible inviscid two-ﬂuid systems
using realistic (physical) speeds of sound of the ﬂuids except the approach of [14] which is based on the SPH–ALE
formulation of [11]. Here, a variation of this SPH scheme will be introduced and used for simulating a compressible
inviscid two-ﬂuid system.
Let us consider the system of conservation laws for the Euler equations for each phase [14]
Lv0 (Φ)+∇ · (FE (Φ)− v0Φ) = Qv (1)
where, Φ =
(
ρ,ρv(1),ρv(2)
)t
is the vector of conservative variables, Lv = ∂t +∑l=1,d vl∂xl is the transport operator
associated to v, FE is the Eulerian ﬂux matrix and Qv is the volume source term. VILA [11] showed that the SPH
discretization of Eq. (1) leads to a one dimensional Riemann problem between each pair of interacting particles.
LEDUC et al. [14] showed that by considering two control volumes on particles i and j, Eq. (1) takes the form⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂
∂ t
(Φ)+
∂
∂xni j
(FE (Φ) ·ni j − v0 (xi j, t) ·ni jΦ) = Qi
Φ
(
xni j , t = 0
)
=
{
Φi, if xni j < 0
Φ j, if xni j > 0.
(2)
Here, ni j is the unit vector from i to j, xi j is the mid-point between i and j and xni j is the curvilinear abscissa along
the straight line between i and j. The ﬁnal forms of the SPH–ALE equations are then⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d(xi)
dt
= v0 (xi)
d(ωi)
dt
= ωi∑
j
ω j (v0 (x j)−v0 (xi))Bi j ·∇iWi j
d(ωiρi)
dt
+ωi∑
j
ω j2ρE,i j (vE,i j −v0 (xi j, t))Bi j ·∇iWi j = 0
d(ωiρivi)
dt
+ωi∑
j
ω j2[ρE,i jvE,i j ⊗ (vE,i j −v0 (xi j, t))+ pE,i j]Bi j ·∇iWi j = ωiρig
(3)
where (ρE,i j,vE,i j)t = Φi j(λ i j0 ) is the upwind solution of the moving Riemann problem [14] and Bi j = (Bi+Bj)/2
stands for the symetrized renormalization matrix [17] and takes the form
Bi =
[
∑
j
ω j (x j − xi)⊗∇iWi j
]−1
. (4)
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Here, ωi is the volume of particle i, ρ is density, p is the pressure, and W and g = 9.81ms−2 are the SPH kernel
and gravitational acceleration, respectively. Following [14], since the pressure is continuous across the interface of
two-ﬂuids, the Riemann problem is solved for the variables
(
p,v(1),v(2)
)t
with the Tait equation of state. Therefore,
the vector (ρE,i j,vE,i j)t in Eq. (3) is equal to
(
ρ∗,v(1)∗,v(2)∗
)t
, where the superscripts ∗ denote the solution of the
Riemann problem in the star region. The approximated linearized solution of the Riemann problem is given by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
v(1)∗ =
ρlclv
(1)
l +ρrcrv
(1)
r
ρlcl +ρrcr
− pr − pl
ρlcl +ρrcr
p∗ =
ρlcl pr +ρrcr pl
ρlcl +ρrcr
− ρlclρrcr(v
(1)
r −v(1)l )
ρlcl +ρrcr
(5)
where subscripts r and l denote the right and left states of the Riemann problem and c is the speed of sound. Once p∗
and v(1)∗ are known, one can calculate ρ∗ with the Tait equation of state from p∗ and v(2)∗ from⎧⎨
⎩
v(2)∗ = v(2)l , if
x
t
< v(1)∗
v(2)∗ = v(2)r , otherwise.
(6)
Special care should be taken when the left and right states of the Riemann problem are associated to different ﬂuids
(across the interface). In such conditions, the ALE property of the scheme is used to impose the interface velocity to
be the velocity obtained from the Riemann solver [14]. This will therefore block the mass transfer across the interface.
Following [18] the equation for particles’ volume evolution is modiﬁed as
d(ωi)
dt
= ωi∑
j
ω j (vE,i j −v0 (xi))Bi j ·∇iWi j, (7)
across the interface. The presented solution of the Riemann problem is based on the Godunov ﬁrst order upwind
method which assumes piecewise constant data. However, the accuracy of this approach is generally not sufﬁcient due
to the dissipative nature of low order schemes. The MUSCL (Monotone Upstream-centered Schemes for Conservation
Laws) scheme is used to extend the accuracy of the proposed SPH formulation to second order (see [19, 20] for
complete details on the implementation of the MUSCL algorithm in SPH).
2.1. Tensile Instability
SWEGLE et al. [21] have performed a one–dimensional von Neumann stability analysis of the SPH method and
found that the method is unstable for particle i if ∑ jW ′′ (ri j,h)Ti > 0, where W ′′ (ri j,h) is the second derivative of
the kernel and Ti is the stress on particle i which is negative under compression and positive under tension. This is
the so-called “Tensile instability”in the SPH literatures. Tensile instability results in the particles tendency to clump
together. Robinson [22] showed that this behaviour of particles is directly related to a property of the SPH kernel.
In the case of the cubic spline kernel, this is the location of the spline point. It was then concluded that the spline
point must be set to the initial particle spacing in order to minimise particle clumping [22]. However, Monaghan [23]
revealed that the tensile instability can be alleviated using an artiﬁcial pressure in the momentum equation.
Nevertheless, none of the aforementioned techniques remove the tensile instability completely and it is only palli-
ated by these corrections. Here, a new approach is proposed to remove the tensile instability. To do so, it is found that
this instability occurs when the pressure becomes negative. Therefore, a constant background pressure was added to
the equation of state in both liquid and gaseous phases. The equation of state then takes the form
pi =
ρ0ic20i
γi
[(
ρi
ρ0i
)γ
−1
]
+ p0 (8)
It should be noted that this correction is not applicable when the standard SPH formulation is used.
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2.2. Boundary Conditions
VILA [11] discussed the implementation of various boundary conditions in the SPH–ALE context. More recently,
[24, 25] proposed and implemented a novel boundary condition in the SPH formulations based on a reconstruction of
the surface elements on the boundaries and on the solution to a partial Riemann problem [26] when a ﬂuid particle
interacts with a boundary surface element. Although this novel boundary condition looks promising however the
implementation to multi-ﬂuid ﬂows and during strong impacts (with gas entrainment) is not straightforward.
Here, we model boundaries with the ghost particle approach. The ghost particle approach is based on mirroring
the ﬂuid particles on the other side of the boundary. The ghost boundary method provides a very accurate and stable
boundary condition and has been used extensively by SPH practitioners [27, 28].
2.3. Time Stepping
The SPH–ALE sets of equations (3) can be marched in time using any stable time integrating algorithm for ordinary
differential equations. Here, a second order symplectic time integration scheme is used to calculate the evolution of
the SPH–ALE equations in time. GUILCHER et al. [18] suggested the use of classical 4 th order Runge–Kutta or
3 rd order Strong Stability Preserving Rung–Kutta schemes. However, higher order schemes signiﬁcantly increase the
computational cost which does not necessarily improve the accuracy of the results.
The time step is in general restricted by a CFL condition on acoustic waves.
3. Results and Discussions
Here, two different problems are simulated using the proposed SPH scheme. The ﬁrst test case compares the results
of the SPH scheme in capturing a sharp impact pressure with an incompressible Level Set solver (for a description of
the Level Set solver see [29]). In the second test case the wave impact on a rigid wall with a large entrained air pocket
is simulated. The SPH simulation is initialised by the output of a fully non-linear potential ﬂow solver [10].
3.1. The Liquid Patch impact Test Case
The problem studied here is the impact of a liquid patch on a rigid horizontal wall [30]. The initial shape of the
liquid patch is rectangular and is at rest in an atmosphere of a gaseous phase at time t = 0. The liquid patch then falls
freely under gravity. The dimensions of the problem are shown in Figure 2.
Fig. 2: Liquid Patch impact problem.
Dimension m
H 15
h 8
h1 2
h2 5
L 20
l 10
l1 5
Table 1: Dimensions.
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The simulations were performed for water (heavy ﬂuid) and air (the light ﬂuid). The physical properties of the
ﬂuids are given in Table 2.
Table 2: Properties of ﬂuids.
Water Air
Density (ρ) kgm−3 1000 1.2
Sound Speed (c)ms−1 1500 342
Isentropic Exponent (γ) 7 4
Figure 3 compares the impact pressure obtained with the SPH simulations and with the Level Set simulations at
different resolutions. The impact pressure was measured at the centre of the bottom wall.
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Fig. 3: Comparison of the time variation of the impact pressure at the centre of the bottom wall between the SPH and the Level Set
simulations at different resolutions.
It can clearly be seen that both methods agree very well in terms of the magnitude of the impact pressure at the
corresponding resolution. However, the temporal location of the impact differs between SPH and Level Set. This
difference is also visible between Level Set results at different resolutions. This is due to the fact that the interface
is sharp in the SPH method whereas it has a thickness (of ∼ 2Δx) in the Level Set scheme. Therefore, the interface
in the Level Set simulations is thicker in coarser resolutions and hence the impact occurs sooner. It is worth noting
that although the Level Set solver is incompressible however since the interface is not sharp and has a thickness, the
scheme can be considered compressible across the interface.
3.2. Wave Impact on a Rigid Wall
In the previous test case it was shown that the proposed two-phase compressible SPH scheme is capable of mod-
elling violent impacts accurately. However, in case of a wave impact on a structure, the generation and propagation
of the wave can take a long time with the SPH method. Therefore, like in [31], a potential ﬂow solver (FSID code;
incompressible, inviscid and single ﬂuid with free-surface solver) is used to generate and propagate the wave up to
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the impact point. The output of the potential ﬂow solver is then used to initialise the SPH particles. Although the
FSID code is very efﬁcient for wave generation and propagation, it cannot model the compressibility effects during
the impact and it is not able to compute the solution when the wave crest approaches (hits) the wall.
In order to initialise the SPH particles, a bilinear interpolation is used to map the interface proﬁle, velocity and
pressure ﬁelds from a ﬁxed grid (provided by FSID) to the initial set-up of the particles. Here, only the particles in
the liquid phase are initialised and the gas particles are at rest (zero velocity and pressure equal to the background
pressure). Figure 4 shows the evolution and the ﬁnal shape of the wave generated with the FSID code.
(a) (b)
Fig. 4: (a): Evolution of the desired wave with FSID. (b): Final shape of the wave used for initialising the SPH particles.
The SPH particles were placed on a grid of squares with initial spacing of Δp= 0.033m resulting in a total number
of ∼ 154,000 particles including the ghost boundaries. Figure 5 shows the snapshots of the SPH particles at various
times during the impact.
In order to better understand the pressure distribution and the velocity ﬁeld, closer views of the particles during the
impact are shown in Figure 6.
Three main characteristic phenomena can be clearly seen in the ﬁgures. (i) As the wave crest is approaching the
wall, the gas tends to escape between the wave crest and the wall. Figure 6e shows the time when the escaping gas
reaches its maximum velocity of 122.6 ms−1. (ii) When the tip of the wave crest hits the wall, a maximum impact
pressure occurs at the contact point. This is a very sharp and localised impact pressure (see Figure 6i). Lafeber et al.
[32] introduced and described the concept of Elementary Loading Processes (ELP) that occur during a single wave
impact on a wall. They have coined this type of impact as an “ELP1” type impact. The ELP1-type impact is due to
the discontinuity of velocity imposed by the wall to the liquid particles and characterised by instantaneously loaded
area. This leads to a very sharp impact pressure peaks. (iii) At this time the gas pocket is compressed and the pressure
inside it oscillates. This type of pressure oscillations that are due to the gas compression and expansion are named as
“ELP3 ” in [32].
When the wave gets closer to the wall, the water level at the wall is gradually increasing at the points initially below
it. This increase in the free-surface level results in a slight increase of pressure in this region. Figure 7 shows the time
history of the pressure variations at these points.
The pressure inside the gas pocket is however smooth and uniform in time as observed by [32, 31, 33]. The time
variation of the pressure for sensors located inside the gas pockets is shown in Figure 7.
For the sensors located at the impact region, the impact pressure is very sharp and hence requires a very ﬁne
resolution in both space and time. Figure 9 shows the impact pressure proﬁle at the sensors around the impact
location. It can be seen from the sensors located at y = 6.24 m and at y = 6.30 m that the peak of the impact pressure
is four times larger. Since the difference between these two sensors is less than two particles spacing, it shows that a
much ﬁner resolution is required to be able to capture the impact peak precisely. Figure 9 also shows the decay of the
pressure at the sensors away from the impact point.
As the wave travels along the wall after the impact, the pressure increases on the sensors that get into contact with
the run-up and decreases afterwards. This can be clearly seen in Figure 10. However, as the wave travels along the
wall it looses its momentum and hence the peak of the travelling pressure is reduced.
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(a) (b)
(c) (d)
(e) (f)
Fig. 5: Snapshots of the SPH simulations at various times. The initial spacing of the SPH particles was set to 0.033m. The particles
are coloured by their density; red and blue represent heavy ﬂuid with ρ = 1000 kgm−3 and light ﬂuid with ρ = 1.2 kgm−3,
respectively . Note the sharp interface between the liquid and gaseous phases.
4. Conclusion
Simulating two-phase compressible ﬂows is known to be challenging with the SPH method. In addition, modelling
a quasi–incompressible ﬂow with a compressible solver is a cumbersome problem regardless of the nature of the CFD
approach. In this paper, a robust, reliable and accurate two-phase SPH solver is introduced to model complex ﬂuid
dynamics problems.
Two different problems are solved to demonstrate the capability of the two-phase SPH scheme. The ﬁrst test case
is an interesting benchmark problem as it incorporates the phenomenology of liquid impact during complex events
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(a) (b) (c)
(d) (e) (f)
Fig. 6: Snapshots of the SPH simulations at various times. Particles are coloured by their density (left), velocity magnitude
(middle) and pressure (right). Time increases from top to the bottom. Continued on the next page.
such as sloshing in marine tanks. The SPH results were compared with the results of an incompressible Level Set
solver and showed an excellent agreement in terms of the pressure peak at the same resolutions with the Level Set
simulations. The difference in the temporal location of the impact pressure was associated to the interface thickness in
the Level Set simulations whereas the proposed SPH scheme was capable of modelling very sharp interfaces between
the phases.
The second test case involved a wave impact on a rigid wall with an entrained gas pocket. Here, the SPH particles
were initialised by the output of a fully non-linear potential ﬂow solver (FSID) [10]. Although the global features of
the ﬂow were modelled very well, a much ﬁner resolution is required to capture the impact pressure accurately. The
parallelization of the code is in progress and the simulations with ﬁner resolutions will be performed in the nearest
future.
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(g) (h) (i)
(j) (k) (l)
Fig. 6: Continued.
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Fig. 6: Continued.
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