Abstract. We explicitly determine the high-energy asymptotics for WeylTitchmarsh matrices associated with general matrix-valued Schr odinger operators on a half-line. This is a revised and updated version of a previously archived le.
Introduction
The high-energy asymptotics z ! 1 of scalar- hardly any attention at all. In fact, we are only aware of a total of two papers devoted to Weyl-Titchmarsh M-function asymptotics for general half-line matrix Schr odinger operators: one by Clark 20] in the case m = 2, n = 0, and a second one, an apparently unpublished manuscript by Atkinson 7] in the case m 2 N, n = 0. Both authors are solely concerned with determining the leading term in the asymptotic high-energy expansion of the Weyl-Titchmarsh matrix M + (z; x 0 ) as z ! 1 without investigating higher-order expansion coe cients. (It should be noted that this observation discounts papers in the special scattering theoretic case concerned with short-range coe cients Q (n) 2 L 1 ( x 0 ; 1); (1 + for z in sectors in the open upper half-plane due to a variety of variable transformations, which nally reduce the problem to the study of a managable Riccati system of di erential equations.
Our principal motivation in studying this problem stems from our general interest in operator-valued Herglotz functions (cf. 12 85] ) and its possible applications in the areas of inverse spectral theory and completely integrable systems. More precisely, using higher-order expansions of the type (1.1), one can prove trace formulas for Q(x) and certain higher-order di erential polynomials in Q(x), following an approach pioneered in 42] (see also 35] , 36]). These trace formulas, in turn, then can be used to prove various results in inverse spectral theory for matrix-valued Schr odinger operators H = ?I m d 2 dx 2 + Q in L 2 (R) m . For instance, using the principal result of this paper, Theorem 4.6, and its straightforward application to the asymptotic high-energy expansion of the diagonal Green's matrix G(z; x; x) = (H ? z) ?1 (x; x) of H, the following matrix-valued extension of a classical uniqueness result of Borg 10] has been obtained in 22] . Theorem 1.1 ( 22] ). Suppose H is re ectionless (e.g., Q is periodic and H has uniform spectral multiplicity 2m) and spectrum E 0 ; 1) for some E 0 2 R. Then Q(x) = E 0 I m for a.e. x 2 R:
( 89] ). In fact, most of these references deal with more general singular Hamiltonian systems and hence we here specialize this material to the matrixvalued Schr odinger operator case at hand. The subsequent section is devoted to a proof of the leading-order asymptotic high-energy expansion (1.1) of M + (z; x 0 ), originally due to Atkinson. Since the result is a fundamental ingredient for our principal Section 4, and to the best of our knowledge, his manuscript 7] remained unpublished, we provide a detailed description of his approach in Section 3. Finally, Section 4 develops a systematic higher-order high-energy asymptotic expansion of M + (z; x 0 ), combining Atkinson again, with the value of r depending upon the context involved.
Next we turn to Weyl-Titchmarsh theory associated with (2.1) and brie y recall some of the results developed by Hinton and Shaw in a series of papers devoted to spectral theory of (singular) Let (z; x; x 0 ) be a normalized fundamental matrix of solutions of (2.3) at some x 0 2 R; that is, (z; x; x 0 ) is of the type (z; x; x 0 ) = j;k (z; x; x 0 )] 2 j;k=1 = (z; x; x 0 ) (z; x; x 0 ) = (z; x; x 0 ) (z; x; x 0 ) 0 (z; x; x 0 ) 0 (z; x; x 0 ) ; (2.4a) (z; x 0 ; x 0 ) = I 2m ; (2.4b) where (z; x; x 0 ); (z; x; x 0 ) 2 C 2m m , and where (z; x; x 0 ) and (z; x; x 0 ) represent a fundamental system of m m matrix-valued solutions of (2.2), entire with respect to z 2 C , and normalized according to (2.4b) ; that is, More precisely, Atkinson proved the analog of (3.1) in 7] for more general SturmLiouville-type situations rather than matrix-valued Schr odinger operators. To the best of our knowledge, Atkinson's manuscript 7] remains unpublished. Since the result is crucial for our principal Section 4, we will specialize his arguments to the simpli ed situation at hand and provide a complete account of his approach (at times going beyond some of the arguments sketched in 7]).
One of our tools in studying M + (z; x 0 ) will be to relate it to a matrix Riccati-type equation with solution M + (z; x) de ned as follows. We rst note that M + (z; x 0 ) =ũ 0 + (z; x 0 )ũ + (z; x 0 ) ?1 ; z 2 C nR; Together, (3.18) and (3.19) imply that f u(z; ) u(z; )f 0, and hence that u(z; )f = u 0 (z; )f = 0. Given the uniqueness of solutions for system (2.3), we conclude that 0 = u(z; x 0 )f = f; thereby producing a contradiction which completes the proof. This is equivalent to (u(z; x) ? ijzj ?1=2 u 0 (z; x) )(u(z; x) + ijzj ?1=2 u 0 (z; x)) (u(z; x) + ijzj ?1=2 u 0 (z; x) )(u(z; x) ? ijzj ?1=2 u 0 (z; x)): (3.22) Given the invertibility of u(z; x) ? ijzj ?1=2 u 0 (z; x) shown in Lemma 3.5, we infer that #(z; x) satis es (3.10). The proof of this theorem will be completed upon showing that #(z; x) satis es (3.9a). Now consider a sequence, z n 2 C " , such that jz n j ! 1 as n ! 1 and such that 0 < " < n = arg (z n ) < ? ": (3.33) By choosing an appropriate subsequence, we may assume that n ! 2 "; ? "]: (3.34) Let '(z n ; t) denote a corresponding sequence of functions that satisfy (3.30a) and (3.31), with initial data, '(z n ; 0), de ned by (3.30b) for a sequence of points M(z n ; x 0 ), n 2 N, where each M(z n ; x 0 ) is chosen to lie in the disk D R (z n ; c; x 0 ). Note that as z n ! 1, the intervals described in (3.31) eventually cover all compact subintervals of R + . Given the uniform boundedness of ' n (t) = '(z n ; t) described in (3.31), we assume, upon passing to an appropriate subsequence still denoted by ' n (0), that ' n (0) = '(z n ; 0) ! ' 0 ( ); as n ! 1; Theorem 3.7. The solution ( ; t) of (3.37) satis es ( ; t) ( ; t) I m (3.38) for 0 t < 1. Moreover, the solutions ' n (t) = '(z n ; t) of (3.30) converge to ( ; t) uniformly on 0; T] for every T > 0, as n ! 1. Proof. Let T 2 R + be the greatest value such that (3.38) holds for t 2 0; T]. We show that (3.38) must hold for some 0; T 0 ] with T 0 > T, thus proving T = 1.
The solution of (3.37), ( ; t), presumed to be de ned on 0; T], can be continued onto some 0; T 0 ] with T 0 > T; ( ; t) then satis es ( ; t) ( ; t) k 2 I m (3.39) for 0 t T 0 and for some k 1. For brevity, let ' 0 n = G n (' n ; t) denote (3.30a) with z = z n , and let 0 = H( ; t) In (3.1) an asymptotic expansion is given that is uniform with respect to arg(z) for jzj ! 1 in C " . However, we observe that the proof just completed shows more:
Allowing the reference point x 0 to vary, the asymptotic expansion given in (3.1) is also uniform in x 0 for x 0 in a compact subset of R. Note that the system (3.37) is independent of the reference point x 0 . Recall that , de ned in (3.34) , is determined by our apriori choice of the sequence z n subject only to z n being in C " (c.f. (3.33) ). Next note that ' 0 ( ), which is de ned as a limit in (3.35), which is described explicitly in Corollary 3.8, and which gives solutions of (3.37) which satisfy (3.38) for 0 t < 1, is also independent of the reference point x 0 . Thus, had we chosen x 0 0 6 = x 0 as our reference point at the start, the asymptotic analysis begun in Theorem 3.7 and continued in (3.54){(3.57) would remain the same after the variable change in (3.28) except for the integral expression present in (3.43) in which x 0 would be replaced by x 0 0 . However, given the local integrability assumption on Q(x) present in Hypothesis 2.1, we see that the integral expression in (3.43) is uniformly continuous for x 0 in a compact subset of R. Thus (3.44) and consequently (3.48) are uniform for t, and for x 0 , in compact subsets of R.
As a consequence, we see that (3.57) holds for elements of the Riccati disk D R (z; c; x 0 ), that this asymptotic expansion is uniform with respect to arg (z) for jzj ! 1 in C " and that it is uniform in x 0 as long as x 0 varies in compact subsets of R. The asymptotic expansion described in (3.58) then follows by Theorem 3.6
We will see in the next section that the remainder term o(jzj 1=2 ) in (3.58) can be improved to o(1).
Higher-Order Asymptotic Expansions
In this section we shall prove our principal result, the asymptotic high-energy expansion of M + (z; x) to arbitrarily high orders in sectors of the type C " C + as de ned in Theorem 3.1.
Throughout this section we choose Im(z 1=2 ) > 0 for z 2 C + . We also recall the following notion: x 2 a; b) (resp., x 2 (a; b]) is called a right (resp., left) Lebesgue point of an element q 2 L 1 ((a; b)), a < b, if Remark 4.7. A comparison of (3.58) and (4.40) with N = 0 shows that one can improve the remainder term o(jzj 1=2 ) in (3.58) to o(1). In particular, this also yields an improvement of our rough estimate (4.39) to the e ect that the term (1+jzj 1=2 ) can be replaced by 1 in (4.39) and hence in (4.31) .
In analogy to Theorem 3.9, the asymptotic expansion 
