On the Existence of Periodic Solutions for the Quasi-Linear Third-Order Differential Equation  by Mehri, B & Niksirat, M
Journal of Mathematical Analysis and Applications 261, 159–167 (2001)
doi:10.1006/jmaa.2001.7486, available online at http://www.idealibrary.com on
On the Existence of Periodic Solutions for the
Quasi-Linear Third-Order Differential Equation
B. Mehri
Department of Mathematics, Sharif University of Technology, Tehran, Iran, and
Institute for Advanced Studies in Basic Science, Gavehzang, Zanjan, Iran
and
M. Niksirat
Iranian Institute of Engineering Research, Tehran, Iran
Submitted by Johnny Henderson
Received May 27, 2000
In this paper we consider the nonlinear third-order quasi-linear differential
equation
x′′′ + k2x′ = f x x′ x′′
and obtain some simple conditions for the existence of a periodic solution for it.
In so doing we use the implicit function theorem to prove a theorem about the
existence of periodic solutions and consider one example to show the realizability
of the conditions. The validity of the conditions for the parameter-free problem
x′′′ + k2x′ = f x x′ x′′
also is considered. © 2001 Academic Press
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1. INTRODUCTION
The investigation of a periodic solution for the nonlinear third-order
autonomous differential equation is a difﬁcult problem partly because of
the topological characteristics of three-dimensional space in contrast with a
plane. As a matter of fact and in contrast with the second-order situation,
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the existence of periodic solutions for third order and higher has really not
been investigated to a large extent. The Poincare–Bendixon Theorem which
is so powerful for second-order differential equations is not applicable to
the third order. Mehri [1] investigated the periodic solution when a certain
parity condition holds for the equations of the form
x′′′ + x′ = f x x′ x′′
where f x−x′ x′′ = f x x′ x′′. Also, Mehri and Emamirad [2] devel-
oped a similar argument for the systems of an odd number of second-order
autonomous equations by aid of degree theory but still having the parity
condition. Then Mehri and Niksirat [3] generalized the above argument for
the arbitrary systems and also for the nth-order equation. In this paper we
consider equations without any parity condition.
Let’s consider the equation
x′′′ + k2x′ = f x x′ x′′ (1)
where f is smooth enough that the existence and uniqueness of the solution
are guaranteed. The following boundary conditions should be satisﬁed if the
equation (1) has a periodic solution with period ω:
x0 − xω = 0
x′0 − x′ω = 0 (2)
x′′0 − x′′ω = 0
We consider such integral curves of the equation that penetrate the x− x′′
plane. In fact, if x′t won’t be changed in sign then xt − x0 and x′′t −
x′′0 are constant in sign and never zero. So, xt, the solution of Eq. (1),
is
xt = a+ b coskt + 
k2
∫ t
0
1− coskt − sf sds (3)
where
f s = f xs x′s x′′s
We put ω = 2π
k
+ τ and deﬁne
a b τ =

 x0 − xωx′0 − x′ω
x′′0 − x′′ω

  (4)
and 0 as  computed at  = 0; i.e., lim→0  = 0.
In the following theorem we show that if 0 has a zero point then there
exists 0 > 0 such that for all  < 0 Eq. (1) has a periodic solution.
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Theorem. Assume that there exist a0 b0 	= 0 such that
∫ 2π
k
0
f a0 + b0 cosks−b0 sinks−b0 cosksds = 0
∫ 2π
k
0
cosksf a0 + b0 cosks−b0 sinks−b0 cosksds = 0
(5)
and which in addition satisfy the condition
∫ 2π
k
0
∫ 2π
k
0
cosks
hsfxu − fxshuds du 	= 0 (6)
where
fvw =
∂f
∂v
a0 + b0 coskw−b0 sinkw−b0 coskw
hw = coskwfxw − sinkwfx′ w − coskwfx′′ w
Then there exist 0 > 0 such that for all  < 0 Eq. (1) has a nonconstant
ω-periodic solution.
Proof. By some easy manipulations for  = 0, the conditions (4) can be
rewritten as the equations (5). For J0a0 b0 τ0 we have
∂01
∂τ
= ∂03
∂τ
= 0∂02
∂τ
= b
and by some straightforward manipulation the relation
∂01
∂a
∂03
∂b
− ∂01
∂b
∂03
∂a
	= 0
reduces to Eq. (6). So the Implicit Function Theorem guarantees the exis-
tence of a b τ  if relations (5) and (6) are satisﬁed. The solution
is obviously nontrivial, because the a b are uniformly convergent to
a0 b0 when → 0.
Consider a three-dimensional space spanned by a b τ, then the above
conditions are geometrically equivalent to the existence of a set of points
on the a b 0-plane. It is obvious that for 0 we have τ = 0 because the
corresponding condition for τ in 0 = 0 is
bτ =
∫ 2π
0
sins f sds = 0
The number of these points should be even because if a0 b0 satisﬁes the
conditions (5) and (6) then a0−b0 also satisﬁes them. In addition, the
a b a−b couple rests on the same orbit and their Jacobian signs are
in contrast. Because of the ﬁniteness of the points, it is possible to form
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an open bounded subset around each of the points such that the stationary
points such as 0 0 τ do not belong to their boundary.
Deﬁne  as a subset of 3 so that the 0 has a unique zero point in it
and 0 	∈ ∂. This is possible because the a0 b0 τ0 as a zero point of 0
isn’t a critical point. Now consider  as a homotopy as
 0 1 ×→ 3
By the deﬁnition d0 0 = SignJ0 and by the above theorem for
sufﬁciently small  we have d 0 = d0 0; see for example [4]
and [5]. For this we can replace condition (6) with the more proper
condition
d0 0 	= 0 (7)
where  is the proper neighborhood of all the points that satisfy (5). This
deﬁnes a connected path or branch in a b τ space that starts at a point
on the a b 0 plane, and its Jacobian sign is equal to the Jacobian sign
of 0. Each point on these paths corresponds to an initial condition for
a periodic solution of Eq. (1) for a certain . Let P = 
p1     p2n be
the set of points that satisfy the conditions (5), (7) (it should be ﬁnite and
even), and let’s call the connected path started from pi the positive branch
and denote it by γ+pi if d0 0 = 1 and the negative branch and denote
it by γ−pi if d0 0 = −1. Let Q be the set of points that satisfy (5) but
not (7) (its measure should be zero by Sard’s theorem) and call the path
started at q ∈ Q the zero branch and denote it by γ0q. The analysis of these
branches helps us to ﬁnd out the characteristics of the periodic solutions
of Eq. (1).
R ∈ a b τ is a resolving point if two or more branches intersect each
other at it for deﬁnite  and dR 0 = 0 for any open bounded sub-
set R containing only R as a 0-point of . Then it is necessary, if R
is a resolving point, that the number of signed branches (i.e., positive or
negative branches) be even and their sign be in contrast. In addition, if
for example two branches γ+pi and γ
−
pj
would be resolved then γ−pi and γ
+
pj
would also be resolved. A stationary point S of Eq. (1) is called periodic
if there exists a neighborhood of S that includes a two-dimensional surface
containing S such that each point of it belongs to a periodic orbit. It should
be noted that if all the stationary points of Eq. (1) are nonperiodic then
for every p ∈ P the branches γ+p and γ−p will not be resolved. But deﬁne
t as
t =

 xt − xω+ tx′t − x′ω+ t
x′′t − x′′ω+ t

 
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It’s evident that if det0 > 0 and detπ < 0 then there is a t0 such
that it’s Jacobian is zero. These points are equivalent to the zero degree of
the mapping t. So it’s expected that these points will not move when 
starts to increase. For this it needs to have d
d
t0=0 = 0. We have the
following for the  = 0:
(
∂
∂a∂b∂τ
t
)
d
d

 ab
τ

 = d
d
t
Then it’s evident that d
d
t0=0 = 0.
B ∈ a b τ is a branching point if two or more branches ramify from
it when  starts to increase and dB 0 = 0 for any open bounded
subset B containing only B as a 0-point of . It is evident that the
number of signed branches that ramify from a branching point should be
even and contrast in sign; however, the arbitrary number of zero branches
can ramify from a branching point. In addition the number of branching
points for deﬁnite  should be even, because the a b a−b couple rests
on the same orbit and intersects the x′ = 0 plane in the x x′ x′′ space.
It is obvious that if the a b 0 plane doesn’t contain any branching point
then Eq. (1) doesn’t have any branching point for the sufﬁciently small .
Also, it doesn’t have any resolving point for the sufﬁciently small . When
 starts to increase in Eq. (1), complex phenomena can potentially occur.
The opposite signed branches can be resolved and make one or more zero
branches or the new signed branches can emerge from the newly appeared
branching points. In fact, the Eq. (1) has at least n nontrivial periodic
solutions for  ∈ 0 1 if the resolving phenomena doesn’t occur for it for
 ∈ 0 1. This is because of the possibility of making an open bounded
subset in a b τ space, as γp contains only the γp branch for p ∈ P .
So the homotopy invariance property guarantees the extendibility of the
branch. By the above it is simply implied that if Eq. (1) would fail condition
(5) then for sufﬁciently small  it doesn’t have any periodic solutions and
for larger  it can have zero periodic branches or exclusively even opposite
signed periodic branches.
Theorem. If all the stationary points of Eq. (1) are nonperiodic and
0a b τ = 0 has odd signed periodic orbits then Eq. (1) has at least one
signed periodic solution for  ∈ 0 1.
Remark. Ezielo in his 1963 paper outlined a problem as follows: Under
what conditions has the equation
x′′′ + ax′′ + bx′ + gx = 0
a periodic solution? The above theorem presents a sufﬁcient condition for
the Ezeilo problem. Thus, b > 0 and there exist 4k+ 2 numbers of αβ > 0
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that satisfy the conditions
∫ 2π√
b
0
gα+ β cos
√
bsds = 0
∫ 2π√
b
0
cos
√
bs gα+ β cos
√
bsds = − aπ√
b
β
and the corresponding condition (7) is satisﬁed for such α and β.
Generalization of the above result to a third-order system is straightfor-
ward. Consider the equation
X ′′′ +X ′ = FXX ′X ′′ X ∈ n (8)
where X ∈ n and F  3n → n. We have Xt as
Xt = A+ cos tB + sin tC + 
∫ t
0
1− cost − sFsds
Let the integral curves of the equation start at a point on the x′n com-
plement subspace of X − X ′ − X ′′ space, so A = a1     an, B =
b1     bn, and C = c1     cn−1 0. Deﬁne  as
 =

 X0 −XωX ′0 −X ′ω
X ′′0 −X ′′ω

 
where ω = 2π + τ. Deﬁne
0 = lim
→0

and set 0 = 0. We obtain the following:∫ 2π
0
Fsds = 0
τB +
∫ 2π
0
sinsFsds = 0
τC −
∫ 2π
0
cossFsds = 0
If the above equation has a solution for ABC, and τ and additionally the
corresponding Jacobian isn’t 0, then there is  	= 0 such that Eq. (2) has a
ω-periodic solution. The  is
 =


1 
2 
3 

 
quasi-linear 3rd order ode solutions 165
where
1  =
[
bi1− cos τ − ci sin τ − 
∫ 2π+τ
0
1− cosτ − sfisds
]

2  =
[
bj sin τ − cj1− cos τ − 
∫ 2π+τ
0
sinτ − sfjsds
]

3  =
[
fk = −bk1− cos τ + ck sin τ − 
∫ 2π+τ
0
cosτ − sfksds
]

The Jacobian of  is
J =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂1 
∂A
∂1 
∂B
∂1 
∂C
∂1 
∂τ
∂2 
∂A
∂2 
∂B
∂2 
∂C
∂2 
∂τ
∂3 
∂A
∂3 
∂B
∂3 
∂C
∂3 
∂τ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

where
∂1 
∂A
=
[
−
∫ 2π
0
1− coss ∂F
∂A
sds
]
∂1 
∂B
=
[
−
∫ 2π
0
1− coss∂F
∂B
sds
]
∂1 
∂C
=
[
−
∫ 2π
0
1− coss∂F
∂C
sds
]
∂1 
∂τ
= −C
∂2 
∂A
=
[∫ 2π
0
sins ∂F
∂A
sds
]
∂2 
∂B
=
[∫ 2π
0
sins∂F
∂B
sds
]
+ τI
∂2 
∂C
=
[∫ 2π
0
sins∂F
∂C
sds
]
∂2 
∂τ
= B
∂3 
∂A
=
[
−
∫ 2π
0
coss ∂F
∂A
sds
]
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∂3 
∂B
=
[
−
∫ 2π
0
coss∂F
∂B
sds
]
∂3 
∂C
=
[
−
∫ 2π
0
coss∂F
∂C
sds
]
+ τI0
∂2 
∂τ
= C − F2π
So by straightforward manipulation we obtain
∂F
∂A
s=0 =
[
∂fi
∂xj
s
]
∂F
∂B
s=0 =
[
∂fi
∂xj
s cos s − ∂fi
∂x′j
s sin s − ∂fi
∂x′′j
s cos s
]
∂F
∂C
s=0 =
[
∂fi
∂xj
s sin s + ∂fi
∂x′j
s cos s − ∂fi
∂x′′j
s sin s
]

Numerical Treatment. One of the advantages of the discussed method
is that it is really a constrictive method that can easily be implemented
numerically. After determining the solutions of Eq. (5) and ensuring that
their Jacobians aren’t vanishing, they can be used for calculating a b τ,
for example, by Taylor’s method for solving a system of nonlinear algebraic
equations. For this we need a proper initial guess that is provided by the
solution of Eq. (5) and the Jacobian of . The Jacobian can be calculated
numerically and then by iterating the calculation for new points we can
obtain the proper estimated initial condition along with the period of the
solution for . This point can be considered as the initial guess for the other
value of .
Example. Consider the equation
x′′′ + x′ = αx3 − xβ− γx′x′′ αβ > 0
For the above equation, the conditions (5) reduce to the following equation
between a b:
a
(
a2 + 3
2
b2 − β
α
)
= 0
b
(
3a2 + 3
4
b2 − β
α
)
= 0
It is evident that the above equations form two ellipses with a nonzero four-
point intersection and for a = 0 two points as b = ±√4β/3α. In addition,
Eq. (6) reduces to the 3αbb2/16− a2 that is nonzero for the six obtained
points.
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