The Conway-Maxwell-Poisson distribution is a two-parameter generalisation of the Poisson distribution that can be used to model data that is under-or overdispersed relative to the Poisson distribution. The normalizing constant Z(λ, ν) is given by an infinite series that in general has no closed form, although several papers have derived approximations for this sum. In this work, we start by using probabilistic argument to obtain the leading term in the asymptotic expansion of Z(λ, ν) in the limit λ → ∞ that holds for all ν > 0. We then use an integral representation to obtain the entire asymptotic series and give explicit formulas for the first eight coefficients. We apply this asymptotic series to obtain approximations for the mean, variance, cumulants, skweness, excess kurtosis and raw moments of CMP random variables. Numerical results confirm that these correction terms yield more accurate estimates than those obtained using just the leading order term.
Introduction
The Conway-Maxwell-Poisson (CMP) distribution (also known as the COM-Poisson distribution) is a natural two-parameter generalisation of the Poisson distribution that was introduced by Conway and Maxwell [2] as the stationary number of occupants of a queuing system with state-dependent service or arrival rates. The first in-depth studies of the CMP distribution were carried out by Boatwright et al. [1] and Shmueli et al. [18] . Since then the distribution has received attention in the statistics literature on account of the flexibility it offers in statistical models. In particular, the CMP distribution is useful for modelling data that is under-or over-dispersed relative to the Poisson distribution. Sellers and Shmueli [17] have used the CMP distribution to generalise the Poisson and logistic regression models; Kadane et al. [8] considered the use of the CMP distribution in Bayesian analysis; the CMP distribution is also employed in a flexible cure rate model formulated by Rodrigues et al. [15] ; and a survey of further applications of the CMP distribution is given in Sellers et al. [16] .
We shall write X ∼ CMP(λ, ν) if P(X = j) = 1 Z(λ, ν) λ j (j!) ν , j = 0, 1, 2, . . . , (1.1) where Z(λ, ν) is a normalizing constant defined by
The domain of admissible parameters for which (1.1) defines a probability distribution is λ, ν > 0, and 0 < λ < 1, ν = 0. Its distributional properties were first studied by Shmueli et al. [18] , and a comprehensive account is given in a recent work of Daly and Gaunt [3] . The focus of this paper, however, is the normalizing constant Z(λ, ν). Many important summary statistics of the CMP distribution can be expressed in terms of Z(λ, ν) (see [18] , [3] and Section 3), which motivates studying the properties of Z(λ, ν). Plainly, X ∼ CMP(λ, 1) has the Poisson distribution Po(λ) and the normalizing constant Z(λ, 1) = e λ . As noted by Shmueli et al. [18] , other choices of ν give rise to well-known distributions. Indeed, if ν = 0 and 0 < λ < 1, then X has a geometric distribution, with Z(λ, 0) = (1 − λ) −1 . In the limit ν → ∞, X converges in distribution to a Bernoulli random variable with mean λ(1 + λ) −1 and lim ν→∞ Z(λ, ν) = 1 + λ. It was noted by Şimşek and Iyengar [19] and Daly and Gaunt [3] that Z(λ, 2) = I 0 (2 √ λ), where
2k is a modified Bessel function of the first kind. Finally, Nadarajah [10] noted that, for integer ν, the normalizing constant can expressed as generalized hypergeometric function: Z(λ, ν) = 0 F ν−1 (; 1, . . . , 1; λ) (see Appendix A.1 for a definition). An elegant integral representation of the normalizing constant has also recently been obtained by Pogány [14] .
In general, however, the normalizing constant Z(λ, ν) does not permit a closed-form expression in terms of elementary functions. Asymptotic results are available, however. Shmueli et al. [18] proved that, for fixed positive integer ν,
Their approach involved a Laplace approximation of a (ν − 1)-dimensional integral representation of Z(λ, ν), and does not generalise to non-integer ν. However, they conjectured that (1.2) was valid for all ν > 0. Earlier, Olver [12] had used contour integration to derive the leading term in the asymptotic expansion of Z(λ, ν) for 0 < ν ≤ 4. Gillispie and Green [5] built on the work of [12] to confirm that (1.2) holds for all ν > 0. In a recent work, Şimşek and Iyengar [19] used a considerably simpler probabilistic argument to derive the approximation (1.2). Their approach involved expressing the normalizing constant as an expectation involving a Poisson random variable, which is then approximated by a normal random variable to yield an approximation for Z(λ, ν). However, as was noted by the authors, a slight gap in their argument meant that their derivation was not rigorous. In this paper, we fill in this gap, which results in an elegant and rigorous derivation of (1.2) that holds for all ν > 0.
The natural next question is to ask for lower order terms in the asymptotic expansion of Z(λ, ν). In Theorem 1.1, we obtain the entire asymptotic expansion for ν > 0, and give explicit formulas for the first eight terms in the expansion. We arrive at our asymptotic series by recalling that Z(λ, ν) = 0 F ν−1 (; 1, . . . , 1; λ) for integer ν. This leads us to a new integral representation which is just a generalization of the integral representation 16.5.
where the contour L starts at infinity on a line parallel to the positive real axis, encircles the nonnegative integers in the negative sense, and ends at infinity on another line parallel to the positive real axis. The integral converges for ν > 0 and λ = 0. Hence, ν does not have to be a positive integer. The methods in Lin and Wong [9] can be used to obtain the complete asymptotic expansion for this integral. The details are in Appendix A.1.
where the c j are uniquely determined by the expansion
In particular, c 0 = 1, c 1 =
(ν 2 + 23). For more coefficients see (A.31).
This is the first instance in which correct lower order terms have been obtained, and numerical results, given in Section 4, show that these correction terms yield more accurate estimates than those in the existing literature. The lower order terms are given in terms of the c j , which can be determined from (1.5). The c j can be readily obtained using computer algebra, and in Appendix A.1 we provide a simple computational method and give the first eight terms. Our code is available at http://www.maths.ed.ac.uk/∼adri/CMPdistr.mw.zip.
For any fixed ν > 0, the asymptotic expansion is valid as λ → ∞. However, because the asymptotic expansion is given in terms of negative powers of λ 1/ν , for sufficently large λ, the approximation will be particularly accurate for small ν (the over-dispersed ν < 1 case), although the approximation is accurate even in the under-dispersed ν > 1 case. Indeed, as seen in Section 4, even in the fairly moderate λ = 1.5 case, taking the first three terms in (1.4) gives an absolute error of less than 1% for ν = 1.9, and the approximation is improved further for smaller values of ν. Based on the numerical results of Section 4, we consider that a safe rule of thumb for obtaining accurate approximations using the asymptotic approximation (1.4), with the first three terms, is for both λ ≥ 1.5 and λ 1/ν ≥ 1.5 to hold (the absolute error was always less than 0.5% in our tests), but we refer the reader to Tables 1 and 2 for numerical results that provide further insight into the quality of the approximation.
As mentioned above, certain important summary statistics of the CMP distribution can be expressed in terms of the normalizing constant Z(λ, ν), and our asymptotic series (1.4) allows us to obtain more accurate estimates for these summaries than those in the current literature. In Section 3, we demonstrate this by applying expansion (1.4) to obtain approximations for the mean, variance, cumulants, skweness, excess kurtosis and raw moments of CMP random variables.
The rest of this article is organised as follows. In Section 2, we fill in the gap in the derivation of Şimşek and Iyengar [19] to obtain a rigorous probabilistic proof of the leading term in the asymptotic expansion of Z(λ, ν). In Section 3, we use Theorem 1.1 to derive approximations for several summary statistics of the CMP distribution. In Section 4, we present numerical results that confirm that the lower order correction terms result in more accurate estimates of Z(λ, ν). We discuss our results in Section 5. Finally, in Appendix A, we prove Theorem 1.1 and the technical Lemma 2.1.
A probabilistic derivation of the leading term in the expansion
In this section, we give a probabilistic derivation of the asymptotic formula (1.2). The basic approach is the same as the one given in Şimşek and Iyengar [19] , but additional care is taken to make the proof rigorous. After presenting our proof, we shall compare our argument to theirs; see Remark 2.3. Before giving the proof we state a technical lemma, which we prove in Appendix A.2. (i) If h is differentiable with bounded derivative on R, then
(ii) If h is an even function (h(x) = h(−x) for all x ∈ R), and h is twice differentiable with first and second derivative bounded on R, then
Proof of (1.2) for all ν > 0. For convenience let us reparametrize the CMP family with
The proof involves three steps. First, we write the normalising constant C(α, ν) as an expectation of a function of the random variable X α ∼ Po(α). We then obtain an asymptotic approximation for this function, and finally use a normal approximation of the Poisson variate X α to approximate the expectations.
Step 1. Express normalizing constant as an expectation. Notice that
where X α ∼ Po(α). When α is large, X α will, with high probability, be concentrated around α. Recalling Stirling's approximation Γ(x+1) ≈ x x e −x √ 2πx, as x → ∞, motivates writing the normalizing constant as
where
Note that the constant term here is the same as the asymptotic expression in (2.6) above, except for the √ ν term in the denominator. The next steps of the proof involve showing
Step 2. Approximation of f α . The central limit theorem says that as α → ∞,
for further details)
. This motivates reparametrizing f α as follows:
We shall now obtain an asymptotic approximation for g α and later apply it together the
We begin by writing
Let us now note two useful asymptotic expansions:
From (2.10) we have that
Substituting into (2.9) and then applying the asymptotic formula (2.11) gives
Taking exponentials and using e t = 1 + t + O(t 2 ) as t → 0 gives
Step 3. Approximation of expectations. From the approximation (2.12), we have
. We now use Lemma 2.1 (see also Remark 2.2) to approximate the expectations involving the random variableX α by the corresponding expectations of the standard normal variate Z to obtain
Here, in applying Lemma 2.1, we made use of the fact that h 1 (x) = e −(ν−1)x 2 /2 is an even function that is twice differentiable with bounded first and second derivative on R, and that h 1 (x) = (x 3 − 3x)e −(ν−1)x 2 /2 has a bounded derivative on R. The second expectation of (2.14) is equal to zero, because (x 3 − 3x)e −(ν−1)x 2 /2 is an odd function. We therefore have that
which completes the proof. ✷ Remark 2.2. Using Lemma 2.1 allows us to quantify the size of the error in the approximation (2.13). We could have derived the leading term in the asymptotic formula (1.2) through a simpler argument by appealing to the fact that sinceX α convergences in distribution to the standard normal distribution we have that
for all bounded functions h : R → R. However, this would have led to the weaker result that C(α, ν) = e να (2πα)
Remark 2.3. The basic outline of our proof follows that of Şimşek and Iyengar [19] ,
. Instead, here we use the central limit approximation X α D ≈ α + Z √ α, which is simpler and leads to no error terms of larger order. Most importantly, our approach allows us to appeal to results for approximating expectations from the Stein's method literature. Applying these results allows us to make the derivation rigorous and quantify the size of the error in the approximation.
3 Applications: approximation of summary statistics
Many important summary statistics, such as moments and cumulants, of the CMP distribution can be expressed in terms of the normalizing constant Z(λ, ν); see Section 2 of Daly and Gaunt [3] for a comprehensive account, where all formulas below can be found. Let X ∼ CMP(λ, ν). The probability generating function is
, and the mean and variance are given by
The cumulant generating function is
and the cumulants are given by
The skewness γ 1 = κ 3 σ 3 and excess kurtosis γ 2 = κ 4 σ 4 , where σ 2 = Var(X), can therefore also be expressed in terms of Z(λ, ν). As moments can be expressed in terms of cumulants, it follows that they in turn can be expressed in terms of Z(λ, ν). Let µ
B n,k (κ 1 , . . . , κ n−k+1 ), (3.18) where the partial Bell polynomial (see Hazelwinkel [6] , p. 96) is given by
, where the sum is taken over all sequences j 1 , j 2 , j 3 , . . . , j n−k+1 of non-negative integers such that the following two conditions hold:
The central moments µ n = E[(X − EX) n ] can be obtained by setting κ 1 = 0 in (3.18). For general parameter values, there do not exist simple closed form formulas for these summary statistics. However, due to the asymptotic approximations of Z(λ, ν), we can obtain approximations. Shmueli et al. [18] used the formula (3.15) and the approximation (1.2) for the normalizing constant to obtain the approximation
Their result was given for integer ν, but as the approximation (1.2) has since been shown to be valid for all ν > 0, it follows that (3.19) also holds for all ν > 0. Daly and Gaunt [3] used the approximation (1.2) to derive the leading order term in the asymptotic expansion of a number of further summary statistics, which hold for all ν > 0.
In the following proposition, we use the asymptotic expansion (1.4) to obtain additional correction terms for several important summary statistics. The expansions we present include the first four terms in the asymptotic series for the above summary statistics, except for the moments for which we obtain the first three terms owing to more complicated expressions. With further calculations, one could readily obtain additional terms, although this would complicate the exposition and lead to only negligible improvements in accuracy. 
Var(X) = λ
21)
23)
The asymptotic series (3.22) for κ n holds for all n ≥ 2, and κ 1 = EX.
Proof. We start with the mean. To obtain the desired level of accuracy it suffices to truncate the asymptotic series (1.4) for Z(λ, ν) at the third term:
where C ν = − ln (2π)
√ ν . Applying the asymptotic formula
We now differentiate the asymptotic series to obtain
which on recalling that c 1 =
and noting that c 2 − c yields the desired asymptotic series for the mean. Here we differentiated the asymptotic series (3.26) in the naive sense by simply differentiating term by term. This is justifiable here (and throughout this proof) because the remainder term is of the form ∞ k=3 a k λ −k/ν . However, as noted by [7] , p. 23, asymptotic series cannot be differentiated in this manner in general. The asymptotic series (3.21) for the variance now follows from differentiating the series (3.20) and applying the formula (3.16).
We now move on to the cumulants. As κ 1 = EX, we restrict our attention to n ≥ 2. From (3.26) we have
ln(λ) + C ν . Using (3.17) and differentiating gives, for n ≥ 2,
which on substituting c 1 =
and c 2 − c 
and
Applying the asymptotic formula
with n = 3/2 and n = 2 to (3.27) and (3.28), respectively, then yields (3.23) and (3.24). Finally, we obtain the asymptotic expansions for the moments µ ′ n . Note that κ 1 , . . . , κ n are all of order λ 1/ν as λ → ∞. Hence, from (3.18) and the asymptotic expansions (3.20) for EX = κ 1 and (3.22) for the cumulants κ n , we have
which on simplifying yields (3.25). The proof is complete. Tables 1 and 2 give the percentage errors in approximating the normalizing Z(λ, ν) by the asymptotic series (1.4) . The values of λ and ν in Table 1 are the same as those used by Shumeli et al. [18] , who also looked at the percentage errors of the leading term in the approximation. The values of λ and ν given in Table 2 provide additional insight into the quality of the approximation in a different parameter regime. Looking at Table 1 , we see that when λ is small the approximation underestimates Z(λ, ν), and the approximation is particularly poor when ν is also small. In these cases, including additional corrections terms actually leads to a worse approximation. However, as expected, the approximation improves as λ increases, particularly when λ 1/ν increases. For λ ≥ 1.1, including the first correction term always leads to a more accurate approximation, and when λ ≥ 1.5 (1.4) . A negative number means that the approximation is less than the true value. Errors greater than 100% are denoted by 101. including both the first and second order correction always leads to the most accurate estimate. For λ = 1.9, including second order correction gives estimates that are more accurate by an order of magnitude than using just the leading order term, and the absolute error is always less than 1%. One can also see from Table 1 that the approximation is particularly accurate when ν is close to 1. This is to be expected because when ν = 1 the leading term in the asymptotic expansion (1.4) reduces, for all λ > 0, to e λ , meaning that the approximation is exact since Z(λ, 1) = e λ . We carried out a similar analysis for the mean, variance, skewness and excess kurtosis. We obtained very similar results, which is unsurprising given that all the these summary statistics can be expressed in terms of Z(λ, ν). For space reasons, we omit the results.
Numerical results
Lastly, we remark that the largest value of the normalizing constant in our study was Z(1.9, 0.1) = 5.49743309747796 × 10 28 . For larger λ, approximating Z(λ, ν) by truncating the exact sum at some large value would be computationally challenging, whereas the asymptotic approximation (1.4) offers an accurate and computationally efficient alternative. Indeed, taking eight terms in the asymptotic approximation gives us 5.49743309747884 × 10 28 , and hence the relative error is 1.59 × 10 −13 . 
Discussion
The problem of approximating the CMP normalizing constant Z(λ, ν) dates back to Shmueli et al. [18] , who derived the leading order term in the asymptotic expansion for large λ and integer ν. Their conjecture that the approximation is valid for all ν > 0 was recently confirmed by Gillispie and Green [5] . In this paper, we complemented this result by filling in a gap in a work of Şimşek and Iyengar [19] to obtain a simpler probabilistic derivation. Whilst novel and interesting, these approaches do not easily allow one to obtain lower order terms. The main contribution in this paper is Theorem 1.1, which gives the entire expansion for all ν > 0. We arrived at our proof by recognising Z(λ, ν) as a generalized hypergeometric function, for which there is a large body of literature on its asymptotics, some quite recent. We then simply generalised results of Lin and Wong [9] to obtain the expansion.
The coefficients in the expansion are given in terms of quantities c j that are uniquely determined by (1.5). We stated the first eight terms, which should suffice for most practical purposes. Further terms will involve computer algebra. We used our expansion to approximate several important summary statistics. We gave the first four terms, which again we expect to suffice in most practical situations, and straightforward calculations would allow one to readily obtain further terms.
Part of the motivation for studying the asymptotics of the normalizing constant is that many important summary statistics can be expressed in terms of it. However, there are of course important summaries that do not involve such simple representations, such as the median. We were therefore unable to exploit our asymptotic series to improve on the current best approximation of Daly and Gaunt [3] . We leave this and related approximations as interesting further open problems.
A Further proofs
A.1 Proof of Theorem 1.1
The generalized hypergeometric function is defined by
provided none of the b j are nonpositive integers, where the Pochhammer symbol is (a) 0 = 1 and (a) n = a(a + 1)(a + 2) · · · (a + n − 1), n ≥ 1. In the case that p ≤ q the infinite series converges for all finite values of z and defines an entire function. For more details see §16.2 in [11]. As noted by Nadarajah [10] , Z(λ, ν) = 0 F ν−1 (; 1, . . . , 1; λ) for integer ν. Thus, we can exploit the well-developed theory for asymptotics of the generalized hypergeometric function to obtained an asymptotic expansion for Z(λ, ν) when ν is an integer. Indeed, 16.11.9 in [11] can be used to write down the entire expansion for integer ν. However, this expansion is only valid for integer ν, and, since b 1 = · · · = b ν−1 = 1, the coefficients of the lower order terms in the expansion must be obtained via a tedious limiting procedure. We can, however, make use of a recent work on the asymptotics of the generalized hypergeometric function to prove Theorem 1.1.
Proof of Theorem 1.1. We obtain the expansion (1.4) by appealing to results from the recent work of Lin and Wong [9] , in which the large z asymptotics of the generalized hypergeometric function p F q a 1 ,··· ,ap b 1 ,··· ,bq ; z are discussed. Here we will have p = 0, all the b k = 1 and q = ν − 1. In the proof of Lemma 4.3 in [9] it is not essential that q is a nonnegative integer and below we copy the main steps.
Lin and Wong [9] used as their starting point the integral representation 16.5. and use the inverse factorial expansion (again, see [9] , or §2.2.2 in Paris and Kaminski [13] , and for more information about factorial series see Weniger 
