The method of characteristics (MOC) has been used for a long time in open channels and pipes flows. It is based on non-conservative equations, and hence it cannot be used directly for solving discontinuous shallow flows. In this paper we develop a conservative version of the MOC scheme for 1-D shallow flows by imposing the conservation law at the interpolation step. The conservation property of the scheme ensures the production of an accurate shock modeling and enables the MOC scheme to simulate dam-break type flows. By using a proper interpolation function, the proposed method can also produce quite accurate low-oscillatory results. A number of challenging test cases show considerable improvement compared to the traditional non-conservative MOC scheme in the case of dam-break type and trans-critical flow simulations.
Introduction
The flow regime changes from subcritical to supercritical in many fluvial flows, and the numerical method should be able to analyze these two types of flows simultaneously. Another difficulty encountered by the numerical method deals with flows which result from the sudden opening and closing of control gates and dam-break flows.
Extensive research has been performed in this area during the last two decades and different numerical schemes have been developed in the context of finite difference (FDM), finite element (FEM), finite volume (FVM), Lagrangian (LM), and semi-Lagrangian (SLM) methods. The characteristics play an essential role in most of existing numerical schemes, especially in those which are designed to simulate both sub and super critical flows. The use of characteristics and wave propagation structure stabilizes the numerical methods and prevents spurious oscillations [1] .
Attention has been focused almost exclusively on the FVM, which is inherently conservative, and several shock capturing schemes have been proposed using flux vector and flux difference splitting methods, e.g., Roe [2] , Van Leer [3] , Harten and Osher [4] . The FVM has also been considered to solve the shallow-water equations, e.g., Glaister [5] , Alcrudo and Garcia-Navarro [6] , Nujic [7] , Zhao [8] and Wang [9] . Most of these FVM have the capability of capturing shocks quite accurately in few computational cells, and for most of them, the flux vector is determined based on the characteristics and wave propagation structure. The use of the characteristics has not been restricted to FVM. For example, Fennema and Chaudhry [10] presented some characteristics-based finite difference schemes for dam-break flows, and Hicks and Steffler [11] used a characteristic-dissipative Galerkin FEM to solve the shallow-water equations.
The conservation of mass and momentum is an important issue for all numerical schemes. Although the governing equations can be written in a non-conservative form for smooth flows, they are originally derived from the conservation laws, and numerical schemes may have to satisfy the conservation property. The exact conservation is crucial in some cases including long term simulations, where mass errors may accumulate in time and discontinuous flows. In the presence of nonlinear fluxes, conservation laws may lead to singularities, and consequently weak solutions derived from the underlying integral conservative relations, have to be introduced. Many studies have been performed in this area and a number of conservative schemes have been published in the literature. Those may be grouped in two categories: corrective and inherently conservative schemes (such as flux form schemes). Among the algorithms of the first group (corrective schemes), Garcia Navarro and Priestley [12] used a posteriori correction to restore the desired quantity whilst minimizing change to the original solution. Their approach is based on an averaging between high and low order schemes, where the averaging factors at all grid points and for each time-step are adjusted somehow to minimize the mass misbalancing by a linear programming type approach, which is computationally expensive. Moreover, this method only guarantees the phase conservation when a single scalar equation is considered. For most of the second type schemes (inherently conservative), mass conservation is obtained by imposing a constraint at the polynomial interpolation step. Attention herein is focused on the second group.
Another important issue of numerical schemes deals with the ability of the method in properly simulating transcritical flows. Indeed, solutions of the integral conservative equations are not unique, and a number of numerical schemes produce nonphysical results, e.g., the Roe scheme may lead a shock inside a rarefaction wave in the case of transcritical flows.
Methods of characteristics have been used for a long time by hydraulic engineers in open channels and pipe flows, and their popularity is largely due to their simple implementation. Those methods are based on nonconservative equations, hence they do not ensure the conservation properties and they cannot be used directly to solve discontinuous flows. The objective of this paper is to develop an inherently conservative characteristics based scheme with a high level of accuracy to simulate dam-break type flows. To this end, we impose the conservation law at the interpolation step level. We show that by using a uniformly non-oscillatory (UNO) scheme and a conservative interpolation function, the MOC scheme can produce high accurate low-oscillatory results in simulating complex discontinuous 1-D shallow flows.
Challenging test cases performed in the paper (including strong sonic shocks and dry bed problems) show that the proposed scheme is potentially a competing method for high resolution schemes. Moreover, the computational effort of the proposed method is comparable to the cost of a typical high resolution scheme (the Roe approximate solver with a standard second order interpolation scheme using the minmod slope limiter).
The proposed method may also be extended to the 2-D case by considering either the cone of characteristics, or 1-D characteristics schemes in the direction orthogonal to the cell interfaces.
The paper is organized as follows: In Section 2 the model equations are presented and in Sections 3 and 4 the MOC scheme is described and discretized, respectively. In Section 5, a new conservative interpolation method is developed, and the method for calculating the slope of the characteristics is presented in Section 6. The performance of the proposed numerical method is tested for different cases, and those are compared with exact solutions in Section 7. Some concluding remarks complete the study.
The one dimensional shallow-water equations
The one dimensional depth averaged continuity and momentum equations in a wide channel are written in conservative form [13] 
whereŨ c is the vector of the conserved variables
F is the flux vector
and the source termS c (including frictional, bed slope, and width variations effects) is assumed to be zero. In (2) and (3), t and x are the time and spatial coordinates, respectively, h and u are the water depth and the velocity variables, respectively, g is the gravitational acceleration and p = uh is the discharge in unit width. In the following the subscript c will refer to a conservative variable. Eq. (1) may also be written in non-conservative form [14] 
Review of the MOC scheme
Consider the one dimensional advection equation
where f(x, t) is any physical variable to be transported and k is the phase speed. In the MOC scheme, the reference frame is moving at the speed k = dx/dt, and thus the total derivative of f reads
Hence, (6) is reduced to
which implies that the value of f is constant in such frames. The trace of the moving frame in the global x-t coordinate system is called the characteristic. Thus, (6) implies that the value of f is constant along the characteristic (defined by dx/dt = k) in the global x-t frame, and this leads to the following solution:
where x d is the departure point of a characteristic that originates at time t À Dt and arrives at position x at time t. In (6)- (9) , the MOC scheme is based on a non-conservative form of the transport equation, and hence, it cannot be used directly when conservation laws have to be satisfied. In the following, we assume the initial condition is known at time t n on the arbitrary interval (x min , x max ), subdivided into N segments with unequal spacing Dx i = x i+1 À x i , i = 1,2,. . . ,N, where x i represents the position of the grid point i. In the original MOC scheme, the characteristics are drawn in the time-space coordinate system to specify the profile of f at each time step. Hence, the original MOC scheme is grid free and the grid point positions change in time. Similarly, in the grid based numerical MOC schemes, the values of the variables at grid points are obtained at the next time step by drawing the characteristics using one of the following methods:
(i) Departure-based: The characteristics are drawn such that the departure points, at the previous time step (t n ) coincide with the grid points. An interpolation procedure is thus necessary to find the grid point values at the new time step (t n+1 ). (ii) Destination-based: The characteristics are drawn such that their arrival points, at the next time step (t n+1 ) coincide with the grid points as shown in Fig. 1 . An interpolation procedure is hence needed at the old time step (t n ), to find the values of f at the departure points, say x d i .
In this paper, a destination-based method is followed, and the procedure to solve for (6) consists of the following two stages:
(i) Drawing the characteristics from the destination points (x i , t n+1 ) to find the departure points (x d i ; t n ), i.e., the foots of the characteristics, in the space-time coordinate system. (ii) Calculating the value of f at the foots of the characteristics at time t n+1 , i.e., f nþ1 i .
When the particle paths are used instead of the characteristics (i.e., when the frame moves with the fluid particle speed and not the characteristic speed), the method is named the semi-Lagrangian (SL) method. Usually the characteristics are not coinciding with the particle paths, except in the case of a pure (linear) advection equation. In existing SL methods, the left hand sides of (4) and (5) are considered as total derivatives along the particle path (i.e., the frame moves with the fluid particle speed u). Such an approach leads to oscillatory results, even when a first order interpolation is used [12] . This is due to the effect of the gravity term, which is considered as a source term in SL schemes. In order to overcome this difficulty, we have chosen to use the method of characteristics in the present paper, and not the semi-Lagrangian one. A destination-based method is applied to the characteristic form of the shallow-water equations, and the source terms in the right hand sides of (4) and (5) are included in the advection terms, as it is shown in the next section.
Destination-based MOC for the shallow-water equations
The shallow-water equations expressed in characteristic form [14] are written as where
As for the advection equation, (10) and (11) can be solved using the characteristic approach, and this leads to the Riemann invariants
wherek 1 andk 2 represent the nonlinear terms that have to be computed. The procedure to evaluatek 1 andk 2 will be discussed in details in Section 5. When solving for (12) and (13) using the original grid free MOC scheme, two characteristics are drawn from each node (x i , t n ) and the intersection of the characteristics specifies the new computational nodes. Hence, in the destination-based MOC scheme, as described above for the scalar advection case, the characteristics are drawn back from (x i , t n+1 ) and R 1 and R 2 are calculated at the foot of the characteristics, leading to (14) and (15) . This leads to
For the case of a dry bed, an appropriate choice is obtained based on the exact solution (see e.g., [13] ). For example for the case of right dry bed, we obtain
Conservative interpolation
As mentioned in the previous section, the MOC scheme employs the non-conservative form of the equations, and therefore the procedure is not conservative. In order to impose the conservation property, the interpolation functions are defined in terms of the conserved variables h and p as / hi ðxÞ ¼ hðxÞ;
/ pi ðxÞ ¼ pðxÞ;
We then use a control volume approach and consider each cell (x i , x i+1 ) as a finite volume FV i . Following Xiao and Yabe [15] the interpolation functions are chosen to be cubic polynomials. The use of higher order polynomials is possible, but it has a negligible impact on the accuracy of the results and it considerably increases the computational cost of numerical scheme. In order to construct a cubic polynomial for h in each cell, we need four conditions. Three conditions result from imposing the mass conservation at the cell level
where h n iþ1=2 is defined as the averaged depth over FV i and it is calculated here by using the following a-scheme h
where a is a weighting factor with 0 6 a 6 1. Similarly,
where
The above approach is exactly conservative since it is written in the flux form. Eqs. (24) and (25) are solved without recourse to solve a linear system, because the values of p n i and h n i have already been determined by the MOC scheme, hence the right hand sides of (24) and (25) are known.
Finally, the last condition is imposed on the slope of the interpolation function at the cell mid-points
where d n iþ1=2 represents the slope of / n hi ðxÞ at x i+1/2 and it may be calculated by a curve fitting scheme. Any high order interpolation scheme may be employed to calculate d n iþ1=2 . On the other hand, a number of oscillation free schemes are available in the literature such as essentially non-oscillatory schemes (ENO) e.g., Shu and Osher [16] , weighted essentially non-oscillatory (WENO) schemes e.g., Levy et al. [17] and uniformly nonoscillatory schemes e.g., Levy et al. [4] . The performance of the above methods depends on the employed numerical discretization schemes and the physical problems which are considered. A detailed discussion of the above different approaches may be found in Leveque [1] .
Xiao and Yabe [15] have successfully employed the Harten and Osher's UNO reconstruction and obtained accurate results in solving advection equations. The UNO method is free of oscillations at the vicinity of discontinuous regions when an appropriate slope limiter is used. Slope limiters usually prevent the oscillations in high order accurate schemes by reducing the order of accuracy only in the vicinity of shocks and steep changes. In such regions, increasing the order of accuracy will increase the level of oscillations, and in fact, a first order scheme usually gives more accurate results. In the UNO scheme a minmod-type slope limiter was employed by Harten and Osher [4] and adopted here. This leads to
where the minmod function is defined as 
& ð30Þ
The piecewise-quadratic reconstruction functions in the Harten and Osher [4] scheme are defined as
and
where the first and second Newton-divided differences are respectively
Dx ð33Þ
Another simple but interesting choice is the Collela and Woodward [18] method where
It was observed in the numerical experiments in the present study that the UNO scheme tends to produce numerical diffusion with the proposed method while the CW scheme produces numerical oscillations. A reasonable choice is therefore an average value as
with 0 6 b 6 1. The weighting factor b was set to 0.5 in all test cases in this paper. Imposing the above-mentioned four conditions, the piecewise cubic polynomial function for a constant grid spacing is written as
The interpolation function for p, i.e., / n pi ðxÞ, is constructed in a similar manner.
Calculation of the slope of the characteristics
When using the MOC scheme, it is necessary to compute the values of u and c at the midpoints of the characteristics in order to draw the characteristics. Those values are calculated as average values between the departure and the arrival points of the characteristics. For most MOC schemes the calculation of the slopes is done through an iterative procedure, i.e. once the nodal values of u and c are obtained at a new time step, they are averaged at the characteristics midpoints in order to recalculate the slopes and this process is repeated until it converges (usually within two iterations). However, such an iterative procedure is usually not necessary with the current method and the characteristics speedsk 1 andk 2 at a given time step are calculated using the Roe approximation as
All numerical tests presented in this paper are performed without recourse to an iterative procedure. The stability condition of the proposed scheme is the usual CFL condition (smaller than 1) since we have used a control volume approach. It should be mentioned that in the case of discontinuous flows, the length of the time step is usually chosen on the basis of accuracy considerations rather than stability.
Numerical results
In order to study the performance of the proposed numerical method, seven test cases have been selected herein. The numerical results have been compared to a high-resolution MUSCL-type finite volume scheme where the Roe approximate solver with entropy fix has been employed with a minmod slope limiter at the reconstruction step (see e.g., [13] for details).
For the Riemann problem cases 7.1-7.6, the exact solutions have been calculated by using an exact Riemann solver, Toro [13] . The location of the initial discontinuity is x = 25 m in the cases 7.1-7.6. In order to validate the proposed scheme, the results of the non-conservative MOC scheme are also presented using a cubic Lagrange polynomial (Appendix A), except for tests 7.1 and 7.3, where the cubic non-conservative MOC leads to instabilities and hence a linear non-conservative MOC is preferred. For all tests a wide horizontal, rectangular and frictionless channel is used. The length of the channel is chosen to be 50 m for tests 7.1-7.4. The weighting factor a was set to 0.84 in all test cases. A number of 600 computational cells have been used in all tests. A typical CFL of 0.6 has been used in all test cases except for test 7.5 where the CFL has been set to 0.81 and 0.66 for cases (i) and (ii), respectively, to compare with the MUSCL scheme, and in the accuracy test 7.7 where a CFL of 0.2 was selected in order to compare the numerical diffusion of the proposed method with that of the MUSCL scheme in a numerical-diffusion-dominant case. The numerical results are presented for typical time steps where the error of other schemes becomes significant compared to the proposed approach.
The dam-break problem with a sonic rarefaction
The dam-break problem is the most common test to evaluate the performance of shock capturing schemes in shallow flows. Here, a dam is located at the channel mid-length. The water depth at the left and right hand sides of the dam is 1 m and 0.01 m, respectively. The dam is instantaneously removed across its entire width and the simulation is performed up to time t = 4 s. The important feature here is that the left rarefaction is sonic, i.e., it contains the sonic point where the flow regime changes from super critical to sub critical. Most numerical methods encounter difficulties in simulating sonic rarefactions, and they produce an unphysical jump at the sonic point inside the rarefaction waves. Such schemes are called entropy-violating methods. The results obtained for the depth h and the discharge p are presented in Figs. 2a and 2b , respectively, and they are compared with the results of the non-conservative MOC scheme, the exact solution and the MUSCL scheme. As shown in Figs. 2a and 2b, the non-conservative MOC scheme leads to large errors in the shock speed and the water depth right after the shock wave (shock strength). These errors are not present in the proposed method and the MUSCL scheme. It is also seen that the proposed method does not lead to entropy violating solutions.
The proposed scheme and the MUSCL method lead to comparable CPU time (roughly 0.1 s) on a Pentium IV processor and a Microsoft Fortran Power Station Software (release mode). However, the duration of the experiment is not long enough to precisely compare the computational cost of the two methods. This is why, we have rerun the experiment by using 4200 computational cells and found 4.6 s and 4.2 s for the proposed method and the MUSCL scheme, respectively. Therefore, the proposed method is about 10% more expensive, which is expected since in the selected MUSCL scheme, only linear reconstruction is used while here we use cubic reconstruction. This ratio is the same for all the experiments conducted in the remaining sections.
In order to see the effect of the number of numerical cells on the results and to verify the grid independency, the value of the water depth in the intermediate state (upstream the shock) is shown in Fig. 2c for different cell numbers. As it is observed, the modified method can easily give the exact value with a few grid points, which is a consequence of the conservation property. On the other hand, the non-conservative MOC scheme exhibits large errors and cannot simulate the exact result.
Generation of a dry bed
In this test, the initial condition has been chosen in order to obtain two rarefaction waves separated by a dry bed. As shown in Toro [13] , some numerical methods face serious difficulties in solving such a test case, particularly due to the presence of the dry bed. The water depth is 0.1 m and the initial velocity is 3 and À3 m/s at the left and right hand sides of the discontinuity, respectively. The latter is located at the channel midlength. The numerical results at t = 5 s (as proposed by [13] ) are presented in Fig. 3 and they are compared with those of the non-conservative MOC scheme and the exact solution. As shown in Fig. 3 , both the nonconservative and conservative MOC schemes solve this problem successfully. The non-conservative approach exhibits however better results than the conservative one for the rarefaction wave. Indeed, the good performance of non-conservative schemes in mild flows has already been observed and those schemes have been used to develop adaptive conservative/non-conservative schemes [13] . However, the proposed scheme has a reasonable capability of simulating the mild flow region and it can simulate the dry bed flow as well (see also the test 7.6; the dam-break test on dry bed). Fig. 3 . Generation of a dry bed: the water surface elevation at t = 5 using the non-conservative MOC scheme, the proposed method and the exact solution.
The dam-break problem with a depth ratio of 1000
In the dam-break tests, an appropriate numerical method should give good results for arbitrary h L and h R . In this test case we show that the proposed method, can simulate the problems of high depth ratio better than the MUSCL scheme.
In this test, the initial condition has been chosen in order to produce a right propagating shock wave and a sonic or trans-critical left rarefaction wave. The water depth is chosen to be 1 m and .001 m in left and right sides of the dam, respectively. 1.
1.
Exact MOC Modified method Fig. 4a . Left sonic rarefaction and right shock: the water surface elevation at t = 4 s using the non-conservative MOC scheme, the proposed method, and the exact solution. Simulation results at time t = 4 s are presented in Figs. 4a and 4b and they are compared with the results of the non-conservative MOC scheme and the exact solution. The MUSCL scheme leads to instability and can not simmulate this test case with a CFL of 0.6. As it can be seen in Fig. 4 , both non-conservative and conservative MOC approaches could solve this problem without exhibiting an unphysical shock. However, the nonconservative approach leads to large errors in the numerical solution, contrary to those obtained with the modified scheme. Recall that for the non-conservative MOC scheme, linear polynomials have been used instead of cubic ones to avoid unstable spurious oscillations.
Initial converging flow
The initial condition has been chosen here as to produce two shock waves propagating in opposite direction. Herein, the water depth is chosen to be 1 m and the initial velocity is set to 3 m/s and À3 m/s in left and right hand sides of the discontinuity, respectively. The numerical results at t = 5 s are presented in Fig. 5 and they are compared with those of the non-conservative MOC scheme, the MUSCL scheme and exact solution.
As it can be seen in Fig. 5 , the non-conservative approach leads to large errors and produces a high level of spurious oscillations, while the proposed method and the MUSCL scheme simulate the water level and the shock speed accurately and coincide quite well with the exact solution. The level of the numerical oscillations of the proposed method are slightly higher than those of the MUSCL scheme in this test. However, this is not always the case as shown in the next test.
Interaction of waves
In this test, initially used by Wang [9] , two dams are located at positions 100 m and 900 m, respectively, in a channel of length 1000 m. The water is initially stagnant in the channel, and it is subdivided in three parts by the dams. In order to show the characteristics of the interaction two cases are considered: (1) MOC and the MUSCL schemes fail to simulate this problem with a CFL of 0.8. This again shows the good stability properties of the proposed method in complex problems.
For the second set of data, corresponding to a non-symmetric case, two separate dam-break flows occur at the beginning of the simulation, and this leads to a pair of very strong inward moving shock waves. After these waves combine completely, a complex right moving combination of rarefactions and shocks appear in the domain. The numerical results of the water surface are shown at different times in Figs. 6.3a and 6.3b for the proposed and MUSCL schemes, respectively. Similar results for water velocity are shown in Figs. 6.3c and 6.3d. As shown in those figures, the modified scheme is able to produce accurate shock speeds and water surface elevations with low numerical oscillations and the level of numerical oscillations are less than those of the MUSCL scheme. 
Dam-break on dry bed
The numerical simulation of the dam-break test over a dry bed is a challenging one, since even small numerical oscillations may lead to negative depths and hence to instabilities. The numerical results of the proposed method are shown in Fig. 7 and they compare well with the exact solution and the MUSCL scheme. This test also shows that the proposed scheme is able to simulate dam-break type flows with any depth ratios (h L /h R ). The numerical results obtained at t = 3 s with the weighting factors a = 0.84 and a = 0.5 in (23) and (24) are shown in Fig. 8 and they are compared with the results of the MUSCL scheme. The proposed method is clearly much less diffusive than the MUSCL scheme, especially when a centered scheme (a = 0.5) is employed, as expected.
Conclusion
A conservative MOC scheme has been introduced to simulate dam-break type flows. The proposed method can simulate sub-, super-and trans-critical flows very accurately. By using an appropriate interpolation function, the scheme also produces high accurate low-oscillatory solutions. The conservation property of the scheme ensures a high accuracy of the shock speed and it considerably improves the performance of the original MOC scheme. Hence, the modified method extends the classical MOC schemes for a wide range of complex flows, as shown in a number of challenging test cases e.g. interaction of waves and dry bed problems. The computational effort of the proposed method is comparable to the cost of a MUSCL-type high resolution scheme (the Roe approximate solver with a minmod slope limiter at the reconstruction step). Finally, the proposed method may be extended to the 2-D case by considering either the cone of characteristics, or 1-D characteristics schemes in the direction orthogonal to the cell interfaces. The latter is currently under development and promising preliminary results have already been obtained.
