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Experimental designIn the ﬁeld of chemometrics and other areas of data analysis the development of new methods for statistical
inference and prediction is the focus of many studies. The requirement to document the properties of new
methods is inevitable, and often simulated data are used for this purpose. However, when it comes to simulating
data there are few standard approaches. In this paper we propose a very transparent and versatile method for
simulating response and predictor data from a multiple linear regression model which hopefully may serve
as a standard tool simulating linear model data. The approach uses the principle of a relevant subspace for
prediction, which is known both from Partial Least Squares and envelope models, and is essentially based on a
re-parametrization of the random x regression model. The approach also allows for deﬁning a subset of relevant
observable predictor variables spanning the relevant latent subspace, which is handy for exploring methods for
variable selection. The data properties are deﬁned by a small set of input-parameters deﬁned by the analyst. The
versatile approach can be used to simulate a great variety of data with varying properties in order to compare
statistical methods. The method has been implemented in an R-package and its use is illustrated by examples.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
In the process of developing new statisticalmethods formultiple lin-
ear regression, prediction and variable selection it is convenient to have
a simple approach and accessible software for data simulation where
the properties of the data can be controlled by a few parameters. Then
it is easy to test the methodology on data with known properties, such
as the number of predictor variables, the number of observations, the
number of truly relevant predictor variables, the information content
among other things, and even test out what predictor to use. Here we
present a new R-package, simrel [1], making this readily available for
all developers of statistical methodology. The simulations are based on
a multivariate normal distribution giving rise to a best linear predictor
for a response variable y given a set of predictor variables comprising
a predictor matrix X. The user deﬁnes the data properties by a set of
input parameters, and the output is training data, test data (optional)
and the vector of true regression coefﬁcients.
There is a vast literature on simulation. The topic is amongothers ex-
haustively discussed in [2]. Also the performance ofmore advanced pre-
diction methods is investigated by aims of simulations. Among earlierve.almoy@nmbu.no (T. Almøy),
. This is an open access article underpaperswe canmention [3] on ridge regression, [4] on shrinkage estima-
tors, [5] and [6] on subset selection methods, [7] comparing Ridge re-
gression and PLS, and [8] conducted a study of the performance of PLS
and PCR using the same concept of relevant components as is used in
this paper. Although the literature on data simulation for method com-
parisons is vast, a systematic tool for doing such comparisons has in our
knowledge not been available up until now.
Themodel parametrization is based on the concept of relevant com-
ponents [9–11] where it is assumed that there exists a y-relevant sub-
space of the full variable space which is spanned by a subset of the
eigenvectors of the covariance matrix of the x-variables. All relevant
information for the prediction of y is contained in this sub-space and
consequently, the orthogonal space is irrelevant. Here we also assume
that the relevant sub-space is spanned by a subset of the predictor var-
iables. In this waywemay construct a set of relevant predictor variables
with truly non-zero regression coefﬁcients, which for instance should
be recognized by variable selection methods. The user can control the
signal to noise content in the predictor data by setting the true coefﬁ-
cient of determination, ρ2, for the data. Other input parameters are the
degree of collinearity in the predictor matrix (by controlling the decline
in the eigenvalues of the x-covariance matrix) and the position of the
relevant components (in the list of ordered eigenvectors).
[11] showed that prediction is relatively easy if the directions in the
predictor space with large variability (large eigenvalues) are also the
most relevant for prediction (given that ρ2 is not very small), whereasthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
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directions in the x-space with low variability (small eigenvalues).
The package also provides a tool for designing computer experi-
ments based on the Multilevel Binary Replacement (MBR) design
approach of [12]. The MBR-design provides a way of setting up a frac-
tional design for large scale computer experiments in order to explore
the effects of potentially many multi-level design factors. The design
factors to be speciﬁed by the user, are:
• p: The number of predictors.
• n: The number of observations.
• q: The number of relevant predictors.
• m: The number of relevant components.
• P: The set of indices for the relevant components.
• ρ2: The population coefﬁcient of determination.
• γ: A parameter deﬁning the degree of collinearity in x.
The meaning of most of these design factors should be clear, but
some need a closer explanation.We base our discussion on the random
x regressionmodel given by Eq. (2) in Section 2.1.We assume that there
are p x-variables in total, and that q is the number of these x-variables
that have non-trivial coefﬁcient βj ≠ 0. The number m is related to
the expansion of the regression vector β in terms of eigenvectors, ej
(for j= 1,…,p), of the x-covariance matrix Σxx:
β ¼Xp
j¼1
η je j: ð1Þ
The number of terms in Eq. (1)may be reduced by twomechanisms:
1) Some of the ηj's may be 0; and 2) there are coinciding eigenvalues ofΣxx. Then it is enough to have one eigenvector for each space (stratum)
corresponding to one value of the eigenvalue in the sum (Eq. (1)). Letm
be the number of terms in Eq. (1)when this number is reduced asmuch
as possible.
By this mechanism there are m eigenvectors/components that are
relevant, and the positions of the relevant components is contained
in the set of indices P. Here it is assumed that the order of the compo-
nents is deﬁned by the declining set of eigenvalues Σxx such that
λ1 ≥ λ2 ≥ … ≥ λp N 0, hence, the eigenvalues of the m relevant
components are given by λP1 NλP2 N…NλPm . In the following, and in
the simrel-package we will also refer to the set of positions for the
relevant components as relpos. If for examplem= 3 and P ¼ 2;3;10f g,
then the eigenvectors corresponding to λ2, λ3 and λ10 are relevant for
the prediction of y. In the R-package simrel we correspondingly deﬁne
the vector relpos= c(2,3,10).
In simrelwe have made the simplifying assumption that all p eigen-
values of Σxx are different and that they are decreasing exponentially as
e−γ ⋅ ( j − 1) for j=1,…,p and some positive constant γ. When γ is large,
we have very collinear x-variables.
In these speciﬁcations we may very well have p N n, but we must
havem b n. Otherwise, the only restriction is that m ≤ q ≤ p, and that P
is contained in a set Px of indices of the relevant x-variables. For exam-
ple, if the relevant components are deﬁned by the set P ¼ 2;3;10f g,
then all sets of length q of the type Px ¼ 2;3;10;…f g of indices of
relevant predictors are allowed, where “…” denotes any other set of
variable(s) between 1 and p. In other words, this means that both the
m relevant eigenvectors and the q relevant predictor variables are
basis for the relevant space of dimension m.
In this paper and in [11] it is assumed to be known which compo-
nents are relevant. This is of course rarely the case, but in the compari-
son of prediction methods it can serve to illustrate interesting cases. In
the PLS-model of [9] and in the corresponding envelope model [13]
only the dimension m of the relevant space is assumed known.
The purpose of data simulation is to investigate some measure of
performance of one or several proposedmethods and how this dependson parameters as those given above. Typical measures of performance
are prediction error and success rate in variable selection. It goes with-
out saying that if the performance is to be investigated under many set-
tings of the above given input parameters, the computational burden
will be quite large even for just a couple of levels of the design parame-
ters. If two levels of each of the seven parameters are chosen, a single
replicate of the design would require 27 = 128 data sets to be
analyzed. Typically several simulations are also required to better esti-
mate the expected performance under each parameter setting. A more
extensive, but reasonable, investigation could require four levels of
each parameter. The number of runs in a single replicate would then
be 47 = 16,384. Obviously this is beyond what is convenient even on
today's powerful computers. The MBR-design method provides an ele-
gant way of choosing a fractional design for multi-factor and multi-
level experiments which reduces the total number of runs dramatically,
but still provides the possibility to estimatemain effects and low-degree
interaction effects of the design parameters on the performance mea-
sure used. The simrel package can provide both the MBR-design as
well as a list of simulated data sets based on the chosen design.
The simrel package is freely available from CRAN (http://cran.
r-project.org).
2. Statistical model
2.1. Model deﬁnition
The simulation model is the general linear model:
y ¼ μy þ βt x−μxð Þ þ ϵ ð2Þ
where y is the response variable, x is a vector of p predictor variables, β
is the vector of regression coefﬁcients and ϵ is the randomerror term as-
sumed to be distributed asN(0,σ2).We here adopt a random regression
framework as point of departure where x ~ N(μx, Σxx) independent of ϵ.
This is equivalent to
y
x
 
 N μyx;Σyx  ¼ N μyμx
 
;
σ2y σtxyσxy Σxx
  
ð3Þ
whereσxy is the vector of covariances between the predictors and y, andΣxx is the (p× p) covariancematrix of x. According to the general theory
on the multivariate normal distribution some of the properties of this
model are:
• The noise variance and theminimumprediction error under expected
quadratic loss is:
σ2 ¼ σ2y−σtxyΣ−1xx σxy
• The true value of the regression coefﬁcient vector is
β ¼ Σ−1xx σxy
• The population coefﬁcient of determination is
ρ2 ¼ σtxyΣ−1xx σxy=σ2y ¼ 1−σ2σ2y :
In order to simulate (y, x) data from the model in Eq. (3) we will
make use of the fact that any set of variables spanning the same
p-dimensional predictor space as x will yield the same prediction of y
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if we let the matrix R be a (p × p) matrix of rank p, and deﬁne the ran-
dom variable vector z= Rx, then straightforward calculations give
y
z
 
 N μyz;Σyz  ¼ N μyμz
 
;
σ2y σtzyσzy Σzz
  
¼ N μyRμx
 
;
σ2y σtxyRt
Rσxy RΣxxRt
" # !
:
Further, if we choose R to be an orthonormal matrix such that RtR=
Ip, then we also have the reverse relationships between the covariance
parameters: Σxx = RtΣzzR and σxy = Rtσzy. In addition, if we consider
the linear model relating y to z given by:
y ¼ μy þ αt z−μz 	þ ε ð4Þ
with ε ~ N(0,τ2), we have the following properties:
• The direct connection between the regression coefﬁcients of z and x:
α ¼ Σ−1zz σzy ¼ RΣ−1xx RtRσxy ¼ Rβ
• The equality of the noise variance:
τ2 ¼ σ2y−σtzyΣ−1zz σzy ¼ σ2y−σtxyRtRΣ−1xx RtRσxy ¼ σ2y−σtxyΣ−1xx σxy ¼ σ2
• The equality of the coefﬁcient of determination
ρ2z ¼ σtzyΣ−1zz σzy=σ2y ¼ σtxyRtRΣ−1xx RtRσxy=σ2y ¼ σtxyΣ−1xx σxy=σ2y ¼ ρ2x :
The simulation strategy used here is to deﬁne a parametrization forσzy and Σzz in order to simulate (y, z)-data, followed by a subsequent
rotation of z by an orthonormal matrix R to yield x= Rtz.
2.2. Relevant components and model parametrization
An example of an orthonormal matrix which can serve as R is the
transpose of the eigenvector matrix E= (e1,…,ep) of Σxx found by the
eigenvalue decomposition Σxx = EΛEt. We see from the expressionΣxx = RtΣzzR that some suitable choices are R = Et and Σzz = Λ
where the latter is the diagonal matrix of declining eigenvalues
λ1,…,λp of Σxx. By this choice of transformation the variables z are the
familiar principal components of x, and the eigenvalues are the vari-
ances of the principal components. Further, the elements of σzy are
the covariances between the principal components and the response,
y. Following the terminology of [11] we will refer to the principal com-
ponents, for which the elements of σzy are non-zero, as the relevant
components for y.
Assume that onlym principal components are relevant and that the
positions of these are given by the setP. Hence, σzy, j ≠ 0 if j ∈P and zero
otherwise. In that casewe have that the vector of regression coefﬁcients
of model (4) is:
α ¼ Λ−1σzy ¼ X
j ∈ P
σ zy; j
λ j
t j;
where tj is a p-vector with 1 in position j and 0 elsewhere. The proper-
ties of the data when it comes to prediction will depend heavily on
the choice of relevant components. [11] showed that if the relevant
components are also the ones with largest variances (largest eigen-
values), then the task of predicting y from x is relatively easy, whereas
in the case where the components of small eigenvalues are relevant,
prediction is harder (given that ρ2 and other model parameters are
held ﬁxed). This can be used to set the prediction properties of the
data when the parameters are set for the simulation model.The eigenvalue structure of Σxx reﬂects the degree of dependence
between the x-variables, and in practicalmultivariate statistical analysis
inspection of so-called scree plots of the estimated eigenvalues is used
to assess the degree of multi-collinearity in the predictor variables.
The ability of different statistical methods to handle multi-collinearity
varies, and the ordinary least squares estimator of β is an example of
an estimator that handles this problem poorly and very quickly gets
inﬂated variances of the estimators.
In general, some eigenvalues of the (p × p) matrix Σxx may be coin-
ciding with the implication that there are only r ≤ p different eigen-
values. In simrel we have, however, made the simplifying assumption
that all p eigenvalues are different. In order to simulate data with vari-
ous levels of multi-collinearity in a simple way, we adopt the following
approximate parametric representation of these eigenvalues:
λ j ¼ e−γ j−1ð Þ ð5Þ
for some γ N 0 and for j=1,…,p. This is a declining function in j and the
decline gets steeper as γ increases.
For simplicity, the ﬁrst and largest eigenvalue is set equal to 1, as can
be seen from Eq. (5) for j= 1. In order to reduce the number of freely
varying parameters even more, we set σy2 = 1. The design factor P
deﬁnes the set of relevant eigenvectors with the corresponding set of
eigenvalues λP1 ;…;λPm .
To complete the parametrization of the covariance matrix of (y, z)
we need to set suitable values of the covariances between y and the m
relevant components. These cannot be chosen freely since the resulting
covariance matrix must be positive deﬁnite (PD) in order to serve as a
proper covariance matrix for data simulation. The way we ascertain
positive deﬁniteness is to sample a set of m values σ zy;P1 ;…;σ zy;Pm
which satisﬁes the relation
ρ2 ¼ σtzyΣ−1zz σzy=σ2y ¼ σtzyΛ−1σzy ¼ X
j ∈ P
σ2zy; j
λ j
for some user deﬁned choice of ρ2. Here we have also used that σy2 = 1.
More speciﬁcally this is done as follows:
1. Sample m values from a U −1;1ð Þ distribution, and denote these as
sP1 ;…; sPm .
2. Deﬁne
σ zy; j ¼ sign s j
 	 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃρ2  s j X
k∈P skj j
 λ j
vuut ð6Þ
for j ∈P.
2.3. Data simulation
By a given choice of the parameters γ and R2 and the sampling of
covariances σzy,i the deﬁnition of the covariance matrix Σyz of y, z is
complete. The next step of the simulation approach presented in this
paper is to generate n samples from the centered normal distribution
of (y, z), hence, at this stage the mean value vector is μyz = 0.
Let Σyz1/2 be some square root matrix of Σyz such that (Σyz1/2)tΣyz1/2 =Σyz. In general, a positive deﬁnite matrix has several square roots, but
one of them can be found by a Cholesky decomposition of Σyz which is
the method implemented in our R-package. In order to simulate n ob-
servations from the simulation model the following steps are executed.
1. Create an (n × (p+ 1)) matrix U in which all elements are sampled
from a standard normal distribution.
2. ComputeW= UΣyz1/2.
3. Set y=w1 and Z= (w2,…,wp + 1).
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the joint normal distribution of (y, z) with zero means and the desired
covariance matrix. The ﬁnal step of the simulation procedure is a rota-
tion of the sampled principal components to acquire non-orthogonal
predictor variables x from model (2). This is described in the next
section.
In simrel the following choices were made to be default parame-
ter settings: μx = 0, μ y = 0, σy2 = 1, and λj = exp(−γ( j − 1))
for j = 1,…,p. It can be argued that these choices can be made with-
out loss of generality under weak conditions. The interested reader
can obtain this argument, based on group theory, from the authors.
If non-zero expectations for y and x is required, this can be set in
simrel.2.4. Rotation of the predictor space
In order to generate a set of “observable” predictor variables from the
principal components, we need to construct thematrix Rwhich deﬁnes
a new basis for the same space as is spanned by the principle compo-
nents. In principle any rotation matrix may serve as a candidate for
R, and the eigenvector matrix from an eigenvalue decomposition ofΣxx is one example of a rotation matrix. Since we here are “reverse
engineering” the observable x-variables, the covariance matrix is
unknown and a function of the R that we seek. However, this means
that we are free to choose any rotationmatrix as our choice of R. A rota-
tionmatrix is a real-valued squarematrixwhich fulﬁlls the following re-
quirement: Rt = R−1 and thus RtR = I, hence R is an orthonormal
matrix. A consequence for the determinant of R is that |R| = 1 or−1.
Strictly speaking, a rotation matrix satisﬁes |R| = 1, but we will include
also reﬂections of directions, giving |R| =−1.
There are several ways to generate a random orthogonal matrix, see
[14] or [15]. Here we will use the method of [16] based on performing a
QR-decomposition [17] of a (p × p) matrix ﬁlled with standard normal
distributed elements. The Q matrix resulting from the decomposition
is a random rotation matrix which can serve our purpose as R. In simrel
the random rotationmatrix is stored as part of the output, and identical
rotation may be used in subsequent simulations to eliminate rotation
ambiguity if requested.
This is the basic simulation principle which is adopted in this paper
to ﬁnda set of predictor variables, x, andwe can refer to this kind of joint
rotation of all p dimensions as an unrestricted rotation. In general, an
unrestricted rotation using a random rotation matrix will make all p
predictor variables somewhat relevant for the response y. However, it
is clear that the p− q predictor variables that are chosen as not relevant,
should not contribute anything to the model. So if the purpose of
simulation is to generate data for testing variable selection methods,
a restricted rotation is called for. Let q be the number of relevant
x-variables to be generated such that m ≤ q ≤ p. Further, let Sq be a
q-dimensional space, Sp−q a (p− q) dimensional space, and Sm be the
relevant space spanned by the m relevant principal components. Fur-
ther, assume that Sm ⊆ Sq , Sq ⊥ Sp−q and Sq ⊕ Sp−q ¼ Sp . In other
words, we split the predictor space into two orthogonal spaces, a rele-
vant space spanned by the relevant components, and an irrelevant
space containing not y-relevant directions. Next we create two rotation
matrices,Rq of size q× q and anotherRp− q of size (p− q) × (p− q). For
simplicity, assume that the ﬁrst q predictors are to be relevant predic-
tors and also assume that the indices of the relevant principal compo-
nents are all smaller than q. Then the full random rotation matrix R is
deﬁned as a block-diagonal matrix with blocks Rq and Rp − q. This will
induce two independent random rotations, one within the relevant
space and one within the irrelevant space. The q ﬁrst predictors will
span the relevant space and will have non-zero regression coefﬁcients
in the true model (2). Generally, the index set Px of the q x-variables
that should span the relevant space can be chosen arbitrarily, but the
set must contain the set P of the m relevant component positions, asexempliﬁed in the introduction. In simrel the indices of the extra rele-
vant predictors needed in the case of q N m are sampled randomly.
3. Implementation and examples
3.1. Data simulation using the simrel-package
Here is an example of the use of the simrel-package for data simula-
tion. In this example we choose to simulate n = 100 samples and
p = 200 predictor variables from which q = 5 should be relevant for
the prediction of y. The relevant space is of dimension m= 2 which is
spanned by the principal components number 1 and 5, i.e. c. The decline
in eigenvalues is relatively strongwith aγ=0.6. Finallywehave chosen
that the true value of ρ2 should be 0.8.
The top panel of Fig. 1, as generated by the function simrelplot(),
shows the true values of the regression coefﬁcients with 5 non-zero
values corresponding to the 5 relevant predictors. All other predictors
have a zero inﬂuence on the response y. The lower left panel is a com-
bined plot showing the 20 ﬁrst eigenvalues λ1,…,λ20 of the covariance
matrix of the predictors, Σxx, and the covariances σzy,1,…,σzy,20 between
the principal components and the response. The covariances differ from
zero only for the relevant components, and the plot gives a quick over-
view of the number of relevant components and their covariances. The
right panel is the analogous plot, but the true values have been replaced
by their estimates based on the simulated data. For real data a plot as the
one shown to the lower right, may give guidance to understand the
level of collinearity in the data, the dimension of the relevant space m,
and the positions of the relevant components. However, as the lower
right ﬁgure also shows, in many circumstances and especially when n
is small, it may be quite difﬁcult to assess the number and the position
of the relevant components from the sampled data. The plot gives an
impression that there are at least four relevant components in this
case, even if n is as large as 100.
3.2. Fractional factorial designs for computer experiments
The purpose of data simulation is usually for testing and comparing
statisticalmethods and their performance in some respect. This could be
for instance to compare prediction performance or ability to select the
correct variables in variable selection. It is quite clear that the properties
of the model generating the data will have an inﬂuence on how well
methods perform, and there is no overall best method. Therefore one
should instead try to understand the strengths and weaknesses of the
various methods: When should we use which approach? In order to
achieve this goal we can construct an experimental design for running
computer experiments where the various factors deﬁning the simula-
tion model and the data size are varied. Then the methods to be
compared are run according to the design and the performance
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Fig. 1.Output plots from the simrelplot function. Top: True regression coefﬁcients according to the linear model (Eq. (2)) displayed as vertical bars. Lower left: The true eigenvalues of the
covariance matrix Σxx (black bars), and the absolute and scaled values (divided by the largest) of the true covariances between the response and each principal component (red dots).
Lower right: Corresponding eigenvalue and covariance plot based on estimates from the simulated data.
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multivariate methods. The results from the meta-analysis may help to
shed light on the question which methods are best and under what
conditions.
As is known from designing experiments in general, the number
of runs quickly becomes intractable when the number of factors
and their number of levels increase. To cope with this problem frac-
tional designs are commonly used to reduce the size of the design.
The theory of fractional factorial designs goes back to [18]; for a
simple account, see, e.g. [19]. However, the theory of making frac-
tional designs is mainly developed for factors with two levels only.
In a simulation study (and in real data study as well) one may be
interested to create fractional designs also for multilevel factors. A
recent method for creating fractional design for multi-factor with
multi-level experiments is the MBR-design introduced by [12]. The
method can be used for designs were the number of levels for each
factor is a power of 2, i.e. 4k and 8k factorials. The essence of the
method is to replace each multi-level factor by a set of binary factors,
and to use conventional fractional factorial design on each bit-factor.
The fractional design is afterwards mapped back to a design for the
levels of the original factors. This design method is implemented in
the simrel-package in the mbrdsim-function.
Wewill use this in an example here to construct an experimental de-
sign where data are generated with the following levels of some of the
factors: n = (20, 50, 100, 200), p = (10, 20, 50, 200), ρ2 = (0.2, 0.4,
0.6, 0.8), γ = (0.1, 0.3, 0.6, 0.9) and relpos = (1,5,c(1,5),c(5,10)). For
the relpos parameter we here explore four different situations corre-
sponding to the sets P ¼ 1f g, P ¼ 5f g, P ¼ 1;5f g and P ¼ 5;10f g, re-
spectively. The number m of relevant components is then deﬁned
through relpos and with levels m= (1, 1, 2, 2).
A full experiment for these factors would require 45 = 1024 runs,
but assume that the methods to be tested require heavy computations
with cross-validation in order to measure the performance, and that32 runs, that is a 32nd fraction, is desired to reduce computational
time for a pilot study. This is accomplished by the following example:
Analysis of variance table
Response: RMSEP
Df Sum sq Mean sq F value Pr(NF)
n 1 0.9179 0.9179 104.0725 b2.2e−16***
p 1 0.6404 0.6404 72.6056 2.461e−16***
Relpos 3 0.8182 0.2727 30.9199 b2.2e−16***
R2 1 11.3510 11.3510 1286.9267 b2.2e−16***
Gamma 1 0.0238 0.0238 2.6961 0.101299
Method 2 0.4360 0.2180 24.7146 6.619e−11***
n:method 2 0.0645 0.0322 3.6556 0.026623*
p:relpos 3 0.6623 0.2208 25.0280 5.541e−15***
p:R2 1 0.1851 0.1851 20.9847 6.016e−06***
p:method 2 0.3264 0.1632 18.5014 1.909e−08***
Relpos:R2 3 0.1693 0.0564 6.3999 0.000298***
Relpos:gamma 3 0.2927 0.0976 11.0604 5.132e−07***
Relpos:method 6 0.3627 0.0605 6.8537 5.684e−07***
R2:method 2 0.1049 0.0524 5.9439 0.002834**
Gamma:method 2 0.0642 0.0321 3.6405 0.027022*
Residuals 446 3.9338 0.0088
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1.
133S. Sæbø et al. / Chemometrics and Intelligent Laboratory Systems 146 (2015) 128–135The output is an object of class simrel. Alternative alias structures
may be obtained by controlling the generators for the fraction in the
MBRD-method.
3.3. Meta-analysis example
As an illustration of a meta-analysis using the above generated
design, we ran a comparison study using three prediction methods,
PLSR, PCR and LASSO [20] to study their prediction performance.
We used q = 5 relevant predictors throughout. For each of the 16
designs a total of 5 datasets were generated. Each method was
tuned to deﬁne optimal model complexity by cross-validation
using the training data, and a ﬁnal estimated model was used to
predict the test dataset of 10,000 samples. The ﬁnal outcome for
each method was the root mean squared error of prediction
(RMSEP). The values of RMSEP was regarded as responses in an
analysis of variance in a meta-analysis with design parameters as
model factors.
The table below shows the average RMSEP values found across the
ﬁve simulations for each method and for each design.p*method effect plot
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0.75
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 : method PLSR
Fig. 2. Interaction plot for the interaction between p and method.
n p R2 Relpos Gamma PLSR PCR LASSO
1 20 10 0.2 1 0.9 1.064 1.056 1.002
2 50 10 0.6 c(5,10) 0.6 0.750 0.906 0.729
3 100 10 0.6 c(5,10) 0.3 0.666 0.930 0.704
4 200 10 0.2 1 0.1 0.906 0.910 0.908
5 20 20 0.6 1 0.1 0.763 0.786 0.892
6 50 20 0.2 c(5,10) 0.3 1.010 1.027 0.984
7 100 20 0.2 c(5,10) 0.6 0.956 0.966 0.946
8 200 20 0.6 1 0.9 0.634 0.634 0.636
9 20 50 0.2 5 0.1 1.169 1.091 1.139
10 50 50 0.6 c(1,5) 0.3 0.731 0.698 0.872
11 100 50 0.6 c(1,5) 0.6 0.664 0.666 0.790
12 200 50 0.2 5 0.9 0.909 0.908 0.987
13 20 200 0.6 5 0.9 0.831 0.863 0.935
14 50 200 0.2 c(1,5) 0.6 1.021 0.961 1.099
15 100 200 0.2 c(1,5) 0.3 0.948 0.948 1.020
16 200 200 0.6 5 0.1 0.665 0.681 0.978
17 20 10 0.4 c(1,5) 0.1 0.940 0.931 0.951
18 50 10 0.8 5 0.3 0.517 0.513 0.549
19 100 10 0.8 5 0.6 0.475 0.473 0.505
20 200 10 0.4 c(1,5) 0.9 0.794 0.788 0.798
21 20 20 0.8 c(1,5) 0.9 0.559 0.569 0.609
22 50 20 0.4 5 0.6 0.853 0.854 0.866
23 100 20 0.4 5 0.3 0.809 0.807 0.816
24 200 20 0.8 c(1,5) 0.1 0.467 0.498 0.515
25 20 50 0.4 c(5,10) 0.9 1.066 1.064 1.244
26 50 50 0.8 1 0.6 0.469 0.475 0.741
27 100 50 0.8 1 0.3 0.459 0.459 0.465
28 200 50 0.4 c(5,10) 0.1 0.818 0.907 0.800
29 20 200 0.8 c(5,10) 0.1 0.792 0.896 0.625
30 50 200 0.4 1 0.3 0.819 0.827 1.044
31 100 200 0.4 1 0.6 0.807 0.784 0.997
32 200 200 0.8 c(5,10) 0.9 0.480 0.809 1.005The complete data were analyzed using a standard linear
model with both continuous and categorical covariates. The frac-
tional design introduces confounding between second order inter-
actions between some of the design factors, and in order to reduce
aliasing in the estimated effects we treated the parameters n, p, ρ2
and γ as continuous effects in the meta-analysis. A full second
order model was ﬁrst run followed by a backward elimination pro-
cedure based on signiﬁcance (αto.remove = 0.05 and obeying model
hierarchy). The ANOVA table for the resulting reduced model is
given below.The meta-analysis performed here gives some expected and highly
signiﬁcant effects like that of n (negative effect of −8.06e−04 on
RMSEP (not shown)), p (positive effect of 2.480e−03) and ρ2 (negative
effect of−0.61). From an analysis like this onemay also learn about less
obvious interactions between methods and data properties, which is of
major interest in the study of methods.
The result plots in Figs. 2 and 3 show how some interactions between
data property parameters and methods inﬂuence the prediction ability.
The interaction between the number of parameters p and method is
clear from Fig. 2. The two projection methods, PCR and PLSR, which do
not perform variable selection, but in essence down-weights apparently
non-relevant variables, appear to be very insensitive to the number of
predictor variables, but the variation in RMSEP increases with p. The
LASSO is negatively affected by increasing p, which is natural since it
will be increasingly difﬁcult to pick out the few relevant predictors
(q = 5) among the irrelevant ones as p grows. The main effect of
method can be extracted from the plot as the mean error across p,
which shows that for the parameter space spanned in this example
the PLSR has the overall best performance.
gamma*method effect plot
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Fig. 3. Interaction plot for the interaction between γ and method.
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“method” and the parameter γ. The latter parameter controls the degree
of collinearity in the predictor data, and a large value corresponds to
high collinearity. The signiﬁcant interaction is due to the fact that as γ
is increasing, then the prediction error of LASSO is also increasing,
which can be explained by the difﬁculty of selecting the truly relevant
predictors among a set of collinear predictors. PCR and PLSR which
perform no variable selection have less problems and appear to be
unaffected by the increasing collinearity.relpos*method effect plot
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SE
P
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 : method LASSO  : method PCR
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 : method PLSR
Fig. 4. Interaction plot for the interaction between relpos and method.The variance of (eigenvalues) and the number of relevant latent
components have an effect on the prediction ability as seen from
Fig. 4. For allmethods the hardest case iswhen the relevant components
have positions 5 and 10, which for large values ofγ corresponds to small
variances (eigenvalues) of the relevant components. The best predic-
tions are performed when the relevant information is in component 1,
and even better when m increases to 2 as component 5 also becomes
relevant.
In this small example we have shown how a simulation study set up
by the simrel-package may reveal connections between data properties
and methods. Since this was just an example of the use of the package,
we have not performed an exhaustive study of the three mentioned
methods here. Of course, to be just to the various methods, large scale
comparisons should be conducted where the strengths of each method
is allowed to be explored.4. Discussion
The random x regressionmodel has awide range of applications, and
for many recent applications we have p N n, a situation where the
ordinary least squares estimate of β is unavailable. For such cases a
multitude of different prediction methods have been proposed, some
by statisticians, some by chemometricians and some by machine
learners. Many of these methods are discussed in [21]. Up to now a
systematic comparison between the different methods has been
difﬁcult. The simrel-package offers a tool for doing such comparisons
under different model conditions.
In future versions of the R-package we plan to give optional
ﬂexibility for the user, for instance by allowing for multivariate re-
sponse matrix, Y. Another planned extension is to make it possible
to have blocks of predictors which are internally correlated, but
where the blocks are uncorrelated. This said, we will strive to
keep the simulation set-up simple and apprehensive in order to
stimulate and provide an easy tool for data simulation and method
comparisons.
In addition to the obvious use of the package as a tool for generating
data for model comparisons, the simrel-package may also serve as a
pedagogic tool. The possibility to quickly generate data with different
properties followed by statistical data analysis, is a powerful way to
illustrate statistical theory in lectures.Conﬂict of interest
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