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In this Rapid Communication we present an explicit inversion formula for the linearized inverse scattering problem for the diffusion equation with general boundary conditions. Our results are remarkable in three regards. First, the inversion formula leads directly to an image reconstruction algorithm that is computationally efficient and stable in the presence of added noise. Second, the incorporation of general boundary conditions is of considerable importance for experimental studies ͓5͔. Third, although the main focus of this work is the inverse scattering problem for diffuse light, the results presented are, in fact, very general. Similar equations describe, for example, the propagation of heat in a body with fluctuating thermal conductivity, or the flow of steady current in a body with fluctuating electrical conductivity. In both situations, the proposed solution to the inverse scattering problem can be used to reconstruct the distribution of these conductivities from measurements taken on the boundary of the object.
We begin by considering the propagation of diffusing particles ͑photons in the case of light͒ whose energy density u(r,t) obeys the diffusion equation ‫ץ‬ t u͑r,t ͒ϭ"•"D͑ r͒"u͑r,t ͒…Ϫ␣͑ r͒u͑r,t ͒ϩS͑ r,t ͒, ͑1͒
where D(r) and ␣(r) are the position-dependent diffusion and absorption coefficients, and S(r,t) is the source power density. We consider a slab geometry in which mixed boundary conditions of the form uϩl n •"uϭ0, ͑2͒
are specified on the planes zϭ0 and zϭL, n is a unit outward normal, and l denotes a parameter with the dimensions of a length. The case of purely absorbing boundaries is obtained when l ϭ0, while reflecting boundaries are obtained when l ϭϱ.
The average power at the point r that flows in the direction ŝ is given by I(r,ŝ)ϭ(1/4) (cuϪ3Dŝ•"u) , where c is the speed of diffusing particles in a nonscattering medium ͑speed of light for photons͒ ͓9,10͔. We can now use Eq. ͑2͒ to obtain the intensity I S that is measured by detectors located on one of the boundary surfaces that is expressed as 
We now present the derivation of the inversion formula. We rewrite Eq. ͑1͒ in Dirac notation as
where the energy density is given by u (r,t) 
ϭ͗r͉u(t)͘, S(r,t)ϭ͗r͉S(t)͘, and HϭϪ"•D(r)"ϩ␣(r). Equation ͑3͒
is the Schrödinger equation in imaginary time where ␣(r) can be interpreted as the interaction potential and D(r) as a position-dependent mass. The time evolution of ͉u(t)͘ can be described by the Green's function G(t)ϭ⌰(t)exp(ϪHt), ⌰(t) being the unit step function, according to
G͑tϪtЈ͉͒S͑tЈ͒͘dtЈ. ͑4͒
The Green's function G(t) describes the results of a timeresolved experiment. Alternatively, we can perform measurements with a source that is harmonically modulated at the frequency . In this case, the intensity I S is obtained from the Fourier-transformed Green's function, G()ϭ1/(H Ϫi), and the resulting solution is given by ͉u()͘ ϭG()͉S()͘.
It is conventient to decompose ␣(r) and D(r) as ␣(r) ϭ␣ 0 ϩ␦␣(r) and D(r)ϭD 0 ϩ␦D(r), where ␣ 0 and D 0 are the background values of the respective coefficients, and represent the Hamiltonian in the form
The unperturbed Green's function G 0 ()ϭ1/(H 0 Ϫi) can be calculated analytically given the boundary conditions ͑2͒, and the complete Green's function satisfies the Dyson equation GϭG 0 ϪG 0 VG. The change in the measured intensity due to the presence of fluctuations in ␣ and D, ⌬I S (r s ,r d ), is given by
The extra factor of (1ϩl */l ) can be explained by the gen- 
where QϵQ(q)ϭ(q 2 ϩk 0 2 ) 1/2 and the wave number is given by k 0 2 ϭ(␣ 0 Ϫi)/D 0 . Combining ͑9͒, ͑10͒, and ͑7͒, we obtain the following integral equation that relates the unknown functions ␦␣, ␦D to the data function in the ͉q a ,z a ͘ basis:
where
Note that in order to obtain Eq. ͑12͒, an integration by parts was performed to evaluate the action of the operator Ϫ"•␦D". Also, the expression ͑11͒ for g is valid as long as at least one of the variables in the pairs (z s ,z) or (z,z d ) is on the boundary surface, which is evidently the case in Eqs. which are the required inversion formulas. Several comments on Eqs. ͑20͒ and ͑21͒ are necessary. First, the solution we have constructed to the inverse problem is the minimum L 2 norm solution to Eq. ͑12͒ given the data function (q s ,q d ). This solution always exists and is unique ͓12͔. Note that the uniqueness of solutions to the nonlinear inverse problem is a different matter ͓5͔. Existence and uniqueness of solutions to the linear inverse problem is guaranteed by the results of ͓13͔. Second, the inversion formulas ͑20͒ and ͑21͒ employ four-dimensional data to reconstruct two unknown three-dimensional functions. If only one modulation frequency is employed the problem is underdetermined and simultaneous reconstruction of ␦␣ and ␦D can result in a loss of image quality. A single frequency is sufficient for reconstructing either ␦␣ or ␦D alone, while at least two frequencies are necessary for simultaneous reconstruction. Third, in practice one must deal with discrete data. The discretized problem is, obviously, underdetermined and in principle allows multiple solutions. Although these solutions will satisfy Eq. ͑12͒ and will minimize the discrepancy norm, the inversion formulas we have constructed will pick from among these minimizers the unique solution which has the smallest L 2 norm. To obtain this solution, the integrations in Eqs. ͑20͒ and ͑21͒ must be replaced by summations over the discrete values of p and q. In addition the operator T becomes a finite matrix that can be diagonalized by the usual methods of linear algebra. Note that numerical inversion of T(q), whose determinant is extremely small, requires regularization. This may be achieved by setting
where ͉c(q,qЈ)͘ are eigenvectors of T(q) and ⑀ is a small regularization parameter. The optimum value of ⑀ is determined by several factors including the level of noise in the data. The regularization parameter also serves to set the spatial resolution of the reconstruction. Fourth, it is important to note that an image reconstruction algorithm based on Eqs. of a direct numerical inversion of the integral equation ͑15͒. Finally, the inversion formulas presented here may be used as the basis for an alternative nonlinear reconstruction algorithm via a simplified Newton's method ͓5,14͔ in which the generalized inverse of the functional derivative of the nonlinear forward scattering operator is computed from Eqs. ͑20͒ and ͑21͒.
To illustrate the use of the inversion formulas, we have numerically simulated the reconstruction of ␦␣ for one or more point absorbers of the form ␦␣(r)ϭ␣ 0 ␦(rϪr 0 ) under the assumption that ␦Dϭ0. The simulations were performed with the single modulation frequency ϭ0 for three types of boundary conditions: purely absorbing, purely reflecting, and free. The forward data (q s ,q d ) was calculated analytically, by replacing ␦␣ in Eq. ͑15͒ by one or more delta functions.
The numerical integrations in Eqs. ͑20͒ and ͑21͒ were carried out by choosing q to lie on a rectangular grid with spacing ⌬q and inside the circle ͉q͉ϽM ⌬q. The values of the parameters were ⌬qϭL Ϫ1 ϭ2/k 0 and M ϭ40. We also used M discrete wave vectors p which were chosen on a line ranging in length from 0 to M ⌬q.
In Fig. 1 we illustrate the depth resolution for the three types of the boundary conditions and two possible arrangements of sources and detectors ͑on the same or different planes͒. The plots in Fig. 1 represent the reconstructed value of ␦␣ along the line perpendicular to the zϭ0 plane and intersecting a single absorbing inhomogeneity. Evidently, the best resolution is obtained here with absorbing boundary conditions when the sources and detectors are located on different planes.
To demonstrate the robustness of the inversion procedure in the presence of noise, we present three tomographic slices drawn at zϭ0.5L, zϭ0.6L, and zϭ0.7L with the forward data calculated for three point absorbers located in the plane zϭ0.5L as shown in Fig. 2 and absorbing boundary conditions. Gaussian noise of zero mean was added to the data function (q s ,q d ) at various levels as indicated.
In conclusion, we have described an inverse scattering method for the diffusion equation with general boundary conditions. We emphasize that our results are of general physical interest, since they are applicable to inverse scattering with any multiply-scattered wave in the diffusion regime.
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