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Abstract: A new navigation system for small size Remotely Piloted Aircraft Systems (RPAS) is presented, which 
is based on Global Navigation Satellite System (GNSS), Micro-Electro-Mechanical System (MEMS) based Inertial 
Measurement Unit (IMU), Vision Based Navigation (VBN) and other low-cost avionics sensors. The objective of 
this research is to design a compact, lightweight and relatively inexpensive Navigation and Guidance System 
(NGS) capable of providing the required navigation performance in all phases of flight of a small RPAS, with a 
special focus on precision approach and landing, where VBN techniques can be fully exploited in a multisensory 
integrated architecture. Additionally, the potential of carrier-phase GNSS for Attitude Determination (GAD) is 
explored and a six-degree-of-freedom (6-DoF) Aircraft Dynamics Model (ADM) is adopted to compensate for the 
MEMS-IMU sensor shortcomings in high-dynamics attitude determination tasks. The NGS data fusion 
architectures investigated are based on Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) 
approaches. After introducing the key hardware and software features of the NGS, the system performance is 
evaluated in a small RPAS integration scheme (i.e., AEROSONDE RPAS platform) by exploring a representative 
cross-section of this RPAS operational flight envelope, including a variety of high dynamics maneuvers and CAT-I 
to CAT-III precision approach tasks. The performance evaluation shows that the position and attitude accuracies of 
the proposed integrated navigation and guidance systems are compatible with the Required Navigation 
Performance (RNP) specified in the various RPAS flight phases, including precision approach down to CAT-II. 
 
 
Introduction 
Although several research efforts have addressed the 
challenges involved with integration of Remotely 
Piloted Aircraft Systems (RPAS) into commercial 
airspace, there is still a substantial need to properly 
articulate the levels of airworthiness and operational 
capabilities required to enable RPAS to safely 
operate in non-segregated airspace [1]. RPAS are 
adopted for their ability to perform tasks with higher 
manoeuvrability and longer endurance than manned 
aircraft. In particular, small and medium-size RPAS 
hold good promise in carrying out a number of 
complex mission- and safety-critical tasks and are 
now an important part of the global aerospace and 
aviation market. According to recent studies, RPAS 
pose less risk to life and inanimate objects than their 
manned counterparts [2]. The distinctive abilities of 
RPAS can be attributed to the implementation of a 
number of enabling technologies including avionics 
systems miniaturization [3], evolving information 
and communication systems, and the widespread 
availability of a number of high-performance sensors 
with steadily decreasing cost, weight and volume. To 
accomplish a number of diverse missions in the 
foreseeable operational scenarios, RPAS will need 
enhanced navigational capabilities that fulfil the 
Required Navigational Performance (RNP) and 
Reduced Vertical Separation Minima (RVSM) 
expected of manned aircraft [1]. In order to maintain 
an adequate separation between manned aircraft and 
RPAS in cooperative and non-cooperative scenarios, 
the Performance Based Operations (PBO) approach 
defines a set of Communication, Navigation and 
Surveillance (CNS) performance requirements 
related to the different flight phases [4]. In particular, 
RPAS specific navigation requirements comprise: 
physical characteristics of the sensors including size, 
weight and volume, support requirements such as 
electrical power, accuracy and precision, and 
meeting the prescribed system accuracy, integrity, 
availability and continuity. The primary navigation 
sensors that are currently employed in most RPAS 
are based on satellite navigation and inertial systems 
[5]. Global Navigation Satellite System (GNSS) 
sensors provide high-accuracy position and velocity 
data using pseudorange, carrier phase, Doppler 
observables or various combinations of these 
measurements. A number of global and regional 
navigation satellite systems including Global 
Positioning System (GPS), Galileo, GLObalnaya 
NAvigatsionnaya Sputnikovaya Sistema 
(GLONASS), BeiDou (Compass), Indian Regional 
Navigational Satellite System (IRNSS) and Quasi-
Zenith Satellite System (QZSS) are currently in 
service or being planned to provide accurate 
positioning services. In this research, GPS Standard 
Positioning Service (SPS) pseudorange 
measurements are considered for position and 
velocity computations. Due to the low 
volume/weight and cost of current carrier-phase 
GNSS receivers, and the high accuracy attainable, 
interferometric GNSS technology is currently an 
excellent candidate for RPAS applications [6-8]. 
Inertial Measurement Unit (IMU) data are integrated 
over time to obtain position, velocity and attitude 
estimates in an Inertial Navigation System (INS). 
Low-cost and low-weight Micro-Electro-Mechanical 
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System (MEMS) based IMU are particularly well 
suited for small size RPAS applications. Since the 
MEMS-based INS measurements are not very 
accurate and drift rapidly, they are typically 
augmented with GNSS and other data. Additionally, 
the recent advances in electro-optics technology have 
made Vision Based Navigation (VBN) a viable 
option for a number of mission- and safety-critical 
applications [9]. VBN techniques provide passive 
and cost effective solutions and are not subject to the 
same limitations of other sensors. In particular, the 
VBN sensors are self-contained and autonomous, 
which enables them to be used as an alternative to 
more traditional sensors and systems (e.g., INS, 
GNSS and integrated GNSS/INS), especially in 
precision approach and landing applications, which 
are the most demanding and safety-critical flight 
phases [10, 11, 12]. VBN approaches are categorised 
under Simultaneous Localisation and Mapping 
(SLAM), visual odometry and terrain-aided/map-
aided methods [10]. The increase in precision and 
accuracy of vision based approach/landing can be 
attributed to the shift in control technology from 
basic nonlinear types to intelligent, hybrid and robust 
control [13]. Vision based sensors can be also 
employed in GNSS-denied environments including 
jamming and spoofing conditions [14]. Hyper 
spectral images have been also used on a multi-rotor 
Hyper spectral Unmanned Aircraft System 
(HyperUAS) carrying an on-board spectroradiometer 
coupled with a dual frequency GPS and an inertial 
sensor [15]. A challenging task is to provide 
autonomous landing of RPAS on aircraft carriers, 
since a number of factors including low cost sensors, 
unknown movements of the landing surface and 
external disturbances make it hard to generate 
accurate relative attitude estimation, which is 
sufficient for landing. Architectures that overcome 
these limitations even in the presence of wind 
disturbances have been proposed in [16]. 
Manoeuvre-based navigation methods can aid small 
RPAS in urban operations involving high levels of 
autonomy for tasks in a cluttered environment [17]. 
Expanding the spectrum of sensors that can be 
adopted, Aircraft Dynamics Models (ADM) have 
been proposed recently to compensate for the VBN 
and MEMS-IMU sensor shortcomings [18]. The 
ADM virtual sensor is essentially a Knowledge-
Based Module (KBM), which is used to augment the 
navigation state vector by predicting the RPAS flight 
dynamics (aircraft trajectory and attitude motion). 
The ADM employs either a three-degree-of-freedom 
(3-DoF) or a six-degree-of-freedom (6-DoF) variable 
mass model with suitable controls and constraints 
applied in different phases of flight. Generally, the 
image processing frontend is susceptible to false 
detection of the horizon if other high-contrast edges 
are present in the image [18, 19]. Therefore, an 
Extended Kalman Filter (EKF) is typically 
implemented to filter out the spurious results. The 
ADM is also used to compensate for the MEMS-
IMU sensor shortcomings experienced in high-
dynamics attitude tasks and, in this case, the EKF 
can be replaced by an UKF [19]. Additionally, the 
UKF can be also used to pre-process the ADM 
navigation data. The pre-filtering of the ADM virtual 
sensor measurements aids in achieving a reduction of 
the overall position/attitude error budget and, most 
importantly, a considerable reduction in the ADM re-
initialisation time (i.e., increased validity time of the 
ADM data). In line with the above discussions, the 
main objective of our research is to develop a low-
cost and low-weight/volume Navigation and 
Guidance System (NGS) based on GNSS and other 
low-cost and low-weight/volume sensors, capable of 
providing the required level of performance in all 
flight phases of a small to medium size RPAS. In 
addition to developing integrated navigation sensors, 
the data provided by the NGS are used to optimise 
the design of a hybrid control system, tailored for 
VBN, which employs Fuzzy logic and Proportional/ 
Integral/ Derivative (PID) techniques.   
 
Sensor Choices for Data Fusion 
Recent research activities [4, 5, 11, 12, 18, 19] 
addressed various sensors and architectures for 
multi-sensor data fusion. VBN techniques use optical 
sensors (visual or infrared cameras) to extract 
features from images of the surrounding 
environment, which are then used for localization. A 
number of effective algorithms for VBN processing 
have been developed and used for RPAS 
applications. In order to achieve better results, 
attitude can be estimated using different techniques 
such as sky/ground segmentation and color-based 
separation methods [18]. The main vision based 
methods for navigation include Simultaneous 
Localization and Mapping (SLAM) [20], terrain-
based navigation and navigation based on feature 
recognition [21]. RPAS vision based systems have 
been developed for various applications ranging 
from autonomous landing to obstacle avoidance. 
Though several VBN sensors and techniques have 
been developed to date, the vast majority of VBN 
processing schemes falls into one of the following 
two categories [22]: Model-based Approach (MBA) 
and Appearance-based Approach (ABA). MBA uses 
feature tracking in images and creates a Three-
Dimensional (3D) model of the workspace in which 
the RPAS operates. MBA has been extensively 
investigated in the past and is the most common 
technique currently implemented for VBN. The ABA 
approach has a disadvantage that it requires a large 
amount of memory to store images and is 
computationally more costly than MBA. However, 
due to improvements in computer technology, this 
technique has become a viable solution for many 
applications. In this research, the ABA approach is 
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adopted for the design of the VBN sensor system. 
The VBN process is depicted in Figure 1. The key 
frames represent the visual route that the RPAS is 
required to follow. The figure shows that the key 
frame 2 is identified as the starting point of the visual 
route during the localisation process. 
Key frame 1
Key frame 2
(start of visual route)
Key frame 3
Key frame 4
Key frame 5
(end of visual route)
 
 
Figure 1 Conceptual representation of the VBN process 
on final approach. 
The Image Processing Module (IPM) of the VBN 
system detects horizon and runway centreline from 
the images and computes the aircraft attitude, body 
rates and deviation from the runway centreline. The 
functional architecture of the IPM is illustrated in 
Figure 2. 
Computation of 
horizon using Canny 
edge detector 
Extraction and 
computation of 
horizon using Canny 
edge detector 
Computation of 
runway centreline 
location using Hough 
transform
Extraction and 
computation of 
runway centreline 
location using Hough 
transform
Computation of 
optical flow for all 
points on the detected 
horizon
Image comparison and computation of pitch difference, 
roll difference and deviation from runway centreline
Body rates 
Current view
from on-board camera
Current key image frame      
from memory
UA                                            
attitude
Pitch
 difference
Roll 
difference
Deviation from 
runway centreline  
Figure 2 Functional architecture of the IPM 
Input data for the ADM are made available from 
aircraft physical sensors (i.e., aircraft data network 
stream) and from ad-hoc databases [19]. 
Interferometric GNSS for Attitude Determination 
(GAD) is adopted for augmenting attitude 
information. GNSS Carrier Phase Measurements 
(CFM) are utilised for attitude estimation. The 
concept of replacing/augmenting traditional attitude 
sensors with GNSS interferometric processing 
(carrier-phase) has been also considered in recent 
years, mostly for spacecraft applications (i.e., 
replacing or aiding traditional sun-sensors, horizon-
trackers, star-trackers, magnetometers, etc.), and for 
manned aircraft and maritime applications [6, 7]. 
Due to the low volume/weight of current carrier-
phase GNSS receivers, and the very high accuracy 
attainable notwithstanding their lower cost, 
interferometric GNSS technology is becoming a 
good candidate for RPAS applications as well. 
Various computational methods have been developed 
in the past for GAD systems. Independently from the 
method selected, since GAD errors are heavily 
affected by the length of the baselines used (longer 
baselines giving smaller errors), some efficient 
geometric algorithms have been proposed for 
baseline selection in the presence of redundant 
satellite measurements. The accuracy of GAD 
systems is affected by several factors including the 
selected equipment/algorithms and the specific 
platform installation geometry, with the baseline 
length and multipath errors being the key elements 
dominating GAD systems performance [7]. The 
phase measurement of the GNSS signal carrier 
allows determining the relative displacement of the 
antennae in the body reference frame. This 
information is directly related to the attitude of the 
vehicle. The carrier phase measurement is given by: 
                                 (1) 
where   is integer ambiguity,     is the clock bias,    
represents the atmospheric delays, and   represents 
the noise and multipath errors. The displacement of 
the antenna baseline (b) with respect to the Line-of-
Sight (LOS) of the GNSS signal is given by [7]: 
        
  
  
   
 
                        (2) 
where the phase difference ∆/360 is proportional to 
the projection of the baseline (b) on the LOS,   is the 
wavelength and   a proportionality constant. Since 
the antennae are placed at different locations, the 
phase measurements of the incoming GNSS signal 
carrier are different for each antenna.  By knowing 
the integer number of cycles travelled by the carrier 
(N), it is possible to determine the vehicle attitude.  
Figure 3 illustrates the GNSS attitude determination 
process. The differencing measurement from antenna 
1 and 2 is utilized to resolve ambiguity in a 
constrained manner. Based on the baseline length 
value obtained, the attitude is determined.   
   
Antenna 1
Antenna 2
Differencing 
measurement
Constrained 
ambiguity 
resolution
Baseline 
length
Attitude 
determination
 
Figure 3 GNSS attitude determination 
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When using GNSS for attitude determination it is 
sufficient that only two satellites are in view due to 
the following considerations: 
 Common time reference  Measurements are 
independent from the error at the receiver clock 
as this is the same for the measurements 
performed by each antenna. 
 Baseline setting  The relative position of the 
antennae on the vehicle is known a priori; this 
eliminates another unknown factor, which 
reduces the number of satellites required.  
Based on recent research, signals of opportunity can 
also be adopted.  These are existing radio frequency 
(RF) signals in the airspace surrounding the RPAS, 
which tend to have much higher power levels and 
wider coverage especially in urban environments 
than GNSS signals. For instance, information from 
WiFi, cellular base stations, radio communication 
signals and others can be used in the data fusion 
process. However, in the following, we will 
concentrate on GNSS, MEMS-based INS, VBN and 
ADM for the design of a low-cost and low-
weight/volume NGS for RPAS.  
 
Multi-Sensor Data Fusion 
Loose, tight and deep integration approaches can be 
employed for multi-sensor data fusion at navigation 
solution, measurements and signal processing levels 
respectively. A loosely coupled integration method 
supports the integration of Commercial Off-The-
Shelf (COTS) and low-cost navigation sensors [24]. 
Therefore, our NGS employs a loosely coupled 
approach with sensor pre-selection (Boolean decision 
logics) and centralised data fusion based on 
Extended/Unscented Kalman Filters (EKF/UKF) 
algorithms. The multi-sensor data fusion process is 
illustrated in Figure 4. 
 
PILOT INTERFACE -
 Navigation and guidance mode switch  
Sensors   
Multi sensor data fusion techniques
Sensor processing and data sorting
Position, Velocity and Attitude (PVA) best estimates
Inertial 
Measurement 
Unit
Global 
Navigation 
Satellite System
Vision-Based 
Sensor
Aircraft 
Dynamics 
Model
VIGA (Degraded 
mode of EVIGA)
VIG (Degraded 
mode of VIGA)
UVIGA
Extended 
Kalman Filter
Unscented 
Kalman Filter
 
Figure 4 Multi-sensor data fusion process 
Position, velocity and attitude measurements are 
obtained from GNSS. MEMS-based INS provides 
position and velocity data while attitude 
measurements are also obtained both from INS and 
VBN sensors. ADM, acting as a virtual sensor, also 
provides attitude measurements. EKF and UKF are 
used for multi-sensor data fusion. The measurements 
from VBN sensors, GNSS and MEMS-IMU are 
employed in the VBN/IMU/GNSS (VIG) NGS 
architecture. By including measurements from ADM, 
the VBN/IMU/GNSS/ADM (VIGA) system 
architecture is realized. EKF is used in both VIG and 
VIGA architectures. In UVIGA architecture, the 
EKF is replaced by an UKF. A classification of the 
estimation methods based on Kalman Filter (KF) is 
illustrated in Figure 5. The original KF requires that 
the system measurements remain linearly related to 
the state vector. In most practical applications this 
condition is not verified and, therefore, analytical 
and stochastic linearization methods are employed.  
Kalman Filters
Linear Systems Nonlinear Systems
Analytical 
Linearization
Stochastic 
Linearization
Original 
KF
Extended 
KF
SSUKF
SPKF
Iterated 
KF UKF
Other 
SPKF
Additive 
UKF
Sq. Root 
UKF
 
 
Figure 5 Classification of Kalman filters                   
(Adapted from [23]) 
 
The Extended Kalman Filter (EKF) extends the 
scope of the original KF to nonlinear optimal 
filtering problems by forming a Gaussian 
approximation to the state and measurement vector 
distribution using a Taylor series based 
transformation. The EKF accounts for nonlinearities 
by linearizing the system about its last-known best 
estimate with the assumption that the error incurred 
by neglecting the higher-order terms is small in 
comparison to the first-order terms. The drawback in 
adopting an EKF is the complexity involved in the 
derivation of the Jacobian matrices and the linear 
approximations of the nonlinear functions. 
Furthermore, the accuracy of propagated mean and 
covariance is limited to first order due to the 
truncation in the linearization process. Recent studies 
have suggested that implementing the EKF gives rise 
to a number of performance flaws, where most 
deficiencies can be addressed by the Unscented 
Kalman Filter (UKF).  Sigma-point Kalman Filters 
(SPKFs), such as the UKF, provide derivative-free 
higher-order approximations by fitting a Gaussian 
distribution rather than approximating an arbitrary 
nonlinear function as the EKF does. For navigation 
applications, the UKF is more robust and accurate 
than EKF and provides better convergence 
characteristics. The additive UKF is used to reduce 
the number of mathematical calculations performed 
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for each iteration and also reduces the computational 
load of the filter [23]. The square-root UKF is 
adopted to prevent numerical instabilities and to 
reduce the computational cost. The Spherical 
Simplex UKF (SSUKF) is employed in cases where 
a minimum set of sigma points is required [23]. A 
Particle Filter (PF) is a very flexible approach that 
allows an implementation of a recursive Bayesian 
filter through Monte Carlo simulations. It can be 
applied to a wide spectrum of dynamic state-space 
models covering linear, non-linear, Gaussian, non-
Gaussian, stationary, non-stationary, continuous, 
discrete and hybrid models. In our research, it was 
observed that the image processing frontend was 
susceptible to false detection of the horizon if any 
other strong edges were present in the images; an 
EKF is implemented to filter out these incorrect 
results to provide best estimates. Furthermore, an 
UKF is implemented to increase the accuracy of the 
measurements and it also aids in pre-filtering the 
ADM measurements. It is assumed that the motion 
model of the aircraft is disturbed by uncorrelated 
zero-mean Gaussian noise. The state vector consists 
of the roll angle, pitch angle and body rates of the 
aircraft. The EKF measurement model is defined as: 
                                      (3) 
where    is the measurement vector,    is the design 
matrix,    is the state vector,    is the measurement 
noise and k is the kth epoch of time,    . The 
successive states are given by: 
                                  (4) 
where      is the state vector at epoch k+1,    is 
the state transition matrix from epoch k  to k+1,    
is the shaping matrix and    is the process noise. 
The EKF comprises of prediction and update steps. 
The prediction algorithm estimates the state vector 
and computes the corresponding covariance matrix 
   from the current epoch to the next one using the 
state transition matrix characterizing the process 
model described by:  
    
        
     
                   (5) 
where     
  represents a predicted value computed by 
the prediction equations and   
  refers to updated 
values obtained after the correction equations. The 
process noise at a certain epoch k is characterized by 
a covariance matrix,   . The updating equations 
correct the predicted state vector and the 
corresponding covariance matrix using the 
measurement model as follows: 
    
                                    (6) 
    
      
              
                (7) 
where      is the Kalman gain matrix at epoch, k+1 
and      is the innovation vector at epoch, k+1. The 
innovation vector represents the difference between 
the current measurement and the predicted 
measurement and can be described as: 
                  
                    (8) 
The Kalman gain is used to quantify the influence of 
new information present in the innovation vector on 
the estimation of the state vector and can be 
considered as a weight factor. It is equal to the ratio 
of the uncertainty on the current measurement and 
the uncertainty on the predicted one. This gain is 
given by: 
         
     
          
     
       
  
(9)         
where      is the measurement noise covariance 
matrix. For the process model defined here, the state 
vector of the system composed of error in position, 
     velocity,     and attitude,    is given by: 
   
   
   
  
                                 (10) 
The covariance matrix of the model is given by: 
  
 
 
 
 
 
 
 
    
    
     
           
           
           
         
         
         
 
     
     
      
 
 
 
 
 
 
     (11) 
The discrete process noise matrix is defined as 
follows: 
               
                       (12) 
The UKF is implemented primarily to increase the 
ADM validity time. The UKF is a recursive 
estimator and is based on unscented transformations 
in which unscented transforms are used for 
calculating the statistics of a random variable that 
goes through a nonlinear transformation. The process 
model of the UKF is based upon a set of sigma 
points. The sigma points,    are selected based on the 
mean and covariance of   . The sigma points are 
obtained by: 
                 
                  (13) 
                                        (14)                            
where P is the lower triangular matrix of the 
Cholesky factorisation, S and   is the control 
parameter of the dispersion distance from the mean 
estimate in the computation of the sigma point 
matrix,    After the sigma points are calculated, 
update of time is performed for each time step 
         and is given by:  
      
                                (15)                                                                
  
             
   
                      (16)  
  
              
    
           
    
  
   
     (17) 
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The measurement update equations are: 
            
                             (18) 
     
         
                      (19)                      
     
         
                    (20)                   
  
              
    
           
    
  
   
      (21)                                                                      
where   is the nonlinear function used for 
propagation of the sigma points,    is the  
   
component of the vector      is an a-priori estimate 
of     conditioned by all prior measurements except 
the one at time   ,       is an a-posteriori estimate 
of   , conditioned by measurements up to time   . 
Integrated NGS Architectures 
 
Four different integrated navigation system 
architectures are identified, including EKF based 
VBN-IMU-GNSS (VIG), VBN-IMU-GNSS-ADM 
(VIGA), VBN-IMU-GNSS-GAD (VIGGA) and 
UKF based VIGA (UVIGA) system. The VIG 
architecture uses VBN at 20 Hz and GPS at 1 Hz to 
augment the MEMS-IMU running at 100 Hz. The 
VIGA architecture includes the ADM (computations 
performed at 100 Hz) to provide attitude channel 
augmentation while the VIGGA architecture includes 
GNSS to provide attitude channel augmentation. The 
navigation system outputs are fed to a hybrid Fuzzy-
logic/PID controller designed for the AEROSONDE 
RPAS and capable of operating with stand-alone 
VBN, as well as with other sensors data. The VIG 
architecture is illustrated in Figure 6. The INS 
provides measurements from gyroscopes and 
accelerometers which are fed to a navigation 
processor. GNSS provides raw pseudorange 
measurements which are processed by a filter to 
obtain position and velocity data [25]. A similar 
process is also applied to the INS and VBN attitude 
angles, whose differences are incorporated in the 
EKF measurement vector. The EKF provides 
estimates of the Position, Velocity and Attitude 
(PVA) errors, which are then removed from the 
sensor measurements to obtain the corrected PVA 
states. The corrected PVA and estimates of 
accelerometer and gyroscope biases are also used to 
update the INS raw measurements. The data sorting 
algorithm is based on Boolean decision logics and 
allows automatic selection of the sensor data based 
on pre-defined priority criteria. The sorted data is 
then fed to the estimator to obtain the best estimate 
values. The VIGA architecture is illustrated in Figure 
6 (additional ADM block and interfaces are 
highlighted). As before, the INS position and 
velocity provided by the navigation processor are 
compared with GNSS data to form the measurement 
input of EKF. Additionally, in this case, the attitude 
data provided by the ADM and the INS are 
compared to feed the EKF at 100 Hz, and the attitude 
data provided by the vision-based sensors and INS 
are compared at 20 Hz and input to the EKF. As in 
the VIG architecture, the EKF provides estimations 
of PVA errors, which are removed from the INS 
measurements to obtain the corrected PVA states. 
The attitude best estimate is compared with the INS 
attitude to obtain the corrected attitude. During the 
landing phase, the attitude best estimate is compared 
with the VBS attitude to obtain the corrected attitude. 
The GNSS attitude determination is integrated to the 
VIG Navigation System to form the VIGGA 
architecture as illustrated in Figure 7. In addition to 
the VIG architecture, the raw carrier-phase 
measurement is used for GAD system (GADS) to 
provide GADS attitude. The attitudes from INS, 
VBS and GADS form the attitude measurement 
inputs for the data fusion block. In this case also, the 
corrected PVA and estimates of accelerometer and 
gyroscope biases are used to update INS raw 
measurements. In the UVIGA architecture, EKF is 
replaced by an UKF (Figure 8). Additionally, an 
UKF is also adopted to pre-process the ADM 
navigation solution. The ADM operates differently to 
that of the VIGA system running in parallel to the 
centralised UKF. The pre-filtering of the ADM 
virtual sensor measurements aids in achieving 
reduction of the overall position and attitude error 
budget and significantly reduces the ADM re-
initialisation time. PVA measurements are obtained 
as state vectors from both the centralised UKF and 
ADM/UKF. These measurements are then fed into 
an error analysis module in which the measurement 
values of the two UKFs are compared. The error 
analysis block includes the primary sensors (GNSS, 
MEMS-IMU and VBN) and it is used to compare the 
error values with the ADM error to obtain the 
corrected PVA states. 
 
Simulation Case Study 
 
The AEROSONDE model from Unmanned 
Dynamics LLC is used for modelling and simulation. 
The AEROSONDE RPAS is a small autonomous 
aircraft used in weather-reconnaissance and remote-
sensing missions. This model is part of the AeroSim 
Blockset implemented in MATLAB/Simulink.  The 
AeroSim Blockset provides components for rapid 
development of non-linear 6-DoF dynamic models. 
The library also includes Earth models (geoid 
references, gravity and magnetic fields) and 
atmospheric models. The AEROSONDE RPAS 
model can be interfaced with simulators such as 
FlightGear and Microsoft Flight Simulator to allow 
visualisation of the aircraft trajectory.  The inputs to 
the AEROSONDE model include control surface 
deflections in radians, throttle input, mixture and 
ignition. The model outputs the various aircraft states 
such as the position in the Earth-fixed frame, 
velocity, attitude and attitude rates. 
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In order to perform the GNSS attitude determination 
for the AEROSONDE, 3-5 GNSS antennae were 
selected in order to optimize the length of the 
baselines. The position of the 3 antennae 
configuration in the AEROSONDE RPAS is 
illustrated in Figure 9.  
 
Antenna 1
Antenna 2
Antenna 3
Distance A
Distance B
Distance C
 
 
 
Figure 9 AEROSONDE RPAS antenna location 
 
 
The multi-sensor architectures were tested in an 
appropriate sequence of flight manoeuvres 
representative of the AEROSONDE RPAS 
operational flight envelope. The duration of the 
simulation is 700 seconds. The list of the different 
simulated flight manoeuvres and associated control 
inputs is provided in Table 1. The 3D trajectory plot 
of RPAS flight phases is shown in Figure 10.  
 
Table 1 Flight manoeuvres and control inputs 
 
Flight 
manoeuvre 
Required 
roll [°] 
Required 
pitch [°] 
Time 
[s] 
Straight climb 
(take off) 
0 10 50 
Left turning 
helical climb 
-10 8 200 
Straight and 
level 
0 3.5 50 
Right loiter 10 3.5 100 
Right helix 
descent 
10 3 250 
Straight 
descent 
0 -2 50 
 
 
 
Figure 10 3D trajectory plot of AEROSONDE RPAS flight phases 
 
The ADM validity times for estimated position in 
east are shown in Figure 11. 
 
 
 
Figure 11 ADM validity times 
Table 2 shows the position error statistics obtained 
for the four NGS architectures. Table 3 shows the 
attitude error statistics of the NGS architectures. 
During the initial VIGA simulation runs, it was 
evidenced that the ADM data cannot be used 
effectively without being reinitialised regularly. For 
the AEROSONDE RPAS manoeuvres listed in Table 
1, it was found that an adequate period between 
ADM re-initialisation was in the order of 20 seconds. 
The VIG velocity error time histories show that 
GNSS is the dominating sensor for velocity 
computations but a significant improvement is 
obtained with the VIG system on the accuracy of the 
vertical data. Although the UVIGA provide 
comparable performance in terms of 
horizontal/vertical position and attitude data, a 
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significant improvement in the stability (i.e., solution 
validity time) of the ADM output data was observed 
when these data are pre-filtered (UKF).  In 
particular, a comparison of ADM solutions in the 
UVIGA and VIGA architectures is presented in 
Table 4. The validity time before the solution 
exceeds the RNP 1 threshold in the climb phase is 78 
sec and, in the final approach phase, the ADM 
solution exceeds the CAT I, CAT II and CAT III 
limits at 56 sec, 30 sec and 20 sec respectively (the 
VIGA is compliant with CAT I up to 35 sec, CAT II 
up to 20 sec and CAT III up to sec to 16 sec). The 
vertical channel satisfies CAT III and CAT II 
requirements up to approximately 100 sec and CAT I 
requirements up to 365 sec. Table 5 shows a 
comparison of the horizontal and vertical accuracy 
(RMS-95%) with the required accuracy levels for 
precision approach obtained from the NGS 
architectures as recommended by the International 
Civil Aviation Organization (ICAO) [26, 27]. The 
accuracy performances of the NGS systems are in 
line with Category Two (CAT II) precision approach 
requirements. In the UVIGA architecture, the ADM 
navigation solution is useful for an extended period 
of time and this behavior can be instrumental in 
aiding or replacing other sensors in case of 
temporary data losses or degradations. 
Table 2 Position error statistics 
 
NGS 
System 
North 
Position [m] 
East Position 
[m] 
Down Position 
[m] 
μ σ μ σ μ σ 
VIG 0.37 1.91 -0.49 1.94 0.19 2.49 
VIGA 0.36 1.90 -0.48 1.94 0.17 2.44 
VIGGA 0.37 1.90 -0.48 1.94 0.16 2.44 
UVIGA 0.37 1.40 -0.40 1.73 0.12 2.25 
 
Table 3 Attitude error statistics 
 
NGS 
System 
Pitch ( ) 
[degrees] 
Roll ( )          
[degrees] 
Heading ( ) 
[degrees] 
μ σ μ σ μ σ 
VIG 0.013 0.048 -0.007 0.352 -0.011 0.052 
VIGA 0.005 0.040 -0.006 0.313 -0.011 0.044 
VIGGA 0.004 0.038 -0.006 0.278 -0.010 0.042 
UVIGA 0.005 0.040 -0.005 0.219 0.011 0.042 
 
Table 4 ADM validity time 
 
Accuracy 
threshold 
ADM validity time [sec] 
VIGA UVIGA 
RNP 1 64 78 
CAT I 35 56 
CAT II 20 30 
CAT III 16 20 
 
 
Table 5 NGS architectures precision approach position error statistics 
 
Category 
of 
approach 
Horizontal Accuracy (m) 
2D RMS-95% 
Vertical Accuracy (m) 
RMS-95% Down 
Required VIG VIGA VIGGA UVIGA Required VIG VIGA VIGGA UVIGA 
CAT I 16 
5.3 5.2 5.2 4.9 
4 
1.8 1.7 1.7 1.7 CAT II 6.9 2 
CAT III 4.1 2 
 
 
Conclusions 
The research activities performed to design a low-
cost and low-weight/volume integrated NGS suitable 
for small size RPAS applications were described. 
Various candidate sensors were considered for 
integration in the NGS including VBN, GNSS and 
MEMS-IMUs, with and without augmentation from 
ADM. The possibility of using GAD outputs in the 
data fusion algorithms was also investigated. Four 
different architectures were defined and studied in 
detail. They were an EKF based VBN-IMU-GNSS 
(VIG), VBN-IMU-GNSS-ADM (VIGA), VBN-
IMU-GNSS-GAD-ADM (VIGGA) integrated 
systems and an UKF based UVIGA system. While 
the VIGA architecture uses unfiltered ADM data, the 
UVIGA employs an UKF for pre-filtering the ADM 
attitude solution, so to increase the ADM attitude 
solution stability. Simulation case studies of all 
architectures were performed on an AEROSONDE 
RPAS performing manoeuvres representative of the 
aircraft operational flight envelope.  Compared to the 
VIGA/VIGGA architectures, the UVIGA showed as 
significant improvement in the ADM solution 
stability time. Furthermore, the NGS 
horizontal/vertical position accuracy were in line 
with CAT-II precision approach requirements. 
Future research will address uncertainty analysis and 
possible synergies of the NGS architectures with 
GNSS space, ground and avionics based integrity 
augmentation systems [28-30], cooperative and non-
cooperative Detect-and-Avoid (DAA) functions [31-
34] and novel ATM and avionics systems [35-39]. 
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