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Glossaire japonais
Bunsetu (??) unité syntaxique composée d’une suite d?un ou de plusieurs
mots pleins, suivie de zéro ou de plusieurs mots fonctionnels [Kurohashi
et Nagao 1998].
Bunkei (??) motif syntaxique associé à un emploi d’un prédicat. Chaque
argument du prédicat est représenté par une particule casuelle.
Hiragana (???) écriture syllabique japonaise aux formes arrondies (par
exemple ????).
Kanji, ou kanzi (??) caractères sino-japonais utilisés pour transcrire la
langue japonaise.
Katakana (???) écriture syllabique japonaise aux formes anguleuses (par
exemple ????).
Sahen-dousi (????) verbe composé d’un sahen-meisi et du verbe sup-
port ?? (suru, faire).
Sahen-meisi (????) nom pouvant se combiner avec le verbe support ?
? (suru, faire) ain de former un verbe.
Ta-dousi (???) verbe transitif (ou exoactif).
Wago (??) mot d’origine japonaise (par opposition aux mots d’origine
étrangère, et plus particulièrement aux mots d’origine chinoise).




Cette thèse en traitement automatique des langues (ci-après TAL) porte
sur la construction automatisée d’un lexique de schémas prédicatifs verbaux,
c’est-à-dire, sur l’acquisition et l’organisation de connaissances relatives aux
constructions verbales à partir d’un corpus de texte brut. Les expériences
décrites portent sur le japonais.
Le japonais se caractérise par l?emploi de particules casuelles servant à in-
diquer le lien syntaxique et sémantique entre une unité lexicale et son prédicat
mais celles-ci ne sont pas exemptes d?ambiguïtés, comme nous le verrons. Ces
particules posent donc des problèmes particuliers qui nous ont semblé inté-
ressants dans une perspective d?acquisition automatique de connaissances sur
la langue, alors que la plupart des expériences dans ce domaine ont jusqu?ici
massivement porté sur l?anglais (même si des travaux pour d?autres langues
existent).
1.1 Contexte
Les ressources lexicales jouent un rôle majeur en TAL et sont intégrées
à bon nombre d’applications : étiquetage grammatical [Church 1988], ana-
lyse syntaxique [Carroll et coll. 1998], recherche d’information [Surdea-
nu et coll. 2003], etc. Leur importance est devenue plus grande encore avec
l’avénement des théories lexicalistes qui ont permis d’intégrer la grammaire
au lexique et, plus particulièrement, d’ajouter aux lexies verbales des infor-
mations relatives aux constructions syntaxiques associées. Nous donnerons à
titre d’exemples la lexicologie explicative et combinatoire de la théorie sens-
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texte [Mel?čuk 1997], la grammaire syntagmatique guidée par les têtes [Pol-
lard et Sag 1994], ou encore la grammaire d’arbres adjoints [Joshi et coll.
1975].
Au Japon, comme ailleurs, l’intérêt pour les travaux autour d’une descrip-
tion lexicaliste des structures prédicatives verbales perdure, en témoigne l’at-
tribution d’un prix – 20??????? (20-syuunen-kinen-ronbun-syou1) –,
célébrant les vingt ans de l’association japonaise pour le traitement automa-
tique des langues, à deux travaux portant sur la description du prédicat2 :
• Daisuke Kawahara et Sadao Kurohashi pour leurs travaux sur l’acquisi-
tion de schémas prédicatifs [?? ?? 2005] ;
• Iida Ryu et coll. pour leurs travaux sur l’annotation des structures pré-
dicatives et des anaphores [??? 2010].
Nous aurons l?occasion de revenir sur ces travaux importants qui seront pré-
sentés dans l?état de l?art et qui ont aussi inluencé notre approche
D’un point de vue pratique, il a été démontré que les informations sur les
constructions verbales permettent d’améliorer les performances d’un analyseur
syntaxique [Zeman 2002] ou, dans un cadre plus spéciique au japonais, de
désambiguïser la marque du cas grammatical des compléments verbaux [Ku-
rohashi et Nagao 1994b]. Considérons la phrase suivante que nous emprun-







(Un) professeur qui parle aussi l’allemand.
Imaginons maintenant un programme informatique dont la fonction serait
d’identiier les rôles sémantiques de cette phrase – autrement dit « qui fait
quoi ? où ? comment ? ». Ain de mener à bien sa tâche ce programme pourrait
s’appuyer sur les particules casuelles qui, en japonais, servent généralement
à exprimer le lien syntaxique et sémantique entre un nom et un prédicat.
Cependant, aucunes des particules ? (ga) – ici censée indiquer l’agent – et
? (wo) – ici censée indiquer le thème – ne sont présentes dans la phrase
de l’exemple (1). Nous n’avons d’autre choix, pour notre programme, que de
mobiliser des ressources linguistiques extérieures.
1Nous adoptons la méthode de romanisation 99? (99-siki) pour la transcription des
mots japonais. Site oiciel : http://www.roomazi.org/99.html (en japonais).
2Lettre d’information de ?????? (gengosyorigakkai, The Association for Natural
Language Processing) du 11 juillet 2014 (Vol. 21 No. 3).
3L’annotation des exemples suit les recommandations proposées dans Leipzig Glossing
Rules (https://www.eva.mpg.de/lingua/resources/glossing-rules.php).
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Si on se réfère à un dictionnaire monolingue, comme par exemple la 5ème
édition du ??? (kouzien) [?? 1998], nous trouvons pour le verbe ??
(hanasu, parler) une déinition et un exemple que nous reproduisons en (2a)
et (2b).
(2) a. ???????????
Utiliser une langue, un dialecte.
b.????????
(Parler) le dialecte de la région du Kansai.
Un être humain, locuteur du japonais disposant de connaissances sur le
monde, identiiera immédiatement à la lecture de l’exemple, ou de la déinition,
à quels rôles sémantiques correspondent les compléments verbaux de la phrase
donnée en (1), c’est-à-dire le thème et l’agent, respectivement associés aux
particules casuelles ? (wo) et ? (ga).
Un programme informatique qui ne disposerait que des informations don-
nées en (2) serait bien incapable de parvenir au même résultat. Le programme
a besoin de savoir explicitement que le lien entre ?? (sensei) et ?? (ha-
nasu) et exprimé par ? (ga) et que le lien entre ???? (doitugo) et ??
(hanasu) est donné par ? (wo).
Igor Mel’čuk, nous rappelle la distinction faite par [Lakoff 1973] entre
un dictionnaire ordinaire, comme le ??? (kouzien), et un lexique théorique
(équivalent au terme anglais lexicon) :
Le premier est destiné à M. Tout-le-monde et par conséquent fait
appel à l’intuition native des locuteurs […] Le second cherche à pré-
senter la réalité linguistique sans tenir compte des locuteurs et ne
s’adresse qu’à un Martien naïf, symbole d’une puissance intellec-
tuelle surhumaine et d’une ignorance absolue des choses terrestres.
[Mel?čuk 1984]
C’est à ce deuxième type de ressource que nous avons choisi de nous intéres-
ser : un lexique qui intègre un ensemble d’informations relatives aux construc-
tions introduites par le verbe en rendant explicites les diférentes construc-
tions possibles. Il convient cependant de déinir quelles sont ces informations
et quelle description formelle du verbe conviendrait à un traitement par la
machine.
La notion de valence, introduite par [Tesnière 1959], classe les prédicats
en fonction de leur nombre d’actants, c’est-à-dire le nombre de compléments
4 1. Introduction
nécessaires à la réalisation sémantique du prédicat. Cependant, connaitre sim-
plement le nombre de compléments « obligatoires » peut sembler insuisant
pour une description de la structure argumentale du verbe. Il existe néanmoins
d’autres types de description qui intègrent un plus grand nombre d’informa-
tions tout en reprenant la notion d’argument du verbe. Nous regroupons sous
l’appellation « schéma prédicatif » ces diférents modes de représentation.
[Messiant 2010] rapporte que la structure argumentale des prédicats
peut être décrite à diférents niveaux. Les schémas de sous-catégorisation, par
exemple, proposent une description syntaxique de la structure argumentale.
Chaque complément est représenté par sa catégorie syntaxique, sa fonction
syntaxique, voire les deux.
(3) a. [Julie]Suj:SN a donné [un livre]Obj:SN [à Marc]P-Obj:SP.
b. [SUJ:SN, OJB:SN, P-OBJ:SP]
Les grilles thématiques proposent une description sémantique de la struc-
ture argumentale. Chaque complément est représenté par un rôle thématique,
comme par exemple « agent », « thème », ou « instrument ».
(4) a. [Jean]Agent donne [le crayon]Thème [à Luc]But.
b. [AGENT, THÈME, BUT]
A ces deux niveaux de description peut se superposer une description
lexico-sémantique des compléments verbaux. Il s’agit de décrire les complé-
ments, non plus par rapport au prédicat, mais selon des restrictions de sé-
lection et des préférences lexicales. Une restriction de sélection correspond
à un trait sémantique devant être satisfait par le complément (par exemple
+humain). Les préférences lexicales correspondent à un inventaire, plus ou
moins exhaustif, des têtes lexicales pouvant apparaître à une position donnée
(par exemple « crayon », « livre », etc.).
En japonais, la notion de bunkei est centrale et correspond généralement
à un premier niveau de description des prédicats. Le bunkei rend compte de
la structure argumentale canonique du verbe et donne à voir les particules ca-
suelles associées aux diférents compléments pour un énoncé minimal à la voix
active, de modalité neutre, etc. Dans l’exemple (1), le bunkei correspondant
au verbe ?? (hanasu, parler), tel que déinit en (2), serait : [?,?].
Les particules casuelles rendent compte de propriétés syntaxiques et sé-
mantiques de l’unité lexicale à laquelle elles sont rattachées. Cependant, il
1.1. Contexte 5
??/??? [0.86, 0.21]
22 ? ?? (langue) ;?? (dialecte) ;?? (la langue anglaise) ;???
(la langue japonaise) ; ????? (la langue française) ; ???
(langue étrangère) ; ?? (dialecte) ; ??? (la langue chinoise)? ?? (public) ; ?? (célibataire) ; ?? (voix haute) ; ???
(classe) ; ????? (vernis)? ??? (M./Mme/Mlle)
? ?? (acteur) ; ?? (femme) ; ??? (tout le monde) ; ??
(professeur) ; ?? (gens)
Figure 1.1 : Schéma prédicatif, extrait de notre ressource, correspondant au
sens « parler une langue » du verbe ?? (hanasu).
n’existe pas de bijection entre l’ensemble des particules casuelles et celui des
fonctions syntaxiques et des rôles sémantiques. La particule ? (ga) corres-
pond généralement à l’agent, mais peut dans certains cas indiquer le thème ;
la particule ? (de) peut correspondre, entre autres, à un instrumental ou à
un locatif.
Cette description de la structure argumentale en japonais peut aussi être
augmentée d’informations relatives aux têtes lexicales des compléments. Nous
donnons en Figure 1.14 un exemple de ce type de description pour le verbe
?? (hanasu), correspondant à l’emploi donné en (1). Nous noterons que les
têtes lexicales forment ici des ensembles sémantiques cohérents, qui eux-mêmes
participent à l’émergence du sens d’un verbe.
Les ressources lexicales posent cependant deux problèmes majeurs. D’une
part leur constitution exige un important investissement humain et inancier5.
D’autre part, l’évolution naturelle de la langue les condamne à l’obsolescence ;
il conviendrait alors de les mettre à jour mais un travail manuel de ce type
n’est pas envisageable dans la mesure où il mobiliserait de manière permanente
toute une équipe de linguistes. On va donc chercher à développer des systèmes
qui permettent d’acquérir automatiquement ce type de connaissances.
Depuis les années 1990, avec la disponibilité de gros corpus et d’impor-
tantes puissances de calcul le thème de l’acquisition lexicale est devenu un
thème de recherche majeur [Brent 1991 ; Brent 1993 ; Ushioda et coll.
1993 ; Manning 1993]. Une approche automatisée ne peut prétendre au ni-
4Nous présentons sans plus attendre un extrait de la ressource produite dans le cadre de
cette thèse. Le caractère ? indique un suixe.
5Le projet EDR (présenté en 2.2.1 et 3.2) avec un budget initial de 100 millions de
dollars [Feigenbaum et coll. 1993] est sans doute l’exemple le plus remarquable.
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veau de description d’un lexicographe ; cependant, les régularités statistiques
observables sur d’importants volumes de données peuvent faire émerger des
phénomènes linguistiques par ailleurs (presque) inaccessibles au lexicographe.
1.2 Enjeux théoriques
Au delà des déis inhérents à l’acquisition de connaissances linguistiques à
partir de corpus, nous avons identiié deux enjeux théoriques qui nous appa-
raissent déterminants dans le cadre de la description du prédicat verbal : la
notion d’entrée lexicale et la dichotomie argument/circonstant. Notre travail
est organisé autour de ces deux problématiques, même si d’autre questions
seront abordées, comme nous le verrons plus tard.
1.2.1 La notion d’entrée lexicale
A un même lemme peuvent correspondre diférents sens. Un lexique se doit
d’en rendre compte et, idéalement, proposer autant d’entrées qu’il y a de sens
diférents. La tâche n’est cependant pas triviale. Diférents tests existent, nous
citerons [Sadock et Zwicky 1975] pour une présentation (et une critique) de
plusieurs de ces tests.
[Tuggy 1993] propose un exemple qui permet de se saisir du problème.
L’expression « she’s painting (it) » peut correspondre à l’une des 12 situations
données en (5).
(5) a. Painting a portrait in oils on canvas.
b. Painting a landscape with watercolors on paper.
c. Painting trompe l?oeil on the interior wall and loor of a house.
d. Painting a mural on the exterior wall of a public building.
e. Painting a decorative border on an interior wall.
f. Painting the walls of a room with a single color of paint for deco-
rative purposes but also to preserve them.
g. Painting the exterior of a house primarily to preserve it.
h. Painting furniture.
i. Painting a car with an air gun.
j. Painting stripes on a parking lot or roadway by driving a paint-
spraying machine.
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k. Applying makeup to the face.
l. Applying iodine or some other colored disinfectant to the body after
or prior to an incision, with a swabbing motion.
Toutes les occurrences de « paint » ont en commun l’idée « d’appliquer
une substance colorée à une surface », mais diférent aussi de par les difé-
rents paramètres mobilisés : le type de substance qui est appliquée (peinture,
maquillage), la inalité (protection, esthétique), le savoir-faire nécessaire à la
bonne réalisation de l’action, etc.
Suivant ces paramètres il apparaît que certaines situations sont séman-
tiquement plus proches que d’autres. Ainsi, les exemples (5a) et (5b) appa-
raissent sémantiquement plus proches que (5a) et (5k), ou (5a) et (5l). Le
rôle du lexicographe est ici de prendre position est de déinir les occurrences
qui participent à un même sens du verbe « to paint » en s’appuyant sur des
connaissances linguistiques mais aussi, et surtout, des connaissances sur le
monde.
Il apparaît aussi que la distinction est parfois délicate et qu’il n’existe pas
de partitionnement sémantique des entrées lexicales qui vaudrait mieux que
les autres. A la suite de [Langacker 1987], [Tuggy 1993] suggère l’existence
d’un continuum dont les extrêmes correspondraient aux cas d’homonymie (am-
biguity), d’une part, et aux cas de monosémie (vagueness), d’autre part. Les
cas problématiques de polysémie se retrouveraient dans une zone grise, au
milieu de ce continuum.
[Kilgarriff 1997] a une approche plus radicale et pose que la notion de
sens n’existe que pour une application donnée et qu’en l’absence d’un cadre
applicatif précis la notion de sens n’existe pas. Ce positionnement théorique
condamne à demi-mot les ressources « généralistes » qui se destinent à difé-
rentes applications, mais semble aussi militer pour un nouveau type de res-
source lexicale qui ne serait plus igée mais dynamique, capable de s’adapter
aux besoins de chaque application. C’est justement ce type de ressource que
nous visons à construire dans le cadre de cette thèse.
1.2.2 La distinction entre arguments et circonstants
Tous les compléments verbaux ne participent pas de la même façon à
la réalisation sémantique du prédicat. On distingue généralement, parmi les
compléments verbaux, entre les « arguments » – nécessaires à la réalisation
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sémantique du prédicat – et les « circonstants » – qui seraient facultatifs. Si
certains compléments peuvent facilement être associés à l’une ou l’autre de ces
catégories (par exemple un complément d’objet est le plus souvent un argu-
ment, un complément de lieu ou de temps est généralement un circonstant),
d’autres types de compléments sont parfois plus diiciles à classer : le statut
de l’instrumental, par exemple, pose souvent problème. La question n’est donc
pas triviale.
Notons ici qu’il existe une diférence entre arguments réalisés en surface et
structure sémantique profonde. Il semble indispensable, tout du moins dans
le cas du japonais, de se placer à un niveau sémantique. En efet, pour cette
langue, la réalisation en surface de la plupart des compléments est optionnelle.
La question de la distinction entre arguments et circonstants a été très
largement débattue en linguistique, aboutissant à la mise en place de critères
précis. [Schütze 1995 ; Meyers et coll. 1996] proposent un résumé des cri-
tères de distinction les plus courants. En japonais, des études ont cherché a
développer des critères propres au japonais [Kameyama 1985 ; Hasegawa
1988 ; Miyagawa 1989] mais aussi à vériier l’applicabilité de critères déve-
loppés pour d’autres langues [Somers 1984 ; Harada 1991].
Les critères de distinction existants s’appuyant sur des théories linguis-
tiques diverses et s’inscrivant dans une démarche introspective, les raisons
d’observer des analyses discordantes sont nombreuses. [Abend et Rappo-
port 2010] notent par exemple, une importante diférence théorique entre
FrameNet [Ruppenhofer et coll. 2006] et PropBank [Palmer et coll. 2005]
sur une phrase comme « he walked into his oice ». Framenet considère « into
his oice » comme un direction core (c’est-à-dire un argument), alors que pour
PropBank il s’agit d’un directional adjunct (c’est-à-dire un circonstant).
Ainsi, l’équipe d’annotation de la Penn Treebank [Marcus et coll. 1993]
nous apprend que le projet d’annoter les arguments et les circonstants dans le
célèbre corpus arboré a été abandonné faute de critères de distinction iables :
After many attempts to ind a reliable test to distinguish between
arguments and adjuncts, we have abandoned structurally marking
this diference.
[Marcus et coll. 1994]
Il n’y a donc pas de consensus sur cette question, même si certains linguis-
tiques s’entendent sur l’existence d’une zone grise entre, d’une part, les argu-
ments prototypiques et, d’autre part, les circonstants prototypiques. [Vater
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1978] qui a remarqué que la pertinence de certains critères était changeante
préfère parler de « diférents degrés de dépendance vis à vis du verbe ».
Pour traiter ces cas problématiques, diférents concepts sont apparus : « ar-
gument optionnel » [Jackendoff 2002], « circonstant obligatoire » [Grim-
shaw et Vikner 1993], etc. Cependant, nous pensons que cette surenchère
terminologique ne fait que déplacer le problème : la diférence entre un « ar-
gument optionnel » et « un argument obligatoire » pouvant être aussi sujette
à controverse.
D’autres études, comme [Manning 2003] et [Fabre et Bourigault 2008],
sont allées plus loin et défendent une approche qui rejetterait inalement la
dichotomie entre argument et circonstant au proit d’un continuum entre ces
deux extrêmes. C’est ce type d’approche qui nous a principalement inspiré.
1.2.3 Autres enjeux
Ces considérations sur la notion d’entrée lexicale et sur la distinction entre
arguments et circonstants en appellent d’autres. Quel statut donner aux al-
ternances de diathèse et aux expressions igées, deux notions intrinsèquement
liées aux deux problématiques énoncées plus haut ? Nous garderons à l’esprit
l’importance de ces deux questions dans la suite de la thèse.
Les alternances de diathèse
La diathèse a trait à l’organisation des rôles sémantiques autour du prédi-
cat. Pour Beth Levin, les alternances de diathèse sont des « alternations in
the expressions of arguments, sometimes accompanied by changes of meaning
[…] » [Levin 1993]. Une alternance de diathèse est donc un phénomène lin-
guistique par lequel les compléments d’une construction source sont exprimés
diféremment dans une construction cible. Ce changement dans l’organisation
des compléments autour du prédicat pouvant aussi entraîner un changement
de sens.
Les alternances de diathèse sont fondamentales d?un point de vue linguis-
tique et ont été étudiées de manière systématique par Levin pour l?anglais –
et avant cela par l?équipe de Maurice Gross pour le français [Gross 1975]. Or
ce travail n?a pas encore été systématiquement fait pour le japonais6 et notre
6Citons néanmoins [Baldwin et Bond 2002] qui proposent d’extraire automatiquement
des paires de schémas prédicatifs correspondant à des alternances de diathèse à partir des
données de GoiTaikei (présenté en 3.3).
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ressource pourrait constituer une bonne base pour un tel travail.
Les expressions figées
Les expressions igées, ou locutions, sont des constructions dont le sens ne
peut être déduit par l’analyse disjointe de ses éléments constitutifs. A ce titre,
elles doivent être apprises « par cœur » par les locuteurs. Pour Gaston Gross,
« [u]ne suite verbe + complément est une locution verbale si l’assemblage
verbe-complément n’est pas compositionnel ou si les groupes nominaux sont
igés [?] » [Gross 1996]. Le statut du complément d’une locution verbale est
particulier et pose des questions intéressantes du point de vue de la notion
d’argumentalité. En outre, comme le souligne Gross, le igement n’est pas
un phénomène binaire. Les locutions verbales présentent diférents degrés de
igement qu’il serait intéressant d’observer à l’aune des continuums7 entre
homonymes et monosèmes, et arguments et circonstants.
1.3 Contribution
Nous proposons de traiter conjointement les deux problématiques exposées
plus haut – c’est-à-dire la notion d’entrée lexicale, et la distinction entre argu-
ments et circonstants – en intégrant le degré d’argumentalité des compléments
verbaux au processus de création des entrées lexicales des verbes.
La question d’un continuum, commune à ces deux problématiques, est à
l’origine de débats passionnés en linguistique, mais semble cependant avoir
peu d’écho en TAL, comme le notent [Erk et McCarthy 2009] et [Fabre et
Bourigault 2008]. Il nous est donc apparu intéressant de reprendre ici cette
question.
A la suite de [Tuggy 1993], nous proposons une représentation du sens des
lexies verbales suivant un continuum (un espace de valeurs comprises entre 0
et 1) dont les extrêmes seraient les homonymes, d’une part, et les monosèmes,
d’autre part. Un seuil mobile doit permettre de faire varier le nombre d’entrées
pour un verbe donné. Une valeur de seuil égale à 0, par exemple, indique que
chaque occurrence d’un verbe donné correspond à un sens particulier ; il y a
donc autant d’entrées qu’il y a d’occurrences de ce verbe. Une valeur de seuil
égale à 1, à l’inverse, indique que toutes les occurrences d’un verbe donné
correspondent à un même sens ; il n’y a donc qu’une seule entrée lexicale.
7Nous adoptons l?orthographe « continuums » conformément à l?usage français.
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Les valeurs de seuil intermédiaires doivent permettre d’observer un nombre
variable d’entrées (nombre qui peut être ixé automatiquement ou laissé au
choix de l’analyste) grâce au regroupement automatique des usages les plus
similaires.
A la suite de [Manning 2003] et de [Fabre et Bourigault 2008], nous
proposons aussi une représentation de l’argumentalité des compléments sui-
vant un continuum dont les extrêmes seraient les arguments, d’une part, et
les circonstants, d’autre part. De la même façon qu’énoncé précédemment, un
seuil mobile doit permettre de faire varier le nombre de compléments pour
un verbe donné. Une valeur de seuil égale à 0, par exemple, indique que tous
les compléments sont nécessaires à la description du verbe ; toutes les co-
occurrences observées en corpus sont donc représentées. Une valeur de seuil
égale à 1, à l’inverse, indique que seuls le complément dont le degré d’argu-
mentalité est le plus élevé permet de décrire le verbe ; il n’y a donc qu’un
seul complément, et par conséquent, qu’une seule entrée. Les valeurs de seuil
intermédiaires doivent permettre d’observer ici aussi un nombre variable de
compléments.
Nous proposons une méthode, non supervisée, devant nous permettre de
modéliser ces deux continuum d’après des données issues de corpus. Le cadre
théorique de la linguistique textuelle [Bourigault et Slodzian 1999] semble,
au vu des objectifs présentés, le seul cadre théorique valable.
Dans cette thèse nous présentons une chaîne de traitement complète ainsi
que son implémentation, de la collecte des données à l’émergence des entrées
lexicales. Cette chaîne de traitement intègre des algorithmes à la fois eicaces
– dans la mesure où ils peuvent être appliqués à de grandes quantités de
données –, et respectueux des principes théoriques mis en avant – à savoir
une modélisation de la distinction entre homonyme et monosème et de la
distinction entre argument et circonstant selon une échelle continue et non
plus discrète.
Enin, ce travail a permis d’aboutir à une ressource destinée à être dis-
tribuée8. Cette ressource rend explicite l’existence des deux continuums et
répond, d’une certaine manière, à l’appel de [Kilgarriff 1997]. En se po-
sitionnant en divers points de ces continuums il est possible de générer des
ressources adaptées aux besoins de diférentes applications. Le lexicographe
peut n’être intéressé que par les entrées et les compléments les plus signiica-
8Nous avons opté pour une licence de distribution et de réutilisation Creative Commons
CC-BY-SA 4.0 : http://creativecommons.org/licenses/by-sa/4.0/.
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tifs, alors qu’un analyseur syntaxique pourrait tirer partie de toute l’informa-
tion disponible. La ressource produite peut donc être considérée comme une
« méta-ressource » de laquelle d’autres ressources peuvent être générées ain
de s’adapter aux besoins d’une application précise.
1.4 Plan de la thèse
La thèse se compose de deux grandes parties. La première partie (chapitres
2 à 4) traite des aspects théoriques de la description du verbe en japonais et
rend compte de l’état de l’art des ressources et méthodes d’acquisition. La
seconde partie (chapitres 5 à 8) est consacrée à une présentation de notre
méthode d’acquisition de schémas prédicatifs verbaux en japonais et à son
évaluation.
Dans le chapitre 2, nous présentons les principaux corpus annotés qui
s’attachent à proposer une description des constructions verbales en japonais.
Les corpus annotés nous permettent ici de nous saisir de certains des objec-
tifs et problématiques inhérents aux lexiques pour la description du verbe.
Ce chapitre est aussi l’occasion d’introduire certaines notions importantes de
linguistique japonaise et de TAL. Nous présentons ensuite, dans le chapitre
3, les ressources lexicales consacrées, exclusivement ou partiellement, à la des-
cription du prédicat verbal en japonais. Une attention particulière est portée
aux notions d’entrée lexicale et d’argumentalité. Nous fermons cette première
partie par le chapitre 4 qui traite des méthodes d’acquisition de schémas pré-
dicatifs verbaux en japonais. Diférentes approches sont présentées mais nous
nous intéressons plus particulièrement aux travaux menés autour du lexique
de schémas prédicatifs de l’Université de Kyōto [?? ?? 2005 ; ?? ??
2006 ; Kawahara et Kurohashi 2006b ; Kawahara et Kurohashi 2006a].
C’est, à notre connaissance, le seul lexique de couverture large, pour le japo-
nais, construit à l’aide d’une méthode entièrement automatisée.
Nous passons, dans la seconde partie de la thèse, à la description de notre
méthode d’acquisition de schémas prédicatifs en japonais. Nous commençons,
dans le chapitre 5, par détailler les diférentes étapes ayant permis la consti-
tution de notre corpus de travail de 7 millions de segments phrastiques (près
de 300 millions de caractères). Le chapitre 6 est consacré à l’acquisition, à
partir de données textuelles brutes, des structures prédicatives verbales. Une
structure prédicative verbale se compose d’un verbe et d’un ensemble de com-
pléments ; un complément est un couple composé d’une tête lexicale (un nom)
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et d’une particule casuelle. Les structures prédicatives verbales constituent la
matière première de notre lexique. Le chapitre 7 concentre les principaux
aspects techniques de la thèse ; l’objectif est ici la classiication non supervisée
des structures prédicatives verbales acquises dans le chapitre précédent. L’idée
principale est que le regroupement d’exemples similaires d’un verbe donné per-
met de faire émerger un sens particulier de ce verbe ; plus le regroupement est
important plus le sens est générique et, à l’inverse, plus le regroupement est
faible plus le sens exprimé est spéciique. Nous présentons dans ce chapitre
notre méthode de modélisation des deux continuums évoqués plus haut. En-
in, le chapitre 8 est consacré à l’étude de la ressource et à son évaluation
qualitative. Nous présentons l’interface graphique devant permettre à un uti-
lisateur humain d’explorer la ressource. Cette interface graphique est utilisée
dans le cadre d’une étude comparative devant permettre d’évaluer qualitati-
vement la ressource produite. A l’occasion de cette étude nous montrons dans
quelle mesure la ressource produite peut se révéler utile à un lexicographe
soucieux de documenter de nouveaux sens et usages verbaux.
La conclusion de la thèse (chapitre 9) sera l’occasion de revenir sur les
objectifs de la thèse et de présenter les perspectives d’amélioration et d’utili-







Nous consacrons cette première partie à une description des aspects théo-
riques de l’acquisition de connaissances relatives aux constructions verbales
en japonais. Cette description passe par une nécessaire présentation des res-
sources et des méthodes d’acquisition qui ont été développées par ailleurs9.
Nous souhaitons donner ici au lecteur tous les éléments devant lui permettre
d’apprécier au mieux la valeur de notre travail.
Il nous a semblé pertinent de commencer notre état de l’art par une pré-
sentation des corpus annotés en japonais. En efet, les enjeux relatifs à ce type
de ressource mettent en avant les problématiques et les objectifs de l’analyse
des structures prédicatives ; des problématiques et des objectifs qui parfois
rencontrent ceux des lexiques de schémas prédicatifs. Ce premier chapitre est
aussi l’occasion d’introduire diférentes notions de linguistique japonaise et de
TAL.
Le deuxième chapitre de l’état de l’art est consacré aux ressources lexicales
traitant de la description du prédicat verbal en japonais. Nous avons choisi
de présenter en détails chacune des ressources et, quand cela était possible,
de mettre à la disposition du lecteur toutes les informations devant lui per-
mettre d’analyser par lui-même les données présentées. Une présentation, en
français, des principales ressources lexicales pour la description du prédicat
verbal n’existant pas à notre connaissance10, nous avons jugé utile de pro-
poser une description aussi détaillée que possible de ces ressources. Lorsque
cela était possible, nous avons essayé de présenter chaque ressource au tra-
vers d’un même verbe ain de disposer des points de repères nécessaires à leur
comparaison.
Le dernier chapitre de l’état de l’art traite des méthodes d’acquisition de
schémas prédicatifs en japonais pour la description du verbe. Même si d’autres
travaux sont présentés, nous avons fait le choix de concentrer notre attention
sur la méthode d’acquisition proposée pour la construction du lexique de sché-
mas prédicatifs de l?Université de Kyōto [???? 2005 ; Kawahara et Ku-
rohashi 2006a ; Kawahara et Kurohashi 2006b ; ?? ?? 2006]. C’est,
à notre connaissance, la seule méthode à avoir permis la construction d’un
lexique de couverture large, pour le japonais, de façon entièrement automa-
9Nous limitons notre état de l’art aux ressources et méthodes pour le japonais. Pour
une présentation des ressources et méthodes pour le français le lecteur pourra se reporter
à [Messiant 2010].
10Nous n’avons pas trouvé non plus de synthèse aussi détaillée en japonais ou en anglais.
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tisée. Nous présentons également comment le lexique de schémas prédicatifs
produit a pu être intégré avec succès à un analyseur syntaxique permettant
de réaliser simultanément les tâches de désambiguïsation du cas grammatical
et d’analyse en dépendances syntaxiques.
2
Les corpus annotés
Nous nous intéressons dans ce chapitre aux corpus annotés et plus parti-
culièrement à l’annotation des constructions verbales. Nous présentons égale-
ment diférentes notions de linguistique japonaise et de TAL.
Il convient dans un premier temps de déinir ce qu’est un corpus, et en quoi
consiste l’annotation de corpus. Nous reprenons tout d’abord la déinition de
corpus proposée par Geofrey Leech :
« Traditionally, linguists have used the term corpus to designate a
body of naturally-occuring (authentic) language data which can be
used as a basis for linguistic research. This body of data may consist
of written texts, spoken discourses, or samples of spoken and/or
written language. Often it is designed to represent a particular
language or language variety. »
[Leech 1997]
Un corpus représente donc un ensemble de données langagières auquel est
associé une langue ou un genre. Les corpus qui nous intéressent ici sont ceux en
langue japonaise. Leech poursuit et nous propose une déinition d’annotation :
« It can be deined as the practice of adding interpretative, linguis-
tic information to an electronic corpus of spoken and/or written
language data. Annotation can also refer to the end-product of this
process : the linguistic symbols which are attached to, linked with,
or interspersed with the electronic representation of the language
material itself. »
[Leech 1997]
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Le terme annotation a ici deux acceptions : le processus d’enrichissement d’un
corpus, et le résultat de ce processus. Lorsqu’on parle de corpus annotés c’est
donc ce second sens qui est réalisé. Un corpus annoté est donc un ensemble
caractérisable de données langagières augmenté d’informations linguistiques.
Nous allons chercher à déinir ces informations linguistiques. Nous ferons
ensuite un état des lieux des ressources existantes en japonais. Ces ressources
étant nombreuses notre présentation ne concernera que les trois ressources les
plus largement utilisées en TAL dans le cadre d’expériences portant sur le
japonais.
2.1 Les différents types d’annotation
Les informations qui sont ajoutées aux textes peuvent relever de diférents
niveaux d’analyse linguistique (par exemple niveau morphologique, niveau
syntaxique, niveau sémantique). Nous nous intéressons ici aux types d’an-
notation qui concernent directement notre sujet : la description du prédicat
verbal.
2.1.1 Les parties du discours
Il s’agit du type d’annotation le plus courant [Leech 1997]. Le texte est
segmenté en unités linguistiques (appelées tokens), correspondant générale-
ment au mot graphique, et à chacune de ces unités est associée une étiquette
grammaticale (par exemple nom, verbe, ou adjectif, dans le cas du français).









Le jeu d’étiquettes utilisé peut varier en fonction de diférents critères :
la langue, le cadre théorique, ou le cadre applicatif. A noter que plus le jeu
d’étiquettes est grand, plus la tâche d’annotation est fastidieuse augmentant
ainsi de façon signiicative le risque d’erreurs.
Dans le cas du japonais, la notion de token n’est pas triviale. Il n’y a pas
d’espace pour jouer le rôle de séparateur entre les mots comme en français. Dès
lors, en l’absence de critères consensuels, le nombre de segments possibles est
1Sauf mention contraire, les exemples en français ont été fabriqués ; les exemples en
japonais proviennent du corpus qui a servi à la réalisation de ce travail.
















(b) Analyse obtenue avec JUMAN
Figure 2.1 : Étiquetage grammatical de la phrase de l’exemple (7).
plus important encore. Considérons la phrase d’exemple donnée en (7). Nous
présentons en Figure 2.1 deux analyses grammaticales diférentes. L’analyse
donnée en Figure 2.1a a été réalisée avec l’étiqueteur grammatical MeCab
[Kudo et coll. 2004] et le dictionnaire IPA ?? (IPA zisyo, ci-après IPAdic)
[?? ?? 2003] ; celle donnée en Figure 2.1b a été réalisée avec l’étiqueteur






On a diagnostiqué une encéphalite japonaise.
Il apparaît immédiatement que les segmentations comme les étiquettes
grammaticales difèrent entre les deux analyses. Il est important cependant de
noter que les diférences qui apparaissent ici ne doivent pas être imputées aux
outils utilisés mais plutôt aux dictionnaires sur lesquels s’appuient ces mêmes
outils.
Ainsi, le nom composé ???? (nihon nouen, encéphalite japonaise)
correspond à une entrée d’IPAdic, et à la concaténation de deux entrées du
dictionnaire de JUMAN : ?? (nihon, Japon) et ?? (nouen, encéphalite).
A l’inverse, le composé ?? (reta), qui correspond à la combinaison de
l’auxiliaire verbal ?? (reru), marquant la voix passive, et du suixe ? (ta)
marquant l’accompli, correspond à une entrée du dictionnaire de JUMAN,
et à la concaténation de deux entrées d’IPAdic. Les étiquettes grammaticales
associées relètent inévitablement cette diférence. Nous observons pour JU-
2 Pour des raisons de lisibilité, seul le premier niveau des étiquettes grammaticales, le
plus général, a été conservé.
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MANdic une seule étiquette ??? (setubizi, suixe)3, et pour IPAdic deux
étiquettes ?? (dousi, verbe) et ??? (zyodousi, auxiliaire verbal)4.
2.1.2 La structure syntaxique de surface
L’analyse syntaxique de surface consiste à identiier des groupes de tokens
pouvant former des unités syntaxiques cohérentes. Dans le cas du français,
il s’agit de groupes de mots correspondant aux syntagmes nominaux, aux
syntagmes prépositionnels, aux verbes, etc. Nous donnons en (8) un exemple






Dans le cas du japonais, l’unité syntaxique équivalente est appelée ??
(bunsetu). [Kurohashi et Nagao 1998] déinissent bunsetu comme une suite
d’un ou de plusieurs mots pleins, suivie de zéro ou de plusieurs mots fonction-
nels. La Figure 2.2 présente l’analyse syntaxique de surface de la phrase de
l’exemple (9) avec CaboCha [Kudo et Matsumoto 2002 ; ?? ?? 2002],









La première personne a avoir mangé un crabe.
2.1.3 La structure syntaxique
L’analyse syntaxique consiste à rendre explicite la structure d’une phrase.
On distingue généralement deux types d’analyse syntaxique : l’analyse en
constituents immédiats [Wells 1947] et l’analyse en dépendances [Tesnière
1959].
L’analyse en constituants immédiats regroupe les mots en unités syn-
taxiques cohérentes (par exemple syntagme nominal), ces unités sont à leur
tour regroupées en unités syntaxiques plus grandes jusqu’à ce qu’il ne reste
plus qu’un seul groupe correspondant à la phrase. L’arbre de la Figure 2.3a
présente un exemple d’analyse en constituants immédiats.
3Le niveau inférieur de l’analyse précise ?????? (dousisei setubizi, suixe verbal).
4Le niveau inférieur de l’analyse précise respectivement ?? (setubi, suixe) et ???? (tokusyu ta, spécial→ta).
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* 0 -1D
?? ?? ,?? ,*,*,*,*,?? ,?? ,??
? ?? ,??? ,?? ,*,*,*,? ,? ,?
* 1 -1D
?? ?? ,?? ,*,*,*,*,?? ,???? ,????
? ?? ,??? ,?? ,*,*,*,? ,? ,?
* 2 -1D
?? ?? ,?? ,*,*,?? ,??? ,??? ,?? ,??
? ??? ,*,*,*,???? ,??? ,? ,? ,?
* 3 -1D
? ?? ,?? ,*,*,*,*,? ,?? ,??
















(b) Analyse en dépendances
Figure 2.3 : Analyses en constituants immédiats et en dépendances de la
phrase : « Le chat dort »
L’analyse en dépendances identiie les connexions entre les diférents mots
de la phrase. Ces connexions correspondent à des rapports de dépendance
plaçant le mot qui gouverne (le régissant) au dessus de celui qui est gouverné (le
subordonné). Un mot pouvant être à la fois régissant et subordonné, l’analyse
en dépendances apparait comme une collection hiérachisée de connexions ; un
arbre dont la racine correspond au prédicat principal de la phrase. L’arbre de
la Figure 2.3b présente un exemple d’analyse en dépendances.
Dans le cas du japonais, l’analyse en dépendances est généralement préférée
à l’analyse en constituants. Nous observerons cependant que la forme d’analyse
en dépendances qui a été popularisée par les outils d’analyse syntaxique du
japonais (et les contraintes techniques qui vont avec) est quelque peu éloignée
des fondements théoriques de Tesnière. Il s’agit essentiellement de déterminer





Figure 2.4 : Analyse syntaxique en dépendances avec CaboCha de la phrase
de l’exemple (9).
les rapports de dépendance entre bunsetu issus de l’analyse syntaxique de
surface. La Figure 2.4 présente l’analyse en dépendances syntaxiques de la
phrase de l’exemple (9) avec CaboCha.
Un corpus qui propose une analyse syntaxique des phrases est souvent
appelé « corpus arboré » (ou treebank) en raison de la représentation en arbre
des analyses syntaxiques.
2.1.4 Les compléments du prédicat
Les compléments du prédicat sont annotés dans le but de rendre explicite
leur fonction syntaxique (par exemple sujet, complément d’objet) ou leur rôle
sémantique (par exemple agent, thème). Nous donnons en (10) un exemple
d’annotation en français5.
(10) [Le chat]Arg0 dort.
Dans le cas du japonais, les particules casuelles peuvent être utilisées à
cette in. Il s’agit d’une description à l’interface de la syntaxe (fonction syn-
taxique) et de la sémantique (rôle sémantique).






Les tanuki mangent toute la nourriture des oiseaux.
L’annotation semble n’apporter ici que peu d’information. En efet, nous
pouvons observer que les particules sont ici données explicitement dans le
texte. Diférents phénomènes, fréquents, empêchent cependant d’accéder di-
rectement au cas grammatical d’un complément : thématisation du complé-
5Nous reprenons, pour cette exemple, le mode d’annotation de PropBank [Palmer et
coll. 2005]. Arg0 indique l’agent.
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ment, omission de la particule (surtout à l’oral), complément modiié par le
prédicat (introduction d’une proposition relative).
L’exemple (12) illustre ce type de situation. Ici la particule casuelle ?
(wo) de l’exemple (11) a été remplacée par la particule thématique ? (wa).
L’annotation permet d’accéder au cas grammatical du complément masqué






Les tanuki mangent toute la nourriture des oiseaux.
Nous noterons que l’utilisation des particules casuelles pour déinir la re-
lation entre un prédicat et un complément n’est pas sans poser problème. En
efet, à une même particule peuvent correspondre diférentes fonctions syn-
taxiques et diférents rôles sémantiques6. Nous donnons en (13) et (14) deux














Les visiteurs ont voté à l’aide de baguettes jetables.
Il apparait que le complément ?????? (nihongo gakkou de, dans
une école de japonais) de l’exemple (13) correspond à un locatif, alors que le
complément ???? (waribasi de, avec des baguettes jetables) correspond à
un instrumental. Ici, l’annotation ne permet pas de distinguer ces deux rôles
sémantiques.
Nous proposons en annexe A une liste (sans doute non exhaustive) des
diférentes valeurs sémantiques possibles pour chacune des particules casuelles
du japonais.
6A titre d’exemple, [?????????? 2009] recense pas moins de onze valeurs
diférentes pour la seule particule ? (ni).
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2.1.5 Les anaphores et les coréférences
D’après le TLFi7, une anaphore est un « procédé consistant à rappeler un
mot ou groupe de mots précédemment énoncé par un terme grammatical ».
Nous donnons une exemple d’anaphore en (15).
(15) [Le chat]x joue avec [la souris]y [qu]y’[il]x a attrapée.
Le lien entre l’antécédent et l’anaphore est rendu explicite par l’adjonction
d’un symbole (c’est-à-dire x ou y) à chacune des deux entités. Prenons les deux
exemples suivants (que nous empruntons à [? ?? 2011]) :
(16) ????iPod?x????????????x?????
Tarō a acheté [un iPod]x. Jirō en a acheté [un]x aussi.
(17) ????x????????????????????????????
x?????????????????
[Yokoo]x n’était pas un peintre, ni un styliste. Ce genre de considéra-
tion [lui]x importait peu.
Dans l’exemple (16) « iPod » est rappelé par ?? (qui correspond ici au
pronom indéini « un » du français). Dans l’exemple (17)?? est rappelé par
? (qui correspond ici au pronom personnel « lui » du français).
D’après [Grinder et Postal 1971], on peut distinguer deux principaux
types d’anaphores. D’une part l’Identity of Sense Anaphora (ci-après ISA)
et qui correspond à l’exemple (16) : l’antécédent et l’anaphore renvoient à la
même entité (c’est-à-dire iPod), mais pas à la même instance (c’est-à-dire,Tarō
et Jirō achètent chacun un iPod diférent). D’autre part l’Indentity of Refe-
rence Anaphora (ci-après IRA) et qui correspond à l’exemple (17) : l’anté-
cédent et l’anaphore renvoient à une même instance (c’est-à-dire ?? et ?
correspondent à la même personne). C’est à ce dernier cas que correspond la
notion de coréférence.
2.1.6 Les pronoms zéro
Un complément peut être absent de la structure de surface mais présent
dans la structure profonde. Ce phénomène d’ellipse n’est cependant pas propre
au japonais. Nous donnons en (18) un exemple en français.
7http://atilf.atilf.fr/
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(18) [Le chat]x attrape [la souris]y, puis ∅x joue avec ∅y.
En japonais, ce phénomène est communément appelé ???? (zero
syouou, anaphore zéro). Un complément présent dans la structure profonde
mais absent de la structure de surface est appelé ????? (zero daimeisi,
pronom zéro).
On peut distinguer trois types d’anaphore zéro :
• les anaphores zéro intra-phrastiques, exemple (19) ;
• les anaphores zéro inter-phrastiques, exemple (20) ;
• les anaphores zéro exo-phrastiques (ou exophores), exemple (21).
(19) [???]x???????????∅x฀???????????
Ce garçon s’appelle ? (kaze, vent), (il) disparaît tout de suite.
(20) [???]x?????????∅x฀????????
C’est à cause de l’inaction du Parti Républicain. Fais (leur) un procès.
(21) ???∅exo฀?????????????
Ce dimanche matin là, (le ciel) était bien dégagé.
L’annotation des pronoms zéro mobilise plusieurs niveaux d’analyse. Le
problème de la distinction entre arguments et circonstants est directement
abordé puisque l’annotateur doit se demander si la structure argumentale du
prédicat est complète ou non. Si ce n’est pas le cas, est-ce que le complément
est présent dans la phrase (anaphore zéro intra-phrastique), dans le texte
(anaphore inter-phrastique), ou nulle part (exophore) ? Dans les deux premiers
cas, quel est le lien avec l’antécédent ? Anaphorique (ISA), ou coréférentiel
(IRA) ?
Enin, comme pour l’annotation des compléments, le choix du cas gram-
matical d’un pronom zéro n’est pas toujours trivial quand celui ci n’est pas
donné explicitement dans le texte. Ainsi les deux annotations suivantes sont-
elles possibles.
(22) ???????????????????????
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Dans les deux exemples, le cas grammatical du pronom zéro est l’abla-
tif exprimé ici à l’aide des particules grammaticales ? (wo) et ?? (kara).
Certains linguistes [Shimamori 1997] considèrent néanmoins que le choix de
l’une ou de l’autre des particules casuelles introduit une diférence de sens,
voire même, dans le cas particulier de ??? (oriru, descendre), que ? (wo)
introduit un argument alors que ?? (kara) introduit un circonstant.
2.1.7 Les compléments des noms prédicatifs
Les noms prédicatifs sont des noms qui, comme les verbes, peuvent sélec-
tionner un ensemble de compléments. Dans la mesure où le lien entre un nom
prédicatif et un verbe peut être établi, il est pertinent de s’intéresser aussi
à la description des noms prédicatifs. Nous donnons en (23) un exemple en
français8. Ici le nom prédicatif « attaque » correspond au verbe « attaquer ».
(23) L’attaque de la [souris]Arg1 par le [chat]Arg0.
Dans le cas du japonais, les noms prédicatifs correspondent principalement
à des noms déverbaux – le nom ??? (matigai, erreur), par exemple, est
dérivé du verbe ??? (matigau, se tromper) – ou à des sahen meisi, c’est-
à-dire des noms qui peuvent se combiner avec le verbe support ?? (suru)
– le sahen meiisi ?? (benkyou, étude), par exemple, peut se combiner avec
le verbe support ?? (suru) pour former le verbe ???? (benkyou suru,





L’entrée à l’université des enfants.
2.2 Les ressources existantes
Nous nous intéressons ici à trois corpus qui ont donné lieu à de nombreux
travaux : le Corpus EDR, le Corpus Écrit de l’Université de Kyôto, et le
Corpus Écrit du NAIST.
8Nous reprenons, ici encore, le mode d’annotation de PropBank. Arg1 indique le thème.
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2.2.1 EDR ???? (EDR koopasu)
Le corpus EDR [Takebayashi 1993 ; ?????????? 2001] a
été constitué dans le cadre du projet EDR Electronic Dictionary (1986–1994)
qui avait pour but de développer un ensemble de ressources pour les travaux
en traitement des connaissances. La place de ce corpus au sein du projet
EDR est centrale : les autres ressources du projet ont été construites à partir
des données du corpus. Ce corpus contient environ 200 000 phrases issues
de textes de genres variés : articles de presse, articles d’encyclopédies, textes
pédagogiques, textes de référence. Les annotations du corpus EDR n’ont pas
fait, à notre connaissance, l’objet d’une évaluation.
Nous avons pu observer pour chaque phrase du corpus, trois niveaux d’ana-
lyse diférents :
• analyse grammaticale ;
• analyse syntaxique ;
• analyse sémantique.
Nous allons observer comment sont traités ces diférents niveaux d’analyse
en suivant une phrase extraite du corpus EDR et que nous donnons en (25).
(25) ?????????????????????????
Après son expulsion du village, il s’est empressé de fonder Ontikai.
Analyse grammaticale
La Figure 2.5 présente l’analyse grammaticale associée à la phrase de
l’exemple (25). Les informations présentes sont (de gauche à droite) : position
du token, forme de surface, lecture (transcription en katakana), partie du
discours, et identiiant du concept associé au token. L’identiiant du concept
associé au token est partagé par l’ensemble des ressources du projet EDR. Si
aucun concept n’est associé à un token donné (par exemple le token n°10),
alors l’annotateur déinit le sens du token en lieu et place de l’identiiant du
concept.
Les mots composés sont également annotés (à l’aide d’une variable parta-
gée par les diférentes composantes) et déinis en marge de l’analyse gramma-
tical. La Figure 2.6 illustre le cas du mot composé ???? (demo-kousin,
cortège d’une manifestation).
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1 1 ??? ??? ??? 0e84ad
2 2 ? ? ?? 2621d7
3 3 ?? ?? ?? 0f2459
4 4 ? ? ?? 2621d5
5 5 ?? ???? ?? 3cf185
6 6 ? ? ?? 2621cb
7 7 ? ? ??? 2621c1
8 8 ? ? ?? 2621d7
9 9 ??? ???? ?? 3ced5f
10 10 ??? ????? ?? "???????????"
11 11 ? ? ?? 2621d5
12 12 ?? ???? ?? 0ef56b
13 13 ? ? ?? 2621d5
14 14 ? ?? ?? 3d0714
15 15 ? ? ?? 2621d0
16 16 ? ? ?? 2621d8
Figure 2.5 : Étiquetage grammatical extrait du corpus EDR correspondant
à l’analyse grammaticale de la phrase de l’exemple (25)
1
2 16 ?? ?? ?? I#1
3 17 ?? ???? ?? I#1
4
5 I#1 ???? ?????? ?? "?? ???????
→֒ ????????"
Figure 2.6 : Traitement des mots composés dans le corpus EDR
Analyse syntaxique
L’analyse syntaxique proposée est une analyse en constituants immédiats
qui fait néanmoins intervenir des éléments de l’analyse en dépendances. L’arbre
syntaxique est représenté à l’aide de parenthèses comme illustré par la Fi-
gure 2.7. Ici chaque paire de parenthèses correspond à un nœud de l’arbre.
On distingue les nœuds intermédiaires et les nœuds terminaux.
Un nœud intermédiaire correspond à un couple (x, Y ) où x désigne le type
de nœud et Y le sous-arbre régi par le nœud. Il existe deux principaux types de
nœuds : des nœuds de subordination (notés M) et des nœuds de coordination
(notés S). Pour chacun de ces nœuds, la branche principale du sous-arbre est
indiquée à l’aide d’un nœud intermédiaire (noté t). A noter qu’il existe deux
autres types de nœuds de coordination : ceux qui regroupent les diférents
éléments d’un mot composé (notés I, comme pour l’analyse grammaticale), et
ceux qui regroupent les diférents éléments d’une expression numérique (notés
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1 (S (t (S (S (t (W 1 "???"))
2 (W 2 "?"))
3 (t (M (S (t (M (S (t (W 3 "??"))
4 (W 4 "?"))
5 (t (S (t (W 5 "??"))
6 (W 6 "?")
7 (W 7 "?")))))
8 (W 8 "?"))
9 (t (M (W 9 "???")
10 (t (M (S (t (M (S (t (W 10 "???"))
11 (W 11 "?"))
12 (t (W 12 "??"))))
13 (W 13 "?"))
14 (t (S (t (W 14 "?"))
15 (W 15 "?")))))))))))
16 (W 16 "?"))
Figure 2.7 : Analyse syntaxique extraite du corpus EDR correspondant à
l’analyse de la phrase de l’exemple (25)
N).
Un nœud terminal (noté W) correspond à un token représenté par un
triplet (x, n, w) où x indique le type de nœud (ici seul W est possible), n la
position du token, et w la forme de surface du token.
Nous donnons en Figure 2.8, la représentation en arbre de l’analyse syn-
taxique de la phrase de l’exemple (25). Dans un souci de lisibilité et de place,
la branche principale d’un nœud intermédiaire est indiquée par soulignement
de l’étiquette du nœud ils concerné.
Certains auxiliaires verbaux (par exemple ??, seru, pour la diathèse
causative9) peuvent, d’après le mode d’annotation d’EDR, introduire leur
propre complément. Le verbe principal sélectionnant déjà ses propres com-
pléments, des dépendances croisées peuvent apparaître. Nous donnons en (26)
un exemple, que nous empruntons à [?????????? 2001], et qui








C’est lui qui a fait écrire le livre.
Ici, le verbe ?? (kaku, écrire) introduit le complement ?? (hon wo,
livre + acc), l’auxiliaire verbal de la diathèse causative ?? (seru) introduit
9La distinction entre causatif et factitif n’étant pas nécessaire dans le cadre de cette
thèse, nous ne gardons que le seul terme causatif.





































Figure 2.9 : Traitement des dépendances croisées dans le corpus EDR par
changement de l’ordre des constituants
le complément ?? (kare wa, il + top). Ain d’éviter que deux branches de
l’arbre ne se croisent, l’approche adoptée dans le corpus EDR est de changer
l’ordre des constituants comme illustré en Figure 2.9.
Analyse sémantique
L’analyse sémantique de la phrase est donnée par une grille thématique
qui rend explicites les liens sémantiques entre compléments et prédicats. Ce
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1 [ [main 14 :? :3d0714]
2 [attribute past]
3 [agent @1 :????? :]
4 [manner 9 :??? :3ced5f]
5 [goal [ [main 12 :?? :0ef56b]
6 [object 10 :??? :"??????????? "]]]
7 [sequence [ [main 5 :?? :3cf185]
8 [source 3 :?? :0f2459]]]
9 [and *PREVIOUS-SENTENCE]]
10 DATE="95/7/12"
Figure 2.10 : Grille thématique extraite du corpus EDR correspondant à
l’analyse sémantique de la phrase de l’exemple (25)
type de lien est donné par un rôle sémantique (agent, moyen, but, etc.). Nous
donnons en Figure 2.10 la grille sémantique associée à la phrase de l’exemple
(25).
Nous remarquons au passage qu’il n’est pas indiqué que le verbe ???
? (tuihou suru, expulser) est à la voix causative. L’absence d’indication sur
la diathèse de ce dernier verbe est par ailleurs problématique, car on ne peut
pas savoir ici, si le sujet est « celui qui expulse » ou « celui qui est expulsé ».
Il est donc nécessaire de mettre en parallèle la grille thématique et les données
du corpus.
2.2.2 ???????????? (kyouto daigaku tekisuto koopasu)
???????????? (kyouto daigaku tekisuto koopasu, Corpus
Écrit de l’Université de Kyôto, ci-après KTC pour Kyoudai Text Corpus) est
un projet d’annotation de corpus qui a débuté en 1996 et dont l’objectif était
d’appuyer le développement de l’analyseur grammatical JUMAN, et celui de
l’analyseur syntaxique KNP [Kurohashi et Nagao 1994a ; ?? ?? 1994].
Le corpus a connu deux grandes périodes de développement : du début du
projet jusqu’à la version 3.0, et de la version 3.0 à la version 4.0. Durant
la première période, ont été annotées les parties du discours, les structures
syntaxiques de surface, et les structures syntaxiques. Durant la seconde pé-
riode, ont été annotés les compléments du prédicat (dont les pronoms zéro),
les anaphores, et les coréférences.
Nous proposons une comparaison des deux versions du KTC en nous ap-
puyant sur une phrase issue de ce corpus et que nous donnons en (27).












M. Yamahana conirme son intention de quitter le Parti Socialiste (ja-
ponais).
KTC version 3.0
La version 3.0 du corpus [Kurohashi et Nagao 1998 ;??? 2000 ;??
?? 1997] s’appuie sur 40 000 phrases10 extraites d’articles du journal Maini-
chi [????? 1996] publiés durant l’année 1995 (ces phrases correspondent
à 3 500 articles publiés entre le 1er janvier 1995 et le 17 janvier 1995, ainsi
que tous les éditoriaux de l’année 1995). Dans un premier temps le corpus a
été annoté automatiquement à l’aide de JUMAN et de KNP, puis validé ma-
nuellement à l’aide d’une interface dédiée. Les annotations du KTC 3.0 n’ont
pas fait, à notre connaissance, l’objet d’une évaluation qualitative.
Les annotations proposées sont de deux sortes :
1. morphologiques :
• segmentation en tokens ;
• analyse grammaticale (par exemple les parties du discours).
2. syntaxique :
• analyse syntaxique de surface (c’est-à-dire segmentation en bunse-
tu) ;
• analyse syntaxique (c’est-à-dire identiication des relations entre
bunsetu).
La Figure 2.11 présente l?annotation réalisée pour la phrase de l?exemple
(27). La Figure 2.12 donne une représentation en arbre de l’analyse syn-
taxique en dépendances de cette même phrase. Une phrase est délimitée à sa
gauche par des métadonnées (avec l’identiiant unique de la phrase analysée),
et à sa droite par une marque de in de chaîne (c’est-à-dire EOS).
Les informations relevant de l’analyse morphologique et celles de l’analyse
syntaxique peuvent facilement être distinguées. Une ligne commençant par le
symbole ∗ relève de la syntaxe, les autres lignes relèvent de la morphologie.
Les informations relevant de l’analyse morphologique :
• chaque ligne correspond à un token ;
• la première colonne correspond à la forme de surface ;
10Le projet prévoyait initialement d’annoter 200 000 phrases.
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1 # S-ID :950107008-004 KNP :97/01/28 MOD :2005/03/22
2 * 0 4D
3 ?? ???? * ?? ?? * *
4 ? ? * ??? ???????? * *
5 ? ? * ?? ??? * *
6 * 1 2D
7 ??? ?????? * ?? ??? * *
8 ? ? * ?? ??? * *
9 * 2 3D
10 ?? ??? * ?? ???? * *
11 ?? ?? * ?? * ???? ???
12 * 3 4D
13 ?? ??? * ?? ???? * *
14 ? ? * ?? ??? * *
15 * 4 -1D
16 ??? ???? ??? ?? * ???? ??????
17 ?? ?? * ??? ?????? ???? ???
18 ? ? * ?? ?? * *
19 EOS












Figure 2.12 : Représentation en arbre de l’analyse syntaxique en dépendances
donnée en Figure 2.11






















(c) ????????? (il y avait trois jeunes
garçons)
Figure 2.13 : Les diférents types de relation entre bunsetu dans KTC : dé-
pendance syntaxique (D), coordination (P), et apposition (A)
• la deuxième colonne correspond à la lecture de la forme de surface ;
• la troisième colonne correspond au lemme ;
• les colonnes restantes correspondent aux diférents niveaux de descrip-
tion de la partie du discours.
Les informations relevant de l’analyse syntaxique :
• chaque ligne correspond à un début de bunsetu ;
• le premier nombre est son index ;
• le deuxième nombre est l’index du bunsetu auquel il est rattaché (-1
signiie que le bunsetu n’a pas de régissant) ;
• la lettre indique le type de relation entre les deux bunsetu.
Les annotations syntaxiques distinguent trois types de relation entre deux
bunsetu. La Figure 2.13 donne un exemple de chaque type de relation.
Dépendance syntaxique (D) un bunsetu dépend syntaxiquement de
l’autre bunsetu (Figure 2.13a) ;
Coordination (P) les deux bunsetu ont le même statut hiérarchique
(Figure 2.13b) ;
Apposition (A) les deux bunsetu ont le même statut hiérarchique et le même
cas grammatical (Figure 2.13c).
Nous pouvons cependant observer dans le corpus un quatrième type de
relation (notée I). Cette relation n’est pas déinie dans les consignes d’anno-
tation de KTC 3.0 [??? 2000]. Elle permet de gérer la coordination d’une
structure prédicative averbale comme dans le cas de la phrase présentée en
(28).
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(28) ???????∅p????????????p?
La majorité a présenté sept personnes, l’opposition (a présenté) quatre
presonnes.
KTC version 4.0
La structure syntaxique de la phrase donne à voir un certain nombre d’in-
formations, cependant, seules les informations données explicitement dans le
texte sont directement accessibles. Ain d’accéder aux autres informations,
d’autres niveaux d’annotation sont nécessaires. La version 4.0 du corpus [Ka-
wahara et coll. 2002 ;??? 2002 ;??? 2005] s’appuie sur les annotations
de 5 000 phrases du KTC 3.0. La Figure 2.14 présente l?annotation réalisée
pour la phrase de l?exemple (27).
Les annotations qui ont été ajoutées concernent :
• les compléments du prédicat ;
• les relations entre les noms ;
• les anaphores et les coréférences.
Les compléments sont annotés à l’aide de particules casuelles simples –
comme ? (ga), ? (wo), ou ? (ni) – et de particules casuelles composées –
comme ???? (nituite), ??? (tosite), ou ???? (nikansite). Au total
une quarantaine de marqueurs de cas sont utilisés.
Les particules casuelles rendent compte ici de la relation syntaxique – et
non sémantique et logique – entre un prédicat et ses compléments. Considérons
les exemples (29) et (30) extraits des consignes d’annotation du KTC 4.0 [?
?? 2005].
(29) ????????????????
Tarô est allé à l’école.
(30) ????????????????????????
Tarô force Hanako à téléphoner.
Dans l’exemple (29), Tarô est le sujet syntaxique et l’agent. Dans l’exemple
(30), Tarô est le sujet syntaxique, mais pas l’agent (ce rôle est tenu par Hana-
ko). D’autre part, nous pouvons voir dans ce deuxième exemple que le prédicat
considéré n’est pas??? (kakeru, appeler/téléphoner), mais????? (ka-
kesaseru, appeler + caus).
Ces exemples montrent deux choses :
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1 # S-ID :950107008-004 KNP :97/01/28 MOD :2005/03/22
2 * 0 4D
3 + 0 4D <rel type="=" target="???" sid="950107008-002" tag="2"/>
4 ?? ???? * ?? ?? * *
5 ? ? * ??? ???????? * *
6 ? ? * ?? ??? * *
7 * 1 2D
8 + 1 2D <rel type="=" target="???" sid="950107008-001" tag="0"/>
9 ??? ?????? * ?? ??? * *
10 ? ? * ?? ??? * *
11 * 2 3D
12 + 2 3D <rel type="?" target="??" sid="950107008-004" tag="0"/><
→֒ rel type="????" target="??" sid="950107008-004" tag
→֒ ="3"/><rel type="?" target="???" sid="950107008-004" tag
→֒ ="1"/>
13 ?? ??? * ?? ???? * *
14 ?? ?? * ?? * ???? ???
15 * 3 4D
16 + 3 4D <rel type="???" target="????" sid="950107008-004" tag
→֒ ="2"/><rel type="?" target="??" sid="950107008-004" tag
→֒ ="0"/>
17 ?? ??? * ?? ???? * *
18 ? ? * ?? ??? * *
19 * 4 -1D
20 + 4 -1D <rel type="?" target="??" sid="950107008-004" tag="0"/><
→֒ rel type="?" target="??" sid="950107008-004" tag="3"/>
21 ??? ???? ??? ?? * ???? ??????
22 ?? ?? * ??? ?????? ???? ???
23 ? ? * ?? ?? * *
Figure 2.14 : Extrait de KTC 4.0 correspondant à l’analyse de la phrase de
l’exemple (27)
1. Le prédicat ne se limite pas au verbe principal, mais englobe aussi les
auxiliaires verbaux.
2. Les particules casuelles rendent compte de la fonction syntaxique des
compléments (et non de leur rôle sémantique).
En ce qui concerne le choix des particules casuelles, il semble qu’une pré-
férence soit donnée à celles qui apparaissent déjà dans le texte. Bien que les
consignes d’annotation ne soient pas très claires sur ce point11, nous trouvons
un exemple qui illustre tout à fait cette approche. Nous le reproduisons ici en
(31).
11 Sur l’annotation des compléments des verbes de capacité, les consignes précisent :
« Nous posons, comme règle de base, que l’objet d’un verbe de capacité est marqué par ?
(wo), et que le sujet est marqué par? (ga), mais il convient de choisir inalement la solution
la plus naturelle » [??? 2005].
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(31) a.??????????????????????????
Les chimpanzés comprennent ce que disent les hommes.
b.?????????????????????????
Les chimpanzés comprennent aussi ce que disent les hommes.
Nous observons ici que pour des constructions sémantiquement équiva-
lentes nous avons des bunkei tout à fait diférents, ?????? d’une part,
et ????? d’autre part.
Cependant, notamment dans le cas des verbes composés, il se peut qu’une
particule ne puisse être conservée. Dans le cas du verbe ???? (uturisumu,
partir vivre) de l’exemple (32), les structures argumentales des deux verbes
sont analysées séparement.
(32) ?????????????
Je souhaite partir vivre à Tottori.
a.?????????????? ?????
b.???????????????????
Nous pouvons observer que dans le cas du verbe ?? (sumu, habiter) de
l’exemple (32b), l’annotateur doit remplacer? (he) par? (ni) ain d’obtenir
une construction sémantiquement valable.
Enin nous noterons que l’annotation des compléments du prédicat intègre
les pronoms zéros (intra-phrastiques, inter-phrastiques, et exo-phrastiques) et
qu’elle s’applique aussi aux noms prédicatifs.
L’annotation des relations entre les noms ne relève ni de la relation pré-
dicative, ni de l’anaphore, mais permet de rendre explicite le lien intrinsèque
entre deux entités. Dans l’exemple (33), l’annotation permet de rendre compte
que ? (imouto, sœur cadette) désigne la petite sœur de Tarô.
(33) ???????????????? ??????
Tarô est petit mais sa sœur cadette est grande.
En ce qui concerne l’annotation des anaphores, le KTC 4.0 distingue entre
les relations de type ISA et les relations de type IRA.
2.2.3 NAIST ???????? (NAIST tekisuto koopasu)
NAIST ???????? (NAIST tekisuto koopasu, Corpus du NAIST,
ci-après NTC pour NAIST Text Corpus) [Iida et coll. 2007 ;??? 2010] s’ap-
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1 # S-ID :950107008-004 KNP :97/01/28 MOD :2005/03/22
2 * 0 4D 1/2
3 ?? ???? ?? ?? -???? -?? -? _ _
→֒ B-PERSON _
4 ? ? ? ?? -?? -?? _ _ O eq
→֒ ="5" id="10"
5 ? ? ? ?? -??? _ _ O _
6 * 1 2D 0/1
7 ??? ?????? ??? ?? -???? -?? _ _
→֒ B-ORGANIZATION eq="1" id="23"
8 ? ? ? ?? -??? -?? _ _ O
→֒ _
9 * 2 3D 1/0
10 ?? ??? ?? ?? -???? _ _ O _
11 ?? ?? ?? ?? -?? ????? ??? O
→֒ alt="active" ga="10" ga_type="zero" o="23" o_type="dep
→֒ " type="pred"
12 * 3 4D 0/1
13 ?? ??? ?? ?? -?? _ _ O id
→֒ ="24"
14 ? ? ? ?? -??? -?? _ _ O
→֒ _
15 * 4 -1D 0/2
16 ?? ??? ??? ?? -?? ?? ??? O alt
→֒ ="active" ga="10" ga_type="dep" o="24" o_type="dep" type="
→֒ pred"
17 ? ? ? ?? -???? _ _ O _
18 ?? ?? ?? ?? -??? ?? ??? O _
19 ? ? ? ?? -?? _ _ O _
Figure 2.15 : Extrait de NTC correspondant à l’analyse de la phrase de
l’exemple (27)
puie sur la version 3.0 de KTC, soit environ 40 000 phrases. Les annotations
portent sur :
• les compléments du prédicat ;
• les anaphores et les coréférences.
La Figure 2.15 présente l?annotation réalisée pour la phrase de l?exemple
(27). A noter que les annotations sont disponibles aux formats KNP (c’est-à-
dire le format de KTC) et CaboCha (que nous présentons ici).
Les compléments du prédicat
Tout comme KTC, les relations prédicat–complément sont annotées à
l’aide des particules casuelles. Avec cependant deux diférences majeures :
• le nombre de particules casuelles ;
• le type de relation prédicat–complément.
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Alors que KTC utilise une quarantaine de particules casuelles (simples et
composées) diférentes, NTC n’en utilise que trois : ? (ga), ? (wo), et ?
(ni).
Alors que KTC décrit les relations prédicat–complément à un niveau pu-
rement syntaxique, NTC rend compte de ces relations à un niveau logique
et sémantique. [??? 2010] comparent le traitement de l’alternance de la















Alors que KTC reprend la particule casuelle de surface – c’est-à-dire ?
(ni) qui indique le complément d’objet indirect de la forme causative –, NTC
indique le lien sémantique – c’est-à-dire l’agent, généralement marqué par la
particule ? (ga) à la voix active.
Tout comme KTC, l’annotation des compléments du prédicat prend en
compte les trois types d’anaphore zéro (c’est-à-dire intra-phrastique, inter-
phrastique, et exo-phrastique). Et de la même façon, aucune distinction n’est
faite entre les anaphores zéro de type ISA et les anaphores zéro de type IRA.
Enin, les compléments des noms prédicatifs sont aussi annotés. Dans le
cas ou un nom prédicatif apparait dans une séquence de plusieurs noms, par
exemple?? (kensetu, construction) dans???? (douro kensetu, construc-
tion d’une route), le sens de la séquence doit être compositionnel pour que la
structure argumentale du nom prédicatif soit prise en compte.
Les coréférences
Jugeant l’annotation des relations ISA trop hasardeuse, ils proposent de
n’annoter que les relations IRA (c’est-à-dire les coréférences). Une coréférence
doit, selon les consignes d’annotation, remplir deux conditions :
• La relation entre l’antécédent et l’anaphore doit être de type IRA.





Nous présentons dans ce chapitre les ressources linguistiques qui proposent
une description du prédicat verbal en japonais.
Pour chacune des ressources présentées ici, nous avons cherché à identiier
ses principales caractéristiques. Une attention toute particulière a été portée
aux questions relatives à la notion d’entrée lexicale et à la distinction entre
arguments et circonstants.
Ain de comparer les ressources entre elles nous avons choisi, quand cela
était possible, de donner pour chacune d’elles la description proposée pour le
verbe?? (tumu, accumuler, charger, acquérir). Ce verbe a servi [Kawahara
etKurohashi 2001 ;???? 2002] pour illustrer leur méthode d’acquisition
de schémas prédicatifs. Il nous a semblé intéressant de le reprendre ici.
3.1 IPAL
En 1981, l’IPA (Information-technology Promotion Agency) engage un pro-
jet visant à constituer un dictionnaire informatisé, à destination des machines,
pour la description du prédicat en japonais : IPAL (IPA Lexicon of the Ja-
panese Language for Computers) [??? 1993 ; Hasimoto et coll. 1994]1.
La projet airme ne s’appuyer sur aucune théorie linguistique particulière et
permet ainsi diférentes applications en traitement automatique des langues
et études sur la langue japonaise.
1Nous remercions Mme Wakako Kashino du NINJAL (National Institute for Japanese
Language and Linguistics) d’avoir bien voulu nous fournir le dictionnaire ainsi que l’ensemble
de la documentation.
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IPAL se divise en trois (sous-)dictionnaires distincts :
• un dictionnaire de verbes (911 entrées, 3 473 sous-entrées) [?????
????? 1987b ; ?????????? 1987a] ;
• un dictionnaire d’adjectifs (166 entrées, 617 sous-entrées) [?????
????? 1990b ; ?????????? 1990a] ;
• un dictionnaire de noms (1 081 entrées, 2 306 sous-entrées) [?????
????? 1996b ; ?????????? 1996a].
Le dictionnaire de verbes ne décrivait initialement que des verbes de type ?
? (wago)2, sélectionnés sur la base de leur fréquence en corpus. Les raisons
avancées de ce choix sont que les verbes de type wago, contrairement aux ?
??? (sahen dousi)3 présenteraient une grande variété d’emplois, et que
la fréquence en corpus des sahen dousi dépendrait essentiellement du genre
considéré.
La dernière version d’IPAL, datée de 1997, propose cependant une version
« augmentée » de 50 sahen dousi (et de 94 sous-entrées) du dictionnaire de
verbes wago qui comptait initialement 861 entrées et 3 379 sous-entrées.
Pour des raisons analogues, le dictionnaire d’adjectifs ne décrivait initiale-
ment que des adjectifs de type wago4. Cependant, comme pour le dictionnaire
de verbes, la dernière version d’IPAL propose une version « augmentée » de
30 ???? (keiyoudousi)5 (et de 70 sous-entrées) du dictionnaire d’adjectifs
wago qui comptait initialement 136 entrées et 547 sous-entrées.
Le dictionnaire de noms s’attache à décrire les noms qui possèdent des
caractéristiques grammaticales particulières et notamment les ???? (sa-
hen meisi)6 qui constituent 214 entrées et 314 sous-entrées7. Chacune de ces
sous-entrées bénéicie d’une description analogue à celle proposée dans le dic-
tionnaire de verbes, bien que toutefois moins détaillée. A noter que certaines
entrées, par exemple ?? (riyou, utilisation), sont décrites à la fois dans le
dictionnaire de noms et le dictionnaire de verbes.
2Les verbes de type wago correspondent aux verbes d’origine japonaise comme ???
(taberu, manger).
3Les sahen dousi correspondent aux verbes composés d’un nom (le plus souvent d’origine
chinoise) et du verbe support ?? (suru) comme ???? (benkyou suru, étudier).
4Les adjectifs de type wago correspondent aux adjectifs d’origine japonaise comme ???? (isamasii, courageux).
5Les keiyoudousi correspondent aux adjectifs nominaux (le plus souvent d’origine chi-
noise) comme ?? (yuumei, célèbre).
6Les sahen meisi correspondent aux noms qui peuvent se combiner avec le verbe support?? (suru) comme ?? (benkyou, étude).
7Nous rapportons ici nos propres comptages qui sont diférents de ceux que nous avons
pu observer dans certains articles. Nous avons compté les descriptions d’emplois verbaux
apparaissant dans la rubrique (optionnelle) ?????? des sous-entrées.
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Nous nous intéressons au dictionnaire de verbes : à sa structure et à son
contenu. Une entrée du dictionnaire correspond à un verbe mais, en cas d’ho-
monymie, à un même verbe peuvent correspondre plusieurs entrées. Dans le
cas de ?? (tumu), par exemple, nous avons une entrée pour ?? (tumu,
pincer) et une autre pour ?? (tumu, charger, accumuler). Une sous-entrée
correspond à un emploi d’un verbe donné. Chaque sous-entrée suit diférents
niveaux de description : morphologique, syntaxique, sémantique, ou relevant
des catégories verbales (c’est-à-dire la diathèse, le temps et l’aspect, et le
mode). En nous appuyant sur la nomenclature de la ressource, nous détaillons
à présent, avec un intérêt particulier pour les informations d’ordres syntaxique
et sémantique, ces quatre niveaux de description.
3.1.1 Informations syntaxiques
La Figure 3.1 présente les informations syntaxiques associées aux dif-
férentes sous-entrées du verbe ?? (tumu). Pour chaque sous-entrée nous
pouvons observer :
• un cadre casuel – par exemple ??????????? (N1 ga N2 ni
N3 wo);
• une ou plusieurs phrases d’exemple8 ;
• les rôles sémantiques des compléments (par exemple LL2, O2a, A);
• et pour chaque complément du cadre casuel :
– un marqueur de cas – par exemple ? (ga) ;
– la classe sémantique de la tête lexicale – par exemple HUM – la
Figure 3.2 présente la hiérarchie des classes sémantiques nominales
d’IPAL ;
– un ou plusieurs exemples de tête lexicale – par exemple ? (kare,
lui).
Le cadre casuel identiie chaque complément comme un couple composé
d’une variable et d’un marqueur de cas. N correspond à une tête lexicale, S
correspond à un complément phrastique. Le dictionnaire de verbes utilise huit
marqueurs de cas diférents (c’est-à-dire ?, ?, ?, ?, ??, ?, ?, et ??)
ainsi que la « particule vide »9.
Sur la distinction entre arguments et circonstants, la documentation in-
dique que seuls les compléments nécessaires à la réalisation sémantique du
8L’annotation des compléments est donnée à titre indicatif et ne fait pas, à proprement
parler, partie de la ressource.
9A noter l’absence de la particule ?? (made) ; nous reviendrons sur ce point à la in de
cette section consacrée à IPAL.
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Figure 3.1 : Informations syntaxiques associées aux diférentes sous-entrées



















ANI (animal) HUM (human)
Figure 3.2 : Hiérarchie des classes sémantiques nominales d’IPAL
verbe sont décrits et précise qu’une distinction est faite entre les arguments
obligatoires et les arguments optionnels. Les critères de distinction entre les
trois types de compléments considérés (c’est-à-dire argument, argument op-
tionnel, circonstant) laissent, comme bien souvent, une large place à l’intros-
pection. Les exemples donnés en (35) illustrent cette question de l’argumen-
talité dans le dictionnaire de verbes d’IPAL.
(35) a. ??????????????????
Elle a enlevé l’odeur de maquereau [avec du gingembre].
b. ???????????????????
Hanako a ouvert l’enveloppe [avec un cutter].
c. ?????????????
Il a mangé des soba [avec des baguettes].
L’instrumental de l’exemple (35a) est un argument ; celui de l’exemple
(35b) est un argument optionnel ; celui de l’exemple (35c) est un circonstant.
Le dictionnaire de verbes d’IPAL compte 57 rôles sémantiques, utilisés
pour décrire les relations entre les diférentes composantes de la structure
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prédicative. Ces rôles sémantiques correspondent à des relations entre un verbe
et un argument, mais aussi à des relations entre deux arguments, ou encore
à des relations entre un verbe et deux arguments. Il permettent donc une
description plus riche que les rôles sémantiques « traditionnels » – c’est-à-
dire agent, thème, but, etc. Considérons la phrase d’exemple de la sous-entrée
du verbe ?? (okuru) correspondant au sens « raccompagner » et que nous
reproduisons ici en (36).
(36) ??????????????
Il l’a raccompagnée chez elle en voiture.
Parmi les diférents rôles sémantiques associés à cette sous-entrée appa-
raissent :
LG1 qui indique que le complément marqué par la particule? (c’est-à-dire?
?, la maison) est le but (locatif) du complément marqué par la particule
? (c’est-à-dire ?, lui) ;
LG2 qui indique que le complément marqué par la particule? (c’est-à-dire?
?, la maison) est le but (locatif) du complément marqué par la particule
? (c’est-à-dire ??, elle).
La grille thématique de cette sous-entrée indique donc que les deux complé-
ments, marqués par ? (ga) et par ? (wo), ont un but (locatif) commun,
autrement dit, que ? (kare, lui) et ?? (kanojo, elle) se déplacent ensemble.
Considérons maintenant la phrase d’exemple de la sous-entrée du verbe?
? (okuru) correspondant au sens « envoyer » et que nous reproduisons ici en
(37).
(37) ???????????????????
Il a envoyé une grande quantité de linge sale à son épouse.
Parmi les diférents rôles sémantiques associés à cette sous-entrée apparait :
NG2 qui indique que le complément marqué par ? (c’est-à-dire ?, épouse)
est le but (non locatif) du complément marqué par ? (???, linge
sale).
Mais n’apparait pas :
NG1 qui indique que le complément marqué par ? (c’est-à-dire ?, épouse)
est le but (non locatif) du complément marqué par ? (?, lui).
La grille thématique de cette sous-entrée indique donc que les deux complé-
ments, marqués par ? (ga) et par ? (wo), n’ont pas de but (non locatif)
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commun, autrement dit, que ??? (sentakumono, linge sale) « se déplace »
seul.
3.1.2 Informations sémantiques
La Figure 3.3 présente les informations sémantiques associées aux dif-
férentes sous-entrées du verbe ?? (tumu). Pour chaque sous-entrée nous
pouvons observer :
• une déinition ;
• une liste d’un ou de plusieurs hyperonymes – par exemple ?? (oku,
poser) pour la sous-entrée no 1 ;
• une liste d’un ou de plusieurs synonymes – par exemple ??? (kasa-
neru, empiler) ;
• une liste d’un ou de plusieurs antonymes – par exemple ??? (orosu,
retirer, décharger) ;
• la classe sémantique du verbe suivant trois classiications diférentes :
– ????? (bunrui goi hyou) [??????? 1964], ci-après
classiication kokubun10 – par exemple ???????? (musu-
bi/kasane/tumi, assemblage/empilement/chargement) ;
– ??????? (kadokawa ruigo sin-ziten) [?? ?? 1981], ci-
après classiication kadobun – par exemple ?? (taiseki, accumu-
lation) ;
– la hiérarchie des classes sémantiques verbales d’IPAL11 – par exemple
???????????????(dousa (hataraki)/setti (torituke),
action/mise en place).
Les déinitions sont d’abord à l’intention des humains et visent à rendre
compte du processus de création des sous-entrées. Elles mettent en avant les
diférences entre les sous-entrées et participent, par là même, à une description
oppositionnelle du sens.




10Le symbole ? indique que la classe sémantique n’est pas associée au verbe dans la
ressource originale. La classiication kokubun, par exemple, ne connait qu’une seule classe
sémantique pour le verbe ?? (tumu).
11Le symbole? indique une classe sémantique ad hoc, absente de la hiérarchie des classes
sémantiques verbales d’IPAL.
























Figure 3.3 : Informations sémantiques associées aux diférentes sous-entrées
du verbe ?? (tumu) dans IPAL
[Poser une chose au dessus d’une autre]1, ou [charger un véhicule
avec un objet à transporter]2.
b. ????????????????
Un véhicule est chargé d’un objet à transporter.
Il apparait que les deux déinitions données en (38) présentent un fond sé-
mantique commun : ?? (yuusou, expédition, transport), ??? (norimono,
véhicule),? (mono, chose, objet),??? (noseru, charger). Nous remarquons
également que la déinition donnée en (38b) est quasi identique au deuxième
segment de la déinition donnée en (38a) : la seule diférence entre ces deux
segments tient dans le choix de la particule casuelle marquant le nom ??
? (norimono, véhicule) : c’est-à-dire ? (ni, locatif) dans le premier cas, et
? (ga, nominatif) dans le second. La mise en présence de ces deux déinitions




Il a chargé le camion de légumes.
b. ????????????????
Le camion est chargé de légumes.
D’autre part, le premier segment de la déinition donnée en (38a), en dis-
jonction avec le second, indique que la première sous-entrée appartient à un
domaine sémantique plus vaste que la seconde sous-entrée (qui se limite au
domaine du transport). L’alternance n’est donc possible que dans certains cas,
comme illustré en (40).
(40) a. ????????????
Il a empilé des livres sur le bureau.
b. * ????????????
Les classes sémantiques verbales, issues de diférentes classiications, sont
particulièrement instructives en ce qu’elles illustrent la pluralité du partition-
nement du sens.
La classiication kokubun compte 798 classes dont 147 sont utilisées par
le dictionnaire de verbes d’IPAL. La Figure 3.4 présente un extrait de la
hiérarchie des classes sémantiques verbales de la classiication kokubun, limité
aux classes utilisées par IPAL pour la description du verbe ?? (tumu).
La classiication kadobun compte plusieurs milliers de classes dont 798
sont utilisées par le dictionnaire de verbes d’IPAL. La Figure 3.5 présente
un extrait de la hiérarchie des classes sémantiques verbales de la classiication
kadobun, limité aux classes utilisées par IPAL pour la description du verbe ?
? (tumu).
Enin, la hiérarchie des classes sémantiques verbales d’IPAL (Figure 3.6)
compte 27 classes12.
12Dans les faits, la hiérarchie des classes sémantiques verbales ne respecte par une struc-
ture d’arbre. D’une part les quatre dernières classes (c’est-à-dire ????, ????, ????, et ????) sont tenues à l’écart. D’autre part, l’organisation des classes sémantiques
laisse apparaitre des cas d’héritage multiple. Néanmoins, nous reproduisons ici la structure
arborescente donnée dans la documentation.
































Figure 3.5 : Extrait de la hiérarchie des classes sémantiques verbales de ?
?????? (kadokawa ruigo sin-ziten)
3.1.3 Informations morphologiques
Le dictionnaire de verbes d’IPAL fourni les informations morphologiques
suivantes :
• le type de paradigme lexionnel du verbe – par exemple ?? (godan) ;
• le radical en caractères latins – par exemple tum ;
• les diférentes graphies possibles – par exemple ?? (tumu) ;
• la transitivité du verbe – par exemple ? pour ??? (tadousi, verbe
transitif) – en règle générale, les verbes qui sélectionnent un complément
d’objet direct marqué par la particule ? (wo) sont identiiés comme ?-
(??) ;
• les variations phonologiques – par exemple ????? (attameru) est



























Figure 3.6 : Hiérarchie des classes sémantiques verbales d’IPAL
• les diférentes dérivations possibles :
– forme passive – par exemple ??? (tumeru) ;
– forme causative – par exemple ??? (tumasu)13 ;
– forme transitive/intransitive14 – par exemple ?? (dasu, faire sor-
tir) est la forme transitive de ?? (deru, sortir) ;
– avec transfert catégoriel – par exemple ?? (modosi, retour) est
un dérivé nominal de la base verbale ?? (modosu, rendre).
3.1.4 Informations sur les catégories verbales
Le dictionnaire de verbes d’IPAL fournit des informations relatives aux
catégories verbales (c’est-à-dire la diathèse, le temps et l’aspect, et le mode).
13Il s’agit de la forme causative abrégée qui équivaut à ???? (tumaseru).
14Il existe en japonais un grand nombre de couples de verbes, composés d’un verbe tran-
sitif et d’un verbe intransitif, qui partagent une même racine.
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Sur la diathèse, il est indiqué, par exemple, si la diathèse causative est
possible et, si oui, quel type d’alternance syntaxique est alors impliquée. Dans
le cas du verbe ?? (tumu), la diathèse causative est possible pour toutes les
sous-entrées à l’exception de la sous-entrée no 2, comme illustré en (41)15.
(41) a. ????????????????
Ce camion est chargé de légumes.
b. * ???????????????
Pour toutes les autres sous-entrées, la diathèse causative impose une al-
ternance syntaxique de type ??? (ni sieki), c’est-à-dire l’agent est marqué
par la particule ? (ni) comme illustré en (42).
(42) a. ????????????
Il a empilé des livres sur le bureau.
b. ????????????????
Le professeur lui a fait empiler des livres sur le bureau.
A noter que la diathèse causative peut également impliquer une alternance
de type ??? (wo sieki), c’est-à-dire l’agent est marqué par la particule ?
(wo), ou encore accepter les deux types d’alternance.
Sur le temps et l’aspect, il est indiqué, par exemple, si le verbe peut se
combiner avec l’auxiliaire ??? (teiru) et, si oui, qu’elle est alors la valeur
aspectuelle de l’énoncé. Dans le cas du verbe?? (tumu), la combinaison avec
l’auxiliaire ??? (teiru) est possible pour toutes les sous-entrées ; il existe





Si la combinaison avec l’auxiliaire??? (teiru) est possible alors la valeur
aspectuelle de l’énoncé est indiquée, par exemple l’aspect duratif dans le cas
de la sous-entrée no 1, illustré en (44), ou encore l’aspect accompli dans le cas
de la sous-entrée no 2, illustré en (45).
15La phrase produite en (41b) est grammaticalement correcte mais ne correspond pas au
sens de la sous-entrée no 2 de ?? (tumu).
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(44) ??????????????
Il empile des livres sur le bureau.
(45) ????????????????
Ce camion est chargé de légumes.
Sur le mode, il est indiqué, par exemple, si l’impératif est possible et,
si oui, qu’elle est sa valeur modale. Dans le cas du verbe ?? (tumu), la
modalité impérative est possible pour toutes les sous-entrées à l’exception de
la sous-entrée no 2 comme illustré en (46)16.
(46) a. ???????????
Un navire-citerne chargé de ioul.
b. * ??????
Pour toutes les autres sous-entrées, l’impératif a valeur d’ordre comme
illustré en (47).
(47) a. ?? 10 ???????????
Il a dix années d’expérience.
b. ??????
Fais des expériences !
A noter que la modalité impérative peut également avoir valeur de souhait.
3.1.5 Autres informations
Enin, le dictionnaire de verbes d’IPAL fournit un ensemble d’informations
complémentaires :
• les expressions igées en lien avec la sous-entrée ;
• des commentaires et des précisions sur les informations morphologiques
ou sémantiques – par exemple ce qui diférencie plusieurs graphies asso-
ciées à une même entrée ;
• des commentaires et des précisions sur les informations syntaxiques ou
relevant des catégories grammaticales – par exemple si un complément
adverbial est nécessaire à la réalisation sémantique du verbe.
16La phrase produite en (46b) est grammaticalement correcte mais ne correspond pas au
sens de la sous-entrée no 2 de ?? (tumu).
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Les expressions igées ne sont donc pas considérées comme des entrées ou
des sous-entrées, mais sont rattachées à la sous-entrée dont l’emploi est le plus
proche. Le dictionnaire de verbes compte 1 537 expressions igées associées à
901 sous-entrées. Dans le cas du verbe ?? (tumu), l’expression ?????
?? (kyoman no tomi wo tumu, faire fortune) est associée à la sous-entrée no
5 qui correspond au sens « économiser de l’argent ».
Discussion
IPAL ofre une description précise et soignée des verbes japonais. Cepen-
dant, comme le notent [Kurohashi et Nagao 1994a], le nombre de verbes dé-
crits n’est pas suisant pour que la ressource soit véritablement utile, dans des
situations réelles, à des applications en traitement automatique des langues.
Le dictionnaire de verbes d’IPAL n’inclut pas le mot ?? (made) à la
liste des particules casuelles utilisées pour décrire la structure argumentale
des verbes. Si Shimamori rappelle dans sa Grammaire japonaise systématique
qu’efectivement « la grammaire standard classe [made] parmi les particules
adverbiales (et non casuelles) », elle précise aussi « [qu’]une étude efectuée du
point de vue de ses fonctions révèle […] la similitude existant entre made qui
indique un point d’arrivée et kara, indicateur d’un point de départ : tous deux
expriment une fonction syntaxique du mot précédent » [Shimamori 1997].
Il est pour le moins surprenant qu’une ressource lexicale qui ne s’appuie sur
aucune théorie linguistique particulière et qui s’intéresse d’abord à la descrip-
tion des structures prédicatives ne traite pas?? (made) comme une particule
casuelle. Ce positionnement théorique est singulier parmi les ressources lexi-
cales qui s’intéressent à la description du verbe en japonais que nous avons pu
étudier.
3.2 EDR ???? (EDR densi zisyo)
EDR ???? (EDR densi zisyo, dictionnaire informatisé de l’EDR, ci-
après EDR)17,18 [Takebayashi 1993 ; ?????????? 2001] est le
fruit d’une collaboration, de neuf ans (1986–1994) entre le JKTC (Japan Key
17http://www2.nict.go.jp/out-promotion/techtransfer/EDR/
18Nous remercions Mme Yoshiko Ookubo (Japan System Applications) et M. Koichi Ta-
keuchi (Université d’Okayama) de nous avoir fournit une partie des données d’EDR relatives
au verbe ?? (tumu).
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Technology Center) et huit constructeurs informatiques19. Comme pour IPAL,
l’objectif était de développer une ressource ne s’appuyant sur aucune théorie
linguistique particulière et pouvant intégrer diférentes applications en traite-
ment automatique des langues. Depuis 2002, la gestion d’EDR a été coniée
au NICT (National Institute of Information and Communications Technolo-
gy) et la ressource continue d’être mise à jour avec notamment l’ajout en 2010
d’un dictionnaire bilingue japonais–chinois. EDR se compose d’un ensemble
de dictionnaires et d’un corpus. La Figure 3.7 rend compte de l’organisation
de la ressource.
Nous nous intéressons ici à deux composantes d’EDR : ??????
? (nihongo tango zisyo, dictionnaire de mots japonais, ci-après dictionnaire
japonais), et ?????????????? (nihongo dousi kyouki pataan
fuku-zisyo, sous-dictionnaire de schémas de cooccurrences de verbes japonais,
ci-après sous-dictionnaire de schémas)20,21.
Le dictionnaire japonais fournit principalement des informations de surface
(par exemple morphologie, syntaxe). Le sous-dictionnaire de schémas décrit la
structure argumentale profonde des verbes et intègre des informations d’ordre
sémantique. Les concepts décrits dans ???? (gainen zisyo, dictionnaire
de concepts), et qui identiient le sens des verbes, permettent de faire le lien
entre le dictionnaire japonais et le sous-dictionnaire de schémas.
3.2.1 ??????? (nihongo tango zisyo)
La Figure 3.8 présente les informations associées aux diférentes sous-
entrées du verbe ?? (tumu) dans le dictionnaire japonais d’EDR. Pour
chaque sous-entrée nous pouvons observer :
• le radical – par exemple ? (tu) ;
• le paradigme lexionnel – par exemple ???????? (ma-gyou
godan dousi gokan) ;
• les particules casuelles associées aux compléments « obligatoires » du
verbe – par exemple ? (JK01) ; ? (JK02) ; ? (JK04) ;
19Fujitsu, Ltd., NEC Corporation, Hitachi, Ltd., Sharp Corporation, Toshiba Corpo-
ration, Oki Electric Industry Co., Ltd., Mitsubishi Electric Corporation, and Matsushita
Electric Industrial Co., Ltd.
20Nous ne disposons pas du décompte des verbes et des sens de verbes décrits dans
EDR, cependant, une étude de 2002 [Ogino et coll. 2002] rapporte que le dictionnaire de
cooccurrences japonais d’EDR contenait alors 9 000 verbes et 14 000 sens de verbes.
21Le sous-dictionnaire de schémas appartient à ??????? (nihongo kyouki zisyo,
dictionnaire de cooccurrences japonais).
58 3. Les ressources lexicales
EDR ???? (EDR Electronic Dictionary)
???? (Word Dictionary)
???????
Japanese Word Dictionary........................270 000 entrées
??????
English Word Dictionary.........................190 000 entrées
???? (Bilingual Dictionary)
??????
Jpn.-Eng. Bilingual Dictionary................230 000 entrées
??????
Eng.-Jpn. Bilingual Dictionary................160 000 entrées
??????
Jpn.-Chi. Bilingual Dictionary................230 000 entrées
????
Concept Dictionary................................410 000 concepts
???? (Co-occurrence Dictionary)
???????
Japanese Co-occurrence Dictionary......900 000 cooccurrences
??????
English Co-occurrence Dictionary.......460 000 cooccurrences
?????? (Technical Terminology Dictionary)
?????????
Japanese Technical Terminology Dictionary...110 000 entrées
????????
English Technical Terminology Dictionary......70 000 entrées
EDR ???? (EDR Corpus)
???????
Japanese Corpus..................................200 000 phrases
??????
English Corpus...................................120 000 phrases
Figure 3.7 : Organisation du dictionnaire informatisé EDR
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• des informations sur la valeur aspectuelle de certains auxiliaires verbaux
– par exemple ???? indique que l’auxiliaire ??? (teiru) exprime
l’aspect duratif ;
• le code du concept associé à la sous-entrée – par exemple 0febd822 ;
• le nom du concept associé à la sous-entrée ainsi que sa traduction en
anglais – par exemple ???? (tumikasaneru) et accumulate ;
• la description du concept associé à la sous-entrée ainsi que sa traduction
en anglais – par exemple ??????? (mono wo kasanete tumu) et
to pile up something ;
• la fréquence de la sous-entrée dans le corpus EDR.
D’une manière générale, chaque verbe correspond à une entrée, et chaque
concept, associé à un verbe donné, correspond à une sous-entrée. Les expres-
sions idiomatiques constituent des entrées distinctes.
EDR utilise dix marqueurs de cas diférents pour décrire la structure syn-
taxique des prédicats : ? (ga), ? (wo), ? (ni), ? (de), ?? (kara), ? (to),
?? (yori), ? (he), ?? (made), et ? (no)23.
Sur la distinction entre arguments et circonstants, la documentation pré-
cise que seuls les marqueurs de cas des compléments « obligatoires » sont
donnés. La notion de complément obligatoire n’est pas développée ; en re-
vanche, la documentation dresse une liste des marqueurs de cas qui indiquent
un complément « optionnel » :
• ? (ni) comme complément de temps ;
• ? (de) comme complément de temps, de lieu, ou de cause ;
• ?? (made) comme complément de temps ou de lieu – sauf dans le cas
où la valeur sémantique du prédicat est intrinsèquement liée à la notion
de lieu ou de temps, comme avec le verbe ?? (matu, attendre) ;
• ?? (kara) comme complément de temps, de lieu, ou de cause – sauf
dans le cas où la valeur sémantique du prédicat est intrinsèquement liée
à la notion de lieu ou de temps.
Sur les informations d’ordre aspectuel, les valeurs de deux auxiliaires ver-
baux sont considérés :??? (teiru) et??? (tekuru). Dans le cas du verbe
?? (tumu), nous pouvons observer que la sous-entrée no 3 est la seule à ne
pas posséder la propriété JA13 qui correspond à l’aspect duratif de l’auxiliaire
22N’ayant pu nous procurer le dictionnaire de concepts d’EDR, nous ne sommes pas en
mesure de donner le sous-arbre du thésaurus correspondant aux diférents concepts associés
au verbe ??.
23La particule ? (no) n’est utilisée qu’avec certaines expressions igées comme ?????? (kare no yaku ni tatu, il se rend utile).
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??????? ??????????????
1 ? (JK01) ; ? (JK02) ; ? (JK03) ; ? (JK04) ; ?? (JK05) ; ? (JK08)
JA13 ; JA14 ; JA22
0febd8 ??????? -
????????? to load goods onto a car
??? or a ship
93/215
2 ? (JK01) ; ? (JK02) ; ? (JK04)
JA13 ; JA14 ; JA22
0febd9 ????????????? save
????? to save money
2/215
3 ? (JK01) ; ? (JK03)
JA14 ; JA21
0febda ??????? -
??????? of snow to lie on the ground
1/215
4 ? (JK01) ; ? (JK02)
JA13 ; JA14 ; JA22
3cec95 ????????????? accumulate
??????? to pile up something
78/215
5 ? (JK01) ; ? (JK02) ; ? (JK03) ; ? (JK04) ; ?? (JK05) ; ? (JK08)
JA13 ; JA14 ; JA22
3cec95 ????????????? accumulate
??????? to pile up something
78/215
6 ? (JK01) ; ? (JK02)
JA13 ; JA14 ; JA22
10029c - -
???????? to continue doing something
3/215
Figure 3.8 : Entrée associée au verbe ?? (tumu) dans le dictionnaire japo-
nais d’EDR
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verbal ??? (teiru). Ainsi, pour ce sens particulier, l’auxiliaire ??? (tei-
ru) implique toujours l’aspect accompli (JA14), comme le montre l’exemple
(48).
(48) a. ?????????
La neige s’accumule sur les pins.
b. ????????????
La neige s’est accumulée sur les pins. (JA14)
Pour les autres sous-entrées, comme la sous-entrée no 4, la valeur aspec-
tuelle de l’auxiliaire ??? (teiru) peut correspond au duratif – comme dans
l’exemple (49b) – ou à l’accompli – comme dans l’exemple (49c).
(49) a. ????????
L’employé empile des caisses.
b. ???????????
L’employé est en train d’empiler des caisses. (JA13)
c. ??????????????
L’employé n’a pas encore empilé les caisses. (JA14)
D’autre part, nous pouvons observer que la sous-entrée no 3 est la seule
à posséder la propriété JA21 qui correspond à un un changement d’état in-
volontaire, exprimé par l’auxiliaire verbal ??? (tekuru), comme illustré en
(50b).
(50) a. ?????????
La neige s’accumule sur les pins.
b. ????????????
La neige s’est accumulée sur les pins. (JA21)
Pour les autres sous-entrées, comme la sous-entrée no 4, la valeur aspec-
tuelle de l’auxiliaire ??? (tekuru) correspond à un changement de lieu
volontaire (JA22), comme illustré en (51b).
(51) a. ????????
L’employé empile des caisses.
b. ???????????
L’employé est venu après avoir empilé des caisses. (JA22)
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3.2.2 ?????????????? (nihongo dousi kyouki pataan huku-
zisyo)
La Figure 3.9 présente les informations associées aux diférentes sous-
entrées du verbe ?? (tumu) dans le sous-dictionnaire de schémas d’EDR24.
Pour chaque sous-entrée nous pouvons observer :
• un cadre casuel construit d’après la description de surface donnée dans
le dictionnaire japonais – par exemple <??>?? <??>????
(<go-1> ga <go-2> ni tumu) ;
• une phrase d’exemple25 ;
• et pour chaque complément du cadre casuel :
– une particule casuelle – par exemple ? (ga) ;
– un rôle sémantique – par exemple object. Le dictionnaire de concepts
d’EDR déinit 28 rôles sémantiques décrivant, pour la plupart, des
relations entre prédicats et compléments ;
– les codes des concepts associés à la tête lexicale – par exemple
30f73d26 ;
– les descriptions des concepts associés à la tête lexicale – par exemple
?? (kinzoku, métal);
• le code du concept associé à la sous-entrée – par exemple 0febda ;
• la description du concept associé à la sous-entrée – par exemple ???
???? (yuki nado ga tumoru, s’accumuler à la manière de la neige).
Discussion
De par sa taille, EDR reste aujoud’hui le plus important dictionnaire in-
formatisé du japonais créé manuellement. L’étude d’un extrait de la ressource
laisse cependant apparaitre diférents problèmes.
D’une part, toutes les sous-entrées du dictionnaire japonais ne sont pas
décrites dans le sous-dictionnaire de schémas. C’est le cas des sous-entrées nos
2 et 6 qui correspondent respectivement aux sens « économiser de l’argent »
et « continuer de faire quelque chose ».
24A noter que les numéros des sous-entrées ne correspondent pas à ceux donnés pour le
dictionnaire japonais. Le lien avec les sous-entrées du dictionnaire japonais peut être efectué
via le code du concept du verbe associé à chacune des sous-entrée.
25L?annotation des compléments est donnée à titre indicatif et ne fait pas, à proprement
parler, partie de la ressource.
26Un concept implique ses sous-concepts à l’exception de ceux donnés entre crochets et
précédés du signe -.
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??????? ??????????????
1 <??>?? <??>????
?????????????????? object 30f73d ; 3f9622 ; 3f964a ;
3f9624 ; 30f740 ; 3f9647
?? ; ?? ; ??? ; ?? ;
????????? ; ??
? goal 3f9624 ; 3aa92f ; 3aa930 ;
3aa932 ; 30f758
?? ; ????????
? ; ??? ; ??? ; ??
act 0febda ???????
2 <??>?? <??>????
????????????????? agent 30f6b0 ??
? object 30f73d ; 3f9622 ; 30f733 ;
3cf123 [-3f9631, -444d70, -
30f78c, -3aa932] ; 4445bc ;
30f785 ; 3f966e ; 4444e1
?? ; ?? ; ??????
?? ; ??? [-?????
???-????????--
??-???] ; ???? ; ?
? ;?? ; ???????
?????
act 3cec95 ???????
3 <??>?? <??>?? <??>????
??????????????????????? agent 30f6b0 ??
? object 30f6bf ; 30f6ca ; 444d71 ;
30f73d ; 3f9622 ; 444d70 ;
444d71 ; 44454f ; 3aa92f [-
3aa932] ; 4445bc ; 3f966e ;
30f785 ; 4444e1
?? ; ?? ; ??????
? ; ?? ; ?? ; ????
??? ; ??????? ;
????????? ; ??
??????? [-???] ;
???? ; ?? ; ?? ; ?
???????????




??????????????????? agent 30f6b0 ??
? object 30f83e ; 3d017c [-30f6ae, -
4445bc, -30f785, -3f966e]
?? ; ???? [-????-
?????-???-??]
act 3cec95 ???????
Figure 3.9 : Entrée associée au verbe ?? (tumu) dans le sous-dictionnaire
de schémas d’EDR
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D’autre part, tous les compléments « obligatoires » d’une sous-entrée
du dictionnaire japonais ne sont pas nécessairement décrits dans le sous-
dictionnaire de schémas. C’est notamment le cas de la sous-entrée no 1, « char-
ger des biens dans une voiture, dans un bateau, etc. », pour laquelle les complé-
ments marqués par les particules? (de),?? (kara), et? (he) n’apparaissent
pas dans le sous-dictionnaire de schémas.
Enin, la correspondance entre les sous-entrées du dictionnaire japonais et
du sous-dictionnaire de schémas n’est pas toujours explicite. Dans le cas du
verbe?? (tumu), deux sous-entrées du dictionnaire japonais (c’est-à-dire nos
4 et 5) et deux sous-entrées du sous-dictionnaire de schémas (c’est-à-dire nos 2
et 4) sont associées au même concept (c’est-à-dire 3cec95). La documentation
d’EDR ne fournit pas d’explication à ce cas de igure.
3.3 ??????? (nihongo goi taikei)
??????? (nihongo goi taikei, grand lexique du japonais, ci-après
GoiTaikei)27 [??? 1997 ; ??? 1998 ; ??? 1999] est la version « grand
public » de ??????? (nihongo imi zisyo), une ressource développée
dans le cadre du projet de système de traduction automatique de NTT (Nippon
Telegraph and Telephone Corporation) ALT-J/E (1982–1986) [??? 1987].
D’abord édité comme un ouvrage imprimé en cinq volumes, avant d’être dis-
tribué sur CD-ROM, GoiTaikei représente une version réduite de ?????
?? (nihongo imi zisyo).
Contrairement aux ressources que nous avons étudiées précédemment, Goi-
Taikei ne prétend pas à s’intégrer à d’autres tâches en traitement automatique
des langues que la traduction automatique. Il n’empêche que GoiTaikei a,
par la suite, été utilisé pour diférentes tâches en traitement automatique des
langues dans un cadre monolingue.
La ressource peut être décomposée comme suit28 :
[1] ???? (imi zisyo) – un ensemble de trois thésaurus qui organisent
hiérarchiquement 3 000 classes sémantiques :
• ?????????? (ippan meisi imi zokusei taikei) – une
hiérarchie à 12 niveaux de 2 700 classes sémantiques de noms com-
muns ;
27http://www.kecl.ntt.co.jp/icl/lirg/resources/GoiTaikei/
28Les nombres donnés entre crochets renvoient aux numéros des volumes de la version
imprimée de GoiTaikei.
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• ?????????? (koyuu meisi imi zokusei taikei) – une hié-
rarchie à 9 niveaux de 130 classes sémantiques d’entités nommées ;
• ???????? (yougen imi zokusei taikei) – une hiérarchie à 4
niveaux de 36 classes sémantiques de prédicats ;
[2–4] ???? (tango taikei) – un lexique de 300 000 mots (dont 200 000
entités nommées) proposant pour chaque entrée : les diférentes graphies
possibles, la lecture, la partie du discours, et, dans le cas d’un nom
commun ou d’une entité nommée, l’ensemble des classes sémantiques
associées ;
[5] ???? (koubun taikei) – une collection de 14 700 constructions syn-
taxiques bilingues japonais–anglais correspondant aux sens de 6 000
prédicats.
A noter que GoiTaikei, se heurtant aux écueils de l’impression, est une
version « réduite » de ??????? (nihongo imi zisyo). Le nombre de
classes sémantiques de prédicats, initialement une centaine, a été réduit à 36.
Le nombre d’entrées du lexique est passé de 400 000 à 300 000 ; ce sont princi-
palement des mots désuets, des termes techniques ou appartenant au registre
de la langue parlée qui ont été supprimés. Enin, le nombre de constructions
syntaxiques bilingues est passé de 16 500 à 14 700.
C’est d’ailleurs à cette collection de constructions syntaxiques bilingues
japonais–anglais que nous allons principalement nous intéresser. Elle a été
constituée d’après diférents dictionnaires bilingues existants ainsi que d’IPAL
que nous avons présenté en section 3.1. Dans le contexte bilingue d’un dic-
tionnaire pour la traduction automatique, l’idée est qu’un terme a autant de
sens qu’il a de traductions. Les expressions idiomatiques représentent des sous-
entrées distinctes, soit quelque 3 300 sous-entrées (contre 11 500 sous-entrées
« non idiomatiques »).
La Figure 3.10 présente les informations associées aux diférentes sous-
entrées du verbe ?? (tumu) dans GoiTaikei. Pour chaque sous-entrée nous
pouvons observer :
• la classe sémantique du verbe – par exemple ?? (koudou, action) – la
Figure 3.11 présente un extrait du thésaurus comprenant les diférentes
classes utilisées par les sous-entrées du verbe ?? (tumu)29 ;
• des informations relatives à l’aspect et à la diathèse du verbe anglais
– par exemple ???? (ukemi huka) indique que la diathèse passive
n’est pas possible ;
29Nous avons encadré le nom des classes efectivement utilisées.
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• le cadre casuel ainsi que la construction syntaxique équivalente en anglais
– par exemple ?????????????? (N1 ga N2 wo N3 ni
tumu) et N1 load N3 with N2 ;
• pour chaque complément du cadre casuel :
– une variable qui identiie la tête lexicale du complément – par
exemple ?? ;
– l’ensemble des classes sémantiques associées à la tête lexicale du
complément – par exemple ??? (norimono, véhicule) – la Fi-
gure 3.12 présente un extrait du thésaurus comprenant les difé-
rentes classes sémantiques utilisées pour la description des complé-
ments du verbe ?? (tumu)30.
Le cadre casuel identiie chaque complément comme un couple composé
d’une variable et d’un mot fonctionnel. La variable (N suivi d’un chifre) iden-
tiie indiféremment une tête lexicale ou une proposition. Le mot fonctionnel
correspond à une particule casuelle (par exemple ?, ?, ?), à une particule
casuelle complexe (par exemple ????, ????), ou à une particule thé-
matique (par exemple ?, ?). Nous avons pu relever 38 mots fonctionnels
distincts auxquels il convient d’ajouter la particule vide. A noter que certains
mots fonctionnels, par exemple ? (mo), n’apparaissent que dans des expres-
sions idiomatiques où ils sont employés pour marquer un complément « igé ».
Le cadre casuel ne fait apparaitre que les compléments considérés comme
étant obligatoires. Sur la distinction entre arguments et circonstants, l’anglais
sert ici de référence : un argument dans la construction syntaxique anglaise,
et identiié par une variable, implique un argument dans le cadre casuel ja-
ponais. La contrainte étant d’obtenir une bijection entre les deux ensembles
d’arguments.
Rappelons cependant que la distinction entre arguments et circonstants
n’est pas plus triviale en anglais qu’elle ne l’est en japonais. GoiTaikei consi-
dère comme arguments d’une construction syntaxique anglaise : le sujet, l’ob-
jet, les compléments qui ont valeur d’argument, et les compléments préposi-
tionnels dont la préposition a une valeur idiomatique. A l’inverse, sont considé-
rés comme circonstants, et par conséquent exclus de la description syntaxique,
tous les compléments qui ont une valeur adverbiale comme les compléments
de temps ou de lieu.
30Pour des raisons de place, nous ne donnons pas les sous-arbres des classes sémantiques
considérées.
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??????
1 ?? (16) ??
?????????? ?? gain ??
?? ?? (3)
?? ???/???
2 ????? (19) ??
?????????? ?? post ??
?? ?? (3)
?? ?????
3 ???? (23) ??
?????????????? ?? pile ?? on ??
?? ?? (3)
?? ??? (533)
?? ?? (388)?? (2610)???? (863)????????? (894)
4 ???? (23) ??
?????????????? ?? load ?? with ??
?? ?? (3)
?? ??? (533)?? (4)
?? ??? (986)
5 ?? (5) ???????
?????????? ?? be loaded with ??
?? ??? (986)
?? ??? (533)
6 ?? (16) ??
?????????????? ?? gain experience in/of ??
?? ? (4)
?? ? (4)?????(1001)????? (1236)
7 ???? (23) ??
????????????? ?? pile ?? as high as a mountain
?? ? (4)
?? ??? (533)
Figure 3.10 : Entrée associée au verbe ?? (tumu) dans GoiTaikei







????? (19) ???? (23)






?? (388) ??? (533)
??? (706)
??? (760)








Figure 3.12 : Extrait de la hiérarchie des classes sémantiques nominales de
GoiTaikei
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????????????
2 ???? (20) ???????
???????? ?? dry
?? ?? (388)???? (533)
3 ?? (5) ???????
????????????? ?? be dry
?? ?? (388)???? (533)
Figure 3.13 : Extrait des sous-entrées associées au verbe ???? (kansou
suru) dans GoiTaikei
?????????????
1 ???? (20) ???????
???????/?????? ?? be hospitalized in ??
?? ? (4)??? (535)
?? ?? (389)
2 ???? (20) ???????
???????/?????? ?? enter ??
?? ? (4)??? (535)
?? ?? (389)
Figure 3.14 : Entrée associée au verbe???? (nyuuin suru) dans GoiTaikei
Si pour un sens donné, un prédicat impose de fortes contraintes sur les
têtes lexicales, la classe sémantique du complément est remplacée par une
liste des mots acceptés comme pour les sous-entrées nos 1 et 2 du verbe ??
(tumu). Si la sous-entrée correspond à une expression idiomatique, alors les
têtes lexicales « igées » sont données directement dans le cadre casuel comme
pour les sous-entrées nos 6 et 7 du verbe ?? (tumu).
GoiTaikei porte une attention toute particulière aux nuances sémantiques
que peuvent impliquer certains usages des prédicats.
Si un verbe prend un sens particulier lorsqu’il est combiné à un auxiliaire
aspectuel, par exemple, une nouvelle entrée est créée. Dans le cas de la sous-
entrée no 2 du verbe ???? (kansou suru), par exemple, l’adjonction de
l’auxiliaire aspectuel ??? (teiru) implique l’aspect accompli qui impose à
son tour une traduction spéciique en anglais comme l’illustre la Figure 3.13.
De la même façon, si un même sens peut donner lieu à diférentes tra-
ductions, alors diférentes sous-entrées sont créées. C’est le cas notamment du
verbe ???? (nyuuin suru) tel qu’illustré en Figure 3.14.
70 3. Les ressources lexicales
Discussion
GoiTaikei est, à notre connaissance, la seule ressource de cette taille à pro-
poser une description bilingue japonais–anglais de la structure argumentale
des verbes. Cependant, cette description qui se place dans un cadre exclusive-
ment bilingue n’est pas sans poser de problèmes. Nous avons pu voir qu’autant
le partitionnement du sens que la notion d’argumentalité étaient ici tributaires
de l’anglais.
Sur la notion d’entrée lexicale, il apparait, en efet, que le choix des sous-
entrées répond plus à des exigences pour la traduction automatique (mais
c’est, après tout, la inalité avouée de la ressource) qu’à une volonté de décrire
les structures prédicatives du japonais en tant que telles. C’est le cas notam-
ment des sous-entrées nos 6 et 7 du verbe ?? (tumu) qui correspondent à
des cas particuliers (non idiomatiques) des sous-entrées nos 1 et 3, respec-
tivement. L’approche retenue semble condamner la ressource à multiplier à
l’inini les paires de constructions syntaxiques et pose la question d’une déi-
nition du cadre linguistique (bilingue ou monolingue) pour la description des
phénomènes de langue.
Dans le cas du verbe ???? (nyuuin suru), que nous avons présenté en
Figure 3.14, nous estimons que l’aspect accompli induit par l’adjonction de
l’auxiliaire ??? (teiru) n’est en rien exceptionnel.
Sur la notion d’argumentalité, nous avons pu observer que les arguments
de l’anglais étaient imposés au japonais. Ainsi, le complément N2 de la sous-
entrée no 6 du verbe ?? (tumu) correspond bien à un argument dans la
construction anglaise, mais à un complément du nom dans la construction
japonaise.
Une autre question que pose GoiTaikei est celle de la description des
compléments du verbe. Le choix adopté ici est l’utilisation de classes séman-
tiques. Si elles permettent de généraliser une tête lexicale à sa classe séman-
tique, elles posent inévitablement le problème de sous-généralisation et de
sur-généralisation. Dans le cas du verbe ???? (nyuuin suru, être hospi-
talisé), comme illustré en Figure 3.14, le complément de lieu marqué par ?
(ni), ou ? (he), doit appartenir à la classe sémantique ?? (sisetu, institu-
tion, établissement) et permettre d’observer des compléments correspondant
à des centres de soins comme ?? (byouin, hôpital). Cependant, la classe sé-
mantique ?? (sisetu) étant bien plus large, nous pouvons aussi accepter des
compléments comme??? (syougakkou, école primaire) ou??? (nomiya,
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bar). Encore une fois, ce n’est sans doute pas un problème pour la traduction
automatique japonais vers anglais, mais cela pose un problème au niveau de la
description monolingue. Une approche « par l’exemple » semble plus adaptée
pour mettre à jour les liens sémantiques entre le prédicat et ses compléments.
3.4 ?????????? (nihongo hureemunetto)
Le projet FrameNet31 (ci-après BFN pour Berkley FrameNet) [Ruppen-
hofer et coll. 2006], initié à Berkley (Californie) en 1997, a pour but la
constitution d’une base de données lexicales s’appuyant sur la théorie de la
sémantique des cadres (frame semantics) [Fillmore 1968] et de données is-
sues de corpus.
L’idée principale est que le sens d’un mot peut être décrit par un cadre
sémantique (semantic frame, ci-après SF), c’est-à-dire un concept et les difé-
rents éléments (frame elements, ci-après FEs) qui participent à la réalisation
de ce concept. Des exemples annotés permettent de rendre compte de l’utilisa-
tion efective de ce concept en corpus. BFN déinit trois niveaux d’annotation
qui participent à une description de l’interface syntaxe / sémantique des pré-
dicats :
• les frame elements, qui correspondent en quelques sortes aux rôles sé-
mantiques ;
• les catégories syntaxiques (par exemple syntagme nominal, syntagme
prépositionnel) ;
• les fonctions grammaticales (par exemple sujet, objet).
Il est rare que tous les FEs qui participent à la réalisation d’un même
concept soient mobilisés dans une même phrase. L’approche proposée par Fra-
meNet consiste donc à accumuler les exemples.
Le verbe, to fry, par exemple, peut être décrit avec le SF Apply_heat qui
implique les FEs : Container, Cook, Food, Heating_instrument, etc.
Des phrases d’exemple, dont nous donnons un échantillon en (52) permettent
d’apprécier la réalisation en contexte de ces diférents FEs.
(52) a. [Sally]Cook friedApply_heat [an egg]Food [in butter]Med.
b. [Sally]Cook friedApply_heat [an egg]Food [in a telon pan]Heat_instr.
c. [Ellen]Cook friedApply_heat [the eggs]Food [with chopped tomatoes
and garlic]co-p.
31https://framenet.icsi.berkeley.edu/fndrupal/
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Il apparait ici que chacune des phrases d’exemple présente un FE difé-
rent. L’exemple (52a) présente le FE Medium (Med) qui sert ici à décrire la
substance par laquelle la chaleur est transmise à l’aliment. L’exemple (52b)
présente le FE Heating_instrument (Heat_instr) qui sert ici à décrire
l’instrument utilisé pour « appliquer la chaleur ». L’exemple (52c) présente le
FE Co-participant (co-p) qui sert ici à décrire l’aliment qui accompagne
l’aliment qui est chaufé.
Le couple composé d’un lemme et d’un cadre sémantique est appelé lexical
unit (ci-après LU), un élément qui participe à la réalisation d’un concept
décrit par un cadre est appelé frame element (ci-après FE). Toutes les LUs
d’un même cadre doivent avoir le même nombre et le même type de FEs.
La notion de cohérence aspectuelle entre les LUs d’un même cadre est aussi
essentielle : les verbes to shoot et to decapitate, par exemple, ne sont pas
associés au même cadre sémantique car l’un implique la mort de la victime
(c’est-à-dire to decapitate), et l’autre non (c’est-à-dire to shoot).
Les cadres sémantiques sont organisés en réseau et connectés les uns aux
autres par diférents types de relations. Receiving et Giving, par exemple,
correspondent à deux mises en perspective (relation Perspective on) difé-
rentes du cadre sémantique Transfer.
Les relations entre cadres sémantiques permettent aussi de décrire des
procès complexes. La relation Subframe permet de décomposer un SF en sous-
cadres sémantiques, et la relation Precedes permet d’ordonner ces sous-cadres
sémantiques. Criminal_process32, par exemple, correspond à la réalisation
ordonnée des SFs : Arrest, Arraignment, Trial, et Sentencing.
Le projet ?????????? (nihongo hureemunetto, ci-après JFN
pour Japanese FrameNet)33 [Ohara et coll. 2003 ; ?? 2011b] a été initié en
2002 dans le but de produire une version japonaise de BFN. Un des objectifs
de JFN est d’estimer dans quelle mesure les cadres sémantiques développés
pour l’anglais peuvent être adaptés au japonais. Pour ce faire, JFN reprend
les données, les outils, et les méthodes d’annotation du projet original.
JFN annotait initialement les données du corpus de l’Université de Kyôto
[??? 2002 ; Kawahara et coll. 2002], mais, depuis 2008, JFN annote les
données du corpus BCCWJ [Maekawa 2008]. Les trois niveaux d’annotation
de BFN ont été repris et un niveau supplémentaire, les mots fonctionnels (par
32Criminal_process est un cadre sémantique « non lexical » (non-lexical frame), c’est-
à-dire qu’aucune LU ne lui est associée.
33http://jfn.st.hc.keio.ac.jp/
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exemple les particules casuelles) a été ajouté.
JFN compte aujourd’hui environ 600 cadres sémantiques. A titre compa-
ratif, BFN en compte environ 1200.
La Figure 3.15 présente le cadre sémantique Ingestion34 présent dans
BFN et JFN. JFN reprenant les données de BFN, nous avons choisi de super-
poser les deux cadres sémantiques, anglais et japonais, ain de rendre compte
de leurs diférences. Nous pouvons observer les informations suivantes :
• une déinition du concept ;
• une phrase d’exemple ;
• pour chaque frame element associé au cadre sémantique :
– une déinition de ce frame element ;
– une phrase d’exemple (optionnelle) dans laquelle est instancié le
frame element considéré ;
• la liste des lexical units associées au cadre sémantique – par exemple ?
?? (taberu, manger).
A chaque cadre sémantique est associé un ensemble de phrases annotées
qui permettent de voir la réalisation en corpus des diférents frame elements.
L’exemple donné en (53), associé au cadre sémantique Ingestion illustre l’em-
ploi du verbe ??? (taberu, manger).
(53) ???????Ing??????Time?????????Ingible??Ingestion-
???????????????????
Pour survivre, [une chauve-souris]Ing doit mangerIngestion [en une
nuit]Time [environ 2 000 moustiques]Ingible.
Sur la distinction entre arguments et circonstants, FrameNet distingue
deux types de compléments, core et non-core, qui correspondent peu ou prou
aux notions d’argument et de circonstant. Les compléments non-core sont
subdivisés en deux groupes : peripheral, et extra-thematic.
Un complément de type core est toujours réalisé ou, dans le cas contraire,
implicitement présent. BFN déinit deux critères supplémentaires permettant
d’identiier les compléments de type core35 :
• il ne s’agit pas d’un complément prépositionnel ;
34JFN ne propose pas, à l’heure actuelle, d’annotation pour le verbe ?? (tumu) (com-
munication personnelle de Mme Kyoko Hirose Ohara du 11 décembre 2014).
35Ces deux critères n’ont évidemment aucune valeur en japonais, cependant, comme JFN
s’appuie sur les données de FN, et hérite d’une certaine manière des critères de l’anglais, il
nous est apparu pertinent de donner ici cette information.
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Frame
Ingestion An Ingestor consumes food, or drink, or smoke
(Ingestibles), which entails putting the Inges-
tibles in the mouth for delivery to the digestive
system. This may include the use of an Instru-
ment. Sentences that describe the provision of food
to others are NOT included in this frame.[The wolves]Ing DEVOURED [the carcass]Ingible[completely]Degr.
Core Frame Elements
[Ingestibles]Ingible The Ingestibles are the entities that are beingconsumed by the Ingestor.[Ingestor]Ing The Ingestor is the person eating, or drinking, orsmoking.
Non-Core Frame Elements
[Degree]Degr The extent to which the Ingestibles are consumedby the Ingestor.The wolves DEVOURED the carcass [complete-
ly]Degr.[Duration]Dur The length of time spent on the ingestion activity.
They ’ve been EATING [for hours]Dur ![Instrument]Ins The Instrument with which an intentional act isperformed.[Manner]Manr Manner of performing an action.[Means]Mns An act performed by the Ingestor that enablesthem to accomplishes the whole act of ingestion.The thing ATE [by snaking its long tongue out and
grabbing with it]Mns.[Place]Place Where the event takes place.[Purpose]Pur The action that the Ingestor hopes to bring aboutby ingesting.[Source]Src Place from which the Ingestor takes the Inges-tibles.[Time]Time When the event occurs.
Lexical Units
BFN breakfast.v, consume.v, devour.v, dine.v, down.v,
drink.v, eat.v, feast.v, feed.v, gobble.v, gulp.n,
gulp.v, guzzle.v, have.v, imbibe.v, ingest.v, lap.v,
lunch.v, munch.v, nibble.v, nosh.v, nurse.v, put
away.v, put back.v, quaf.v, sip.n, sip.v, slurp.n,
slurp.v, snack.v, sup.v, swig.n, swig.v, swill.v, tuck.vJFN ?????.n, ??.v, ??.v, ???.v, ??.n, ?
?.v
Figure 3.15 : Entrée associée au concept Ingestion dans FrameNet
(éléments soulignés) et Japanese FrameNet (éléments en italique)
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• s’il s’agit d’un complément prépositionnel, la préposition a une valeur
idiomatique (par exemple to depend on).
Un complément de type peripheral ne caractérise pas un cadre séman-
tique, il peut apparaitre dans tout cadre approprié. Il s’agit généralement des
compléments de temps, de lieu, de manière, etc.
Enin, un complément de type extra-thematic sert à introduire le contexte
d’un événement. Nous donnons en (54) un exemple associé au SF Arriving
qui fait intervenir le FE extra-thématique Depictive (Dep), qui sert ici à
décrire l’état de l’arrivant.
(54) ????????????????Dep??Arriving ??
Il est [bien]Dep arrivéArriving à l’aéroport de Montréal.
JFN cherche à estimer dans quelle mesure les cadres sémantiques dévelop-
pés pour l’anglais, sont applicables au japonais. Une expérience visant à appré-
cier quantitativement l’apport de BFN à JFN a été menée dans ce sens [??
2011a]. 840 phrases extraites du corpus BCCWJ ont été annotées à l’aide des
cadres sémantiques de BFN et il est apparu que les SFs de l’anglais permet-
taient alors de couvrir 82 % des données (tokens). Une étude plus approfondie
a montré que les cadres sémantiques qui faisaient défaut n’étaient, pour la
plupart, pas spéciiques au japonais et qu’ils faisaient également défaut en an-
glais. Ces cadres sémantiques « absents » concernent principalement les noms
à valeurs non prédicative, les adverbes, et les conjonctions. Cependant, BFN
s’intéressant d’abord à la description des prédicats, il n’est pas surprenant que
ces mots ne soient pas représentés.
Une autre étude [Ohara 2012], visant cette fois à apprécier qualitative-
ment l’apport de BFN à JFN, a montré que BFN préférait une description
transitive du procès à une description intransitive. Ce positionnement théo-
rique poserait des problèmes pour la description des verbes intransitifs qui ont
un équivalent transitif de même radical36 Nous considérons en (55) le couple
de verbes ?? (tiru) et ??? (tirasu).
(55) a.????????Thm??Motion?
[Les pétales des leurs de cerisier]Thm se dispersentMotion.
36Comme nous l’avons évoqué plus haut, en section 3.1, il existe en japonais un grand
nombre de couples de verbes, composés d’un verbe transitif et d’un verbe intransitif, de
même racine. Nous pouvons citer comme exemples : ?? (dasu, faire sortir) et ?? (deru,
sortir), ou encore ???? (mitukeru, trouver) et ???? (mitukaru, être trouvé).
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b.????????Ind???Dispersal?
[(Quelqu’un)]Agent disperseDispersal [les pétales des leurs de ceri-
sier]Ind.
Il apparait que le cadre sémantique le plus approprié pour le verbe intran-
sitif ?? (tiru), donné en (55a) soit Motion alors que pour le verbe transitif
équivalent, c’est-à-dire ??? (tirasu, disperser), un cadre sémantique « sur
mesure », Dispersal, est disponible.
Cette diférence de traitement met au jour un besoin, pour JFN, d’un
cadre sémantique Becoming_dispersed, mais aussi, de manière plus géné-
rale, d’une relation Intransitive_of qui permettrait de rendre compte du
lien morphologique et sémantique entre deux verbes.
Discussion
JFN s’illustre par une description très ine des relations entre le prédicat
et ses compléments, ainsi que par un grand nombre d’exemples qui permettent
d’apprécier, en contexte, la réalisation des diférentes composantes du procès.
Cependant, contrairement aux données de BFN, qui sont consultables et
téléchargeables via le site internet du projet, les données de JFN sont pratique-
ment inaccessibles, aussi bien pour des raisons techniques37 que juridiques38.
3.5 ?????????? (dousi kou kouzou sisoorasu)
?????????? (dousi kou kouzou sisoorasu, thésaurus de struc-
tures prédicatives verbales, ci-après VAST pour Verb-Argument Structure The-
saurus)39 [??? 2008 ;Takeuchi et coll. 2010] s’intéresse à la description des
verbes japonais suivant une approche oppositionnelle du sens et suivant difé-
rents niveaux de granularité sémantique. Une description sémantique du pro-
cès s’appuyant sur des briques de sens élémentaires permet de rendre compte
des composantes sémantiques discriminantes ou communes aux verbes. Les
37Une interface web (http://sato.fm.senshu-u.ac.jp/frameSQL/jfn23/notes/
index2.html) permet, en principe, de consulter un échantillon des données de JFN mais
des problèmes techniques récurrents limitent sérieusement son utilité. Dernière date d’accès
à l’interface web de JFN : le 7 janvier 2015.
38BCCWJ, le corpus utilisé dans le cadre du projet JFN, étant protégé par le droit
d’auteur, les données de JFN ne peuvent être difusées librement (communication personnelle
de Mme Kyoko Hirose Ohara du 10 mars 2012).
39http://cl.cs.okayama-u.ac.jp/rsc/data
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verbes « obtenir » et « acheter », par exemple, ont en commun la notion de
transfert d’un bien, mais difèrent quant à la notion de paiement. L’organi-
sation hiérarchique des classes sémantiques associées aux verbes permet de
proposer diférents niveaux de granularité sémantique.
La ressource se veut adaptée à diférentes applications en traitement au-
tomatique des langues et plus particulièrement à la production d’inférences
textuelles (textual entailment), ainsi qu’à la détection des alternances syn-
taxiques et des paraphrases. VAST se présente également comme une base
de travail pour des études sur les structures lexicales conceptuelles (lexical
conceptual structures, ci après LCS) [Jackendoff 1990] et les grammaires de
construction (construction grammar) [Fillmore 1988 ; Goldberg 1995].
VAST comporte 10 364 sous-entrées correspondant aux sens de 5190
verbes40. La Figure 3.16 présente les informations associées aux diférentes
sous-entrées du verbe ?? (tumu) dans VAST. Pour chaque sous-entrée nous
pouvons observer :
• l’identiiant de la sous-entrée correspondante dans la base de données
lexicales Lexeed [??? 2004] – par exemple 17039420-6_2-0-0-0-0 ;
• un cadre casuel – par exemple ????1??????2???? ;
• pour chaque complément du cadre casuel :
– un marqueur de cas – par exemple ? (ga) ;
– un rôle sémantique – par exemple ??? (dousanusi, agent) ;
– un exemple de tête lexicale – par exemple ? (yuki, neige) ;
– une variable – par exemple 1 ;
• une phrase d’exemple – par exemple ?????? (yuki ga niwa ni
tumu, la neige s’accumule dans le jardin) ;
• la classe du verbe décrite suivant 5 niveaux de granularité sémantique
– par exemple ?????? (zyoutai henka ari, changement d’état)
correspond à une classe du premier niveau du thésaurus ;
• une description sémantique de type LCS.
Il est indiqué pour chaque sous-entrée de VAST la sous-entrée correspon-
dante dans Lexeed. Lexeed est une ressource lexicale, développée par NTT,
visant à décrire les 28 000 mots (46 000 sens) les plus courants du japonais.
Cette ressource présente deux particularités remarquables :
• à chaque entrée et à chaque sous-entrée est associée une mesure de « fa-
miliarité », c’est-à-dire le degré de pénétration du mot, ou du sens du
mot, dans la langue ;
40Nous rapportons nos propres comptages relatifs à la version 0.902 de VAST.
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??
1 17039420-6_2-0-0-0-0
????1??????2????? ?? ? 1
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Figure 3.16 : Entrée associée au verbe ?? (tumu) dans VAST
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??????? 17039420
1 1-0-1-0-0 5.375 ??
????????????
???????????
2 1-0-2-0-0 3.400 ??
???????????
???????????
3 1-0-3-0-0 5.175 ??
?????????????
???????????
4 1-0-4-0-0 3.175 ??
???????????????????
?????????
5 2-0-0-0-0 3.725 ??
????
???????????????
Figure 3.17 : Entrée associée au verbe ?? (tumu) dans Lexeed
• les déinitions et les exemples s’appuient exclusivement sur des mots
déinis dans Lexeed.
La Figure 3.17 présente les informations associées aux diférentes sous-
entrées du verbe ?? (tumu) dans Lexeed41. Pour chaque sous-entrée nous
pouvons observer :
• un identiiant – par exemple 1-0-1-0-0 ;
• une mesure de « familiarité » comprise entre 1 et 7 – par exemple 5.375 ;
• la partie du discours – par exemple?? (tago) indique un verbe transitif
(?) de type godan (?) ;
• une déinition – par exemple ??????????? (mono no ue ni
mono wo kasanete oku, mettre une chose au dessus d’une autre);
• une phrase d’exemple – par exemple ?????????? (mikan no
hako wo souko ni tumu, stocker des caisses de mandarines dans l’entre-
pot).
A noter qu’une sous-entrée de Lexeed peut correspondre à plusieurs sous-
entrées de VAST et réciproquement.
Le cadre casuel identiie chaque complément comme un triplet composé
d’un rôle sémantique, d?une particule casuelle, et d’une variable (optionnelle).
41Nous remercions Mme Sanae Fujita (NTT) d’avoir bien voulu nous fournir les données
de Lexeed relatives au verbe ?? (tumu).












Figure 3.18 : Extrait de de la hiérarchie des classes sémantiques verbales de
VAST
VAST déinit 81 rôles sémantiques diférents mais nous avons pu observer
que tous ne correspondent pas à des rôles sémantiques per se. ? (hito, per-
sonne) ou encore ??? (gimonsetu, proposition interrogative), par exemple,
correspondent respectivement à une classe sémantique et à une catégorie syn-
taxique.
Le marqueur de cas peut être une particule casuelle simple (par exemple
?, ?, ?) ou, très exceptionnellement, une particule complexe (par exemple
???, ????).
La variable, représentée par une valeur numérique, permet de faire le lien
entre un complément du cadre casuel et un ou plusieurs emplacements dans
la description sémantique de type LCS.
Sur la distinction entre arguments et circonstants, les auteurs indiquent
s’appuyer sur les phrases d’exemple de Lexeed et sur les descriptions sé-
mantiques associées aux classes verbales. Les phrases d’exemple fournies par
Lexeed, à défaut de contenir tous les arguments d’un verbe donné, n’introdui-
raient pas de circonstants. Les descriptions sémantiques, quant-à elles, mobi-
lisent un nombre précis d’arguments devant nécessairement apparaitre dans
le cadre casuel.
VAST organise hiérarchiquement 999 classes verbales suivant 5 niveaux
de granularité sémantique. La Figure 3.18 présente un extrait du thésaurus,
limité aux classes sémantiques verbales utilisées pour la description du verbe
?? (tumu).
Le thésaurus est construit suivant deux approches :
3.5. ?????????? (dousi kou kouzou sisoorasu) 81
??
1 04014000-2_0-0-1-0-0








Figure 3.19 : Extrait des sous-entrées associées au verbe ?? (kau) dans
VAST
• une approche ascendante, ou bottom-up, qui s’appuie sur les données de
Lexeed, regroupe les verbes partageant des caractéristiques communes
en classes qui forment le dernier niveau du thésaurus ;
• une approche descendante, ou top-down, qui s’appuie sur les classes ver-
bales de [Vendler 1957] qui forment le premier niveau du thésaurus42.
Enin, les classes sémantiques verbales intermédiaires sont déinies sur la
base de critères aspectuels ou en fonction de la classe sémantique des complé-
ments du verbe.
A chaque classe verbale du thésaurus est associée une description séman-
tique de type LCS. Il s’agit essentiellement d’une décomposition sémantique
du procès exprimé par le verbe en briques de sens élémentaires. VAST déinit
628 descriptions sémantiques distinctes43 qui ont pour but de rendre compte
des composantes sémantiques discriminantes ou communes aux verbes et d’in-
diquer les relations sémantiques entre les arguments.
La Figure 3.19 présente une sous-entrée du verbe?? (kau) dont le sens
correspond ici à « acheter ». L’exemple (56c) illustre comment une description
sémantique (56b)44 peut être appliquée à une phrase donnée (56a).
42Vendler déinit quatre classes verbales, permettant d’organiser les verbes sur la base
de critères aspectuels : activity, accomplishment, achievement, et state. VAST reprend ces
classes mais regroupe cependant achievement et accomplishment sous une même étiquette :?????? (zyoutai henka ari, change of state).
43Nous avons pu observer que 37 classes verbales (255 sous-entrées) n’ont pas de descrip-
tion sémantique.
44Ici, seuls les éléments de la description sémantique que nous avons jugés pertinents pour
notre démonstration ont été conservés.
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??
1 02017760-2_0-0-1-0-0
???????????1?????????2????? ??? - -







Figure 3.20 : Extrait des sous-entrées associées au verbe ?? (uru) dans
VAST
(56) a.????2??????1??????????
[Tarō]2 achète [des pommes]1 à [Hanako].
b.??????????????1???2=???????????
???
([Agent] CAUSE) BECOME([1] BE(AT([2=Person])))
c.??????????????????????????????
????
([Tarō] CAUSE) BECOME([des pommes] BE(AT([Tarō])))
La Figure 3.20 présente une sous-entrée du verbe ?? (uru) dont le sens
correspond ici à « vendre ». L’exemple (57c) montre comment la description
sémantique donnée en (57b) est appliquée à une phrase (57a) sémantiquement
équivalente à celle donnée en (56a).
(57) a.??????????1?????2????
[Hanako] vend [des pommes]1 à [Tarō]2.
b.??????????????1???2=???????????
???
([Agent] CAUSE) BECOME([1] BE(AT([2=Person])))
c.??????????????????????????????
????
([Hanako] CAUSE) BECOME([des pommes] BE(AT([Tarō])))
Il apparait que les deux descriptions sémantiques actualisées en (56c)
et (57c) rendent compte d’un même résultat – c’est-à-dire [des pommes]
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BE(AT([Tarō])) – mais difèrent de par l’agent réalisant l’action qui permet
d’aboutir à ce résultat. Les descriptions sémantiques permettent ici de saisir
ce qui est commun aux verbes ?? (kau, acheter) et ?? (uru, vendre) –
c’est-à-dire le transfert d’un bien – et ce qui les diférencient – c’est-à-dire le
point de vue de l’agent qui est celui de l’acheteur en (56) et celui du vendeur
en (57). Nous voyons ici dans quelle mesure VAST peut être utile à une tâche
d’identiication de paraphrases.
Discussion
VAST propose une description des verbes japonais qui s’appuie sur une
base théorique solide, justiiant clairement du choix observé pour la partition
sémantique des sous-entrées.
Une évaluation quantitative de la ressource45, présentée dans [Takeuchi
et coll. 2010], a permis de déterminer que VAST couvrait 85 % des verbes
dans un échantillon de 1 000 phrases issues d’un corpus de presse, soit 1 825
verbes sur 2 195. Pour 200 verbes identiiés, VAST couvre 99,5 % des sens de
ces verbes, soit 199 sens sur 20046.
La description sémantique des têtes lexicales des arguments apparait ce-
pendant insuisante. En efet, nous avons pu observer que la seule description
proposée était un unique exemple de tête lexicale. Cette approche est problé-
matique dans le cas d’un exemple de tête lexicale polysémique. La sous-entrée
no 3 du verbe ?? (tumu), par exemple, donne ???? (torakku) comme
exemple de tête lexicale du but locatif du verbe (marqué par la particule ?).
???? a cependant plusieurs sens, notamment « camion » (de l’anglais
truck) et « piste » (de l’anglais track).
Une solution consisterait à intégrer à VAST une hiérarchie de classes sé-
mantiques nominales, comme c’est déjà le cas pour d’autres ressources, ou
encore d’ajouter plus d’exemples de têtes lexicales – par exemple ? (kuruma,
voiture) et ? (hune, bateau) – qui permettrait de faire émerger des classes
sémantiques – c’est-à-dire un taxème des moyens de transport dans le cas de
notre exemple.
45La version de VAST qui a été évaluée comptait 4 425 entrées et 7 473 sous-entrées.
46L’évaluation de la ressource a été réalisée par une seule personne.
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3.6 ????????? (kyouto daigaku kaku hureemu)
????????? (kyouto daigaku kaku hureemu, cadres casuels de
l’Université de Kyōto, ci-après KCF pour Kyōto University Case Frame)47
[Kawahara et Kurohashi 2006a ; Kawahara et Kurohashi 2006b ; ??
?? 2006 ;???? 2005] est une ressource qui a été créée automatiquement
à partir d’un corpus de texte brut.
L’objectif initial de KCF était d’apporter à l’analyseur syntaxique KNP
[Kurohashi et Nagao 1994a ; ?? ?? 1994], développé lui aussi à l’Uni-
versité de Kyōto, un ensemble de connaissances relatives aux structures syn-
taxiques des prédicats japonais. Ces auteurs airment cependant que la res-
source peut être utile à d’autres applications en traitement automatique des
langues.
Les détails de la méthode de constitution de la ressource seront donnés
dans le chapitre consacré à l’acquisition automatique de cadres casuels en
japonais. Retenons ici néanmoins que la ressource repose sur l’idée que, d’une
manière générale, le complément le plus proche du prédicat participe de façon
signiicative à la réalisation sémantique de ce même prédicat [Kawahara et
Kurohashi 2001 ; ?? ?? 2002]. L’exemple (58) illustre ce phénomène.
(58) ?????????????????????????
Dès 1968, et pendant 13 années, il a acquis de l’expérience dans un
restaurant parisien.
Le verbe ?? (tumu) sélectionne ici 4 compléments : ????? (68-nen
kara, depuis 1968), ???? (13-nen kan, pendant 13 ans), ??????
(resutoran de, au restaurant), et ??? (keiken wo, expérience + Acc). Le
complément le plus proche du verbe, c’est-à-dire ??? (keiken wo), est ici le
seul complément qui, en dehors de tout autre contexte, permet de comprendre
le sens voulu de ?? (tumu). Les sous-entrées de KCF sont construites par
regroupement d’exemples issus de corpus, en tenant compte, entre autres cri-
tères, du complément le plus proche du prédicat.
Une entrée correspond à un lemme. Une sous-entrée, représentée par un
cadre casuel, correspond à un emploi de ce lemme (c’est-à-dire à un sens ou à
un type de construction syntaxique).
La ressource décrit diférents types de prédicats :
47http ://nlp.ist.i.kyoto-u.ac.jp/index.php ??????????
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• les verbes (30 694 entrées, 771 032 sous-entrées) ;
• les adjectifs (1 454 entrées, 48 763 sous-entrées) ;
• les noms suivis de la copule (3 078 entrées, 65 560 sous-entrées).
La Figure 3.21 présente les informations associées aux trois premières
sous-entrées du verbe ?? (tumu)48,49. Chaque sous-entrée est représentée
par un cadre casuel. Pour chaque élément de ce cadre casuel nous pouvons
observer :
• un marqueur de cas ou une étiquette rendant compte de la relation
syntaxique ou sémantique entre l’élément qui est décrit et le prédicat –
par exemple ?? (ga-kaku) ;
• une liste de têtes lexicales avec, pour chacune des têtes lexicales, le
nombre d’occurrences observées pour le cadre casuel courant – par exemple
???17 (sensyu : 17, sportif : 17).
Le marqueur de cas correspond à une particule casuelle simple (par exemple
?, ?, ?), ou à une particule casuelle complexe (par exemple ?????).
Il convient de rajouter les emplacements ?? et ??. Le marqueur de cas
correspondant au complément le plus proche du verbe est indiqué – ici à l’aide
du symbole ?. Dans certains cas, la méthode de constitution de la ressource
permet que plusieurs compléments soient marqués à l’aide du symbole ?.
D’autres relations syntaxiques sont également décrites, qui ne correspondent
pas toujours à des dépendants syntaxiques directs du prédicat. C’est le cas no-
tamment du complément extérieur d’une structure à double sujet, indiqué à
l’aide de l’étiquette ??? comme illustré en (59).
(59) ??????????????????????
La peinture du toit est abimée.
Dans certains cas, il est utile de connaitre le complément du nom d’un ar-
gument du verbe. L’étiquette?? permet d’identiier les compléments du nom
du complément le plus proche du verbe. Dans l’exemple (60), le complément
le plus proche du verbe est ?? (ryoumen, les deux côtés), le complément du
nom associé est ? (niku, viande).
48Le verbe ?? (tumu) compte 48 sous-entrées ; les 12 premières sous-entrées couvrent
90 % des occurrences observées. Pour des raisons de place nous ne donnons que les 3 premières
sous-entrées.
49A noter que les auteurs de KCF ont choisi le verbe ?? (tumu) pour illustrer leur
méthode. C’est d’ailleurs pour cette raison que nous l’avons également choisi.
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?? / ??
1 ?? ???17, ???14, ??10, ???7, ??7, ?
??? ???37342, ???1363, ?
?? <??>?70, ???36, ?????8, ???7, ???7, ?
?? ???121, ???96, ???86, ???65, <??>?64, ?
?? <??>?511
?? ???95, ???45, ???37, ???37, ???31, ?
?? <??>?146, <??>?140, ???124, ?????104, ?
???100, ?
2 ?? ?????13, ??11, <??>?9, ???7, ??7, ?
??? ???7128, ???6096, ???4058, ???????3555,
???2219, ?
?? <??>?63, ??19, ???14, ???11, ???10, ?
?? ??471, ??229, ??105, ???69, ?????62, ?
?? <??>?1206
?? ???85, ???77, ??43, ???38, ???31, ?
?? ???286, <??>?224, ??191, ?????103, ????
82, ?
3 ?? ??12, ???6, ??6, ??3, ??3, ?
??? ???3592, ??1074, ??884, ???836, ?????702,
?
?? ??739, ?????100, ??77, ??75, ?????54, ?
?? ???24, ??6, ??5, ??4, <??>?4, ?
?? ???12, ??10, ??8, ???8, ???8, ?
?? <??>?57, <??>?54,??24,????20, <??>??
18, ?
Figure 3.21 : Extrait des sous-entrées associées au verbe ?? (tumu) dans
KCF
(60) ???????????????????
Cuire la viande des deux côtés à feu vif.
Dans le cas ou plusieurs compléments sont marqués par le symbole ?,
le rattachement est ambigu. Il est alors nécessaire de consulter les phrases
d’origine pour connaitre, au cas par cas, de quel complément du verbe ??
indique le complément du nom.
Un verbe peut parfois déterminer un nom. Le nom qui est déterminé par le
verbe peut être un complément, ou extérieur à la structure prédicative. Même
si ces unités syntaxiques ne participent pas au procès exprimé par le prédicat,
elles ont généralement un lien sémantique avec. KCF rend compte de ce lien
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?? / ?????
1 ??? ??56, ??29, ???28, ??18, ???15, ?
??? ??329, ?????150, ????142, ???139, ???
125, ?
?? ??64, ???56, ???15, ???15, ???13, ?
?? <??>?21, ?????10, ???8, ?????7, ???6,
?
2 ??? ???889
?? ???7, ???3, ???3, ?????2, ???2, ???
??2, ?
Figure 3.22 : Extrait des sous-entrées associées à la forme passive du verbe
?? (tumu) dans KCF
extra-syntaxique à l’aide d’une étiquette ????. L’exemple (61) illustre ce
cas de igure. Ici le nom? (kemuri, fumée) déterminé par le verbe?? (yaku,
griller) ne fait pas à proprement parler de la structure prédicative verbale,
cependant il apparait clairement que les deux notions sont d’une manière ou
d’une autre liées sémantiquement. Nous avons ici un lien de cause à efet.
(61) ?????????????????
La fumée du poisson que l’on fait griller.
Sur la distinction entre arguments et circonstants, la méthode d’acquisi-
tion automatique de cadres casuels déinit diférents critères pour identiier les
éléments devant être intégrés au cadre casuel :
• le complément le plus proche du prédicat ;
• les éléments dont la fréquence est supérieure à un seuil déini en fonction
de la fréquence du complément le plus proche du prédicat ;
• les éléments correspondant aux emplacements ?? et ???.
En japonais, les diathèses passive et causative impliquent des alternances
syntaxiques non systématiques qui, d’après la méthode de constitution de
KCF, ne peuvent être décrites dans un même espace. KCF propose cepen-
dant une description analogue pour les formes passive et causative des verbes,
comme nous l’illustrons en Figure 3.2250 et Figure 3.2351 respectivement.
50L’entrée associée à la forme passive de ?? (tumu) compte 53 sous-entrées ; les 31
premières sous-entrées couvrent 90 % des occurrences observées.
51L’entrée associée à la forme causative de ?? (tumu) compte 5 sous-entrées ; les 2
premières sous-entrées couvrent 90 % des occurrences observées.
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??/?????
1 ??? ???1207, ???174
?? ???33, ???22, ???6, ???6, ?????4, ?
2 ??? ???33, ???32, ???21, ???????15, ???11
?? ???2, ???2, ???2, ...
Figure 3.23 : Extrait des sous-entrées associées à la forme causative du verbe
?? (tumu) dans KCF
Discussion
KCF est, à notre connaissance, la plus importante ressource, de par sa
taille, dédiée à la description du prédicat en japonais. La ressource a été in-
tégrée avec succès aux dernières versions de l’analyseur syntaxique KNP lui
permettant d’atteindre de meilleurs résultats en réalisant simultanément ana-
lyse du cas grammatical et analyse des dépendances syntaxiques [Kawahara
et Kurohashi 2006a].
Seule une méthode automatique permet raisonnablement de produire une
ressource de cette taille. Une approche automatique ne peut cependant aboutir
à un résultat de qualité comparable à un travail humain : la ressource contient
inévitablement des erreurs et la partition du sens est parfois contraire à l’in-
tuition. La première sous-entrée du verbe ?? (kiru) telle qu’illustrée par la
(Figure 3.24) est, par exemple, tout a fait discutable.
Il apparait ici que cette sous-entrée confond à elle seule un grand nombre
de sens du verbe ?? (kiru) dont certaines expressions idiomatiques :
• ????? (dengen wo kiru, couper le courant) ;
• ???? (couper les cheveux, couper les cheveux) ;
• ???????? (syattaa wo kiru, déclencher un appareil photo) ;
• ????? (kutibi wo kiru, prendre la parole) ;
• etc.
La méthode de constitution de la ressource permet d’avoir pour un même
verbe un grand nombre d’entrées. Beaucoup plus que les ressources créées
manuellement. Certaines de ces sous-entrées sont pratiquement identiques,
d’un point de vue aussi bien syntaxique que sémantique. Or toutes les sous-
entrées sont placées au même niveau.
D’autre part, il n’existe aucune distinction entre les diférentes valeurs
d’un même marqueur de cas. La particule ? (de), par exemple, est ambiguë
car elle peut indiquer aussi bien un complément de lieu, un instrumental, un
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?? / ????
1 ?? ??98,??70,??63,??????50, <??>? ???37,
???35, ...
??? ???20018, ??19154, ??????15800, ?????
6101, ??5782, ??3662, ??3480, ??3369, ???3010,
??2458,??2401,??2376,???1981,???1370,??
??1365, ????1330, ???1260, ?? + ??1247, ??
1165, ??1059, ...
??? ???827, <??>?775, <??>??448, <??>??309,
...
?? <??>?1197, ????17, ???14, ???7, ??7, ?
??6, ????6, ?
?? ???315, ?????195, ??188, <??>?167, ????
151, ????147, ...
?? <??>
?? ??2498, ?????1041, ????756, ???681, ???
644, ?
?? ????740, ?????669, <??>?656, <??>?447,
<??>??345, ...
Figure 3.24 : Extrait des sous-entrées associées au verbe ?? (kiru) dans
KCF
complément de manière, etc. L’emplacement ?? de la première sous-entrée
du verbe?? (kiru), de la Figure 3.24, confond notamment les compléments
de lieu – par exemple ??? (biyouin, salon de coifure) – et les instruments
– par exemple ?? (houtyou, couteau de cuisine).
Ces remarques ne sont peut-être pas pertinentes si, comme dans le cas
de l’analyse syntaxique, on s’intéresse principalement à des informations de
surface (c’est-à-dire les préférences lexicales et syntaxiques des verbes) ; mais
pour d’autres applications en traitement automatique des langues, qui s’ap-
puient aussi sur des informations sémantiques profondes, comme l’étiquetage
en rôles sémantiques, cela reste problématique.
3.7 Bilan du chapitre
A l’issue de cet état des lieux des ressources linguistiques décrivant le prédi-
cat verbal en japonais, il nous est diicile de proposer une comparaison, qui ne
serait pas biaisée, tant les ressources que nous avons étudiées difèrent quant
à leurs positionnements théoriques, leurs visées applicatives, et les niveaux de
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description proposés. Se borner à égrener dans un tableau les diférents comp-
tages que nous avons pu efectuer n’aurait pas plus de sens tant les notions
d’entrée lexicale et de partitionnement sémantique difèrent d’une ressource à
une autre.
Remarquons simplement que si, à l’heure actuelle, une ressource construite
automatiquement ne peut prétendre à la qualité de description d’une ressource
construite manuellement, elle permet en revanche d’avoir une bien meilleure
couverture. Le sens « être équipé » du verbe ?? (tumu), tel qu’illustré en
(62), est absent de toutes les ressources à l’exception de KCF52.
(62) a. ????????????????????
Une voiture de sport équipée d’un puissant moteur.
b. ?????????????????????
Cette machine est équipée d’un disque dur de 30 Go.
52Notons cependant, que les diférentes sous-entrées de KCF concernées confondent dif-
férentes constructions syntaxiques possibles, c’est-à-dire X ? Y ??? – donnée en (62) –
et Z ? Y ? X ???.
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Les méthodes d’acquisition deschémas prédicatifs verbaux
Nous présentons dans ce chapitre les travaux relatifs à l’acquisition de
connaissances sur les constructions verbales en japonais. Nous présentons
d’abord les premiers travaux en japonais. La suite du chapitre est ensuite
consacrée aux travaux réalisés autour de la construction du lexique de sché-
mas prédicatifs de l’Université de Kyōto, et à son application à des tâches
d’analyse du cas grammatical et d’analyse syntaxique.
4.1 Les premiers travaux
Nous présentons ici les premiers travaux relatifs à l’acquisition de connais-
sances sur les constructions verbales en japonais. Aucun de ces travaux n’a
abouti à la création d’un lexique de schémas prédicatifs, néanmoins, nous es-
timons qu’ils fournissent des éléments intéressants permettant de se saisir de
certaines des préoccupations aférentes à ce type de tâche.
[?? 1995 ; Haruno 1995] s’est intéressé à l’acquisition de schémas prédi-
catifs verbaux à partir d’un ensemble de 10 000 structures prédicatives verbales
construites « à la main » à partir d’un corpus de textes journalistiques. Il s’agit
d’un travail à visée expérimentale qui ne s’inscrit pas dans un cadre applicatif
précis même si l’auteur note l’intérêt de ce type d’étude pour la désambiguïsa-
tion lexicale ou la traduction automatique. La méthode proposée a été évaluée
pour onze verbes 1, considérés comme étant polysémiques.
1??? (kakeru), ?? (noru), ?? (tatu), ?? (nozomu), ?? (kaku), ?? (nomu,
boire), ?? (utu), ?? (tunoru), ??? (koeru), ?? (tomonau), et ??? (ukabu).
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La méthode proposée s’appuie sur la complexité de Kolmogorov [Kol-
mogorov 1965], c’est-à-dire le nombre de bits de la plus petite machine de
Turing nécessaires à la génération d’une chaîne de caractères donnée. Ici, la
complexité de Kolmogorov sert à mesurer le taux de compression d’un en-
semble de structures prédicatives verbales en un schéma prédicatif et d’un
ensemble de règles permettant de produire les structures prédicatives verbales
à partir de ce même schéma prédicatif. La méthode s’appuie sur trois mesures
de compression :
1. le nombre de bits nécessaire au codage d’un schéma prédicatif (c’est-à-
dire particules et classes sémantiques2).
2. le nombre de bits nécessaire au codage des règles qui permettent de
générer les exemples d’après ce schéma (c’est-à-dire le chemin à parcourir
dans le thésaurus).
3. le nombre de bits nécessaire au codage des exemples couverts par le
schéma (même mode de calcul que 1).
Les données 1 et 2 constituent l’entrée de la machine de Turing ; la donnée
3 constitue la sortie de la machine de Turing. Si le nombre de bits en sortie
est inférieur au nombre de bits en entrée, alors la compression a réussi.
Les schémas prédicatifs ont été évalués manuellement par comparaison avec
une ressource de référence : IPAL [?????????? 1987a]. L’auteur
observe que le nombre de schémas produits est supérieur à IPAL du fait d’une
description plus ine des classes sémantiques des compléments – IPAL ne pro-
pose qu’une vingtaine de classes alors que le thésaurus utilisé compte environ
2 800 nœuds. Il note enin que certains sens décrits dans IPAL n’apparaissent
que très marginalement dans ses données.
[?? 1996 ; Mine et coll. 1997] se sont intéressés à l’acquisition de sché-
mas prédicatifs verbaux dans le cadre d’une tâche de désambiguïsation lexi-
cale. La méthode proposée repose exclusivement sur les données du diction-
naire informatisé EDR [Takebayashi 1993 ;?????????? 2001]. Ils
ont travaillé sur les 835 verbes qui totalisent plus de 50 occurrences dans le
corpus.
Le mode de constitution des schémas est rudimentaire. Il s’agit essentielle-
ment de regrouper les cooccurrences d’un même verbe. Le verbe est clairement
2La méthode s’appuie sur le thésaurus développé dans le cadre du projet ALT J/E [??? 1987].
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identiié par le concept auquel il est associé, permettant ainsi de ne pas re-
grouper les cooccurrences des verbes de même forme mais de sens diférents.
L’évaluation de leur ressource consiste à estimer, pour d’autres cooccur-
rences, le concept associé au verbe. Pour cela ils s’appuient sur une mesure de
similarité entre deux schémas prédicatifs (la structure du verbe étudié pouvant
être représentée comme une forme minimaliste de schéma prédicatif) :
• la similarité entre deux schémas prédicatifs vaut la somme des similarités
entre les compléments ;
• la similarité entre deux compléments correspond à la valeur maximale
de similarité entre les concepts attachés aux compléments ;
• la similarité entre deux concepts vaut leur distance dans la hiérarchie
du dictionnaire de concepts d’EDR.
Les auteurs ont comparé leurs schémas prédicatifs à ceux du sous-
dictionnaire de schémas d?EDR et notent qu’ils obtiennent une meilleure cou-
verture. Les erreurs observées viennent notamment du fait qu’ils donnent le
même poids à chacun des compléments.
[Utsuro et coll. 1997 ; ???? 1997] se sont intéressés à l’acquisition
de connaissances sur les constructions verbales ain de les intégrer à un ana-
lyseur syntaxique. Leur objectif est de traiter conjointement la question de
l’interdépendance des particules casuelles, et celle de l’abstraction optimale
des classes sémantiques lexicales. Ils proposent une approche statistique sui-
vant laquelle une structure prédicative verbale peut être générée à partir d’un
tuple de schémas prédicatifs partiels indépendants.
Dans l’exemple (63), la structure syntaxique du verbe ?? (nomu, boire)
– correspondant au bunkei [?,?,?] – peut être générée à partir de diférents










Les enfants boivent des jus de fruits au parc.
Le tuple ⟨[?,?], [?]⟩, par exemple, implique que les particules casuelles
? (ga) et ? (wo) sont interdépendantes et que la particule casuelle ? (de)
est indépendante.
De la même façon, les têtes lexicales des compléments peuvent être générées
à partir de diférentes classes sémantiques. La tête lexicale ???? (zyuusu,
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jus de fruit, boisson non alcoolisée) peut être générée à partir de la classe
sémantique « liquide », mais aussi « boisson », etc.
Un schéma prédicatif partiel est un ensemble de couples composés d’une
particule casuelle et d’une classe sémantique. Nous donnons en (64) deux











Le problème d’acquisition consiste donc à trouver pour chaque exemple du
corpus le meilleur tuple de schémas prédicatifs partiels. Autrement dit, pour
chaque exemple e du corpus, établir une loi de probabilité p(⟨f1, . . . , fn⟩j |e).
Le modèle ainsi créé a été évalué sur une tâche d’analyse syntaxique. Les
auteurs comparent deux analyses syntaxiques : une correcte – issue des données
du dictionnaire informatisé EDR –, et une fausse – créée artiiciellement à
partir d’une analyse correcte. Ils mesurent ensuite la capacité de leur modèle
à sélectionner la bonne analyse. L’étude des résultats de l’évaluation ne donne
pas lieu à une rélexion sur les propriétés linguistiques de leur modèle.
4.2 ????????? (kyouto daigaku kaku hureemu)
Dans le cadre du développement de KTC et de l’analyseur syntaxique
KNP, [Kurohashi et Nagao 1998] notent que leur système rencontre des
diicultés à analyser correctement les constructions de type N1 V1 N2 V2,
c’est-à-dire quand le complément N1 peut dépendre soit de V1, soit de V2. Ils
avancent qu’un lexique de schémas prédicatifs pourrait permettre de résoudre
ce type d’ambiguité, mais aussi de réaliser d’autres tâches en TAL comme
l’étiquetage des rôles sémantiques (semantic role labeling), le traitement des
anaphores et des ellipses, etc.
Rejetant l’idée d’acquérir ce type de connaissances à partir de corpus an-
notés – en raison du faible volume de données annotées – ils préconisent alors
une approche à partir de données textuelles brutes. C’est dans ce contexte que
s’inscrit le développement du lexique de schémas prédicatifs de l’Université de
Kyōto.
4.2. ????????? (kyouto daigaku kaku hureemu) 95
[Kawahara et Kurohashi 2001 ; ?? ?? 2002] proposent une mé-
thode non supervisée d’acquisition de structures prédicatives à partir d’un
corpus de données textuelles brutes. Ils se sont intéressés aux verbes, aux ad-
jectifs, et aux noms suivis de la copule. Leur méthode s’appuie sur l’intuition
que le complément qui précède directement le prédicat permet très souvent de
désambiguïser le sens du prédicat.
Ils proposent de construire un lexique de schémas prédicatifs à partir d’un
corpus de données textuelles brutes de 4,6 millions de phrases. Ces phrases sont
analysées avec l’étiqueteur grammatical JUMAN et l’analyseur syntaxique
KNP. Des résultats de l’analyse syntaxique ils extraient un ensemble de struc-
tures prédicatives verbales. L’exemple (65) illustre ce processus. De la phrase























Ils proposent de construire un lexique de schémas prédicatifs par regrou-
pement des structures prédicatives ainsi récupérées. Ce processus de regrou-
pement est réalisé en deux temps. Ils opèrent d’abord un regroupement des
structures prédicatives d’après le complément le plus proche du prédicat et
obtiennent un ensemble de schémas prédicatifs. Ils regroupent ensuite ces sché-
mas prédicatifs en fonction de leur degré de similarité. Les exemples (66) (67)
et (68) illustrent la méthode.
(66) a. {?} ? {??} ? ??
b. {???} ? {??} ? ??
c. {????} ? {??} ? ??
d. {???} ? {??} ? ??
e. {??} ? ??
f. {???} ? {??} ? ??
g. {??} ? ??
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h. {??} ? {??} ? ??
(67) a. {???} ? {?} ? {??} ? ??
b. {???? ; ???} ? {??} ? ??
c. {???} ? {??} ? ??
d. {??} ? {??} ? ??
(68) a. {???} ? {? ; ???? ; ???} ? {?? ; ??} ? ??
b. {??? ; ??} ? {?? ; ??} ? ??
A partir des structures prédicatives données en (66) un premier regrou-
pement est opéré en considérant uniquement le complément le plus proche
du verbe. Il ne peut y avoir regroupement de deux structures prédicatives
que si elles partagent le même complément (c’est-à-dire la même tête lexicale
et le même marqueur de cas) directement à gauche du prédicat. Les struc-
tures prédicatives données en (66a) et (66b), par exemple, rentrent dans ce
cas de igure ; ici le complément ??? (nimotu wo, bagage + wo) permet un
regroupement en (67a).
En (67) est mesurée la similarité entre les diférents schémas prédicatifs.
Il s’agit du produit de deux mesures de similarité : une mesure de similarité
syntaxique – qui prend en compte le nombre d’occurrences de chaque marqueur
de cas du schéma prédicatif – et une mesure de similarité sémantique – qui est
calculée d’après un thésaurus (GoiTaikei) pour un même type de complément
(c’est-à-dire les compléments qui partagent le même marqueur de cas). Si la
similarité entre deux schémas prédicatifs est supérieure à un seuil déini, alors
il y a regroupement de ces deux schémas. Les schémas prédicatifs donnés en
(67a) et (67b), par exemple, rentrent dans ce cas de igure.
En (68) sont inalement produits deux schémas prédicatifs, correspondant
à deux sens diférents du verbe?? (tumu) : « charger des marchandises » et
« acquérir de l’expérience ».
A partir d’un corpus de 4,6 millions de phrases, ils ont pu construire les
schémas prédicatifs de 71 000 prédicats (avec une moyen de 1,9 schéma pré-
dicatif par prédicat). Cette ressource a été évaluée sur une tâche d’analyse
du cas grammatical (c’est-à-dire identiier la particule casuelle associée à un
complément quand celle-ci n’est pas donnée explictement) en appliquant la
méthode proposée par [Kurohashi et Nagao 1994b]. Deux sources d’erreur
d’analyse ont été identiiées : les constructions à double sujet (??????),
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et les noms modiiés par un verbe mais n’appartenant pas à sa structure pré-
dicative (????). C’est justement à ce type de problème qu’est consacrée
la suite des travaux que nous présentons ici.
[?? ?? 2005 ; Kawahara et Kurohashi 2014] proposent d’enrichir
leur lexique de schémas prédicatifs ain de pouvoir décrire les deux phénomènes
que nous venons d’énoncer. Nous donnons deux exemples que nous empruntons
à [?? ?? 2005] et qui illustrent les constructions à double sujet (69) et















La fumée produite par la cuisson du poisson.
L’approche proposée s’appuie sur le lexique de schémas prédicatifs dévelop-
pé selon la méthode présentée plus haut pour identiier ces nouvelles structures
et les intégrer au schémas prédicatifs. Elle a été appliquée à un corpus de don-
nées textuelles brutes plus grand encore (20 millions de phrases) et a permis
d’acquérir les schémas prédicatifs de 18 000 prédicats (avec une moyenne de
17,9 schémas prédicatifs par prédicat)
Par la suite, la méthode a été appliquée à un volume de données plus
important encore (470 millions de phrases) et a permis d’acquérir les schémas
prédicatifs de 90 000 prédicats (avec une moyenne de 34,3 schémas prédicatifs
par prédicat) [Kawahara et Kurohashi 2006b ; ?? ?? 2006]. Enin, la







Acquisition et prétraitement desdonnées textuelles
Ce chapitre est consacré à la description de notre système pour l’acquisition
et le prétraitement des données textuelles. L’objectif poursuivi ici est la consti-
tution d’un corpus de travail qui servira de base à l’acquisition automatique
de connaissances sur les constructions verbales en japonais. Ain d’atteindre
cet objectif, nous avons posé trois exigences préalables au développement de
ce système :
1. Exigence quantitative – Le système doit être capable d’acquérir des don-
nées textuelles en quantité suisante1.
2. Exigence qualitative – Les données collectées doivent correspondre à
un japonais standard (c’est-à-dire compréhensible par « le Japonais
moyen » quelle que soit sa situation géographique), non dégradé (c’est-à-
dire ne pas contenir d’éléments susceptibles de perturber les traitements
subséquents).
3. Exigence technique – Le système doit être le plus autonome possible
(c’est-à-dire limiter autant que faire se peut les interventions humaines).
Le système d’acquisition et de prétraitement de données textuelles que
nous proposons – et dont la chaîne de traitement est présentée en Figure 5.1 –
satisfait à ces trois exigences.
D’une part, les données que nous nous proposons d’acquérir proviennent
de textes journalistiques issus des sites internet de diférents titres de presse
1Il est diicile d’estimer a priori ce que serait une « quantité suisante ». Pour cette
raison nous estimons qu’un tel système doit être capable d’acquérir des données de façon
continue.
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Figure 5.1 : Chaîne de traitement de notre système d’acquisition et de pré-
traitement de données textuelles.
écrite japonaise. Les contenus de ces sites internet étant renouvelés quotidien-
nement, le volume de données disponible est théoriquement illimité et dépend
essentiellement du temps accordé au système pour collecter ces données.
D’autre part, la presse japonaise étant très largement difusée, comme nous
le verrons, la langue employée peut être considérée comme « standard ».
Enin, notre système s’appuie sur une étude et une formalisation de la
structure des pages HTML des articles de presse pour extraire avec précision
le contenu de ces articles. Cette étude, réalisée pour chacun des sites de presse,
ne demande qu’un faible investissement et permet au système d’être presque
complètement autonome.
Les diférentes étapes de prétraitement, réalisées à la suite de l’acquisition
des données, permettent de garantir une certaine homogénéité des données.
Ces étapes sont entièrement automatisées.
Dans la suite de ce chapitre nous présentons en détail notre système pour
l’acquisition et le prétraitement des données textuelles. Nous ferons un point
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en conclusion de ce chapitre sur ce qui a pu être réalisé ainsi que sur les
caractéristiques de notre corpus. Nous évoquerons enin les perspectives de
développement de notre système et proposerons des pistes pour son améliora-
tion.
5.1 Acquisition des données textuelles
Nous présentons ici le processus d’acquisition des données textuelles de
notre système. Ce processus est réalisé en trois temps : sélection manuelle
des sources, aspiration des pages HTML, extraction des données. Les deux
dernières étapes de ce processus sont automatisées mais s’appuient néanmoins
sur un travail préparatoire réalisé en amont de la chaîne de traitement. A
l’issue de ce processus, le système produit un ensemble de documents XML
qui seront exploités dans la suite de notre travail.
5.1.1 Sélections des sources
Nous avons choisi, comme corpus de travail, un ensemble de textes jour-
nalistiques. Cette approche présente plusieurs avantages :
• les données sont disponibles en grande quantité (certains sites de presse
publient plusieurs centaines d’articles par jour) ;
• la langue de la presse écrite correspond à un japonais standard, actuel,
et généralement « non dégradé » (comparativement aux données issues
des blogs, forums, ou réseaux sociaux) ;
• les données sont gratuites2 (certains corpus peuvent représenter un coût
inancier important).
Nous avons sélectionné 7 sites de presse parmi lesquels les principaux quo-
tidiens nationaux – ???? (asahi sinbun, ASH) –, des titres de presse
régionale – ????? (hokkaidou sinbun, HOK) –, ou encore politique – ?
????? (sinbun akahata, SAH).
Le Tableau 5.1 présente la liste des titres de presse retenus ainsi que leur
difusion3. Le nombre de tirages est tout à fait remarquable et témoigne de
l’importante difusion de la langue de la presse parmi la population japonaise.
2Ces données restent néanmoins soumises à des droits très restrictifs et ne peuvent être
redistribuées librement.
3Nous reprenons ici les chifres donnés dans la version japonaise de Wikipédia. A noter
qu’ils ne correspondent pas tous à la même année – par exemple les chifres pour ?????? (sinbun akahata, SAH) concernent l’année 2011, ceux de ???? (yomiuri sinbun,
YOL) concernent le premier semestre de l’année 2014.
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ID Nom du journal Dif. (matin) Dif. (soir)
ASH ???? (asahi sinbun) 7 100 000 2 400 000
HOK ????? (hokkaidou sinbun) 1 050 000 450 000
KAH ???? (kahoku sinpou) 447 429 67 196
MNC ???? (mainiti sinbun) 3 300 000 950 000
SAH ?????? (sinbun akahata) 240 000 1 380 000
SNK ???? (sankei sinbun) 1 610 000 520 000
YOL ???? (yomiuri sinbun) 9 560 000 3 210 000
Tableau 5.1 : Les titres de presse retenus pour la constitution de notre corpus
de travail. Les valeurs données pour le journal?????? (sinbun akahata,
SAH) correspondent respectivement aux éditions de la semaine et du dimanche
Il ne s’agit donc pas d’une langue qui serait réservée à une minorité. A titre
de comparaison, pour l’année 2014 en France, les deux titres de presse qui ont
bénéicié de la plus importante difusion sont Le Figaro et Le Monde avec des
tirages respectifs à 314 312 exemplaires et à 273 111 exemplaires4.
5.1.2 Aspiration des pages web
Notre approche pour l’aspiration des pages web, s’appuie sur la technolo-
gie des lux RSS (Really Simple Syndication)5. Un lux RSS est un document
XML, généré automatiquement, qui contient les métadonnées des derniers ar-
ticles mis en ligne sur un site de presse, un blog, etc. La mise à jour régulière,
côté client (utilisateur), de ce document XML donne une impression de lux.
A noter qu’un site de presse proposera généralement plusieurs lux RSS, as-
sociés à diférentes rubriques du journal ou à des thématiques particulières.
La Figure 5.2 présente un élément (item) extrait du lux RSS de la rubrique
« international » de ???? (asahi sinbun, ASH). L’information qui nous
intéresse ici, l’URL de l’article, est donnée par l’élément <link>.
Nous avons enregistré les URL des lux RSS des titres de presse présentés
dans le Tableau 5.1 dans une base de données. Dans cette même base de don-
nées, le système garde également trace des articles qui ont déjà été enregistrés.
La procédure d’aspiration des pages web des articles est ensuite très simple.
Notre système accède périodiquement aux diférents lux RSS, extrait les URL
contenues dans les éléments link, et télécharge les pages web associées. L’in-
4Source : OJD (http://www.ojd.com).
5http://www.rssboard.org/rss-specification
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3 <link>http ://www.asahi.com/articles/ASH295JFHH29TIPE02N.html ?ref
→֒ =rss</link>
4 <description>< ![CDATA[<p></p>]]></description >
5 <dc :subject>?? </dc :subject>
6 <dc :date >2015-02-09T22 :37 :17+09 :00</dc :date>
7 </item>
Figure 5.2 : Extrait du lux RSS de la rubrique « International » de ???
? (asahi sinbun, ASH)
tervention humaine est ici marginale et se résume à vériier ponctuellement
que la liste des lux RSS est bien à jour.
5.1.3 Extraction des données
Une fois aspirées, les pages web sont envoyées au module d’extraction des
données textuelles. Il s’agit d’identiier et d’extraire les données relatives à
l’article tout en laissant de côté le reste des données présentes sur la page :
menu de navigation, publicité, etc.
La Figure 5.3 présente le rendu dans un navigateur internet de la page
HTML d’un article de presse publié sur ?????? (sankei nyuusu), la
version web de ???? (sankei sinbun, SNK). Il apparaît clairement que les
zones de texte qui nous intéressent (ici encadrées) sont entourées de données
qu’il nous faut supprimer.
Si des méthodes existent pour enlever automatiquement le « bruit » autour
de l’article [Pomikálek 2011], nous avons préféré consacrer un peu de temps
à l’étude de la structure des articles pour chacun des sites de presse et forma-
liser à un niveau purement topologique les informations que nous souhaitions
garder. Notre méthode d’extraction s’appuie sur une étude de la structure des
pages HTML et une formalisation, en langage XPath6, des nœuds HTML qui
nous intéressent.
Une expression XPath permet de localiser un ou plusieurs éléments dans
un document XML. Même si toutes les pages HTML ne respectent pas la
syntaxe XML, le mécanisme XPath peut néanmoins être aussi utilisé pour
formaliser la localisation d’un élément dans un document HTML.
6http://www.w3.org/TR/xpath/





Figure 5.3 : Capture d’écran d’un article publié sur ?????? (sankei
nyuusu). Les zones de texte qui nous intéressent sont ici encadrées : A la
rubrique ; B la date de publication ; C le titre de l’article ; D le corps de
l’article.
Ain d’étudier la structure d’une page HTML de nombreux outils dédiés au
développement web, comme Firebug7 que nous avons utilisé, sont disponibles.
Ces outils permettent d’identiier très rapidement l’emplacement d’un élément
dans l’arborescence de la page HTML. Ainsi nous avons identiié, pour chaque
site de presse, les éléments dont extraire le contenu textuel (par exemple titre
de l’article, date de publication, corps de l’article, etc.) et nous avons formalisé
l’emplacement de ces zones de texte à l’aide d’expressions XPath. La contrainte
étant que la formalisation devait être suisamment souple pour prévenir des
changements structurels mineurs dans la structure de la page HTML (par
exemple ajout d’un bandeau publicitaire), mais suisamment stricte pour ne
récupérer que les données qui nous intéressent.
Devant être amené à intervenir sur ces expressions, dans le cadre de la
maintenance du système, nous avons jugé préférable d’enregistrer les expres-
7http://getfirebug.com/
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1 scraper :
2 - label : titre
3 xpath : //div[@id="MainContent"]/h2
4 - label : date
5 xpath : //div[@id="MainContent"]/div[@class="DateandPage"]
6 sub : >
7 return q{} unless m/^.* ?(\d{4})\.(\d+)\.(\d+)/ ;
8 return sprintf "%u%02u%02u", $1,$2,$3 ;
9 - label : paragraphes
10 xpath : //div[@id="MainContent"]//div[@class="NewsTextFull"]/
→֒ p
11 - label : rubrique
12 xpath : //div[@id="PageTitle"]/h2
Figure 5.4 : Contenu du ichier de coniguration pour le journal ????
(sankei sinbun, SNK).
sions XPath dans des ichiers de coniguration externes. La Figure 5.4 donne
un exemple de ichier de coniguration.
Le ichier de coniguration respecte la syntaxe YAML8 qui présente l’avan-
tage d’être simple et lisible. En outre, la syntaxe YAML dispose d’interpréteurs
pour les principaux langages de programmation.
En plus de l’expression XPath, qui nous permet d’accéder au contenu
textuel de certains éléments identiiés de la page HTML, nous avons intégré
un mécanisme permettant à l’utilisateur d’associer une fonction informatique
à une expression XPath, lui permettant ainsi d’efectuer diférents traitements
sur ce même contenu. Dans le cas de notre exemple (Figure 5.4, lignes 6–8)
il s’agit de normaliser la date de publication de l’article au format « base de
données » (c’est-à-dire YYYYMMDD).
Le système produit pour chaque article un document XML contenant les
informations spéciiées dans le ichier de coniguration. La Figure 5.5 présente
le document XML produit par notre système d’après la page HTML de la
Figure 5.3 et le ichier de coniguration de la Figure 5.4.
5.1.4 Résultats
La Figure 5.6 présente le nombre d’articles aspirés par mois et par journal
sur une période allant du mois de novembre 2011 au mois d’aout 2014. Nous
pouvons observer plusieurs choses :
8http://www.yaml.org/
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1 < ?xml version="1.0" encoding="UTF-8" ?>
2


































Figure 5.5 : Document XML produit par notre système d’acquisition des
données textuelles












































Figure 5.6 : Nombre d’articles aspirés par période d’un mois pour chacun des
sites de presse
• toutes les aspirations n’ont pas commencé en même temps ; les sources
ont été ajoutées au fur et à mesure, ce qui explique l’absence de données
pour certaines sources au mois de novembre 2011 ;
• la baisse partielle, voire totale, du nombre d’articles aspirés pour certains
titres de presse –???? (mainiti sinbun, MNC) en avril 2012, ou??
?? (asahi sinbun, ASH) en novembre 2013 – résulte d’un changement
d’adresse des lux RSS, ou d’un changement de la structure de la page
HTML ;
• la maintenance du système a été stoppée en juin 2013, entraînant après
cette date, pour certaines sources, une diminution partielle, voire totale,
du nombre de pages aspirées ;
• la phase d’acquisition des données textuelles a été stoppée au début du
mois d’août 2014, ce qui explique le faible nombre d’articles aspirés pour
ce mois ;
• il y a un écart important entre les volumes aspirés pour???? (sankei
sinbun, SNK) et ceux aspirés pour les autres titres de presse. Nous avons
pensé, dans un premier temps, que l’écart s’expliquait par un nombre
important de duplicatas et de quasi-duplicatas, cependant, comme nous
le verrons plus tard, il n’en est rien. Le site internet du ???? (san-
kei sinbun, SNK) a publié plus d’articles que les autres journaux, tout
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simplement.
Le Tableau 5.2 présente le volume de données total pour chaque journal9.
Seules les données des corps des articles ont été retenues pour ces comptages.
5.2 Prétraitement des données textuelles
Nous distinguons entre l’acquisition des données à proprement parler et les
diférents traitements appliqués à ces données dans le but de les préparer à la
suite de la chaîne de traitement de notre système pour l’acquisition de schémas
prédicatifs en japonais. Les étapes de prétraitement sont les suivantes :
1. Normalisation des caractères.
2. Traitement des expressions entre parenthèses et segmentation en phrases.
3. Suppression des duplicatas – nous ne gardons qu’un seul exemplaire de
chaque segment phrastique.
L’étape no 3 ne mérite pas d’explications particulières ; la suppression des
duplicatas repose sur une simple fonction de hachage.
5.2.1 Normalisation des caractères
Les caractères latins non accentués, les chifres arabes, certains signes de
ponctuation et symboles qui apparaissent dans notre corpus correspondent
soit à des caractères alphanumériques, soit à leurs variantes « pleine châsse ».
Le chifre « 0 », par exemple, peut être représenté :
• 0 (U+0030, DIGIT ZERO) ;
• ? (U+FF10, FULLWIDTH DIGIT ZERO).
Un être humain comprend que les formes 110? (110-ban, appel d’urgence,
à la police) et???? (idem) sont équivalentes, cependant, d’un point de vue
informatique, ce sont deux chaînes de caractères distinctes et, par conséquent,
deux noms distincts.
La normalisation des caractères est d’autant plus importante qu’elle per-
met d’adapter les données aux outils employés. IPA ?? (IPA zisyo, ci-après
IPAdic) [?? ?? 2003], sur lequel s’appuie l’étiqueteur grammatical Me-
Cab [Kudo et coll. 2004], représente les caractères latins et les chifres arabes
qui peuvent apparaître dans certaines entrées en « pleine châsse ». Ainsi, selon
le codage choisi pour les chifres arabes de l’exemple (71) nous obtenons deux
analyses diférentes comme l’illustre la Figure 5.7.




ID Documents Paragraphes Tokens Caractères
ASH 67 056 (8,52 %) 223 960 (6,73 %) 14 607 158 (7,12 %) 22 813 033 (7,08 %)
HOK 89 551 (11,38 %) 279 259 (8,40 %) 16 723 285 (8,15 %) 26 177 805 (8,12 %)
KAH 25 085 (3,19 %) 182 184 (5,48 %) 9 538 595 (4,65 %) 14 684 901 (4,56 %)
MNC 140 854 (17,90 %) 604 163 (18,16 %) 44 663 963 (21,76 %) 70 609 681 (21,91 %)
SAH 15 940 (2,03 %) 193 933 (5,83 %) 10 091 010 (4,92 %) 16 514 871 (5,12 %)
SNK 353 054 (44,86 %) 1 462 635 (43,98 %) 88 357 934 (43,05 %) 138 697 248 (43,04 %)
YOL 95 380 (12,12 %) 379 800 (11,42 %) 21 243 691 (10,35 %) 32 764 533 (10,17 %)
786 920 (100,00 %) 3 325 934 (100,00 %) 205 225 636 (100,00 %) 322 262 072 (100,00 %)
Tableau 5.2 : Volume de données par journal
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???? ?? ,?? ,*,*,*,*,???? ,???? ,????
?? ?? ,?? ,*,*,*,*,?? ,???? ,????
?? ?? ,??? ,?? ,*,*,*,?? ,?? ,??
110 ?? ,? ,*,*,*,*,*
? ?? ,?? ,??? ,*,*,*,? ,?? ,??
? ?? ,??? ,?? ,*,*,*,? ,? ,?
?? ?? ,?? ,*,*,?? ,??? ,??? ,?? ,??
? ??? ,*,*,*,???? ,??? ,? ,? ,?
? ?? ,?? ,*,*,*,*,? ,? ,
(a) Phrase de l’exemple (71) en forme ???? (hankaku-eisuu, demi-châsse).
???? ?? ,?? ,*,*,*,*,???? ,???? ,????
?? ?? ,?? ,*,*,*,*,?? ,???? ,????
?? ?? ,??? ,?? ,*,*,*,?? ,?? ,??
???? ?? ,?? ,*,*,*,*,???? ,??????? ,??
?????
? ?? ,??? ,?? ,*,*,*,? ,? ,?
?? ?? ,?? ,*,*,?? ,??? ,??? ,?? ,??
? ??? ,*,*,*,???? ,??? ,? ,? ,?
? ?? ,?? ,*,*,*,*,? ,? ,
(b) Phrase de l’exemple (71) en forme ???? (zenkaku-eisuu, pleine châsse).
Figure 5.7 : Étiquetage grammatical (MeCab) de la phrase de l’exemple (71)
avant normalisation (Figure 5.7a) et après normalisation (Figure 5.7b).
(71) ???????? 110 ??????
(La police) a reçu un appel d’urgence d’une compagnie de taxis.
Il apparaît que la chaîne de caractères 110 ? (110-ban), en forme « demi-
châsse » (5.7a), correspond à la concaténation de deux entrées du lexique
IPAdic. A l’inverse, la chaîne de caractères ???? (110-ban), en forme
« pleine châsse » (5.7b), correspond à une seule entrée du lexique IPAdic. Cette
diférence d’analyse inluence directement la suite de la chaîne de traitement.
Selon la représentation retenue pour les caractères alphanumériques nous ne
serons pas à même d’acquérir les mêmes connaissances sur les constructions
verbales.
Ain d’harmoniser notre système avec les outils utilisés, et plus particuliè-
rement IPAdic, nous avons choisi de normaliser les caractères de notre corpus
en forme « pleine châsse ».
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5.2.2 Traitement des expressions entre parenthèses et segmenta-
tion en phrases
Les articles de presse contiennent beaucoup d’expressions entre paren-
thèses10. Nous avons relevé dans notre corpus plus de 4 700 000 paires, soit :
20 % des données ; 67,77 % des paragraphes ; 96,89 % des documents.
Il existe diférents types de parenthèses, mais les paires? ? et? ? sont
les plus fréquentes et concernent plus de 92 % des expressions entre paren-
thèses de notre corpus. Ces expressions sont d’autant plus intéressantes que
les parenthèses ont diférentes fonctions comme le notent [??? 1996].
Dans le cadre de notre travail, ces expressions nous intéressent particuliè-
rement car les résultats de l’analyse syntaxique dépendent aussi du traitement
qui leur est réservé. Nous verrons que la question de la segmentation en phrases
n’est pas étrangère à cette problématique dans la mesure ou une phrase peut
être contenue dans une expression entre parenthèses.
Traitement des expressions entre parenthèses
Les expressions entre parenthèses (rondes) peuvent, dans certains cas, per-
turber l’analyse syntaxique. C’est notamment le cas lorsqu’une paire de paren-
thèses s’intercale entre un nom et la particule casuelle qui lui est associée. Nous
proposons en Figure 5.8 deux analyses syntaxiques11 de la phrase donnée en




Inoue Naoya dit « le monstre » (20 ans, Oohasi) a vaincu par KO
technique au 6ème round (2 min 54 s) le champion en titre Adrian Her-
nandez (28 ans, Mexique) et devient, en seulement six confrontations,
le premier Japonais à s’emparer aussi rapidement du titre mondial.
Il apparait en Figure 5.8a que les expressions entre parenthèses per-
turbent l’analyse syntaxique et prennent la place du complément du verbe. Si
10Ces expressions ne sont pas exclusivement délimitées par des parenthèses per se, mais
aussi des guillemets ou des crochets. Nous reprenons ici l?expression???? (kakko hyougen,
expressions entre parenthèses) qui est donnée dans les études consacrées à cette question.
11Nous avons utilisé l’analyseur syntaxique en dépendances CaboCha [Kudo et Matsu-
moto 2002 ; ?? ?? 2002].
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(a) Avant suppression des expressions entre parenthèses.











(b) Après suppression des expressions entre parenthèses.
Figure 5.8 : Analyse par CaboCha de la phrase de l’exemple (72) avant et
après suppression des expression entre parenthèses.
nous décidons de supprimer les parenthèses, comme proposé en Figure 5.8b,
l’analyse syntaxique est conforme à ce qui est attendu.
A la suite de ces observations, et comme le préconisent [??? 2000],
nous avons décidé d’extraire les expressions entre parenthèses rondes et de les
traiter comme des segments phrastiques à part.
Si cette approche à le mérite d’être à la fois simple et eicace, notons
toutefois deux cas de igure contraires relevés chez [??? 1996] et que nous
avons pu observer dans notre corpus.
Dans la phrase de l’exemple (73), les expressions entre parenthèses in-
diquent un élément d’une liste (c’est-à-dire « ???»), et une référence à un
élément d’une liste (c’est-à-dire «???»), intégrés à la structure syntaxique
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de la phrase.
(73) ???????????????????????????????
Étape no 2 : Après avoir fait bouillir les asperges, les couper à la bonne
longueur puis les servir avec (la sauce préparée à l’étape no) 1.
La suppression de l’expression «???» ne pose pas de problème (il s’agit
de la « déclaration » d’un élément de la liste), cependant, la suppression de
l’expression «???» supprime du même coup la tête lexicale du complément
du verbe, ne laissant que le marqueur de cas, et rendant par là-même la phrase
agrammaticale.
Dans la phrase de l’exemple (74), l’expression entre parenthèses est un
ajout du rédacteur à des propos rapportés au discours direct.
(74) ?????????????????????
C’est bien aussi de choisir (des lunettes) avec son petit-ami.
La suppression de l’expression entre parenthèses supprime aussi un com-
plément du verbe, sans toutefois rendre la phrase agrammaticale. Il s’agit ici
d’une simple perte d’information.
Traiter ces cas ambigus nécessiterait de disposer de connaissances sur les
constructions verbales ; ce dont nous ne disposons pas à ce stade de la chaîne
de traitement. D’autre part, ces deux emplois particuliers restent minoritaires.
Nous maintenons donc une approche unique, et ne prenons pas de dispositions
particulières ain de traiter ces deux cas de igure.
Segmentation en phrases
La segmentation en phrases ne pose à priori pas de problèmes particuliers
dans le cas du japonais. En efet, contrairement au français où le point inal
est ambigu (par exemple il peut apparaître dans un sigle ou dans une abré-
viation), le maru japonais « ? » (U+3002, IDEOGRAPHIC FULL STOP)
indique invariablement la in d’une phrase12. D’autre part, nous n’avons pas eu
l’occasion d’observer de phrases « à cheval » entre deux paragraphes comme
il arrive souvent avec les données issues de blogs [??? 2009]. Nos données
sont, de ce point de vue, relativement « propres ».
12Nous laissons de côté les rares unités lexicales comportant le caractère « ? », comme
par exemple le nom du célèbre groupe de J-pop???????(mooningu musume, Morning
Musume).
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Cependant, comme en français, il peut arriver qu’une phrase soit imbri-
quée dans une autre, notamment dans le cas des citations. Il nous faut alors
disposer d’une méthode, pouvant être appliquée de façon systématique, pour
la segmentation. A la suite de [??????? 2013], dont nous reprenons
librement certains des éléments du format M-XML (Morphology-base XML),
nous considérons trois types de segment phrastique diférents :
phrase (s) un segment de texte se terminant par une marque de ponctuation
forte ;
quasi-phrase (qs) un segment de texte ne se terminant pas par une marque
de ponctuation forte ;
super-phrase (ss) un segment de texte contenant une ou plusieurs phrases
ou quasi-phrases.
Une quasi-phrase ne correspond pas toujours à une expression pouvant être
traitée indépendamment de sa super-phrase. Cela vient du caractère ambigu
des marques de citation [??? 2000] qui peuvent aussi être utilisées à des
ins autres que la citation, notamment l’emphase, comme illustré en (75).
(75) ???qs??????????
Peut-on attendre quelque chose de la « politique » ?
Il n’est donc pas souhaitable que les quasi-phrases (qs) soient traitées indé-
pendamment de leur super-phrase (ss). Les phrases (s), en revanche, peuvent
être traitées séparément comme l’illustre la segmentation en (77) de la phrase
donnée en (76) et qui regroupe les trois types de segment phrastique que nous
venons de déinir.
(76) ?????????????s???????qs?????????ss
Raika a commenté : « J’y ai consacré toutes mes forces. Je suis déçue
du résultat. »
(77) a. ????????????qs?????????ss
Raika a commenté : « Je suis déçue du résultat. »
b. ????????s
(J’y) ai consacré toutes mes forces.
Cette méthode de segmentation est appliquée à l’ensemble de notre corpus.
Nous ne gardons qu’un seul exemplaire de chaque segment phrastique, confor-
mément à ce qui a été annoncé précédemment. Le système produit inalement
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ID Segments Tokens Caractères
ASH 589 600 (8,32 %) 13 833 828 (7,42 %) 21 767 580 (7,40 %)
HOK 581 499 (8,21 %) 15 921 019 (8,54 %) 25 002 074 (8,50 %)
KAH 398 738 (5,63 %) 9 149 734 (4,91 %) 14 198 006 (4,83 %)
MNC 1 615 044 (22,79 %) 40 837 357 (21,90 %) 65 007 360 (22,10 %)
SAH 320 873 (4,53 %) 8 790 796 (4,71 %) 14 001 070 (4,76 %)
SNK 3 161 848 (44,62 %) 82 347 152 (44,16 %) 130 228 816 (44,28 %)
YOL 705 699 (9,96 %) 20 127 941 (10,80 %) 31 182 700 (10,60 %)
7 085 493 (100,00 %) 186 455 965 (100,00 %) 294 124 181 (100,00 %)
Tableau 5.3 : Volume de données du corpus et des sous-corpus après pré-
traitement des données textuelles. La somme des colonnes est supérieure à
100,00 % du fait de l’appartenance de certains segments phrastiques à plu-
sieurs sous-corpus.
un unique document texte contenant l’intégralité des segments phrastiques de
notre corpus.
5.2.3 Résultats
Le Tableau 5.3 présente le volume de données obtenu, à l’issue des
diférentes étapes de prétraitement (c’est-à-dire normalisation des caractères,
segmentation des paragraphes, et iltrage des doublons), pour le corpus et
chacun des sous-corpus. Nous pouvons noter une réduction d’environ 10 % du
volume des données issues de la phase d’acquisition des données textuelles.
Notons également que ???? (sankei sinbun, SNK) ne contient pas plus
de quasi-duplicatas que la moyenne, contrairement à ce que laissait imaginer
l’importante diférence entre les volumes de données de la Figure 5.6.
5.3 Bilan du chapitre
Dans ce chapitre nous avons présenté notre système d’acquisition et de
prétraitement des données textuelles devant servir à l’acquisition de schémas
prédicatifs en japonais.
Les diférentes étapes du processus d’acquisition des données textuelles ont
montré qu’il était relativement aisé d’acquérir de grands volumes de données
moyennant un faible investissement humain. En efet, le temps consacré à la
constitution des listes de lux RSS et à l’écriture des ichiers de coniguration
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est marginal au regard de la quantité de données pouvant être récupérée par
cette approche. Dans son état actuel, le système demande une maintenance
ponctuelle des listes de lux RSS et des ichiers de conigurations, mais il
est tout à fait envisageable d’automatiser, en partie, ces deux opérations.
La mise à jour des lux RSS peut être réalisée automatiquement à partir du
répertoire de lux RSS d’un site web donné (en général, tous les lux RSS
d’un site de presse sont référencés sur une même page). En ce qui concerne les
ichiers de coniguration, et plus particulièrement la formalisation XPath des
zones de texte à extraire, l’automatisation semble plus délicate. Nous pouvons
néanmoins imaginer un mécanisme d’alerte à l’utilisateur (par voie de courriel
par exemple) quand le nombre de pages, pour lesquelles les requêtes XPath
restent muettes, dépasse un seuil donné.
Il est apparu, au cours de la phase de prétraitement des données textuelles,
que nous pouvions être confronté à des situations problématiques et ce même
pour des tâches dites de « bas niveau », comme la segmentation en phrases ou
le traitement des expressions entre parenthèses. Nous avons vu que disposer
de connaissances sur les constructions verbales pouvait, dans certains cas,
résoudre les ambiguïtés rencontrées ce qui nous conforte dans notre démarche
d’acquisition de schémas prédicatifs verbaux. Nous avons proposé des règles
simples, mais néanmoins motivées sur la base de phénomènes avérés, pour
répondre aux enjeux posés par le prétraitement des données textuelles.
La méthode proposée nous a permis de constituer un corpus, normalisé
et segmenté, de plus de 7 millions de segments phrastiques que nous allons
exploiter dans la suite de ce travail.
6
Acquisition des structuresprédicatives verbales
Ce chapitre est consacré à la présentation de notre méthode d’acquisition
des structures prédicatives verbales à partir d’un corpus non-étiqueté. Une
structure prédicative verbale représente une occurrence d’un verbe en corpus.
Elle se compose d’un lemme verbal et d’un ensemble de compléments ; un
complément est composé d’une tête lexicale et d’un marqueur de cas (c’est-à-
dire une particule casuelle).
Nous donnons en (78) un exemple de la tâche que nous cherchons à ac-
complir ici. De la phrase donnée (78a), nous souhaitons extraire la structure




















Après avoir chargé ses produits dans un camion, cette entreprise







L’Algorithme 6.1 illustre notre méthode d’acquisition des structures pré-
dicatives verbales. Cette méthode déinit trois processus ordonnés : l’analyse
syntaxique en dépendances des données de notre corpus (ligne 4) ; l’iden-
tiication des structures prédicatives verbales – c’est-à-dire l’identiication
des verbes (ligne 7), des marqueurs de cas (ligne 15), et des têtes lexicales
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(ligne 20) – ; enin, le iltrage des compléments verbaux « douteux » (ligne 28),
c’est-à-dire pouvant être le résultat d’une erreur d’analyse.
La suite du chapitre détaille les diférentes étapes de cette chaîne de trai-
tement. Nous discuterons en conclusion des limites de la méthode proposée
ainsi que des améliorations possibles.
6.1 Analyse syntaxique en dépendances
La première étape de notre chaîne de traitements pour l’acquisition des
structures prédicatives verbales est l’analyse syntaxique en dépendances des
phrases de notre corpus. En TAL, les travaux sur le japonais retiennent généra-
lement deux outils pour l’analyse syntaxique : KNP1 [Kurohashi et Nagao
1994a ; ?? ?? 1994] et CaboCha2 [Kudo et Matsumoto 2002 ; ?? ?
? 2002], même si d’autres existent (nous citerons entre autres EDA3 [Flan-
nery et coll. 2012]). Dans le cadre de ce travail, nous avons choisi d’utiliser
CaboCha. Au moins 10 fois plus rapide que KNP [??? 2013], il est mieux
à même de traiter d’importants volumes de données. Nous avons conservé les
paramètres par défaut.
CaboCha s’appuie sur l’étiqueteur grammatical MeCab4 [Kudo et coll.
2004] qui lui même fait appel à un « dictionnaire » prêt à l’emploi. Parmi les
diférents dictionnaires compatibles avec MeCab, nous avons choisi d’utiliser
IPA??5 (IPA-zisyo, ci-après IPAdic) [???? 2003], qui est le dictionnaire
recommandé pour MeCab6.
IPAdic comprend 392 126 entrées associées à 217 453 lemmes uniques7.
Une entrée correspond à un token auquel est associé un ensemble d’informa-
tions linguistiques. IPAdic n’intègre pas de connaissances sur les constructions
verbales.
La Figure 6.1 présente le processus d’analyse syntaxique de la phrase





5A ne pas confondre avec IPAL (présenté en 3.1).
6À ce sujet, voir les consignes d’installation de MeCab sur le site oiciel du projet :
http://taku910.github.io/mecab/#download (en japonais).
7IPAdic est le résultat d’un travail d’annotation de corpus. Les entités nommées repré-
sentent près de la moitié des entrées. Certaines sont pour le moins anecdotiques : ???????????????? (Kanoya Champion Wrestling Club), ???????????????? (Ayrton Senna forever), etc.
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Données : Un corpus de texte brut C. Chaque ligne correspond à une
phrase, une quasi-phrase, ou une super-phrase (voir p. 116).
Résultat : Une collection de structures prédicatives verbales C′.
C ′ ←− [ ]
pour chaque phrase s de C faire
/* Soit T l'arbre syntaxique produit par l'analyse de s
*/
4 T ←− analyse(s)
pour chaque bunsetu b de T faire
/* Soit v le verbe extrait de b */
7 v ←− extrait_verbe(b)
si v n’est pas déinie pour b alors
traiter le bunsetu suivant
in
/* Soit D la liste des compléments de v */
D ←− [ ]
pour chaque dépendance syntaxique b′ de b faire
/* Soit cm le marqueur de cas extrait de b′ */
15 cm ←− extrait_marqueur_cas(b’)
si cm n’est pas déinie pour b′ alors
traiter la dépendance syntaxique suivante
in
/* Soit n la tête lexicale extraite de b′ */
20 n ←− extrait_tete_lexicale(b’)
si n n’est pas déinie pour b′ alors
traiter la dépendance syntaxique suivante
in
ajouter (n, cm) à D
in
si |D| > 0 alors
/* Soit D′ la liste des compléments de v après
filtrage des séquences de couples (n, cm)
susceptibles de correspondre à des erreurs
d'analyse */
28 D′ ←− filtre_sequences(D)




Algorithme 6.1 – Acquisition de structures prédicatives verbales
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d’abord réalisés avec MeCab (Figure 6.1a). L’analyse syntaxique de surface,
c’est à dire le regroupement des tokens en bunsetu, et l’anayse des dépendances
syntaxiques sont ensuite réalisées avec CaboCha (Figure 6.1b). CaboCha
reprend l’idée qu’il n’y aurait pas, en japonais, de dépendances arrières ou
croisées, le dernier bunsetu n’est donc régi par aucun autre bunsetu. Et pour
les mêmes raisons, l’avant-dernier bunsetu ne peut être régi que par le dernier
bunsetu.
6.2 Identification des structures prédicatives verbales
L’identiication des structures prédicatives verbales s’appuie sur le résultat
de l’analyse syntaxique en dépendances, c’est à dire une hiérarchie de bunsetu.
Chaque bunsetu correspond à une suite de tokens auxquels sont associées des
informations linguistiques. Notre méthode s’appuie sur ces informations lin-
guistiques pour extraire les diférentes composantes des structures prédicatives
verbales : le verbe, d’abord, puis les marqueurs de cas et les têtes lexicales.
6.2.1 Identification des verbes
Le verbe est la première composante des structures prédicatives verbales à
laquelle nous allons nous intéresser. Cette étape est particulièrement sensible
car nous déinissons ici les futures entrées de notre lexique.
Une approche naïve consisterait à parcourir l’ensemble des tokens qui com-
posent les bunsetu de l’arbre syntaxique ; puis, à récupérer le lemme des tokens
étiquetés comme verbe. Cette étape, bien qu’elle soit nécessaire, n’est cepen-
dant en rien suisante. Il apparait en efet que certaines formes verbales sont
problématiques : soit parce qu’elles sont ambigües, soit parce qu’elles modi-
ient la valeur sémantique des particules casuelles. Nous souhaitons écarter ces
formes verbales du processus d’acquisition.
L’identiication des formes verbales repose sur une analyse morphosyn-
taxique des bunsetu, c’est-à-dire une analyse des tokens constitutifs de ces
bunsetu. Il nous parait donc essentiel de déinir, dans un premier temps, un
verbe du point de vue de ce type d’analyse. Notons que la déinition pro-
posée s’appuie sur la segmentation réalisée par MeCab et le jeu d’étiquettes
d’IPAdic. Le patron morphosyntaxique d’un verbe est déini comme :
• un token étiqueté ??-?? (dousi-ziritu, verbe autonome) – ce qui
correspond généralement à un wago dousi ;
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?? ?? ,?? ,*,*,*,*,?? ,???? ,????
? ?? ,??? ,*,*,*,*,? ,? ,?
?? ?? ,???? ,*,*,*,*,?? ,???? ,????
? ?? ,?? ,*,*,????? ,??? ,?? ,? ,?
? ??? ,*,*,*,???? ,??? ,? ,? ,?
?? ?? ,?? ,*,*,*,*,?? ,????? ,?????
? ?? ,??? ,?? ,*,*,*,? ,? ,?
???? ?? ,?? ,*,*,*,*,???? ,???? ,????
? ?? ,??? ,?? ,*,*,*,? ,? ,?
?? ?? ,?? ,*,*,????? ,??? ,?? ,?? ,??
? ?? ,?? ,*,*,*,*,? ,? ,?
?? ?? ,???? ,?? ,?? ,*,*,?? ,???? ,????
? ?? ,?? ,?? ,*,*,*,? ,? ,?
?? ?? ,?? ,*,*,*,*,?? ,????? ,?????
? ?? ,??? ,?? ,*,*,*,? ,? ,?
?? ?? ,???? ,*,*,*,*,?? ,??? ,???
?? ?? ,???? ,*,*,*,*,?? ,???? ,????
? ?? ,?? ,*,*,????? ,??? ,?? ,? ,?
? ?? ,???? ,*,*,*,*,? ,? ,?
?? ?? ,??? ,*,*,?? ,??? ,?? ,?? ,??
? ?? ,?? ,*,*,*,*,? ,? ,?








(b) Analyse des dépendances syntaxiques avec CaboCha.
Figure 6.1 : Processus d’analyse syntaxique de la phrase de l’exemple (78a).
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• un token étiqueté ??-???? (meisi-sahen-meisi, sahen meisi) suivi
du verbe support ?? (suru, faire) – ce qui correspond généralement à
un sahen dousi.
Un bunsetu étant déini comme « une suite d’un ou plusieurs mots pleins,
suivi de zéro ou plusieurs mots fonctionnels » [Kurohashi et Nagao 1998],
nous posons que le verbe doit apparaître en début de bunsetu. En fonction
des tokens qui apparaissent à la suite d’un verbe dans un même bunsetu, nous
allons choisir de garder ou de rejeter le verbe identiié.
Les verbes transcrits exclusivement en hiragana8 sont parfois ambigus et
peuvent provoquer des erreurs d’analyse ou, plus en aval de la chaîne de trai-
tements, produire des classes verbales mêlant des sens diférents.
Dans l’exemple (79), le verbe ?? (kiru, porter un vêtement) et malheu-
reusement analysé par MeCab comme le verbe ?? (kuru, venir). Les deux













L’ikebana se pratique habillé d’un kimono, assis en style seiza.
Par conséquent, la structure prédicative verbale du verbe?? (kiru, porter
un vêtement) va être associée au lemme verbal?? (kuru). Une transcription
en kanzi10 de la racine aurait permis à MeCab de ne pas confondre?? (kiru,
porter un vêtement) et ?? (kuru, venir).
Dans l’exemple (80), les verbes ?? (sumu, se terminer) et ?? (sumu,
habiter) partagent le même lemme ?? (sumu).
(80) a. ???????? ?????
(Ça) s’est terminé sans efusion de sang.
b. ?????? ??????????????
On dit que les poissons se nourrissent des crevettes qui habitent
ces cavités.
Nous sommes ici confronté à un cas d’homonymie qui va pousser notre
système à mélanger ces deux sens dans une même entrée. Une transcription
8Écriture syllabique japonaise.
9Sur la base connective voir [Shimamori 1997, p. 46].
10Caractères sino-japonais utilisés pour transcrire la langue japonaise.
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en kanzi des racines verbales aurait permis de créer deux entrées diférentes :
?? (sumu, se terminer) et ?? (sumu, habiter).
Nous voyons donc comment les verbes transcrits uniquement en hiragana
peuvent poser problème. Ces observations ont motivé notre choix d’exclure ce
type de verbe du processus d’acquisition des structures prédicatives verbales.
Certains auxiliaires verbaux peuvent altérer la valeur sémantique des mar-
queurs de cas. C’est le cas notamment de ?? (reru) et ??? (rareru), qui












Deux personnes ont été prises pour cible(s).
Nous voyons ici que la particule ? (ga) peut aussi bien indiquer le su-
jet/agent (81a) que le sujet/thème (81b) du verbe ?? (utu, tirer). Pour
intégrer l’exemple (81b) à notre processus d’acquisition de structures prédi-
catives verbales, il nous faudrait pouvoir « retrouver » les particules casuelles
de la voix active. Cette alternance n’est cependant pas systématique, comme
illustré en (82).
(82) a. ?????????????????????????????
En ce moment, en Chine, on lit beaucoup « L’Ancien Régime et
la Révolution ».
b. ??????????????
Quel genre de livre avez-vous lu ?
Nous voyons ici qu’à la voix passive, et pour un même verbe – c’est-à-dire
?? (yomu, lire) – l’objet peut être indiqué par la particule? (ga), dans le cas
d’un « vrai » passif, ou être indiqué par la particule ? (wo), dans le cas d’un
passif « de politesse ». Nous ne sommes donc pas en mesure de reconstruire de
façon systématique la voix active d’une construction verbale. Nous retrouvons
ce type d’ambiguité avec les auxiliaires marquant la voix causative – c’est-à-
dire ?? (seru) et ??? (saseru) – et d’autres, comme par exemple ??
?? (te-morau) pour la modalité bénéfactive. Ces observations ont motivé
notre choix d’exclure du processus d’acquisition des structures prédicatives
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verbales les formes suivies d’un auxiliaire verbal. A l’exception notable de
l’auxiliaire ??? (te-iru), utilisé pour marquer l’aspect duratif ou résultatif,
très présent dans notre corpus et n’impliquant pas une modiication de la
valeur sémantique des particules casuelles.
En nous appuyant sur ces critères nous identiions dans la phrase donnée en
(78a), les verbes ???? (seizou suru, produire) et ?? (tumu, charger) ; le
verbe ?????? (idou-hanbai suru, faire de la vente ambulante) n’est pas
identiié car ?? (idou, déplacement) et ?? (hanbai, vente) correspondent
à deux tokens distincts. Or, comme nous l’avons spéciié, un sahen dousi doit
correspondre à une séquence d’un seul nom et du verbe support ?? (suru,
faire).
6.2.2 Identification des marqueurs de cas
Le marqueur de cas est la deuxième composante des structures prédicatives
verbales à laquelle nous allons nous intéresser. Nous reprenons la déinition
de bunsetu énoncée plus haut et nous posons qu’un marqueur de cas doit se
trouver en in de bunsetu.
Il existe neuf particules simples – ? (ga), ? (wo), ? (ni), ? (he), ?
(de), ?? (kara), ?? (yori), ?? (made), et ? (to) [????????
?? 2009] – auxquelles nous pouvons aussi ajouter la « particule vide »,
qui sert principalement à marquer les compléments de temps et les groupes
numériques.
Une particule casuelle complexe est une locution composée d’une parti-
cule simple et d’une ou plusieurs unités lexicales (souvent un verbe). Dans la
phrase de l’exemple (83), la particule complexe ???? (wo kai site, par
l’intermédiaire de) résulte de la concaténation de la particule simple ? (wo)














Le virus de la DEP se transmet notamment via les excréments du porc.
[Martin 1975] propose une liste de plus de 200 particules complexes, mais
souligne aussi l’absence de propriétés déinitoires claires pour caractériser les
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particules complexes. Ainsi, selon les ressources (dictionnaires et grammaires)
la liste des particules complexes peut varier.
Dans le cadre de notre travail, nous avons dû composer avec la liste des
particules casuelles proposée par IPAdic11. Néanmoins, nous avons cherché à
normaliser ces marqueurs de cas ain que deux marqueurs qui ne seraient que
des variations l’un de l’autre ne correspondent pas à des marqueurs diférents.
En nous appuyant sur les descriptions de [Martin 1975] et de [?????
????? 2009] nous avons choisi de regrouper certaines particules pouvant
être considérées comme des variations orthographiques. Par exemple, nous
considérons que les particules complexes, déinies comme telles dans IPAdic,
???? (ni tai site),????? (ni tai site),??? (ni tai si),?????
? (ni tai simasite), et??????? (ni tai simasite), correspondent toutes
à la même particule casuelle???? (ni tai site, par rapport à). Aussi, suite
à la discussion que nous avons eue lors de la présentation d’IPAL, nous avons
déini le mot ?? (made) comme une particule casuelle.
Au total nous comptons 30 particules (simples et complexes) diférentes
(correspondant à 65 formes graphiques diférentes). Nous donnons en annexe B
la liste des particules casuelles prises en compte par notre ressource.
Si nous appliquons l’identiication des marqueurs de cas à l’analyse de la
phrase de l’exemple (78a), pour laquelle deux verbes ont été identiiés – ??
?? (seizou suru, produire) et ?? (tumu, charger) –, nous identiions deux
marqueurs de cas, ? (wo) et ? (ni), pour les deux dépendances syntaxiques
du verbe ?? (tumu, charger), mais aucun pour le verbe ???? (seizou
suru, produire). Ne régissant (sur le plan syntaxique) aucun complément, le
processus d’identiication de la structure argumentale verbale pour ce verbe
s’est arrêté après l’identiication du verbe.
6.2.3 Identification des têtes lexicales
La dernière composante des structures prédicatives verbales que nous sou-
haitons identiier est la tête lexicale. L’idée principale est d’extraire le lemme
du token qui précède directement une particule casuelle à condition que ce soit
un nom (??) (à l’exception des « mots-outils » ??-??? (meisi-hiziritu)
et des noms pouvant avoir une valeur adverbiale??-???? (meisi hukusi-
kanou)) ou un nom suivi d’un suixe. De la même façon que nous avons déini
11Déinir nos propres marqueurs de cas aurait nécessité d’entraîner MeCab avec un corpus
étiqueté avec les marqueurs de cas que nous aurions déinis. Ce type de tâche n’était pas
envisageable dans le cadre de cette thèse.
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le patron morphosyntaxique d’un verbe, nous déinissons ici le patron mor-
phosyntaxique d’une tête lexicale :
• un token étiqueté ?? – à l’exception des mots-outils ??-???
(meisi-hiziritu, nom non-autonome) et des noms pouvant avoir une va-
leur adverbiale ??-???? (meisi-fukusikanou) ;
• un token étiqueté ?? suivi d’un suixe ????.
De plus, nous posons qu’une tête lexicale doit immédiatement précéder un
marqueur de cas. Nous souhaitons cependant ainer cette phase d’identii-
cation dans le cas des compléments pouvant être généralisés, c’est à dire les
valeurs numériques, les entités nommées. Aussi à la suite de la discussion amor-
cée sur les expressions entre parenthèses, nous présentons ici notre traitement
des marques de citation qui peuvent précéder un marqueur de cas.
Le déi posé par les noms, classe ouverte, est qu’il peuvent être parfois
très générique (typiquement les pronoms, que nous laissons de côté) ou très
spéciiques, des valeurs numériques ou des entités nommées. Nous souhaitons















Les entités nommées correspondent à des instances spéciiques de noms et
ne sont peut-être pas toujours pertinentes pour la description de la structure
argumentale d’un prédicat donné. Dans la phrase de l’exemple (85a) l’agent,
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Ain de généraliser au mieux notre description, nous choisissons, si le token
qui précède directement le marqueur de cas est un suixe d’entité nommée12,
de ne retenir que le suixe, c’est-à-dire ? (si, M.), comme illustré en (85b).
Si le suixe est précédé par une valeur numérique – ??-? (meisi-kazu,
nom-chifre) – la valeur numérique est remplacée par une étiquette <NUM>.
Si le suixe est précédé par une entité nommée – ??-???? (meisi-
koyuumeisi, nom-entité nommée) – l’entité nommée est remplacée par une
étiquette?. Notons cependant que le dictionnaire d’entités nommées d’IPAdic
est limité, et que certaines entités nommées n’ont pas de suixe. Ces entités
nommées sont donc récupérées telles quelles. Notre système devrait intégrer
un module de reconnaissances des entités nommées pour traiter ces cas précis.
Les marques de citation
Nous avons vu, lors de la présentation des diférentes étapes de prétraite-
ment des données textuelles que les expressions entre parenthèses pouvaient
être ambiguës [??? 2000], ces diférentes valeurs des marques de citation
pouvant appeler diférents traitements. S’il s’agit de l’emphase (86), on va
souhaiter récupérer le nom en position inale de la citation qui précède la par-
ticule casuelle, et produire la structure prédicative verbale donnée en (86b).













S’il s’agit d’une citation, c’est à dire un complément phrastique dont les
éléments qui le composent ne sont pas syntaxiquement liés au prédicat de la
proposition principale, alors nous souhaitons remplacer la citation par une








La majorité a répondu : « le 11 septembre ».
12Identiié comme tel par le dictionnaire IPA avec l’étiquette grammaticale ??-???-???? (meisi setubizi koyuumeisi, nom-suix-entité nommée).





Enin, s’il s’agit d’un titre d’œuvre, par exemple, on peut vouloir récupérer
le nom qui précède directement la citation (88) – cela revient à supprimer la
















Cependant, ces diférents cas de igure ne sont pas traitables si l’on ne
dispose pas déjà d’informations sur les constructions verbales. Il nous faut
donc choisir une méthode qui va couvrir le plus de cas et éviter d’amener du
bruit. Le cas de la citation comme présenté en (87) est le cas le plus fréquent,
nous avons donc choisi de remplacer les marques de citations par une étiquette
générique. On restreint le contexte à la particule de citation ? (to). Ce qui
nous intéresse le plus ici c’est de pouvoir identiier les verbes de discours.
Au inal, une tête lexicale peut être soit un nom, un nom suivi d’un suixe,
une étiquette <NUM>, etc.
Dans le cadre de l’exemple (78a), les particules casuelles que nous avons
pu identiier sont toutes deux précédées d’un nom commun – ?? (syouhin,
produit) et ???? (torakku, camion). Nous pouvons donc extraire deux
têtes lexicales et générer la structure prédicative verbale donnée en (78b).
6.3 Filtrage des erreurs d’analyse
La procédure d’acquisition des structures prédicatives verbales étant auto-
matisée, elle est aussi nécessairement imparfaite. Nous avons pu identiier deux
conigurations correspondant à des possibles erreurs d’analyse. Nous nous in-
téressons ici à détecter les propositions adverbiales averbales et les répétitions
de particules casuelles grammaticales.
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Les propositions adverbiales averbales
L’analyse des propositions adverbiales averbales [??????????
2009] est un déi pour les analyseurs syntaxiques ; CaboCha ne sait d’ailleurs
pas traiter ce type de construction13. Une proposition adverbiale averbale
correspond à une séquence de compléments, le plus généralement à un couple
de compléments marqués dans l’ordre par les particules ? (wo) et ? (ni), et
qui correspond à une construction du type X ? Y ?. Nous donnons en (89a)
un exemple de ce type de construction. Ici les deux premiers compléments –
c’est à dire?? (titi acc) et????? (rôle d’entraîneur dat) – dépendent
du verbe ?? (suru, faire) qui n’est pas réalisé dans la phrase. CaboCha ne
sachant traiter l’omission du verbe, rattache ces deux compléments au verbe
suivant dans la phrase, c’est à dire ?? (tumu, accumuler), et produit la


























Le schéma prédicatif verbal attendu, donné en (90), montre que les deux
compléments de la proposition adverbiale averbale doivent être supprimés de







Il apparait qu’une proposition adverbiale averbale ne peut pas apparaitre
n’importe où dans la phrase. Nous donnons en (91), les trois « variantes »
possibles de la phrase donnée en (89a). Si le complément de lieu ????
?? (kouei kooto de, sur les courts municipaux) peut être déplacé en début
de phrase (91a) ; il apparait, d’après des locuteurs natifs du japonais, que les
13A l’inverse, KNP, qui intègre des connaissances sur les constructions verbales sait traiter
ce type de construction complexe.
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variations (91b) et (91c), si elles restent grammaticalement acceptables, sont
peu probables. La coniguration de l’exemple (89a) reste la plus naturelle.
(91) a. ?????? ??????? ???????
b. ???? ??????? ??????????
c. ?????????? ??????? ????
D’après l’exemple (91c) nous pouvons poser qu’il faut qu’un complément,
au moins, suive la proposition adverbiale averbale. Nous proposons d’identiier
une proposition adverbiale averbale comme une suite de compléments? (wo) ;
? (ni) suivie d’au moins un complément. Nous proposons de supprimer cette
séquence ainsi que tous les compléments qui la précèdent.
La répétition des particules casuelles grammaticales
La répétition des particules casuelles « grammaticales » [??????
???? 2009] – c’est à dire ? (ga), ? (wo), et dans certains cas ? (ni),
par opposition aux particules casuelles « sémantiques » –, comme illustré en
(92), est un autre indice d’une potentielle erreur d’analyse de MeCab ou de
CaboCha. Ici le complément ??? (reeto, taux) est rattaché à tort au verbe
??? (takameru, augmenter) alors qu’il dépend du verb ?? (suru, faire).
Nous pouvons également observer la répétition de la particule casuelle? (wo),





















Dans un communiqué le G20 airme qu’il ne ixera pas de taux de












Nous proposons donc de supprimer, en partant du complément le plus
proche du verbe, le complément qui répète une particule casuelle grammaticale
ainsi que tous les compléments qui le précèdent. Dans le cas de l’exemple (92a),
nous obtenons ainsi la structure prédicative verbale donnée en (93).
Notons cependant que la répétition de particules casuelles grammaticales
est parfois possible comme par exemple dans le cas de structures argumentales
coordonnées comme illustré en (94). Ce cas de igure est cependant relative-



















Dans le groupe C, le Brésil a éliminé l’Egypte 3-2, et la Biélorussie la
Nouvelle-Zélande 1-0.
Cette étape de iltrage consiste inalement à l’application de deux règles
aux structures prédicatives verbales qui ont pu être identiiées :
1. Si une suite de deux compléments marqués par les particules casuelles
? (wo) et ? (ni), apparaissant dans cette ordre, est suivie d’au moins
un complément, alors supprimer cette séquence et tous les compléments
qui la précèdent.
2. Si un complément est marqué par une particule casuelle grammaticale
– c’est à dire ? (ga) ou ? (wo) – qui est répétée, alors supprimer ce
complément et tous les compléments qui le précèdent.
Notons que l’ordre d’application des règles est ici important. Dans le cas
de la structure prédicative verbale donnée en (89b), par exemple, si la règle
no 2 est appliquée avant la règle no 1 alors le complément erroné ????:?
(kootiyaku:ni, rôle.d’entraîneur:ni) ne sera pas supprimé. La règle no 1 doit
donc être appliquée avant la règle no 2.
6.4 Résultats
Nous avons appliqué notre méthode d’acquisition de structures prédica-
tives verbales aux 7 millions de segments phrastiques de notre corpus. A l’issue
du processus nous comptabilisons : 5 580 335 structures prédicatives verbales
pour 10 233 verbes ; soit en moyenne 545 structures prédicatives par verbe.
Ces chifres sont à prendre avec précaution car ils comprennent les hapax




































Figure 6.2 : Distribution des structures prédicatives verbales en fonction du
nombre de compléments.
(1 322 verbes uniques), qui seront obligatoirement supprimés dans la suite de
la chaîne de traitement.
Nous avons pu compter 7 414 667 compléments ; soit en moyenne 1,3 com-
plément par structure prédicative verbale. Nous donnons en Figure 6.2 la
distribution des structures prédicatives verbales en fonction du nombre de
compléments. Il apparaît que les structures prédicatives verbales à un seul
complément sont nettement majoritaires (environ 71 % des données). Ceci est
principalement dû à notre approche très sélective des compléments verbaux.
Le Tableau 6.1 présente le nombre d’occurrences des 5 marqueurs de
cas les plus présents, et qui couvrent près de 95 % des compléments. Nous
noterons la relative absence de la particule? (ga), cette caractéristique étant
principalement liée à la fréquente omission ou thématisation de ce type de
complément, ou encore à sa tendance à apparaître après le verbe. Nous pen-
sons que le nombre important de structures prédicatives verbales à un seul
complément, que nous avons pu observer en Figure 6.2, s’explique en grande
partie par cette sous-représentation des compléments en? (ga) dans nos don-
nées.
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Particule Nombre d’occ.
? (wo) 2 866 361 (38,66 %)
? (ni) 1 351 727 (18,23 %)
? (ga) 1 300 331 (17,54 %)
? (de) 927 114 (12,50 %)
? (to) 560 347 (7,58 %)
Tableau 6.1 : Les 5 principaux types de complément identiiés durant la
phase d’acquisition des structures prédicatives verbales
6.5 Bilan du chapitre
Nous avons présenté dans ce chapitre notre méthode d’acquisition des
structures prédicatives verbales. Cette méthode s’appuie sur une analyse syn-
taxique en dépendances des phrases de notre corpus, sur un ensemble de pa-
trons morphosyntaxiques – pour l’identiication des diférentes composantes
des structures prédicatives verbales –, et sur des règles de iltrage permet-
tant de limiter l’inluence des erreurs d’analyse sur les données produites.
Nous avons appliqué cette méthode aux 7 millions de segments phrastiques de
notre corpus et obtenu en retour plus de 5,5 millions de structures prédicatives
verbales.
La couverture de la ressource que nous cherchons à construire dépend direc-
tement de la couverture d’IPAdic. Les verbes, et les noms pouvant se combiner
avec le verbe support ?? (suru), qui n’apparaissent pas dans IPAdic sont
inévitablement absents de notre ressource. Le verbe ???? (tousatu suru,
photographier une personne à son insu), par exemple, n’a pu être identiié
quand bien même il est très présent dans notre corpus14.
Aussi, malgré toutes les précautions prises certaines erreurs d’analyse res-
tent inévitables. Nous avons pu constater, par exemple, que la structure pré-









Un porte-conteneurs chargé de débris du tremblement de terre
14Notons que les deux autres dictionnaires compatibles avec MeCab, c’est-à-dire JUMAN?? (juman zisyo) et UniDic, reconnaissent le nom ?? (tousatu, fait de photographie
quelqu’un à son insu).
















L’erreur vient d’abord de MeCab qui interprète la première lettre de ?
?? (gareki, débris) comme la particule casuelle ? (ga). L’erreur est ensuite
propagée à CaboCha qui produit alors l’analyse syntaxique erronée donnée en
Figure 6.3a. La Figure 6.3b donne à voir l’analyse syntaxique en dépen-
dances attendue pour la phrase de l’exemple (95a). La structure prédicative





Enin, nous avons pu constater que les compléments introduits par la par-
ticule ? (ga), théoriquement présents dans la quasi-totalité des constructions
verbales, sont sous-représentés dans nos résultats. Ce phénomène s’explique
principalement par la facilité qu’a ce type de complément à être « omis »,
« thématisé » – à l’aide de la particule ? (wa) par exemple – ou à intro-
duire une proposition relative contenant son propre prédicat – c’est d’ailleurs
le cas dans l’exemple (95a). Il nous faudrait disposer ici d’un module addi-
tionnel d’analyse du cas grammatical des compléments verbaux. L’analyse du
cas grammatical de ce type de complément en vue de leur intégration dans la
ressource est une piste de développement future de la ressource.
7
Regroupement des structuresprédicatives verbales
Dans le chapitre précédent nous avons présenté notre méthode d’acquisi-
tion des structures prédicatives verbales. Nous souhaitons maintenant regrou-
per ces structures prédicatives verbales en classes verbales. Une classe verbale
correspond à un sens ou à un usage d’un verbe.
Nous proposons de réaliser le regroupement des structures prédicatives ver-
bales en deux temps. Un premier regroupement, qui s’appuie sur une méthode
que nous appelons classiication partielle, consiste à créer des classes verbales
minimales sur la base d’indices lexicaux de coniance. Un second regroupe-
ment, qui s’appuie sur une méthode de classiication ascendante hiérarchique,
permet de rendre compte de la similarité entre ces classes verbales minimales
issues de la classiication partielle.
Dans la suite de ce chapitre, nous détaillons ces deux procédures de clas-
siication.
7.1 Regroupement par classification partielle
La classiication partielle consiste à produire un ensemble de classes ver-
bales minimales sur la base d’indices lexicaux de coniance. Notre méthode
repose sur deux principes :
1. Deux structures prédicatives verbales qui possèdent un complément ver-
bal en commun peuvent correspondre à un même sens ou à un même
usage d’un verbe.
2. Certains compléments verbaux participent plus que d’autres à la réali-
sation sémantique du prédicat.
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Considérons les structures prédicatives verbales du verbe ?? (kiru, cou-
per) données en (97). Nous pouvons voir qu’elles correspondent à deux sens




























Suivant le premier principe que nous avons énoncé plusieurs regroupements
sont possibles. L’exemple (98) présente ces diférents regroupements. Nous
voyons que les structures prédicatives verbales (97a) et (97b) peuvent être

























Ici seul le regroupement donné en (98b) est satisfaisant dans la mesure où
il est le seul à ne pas mélanger les diférents sens de ?? (kiru). Il nous faut
donc pouvoir choisir le « bon » complément pour le regroupement.
Certains compléments participent plus que d’autres à la réalisation séman-
tique du prédicat. Ainsi,?????? (garasu de kiru) ou????? (toubu
wo kiru) permettent d’identiier sans ambiguité le sens propre de ?? (kiru).
A l’inverse ?????? (zyuugyouin ga kiru) peut correspondre aussi bien
au sens propre qu’à un sens iguré.
Nous proposons donc de mesurer le degré d’argumentalité des complé-
ments et de regrouper les structures prédicatives verbales sur la base de cette
information.
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7.1.1 Mesure du degré d’argumentalité des compléments
Les travaux portant sur la distinction entre arguments et circonstants se
sont intéressés à mesurer le degré d’argumentalité des compléments. [Merlo
et Esteve Ferrer 2006] et [Abend et Rappoport 2010], par exemple,
reprennent des critères de distinction empiriques sur lesquels s’appuient des
mesures statistiques. [Manning 2003] propose de calculer la probabilité des
constructions verbales associées à un verbe. [Fabre et Bourigault 2008], à la
suite de [Fabre et Frérot 2002], proposent de mesurer le degré d’autonomie
des groupes prépositionnels en français d’après deux mesures de productivité.
Nous proposons pour notre part d’appliquer le schéma de pondération
TF-IDF [Spärck Jones 1972], très utilisé en recherche d’information, ain de
mesurer l’importance d’un complément pour un verbe donné. Une valeur de
TF-IDF est un indicateur de l’importance d’un mot dans un document donné.
Le schéma de pondération TF-IDF est composé de trois parties : nombre
d’occurrences du terme, fréquence documentaire, et méthode de normalisation.
Pour chacune des composantes, diférentes alternatives sont proposées. Nous
avons choisi de reprendre pour ce travail la coniguration proposée dans [Man-
ning et Schütze 1999] et que nous donnons en (7.1). Ici, t est un terme ; d est
un document ; tft,d est le nombre d’occurrences de t dans d ; |D| est le nombre
total de documents ; dft est le nombre de documents contenant t.
TF-IDFt,d = (1 + log(tft,d)) log |D|
dft
(7.1)
Appliqué à notre problématique, t correspond à un complément (c’est-à-
dire un couple composé d’une tête lexicale et d’un marqueur de cas) ; d à un
verbe ; tft,d au nombre de cooccurrences du complément t avec le verbe d ;
|D| au nombre total de verbes ; dft au nombre de verbes cooccurrant avec ce
complément.
L’utilisation du schéma de pondération TF-IDF nous semble pertinent
pour deux raisons :
1. C’est un outil statistique qui a été très largement étudié, utilisé, et dont
l’intérêt est reconnu.
2. Il rend compte de certaines propriétés généralement attribuées aux ar-
guments et aux circonstants.
La partie 1+ log(tft,d), rend compte de la fréquence de cooccurrence entre
un verbe et un complément. Autrement dit, plus un complément apparait
fréquemment avec un verbe donné, plus sa valeur de TF-IDF sera élevée. Nous
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Complément TF-IDF
??=? – (étude=acc) 35.08
??=? – (étude=acc) 32.05
??=? – (expérience=acc) 28.53
???=? – (étude=acc) 28.35
???=? – (sac de terre=acc) 28.13
??=? – (entraînement=acc) 28.08
??????=? – (entraînement=acc) 26.72
??=? – (entraînement=acc) 26.61
????=? – (carrière=acc) 26.12
??=? – (entraînement=acc) 25.17
(a) Les dix compléments dont les valeurs de TF-IDF sont les plus hautes.
Complément TF-IDF
??=? – (représentant=nom) 2.84
??=? – (élève=nom) 2.80
??=? – (habitant=nom) 2.75
<NUM>?=? – (en <NUM> ans) 2.75
?=? – (pendant=temp) 2.60
<NUM>?=?? – (à partir de l’année <NUM>) 2.57
??=? – (femme=nom) 2.35
<NUM>?=? – (avec <NUM> personnes) 2.28
???? – (jusqu’à maintenant) 2.20
??=? – (M./Mme/Mlle ?=nom) 1.89
(b) Les dix compléments dont les valeurs de TF-IDF sont les plus basses.
Tableau 7.1 : Classement des compléments du verbe ?? (tumu) d’après
leurs valeurs de TF-IDF.
retrouvons ici une propriété souvent attribuée aux arguments, c’est-à-dire : les
arguments apparaissent plus fréquemment que les circonstants.
La partie log |D|
dft
, rend compte de la dispersion d’un complément, c’est-à-
dire sa propension à apparaitre avec des verbes diférents. Autrement dit, plus
un complément apparait avec un nombre élevé de verbes diférents, plus sa
valeur de TF-IDF sera basse. Nous retrouvons ici une propriété souvent attri-
buée aux circonstants, c’est-à-dire : les circonstants ont tendance à apparaitre
avec une grande variété de verbes.
Nous donnons dans le Tableau 7.1 la liste des compléments du verbe ?
? (tumu) qui correspondent aux valeurs de TF-IDF les plus hautes et les plus
basses.
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Il apparait que les 10 compléments dont les valeurs de TF-IDF sont les
plus élevées permettent tous, sans exception, de saisir le sens du verbe ??
(tumu). A l’inverse, aucun des compléments du deuxième tableau ne permet
d’inférer un sens particulier du verbe.
7.1.2 Procédure de regroupement
Nous sommes désormais en mesure de calculer le degré d’argumentalité
d’un complément pour un verbe donné. Nous proposons d’utiliser cette va-
leur ain de regrouper les structures prédicatives verbales en classes verbales
minimales. Le processus de regroupement doit :
1. permettre le regroupement d’un nombre arbitraire de structures prédi-
catives verbales.
2. empêcher le regroupement des structures prédicatives verbales qui ne
correspondraient pas à un même sens d’un verbe.
L’Algorithme 7.1 décrit notre méthode de regroupement des structures
prédicatives verbales. Notons que si un regroupement contient moins de deux
structures prédicatives – c’est-à-dire s’il est vide ou s’il ne contient qu’une
seule structure prédicative – alors nous le rejetons. Cette étape permet de
iltrer un certains nombres de verbes ou de compléments rares.
7.1.3 Résultats
A l’issue du processus de classiication partielle des structures prédicatives
verbales, nous comptabilisons 385 935 classes verbales minimales associées à
7 116 verbes. Soit une moyenne d’environ 54 classes verbales par verbe.
7.2 Regroupement par classification ascendante hié-
rarchique
Nous disposons à présent d’un ensemble de structures prédicatives ver-
bales enrichies grâce à notre méthode de classiication partielle. Nous souhai-
tons maintenant mettre en lien ces classes verbales et rendre compte de leur
proximité sémantique. Nous allons donc nous intéresser à mesurer la similarité
entre deux classes verbales minimales.
Notre méthode repose sur une « vectorisation » des classes verbales mini-
males, c’est-à-dire sur leur représentation sous forme de vecteur. Nous allons
présenter comment mesurer la similarité entre deux vecteurs (et donc deux
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Données : Une collection C de structures prédicatives verbales de la
forme (v,D) avec v un verbe et D une collection de
compléments verbaux de la forme (n, cm) avec n une tête
lexicale et cm un marqueur de cas
Résultat : Une collection C′ de classes verbales de structure identique
à C
C ′ ←− [ ]
/* Soit V l'ensemble des verbes distincts de C */
V ←− {v : ∃(v,D) ∈ C}
pour chaque verbe v de V faire
/* Soit W l'ensemble des compléments (n, cm) cooccurrant
avec v */
W ←− {(n, cm) : (n, cm) ∈ D ∧ ∃(v,D) ∈ C}
/* Soit W' le tableau des compléments w cooccurrant avec
v trié par valeurs de TF-IDF décroissantes */
8 W ′ ←− [w : w ∈ W ∧ tf-idf(W’[i],v) ⩾ tf-idf(W’[i+1],v)]
pour chaque complément w′ de W ′ faire
/* Soit D' la classification partielle de v pour le
complément w′ */
D′ ←− [ ]
pour chaque D : ∃(v,D) ∈ C faire
si w′ ∈ D alors
14 ajouter tous les couples (n, cm) de D à D′
retirer (v,D) de C
in
in
pour chaque D : ∃(v,D) ∈ C faire
si ∀(n, cm) ∈ D −→ (n, cm) ∈ D′ alors
20 ajouter tous les couples (n, cm) de D à D′
retirer (v,D) de C
in
in
24 si |D′| ⩾ 2 alors




Algorithme 7.1 – Classiication partielle des structures prédicatives ver-
bales.
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classes verbales minimales). Nous verrons inalement comment exploiter cette
mesure de similarité pour modéliser un continuum entre homonymes et mo-
nosèmes.
7.2.1 Représentation vectorielle des classes verbales







Nous proposons de représenter chaque classe verbale, c’est-à-dire un objet
linguistique complexe, par un vecteur, c’est-à-dire un objet mathématique
facilement manipulable.
Nous posons également que le sens d’une classe verbale est déini par l’en-
semble des compléments qui la composent. Cette idée correspond au principe
de compositionnalité énoncé par Barbara Partee :
The meaning of a whole is a function of the meaning of the
parts and of the way they are syntactically combined.
[Partee 1995]
Nous voyons que le phénomène de compositionnalité sémantique et appro-
ché du point de vue de la sémantique lexicale, d’une part, et de la syntaxe,
d’autre part. Ce modèle semble cependant insuisant à [Mitchell 2011] qui
propose d’augmenter cette fonction de composition sémantique en prenant en
compte les diférentes connaissances mobilisées lors du processus de composi-
tion. L’équation donnée en (7.2) présente le modèle proposé.
p = f(u,v, R,K) (7.2)
Soit u et v, deux composantes lexicales ; R, les informations d’ordre syn-
taxique associées à la relation entre u et v ; et enin, K, les connaissances
mobilisées lors du processus de composition.
La fonction présentée en (7.2) illustre la composition sémantique de seule-
ment deux composantes. Cependant, comme le souligne Mitchell, cette fonc-
tion peut être appliquée récursivement ain de permettre la composition sé-
mantique d’un nombre arbitraire de composantes.
Nous posons les correspondances suivantes ain d’appliquer le modèle à
notre problématique :
• u et v correspondent à deux têtes lexicales ;
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• R représente les marqueurs de cas associés à ces têtes lexicales ;
• K, les valeurs de TF-IDF des compléments.
Ils nous faut maintenant décrire la structure de chaque paramètre de la
fonction de composition.
Représentation des têtes lexicales
Dans le cadre théorique de la sémantique distributionnelle [Harris 1954 ;
Firth 1957], le sens d’un mot est déini par l’ensemble des contextes dans
lequel ce mot apparait comme l’illustre la fameuse maxime de John Rupert
Firth :
« You shall know a word by the company it keeps! »
[Firth 1957]
VSM : modèle vectoriel [Salton et coll. 1975]
Cette idée nous permet de représenter un mot par un vecteur dont chaque
dimension correspond à un contexte. Plus généralement, l’ensemble des têtes
lexicales d’une classe verbale peut être représenté par une matrice dont les
lignes correspondent à des contextes, c’est-à-dire des couples (marqueur de
cas, verbe), et les colonnes à des têtes lexicales. L’application du schéma de
pondération TF-IDF à cette matrice permet de donner une plus grande im-
portance aux contextes qui caractérisent le plus une tête lexicale donnée. La
Figure 7.1 illustre cette idée et présente un extrait de la matrice de contextes
pour deux têtes lexicales de la classe verbale no 5 du verbe?? (tumu) et qui






4.90 7.59 ???? (ga + être visible)
8.29 7.59 ???? (wo + préparer)
0 18.11 ??? (de + recouvrir)
28.93 0 ????? (ga +entrer en collision)
22.17 0 ??? (ni + charger)
35.75 0 ????? (wo + conduire)
4.90 32.02 ??? (wo + charger)
4.90 12.85 ??? (wo + transporter)
Figure 7.1 : Représentation vectorielle des têtes lexicales ???? (torakku,
camion) et ??? (donou, sac de sable).
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Ici la première colonne correspond à la composante u du modèle et la
deuxième colonne correspond à la composante v du modèle. Pour chaque classe
verbale nous construisons une matrice de dimension 59 264×n. Soit le nombre
total de contextes diférents multiplié par le nombre de compléments diférents
dans la classe verbale.
Représentation des informations syntaxiques
Les informations syntaxiques dont nous disposons sont les marqueurs de
cas qui rendent compte du lien syntaxique et logique entre un complément ver-
bal et son prédicat. Pour une tête lexicale donnée, l’information syntaxique,
c’est-à-dire le marqueur de cas associé, peut être codée sous la forme d’un vec-
teur booléen dont chaque dimension représente un marqueur de cas possible.
La dimension correspondant au marqueur de cas associé à la tête lexicale vaut
1, toutes les autres dimensions valent 0. Plus généralement, nous proposons
de coder ces informations sous la forme d’une matrice booléenne où les lignes
correspondent à des têtes lexicales et les colonnes à des marqueurs de cas. Pour
chaque classe verbale nous construisons une matrice de dimension n×30. Soit
le nombre de compléments diférents dans la classe verbale multiplié par le
nombre de marqueurs de cas diférents.
R =
? ? ?[ ]???? 0 0 1
??? 0 1 0
Figure 7.2 : Matrice R des informations syntaxiques.
Représentation des connaissances mobilisées lors de la composi-
tion sémantique
Nous avons vu que la valeur de TF-IDF d’un complément verbal indique
dans quelle mesure ce complément participe à la réalisation sémantique du
prédicat. Nous souhaitons naturellement inclure cette information dans le pro-
cessus de composition. Nous proposons de coder ces informations sous la forme
d’une matrice diagonale K dont l’élément ki,i correspond à la valeur de TF-
IDF du ième complément de la classe verbale. Pour chaque classe verbale nous
construisons une matrice diagonale de dimension n × n, avec n le nombre de
compléments diférents dans la classe verbale.












0 213.49 110.21 ???? (ga + être visible)
0 213.49 186.60 ???? (wo + préparer)
0 509.45 0 ??? (de + recouvrir)
0 0 650.83฀ ????? (ga +entrer en collision)
0 0 498.85 ??? (ni + charger)
0 0 804.42 ????? (wo + conduire)
0 900.69 110.21 ??? (wo + charger)
0 361.47 110.21 ??? (wo + transporter)
Figure 7.4 : Matrice P du résultat de la composition sémantique.
Fonction de composition sémantique
Les diférentes composantes du modèle étant déinies, nous pouvons main-
tenant décrire la fonction de composition sémantique.
P = UKR (7.3)
A noter que nous produisons ici une matrice, et non un vecteur, cepen-
dant nous pouvons aisément vectoriser la matrice produite par concaténation
des colonnes. Chaque classe verbale est donc représentée par un vecteur de
1 777 920 (59 264× 30) dimensions.
vec(P ) =
[
p1,1, . . . , pm,1, p1,2, . . . , pm,2, . . . , p1,n, . . . , pm,n
]⊤ (7.4)
7.2.2 Mesure du degré de similarité entre classes verbales
Chaque classe verbale minimale est représentée par un vecteur. Nous pou-
vons à présent mesurer la distance entre deux vecteurs. La distance entre deux
vecteurs équivaut à la dissimilarité entre deux classes verbales minimales.
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Il existe diférentes métriques permettant de calculer la distance entre deux
vecteurs : distance euclidienne, distance de Manhattan, etc. Nous nous inté-
ressons à la distance cosinus, qui s’attache à mesurer l’angle formé par deux
vecteurs.
L’avantage de cette mesure est qu’elle permet de comparer des vecteurs de
longueurs très diférentes, dans notre cas cela correspond à des classes verbales
minimales de tailles diférentes.
L’équation (7.5) présente le mode de calcul du cosinus de deux vecteurs x
et y. Le cosinus varie entre 0 pour des vecteurs orthogonaux, et 1 pour des
vecteurs identiques.












Si les vecteurs sont normalisés, c’est à dire si leur norme vaut 1, alors le
cosinus équivaut au produit scalaire de ces deux vecteurs. Soit V la matrice
contenant les vecteurs (colonnes) normalisés1 des classes verbales minimales
d’un verbe donné. La distance entre tous les vecteurs peut être calculée en
prenant l’écart à 1 du produit matriciel de V et de sa transposée.
D = 1− V ⊤V (7.6)
Nous obtenons une matrice carrée de distances D. Nous donnons en Fi-
gure 7.5 la matrice des distances pour les 10 premières classes verbales mini-
males du verbe?? (tumu). C’est à dire, pour les 10 classes verbales minimales
crées à partir des 10 compléments ayant le degré d’argumentalité le plus élevé.
Nous donnons en annexe C les 10 classes verbales présentées ici.
Les diférents sens sont les suivants :
1. ????? (kensan wo tumu, poursuivre ses études, travailler sérieuse-
ment pendant de longues années) ;
2. ????? (syuugyou wo tumu, étudier, s?instruire, terminer ses études) ;
3. ????? (keiken wo tumu, faire des expériences) ;
4. ?????? (kensan wo tumu, poursuivre ses études, travailler sérieu-
sement pendant de longues années)2 ;
5. ?????? (donou wo tumu, entasser, charger) ;
6. ????? (tanren wo tumu, exercer, fortiier, discipliner) ;
1La normalisation d’un vecteur consiste à diviser chaque élément de ce vecteur par la
norme de ce même vecteur.
2Il s’agit d’une variante orthographique du sens no 1.
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

0 0.44 0.82 0.23 0.83 0.37 0.68 0.56 0.64 0.82
0.44 0 0.80 0.41 0.88 0.40 0.58 0.39 0.66 0.66
0.82 0.80 0 0.82 0.94 0.78 0.84 0.86 0.67 0.82
0.23 0.41 0.82 0 0.83 0.33 0.69 0.58 0.60 0.81
0.83 0.88 0.94 0.83 0 0.86 0.93 0.90 0.88 0.95
0.37 0.40 0.78 0.33 0.86 0 0.64 0.57 0.66 0.73
0.68 0.58 0.84 0.69 0.93 0.64 0 0.57 0.76 0.38
0.56 0.39 0.86 0.58 0.90 0.57 0.57 0 0.74 0.64
0.64 0.66 0.67 0.60 0.88 0.66 0.76 0.74 0 0.80
0.82 0.66 0.82 0.81 0.95 0.73 0.38 0.64 0.80 0


Figure 7.5 : Matrice des distances des dix premières classes verbales mini-
males du verbe ?? (tumu).
7. ????????? (toreeningu wo tumu, s’entraîner) ;
8. ????? (syugyou wo tumu, s?exercer, s?entraîner) ;
9. ??????? (kyaria wo tumu, faire carrière) ;
10. ????? (rensyuu wo tumu, s?exercer, faire des exercices, s?entraî-
ner)3.
7.2.3 Procédure de regroupement
Nous proposons maintenant de procéder au regroupement des classes ver-
bales minimales. La procédure de regroupement s’appuie sur la mesure de
similarité que nous venons de présenter.
Il existe diférentes méthodes de classiication non supervisées ; nous avons
choisi la classiication ascendante hiérarchique pour deux raisons :
• contrairement à d’autres méthodes (comme les k-means) il n’est pas
nécessaire de spéciier le nombre de classes que l’on souhaite obtenir ;
• la classiication produit un dendrogramme, une structure de données qui
va nous permettre de représenter diférents regroupements possibles.
La méthode de regroupement par classiication ascendante hiérarchique
est la suivante :
1. Chaque classe verbale minimale forme une classe verbale.
2. Les deux classes verbales les plus similaires sont regroupées (d’après une
mesure de distance donnée).
3. Répéter jusqu’à ce qu’il n’y ait plus qu’une classe verbale.
On obtient alors un dendrogramme comme celui présenté en Figure 7.6.
3Synonyme de l’entrée no 7.
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Figure 7.6 : Dendrogramme résultant de la procédure de classiication ascen-
dante hiérarchique des dix premières classes verbales minimales du verbe ?
? (tumu).
Notons qu’il existe diférentes stratégies permettant de regrouper deux
classes, nous en avons sélectionné trois4 :
saut minimum (single linkage) la distance retenue entre deux classes est la
plus petite ;
saut maximum (complete linkage) la distance retenue entre deux classes est
la plus grande ;
saut moyen (average linkage) la distance retenue entre deux classes est la
moyenne des distances entre ces deux classes.
Il est possible d’estimer de façon automatisée laquelle de ces stratégies
s’applique le mieux à nos données. L’idée principale est de comparer le dendro-
gramme produit à la matrice de distances puis d’évaluer dans quelle mesure le
dendrogramme respecte les distances originales. Les distances entre les classes
initiales dans le dendrogramme sont données par une matrice de distances
cophénétiques. Le coeicient de corrélation cophénétique [Sokal et Rohlf
1962] est calculé d’après ces deux matrices. Nous donnons en Figure 7.7
la matrice de distances cophénétiques pour les 10 premières classes verbales
minimales du verbe ?? (tumu).
Soit :
• D une matrice de distances et d¯ la moyenne de ces distances ;
4Certaines stratégies ne sont applicables qu’à des mesures de distance précises. Le « saut
de Ward », par exemple, nécessite une matrice de distances euclidiennes.
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

0 0.49 0.80 0.23 0.89 0.35 0.70 0.49 0.66 0.70
0.49 0 0.80 0.49 0.89 0.49 0.70 0.39 0.66 0.70
0.80 0.80 0 0.80 0.89 0.80 0.80 0.80 0.80 0.80
0.23 0.49 0.80 0 0.89 0.35 0.70 0.49 0.66 0.70
0.89 0.89 0.89 0.89 0 0.89 0.89 0.89 0.89 0.89
0.35 0.49 0.80 0.35 0.89 0 0.70 0.49 0.66 0.70
0.70 0.70 0.80 0.70 0.89 0.70 0 0.70 0.70 0.38
0.49 0.39 0.80 0.49 0.89 0.49 0.70 0 0.66 0.70
0.66 0.66 0.80 0.66 0.89 0.66 0.70 0.66 0 0.70
0.70 0.70 0.80 0.70 0.89 0.70 0.38 0.70 0.70 0


Figure 7.7 : Matrices des distances cophénétiques, obtenue par stratégie du
« saut moyen », des dix premières classes verbales minimales du verbe ??
(tumu).
• C une matrice de distances cophénétiques et c¯ la moyenne de ces dis-
tances ;





j=i+1(Di,j − d¯)(Ci,j − c¯)√∑n
i=1
∑n
j=i+1(Di,j − d¯)2∑ni=1∑nj=i+1(Ci,j − c¯)2
(7.7)
Nous avons mesuré le coeicient de corrélation pour les 3 stratégies de
regroupement sur un échantillon de verbes. Il est apparu que le « saut moyen »
générait le dendrogramme qui préservait le mieux les distances originales.
7.2.4 Résultats
Le résultat du processus de regroupement par classiication ascendante
hiérarchique est enregistré dans un ensemble de documents XML. La ressource
est composée, au total, de 7 116 documents XML ; un pour chaque verbe. Nous
donnons en Figure 7.8 un exemple de document XML tel que produit par
notre système. A noter que le degré d’argumentalité des compléments a été
normalisé pour chaque verbe ain d’obtenir des valeurs comprises entre 0 et 1.
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1 <v id="v1099" l="????" r="??????">
2 <l2c id="9" d="0.92">
3 <l2c id="8" d="0.82">
4 <l1c id="1" d="0">
5 <k l="?">
6 <n l="??" w="1" />
7 </k>
8 </l1c>
9 <l1c id="2" d="0">
10 <k l="?">




15 <l2c id="7" d="0.74">
16 <l2c id="6" d="0.36">
17 <l1c id="3" d="0">
18 <k l="?">
19 <n l="??" w="0.82" />
20 </k>
21 <k l="?">
22 <n l="&lt ;NUM&gt ;?" w="0.27" />
23 <n l="??" w="0.61" />
24 <n l="??" w="0.45" />
25 </k>
26 </l1c>
27 <l1c id="4" d="0">
28 <k l="?">




33 <l1c id="5" d="0">
34 <k l="?">
35 <n l="??" w="0.35" />
36 </k>
37 <k l="?">






Figure 7.8 : Document XML associé au verbe ???? (reitou suru, conge-
ler). l = lemme ; r = lecture ; l1c = classe verbale minimale ; l2c = classe
verbale non-minimale ; d = distance entre deux classes verbales ; k = particule
casuelle ; n = tête lexicale ; w = degré d’argumentalité.

8
Évaluation qualitative dela ressource produite
Dans ce chapitre, nous souhaitons aborder la question de l’évaluation de
la ressource produite. L?évaluation d?une ressource lexicale n?est jamais facile
car il n?y a pas de déinition claire de ce que serait une ressource parfaite :
tout dépend du but recherché, du public visé ou de l?application envisagée.
On distingue généralement deux types d’évaluation : l’évaluation intrinsèque
et l’évaluation extrinsèque.
L’évaluation intrinsèque vise à mesurer la qualité « absolue » d’une res-
source. Cette méthode d?évaluation s?appuie généralement sur une comparai-
son de la ressource à évaluer avec une ressource considérée comme une réfé-
rence (soit parce qu?elle fournit une bonne description de la langue visée, soit
parce qu?elle correspond bien à l?application visée). L?analyse peut aussi être
fondée sur le travail par introspection de juges humains.
L’évaluation extrinsèque vise à mesurer l’apport d’une ressource à une
tâche donnée. Il peut s’agir, par exemple, d’intégrer des connaissances sur les
constructions verbales à un analyseur syntaxique [Kawahara et Kurohashi
2006a] ou à un système de désambiguïsation lexicale [?? 1996 ;Mine et coll.
1997]. L’évaluation consiste alors à mesurer les performances de ce système
avec cette ressource et à les comparer avec celles obtenues sans cette ressource,
ou avec une ressource de référence.
Nous avons relevé au cours de notre état de l’art diférentes méthodes
d’évaluation des ressources pour la description du verbe en japonais. Il est
cependant apparu qu’aucune d’elles ne proposait une description détaillée,
sur la base de phénomènes linguistiques avérés, des possibilités et des limites
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de la ressource évaluée.
Nous proposons de réaliser ici ce type d’évaluation et de nous intéresser
à diférents phénomènes linguistiques, ainsi qu’à un verbe particulier, à la
manière d’un lexicographe désireux de documenter de nouveaux sens et de
nouveaux usages. Nous confrontons nos observations aux descriptions propo-
sées dans le dictionnaire de verbes d’IPAL [?????????? 1987a], une
ressource largement exploitée en TAL, et que nous estimons être de qualité.
Dans la suite de ce chapitre nous présentons l’interface graphique ayant
permis les observations rapportées ici avant de nous intéresser à la description
de diférents phénomènes (observés avec diférents verbes), et à étudier plus en
détails, un verbe particulier. Nous proposons, à la in de ce chapitre, une syn-
thèse des observations réalisées qui montre l’intérêt de la ressource développée
dans le cadre de cette thèse.
8.1 Présentation de l’interface graphique
La ressource produite n’est pas exploitable telle quelle par un utilisateur
humain. Les informations associées à un verbe donné ont été enregistrées dans
un document XML (voir Figure 7.8) qui reproduit la structure en dendro-
gramme (voir Figure 7.6) obtenue lors du regroupement des classes verbales
minimales par classiication ascendante hiérarchique, et y intègre les distances
entre classes verbales, le degré d’argumentalité des compléments, les particules
casuelles, et les têtes lexicales. A titre d’exemple, le document XML décrivant
les diférents usages du verbe ???? (sousin suru, envoyer, émettre), et
dont le volume de données – 54 classes verbales minimales – se situe dans la
moyenne des autres verbes, compte 632 éléments XML répartis sur 21 niveaux.
Un autre mode de représentation des données, plus « lisible », aurait pu être
envisagé, mais la question de la représentation des diférents niveaux de re-
groupement des classes verbales minimales aurait été compliquée. Ce point est
important car nous souhaitons être capable d’explorer les continuums entre
homonymes et monosèmes, et entre arguments et circonstants ; c’est-à-dire ob-
server les diférents regroupements des classes verbales minimales ainsi que les
compléments verbaux dont le degré d’argumentalité est supérieur à une valeur
donnée. Toute la diiculté est donc là : nous voulons à la fois disposer d’une
représentation classique d’un dictionnaire mais que ce mode de représentation
soit aussi dynamique.
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a1 a2 a3 a4
A
B
Figure 8.1 : Capture d’écran de l’interface graphique – A panneau de
contrôle : a1 sélecteur du seuil de partitionnement des sous-entrées ; a2 sélec-
teur du seuil de sélection des compléments ; a3 zone de notiication ; a4 iden-
tiiant de la sous-entrée observée. – B panneau d’aichage des sous-entrées.
Dès lors s’est imposée l’idée d’une interface graphique pour l’exploration
de la ressource. Ain de pouvoir à terme difuser la ressource, nous avons choisi
la forme d’une application web accessible depuis un navigateur internet. Les
données du document XML sont chargées en mémoire et les sous-entrées sont
générées pour des valeurs de seuil données. Si une valeur de seuil est modiiée,
le programme génère à nouveau la liste des sous-entrées. Ain de rendre le mé-
canisme transparent pour l’utilisateur diférentes optimisations techniques ont
été nécessaires. Nous ne détaillerons pas ici ces aspects purement techniques
de l’interface graphique.
La Figure 8.1 présente une capture d’écran de notre interface graphique.
Nous distinguons deux zones que nous détaillons ci-après : le panneau de
contrôle (A), qui occupe la partie supérieure de l’interface, et le panneau
d’aichage des sous-entrées (B).
8.1.1 Le panneau de contrôle
Le panneau de contrôle est identique pour tous les verbes (c’est-à-dire
les entrées) de la ressource. Il fournit les outils nécessaires à l’exploration et
à l’observation de la ressource, et reste accessible en permanence à l’utilisa-
teur (notamment en cas de déilement de la page). Le panneau de contrôle se
compose de 4 éléments :
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• le sélecteur du seuil de partitionnement des entrées (a1) ;
• le sélecteur du seuil de sélection des compléments (a2) ;
• la zone de notiication (a3) ;
• l’identiiant de la sous-entrée observée (a4).
Le sélecteur du seuil de partitionnement des sous-entrées
Nous représentons ici le continuum entre homonymes et monosèmes évoqué
chez [Tuggy 1993]. Un seuil, représenté ici par un curseur, permet de déinir
la distance minimum séparant deux sous-entrées. Les classes verbales dont la
distance est inférieure (ou égale) à ce seuil sont fusionnées. La distance entre
deux sous-entrées a été présentée dans le chapitre précédent (section 7.2.2) ;
il s’agit de la mesure utilisée lors du regroupement des classes verbales par
classiication ascendante hiérarchique. Plus ce seuil tend vers la valeur 1, plus
les contraintes de partitionnement des sous-entrées sont fortes, et moins il y a
de sous-entrées. Si le seuil vaut 1 alors nous obtenons une seule sous-entrée qui
correspond à l’union de l’ensemble des classes verbales minimales associées au
verbe courant. A l’inverse, plus le seuil tend vers la valeur 0, plus les contraintes
de partitionnement des entrées sont faibles, et plus il y a de sous-entrées. Si
le seuil vaut 0, alors nous obtenons autant de sous-entrées qu’il y a de classes
verbales minimales. La valeur par défaut du seuil de partitionnement des sous-
entrées est 0. Déinir un seuil revient inalement à « couper » le dendrogramme,
pour une valeur donnée sur l’axe des ordonnées. Nous indiquons en dessous du
sélecteur le nombre de sous-entrées aichées pour des valeurs de seuil données.
Nous verrons en efet que le nombre de sous-entrées dépend tout autant du
seuil de partitionnement des sous-entrées que du seuil de sélection des têtes
lexicales.
Le sélecteur du seuil de sélection des compléments
Nous représentons ici le continuum entre arguments et circonstants évoqué
chez [Manning 2003] et [Fabre et Bourigault 2008]. Un seuil, représenté
ici aussi par un curseur, permet de déinir le degré minimum d’argumentalité
d’un complément verbal. Cela signiie que les têtes lexicales et les marqueurs
de cas dont le degré d’argumentalité associé est inférieur à ce seuil ne sont
pas aichés. Le mode de calcul du degré d’argumentalité d’un complément
verbal a été présenté dans le chapitre précédent (section 7.1.1) ; il correspond
au schéma de pondération TF-IDF appliqué à un verbe et à un complément
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donnés. La valeur de TF-IDF a été normalisée ain d’obtenir un nombre réel
compris entre 0 et 1. Plus ce seuil s’approche de 1, plus les contraintes de
sélection des compléments sont fortes, et moins il y a de compléments. Si
ce seuil vaut 1, alors seul le complément dont le degré d’argumentalité est
le plus important est aiché. A l’inverse, plus le seuil s’approche de 0, plus
les contraintes de sélection des compléments sont faibles, et plus il y a de
compléments. Si ce seuil vaut 0, alors tous les compléments sont aichés. La
valeur par défaut du seuil de sélection des compléments est 0.
Une option « Color », proposée en dessous du sélecteur du seuil de sé-
lection des compléments, permet d’activer la coloration des compléments ver-
baux donnés dans le panneau d’aichage des sous-entrées. Cette option permet
d’associer à chaque tête lexicale, et à chaque marqueur de cas, une couleur en
fonction de son degré d’argumentalité.
Enin, précisons que le nombre de sous-entrées peut aussi varier en fonc-
tion de la valeur du seuil de sélection des compléments. En efet, si le degré
d’argumentalité de toutes les têtes lexicales d’une sous-entrée est inférieur à
un seuil donné, alors cette sous-entrée disparait. Si par exemple le seuil de
partitionnement des sous-entrées vaut 0 (c’est-à-dire toutes les sous-entrées
sont aichées), mais que le seuil de sélection des compléments vaut 1 (un seul
complément est aiché), alors une seule sous-entrée sera aichée.
Zone de notification
Nous pouvons donc faire varier le nombre de sous-entrées en fonction de
deux valeurs de seuil. Quand le nombre de sous-entrées est important, il est
diicile pour l’utilisateur de suivre toutes les modiications apportées à la
structure du lexique, et encore plus si ces modiications sont réalisées en de-
hors du champ visuel de l’utilisateur (toutes les sous-entrées ne pouvant être
aichées simultanément, l’utilisateur doit faire déiler la page pour parcourir
l’ensemble des sous-entrées). La zone de notiication informe l’utilisateur si
des sous-entrées ont été regroupées ou si une entrée est apparue, a disparu,
ou s’est scindée en plusieurs sous-entrées.
Identifiant de la sous-entrée observée
Enin, la dernière composante du panneau de contrôle est l’identiiant de
la sous-entrée. Au il des manipulations de l’utilisateur l’organisation des sous-
entrées évolue, entraînant une modiication de la structure HTML de la page
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et un déplacement des données aichées. Ces changements rendant peu aisé
le suivi d’une sous-entrée précise, nous ofrons à l’utilisateur la possibilité de
« bloquer » la fenêtre sur cette sous-entrée. Si l’utilisateur décide de suivre
une sous-entrée, alors son numéro est indiqué dans cette zone (ou « n/a »
si aucune observation n’est en cours). Le bouton « Clear » situé en dessous
permet de débloquer la fenêtre du navigateur. Par défaut, aucune entrée n’est
suivie.
8.1.2 Le panneau d’affichage des sous-entrées
A chaque sous-entrée sont associés le lemme et la lecture, en transcription
hiragana, de l’entrée courante, ainsi qu’un numéro de sous-entrée. En cliquant
sur le numéro d’une sous-entrée, l’utilisateur choisit de suivre cette sous-entrée
et « bloque » la fenêtre sur cette sous-entrée précise.
Un numéro est assigné a une sous-entrée pour des valeurs de seuils données.
Pour cette raison, quand nous présentons un extrait de notre ressource, nous
précisons en plus du numéro de la sous-entrée les valeurs de seuils associées.
L’entrée no 3[0.90,0.49], par exemple, fait référence à l’entrée no 3 pour une
valeur de seuil de partitionnement des sous-entrées égale à 0.90 et pour une
valeur de seuil de sélection des compléments égale à 0.49.
Chaque entrée est décrite par un ensemble de particules casuelles et à
chaque particule casuelle est associé un ensemble de têtes lexicales. Les têtes
lexicales sont triées par degrés d’argumentalité décroissants de façon à ce que la
première tête lexicale soit celle dont le degré d’argumentalité est le plus élevé
pour une particule casuelle donnée. Les particules casuelles sont également
triées par degrés d’argumentalité décroissants (le degré d’argumentalité d’une
particule casuelle correspond au degré d’argumentalité de sa première tête
lexicale).
Si l’option « Color » est activée, une couleur est associée à chaque tête
lexicale (et à chaque particule casuelle) en fonction de son degré d’argumenta-
lité. Une couleur claire indique un complément dont le degré d’argumentalité
est faible ; à l’inverse, une couleur foncée indique un complément dont le degré
d’argumentalité est élevé.
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8.2 Étude de différents phénomènes linguistiques
L’utilisation de seuils sur la ressource permet d’observer des phénomènes
linguistiques intéressants en diférents points des continuums. Comme annoncé
dans l’introduction de cette thèse, nous nous intéressons ici à la notion d’entrée
lexicale, à la distinction entre arguments et circonstants, aux alternances de
diathèse, ainsi qu’aux expressions igées. Pour chacun de ces phénomènes,
nous nous intéressons à sa description dans IPAL et à sa description dans
notre ressource. Cette comparaison ne saurait être exhaustive ; elle permet
néanmoins d’identiier certaines des caractéristiques de la ressource produite.
8.2.1 Entrées et sous-entrées
En lexicographie, on fait généralement une distinction entre les entrées et
les sous-entrées, celles-ci correspondent respectivement aux notions d’homo-
nymie et de polysémie. A deux homonymes, c’est à dire des mots qui ont la
même forme mais des sens diférents (par exemple « voler dans le ciel » et « vo-
ler un œuf »), vont correspondre deux entrées distinctes. A deux polysèmes,
c’est à dire des mots qui ont la même forme et un fond sémantique commun
(par exemple « voler un œuf » et « voler une idée »), vont correspondre deux
sous-entrées au sein de la même entrée.
Cette distinction est aussi la norme en japonais, avec la caractéristique
notable que les mots sont indexés suivant leur transcription en hiragana. Cer-
tains mots pouvant être transcrits de diférentes manières, ce mode d’indexa-
tion permet de regrouper les variantes graphiques sous une même entrée. C’est
aussi l’approche retenue par IPAL.
La Figure 8.2 présente l’entrée d’IPAL associée au verbe ?? (umu,
donner naissance)1. Les deux sous-entrées correspondent à deux sens diférents
de?? (umu) : un sens propre (sous-entrée no 1) et un sens iguré (sous-entrée
no 2). Pour chacune des sous-entrées il est indiqué que le verbe ?? (umu)
peut être transcrit ?? (umu) ou bien ?? (umu). Cette approche à le
mérite de rendre explicite le lien de polysémie entre deux formes graphiques
distinctes.
Notre approche est diférente. Comme nous l’avons précisé dans le chapitre
sur l’acquisition des structures prédicatives verbales, nous nous attachons à
1Ain de faciliter la lecture, nous adoptons pour les entrées d’IPAL le même format que
notre ressource ; nous l’avons vu, IPAL fournit bien plus d’information que ce qui est présenté
ici.
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?????
1 ? ?? (elle) ; ? (jument) ; ?? (petit oiseau) ; ? (grenouille) ; ?
(poisson)? ??? (ille) ; ?? (poulain) ; ? (œuf)
Ø ?? (une personne) ; ?? (une tête de bétail)
2 ? ?? (quiproquo) ; ?? (labeur) ; ?? (efort) ; ?? (époque)
? ?? (quiproquo) ; ?? (succès) ; ?? (victoire) ; ?? (chef-
d’œuvre) ; ?? (émotion) ; ?? (génie) ; ?? (héros)
Figure 8.2 : Entrée du verbe ?? (umu) issue du dictionnaire de verbes
d’IPAL. 1 : « donner naissance (sens propre) » ; 2 : « donner naissance (sens
iguré) ».
?? / ?? [1.00, 1.00]
1 ? ?? (insémination)
? ? (œuf)
(a) Le verbe ?? (umu, donner naissance)
?? / ?? [1.00, 1.00]
1 ? ?? (quiproquo)
(b) Le verbe ?? (umu, donner naissance)
Figure 8.3 : Entrées de notre ressource correspondant aux deux sous-entrées
du verbe ?? (umu) du dictionnaire de verbes d’IPAL.
décrire les sens des verbes pour une forme graphique donnée. L’idée étant que
deux verbes ayant des formes graphiques diférentes auront aussi des sens dif-
férents. Nous prenons donc pour entrée le lemme (après nous être assuré qu’il
n’est pas exclusivement transcrit en hiragana). Cette approche, qui présente
quelques facilités techniques2 ne permet cependant pas de rendre compte du
lien de polysémie entre deux formes graphiques comme ?? (umu) et ??
(umu). A l’unique entrée?? (umu) d’IPAL correspondent donc deux entrées
dans notre ressource que nous donnons à voir en Figure 8.3. Nous noterons
au passage que nous retrouvons bien les sens propre et iguré de ?? (umu)
dans notre ressource.
D’après notre ressource, la forme ?? (umu) peut être utilisée au sens
2En TAL, estimer automatiquement que ?? (umu, donner naissance) et ?? (umu,
donner naissance) partagent un fond sémantique commun, mais non ?? (sumu, habiter)
et ?? (sumu, terminer), par exemple, n’est pas une tâche triviale. D’autant plus que,
d’une manière plus générale, en linguistique la question de la distinction entre homonymes
et polysèmes n’est pas tranchée.
8.2. Étude de diférents phénomènes linguistiques 161
propre comme au sens iguré. La forme ?? (umu), en revanche, n’est utili-
sée qu’au sens propre. Des locuteurs natifs du japonais nous ont par ailleurs
conirmé cette diférence d’usage. IPAL ne rend pas compte de cette diférence
et associe les deux formes à chacun des deux sens. De ce point de vue, notre
ressource ofre une description plus en phase avec les usages réels.
En ce qui concerne les sous-entrées, IPAL prend en compte diférents cri-
tères : aspectuels, syntaxiques, sémantiques, intentionnels, etc. Notre ressource
ne distingue les sous-entrées que sur la base de critères syntaxiques et séman-
tiques, mais intègre en revanche la notion de continuum sémantique entre les
sous-entrées, et de continuum entre arguments et circonstants. La notion de
sous-entrée est changeante, et le nombre de sous-entrées, pour un verbe donné,
n’est pas ixe.
8.2.2 Arguments et circonstants
On distingue généralement, parmi les compléments verbaux, entre les argu-
ments, nécessaires à la réalisation sémantique du prédicat, et les circonstants,
qui seraient facultatifs.
IPAL opère une distinction entre « arguments », « arguments optionnels »,
et « circonstants ». La documentation de la ressource [??????????
1987b] ne donne pour seul critère de distinction que l’indication que seuls les
compléments nécessaires à la réalisation sémantique du verbe sont considérés.
La distinction repose inalement sur un jugement introspectif.
Notre ressource reprend l’idée d’un continuum entre arguments et circons-
tants. La mesure du degré d’argumentalité des compléments proposée s’appuie
sur des critères statistiques clairs (le schéma de pondération TF-IDF) lesquels
s’appuient à leur tour sur des propriétés admises des arguments et des circons-
tants : les arguments sont « obligatoires » et apparaissent plus fréquemment
que les circonstants pour un verbe donné, les circonstants ont tendance à
apparaitre avec une plus grande variété de verbes que les arguements.
Dans IPAL la particule casuelle? (ga) marque un argument dans près de
99 % des sous-entrées, dans notre ressource les compléments en ? sont sous-
représentés. Néanmoins, cela ne pose pas de problème à la compréhension du
sens du verbe, comme dans le cas du verbe ?? (umu) observé précédem-
ment. D’autant plus que le degré d’un complément marqué par la particule
? (ga) peut être élevé si le complément participe de façon importante à la
réalisation sémantique du verbe, comme par exemple dans le cas de certains
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?? / ?? [0.85,0.38]
1 ?? ?? (annonce) ; ?? (ouverture) ; ?? (annonce) ; ?? (ou-
verture) ; ??? (élection) ; ?? (élection) ; ?? (jeux olym-
piques) ; …? <NUM>?? (<NUM> semaines) ; <NUM>?? (<NUM>
mois) ; <NUM>? (<NUM> minutes) ; <NUM>??
(<NUM> mois) ; <NUM>?? (<NUM> heures)
Figure 8.4 : Sous-entrées du verbe ?? (kiru) « rester moins de [temps] ».
verbes intransitifs.
En ce qui concerne les marqueurs de cas, IPAL ne prend en compte ni
les particules complexes, ni la particule ?? (made). C’est ici une limitation
d’IPAL car il existe des constructions verbales pour lesquelles ?? (made)
indique un complément qui participe de façon importante à la réalisation












Il reste moins d’un mois avant l’annonce, le 4 octobre, des candidatures
au poste de gouverneur.
IPAL ne peut pas rendre compte de cet emploi du verbe?? (kiru). Notre
ressource, en revanche, propose une sous-entrée qui correspond précisément à
ce sens et que nous donnons en Figure 8.4.
8.2.3 Les alternances de diathèse
D’après [Levin 1993], une alternance de diathèse est une « réorganisation »
des compléments autour du prédicat, accompagnée parfois d’une modiication
du sens de l’énoncé.
Dans IPAL les alternances de diathèse ne sont pas données explicitement
et leur identiication s’appuie sur l’analyse des déinitions, des classes séman-
tiques des compléments, etc. Dans notre ressource les alternances ne peuvent
être données explicitement, néanmoins nous souhaitons qu’elles correspondent
à deux sous-entrées diférentes, dont la distance rende compte de la diférence
de sens introduite par l’alternance.
8.2. Étude de diférents phénomènes linguistiques 163
???? / ?????? [0.98, 0.83]
1 ? ?? (duo) ; ?? (confrontation) ; ?? (interview) ; ?? (discus-
sion) ; ??? (collaboration) ; …
2 ? ??? (allégement) ; ?? (circulation)
Figure 8.5 : Entrée du verbe ???? (zitugensuru). 1 : « se réaliser » ; 2 :
« réaliser (tr.) ».
Alternance causatif/inchoatif
L’alternance causatif/inchoatif correspond au passage d’une construction
transitive à une construction intransitive. Les verbes ergatifs sont ici un bon
exemple car ce sont des verbes à la fois transitif et intransitif, comme ???
? (zitugen suru, réaliser, se réaliser). L’exemple (101) illustre ce type d’alter-
nance. Le sujet (c’est-à-dire??, elle) de la construction causative donnée en
(101a), disparait en (101b). L’objet (c’est-à-dire?, rêve), initialement marqué
à l’aide de la particule? (wo) en (101a), devient sujet et prend la particule?
(ga) en (101b). D’une manière plus formelle cette alternance peut être notée



















Son rêve s’est réalisé.
Nous retrouvons l’alternance causatif/inchoatif dans notre ressource comme
première distinction entre les diférentes entrées du verbe ???? (zitugen
suru, réaliser), comme l’illustre la Figure 8.5. Nous observons pour notre
ressource que les informations syntaxiques (marqueurs de cas) sont un critère
essentiel de partitionnement des sous-entrées. Cette observation est en accord
avec la méthode de constitution de la ressource : deux marqueurs de cas dif-
férents produisent des représentations dans des régions disjointes de l’espace
sémantique.
A noter que cette distinction claire entre causatif et inchoatif apparait avec
d’autres verbes : ???? (kettei suru, décider, être décidé) [0.95, 0.73]. À
condition, bien sûr, que les deux emplois soient représentés dans le corpus.
3Nous reprenons ici la notation proposée par [Baldwin et Bond 2002]
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Pour ???? (kansei suru, inir, être ini), par exemple, IPAL donne deux
sous-entrées : un emploi transitif et un emploi intransitif. Dans notre corpus,
seul l’emploi intransitif est particulièrement présent. Les quelques exemples
transitifs se retrouvent noyés parmi les autres sous-entrées.
Après vériication auprès de locuteurs natifs du japonais, il apparaît qu’en
pratique l’emploi causatif de???? (kansei suru) est réalisé avec l’auxiliaire
verbal?? (seru) qui sert à indiquer la diathèse causative. Cette information
n’apparait pas dans IPAL, qui se trouve en décalage par rapport aux usages
réels.
Alternance du locatif
L’alternance kabenuri4 [Fukui et coll. 1985], évoquée en japonais par l’ex-
pression ????? (kabenuri koutai, alternance kabenuri), et illustrée en
(102), désigne le phénomène suivant : le locatif (c’est-à-dire ?, mur), initia-
lement marqué à l’aide de la particule ? (ni), devient l’objet et prend la
particule? (wo). L’objet (c’est-à-dire???, peinture), initialement marqué
















Peindre le mur avec de la peinture.
IPAL distingue pour le verbe ?? (nuru, peindre, appliquer) deux sous-
entrées diférentes correspondant à ces deux constructions syntaxiques. Notre
ressource rend bien compte de cette alternance et associe ces deux construc-
tions à deux sous-entrées distinctes, comme illustré en Figure 8.6.
Notons au passage la présence, dans notre ressource, d’une troisième sous-
entrée « peindre quelque chose en [couleur] ». IPAL remarque justement, pour
la construction [? (ga), ? (de), ? (wo)] (correspondant à l’entrée no
2[0.91,0.49] de notre ressource), que si le complément marqué par ? (de) est
une couleur, alors la particule peut être remplacée par ? (ni). Nous obser-
vons ici une alternance du marqueur de cas avec des contraintes sur les têtes
lexicales.
4Levin parle de « locative alternation (within the VP) ».
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?? / ?? [0.91, 0.49]
1 ? ? ; ??? ; ? ; ???? ; ? ; ?? ; …




3 ? ?? ; ?? ; ?? ; ?? ; ?
Figure 8.6 : Entrée du verbe ?? (nuru, appliquer, peindre).
Ces trois usages partagent des caractéristiques syntaxiques (c’est-à-dire des
particules casuelles) communes, ils occupent donc la même région de l’espace
sémantique. Les classes sémantiques (les regroupements de têtes lexicales en
ensemble cohérents) associées semblent néanmoins permettre de distinguer les
diférents sens.
Nous pouvons en conclure que la distinction entre les sous-entrées est
d’abord syntaxique, puis lexico-sémantique.
Alternance de marqueur de cas
Pour un même complément deux particules casuelles peuvent être utilisées
sans impliquer une diférence de sens. L’exemple (103) rend compte de ce
phénomène. Les particules ? (wo) et ?? (kara) indiquent toutes les deux
un ablatif (c’est-à-dire un point de départ).
(103) a. ?????????
Il descend du train.
b. ??????????
idem
IPAL indique cette alternance directement dans les informations associées
à la sous-entrée. Dans notre ressource cette alternance concerne un complé-
ment « fort », c’est-à-dire un complément dont le degré d’argumentalité est
élevé. Les deux constructions occupent donc, sans surprise, deux régions difé-
rentes de l’espace sémantique. Nous obtenons deux sous-entrées très éloignées
l’une de l’autre (0.98) comme ce fut le cas pour l’alternance causatif/inchoatif.
Nous donnons en Figure 8.7 les deux sous-entrées correspondant aux deux
constructions de l’exemple (103).
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??? / ??? [0.98, 0.42]
1 ? ???? ; ???? ; ???? ; ???????? ; ?? ; …
? IC ; ???????? ; ?? ; ?? ; ? ; …
? ???
?? ??
2 ?? ? ; ???? ; ???? ; ?? ; ?? ; …
? ?? ; ???
? ???
Figure 8.7 : Extrait des sous-entrées du verbe ??? (oriru, descendre).
?? / ?? [0.00, 0.00]
8 ? ? (boue)
? ? (visage) ; ???? (apparence); ?? (enseigne) ; ?? (digni-
té) ; ??? (insigne) ; …? ?? (stratégie d’un parti politique)
? ?? (femme)
Figure 8.8 : Sous-entrée du verbe ?? (nuru) correspondant à l’expression
igée ?????? (kao ni doro wo nuru) « déshonorer quelqu’un ».
8.2.4 Les expressions figées
Le igement est un phénomène linguistique par lequel le sens d’une ex-
pression ne peut être déduit du sens des éléments qui la composent. Notre
méthode de regroupement des classes verbales minimales s’appuyant sur un
modèle de composition sémantique il semble a priori peu probable de détecter
ces expressions. IPAL propose pour le verbe ?? (nuru, peindre, appliquer),
l’expression igée ?????? (kao ni doro wo nuru, déshonorer quelqu’un).
Il apparait efectivement que cette expression est très vite confondue avec ?
???????? (osiroi wo kao ni nuru, farder). Néanmoins, si on regarde
de plus près la classe verbale minimale construite autour du complément??
(doro wo, boue + acc), et que nous présentons en Figure 8.8, nous pouvons
identiier d’autres usages de cette expression.
Nous pouvons observer que cette expression n’est pas complètement igée
et que le complément ?? (kao ni, visage + dat) accepte d’autres têtes
lexicales. Ainsi nous voyons qu’on peut salir « l’image de quelqu’un ou de
quelque chose » (?????????), « une enseigne » (???????),
« une profession » (????????), etc. Si IPAL ne rend pas compte de
la productivité des expressions semi-igées, nous voyons qu’on peut en rendre
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compte avec notre ressource au niveau des classes verbales minimales.
8.3 Étude d’un verbe
Nous avons choisi d’étudier la description proposée par notre ressource
pour le verbe?? (tumu). Ce verbe, qui présente des propriétés intéressantes
(par exemple polysémie, alternance de diathèse), a servi de point de compa-
raison entre les ressources lexicales présentées dans le chapitre 3. Il nous est
apparu intéressant de le reprendre ici.
Notons que si la description proposée ici ne concerne qu’un seul verbe,
elle permet néanmoins de rendre compte de certaines propriétés inhérentes à
la ressource. Cette description peut, dans une certaine mesure, être étendue
aux autres verbes ou, tout du moins, fournir à l’utilisateur les éléments pour
comprendre des phénomènes observés pour d’autres verbes.
Le nombre de combinaisons de valeurs de seuil étant trop important pour
nous permettre d’explorer toutes les conigurations possibles pour ce verbe,
nous avons déini une méthodologie d’exploration des données sur laquelle
s’appuie notre étude. Nous commencerons donc par une présentation de la
méthode employée avant de nous intéresser ensuite aux emplois du verbe??
(tumu) décrits par notre ressource (qu’ils soient présents ou non dans IPAL),
puis nous terminerons notre étude par une analyse des emplois décrits dans
IPAL mais qui échappent à la description de notre ressource. Les informations
issues d’IPAL que nous avons exploitées sont données dans la section consacrée
à la présentation de la ressource (section 3.1). Nous redonnons, en Figure 8.9
les 5 sens d’IPAL pour le verbe ?? (tumu), mais dans le format de notre
ressource ain de faciliter la comparaison.
8.3.1 Méthodologie d’exploration des données
Nous avons évoqué le fait que le nombre de sous-entrées et le niveau de des-
cription proposé (c’est-à-dire les particules casuelles et les têtes lexicales) dé-
pendaient de deux paramètres : le seuil de partitionnement des sous-entrées et
le seuil de sélection des compléments. Cependant, il n’existe pas une seule mais
plusieurs combinaisons de valeurs de seuil permettant d’obtenir un nombre
donné de sous-entrées. Par exemple, diférentes valeurs de seuils permettent
d’obtenir deux sous-entrées pour le verbe?? (tumu) : [0.99,0.37], [0.94,0.40],
[0.93,0.41], etc. Chacune de ces conigurations aboutit à une description dif-
168 8. Évaluation qualitative de la ressource produite
????? ?? ???
1 ? ? (il)
? ??? (le dessus du bureau) ; ???? (table) ; ???? (ca-
mion) ; ? (bateau) ; ??? (avion)? ? (livre) ; ?? (aliment) ; ?? (papiers) ; ?? (bagage) ; ??
(pétrole) ; ? (eau)
2 ? ? (bateau) ; ???? (camion) ; ???? (navire-citerne) ; ??
(chariot) ; ??? (avion)? ?? (bagage) ; ?? (légume) ; ?? (pétrole) ; ?? (bois) ; ??
(bombe) ; ? (eau)
3 ? ? (il) ; ??? (équipe)
? ?? (étude) ; ?? (expérience) ; ?? (culture) ; ?? (entraîne-
ment) ; ?? (étude)
4 ? ? (il) ; ?? (entreprise)
? ??? (caution) ; ??? (caution)
5 ? ? (il)
? ???? (dépôt à échéance ixe) ; ?????? (épargne)
Figure 8.9 : Sous-entrées associées au verbe ?? (tumu) dans IPAL. 1 :
« placer une chose au-dessus d’une autre, charger un véhicule » ; 2 : « être
chargé (pour un véhicule) » ; 3 : « développer une compétence » ; 4 : « verser
de l’argent en garantie » ; 5 : « accumuler (périodiquement) de l’argent ».
férente du verbe. L’utilisateur/lexicographe est placé au cœur du processus
d’évolution du lexique, le choix de déplacer l’un des deux seuils dépend de
ce qu’il souhaite observer et de la sous-entrée observée. La méthode propo-
sée consiste à abaisser alternativement les deux seuils suivant le jugement de
l’utilisateur/lexicographe.
La coniguration initiale de notre exploration lexicographique du verbe ?
? (tumu) est la suivante :
• les contraintes de partitionnement des sous-entrées sont maximales (c’est-
à-dire la valeur du seuil vaut 1) ; nous ne gardons donc qu’une seule
sous-entrée ;
• les contraintes de sélection des compléments sont maximales (c’est-à-dire
la valeur du seuil vaut 1) ; nous ne gardons donc qu’un seul complément,
celui dont le degré d’argumentalité est le plus élevé.
La situation de départ est donc la suivante : une seule entrée, décrite par
une seule particule casuelle, à laquelle n’est associée qu’une seule tête lexicale.
D’après notre méthode d’acquisition, cette description minimale correspond
néanmoins à un sens précis du verbe étudié, puisque la description comporte
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le complément dont le degré d’argumentalité est le plus élevé.
A ce stade, il est inutile d’abaisser le seuil de partitionnement des sous-
entrées puisque quelle que soit sa valeur, il n’y aura toujours qu’un seul
complément à aicher. Nous abaissons progressivement le seuil de sélection
des compléments jusqu’à faire apparaitre d’autres têtes lexicales (ou d’autres
sous-entrées). Si nous remarquons une incohérence dans la sous-entrée obser-
vée, nous abaissons le seuil de partitionnement des sous-entrées ain de scinder
cette sous-entrée en plusieurs sous-entrées. Nous sélectionnons alors la sous-
entrée que nous souhaitons étudier et répétons l’opération autant de fois que
nécessaire.
8.3.2 Phénomènes observés
La coniguration de départ – c’est-à-dire [1.00,1.00] – donne l’entrée pré-
sentée en Figure 8.10 et dont le sens correspond à un emploi iguré de ??
(tumu), « étudier de façon intensive, poursuivre assidûment ses recherches ».
?? / ?? [1.00, 1.00]
1 ? ?? (étude)
Figure 8.10 : Entrée du verbe ?? (tumu) correspondant à notre conigura-
tion de départ.
Nous suivons notre méthode d’exploration de la ressource et relâchons les
contraintes de sélection des compléments par abaissement de la valeur de seuil
idoine. Nous abaissons le seuil jusqu’à 0.70 et obtenons l’entrée présentée en
Figure 8.11.
?? / ?? [1.00, 0.70]
1 ? ?? (étude) ; ?? (étude) ; ?? (expérience) ; ??? (étude) ;
??? (sac de terre) ; ?? (entraînement) ; ?? (entraînement) ;
?????? (entraînement) ; ???? (carrière) ; ?? (entraî-
nement)? ?? (chariot)
Figure 8.11 : Entrées du verbe ?? (tumu) après abaissement du seuil de
sélection des compléments.
Parmi les têtes lexicales proposées, nous identiions deux éléments – ??
? (donou, sac de terre) et ?? (nidai, chariot) – qui dénotent des concepts
concrets et qui contrastent avec les autres têtes lexicales –?? (keiken, expé-
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rience), ?? (rensyuu, entraînement), etc. – qui dénotent des concepts abs-
traits. Nous avons ici un indice fort de la possible confusion de deux sens
diférents du verbe ?? (tumu), aussi nous proposons d’abaisser le seuil de
partitionnement des entrées lexicales. Il apparait que nous obtenons très ra-
pidement (à 0.93) deux sous-entrées distinctes, données en Figure 8.12, cor-
respondant à deux sens très diférents de ?? (tumu) ; un sens propre, ici
« charger le chariot de sacs de terre » (sous-entrée no 1[0.90,0.70]), et un
sens iguré « acquérir de l’expérience, des connaissances » (sous-entrée no
2[0.90,0.70]). Cette scission de l’entrée de départ à une valeur de seuil élevée
(0.90) indique que les deux sous-entrées nouvellement créées sont très distantes
l’une de l’autre dans l’espace sémantique.
?? / ?? [0.90, 0.70]
1 ? ??? (sac de terre)
? ?? (chariot)
2 ? ?? (étude) ; ?? (étude) ; ?? (expérience) ; ??? (étude) ;
?? (entraînement) ; ?? (entraînement) ; ?????? (entraî-
nement) ; ???? (carrière) ; ?? (entraînement)
Figure 8.12 : Entrée du verbe ?? (tumu) après abaissement du seuil de
partitionnement des sous-entrées.
Ce phénomène a été rencontré avec bien d’autres verbes et rend compte
d’une propriété de la ressource. Les têtes lexicales représentant des objets
concrets et abstraits ont généralement des représentations sémantiques très
diférentes. Par conséquent, même si deux sous-entrées partagent certaines
propriétés syntaxiques (même particule casuelle, condition sine qua non d’une
distance inférieure à 1), elles peuvent occuper des dimensions très diférentes
de l’espace sémantique. Notons que nous retrouvons ici les bunkei proposés
par IPAL pour la description de ces deux sens – à l’exception notable de la
particule ? (ga).
Par abaissement du seuil de sélection des compléments, les deux sous-
entrées existantes se retrouvent enrichies de nouvelles têtes lexicales, une troi-
sième sous-entrée 3[0.90,0.42], présentée en Figure 8.13, apparaît.
Cette entrée semble, au premier abord, correspondre au sens no 1 identiié
en Figure 8.12. Nous notons cependant la présence de diférentes classes sé-
mantiques, restreintes, et cohérentes. Ces classes sémantiques observées sont :
• {??? (explosif), ?? (bombe), ?? (explosif), …} ;
• {???? (moteur), ????? (batterie), ?? (pile), …} ;
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?? / ?? [0.90, 0.42]
3 ? ??? (explosif) ; ?? (bombe) ; ???? (conteneur) ; ??
(bien) ; ?? (explosif) ; ???? (moteur) ; …? ? (voiture) ; ??? (fourgonnette) ; ???? (conteneur) ; ??
??? (remorque)
Figure 8.13 : Troisième sous-entrée du verbe ?? (tumu), créée par abaisse-
ment du seuil de sélection des compléments.
• {?? (pétrole), ?? (matériel), ?? (combustible), …}.
Cette observation nous incite à abaisser le seuil de partitionnement des
sous-entrées. En abaissant ce seuil, nous faisons apparaitre trois sous-entrées
que nous présentons en Figure 8.14. Nous remarquons que chacune des classes
sémantiques observées appartient à une sous-entrée propre. Nous retrouvons
en Figure 8.14a le sens no 1 d’IPAL, mais nous observons également deux
nouveaux sens qui nous semblent pertinents et qui eux ne sont pas décrits
dans IPAL.
??/?? [0.84, 0.42]
10 ? ?? (bien) ; ?? (bagage) ; <NUM>?? (<NUM> tonnes) ;
?? (pétrole) ;?? (matériel) ;?? (combustible) ;?? (char-
bon) ; ???? (essence)? ? (voiture) ; ??? (fourgonnette)
(a) Sous-entrée « charger un véhicule » du verbe ?? (tumu).
??/?? [0.75, 0.28]
34 ? ??? (explosif) ; ?? (bombe) ; ?? (explosif) ; ?? (muni-
tion) ; ??? (sarin)? ? (voiture) ; ????? (motocyclette)
(b) Sous-entrée « armer, piéger un véhicule » du verbe ?? (tumu).
??/?? [0.75, 0.28]
39 ? ???? (moteur) ; ????? (batterie) ; ?? (pile) ; ???
(générateur électrique) ; ???? (moteur) ; ????????
? (moteur Diesel)? ?? (voiture) ; ??? (bicyclette) ; ?? (l’avant)
(c) Sous-entrée « équiper, installer » du verbe ?? (tumu).
Figure 8.14 : Décomposition de la sous-entrée 3[0.90,0.42] du verbe ??
(tumu).
Le sens de la sous-entrée donnée en Figure 8.14b correspond à « armer,
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Une voiture piégée a percuté le cortège de la délégation du Qatar.
Le sens de la sous-entrée donnée en Figure 8.14c correspond à « équiper,
















(La voiture), équipée de 8 batteries, peut parcourir entre 40 et 50
kilomètres après 8 heures de charge.
Il apparait qu’après une distinction entre des classes sémantiques très gé-
nérales (c’est-à-dire abstrait et concret), nous pouvons faire apparaitre des
classes sémantiques de granularité plus ine. Dans le cas du verbe ?? (tu-
mu), ces classes sémantiques permettent d’observer des sens distincts (dont
deux qui ne sont pas référencés dans IPAL). Notre ressource peut fournir « à
la demande » une description plus ine des sens des verbes.
8.3.3 Phénomènes non-observés
Nous voyons donc comment notre ressource peut aider le lexicographe à
découvrir de nouveaux sens ou de nouveaux usages. Comme nous l’avons aussi
vu précédemment, il existe néanmoins des phénomènes linguistiques que notre
ressource ne permet pas d’observer. La raison étant que ces phénomènes n’ap-
paraissent pas dans nos données, ou que notre méthode ne permet pas de les
identiier. Nous nous intéressons justement à ces phénomènes non observables
dans le cadre de l’étude du verbe ?? (tumu).
L’alternance oblique/sujet
IPAL rend (implicitement) compte de la possibilité d’une alternance de
diathèse de type oblique/subject alternation [Levin 1993] qui correspond à
8.3. Étude d’un verbe 173
un passage de la sous-entrée no 1 à la sous entrée no 2 (voir Figure 8.9).


















Le camion est chargé de légumes.
Il n’est pas aisé d’identiier cette alternance pour deux raisons. Première-
ment, nous l’avons vu au moment de l’acquisition des structures prédicatives
verbales, les compléments marqués par ? (ga) sont sous-représentés du fait
qu’ils sont souvent « thématisés » – c’est à dire que la particule ? (ga) est
remplacée par une particule thématique comme ? (wa) ou ? (mo) –, qu’ils
apparaissent après le verbe, ou qu’ils sont tout simplement omis. Dans tous
les cas, ici, ces compléments ne sont pas extraits.
Deuxièmement, l’objet, commun au deux constructions comme l’illustre
l’exemple (106) tend à avoir un degré d’argumentalité élevé qui va conduire à
confondre les deux types de constructions dès la phase de classiication partielle
ou, si ce n’est pas le cas, tôt dans le processus de regroupement par classii-
cation ascendante hiérarchique. Ainsi, les constructions analogues à celles des
exemples (106a) et (106b) se confondent.
Par conséquent, seules les constructions où seul le complément marqué par
? (ga) est donné explicitement peuvent permettre d’identiier l’alternance.





















Les douanes allemandes […] ont renvoyé vers l’Islande une cargaison
de viande de baleine à destination du Japon.
Ce type de construction peut être identiié dans notre ressource en pla-
çant le seuil de partitionnement des sous-entrées à 1 (c’est-à-dire une seule
sous-entrée) après avoir relâché au maximum les contraintes de sélection des
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compléments (c’est-à-dire le seuil vaut 0). Toutes les têtes lexicales sont donc
regroupées dans une seule et même sous-entrée. En baissant le seuil de parti-
tionnement des sous-entrées on observe très rapidement (à 0.99) l’apparition
d’une deuxième sous-entrée que nous donnons en Figure 8.155.
?? / ?? [0.99, 0.00]
1 ? ???? (camion) ; ? (bateau) ; <NUM>? (<NUM> véhi-
cule(s))? ?? (rebondissement)
Figure 8.15 : Extrait des sous-entrées du verbe?? (tumu). Ici les contraintes
de sélection des compléments sont minimales.
Ce schéma prédicatif est un « indice » donné au lexicographe de l’existence
d’une alternance de type oblique/subject alternation. Mais pour les raisons
avancées plus haut, ce schéma est incomplet et ne peut pas à lui seul conirmer
l’alternance de diathèse présentée en (106). Par conséquent, nous considérons
que cette alternance est un phénomène qui n?est que partiellement observable
à l?aide de notre méthode.
Pour traiter ce type de situation il nous faudrait procéder, lors de la phase
d’acquisition des structures prédicatives verbales, à l’analyse du cas gramma-
tical.
Sens absents de la ressource
Nous avons remarqué que deux autres sens de ?? (tumu), décrits dans
IPAL, n’apparaissaient pas clairement dans notre ressource : les sens des sous-
entrées nos 4 et 5 (voir Figure 8.9) correspondant respectivement à « payer,
verser de l’argent en garantie » et à « épargner, économiser de l’argent ». Nous




















Tous les mois il épargne 10 000 yens.
5Notons que le complément ??? (hazumi de, rebondissement=ins) introduit par la
particule ? (de) correspond à une erreur d’analyse et qu’il ne devrait pas apparaitre dans
cette sous-entrée
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Si quelques occurrences de ces deux sens apparaissent bien dans les données
du verbe?? (tumu), leur présence reste bien trop marginale pour permettre
l’émergence d’entrées lexicales6. Il est donc normal que ces deux sens n’appa-
raissent pas dans notre lexique.
En cherchant dans nos données les collocations des têtes lexicales proposées
par IPAL on s’aperçoit très vite que ces sens sont bien présents dans notre
corpus, mais cependant exprimés avec d’autres verbes.
Le sens « payer, verser de l’argent en garantie » sera principalement ex-
primé à l’aide du verbe ??? (siharau) ou ???? (nouhu suru) comme
illustré en Figure 8.16
???? / ????? [1.00, 0.65]
1 ? ?? (les caisses de l’État) ; ??? (bureau de perception)
? ??? (amende) ; ?? (amende) ; ??? (surtaxe) ; ???
(caution) ;?? (somme totale) ;??? (prime d’assurance) ;
<NUM>? (<NUM> yens)? ??? (bureau de perception)
??? ??? (caution)
Figure 8.16 : Entrée du verbe ???? (nouhu suru, payer).
De la même façon nous pouvons observer que le sens « épargner, écono-
miser de l’argent » sera principalement exprimé à l’aide du verbe ?????
(tumitateru) comme illustré en Figure 8.17.
????? / ????? [1.00, 0.60]
1 ? ?? (fonds)
? ?? (fonds) ; ????? (frais de cérémonie) ; ???
(prime d’assurance) ; ??? (donation) ; ??? (somme
ixe) ; <NUM>? (<NUM> yens)??? ?? (fonds)
Figure 8.17 : Entrée du verbe????? (tumitateru, économiser, épargner).
Ni le verbe ???? (nouhu suru), ni le verbe ????? (tumitateru)
ne sont décrits dans IPAL. Si ??? (siharau) est bien présent, on déplore
qu’un seul sens, très général, soit proposé.
IPAL ne permet pas de décrire ces deux sens tels qu’ils apparaissent dans
nos données.
6 Seule le complément???? (hikiatekin wo, réserve de fonds + acc) présente un degré
d’argumentalité élevé et pourrait permettre l’émergence du sens « épargner, économiser de
l’argent ». Cependant, ce sens étant très minoritaire, il peine à émerger.
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Une expression figée
Enin, nous avons vu qu’IPAL proposait une expression igée pour le verbe
?? (tumu) à savoir ??????? (kyoman no tomi wo tumu, faire for-
tune). IPAL ne créant pas d’entrées séparées pour les expressions idiomatiques,
celle-ci est rattachée à la sous-entrée la plus proche de sens, c’est-à-dire la sous-
entrée no 5 « épargner, économiser de l’argent ». Cependant, ici aussi, cette
expression n’apparait pas dans nos données. Une recherche parmi les colloca-
tions de la tête lexicale ? (tomi, richesse) nous a permis de voir que si cette
expression était bel et bien absente de notre ressource, une autre, tout à fait
semblable, était relativement fréquente : ??????? (kyoman no tomi
wo kizuku, faire fortune). Nous donnons en Figure 8.18 un extrait de notre
ressource qui donne à voir cette expression.
?? / ??? [0.82, 0.38]
6 ? ?? (une génération) ; ?? (contrebande)
? ? (richesse)
Figure 8.18 : Sous-entrée du verbe?? (kizuku) correspondant à l’expression
igée ??????? (kyoman no tomi wo kizuku) « faire fortune ».
Nous avons pu vériier auprès de locuteurs natifs du japonais que ces ex-
pressions étaient bien équivalentes. IPAL, cependant, ne propose aucune des-
cription de cette expression.
8.4 Bilan du chapitre
Dans ce chapitre nous avons cherché à évaluer qualitativement la ressource
produite par notre système. Un utilisateur humain ne pouvant exploiter cette
ressource telle quelle, nous avons développé une interface graphique permet-
tant son exploration. Nous avons présenté cette interface graphique et mis en
avant le fait qu’elle constituait un cadre d’étude possible du continuum entre
homonymes et monosèmes, et du continuum entre arguments et circonstants,
tels que modélisés par notre ressource.
L’évaluation a porté sur diférents phénomènes linguistiques et sur un
verbe particulier. Nous avons montré qu’en positionnant des seuils en difé-
rents endroits des continuums, diférents phénomènes linguistiques pouvaient
être observés. Plus particulièrement, nous avons montré que notre ressource
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permettait de « décomposer » le sens d’une sous-entrée en sous-entrées plus
spéciiques.
Nous avons pu noter que la partition du sens dépendait d’abord de cri-
tères syntaxiques (les marqueurs de cas), puis de critères lexico-sémantiques
(les têtes lexicales). Une progression vers un partitionnement maximal des
sous-entrées permettant d’observer des classes sémantiques de plus en plus
ines. Cette possibilité donnée par notre ressource nous a permis d’identiier
de nouveaux sens et des emplois non décrits dans une ressource de référence
tout en mettant le doigt sur le décalage qu’il pouvait y avoir entre une res-
source de référence et des données réelles.
Cette évaluation a aussi permis d’estimer les limites de notre ressource.
Certains phénomènes linguistiques n’ont pu être observés car ils n’apparais-
saient pas dans les données utilisées pour la constitution du lexique. Ceci n’est
pas une limite de notre ressource à proprement parler, mais plutôt une preuve
de l’inadéquation d’IPAL avec nos données. Cependant, certains phénomènes
linguistiques n’ont pu être observés car ils échappent à notre méthode. Les
causes ont pu être identiiées ; le lexicographe, ou l’apprenant, qui souhaite
utiliser notre ressource devra donc préalablement prendre connaissance de ces
limitations ain de pouvoir traiter ces phénomènes en particulier.
Enin, nous avons vu qu’une ressource de référence comme IPAL n’était pas
adaptée à la description des données de notre corpus. Nous avons pu observer
que deux des sens proposés pour le verbe étudié étaient, pour ainsi dire, absents





A l’issue de ce travail nous proposons de revenir sur les enjeux initiaux
ain de voir dans quelle mesure nous avons pu répondre aux problématiques
énoncées en introduction. Nous proposons ensuite d’étudier les perspectives
de recherche et d’application de la ressource produite à des problématiques en
TAL.
9.1 Rappel des enjeux
Nous avons souligné en introduction de cette thèse l’importance des res-
sources lexicales en TAL tout en notant que les ressources dédiées à la des-
cription du prédicat verbal ne rendaient pas compte du caractère continu de
deux aspects fondamentaux : la notion d’entrée lexicale et la distinction entre
arguments et circonstants.
La notion d’entrée lexicale est problématique car il n’existe pas un seul
et unique partitionnement du sens pour un verbe donné. Nous avons montré,
exemple à l’appui, que selon diférents critères, diférentes descriptions étaient
possibles. Ain de rendre compte de cette « zone grise », [Tuggy 1993] suggère
l’existence d’un continuum entre homonymes et monosèmes.
La distinction entre arguments et circonstants s’attache à distinguer, parmi
les compléments verbaux, les éléments nécessaires à la réalisation sémantique
du prédicat (c’est-à-dire les arguments) et ceux qui seraient plus ou moins op-
tionnels. Ici encore la question ne peut être tranchée de manière systématique.
Certains compléments, quel que soit le cadre théorique adopté, se trouvent im-
manquablement à la limite de ces deux classes. Rajoutons, s’il en est besoin,
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que la notion d’entrée lexicale étant problématique, la distinction entre argu-
ments et circonstants – intrinsèquement liée à la notion d’entrée lexicale – est
nécessairement problématique. Ain de rendre compte de cette « zone grise »,
ici encore, diférentes études [Manning 2003 ; Fabre et Bourigault 2008]
se sont penchées sur une représentation du continuum entre arguments et
circonstants.
9.2 Contribution
Nous nous sommes intéressé à la constitution d’un lexique de schémas
prédicatifs verbaux en japonais en gardant à l’esprit l’importance des ces deux
problématiques.
Nous avons proposé une modélisation du continuum entre arguments et cir-
constants. La méthode proposée s’appuie sur des travaux en recherche d’infor-
mation, c’est-à-dire le schéma de pondération TF-IDF [Spärck Jones 1972],
que nous avons appliqués à notre problématique. Nous avons montré que cette
approche était pertinente, d’un point de vue épistémologique, et utile, d’un
point de vue pratique, dans la mesure ou nous avons pu vériier sur un échan-
tillon des données que le degré d’argumentalité calculé était élevé pour les
compléments participant le plus à la réalisation sémantique des verbes, et,
à l’inverse, faible pour les compléments participant le moins à la réalisation
sémantique des verbes.
Cette représentation continue du degré d’argumentalité des compléments
verbaux a été intégrée à diférents niveaux du processus de création des entrées
lexicales. D’abord lors du regroupement des structures prédicatives verbales
en classes verbales minimales. Ensuite lors de la vectorisation par composition
sémantique de ces mêmes classes verbales minimales.
Une classe verbale minimale représentant un sens très spéciique d’un
verbe, nous avons souhaité proposer diférents niveaux de représentation et
permettre de fusionner ces classes verbales minimales en classes verbales plus
larges. L’objectif poursuivi ici était de rendre compte du continuum évoqué
par [Tuggy 1993] entre homonymes et monosèmes et de rendre possible dif-
férents partitionnements des sous-entrées. La structure adoptée est celle d’un
dendrogramme qui permet justement de représenter des regroupements à dif-
férents niveaux. La méthode proposée repose sur un modèle vectoriel [Salton
et coll. 1975] pour la représentation des classes verbales minimales et le cal-
cul de similarité entre classes verbales minimales. La vectorisation des classes
9.3. Perspectives 181
verbales minimales repose sur une approche distributionnelle du sens [Firth
1957 ; Harris 1954] et reprend le principe de compositionnalité sémantique
présenté chez [Partee 1995] et [Mitchell 2011].
Nous avons proposé une chaîne de traitement complète : de l’acquisition
des données textuelles jusqu’à l’interface graphique permettant d’étudier les
entrées de notre lexique. L’intérêt de l’implémentation proposée est qu’elle
ne s’appuie sur aucune ressource extérieure excepté un analyseur syntaxique
– CaboCha, librement accessible – utilisé pour l’acquisition des structures
prédicatives verbales. Nous avons tâché de montrer pour les diférentes étapes
de traitement les diférentes diicultés rencontrées.
Nous avons proposé une évaluation qualitative, diférente de ce que nous
avons pu observer par ailleurs, et qui met l’accent sur l’étude de phénomènes
linguistiques avérés. Cette évaluation a permis de mettre en évidence l’in-
adéquation d’une ressource de référence, comme IPAL, à la description de
nouvelles données. Nous avons montré ici l’importance d’une lexicologie qui
« doit venir des textes pour mieux y retourner » [Bourigault et Slodzian
1999].
La ressource produite ainsi que l’interface graphique permettant son ex-
ploration seront mises à disposition de la communauté.
9.3 Perspectives
Nous avons montré dans quelle mesure la ressource produite pouvait être
utile à un lexicographe. D’autres applications nous semblent cependant pos-
sible, nous pensons tout particulièrement à l’analyse syntaxique en dépen-
dances. On peut ici espérer qu?une ressource dynamique, et donc adaptable,
serait plus eicace qu?une ressource statique. Nous proposons une méthode
d’application de notre ressource à cette problématique, pour déinir pour un
ensemble de bunsetu un ensemble de dépendances syntaxiques.
Considérons la phrase de l’exemple (110) dont nous donnons en Figure 9.1
l’analyse syntaxique en dépendances. Il apparait que CaboCha1 rattache mal-
heureusement???? (18-sai de, à 18 ans) au verbe?? (tumu, être chargé)
– comme illustré en Figure 9.1a –, alors qu’il est attendu un rattachement
au verbe ???? (norikumu, embarquer) – comme illustré en Figure 9.1b .


























A 18 ans, (il) intègre l’équipage d’un navire marchand transportant de
la bauxite.
Un complément de la forme <NUM>?? (<NUM>-sai de, à <NUM> an)
peut, en principe, être sélectionné par le verbe?? (tumu) – comme l’illustre
l’exemple (111) –, cependant ce type de cooccurrence n’est pas possible avec














A 16 ans, il rejoint un musicien de théâtre dont il devient le disciple.
Nous proposons de retenir une analyse syntaxique en dépendances pour
un verbe donné si la structure prédicative verbale correspondant à cette ana-
lyse appartient à une sous-entrée et si la valeur de seuil de partitionnement
pour cette sous-entrée est minimale. Une analyse est préférée à une autre si
les valeurs de seuil nécessaires à la création des classes verbales correspon-
dant à cette analyse sont les plus basses. Enin, le degré d’argumentalité des
compléments peut être utilisé ain de pondérer les valeurs obtenues.
Dans le cadre de notre exemple, l’analyse proposée par CaboCha
(Figure 9.1a) revient à générer les deux classes verbales données en (112),



























On s’attend à pouvoir générer les classes verbales données en (113) avec
des valeurs de seuil inférieures à celles nécessaires pour générer les classes
verbales données en (112). Dans la mesure ou l’analyse en (113) ne mélangent
pas des sens diférents alors que celle donnée en (112) oui. Du point de vue de
notre ressource, une bonne analyse syntaxique en dépendances est donc une
analyse qui va éviter autant que possible le regroupement des diférents sens
d’un même verbe.
Ain de pouvoir utiliser notre ressource pour une tâche d’analyse syn-
taxique, nous devrons cependant améliorer diférents aspects. Nous avons iden-
tiié deux aspects qui nous apparaissent prioritaires :
1. Il nous faudrait tout d’abord décrire aussi les prédicats non-verbaux
(c’est-à-dire noms et adjectifs), les dépendances syntaxiques n’étant pas
l’afaire des seuls verbes. Cette amélioration de la ressource aurait comme
autre efet bénéique d’enrichir l’espace sémantique.
2. Prendre en compte d’autres types de construction, notamment les struc-
tures à double sujet, les propositions adverbiales averbales, etc.
Avant de nous intéresser à intégrer notre ressource à un système d’analyse
syntaxique, nous envisageons, dans un premier temps, de mettre en place
un système de veille lexicale. Nous disposons d’ores et déjà d’une chaîne de
traitement entièrement automatisée.
2Nous nous intéressons ici à la particule ? (de), exclusivement. En conditions réelles il
nous faudrait considérer toutes les analyses possibles.
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Valeurs sémantiques desmarqueurs de cas
Nous donnons ici la liste (sans doute non exhaustive) des valeurs séman-
tiques associées aux marqueurs de cas. Les informations présentées ici sont
extraites de [?????????? 2009]. La liste des abréviations utilisées
est donnée à la in du tableau.
Précisons enin que, les marqueurs de cas complexes étant moins polysé-
miques, nous avons choisi ne nous limiter ici à la description des marqueurs
de cas simples.
Particule Valeur Exemple
? (ga) Sujet ????????????(Les enfants jouent dans
le parc.)
Objet ????????? ???(J’ai un grand rêve.)
? (wo) Objet ??? ????(Il a écrit un roman.)
P.d.D. ???????????(Hier, j’ai quitté la maison
à 8h.)
Parc. ?? ???????(Il a traversé la rivière à la
nage.)
? (ni) Sujet ?? ??????????(J’ai un grand rêve.)
Objet ?? ?????(Aller contre ses parents.)
Tiers ???? ??????(Adresser la parole à un
voisin.)
Lieu ?????????(Il y a un livre sur le bureau.)
P.d.A. ??????????(Les enfants vont à l’école.)
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Moyen ????? ?????(Le corps est entièrement
recouvert de boue.)
Cause ??? ????????(La voile était agitée par
le vent.)
Temps 1?? ???????????(Venez au bureau à
1h.)
Dom. ?? ?????????????????(J’[ai
trouvé] le commentaire de M. Yamamoto stimu-
lant.)
But ?????????(Ma mère va faire des courses.)
Rôle ?????????(Écrire une lettre en remercie-
ment.)
Ratio 1??? 2??????????(Il boit de l’alcool
deux jours par semaine.)
? (he) P.d.A. ????????(Le bateau se dirige vers le port.)
? (de) Sujet ????? ???????????(Nous (Satô
et moi) nous sommes occupés de cette question)
Lieu ?? ????????(Le chien aboie dans le jar-
din.)
Moyen ???????????(Couper du fromage avec
un couteau.)
Cause ???? ???????(L’enseigne est tombée à
cause d’un vent violent.)
Limite ?? 30 ?? ?????(On s’arrête après les 30
premières personnes.)
Dom. ????????????????(Le mont Fuji
est la plus haute montagne du Japon.)
But ??????????(Nous sommes aller à Kyōto
en touristes.)
État ??? ???(Marcher pieds nus.)
?? (kara) Sujet ??? ??????????????(Je vous
communiquerai l’heure du rendez-vous.)
P.d.D. ??? ??? ??????(Le feu passe du vert
à l’orange.)
Parc. ?? ??? ??????(L’insecte est parti par
la fenêtre.)
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Moyen ??? ????????? ????????
(La chambre des représentants et la chambre des
conseillers forment la Diète.)
Cause ??????????? ???????(Une ci-
garette est à l’origine de l’incendie.)
?? (yori) P.d.D. ??10 ????? ??????(Commencer la
lecture d’un livre à partir de la page 10.)
?? (made) P.d.A. ???????? ???????(Les enfants se
rendent à l’école en vélo.)
? (to) Tiers ?????????(Je me dispute avec mon petit
frère.)
P.d.A. ??????? ???(La glace fond en eau.)
Cont. ??????? ????(Je le considère comme
mon maître.)
Tableau A.1 : Valeurs sémantiques des marqueurs de cas. But ?? (mo-
kuteki, but) ; Cause ????? (kiin konkyo, cause) ; Cont. ?? (naiyou,
contenu). Dom. ?? (ryouiki, domaine) ; État ?? (zyoutai, état) ; Lieu ?
? (basyo, lieu) ; Limite?? (genkai, limite) ;Moyen?? (syudan, moyen) ;
Objet ?? (taisyou, objet) ; Parc. ??? (keika-iki, parcours) ; P.d.A. ?
? (tyakuten, point d’arrivée) ; P.d.D. ?? (kiten, point de départ) ; Ratio
?? (wariai, ratio) ; Rôle ?? (yakuwari, rôle) ; Sujet ?? (syutai, sujet) ;
Temps ? (toki, temps) ; Tiers ?? (aite, tiers).

B
Liste des marqueurs de casde la ressource produite
Nous présentons ici la liste des 30 marqueurs de cas (simples et complexes)
utilisés pour décrire les structures argumentales des verbes de notre ressource.
Cette liste a été préparée à partir des entrées d’IPAdic [?? ?? 2003] avec
l’aide des descriptions proposées dans [Martin 1975] et [????????
?? 2009]. A chaque lemme de particule casuelle est associé un ensembles
de variantes, c’est-à-dire des particules casuelles qui ont des formes diférentes
mais qui ont la même valeur sémantique – par exemple ???? (nitaisite, à
l’égard de) et ????? (nitaisite, à l’égard de).
Lemme Variante(s)
?? ?? (kara)
? ? (ga) ; ? (no)
? ? (de)
? ? (to)
??? ??? (tosite) ; ????? (tosimasite)
???? ???? (totomoni) ; ??? (totomoni)
? ? (ni)
????? ????? (niatatte) ;????? (niatatte) ;???? (nia-
tari) ; ???? (niatari) ; ??????? (niatarimasite) ;
??????? (niatarimasite)
???? ???? (nioite) ; ?????? (niokimasite)
???? ???? (nikakete) ; ??? (nikake) ; ?????? (nika-
kemasite)
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???? ???? (nikansite) ; ??? (nikansi) ; ?????? (ni-
kansimasite)
???? ???? (nisaisite) ; ??? (nisaisi) ; ?????? (nisai-
simasite)
???? ???? (nisitagatte) ; ??? (nisitagai) ; ??????
(nisitagaimasite)
???? ???? (nitaisite) ; ????? (nitaisite) ; ??? (nitai-
si) ; ?????? (nitaisimasite) ; ??????? (nitaisi-
masite)
???? ???? (nituite) ; ?????? (nitukimasite)
??? ??? (nituki)
??? ??? (nituke)
???? ???? (niturete) ; ??? (niture)
?? ?? (nite)
???? ???? (nitotte) ; ??? (nitori) ?????? (nitorima-
site)
???? ???? (niyotte) ; ??? (niyori) ; ?????? (niyori-
masite)






???? ???? (wotuuzite) ; ??? (wotuuzi) ; ?????? (wo-
tuuzimasite)
???? ???? (wotoosite) ; ?????? (wotoosimasite)
????? ????? (womegutte) ; ??????? (womegurimasite)
???? ???? (womotte) ; ??? (womotte) ; ?????? (wo-
motimasite)
Tableau B.1 : Liste des marqueurs de cas de la ressource produite
C
10 premières classes verbalesminimales du verbe tumu
Nous présentons ici les 10 premières classes verbales minimales du verbe
?? (tumu). Le premier élément de chaque schéma prédicatif correspond à
l’élément retenu lors de la phase de regroupement par classiication partielle.
Les marqueurs de cas et les têtes lexicales sont triés par ordre décroissant des
degrés d’argumentalité.
?? / ?? (tumu) [0.00,0.00]
1 ? ??
? ??? ; ??? ; ??????????????????
?? ; ???? ; ??? ; ??? ; ??? ; ??? ; ? ; ?





Figure C.1 : Sous-entrée no 54[0.00,0.00] du verbe?? (tumu) : « poursuivre
ses études, travailler sérieusement pendant de longues années ».
2 ? ??
??? ?? ; ??? ; ??
? ??? ; ??? ; ? ; ?? ; ??? ; ?? ; ??? ; ?? ; ? ;
?????? ; ??? ; ??? ; ?? ; ?? ; <NUM>? ; ?
?




Figure C.2 : Sous-entrée no 51[0.00,0.00] du verbe ?? (tumu) : « étudier,
s’instruire, terminer ses études »
3 ? ??
? ?????? ; ??? ; ??? ; ?? ; ?? ; ??? ; ?
? ; ?? ; ??? ; ? ; ????? ; ??? ; ?? ; ?? ;
?? ; ?? ; ?? ; ?? ; ???????????? ; ?
? ; ?? ; ???? ; ??? ; ??? ; ??? ; ?? ; ?? ;
?? ; ???? ; ?? ; ????? ; ?????? ; ?? ;
?? ; ??? ; ?? ; ?? ; ???? ; ?? ; ?? ; ??? ;
?? ; ??? ; ??? ; ??? ; ???? ; ?? ; ?? ; ?
? ; ?? ; ?? ; J ??? ; ?? ; ?? ; ?? ; ?? ; ??
? ; ??????? ; ?? ; ?? ; ?? ; ???? ; ? ; ?
?? ; ?? ; ??? ; ?? ; ?? ; ?? ; ?? ; ???? ;
? ; ?? ; ?? ; ??? ; ?? ; ??? ; ?? ; ??? ; ?
??? ??? ; ?? ; <NUM> ; <NUM>?
??? ?????? ;????? ;?? ;?????? ;?? ;?
? ; ??? ; ?? ; ?
? ??? ; ?? ; ??? ; ?? ; <NUM>?
? ?? ; ?????? ; ?? ; W ? ; ?? ; ?? ; ?? ; ?
? ; ???? ; ?? ; ??
???? ??
???? ??
? <NUM>? ; <??>
Figure C.3 : Sous-entrée no 34[0.00,0.00] du verbe ?? (tumu) : « faire des
expériences »
4 ? ???
? ??? ; ???
Figure C.4 : Sous-entrée no 53[0.00,0.00] du verbe?? (tumu) : « poursuivre
ses études, travailler sérieusement pendant de longues années »
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5 ? ???
? ???? ; ?? ; ?? ; ?? ; ?? ; ??
?? ??
? ??? ; ???
Figure C.5 : Sous-entrée no 15[0.00,0.00] du verbe ?? (tumu) : « entasser,
charger »
6 ? ??
? ?? ; ??
? ?? ; ??? ; ??? ; ?? ; ?? ; <NUM>?
?? ??
? ??
Figure C.6 : Sous-entrée no 52[0.00,0.00] du verbe ?? (tumu) : « exercer,
fortiier, discipliner »
7 ? ??????
? ??? ; ?? ; ?? ; ?? ; ??? ; ?? ; ?? ; ???? ; ?
? ; ??? ; ?? ; ???? ; ????? ; ?? ; ?? ; ?? ;
??? ; ?????? ; ???? ; ?
?? <NUM>? ; ??




Figure C.7 : Sous-entrée no 45[0.00,0.00] du verbe ?? (tumu) : « s’entraî-
ner »
8 ? ??
? ??? ; ??? ; ?? ; ??? ; ??? ; ?? ; ?? ; ?? ;
?? ; ?? ; ??




208 C. 10 premières classes verbales minimales du verbe tumu
???? ???
Figure C.8 : Sous-entrée no 50[0.00,0.00] du verbe ?? (tumu) : « s’exercer,
s’entraîner »
9 ? ????
??? ????? ; ??? ; ?? ; ?? ; ?? ; ??????? ;
? ; ?? ; ???
? ??? ; ?? ; ??? ; ??? ; CIA ; ?? ; ?? ; ?? ; ?
?? ; ?? ; ?? ; ??
?? <NUM>? ; ?? ; ??
?? ??
Figure C.9 : Sous-entrée no 56[0.00,0.00] du verbe ?? (tumu) : « faire
carrière »
10 ? ??
? ??? ; ?? ; ?? ; ??? ; ? ; ?? ; ?? ; ??? ; ?
? ; ???????? ; ??? ; ?? ; ?? ; ??? ; ?
? ; ?? ; ????? ; ????? ; ?? ; ???? ; ?
?????? ; ?? ; ???? ; ??? ; ??? ; ???
?? ; ???? ; ?? ; ?? ; ?? ; ?? ; ?? ; ?? ; ?
?? ????????????? ; ??? ; <??> ; ??
???? ?? ; ?
? ?? ; ?? ; ?? ; ?? ; ?? ; ??
? ?? ; ?? ; ??
??? ???
Figure C.10 : Sous-entrée no 46[0.00,0.00] du verbe?? (tumu) : « s’exercer,
faire des exercices, s’entraîner »
D
Liste des verbes de laressource produite
Nous présentons ici la liste des 7 116 verbes décrits par notre ressource.
La présentation des entrées suit l’ordre lexicographique japonais (???, go-
zyuuon). Nous donnons en (114) un exemple d’entrée.
(114) ?? ???? (153) ??????? 5893
Chaque entrée est composée de cinq éléments :
• la lecture du verbe transcrite en hiragana – par exemple ?? ;
• le lemme du verbe – par exemple ?? ;
• le nombre de classes verbales minimales associées au verbe – par exemple
153 ;
• un phrase d’exemple – par exemple ????? – construite à partir du
lemme du verbe et du complément verbal dont le degré d’argumentalité
est le plus élevé ;
• un identiiant unique – par exemple 5893.
(Suite à la page suivante)
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Acquisition de schémas prédicatifs verbaux en japonais
L’acquisition de connaissances relatives aux constructions verbales est une question importante pour le
traitement automatique des langues, mais aussi pour la lexicographie qui vise à documenter les nouveaux
usages linguistiques. Cette tâche pose de nombreux enjeux, techniques et théoriques. Dans le cadre de
cette thèse, nous nous intéressons plus particulièrement à deux aspects fondamentaux de la description du
verbe : la notion d’entrée lexicale et la distinction entre arguments et circonstants. A la suite de précédentes
études en traitement automatique des langues et en linguistique nous posons qu’il existe un continuum
entre homonymes et monosèmes ; de même nous faisons l’hypothèse qu’il n’y a pas de distinction marquée
entre arguments et circonstants. Nous proposons une chaîne de traitement complète pour l’acquisition de
schémas prédicatifs verbaux en japonais à partir d’un corpus non étiqueté de textes journalistiques. Cette
chaîne de traitement intègre la notion d’argumentalité au processus de création des entrées lexicales et met
en œuvre une modélisation de ces deux continuums. La ressource produite a fait l’objet d’une évaluation
comparative qualitative, qui a permis de mettre en évidence la di culté des ressources linguistiques à décrire
de nouvelles données, plaidant par là même pour une lexicologie s’inscrivant dans le cadre épistémologique
de la linguistique de corpus.
Mots-clés : japonais, linguistique de corpus, syntaxe, verbe.
Verbal predicate-frame acquisition in Japanese
Lexical knowledge acquisition of verbal constructions is an important issue for natural language processing
as well as lexicography, which aims at referencing emerging linguistic usages. Such a task implies numerous
challenges, technical as well as theoretical. In this thesis, we had a closer look at two fundamental aspects
of the description of the verb: the notion of lexical item and the distinction between arguments and
adjuncts. Following up on studies in natural language processing and linguistics, we embrace the hypothesis
of a continuum between ambiguity and vagueness, and the hypothesis that there is no clear distinction
between arguments and adjuncts. We provide a complete approach to lexical knowledge acquisition of
verbal constructions from an untagged news corpus. The acquisition process makes use of the notion of
argumenthood, and builds models of the two continuums. Our lexicon has been evaluated on a qualitative
and comparative basis. Siding with lexicography anchored in the theoretical framework of corpus linguistics,
we show the di culty of using lexical resources to describe as yet unseen data.
Keywords: Japanese, corpus linguistics, syntax, verb.
