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Abstract 
Colbourn. C.J., R.A. Mathon. A. Rosa and N. Shalahy, The fine structure of threefold triple 
systems : v = 1 or 3 (mod 6). Discrete Mathematics 92 (1991) 49-64. 
The fine structure of a triple system of index A is the vector (c,. . . . , cA), where c, is the 
number of triples appearing precisely i times in the system. We dctcrminc necessary conditicanq 
for a vector to be the fine structure of a threefold triple system and prove the sulkiency of 
these conditions for all II = I, 3 (mod 6). 1, 2 19. 
1. Introduction 
A triple system of order v and index A, denoted TS(u. A), is a u-set V of 
elements, together with a collection 9 of 3-element subsets of V called tripkx: 
each 2-subset of V appears in precisely A triples of 3. This definition permit; % to 
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contain repeated triples. The structure of repeated triples in triple systems has 
been widely studied. Lindner and Rosa [9] implicitly determined the possible 
number of repeated triples in a T!S(v, 2) for u = 1,3 (mod 6). Rosa and Hoffman 
1141 later extended this determination to the case u = 0,4 (mod 6). 
For 1> 2, two questions concerning repeated blocks have been solved. Milici 
and Quattrocchi [ il] determined the possible numbers of triply repeated triples in 
a TS(v, 3). Colboum and Mahmoodian [3] instead determined the possible 
support sixes, or number of distinct blocks, in a TS(u, 3). The support size 
problem has also been examined for 1 = 6 by Colboum and Mahmoodian [4], and 
for 1 E (4,5,7,8) by Colboum and Milici [S]. 
In this case, we focus on A = 3, and consider a generalization encompassing the 
results of [3] and [ll]. We require some definitions. Given a TS(u, A), the fine 
structure of the system is the vector (c,, . . . , cA), where ci is the number of triples 
repeated precisely i times. Our aim in this paper is to pro&-ce necessary and 
sufhcient conditions for a vector to be the fine structure of a T!S(u, 3), u = 1, 3 
(mod 6). Remark that Milici and Quattrocchi have determined the possible values 
for c3, while Colboum and Mahmoodian have determined the possible values for 
the sum c, + c2 + c3. While both of these take on O(u*) possible values, our more 
general problem is complicated by the fact that there are O(u’) possible tine 
structures. 
Since any two of {c,, c2, cj) determine the third, we adopt a more convenient 
notation for the fine structure: (2, s) is said to be the fine structure of a TS(v, 3) if 
c,=rand c3=:v(u- 1) -s (and hence cl = 3.r - 2t). We first need to know the 
pairs (2, s) which can possibly arise as fine structures. We define Adm(v) = 
((t,S):OfC~s+(u- l), s $ {1,2, 3,519 (t, s) $ {(1,4), (2,4), (3,4), (1,6), 
t2,6), (396) (596) (2,7), (5, -), (I, 8), (3, g), (5, 8))). 
Mpin Theorem. For VE 1, 3 (mod 6) v z 19, (t, s) is the fine stmcture of a 
TS(v, 3) if and only if (t, s) E Adm(v). 
We use the notation Fine(v) for the set of fine structures which actually arise in 
TS(v, 3) systems. The Main Theorem asserts that for v 2 19, v = 1, 3 (mod 6), we 
have Fine(v) = Adm(v). 
We prove the Main Theorem using the following strategy. In Section 2, we 
establish that if (t, s) $ Adm(v), there is no TS(v, 3) of fine structure (t, s). In 
Section 3, we introduce recursive doubling and tripling constructions using 
3-factorizations of complete graphs and complete bipartite graphs. In Section 4, 
we recall the required existence results for such 3-factorizations from [l] and [2]. 
Then in Section 5, we describe the determination of fine structures for small 
values of v. Finally, in Section 6, we combine the results of Sections 3, 4 and 5 to 
establish sufficiency in the Main Theorem. 
2. Necessary conditions 
In this section, we establish that for every u = 1,3 (mod 6), Fine(u) s Adm(u). 
We first eliminate the easy cases. 
Lemma 2.1. If (t, s) E Fine(u), then 0 S t s s c ‘,u(u - 1). 
Proof. To see that t ss, observe that of the lu(u - 1) pairs in the system, all but 
3s appear in triply repeated triples, and hence do not appear in singly or doubly 
repeated triples. Hence at most 3s pairs appear in doubly repeated triples; since 
any pair appears in at most one doubly repeated triple, the number of such triples 
is at most s. The other two inequalities are trivial. cl 
The necessary conditions proved by Milici and Quattrocchi [ 111 establish the 
following. 
Lemma 2.2. If (t, s) E Fine(u), u = 1,3 (mod 6) then s $ { 1,2,3,5}. 
Next we must eliminate the sporadic values. For a iS(v, 3), define the 
remainder to be the simple graph whose edges are the paiF of elements which do 
~ch appear in a 3 times repeated triple. The remainder of a TS(v, 3) is therefore a 
leave graph of a partial TS(u, 1) (see [6]). Suppose that G is a remainder of a 
TS(u, 3) u = 1,3 (mod 6). Since G is a leave, it has 0 (mod 3) edges, and all 
vertices have even degree. Now if the TS(v, 3) has fine structure (t, s), its 
remainder G has 3s edges; in addition, 3G can be partitioned into triples so that 
none are 3 times repeated and precisely t are doubly repeated. Since none is 3 
times repeated, G cannot have a vertex of degree 2. 
.At this point, to determine whether (t, s) can be the line structure of a 
TS(u, 3), it suffices to consider all simple graphs on 3s edges with even degrees 
each at least four, as candidates to be remainders. Some of these candidates can 
be eliminated by simple counting arguments. For example, for any vertex e of G, 
the neighbours of G induce a neighbourhood graph N(e). The neighbourhood of 
each vertex must satisfy a straightforward condition. 
Lemma 2.3. For each element e of G, if 3G has a decomposition into triples with 
no 3 times repeated triples, the neighbourhood graph N(e) must have the property 
that 3N(e) has a 3-factor with no triplicated edges. 
Proof. Consider all triples containing e in the decomposition of 3G. The pairs 
appearing with e form a subgraph of 3N(e) which is spanning and 3-regular, aqd 
contains no triplicated edges. Cl 
Corollary 2.4. For every element e, N(e) has minimum degree two. 
We also observe that whenever a vertex x of degree two appears in a 
neighbourhood N(e), a doubly repeated triple must occur involving x and e. 
Hence if we sum the number of vertices of degree two over all neighbourhoods, 
and divide by six, we obtain a lower bound on the number of doubly repeated 
triples in any decomposition of 3G. This count can be improved: if an edge {x, y} 
of N(e) does not appear in any 3-factor (with no triplicated edges) of 3N(e), then 
the edge {x, y} can be eliminated from iv(ej before the iower bound is computed. 
For example, if some element e has N(e) equal to K4 minus an edge, we can 
remove the ‘extra’ edge to leave a cl-cycle as the neighbourhood. In order to 
eliminate G as a candidate for structure (t, s), we observe that if the lower bound 
so obtained exceeds t, G cannot be the remainder of the required TS(v, 3). 
With these methods in hand, we are prepared to establish the necessary 
conditions. 
Lemma 2.5. For oli v = 1, 3 (mod 6), Fine(v) z Adm(u). 
Proof. We must only eliminate the remaining possibilities with s E {4,6, 7, S}. 
For s = 4, the remainder graph must be the unique 4-regular graph on 6 vertices; 
t E (1,2,3} cannot be realized here [ 121. For s E (67, S}, we generated all 
candidates by computer, using an algorithm of Colbourn and Read [6]. In the 
generation procedure, we elimiiated those candidates violating Corollary 2.4 
automatically. We also computed the lower bound on the doubly repeated triples, 
and eliminated those forcing at least six. By hand, we then eliminated a number 
of graphs which violate Lemma 2.3. At this point, the number of graphs 
remaining make it tractable to check each for decompositions into triples. An 
exhaustive check of these remaining candidates estabhshes the non-existence of 
the omitted structures. 
We include the candidates here which were not eliminated using Lemma 2.3 or 
by violation of the lower bound. For s = 6, the only candidate is K,\K3 (i.e., the 
unique graph with degree sequence 6443). For s = 7, two candidate: remain: K, 
and an eight vertex graph whose complement has two components, an edge and a 
copy of the unique graph with degree sequence 3313. Note that for s ~7, one can 
in fact employ the complete enumerations for v = 7 [12] and 9 [lo] to verify 
necessity. 
The situation for s = 8 is slightly more complicated, as twelve candidates 
remain: 
01 02 03 04 05 06 12 13 14 15 17 23 24 26 27 35 36 37 45 46 47 56 57 67 
01 02 03 04 05 06 12 13 14 15 16 23 24 26 27 35 37 38 45 47 48 56 58 78 
01 02 03 04 06 07 12 13 15 16 17 24 25 26 28 34 35 36 38 45 47 48 57 58 
01 02 03 04 06 07 12 13 15 i6 17 24 25 26 28 34 35 37 38 45 46 48 57 58 
01 02 03 04 05 06 07 08 12 13 14 15 16 23 24 25 26 34 37 38 47 48 56 78 
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01 02 03 04 05 06 07 08 12 13 14 15 16 23 24 25 26 35 37 38 46 47 48 78 
01 02 03 04 05 06 07 08 12 13 14 15 16 23 24 25 27 34 36 38 47 48 56 78 
01 02 03 04 05 06 07 08 12 13 14 15 16 23 24 27 28 35 36 37 45 46 48 ‘78 
01 02 03 04 05 06 07 08 12 13 14 15 16 17 18 23 24 25 26 34 35 37 68 78 
01 02 03 04 05 06 07 08 12 13 14 15 16 17 18 23 24 25 26 34 37 38 56 78 
01 02 03 04 05 06 07 08 12 13 14 15 16 17 18 23 24 25 26 34 37 38 57 68 
01 02 03 04 05 06 12 13 14 15 16 23 27 28 29 37 38 39 45 46 56 78 79 89 
Checking each of these twelve exhaustively completes the proof. Cl 
3. Recursive const~ctions 
We first introduce doubling constructions. Two basic ingredients appear in such 
constructions: a subdesign and a &factorization. Now let G be a d-regular simple 
graph on n vertices; 3G denotes the multigraph obtained by repeating each edge 
of G three times. A 3-factorization {Fr, . . . , F,} of 3G is said to have type (t, s) if 
c is the number of doubly repeated edges in factors, and $nd - s is the number of 
triply repeated edges. In the doubling constructions, edges of a factor lead to 
triples in a simple way: for a collection E of pairs (which will in general form a 
3-factor), let x*E denote the collection of triples {{x, a, 6): {a, b} E E} (where 
an i times repeated pair leads to an i times repeated triplej. 
The simplest method of doubling follows. 
Lemma 3.1. Let (t, , sl) be a fine structure of a TS(V, 3), and let (tz, s2) be the type 
of a 3-factorization of 3K,+,. Then (tl + tz, sl + sz) is the fine structure of a 
TS(2v + 1, 3). 
Proof. Let X = ix,, . . . , x,} and Y = {yO, . . . , y”}. Let (X, LBa,j be a TS(v, 3) 
with fine structure (t,, s,). Next let {F,, . . . , F,} be a 3-factorization of 3K,+, on 
Y, of type (t2, sz). Form a TS(2v + 1, 3) on X U Y having blocks @ together with 
x:4 for each i = 1, . . . , v. El 
Next we introduce a v--, 2v + 7 construction. We apply such a construction 
when m = i(v + 7) is even, and v H >7_TheelementsconsistofX={x, ,..., x,}, 
Y={yo,..., y,_,} and 2 = {z,-,, . . . , z,-~}. First we place a TS(v, 3) on X. 
Next we choose a 3-factorization {F,, . . . , F,} of 3K,,,,,,, with bipartition classes Y 
and Z, and add the triples x:E for i = 1, . _ _ , m. We then partition the edges q,f 
3K, on Y into ~(3mj triples and v - m 3-factors (G,, . . . , G,-,}. We proceed 
similarly on the 3K,,, on Z to obtain the 3-factors {H,, . . . , If,_,,,}. Finally we 
add the triples Xi’,,(Gi U Hi) for i = 1, . . . , m. We can control the fine structure 
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on the subdesign, and we can control the type of the 3-factorization of 3&.,,. 
Hence we need only obtain control over the partition of the 3K, on Y and Z. 
For each 3K,,,, we decompose cyclically, by removing three orbits of triples and 
factoring the remainder. This can be done in a number of ways. To see this, take 
the natural mapping from Y to the integers modulo m. Removing the orbit 
(0, 1,3} three times, or removing this orbit twice and the orbit {0,2,3} once, 
leaves the pairs of a graph R each repeated three times. R is 1-fa,,:orable [15], 
and hence 3R can be 3-factored with type ($tm, $slm) for all (t, s) with 
Ocf~.s~v-~, (s,s)${(O, 1),(0,2),(1, l), (1,2), (1,3)} [l]. Itisalsopossible 
to remove orbits (0, 1,3}, (0, 1,4}, and (0,2,4}. Then the remaining edges of 
differences 1, 3 and 4 can be partitioned into two simple 3-factors [15], and the 
remaining triplicated graph can be 3-factcred into u - m - 2 3-factors as above. 
Hence we obtain the following consequences for fine structure. 
Lemma 3.2. Let v = 1,9 (mod 12). Let (t,, s,) be the fine structure of a TS(v, 3). 
Let m = i(v + 7), and let (tzj s2) be the type of a 3-factorization of 3K,,,,. Then 
(1) for (r,s) suhfiing O~t~S~V-m, (t,s)e{(O, l), (0,2), (1, l), (1,2), 
(1,3))9 
and 
(t, + t2 + rm, s1 -I- sz + sm) E Fine(2v + 7) 
it, i tz + 2m + tm, s1 + s2 + 2m + sm) E Fine(2v + 7), 
(2) for v 3 11 and (c, s) sutisfjing 0 s t s s S v - m - 2, (t, s) $ { (0, l), (0,2), 
(1, I), (1,2), (1,3)), 
(t, + t2 + tm, s1 + s2 + 4m + sm) E Fine(2v + 7j. 
Naturally, there is much freedom which is not exploited in Lemma 3.2; however, 
it suffices for those cases when f(v + 7) is even. We require a further construction 
when $(v +7) is odd, i.e. when v = 1,9 (mod 12); for this, we adopt a 
v + 2v + 19 construction. 
We proceed as in the 2v + 7 construction; however, in the 2v + 19 construc- 
tion, nine orbits of triples must be chosen. We specify eight different ways in 
which nine orbits can be selected, in such a way that differences 1: 2,3,4,5,6,7, 
8 and 10 are each used three times (and other differences are unused). Each row 
of the table here specifies a number of times to take each orbit: 
10-L 5) {0,4,5) {0,2,8) {0,6,8j !O, 3,lO) {0,7, lo} (0,~ 6) {2,8, lo} {3,4.7} 
3 0 3 0 3 0 0 0 0 
3 0 3 0 2 1 0 0 !I 
3 n 2 1 2 1 0 0 0 
2 1 2 1 2 1 0 0 0 
2 0 2 0 2 0 1 1 1 
2 0 2 0 1 1 1 1 1 
2 0 1 .% 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 
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In using the 2~ + 19 construction, we always have. m relatively prime to 9; hence 9 
is a good difference, and the graph on differenres missed by the orbits above is 
l-factorable [15]. Proceding just as with Lemma 3.2, we obtain 
Lemma 3.3. Ler u = 33 (mod 36). Let (t!, s,) E Fine(o). Let m = f(v + 19) and 
let (t2, s2) be the type of a 3-factorization of 3K,*,. Then for (t, s) satt@j$ng 
O<tasau-m 
(1) for O< b 2 6, (tl + t2 + bm + tm, sI + s2 + bm + sm) E Fine(2v + 19) and 
(2) for 0 s b s 6, (t, + t2 + bm + tm, sl i- s2 + 6m + sm) E Fine(2u + 19). 
Statement (1) arises from the first four rows in the table above, and statement 
(2) arises from the latter four rows. 
Next we introduce a tripling construction. 
Lemma 3.4. Let I E (0, 1,3) analr;:+i=1,3(mod6). Let(t,,s,)bethetypeofa 
3-factorization of 3K,,.,,. Let (t2, s2) be the fine structure of a TS(m + 1, 3). Let 
(t3, sg) and (t4, s4) be fine structures of a T!S(m + I, 3) missing a subdesign TS(l, 3). 
Then 
(tl + t2 + t3 + t4, s1 + s2 + s3 + s4) E Fine(3m + I). 
Proof. LetX={x, ,..., x,}, Y={y, ,..., ym} andZ={z ,,..., zm}. Forma 
3-factorization {E} of 3K,,, of type (t,, s,) on X U Y; then form tripies zF& for 
i = , . . . 1 , m. Now place a TS(m + I, 3) on X U { 1, . . . , I}. Finally I-lace a 
TS(m + I, 3) missing a TS(f, 3) on Y U (i, . . . , l} so that the subdesign is on 
elements { 1, . . . , s} ; proceed similarly for 2. Cl 
It is important to note that when 1 = 0 or 1, the omitted subdesign is trivial, and 
hence the possible fine structures are just those of a TS(m + I, 3). For I = 3, the 
omitted subdesign is just a triply repeated block, and hence we can employ a fine 
structure (t, s) if and only if it is the fine structure of a TS(m + I, 3) and 
s < $(m + f)(m -I- I- 1). 
Finally, we require some constructions using subdesigns. 
Lemma 3.5. For v, w = 1, 3 (mod 61, w z 2u + 1, Fine(v) G Fine(w). 
Proof. By the Doyen-Wilson Theorem [S], there is a TS(w, 1) containing a 
sub-TS(v, 1). Triplicate each block of the TS(w, 1) which is not in the subsystem, 
and then place a TS(u, 3) on the elements of the subsystem. Cl 
We also employ placements of two and three subdesigns. 
Lemma 3.6. Suppose there is a TS(w, 1) having subdesigns of orders x and y, so 
that the two subdesigns intersect precisely in one block. Let (t,, s,) E Fine(x) and 
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(t2, sa) E Fine(y). Then if tI 31 and tZsl, we have (t1+t,-2,sl+s2-1)~ 
Fine(w). In addition, if the7e is a third subsystem intersecting each of the first 
two in the same common block, then if the subsystem has size z, (t3, sj) E Fine(z) 
and t3 2 1, we have (tl + tz + t3 - 3, sI + sg + s3 - 2) E Fine(w). 
Proof. Triplicate all blocks in the T!S(w, 1) not in one of the subsystems. Let 
a, b, c be the block common to the subsystems. Now take a TS(x, 3) containing a 
doubly repeated block; place it on the subsystem of order x, but omitting a 
doub!y repeated block on (a, 6, c}. (This covers all pairs in the subsystem of 
order x three times, except those in the common block, which are covered only 
once.) Proceed similarly with the subsystems of order y and z; if only two 
subsystems are specified, we add the block {a, b, c} once. Cl 
A construction in the same vein is also useful. 
Lemma 3.7. Suppose there is a TS(w, 1) having subdesigfw of orders x and y, with 
the subdesigns intersecting precisely in one triple. Let (t,, s,) E Fine(x) and 
(t2, s2) E Fine(y). Then if t1 al and ~~21, we have (t,+tZ-1, s,+s~-~)E 
Fine{ w ). 
Proof. Place a TS(x, 3) on the subdesign of order x, omitting a doubly repeated 
triple on the common block. Then place a TS(y, 3) on the subdesign of order y, 
omitting a singZy repeated triple on the shared block. Triplicate all blocks not in 
either subdesign. 0 
4. Types of 3-factorizations 
In the doubling and tripling constructions given, we require results on the types 
of 3-factorizations of 3K2,, and 3K,,,. Colbourn [l, 21 has examined both of these 
problems; we recall his results here. Remark that 3-factorizations of 3K,,, can be 
used to produce 3-factorizations of 3Kzm. Hence using results from [2] we can 
eliminate some of the exceptions left in [l]. This has been done in the statement 
of the results which follow. 
We require some preliminary notation. Let d(n, d) = {(t, s): 0 s t s s s nd} \ 
((0, l), (0,2), (09 3) (0, 4) (0,5), (&7), (0,8), (1, I), (1,2), (193) (1,4), 
(I, 5) (1,6), (1,7), (198) (1,9), (1, lo), (1, 11) (22) (23) (294) (25) 
(2,6), (2. 7) (298) (279)s (2, lo), (373) (3,4), (3, S), (3,6), (377) (3, 8) 
(3, 1% (4, 5) (4, 7) (4, 8) (5, S), (5, 6) ($7) (5, 8). (5, 9) (5, lo)}. Let 
B(n, d) = d(n, d)\{(O, 6), (0, lo), (0, 11) (0, 13), (1, 12), (1, 13) (1, 14) 
(1, 17), (2, 11). (2, 12) (2, 13) (3, 9), (3, ll), (3, 13) (496) (4, lo), (4, 11) 
(5, 11) (5, 12). (5, 13) (6, lo), (7, lo), (7, 11)). 
Colbourn [l] proved the following. 
The fine structure tif threefold triple systems : II = I, 3 (mod 6) 57 
Theorem 4.1. For n 2 6, there is a 3-factorization of 3K, of type (t, s j if and only 
if (t, s) E d(n, 2n - 1). 
The results in [l] and [2] give a partial solution for n = 4 and 5. We lit here the 
values (I, s) in J(4,7) and 99(5,9) for which a 3-factorization of that type is not 
known. For s!J(5,9) and 6(4,7) the possible exceptions are tabulated here. 
Jw, 9) d(4,7) 
t Omissions for s C Omissions for s 
0 11, 12, 13, 14,17 0 9, 10, 11, 13, 14,25 
1 12-17 1 12, 13, 14, 18, 19, 23, 25, 26 
2 11-16 2 11, 12, 13, 19,25 
3 12-17 3 12, 13, 14, 18,23,25 
4 12,16 4 9, 11, 13, 17 
5 11-16 5 11, 12, 13, 17 
6 11,13 6 ?, 10 
7 10-13, 16 7 8, 9, 10: 11 
8 11 
9 11, 13 
Turning to complete bipartite graphs, Colbourn [2] proved 
Theorem 4.2. For n 3 10, there is a 3-factorization of 3K,,, of type (t, s) if and 
only if (t, s) E B(n, n). 
Again, we list the possible exceptions left in [2]. 
3(5,5) 936 6) 
t I Omissions for s t I Omissions for s 
3 12, 14-17 
4 9, 12-14, 16 
5 14-16 
12, 14-16, 19, 21, 23, 25, 27,29, 31-35 
15, 16, M-21,23-36 
14-19,23,25,27,29, 31, 33-36 
14-16, 18-21,23,24,34-36 
12-16, 19, 20, 23, 25, 35 
14-19,24,34,36 
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8,9, H-13, 15 
8,9, 12-17 
8, 11, 16 
11, 13 
%(7,7:! 9W3.8) 
6 
7 
8 
9 
10 
11 
12 
13 
17 
29 
31 
33 
35 
- 
ll-14,16,19,23 
12-16, 19,20,23,24.34 
9, 11, 12, 14, 16, 19,23,25 
ll-16,34 
19 
19,20,22,34 
19 
20 
17, 18,20 
29,30 
31 
34 
35.36 
t I Omissions for s 
0 
, I 
I 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
E-20,22,23,25,32,43,44 
15, 16, E-23,25,32,34,41,43,44,46 
14-22,41,43 
12, 14-23,34,43. 44 
14, 15, 17, 18, 20, 22 
15, 16, 18-22,43 
13, 14, 17 
13, 14, 15, 17, 18,22 
14 
13, 14,16, 17 
14 
14 
t Omissions for s 
0 18-23,25,26 
1 19-26,33-38,49 
2 17-25 
3 18-26,34,50 
4 18,21-23,25 
5 17, 18,21-25 
6 17 
7 17 
8 17 
91 17 
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t I Omissions for s 
I 0 2351 22,24 
In [2], a complete solution is given for 3-factorixations of X4,*; the values in 
CB(4,4) which are not types of such factorizations are {(Cl, 14) (3,14), (4,9), 
(4,13), (6.6) (6, g), (7, g), (739) (9,9), (11,ll)). 
While many omissions remain for small orders, we are nevertheless able to 
employ the partial results effectively in the following sections. 
5. Solutions for small orders 
Morgan [12] enumerated all non-isomorphic TS(7,3) systems; there are ten in 
total. An examination of them shows 
Lemma 5.1. Fin@) = ((6, (0, (0,6), (0,7), (1,7), (3,7), (4,4), (4,6), (4,7), 
(6,6), (7,7)}. 
Mathon and Lomas [lo] recently generated all 22521 non-isomorphic TS(9,3) 
designs. In the process, they proved that 
Lemma 5.2. Fine(g) is given by the following table. 
t I Admissible values for s 
0, 8,9, 10, 11, 12 
10, 11, 12 
8, 10, 11, 12 
10, 11, 12 
8, 9, 10, 11, 12 
10, 11, 12 
6, 8,9, 10, 11, 12 
8, 9, 10, 11, 12 
8, 10, 11, 12 
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I 
‘I 
9 9, 10, 11, 12 
10 10, 11,12 
11 11, 12 
12 12 
For v = 13, we resort to hill-climbing methods (see [16], for example) to 
generate TS(13,3) designs at random. 
Lemma 5.3. Let No(13) = {(t&6), (4,6), (0,7), (1,7), (3,7), (4,7), (0,8), (2,8), 
(4,8), (t&g), (kg), (2, o), (3,9), (4, ‘t3), (599)). If (t, s) E No(13), (t, s) $ 
Fine(13). For (t, s) E Adm( 13) \No(13), (t, s) E Fine(13) except pos.sibIy for 
(t, s) l ((1, 10) (3, lo), (0, 11)). 
Proof. Non-existence of the structures in No(13) is established using the 
necessary conditions in Section 2, with the further observation that for a 
candidate G to lead to structure (t, s) in Fine(l3), G must be the leave of a partial 
TS(13,l). Necessary conditions for leaves eliminate a number of candidates, 
establishing the non-existence results stated. 
For sufficiency, we found an example for each fine structure stated, using 
hill-climbing; we omit the actuai solutions here. Cl 
For u = 15, we can begin to use recursive constructions. 
Lemma 5.4. Let No(l5) = {(0,8), (2,8), (4,8), ((kg), (1, o), (2,9), (5,9)}. If 
(t, s) E No(lS), (t, s) 4 Fine(E). For (t, s) E Adm(lS)\No(E), (t, s) E Fine(lS) 
excepi possibiy for those given in the following table, 
* 
t Omissions for s 
0 11,14 
1 10, 11, 12, 14 
2 11 
3 14 
Proof. Nonexistence is established as in Lemma 5.3. For sufficiency, we first 
employ recursions. Using resulrs in Section 4 and Lemma 5.1 for smaller 
ingredients, apply a 3 - 4 + 3 construction (Lemma 3.4) and a 2 .7 + 1 construc- 
tion (Lemma 3.1). Next observe that if (t, s) is the type of a 3-factorization of 
3&,, (t, s + 10) E Fine(15). To see this, apply a 3 - 5 construction, placing a 
TS(5,3) on each class. 
A further construction results from applying Lemma 3.6 with x = y = 7 and 
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with x =y = i = 7; ii& proriuces (2, i3j (2, i9j, (3, iO), (5, lo), (5,12) antJ 
(6,lO). Lemma 3.7 with n = y = 7 produces structures (2,12), (7,9) and (7,lO). 
For (6,8) and (7,8), we employ the results for v = 9 as follows. Remove three 
disjoint triangles from K,, and then remove any one more triangle; call the result 
G. Mathon an3 Lomas [lo] found decompositions of types (6,8) and (69) for 
3G; to complete the construction, it is easy to check that G is the leave of a 
partial TS(15,l). 
Next for (1,18), we produced an example by hill-climbing. For (2, IO), we 
generated candidate graphs with 3s = 30 edges, and found a decomposition into 
triples with two doubly repeated triples for a candidate which is the leave of a 
partial TS(15,l). 0 
We require some fine structures arising from a small design fragment, but not 
embeddable in a triple system with u c 19. 
Lemma 5.5. For u = 1,3 (mod 6), v 2 19, ((1,9), (2,9), (3,9), (5,9)} c 
Fine(v). 
Proof. Let G be the complement of 
3G has partitions into triples, none 3 times repeated, with c doubly repeated 
triples for t E (1,2, 3,5} ( an easy exercise). It is known that G is the leave of a 
partial TS(19,l) [7]. M oreover, by hill-climbing, we established that G is a leave 
of a partial TS(v, 1) for v E (21, 25, 27, 31, 33, 37). Lemma 3.5 completes the 
proof. Cl 
This gives us the last ingredient needed to establish the following. 
Lemma 5.6. Fine( 19) = Adm( 19). 
Proof. Apply a 2 - 9 + 1 construction and a 3 - 6 + 1 construction, using the 
results of Section 4 along with Lemmas 5.1 and 5.2. Next apply Lemma 5.5. This 
leaves only the values (2,13), (1,15), (2,15) and (3,15) in doubt. The value 
(2,13) is obtained by Lemma 3.6 using x = y = 7. The last three values are 
obtained bj Lemma 3.7 with x = 9 and y = 7. Cl 
Lemma 5.7. Fine(21) = Adm(25, j.
Proof. Apply a 3.7 construction and a 3 - 6 + 3 construction. Next apply a 
2 - 9 + 3 construction (see [13], for example) as follows. We choose nine 3-factors 
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of 3K3.3.3.3, and associate ach with an element in the subsystem. ‘YVhat relmalns is 
four disjoint copies of 3K,; these are taken as triples, each 3 times. At this point, 
the only values which remain are (1, 25) (2,15) and (3,lS). For (1,25), form a 
TS(21,l) containing three subsystems of order nine intersecting in a common 
block. Use Lemma 3.6 on two of the subsystems having structures (1,lO) and 
(2,8) to form (1,17) on these two. Then on the third subsystem, except for the 
common block, place a subsystem of structure (0,8) obtained by deleting a 
3-times repeated triple from a TS(9,l); the missing block is identified with the 
common block in the three subsystems. For (2,15), use Lemma 3.6 with 
x = y = 9. For (3,15), form a TS(21,l) containing a subsystem of order nine and 
a subsystem of order 7, meeting in a common block. Place a T!S(7,3) with 
structure (3,7). and a TS(9,l) of structure (0,s) missing the common block as 
before. Cl 
Lemma 5.8. Fine@) = Adm(25). 
Proof. Apply a 3 - 8 + 1 construction and a 2 - 9 + 7 construction. Apply Lemma 
3.5 with v = 7, and apply Lemma 5.5. What remains is values (0,13) (1,13), 
(2,13), (3,13), (5,13), (1,14), (1,17) and (517). There is a Ts(25,l) containing 
four subsystems of order 7 meeting at a single point. Using Lemma 5.1, this 
handles all but (2,13) and (1,17). Applying Lemma 3.6 with x = y = 7 gives 
(2,13). Finally, forming a system containing disjoint subsystems of order 9 and 7 
(using the 2 - 9 + 7 construction of [13], for example) gives (1,17) (as (0,lO) + 
(137)). 0 
Lemma 5.9. Fine(27) = Adm(27). 
Proof. Apply a 2 - 13 + 1 construction and a 3 - 9 construction. Then apply 
Lemma 3.5 with subsystems of orders 7 and 9. Finally apply Lemma 5.5. Cl 
Lemma 5.10. Fine(31) = Adm(31). 
Proof. Apply the 2 - 15 + 1 construction. Apply Lemmas 3.5 and 5.5. Cl 
Lemma 5.11. Fine(33) = Adm(33). 
Proof. Apply a 3 - 10 + 3 construction and a 2 - 13 + 7 construction. Apply 
Lemmas 3.5 and 5.5. Cl 
Lemma 5.12. Fine(37) = Adm(37). 
Proof. Apply a 3 - 12 + 1 construction, along with Lemmas 3.5 and 5.5. 0 
Lemma 5.13. Fine(45) = Adm(45). 
Proof. Apply a 3 - 15 construction, and apply Lemma 3 - 5 with v = 19. Cl 
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6. EstabIisbing suflkiency 
In this section, we specify the constructions to be applied in generai, according 
to the congruence class of u module 36. 
V Construction Lemma 
36t + 1 
36t+3 
36t+7 
36t+9 
?2t + 13 
72t + 49 
36t + 15 
36t + 19 
36t+21 
36t + 25 
36t + 27 
36t + 31 
36t + 33 
3*12r+l 3.4 
2. (18t + 1) + 1 3.1 
2. (18t + 3) + 1 3.1 
3 * (12t + 3) 3.4 
2. (36t - 3) + 19 3.3 
2 - (36t + 21) + 7 3.2 
2 - (18t + 7) + 1 3.1 
2 . (18t + 9) + 1 3.1 
3 . (12t + 7) 3.4 
3 . (12t + 8) + 1 3.4 
2 . (18t + 13) + 1 3.1 
2 . (18t + 15) + 1 3.1 
2 * (12t + 10) + 3 3.4 
Now we are in a position to prove the Main Theorem. For u = 3, 7, 15, 19, 27, 
31 (mod 36), u 2 39, write w = $(v - 1). Then w = 1,3 (mod 6) and w 3 19. We 
may assume inductively that Fine(w) = Adm(w). In addition, by Theorem 4.1, we 
have that each (t, s) E d(w + 1,2w + 1) is the type of a 3-factorization of 3K,+1. 
Applying Lemma 3.1 then completes these cases. 
For v = 1,25 (mod 36), u 2 61, write w = (v - 1)/3 + 1. For u = 9,21 (mod 36), 
213 57, \k.ite w = v/3. For v = 33 (mod 36), u 2 69, write w = (V - 3)/3 + 3. In 
each case, w = 1,3 (mod 6) and w > 19. Hence we may assume inductively that 
Fine(w) = Adm(w). Now using Theorem 4.2 to provide 3-factorizations, and 
applying Lemma 3.4, we produce the required result. 
Finally, for u = 13 (mod36), the situation is somewhat more involved. If 
v = 49 (mod 72>, write w = $(v - 7) whence w 2 21 and w = 21 (mod 36). Apply- 
ing Lemma 3.2 usi,lg Fine(w) = Adm(wj completes this case. Analogously, if 
v = 13 (mod 72), v 2 85, write w = $(v - 19). Then w = 33 (mod 36) and I emma 
3.3 applies. 0 
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7. Concluding remarks 
This fine classification of repeated blocks in threefold triple systems subsumes 
the results of [3] and [ll] as corollaries; furthermore, it provides much more 
detailed information. It is surprisingly more complicated than the solution of the 
analogous problem for A. = 2, and employs more intricate constructions. Given 
the sheer number of cases, one expects that extending to A. = 4 is beyond the 
reach of the methods employed here. However, the extension for threefold triple 
systems to the remaining case, u = 5 (mod 6), may be possible. The difficulty is in 
determining (and proving) the necessary conditions. Even with computer 
assistance, this appears to be a complex problem. 
Note added in proof. C.J Colbourn, R.A. Mathon and N. Shalaby (‘The fine 
structure of threefold triple systems: v = 5 (mod 6)‘, Austral. J. Combin. 3 (1991) 
X-92) complete the solution of the fine structure problem for v 2 17. 
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