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A Landau-Lifshitz-Gilbert type equation has been derived by using s-d model 
in which the s-electron system is regarded as an environment coupled 
weakly with the localized spins.  Based on the irreducible linear response 
theory, we show that the relaxation function of the s-electron spin leads to 
the Gilbert type damping term which corresponds to the retarded resistance 
function in the generalized Langevin equation.  The Ohmic form of the 
Gilbert term stems from the fact that the imaginary part of the response 
function (spin susceptibility) of the itinerant electron system is proportional 
to the frequency ω  in the low ω  region.  It is confirmed that the 
Caldeira-Leggett theory based on the path-integral approach gives the same 
result. 
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§1 Introduction 
     It is of great importance, in the development of recent magnetic devices 
such as magnetic recording systems and the magnetic random access 
memory (MRAM), to acquire high speed (switching time less than 10－８－10－９ 
seconds) and low consumption power.  In the research of MRAM, for 
example, in order to achieve low consumption power, exploiting current 
induced magnetization reversal phenomenon instead of applying external 
magnetic field has become a major target of study.  The main subject of this 
item is to reduce the critical current density (Jc) down to order of 105A/cm2 
and much effort has been made to achieve the objective.  According to 
Slonczewski,1) Jc is proportional to Gilbert damping coefficient α  which 
appears in the Landau-Lifshitz-Gilbert (LLG) equation 2,3) widely used for 
studying the dynamics of magnetization.  Generally, the damping term in 
LLG equation is believed to dominate the magnetization reversal time 
(usually denoted by T1), and, based on the general concept of damping, it is 
considered to be related also to the dephasing time (usually denoted by T2) of 
precession of spins which is currently a big concern in the development of 
quantum computing system. Thus there is rapidly growing interest in 
controlling the damping behavior to accomplish the development of magnetic 
devices, and accordingly the microscopic foundation of the dynamical 
behavior (especially of the reversal process) of magnetization is strongly 
desired. 
The LLG equation is given by 
  MMHMM && ×+×−= Meff αγ  ,                                           (1) 
where the second term in the right hand side is called Gilbert damping term, 
from which the reversal time (τ ) is expressed as αατ /1+∝  in the bulk 
system.  Here the factor α  is called Gilbert damping coefficient as 
discussed above which attracts much interest in the field of spinelectronics 4) 
and the recent development of magnetic devices.  Besides the Gilbert 
damping itself, there have been many theoretical works on the microscopic 
origin of spin relaxation time (τ s ).  Elliott 5) suggested, by taking account 
both of the spin-orbit interaction and electron-lattice interaction, that the 
spin relaxation time is given by ττ Rs g /)2(/1 2−∝  where τ R  denotes an 
electron-lattice relaxation time.  The effect of spin-orbit interaction is 
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reflected in the g-factor which deviates from 2 in the presence of orbital 
moment caused by the spin-orbit interaction.  This form seems to be 
successful in explaining an experimental data6) of temperature dependence 
of line-width in conduction electron resonance (CESR) spectra of several 
non-magnetic metals.  Fulde et al. 7) and Singh et al. 8) gave a microscopic 
description both of spin relaxation time and spin diffusion coefficient, 
considering the Coulomb interaction between electrons and impurity 
scattering accompanying the spin flip due to spin-orbit interaction.  The 
mechanism proposed by Kambersky 9) is a little bit different from above; he 
addressed the change of electronic distribution depending on the moment 
direction, and insisted that the phase-lag of electronic structure is reflected 
in the spin relaxation time.  Similar mechanism was proposed by 
Korenman-Prange 10) with a different manner.  Anyhow, all these theories 
rely on the spin-orbit interaction 11) in order to express the transfer of spin 
angular momentum to an environment system.   
In the field of quantum computing system, on the other hand, intensive 
studies have been made on the dephasing time defined by T2 in the two-state 
systems, 12-17) because it generally dominates the coherence time required for 
a computation.  Since this is closely related to the time to keep the pure 
state (pure ensemble), the strategy is based on the evaluation of time 
evolution of density matrix of the relevant two-state system coupled weakly 
with bosonic system as an environment. 17,18)  In this sense, the concept of 
the relaxation time of this field can be identified with what we see in the 
nuclear magnetic resonance (NMR).  Actually, the dephasing time of spin 
system is usually measured by means of the NMR technique. 19,20)  
Theoretically, the NMR relaxation time was first studied by Korringa 21) by 
using the so-called s-d model which had previously been adopted by Kittel 
and Mitchell 22) for studying the ferromagnetic relaxation.  Most recently, 
Sinova et al. 23) and Tserkovnyak et al. 24) also considered the s-d model to 
investigate the magnetization relaxation of magnetic semiconductors and 
conducting ferromagnets, respectively. 
Though many studies have been done on the spin relaxation time as 
above, the microscopic understanding on the Gilbert damping especially of 
practical magnetic materials is still far from satisfactory level, because, in 
our knowledge, the direct derivation of the LLG equation from a microscopic 
viewpoint has not been performed.  To acquire deep understanding of the 
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various aspects of spin relaxation, we believe it is significant to inspect how 
the Gilbert type damping form comes about in the equation of motion.  
Motivated by this consideration, we aim, in the present work, mainly to 
derive the LLG type equation based on a microscopic model.  The model 
used here is the s-d model in which the s-electron system is regarded as an 
environment coupled weakly with the localized spins.  The situation is 
similar to that considered by Korringa 21) and Tserkovnyak et al. 24) who also 
used the s-d model.  The basic stance of the present study is to build up 
directly the LLG equation from the s-d model and to shed light on the 
intrinsic effects of itinerant electron system on the spin relaxation as an 
open system, besides the effects of impurities and defects.  The relation 
between the present result and that of Korringa will be discussed in section 
4. 
To deal with the relaxation processes in the open system, 
Caldeira-Leggett (CL) theory 12,25) is considered to be appropriate.  The gist 
to be noted in the CL theory is as follows.  Let the interaction between the 
relevant system and environment be described by linear form, and when the 
degree of freedom of environment system is infinite and the spectral density 
)(ωJ  is continuum, one can exclude recurrence phenomena which occur on 
time scales comparable to inverse level splitting of the spectrum.  In this 
case, the long-time part of dynamics of the relevant system can appear as a 
relaxation process, while the on-time part can be renormalized into effective 
potential for relevant system as so-called counter part.  In case where )(ωJ  
is proportional to ω  in the low ω  region, the relaxation turns out to be 
Ohmic type, a type of first derivative with respect to time.  We will verify 
that this gives the Gilbert damping term in the present case.  Tatara and 
Fukuyama 26) have adopted the CL theory to the magnetic system, where 
they showed that the Stoner excitation acts as a dissipation in the depinning 
process of magnetic domain wall.  In our case also, the damping is assigned 
to the Stoner excitation which is a common feature of Fermionic system. 
     In order to get more transparent aspect of the relaxation phenomena in 
the present system, we first try, before going into the CL approach, to derive 
the LLG equation in the language of stochastic theory based on the 
irreducible linear response theory.  To this aim we start with the 
Heisenberg’s equation of motion for the localized spins.  It is presumed here 
that the dynamics of s-electron spins appearing in this equation can be 
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expressed by the Kubo formula, by regarding the localized spins as the 
external field.  It will be shown that the relaxation function (time-integral 
of the response function) of the s-electron system leads to the Gilbert 
damping term which corresponds to the retarded resistance function in the 
generalized Langevin equation.  In the present case, the retarded resistance 
function originates from the spin susceptibility of the s-electron system.  
The Ohmic form of the Gilbert term stems from the fact that the imaginary 
part of the spin susceptibility of itinerant electron system is proportional to 
ω  in the low ω  region as is the same situation discussed above for )(ωJ .  
We will next show that the CL approach gives the same result as that 
obtained by the stochastic approach. 
 
§2 Model 
     Let us consider the Hamiltonian as 
  HHHH eSeS −++=M   ,                                               (2)
where the first term describes localized spin system which is assumed to be 
in a certain ordered state.  The second term represents s-electron system 
and the third term the interaction between the localized spins and the 
s-electron system, s-d interaction, which are given, respectively, by 
  cctH ji
ji
ije σσ
σ
+∑−=
,,
  ,                       (3) 
  ∑ ⋅−=−
i
iieS JH σS  ,                       (4) 
cc iii '
',
')( σ
σσ
σσσ∑ +≡ σσ  .                      (5) 
Here )(cc σσ kk+  denotes creation (annihilation) operator with σ (= ↑ or ↓ )  
being spin state, and tij  is the hopping probability amplitude between i-th 
and j-th sites.  In eq. (4), J is the exchange (Hund) coupling constant 
between the localized spins and s-electron spins which is assumed to be weak 
enough for s-electron system to be regarded as an environment.  In eq. (5), 
σ  is Pauli matrix.   
     Here, for simplicity, let us suppose that the static external field H is 
applied to the spin at a certain site (0-th site) from time t0 , and the localized 
spin at the 0-th site is locally excited in the s-electron circumstance.  This 
corresponds to ignoring of the interference between localized spins.  Though 
the validity of this assumption is not guaranteed at this stage, we believe 
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that, in an actual system, spin precession maintained both by external dc 
bias filed and microwave does not necessarily mean the collective mode.  
And then, so far as the uniform precession is concerned, the spin relaxation 
is assumed to take place individually.  A brief discussion on the influence of 
interference will be given in section 4.  The Hamiltonian expressing the 
interaction with the external field is given by  
)()()( 0000 SMSH γθγ −=−⋅= tttH ext  where h/gBµγ =  is the electron 
gyromagnetic ratio (µB  is the Bohr magneton and g is the electronic g factor).  
Thus we have a total Hamiltonian as  
  )(extM tHHH +=         ,                                              (6) 
 
§3  Derivation of a LLG type equation 
3.1  Stochastic approach 
     From the Heisenberg equation of motion, dynamics of the localized spin 
at the 0-th site S0  is given by 
  
)()()()()(
)](,[)(
00000
00
ttJtttt
tHit
dt
d
S σSHSHS
SS
×+×−−×−=
=
γθγ
     .          (7) 
The first term in the right hand side expresses a precession of S0  around 
the external field H.  The second term represents also the precession about 
the effective field H S  originated from the exchange interaction between 
localized spins ( HS  in eq. (2)).  Generally, this should be treated as an 
operator, but we assume here, for simplicity, that H S  is retained to be static 
field even after the external field H is applied.  The third term is the 
precession around the s-electron spins. Provided that the localized spin is 
large enough to be regarded as a classical spin, one can take the expectation 
value of eq. (7) in terms of the electron system.  Then, in this case, eq. (7) 
can be rewritten as 
  〉〈×+−+×−= σSHHSS 00000 )}({ Jttdt
d
S θγ                   .           (8) 
Worth mentioning here is that, in the absence of external field H, not only 
the first term but also the second term of eq. (8) vanishes, since in the ground 
state 〉〈σ0 ∝ S0  may be satisfied.  Once H is applied to the system, S0  
starts to rotate around H and then there may occur a deviation of the 
direction of S0  from that of 〉〈σ0 .  The average of the s-electron spin 〉〈σ0  
is taken over the states of )(tHHH eSeq eSe −− ++  where we have divided eq. (4) 
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into static part Sσ eqi
i
i
eq
eS JH ⋅−= ∑−  and the deviation from it, i.e. dynamical 
part )()( 00 tJtH eS Sσ δ⋅−=−  which is active only at the 0-th site.   
Taking advantage of linear response theory to calculate 〉〈 )(0 tσ , with 
)(0 tSδ  being regarded as an external field, we have  
  
)(
)]'(,)'([')(
00
0000)(0
t
tttdtJit
eq
HH
t
HHtHHH eq eSee
eq
eSeSe
eq
eS
σσ
Sσσσσ
δ
δ
+≡
〉⋅−〈+〉〈=〉〈 −−−− +∞−+++ ∫   . 
If one adopts again the linear response theory regarding the S eqi  as an 
external field, the first term σeq0  is shown to be expressed by the summation 
of RKKY interactions with surrounding spins S eqi . This can then be involved 
in the first term of eq. (8) as an effective field, and is assumed here to point to 
z direction. For the second term, each component can be expressed as 
  
,)}'()'(')'()'('{)(
)},'()'(')'()'('{
4
)(
)},'()'(')'()'('{
4
)(
,0,0,0
,0,0,0
,0,0,0
00
00
00
tSttdttSttdtJt
tSttdttSttdt
Jit
tSttdttSttdt
Jt
z
t
tz
t
tz
t
t
t
ty
t
t
t
tx
δχδχσδ
δχδχσδ
δχδχσδ
−+−=
−−−−=
−+−=
↓↓↑↑
−+−+−+
−+−+−+
∫∫
∫∫
∫∫
         
where we have introduced SiSS yx δδδ ±=±  and )(]),([)( ttit θσσχ βαβα 〉〈= , 
),or,,( ↓↑−+=βα  with cc ↓+↑+ = 2σ 、 cc ↑+↓− = 2σ 、 cc ↑+↑↑ =σ  and cc ↓+↓↓ =σ .  
For )(]),([)( ttit θσσχ 〉〈= −+−+  as an example, we obtain at T = 0 
  )()()(4)( F
F
ωερερεωθχ ε ωεω ++−−= ∫∫ −∞∞−−+ JSJSdedtit ti     ,              (9) 
where )()( ∑ −=
k
kεεδερ  ( et iji
j
ijk
Rk⋅−∑−=ε ) is the density of states (DOS) of 
s-electron system and ε F  the Fermi energy.  The ε -integral in eq. (9) is 
just the imaginary part of spin susceptibility, )(Im ωχ  in frequency space ω , 
corresponding to the spectral function of this system.  It is known that in 
the Fermionic system )(Im ωχ  has a form proportional to ω  in the low ω  
region, and goes to zero for ω  larger than band width, W.  Generally, the 
spectral function of environment system can be expressed with the form of 
eP λωω /− 12) where λ  is cutoff frequency, and for Fermionic system one should 
take P =1.  In the light of this theoretical picture, we approximate the 
ε -integral in eq. (9) as eJSJSd W/||)()(F
F
ωε
ωε ωρρωερερε −↓↑− →++−∫  where 
 8
)( F SJ−=↑ ερρ and )( F SJ+=↓ ερρ .  Thus we get 
  
)(
)(8
sin)(8)( /||
0
t
t
tedtt W
χ
φρρ
ωωωρρθχ ω
+−
↓↑
−∞
↓↑−+
=
=
= ∫
                 ,                 (10) 
and for )(]),([)( ttJit θσσχ σσσσ 〉〈=  as well, we have  
  )(2)( 2 tt φρχ σσσ = ,  )or( ↓=↑σ                       .                    (11) 
In eqs. (10) and (11), the common factor )(tφ  is given by 
)(
])/1([
/2)( 222 tWt
Wtt θφ +≡                          ,                  (12) 
which represents the characteristic feature of response function in Fermionic 
system.  Eventually, the expectation value of the s-electron spin is obtained 
as 
  zSσ ˆ)'(S)'(')(2)'()'('4)( 0200
00
tttdtJtttdtJt z
t
t
t
t
δφρρδφρρδ −−+−= ∫∫ ↓↑↓↑  . (13) 
The occurrence of the second term in the right hand side of eq. (13) is traced 
back to the situation that the s-electron spins are aligned to z direction in the 
equilibrium state in tt 0<  by the static part of the s-d interaction 
Sσ eqi
i
i
eq
eS JH ⋅−= ∑− , and this should vanish when the s-electron system is not 
spin-polarized; ρρ ↓↑ = .  As in the usual manner, the integrals in eq. (13) 
can be cast into the form, by integration by parts, as =−∫ )'()'('
0
tttdt
t
t
Sφ  
)'(
'
)'(')()()()0(
0
00 tdt
dttdttttt
t
t
SSS −Φ−−Φ−Φ ∫  where we have introduced the 
relaxation function by 
)(
)/1(
/1)()( 22 tWt
Wtdtt θφ +=−=Φ ∫                    .               (14) 
It should be noted that the function )(tΦ  behaves as t 2−  in large 
)/1( Wt >>  region, which is associated with the fact that )(Im ωχ  has a 
linear form in ω  in low ω  region.  In the present case, the time scale of 
)(tΦ , which is of the order of inverse of the band width, 1/W ≈10－14 sec, is 
much shorter than that of the precession of localized spin, （1/γ H ≈10－８ 
sec） .  Thus the function )(tΦ  expressed by Lorentzian type can be 
approximated to be delta function as a Markovian process, which gives 
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)'()'('
0
tttdt
t
t
S−∫ φ )()0( tSΦ= )()( 00 ttt S−Φ− )(2 tS&π− .  Inserting this into eq. 
(13) leads  
  
z
SSσ
ˆ)}'(S2
)(S)0({)(2
)}(
2
)()0({4)(
00
2
000
ttJ
ttJt
zz &
&
πδρρ
πδρρδ
−Φ−+
−Φ=
↓↑
↓↑
          ,           (15) 
where we exploit )( 00 tSδ = )(S 00 tzδ =0, and )()( 00 tt SS && =δ , )(S)(S 00 tt zz && =δ .  
Using )(0 tσδ  of eq. (15), the equation of motion of the localized spin becomes 
  
)(Sˆ)()()()(2
)(
00
22
00
2
00
ttJttJ
t
dt
d
eff
&& zSSS
HSS
×−−×−
×−=
↓↑↓↑ ρρπρρπ
γ
      ,    (16) 
where the effective field )(teffH  is 
  
)0()}()(2{/ˆ2
/)()(
0
22
00
Φ−−+
−+−=
↓↑↓↑ tSSJ
Jttt
z
eq
Seff
δρρρργ
γθ
z
σHHH
           .    (17)  
Expressing equation (16) in terms of the magnetic moment ( SM γ−= ), we 
reach the LLG type equation as 
M
MM
t zeff &&& 0
0
0
0
0
0
00 ˆ)( z
M
M
MHMM ×+×+×−= βαγ           ,      (18) 
     ρρπα ↓↑= JS 22                     ,      (19) 
     )( 22 ρρπβ ↓↑ −= JS                                      .        (20)
Here we obtain the expression of the Gilbert damping coefficient α  by eq. 
(19).  As can be deduced from the fact that this term is traced back to the 
spin susceptibility of s-electron system, the occurrence of the damping, in the 
present case, is ascribed to the effect of retarded resistance accompanying 
the Stoner excitation, that is, the spin flip between ↑  spin and ↓  spin at 
the Fermi level.  The third term in eqs. (16) and (18) does not appear in the 
usual LLG equation.  As mentioned previously, this originates from the 
situation that the s-electron system stays in a spin polarized state in the 
equilibrium state, and is associated with the individual electron-hole pair 
excitations within each spin state.  Since this process does not accompany 
the change of angular momentum, this term acts as a resistance to the 
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precession without changing the z component of the magnetic moment. 
 
3.2  Caldeira-Leggett (CL) approach 
     To describe relaxation processes which can be assigned to the retarded 
resistance due to an interaction with the environment (open) system having 
infinite degree of freedom, the CL approach based on the path-integral 
method may be adequate.  The purpose of this section is to get deeper 
insights into the relaxation phenomenon discussed in the previous section by 
adopting the CL approach. 
     Let us consider the same situation as in the previous section.  Under 
the Hamiltonian given by eq. (6), the action of this system is written as  
  )()()()()(
0ZB
SSSSS HdAAAA Se ∫+++= β τ        ,                        (21)
where )cos1()(
0B
θφτβ i
i
idiSA −= ∑∫ &S  describes the Berry phase of the 
localized spins, δδτγττ ββ 0,0,00 )()( jiiextZ dHdA SHS ⋅=−= ∫∫  is for the 
Zeeman energy on the spin at the 0-th site and the last term describes the 
interaction between the localized spins.  The second term of eq. (21) can be 
expressed by 
  )1(lnTr)(lnTr)( 0,,10,, MGGA iie ll −−−−= − σωσωS        .                      (22)
Here σS ⋅−−−=− − eql JtiG ˆ1ˆ10 ω  is the Greens function of the s-electron 
system interacting with the localized spins in the equilibrium state, S eq .   
The matrix M represents the interaction of s-electrons with S0δ  which is 
the deviation of S0 from the equilibrium state S eq , and is written by 
δδδ 0,, ijiiij JM σS ⋅−= .  Expanding the second term of eq. (22) up to the 
second order with respect to M, we have  
+−−= − )(lnTr)( 10,, GA ie l σωS )(Tr2
1)(Tr 00,,0,, MGMGMG ii ll σωσω + .   
If we chose the z direction parallel to S eq  ( zS ˆSeq = ), we can write 
σω zl SJtiG −−−=− − ˆ1ˆ10  and obtain the first order term as 
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mSdJMG zzil )()(Tr 000,, τδτ
β
σω ∫−=  where ))()((1 εε ↓↑ −= ∑ kk
k
ff
Nmz
 and 
SJσεε σ −= kk .  The second order term is thus  
)}'()()()'()()(
)'()())()(({1'
2
)(Tr2
1
00'00'
00''
',
)'(
002
2
00,,
τδτδωχτδτδωχ
τδτδωχωχβττ
ττωββ
σω
SSiSSi
SSiiedd
N
J
MGMG
ll
zzll
l kk
i
i
l
l
−+
↓↑
+−
↑↓
↓↓↑↑−
++
+= ∑ ∑∫∫
kkkk
kkkk   , 
where )('' ωχσσ lkk i  is expressed by εεω
εεωχ
σσ
σσσσ
''
'''
'
)()()(
kk
kk
+−
−=
l
lkk i
ffi .  Following the 
manner adopted by Tatara and Fukuyama, we approximate, in the long time 
limit and T → 0, the Fourier transformation of )('' ωχσσ lkk i  as 
∞→
→∑ βσστω ωχl li ie l )(''kk τεεδεεδβ σσσ 2''F
1)()( kkk −−− .  After some algebra, we 
finally obtain the second order term as 
∫ ∫
∫ ∫
∫ ∫
−−+−
−
−−+
−
−=
↓↑↓↑
↓↑
↓↑
β β
β β
β β
σω
ττττδρρτδρρτ
ττ
ττττρρ
ττ
ττττρρ
0 20
2
0
22
0
2
0 2
2
00
0
2
2
0 2
2
00
0
2
00,,
)'(
1')]()(
2
1)([
)'(
})'()({')(
4
)'(
})'()({'
2
)(Tr2
1
dSSdJ
SSddJ
ddJMGMG
Z
ZZ
il
SS
  . (23) 
In the derivation of eq. (23), we take advantage of the CL technique given by 
)'()(})'()({)'()(2 222 τδτδτττδτδ SSSSSS ++−−=  where the subscripts are 
dropped for brevity.  This decomposition enables us to extract the non-local 
part in terms of the time, which brings about the first two terms in eq. (23).  
As shown below, the non-local terms express dissipation as a long time 
behavior of the system, while the local terms can be included in the effective 
potential as an effective field. 
     The equation of motion for S0  can be obtained by a variation of action 
)(SA  with respect to S0 , 0/ 0 =Sδδ A .  Then we have 
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0
)'(
))'()((
')(
)'(
))'()(('2)()()(
2
00
0
22
2
00
0
2
00
=−
−−+
−
−+×+
∫
∫
↓↑
↓↑
ττ
τττρρ
ττ
τττρρτττγ
β
β
z
SSSSH
SSdJ
dJi
zz
eff &
     ,  (24) 
where the effective field is given by 
  
)'(
1})()(2{/ˆ
/ˆ)(
200
22
0,
ττττδρρρργ
γδτ
β
−−−+
−+=
∫↓↑↑↑ dSSJ
mJ
z
zSieff
z
zHHH
       .   (25) 
One can notice that )(τH eff  of eq. (25) exhibits a good correspondence with 
that given by eq. (17) where )'( 2
0
τττβ − −∫ d  in eq. (25) is replace by )0(2Φ .  
The factor )'( 2
0
τττβ − −∫ d  which goes infinite for 0|'| →−ττ  is ascribed to 
the long time approximation, so it should remain finite in principle.  As seen 
in eq. (14), )0(Φ  has the order of band width W of the s-electron system, 
which can be approximated to be inverse of the DOS, ρ 1− .  Thus the last 
term in eq. (25) can be inferred to give the contribution of around γρ /2J , 
the same or smaller order as the third term in eq. (25). 
     In the scenario of the CL theory, the form like the third and forth terms 
of eq. (24) has the contribution of the first derivative with respect to time, 
that is, Ohmic type dissipation.  Mathematically, however, these two terms 
are a little bit different from the typical form of the CL theory.  Therefore 
some approximations have been made in this work.  The details are given in 
Appendix.  Eventually, by multiplying S0  to eq. (24) from the left and 
letting it→τ , the equation of motion is recast into the form of 
  ))()(2( 00
2
00
2
00 zSSSHSS ×−+×−×−= ↓↑↓↑ SJ zeff &&& ρρρρπγ       .        (26) 
Thus we can reach the same result as eq. (16) obtained by the stochastic 
approach.  In both approaches, the Gilbert damping term stems from the 
imaginary part of spin susceptibility of Fermionic system which behaves as 
ω  linear in low ω  region.  Worth mentioning here is that the stochastic 
theory based on the dissipation-fluctuation theory supplies substantially the 
same result with the CL approach based on the path-integral theory.  The 
comparison of these two approaches tells us that the decomposition of 
susceptibility into the long time part and the counter part in the CL theory 
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corresponds to, in the stochastic approach, doing the integration by parts for 
the response function term to obtain the relaxation function.  And the 
integrated value of the relaxation function turns out to correspond to the 
Gilbert damping coefficient α , which is just the long time part of the spin 
susceptibility in the CL approach.  It should be noted that, as can be 
understood from eq. (14), the relaxation function corresponding to the 
Gilbert damping coefficient is time-dependent, in principle, which should 
appear with a form of )'()'('
0
tttdt
t
t
S&−Φ∫  in the LLG equation.  The 
extremely slow motion of spin precession compared with the relaxation of the 
s-electron system enable us to treat this term as )()'(')(
0
tttdtt
t
t
SS && α∝−Φ∫ , as 
a Markovian process.  This feature is manifested as a long time part in the 
CL approach. 
 
4. Discussion 
     We have derived the LLG type equation directly from the s-d model and 
showed that the Gilbert damping α  is proportional to the DOS of each spin 
state.  Here, based on the present result, let us make briefly a quantitative 
analysis of the Gilbert damping coefficient of permalloy as a typical 
transition metal system.  The s-electron system in the present model can be 
regarded as sp bands in the transition metal system and the localized spin 
system as the d-electron system.  From the first principles band calculation 
combined with the coherent potential approximation (CPA), the DOS of sp 
bands at the Fermi level in permalloy are found to be around 0.04 eV-1 per 
atom and spin for both spin states and one can put 2S=1.  If we take J =1eV, 
we obtain α  of about 0.003 which is of the same order as the measured 
value, α ≈ 0.008.27)  From the present result we expect that in the 
half-metallic system where the DOS of either spin state vanishes the Gilbert 
damping is expected to be zero.  And, in fact, in YIG which has no Fermi 
surface in both spin states the damping is known to be quite small.   
The similar model and result as ours were previously presented by 
Korringa who discussed the nuclear spin relaxation time T1 by taking into 
account the interaction with the conduction electrons.  He demonstrated 
that the relaxation rate 1/T1 is proportional to both the DOS and 
temperature T through  
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=−−∑ )())(1)(( ''
',
εεδεε kkkk
kk
ff )()( '
',
B εεδε
ε
kk
kk k
kfTk −∂
∂− ∑ ρ 2BTk≅ .   
This is similar to our result except for the proportionality to T.  
Mathematically, this discrepancy is naturally understood by looking that the 
Korringa relaxation term given above can be expressed by )(ImB ωχω
Tk , 
while the response function in our case is proportional to )(Im ωχ  itself.  
Physically, the Korringa relaxation provides the transition probability of 
localized spin through the interaction with the conduction electrons, which 
remains finite even for ω =0, with a help of thermal excitation of the 
conduction electrons.  On the other hand, )(Im ωχ  represents the spin 
fluctuation spectrum of itinerant electron system in the equilibrium state 
and also describes the response to the external field having frequency of ω .  
In the Fermionic system this behaves as linear in ω .  Thus it must vanish 
for 0→ω  even in finite temperatures.  These differences are reflected in 
the difference of damping form in the equation of motion, that is, 
TMM z 1/)( −  for Korring case and MM &×  for ours.  As a physical property, 
the difference would appear clearly in the intrinsic temperature dependence 
of the damping constant.  However, looking at the experimental data of 
transition metal systems obtained by Bhagat et al. 28), the temperature 
dependence of damping constant seems not so simple nor systematic, which 
may imply that the mechanism of spin relaxation in transition metal 
systems has various aspects depending on the temperature, as suggested by 
Kambersky. 29) 
Finally, let us make a brief consideration on the interference effects of 
localized spins.  If we extend our stochastic approach to treat the collective 
mode of spin precession, the equation of motion can be rewritten in the form 
of 
  ∑∫ −×+×−= ∞
j
jijtieffii
tttdttJtt )'()'(')()()(
0
SSHSS δχγ& . 
Here )(tijχ  corresponds to the non-local spin susceptibility whose Fourier 
transformation is given by ),( ωχ q .  The imaginary part of ),( ωχ q  
generally has the form of q/ω  which also behaves as ω  linear at low ω  
region.  This should vanish in the limit q →  0, which implies that the 
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uniform precession, so called the Kittel mode, does not have finite Gilbert 
damping.  In fact, according to the theoretical result presented by Singh et 
al.,8) the damping of spin wave due to the spin flip scattering is proportional 
to q2 which goes to zero for q=0.  However, almost experimental data show 
that in a uniform precession the Gilbert damping remains finite.  It should 
be noted here that, in actual experimental situations, the uniform precession 
is retained compulsorily with a help of external microwave.  This situation 
leads us to expect that the uniform precession in the actual system does not 
necessarily reflect the collective mode of q=0 but can be considered as an 
individual precession with no interference.  For NMR relaxation, at least, 
the interpretation of spin relaxation in terms of local precession seems to 
work well in most experimental data.  A detailed analysis will be given in 
the next paper. 
     In summary, we have derived directly the LLG type equation using the 
s-d model in which the s-electron system is regarded as an environment 
coupled weakly to the localized spins.  Based on the irreducible linear 
response theory, we show that the relaxation function (time-integral of the 
response function) of the s-electron system leads to the Gilbert damping term 
which corresponds to the retarded resistance function in the generalized 
Langevin equation.  The Ohmic form of the Gilbert term stems from the fact 
that the imaginary part of the response function corresponding to the spin 
susceptibility of itinerant electron system is proportional to ω  in the low ω  
region, being ascribed to the Stoner excitation.  The new finding is the 
additional term which behaves as zM ˆ00 ×M z& , originating from the 
individual electron-hole pair excitations in each spin sate.  Further we 
confirm that this approach supplies substantially the same result as that by 
Caldeira-Leggett theory based on the path-integral approach. 
 
The author thanks to Profs. S. Maekawa, H. Imamura and H. Tsuchiura for 
helpful discussion. 
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Appendix  - derivation of damping term in eq. (26) - 
Let us consider a function )(τF  defined below. 
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Making use of the approximation 
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)(τF  can be put into a form which is valid for 0=T  
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If we put δεω ii l +→ , then  
  πεδεωδεωωεωω
ωω i
ii
dd
l
l −=−−−++→+ ∫∫
∞∞
)11(2
022
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0
        .     (A-4) 
Replacing the frequency summation in eq. (A-3) by integral in terms of ε  
and putting it→τ , one finally obtains 
  
)(
)()(
2)(1)(
22
2
0
tM
ieMd
deiMF
ti
l
l
l
l
i l
&π
εεεπ
ωω
ωωωβτ
ε
τω
=
−→
+→
−∞
∞−
∞−
∫
∑ ∫
                     .      (A-5) 
 
 
 
 
 
 
 
 
 
 
 17
References 
1) J. C. Slonczewski, J. Magn. Magn. Mater. 159 (1996), L1. 
2) L. D. Landau and E. M. Lifshitz, Phys. Z. Sowiet 8 (1935), 153. 
3) T. L. Gilbert, Phys. Rev. 100 (1955), 1243. 
4) See for example, l. Žutić, J. Fabian and S. D. Sarma, Rev. Mod. Phys. 76 
(2004), 323. 
5) R. J. Elliott, Phys. Rev. 96 (1954), 266. 
6) F. Beuneu and P. Monod, Phys. Rev. B 18 (1978), 2422. 
7) P. Fulde and A. Luther, Phys. Rev. 175 (1968), 337. 
8) A. Singh and Z. Tesanovic, Phys. Rev. B 39 (1989), 7284 
9) V. Kambersky, Phys. Rev. B 65 (2002), 212411-1. 
10) V. Korenman and R. E. Prange, Phys. Rev. B 6 (1972), 2769. 
11) Y. Yafet, Solid State Physics. 14 (1963), 1. 
12) A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher, A. Garg and 
W. Zwerger, Rev. Mod. Phys. 59 (1987), 1. 
13) L. Chang and S. Chakravarty, Phys. Rev. B 31 (1985), 154. 
14) M. Keil and H. Schoeller, Chemical Phys. 268 (2001), 11. 
15) S. Chakravarty and A. J. Leggett, Phys. Rev. Lett. 52 (1984), 5. 
16) E. M. Chudnorsky and L. Gunther, Phys. Rev. Lett. 60 (1988), 661. 
17) Y. C. Chen, Phys. Rev. B 37 (1988), 3450. 
18) Y. Rikitake and H. Imamura, Phys. Rev. B 72 (2005), 033308-1. 
19) A. S. Verhulst, D. Maryenko, Y. Yamamoto and K. M. Itoh, Phys. Rev. B 
68 (2003), 054105. 
20) S. Watanabe and S. Sasaki, Jpn. J. Appl. Phys. 42 (2003), L1350. 
21) J. Korringa, Physica 16 (1950), 601. 
22) C. Kittel and A. H. Mitchell, Phys. Rev. 101 (1956), 1611; A. H. Mitchell, 
ibid. 105 (1957), 1439. 
23) J. Sinova, T. Jungwirth, X. Liu, Y. Sasaki, J. K. Furdyna, W. A. Atkinson 
and A. H. MacDonald, Phys. Rev. B 69 (2004), 085209. 
24) Y. Tserkovnyak, G. A. Fiete and B. I. Halperin, Appl. Phys. Lett. 84 
(2004), 5234. 
25) A. O. Caldeira and A. J. Leggett, Phys. Rev. Lett. 46 (1981), 211; A. O. 
Caldeira and A. J. Leggett, Ann. Phys. (N. Y.) 149 (1984), 374. 
26) G. Tatara and H. Fukuyama, J. Phys. Soc. Jpn. 63 (1994), 2538. 
27) S. Mizukami, Y Ando, and T. Miyazaki, J. Magn. Magn. Mater. 239 
(2002), 42; Phys. Rev. B 66 (2002), 104413. 
 18
28) S. M. Bhagat and P. Lubitz, Phys. Rev. B 10 (1974), 179. 
29) V. Kambersky, Can. J. Phys. 48 (1970), 2906. 
 
