Abstract. The purpose of this paper is twofold. The first is to describe some simple and robust iterative schemes for nonsymmetric and indefinite elliptic boundary value problems. The schemes are based in the Sobolev space Hl (ii) and require minimal hypotheses. The second is to develop algorithms utilizing a coarse-grid approximation. This leads to iteration matrices whose eigenvalues lie in the right half of the complex plane. In fact, for symmetric indefinite problems, the iteration is reduced to a well-conditioned symmetric positive definite system which can be solved by conjugate gradient iteration. Applications of the general theory as well as numerical examples are given.
Introduction
In the first part of this paper, we shall describe methods based on the normal equations with respect to the Sobolev space Hl(Q). Methods of this kind have been suggested in [10, 2] . In [2] , a theorem providing bounds for iterative convergence rate was given. Here, we give a somewhat more general version of the above-mentioned result and elaborate on its applicability and implementation. These methods are particularly robust in that preconditioners can often be developed from problems with different boundary conditions, and only limited regularity is required on the solutions of the underlying partial differential equation.
In contrast, iterative schemes for nonsymmetric and indefinite systems have been studied which are based on the normal equations in discrete L2. The analysis of the resulting iterative schemes seems to require full elliptic regularity. In addition, rapid convergence of the L2-based algorithms requires more stringent restrictions on the boundary conditions of the problem from which the preconditioner is derived [15] .
The Hl (fi)-based schemes which we shall describe are simple to analyze and robust. Alternative schemes based on generalizations of conjugate gradient and conjugate residual methods have been proposed (cf. [10] ). Theoretically, none of the generalized schemes can be shown to be asymptotically faster than the H}(Q.) normal equation method which we shall describe. Extensive comparisons of these methods have been made [10] . These experiments suggest that the methods exhibit similar performance when they converge. However, the generalized approaches may fail to converge in certain applications.
In the second part of this paper, we introduce a technique for reducing certain indefinite or nonsymmetric problems to ones whose spectrum is contained in the right half of the complex plane. We then show how this may be utilized to define an easily computable iterative procedure for solving the resulting reduced problem. In the symmetric indefinite case, the reduced problem is symmetric positive definite and hence, for example, the conjugate gradient method may be applied. In the nonsymmetric case, the reduced problem may be solved using, for example, the GMRES algorithm (cf. [18] ).
We shall develop the iterative schemes in an abstract way. To do this, we assume that we are given a Hubert space S? with norm and inner product respectively denoted by || • ||#i and A(-, •). The space S7 is compactly and densely contained in a larger space L2 with norm and inner product denoted by || • || and (•,•)• We shall be interested in approximating the solution u eS* of the problem (1.1)
A(u,9) = (f,0) forallöe^, for a given function /. The quadratic form A may be nonsymmetric or indefinite, but is assumed to be bounded in the norm on S?. We shall describe the iterative schemes applied to a family of approximations to (1.1) . To this end, we assume that we are given finite-dimensional approximation spaces S?h c S? indexed by /¡e(0, 1]. The parameter h corresponds roughly to an approximation grid size, and problems with larger h have fewer unknowns. The approximation wA e S% is defined to be the Galerkin projection, i.e., (1.2) A(uh,4>) = (f,4>) forall</»e^.
We shall always assume that (1.1) and (1.2) are uniquely solvable. In applications, this is often the case with only minor restriction on the size of h, e.g., h <hn for a fixed constant ho . We shall develop various preconditioned iterative schemes for computing the solution of (1.2) in the remainder of the paper. In §2, we describe the preconditioned iterative schemes based in Hx for (1.2). These schemes have appeared in the earlier literature [2, 10] . We give a simple theorem which provides bounds for their convergence.
In §3, we describe iterative schemes in a reduced subspace utilizing a coarsegrid approximation. Alternative ways of using a coarse-grid approximation in these types of problems have appeared, for example, in [7, 8, 20] as well as in the multigrid literature (see [6, 16] and the extended bibliography in [16] ). Our approach is unique in that it leads to a problem with lesser rank and, in some applications, a well-conditioned symmetric positive definite system.
We present applications in §4. There, we consider second-order equations with first-and zeroth-order terms as well as oblique derivative boundary conditions. Finally, the results of numerical experiments illustrating the convergence of the proposed iterative schemes are given in §5.
A GENERAL ITERATIVE METHOD WITH PRECONDITIONER BASED IN Hl
In this section, we provide iterative schemes for (1.2). These schemes will be defined in terms of a symmetric positive definite quadratic form Bf, on S^f, x SI. We suppose that there are constants Co and Ci satisfying (2.1) C0Â(<t>,<t>)<Bh(<t>,(t>)<CiÂ(<t>,<f)) for all ¿e.^.
The form Bf, will provide the preconditioner for A. For the subsequently described iterative methods to be effective, the ratio Cl/Cn should remain relatively small, even as h becomes small. To describe the iterative methods, we first consider the usual computational representation of the finite element problem (1.2) . This realization of (1.2) assumes a given basis {</>),}"*, for <9j,. The solution Uf, of (1.2) is expanded in this basis as
The unknown coefficient vector Uf, satisfies the matrix equation
where Ah is the "stiffness matrix" with entries (Ah)¡j = A(<j>'h , <t>{) and Fh is the vector with entries (Fh)¡ = (/, <¡>'h). The preconditioning matrix (Bh),j = Bh((f>'h, 0j[) is analogously defined. Finally, the preconditioner Mh is defined to be the inverse of Bh . The iterative schemes are based on the following simple observation. The solution Uf, of (2.2) satisfies
where A'h is the transpose of Äh . The matrix sf -Mf,ÄlhMhAh is symmetric on R"h equipped with the inner product
It is immediate that
Inequality (2.1) and the solvability of (1.2) imply that stf is positive definite with respect to this inner product. The preconditioned //'-based iterative scheme for solving (2.2) is nothing more than the conjugate gradient method applied to (2.3) in the inner product (2.4) . This leads to the following algorithm. To bound the rate of convergence of the above conjugate gradient algorithm [17] , it suffices to estimate constants satisfying inequalities of the form
for all vectors V e R"h. In fact, it is well known that i steps of the above algorithm reduces the initial error by a factor which is less than or equal to 
Thus, in either case, estimates for the rate of convergence of the above conjugate gradient algorithm will follow from estimates of the form of (2.10) provided that Bf, is a good preconditioner for A on S^f,. The following theorem provides some hypotheses for proving the lower estimate in (2.10). Note that the upper estimate follows immediately from the boundedness assumption on the form A(-, •). For the purposes of this theorem and elsewhere in the remainder of this paper, the character C will be used to denote a generic positive constant which may assume different values in different places. The constant C will always be independent of the mesh parameter h. Theorem 2.1. Let Rh and R be defined respectively by (2.9) and (2.12). Assume that the following estimates hold: (2.13) \\e\\w<C{\\Rhd\\w + \\e\\} for all de 3%;
there exists a fixed positive number y with (2.14) \\(R-Rh)6\\<Chv\\8\\Hi for all 6e^;
for any e > 0 there exists a constant C£ such that (2.15) \\e\\<C£\\Rd\\ + e\\e\\H1 for all 0 6 f.
Then there exists a constant ho > 0 such that for h < /z0, \\e\\HI < C\\Rh6\\w for all 6 e 5%.
This theorem was essentially given in [2] . Its proof is obvious. Applications of the theorem are given in detail in §4.
A COARSE-GRID REDUCTION TECHNIQUE
We develop a method which utilizes a "coarse-grid solve" in this section. This results in a system with a reduced number of unknowns which is either positive definite in the case when A is symmetric indefinite, or has a positive symmetric part in the general case.
To describe this technique, we assume that along with our approximation space S^f,, we are given a "coarser" subspace S^n C ,5% with mesh parameter H > h . We are interested in solving (1.2).
The algorithm is developed in terms of the projector PH: 5? i-> S?H which is defined by PhV = w , where w G S h is the solution of (3.1)
A(w, <t>) = A(v , 4>) fora\\4>&yH.
Subsequently, we shall impose sufficient conditions such that the solvability of (3.1) is guaranteed provided that H is sufficiently small. Throughout this development, we shall assume that the solution of the coarse-grid problems (e.g., (3.1)) is relatively inexpensive. We then write the solution of (1.2) as We will later impose conditions which guarantee the existence of a unique function v G y^~ satisfying (3.4). The algorithm for the reduced equations is, essentially, a scheme for solving (3.4) . Before stating the reduced algorithm, we provide a theorem which guarantees existence and uniqueness of solutions to (3.1) and (3.4). Theorem 3.1. Assume that the form A satisfies a Gdrding inequality of the form
Assume that there is a fixed y > 0, such that functions w G S?h satisfying (3.1) also satisfy (3.6) \\v-w\\<CH7\\v-w\\Hi for all v£<9>. Then there exists a positive constant Ho such that for H < Hq, (3.1) is uniquely solvable and (3.4) is uniquely solvable in S^1-. Moreover, there exists a positive constant C¿ such that
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Proof. The unique solvability of (3.1) under the above assumptions follows after applying an argument given in [19] . Inequality (3.7) follows combining (3.5) and (3.6).
We need only show the unique solvability of (3.4) on S?¿-. Inequality (3.7) implies that the quadratic form on the right-hand side of (3.4) has a nonnegative symmetric part which vanishes only on functions v with (/ -Ph)v = 0. For \\v\\ = ||(/ -Qh)(I -PH)v\\ < ||(7 -Ph)v\\ .
This completes the proof of the theorem. Theorem 3.1 justifies the following three-step algorithm for computing the solution Uf, of (1.2).
Algorithm 3.1. (1) Compute PhU¡, and the data on the right-hand side of (3.3). We propose to solve problem (3.4) by preconditioned iteration where the preconditioner is defined in all of 5^h . We note that the function v G ^± satisfying (3.4) is the solution of the operator equation
where Qf, is the L2 projection onto S% . By (3.7), Afr is an operator from J?5,x onto S"¿-with positive definite symmetric part. As in §2, let Bf, be a symmetric positive definite preconditioning form, and define the corresponding preconditioning operator Mh : S^h h-> S% by Bh(Mhx,e) = (x,6) for all 0e^.
Then, M^ = (I -QnjMf, is a symmetric positive definite operator on Sf¿-. Clearly, the solution v of (3.8) satisfies
To analyze the rate of convergence of iterative algorithms applied to (3.9), we must provide some estimates for the eigenvalues of the operator M^A^ . It is natural to introduce the inner product || • ||B± = ((M^)~l-, -)1/2 and prove the following lemma.
Lemma 3.1. Assume that (2.1) and (3.7) hold. Then for any u, v e S^1-, Proof. Let PB--^h^ ^h be defined by Thus, (3.13) ((M¿-)-lw,w) = Bh((I-PB)w,w) for all w G ^x .
First we prove (3.10). By the boundedness of A ,
Using (3.7), we get
Dividing by IK/-/*//)"!!//! and using (2.1), (3.13), and (3.14) proves inequality (3.10).
We next prove (3.11). By (2.1), (3.7), and the minimization property of PB ,
This completes the proof of the lemma.
The simplest application of the above lemma is the analysis of the linear iterative scheme applied to (3.9). It is assumed that an initial iterate vq G J^x is provided. For example, one could take vq = 0. For i-1,2, ... , we define (3.15) Vi = »,_, + t((/ -Q")gh -MfrAtvi-y).
Here, t is a positive scaling factor. A trivial calculation gives that the error et -v -Vi satisfies \\ei\\\<p\\e,-X\\B¡:<pl\\eo\\2B,, where p = (1 -2tCl + t2C2,) . Thus, if we take x = Cl/C2, , then p = (1 -C^/C2,). As usual, the linear iterative method requires estimation of a parameter. Note, however, that a smaller value of t above will give rise to convergent iteration with a somewhat slower rate. The above algorithm requires exactly one evaluation each of Ma and Aj¡p er iterative step. This means that the action of the operator (/ -Qh) must also be computed. To avoid the computation of Qh , we develop a variation of the above procedure.
Note that Algorithm 3.1 only requires the computation of (/ -Ph)v . With this in mind, we consider the following variation of (3.15). Let v~o e S% be given, and set vo = (7 -Ph)v~o ■ For i= 1,2,... define (3.16) Vi = <>,_, + t(/ -PH)(gh -MhAf,vx_x).
Set wo = (/ -Qh)v~o ■ By applying (/ -Pa) to (3.15), it is easy to see that Vi = (7 -Ph)Ví, where v¡ is the iterate in (3.15). Thus, v¡ converges to (7 -PH)v with a rate which is bounded by the convergence rate of (3.15). In addition, (3.16) avoids the computation of the action of the operator (I -Qh) ■ For completeness, we describe (3.16) in terms of the computational basis for SPf, already used in §2 as well as a computational basis {4>H} for S?h ■ Let Ah denote the stiffness matrix for the form A with respect to the basis, and 7H denote the matrix operator which transforms coefficients corresponding to a function in J?# into the coefficients which represent the function in the basis for S^f,. We note that IhAhx IH^h is the matrix representation for the operator PH ■ Similarly, MhÄh is the matrix representation of the product Mj,Ah . For convenience, we shall denote by P¡¡ the matrix operator / -lHAHxVHAf, and by Gf, the vector with entries {(gf,, </>{,)}• Let IV0 denote the coefficients of the function v0 in the basis for S"/, and set W0 = P^ W0. Then the vector of coefficients W¡ corresponding to the function v¡ is given by the iteration (3.17) W, = W,_x + zP^(Gh-MhÄhWi_{).
The linear iteration (3.15) is also related to a natural two-grid multiplicative iterative method for (1.2). Given an initial iterate uq g S%, we define for 1 = 1,2,...,
It is easy to see that the error ¿, = Uf, -u¡ satisfies the product formula (cf. [4] ) it = (7 -xMkAh)(I -PH)ei-X. Let Vo -(I -Qh)uo ■ A simple mathematical induction shows that w, and v¡ (generated by (3.15)) differ by a function in S?h ■ Consequently, 11**11*1 = 11(7 -rMhAh)(I -PH)ën-\\\w (3.18) =\\(I-xMhAh)(I-PH)en-.l\\w < C|K_,||Bx < tWoU^ < Cp"-{\\eo\\w ■ Thus, the multiplicative algorithm converges at the same rate as the simple linear algorithm.
An analysis of an unsealed variation of the multiplicative algorithm was presented in [20] . There are two disadvantages of the unsealed approach. The first is that it essentially requires the use of a sufficiently accurate preconditioner, i.e., the ratio Ci/Q needs to be less than 1 +e for a sufficiently small value of e . The second disadvantage of the unsealed approach is that the analysis only applies if the nonsymmetric part of the equation is of lower order (see Remark 4.1).
Remark 3.1. It is obvious that the operator Mf, in (3.16) can be replaced by any other operator Mh provided that Mh<f> -Mh<f> is in S"h for all <j> G S?f,. This means that it is possible to skip the coarse-grid solves when Mh is defined by domain decomposition or multigrid. The same replacement is valid in the case of the multiplicative algorithm above, since the functions u, and v¡ will still differ by a function in S?H and hence (3.18) will still hold.
The linear algorithms given above require estimation of the iteration parameter. As an alternative, the //'-normal equation method of §2 can be applied to the reduced equation (3.8) . This is equivalent to applying conjugate gradient iteration in the inner product ((Mx)"'-, •) to the preconditioned equation (3.19) M¿-(AÍ)'M¿-Atv = MhHAi)gh. in an appropriate norm. The conjugate gradient iteration shows a theoretical acceleration of convergence over the linear method. As in the case of linear iteration, it is possible to implement an equivalent cg-like iteration for (I-Ph)v which avoids evaluation of the operator QH .
As in the symmetric case, there are several descent methods which can be directly applied to (3.9) . One such method suggested by many authors is the GMRES method [18] . Mathematically, GMRES provides an algorithm for computing a best approximation in a certain Krylov space. In our application, one assumes an initial approximation vo G ^x and defines the Krylov space Xm to be the span of the vectors r0, M^A^r0, ... , (M±^x)m~1r0, where rn = Mj¡-(Qhf -Af,PHUf, -Ahvo). The improved approximation vm is equal to vo + X > where x is the unique function in S^1-which minimizes the residual error \\ro -M^A^d\\B±. over all functions 0 G 3Pm .
We develop the computational version of GMRES following the development of (3.17), the computational version of (3.15). We start with the algorithm on S^1-, then introduce a version of the algorithm for computing (I -Ph)v directly, and finally present its implementation in terms of matrix operators. Details of the two intermediate algorithms are left to the reader. We present the implementation form of GMRES which provides the coefficient vector of a function converging to (7 -Ph)v : (4) is given in [18] . Remark 3.4. The above algorithm becomes somewhat inefficient if m becomes too large. Let n denote the number of unknowns. Then implementation of the above algorithm requires storage on the order of mn and operations on the order of nm2. Accordingly, it is often convenient to fix m and repetitively restart the algorithm.
The use of the coarse-grid solve is fundamental for the application of GMRES in that it results in a system with positive definite symmetric part. In fact, GMRES may fail as an iterative procedure when applied to general nonsymmetric problems. It is known (see [18] ) that the rate of convergence of GM-RES when applied to a problem with a positive definite symmetric part can be bounded in terms of the smallest eigenvalue of the symmetric part and the norm of the original operator. Let em-(I -Ph)v -vm , where vm is the function with coefficients Wm . Applying the above-mentioned analysis shows that (Mhaiem , Aiem) < (1 -a2/ß2)m(MhAJ;eo, A£e0).
The constant a above is the smallest eigenvalue of the symmetric part of the operator M¿-A^ . By Theorem 3.1 and Lemma 3.1, a > Cl-The constant ß above is the norm of the operator M^Aj; . By Theorem 3.1 and Lemma 3.1, ß < Cu ■ Thus, the theoretical convergence rate for GMRES is no better than the simple linear algorithm and worse than the //'-normal method.
In the case when Af, is symmetric, Theorem 3.1 and Lemma 3. Here, 9ß = YdUT^ and ^ denotes the outward conormal derivative on dß. The operator J? is given by
We assume that the matrix {a,7(x)} is symmetric, uniformly positive definite, and bounded. We also assume that ß is in L°°(d£l). We shall also consider oblique derivative problems when d = 2. In this case, we require that dfl be piecewise smooth and let t denote the (positively oriented) tangential direction along <9ß. The condition (4. To develop and analyze this example, we shall need to use Sobolev spaces on Q and dCl. For a nonnegative /, the Sobolev space of order / on fl will be denoted 7f'(£2) = W{(Sl) with norm || • ||, (see Definition 1.3.2.1 of [12] ). On the boundary, the space of order / will be denoted H'(dSi) with norm | • |/.
We next provide the weak formulation of (4. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Remark 4.1. Many analyses of iterative schemes for the solution of the discrete systems which result from the numerical approximation of nonsymmetric and indefinite boundary value problems require that the nonsymmetric part of the form A be of lower order (e.g., [6-8, 14, 15, 20] 4) . In contrast, the theory presented in this paper is applicable and shows that the corresponding iterative schemes remain effective.
To verify the hypotheses of the theorems in the previous sections, we shall use the equivalent inner product on 7/'(ß).
We note that the Gàrding inequality (3.5) holds for the form A . In fact, the term associated with the tangential derivative results in no difficulty, since dy \ /do \ I dy and hence Mm I dy \ \ Ida (4.9) (^'T-n^T he remaining terms are handled by standard perturbation arguments.
Remark 4.2. Many approaches for providing estimates for nonsymmetric and indefinite problems require that the form differs from a "nice" form (e.g., A(-, •)) by a lower-order perturbation. Our theory only requires that the symmetric part of the form differs from a nice form by a lower-order perturbation. Note that the oblique derivative term in (4.4) has the same strength as the second-order derivative terms in (4.1). However, (4.9) shows that the term (cr^ , y/) is weaker than A(yi, y/). We shall assume that (4.5) and its adjoint have unique solutions. In addition, we assume that solutions of adjoint problems have a modest amount of elliptic regularity. Specifically, given g e L2(ß), let v solve A(dj, v) = (4>,g) for all 4> G S?.
We assume that for some y G (0, 1], there is a constant C not depending on g G L2(ß) such that (4.10) \\v\\x+y<C\\g\\.
Estimates of the form (4.10) for many applications fitting into the general framework of problem (4.1 )-(4.4) can be found in various references. We shall quote some of these results in the Appendix. In addition, we shall provide a proof of (4.10) in the case of boundary condition (4.4). We approximate the solution of (4.5) by using the finite element method. This involves the use of a sequence of approximation spaces {S%} which are subspaces of S? and indexed by h g (0, 1]. Many examples of such constructions can be found in [1, 9] . We put very little restriction on these spaces other than the requirement that they satisfy standard approximation properties. In particular, we allow mesh refinement in all of our applications. In this case, the parameter h corresponds to the size of the largest triangle or finite element.
For the purposes of developing iterative algorithms, we only require that the subspaces satisfy (4.11) inf ||V-011, <Ch\\v\\2.
The inequality (4.11) holds with fixed C and for all v G 7/2(ß) nS". This does not exclude the use of higher-order spaces and refinement in order to obtain better solution accuracy. The Galerkin approximation uh g J?¿ to the solution u of (4.5) is defined by (1.2). Inequality (3.6) follows applying the standard finite element duality technique [1, 9] , (4.10), and (4.11). Thus, we have shown that the hypotheses of Theorem 3.1 hold for this application. The following theorem shows that the hypotheses of Theorem 2.1 also hold for this application. We shall use the following lemma in the proof of Theorem 4.1. Its proof will be given in the Appendix. Lemma 4.1. Let 0 < y < 1/2 be fixed. Given e > 0, there exists a constant Ce,y such that for all <f> G //'(ß) and y/ G Z/'+^ß), (4.12) Â(<t>,y/)<(Ce,yU\\+eU\U)\\y/\\l+Y.
Proof of Theorem 4.1. We first prove (2.13). By (3.5), for 0 G S% ,
Inequality (2.13) follows from (4.13) and obvious manipulations. We next prove (2.14). Let P¡, denote the elliptic projection onto the space 5% , i.e., Pf, : 5? *-> yh be defined analogously to PH in (3.1). From the definition, it is immediate that Rf, = Pf,R. Inequality (3.6) with h replacing H gives II(ä-ä*MI<ca'W||,.
Note that R is defined by the relation A(Rv , (¡>) = A(v , <f>) for all 0 G SP.
Taking 4> = Rv and using the boundedness of A(>, •) gives (4.14) ||Jto||,<C||t;||i.
Inequality (2.14) follows.
Before proving (2.15), we first define some additional notation. Let 5^~x denote the dual of 5?, i.e., S?~x is the set of distributions on ß for which the norm ii m ("» 0)
is finite. In addition, we define the following operators: Inequality (2.15) follows immediately combining (4.14) and (4.15). This completes the proof of the theorem.
Numerical experiments
In this section, we provide the results of numerical examples illustrating the theory developed in earlier sections. We shall consider a model problem in two-dimensional space. Specifically, we consider problem We shall consider three numerical examples. The first is the symmetric indefinite case (a = b = 0). The second example adds nonsymmetry using nonzero a, b . The final example illustrates the oblique derivative problem (i.e., boundary condition (4.4) with a ^ 0).
The sequence of subspaces are the usual finite element approximation spaces. Specifically, the domain ß is first partitioned into m x m square subdomains of side length 1/m . Each smaller square is then divided into two triangles by one of the diagonals. The approximation space ¿Pf, is defined to be the set of functions which are continuous on ß, piecewise linear with respect to the triangulation, and vanish on Yr>. In the first two examples, To is all of 9ß. In the last example, TD = dß/Tjv , where TN = {(0, y)\y G (0, 1)}.
We seek the Galerkin solution Uf, &-9j\ satisfying (1.2), where A(-, •) is defined by (4.6) . For all of our examples, the preconditioner for (1.2) is developed from the form corresponding to the Laplace operator, where c\ is a nonnegative constant. Specifically, the preconditioning operator Mh is defined by applying one V-cycle of a multigrid procedure corresponding to the form D(-, •) on the subspace S% (cf. [3, 5] ). The problem corresponding to (5.1) is solved exactly on the coarsest grid of mesh size 1/4. In addition, one sweep of Gauss-Seidel smoothing was used on the way down with a sweep in the opposite direction on the way up. This results in a symmetric preconditioning form Bh(-, ■). One factor which can be used to interpret the efficiency of the proposed iterative schemes is the number of iterations required to achieve a certain accuracy. Specifically, we define NI to be the number of steps required to reduce the initial error by a factor of 10~6 , i.e., lkv/ll<io-6lMI, where e¡ = Uh -V¡, U¡, is the solution to (2.2), and V¡ is the z'th iterate in the given algorithm. The second again uses Algorithm 2.1 but with c\ = c as suggested in [11] . The final uses the subspace reduction technique of §3 and Algorithm 3.3.
Tables 5.1 and 5.2 illustrate the effect that the parameter cx in (5.1) has on the convergence behavior of Algorithm 2.1. The reported condition numbers K(sf ) are significantly larger in the case when c\ -0 than in the case of C\ = c. However, the number of iterations required for a given accuracy is less in the case of Ci = 0. The large condition numbers in the case of C\ -0 are due to a few large eigenvalues. In such instances, the conjugate gradient algorithm converges faster than predicted by the condition number alone. Table 5 .3 illustrates the effect which the coarse-grid reduction technique has on the convergence rate of the resulting scheme. The *'s in the first row (// = 1/8) indicate that the preconditioned system failed to be positive definite for that value of H. This shows the necessity of taking 7/ sufficiently small. The remaining rows show the substantial benefit resulting from the coarse-grid solve once the threshold H < Ho has been reached. Since the reduced system is positive definite, conjugate gradient iteration can be applied and half the number of operator evaluations are required per step. Note that we get drastically Example 2. This example illustrates the convergence behavior of the iterative algorithms developed earlier when applied to a nonsymmetric and indefinite problem. This time we take a = 1, b = 2, vary c, and, once again, take Yd = dQ. All of the remaining results are for C\ = 0. Tables 5.4 and 5.5 illustrate the effect that the coarse-grid reduction has on this problem. Table 5 .4 gives results for Algorithm 2.1, whereas Table 5 .5 gives similar results but for the conjugate gradient method applied to the reduced equations (3.19) . Once again we see that the coarse-grid reduction technique leads to algorithms with significantly lower condition numbers which converge to a given accuracy in far fewer iterations. The large condition number in the first row of Table 5 .5 is in agreement with the failure of convergence observed in the first row of Table 5 .3. However, the method of Table 5 .5 (based on the normal Finally, Table 5 .6 gives iteration counts for GMRES (Algorithm 3.2) applied to this example. Note that the iteration counts of Table 5 .6 are somewhat better than those of Table 5 .5. This is due to the fact that the nonsymmetry of this example is very weak. MhÄhUh = MhFh. To keep storage requirements manageable, GMRES was restarted every ten iterative steps. Algorithm 2.1 always converged faster than GMRES for this application. In fact, for larger a, the 7/'-normal approach provides a much more effective algorithm.
Appendix
In this Appendix, we shall discuss the estimates (4.10) and Lemma 4.1. We first provide a proof that (4.10) is satisfied for some examples with boundary condition (4.4). We finish by proving Lemma 4.1.
Inequality (4.10) in the case of Dirichlet boundary conditions and domains with polygonal boundaries has been proved in [13] . We will prove this estimate with boundary condition (4.4) under some further assumptions. Specifically, we consider the problem -Au =f in ß, where ß has a polygonal boundary and o is constant on each connected component of Tat . If To is empty, we require that / fdx = 0 and / udx = 0. Ja Ja
The first step is to provide an LP estimate for the solution u of (6.1). For nonnegative s and 1 < p < oo, we denote by W/¡(L~Í) the usual Sobolev space with norm |H|iiP given, for example, by Definition 1.3.2.1 of [12] . Combining Theorems 4.3.2.4 and 4.4.4.13 of [12] , using the uniqueness of solutions to (6.1), and examining the behavior of the singular functions associated with the boundary edge angles and the boundary conditions shows that there is a p with 1 < P < 2 such that (6.2) IMl2,p<C||/l|o>P.
We next note the following imbedding inequality (see Theorem 1.4.4.1 and the remark thereafter in [12] ): For each 1 < p < 2, there exists a constant Cp such that (6.3) Uh-2/p < CPH\\2,P for all </> G W2(Çi). Combining (6.2) and (6.3) and using the fact that \\f\\o,P < C||/|| proves (4.10) with 7 = 2-2/p. Remark 6.1. There is no difficulty in replacing the Laplacian in (6.1) by the Laplacian plus lower-order terms. Generalizations to variable-coefficient operators and boundary conditions seem possible but are tedious and hence will not be treated here.
We now provide a proof of Lemma 4.1. We first consider the derivative terms in (4.8) . Let E denote the extension operator given by Theorem 1.4.3.1 of [12] . For a function v defined on ß, let v denote the extension of v by zero to Rd . Since y < 1/2, Corollary 1.4.4.5 of [12] gives that the norm HûH^/^) is equivalent to the norm ||t>||j, for all v G Hy(Q). Thus, for <f> G 7/'(ß) and y/eHx+y(íl), 
