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A relationship between Laplace-Beltrami and Schrodinger operators on 
Euclidean domains is analyzed and exploited for several purposes: We use the 
Schriidinger equation to analyze the spectra of Laplace-Beltrami operators with 
periodic metrics on R’, and use geometric notions and nonlinear differential 
equations to bound spectra and Green functions of Schrodinger operators in 
various ways. We also have a new, more operator-theoretic analysis of the 
semiclassical limit and the Liouville-Green (or JWKB) approximation in one 
dimension. q’ 1987 Academic Press. Inc. 
1. INTR~DuCTLON 
The spectral analysis of Schrodinger operators on Euclidean domains is 
similar in many respects to that of Laplace-Beltrami operators on 
manifolds. For both types of operators there are similar-looking generic 
bounds on the low-lying eigenvalues and asymptotic expressions for high- 
flying eigenvalues, such as the formula of Weyl and its generalizations. The 
spectrum of a Schrijdinger operator reflects functional properties of the 
potential V(x) (integrals, smoothness), whereas that of the Laplace- 
Beltrami operator reflects the geometry and global topology of the manifold 
[ 1, Vol. IV, 2-41. These similarities suggest that there could be a more 
unified approach to the analysis of the two types of operators, and this 
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suggestion is strengthened by many instances of cross-fertilization between 
geometric and quantum-theoretic technique. For example, the recent 
striking extension of semiclassical analysis of tunneling phenomena, such as 
the eigenvalue splitting of double-well operators, from one dimension to 
higher dimensions replaces the use of Liouville-Green (often called JWKB) 
approximations [S] with the introduction of Agmon metrics related to the 
potential [6, 71. 
The main goal of this article is to lay out some of the connections 
between Laplace-Beltrami and Schrodinger operators more fully. 
Applications can then be made to diverse subjects. In particular, we shall 
exhibit Laplace-Beltrami operators on R”, v > 2, with gaps in their spectra 
(impossible if v = l), provide an interpretation for some estimates of 
Agmon on the decay rate of eigenfunctions, and analyze the connection 
between the Liouville-Green approximation and Green functions in one 
dimension. The latter leads to some new spectral bounds. 
One-body Schrodinger operators are self-adjoint operators of the form 
H= -A + V(x), (1.1) 
acting on L*(Q), where D is a Euclidean domain. The Laplace-Beltrami 
operator L on L*(Q), where Q could more generally be a Riemannian 
manifold, is the self-adjoint operator on L*(i2, du) associated with the 
quadratic form 
<Lhf>=\Q Igradfl*& (1.2) 
defined initially forfE Wi;*, i.e., L* functions of compact support having L* 
first partial derivatives, and then extended using quadratic-form techniques 
[8, Chap. 41. In (1.2) the modulus, gradient and volume element are all 
defined in terms of the metric, but we now transfer to the description of the 
same quantities in terms of the Euclidean gradient and modulus. For 
suitablef, L can be written in terms of the metric tensor g, as 
LF= -&-I a,(& g”ajf ). (1.3) 
We shall be interested primarily in the case of conformally flat metrics, i.e., 
Sijtx) = a(x) 6ijt (1.4) 
and where the manifold Q is a Euclidean domain. We assume throughout 
that a(x) is uniformly bounded, bounded away from 0, and uniformly 
Lipschitz. Equivalently, a * ’ E W,,, ‘,m. Equations (1.2) and (1.3) then read 
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and 
Lf= --a(~)-“/~ div(a(x)“‘2-1 gradf), (1.6) 
as an operator on L2(sZ, avi2 8x). The Laplace-Beltrami operator can be 
converted into an operator A on the space with the Euclidean metric by a 
unitary scaling 
with 
Thus, 
U: L2(Q, d”x) + L’(s2, av12 d”x): A = U-‘LU, 
Uf = a(x)p”4J: 
(1.7) 
Af= --u-“‘~ div(aY/2 ~ ’ grad(a-“14f)) 
as an operator on L’(Q, d”x). 
We shall make frequent use of a straightforward transformation: 
PROPOSITION 1.1. For any bounded, measurable function n(x) on 52, the 
operator a(x)“‘(A - 2) a(x)“’ is a Schriidinger operator: 
Q’/~U-‘(L - 1) (Ja112 = a’12(A - 2) alI2 = -A + V. 
If v # 2 the potential is 
~~z-1 ~z-~z4”“--2) 3 
where 
That is, 
V= +)4/(“-2) A+)“- 2)/4 - Aa(x). 
(1.8) 
If v = 2, then 
v= -;la(x). 
Here both operators are considered as acting on L2(Q, d”x). 
The converse transformation is discussed below in Section 3. 
Proof If f E W:,2, then the identity 
(a1’2(A-~)a”2f,f)=((-A+V)f,f) (1.9) 
can be checked by direct computation using integration by parts. Iff l W:,2 
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and a E W,‘;:, then a:fE WC ‘,2 for all v E [w, so all the transformations out- 
lined above leave Wi,,2 invariant. The quadratic forms on the two sides of 
(1.9) are closable, and the operators are associated with the closures in the 
standard manner [l, 81. 1 
Remarks 1.2. In this article we shall take 1 equal to a constant. 
Observe that there is not an operator or spectral equivalence between L 
itself and the associated Schrodinger operator H(a, %), but that, since a(x) 
is bounded above and below, L - ;1 is invertible if and only if 
0 4 sp(Wa, A)). 
Observe that we do not claim that WJ,2 is contained in the domains of 
the operators in Proposition 1.1. It may be seen that C,? is a form core for 
both operators, but it is not so easy to establish (1.9) directly using Ccx 
unless a E C”. 
2. GAPS IN LAPLACE-BELTRAMI SPECTRA 
Is the spectrum of a periodic Laplace-Beltrami operator on R” 
necessarily [0, co), or may there be gaps? We learned of this question from 
B. Simon, who attributes his interest in it to R. Schoen. Periodic 
Schrijdinger operators in one dimension, often known as Hill operators, 
typically have an infinite number of gaps in their spectra. Only very special 
potentials can lead to finitely many gaps, and only a constant potential has 
no gaps in its spectrum. As conjectured by Bethe and Sommerfeld and 
proved (at least for v = 2) in [9-l 11, higher-dimensional, periodic 
Schrbdinger operators, in contrast, can have only finitely many gaps in 
their spectra. 
Curiously, the situation for periodic Laplace-Beltrami operators is 
entirely different. It is easy to see that a one-dimensional Laplace-Beltrami 
operator with periodic metric cannot have any gaps in its spectrum, for it is 
of the form 
Lf =a(x) -‘i2(d/dx)(a(x)p”2 dfldx), 
and can thus be converted into 
(2.1) 
with a change of variables so that d/dy = a(x) -‘I2 d/dx. Since a(x) is boun- 
ded above and below, this change of variables sends R to R, and 
L2(R a”2 dx) to 
course, [0, co). 
L2(R, dx), invertibly. The spectrum of - d*/dy’ is, of 
It is thus somewhat surprising that the spectrum of L may have gaps in 
higher dimensions. It is not difficult to see that 0 belongs to the spectrum of 
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any periodic Laplace-Beltrami operator on R”, by considering Weyl 
sequences of smooth functions identically equal to 1 on (Ix) <n}, 0 on 
{Ix) > n + l}, and interpolating in some uniformly smooth fashion for 
n < 1x1 < n + 1. By Remark 1.2, if L is a periodic Laplace-Beltrami operator 
in two dimensions, then L - 1 will be invertible provided that the 
Schrodinger operator -A - a(x) does not have 0 in its spectrum. We now 
construct an example where this is the case. 
EXAMPLE 2.1. A two-dimensional, periodic Laplace-Beltrami operator 
with a spectral gap. 
Consider the one-dimensional, periodic square-well operator 
h(c, K) = -d2/dx2 - K ‘f Q~~-~,~~+,.~(x) = -d*/dx* + U(x) 
n= -m 
as an operator on L2(R, dx). Since this is a symmetric Hill operator, the 
edges of the bands are the eigenvalues of 
-d2/dx2 - KXC-,.,,,(x) 
given Dirichlet or Neumann boundary conditions at f 1 [ 12, 131. Recall 
that the latter eigenvalues are the solutions of well-known transcendental 
equations described in most quantum-mechanics texts (e.g., [14, 
pp. 37-441). If the eigenvalues are denoted 
E,N<E;Y< .*. and Ef < Ef < . . . , 
then sp(h(c, K)) = [Et, E,D] u [ET, Ef] u ... (assuming that E,D < Ey, 
etc.). The spectrum of the two-dimensional operator H obtained by summ- 
ing two copies of h, i.e., 
H=h(c,K)@l+l@h(c,K) 
= -a2/aX* - a*/ay* + cqx) + cqy), 
is {p + 1: p, 1 E sp(h(c, K))}. Consequently, 0 $ sp(H) provided that 
2E,D<O<E,N+Er. (2.2) 
A calculation on a pocket calculator reveals that, for example, with c = 0.2 
and ~=7, 
E,D = -0.5912, 
E,N = -1.8861, 
Er = 2.3692, 
verifying (2.2). (A more rigorous version of this proof is easy to supply.) 
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The potential term U in the operator H is not smooth, but H can be 
approximated arbitrarily well in the norm-resolvent sense by a two-dimen- 
sional operator with a smooth, strictly negative potential. It follows that 
(2.2) holds for some such operator, and that the corresponding 
Laplace-Beltrami operator has a gap in its spectrum. 
We note that (2.2) fails in limits when c is small, c is large, K is small, or 
K is large. The existence of gaps in two dimensions is an intermediate 
phenomenon, in neither a perturbative nor a semiclassical limit. 
EXAMPLE 2.2. Now let the dimension v > 3. For any basic cell of 
periodicity P c R” and any number A> 0, there exists a periodic 
Laplace-Beltrami operator with 1$ sp(L). 
As in Example 2.1, we will find a periodic V such that -A + V is inver- 
tible, and then convert -A + V into a Laplace-Beltrami operator L - 1 
with a periodic metric ds2 = adx2. As seen above, this is possible if Eq. (1.8) 
more conveniently written as a Yamabe-type equation, 
-AZ+ VZ+~Z’rH(Z)+iZ’=O, (2.3) 
ct= 1 +4/(v-2)=(v+2)/(v-2), h as a positive, smooth solution on the 
torus T = R”/P, and, at the same time, 
O$sp(-A+ VI, (2.4) 
where H = -A + V is considered as operating on L2(R”). This value of c1 is 
known to be a critical index for Sobolev embeddings, and thus a com- 
plication in the analysis of equations of this type [15-171. Since, however, 
A> 0, the sign of the nonlinearity in (2.3) allows us to appeal to the simpler 
analysis of [ 18, Corollary 11.7; see also 191, which asserts the existence of 
such a solution for any A > 0 provided that 
O>E,(-A+ I’), (2.5) 
where here -A + V is considered as an operator on L’(U), and I’ may be 
assumed smooth. Since EO( - A) = 0, it is easy to arrange for (2.5) to hold. 
For example, it holds for any bounded V, not equal to 0 a.e., such that 
s V(x) dx d 0 
(cf. [20]). If V is taken as a periodic potential on R”, (2.5) is equivalent to 
the statement hat the bottom of the (purely continuous) spectrum of H is 
negative. 
Because of the freedom to add suitable constants to I’, the other con- 
dition (2.4) may be relaxed to the statement hat the spectrum of H as an 
SCHR6DINGEROPERATORS 171 
operator on L’(W) has any gap. The bands of a periodic, one-dimensional 
operator -d*/dx*+ rcU(x), with, e.g., U(x)=cos(x), are known to com- 
press with exponentially small widths as K -+ co onto the eigenvalues of 
appropriately (power-law) scaled harmonic oscillators [21 J. A separable 
potential such as 
V(x)= K i cos(x,) 
II=1 
leads to a spectrum which is the v-fold sum of these one-dimensional spec- 
tra, which will thus have a gap for all K sufficiently large. Nonseparable 
periodic operators have recently been shown to exhibit the same spectral 
compression in a equivalent limit [22, 391, and thus nonseparable exam- 
ples of Laplace-Beltrami operators are also easy to produce. 
3. ON THE GEOMETRIZATION OF SCHR~DINGER OPERATORS 
If v # 2, the possibility of converting a Schrijdinger operator H = 
-A + I/ into a Laplace-Beltrami operator with conformally flat metric 
depends on the solubility of (2.3) for a positive smooth function 2. For 
v > 2 and appropriate 1 and V, Eq. (2.3) is Yamabe’s equation for the 
possibility of conformally transforming a manifold to one of constant scalar 
curvature. Its solubility for compact, smooth manifolds Sz, positive, smooth 
potentials V, A ~0, and v > 2 has been proved recently in fair generality 
[ 17, and references therein]. As an immediate consequence of this (along 
with simpler facts for v = 1 or 2) we can state: 
PROPOSITION 3.1. Given a Schriidinger operator H = -A + V, if Q is 
smooth and compact (with Dirichlet boundary conditions imposed on any 
boundary), V is smooth and positive, and I. < 0, then there exists a 
Laplace-Beltrami operator L such that L - 2 is related to H according to 
(1.7), (1.8). 
The solubility of (2.3) with I<0 and nontrivial V(x) on unbounded 
Euclidean domains, in contrast, is apparently as yet open (see [ 15, 
p. 464]), and thus so is the possibility of completely geometrizing 
Schrbdinger operators H acting on R’ when v > 2. In dimension 2, as seen 
in Proposition 2.1, if - V/d is positive and smooth, then it can be chosen as 
the metric for an equivalent Laplace-Beltrami operator. On the other 
hand, even if v > 2, Agmon [23] has shown how to estimate decay proper- 
ties of solutions to (-A + V) u = 0 on unbounded domains by partially 
geometrizing H. Here we make some connections between Agmon metrics 
172 DAVIES AND HARRELL 
and the transformation of Section 1. A specialization of Theorem 4.1 of 
[23] is: 
THEOREM 3.2. Let p denote the geodesic distance associated with a(x) for 
a conformally flat Laplace-Beltrami operator on R”, and suppose that as 
x + co, lim inf a3 C> 0. For fixed R >O, 1 <O, and ye R”, the kernel 
K(x, y; A) of the inverse of L - 1 satisfies 
s K2(x, Y; 2) eWW(x, Y)) dx < ~0 (3.1) d5.v) -x R 
for any y < 121 C”“. 
Proof: For p(x, y) > R, the kernel satisfies (L - A) K= 0, with L as in 
(1.6). To put this into the correct form for Agmon’s theorem, mutliply 
through by avf2. i 
This property is referred to L* exponential decay with respect to p. 
Agmon also discusses how to proceed from this property to pointwise 
exponential decay. In addition, a special case of Agmon’s Theorem 4.4 
states that if for some positive, lower semicontinuous function /1(x), 
H> /l(x) in the sense of quadratic forms on the set of smooth functions 
compactly supported in {x: p(x, y) > R}, then any square-integrable 
solution of HU = Eu with E below the essential spectrum of H exhibits Lz 
exponential decay with respect to an Agmon metric aepending on /i. We 
shall continue to absorb E into V, and instead assume in this section that 
V3 C > 0, making the essential spectrum positive. 
Thus, if (2.3) has a positive solution on an exterior domain of R” for 
1” > 0, then Agmon’s technique could use 2 to construct a metric gauging 
the exponential decay of, say, the Green function G for H. Our inter- 
pretation of this state of affairs is more direct, namely that if (2.3) has a 
solution (setting 2 = l), then the exact formula 
Gb,, x2) = a(xl )\“4 ‘I* K(x, , x2) a(x2) ~ “I4 ‘I2 (3.2) 
allows the decay of G to be read off that of K with Theorem 3.2. If, as 
seems likely, Proposition 3.1 is roughly optimal for Laplace-Beltrami 
operators, then 2 would be an ideal quantity with which to gauge fall-off of 
solution to Schrddinger equations. We conjecture that (2.3) has solutions 
for a wide class of H, but, as remarked above, this has not been 
estabiished. 
In Sections 46 we obtain detailed information about one-dimensional 
Green functions. If v = 2 and V(y) is positive and smooth, then, simply, 
G(x, y)= K(x, y)/V(y), a= V. Equation (2.3) not being soluble for v> 2, 
however, the usual choice of Agmon metric takes n = V. Let us examine 
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the Schriidinger operator related to the Laplace-Beltrami operator with 
a = V. It works out to be 
-A+ V(x)+(v-2)AV/4V-(v-2)(v-6)\grad V12/16V2 
= -A + V(x) + B(x), (3.3) 
where the additional terms B recognizably become those of the 
Liouville-Green approximation in one dimension (cf. (5.3), below). This 
relationship leads to a version of Agmon’s estimates. (We do not attempt 
here to devise optimal assumptions, and in particular we require more 
regularity than Theorem 4.4 of [23].) 
THEOREM 3.3. Let 52= R”, v > 2. In addition to the foregoing 
assumptions, uppose that (grad V)/V and A V/V -+ 0 at 00. Let p denote the 
geodesic distance associated with V(x). Then the Green function G(x, y) for 
-A + V satisfies 
s G2(y, x) expG$p(x, Y)) dx < 00 P(S,Y) > R (3.4) 
for any y < 1, R > 0. 
Proof. By the subharmonic comparison theorem (for a precise version 
see [24, Theorem 2.11) the Green function is bounded above for p > R by 
a constant times the kernel G, of 
(-A+ V+B-6)-’ 
for arbitrarily small 6 (and there is a similar lower bound with i-6). The 
analogue of Eq. (3.2) states that 
G,(x, y) = V(X)‘/~- “2 K,(x, y) V(y)p”‘4p I’*, 
where K, is the kernel of (L, + 1)) ‘, L6 being the Laplace-Beltrami 
operator with a = V- 6. Theorem 3.2 implies that for all y < 1, 
K2,k Y)expCW) dx < a. 
(From 3.2, the exponent should contain the metric ps corresponding to 
V- 6, but since V> C, pa/p > 1 - est.. 6, so this difference can be absorbed 
into y.) 
It is not hard to see with a standard comparison argument that 
(grad V)/V -+ 0 implies that 
V(x)exp(-Plx-.A)-+0 
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for all /?>O. Since p dominates the Euclidean distance Ix- y/, the extra 
factors of V= a in (3.2) can thus also be absorbed into the factor exp(2yp), 
leading to (3.4). l 
4. ONE-DIMENSIONAL GREEN FUNCTIONS AND 
THEIR DIAGONAL FUNCTIONS 
If v = 1, the key equation (2.3) reads 
-Z”+ vz= -A/Z’. (4.1) 
This equation is somewhat familiar in the study of the oscillation theory of 
Sturm-Liouville equations via polar-coordinate transformations 
[ 12,25,26]. In particular, Bohl 1251 introduced a more complicated-look- 
ing equation equivalent to (4.1) in order to study the oscillatory 
Liouville-Green transformation 
u(x) = (l/l Ql “4) cos 
for solutions of 
-ld’+ vu=o. (4.2) 
For our purposes we merely need to observe that whenever u and w are 
solutions of (4.2) and A, B, C, and D are numbers, then direct substitution 
leads after a few lines of calculation to the conclusion that if 
z = D(Au’ + Bow + CW~)‘/~, (4.3) 
then z satisfies 
-z”+ Vz=D(B2-4AC) W{u, w}~/(~z’). (4.4) 
Here W(u, w} = uw’ - wu’ is the Wronskian of the two solutions. The for- 
mal derivation is justified for, say, VE L’, with u, w, and z E AC’, and sub- 
ject to interpreting (4.4) appropriately if z vanishes at some point. It has 
nothing to do with whether v and w are oscillatory. 
Our interest will be in the nonoscillatory situation, where 
-d’/dx* + V> 0, and we shall depart sharply from the earlier uses of 
which we know for (4.1), by relating it to the Green function, which is well 
known to have the form 
‘3x, Y) = 40 w(rl)P’{u, ~1, (4.5) 
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where 5 = min(x, y), q = max(x, y), and at the endpoints of the interval 
(b, c), u and w satisfy either Dirichlet conditions (u(b) = 0, w(c) = 0) or 
v’(b) = w(b), 
w’(c) = sw( c). 
(4.6) 
Evidently, by (4.4) the function 
Z(x) = &c7 (4.7) 
satisfies (4.1) with 1= -l/4: 
-Z” + vz = l/(423). (4.8) 
DEFINITION. We refer to Z as defined by (4.7) as the diagonal function 
(for the potential I/ of (4.2) and the boundary conditions 4.6)). 
It turns out that the solutions of (4.8) are totally equivalent to the 
associated Green functions of the operators H: A Green function is deter- 
mined by its diagonal, and any positive solution of (4.8) is the diagonal of 
a Green function. This provides an alternative algorithm for solving 
equations of the form -f” + V’= h(x) for generic h(x) E L*, replacing the 
solution of the family of differential equations for the Green function, 
parameterized by y (cf. (4.12) below), by the solution of the single differen- 
tial equation (4.8), which happens to be nonlinear. We have not been able 
to find these straightforward but useful facts noted previously in the 
literature. 
PROPOSITION 4.1. Let G(x, y) be the Green function for (4.2) with 
inf(sp( -d2/dx2 + V)) > 0, VE L:,,, and if the interval of definition (6, c) is 
finite, Dirichlet boundary conditions or boundary conditions as in (4.6). 
Define Z(x) by (4.7). Then 
(4 
G(x, y)=Z(x)Z(y)exp -1” (1/2Z2(t))dt 
( 5 ) 
. (4.9) 
(b) For any t, b < t -C c, there is a fundamental set of solutions u + to 
(4.2) such that 
W{U-,u+}=l, 
and 
u,(x)=Z(x)exp (4.10) 
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Proof Let g(x, y) denote the right side of (4.9) and suppose that x # 1’. 
Then, by direct calculation, 
-a’g(x, y)/f3x2 = [-Z”(x) - 1/4Z3(x)] g(x, y), 
so, by substitution from (4.8), 
(4.11) 
To establish part (a) it remains only to check the jump condition across 
x = y, which is trivial. 
Part (b) follows from (4.5) and (4.9). 1 
This lemma can be reinterpreted in the spirit of Section 3. If the confor- 
mally flat metric ds* =&x2 is defined by putting 
a(x) = 1/Z4(x) = l/G*(x, x), 
then the integrand in (4.9) is half the geodesic distance. If L is the 
Laplace-Beltrami operator associated with a, then an alternative derivation 
of (4.9) could be based upon Proposition 1.1 and the explicit formula for 
the kernel of (L + +) -’ (cf. (2.1) and following comments). In particular, if 
G(x, y) is the Dirichlet Green function for (6, c), then these transfor- 
mations along with d/dy = G(x, x) d/dx convert G into the familiar kernel 
of ( -d2/dy2 + 4))’ on L2( - co, co), viz., 
ev( - I Y, - Y~IP). 
The relationship of Proposition 4.1 can alternatively be viewed as a way 
to understand the nonlinear equation (4.8): 
PROPOSITION 4.2. Let (b, c) be a finite or infinite interval. Suppose that 
VE L,‘,,,(b, c), and that Z(x) is any positive, weak solution of (4.8) on (b, c), 
such that Z and Z’ are bounded, and Z” E L:,,. Then Z is a diagonal function 
for V. In particular: 
(a) If b and c are finite and Z(b) = Z(c) = 0, then the Dirichlet Green 
function G(x, y), 
-d2G(x, y)/dx2 + V(x) G(x, y) = 6(x - y), 
G(b, y) = G(c, y) = G(x, 6) = G(x, c) = 0, 
(4.12) 
is given in terms of Z by (4.9). 
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(b) IfZ’(b)/Z(b) - 1/2Z(b) = r or Z’(c)/Z(c) + 1/2Z(c) = s, then (4.9) 
holds for the Green function corresponding to boundary conditions (4.6). 
Proof As in the proof of Proposition 4.1, let g be the right side of (4.9), 
and verify (4.11) for x # y and the jump condition to conclude that g is 
actually the Green function for the appropriate boundary conditions. 
If the interval is infinite, it also needs to be remarked that g(x, y) tends 
to 0 (in fact exponentially fast) as x or y + og with the other fixed, because 
the boundedness of Z implies the divergence of the integral in (4.9). 1 
COROLLARY 4.3. Let VE L’(b, c). 
(a) Equation (4.8) has a positive, bounded, weak solution Z on an 
interval, with Dirichlet boundary conditions or boundary conditions as in 
Proposition 4.2(b) (if the interval is finite), if and only if the linear operator 
H = -d2/dx2 + V, with corresponding Dirichlet boundary conditions or boun- 
dary conditions (4.6), is strictly positive. 
(b) Any such solution Z is unique. 
(c) Suppose that Z is a positive solution of (4.8) on an interval, and W 
satisfies 
- w” + VW= 1/(4W3) (4.13) 
with the same boundary behavior at the ends of the interval. If 8~ V 
throughout he interval, then W(x) 2 Z(x) throughout he interval. 
Remarks. These facts are immediate from Proposition 4.2 and standard 
facts about Green functions. It is also possible to prove uniqueness directly 
from Eq. (4.8) as a consequence of Theorem 4.4, below. Similar statements 
can be made for Eq. (4.1) with any ,J < 0, since a scaling transformation 
converts (4.1) into (4.8). 
In addition, there is a useful comparison theorem extending part (c): 
THEOREM 4.4. Let V and PE L’(b, c) with V(x) >, p(x), and suppose that 
Z and W are positive functions on a finite interval (b, c) such that Z solves 
(4.8) and W solves (4.13). Zf Z(b) = W(b) and Z(x) > W(x) for b < x < c, 
then Z(c) > W(c). 
Proof. In case Z or W tends to 0 as x + b or c, we first observe that 
any solution of (4.8) or (4.13) that tends to 0 as x tends to b or c does so as 
a constant times (x - b)1’2 or (c - x) ‘I2 at the endpoints. To see this, mul- 
tiply (4.8) by Z’ and integrate it, to find that Zf2 = 1/4Z2 + g(z), where 
g(x) = - 1 VZZ’ dx is continuous and bounded as x --+ b or c. From this it 
follows that dZ2/dx -+ 1, so Z - (x - b)li2 or respectively (c - x)“‘. 
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Now suppose that Z(x) > W(x) on (h, c) with Z(b) = W(b) and 
Z(c) = W(c). Then, with V(X) = Z(X) - W(x) > 0 for b < x < c, 
-Un+VU~1/423-1/4W3=(1/42-1/4W)(1/2~+1/ZW+1/W~)<0. 
(4.14) 
Let u > 0 be the ground-state eigenfunction of - d2/dx2 + V with Dirichlet 
boundary conditions at b, c, and let p be the associated eigenvalue. It 
follows from Duffin’s inequality (e.g., [Z, p. 1541) as applied to (4.8) that 
p > 0. Note that u goes linearly to 0 at the endpoints and u’ is bounded. Let 
the family of functions r(x; n) B 0 be smooth, vanish for x < b + l/n and for 
x> c- l/n, be identically 1 for b+ 2/n <xc c-2/n, and (r’( <4n, 
(IT”[) < 8n*. (Such Friedrichs mollifers are easily constructed.) Using 
r(x, n) u(x) as a test function for - d2/dx2 + V, we find that 
0 > (YU, HU) = (Hru, U> 
=p(ru, a)+[ U(x)[-r”u-2r’u’] dx 
+ Au, U) > 0, 
as n -+ co, the extra terms vanishing at worst (when the functions vanish at 
b or c) as l/n . ‘I2 This is a contradiction. m 
If VZ 0, and we choose 8= 0, this leads to straightforward lower 
bounds comparing Z with the diagonal function 
W= ((x-d)(e-x)/(e-d))‘12 
for -d2/dx2 with Dirichlet conditions at d and e. These complement he 
upper bounds in terms of the same equation (4.3) from Corollary 4.3(c), 
and are used in Section 6. A special case of the (somewhat complicated) 
general ower bound thus obtained is: 
COROLLARY 4.5. Suppose that VaO and that Z> 0 solves (4.8) with 
Z’(y) 2 0 (resp. ~0). Then for y < x < y + 2Z2( y) (resp. y - 2Z2( y) < 
X<Y)Y 
Z(x) 2 (Z2(y) - (x - y)2/4z2(y))i’2. 
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5. ON THE LIOUVILLE-GREEN APPROXIMATION 
AND THE SEMICLASSICAL LIMIT 
The Liouville-Green (or JWKB) approximation for solutions of (4.2) 
entails approximating solutions u of (4.2) by a linear combination of the 
functions 
(5.1) 
where Q must be chosen suitably. The simplest form of the approximation 
makes the choice Q = V. (Throughout this section we assume that 
Q, V> C > 0; i.e., turning points will not be discussed.) This approximation 
has a long history chronicled in [27-291, and it is possible to make suc- 
cessive corrections to the choice Q = V [3&32]. The remarkable fact about 
the pair of functions (5.1) is that for Q E AC’ nonvanishing, they are always 
a fundamental pair of solutions for an equation of the form (4.2), 
-w”+(Q+B)w=O, 
W{w-,w+}=l, 
(5.2) 
where the extra term in the potential is 
B(x) = 5Q’*/16Q2 - Q”/4Q = Q +“4(d/dx)2 Q - “4. (5.3) 
Because of (4.5) and (4.9), the Green function for -d2/dx2 + Q+ B is 
explicitly given by 
f’(x, Y) = Y(x) Y(y) exp 
( 
-1” (lPY’(t)) dt , 
> 
(5.4) 
5 
with Y = 22”‘Q- 1/4 being the exact diagonal function for Q + B with 
appropriate boundary conditions: 
DEFINITION. Q boundary conditions are the boundary conditions of the 
form (4.6) satisfied by the Green function (5.4). That is, in (4.6) 
r = Y’(b)/Y(b) - 1/2Y2(b), and s= Y’(c)/Y(c) + 1/2Y2(c). If Y(X) =0 at 
x= b or c, then Q boundary conditions mean Dirichlet boundary con- 
ditions. 
In the Liouville-Green approximation, if Q + B FZ V, then the Green 
function for -d2/dx2 + V could be written 
G(x, Y)= (l/(Q(x) Q(y))'/") exp (-1: Q"'(z) dz). 
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A comparison of this with (4.9) reveals that the LiouvilleeGreen 
approximation becomes exact with the choice 
Q = 1/4Z4 = 1/4G2(x, x) (5.5) 
It is easy to verify from (4.8) and (5.3) that the choice Q = 1/4Z4 makes 
Q + B = V and W, solve (4.2). 
Olver [33] has provided rigorous criteria for the accuracy of the 
Liouville-Green approximation in the sense that solutions u of (4.2) and 
their derivatives U’ are uniformly close to w and WJ’ from (5.1). Most 
notable is the smallness of what he terms the error-control function: 
~~~~-Q~““(Q-‘“)“+(V-Q)Q~“‘~~~=~~Q~”’~V-Q-B~~~<~E 
(5.6) 
for some small E [33, p. 193; see also 403. If we set 
y = 2 1/2Q - l/4, (5.7) 
then the Olver condition (5.6) becomes 
j’ IY(-Y”+ VY- 1/4Y3)) dx= j’ Y’IV-Q-B1 dx<E. (5.8) h h 
Here we wish to explore some additional consequences of the Olver con- 
dition from an operator-theoretic point of view. 
The following theorem provides a selection of useful bounds: 
THEOREM 5.1. Assume Q, VE L’, Q, V3 C>O, and let 
F=(-d’/dx’+Q+B) ‘, 
G=(-d2/dx2+ V))‘, 
G=(-d2/dx2+min(V)) ‘. 
If b or c is finite, we impose Q boundary conditions on all operators. Let 
F(x, y), G(x, y), and _G(x, y) be the associated integral kernels. Let A4 
denote the norm of G: L2 --f L2 (this is easily calculated since _G(x, y) is 
explicitly known). Assume that (5.8) holds for E < 1. Then: 
(a) In the sense of quadratic forms 
(~+E))‘F<G<(~-E))‘F. 
(b) 
IIF- GII Lz j LZ d ME, 
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(c) For almost all x, b < x < c. 
(1 +&2/(1-&))“*-E/(1 -&)l’*<Z(X)/Y(X)< l/(1 -&)I’*, 
where Y is given by (5.7). 
Remarks. Part (c) says that Z/Y is uniformly 1 + O(E). If Y(b) Y(c) # 0, 
then the Dirichlet Green function for (4.2) is given by 
G,(x, Y) = 
2Z(x) Z(y) sinh(ri l/2Z2(t) dt) sinh(j; 1/2Z2(t) dr) 
sinh(J; 1/22*(t) dt) (5.9) 
as can be seen from (4.5), (4.10), and a simple calculation. This means that 
the Liouville-Green transformation with Q boundary conditions also 
provides a uniformly valid approximation (with multiplicative errors 
1 + O(E) + 0(&l), where 1 denotes the integral in the exponent) for the 
Dirichlet Green functions. Green functions for other boundary conditions 
can similarly be approximated. Pointwise bounds on solutions analogous 
to those of Olver [33] result from combining (c) with (4.10). 
Proof: The point is that the integral in (5.8) bounds the trace of the 
operator F1”l I/-- Q - B( F”*: 
tr[F”*JV-Q-B, F”2]=tr[(V-Q-BB(1’2F(V-Q-B~1’2]. 
The integral kernel of the latter operator is 
I v(x) - Q(x) - B(x)1 “’ Y(x)1 J’(Y) - Q(Y) - B( y)l”* Y(y) 
Thus 
G I %I - Q(x) - W)l”* W)l V(Y) - Q(Y) - B(y)1 1’2 KY). 
and 
lIF1’2( V- Q - BI F”*II GE, 
Therefore 
---&I < F”*( I’- Q - Bj F”* < ~1. 
-E(--d+Q+B)dI’-Q-B<E(--d+Q+B), 
from which it follows that 
(l-E)(--d+Q+B)< -d+I’<(l+s)(-A++++). 
Inverting this leads to (a). 
505/66/2-3 
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From (a) we see that 
F-G<EG<E_G<MF 
and similarly, 
F-G> -ME, 
which implies (b). 
For statement (c), we write the resolvent formula 
G-F=G(Q+B-V)F 
for x = y as 
(5.10) 
Z*(x) - Y*(x) = Z(x) Y(x) Jc ZY(Q + B- V) exp( -R) dt, 
b 
for some function R > 0, so dividing by Y* and applying (5.8), 
IZ’(x)/Y*(x) - l/ 6 (Z(x)/Y(x)) ess sup(Z/Y) E. (5.11) 
At supremum, this means that with S=ess sup(Z/Y), IS* - l( d S’s, 
whence the upper bound follows by simple algebra. The lower bound 
follows from inserting this bound into (5.11) and more simple algebra. 1 
One of the most important purposes of the Liouville-Green 
approximation is the study of solutions of 
(-h2d2/dx2+ V(x))u=O 
in the semiclassical limit h + 0. Let Z(x; h) denote the diagonal function for 
-d2/dx2 + V/h2 with V/h* boundary conditions at some fixed, finite points 
b, c. We close this section with some semiclassical estimates of Z(x; h), 
from which semiclassical bounds on solutions u follow by (4.10). For sim- 
plicity, we denote a variety of constants as est. All such constants are 
independent of V and could be estimated. 
COROLLARY 5.2. Suppose that V E AC’(b, c), V 2 C > 0, (b, c) is finite, 
and (5.6) holds for some finite E (not necessarily < 1). Then 
IZ(x; h). 2”2V*‘4(x)/h1’2 - 11 <est. . Eh. 
The same estimate applies on any fixed subinterval (b’, c’), b < b’ < c’ < c, to 
the diagonal function with Dirichlet conditions at b and c. It likewise holds on 
any finite subintervals when (6, c) is infinite, provided that (5.6) holds for 
some finite E. 
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Proof The first part is immediate from Theorem 5.1. The statement 
about the Dirichlet diagonal function in this and the following corollaries 
follows from straightforward estimates of hyperbolic functions as applied to 
(5.9) with x = y. 1 
It is possible to weaken the regularity assumed of V with a 
corresponding weakening of the conclusion, by approximating I/ with 
spline interpolants. It seems likely from the proofs of Corollaries 5.3 and 
5.4 that for small h, appropriate spline interpolants for V are actually 
superior to V itself in semiclassical formulae. Recall: 
DEFINITION. The Lp modulus of continuity of the function V is 
wp(K 6) = ,h”;Pd 11 V(x + h) - V(x)ll, 
< 
COROLLARY 5.3. If VE Wi, V 2 C> 0, (6, c) is finite, and h is suf- 
ficiently small, then 
12(x; h) . 2”2V1’4(x)/h”2 - 11 <est. . h”‘f( V, h”‘), 
where 
The same estimate applies on any fixed subinterval (b’, c’), b < 6’ < c’ < c, to 
the diagonal function with Dirichlet conditions at b and c. It likewise holds on 
any finite subinterval when (b, c) is infinite, provided that (5.6) holds for 
some finite E. 
Proof. We apply Theorem 3.5 of [34], which implies that for any 6 > 0 
there is a fifth-degree polynomial spline interpolant V(x; 6) such that 
and 
(I V(x) - V(x; S)ll Leo <est. P2w2( v’, 6), 
11 V(x) - V(x; S)ll L.2 < est. &o,( v’, d), 
11 V(x; S)ll LZ 6 est. 6 - ‘02( v, 6), 
1) v”(x; S)ll L2 < est. 6 - ‘wz( I/‘, 6). 
Thus, choosing Q = 2112 V(x; 6)/h’ in (5.6), we are led by Theorem 5.1 to 
conclude that 
suplZ(x; h) . 21’2( V(x; 6)/h2)1’4 - 1 I = O(hf( I’, S)/02). 
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With the aid of the triangle inequality, we then find that 
suplZ(x; h).2”*(V(X)/h2)“4- 11 <cst.(s’,*+h/6*)f(V, 6), 
and we choose the optimal power-law, 6 = h2j5. 1 
COROLLARY 5.4. If VEL”, V> C > 0, (h, v) is finite, and h is suf- 
,jiciently small, then for any p < rx and k < $, 
IIZ(x; h). 2”2V’,‘4(x)/h1’2 - 1 IILP < est. wP( V, hk) + 0 
as h -+ 0. (The constant depends on p.) The same estimate applies on any 
,fixed s&interval (h’, c’), h < h’ < c’ < c, to the diagonal function M’ith 
Dirichlet conditions at b and c. It likewise holds on any finite subinterval 
when (b, c) is infinite, provided that (5.6) holds for some finite E. 
Proof. In this situation, Theorem 3.5 of [34] gives the estimates for 
P<m 
and 
II V(x) - V(x; S)lll,P d est. u/J v, 6) (5.12) 
lId”J’(x; 6)/dx”l/,,<cst. 6 -“w,,( I’, 6). 
The explicit formula for the interpolants shows that since V>, C, 
V(x; 6)~ C as well [35]. We thus get the pointwise estimate from 
Theorem 5.1: 
suplZ(x; h) .2”*( V(x; 6)/h2)“4 - 1 I = U(ho,( V, b),G2). 
as in Corollary 5.3. Since V(x; h) cannot tend uniformly to V(x), the 
triangle inequality along with (5.12) yields at best 
IIZ(x; h).2”2V’/4(x)/h”2- l)lLp= O(h/6*+ l).o/,( V, 6). 
We now take 6 = hk for any k < 4. 1 
6. SOME SPECTRAL BOUNDS 
As a final application of our theory we produce some bounds on the 
spectra of one-dimensional operators H = -d2/dx2 + V with various boun- 
dary conditions. We assume 
E, = inf sp( H) > 0, 
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and, when (b, c) is finite, we denote the eigenvalues of H 
E,<E,<E,< . . . . 
We shall need to make use of the following lemma due to Allegretto, Moss, 
and Piepenbrink [36-381. For further results of a similar type, see [3, 231. 
LEMMA 6.1. Zf -A + V is taken as the form-closure of its action on 
f E C,? (i.e., in one dimension, there are Dirichlet boundary conditions or b or 
c is infinite), and there are functions A(x) and F> 0 on Q, FE AC’, such that 
[(-A + V) F](x) 2 A(x) F(x) a.e., 
then -A + V 3 A (in the sense of quadratic ,forms). 
THEOREM 6.2. Suppose V E L:,,(b, c), V 2 C > 0. 
(a) !f H has Dirichlet boundary conditions at b and c (iffinite), then 
H2 1/(4.Z4(x)) = 1/(4G2(x, x)), 
and 
E, 2 1/(4max G’(x, x)). 
(b) Let (b, c) be finite, and impose either Dirichlet boundary con- 
ditions or boundary conditions as in (4.6). Then 
Ha l/((c-b) Z’(x))= l/((c-b) G(x, x)) 
and 
E, 3 l/((c - 6) max G(x, x)). 
Proof. The bounds on E0 are trivial consequences of the quadratic-form 
bounds in each part. Part (a) is immediate from Lemma 6.1 and (4.8). For 
part (b), we note that from (4.9), the integral kernel of the operator 
Z- ‘HP ‘Z- ’ is bounded by 1, from which it is easy to see 
Therefore 
(j2-‘f)=(Zf,Z-‘H-‘Z-1Zf)<(c-b)~~Zf~~~~. 
Hence 
H-’ d (c-b) Z2, 
from which (b) follows. m 
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A different kind of bound is: 
THEOREM 6.3. Suppose that V>O, VE L’(b, c), with (b, c) ,finite and 
Dirichlet boundary conditions at 6, c. Let S = max( (Z(x)) = Z(y). Then 
(a) (c-x)(x-b)/(c-b)3Z2(x)=G(x,x)3S2-(x-y)2/4S2. 
(b) (c-b) S’3 /lZiltz38S4/3, i.e., (c,-b)llG(x, x)lj, 3 jlG(.u, .u)llL~ 
2 8llG(x, x)*11 I /3. 
(c) C,TT, E,- ’ 3 8G(x, x)*/3 ,for any x, b 6 x < c. 
Proof: The upper bound in (a) is the kernel of the inverse of -d*/dx*, 
so that part of the inequality follows from Corollary 4.3(c). The lower 
bound follows from Corollary 4.5, particularized to the point y 
maximizing Z 
Part (b) results from integrating (a). 
Part (c) follows from the lower bound of (b) and the observation that 
IIG(x,x)llLI=tr(W1)= g E;‘. i 
,=I 
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