Abstract-In this paper, we introduce ACO MV : an ant colony optimization (ACO) algorithm that extends the ACO R algorithm for continuous optimization to tackle mixed-variable optimization problems. In ACO MV , the decision variables of an optimization problem can be explicitly declared as continuous, ordinal, or categorical, which allows the algorithm to treat them adequately. ACO MV includes three solution generation mechanisms: a continuous optimization mechanism (ACO R ), a continuous relaxation mechanism (ACO MV -o) for ordinal variables, and a categorical optimization mechanism (ACO MV -c) for categorical variables. Together, these mechanisms allow ACO MV to tackle mixedvariable optimization problems. We also define a novel procedure to generate artificial, mixed-variable benchmark functions, and we use it to automatically tune ACO MV 's parameters. The tuned ACO MV is tested on various real-world continuous and mixedvariable engineering optimization problems. Comparisons with results from the literature demonstrate the effectiveness and robustness of ACO MV on mixed-variable optimization problems.
tackling them have been proposed. These algorithms are mainly based on genetic algorithms [1] , differential evolution [2] , particle swarm optimization [3] , and pattern search [4] . The discrete variables in these problems can be ordinal or categorical. Ordinal variables exhibit a natural ordering relation (e.g., integers) and are usually handled using a continuous relaxation approach [5] [6] [7] [8] [9] [10] [11] [12] . Categorical variables take their values from a finite set of categories [13] , which often identify non-numeric elements of an unordered set (e.g., colors, shapes or types of material).
Categorical variables do not have a natural ordering relation and therefore require the use of a categorical optimization approach [13] [14] [15] [16] [17] [18] [19] that assumes no ordering relation. To the best of our knowledge, the approaches to mixed-variable problems available in the literature are targeted to either handle mixtures of continuous and ordinal variables or mixtures of continuous and categorical variables. In other words, they do not consider the possibility that the formulation of a problem may involve, at the same time, the three types of variables. Hence, there is a need for algorithms that allow the explicit declaration of each variable as either continuous, ordinal, or categorical.
In this paper, we extend an ant colony optimization algorithm for continuous optimization (ACO R ) [20] to tackle mixed-variable optimization problems. Ant colony optimization (ACO) was originally introduced to solve discrete optimization problems [21] [22] [23] , and its adaptation to solve continuous or integer optimization problems has reveived increasing attention [20] , [24] [25] [26] [27] [28] [29] . Our ACO algorithm, called ACO MV , allows the user to explicitly declare each variable of a mixed-variable optimization problem as continuous, ordinal, or categorical. Continuous variables are handled with a continuous optimization approach (ACO R ), ordinal variables are handled with a continuous relaxation approach (ACO MVo), and categorical variables are handled with a categorical optimization approach (ACO MV -c).
We also introduce a new set of artificial, mixed-variable benchmark functions and describe the method to construct them. These benchmark functions provide a flexible environment for investigating the performance of mixed-variable optimization algorithms and the effect of different parameter settings on their performance. They are also useful as a training set for deriving high-performance parameter settings through the usage of automatic configuration methods. Here, we use Iterated F-Race [30] , [31] to automatically tune the parameters 1089-778X c 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
of ACO MV on a set of artificial, mixed-variable benchmark functions.
As a final step, we compare the performance of ACO MV with results from the literature on eight mixed-variable engineering optimization problems. Our results show that ACO MV reaches a very high performance; it improves over the best known solutions for two of the eight engineering problems, and in the remaining six, it finds the best-known solutions using fewer objective function evaluations than most algorithms from the literature.
The paper is organized as follows. Section II introduces mixed-variable optimization problems and Section III describes ACO MV . Section IV presents the proposed artificial mixed-variable benchmark functions and the tuning of the parameters of ACO MV on these benchmark functions. In Section V, we compare the results obtained with ACO MV on real-world problems to those obtained by other algorithms. In Section VI we conclude and give directions for future work. The Appendix contains further experimental results and a mathematical formulation of the engineering benchmark problems we tackle.
II. Mixed-Variable Optimization Problems
A model for a mixed-variable optimization problem (MVOP) may be formally defined as follows:
Definition 1: A model R = (S, , f ) of a MVOP consists of the following.
1) search space S defined over a finite set of both discrete and continuous decision variables and a set of constraints among the variables;
2) An objective function f : S → R 
solution S ∈ S is a complete value assignment, that is, each decision variable is assigned a value. A feasible solution is a solution that satisfies all constraints in the set .
A global optimum S * ∈ S is a feasible solution that satisfies f (S * ) ≤ f (S) ∀S ∈ S. The set of all globally optimal solutions is denoted by S * , S * ⊆ S. Solving an MVOP requires finding at least one S * ∈ S * .
The methods proposed in the literature to tackle MVOPs may be divided into three groups.
1) The first group is based on a two-partition approach, in which the variables are partitioned into continuous variables and discrete variables. Variables of one partition are optimized separately for fixed values of the variables of the other partition [32] , [33] . This approach often leads to a large number of objective function evaluations [34] . Additionally, since the dependency between variables belonging to different partitions is not explicitly handled, algorithms using this approach are prone to finding sub-optimal solutions. 2) The second group takes a continuous relaxation approach. In this group, all variables are handled as continuous variables. Ordinal variables are relaxed to continuous variables, and are repaired when evaluating the objective function. The repair mechanism is used to return a discrete value in each iteration. The simplest repair mechanisms are truncation and rounding [5] , [8] .
It is also possible to treat categorical variables using continuous relaxations [35] . However, in this case the performance of continuous relaxation may decline when the number of categories increases, as we also show in Appendix A to this paper. In general, the performance of algorithms based on the continuous relaxation approach depends on the continuous solvers and on the repair mechanism.
3) The third group uses a categorical optimization approach to directly handle discrete variables without a continuous relaxation. Thus, any possible ordering relations that may exist between discrete variables are ignored and, thus, all discrete variables, ordinal and categorical, are treated as categorical ones. 1 In this group, continuous variables are handled by a continuous optimization method. Genetic adaptive search [14] , pattern search [15] , and mixed Bayesian optimization [17] are among the approaches that have been proposed. Researchers often take one specific group of approaches to develop mixed-variable optimization algorithms and to test them on MVOPs with either categorical or ordinal variables. In our study, we combine a continuous relaxation and a categorical optimization approach.
III. ACO MV for Mixed-Variable optimization Problems
We start by describing the structure of ACO MV . Then, we describe the probabilistic solution construction for continuous variables, ordinal variables and categorical variables, respectively.
A. ACO MV Structure
ACO algorithms for combinatorial optimization problems make use of a so-called pheromone model in order to probabilistically construct solutions. A pheromone model consists of a set of numerical values, called pheromones, that are a function of the search experience of the algorithm. The pheromone model is used to bias the solution construction toward regions of the search space containing high quality solutions. As such, ACO algorithms follow a model-based search paradigm [36] like, for example, estimation of distribution algorithms [37] do as well; the similarities and differences between ACO algorithms and estimation of distribution algorithms have been discussed by Zlochin et al. [36] . In ACO for combinatorial optimization problems, the pheromone values are associated with a finite set of discrete components. This is not possible if continuous variables are involved. Therefore, ACO MV uses a solution archive (SA) as a form of pheromone model for the derivation of a probability distribution over the search space, following in this way the principle of population-based ACO [38] . The solution archive contains k complete solutions of the problem. While a pheromone model in combinatorial optimization can be seen as an implicit memory of the search history, a solution archive is an explicit memory.
Given an n-dimensional MVOP and k solutions, ACO MV stores the value of the n variables and the objective function value of each solution in the solution archive. Fig. 1 shows the structure of the solution archive. It is divided into three groups of columns: one for continuous variables, one for ordinal variables, and one for categorical variables.
The basic flow of the ACO MV algorithm is as follows. The solution archive is initialized with k randomly generated solutions. Then, these k solutions are sorted according to their quality (from best to worst). A weight ω j is associated with solution S j . This weight is calculated using a Gaussian function defined by
where rank(j) is a function that returns the rank of solution S j , and q is a parameter of the algorithm. By computing rank(j) − 1, which corresponds to setting the mean of the Gaussian function to 1, the best solution receives the highest weight, while the weight of the other solutions decreases exponentially with their rank. 
B. Probabilistic Solution Construction for Continuous Variables
Continuous variables are handled by ACO R [20] . In ACO R , the construction of new solutions by the ants is accomplished in an incremental manner, variable by variable. First, an ant chooses probabilistically one of the solutions in the archive. The probability of choosing solution j is given by
where ω j is calculated according to (1). 
When considering continuous variable i of solution j, we set μ = R i j . Furthermore, we set
which is the average distance between the values of the i-th continuous variable of the solution j and the values of the i-th continuous variables of the other solutions in the archive, multiplied by a parameter ξ. This parameter has an effect similar to that of the pheromone persistence in ACO. The higher the value of ξ, the lower the convergence speed of the algorithm. This process is repeated for each dimension by each of the m ants. Thanks to the pheromone representation used in ACO R (that is, the solution archive), it is possible to take into account the correlation between the decision variables. A nondeterministic adaptive method for doing so is presented in [20] . It is effective on the rotated benchmark functions proposed in Table I , and it is also used to handle the variable dependencies of MVOP engineering problems in Section V.
C. Probabilistic Solution Construction for Ordinal Variables
If the considered optimization problem includes ordinal variables, the continuous relaxation approach, ACO MV -o, is used. ACO MV -o does not operate on the actual values of the ordinal variables but on their indices in an array. The values of the indices for the new solutions are generated as real numbers, as it is the case for the continuous variables. However, before the objective function is evaluated, the continuous values are rounded to the nearest valid index, and the value at that index is then used for the objective function evaluation. The reason for this choice is that ordinal variables do not necessarily have numerical values; for example, an ordered variable may take as possible values {small, medium, large}. ACO MV -o otherwise works exactly as ACO R .
D. Probabilistic Solution Construction for Categorical Variables
While ordinal variables are relaxed and treated by the original ACO R , categorical variables are treated differently by ACO MV -c as this type of variables has no predefined ordering.
At each step of ACO MV -c, an ant assigns a value to one variable at a time. where w l is the weight associated to the lth available value. The weight w l is calculated as
where ω j l is calculated according to (1), with j l being the index of the highest quality solution that uses value v i l for the categorical variable i. u i l is the number of solutions that use value v i l for the categorical variable i in the archive (hence, the more common the value v i l is, the lower is its final weight); thus, u i l is a variable whose value is adapted at run-time and that controls the weight of choosing the lth available value. u i l = 0 corresponds to the case in which the lth available value is not used by the solutions in the archive; in this case, the weight of the lth value is equal to q η . η is the number of values from the t i available ones that are not used by the solutions in the archive; η = 0 (that is, all values are used) corresponds to the case in which q η is discarded. Again, η is a variable that is adapted at run-time and, if η = 0, it is natural to discard the second component in (6) . Note that u i l and η are nonnegative numbers, and their values are never equal to zero at the same time. q is the same parameter of the algorithm that was used in (1) .
The weight w l is therefore a sum of two components. The first component biases the choice toward values that are chosen in the best solutions but do not occur very frequently among all solutions in the archive. The second component plays the role of exploring values of the categorical decision variable i that are currently not used by any solution in the archive; in fact, the weight of such values according to the first component would be zero, and thus, this mechanism helps to avoid premature convergence (in other words, to increase diversification).
In Appendix D, we experimentally explore different options for the shape of (6); the details of the experimental setup used in Appendix D is explained in Section IV, which should therefore be consulted before reading the appendix.
E. Restart Strategy
ACO MV uses a simple restart strategy for fighting stagnation. This strategy consists in restarting the algorithm without forgetting the best-so-far solution in the archive. A restart is triggered if the number of consecutive iterations with a relative solution improvement lower than a certain threshold ε is larger than MaxStagIter. Since this is a component that can be used with any algorithm and not only with ACO MV , we compare the performance of ACO MV with and without this restart mechanism to that of other algorithm.
IV. Artificial Mixed-Variable Benchmark Functions and Parameter tuning of ACO MV

A. Artificial Mixed-Variable Benchmark Functions
The real world mixed-variable benchmark problems found in the literature often originate from the mechanical engineering field. Unfortunately, these problems cannot be easily parametrized and flexibly manipulated for investigating the performance of mixed-variable optimization algorithms in a systematic way. In this section, we propose a set of new, artificial mixed-variable benchmark functions that allow the definition of a controlled environment for the investigation of algorithm performance and automatic tuning of algorithm parameters [31] , [39] . Our proposed artificial mixed-variable benchmark functions are defined in Table I . These functions originate from some typical continuous functions of the CEC'05 benchmark set [40] . The decision variables consist of continuous and discrete variables; n is the total number of variables, and M is a random, normalized, n × n rotation matrix. The problems' global optima S * are shifted in order not to give an advantage to population-based methods that 
In order to transform this continuous function into a mixedvariable one, we discretize the continuous domain of variable 7] . This results in the following mixed-variable test function:
The set T is created by choosing t uniformly spaced values from the original domain [−3, 7] so that ∃ i=1,...,t θ i = 0. In this way, it is always possible to find the optimum value f EL MV (0, 0) t = 0, regardless of the chosen t discrete values. Problems that involve ordinal variables are easy to simulate with the aforementioned procedure because the discrete points in the discretization for variable x 1 are naturally ordered. The left plot in Fig. 2 shows how the algorithm sees such a naturally ordered rotated ellipsoid function, with variable x 1 being the discrete variable. The test function is presented as a set of points representing different solutions. To simulate problems involving categorical variables only, the discrete points are ordered randomly. In this setting, a different ordering is generated for each run of the algorithm. This setting allows us Fig. 2 . Randomly rotated ellipsoid function (β = 5) with discrete variable x 1 ∈ T. The left plot presents the case in which the natural ordering of the intervals is used, while the right one presents the case in which a random ordering is used. The darker the point, the higher the quality of the solution.
to investigate how the algorithm performs when the ordering of the discrete points is not well defined or unknown. The right plot of Fig. 2 shows how the algorithm sees such a modified problem for a given single random ordering.
The artificial mixed-variable benchmark functions have characteristics such as non-separability, ill-conditioning, and multimodality. Non-separable functions often exhibit complex dependencies between decision variables. Ill-conditioned functions often lead to premature convergence. Multimodal functions have multiple local optima and require an efficient global search. Therefore, these characteristics are expected to be a challenge for different mixed-variable optimization algorithms. The flexibility in defining functions with different numbers of discrete points and the possible mixing of ordered and categorical variables enables systematic experimental studies addressing the impact of function features on algorithm performance. In fact, using these benchmark functions we verified that ACO MV -o is more effective than ACO MV -c on problems that have ordinal variables while the opposite is true on problems with categorical variables. A detailed experimental analysis that corroborates this statement is given in Appendix D. This result also validates our design choice for combining these two approaches in ACO MV .
B. Parameter Tuning of ACO MV
Besides serving for experimenal studies, the new benchmark functions can be used to generate a training set of problems for the automatic parameter tuning of mixed-variable optimization algorithms. The tuning of an algorithm on a training set that is different from the test set is important to allow for an unbiased assessment of the algorithm's performance on (by the algorithm unseen) test problems [42] . We therefore generate a training set of benchmark functions across all six mixedvariable benchmark functions, across various dimensions [43] (taken from the set n ∈{2, 4, 6, 8, 10, 12, 14}), and across various ratios of ordinal and categorical variables.
As tuning method we use Iterated F-Race [30] , [31] . In Iterated F-Race, the training benchmark functions are sampled in a random order. The performance measure for tuning is the objective function value of each instance after 10 000 function evaluations. The maximum tuning budget for Iterated F-Race is set to 5 000 runs of ACO MV . We use the default settings of Iterated F-Race [31] .
The obtained parameter settings after tuning are given in Table II . We first use these parameter settings 1) to analyze the effectiveness of ACO MV 's restart mechanism, and 2) to obtain numerical results of ACO MV on artificial mixedvariable benchmark problems, which can serve as a benchmark for future developments of algorithms for mixed-variable optimization problems. The corresponding results are given in Appendices B and C, respectively. Finally, as mentioned before, we also analyzed the influence alternative choices for (6) would have on the performance of ACO MV . In particular, we study three alternative choices and we report the results in Appendix D. These experimental results confirm the advantage of our original choice of (6) .
Next, we use these parameter settings for a final validation of ACO MV 's performance, namely for solving real world engineering optimization problems; these results are reported in the next section.
V. Application to Engineering
Optimization Problems Here, we conduct experiments on mixed-variable engineering benchmark problems and compare the results of ACO MV with those found in the literature. Since the algorithms presented in the literature do not use restarts, we additionally present computational results of a variant ACO noR MV , where we switched off the restart in ACO MV . This was done to examine whether possible advantages of ACO MV over other algorithms may be due to this particular algorithm feature. For reducing the variability of the results, we used the method of common random numbers as a variance reduction technique; therefore, if a problem is actually solved without restart, the reported results for ACO noR MV and ACO MV are identical. In fact, our experimental results show that only on three of the eight problems tested the algorithm restarts actually contribute to improved performance; we will highlight these cases in the text.
Note that our experiments comprise a larger set of benchmark problems than in the papers found in the literature, since these latter are often limited to a specific type of discrete variables (either ordinal or categorical). First, we classify the available engineering optimization problems in the literature into four groups according to the types of the decision variables used (see Table III ).
Group I includes the welded beam design problem case A [44] , Group II the pressure vessel design problem [45] and [45] , Group III the thermal insulation systems design problem [16] , and Group IV the welded beam design problem case B [46] . The mathematical formulations of the problems are given in Appendix E. In this section, we compare the results obtained by ACO MV to those reported in the literature for these problems. We also show the run-time behavior of ACO MV by using run-length distributions (RLDs) [47] . An (empirical) RLD provides a graphical view of the development of the empirical frequency of finding a solution of a certain quality as a function of the number of objective function evaluations.
It is important to note that NM-PSO [48] and PSOLVER [49] report infeasible solutions that violate the problems' constraints;Crepinsek et al. [50] pointed out that the authors of TLBO [51] used an incorrect formula for computing the number of objective function evaluations. Therefore, we did not include these three algorithms in our comparison. For our experiments, the tuned parameter configuration from Table II was used. For simplifying the algorithm and giving prominence to the role of the ACO MV heuristic itself, the most fundamental constraint handling technique was used, which consists in rejecting all infeasible solutions in the optimization process (also called death penalty). One hundred independent runs were performed for each engineering problem. In the comparisons, f Best , f Mean and f Worst are the abbreviations used to indicate the best, average and worst objective function values obtained, respectively. SR B denotes the success rate of reaching the best known solution value. Sd gives the standard deviation of the mean objective function value; a value of Sd lower than 1.00E−10 is reported as 0. FEs gives the maximum number of objective function evaluations in each algorithm run. Note that the value of FEs may vary from algorithm to algorithm. To define the value of FEs for ACO MV , we first checked which is the smallest value of FEs across all competing algorithms; let this value be denoted by FEs min . Then the value of FEs for ACO MV is set to FEs min .
Often, however, ACO MV reached the best known solution values for the particular problem under concern in all runs (that is, with a 100% success rate) much faster than its competitors. In such cases, for ACO MV we give, instead of the value FEs min , in parenthesis the maximum number of objective function evaluations we observed across the 100 independent runs.
The best solutions obtained by ACO MV for each engineering problem are available in the supplementary information page http://iridia.ulb.ac.be/supp/IridiaSupp2011-022; there, we also Means that the Information is not Available report details on the run time of ACO MV on the engineering problems, which generally lies in the range of few seconds and, thus, shows that ACO MV is a feasible alternative to other algorithms in practice.
A. Group I : Welded Beam Design Problem Case A
Recently, many methods have been applied to the welded beam design problem case A. Table IV shows basic summary statistics of the results obtained by nine other algorithms and ACO MV . Most other algorithms do not reach a success rate of 100% within a maximum number of objective function evaluations ranging from 30 000 (for (μ+λ)ES [52] ) to 200 000 (for CPSO [53] ), while ACO MV finds the best-known solution value in every run using at most 2303 objective function evaluations (measured across 100 independent trials). The only other algorithm that reaches the best-known solution value in every run is DELC [54] ; it does so using in every run at most 20 000 objective function evaluations (measured across 30 independent trials).
Hence, ACO MV is a very efficient and robust algorithm for this problem. The run-time behavior of ACO MV on this problems is illustrated also in Fig. 3 , where the RLD for this problem is given. The average and minimum number of objective function evaluations for ACO MV are 2122 and 1888, respectively.
B. Group II: Pressure Vessel Design Problem Case A, B, C and D
There are four distinct cases (A, B, C, and D) of the pressure vessel design problem defined in the literature. These cases differ by the constraints posed on the thickness of the steel used for the heads and the main cylinder. In case A, B, and C (see Table V ), ACO MV reaches the best-known solution value with a 100% success rate in a maximum of 1737, 1764 and 1666 objective function evaluations, respectively, while other Means that the Information is not Available algorithms do not reach a success rate of 100% with respect to the best-known solution value even after many more objective function evaluations. The run-time behavior of ACO MV is illustrated in Fig. 3 , where the RLDs for these problems are given.
Case D is more difficult to solve due to the larger range of side constraints for decision variables. Therefore, Case D was analyzed in more detail in recent literature. We limit ACO MV to use a maximum number of 30 000 objective function evaluations, the same as done for several other approaches from the literature. Table VI shows clearly the second best performing algorithm for what concerns the average and the worst objective function values. In fact, ACO MV reaches a 100% success rate (measured over 100 independent runs) at 30 717 objective function evaluations, while at 30 000 evaluations it reached a success rate of 98%, which is slightly lower than the success rate of 100% reported by DELC [54] . In fact, on this problem, ACO MV actually profits from the possible restarts of the algorithm, as the slightly worse results of ACO noR MV show. The run-time behavior of ACO MV is illustrated in Fig. 4 , where It is noteworthy that DELC [54] reaches the aforementioned performance using parameter settings that are specific for each test problem, while we use a same parameter setting for all test problems. Using instance specific parameter settings potentially biases the results in favor of the DELC algorithm. In a practical setting, one would not know a priori which parameter setting to apply before actually solving the problem. Thus, there are methodological problems in the results presented for DELC [54] .
C. Group II: Coil Spring Design Problem
Most of the research reported in the literature considering the coil spring design problem focused on reaching the bestknown solution or improving the best-known one. Only recent work [60] , [68] gave some attention to the number of objective functions evaluations necessary to reach the best-known solution. A comparison of the obtained results is presented in Table VII . Only a differential evolution algorithm [60] and ACO MV obtained the best-known objective function value, 2.65856. At 8000 evaluations, ACO MV reached a success rate of 74%, which is lower than the success rate of 95% reported by the DE algorithm of [60] ; However, ACO MV reaches a 100% success rate with 19 588 objective function evaluations because it can profit from the possibility of algorithm restarts, which generally occur after the stopping criterion of 8000 algorithm evaluations. The run-time behavior of ACO MV is illustrated in Fig. 4 , where the RLD for this problem is given. The average and minimum number of objective function evaluations of ACO MV are 9948 and 1726, respectively. It is important to note that the DE algorithm of [60] was not designed to handle categorical variables. Another DE algorithm proposed in [68] did not report a success rate, but the corresponding objective function values were reported to be in the range of [2.658565, 2.658790] and the number of objective 
D. Group III: Thermal Insulation Systems Design Problem
The thermal insulation systems design problem is one of the engineering problems used in the literature that deals with categorical variables. In previous studies, the categorical variables describing the type of insulators used in different layers were not considered as optimization variables but rather as parameters. Only the more recent work of Kokkolaras et al. [16] and Abramson et al. [19] , which are able to handle such categorical variables properly, consider these variables for optimization. Research focuses on improving the best-known solution value for this difficult engineering problem. ACO MV reaches a better solution than MVP [16] and FMGPS [19] ; Table VIII function evaluations increases, the solution quality continues to improve. At 50 000 objective function evaluations, ACO MV reaches the new best-known solution value 24.148.
E. Group IV: Welded Beam Design Problem Case B
The welded beam design problem case B is taken from Deb and Goyal [46] and Dimopoulos [10] . It is a variation of case A and it includes ordinal and categorical variables. Table IX shows that ACO MV reaches a new best-known solution value with a 100% success rate. Additionally, the average number of objective function evaluations required by ACO MV is also fewer than that of PSOA [10] . If restarts are not used, as done in version ACO noR MV , then slightly worse average results are obtained, which, however, are still much better than those of the other algorithms. The run-time behavior of ACO MV is illustrated in Fig. 6 .
VI. Conclusion
In this paper, we have introduced ACO MV , an ant colony optimization algorithm for tackling mixed-variable optimiza-tion problems. ACO MV integrates a continuous optimization solver (ACO R ), a continuous relaxation approach (ACO MV -o) and a categorical optimization approach (ACO MV -c) to solve continuous and mixed-variable optimization problems.
We also proposed artificial mixed-variable benchmark functions. These provide a sufficiently controlled environment for the investigation of the performance of mixed-variable optimization algorithms, and a training environment for automatic parameter tuning. Based on the benchmark functions, a rigorous comparison between ACO MV -o and ACO MV -c was conducted, which confirmed our expectation that ACO MV -o is better than ACO MV -c for ordinal variables, while ACO MV -c is better than ACO MV -o for categorical variables.
The experimental results for real-world engineering problems illustrate that ACO MV not only can tackle various classes of decision variables robustly but, in addition, that it is efficient in finding high-quality solutions. In the welded beam design case A, ACO MV is the one of the two available algorithms that reach the best-known solution with a 100% success rate; in the pressure vessel design problem case A, B, and C, ACO MV is the only available algorithm that reaches the best-known solution with a 100% success rate. In these four problems, ACO MV does so using fewer objective function evaluations than those used by the competing algorithms. In the pressure vessel design problem case D, ACO MV is one of the two available algorithms that reach the best-known solution with a 100% success rate, and it does so using only slightly more objective function evaluations than the other algorithm, which uses problem specific parameter tuning to boost algorithm performance. In the coil spring design problem, ACO MV is the only available algorithm that reaches the best-known solution with a 100% success rate. In the thermal insulation systems design problem, ACO MV obtains a new best solution, and in the welded beam design problem case B, ACO MV obtains a new best solution with a 100% success rate in fewer evaluations than those used by the other algorithms.
The ACO MV solution archive provides a flexible framework for resizing the population size and hybridization with a local search procedure to improve solutions in the archive. Thus, it would be interesting to use mechanisms such as an incremental population size and local search to further boost performance [27] , [70] . We also intend to integrate or develop an effective constraint-handling technique for ACO MV in order to tackle constrained mixed-variable optimization problems [71] , [72] . A promising application for ACO MV are algorithm configuration problems [31] , in which typically, not only the setting of numerical parameters but that of categorical parameters as well needs to be determined. To do so, we will integrate ACO MV into the irace framework [73] . sets of the mixed-variable benchmark functions that were proposed in Section IV. The first set of benchmark functions involves continuous and ordinal variables. The second set of benchmark functions involves continuous and categorical variables.
1) Experimental Setup: For the two settings described in Section IV, we evaluate the performance of ACO MVo and ACO MV -c on six benchmark functions with different numbers t of discrete points in the discretization, t ∈ {2, 5, 10, 20, 30, ..., 90, 100, 200, 300, ..., 900, 1000}, and dimensions 2, 6 and 10; this results in 18 groups of experiments (six benchmark functions and three dimensions) for the first and the second set of benchmark functions. In this paper, half of the dimensions are continuous variables and the other half are discrete variables. The continuous variables in these benchmark functions are handled by ACO R , while the discrete variables are handled by ACO MV -o and ACO MV -c, respectively.
To ensure a fair comparison in every group of experiments, we tuned the parameters of ACO MV -o and ACO MV -c using Iterated F-Race [30] , [31] with the same tuning budget on a training set of benchmark functions.
The training set involves ordinal and categorical variables with a random number of t discrete points, t ∈ {2, 5, 10, 20, 30, ..., 90, 100, 200, 300, ..., 900, 1000}. In a test phase, we conducted experiments with benchmark functions different from those used in the training phase. The comparisons for each possible number t of discrete points were performed independently in each experiment group (defined by benchmark function and dimension). In total, we conducted 378 = 21× 6 × 3 comparisons for ordinal and categorical variables, respectively. In each experiment, we compare ACO MV -o and ACO MV -c without restart mechanism by measuring the solution quality obtained by 50 independent runs. A uniform random search (URS) method [74] is included as a baseline for comparison. It consists in sampling search points uniformly at random in the search domain and keeping the best solution found.
2) Comparison Results: statistically significantly better solutions than ACO MV -c; in 2% of the experiments, ACO MV -c is statistically significantly better than ACO MV -o; and in the remaining 35% of the cases, there was no statistically significant difference. As expected, both ACO MV -o and ACO MV -c outperform URS: they perform significantly better in 98% and 93% of the cases, respectively, and they never obtain statistically significantly worse results than URS. In the case of categorical variables, the statistical analysis revealed that in 93% of the 378 comparisons, ACO MV -c reaches statistically significantly better solutions than ACO MV -o, and in 7% of the experiments, ACO MV -o is statistically significantly better than ACO MV -c. Again, both ACO MV -o and ACO MV -c outperform URS. They perform better in 96% and 78% of the cases, respectively, and ACO MV -c never obtains statistically significantly worse results than URS.
These experiments confirm our expectation that ACO MV -o is more effective than ACO MV -c on problems with ordinal variables, while ACO MV -c is more effective than ACO MV -o on problems with categorical variables.
In Fig. 7 , the comparisons on f Rastrigin MV are shown. As seen in the figure, the categorical optimization approach, ACO MV -c, reaches approximately the same objective function values no matter whether the discrete variables are ordinal or categorical. The continuous relaxation approach ACO MV -o performs better than ACO MV -c in the case of ordinal variables, but its performance is not as good when applied to the categorical case.
Appendix B Effectiveness of the Restart Mechanism
Here we show that ACO MV 's restart mechanism really helps in improving its performance. We conducted 50 independent runs using a maximum of 1 000 000 evaluations in each run.
In Fig. 8 , we show ACO MV 's run-length distributions (RLDs, for short) on two multimodal functions f Ackley MV and f Griewank MV with continuous and categorical variables with t = 100 discrete points. An empirical RLD gives the estimated cumulative probability distribution for finding a solution of a certain quality as a function of the number of objective function evaluations. (For more information about RLDs, see [47] .) As expected, ACO MV 's performance is strongly improved by the restart mechanism. For example, in the case of f Ackley MV in two, six, and ten dimensions, ACO MV reaches a solution whose objective function value is equal to or less than 1.00E−10 with probability 1 or 100% success rate, and in the case of f Griewank MV in two, six, and ten dimensions, ACO MV reaches a solution whose objective function value is equal to or less than 1.00E−10 with probability 1, 0.82 and 0.85, respectively. Without restart, ACO MV stagnates at much lower success rates.
Appendix C Performance on Benchmark Functions
We evaluate ACO MV on the two setups of artificial mixedvariable benchmark functions with dimensions two, six and ten. Half of the dimensions are discrete variables and the other half are continuous variables. Table XI gives the numerical results of ACO MV . The results are again measured across 50 independent runs of 1 million objective function evaluations for instances with t = 100 discrete points. ACO MV found a solution whose objective function value is equal to or less than 1.00E−10 with 100% success rate in all the two dimensional benchmark functions. ACO MV found solutions of the same quality (function value equal to 1.00E−10) for each of the six dimensional benchmark function at least once. On the ten dimensional benchmark functions with ordinal variables, ACO MV found the optimal solution of f Ackley MV , f Rosenbrock MV , f Sphere MV and f Griewank MV . On the ten dimensional benchmark functions with categorical variables, ACO MV found the optimal solution of f Ackley MV , f Sphere MV and f Griewank MV . Over dimension two, six, and ten, ACO MV obtained 100% success rate when applied to solve f Ackley MV and f Sphere MV with both setups, and obtained more than 80% success rate when applied to f Griewank MV with both setups.
Appendix D
Analysis of Equation (6) To illustrate the influence of alternative choices for (6) and its parameter settings, we perform three experiments on two multimodal functions f Ackley MV and f Griewank MV with continuous and categorical variables with t = 100 discrete points. The three experiments are based on the following alternative choices for (6) and its parameter settings. 1) We modify (6) to That is, we omit the terms u i l and q η in (6).
2) We modify (6) to
That is, we omit the term q η in (6).
3) We use five different values of parameter q in (6); in particular, we choose q ∈ {0.01, 0.1, 1, 10, 100} × 0.05099, where 0.05099 is the setting obtained in the parameter tuning (see Table II ). We tuned the parameters of two versions of ACO MV that use the two alternative equations (9) and (10), respectively, by the same automatic tuning procedure used for tuning the original ACO MV with (6) to ensure a fair comparison; for the experiments with alternative settings of parameter q, the other parameters were kept to the values shown in Table II . The detailed experimental results of the comparisons of the resulting comparisons are given in the supplementary information page http://iridia.ulb.ac.be/supp/IridiaSupp2011-022.
Summary information based on RLDs are given in Figs. 9 and 10. The results of experiment 1) show that the RLDs obtained by using (6) clearly dominate those obtained by using (9) . In fact, the success rates obtained by (9) in dimensions six and ten are zero and, therefore, not shown in Fig. 9 . The same conclusions hold for experiment 2): The RLDs obtained by using (6) dominate those obtained by using (10) in all cases, illustrating in this way the benefit of (6). Similar results are obtained in experiment 3) , that is, the setting q = 0.05099 outperforms the other settings. The only exception is for the problems in dimension two, where a setting of q = 10×0.05099 is competitive to q = 0.05099. Detailed results are available at http://iridia.ulb.ac.be/supp/IridiaSupp2011-022. , if x 6 : fourside τ max = 0.577 · S. The pressure vessel design problem requires designing a pressure vessel consisting of a cylindrical body and two hemispherical heads such that the manufacturing cost is minimized subject to certain constraints. The schematic picture of the vessel is presented in Fig. 12 . There are four variables for which values must be chosen: the thickness of the main cylinder T s , the thickness of the heads T h , the inner radius of the main cylinder R, and the length of the main cylinder L. While variables R and L are continuous, the thickness for variables T s and T h may be chosen only from a set of allowed values, these being the integer multiples of 0.0625 inch. The mathematical formulation of the four cases A, B, C, and D is given in Table XIV. 6) Coil Spring Design Problem: The problem consists in designing a helical compression spring that holds an axial and constant load. The objective is to minimize the volume of the spring wire used to manufacture the spring. A schematic of the coil spring to be designed is shown in Fig. 13 . The decision variables are the number of spring coils N, the outside Table XV . The mathematical formulation is in Table XVI. 7) Thermal Insulation Systems Design Problem: The schema of a thermal insulation system is shown in Fig. 14 . Such a thermal insulation system is characterized by the number of intercepts, the locations and temperatures of the intercepts, and the types of insulators allocated between each pair of neighboring intercepts. In the thermal insulation system, heat intercepts are used to minimize the heat flow from a hot to a cold surface. The heat is intercepted by imposing a cooling temperature T i at locations x i , i = 1, 2, ..., n.
The basic mathematical formulation of the classic model of thermal insulation systems is defined in Table XVII . The effective thermal conductivity k of all these insulators varies with the temperature and does so differently for different materials. Considering that the number of intercepts n is defined in advance, and based on the model presented (n=10), we may define the following problem variables: 1) I i ∈ M, i = 1, ..., n + 1 : the material used for the insulation between the (i − 1)th and the ith intercepts (from a set of M materials). 2) x i ∈ R + , i = 1, ..., n+1 : the thickness of the insulation between the (i − 1)th and the ith intercepts. 3) T i ∈ R + , i = 1, ..., n+1 : the temperature difference of the insulation between the (i−1)th and the ith intercepts. He is currently a Post-Doctoral Researcher with IRIDIA. His current research interests include heuristic optimization algorithms for continuous and mixed discrete-continuous optimization problems and automated algorithm configuration.
