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Abstract
On the Isomorphism Problem of p-Endomorphisms
Peter Jong, Ph.D.
Department of Mathematics, University of Toronto, 2003
Let X = (X,B, µ, T ) be a measure-preserving system on a Lebesgue probability space.
Given a fixed probability vector p = (p1, . . . , ps), we say that X = (X,B, µ, T ) is a p-
endomorphism if T is s-to-1 a.e. and the conditional probabilities of the preimages are
precisely the components of p. Two measure-preserving systems X = (X,B, µ, T ) and Y =
(Y, C, ν, S) are isomorphic if there exist a measure-preserving bijective map ϕ : X → Y
such that ϕT = Sϕ a.e.
This thesis considers the isomorphism problem of p-endomorphisms, generalizing the
work of Hoffman and Rudolph [H,R] which treats the case when p is a uniform probability
vector, i.e. p = (1/p, . . . , 1/p). In particular, we generalize the tvwB criterion introduced in
Hoffman and Rudolph to prove two results.
The first result is Theorem 2.4.1, which generalizes the main theorem in [H,R] to p-
endomorphisms. We paraphrase this as follows:
Theorem 2.4.1. Let X = (X,B, µ, T ) be a p-endomorphism. Then X = (X,B, µ, T ) is
one-sided Bernoulli if and only if X = (X,B, µ, T ) is tvwB.
We give two proofs of this result. The first follows Ornstein’s classical proof of his
famous theorem that two shifts of equal entropy are isomorphic, and a second proof which
follows the joinings proof as given in [H,R]. As a corollary of the joinings proof, we show that
there are uncountably many automorphisms of the one-sided Bernoulli shift B+(p) unless
the components of p are pairwise distinct. We also give examples of tvwB p-endomorphisms
such as mixing one-sided Markov shifts and a generalization of the [T, Id] transformation.
The second main result is Theorem 5.1.1, which in view of Theorem 2.4.1, reduces to the
statement that for any two tvwB finite group extensions of one-sided Bernoulli shifts, there
is an isomorphism between them in a stronger sense than that asserted in Theorem 2.4.1.
Specifically, we have the following theorem in Chapter 5 which we paraphrase as follows:
Theorem 5.1.1′. Let G be a finite group. For any two tvwB G-extensions of the one-sided
shift B+(p), there is an isomorphism which preserves the Bernoulli factor algebra and maps
fibres over points in the factor to other such fibres by group rotations.
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Chapter 1:
Introduction
1.1. Background
Let X be a compact metric space and B be its Borel σ-algebra. Suppose (X,B, µ) is a
nonatomic Lebesgue probability space (a probability measure space isomorphic to the
unit interval with Lebesgue measure). An endomorphism ofX is a measure-preserving map
T : X → X , i.e. for all B ∈ B, µ(T−1B) = µ(B). For us, a measure-preserving system
(m.p.s.) is a quadruple (X,B, µ, T ) where (X,B, µ) is a nonatomic Lebesgue probability
space defined on a compact metric space X , and T is an endomorphism.
This thesis is mainly concerned with the isomorphism problem of measure-preserving sys-
tems. Two measure-preserving systems X = (X,B, µ, T ) and Y = (Y, C, ν, S) are (measure-
theoretically) isomorphic if after deleting null sets X0 and Y0 from X and Y respectively,
there is a bijection φ : X\X0 → Y \Y0 such that φ is measure-preserving and φT = Sφ on
X\X0. We say that φ is an isomorphism from X to Y. In case X = Y, we say that φ is an
automorphism of X. More generally, a factor map φ : X → Y is a measure-preserving
map φ : X → Y such that φT = Sφ a.e. In this case, we say that Y is a factor of X, and
X is an extension of Y.
The classical isomorphism problem in ergodic theory is the classification of two-sided
Bernoulli shifts. To define a two-sided Bernoulli shift, fix a probability vector p =
1
(p1, . . . , ps). Consider the finite set I = {1, . . . , s} and a measurem on I defined bym(j) = pj.
Construct the product space IZ. Let B denote the Borel sigma-algebra and σ denote the
left-shift transformation defined by σ(x)j = xj+1, where xt is the t-th coordinate of x. The
two-sided Bernoulli shift B(p) is the m.p.s. (IZ,B,mZ, σ).
The breakthrough in the classification problem of two-sided Bernoulli shifts came when
Kolmogorov introduced the concept of entropy into ergodic theory. It is not difficult to
show that the entropy of a m.p.s. is invariant under isomorphism. Moreover, the entropy of
a Bernoulli shift is easy to compute. Indeed, for a probability vector p = (p1, . . . , ps), define
the entropy of p, denoted h(p), to be
∑s
j=1−pjlog2pj. It can be shown that the entropy of
the two-sided Bernoulli shift B(p) is just h(p). It thus follows that the two-sided Bernoulli
shift on two symbols with equal weights, which has entropy log22, is not isomorphic to the
two-sided Bernoulli shift on three symbols with equal weights, which has entropy log23.
The solution of the classification problem was finally achieved around 1970 when Ornstein
[Orn] showed that entropy is in fact a complete invariant for 2-sided Bernoulli shifts; that
is, two 2-sided Bernoulli shifts are isomorphic if and only if they have the same entropy.
More generally, it can be shown that entropy is also a complete invariant for two-sided shift
spaces with finitely determined measures. Since Ornstein’s original proof, other criteria
such as the weak Bernoulli and the very weak Bernoulli conditions have been developed
which also turn out to be sufficient for a m.p.s. to be isomorphic to a two-sided Bernoulli
shift. The reader is referred to Shields [Shi] for an excellent account of the proof of Ornstein’s
theorem as well as a discussion of finitely determined measures. Examples of weak Bernoulli
and very weak Bernoulli systems such as ergodic toral automorphisms and two-sided mixing
Markov shifts are discussed in Petersen [Pet].
What we will deal with in this thesis is the isomorphism problem in the case when the
endomorphism T : X → X is not invertible. Throughout this thesis, N∗ will denote the
set of nonnegative integers. One example of a non-invertible endomorphism is a one-sided
Bernoulli shift, which is derived from a two-sided Bernoulli shift by restricting the shift
space to {1, . . . , s}N∗ . Let B+(p) denote the m.p.s. obtained from B(p) in this way. In this
connection, we remark that Ornstein’s theorem does not hold for one-sided Bernoulli shifts.
Indeed, it is easy to construct two probability vectors with different numbers of components
which have the same entropy. This leads to two 1-sided shifts having the same entropy;
however, they are not isomorphic because they have distinct numbers of inverse images.
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In a recent paper, Hoffman and Rudolph made a fundamental contribution to the isomor-
phism problem of measure-preserving systems with non-invertible maps. In [H,R], Hoffman
and Rudolph considered a class of endomorphisms called the uniformly p-to-1 endomor-
phisms, and introduced a condition called tree very weak Bernoulli (tvwB) on this
class. They then proved that the tvwB condition is necessary and sufficient for a uniformly
p-to-1 endomorphism to be isomorphic to the one-sided Bernoulli shift B+(p), where p is the
uniform vector (1/p, . . . , 1/p). As the authors remarked, entropy turns out to have no role in
this theory. Perhaps as a result of this, many of the arguments are much simpler than those
in Ornstein’s proof. This thesis will consider generalizations of the tvwB criterion which will
allow us to prove isomorphism theorems for more general measure-preserving systems with
non-invertible transformations.
1.2. Organization and Contributions of Thesis
Without delving into definitions and details, which will be presented after this section
and in subsequent chapters, we outline below the contents and main results in each chapter
of this thesis.
Chapter 1 is this introduction. In §1.3, we will define the class of objects of interest in
this thesis, the p-endomorphisms, and extend the tvwB criterion to a general probability
vector p (i.e. p not necessarily uniform).
Chapters 2 and 3 give two proofs of one of the main results in this thesis, Theorem 2.4.1,
which generalizes the main result in [H,R] to p-endomorphisms for a general probability
vector p:
Theorem 2.4.1. Let p = (p1, . . . , ps) be a probability vector. If X = (X,B, µ, T ) is a
p-endomorphism, then X is tvwB if and only if X ∼= B+(p).
In Chapter 2, we give a proof which follows the classical argument used by Ornstein in his
isomorphism theorem. The proof is based on a joint paper by del Junco and me [J,J] which
treats the case when p is a uniform probability vector. In particular, it does not require the
machinery of joinings introduced in [H,R]. The main additional ingredient which enables us
to extend the proof in [J,J] is proposition 2.1.3, which essentially says that under certain
factor maps (tree-adapted factor maps) between p-endomorphisms, conditional probabilities
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of inverse images are preserved. In §2.5, we give an entirely different and quite elementary
proof of Theorem 2.4.1 in the special case when the components of p are pairwise distinct.
In Chapter 3, we will mirror the proof of the main result in [H,R] and extend their notion
of one-sided joinings to give a proof of Theorem 2.4.1. The new ingredient needed is an
additional condition in the definition of one-sided joinings which is trivial in the case of a
uniform probability vector. We will also show that the joinings proof implies that there
are uncountably many automorphisms of B+(p), unless the components of p are pairwise
distinct (in which case the identity is the only one).
Chapter 4 illustrates some examples of tvwB p-endomorphisms such as certain classes of
one-sided Markov shifts and certain extensions of one-sided Bernoulli shifts. It follows that
these are all one-sided Bernoulli by Theorem 2.4.1.
Chapter 5 proves an isomorphism theorem for tvwB finite group extensions of one-sided
Bernoulli shifts. The main result is Theorem 5.1.1, which in view of Theorem 2.4.1 reduces
to the following result which we paraphrase as follows:
Theorem 5.1.1′. For any two tvwB finite group extensions of the one-sided shift B+(p),
there exists an isomorphism which preserves the Bernoulli factor algebra and maps fibres
over points in the factor to other such fibres by group rotations.
1.3. The Tree Very Weak Bernoulli Condition
Suppose that (X,B, µ) is a nonatomic Lebesgue space and T : X → X is measure-
preserving. Fix a probability vector p with finitely many components. Let |p| denote the
number of components of p. A m.p.s. X = (X,B, µ, T ) is a p-endomorphism if T is |p| to
1 a.e., the conditional probabilities of the |p| inverse images of x are the components of p
for a.a. x, and the entropy of X is h(p). Throughout this thesis, we will let End(p) denote
the collection of p-endomorphisms.
The standard element in End(p) is the one-sided Bernoulli shift B+(p). Let us recall its
definition here. For the finite set I = {1, . . . , |p|}, define a measure m on I by m(j) = pj.
Consider the product space IN
∗
with the Borel sigma-algebra B, product measure mN∗ and
shift transformation σ. We then define B+(p) to be the m.p.s. (IN
∗
,B,mN∗ , σ). (The entropy
condition in the definition of p-endomorphism is thus a natural one to make since B+(p) has
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entropy h(p).)
In [H,R], Hoffman and Rudolph introduced a condition called tree very weak Bernoulli
(tvwB) which they proved to be necessary and sufficient for a uniformly p-to-one en-
domorphism, i.e. a p-endomorphism with p = (1/p, . . . , 1/p), to be isomorphic to the
one-sided Bernoulli shift on p symbols with equal weights. We will now extend the various
definitions in [H,R] in order to handle the case that the components of the probability vector
are not all equal.
For a probability vector p, we define the p-tree to be the set, denoted T , consisting of
all finite sequences (including the empty sequence) of integers in {1, . . . , |p|}. We define a
node to be an element of the p-tree. The length of a node v, denoted |v|, is the number
of integers in the sequence v (thus, the empty sequence has length zero). We will refer to
the empty sequence as the root node and denote it by ∅. Given any two nodes u and v,
we define the node uv by concatenating the sequence u to the left of the sequence v. We
will use T ′ to denote the set T \∅. Define the map σ : T ′ → T by setting σ(v) to be the
sequence obtained by deleting the leftmost symbol in the sequence v. Note that if |v| = 1,
then σ(v) = Φ. Moreover, σ is a |p| to 1 surjection. It is helpful to picture a p-tree as a
tree in the graph-theoretic sense with vertices corresponding to the nodes and with an edge
between u and σ(u) for each u 6= ∅. The picture we get is the usual |p|-ary tree. In view
of this pictorial representation, we refer to the set {uv | 0 ≤ |u| ≤ N} as the subtree of
height N rooted at v and the set {uv | |u| ≥ 0} as the subtree rooted at v.
To each node v in T , we assign a weight, denoted wv, as follows. For the root node ∅,
we set w∅ = 1. For any other node v = (a1, . . . , aj), set wv =
∏j
i=1 pai . We define a tree
automorphism to be a bijection A : T → T such that A ◦ σ(v) = σ ◦ A(v) and wv = wAv
for v ∈ T ′ (i.e. A preserves the tree structure and weights). Note that this implies A(∅) = ∅.
It is obvious that the set A of tree automorphisms forms a group under composition. For
N ∈ N, let TN ⊆ T denote the set of nodes of length ≤ N and let T ′N denote the set TN\∅.
Let AN be the subgroup of bijections of TN which is A|TN .
Given a fixed compact metric space (R, d), let us say that a R-tree name is a function
g : T ′ → R, and for each N ∈ N, a R,N-tree name is a function g′ : T ′N → R. As in [H,R],
we define a distance function, t¯N , on the space of R,N -tree names as follows: if h : T ′N → R
and h′ : T ′N → R, let
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t¯N (h, h
′) =
1
N
inf
A∈AN
∑
0<|v|≤N
d(h(v), h′(Av))wv.
Note that t¯N is not a metric but it does satisfy the triangle inequality. We say that two
R,N -tree names h and h′ are the same up to tree automorphism if there exists some
tree automorphism A ∈ AN such that h(v) = h′(Av) for all v. Note that t¯N (h, h′) = 0 if and
only if h and h′ are the same up to tree automorphism. We shall let RNτ denote the set
of R,N -tree names and RN∇ denote the equivalence classes of R,N -tree names modulo tree
automorphism.
Suppose that X = (X,B, µ, T ) ∈ End(p). We wish to construct R-tree names for each
point in X . To do this, fix a measurable partition KX : X → {1, . . . , |p|} such that for a.a.
x, the |p| inverse images of x have distinct KX values and the conditional probability of the
inverse image x′ of x with KX(x
′) = j is pj. We will refer to KX as a tree partition of X.
Note that unless the components of p are pairwise distinct, there will in general be many
distinct tree partitions.
We now use KX to define a collection of partial inverses Tv for each node v ∈ T ′. For
each node v of length one (i.e., v ∈ {1, . . . , |p|}), define the map Tv : X → X by setting Tvx
to be the inverse image x′ of x with KX(x
′) = v. We may then extend the definition of Tv
to an arbitrary node v ∈ T ′ as follows: if v = (a1, . . . , an), set Tv(x) = Ta1(Ta2 . . . (Tanx) . . .).
Note that Tv is injective and v 7→ Tvx maps T ′ to {T−jx | j > 0} for a.a. x. If y ∈ T−jx
for some j ∈ N, then there exists a unique v of length j such that y = Tvx, and wv is the
conditional probability of the preimage y of x under the map T j.
Suppose we have some function g : X → R. Using the tree partition KX, we may now
associate to a.a. x in X the R-tree name τ gx : T ′ → R by setting τ gx (v) = g(Tvx). We
shall refer to the R-tree name τ gx as the g-tree name of x and the restriction τ
g
x |T ′N as the
g-N -tree name of x. For any function f : X → R and n ∈ N, define fnτ : X → Rnτ by
sending x to its f -n-tree name and fn∇ : X → Rn∇ by sending x to the equivalence class in
Rn∇ containing its f -n-tree name.
Note that for any g : X → R, the R-tree name τ gx depends on the choice of the tree
partition KX. However, the tvwB condition, which we now define for p-endomorphisms, is
not affected by the choice (since for any g : X → R, different choices yield the same g-N -tree
name of x up to tree automorphism). Note that this definition is essentially the same as the
definition in [H,R]. The only difference is that our definition of t¯n is slightly different as the
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group of tree automorphisms is more restrictive in the case of a general probability vector p.
Definition 1.3.1. Let X = (X,B, µ, T ) ∈ End(p) and g : X → R for a compact metric
space (R, d). We say that (X, g) is tree very weak Bernoulli (tvwB) if for each ε > 0,
there exists some N such that, whenever n ≥ N , we have some set G ⊆ X of measure at
least 1−ε with t¯n(τ gx , τ gy ) < ε for all x and y in G.
We shall say that the a m.p.s. X ∈ End(p) is tvwB if for all measurable functions
g : X → R for a compact metric space R, (X, g) is tvwB. It is immediate that the tvwB
property is preserved under isomorphism.
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Chapter 2:
TvwB p-Endomorphisms on Lebesgue
Spaces
The goal in this chapter is to prove the following theorem stated in §2.4, which generalizes
the main result in [H,R] to an arbitrary probability vector.
Theorem 2.4.1. Let p = (p1, . . . , ps) be a probability vector. If X = (X,B, µ, T ) ∈ End(p),
then X is tvwB if and only if X ∼= B+(p).
This chapter is organized into several sections. The first three sections establish some
basic tools that will be necessary in the proof of Theorem 2.4.1. In §2.1, we define the concept
of a tree-adapted factor map and establish a crucial property shared by these factor maps.
§2.2 proves the tree ergodic theorem, which may be considered as a “backward” version of
Birkhoff’s ergodic theorem. §2.3 establishes the tree Rokhlin lemma and its strong form,
which are analogues of the standard Rokhlin lemma for invertible transformations. §2.4
contains the proof of the main theorem. The proof in §2.4 does not require the machinery of
one-sided joinings introduced in [H,R] and is patterned on the proof of Theorem 2.4.1 given
in a joint paper by del Junco and me [J,J] in the case that p is a uniform probability vector.
§2.5 gives a completely different, and quite simple, proof of Theorem 2.4.1 in the special case
that p has pairwise distinct components.
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Throughout this chapter, p will denote the probability vector (p1, . . . , ps).
2.1. Tree-Adapted Factors
Definition 2.1.1. Let X = (X,B, µ, T ) ∈ End(p), then a m.p.s. Y = (Y, C, ν, S) is a tree-
adapted factor of X if there is a factor map φ : X→ Y such that for a.a.x in X , φ gives
a bijection of the inverse images of x and those of φ(x). We will refer to the factor map
φ : X→ Y as a tree-adapted factor map.
Note that this definition is more restrictive than in [H,R], which requires only that φmaps
T−1x one-to-one into S−1φ(x). Nonetheless, this definition will suffice since the factor maps
which we construct in the proof of the isomorphism theorem (in particular, in Proposition
2.4.9) is tree-adapted in our sense.
The following proposition shows that a tree-adapted factor of a p-endomorphism is itself
a p-endomorphism. It is the extension of Lemma 2.3 in [H,R] to p-endomorphisms. For a
p-endomorphism X = (X,B, µ, T ) , define the function pX : X →(0,1) by setting pX(x) to be
the conditional probability of the preimage x of Tx. We shall refer to pX as the p-function
on X.
Proposition 2.1.2. A tree-adapted factor of a p-endomorphism is a p-endomorphism.
Proof: Let X = (X,B, µ, T ) ∈ End(p). Suppose Y = (Y, C, ν, S) is a tree-adapted factor
of X and φ : X → Y is a tree-adapted factor map. By definition, S is also |p|-to-one a.e.
Fix a point y ∈ Y , and suppose y1, . . . , ys are the inverse images of y. For each x ∈ φ−1y,
the conditional measure on T−1x given x pushes forward via φ to a measure on S−1y. The
conditional measure on S−1y given y is just an average of these image measures on S−1y over
all x ∈ φ−1y. As φ is tree-adapted andX ∈ End(p), these image measures assign the s inverse
images of y with measures equal to the components of p. Thus, (pY(y1)), . . . , pY(ys)) is an
average of probability vectors (pσ(1), . . . , pσ(s)) for a permutation σ : {1, . . . , s} → {1, . . . , s}.
The fact that the function h(t) = −tlog2t is strictly concave implies that the entropy of the
probability vector (pY(y1)), . . . , pY(ys)) is at least h(p) with equality holding if and only if this
probability vector is some permutation of p. The fact that the entropy of X is h(p) implies
that equality must hold for a.a. y and so the entropy of Y is h(p). But this is precisely
saying that Y = (Y, C, ν, S) is a p-endomorphism. 
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The following proposition gives an important property shared by tree-adapted factor
maps; namely, they preserve the p-function.
Proposition 2.1.3. Suppose X = (X,B, µ, T ) ∈ End(p). If φ : X → Y is a tree-adapted
factor map, then for a.a.x in X , pX(x) = pY(φ(x)).
Proof: By proposition 2.1.2, Y = (Y, C, ν, S) ∈ End(p). Let y ∈ Y and let µy be the
conditional measure on φ−1(y) given y. With no loss of generality, suppose p1 ≥ . . . ≥ ps.
Let y1, . . . , ys be the inverse images of y such that pY(yj) = pj. Since φ is tree-adapted,
for each x ∈ φ−1(y), let xyj be the unique inverse image of x such that φ(xyj ) = yj. Now,
p1 = pY(y1) is an average of pX(xy1) over x ∈ φ−1(y). As pX(xy1) ≤ p1, it follows that
pY(y1) = p1 = pX(xy1) for µy-a.a. x. Next, note that since xy1 6= xy2 by tree-adaptedness,
pX(xy2) ≤ p2 for µy-a.a. x. Hence, pY(y2) = p2 = pX(xy2) for µy-a.a. x. Inductively, we see
that pY(yj) = pX(xyj ) for µy-a.a.x for each 1 ≤ j ≤ s. As y is arbitrary, there is a set G of
full measure in X such that for each x ∈ G, if x′ ∈ T−1x, then pX(x′) = pY(φ(x′)). Then
T−1G is also a set of full measure satisfying the statement of the proposition. 
If X = (X,B, µ, T ) ∈ End(p) and x ∈ X , define the pX-name of x to be the sequence
(pX(x), pX(Tx), . . .). Proposition 2.1.3 implies that if φ : X → Y is a tree-adapted factor
map, then the pX-name of x equals the pY-name of φ(x) for a.a. x.
The fact that the p-function is preserved under tree-adapted factor maps leads to the
following proposition which will be used in the proof of Theorem 2.4.1.
Proposition 2.1.4. Suppose X = (X,B, µ, T ) ∈ End(p) and Y = (Y, C, ν, S) is a tree-
adapted factor of X. Consider a tree-adapted factor map φ : X → Y. For any measurable
function f : Y → R and any m ∈ N, we have for a.a.x,
(f ◦ φ)m∇(x) = fm∇(φ(x)).
Proof: For x ∈ X , define the map pix : T ′m → T ′m by setting pix(v) = u if φ(Tvx) = Suφ(x) and
|v| = |u|. Note that this map is well-defined and is a bijection as φ is tree-adapted. Moreover,
since φ is a factor map, it follows that pix ◦ σ = σ ◦ pix. By the remarks following proposition
2.1.3, pX-name of z = pY-name of φ(z) for a.a. z and thus pix preserves the weights of nodes
so that pix defines a tree automorphism. It follows that for every v ∈ T ′m,
τ f◦φx (v) = f ◦ φ(Tvx) = f (Spix(v)φ(x)) = τ fφ(x)(pix(v)).

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2.2. The Tree Ergodic Theorem
The goal in this section is to demonstrate a tree version of the ergodic theorem (propo-
sition 2.2.3). To begin, notice that the following is a trivial consequence of the definition of
tvwB of a m.p.s. X ∈ End(p).
Proposition 2.2.1. Suppose X ∈ End(p) is tvwB, then X is ergodic.
Proof: Consider the characteristic function g = χG for an invariant set G. Then (X, χG)
can only be tvwB if G has measure zero or one. 
For a m.p.s. X = (X,B, µ, T ) and a real-valued function g on X and x ∈ X , set
AN (g)(x) =
1
N
N−1∑
i=0
g(T ix).
The following proposition is proved using Birkhoff’s ergodic theorem.
Proposition 2.2.2. Suppose X = (X,B, µ, T ) ∈ End(p) is ergodic. Let B ⊆ X . Given
ε > 0, there exists N ∈ N such that for all n ≥ N , we have a set G of measure > 1− ε such
that for each x ∈ G, ∣∣∣∣∣ 1n
∑
0<|v|≤n
wvχB(Tvx)− µ(B)
∣∣∣∣∣ < ε.
Proof: Note that
1
n
∑
0<|v|≤n
wvχB(Tvx) =
∑
|v|=n
wvAn(χB)(Tvx). (1)
Since X is ergodic, we have for a.a.x, An(χB)(x) → µ(B) as n→∞. In particular, for δ > 0,
there exists some N such that for all n ≥ N and for all y in a set G of measure ≥ 1− δ,
|An(χB)(y)− µ(B)| < δ. (2)
Hence, if µx is the conditional measure on T
−nx given x, then
µx(G) ≥ 1−
√
δ (3)
for all x in a set G′ of measure at least 1−√δ. For each x ∈ G′, by (2) and (3), we have
|
∑
|v|=n
wvAn(χB)(Tvx)− µ(B)| ≤ |
∑
Tvx∈G
|v|=n
wvAn(χB)(Tvx)−
∑
Tvx∈G
|v|=n
wvµ(B)|
+ |
∑
Tvx/∈G
|v|=n
wvAn(χB)(Tvx)−
∑
Tvx/∈G
|v|=n
wvµ(B)|
< δ + 2
√
δ.
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Since δ can be chosen to be arbitrarily small, the result now follows from (1). 
Let X = (X,B, µ, T ) ∈ End(p) and consider a partition P : X → C for some finite set
C. Given M ∈ N and x ∈ X , define a measure θx,M,P on C by
θx,M,P (c) =
1
M
∑
{v∈T ′
M
|P (Tvx)=c}
wv
for each c ∈ C. We say that x ∈ X is ε,M-generic for P if
∑
c∈C
|θx,M,P (c)− µ(P−1(c))| < ε.
The following is the Tree Ergodic Theorem and follows easily from proposition 2.2.2.
Proposition 2.2.3 (Tree Ergodic Theorem). Let X = (X,B, µ, T ) be an ergodic p-
endomorphism and P : X → C be a finite partition. For every ε > 0, we have for all large
M , a set G of measure 1− ε such that for each x ∈ G, x is ε,M-generic for P .
2.3. The Tree Rokhlin Lemma
Let X = (X,B, µ, T ) be an ergodic m.p.s. A ε-tree Rokhlin tower of height N + 1
in X is a collection of pairwise disjoint measurable sets {B0, B1, . . . , BN} in X such that
Bj = T
−jB0 and whose union ∪Ni=0Bi has measure > 1 − ε. If M is such a tree Rokhlin
tower, we will let ∪M denote the union of the sets in M. We will refer to the set B0
as the base of the tower and the set Bj = T
−jB0 as the j-th level of the tower. If
B′ ⊆ B, we will refer to the union ∪Ni=1T−iB′ as the column of the tower over B′. We
now establish the analogues for p-endomorphisms of the standard Rokhlin lemma and the
Strong Rokhlin lemma. Their proofs follow along the same lines as propositions 5.2 and 5.3
in [H,R], although their results were only stated for uniformly p-to-1 endomorphisms. For
completeness, we include the proofs below.
Proposition 2.3.1 (Tree Rokhlin Lemma). Let X = (X,B, µ, T ) be ergodic, then for
each ε > 0 and N ∈ N, there exists a ε-tree Rokhlin tower of height N+1 in X.
Proof: For a set D ⊆ X of positive measure, define the set
B = {x ∈ X | min(i ≥ 0 | T ix ∈ D) ≡ 0 mod(N + 1)}\D
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Note that B is well-defined since by ergodicity, for a.a. x in X , T ix ∈ D for some i ∈ N.
It suffices to show that B ∩ T−jB = ∅, for each 1 ≤ j ≤ N . Suppose on the contrary,
x ∈ B ∩ T−jB for some 1 ≤ j ≤ N . Then there exists y ∈ B such that y = T jx. By the
definition of B, the set {x, Tx, . . . , T j−1x, T jx = y} is disjoint from D, hence we have
min(t ≥ 0 | T tx ∈ D) = min(t ≥ 0 | T ty ∈ D) + j.
Since x ∈ B and y ∈ B, taking mod(N+1) of both sides forces j = 0, which is a contradiction.
Hence B ∩ T−jB = ∅. Let M = {T−iB | 0 ≤ i ≤ N}.
Now, as X is ergodic, µ(B) ≥ 1/(N + 1)− µ(D) and so
µ(∪Ni=0T−iB) = (N + 1)µ(B) ≥ 1− (N + 1)µ(D).
Choosing D such that µ(D) < ε/(N + 1) shows that the Rokhlin tower M has the desired
property. 
Before we prove the Strong Tree Rokhlin lemma, we introduce some notations which
we will use in the rest of this thesis concerning distributions of partitions on a probability
measure space. For a finite set C, define the total variation norm on the probability
measures on C by
|ρ− θ| =
∑
c∈C
|ρ(c)− θ(c)|.
We write ρ
ε∼ θ if |ρ− θ| < ε. Suppose (Ω,B, λ) is a probability measure space. For a subset
G ⊆ Ω of positive measure and a measurable finite partition P : Ω→ C, let P |G denote the
restriction of P to G. Let λG be a probability measure on B defined by λG(B) = λ(B∩G)/λ(G)
for B ⊆ Ω. Obviously, λ = λG if G = Ω. For a partition Q : G → C, let distλG(Q) be the
probability measure on C defined by distλG(Q)(c) = λG(Q
−1(c)) for each c ∈ C. We will refer
to the sets Q−1(c) ⊆ G, c ∈ C, as the atoms of Q. Where there is no ambiguity as to the
measure on the domain of the partition, we will generally omit the subscript and just write
dist(Q). For a measure preserving transformation T on (Ω,B, λ) and a partition P : Ω→ C,
we define the P -name of x to be the infinite sequence (P (x), P (Tx), . . .) and the P -n-name
of x to be the finite sequence (P (x), . . . , P (T n−1x)).
If P : Ω→ C and Q : Ω→ C ′ are partitions into finite sets C and C ′, we say that Q ≤ P
if there exists a map pi : C → C ′ such that Q = pi ◦ P , i.e. knowing P (x) determines Q(x).
We will need the following technical lemma that guarantees the measurability of the
atoms of the various partitions that will be constructed in the proof of the Strong Tree
Rokhlin lemma and in the proof of Theorem 2.4.1.
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Lemma 2.3.2. Suppose X = (X,B, µ, T ) ∈ End(p). Consider a measurable finite partition
P : X → C. For any C,n-tree name τ , the set {x ∈ X | τPx = τ on T ′n} is measurable.
Proof: Note that τ induces a subset in Cn whose elements are indexed by the nodes of
length n. In fact, if |v| = n, we may associate the sequence τ¯ (v) = (τ (v), . . . , τ (σn−1v)) ∈ Cn
to v. Let C¯(v) denote the set {x ∈ X | P -n-name of x is τ¯ (v)}.
Let G = ∪|v|=nTvX ∩ C¯(v), which is clearly measurable by the definition of the partial
inverses Tv in §1.3. For x ∈ X , let µx be the conditional measure on T−nx given x. Notice
that the function g : X → [0,1] defined by g(x) = µx(G) is measurable. In particular, the set
{x ∈ X | g(x) = 1} is measurable. However, this is precisely the set {x ∈ X | τPx = τ on T ′n}.

Proposition 2.3.3 (Strong Tree Rokhlin lemma). Let X ∈ End(p) be ergodic. Con-
sider a measurable partition P : X → C. Then for each ε > 0 and N ∈ N, there ex-
ists a ε-tree Rokhlin tower of height N+1 in X whose base B is independent of P , i.e.
dist(P |B) = dist(P ).
Proof: Let N ′ be an integer and ε′ > 0, both to be specified later. Use the Tree Rokhlin
lemma to build a ε′/2-tree Rokhlin tower M′ of height N ′ + 1 with base D. Let P¯ be the
partition PN
′τ |D. By Lemma 2.3.2, P¯ defines a measurable partition of D. For each atom
α in P¯ , divide α into N + 1 measurable disjoint sets βα0 , . . . , β
α
N of equal measure. Consider
the set
B′ =
⋃
α∈P¯
⋃
0≤i≤N
⋃
j≡i mod (N+1)
0<j≤N′−N
T−jβαi .
Notice that B′ is disjoint from T−jB′ for all 0 < j ≤ N . Let M = {T−iB′ | 0 ≤ i ≤ N}. As
M contains the (N + 1)st to (N ′ −N )th levels of M′, we may choose N ′ large enough and ε′
small enough such that the union of the sets in M has measure > 1− ε/2.
From our definition of B′, we have
dist(P |B′) = dist(P |
N ′−N⋃
i=1
T−iD).
For any η > 0, by decreasing ε′ and increasing N ′ if necessary, we have
|dist(P |B′)− dist(P )| ≤ η.
If η > 0 is small enough, we may remove at most ε/2 fraction of B′ to arrive at a set
B such that dist(P |B) = dist(P ) and B forms the base of a ε-tree Rokhlin tower of height
N + 1. 
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2.4. Proof of the Isomorphism Theorem
Unless otherwise specified, all m.p.s. in this section are p-endomorphisms. The purpose
of this section is to prove the following theorem.
Theorem 2.4.1. Let X = (X,B, µ, T ) ∈ End(p), then X is tvwB if and only if X ∼= B+(p).
Our first goal is to prove that B+(p) is tvwB, which immediately proves half of Theorem
2.4.1. To do this, we will prove an extension of Lemma 2.5 in [H,R] to End(p), which shows
that any tree-adapted factor of a tvwB p-endomorphism remains tvwB. Before we prove this
(Proposition 2.4.3), a technical lemma is in order.
Lemma 2.4.2. Given a m.p.s. X = (X,B, µ, T ) , for each n ∈ N, δ > 0 and B ⊆ X such
that µ(B) > 1− δ, there exists a set G of measure > 1−√δ such that for each x ∈ G,
1
n
∑
0<|v|≤n
wvχB(Tvx) > 1−
√
δ.
Proof: For each k ≥ 0, let
wk(x,B) =
∑
|v|=k
Tvx∈B
wv.
Clearly, we have
µ(B) =
∫
wk(x,B) dµ(x).
Hence,
µ(B) =
∫
1
n
n∑
i=1
wi(x,B) dµ(x) > 1− δ.
So,
1
n
n∑
i=1
wi(x,B) > 1−
√
δ
except on a set of measure at most
√
δ. We finish the result by observing that
1
n
n∑
i=1
wi(x,B) =
1
n
∑
0<|v|≤n
wvχB(Tvx).

Suppose we have a measurable function g : X → R for a compact metric space (R, d).
We say that g is tree-adapted if for a.a.x, g assigns different values to the inverse images
of x. If D is the Borel σ-algebra of (R, d), we say that g is generating if B = ∞∨
i=0
T−ig−1(D).
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It is clear that a generating g is necessarily tree-adapted. We now prove the extension of
Lemma 2.5 in [H,R]. The proof follows along similar lines, though we will also need the fact
that tree adapted maps preserve the p-function (Proposition 2.1.3).
Proposition 2.4.3. Let X = (X,B, µ, T ) ∈ End(p) and let Y = (Y, C, ν, S) be a tree-
adapted factor of X. Suppose the function h : X → R is generating. If (X, h) is tvwB, then
for any function g : Y → R′ into a compact metric space (R′, d′), (Y, g) is tvwB.
Proof: By normalizing d and d′, we may assume that the metric spaces R and R′ have unit
diameter. Let φ : X → Y be a tree-adapted factor map. Now, h is generating and g ◦ φ is
B-measurable. Hence, for each ε > 0, there exist some s ∈ N, 0 < δ < ε and a set Gε of
measure > 1 − ε such that whenever x and x′ are in Gε and d(h(T ix), h(T ix′)) < δ for all
0 ≤ i ≤ s, then d′(g(φ(x)), g(φ(x′)) < ε.
Since (X, h) is tvwB, for a sufficiently large N , there exists a set G ⊆ X of measure
> 1− δ2 such that whenever z and z′ are in G,
t¯N (τ
h
z , τ
h
z′) < δ
2. (1)
Moreover, by Lemma 2.4.2, we have a set G′ ⊆ X of measure > 1 −√ε such that for each
x ∈ G′
1
N
∑
0<|v|≤n
wvχGε(Tvx) > 1−
√
ε. (2)
Fix a pair of points x and x′ in G ∩G′. Using (1), we have some tree automorphism A ∈ A
such that
1
N
∑
0<|v|≤N
wvd(h(Tvx), h(TAvx
′
)) < δ2. (3)
Let Ds+δ = {v ∈ T ′ | d(h(T i(Tvx)), h(T i(TAvx′))) ≥ δ for some 0 ≤ i ≤ s}. Then by (3),
1
N
∑
v∈Ds+
δ
wv < (s + 1)δ + s/N. (4)
Let V = {v ∈ T ′ | v /∈ Ds+δ , Tvx ∈ Gε, TAvx′ ∈ Gε}. Then notice that whenever v ∈ V , by
our choice of δ,
d′(g(φ(Tvx)), g(φ(TAvx
′))) < ε. (5)
Note that the tree automorphism A corresponds to a bijection of the trees of inverse images
of x and x′. This in turn pushes down via φ to a bijection of the trees of inverse images
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of φ(x) and φ(x′). Since φ is tree-adapted and hence preserves the p-function (proposition
2.1.3), this last bijection in turn yields a tree automorphism A′. By (2), (4) and (5), we have
1
N
∑
0<|v|≤N
wvd
′
(g(Svφ(x)), g(SA′vφ(x
′
))) =
1
N
∑
0<|v|≤N
wvd
′
(g(φ(Tvx)), g(φ(TAvx
′
)))
≤ 1
N
∑
0<|v|≤N
Tvx/∈Gε
wv +
1
N
∑
0<|v|≤N
TAvx
′ /∈Gε
wv +
1
N
∑
0<|v|≤N
v∈D
s+
δ
wv
+
1
N
∑
v∈V
wvd
′(g(φ(Tvx)), g(φ(TAvx
′)))
<
√
ε +
√
ε + (s + 1)δ + s/N + ε < 5
√
ε
for all sufficiently large N and small δ.
As µ(G′ ∩G) > 1 − 2√ε, if ε is sufficiently small, then there will be a large set H ⊆ Y
such that each y ∈ H is the image of some point in G′ ∩ G. Thus, the result follows from
the preceding calculation. 
Proposition 2.4.3 implies that if (X, f ) is tvwB for some generating f , then (X, g) is also
tvwB for any compact-valued function g. We thus see that the m.p.s. X is tvwB if and only
if (X, f ) is tvwB for some generating f . Hence, B+(p) is tvwB since its standard generator
(zero coordinate partition) yields the same tree name for all points in B+(p) by choosing the
tree partition KB+(p) to be the zero coordinate partition. We have thus proved the easier
half of Theorem 2.4.1, which we record as the proposition below.
Proposition 2.4.4. Suppose X = (X,B, µ, T ) ∈ End(p). If X ∼= B+(p), then X is tvwB. 
Our goal now is to show that if a p-endomorphism is tvwB, then it is one-sided Bernoulli.
It will be convenient for our presentation to work with functions defined on p-endomorphisms
with range in the metric space [0,1) (with the absolute value metric |x− y|). As we will see
below, this gives us a fairly natural way to partition the range space and to define tree name
distributions induced by a function on a p-endomorphism. For a m.p.s. Y = (Y, C, ν, S) and
two functions g, h : Y → [0, 1), let |g − h| = ‖g − h‖L1.
For any function g : Y → [0, 1) and N ∈ N, we will construct a “discretize” version of g
which closely approximates it. Specifically, for each N , let PN be the set of dyadic intervals
{[0, 1/2N ), . . . , [(2N−1)/2N , 1)} of length 2−N . Let DN be the set of midpoints of the intervals
in PN , i.e. DN = {(2t + 1)/2N+1, 0 ≤ t < 2N}. Define the function gN : Y → DN by setting
gN (x) =
2t + 1
2N+1
if x ∈ [ t
2N
,
t + 1
2N
), 0 ≤ t < 2N
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Clearly, |gN − g| < 1/2N . Observe that gN assumes values in the finite set DN so that we
may regard gN as a partition of Y .
Given a function g : Y → [0, 1) and positive integers m and n, recall from §1.3 that
we have the partition gnτm : Y → (Dm)nτ by mapping a point y to its gm-n-tree name and
the partition gn∇m : Y → (Dm)n∇ by mapping a point y to the equivalence class in (Dm)n∇
containing gnτm (y). Let us also define the partition g
n+
m : Y → (Dm)n by mapping a point y to
its gm-n-name. Observe that g
nτ
n′ ≤ gmτm′ , gn∇n′ ≤ gm∇m′ and gn+n′ ≤ gm+m′ if n′ ≤ m′ and n ≤ m.
The following proposition shows that closeness in tree name distributions implies closeness
in forward name distributions.
Proposition 2.4.5. Let Y = (Y, C, ν, S) ∈ End(p). For n, m ∈ N and any functions
g, h : Y → [0, 1), if
dist(gm∇n )
ε∼ dist(hm∇n ),
then
dist(gm+n )
ε∼ dist(hm+n ).
Proof: For each element ζ ∈ (Dn)m and α ∈ (Dn)m∇, and for any representative β ∈ α, let
w(ζ, α) be the total weights of nodes v of length m such that (β(v), β(σv), . . . , β(σm−1(v)) = ζ .
(This is clearly independent of the representative chosen.) Then
∑
ζ∈(Dn)m
|dist(gm+n )(ζ)− dist(hm+n )(ζ)| ≤
∑
ζ∈(Dn)m
∑
α∈(Dn)m∇
w(ζ, α)
∣∣dist(gm∇n )(α)− dist(hm∇n )(α)∣∣
=
∑
α∈(Dn)m∇
∑
ζ∈(Dn)m
w(ζ, α)
∣∣dist(gm∇n )(α)− dist(hm∇n )(α)∣∣
=
∑
α∈(Dn)m∇
∣∣dist(gm∇n )(α)− dist(hm∇n )(α)∣∣ < ε.

Let X = (X,B, µ, T ) and Y = (Y, C, ν, S) be p-endomorphisms. Suppose g : X → [0, 1)
and h : Y → [0, 1), we wish to define a t¯ distance between the processes (X, g) and (Y, h)
analogous to the d¯ distance in Ornstein’s Theory. To do this, we first let
t¯n((X, g), (Y, h)) =
∫
t¯n(τ
g
x , τ
h
y ) dµ(x)dν(y).
Then define
t¯((X, g), (Y, h)) = liminf t¯n((X, g), (Y, h)).
18
We remark that this is not the definition in [H,R] in which they define t¯n((X, g), (Y, h))
as an infimum of the integral of t¯n(τ
g
x , τ
h
y ) over the set of one-sided couplings of X and Y
(see Chapter 3). Here, we only define it with respect to the product measure. Note that
closeness in t¯ essentially means that for some large n, t¯n(τ
g
x , τ
h
y ) is small for any x in a large
set in X and for any y in a large set in Y .
The following proposition shows that ifX is tvwB, then t¯((X, g), (Y, h)) is small provided
that dist(gn∇n ) is sufficiently close to dist(h
n∇
n ) for some n. The argument follows along the
same lines as Lemma 4.4 in [H,R], though the notations found there need to be modified for
our situation, since we are considering p-endomorphisms so that the weights of the nodes
within a given level are not uniform.
Proposition 2.4.6. Suppose X is tvwB and g : X → [0, 1). For all ε > 0, there exist δ > 0
and N ∈ N with the following property: for anyY ∈ End(p) and any function h : Y → [0, 1),
if dist(gN∇N )
δ∼ dist(hN∇N ), then t¯((X, g), (Y, h)) < ε.
Proof: Let η > 0, to be specified later. Since X is tvwB, we may choose N large enough
such that there exists a set G of measure > 1 − η such that t¯N (τ gz , τ gz′) < η whenever z and
z′ are in G. Clearly, we may assume that 1/2N < η. Fix x′ ∈ G. If dist(gN∇N )
η∼ dist(hN∇N ),
then we have a set H in Y of measure at least 1− 2η such that if y ∈ H , then
t¯N (τ
g
x′ , τ
h
y ) < η + (1/2
N
) < 2η.
Let τ ′ = τ gx′. Create a tree name τ : T ′ → [0,1) by tiling with copies of τ ′ as follows: If
0 < |v| ≤ N and |v′| = kN for some integer k ≥ 0, we define τ by setting τ (vv′) = τ ′(v).
We would like to show that τ is close to τ gx and τ
h
y for large sets in X and in Y in t¯kN for
all k ∈ N. Roughly speaking, the idea is to think of each tree of height kN as consisting of
subtrees of height N and to realize that the tvwB condition guarantees that the tree names
of these subtrees are close to τ ′ in t¯N on average.
We will now define inductively, N -levels at a time, a tree automorphism A which makes
t¯kN (τ
g
x , τ ) small on a large set in X for all k. For x ∈ X , let Ax be a tree automorphism
which realizes the minimum in the definition of t¯N (τ
g
x , τ ). For 0 < |v| ≤ N , set A(v) = Ax(v).
Inductively, for each v ∈ T such that jN < |v| ≤ (j + 1)N , j ≥ 1, write v = v′u for unique
nodes v′ and u such that |u| = jN and 0 < |v′| ≤ N , and define A(v) = ATux(v′)A(u).
For j ≥ 0 and x ∈ X , let Sj(x) = {v ∈ T | |v| = jN and Tvx ∈ G}. Let w(Sj(x)) denote
the sum
∑
v∈Sj(x)
wv. Then by Lemma 2.4.2, for all k ≥ 0, there exists a set Gk ⊆ X of
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measure ≥ 1−√η such that
1
k
k−1∑
j=0
w(Sj(x)) ≥ 1−√η
for each x ∈ Gk. By our construction of the tree automorphism A, τ gy and τ ′ are matched to
within η in t¯N whenever y = Tvx for v ∈ Sj(x). For each x ∈ Gk, by calculating t¯kN (τ gx , τ ) as
an average of t¯N (τ
g
y , τ
′) over all y ∈ T−jNx, 0 ≤ j ≤ k − 1, we have
t¯kN (τ
g
x , τ ) =
1
kN
k−1∑
j=0
∑
|v|=jN
wvNt¯N (τ
g
Tvx, τ
′)
=
1
kN
k−1∑
j=0
( ∑
v∈Sj(x)
wvNt¯N (τ
g
Tvx
, τ ′) +
∑
v/∈Sj(x)
wvNt¯N (τ
g
Tvx
, τ ′)
)
≤ 1
kN
k−1∑
j=0
Nηw(Sj(x)) +N (1− w(Sj(x)))
≤ 1− 1
k
k−1∑
j=0
w(Sj(x))(1 − η)
≤ 1− (1 −√η)(1− η).
Hence for all but a set of measure 2
√
η in X , we have t¯kN (τ
g
x , τ ) < 2
√
η.
By the same argument, for all but a set of measure 4
√
η in Y , we have t¯kN (τ
h
y , τ ) < 4
√
η.
Hence, by choosing η sufficiently small, we have∫
t¯kN (τ
g
x , τ
h
y ) dµ(x)dν(y) ≤
∫
t¯kN (τ
g
x , τ ) dµ(x)dν(y) +
∫
t¯kN (τ, τ
h
y )dµ(x)dν(y)
≤ 4√η + 8√η < ε
Since k is arbitrary, the result now follows. 
Let X = (X,B, µ, T ) and consider a partition P : X → C for some finite set C. Given
M ∈ N and x ∈ X , recall from §2.2 that we defined a measure θx,M,P on C by
θx,M,P (c) =
1
M
∑
{v∈T ′
M
|P (Tvx)=c}
wv
for each c ∈ C. Also recall that x ∈ X is ε,M-generic for P if
|θx,M,P − dist(P )| < ε.
Note that if X is ergodic, the Tree Ergodic Theorem implies that for all sufficiently largeM ,
there is a large set G ⊆ X such that all points x ∈ G are ε,M-generic for P .
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Combined with proposition 2.4.6, the next proposition (the perturbation lemma), shows
that ifX is tvwB and t¯((X, f ), (Y, g)) < ε, then we only need to perturb g slightly (depending
on ε) to get a function h on Y such that the processes (X, f ) and (Y, h) are as close in t¯ as
we like. This will be the key observation in the proof of Sinai’s Theorem (Proposition 2.4.9).
For the proof of the perturbation lemma (Proposition 2.4.7) and the copying lemma
(Proposition 2.4.12), we will be constructing a function on a chosen tree Rokhlin tower M
using one or more chosen tree names in a way analogous to “painting” columns of a Rokhlin
tower with a name as in the proof of Ornstein’s theorem. Since this construction is central
to the proofs, let us now define it explicitly. Suppose Y = (Y, C, ν, S) ∈ End(p), N ∈ N
and A ∈ AN . Given a tree name τ : T ′N → R and a point y ∈ Y , we may define a function
h : {S−ty | 1 ≤ t ≤ N} → R such that h(Svy) = τ (Av) for all v ∈ T ′N . We will refer to h as
a laying of τ on {S−ty | 1 ≤ t ≤ N} via A. Doing this for all y in the base B of a tree
Rokhlin tower M of height N + 1 for fixed A ∈ AN and tree name τ defines a function on
∪M\B.
Proposition 2.4.7 (Perturbation Lemma). Let X = (X,B, µ, T ) and Y = (Y, C, ν, S) be
ergodic. Suppose δ > 0 and f : X → [0, 1). For any ε > 0, N ∈ N and for any function
g : Y → [0, 1) such that t¯((X, f ), (Y, g)) < δ4 , there exists some function h : Y → [0, 1) such
that |g − h| < 8δ and dist(hN∇N )
ε∼ dist(fN∇N ).
Proof: There is no loss of generality in assuming that N is large enough such that 1/2N ≤ δ4.
Let η < δ be specified later. Choose M ∈ N and a set G ⊆ X of measure > 1− η such that
the following conditions hold:
a) N/M < η/2
b) x is η,(M −N )-generic for fN∇N for all x ∈ G
c)
∫
t¯M (τ
f
x , τ
g
y ) dµ(x)dν(y) < δ
4.
The Tree Ergodic theorem and the hypothesis show that such an integer M and set G exist.
From c), we have ∫
t¯M (τ
f
x , τ
g
y ) dν(y) < δ
2
except on a set H ⊆ X of measure < δ2. Choose some point x′ ∈ G\H . It follows that on
a set G′ ⊆ Y of measure ≥ 1 − δ, we have t¯M (τ fx′ , τ gy ) ≤ δ for y ∈ G′. By the Strong Tree
Rokhlin Lemma, we may build a η/2-tree Rokhlin tower M of height M + 1 in Y with base
B such that νB(G
′) ≥ 1− δ.
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We now construct the required function h. For each y ∈ Y , let Ay ∈ AM be a tree
automorphism which realizes t¯M (τ
g
y , τ
f
x′). For each atom α in the partition g
Mτ
M |B, we pick a
representative point y(α) ∈ α. We define h on ∪M\B by laying τ fx′ on {S−ty | 1 ≤ t ≤ N}
via Ay(α) for each point y ∈ α and then for each atom α. Note that for a fixed node v and
a fixed atom α in gMτM |B, h is constant on Svα, thus h defines a measurable function on
∪M\B. We then extend h measurably to the rest of the space in any way we desire.
For each atom α ∈ gMτM |B, let Cα be the column of the tower over α. Let us say that Cα
is a good column if α contains a point in G′. Now, if y ∈ G′ ∩ B and y ∈ α, then since
1/2M < δ, we have
t¯M (τ
gM
y(α), τ
f
x′) ≤ t¯M (τ gy(α), τ fx′) + δ ≤ t¯M (τ gy , τ fx′) + 2δ < 3δ. (1)
For each good column Cα, a simple calculation using (1) and our definition of h shows that∫
Cα
|gM (z)− h(z)| dν(z) < 3δν(Cα).
Since νB(G
′) ≥ 1− δ, conditionally on B, the bases of the good columns is a set of measure
≥ 1− δ. Thus,
ν({∪Cα | Cα is good}) ≥ (1− δ)ν(∪Mi=1S−iB) > 1− 2δ.
Hence,
|g − h| ≤ |g − gM | + |gM − h|
≤ 1/2M + 5δ < 8δ.
For the second part of the conclusion, fix an atom α ∈ hMτN |B. Then there exists some
tree automorphism A such that hN (Svy) = fN (TAvx
′) for all y ∈ α and for all v ∈ T ′M . Hence,
for each ξ ∈ (DN )N∇, if fN∇N (Tvx′) = ξ for v ∈ T ′M−N , then hN∇N (SA−1vy) = ξ for all y ∈ α. Let
ξ¯ = {v ∈ T ′M−N | fN∇N (Tvx′) = ξ}. Since tree automorphisms preserve weights of nodes, we
have
dist(hN∇N |
⋃
0<j≤M−N
S−jα)(ξ) =
∑
v∈ξ¯
ν(SA−1vα)
(M −N )ν(α)
=
1
M −N
∑
v∈ξ¯
wv
= θx′,M−N,fN∇
N
(ξ).
Thus,
dist(hN∇N |
⋃
0<j≤M−N
S−jα) = θx′,M−N,fN∇
N
.
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Obviously, this is true for each α ∈ hMτN |B. Hence, (b) implies that
dist(hN∇N |
⋃
0<j≤M−N
S−jB)
η∼ dist(fN∇N ).
Using (a) and the fact that the measure of ∪M is large, we also have
dist(hN∇N )
ε∼ dist(fN∇N )
for η small enough. This completes the proof. 
By imitating the proof of the previous proposition, but without the need to make h close
to a predefined g, the following proposition is immediate.
Proposition 2.4.8. Suppose X = (X,B, µ, T ) and Y = (Y, C, ν, S) are both ergodic p-
endomorphisms. For any function f : X → [0, 1), and for all ε and N , we have some function
h : Y → [0, 1) such that dist(hN∇N )
ε∼ dist(fN∇N ). 
For Y = (Y, C, ν, S) and a function g : Y → [0, 1), we have a map gN∗ : Y → [0,1)N∗
defined by gN
∗
(y) = (g(y), g(Sy), . . .). The measure ν pushes forward via gN
∗
to the shift
invariant measure dist(Y, g) = ν ◦ (gN∗)−1 on [0,1)N∗ . We will refer to the map gN∗ as the
g-name map.
We will now prove the analogue of Sinai’s theorem in Ornstein’s theory for tvwB p-
endomorphisms. In fact, we will need a slightly stronger version of it.
Proposition 2.4.9 (Strong Sinai’s Theorem). Suppose X = (X,B, µ, T ) is tvwB. Let
f : X → [0, 1) be a generating function. Given ε > 0, there exist δ and N such that if
Y = (Y, C, ν, S) is ergodic and if g : Y → [0, 1) satisfies dist(gN∇N )
δ∼ dist(fN∇N ), then there
exists a tree-adapted function h : Y → [0, 1) such that dist(Y, h) = dist(X, f ) and |h− g| < ε.
Proof: By Proposition 2.2.1, X is ergodic. The strategy is to apply Propositions 2.4.6 and
2.4.7 repeatedly. Precisely, choose Nk ր ∞ and εk ց 0 such that for each k, Nk and εk
correspond to (ε/2k+3)4 in Proposition 2.4.6 applied to (X, f ). We show that if N = N1 and
δ = ε1, the result holds.
To see this, notice that if
dist(gN1∇N1 )
ε1∼ dist(fN1∇N1 ),
we have by Proposition 2.4.6,
t¯((X, f ), (Y, g)) < (ε/16)4.
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Hence, by Proposition 2.4.7, we have some function g2 on Y such that |g − g2| < ε/2 and
dist((g2)N2∇N2 )
ε2∼ dist(fN2∇N2 ).
Inductively, we obtain a sequence of functions gj’s such that |gj − gj+1| < ε/2j and
dist((gj)
Nj∇
Nj )
εj∼ dist(fNj∇Nj ).
Hence, the gj approach some function h pointwise a.e. Note that |g − h| < ε.
To see that dist(Y, h) = dist(X, f ), note that for any N ∈ N and any θ > 0, we have by
proposition 2.4.5,
dist((gj)N+N )
θ∼ dist(fN+N )
for all large j. Thus, for any given γ > 0, we have
dist(Y, gj)
γ∼ dist(X, f )
in the w*-topology for all large j. Now, as gj → h a.e., we also have for large j,
dist(Y, h)
γ∼ dist(Y, gj) γ∼ dist(X, f ).
Since γ is arbitrary, we have dist(Y, h) = dist(X, f ).
It remains to show that h is tree-adapted. By construction, for any N ∈ N and γ > 0,
dist((gj)1∇N )
γ∼ dist(f 1∇N ) for all large j. As gj → h, it immediately follows that for anyM ∈ N,
dist(h1∇M ) = dist(f
1∇
M ). Since f is generating and hence tree-adapted, so is h. 
The following is an immediate consequence of propositions 2.4.8 and 2.4.9.
Corollary 2.4.10 (Sinai’s Theorem). Suppose X = (X,B, µ, T ) is tvwB. Let f : X →
[0, 1) be a generating function. If Y = (Y, C, ν, S) is ergodic, then there exists a tree-adapted
function h : Y → [0, 1) such that dist(Y, h) = dist(X, f ). 
For a function g on Y , consider the g-name map gN
∗
: Y → [0,1)N∗ defined previously.
Similarly, if f is a function onX , consider the f -name map fN
∗
: X → [0,1)N∗ . If dist(X, f ) =
dist(Y, g) for a generating f on X , then we have a factor map pi : Y → X defined by
pi = (fN
∗
)−1 ◦ gN∗. Note that pi is tree adapted if g is a tree-adapted function on Y . Thus,
Sinai’s Theorem implies that if X is tvwB, then it is a tree-adapted factor of Y.
Before we establish the copying lemma, Proposition 2.4.12, we need the following result
which shows that if dist(Y, g) = dist(X, f ) for a generating f and a tree-adapted g as in
Sinai’s Theorem, the tree name distributions induced by g and f are the same.
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Proposition 2.4.11. Suppose X and Y are in End(p). Let f : X → [0, 1) be a generating
function. Suppose g : Y → [0, 1) is a tree-adapted function such that dist(Y, g) = dist(X, f ).
Then for all M ∈ N,
dist(gM∇M ) = dist(f
M∇
M ).
Proof: This follows directly from proposition 2.1.4 applied to the tree-adapted factor map
pi : Y → X defined by pi = (fN∗)−1 ◦ gN∗ and on noticing that gM = fM ◦ pi 
If h, h′ : Y → [0, 1), let h∨h′ be the joined function defined by h∨h′(y) = (h(y), h′(y)). By
analogy with our definitions of hMτM and h
M∇
M , we can construct the partitions (hM ∨ h′M )Mτ :
Y → (DM×DM )Mτ and (hM ∨h′M )M∇ : Y → (DM×DM )M∇ by discretizing h∨h′ as hM ∨h′M .
Proposition 2.4.12 (Copying Lemma). Let Y = (Y, C, ν, S) ∈ End(p) and suppose
X = (X,B, µ, T ) ∈ End(p) is ergodic. Let f : X → [0, 1) and g : Y → [0, 1) be generating.
Suppose f ′ is a tree-adapted function on Y such that dist(X, f ) = dist(Y, f ′) . For all ε and
N , there exists a function g′ on X such that
dist(fN ∨ g′N)N∇
ε∼ dist(f ′N ∨ gN )N∇.
Proof: By proposition 2.4.11, we have
dist(f ′
M∇
M ) = dist(f
M∇
M ).
Choose M such that N/M < ε/2. Construct a ε/2-tree Rokhlin tower M of height M + 1
in X. Let B be the base of M. By the Strong Tree Rokhlin Lemma, we may assume that
fM∇M is independent of B. Hence, dist(f
M∇
M |B) = dist(f ′M∇M ). Let pi : Y → X denote the tree
adapted factor map defined by pi = (fN
∗
)−1 ◦ (f ′)N∗ .
Fix an atom q of fM∇M . Define a partition Pq : q ∩ B → (DM ×DM )M∇ such that
dist(Pq) = dist((f
′
M ∨ gM )M∇|pi−1(q)).
This gives a bijection ϕ of the atoms of Pq and those of (f
′
M ∨ gM )M∇|pi−1(q) such that cor-
responding atoms have the same conditional measures and are mapped to the same element
in (DM ×DM )M∇.
For each atom α ∈ Pq, choose any representative point y ∈ ϕ(α). Note that as fM = f ′M◦pi
and pi(y) ∈ q, by proposition 2.1.4, fM∇M (z) = f ′M∇M (y) for all z ∈ α. For each z ∈ α, choose a
tree automorphism A ∈ AM such that fM (Tvz) = f ′M (SAvy) for each v ∈ T ′M . We then define
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g′ by laying τ gy on {T−tz | 1 ≤ t ≤ M} via A. (We can ensure the measurability of g′ by
choosing the same tree automorphism for all z ∈ α which are in the same atom of fMτM .)
This defines the function g′ on the column over α.
Clearly we have for every z ∈ α and v ∈ T ′M ,
fM ∨ g′M (Tvz) = f ′M ∨ gM (SAvy),
so that
(fM ∨ g′M )M∇(z) = (f ′M ∨ gM )M∇(y) = Pq(z).
Repeat the above procedure for each α ∈ Pq. We then have (fM ∨ g′M )M∇ = Pq on q ∩B. We
thus have
dist((fM ∨ g′M )M∇|q ∩B) = dist((f ′M ∨ gM )M∇|pi−1(q)) (1)
We then extend g′ to the rest of the tower by following the above procedure for each atom
q of fM∇M . We thus have a function g
′ defined on ∪M\B. Extend g′ measurably to the rest
of the space in any way we like.
We wish to prove that dist(fN ∨ g′N )N∇
ε∼ dist(f ′N ∨ gN )N∇. First, let us observe that by
our construction and by (1), we have
dist((fM ∨ g′M )M∇|B) =
∑
q∈fM∇
M
µ(q ∩ B|B)dist((fM ∨ g′M )M∇|q ∩B)
=
∑
q∈fM∇
M
µ(q)dist((f ′M ∨ gM )M∇|pi−1(q))
=
∑
pi−1(q)∈f ′M∇
M
ν(pi−1(q))dist((f ′M ∨ gM )M∇|pi−1(q))
= dist(f ′M ∨ gM )M∇.
(2)
We claim that for each 0 ≤ j ≤M −N ,
dist((fN ∨ g′N )N∇|T−jB) = dist(f ′N ∨ gN )N∇. (3)
To see this, note that if β and β ′ are corresponding atoms of (fM ∨ g′M )M∇ and (f ′M ∨ gM )M∇,
then
dist((fN ∨ g′N )N∇|T−jβ ∩ T−jB) = dist((f ′N ∨ gN )N∇|S−jβ ′). (4)
Moreover, by (2), we have
µ(T−jβ|T−jB) = µ(β|B) = ν(β ′) = ν(S−jβ ′). (5)
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Thus (3) follows from (4) and (5) since the distributions in (3) are just weighted averages of
the distributions equated in (4). As N/M < ε/2 and the rest of the space is a set of measure
< ε/2, we see that
dist(fN ∨ g′N)N∇
ε∼ dist(f ′N ∨ gN )N∇.
This finishes the result. 
For Y = (Y, C, ν, S) ∈ End(p) and partitions P,R : Y → C for a finite set C, we write
P
ε∼R if {y ∈ Y | P (y) 6= R(y)} has measure < ε. For two partitions P : Y → C and
Q : Y → C ′, we write P ε⊂Q if there exists a partition R : Y → C with R ≤ Q such that
P
ε∼R.
Given a function g : Y → [0,1), let ∑(g) denote the sub-sigma-algebra of C generated
by g, i.e.
∑
(g) =
∨∞
i=0 S
−j(g−1(D)) for the Borel sigma-algebra D of [0,1). If g and h are
functions on Y , we write h
ε,N⊂ ∑(g) if there exists some integer M such that hN ε⊂ gM+M . We
write h ⊂∑(g) if h is ∑(g)-measurable. Clearly, h ⊂ ∑(g) if and only if h ε,N⊂ ∑(g) for all
ε and N .
For the remainder of this section, let X = (X,B, µ, T ) and Y = (Y, C, ν, S) be tvwB
p-endomorphisms. Moreover, we fix generating functions f : X → [0, 1) and g : Y → [0, 1).
Before delving into details, we briefly describe the strategy to proving Theorem 2.4.1 from
this point on. The idea is to construct a Cauchy sequence of functions {gj} on Y such
that dist(Y, gj) = dist(X, f ) for each j, and which converge to a function g¯ on Y such that
g ⊂ ∑(g¯). Thus dist(Y, g¯) = dist(X, f ) and ∑(g¯) = ∑(g) = C. Now, the sigma-algebra B
pulls backs to
∑
(g) via the factor map pi = (fN
∗
)−1 ◦ g¯N∗ : Y → X as constructed prior to
Proposition 2.4.11. It thus follows that pi is an isomorphism as pi−1 gives an isomorphism of
σ-algebras of Lebesgue spaces. As we have previously remarked, B+(p) is tvwB. Theorem
2.4.1 thus follows.
For technical reasons, we will choose the generators f and g such that {x ∈ X | f (x) = q}
is a null set for each rational q, and similarly for the sets {y ∈ Y | g(x) = q}. Observe that
we can always do this as X and Y are nonatomic Lebesgue spaces. (Just choose any point
isomorphism f : X → [0,1) and g : Y → [0,1).) This assumption is needed to ensure that
for the functions we construct via the copying lemma, a large enough set of points assume
values sufficiently bounded away from the boundary points in the dyadic intervals of length
1/2N in PN . For any such function h, if
∣∣h¯− h∣∣ is sufficiently small, then hN (x) = h¯N (x) for
all x in a set of large measure.
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Proposition 2.4.13. Let f ′ : Y → [0, 1) be a tree-adapted function such that dist(Y, f ′) =
dist(X, f ). Then for any η > 0, ε > 0 and M ∈ N, there exists a tree-adapted function
f¯ : Y → [0, 1) such that
a) g
ε,M⊂ ∑(f¯ )
b)
∣∣f¯ − f ′∣∣ < η
c) dist(Y, f¯ ) = dist(X, f ).
Proof: Let N ∈ N be specified later. By Proposition 2.4.12, for any δ and L, we have some
function g′ on X such that
dist(fL ∨ g′L)L∇
δ∼ dist(f ′L ∨ gL)L∇. (1)
As f ′⊂∑(g), for each θ > 0, we can choose some k such that
f ′N
θ⊂ gk+k .
Now, by our choice of g, {y ∈ Y | g(y) = q} is a null set for each rational q. Thus, for
any β > 0, there exist open intervals containing the rationals {t/2k | t = 1, . . . , 2k − 1} such
that g(y) assumes a value in one of these intervals on a set of measure < β. Thus, (1) also
implies that g′(x) assumes a value in one of these intervals on a set of measure < 2β for all
sufficiently small δ and 1/L. If β > 0 is small enough, we may choose ρ > 0 such that for
any function g¯ with |g′ − g¯| < ρ, g′k(x) = g¯k(x) on a set of sufficiently large measure to give
dist(fk ∨ g′k)k∇
θ∼ dist(fk ∨ g¯k)k∇. (2)
From (1), dist(g′L∇L )
δ∼ dist(gL∇L ). By the Strong Sinai’s Theorem, if δ and 1/L are chosen
small enough, then we may choose g¯ with |g′ − g¯| < ρ, dist(X, g¯) = dist(Y, g), and (2) holds.
Once more by proposition 2.4.12, for any L′ and δ′, we have some function fˆ on Y such
that
dist(fL′ ∨ g¯L′)L′∇ δ
′∼ dist(fˆL′ ∨ gL′)L′∇. (3)
Using the Strong Sinai’s Theorem again, for any 0 < ρ′ < θ, we may choose δ′ and L′ to
give a tree-adapted function f¯ on Y such that
∣∣fˆ − f¯ ∣∣ < ρ′ < θ with dist(Y, f¯ ) = dist(X, f ).
This gives (c) of the proposition.
Choose k′ ∈ N such that g¯M
ε⊂ f k′+k′ . By (3) and decreasing δ′ and 1/L′ if needed, we
have gM
ε⊂ fˆ k′+k′ . Once again, since {x ∈ X | f (x) = q} is a null set for each rational q, we
have gM
ε⊂ f¯ k′+k′ by choosing ρ′, δ′ and 1/L′ small enough. This gives (a) of the proposition.
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It remains to prove (b). Now,∣∣f ′ − f¯ ∣∣ ≤ |f ′ − f ′N | + ∣∣f ′N − fˆN ∣∣ + ∣∣fˆN − fˆ ∣∣ + ∣∣fˆ − f¯ ∣∣
< 1/2N +
∣∣f ′N − fˆN ∣∣ + 1/2N + θ.
Using (1), (2) and (3) and ensuring min(L, L′) ≥ k, and δ, δ′ small enough we have
dist(f ′k ∨ gk)k∇
2θ∼ dist(fˆk ∨ gk)k∇.
Thus,
dist(f ′k ∨ gk)k+
2θ∼ dist(fˆk ∨ gk)k+.
Since f ′N
θ⊂ gkk+, we may also conclude that
∣∣f ′N − fˆN ∣∣ < 3θ. We may now conclude b) by
choosing θ and N in the beginning to satisfy 4θ + 1/2N−1 < η. 
We are now ready to prove Theorem 2.4.1.
Proof (Theorem 2.4.1): The idea is to use Sinai’s Theorem and Proposition 2.4.13 re-
peatedly to construct a Cauchy sequence of functions {gj} on Y converging to some func-
tion g¯ pointwise a.e., and dist(Y, gj) = dist(X, f ) for each j, from which it follows that
dist(Y, g¯) = dist(X, f ). We now need to ensure that the functions {gj} are chosen in such
a way that g ⊂∑(g¯). From this, we may conclude that ∑(g¯) =∑(g), thus concluding the
proof of Theorem 2.4.1.
To carry out the above plan, choose a sequence of reals εj ց 0 and a sequence of integers
Mj ր∞. Let ηj ց 0 be a sequence of reals, to be specified later. Using Sinai’s Theorem, we
begin by choosing a tree-adapted function g1 on Y such that dist(Y, g1) = dist(X, f ). Using
proposition 2.4.13, we construct a sequence of tree-adapted functions {gj} on Y , j > 1, such
that
i) dist(Y, gj) = dist(X, f ), for j ≥ 1
ii) |gj − gj+1| < ηj, for j ≥ 1
iii) g
εj ,Mj⊂ ∑(gj), for j > 1.
By ii), we may obviously arrange the ηj’s such that the g
j’s converge to a function g¯ pointwise
a.e. Thus dist(Y, g¯) = dist(X, f ). Since g
εj ,Mj⊂ ∑(gj), for j > 1, we have some integer kj
such that
gMj
εj⊂ (gj)kj+kj .
Now as dist(Y, gj) = dist(X, f ) for each j, the fact that {x ∈ X | f (x) = q} is a null set for
each rational q implies {y ∈ Y | gj(x) = q} is also. Hence, we have some θn > 0 for each
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n > 1 such that whenever
∞∑
j=n
|gj − gj+1| < θn, (1)
we have
gMn
2εn⊂ g¯kn+kn .
For any m ∈ N and ε > 0, it follows that for all large n,
g
ε,m⊂ ∑(g¯).
We thus have
∑
(g) =
∑
(g¯), which gives Theorem 2.4.1.
Hence we are done if we can choose the gj’s to satisfy the inequalities specified in (1) for
all n > 1. To see that this is possible, note that they are chosen in the order g1 → g2 → g3 . . . .
In view of this, when θn is determined, only g
1, . . . , gn have been chosen and gn+1 has not
been chosen yet. Now, ηn only need to be chosen when we choose g
n+1. As a result, ηn has
not been declared at the time we specify θn.
Thus, we may choose ηn < min(
θ1
2n
, . . . , θn
2
), it follows that
∞∑
j=n
|gj − gj+1| < θn
2
+
θn
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+ ... = θn.
Thus the inequalities in (1) can be satisfied. This completes the proof of Theorem 2.4.1. 
2.5. An Elementary Proof of a Special Case of Theorem
2.4.1
In this section, we give a direct proof of Theorem 2.4.1 in the case that p = (p1, . . . , ps)
is a probability vector such that p1 > . . . > ps. A simplified proof exists in this special case
because the group A of tree automorphisms is trivial.
Let X = (X,B, µ, T ) ∈ End(p). Let I = {1, . . . , s}. Consider the one-sided Bernoulli
shift B+(p) represented as the shift space (IN
∗
, C, ν, S) such that the j-th symbol has weight
pj. We then have a canonical factor map φ : X → B+(p) defined by setting φ(x)k = j if
pX(T
kx) = pj, for k ≥ 0.
Recall that a node of the p-tree T is a finite sequence of integers in {1, . . . , s}. For each
node v and a point z in IN
∗
, let vz be the point in IN
∗
obtained by concatenating v to the
left of z. For each z in IN
∗
, let z[0, m] be the cylinder set
{z′ ∈ IN∗ | z′j = zj for 0 ≤ j ≤ m}.
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Our goal is to prove the following special case of Theorem 2.4.1.
Theorem 2.5.1. Let p be a probability vector with pairwise distinct components. Let
X = (X,B, µ, T ) ∈ End(p) be tvwB, then the canonical factor map φ : X → B+(p) is an
isomorphism.
To prove this, we need a preliminary lemma. Recall that for X = (X,B, µ, T ) and
Y = (Y, C, ν, S) , if ψ : X → Y is a factor map, then we have fiber measures µy supported
on ψ−1(y) with the property that µ =
∫
µy dν(y).
Lemma 2.5.2. Consider the one-sided Bernoulli shift B+(p) = (IN
∗
, C, ν, S). Let X =
(X,B, µ, T ) ∈ End(p). If D ⊆ X and v ∈ T , then for a.a. z in IN∗, µvz(TvD) = µz(D) (i.e.
T |v| : (X, µvz)→ (X, µz) is measure preserving).
Proof: This follows easily from the fact that
µ(TvB|TvC) = µ(B|C)
for positive measurable sets B ⊆ X and C ⊆ X . 
Proof (of Theorem 2.5.1): Let f : X → [0,1] be generating. By assumption, (X, f ) is
tvwB. It suffices to prove that for a.a. z in IN
∗
, there exists some r ∈ [0,1] such that for µz-a.a.
x, f (x) = r (i.e. f is constant on fibres). Indeed, this implies that f is φ−1(C)-measurable.
Since f is generating, we thus have B = φ−1(C) and so φ is an isomorphism.
We proceed by contradiction. Hence, we suppose that there exist η > 0, a set Z ⊆ IN∗
of positive measure and two disjoint intervals J and J ′ in [0,1] separated by a distance of at
least η such that for each z ∈ Z, µz(x ∈ X | f (x) ∈ J) and µz(x ∈ X | f (x) ∈ J ′) are both
at least η. We may clearly assume η < ν(Z). By the Tree Ergodic Theorem, there exists
N ∈ N such that for all n ≥ N , we have a set K ⊆ IN∗ of measure at least η such that for
each z ∈ K,
1
n
∑
{0<|v|≤n|vz∈Z}
wv ≥ ν(Z)
2
>
η
2
. (1)
We now show that the integral ∫
t¯n(τ
f
x , τ
f
y ) dµz(x)dµz(y)
is bounded away from zero for z ∈ K, n ≥ N . To see this, for v ∈ T , by Lemma 2.5.2,∫ ∣∣τ fx (v)− τ fy (v)∣∣ dµz(x)dµz(y) =
∫
|f (Tvx)− f (Tvy)| dµz(x)dµz(y)
=
∫
|f (x)− f (y)| dµvz(x)dµvz(y).
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Hence, if z ∈ K for n ≥ N , then from (1) and the fact that A consists of only the identity
automorphism,∫
t¯n(τ
f
x , τ
f
y ) dµz(x)dµz(y) =
1
n
∑
0<|v|≤n
wv
∫ ∣∣τ fx (v)− τ fy (v)∣∣ dµz(x)dµz(y)
≥ 1
n
∑
{0<|v|≤n|vz∈Z}
wv
∫
|f (Tvx)− f (Tvy)| dµz(x)dµz(y)
=
1
n
∑
{0<|v|≤n|vz∈Z}
wv
∫
|f (x)− f (y)| dµvz(x)dµvz(y)
≥ 1
n
∑
{0<|v|≤n|vz∈Z}
wvη
3 ≥ η4/2,
where the second last inequality follows from the fact for each vz in Z, we have two disjoint
sets U and U ′ with µvz measures at least η and |f (x)− f (y)| ≥ η whenever x ∈ U and y ∈ U ′.
Hence, ∫
t¯n(τ
f
x , τ
f
y ) dµz(x)dµz(y) ≥ η4/2
for all z ∈ K, n ≥ N .
We will now use the fact that (X, f ) is tree very weak Bernoulli to arrive at a contra-
diction. Let 0 < ε < 1 be specified later. Choose n corresponding to ε in the definition of
tvwB for (X, f ). We may assume that n ≥ N (for the N chosen in the last paragraph). By
definition, we have a set G of measure > 1− ε such that for all x and y in G, t¯n(τ fx , τ fy ) ≤ ε.
Now, we have
µ(Gc) =
∫
µz(G
c) dν(z) ≤ ε.
Hence,
µz(G
c) ≤ √ε
for all z in a set G′ ⊆ IN∗ of measure ≥ 1−√ε. Consequently, we see that for each z in G′,∫
t¯n(τ
f
x , τ
f
y ) dµz(x)dµz(y) ≤ ε + 2
√
ε.
Choosing ε > 0 sufficiently small ensures that ν(K ∩G′) > 0. Moreover, choose ε such that
ε + 2
√
ε < η4/2. Now, if z ∈ K ∩G′, we have on the one hand,∫
t¯n(τ
f
x , τ
f
y ) dµz(x)dµz(y) < η
4/2
as z ∈ G′, while ∫
t¯n(τ
f
x , τ
f
y ) dµz(x)dµz(y) ≥ η4/2
as z ∈ K. This is a contradiction and thus completes the proof of the theorem. 
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Chapter 3:
A Joinings Proof of the Isomorphism
Theorem
The goal of this chapter is to present a joinings proof of the isomorphism theorem, The-
orem 2.4.1, in the previous chapter. The proof is a modification of Hoffman and Rudolph’s
([H,R]) proof of the isomorphism theorem in the case of the uniform probability vector.
While the joinings proof is more technical in certain aspects than the proof presented in the
previous chapter, it has the advantage of showing that there are uncountably many auto-
morphisms of B+(p), unless the components of the probability vector p are pairwise distinct
(see Proposition 3.4.2). Most of the definitions and theorems below are modelled after Hoff-
man and Rudolph. There are, however, two modifications that we will make to their proof
which will allow us to extend their arguments to the general probability vector. First, we
will need to extend the definition of one-sided joinings introduced in [H,R]. In particular,
we need to impose an additional condition in the definition of a one-sided joining which is
trivial when p is uniform. Second, our statement of the copying lemma will differ from that
in Hoffman and Rudolph ([H,R]’s Lemma 5.4). In our presentation, we will need to copy tree
distributions induced by the functions on the p-endomorphisms under consideration. This
approach will save us from tackling the technical issue of whether dist and tdist generate
the same topology on tree-adapted functions on p-endomorphisms for a general p ([H,R]’s
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Lemma 3.6).
This chapter is organized into four sections. In §3.1, we define the notion of a one-sided
joining of two p-endomorphisms and discuss some topological properties of such joinings.
§3.2 is devoted to the proof of the copying lemma, which is similar in form to Proposition
2.4.12 but it is more involved. §3.3 examines the t¯ distance between two processes, as
defined in [H,R]. §3.4 contains the proof of Theorem 2.4.1, using the machinery of one-sided
joinings developed in §3.1 to §3.3. The idea is to show that for a tvwB p-endomorphism
X = (X,B, µ, T ) and for B+(p) = (Y, C, ν, S), the set of one-sided joinings λ such that B λ= C
(the isomorphic joinings) is a dense Gδ in the space of one-sided joinings, which is a compact
metric space in the w∗-topology. The Baire Category Theorem then implies that the set of
isomorphic joinings is non-empty, provided that the space of one-sided joinings is non-empty
(which will indeed be the case). However, each such joining gives an isomorphism and so
X ∼= B+(p).
3.1. One-sided Joinings
Let p = (p1, . . . , ps) be a fixed probability vector such that p1 ≥ . . . ≥ ps. Let p0 = 1
and assume that 0 = s0 < s1 < . . . < sr = s are chosen such that for all 0 ≤ i ≤ r − 1,
psi+1 = . . . = psi+1 and psi > psi+1 . Define the probability vector p¯ by summing the identical
components of p, i.e.
p¯ = (
s1∑
i=1
pi, . . . ,
sr∑
i=sr−1+1
pi)
Let I(p¯) = {1, . . . , r}N∗ and assign j with weight equal to the j-th component of p¯. Construct
the one-sided Bernoulli shift B+(p¯) = (I(p¯),m, σ) where m is the product measure and σ
is the shift defined in the usual way. Given X = (X,B, µ, T ) ∈ End(p), define a map
ψX : X → I(p¯) by setting ψX(x)t = j if pX(T tx) = psj . Note that if p is a uniform probability
vector, ψX is a constant map into a single point system. For two m.p.s. X = (X,B, µ, T ) and
Y = (Y, C, ν, S) , a coupling of X and Y is a measure λ on the product space (X×Y,B×C)
such that λ(B × Y ) = µ(B) for all B ⊆ X and λ(X × C) = ν(C) for all C ⊆ Y (i.e. λ has
marginals µ and ν). A joining of X and Y is a coupling λ which is also T × S-invariant.
For brevity, for a set B ⊆ X , we will also use B to denote the subset B × Y in the product
space X × Y , with similar convention for a set C ⊆ Y . (It will always be clear from the
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context whether B ⊆ X refers to B or B × Y .)
Two examples of joinings are worth mentioning at this stage. First, the product measure
µ × ν is always a joining of X and Y. Second, the diagonal measure χ∆ on X ×X defined
by χ∆(B × C) = µ(B ∩ C) for any B ⊆ X and C ⊆ X is a self-joining of X.
Definition 3.1.1. For X = (X,B, µ, T ) and Y = (Y, C, ν, S) in End(p), a one-sided cou-
pling (joining) λ of X and Y is a coupling (joining) of X and Y such that
i) for any pair of compact-valued generating functions f : X → R and g : Y → U , if
f i = f ◦ T i and gi = g ◦ Si, then for each j ≥ 0, we have
Distλ({f i}0≤i≤j|{f i}j<i, {gi}j<i) = Distλ({f i}0≤i≤j|{f i}j<i)
and
Distλ({gi}0≤i≤j|{f i}j<i, {gi}j<i) = Distλ({gi}0≤i≤j|{gi}j<i)
ii) λ projects to the diagonal measure on I(p¯) × I(p¯) via the map ψX × ψY : X × Y →
I(p¯)× I(p¯).
Some remarks on definition 3.1.1 are in order. First, condition i) holds if the equations
hold for some pair of generating functions. Indeed, note that the equalities in i) hold if and
only if
Distλ({f i}i≥0|{f i}j<i, {gi}j<i) = Distλ({f i}i≥0|{f i}j<i)
and
Distλ({gi}i≥0|{f i}j<i, {gi}j<i) = Distλ({gi}i≥0|{gi}j<i).
Since the sigma-algebras generated by {f i}i≥j and {gi}i≥j for any j ≥ 0 do not depend on
the choice of the generators, condition i) is just the Hoffman and Rudolph definition ([H,R]’s
Definition 3.2). In the case that λ is T × S-invariant, condition i) essentially says that for
λ-a.a (x, y), if x′ is a preimage of x, then the conditional probability of x′ given (x, y) is just
the conditional probability of x′ given only x. Condition ii) essentially says that for λ-a.a
(x, y), the pX-name of x = pY-name of y. Thus if p is a uniform probability vector, condition
ii) always holds and Definition 3.1.1 is just the Hoffman and Rudolph definition.
For brevity, given X,Y ∈ End(p), let C(X,Y) and C+(X,Y) denote the set of couplings
and one-sided couplings of X and Y. Similarly, let J(X,Y) and J+(X,Y) denote the set
of joinings and one-sided joinings of X and Y. By viewing the set of probability measures
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on (X × Y,B × C) as a subset of bounded linear functionals on the continuous functions on
X×Y , we have a metrizable topology, the w∗-topology, on the set of couplings and joinings.
It is standard that C(X,Y) and J(X,Y) are w∗-compact.
We will now establish some basic facts of one-sided couplings and joinings which will be
used in subsequent sections.
Proposition 3.1.2. C+(X,Y) and J+(X,Y) are w∗-closed convex subsets of C(X,Y) and
J(X,Y) respectively.
Proof: The statement that J+(X,Y) is a w∗-closed convex subset of J(X,Y) easily follows
from the corresponding statement for C+(X,Y) and C(X,Y) and the fact that the set of
joinings is a closed convex subset of all couplings. Hence, it is enough to prove that C+(X,Y)
is a w∗-closed convex subset of C(X,Y).
For convexity, notice that condition i) of Definition 3.1.1 says that for each t ≥ 0, each
one-sided coupling couples B and S−tC independently when conditioned on T−tB. As each
one-sided coupling projects to µ on B, this implies that conditionally on T−tB, each one-
sided coupling can be viewed as a product measure of the form µ × νi on B × S−tC. It
follows that any convex combinations of one-sided couplings is still a product measure of
this form on B×S−tC conditionally on T−tB. Thus any convex combinations couples B and
S−tC independently over T−tB. By symmetry, C and T−tB are also coupled independently
when conditioned on S−tC. Thus, condition i) holds for convex combinations. The fact that
condition ii) of Definition 3.1.1 also holds for convex combinations of one-sided couplings is
obvious since any convex combination of measures projecting to the diagonal measure on
I(p¯)× I(p¯) also projects to the diagonal measure. Hence, one-sided couplings are convex.
We prove closure. Fix t ∈ N. Let λi ∈ C+(X,Y) be a sequence of one-sided couplings
such that λi → λ in w∗. Clearly, λ ∈ C(X,Y). Suppose P is a finite partition of X , and Q
is a finite partition of Y which is S−tC-measurable. Choose finite partitions Rj of X such
that Rj ր T−tB. For condition i) of definition 3.1.1, it suffices to show that for each atom
α ∈ P ,
Eλ(α|T−tB ∨Q) = Eλ(α|T−tB) a.e.
Indeed, this implies conditionally on T−tB, λ couples P and Q independently. Since Q and
P are arbitrary, condition i) of Definition 3.1.1 follows.
Note that for each s ∈ N and α ∈ P ,
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Eλi(α|
s∨
1
Rj ∨Q)→ Eλ(α|
s∨
1
Rj ∨Q) a.e.
and
Eλi(α|
s∨
1
Rj ∨Q) ≥ Eλi(α|T−tB ∨Q) = Eµ(α|T−tB) a.e.
as λi is one-sided. Thus, we have Eλ(α|T−tB ∨ Q) ≥ Eµ(α|T−tB) a.e. by the Martingale
Convergence Theorem. Since T−tB is a sub-σ-algebra of T−tB ∨ Q, the reverse inequality
also holds so that condition i) of Definition 3.1.1 is proved. For condition ii), note that for
each cylinder set c ⊆ I(p¯), (ψX × ψY)−1(c× c) is a set of the form B ×C, where B ⊆ X and
C ⊆ Y . Since λi → λ in w∗, we have λi(B × C)→ λ(B × C). Hence, as
λi((ψX × ψY)−1(c× c)) = m(c),
the same holds for λ so that λ also projects to the diagonal measure on I(p¯)× I(p¯). 
The following proposition, which extends Lemma 3.7 in [H,R] to p-endomorphisms, gives
an example of a one-sided joining. Given a factor map φ : X → Y, φ yields a probability
measure λφ on X × Y defined by λφ(B ×C) = µ(B ∩ φ−1C) for B ∈ B and C ∈ C. It is easy
to check that λφ ∈ J(X,Y). We say that λφ is the graphical joining induced by φ.
Proposition 3.1.3. Suppose X = (X,B, µ, T ) and Y = (Y, C, ν, S) are ergodic p-endomor-
phisms. Let φ : X→ Y be a tree-adapted factor map. Then λφ ∈ J+(X,Y).
Proof: Note that for any t ∈ N and any node u of length t, the conditional probability
of Tux given x and φ(x) equals that of Tux given x, as λφ is the graphical joining arising
from the factor map φ : X → Y . On the other hand, note that as φ is tree-adapted, for
any x ∈ φ−1(y), there is a unique node v of length t such that φ(Tvx) = Suy. Clearly, the
conditional probability of Suy given x and y equals that of Tvx given x. By Proposition
2.1.3, since φ is a tree adapted factor map, wu = wv. Thus, the conditional probability of
Suy given x and y equals that of Suy given y (in fact, both are equal to wu). Since λφ is
stationary, it follows that condition i) of Definition 3.1.1 of one-sided joinings holds for λφ.
By Proposition 2.1.3, for any cylinder set c in I(p¯), φ−1(ψ−1Y (c)) = ψ
−1
X (c). Thus,
λφ(ψ
−1
X (c)× ψ−1Y (c)) = µ(ψ−1X (c)) = m(c),
This implies condition ii) of definition 3.1.1. Hence λφ ∈ J+(X,Y). 
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Note that Proposition 3.1.3 implies that if X = (X,B, µ, T ) is a p-endomorphisms, then
J+(X, B+(p)) is non-empty. Indeed, we can easily construct a tree-adapted factor map
φ1 : X → B+(p) by choosing a tree partition KX of X and mapping a point x to its
KX-name. By Proposition 3.1.3, the graphical joining arising from this factor map gives a
one-sided joining.
3.2. The Copying Lemma
In this section, we will establish the copying lemma for one-sided joinings which will be
the key ingredient in the proof of Theorem 2.4.1.
Let X and Y be p-endomorphisms and let λ ∈ J+(X,Y). For (x, y) ∈ X×Y , and a pair
of nodes (v, u) of the same length j, let px,y(v, u) be the conditional mass of (Tvx, Suy) given
(x, y). By condition i) of Definition 3.1.1, we have
∑
|u|=j px,y(v, u) = wv and
∑
|v|=j px,y(v, u) =
wu for λ-a.a. (x, y). Moreover, if wv 6= wu, then px,y(v, u) = 0 for λ-a.a. (x, y) by condition
ii) of Definition 3.1.1. For a tree automorphism A and two nodes v and u, let A(v, u) = wv
if u = Av, and A(v, u) = 0 otherwise.
Before we state the next proposition, we recall the following well-known theorem which
states that any doubly stochastic matrix (i.e. a square matrix such that the entries in each
row and column sum to one) is expressible as an average of permutation matrices (i.e. square
matrices such that each row and column consists of precisely a single entry of 1 with the
rest 0’s). The proof is based on Hall’s Marriage Lemma and can be found in many standard
combinatorial texts (eg. [Ryd]).
Proposition 3.2.1. Let M be a doubly stochastic matrix of order n. Then M can be
expressed as a convex combination of permutation matrices, i.e. there exist nonnegative
reals c1, . . . , ct which sum to one, along with permutation matrices P1, . . . , Pt such that
M = c1P1 + · · · + ctPt.
Remark: If in Proposition 3.2.1, M is a matrix such that the entries in each row and
column sum to some fixed number α, then the conclusion still holds with P1, . . . , Pt replaced
by “permutation” matrices where each nonzero entry is α.
Proposition 3.2.2. Let λ ∈ J+(X,Y) and N ∈ N. Then for λ-a.a. (x, y) ∈ X × Y , we
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have a probability measure mx,y on AN such that for any 1 ≤ j ≤ N , if |v| = |u| = j, then
px,y(v, u) =
∫
A(v, u) dmx,y(A).
Proof: Fix (x, y) ∈ X × Y . We prove the result by induction on N . First, suppose N = 1.
Let V be the set of nodes of length 1. Define a measure ρ on V × V by setting
ρ(U ) =
∑
(v,u)∈U
px,y(v, u)
for U ⊆ V × V . We wish to apply Proposition 3.2.1 to construct a measure on A1 from ρ.
To do this, recall that each node of length 1 is an integer in {1, . . . , s}. We can represent the
measure ρ as a s×smatrixM whose columns are indexed by 1, . . . , s such thatMvu = ρ(v, u).
By the one-sidedness of λ, note that M is a block diagonal matrix such that for each block,
the entries in each row and column have the same sum (in fact, the sum for the j-th block
is just psj). For each of the blocks Mj, we can apply the remark following Proposition 3.2.1
and express it as a convex combination of permutation matrices. Doing this block by block,
gives a decomposition of M in the form
M =
t∑
n=1
anQn, (1)
where the an’s sum to 1, Qn’s are distinct block diagonal matrices such that for each Qn,
the j-th block is a permutation matrix with each nonzero entry being psj , and the sum
is taken over all such possible matrices. We may then use this decomposition on M to
define a measure on A1 as follows. For A ∈ A1, choose the unique matrix Qn such that
(Qn)vu = A(v, u) for all v, u ∈ {1, . . . , s}, and set m(A) = an. Then (1) immediately implies
that
px,y(v, u) = ρ(v, u) = Mvu =
∫
A(v, u)dm(A).
Next, assume that the result holds for N = t. We wish to build a measure on At+1
such that the asserted equality in the statement of the proposition continues to hold for
nodes of length ≤ t + 1. Notice that each tree automorphism in At+1 is defined by a tree
automorphism in At combined with a collection of tree automorphisms in A1 indexed by the
nodes of length t. To define the required measure mt+1 on At+1, we proceed as follows. Fix
A′ ∈ At+1 and let A denote the restriction of A′ to Tt. For each node |v| = t, consider the
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pair of points (Tvx, SAvy). Using the basis case, we have a measure mv on A1 such that for
any |u| = |u′| = 1,
pTvx,SAvy(u, u
′) =
∫
A¯(u, u′)dmv(A¯).
We then define
m(A′) =
∏
|v|=t
mv(Bv)m(A),
where Bv is the tree automorphism in A1 induced by A′ on the trees of height one rooted
at v and Av. A simple calculation using the basis case and the induction hypothesis when
N = t shows that for every pair of nodes (v, u) of common length ≤ t + 1
px,y(v, u) =
∫
A′∈At+1
A′(v, u) dm(A′).

For a finite set C and partitions P : X → C and Q : Y → C, define the joined
partition P ⊗ Q : X × Y → C × C by P ⊗ Q(x, y) = (P (x), Q(y)). If λ ∈ J(X,Y), then
λ induces a stationary measure λP⊗Q on the shift space (C × C)N∗ via the map (x, y) →
(P ⊗Q(T ix, Siy))i≥0. Clearly, we can extend λP⊗Q to a stationary measure on (C ×C)Z and
then restrict it to a measure on (C × C)−N.
For any N ∈ N and j ≥ N , and a pair of elements (α, β) in CN , let (α× β)−j denote the
cylinder set
{z ∈ (C × C)−N | zt = (αt+j+1, βt+j+1),−j ≤ t ≤ −j +N − 1}.
Given A ∈ A and tree names h, h′ : T ′ → C, we then define a measure λ(h,h′,A) on the
cylinder sets by setting λ(h,h′,A)((α × β)−j) to be the total weights of all nodes |v| = j such
that
(h(v), h(σ(v)), . . . , h(σN−1(v))) = α
and
(h′(Av), h′(σ(Av)), . . . , h′(σN−1(Av))) = β.
The following proposition states that we can represent λP⊗Q as an average of measures of
the form λ(τPx ,τQy ,A). This will be used to prove the copying lemma.
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Proposition 3.2.3. With the notations above, for λ ∈ J+(X,Y) and partitions P : X → C
and Q : Y → C for a finite set C, we have for each N ∈ N, a family of probability measures
mx,y on AN such that
λP⊗Q((α× β)−N ) =
∫ ∫
λ(τPx ,τQy ,A)((α × β)−N ) dmx,y(A)dλ(x, y)
for each pair of elements (α, β) in CN .
Proof: Abbreviate the cylinder set (α×β)−N as (α×β). Notice that as λ is T ×S-invariant,
we have
λP⊗Q(α× β) =
∫ ∑
|v|=|u|=N
PN+(Tvx)=α,Q
N+(Suy)=β
px,y(v, u) dλ(x, y)
By Proposition 3.2.2, we have a measure mx,y on AN such that
px,y(v, u) =
∫
A(v, u) dmx,y(A)
for all pairs of nodes v and u of length N . We then have
λP⊗Q(α× β) =
∫ ∑
|v|=|u|=N
P
N+
(Tvx)=α,Q
N+
(Suy)=β
px,y(v, u) dλ(x, y)
=
∫ ∑
|v|=|u|=N
P
N+
(Tvx)=α,Q
N+
(Suy)=β
∫
A(v, u) dmx,y(A) dλ(x, y)
=
∫ ∫ ∑
|v|=|u|=N
PN+(Tvx)=α,Q
N+(Suy)=β
A(v, u) dmx,y(A)dλ(x, y)
=
∫ ∫
λ(τPx ,τQy ,A)(α× β) dmx,y(A)dλ(x, y).

We will now prove the copying lemma for one-sided joinings. Note that while it appears
to be more general than the copying lemma in [H,R] (Proposition 5.4) in that we also copy
distribution of tree names, the proof is essentially the same. Following the convention in
Chapter 2, we will work with functions taking values in [0,1).
Proposition 3.2.4 (Copying Lemma). Suppose X = (X,B, µ, T ) and Y = (Y, C, ν, S) are
ergodic p-endomorphisms. Let λ ∈ J+(X,Y). If g : X → [0, 1) and h : Y → [0, 1), then for
all ε and N , there exists a function g¯ on Y such that
∣∣dist(gN∇N )− dist(g¯N∇N )∣∣ < ε
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and ∣∣dist(gN+N ⊗ hN+N )− dist(g¯N+N ∨ hN+N )∣∣ < ε.
Proof: Let g˜ = gN∇N ∨ gN and h˜ = hN∇N ∨ hN and let D¯ denote (DN )N∇ × DN . (Recall
that DN is the set of midpoints of the dyadic intervals [t/2
N , (t + 1)/2N ).) Choose M > N
such that 2N/M < ε/2. Construct a ε/2-tree Rokhlin tower M of height M + 1 in Y. By
Proposition 3.2.3, we have measures mx,y on AM such that for each N ≤ j ≤ M and for
each pair of elements (α, β) in D¯N ,
λg˜⊗h˜((α × β)−j) =
∫ ∫
λ(τ g˜x ,τ h˜y ,A)((α× β)−j) dmx,y(A)dλ(x, y). (1)
Consider the partitions g˜Mτ : X → D¯Mτ and h˜Mτ : Y → D¯Mτ , we can assign a measure
λˆ to each atom of the partition g˜Mτ × h˜Mτ ×AM of X × Y ×AM by setting
λˆ(p× q × A) =
∫
p×q
mx,y(A) dλ(x, y). (2)
By the Strong Tree Rokhlin Lemma, we may assume that the base C of M is chosen such
that dist(h˜Mτ |C) = dist(h˜Mτ ). For each atom γ ∈ h˜Mτ , we define a partition
Pγ : γ ∩ C → D¯Mτ × D¯Mτ ×AM
such that
dist(Pγ) = λˆ(g˜
Mτ × h˜Mτ ×AM |γ).
The partitions Pγ over all γ collectively define a partition P of C such that
dist(P ) = dist(g˜Mτ × h˜Mτ ×AM ).
This gives a bijective correspondence ρ of the atoms of P and those of g˜Mτ × h˜Mτ ×AM such
that if α ∈ P and ρ(α) = (β, γ, A), then α ⊆ γ, and ν(α|C) = λˆ(ρ(α)).
We will now construct the required function g¯ on the tower. Fix an atom α ∈ P such
that ρ(α) = (β, γ, A). Choose any point x ∈ β. We define the function g¯ on ∪Mi=1 S−iα by
setting g¯(z) = g(TA−1vx) for z ∈ Svα. By repeating this procedure for each atom α ∈ P , we
can extend g¯ to a function on ∪M\B. Extend the function g¯ to the rest of Y in any way we
like.
Set ˜¯g = g¯N∇N ∨ g¯N . For an integer j such that N ≤ j ≤ M −N , we claim that
dist(g˜N+ ⊗ h˜N+) = dist(˜¯gN+ ∨ h˜N+|S−jCφ) (3)
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If α ∈ P and ρ(α) = (β, γ, A), then by our construction, notice that
(g¯N (Svy), hN(Svy)) = (gN (TA−1vx), hN (Svy))
for any y ∈ α and x ∈ β and v ∈ T ′M . We thus have
(˜¯g(Svy), h˜(Svy)) = (g˜(TA−1vx), h˜(Svy)) (4)
for v ∈ T ′M−N .
Let ζ1 ∨ ζ2 = {y ∈ Y | ˜¯gN+(y) = ζ1, h˜N+(y) = ζ2}. Then (4) implies that for any x ∈ β
and y ∈ γ,
ν(ζ1 ∨ ζ2|S−jα) = λ(τ g˜x ,τ h˜y ,A)((ζ1 × ζ2)−j). (5)
Note that (1) and (2) implies that for x(β) ∈ β and y(γ) ∈ γ,
λg˜⊗h˜((ζ1 × ζ2)−j) =
∑
(β,γ,A)∈g˜Mτ×h˜Mτ×AM
λ(τ g˜
x(β)
,τ h˜
y(γ)
,A)((ζ1 × ζ2)−j)λˆ(β, γ, A). (6)
Hence, since ν(S−jα|S−jC) = ν(α|C) = λˆ(β, γ, A), (5) and (6) imply that
λg˜⊗h˜((ζ1 × ζ2)−j) =
∑
α∈P
ν(ζ1 ∨ ζ2|S−jα)ν(S−jα|S−jC)
= ν(ζ1 ∨ ζ2|S−jC).
It follows that for N ≤ j ≤M −N ,
dist(g˜N+ ⊗ h˜N+) = dist(˜¯gN+ ∨ h˜N+|S−jC),
which is (3).
As ν(∪M−Ni=N S−jC) > 1− ε, we then have∣∣∣dist(g˜N+ ⊗ h˜N+)− dist(˜¯gN+ ∨ h˜N+)∣∣∣ < ε,
from which the conclusion easily follows, since g˜ refines the partitions gN and g
N∇
N (and
similarly for ˜¯g and h˜). 
3.3. The t¯ Distance
Suppose X = (X,B, µ, T ) and Y = (Y, C, ν, S) are p-endomorphisms. Following [H,R],
for a fixed m ∈ N and functions g : X → [0,1) and h : Y → [0,1) respectively, define the t¯m
distance between the pair of processes (X, g) and (Y, h) by
t¯m((X, g), (Y, h)) = inf
λ∈C+(X,Y)
∫
t¯m(τ
g
x , τ
h
y ) dλ.
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Let
t¯((X, g), (Y, h)) = liminf t¯m((X, g), (Y, h)).
Note that this definition of t¯m((X, g), (Y, h)) differs from the definition in §2.4 in which we
consider only the product joining λ. Nonetheless, note that Proposition 2.4.6 (which will be
used in §3.4) will also hold with the present definition. In fact, for a tvwB X and ε > 0, if
dist(gN∇N ) is sufficiently close to dist(h
N∇
N ) for some N , the proof of Proposition 2.4.6 shows
that
∫
t¯m(τ
g
x , τ
h
y ) dλ < ε for all large m for any coupling λ (not just one-sided).
Our goal in this section is to prove the following proposition which will be combined
with the copying lemma in the previous section to give a joinings proof of Theorem 2.4.1.
Proposition 3.3.1. Suppose t¯((X, g), (Y, h)) < ε, then there exists λ ∈ J+(X,Y) such that∫ |g(x)− h(y)| dλ < ε.
The proof of Proposition 3.3.1 will depend on following proposition whose proof will be
postponed until the end of this section.
Proposition 3.3.2. For each m ∈ N, there exists a λ ∈ C+(X,Y) such that
1
m
∫ m−1∑
i=0
|g(T ix)− h(Siy)| dλ(x, y) ≤ t¯m((X, g), (Y, h)) + 1/2m−2.
Proof (of Proposition 3.3.1): By Proposition 3.3.2, for each m ∈ N, we have some
λm ∈ C+(X,Y) such that
1
m
∫ m−1∑
i=0
|g(T ix)− h(Siy)| dλm(x, y) ≤ t¯m((X, g), (Y, h)) + 1/2m−2.
Choose an increasing sequence of integers n1, n2, . . . such that
t¯nm((X, g), (Y, h))→ t¯((X, g), (Y, h)),
so that by passing to a further subsequence if necessary, we have some L < ε such that
1
nm
∫ nm−1∑
i=0
|g(T ix)− h(Siy)| dλnm(x, y)→ L. (1)
For i ≥ 0 and any measure λ on X × Y , let (T × S)iλ denote the measure defined by
(T × S)iλ(D) = λ((T × S)−iD) for D ⊆ X × Y . Define
λ¯m =
1
nm
nm−1∑
i=0
(T × S)iλnm.
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Since the set of one-sided couplings is convex, λ¯m ∈ C+(X,Y). For any measure λ on X×Y
and i ≥ 0, let
λ(gi∆hi) =
∫
|g(T ix)− h(Siy)| dλ.
Then,
λ¯m(g
0∆h0) =
1
nm
nm−1∑
i=0
(T × S)iλnm(g0∆h0)
=
1
nm
nm−1∑
i=0
λnm(g
i
∆hi).
(2)
Let λ∗ be any w∗-limit point of the λ¯m’s. Since C
+(X,Y) is w∗-closed in C(X,Y), λ∗ ∈
C+(X,Y). It is clear that λ∗ is stationary so λ∗ ∈ J+(X,Y). By (1) and (2), given δ > 0,
we have for all sufficiently large m,
λ∗(g0∆h0)
δ∼ λ¯m(g0∆h0) δ∼L.
Hence, λ∗(g0∆h0) = L < ε, since δ is arbitrary. 
We now turn our attention to the proof of Proposition 3.3.2. The proof will require the
construction of a one-sided coupling of X = (X,B, µ, T ) and Y = (Y, C, ν, S) , which we now
describe. Given functions g : X → [0, 1) and h : Y → [0, 1), and m ∈ N, we have the joined
partition gmτm ⊗ hmτm of X × Y defined by gmτm ⊗ hmτm (x, y) = (gmτm (x), hmτm (y)). For an atom
β ∈ gmτm ⊗hmτm , let Aβ denote a tree automorphism in Am which realizes t¯m(τ gmx , τhmy ) for any
(x, y) ∈ β. Set Ax,y = Aβ for any (x, y) ∈ β.
For each (x, y) ∈ X×Y , we define a measure supported on (T × S)−m(x, y), which we will
denote as Amx,y, in the following way. For any measurable set D ⊆ X × Y , let Amx,y(D) be the
total weights of the nodes v of length m such that (Tvx, SAx,yvy) ∈ D. Given λ ∈ C+(X,Y),
define the measure λ¯ on (X × Y,B × C) by setting
λ¯(D) =
∫
Amx,y(D)dλ(x, y)
for D ⊆ X×Y . It is straightforward to check that λ¯ defines a probability measure on X×Y .
We now show:
Lemma 3.3.3. λ¯ ∈ C+(X,Y).
Proof: First, we need to see that λ¯ is a coupling. Let {µx} be a disintegration of µ induced
by the factor map Tm : X→ X. If B ⊆ X , then Amx,y(B) = µx(B). Thus,
λ¯(B) =
∫
Amx,y(B) dλ =
∫
µx(B) dµ = µ(B)
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and so λ¯ projects to µ on X . By symmetry, λ¯ projects to ν on Y . Hence λ¯ ∈ C(X,Y).
We now need to check that λ¯ is one-sided. We first check condition i) of Definition
3.1.1. For convenience, let us represent X and Y as one-sided shift spaces on [0,1]
N∗
(i.e.
X = Y = [0,1]
N∗
, and T = S is the shift map). Given integers 0 ≤ i ≤ j, and a point
z ∈ [0,1]N∗ , we let
z[i, j] = {y ∈ [0,1]N∗ | yt = zt, i ≤ t ≤ j}
and
z[i,∞) = {y ∈ [0,1]N∗ | yt = zt, t ≥ i}.
By symmetry, it clearly suffices to prove that for each integer t > 0 and for λ¯-a.a (x′, y′)
in X × Y ,
Eλ¯(x
′[0, t− 1]|x′[t,∞)× y′[t,∞)) = Eµ(x′[0, t− 1]|x′[t,∞)). (1)
We prove (1) by considering three cases: t = m, t < m and t > m:
Case I: t = m
Using the definition of λ¯, if x = Tmx′ and y = Smy′, we have
Eλ¯(x
′[0, m− 1]|x′[m,∞)× y′[m,∞)) = Eλ¯(x′[0, m− 1]|T−mx× S−my)
= Amx,y(x
′[0, m− 1])
= Eµ(x
′[0, m− 1]|x′[m,∞)).
Case II: t < m
Observe that for λ¯-a.a. (x′, y′), if x = Tmx′ and y = Smy′, then Amx,y(x
′, y′) > 0. For each
such (x′, y′), we have
Amx,y(x
′[0, m− 1]× y′[0, m− 1]) = Eµ(x′[0, m− 1]|x′[m,∞)).
We may then use Case I) to show that
Eλ¯(x
′
[0, t− 1]|x′[t,∞)× y′[t,∞)) = Eλ¯(x
′[0, m− 1]× y′[t,m− 1]|x′[m,∞)× y′[m,∞))
Eλ¯(x′[t,m− 1]× y′[t,m− 1]|x′[m,∞)× y′[m,∞))
=
Amx,y(x
′[0, m− 1]× y′[t,m− 1])
Amx,y(x
′[t,m− 1]× y′[t,m− 1])
=
Eµ(x
′[0, m− 1]|x′[m,∞))
Eµ(x′[t,m− 1]|x′[m,∞))
= Eµ(x
′[0, t− 1]|x′[t,∞)).
Case III: t > m
This follows from a direct calculation using Case I) and the fact that λ is one-sided.
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We now prove condition ii) of Definition 3.1.1. Recall the Bernoulli shift B+(p¯) = (I(p¯) =
{1, ..., r}N∗,m, σ) as defined in §3.1. Consider the cylinder set
C = {z ∈ I(p¯) | z0 = r0, . . . , zm−1 = rm−1},
where rj ∈ {1, . . . , r}. By the definition of the maps ψX and ψY, we have a set VC of nodes
of length m whose total weights is m(C) such that
ψ−1X (C) = ∪
v∈VC
TvX and ψ
−1
Y (C) = ∪
v∈VC
SvY.
Hence,
Amx,y(ψ
−1
X (C)× ψ−1Y (C)) =
∑
v,u∈VC
Ax,y(v, u) = m(C)
Condition ii) now follows immediately from the definition of λ¯ and the one-sidedness of λ.

We are now ready to prove Proposition 3.3.2.
Proof (of Proposition 3.3.2): Consider the partition gmτm ⊗ hmτm on X × Y . Let λ ∈
C+(X,Y), construct λ¯ as in Lemma 3.3.3. For each atom β ∈ gmτm ⊗hmτm and a pair of nodes
(v, u) of length m, note that
λ¯((Tv × Su)β) = Aβ(v, u)λ(β). (1)
Choose a point (xβ , yβ) ∈ β for each atom β. Note that by (1) and our choice of Aβ,
1
m
m−1∑
i=0
∫
(T×S)−mβ
|gm(T ix)− hm(Siy)| dλ¯
=
∑
|v|=|u|=m
∫
Tv×Su(β)
1
m
m−1∑
i=0
|gm(T ix)− hm(Siy)| dλ¯
=
∑
|v|=|u|=m
1
m
m−1∑
i=0
|gm(T iTvxβ)− hm(SiSuyβ)|Aβ(v, u)λ(β)
= t¯m(τ
gm
xβ
, τhmyβ )λ(β).
Thus,
1
m
m−1∑
i=0
∫
|gm(T ix)− hm(Siy)| dλ¯ = 1
m
m−1∑
i=0
∑
β∈gmτm ⊗h
mτ
m
∫
(T×S)−mβ
|g(T ix)− h(Siy)| dλ¯
=
∑
β∈gmτm ⊗h
mτ
m
t¯m(τ
gm
xβ
, τhmyβ )λ(β)
=
∫
t¯m(τ
gm
x , τ
hm
y ) dλ.
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Since |g − gm| ≤ 1/2m+1, we have
1
m
m−1∑
i=0
∫
|g(T ix)− h(Siy)| dλ¯ ≤
∫
t¯m(τ
g
x , τ
h
y ) dλ + 1/2
m−1.
As this argument holds true for all λ ∈ C+(X,Y), the result follows. 
3.4. A Joinings Proof of Theorem 2.4.1
In this section, we prove Theorem 2.4.1 using the machinery of one-sided joinings devel-
oped in §3.1 to §3.3. In fact, we will prove a stronger result. We say that λ ∈ J+(X,Y) is
an isomorphic joining if B λ= C. Note that each isomorphic joining is the graphical joining
of an isomorphism from X to Y. We now prove
Theorem 3.4.1. Let p be a probability vector. If X = (X,B, µ, T ) ∈ End(p) is tvwB, the
set of isomorphic joinings is a dense w∗-Gδ of J
+(X, B+(p)).
Proof: Let Y = B+(p). Choose a pair of generating functions f : X → [0, 1) and g : Y →
[0, 1). Fix N ∈ N and δ > 0.
Let λ ∈ J+(X,Y). For each N ′ ∈ N and δ′ > 0, by the copying lemma, we have a
function f¯ on Y such that ∣∣dist(fN ′∇N ′ )− dist(f¯N ′∇N ′ )∣∣ < δ′ (1)
and ∣∣distλ(fN ′+N ′ ⊗ gN ′+N ′ )− dist(f¯N ′+N ′ ∨ gN ′+N ′ )∣∣ < δ′. (2)
For ε > 0, if 1/N ′ and δ′ are sufficiently small then by (1) and the proof of Proposition 2.4.6,
t¯((X, f ), (Y, f¯ )) < ε.
By Proposition 3.3.1, we have some λ′ ∈ J+(X,Y) such that∫ ∣∣f (x)− f¯ (y)∣∣ dλ′(x, y) < ε. (3)
Then provided that ε, 1/N ′, δ′ are small enough, we may use (2) to conclude that
∣∣distλ(fN+N ⊗ gN+N )− distλ′(fN+N ⊗ gN+N )∣∣ < δ. (4)
As in [H,R], for λ ∈ J+(X,Y), we say that f ε⊂
λ
Y if there exists some function h on Y such
that
∫ |f (x)− h(y)| dλ < ε. Let Oε = {λ ∈ J+(X,Y) | f ε⊂
λ
Y }. Then Oε is w∗-open in
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J+(X,Y), and (3) and (4) imply that Oε is w
∗-dense in J+(X,Y). Define f
0⊂
λ
Y if f
ε⊂
λ
Y for
all ε > 0. Note that f
ε⊂
λ
Y implies that B λ⊂C.
Now, by Baire’s Theorem,
∞∩
n=1
O1/n is a dense w
∗-Gδ in J
+(X,Y). By symmetry, if
O′ε = {λ ∈ J+(X,Y), g
ε⊂
λ
X}, we see that the set ∞∩
n=1
O′1/n is also dense in J
+(X,Y). Hence,
the intersection
∞∩
n=1
O1/n∩O′1/n is a dense w∗-Gδ in J+(X,Y) so that it is a residual set. This
concludes the proof as any λ in the intersection satisfies f
0⊂
λ
Y and g
0⊂
λ
X so that λ is an
isomorphic joining. 
This concludes the proof of the isomorphism theorem, using the machinery of one-sided
joinings. Note that by Proposition 3.1.3, the set of isomorphic joinings is non-empty. Thus,
X and B+(p) are isomorphic.
One corollary of the joinings proof is that unless the components of p are pairwise
distinct, there are uncountably many automorphisms of the one-sided Bernoulli shift B+(p)
(and hence in general between any two tvwB p-endomorphisms). To prove this, we first
need the lemma below, which is just a special case of Proposition 3.1.3. In the following, we
suppose B+(p) is represented as the one-sided shift space ({1, . . . , s}N∗, µ, T ) for the Bernoulli
measure µ = {p1, . . . ps}N∗ and the shift map T (so that j has weight pj for 1 ≤ j ≤ s).
Lemma 3.4.2. Suppose h : {1, . . . , s}N∗ → {1, . . . , s} is tree-adapted and for a.a.x in
{1, . . . , s}N∗ , x0 and h(x) have the same weight. Then the h-name map θ : B+(p) → B+(p)
defined by θ(x) = (h(x), h(Tx), . . .) is a tree-adapted factor map. Moreover, the graphical
self-joining λθ of B
+(p) derived from θ is one-sided. 
Proposition 3.4.3. For a probability vector p with at least two identical components, there
are uncountably many automorphisms of B+(p).
Proof: Without loss of generality, suppose p1 = p2. It suffices to show that J
+(B+(p), B+(p))
has no isolated points. Indeed, from the proof of the isomorphism theorem, the isomorphic
joinings is a dense w∗-Gδ in J
+(B+(p), B+(p)) . However, by the Baire Category Theorem,
a dense w∗-Gδ in a complete metric space with no isolated points is necessarily uncountable.
To this end, notice that there are at least two elements in J+(B+(p), B+(p)). Indeed, the
graphical joining derived from the identity automorphism certainly is one. Another one is the
graphical joining derived from the h-name map for the function h : {1, . . . , s}N∗ → {1, . . . , s}
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defined by
h(x) =
{
2, if x0 = 1;
1, if x0 = 2;
x0, otherwise.
(This is one-sided by Lemma 3.4.2).
Let λ ∈ J+(B+(p), B+(p)) and ε > 0. It suffices to construct λ′ ∈ J+(B+(p), B+(p))
such that λ′ 6= λ and λ′ ε∼λ in w∗. To see this, since there are at least two elements in
J+(B+(p), B+(p)), just choose some one-sided joining λ1 distinct from λ. By Proposition
3.1.2, convex combinations of λ and λ1 remain one-sided. Let λδ = (1 − δ)λ + δλ1. If δ is
small enough, then λδ will be sufficiently close to λ in w
∗, and we are done. 
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Chapter 4:
Examples of TvwB p-Endomorphisms
In this chapter, we will present two classes of examples of tvwB p-endomorphisms. It
follows from the isomorphism theorem, Theorem 2.4.1, that all of these are isomorphic to
B+(p).
4.1. One-Sided Markov Shifts
Besides the one-sided Bernoulli shift B+(p), the simplest examples of p-endomorphisms
can be found among the one-sided Markov shifts, which we will define below.
It will be convenient for us to define a one-sided Markov shifts over left-infinite shift
spaces of the form C−N for a finite set C. We say that a square matrix A is stochastic if
each entry is nonnegative and the sum of the entries in each row equals one. Let |A| denote
the number of rows (or columns) of A. We may obviously index the rows and columns of
A by the integers from 1 to |A| and denote the entries in A by Aij , where 1≤ i, j ≤ |A|. A
stochastic matrix is irreducible if for each pair (i, j), there exists k ∈ N such that (Ak)ij
is nonzero. It is well known that for an irreducible stochastic matrix, there exists a unique
row probability vector q with all components positive such that qA = q. We say that q is a
left fixed probability vector of A. Let qj denote the j-th component of q. Using q and
A, we may define a measure µ on the cylinder sets of {1, . . . , |A|}−N by
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µ(x ∈ {1, . . . , |A|}−N | x−n = a−n, . . . , x−1 = a−1) = qa−nAa−na−(n−1) · · ·Aa−2a−1 .
It is easily seen that µ extends to a measure on the Borel sigma-algebra B of {1, . . . , |A|}−N.
If T is the shift map on {1, . . . , |A|}−N, then note that µ = µT−1 (i.e. µ is shift invari-
ant). We define the one-sided Markov shift over A, denoted X−A , to be the m.p.s.
({1, . . . , |A|}−N,B, µ, T ). We will refer to the integers {1, . . . , |A|} as the states of X−A .
We say that X−A is an irreducible Markov shift over A if A is irreducible. Note that
X−A ∈ End(p) if and only if the entries in each row of A are the components of p, after
deleting all zero entries.
For each stochastic matrix A, consider the function fA : {1, . . . , |A|}−N → {1, . . . , |A|}
defined by fA(x) = x−1. By placing the discrete metric d on {1, . . . , |A|}, it is clear that fA
is generating . Note that for the one-sided Markov shift X−A , the (−1)st coordinates and the
conditional probabilities of the inverse images of any point x are completely determined by
x−1. If X
−
A ∈ End(p), we can thus choose a tree partition KX−
A
of X−A with the following
property: whenever x−1 = y−1, then x and y generate the same fA-tree name if the tree
names are defined with respect to that partition. We will henceforth assume that for each
X−A ∈ End(p), we choose KX−
A
with this property. If I is a state of X−A , let τ
fA
I be the
common fA-tree name generated by all points y with fA(y) = I.
We now wish to give examples of one-sided Markov shifts that are tvwB. Our first
example is motivated by the well-known fact (Ornstein and Friedman) that a strongly mixing
two-sided Markov shift is two-sided Bernoulli. Unfortunately, the one-sided analogue of this
fact requires considerably more restrictions. Indeed, consider the one-sided Markov shift
induced by the stochastic matrix: (
2/3 1/3
1/3 2/3
)
It is not difficult to see thatX−A ∈ End(13 , 23 ). However, asX−A is not tvwB (since the standard
generator yields two tree names whose t¯m distance is 1 for all m ∈ N), X−A is not isomorphic
to B+(1
3
, 2
3
) and hence cannot be one-sided Bernoulli. (Note that, however, the two-sided
Markov shift over A is isomorphic to the two-sided Bernoulli shift B(1
3
, 2
3
).) Nonetheless, as
the following shows, for one-sided Markov shifts which are uniformly p-to-1 endomorphisms,
strong mixing does imply one-sided Bernoulli.
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Proposition 4.1.1. Let p ∈ N and p = ( 1
p
, ..., 1
p
). Suppose A is a N ×N stochastic matrix
such that the one-sided Markov shift X−A is in End(p) and is strongly mixing. Then X
−
A is
tvwB.
Some observations will be helpful before we prove Proposition 4.1.1. Note that for every
stochastic matrix A, we may associate a directed weighted graph to it. Specifically, we define
G(A) to be the graph with |A| vertices identified by the integers 1, . . . , |A| with a directed
edge from I to J labeled with weight w if AIJ = w if w > 0. Note that if X
−
A ∈ End(p),
the set of weights of the edges extending out from any vertex in G(A) is the same. The
critical observation which will be of use to us in the proofs of the ensuing propositions is the
following: for any states I and J , there exists a node v of length n such that τ fAI (v) = J if
and only if we have a path in G(A) of length n from vertices I to J .
Proof (Proposition 4.1.1): For brevity, we let f denote fA throughout the proof. Since
X−A is strongly mixing, there exists some integer n such that (A
n)ij > 0 for all 1 ≤ i, j ≤ N .
We thus have some path in G(A) of length n between any two vertices in G(A). By the
observation made just prior to this proof, this implies in particular that there exists some
state J such that for all state I, τ fI (v) = J for some node v of length n. Hence, for all
x ∈ X−A , τ fx (v) = J for some node v of length n.
For any pair of points (x′, y′), let Bx′,y′ be any tree automorphism in An such that
τ fx′(v) = τ
f
y′(Bx′,y′(v)) = J for some node v of length n. Given a fixed pair of points (x, y) in
X−A , we now build a tree automorphism B n-levels at a time which makes t¯m(τ
f
x , τ
f
y ) small
for all large m. For 0 < |v| ≤ n, let B(v) = Bx,y(v). Inductively, assume that B(v) is defined
for all |v| ≤ sn. For sn < |v| ≤ (s + 1)n, let v = uv′, where |v′| = sn and 0 < |u| ≤ n.
We then define B(v) = uB(v′) if f (Tv′x) = f (TB(v′)y) and define B(v) = B(Tv′x,TB(v′)y)(u)B(v
′)
otherwise.
Now, we have some node u of length n such that f (Tux) = f (TB(u)y). Since the f -tree
name of x depends only on x(−1) and we are extending by the identity automorphism in the
subtree rooted at u, it follows that if n ≤ t < 2n, the weights of the nodes |v| = t such that
f (Tvx) = f (TB(v)y) total to at least 1/p
n. For the nodes |u| = n such that f (Tux) 6= f (TB(u)y),
B is defined in such a way that we have some node |v| = n such that f (Tvux) = f (TB(vu)y).
Thus, if 2n ≤ t < 3n, the weights of the nodes |v| = t with f (Tvx) = f (TB(v)y) sum to at
least
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1pn
(1 − 1
pn
) +
1
pn
.
Inductively, we see that in general, if sn ≤ t < (s + 1)n, the weights of the nodes |v| = t
with f (Tvx) = f (TB(v)y) sum to at least
s−1∑
i=0
1
pn
(1 − 1
pn
)i.
This sum approaches 1 as s→∞, independent of x and y. Hence it follows that X−A is tree
v.w.B. 
The next proposition gives an additional class of tvwB Markov shift.
Proposition 4.1.2. Let p be a probability vector (not necessarily uniform). Suppose that
A is an irreducible N × N matrix such that X−A ∈ End(p) and for every pair of rows in A,
we can find two identical nonzero entries in the same column, then X−A is tvwB.
Proof: Once again, consider the graph G(A) associated to A. Note that it suffices to find
n ∈ N along with paths of length n from each vertex ending at a common vertex such that the
corresponding edges in the paths have equal weights. Indeed, this will allow us to conclude
that for any x and y in X−A , there exists a node v of length n such that τ
fA
x (v) = τ
fA
y (B(v))
for some tree automorphism B, and we may argue as before to reach the conclusion.
To construct the required paths, note that by assumption, there are edges extending
from vertices 1 and 2 with the same weight w1 ending at a common vertex, say J1, in G(A).
We then choose any edge of weight w1 extending from vertex 3. If this edge ends at vertex
J2, then again by assumption we have edges of equal weights from J1 and J2 which end at
a common vertex. This allows us to extend the paths from each of vertices 1, 2 and 3 such
that they all end at the same vertex and the corresponding edges in the paths have the same
weight. A simple inductive argument enables us to construct the desired paths. 
We end this section with a proposition which shows that we can decide whether a one-
sided Markov shift is tvwB simply by checking tree names of a finite height (depending on
the dimension of the stochastic matrix A). For a general p-endomorphism, deciding whether
it is tree v.w.B is obviously a more difficult problem.
Let X−A ∈ End(p) and consider its associated graph G(A). Note that every path in G(A)
“sees” a sequence of weights by reading the weights attached to the edges from the start to
the end of the path. We now prove:
54
Proposition 4.1.3. Suppose that A is an irreducible N ×N matrix such that the Markov
shift X−A ∈ End(p). Then X−A is tvwB if and only if there exist paths of common length
≤ N3N from each vertex in G(A) which see a common sequence of weights and end in the
same vertex.
Proof: We note that every edge e in the directed graph G(A) can be represented by the
triple (s(e), t(e), w(e)), where s(e), t(e) and w(e) are the starting vertex, terminal vertex and
weight of e. Since the number of different nonzero weights cannot exceed the number of
vertices, we have at most N3 different types of edges under this representation.
Now, if (X−A , fA) is tvwB then we have paths vJ from each vertex J in G(A) which end at
a common vertex and see the same sequence of weights. Indeed, by the tvwB condition, for
any two vertices I and I ′, we must have paths vI and vI′ with the desired property. If I
′′ is
another vertex, then construct any path vI′′ from I
′′ which see the same sequence of weights
as vI . The three paths just constructed end in at most two distinct vertices so we may extend
these three paths such that they end at a common vertex. An inductive argument gives us
the required paths.
Assume that the paths chosen have a common length > N3N . For a path u, let u(j)
be the j-th edge of u. Then there are at most N3N possible ordered N -tuple of edges
(v1(j), . . . , vN (j)) for each j. Now, if the paths v1, . . . , vN have more than N
3N edges, then
there exist integers j < j′ such that
(v1(j), . . . , vN(j)) = (v1(j
′), . . . , vN (j
′)).
Hence, we may shorten the path vI by deleting the edges vI(k) for j ≤ k < j′, for each vertex
I. Clearly, the new paths still have the desired property but they have a shorter length.
Hence, we may continue to shorten the paths to have a common length ≤ N3N .
Conversely, if the asserted property holds, then for every pair of states I and J of X−A ,
there is a node u of length ≤ N3N such that there exists a tree automorphism B with
τ fAI (u) = τ
fA
J (Bu). The same argument in the proof of Proposition 4.1.1 shows that X
−
A is
tvwB. 
Since the tree names τ fAI restricted to T ′N3N over all states I of X−A determine all paths of
length at most N3N in G(A), Proposition 4.1.4 shows that it suffices to look at tree names of
that height to determine whether X−A is tvwB. It is worth mentioning that Ashley, Marcus
55
and Tuncel [A,M,T] developed a general, though necessarily more complicated, algorithm
for deciding whether any two one-sided Markov shifts are isomorphic.
4.2. A Generalization of [T,Id]
In this section, we shall consider a case of the well-known [T, Id] transformations in
the context of a general probability vector p = (p1, . . . , pn) and characterize those that are
one-sided Bernoulli.
The [T, Id] transformation can be described as follows. We consider the 2-shift B+(p) =
({0,1}N∗ , µ, σ) with p = (1
2
, 1
2
), and a Lebesgue space (Y, C, ν). Suppose T is an automorphism
of Y , define the map [T, Id] on the product space {0,1}N∗ × Y with product measure µ × ν
by
[T, Id](x, g) = (σx, T x(0)g).
It is not difficult to show that [T, Id] is measure preserving and the resulting m.p.s. ({0, 1}N∗×
Y, µ× ν, [T, Id]) is a p-endomorphism.
A special case of [T, Id] occurs when Y is just the circle represented as [0,1) and T = Rα is
a rotation on Y by an irrational α. Hoffman and Rudolph [H,R] showed that this particular
[T, Id] system (along with other isometric extensions of the uniformly p-to-1 endomorphisms
with certain properties) are all tvwB and hence one-sided Bernoulli.
Let us now extend the [T, Id] system to the situation when p is an arbitrary finite prob-
ability vector. Consider a compact abelian metrizable group G with a translation invariant
metric d′ and Haar measure ν (i.e. d′(hg, h′g) = d′(h, h′) for all h, h′ and g ∈ G). Let d be
the discrete metric on {1, . . . , n}. Define a metric D on the set R = {1, . . . , n} ×G by
D((x1, g1), (x2, g2)) =
1
2
d(x1, x2) +
1
2
d′(g1, g2).
Let p = (p1, . . . , pn) and let B = {1, . . . , n}N∗ . As usual, let B+(p) = (B, µ, σ) be the one-
sided Bernoulli shift such that state j has weight pj, for 1 ≤ j ≤ n. For each state j, we
associate to it some element gj in G. Consider the transformation S on B × G defined
by S(x, g) = (σx, ggj) if x0 = j. Let λ be the product measure µ × ν, then note that
(B ×G, λ, S) ∈ End(p).
Consider the function f : B × G → R defined by f (x, g) = (x0, g). Note that f is
generating. Let f1 and f2 denote the component functions of f , i.e. f1(x, g) = x0 and
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f2(x, g) = g. Clearly f1 : B × G → {1, . . . , n} defines a tree partition of (B × G, λ, S). We
may thus use f1 to define a set of partial inverses Sv for each node v of the p-tree T as
described in Chapter 1. Clearly, we have f1(Sv(x, g)) = f1(Sv(x
′, g′)) for all nodes v of length
≥1 and for all (x, g) and (x′, g′) in B ×G.
Proposition 4.2.1. (B × G, λ, S) is tvwB if there exist i 6= j with pi = pj such that gjg−1i
has dense orbit in G.
Proof: We first assume the stated condition and prove that ((B×G, λ, S), f ) is tvwB. With
no loss of generality, we may assume that p1 = p2 and g2g
−1
1 has dense orbit. Given ε > 0,
we note that there exists some s ∈ N such that for any h and h′ in G, we can find an integer
0 < r < s such that d′(hg−r1 , h
′g−r2 ) < ε. To see this, partition G into sets of diameter < ε/3.
On each set, pick an arbitrary element in it. Say that y1, . . . , yk are the elements picked.
Since g2g
−1
1 has dense orbits and G is abelian, for any pair (yi, yj) in G, there exists an integer
r > 0 such that d′(yig
−r
1 , yjg
−r
2 ) < ε/3. We may then choose s to be larger than all these
r’s. Thus, for any two elements h and h′ in G, we have some integer 0 < r < s such that
d′(hg−r1 , h
′g−r2 ) < ε.
For any pair of points x and y in B×G, by the above paragraph, there exists some tree
automorphism A¯ and some node v of length r < s such that
d′(f2(Svx), f2(SA¯vy)) < ε.
(In fact, the inequality can be met by considering the node v = (1, . . . , 1) of length r and
letting A¯ be any tree automorphism such that A¯v = (2, . . . , 2).) Moreover, for any node v′,
we have
d′(f2(Sv′vx), f2(Sv′A¯vy)) < ε.
If v′ is not the root node, then as we have observed,
d(f1(Sv′vx), f1(Sv′A¯vy)) = 0.
Hence, we have some node u of length s and a tree automorphism A such that
D(f (Sux), f (SAuy)) < ε.
If pn is the smallest component in the probability vector p, we can imitate the proof of
Proposition 4.1.1 to construct the required tree automorphism A s-levels at a time such that
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whenever sN ≤ t < s(N + 1), the nodes v of length t for which D(f (Svx), f (SAvy)) < ε have
total weights at least
N−1∑
i=0
(pn)
s(1 − (pn)s)i.
From this, we see that (B ×G, λ, S) is tvwB. 
In the case when G is the circle [0,1) with Lebesgue measure, we can improve Proposition
4.2.1 as follows:
Proposition 4.2.2. (B × [0, 1), λ, S) is tvwB if and only if there exist i 6= j with pi = pj
such that gjg
−1
i is irrational.
Proof: Since the irrationals have dense orbits, the fact that (B × [0,1), λ, S) is tvwB given
the stated condition is just a special case of Proposition 4.2.1. Conversely, suppose the stated
condition is false but (B × [0,1), f ) is tvwB. We then have some positive integer N ≥ 2 such
that gjg
−1
i is some integral multiple of
1
N
whenever pj = pi. Suppose x and y are points in
B× [0,1) with the property that f2(x) = t and f2(y) = t+ 12N for some t ∈ [0,1). Then by our
choice of the rotation factors gj, for every tree automorphism A and node v, if f2(Svx) = t
′,
then f2(SAvy) = t
′ + 1
2N
+ k
N
for some integer k. Hence, d′(f2(Svx), f2(SAvy)) is bounded away
from zero and so there exists some β > 0 such that for all n,
t¯n(τ
f
x , τ
f
y ) ≥ β
for all pair of points (x, y) such that f2(x) = t and f2(y) = t +
1
2N
for some t ∈ [0,1). Now,
as any large set must contain a pair of such points, this contradicts the tvwB condition and
completes the proof. 
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Chapter 5:
Finite Group Extensions of One-Sided
Bernoulli Shifts
In this chapter, we consider Lebesgue spaces with certain semigroup actions defined on
them. The main result of this chapter is that for any two such spaces with semigroup actions
{Tg}g∈G and {Sg}g∈G, there is an isomorphism φ such that φ ◦ Tg = Sg ◦ φ for all g ∈ G.
5.1. An Isomorphism Theorem on TvwB G-extensions
Let G′ be a metrizable semigroup. For an arbitrary nonatomic Lebesgue space (X,B, µ),
we define a G′-action on (X,B, µ) as a collection of measure preserving endomorphisms {Tg}
with the property that TgTg′ = Tgg′ for all g, g
′ ∈ G′, and the map pi : G′×X → X defined by
pi(g, x) = Tgx is measurable. If (Y, C, ν) is another nonatomic Lebesgue space with a G′-action
{Sg} defined on it, then we say that ((X,B, µ),{Tg}) and ((Y, C, ν), {Sg}) are G′-isomorphic
if there exists a measure preserving bijection φ : X → Y such that φTg = Sgφ for all g ∈ G′.
Consider a finite group G. Note that N∗ × G is a semigroup with operation defined by
(n, g) · (n′, g′) = (n + n′, g′g). For a probability vector p = (p1, . . . , ps), we say that a N∗ ×G-
action {T(n,g)} on a nonatomic Lebesgue space (X,B, µ) is a (N∗×G,p)-action if the m.p.s.
(X,B, µ, T(1,e)) is a p-endomorphism and T(0,g) is an automorphism of (X,B, µ) with no fixed
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points unless g = e. The object of this chapter is to prove the following theorem.
Theorem 5.1.1. Let (X,B, µ) and (Y, C, ν) be two nonatomic Lebesgue spaces with (N∗ ×
G,p)-actions {T(n,g)} and {S(n,g)} defined on them. If the systems X = (X,B, µ, T(1,e)) and
Y = (Y, C, ν, S(1,e)) are both tvwB, then ((X,B, µ), {T(n,g)}) and ((Y, C, ν), {S(n,g)}) areN∗×G-
isomorphic.
A natural example of a space with a (N∗ × G,p)-action is given by a G-extension of
B+(p), which we will now define. Let ν be the uniform probability measure on the finite
group G equipped with the discrete topology. Let I denote the set {1, . . . , s}. As we have
seen, by assigning weight pj to j, we may represent the one-sided Bernoulli shift B
+(p) as
(IN
∗
,B, µ, T ), where T is the shift map and µ is the product measure {p1, . . . , ps}N∗ on the
Borel sigma-algebra B. Let P : IN∗ → I be the time zero partition defined by P (x) = x0.
Consider the product space IN
∗×G with the product measure µ×ν on its product sigma-
algebra P. For a measurable partition ϕ : IN∗ → G, define the map T ϕ : IN∗ ×G→ IN∗ ×G
by T ϕ(x, g) = (Tx, ϕ(x)g). We will refer to such partitions ϕ as a cocycle. It is easy to verify
that T ϕ is measure preserving. We define the (G,ϕ)-extension of B+(p), denoted as B+(p)ϕ,
to be the m.p.s. (IN
∗×G,P,µ×ν,T ϕ). More generally, we say that a m.p.s. is a G-extension
of B+(p) if it is the (G,ϕ)-extension of B+(p) for some cocycle ϕ : IN
∗ → G. It is clear that
any G-extension of B+(p) is a p-endomorphism. Define the partition P ′ : IN
∗ ×G→ I ×G
by P ′(x, g) = (P (x), g). Let d be the discrete metric on I×G. Clearly, (I×G, d) is a compact
metric space and P ′ is generating.
Given a G-extension B+(p)ϕ, note that each element (n, g) ∈ N∗ × G corresponds to a
measure preserving map obtained by composing the maps ϕ(1,e) and ϕ(0,g′) given by
ϕ(1,e)(x, g) = (Tx, ϕ(x)g)
and
ϕ(0,g′)(x, g) = (x, gg
′).
It is easy to verify that the maps ϕ(n,g) define a semigroup action, namely a N
∗ × G-
action, on IN
∗×G. (This is the reason why we defined (n, g) · (n′, g′) as (n+n′, g′g) instead of
(n + n′, gg′).) We say that the G-extensions B+(p)ϕ and B+(p)φ are N∗ ×G-isomorphic if
there is a measure preserving bijection ρ : IN
∗ ×G→ IN∗ ×G such that ρϕ(n,g) = φ(n,g)ρ a.e.
for all (n, g) ∈ N∗ × G. We say that ρ is a N∗ ×G-isomorphism from B+(p)ϕ to B+(p)φ.
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As ρ◦T ϕ = T φ ◦ρ, the N∗×G-isomorphism ρ is also an isomorphism from B+(p)ϕ to B+(p)φ
in the sense of our original definition in Chapter 1.
We begin the proof of Theorem 5.1.1 with some reductions. First, note that if (X,B, µ)
has a (N∗×G,p)-action on it such that X = (X,B, µ, T(1,e)) is tvwB then we can represent it
as a G-extension of B+(p). In fact, consider the space X/G of G-orbits (so each point in X/G
is a set of the form {T(0,g)x}g∈G). T(1,e) projects to a measure preserving transformation T¯ on
X/G such that (X/G, T¯ ) is a p-endomorphism. Since T(0,g) has no fixed points unless g = e,
the canonical projection is ΠG : X → X/G is a tree-adapted factor map. Thus (X/G, T¯ ) is
isomorphic to B+(p) by Theorem 2.4.1 and Proposition 2.4.2. Representing the space X as
X/G× G, it is immediate that (X, {T(n,g)}) is N∗ × G-isomorphic to (IN∗ × G, {φ(n,g)}) for
some cocycle φ : IN
∗ → G. Thus we may rephrase Theorem 5.1.1 as follows.
Theorem 5.1.1′. If B+(p)ϕ and B+(p)φ are tvwB, then they are N∗ ×G-isomorphic.
Note that by our definition, all G-extensions of B+(p) are defined on the space IN
∗ ×G,
although different G-extensions have different dynamics. To emphasize the difference in
dynamics, for any cocycle ψ : IN
∗ → G, we will henceforth use Iψ to denote the product
space IN
∗ ×G of the m.p.s. B+(p)ψ and we will denote the generating partition P ′ of Iψ by
P ψ.
Let Π : IN
∗ ×G→ IN∗ be the canonical projection. For x ∈ IN∗ and a subset A ⊆ IN∗ ,
let the fiber over x denote the set Π−1(x) and the fiber over A denote the set Π−1(A).
Note that for any N∗ × G-isomorphism ρ : Iϕ → Iφ, since ρϕ(0,g) = φ(0,g)ρ for all g ∈ G, ρ
maps fibres to fibres, i.e. for x ∈ IN∗ , ρ(Π−1(x)) = Π−1(y) for some y ∈ IN∗ . Moreover, it is
easily seen that the fibres are mapped to one another by a group rotation in the sense that
for each x ∈ IN∗ , there is g ∈ G and x′ ∈ IN∗ such that ρ(x, g′) = (x′, gg′) for all g′ ∈ G.
Conversely, given measurable partitions ϕ : IN
∗ → G and φ : IN∗ → G, an isomorphism
ρ1 : B
+(p) → B+(p), and a measurable partition θ : IN∗ → G such that
θ(Tx)ϕ(x) = φ(ρ1(x))θ(x),
then it is direct that the map ρ : Iϕ → Iφ defined by ρ(x, g) = (ρ1(x), θ(x)g) defines a
N∗ × G-isomorphism from B+(p)ϕ to B+(p)φ. Thus, proving that B+(p)ϕ and B+(p)φ are
N∗ ×G-isomorphic amounts to constructing the maps ρ1 and θ.
The basic approach to the proof of Theorem 5.1.1′ is the same as that of Theorem 2.4.1,
with some necessary additions. We will focus primarily on these additions and refer the
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reader to the various propositions in Chapter 2 when the proofs are exactly the same.
Before we embark on the proof, some remarks on notations are in order. Rather than
considering functions taking values in the compact metric space [0,1] as in Chapter 2, we
will assume in this chapter that all the functions take values in the finite set
I ×G (i.e. are partitions), with the discrete metric d, unless otherwise specified. To
emphasize this fact, we will denote the functions by capital letters such as Q and R instead
of small letters g and h. Among the functions which range in I × G, we shall primarily be
interested in those functions Q : IN
∗×G→ I×G for which there exists a pair of measurable
partitions Q1 : I
N∗ → I and ξ : IN∗ → G such that
Q(x, g) = (Q1(x), ξ(x)g)
for all (x, g) ∈ IN∗ × G and Q1 is tree-adapted. We say that Q is a G-map if it has the
above property. We can thus think of each G-map Q as being defined by an ordered pair
of functions (Q1, ξ) of the above form. We will write Q = (Q1, ξ) if Q is defined by (Q1, ξ).
Note that the generating partition P ′ is a G-map. If Q is a G-map, then for each x ∈ IN∗ , Q
assigns the same first coordinate to any two distinct points in the fiber over x but distinct
group coordinates. Thus, a G-map takes every fiber onto a set of the form {j}×G for some
j ∈ I.
For the purpose of constructing tree names, it will be convenient to choose a “canonical”
set of partial inverses for G-extensions as follows. Recall that each node v of the p-ary tree
T is a finite sequence of integers in I = {1, . . . s}. Consider any G-extension B+(p)ϕ. For
each z ∈ IN∗ , let vz be the point in IN∗ obtained by concatenating v to the left of z. If
|v| = t, then for each (x, g) in Iϕ, we define the partial inverse T ϕv by setting T ϕv (x, g) to be
the unique element in (T ϕ)−t(x, g) whose first coordinate is vx.
Given a function Q on B+(p)ϕ, we may then define the partitions QNτ : Iϕ → (I ×G)Nτ ,
QN∇ : Iϕ → (I ×G)N∇ and QN+ : Iϕ → (I ×G)N exactly as before. Moreover, we may define
the t¯ distance between any two processes (B+(p)ϕ, Q) and (B+(p)φ, R) for functions Q and
R on the respective spaces as described in Chapter 2. Proposition 2.4.6 translates into the
following.
Proposition 5.1.2. Let B+(p)ϕ be tvwB. Suppose Q is a function on Iϕ. For all ε > 0,
there exist δ and N with the following property: for any G-extension B+(p)φ and function
R on Iφ, if R
N∇ δ∼QN∇, then t¯((B+(p)ϕ, Q), (B+(p)φ, R)) < ε. 
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Proposition 5.1.3. Consider G-extensions B+(p)ϕ and B+(p)φ, along with G-maps Q on
Iϕ and R on Iφ. Then for all g ∈ G and all v ∈ T ′,
d(Q(T ϕv (x, g)), R(T
φ
v (x
′, g))) = d(Q(T ϕv (x, e)), R(T
φ
v (x
′, e))).
Proof: This follows immediately from the fact that as Q is a G-map, if Q(T ϕv (x, e)) = (j, g
′),
then Q(T ϕv (x, g)) = (j, g
′g), and likewise for the G-map R. 
We are now ready to prove the analogue of the perturbation lemma, Proposition 2.4.7.
For (j, g) ∈ I×G and g¯ ∈ G, set (j, g) · g¯ = (j, gg¯). For any G-extension B+(p)ϕ, a measurable
set B in Iϕ and g ∈ G, let Bg denote the set B ∩ (IN∗ × {g}) (so Bg is the subset of B with
group coordinate g). In the following proposition and its proof, we will use the notation
Oi(δ), i = 1, 2, . . . to denote real-valued functions of δ such that limδ→0Oi(δ) = 0.
Proposition 5.1.4. Consider an ergodic G-extension B+(p)ϕ. Then there exists some O1(δ)
with the following property: For any ergodic G-extension B+(p)φ and any G-map Q on Iφ,
if t¯((B+(p)ϕ, P ϕ), (B+(p)φ, Q)) < δ, then for all ε and N , there exists a G-map Q′ on Iφ such
that |Q−Q′| < O1(δ) and (P ϕ)N∇ ε∼Q′N∇.
Proof: We proceed along the lines of Proposition 2.4.7 except that we cannot use only a
single tree name to define a function on the chosen tree Rokhlin tower as we did in Chapter
2. For η > 0 to be specified later, choose M ∈ N such that
a) N/M < η/2
b) there exists a set S ⊆ IN∗ with µ(S) > 1 − η such that whenever x ∈ S, (x, g) is
η,(M −N )-generic for (P ϕ)N∇ for all g ∈ G
c)
∫
t¯M (τ
Pϕ
x,g , τ
Q
y,h) d(µ× ν)(x, g)d(µ × ν)(y, h) < δ.
From b) and c), if η is sufficiently small, we have some x ∈ S such that there exists a
set S ′ ⊆ IN∗ with µ(S ′) > 1 − O2(δ) and t¯M (τPϕx,e , τQz,e) < O2(δ) whenever z ∈ S ′. Using the
Strong Tree Rokhlin Lemma, build a η/2-tree Rokhlin tower M of height M + 1 in B+(p)
such that at least 1−O2(δ) fraction of the base B is in S ′. Note that M′ = Π−1(M) is also a
tree Rokhlin tower in B+(p)φ with base B′ = Π−1(B). For each (y, e) ∈ B′e, we define Q′ by
laying the tree name τP
ϕ
x,e on {(T φ)−i(y, e) | 1 ≤ i ≤M} via a suitable tree automorphism A
which optimizes t¯M (τ
Pϕ
x,e , τ
Q
y,e) as we did in Proposition 2.4.7. This defines Q
′ on the column
over B′e. We then extend Q
′ to points in the column over B′g for each g ∈ G by defining
Q′(T φv (y, g)) = Q
′(T φv (y, e)) · g. Note that restricted to ∪M′\B′, Q′ is a G-map. By our
construction, ∪M′\B′ is a union of complete fibers, i.e. ∪M′\B′ = Π−1(E) for some set E
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in IN
∗
. We may thus extend Q′ to the rest of the space such that it remains a G-map by
defining Q′(x, g) = (P (x), g) on ∪M′\B′.
By Proposition 5.1.3 and our definition of Q′, whenever x′ ∈ S ′ ∩ B, we have for each
g ∈ G,
1
M
∑
0<|v|≤M
wvd(Q(T
ϕ
v (x
′, g)), Q′(T φv (x
′, g))) =
1
M
∑
0<|v|≤M
wvd(Q(T
ϕ
v (x
′, e)), Q′(T φv (x
′, e)))
= t¯M (τ
Pϕ
x,e , τ
Q
x′,e)
< O2(δ)
Thus, since µB(S
′) > 1−O2(δ), we have∫
∪M′\B′
d(Q(z, g), Q′(z, g)) dµ(z)dν(g) < O3(δ).
Since µ× ν(∪M′\B′) > 1− δ for sufficiently small η, we have |Q−Q′| < O1(δ).
To prove that (P ϕ)N∇
ε∼Q′N∇, note that by our construction of Q′, we have Q′M∇(x′, g) =
(P ϕ)M∇(x, g) for all (x′, g) ∈ B′. By a) and b), since x ∈ S, the same reasoning in Proposition
2.4.7 shows that the required tree distributions differ by less than ε. 
The following is an immediate consequence of the proof of Proposition 5.1.4.
Proposition 5.1.5. Consider ergodic G-extensions B+(p)ϕ and B+(p)φ. For every ε and
N , there exists a G-map Q on Iφ such that (P
ϕ)N∇
ε∼QN∇. 
The next proposition is the Strong Sinai’s Theorem which is formally identical to Propo-
sition 2.4.9.
Proposition 5.1.6 (Strong Sinai’s Theorem). Suppose B+(p)ϕ is tvwB. Given ε > 0,
there exist δ and N with the following property: If B+(p)φ is an ergodic G-extension, Q is
a G-map on B+(p)φ with (P ϕ)N∇
δ∼QN∇, then there exists a G-map Q′ on B+(p)φ such that
dist(B+(p)φ, Q′) = dist(B+(p)ϕ, P ϕ) and |Q−Q′| < ε.
Proof: Use the approach in Proposition 2.4.9 to choose δ and 1/N small enough such that
we have a Cauchy sequence of G-maps Qj on Iφ converging to some map Q
′ such that
|Q−Q′| < ε with dist(B+(p)φ, Q′) = dist(B+(p)ϕ, P ϕ). It is easily checked that Q′ is also a
G-map. 
Given the G-map Q = (Q1, ζ) such that dist(B
+(p)φ, Q) = dist(B+(p)ϕ, P ϕ), we can pro-
ceed as in Chapter 2 to construct a tree-adapted factor map ρ : B+(p)φ → B+(p)ϕ defined
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by ρ(x, g) = (QN
∗
1 (x), ζ(Q
N∗
1 (x))g). Moreover, for any G-extension B
+(p)φ, the canonical pro-
jection Π : Iφ → IN∗ is clearly a factor map from B+(p)φ to B+(p). Combining Propositions
5.1.5 and 5.1.6, along with the fact that the partition Q′ constructed in Proposition 5.1.6 is
a G-map, the following corollary is immediate.
Corollary 5.1.7 (Sinai’s Theorem). Suppose B+(p)ϕ is tvwB and B+(p)φ is ergodic.
Then there exists a G-map Q on B+(p)φ such that dist(B+(p)φ, Q) = dist(B+(p)ϕ, P ϕ).
Moreover, the factor map ρ : B+(p)φ → B+(p)ϕ as constructed above projects to a factor
map ρΠ : B
+(p)→ B+(p) such that the following diagram commutes:
B+(p)φ
ρ→ B+(p)ϕ
Π ↓ ↓ Π
B+(p) →
ρΠ
B+(p).

Our next goal is the copying lemma. Recall that for B ⊆ IN∗ ×G and g ∈ G, we defined
the set Bg to be the subset of B with group coordinate g. For g ∈ G and a set S ⊆ IN∗ ×G,
let
S · g = {(x, g′g) ∈ IN∗ ×G | (x, g′) ∈ S}.
Proposition 5.1.8 (Copying Lemma). For ergodic G-extensions B+(p)φ and B+(p)ϕ, let
Q be a G-map on Iφ such that dist(B
+(p)φ, Q) = dist(B+(p)ϕ, P ϕ). Then for all ε and N ,
we have a G-map Q′ on Iϕ such that
dist(Q′ ∨ P ϕ)N∇ ε∼ dist(P φ ∨Q)N∇.
Proof: Let M be chosen such that N/M < ε/2. Define a partition ϕ¯ : IN
∗ → I × G by
ϕ¯(x) = (P (x), ϕ(x)). Construct a ε/2-tree Rokhlin tower M of height M + 1 in B+(p) with
base B such that dist(ϕ¯M∇) = dist(ϕ¯M∇|B). Using the canonical projection Π : Iϕ → IN∗ ,
we may lift the partition ϕ¯M∇ and the tree Rokhlin tower M so that we may regard ϕ¯M∇
as being a partition of Iϕ and the tree Rokhlin tower M with base B as being in B
+(p)ϕ.
Clearly, we still have dist(ϕ¯M∇) = dist(ϕ¯M∇|B). For any atom α ∈ ϕ¯M∇ and g ∈ G, note
that all points in αg have the same P
ϕ-M-tree name. Thus, dist((P ϕ)M∇) = dist((P ϕ)M∇|B).
Consider the tree-adapted factor map ρ : B+(p)φ → B+(p)ϕ as constructed in Sinai’s
Theorem. For any atom α ∈ ϕ¯M∇, note that if (x, g) ∈ α, then (P ϕ)M∇(x, g) = QM∇(y, g′) for
any (y, g′) ∈ ρ−1(x, g) by Proposition 2.1.4. Thus (P ϕ)M∇(αg) = QM∇(ρ−1(αg)).
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For each atom α ∈ ϕ¯M∇, construct a partition U eα of αe ∩ B such that
dist(U eα) = dist((P
φ ∨Q)M∇|ρ−1(αe)) (1)
We then define the required partition Q′ on the column of the tower over Be as follows. Fix
an atom α ∈ ϕ¯M∇. By (1), we can define a bijective correspondence Λ of the atoms of U eα
and those of (P φ∨Q)M∇ with the same conditional measures. Consider an atom β ∈ U eα. As
we have already noted, (P ϕ)M∇(x, e) = QM∇(x′, g′) for any (x, e) ∈ β and (x′, g′) ∈ Λ(β). We
may then define Q′ on the tower over β by laying the P φ-M-tree name of some point (x′, g′)
in Λ(β) via suitable tree automorphisms such that (Q′ ∨P ϕ)M∇(x, e) = (P φ ∨Q)M∇(x′, g′) for
any (x, e) ∈ β. Repeating for each β ∈ U eα and then for each α ∈ ϕ¯M∇, we can then define
Q′ on the tower over Be.
We now extend Q′ on the column of the tower over Bg for all g ∈ G. To do this,
note that if (x, g′) is in the column over Be, then (x, g
′g) is in the column over Bg. Define
Q′(x, g′g) = Q′(x, g′) · g. This defines Q′ on ∪M\B. It is clear that Q′ is a G-map restricted
to ∪M\B. Since ∪M\B is B-measurable, we may then extend Q′ so that it is a G-map on
the full space by setting Q′(x, g) = (P (x), g).
We now prove that dist(Q′ ∨ P ϕ)N∇ ε∼ dist(P φ ∨ Q)N∇. If κ ∈ (I ×G)Mτ and g ∈ G, let
κ · g ∈ (I×G)Mτ be defined by (κ · g)(v) = κ(v) · g. If κ¯ ∈ (I×G)M∇ and κ is a representative
in κ¯, define κ¯ · g ∈ (I × G)M∇ to be the equivalence class containing κ · g. For any atom
α ∈ ϕ¯M∇ and βα ∈ U eα, note that if (x, e) ∈ βα and (x′, g′) ∈ Λ(βα), then for each g ∈ G,
(Q′ ∨ P ϕ)M∇(x, g) = ((Q′ ∨ P ϕ)M∇(x, e)) · g
= ((P φ ∨Q)M∇(x′, g′)) · g
= (P φ ∨Q)M∇(x′, g′g).
This implies that βα ·g and Λ(βα) ·g have the same image under (Q′∨P ϕ)M∇ and (P φ∨Q)M∇
respectively. Moreover, since Q is a G-map, ρ−1(αg) = ρ
−1(αe) · g and so
µ× ν(Λ(βα) · g ∩ ρ−1(αg)) = µ× ν(Λ(βα) · g|ρ−1(αg))µ× ν(ρ−1(αg))
= µ× ν(Λ(βα)|ρ−1(αe))µ × ν(ρ−1(αe))
= µ× ν(Λ(βα)|ρ−1(αe))µ × ν(αe)
= µ× ν(βα|αe ∩ B)µ× ν(αe|B)
= µ× ν(βα|B) = µ× ν(βα · g|B)
As this holds for all g ∈ G, α ∈ ϕ¯M∇, and βα ∈ U eα, we have
dist(P φ ∨Q)M∇ = dist((Q′ ∨ P ϕ)M∇|B)
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Hence, by the same reasoning as in the proof of Proposition 2.4.12, we see that the distribu-
tion of (Q′∨P ϕ)N∇ on each level of the tower except the top N levels equals dist(P φ∨Q)N∇.
Since N/M < ε/2, the result follows. 
The rest of the proof now follows along the same lines as Theorem 2.4.1. To begin, we
have the following proposition which is formally identical to Proposition 2.1.13.
Proposition 5.1.9. Consider tvwB G-extensions B+(p)φ and B+(p)ϕ. Suppose Q is a G-
map on Iφ such that dist(B
+(p)φ, Q) = dist(B+(p)ϕ, P ϕ). Then for every η > 0, ε > 0, there
exists a G-map Q′ on Iφ such that
i) P φ
ε⊂∑(Q′)
ii) dist(B+(p)φ, Q′) = dist(B+(p)ϕ, P ϕ)
iii) |Q−Q′| < η.

Proof (Theorem 5.1.1′): Imitating the proof of Theorem 2.4.1, we choose, via proposition
5.1.9, a Cauchy sequence of G-maps {U j} on Iφ converging to a G-map U on Iφ such that
dist(B+(p)φ, U ) = dist(B+(p)ϕ, P ϕ) and
∑
(U ) =
∑
(P φ).
Let U = (U1, ξ). Since
∑
(U ) =
∑
(P φ), the factor map ρ : B+(p)φ → B+(p)ϕ defined by
ρ(x, g) = (U¯1(x), ξ(x)g) is an isomorphism, where U¯1(x) is the U1-name of x. Since ρT
φ = T ϕρ,
it follows that
ϕ(U¯1(x))ξ(x) = ξ(Tx)φ(x)
Obviously, U¯1 defines an automorphism of B
+(p). Hence, ρ defines a N∗ × G-isomorphism
from B+(p)ϕ to B+(p)φ. 
5.2. Some Applications of Theorem 5.1.1
Example 5.2.1. As an application of Theorem 5.1.1, consider a finite group G of order ≥ 3
with two distinct generators h and h′ (thus G ∼= Z/nZ, for n ≥ 3). Fix a probability vector
p = (p1, . . . , ps) with p1 = p2. Define a map ϕ : I
N∗ → G by
ϕ(z) =
{
h if z0 = 2;
e otherwise.
Note that the P ϕ-tree name of (x, g) is completely determined by P ϕ(x, g) = (x0, g).
Let τ(j,g) be the common P
ϕ-tree name of all points (x, g) such that x0 = j. Using the
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ideas in §4.1, to prove that B+(p)ϕ is tvwB, it suffices to show that for any two elements
(j, g) and (j′, g′) in I × G, we have some node v and some tree automorphism A such that
τ(j,g)(v) = τ(j′,g′)(Av). In fact, it is enough to show this in the case when j = j
′ = 1.
Choose k ∈ N such that g′ = hkg. Then for the node v = (1, 1, 1, . . . , 1) of length k + 1,
τ(j,g)(v) = (1, g); for the node u = (1, 2, 2, . . . , 2) of length k + 1, τ(j,g′)(u) = (1, g). Since these
two nodes can be matched by a tree automorphism, we have τ(j,g)(v) = τ(j′,g′)(Av) for some
tree automorphism A. Thus, B+(p)ϕ is tvwB.
In the same way, for the map ψ : IN
∗ → G defined by
ψ(z) =
{
h′ if z0 = 2;
e otherwise,
the same argument shows that B+(p)ψ is tvwB. Thus Theorem 5.1.1 shows that B+(p)ϕ and
B+(p)ψ are N∗ ×G-isomorphic.
Note that the two cocycles φ and ψ are not cohomologous provided that hh′−1 is a gen-
erator (if they were cohomologous, then a N∗ ×G-isomorphism between the corresponding
extensions exists trivially). Indeed, if they were cohomologous, the G-extension obtained
from the map φ− ψ defined by (φ− ψ)(x) = φ(x)ψ(x)−1 would not even be ergodic, contra-
dicting the above argument which shows that it must be tvwB and hence ergodic. 
The following proposition, as observed by del Junco, gives another interesting application
of Theorem 5.1.1. We say that a tree-adapted factor map φ : X → Y is uniformly p-to-1
if the fiber over a.a.y in Y contains p points each with conditional probability 1/p. One
example of such a factor map is if X = Y is the one-sided (1/2,1/2)-Bernoulli shift and φ
is the addition map defined by φ(x)i = xi + xi+1. The following proposition essentially says
that in the case when p = (1/2, 1/2), then this is (up to automorphism) the only example.
Proposition 5.2.2. Suppose X = (X,B, µ, T ) ∈ End(p) is tvwB. Let Y = (Y, C, ν, S) be
a tree adapted factor of X. For any pair of uniformly 2-to-1 tree-adapted factor maps
Π1 : X → Y and Π2 : X → Y, there exist automorphisms ρ : X → X and ϕ : Y → Y such
that Π2 ◦ ρ = ϕ ◦ Π1.
Proof: We define two (N∗ × Z2,p)-actions on (X,B, µ) as follows. Let Z2 = {0, 1}. Define
T(1,0) = T , and T(0,0) to be the identity map. Define T(0,1) : X → X by sending x to the unique
point x′ distinct from x such that Π1(x
′) = Π1(x). The fact that Π1 is uniformly 2-to-1 implies
that T(0,1) is an automorphism ofX . Using T(1,0), T(0,0) and T(0,1), we can define T(n,g) by group
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composition. By tree-adaptedness, it is easy to check that {T(n,g)} defines a (N∗ × Z2,p)-
action on X . In a similar way, using Π2, we can define a second (N
∗ × Z2,p)-action {S(n,g)}
on X .
By Theorem 5.2.2, we have a N∗ × Z2-isomorphism ρ : (X, {T(n,g)}) → (X, {S(n,g)}). In
particular, ρ defines an automorphism of X. Note that as S(0,1) ◦ ρ = ρ ◦ T(0,1), ρ maps fibres
of Π1 to those of Π2 and so the map ϕ : Y → Y defined by ϕ = (Π2)◦ρ◦ (Π1)−1 is well-defined
and is clearly an isomorphism with the required property. 
Remark 5.2.3. It is reasonable to believe that Theorem 5.1.1 should also hold in the case
when G is a compact metrizable group instead of just a finite group. We were unable to prove
this, although it seems that the same ideas should apply and is likely a technical extension.
One possible approach would be to define a partition QN on G by dividing G into subsets
of diameter ≤ 1/2N for each N and define tree distributions by a suitable discretization.
Second, it would be interesting to give a joinings proof of this result, though the definition
of one-sided joinings might need to be modified to achieve the required isomorphism.
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Chapter 6:
Some Open Problems
This thesis has extended the investigation of the isomorphism problem of non-invertible
endomorphisms initiated by Hoffman and Rudolph. Obviously, much is left unaddressed. In
this chapter, we state some problems in this area which warrant further investigation.
Problem 1. Consider a Lebesgue probability space (X,B, µ) with two commuting endo-
morphisms T and S on it, i.e. TS = ST a.e. The basic model is the two-dimensional lattice
{0, 1}(N∗)2 with product measure (1/2, 1/2)(N∗)2 , and with T and S being the shift maps in
each direction. Given another Lebesgue space (Y, C, ν) with two commuting endomorphisms
T ′ and S ′ on it with the same property as T and S, is there a reasonable way to decide when
(X,B, µ) and (Y, C, ν) are N∗ ×N∗-isomorphic, i.e. when can we find a measure preserving
bijection φ : X → Y such that φT = T ′φ and φS = S ′φ a.e.?
Problem 2. So far, all endomorphisms X = (X,B, µ, T ) considered are homogeneous in
the sense that for a.a. x, x has the same number of inverse images with the same set of
conditional probabilities. Obviously, most endomorphisms do not share this property. Can
one give a reasonable classification for a subset of these? If we have a fixed one-sided Markov
shift which is not homogeneous, is there some reasonable criterion to ensure that a given
endomorphism is isomorphic to it?
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Problem 3. Proposition 5.2.2 in particular implies that there is essentially only one tree-
adapted uniformly 2-to-1 endomorphisms of B+(p). It would be interesting to classify tree-
adapted uniformly 3-to-1 endomorphisms (and in general p-to-1 endomorphisms) of B+(p).
The proof of Proposition 5.2.2 cannot be used since even for tree-adapted uniformly 3-to-1
maps of B+(p), there is no canonical way of constructing a N∗ × Z3-action on the Bernoulli
shift space.
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