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–Summary in Dutch–
Het Standaard Model zoals het ontwikkeld werd vanaf het midden van de 20ste eeuw is allicht
de belangrijkste en meest accurate theorie van de fundamentele processen in het heelal. De the-
orie omvat 3 van de 4 fundamentele natuurkrachten: elektromagnetisme, en de sterke en zwakke
kernkrachten. Het model geeft een beschrijving van de kinematica en de interacties tussen de
(nu) gekende bouwstenen van de materie (fermionen) en de krachtdeeltjes (ijkbosonen). Een
nauwkeurige kennis van alle fysische parameters die het gedrag van deze fermionen en boso-
nen bepalen is dus belangrijk om de limieten van het Standaard Model te testen, in de hoop van
nieuwe fysica te ontdekken. Eén zo’n fermion in het bijzonder, de top quark, is het zwaarste
bekende fundamentele deeltje met een massa (huidige gemiddelde van alle meetresultaten) van
173.34± 0.98 GeV/c2.
De top quark werd ontdekt aan de Tevatron versneller in 1995 door de D∅- en CDF-experimenten.
Het belang van dit deeltje voor het Standaard Model is een gevolg van zijn zeer sterke koppe-
ling aan het Higgs-veld, vergeleken bij die van andere fermionen, en dat het zich gedraagt als
een vrije quark wat directe metingen van diverse eigenschappen zoals de massa en de spin via
de vervalproducten mogelijk maakt. Bovendien vormen top quarks een groot deel van de do-
minante achtergrond in veel zoektochten naar supersymmetrie en exotica, hetgeen een precieze
kennis van het fermion zelf een prioriteit maakt indien men in die gebieden nieuwe fysica wil
ontdekken.
De Large Hadron Collider (LHC) werd gebouwd ten einde de omstandigheden te creëren waarin
de fundamentele deeltjes zoals de top quark kunnen bestudeerd worden. De machine is een
27.5 km groot proton-synchrotron, ontworpen om twee bundels van protonen die in tegenge-
stelde richting circuleren vast te houden en in botsing te brengen. De Compact Muon Solenoid
(CMS) is een detector die rond één van de botsingspunten is gebouwd, en ontworpen is om deze
botsingen in detail waar te nemen door de deeltjes die er in gecreëerd werden te identificeren en
te volgen. Door een analyse uit te voeren van het gedrag van deze deeltjes en hun vervalmodes
kunnen de limieten van het Standaard Model afgetast worden.
Deze thesis presenteert een meting van de massa van de top quark gebruikmakende van geavan-
ceerde multivariate technieken. Deze technieken werden oorspronkelijk ontwikkeld door de twee
Tevatron experimenten en worden hier uitgebreid tot gegevens genomen met de CMS-detector.
De meting werd gedaan met een "matrix element"methode op de semi-leptonische top/anti-top
(tt¯) finale toestand gekenmerkt door 4 jets en één muon. Evenementen werden geselecteerd ten
einde een hoge zuiverheid van de top quark kandidaten te bekomen, hetgeen toelaat een aantal
verenvoudigingen door te voeren in de gebruikte theorie. De methode werd uitgetest op gesi-
muleerde evenementen, en deze tests toonden voor elke stap in de analyseketen een goede over-
eenkomst. De CMS-gegevens werden voor verschillende kinematische verdelingen vergeleken
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met simulaties, en dit leidde na finale selectie in alle gevallen tot een zeer goede overeenstem-
ming. Het totaal aantal geselecteerde evenementen, gebaseerd op een totale luminositeit van
19.8 fb−1 bij
√
s = 8 TeV gedetecteerd in 2012, bedraagt 10760. De gemeten top quark massa
is mt = 171.850± 0.337[stat.]±1.939[syst.] GeV.
Deze thesis is opgedeeld in drie secties. De eerste introduceert de theorie van het Standaard Mo-
del en dat van de top quark zef (hoofdstuk 2). Verder wordt hier de motivering gegeven voor de
interesse in een studie van de top quark, hoe dit deeltje geproduceerd wordt en hoe het vervalt
met de signatuur die gekozen werd voor deze studie. Deze sectie geeft ook verschillende achter-
grond processen die beschouwd werden in deze analyse. De tweede sectie gaat dan over de LHC
en de CMS-detector in hoofdstuk 3. Hier wordt besproken wat de rol is van elke subdetector
in de identificatie van de basis fysische objecten, en hoe deze door het trigger systeem verwerkt
worden tot evenementen die gebruikt worden door de verschillende fysica analyses. Hoofdstuk 4
beschrijft vervolgens hoe deze fysica objecten met diverse algoritmes gebruikt worden door de
CMS-samenwerking. Hier wordt ook aangeduid hoe elk van de fysica objecten geïsoleerd wor-
den van de achtergron, en hoe hun energie gemeten wordt. Hoofdstuk 5 bouwt verder op de
concepten aangebracht in het voorgaande hoofdstuk en bespreekt de selectie van evenementen
die bedoeld is om een hoge zuiverheid aan signaalkandidaten te bekomen, terwijl de evenemen-
ten afkomstig van achtergrondprocessen tot een minimum herleid worden. Bij elke stap in de
selectie worden de botsingsgegevens vergeleken met gesimuleerde evenementen om hun gebruik
te motiveren. Tenslotte wordt in het laatste deel van deze sectie, hoofdstuk 6, de gekozen ana-
lysemethode voor de bepaling van de massa van de top quark uitgeschreven. De theoretische
onderbouwing van de analyse wordt in detail beschreven, in het bijzonder hoe de analyse aan-
gepast werd voor de gegevens van de CMS-detector. De laatste sectie van deze thesis behelst de
meting zelf in hoofdstuk 7 en presenteert alle resultaten van de simulaties en botsingsgegevens
die in de voorgaande hoofdstukken ingeleid werden. Hoofdstuk 8 besluit de thesis en presen-
teert de problemen die ontmoet werden tijdens de analyse, en vergelijkt tenslotte de gemeten top
quark massa met de resultaten van andere analyses. Dit hoofdstuk geeft ook aan hoe de analyse
kan verbeterd worden in de toekomst op basis van wat geleerd werd uit het werk aan deze thesis.
Part I
Introduction and physics
motivations

1
Introduction
1.1 Introduction
This thesis presents the measurement of the mass of the top quark, first discovered at the Tevatron
in 1995 [1, 2] by the DØ and CDF collaborations. The measurement was made using a matrix
element method on a semi-leptonic top/anti-top (tt¯) final state, characterised by 4 jets and a sin-
gle muon. The data was collected using the Compact Muon Solenoid (CMS) detector from two
colliding beams of protons in the Large Hadron Collider (LHC). This analysis was performed in
conjunction with a team of collaborators based at the University of Gent, in Belgium, with the
author of this thesis being primary responsible for the integration of the kinematic fitter HITFIT
in the analysis, as well as the measurement of the mass in the muon channel.
This thesis is split into three sections. The first introduces the theory of the Standard Model, and
that of the top quark itself, in Chapter 2. It details the motivation for why the top quark is of
interest to study, how it is produced and how it decays into the signature chosen for the analysis.
It also lists several of the background processes considered in the analysis. The second section
covers the LHC and CMS detector in Chapter 3, describes the role each subdetector plays in the
identification of basic physics objects and how these are processed by the trigger system into
events that are used for various physics analyses. Chapter 4 continues this discussion into the
reconstruction of these physics objects using various algorithms utilised by the CMS collabora-
tion. It also mentions how each of these physics objects are isolated from the background noise,
and how their energies are measured. Chapter 5 builds upon the ideas covered in the preceding
chapter and discusses the selection of events that is designed to yield a high purity of signal can-
didates, while keeping those events from background sources to a minimum. At every step in
the selection, the simulated results are compared with the collision data in order to motivate their
inclusion. Finally, the last part in this section, Chapter 6, introduces the analysis method chosen
to make a measurement on the top quark mass. Every theoretical underpinning of the analysis
will be detailed, and how the analysis was adapted for use with events generated by collisions at
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the CMS detector. The last section of this thesis covers the measurement itself in Chapter 7, and
presents all of the analysis results from simulation and collision data that were introduced in ear-
lier chapters. Chapter 8 concludes the thesis, and presents the problems that were encountered
during the analysis, and compares the resultant top quark mass measurement with the results
from other analyses. The chapter also discusses how the analysis may be improved upon in the
future, given what was learnt throughout the work of this thesis.
As a note, unless otherwise stated, natural units have been used throughout this thesis, where
~ = c2 = 1.
2
The Standard Model and the top quark
2.1 The Standard Model
Developed in the middle and latter half of the 20th century, the Standard Model [3, 4, 5] incorpo-
rates 3 of the 4 fundamental forces of nature; electromagnetism, and the strong and weak nuclear
forces. It offers a description of the kinematics and interactions between the currently-known
building blocks of matter (fermions), and the force carriers themselves (bosons). The Standard
Model itself is a quantum field theory with 3 symmetries of the continuous lie groups: SU(3) for
colour charge, SU(2) for weak isospin, and U(1) for weak hypercharge. Each interaction in the
Standard Model is contained in a single Lagrangian, which is constrained to be invariant under
the symmetries of the gauge group (Eqn. 2.1). The Standard Model can be parametrised by the
coupling constants of the gauge group, as well as various other properties of the group fermions
and bosons [6], some of which will be discussed further in this section.
SU(3)× SU(2)× U(1) (2.1)
2.1.1 Fermions
All matter in the Standard Model is built from a total of 12 fermions, which are elementary
particles with half-integer spin. All fermions are characterised by Fermi-Dirac statistics, and
obey the Pauli exclusion principle, forbidding a pair of fermions to occupy the same quantum
state. All fermions interact with the weak nuclear force, while only those that carry charge
interact with the electromagnetic force. Further categorisation is made by their interaction with
the fundamental forces, where quarks are those particles that interact with the strong nuclear
force, and leptons are those that do not. A list of fermions can be found in Table 2.1, with each
having a corresponding anti-particle (not shown), with opposite electric charge, but with all of
the other listed properties being equal.
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Fermions Generation Name Electric Charge Spin Mass (approx)
Leptons
I electron (e) −1 1/2 0.511 MeVelectron neutrino (νe) 0 1/2 < 2.2 eV
II muon (µ) −1 1/2 105.7 MeVmuon neutrino (νµ) 0 1/2 < 0.17 MeV
III tau (τ ) −1 1/2 1.777 GeVtau neutrino (ντ ) 0 1/2 < 15.5 MeV
Quarks
I up (u) +2/3 1/2 2.3 MeVdown (d) −1/3 1/2 4.8 MeV
II charm (c) +2/3 1/2 1.275 GeVstrange (s) −1/3 1/2 95 MeV
III top (t) +2/3 1/2 173.2 GeVbottom (b) −1/3 1/2 4.18 GeV
Table 2.1: Overview of the common properties for all Standard Model leptons. In the Standard Model, all
neutrinos are assumed to have masses of zero, but here the experimental upper bounds have been included.
All values have been obtained from Reference [7].
2.1.1.1 Quarks
Quarks interact predominantly with the strong nuclear force, and as a consequence carry a colour
charge in addition to an electrical one. Because of a property unique to QCD called confine-
ment [8], quarks are not observed as free particles, but are instead bound into states that make
the composition colour-neutral, such as mesons (quark/anti-quark pair), and baryons (3 quarks).
The majority of the observable matter in the universe consists of these baryons, either as protons
(2 up quarks, 1 down quark), or neutrons (2 down quarks, 1 up quark). In collider experiments,
free quarks can be created, but quickly interact with the strong nuclear force in a process called
hadronisation, to form these bound states. The top quark however, has a very short lifetime, and
so decays before hadronisation can occur. This property makes the top quark unique to study
among the various quarks, and is discussed in more detail in Section 2.2.
2.1.1.2 Leptons
Leptons are overall comparatively lighter in mass than the quarks, and amongst each generation,
are paired as either a charged lepton or a neutrino. With exception of the electron, all charged
leptons have a short lifetime before decay. As a result of the relativistic effects at high energies
however, the muon is able to make long tracks that can be detected by collider experiments,
while tau leptons typically decay before detection. Neutrinos in the Standard Model are massless
and have zero electric charge, and as a consequence only interact weakly with matter. Because
of this, neutrinos are typically not detectable in the low fluxes found in accelerator collision
environments.
2.1.2 Forces and interactions
Each of the forces described by the Standard Model is mediated by force-carrying fundamental
particles known as gauge bosons. All bosons differ from fermions in that they have integer spin,
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are characterised by Bose-Einstein statistics, and are unrestricted by the number of particles
allowed in the same quantum state. The gauge bosons with spin 1, the gluon, photon and W±/Z
mediate the quantum chromodynamic (QCD) and electroweak interactions, and the spin 0 Higgs
boson mediates the Higgs mechanism. Interactions between fermions are typically shown on
Feynman diagrams, which schematically show the interaction in its simplest form, or leading
order (LO), next-to-leading order (NLO), and higher orders (NNLO, etc.). These higher orders
arise from perturbations in each of the theories for the individual forces in question.
Force Mediator Gauge Bosons Electric Charge Spin Mass
QCD gluon (g) 0 1 0 eV
Electroweak
photon (γ) 0 1 0 eV
W± ±1 1 80.385± 0.015 GeV
Z 0 1 91.1876± 0.0021 GeV
Higgs Higgs (H0) 0 0 125.7± 0.4 GeV
Table 2.2: Overview of all gauge bosons in the Standard Model (excluding the graviton). All values have
been obtained from Reference [7].
Figure 2.1: A schematic diagram showing the interactions between fermions and gauge bosons in the
Standard Model. Image from Reference [9]
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2.1.2.1 QCD
QCD is a theory of the symmetry group SU(3), governing the interactions between quarks and
gluons, also known as the strong nuclear force. Mediation of the force is done by means of eight
coloured gluons, with the parameters of the theory being the strong coupling constant αs and
the individual quark masses. Like all quantum field theories, QCD involves a concept called
renormalisation, which is designed to account for infinities in the calculations at higher orders.
The coupling constant is subject to the scale of this renormalisation (µ2R) via the running coupling
αs(µ
2
R). If the scale chosen to be close to that of the momentum transfer Q of the process, then
αs(µ
2
R ' Q2) is indicative of the effective strength of the strong interaction in that process.
Confinement in QCD is where the strength of the interaction increases as the distance between
quarks becomes larger, causing the immediate hadronisation of any free quark or gluon (with
the notable exception of the top quark, which decays before it can hadronise). Inside detectors,
this hadronisation in high-energy partons leads to the creation of jets, a shower of hadrons and
other particles in an identifiable cone shape inside the detector. Because of a second property of
QCD called asymptotic freedom [10, 11], at high energies and small distances, the strength of the
interaction decreases, allowing the use of perturbative calculations in the theory.
2.1.2.2 Electroweak
A unified theory of both electromagnetism and the weak nuclear force under the SU(2)× U(1)
gauge group, electroweak interactions affect all fermions in the Standard Model. The electro-
magnetic force is mediated by stable massless photons (γ) and is responsible for the interaction
between charged particles such as the electron and proton. The mediators for the weak force,
W± and Z, are short-lived (τ ∼ 3× 10−25s) massive gauge bosons that consequently act over a
very short range. The two bosons are responsible for flavour-changing weak decays among the
quarks, via the properties defined in the unitary Cabibbo-–Kobayashi—Maskawa (CKM) matrix
[12]:
VCKM =
d
′
s′
b′
 =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

ds
b
 (2.2)
where d, s, and b are the quark mass eigenstates transitioning to d′, s′, and b′. The elements Vij
refer to the amplitudes for each transition, and are experimentally determined [13]:|Vud| |Vus| |Vub||Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|
 =
0.97427± 0.00015 0.22534± 0.00065 0.00351
+0.00015
−0.00014
0.22520± 0.00065 0.97344± 0.00016 0.0412+0.0011−0.0005
0.00867+0.00029−0.00031 0.0404
+0.0011
−0.0005 0.999146
0.000021
−0.000046

(2.3)
At low energies, electromagnetism and the weak force operate separately, due to the sponta-
neous symmetry breaking of the unified gauge group [14]. This symmetry is broken up to the
electroweak scale (> 102 GeV). A description of how these symmetries are broken is explained
by the Higgs mechanism [15, 13, 16]. In the Standard Model, the mechanism involves a field that
breaks the weak isospin symmetry of the electroweak interaction, giving mass to bothW± and Z
bosons. The field also couples to fermions, giving each of them non-zero mass terms. The quan-
tum of this field is known as the Higgs or Brout—Englert—Higgs boson, and the corresponding
Higgs boson particle was first announced to have been detected by the CMS and ATLAS exper-
iments at the LHC on July 4th, 2012 [17, 18]. Later measurements determined other Standard
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Model properties of the newly discovered boson, such as its positive parity and zero spin [19],
with a mass of 125.7± 0.4 GeV [7].
2.2 The top quark
2.2.1 Motivations and significance
Follow its discovery in 1995, various studies on the physical properties of the top quark were
promptly undertaken due to the importance of the top quark amongst the Standard Model fermions.
The top quark, having a large mass close to the electroweak scale (mt = 173.2 GeV), couples
much more strongly to the Higgs field compared to the other fermions. Historically, because
of the role the Higgs field plays in electroweak symmetry breaking, precision measurements on
both the top mass and W mass indirectly constrained the Higgs boson mass (see Figure 2.2).
Due to the hadronic nature of the W decay products, making precise measurements on the W
mass in hadron colliders was somewhat prohibitive, and so precise mass measurements of the
top quark was considered the best choice for further improving the constraint on the Higgs bo-
son mass. While indirect constraints on the Higgs boson mass since its discovery in 2012 are
no longer relevant, the mass of the top quark can be used as a constraint for various theories of
supersymmetry (SUSY) [20, 21].
80.3
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114 300 600 1000
mt [GeV]
m
W
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LEP1 and SLD
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Figure 2.2: Indirect constraints on mW and mt at the 68% confidence level. The solid blue contour
denotes the direct measurements from LEP-II/Tevatron data. The yellow and green bands show the
constraints on both of these masses as a function of the Higgs mass in the region favoured for theory
(yellow) and direct measurements (green) (from Reference [22]).
In addition to its strong coupling to the Higgs field, the top quark is unique in that because of its
short lifetime (∼ 5.0 × 10−25 s [23]), it decays before it hadronises, meaning it does not form
bound states, allowing for measurements of its spin. This is contrasted against the lighter quarks
where various interactions in the bound states cause the individual quark spins to depolarise.
Both the spin and momentum of the top quark therefore directly pass on to its decay products,
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allowing the reconstruction of the top mass and various other properties from measurements on
these products.
Finally, many SUSY and exotica searches at the LHC include top quarks as their dominant back-
ground [24, 25, 26, 27, 28], so precise knowledge of all aspects to do with top reconstruction and
measurement are highly relevant, and will remain that way for many future analyses at hadron
and lepton colliders.
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Figure 2.3: Increase in Standard Model cross sections between the Tevatron, at
√
s = 1.96 TeV to the
LHC, at
√
s = 7− 14 TeV. Discontinuities in some of the curves are due to the switch from
antiproton-proton collisions in the Tevatron to proton-proton collisions in the LHC. Image from
Reference [23]
2.2.2 Production at the LHC
The energies of colliders are usually represented by their available centre-of-mass energy (
√
s)
at the point of collisions, obtained from the sum of the two colliding beam energies. The raise
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in this centre-of-mass energy from the Tevatron (
√
s = 1.96 TeV), where the top quark was first
discovered, to the LHC (
√
s = 7− 14 TeV) allows for an even larger increase in the production
cross section of top quarks (Figure 2.3). This in turn with the high luminosity delivered by
the LHC results in a large number of observed top quarks at the detectors, making the LHC a
true top quark factory. The amount of top quarks produced is calculated from the total cross
section of the process, where at the LHC, they are predominantly made in top/anti-top pairs
(tt¯) from the hard scattering between two partons in the opposing proton beams. Generally, the
modelling of the collision is done by the combination of the short distance process (the hard
scattering), where perturbative QCD calculations can be applied, and the long distance process,
where parton distribution functions (PDFs) are needed. These PDFs (fi(xi, µ2F )) represent the
probability density of observing a parton with flavour i with a momentum fraction xi prior to
collision dependent on the separation between the long and short distance processes, known
as the factorisation scale µ2F . The PDFs for all parton flavours generated with the CTEQ6M
set [29] is shown in Figure 2.4. As mentioned in Section 2.1.2.1, QCD calculations also involve
a renormalisation scale (µ2R), dependent on the scale of the momentum transfer Q
2. Commonly,
the same scale is chosen for both the renormalisation and factorisation scale, so that Q2 = µ2
[23]. For tt¯ pair production, then Q2 = (2mt)2, which is also the lower bound for the square
of the energy needed by the hard scatter partons in the interaction. The overall interaction for tt¯
pair production from two colliding proton beams is schematically shown in Figure 2.5.
Figure 2.4: Parton distribution functions for the CTEQ6M set at factorisation scales Q = 2 GeV (left) and
Q = 100 GeV (right) [29]
The total leading order cross section is then [23]:
σtt¯(
√
s,mt) =
∑
i,j=q,q¯,g
∫
dxidxjfi(xi, µ2)fj(xj , µ2)σˆij→tt¯(ρ,m2t , xi, xj , αs(µ
2), µ2),
(2.4)
where fi(xi, µ2) and fj(xj , µ2) are the PDFs for colliding partons in each beam. The sum-
mation runs over all pairs of partons that could give rise to the process resulting in a tt¯ pair.
σˆij→tt¯(ρ,m2t , xi, xj , αs(µ
2), µ2) is the partonic cross section of the process ij → tt¯, where
ρ = 4m2t/
√
sˆ, sˆ = xixjs and s is the square of the centre-of-mass energy of the colliding
system.
The fusion between two gluons accounts for 85% of the pair production in the hard scattering,
with the remainder coming from quark/anti-quark (qq¯) annihilation. Feynman diagrams for these
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fi(xi μ
2)
σ ij  tt(Q2)ˆ
Pi
xi Pi
t
Pj
xj Pj t
fj(xj μ
2)
Figure 2.5: Hard scattering process resulting in a top/anti-top pair. Pi and Pj are the momenta of the
colliding protons in each beam.
two processes can be found in Figure 2.6.
t
t
g
g
tq
tq
Figure 2.6: Production of tt¯ pairs via gluon-gluon fusion (left) and quark/anti-quark annihilation (right).
2.2.3 Decay
The top quark is not observed directly, but indirectly by means of its decay products. Due to its
large mass, a top quark is short-lived and predominantly decays via t→Wq. The flavour of the
quark from top decay is dictated by the CKM elements Vtd, Vts, Vtb. Here, the large value for
|Vtb| (0.999146) [13] dominates |Vtd| and |Vts| (0.00867 and 0.0404 respectively). Therefore,
the decay modes of the top are characterised by the decay of the W boson. Here, the boson can
either decay hadronically, into a qq¯ pair (where q 6= t, b), or leptonically, into a pair of leptons
`ν. The channels of tt¯ decay are defined by the decay products of bothW bosons, of which there
are three main types. In descending order of total cross section: the first is where both W bosons
decay hadronically (fully hadronic), the second is where oneW boson decays leptonically, where
the other decays hadronically (semi-leptonic) (Figure 2.7), and the final where both W bosons
decay leptonically (di-lepton). These decay modes are summarised in Figure 2.8.
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Figure 2.7: Feynman diagram for semi-leptonic tt¯ decay, where the W− boson decays into a qq¯ pair, and
the W+ boson decays into a charged lepton and a neutrino (from Reference [30]).
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Figure 2.8: Summary of the possible decay modes for tt¯ pairs (from Reference [30]).
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At hadron colliders, the large multi-jet background from other processes prohibits the efficient
selection of fully hadronically-decaying tt¯ pairs. The di-lepton channel therefore offers the clean-
est signature by the presence of two high-energy leptons, but with a much lower production cross
section. In addition, due to the presence of two neutrinos ν in the final state, both of which es-
cape the detector, a fractionally significant amount of energy from the decayed top quarks is not
measured. This loss of energy impedes an accurate measurement on the top quark mass, with
respect to the semi-leptonic channel, where only one neutrino escapes the detector. As a conse-
quence, this thesis explores the measurements undertaken in semi-leptonic decays with a muon
in the final state: tt¯ → bb¯jjµν. This channel combines the benefit of having leptons in the final
state with the higher cross section of having at least one hadronically-decaying W boson.
2.2.4 Significant backgrounds
At the centre-of-mass energies available at the LHC, the cross section for top quark production
is eight orders of magnitude smaller than the total cross section for all Standard Model processes
(see Figure 2.3). This means that recorded events from the detector in any analysis involving
top quarks will need to undergo a rigorous selection process in order to purify the sample for the
signal process. Table 2.3 shows the expected background to the final state chosen in this analysis
from several Standard Model processes, and their cross sections at
√
s = 8 TeV. Due to the high
Process σ (pb)
tt¯ 234.3 [31]
Single top (incl.) 114.85 [32]
W + jets 37509 [33]
Z + jets 3504 [33]
QCD multi-jet > 75196000
Table 2.3: Simulated Standard Model processes and their associated cross sections. The value for QCD
multi-jet is taken from listed cross sections for muon-enriched QCD final states with one or more jets with
pT between 30 GeV and 120 GeV.
energies at the LHC, the vector bosons W and Z may also be produced with additional gluons,
which go on to form jets in the detector. Two example Feynman diagrams for these processes
is shown in Figure 2.9. The total production cross section for W and Z bosons decaying into
leptons with at least one additional jet has been determined at NNLO using FEWZ [33]. While
these numbers, 37509 pb and 3503.71 pb for W+jets and Z+jets respectively, are high compared
to the top pair production cross section, final states with jets ≥ 4 are small compared to the
final states with < 4 jets. This property is used in the event selection (Chapter 5) to reduce the
background from these processes.
In addition to pair production, the top quark can also be created in isolation by the exchange or
production of a W boson via the Electroweak interaction [34]. The production of single tops
is made via three different channels; s, t, and tW . An example Feynman diagram for the tW -
channel is show in Figure 2.10. While the total cross section for all channels is comparable to
that of the cross section for pair production (114.85 pb vs 234.4 pb), the majority contribution
arises from the t-channel [35], which leaves at most only one b quark at LO, compared with
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Figure 2.9: Example Feynman diagrams for the Standard Model production of W (left) and Z bosons with
additional gluons (from Reference [30]).
two for top pair production. Thus, the contribution due to single top processes is minimised by
effective methods of selecting for b jets in the final state.
Figure 2.10: Example Feynman diagrams for the Standard Model production of W (left) and Z bosons
with additional gluons (from Reference [30]).
Finally, higher-order QCD processes may result in a large number of events with muons and jets
in their final state. Due to the large number of possible Feynman diagrams that can arise from
gluon self-couplings, the strong coupling αs becomes very large, and the exact QCD contribution
is prohibitive to predict. The cross section for the QCD multi-jet contribution at
√
s = 8 TeV
as shown in Table 2.3 is calculated for muon-enriched final states with one or more jets with pT
between 30 GeV and 120 GeV, and is several magnitudes above that of tt¯ production. In such
final states however, the number jets with pT > 30 GeV is small compared with tt¯ semi-leptonic
final states. In addition, the angular separation between jets and the muon is often small, so that
lepton isolation techniques may be used to reduce this contribution. In this analysis, due to the
rigorous event selection outlined in Chapter 5 the contribution from QCD processes is shown to
be minimal.
Part II
Experimental set-up and event
reconstruction

3
The Large Hadron Collider and Compact
Muon Solenoid Experiments
Lying directly on the French-Swiss border in the outskirts of Geneva, the European Organisation
for Nuclear Research (CERN), is the world’s largest particle physics laboratory. Primarily funded
via its 20 member states, CERN’s yearly operational budget exceeds 1 000 million CHF. This
large annual budget has allowed CERN to construct a large range of technologically-advanced
equipment and experiments, most famous and recently being the Large Hadron Collider (LHC)
(see Figure 3.1).
3.1 The Large Hadron Collider
In the decade following the year 2000, construction concluded on a new high-energy particle
accelerator aimed to produce per-beam energies of 7 TeV. Work was undertaken to expand and
to refit the caverns that housed the experiments of a previous accelerator, the Large Electron
Position collider (LEP), in order to accommodate the requirements of the experiments on the
LHC ring. Completed in 2008, the Large Hadron Collider is a 27.5 km proton collider in a
dual beampipe arrangement, designed to contain two beams of protons circulating in opposite
directions. At 4 sections along the LHC ring, these two beams are made to cross over, and in these
interaction points, collisions can occur. Originally designed to run at energies of
√
s = 14 TeV,
a catastrophic accident occurred on the 19th of September, 2008 where an electrical fault in a
superconducting connector during machine commissioning tests in one of the beampipes led to a
quench in one of the dipole magnets, resulting in the breach and loss of 6 tonnes of helium to the
cavern [36]. Resulting from the reports into this incident, a decision was made to run the LHC at
reduced energies which would put less stress on the electrical subsystems in each of the dipole
bending-magnets in the LHC.
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Figure 3.1: Accelerators at the CERN complex, including those that feed into the LHC itself.
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3.1.1 Proton beam acceleration
Protons for the LHC are created at Linac 2, where hydrogen atoms from an H2 gas source are
stripped of electrons in a duoplasmatron. The resulting beam of hydrogen ions (protons) is
accelerated to 50 MeV, which is then injected into the 25 GeV Proton Synchrotron (PS) via use
of the 1.4 GeV Proton Synchrotron Booster (PSB). The booster serves to separate the continuous
proton stream into bunches, which is a required arrangement in radio-frequency (RF) accelerating
synchrotrons. Bunching is also important during the extraction, transfer and injection phases
in later stages of the acceleration chain. The exact configuration of these bunches is crucially
defined by the bunch spacing, which is measured in nanoseconds. The LHC design specification
calls for a bunch spacing of 25 ns, which allows the PS to be filled with a total of 72 proton
bunches per cycle, with each bunch consisting of up to 2 × 1011 protons. A bunch spacing of
50 ns was used in the 2012 data taking period however, corresponding to a total of 36 proton
bunches per cycle in the PS [37]. Upon acceleration and then extraction from the PS, the entire fill
of proton bunches is sent to the Super Proton Synchrotron (SPS) as a bunch train via the transfer
line TT2. At a 50 ns bunch spacing, the 450 GeV SPS can accommodate 4 fills from the PS,
for a total of 144 bunches. Injection to the LHC then occurs via two transfer lines, one for each
beampipe. Multiple bunch trains from the SPS are required to fill the LHC in order to reach its
nominal luminosity. Once the LHC has been filled, acceleration of the beams in the LHC occurs
via the use of superconducting RF cavities, providing a momentum boost of 0.5 MeV/orbit. The
beam is contained in the beampipe via 1232 dipole magnets, along with additional quadrupole,
sextupole, and octopole magnets for control of the beam dynamics such as momentum spread
and transverse emittance. The LHC was designed to accelerate a total of 2808 bunches in each
beampipe to an energy of 7 TeV with a bunch spacing of 25 ns, where collisions would occur
at 4 interaction points (IPs) along the ring where the beams were crossed. The instantaneous
luminosity of the collisions can be expressed as a function of the beam dynamics at the IP:
L = nbN
2
pfrγ
4pinβ∗
(3.1)
where nb is the number of bunches, Np is the number of protons per bunch, fr is the revolution
frequency, γ is the Lorentz factor, β∗ is the betatron function, and (n) is the emittance.
The beam energy and intensity in the run periods following the years of the quench accident in
2008 were reduced from the nominal values for safety reasons. After validating the machine,
collisions started on the 30th of March, 2010 at a centre-of-mass energy of 7 TeV, and remained
at this energy with constant improvements in the instantaneous luminosity until the end of 2011.
The year 2012 saw a further increase to a centre-of-mass energy of
√
s = 8 TeV, correspond-
ing to an energy of 4 TeV per beam with 1380 bunches at a spacing of 50 ns and an maximal
instantaneous luminosity of L = 7× 1033cm2s−1 at the CMS detector.
3.2 The Compact Muon Solenoid
The Compact Muon Solenoid (CMS) detector (see Figure 3.2) is situated 100 m underground
near the town of Cessy in France, and is one of two general-purpose detectors on the LHC ring,
with the second; ATLAS lying directly opposite to CMS under CERN’s Meryin site. CMS
takes its name from a core feature of the detector; that of the superconducting solenoid magnet
which is used to bend charged particles in order for a measure of their momentum. Further
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Figure 3.2: The Compact Muon Solenoid (CMS) detector (from Ref. [38])
features include a dual tracking system located around the IP, an electromagnetic and hadronic
calorimeter on the inside of the solenoid magnet, and a muon detection system on the outside.
The nature of the high energy collisions occurring at the centre of the detector dictates that each
subdetector should be large enough, or provide sufficient containment in order to measure each
particle arising from the IP. Because of this, the CMS detector is itself large, with a diameter of
14.6m, a length of 21.6m and a total weight of 12 500 metric tons.
3.2.1 Coordinate system
The coordinate system of CMS originates from the nominal IP in a right-handed system, with the
z axis running parallel to the beampipe, and the x− y plane spanning the horizontal and vertical
dimensions respectively. Due to the cylindrical shape of the detector, a radial coordinate system
is commonly used, with the azimuthal angle φ originating from the x-axis on the x− y plane. A
polar angle θ, measured from the z-axis is incorporated into the radial quantity pseudorapidity
(η), where η = − ln tan(θ/2). Pseudorapidity is favoured over θ as the as the production of
particles from collisions is flat in η, where particles with low values of η correspond to those
travelling transverse to the beampipe. The momentum of these particles is calculated in terms of
their transverse components (pT or ET ), and their relative separation is measured in the η − φ
plane. In order to accommodate the beampipe running through the centre of the detector, each
subdetector typically offers full φ−coverage while trying to maximise coverage in η.
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Figure 3.3: Absolute magnetic field strength (|B|) in the r − z plane of CMS. The maximum value of 3.8T
is reached in the centre of the detector (from Ref. [39])
3.2.2 Solenoid magnet
Central to the operation of CMS is a 3.8T superconducting solenoid magnet that surrounds the
IP and inner-most detectors (see Figure 3.3). Exclusively used to bend charged particles in order
to obtain a measure of their momentum, the solenoid is 12.5m long, and has a radius of 6m. The
solenoid also rests in conjunction with a 12 000 ton steel return yoke, which is used to reduce the
stray magnetic field outside of the solenoid, and to increase the homogeneity of the field through
the inner trackers [39].
3.2.3 Inner tracker
At the centre of the detector, as close to the beam as physically possible, lies the tracker. This
subdetector allows for the high-precision determination of the centre for each proton-proton col-
lision, as well as accurate tracking of particles that arise from each collision vertex. A schematic
of the tracker in the r − Z plane of the detector is shown in Figure 3.4. The nature of the high
frequency of the bunch crossings at the centre of the CMS detector dictate that the tracker be
of a high granularity and fast responsiveness in order to be able to distinguish and assign indi-
vidual particles into associated tracks. Every charged particle can be detected by means of their
ionisation of surrounding matter, and due to the operating magnetic field inside the centre of the
detector, an accurate measurement of these tracks allows for an equally accurate determination of
the momentum of the charged particle. Particles with neutral charge such as neutrons or photons
do not leave tracks in the inner tracker, and so must be detected by other means.
The tracker is split up into three regions, each using differing technologies in order to max-
imise their effectiveness due to the rapidly changing particle fluxes per unit area close to the IP.
These detectors are the closest to the beampipe, and so must be extremely radiation-hardened,
as not to significantly degrade detector performance over its operating lifetime. The inner-most
layer (r ∼ 10 cm) employs the use of some 1440 pixel detector modules for a total of 66 million
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Figure 3.4: A schematic of the tracker system of CMS in the r − z plane. Each line represents a detector
module. (from Ref. [38])
pixels, where each pixel size is kept small (100 × 150µm2) in order to minimise the occupancy
of tracks through each pixel (≤ 1%). A second, intermediate (20 ≤ r ≤ 55 cm), layer is made
of silicon micro-strip detectors, each with a cell size of 10cm × 80µm, where the occupancy
is kept to lower than 2 − 3%. The outer-most layer (r > 55 cm), also deploys these silicon
micro-strip detectors, but due to the reduced particle flux in that region, the cell size is increased
to 25 cm× 180 µm while keeping occupancy at ∼ 1%.
3.2.4 Electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) of CMS is a subdetector surrounding the tracker that
is designed to accurately determine the energy deposits of photons and electrons. Calorimetry is
made possible by means of a series of clear, scintillating lead tungstate (PbWO4) crystals, which
number 61 200 in central barrel, and 7 324 in the endcaps, for a total coverage in pseudo-rapidity
of 0 ≤ |η| ≤ 3.0. When a high-energy photon or electron enters the ECAL, energy is deposited
by means of a cascade of daughter particles in an electromagnetic shower, giving rise to the
name of the subdetector. A key decision for using lead tungstate in the design of the crystals
was its high density (8.28 g/cm3), short radiation length (0.89 cm) and Moliere radius (2.2 cm).
Combined with the average length of a crystal and its high refractive index (∼ 2.29), the energy
arising from electromagnetic showers is deposited within the entire length of the crystal, and
leakage of energy into adjacent crystals is kept to a minimum. Lead tungstate also gives rise to a
fast scintillation decay time, where 80% of the light is emitted within 25 ns, which crucially, is
less than the nominal bunch crossing time in CMS. A downside of the choice of scintillator how-
ever, is its low light output, and so photo-multipliers are utilised at the longitudinal end of each
crystal, with a choice of avalanche photodiodes (APDs) in the barrel and vacuum phototriodes
(VPTs) in the endcaps.
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Figure 3.5: The ECAL subdetector of CMS in the r − z plane (from Ref. [38]).
Coverage in the η − z plane is shown in Figure 3.5. The barrel region (EB) covers a pseu-
dorapidity range of 0 ≤ |η| ≤ 1.479, where each crystal has a surface area of 22×22 mm2 at the
front face, and 26× 26 mm2 at the rear and a total length of 230 mm (or 25.8 X0). The crystals
in each endcap region (EE) are clustered in 5 × 5 groups, as a part of 2 circular halves, called
Dees. The crystals have a rear face cross section of 30 × 30 mm2, a front face cross section
28.62 × 28.62 mm2 and a length of 220 mm (24.7 X0). The endcap region also features the
preshower detector (ES), which is used in the identification of neutral pions (pi0).
3.2.5 Hadronic calorimeter
Resting between the ECAL and the solenoid magnet, the hadronic calorimeter (HCAL) features
an alternating structure of thick absorbing brass plates and thin scintillating plastic tiles that
are designed to capture hadrons which generally penetrate through the ECAL. The HCAL is
physically much larger than the ECAL in order to provide sufficient containment for the resulting
hadron showers. Light from the scintillating sections is channelled through clear fibre-optic
cables to a series of hybrid photodiodes (HPDs), which provide the signal gain. The subdetector
is divided into 4; the barrel (HB), endcap (HE), outer (HO) and forward (HF) sections, as shown
in Figure 3.6. HB consists of two barrel sections HB+ and HB-, each of which is further split
up into 18 wedges, which contain the alternating scintillating and brass layers, with a thick steel
plate on the front (40mm) and back (75mm) of each wedge. HB covers a range of 0 ≤ |η| ≤ 1.3,
with a total number of interaction lengths (λ1) of between 5.82 at |η| = 0 and 10.6 at the outer
edges of the barrel. HE, with an average thickness of 10 interaction lengths, extends the coverage
of the calorimeter to |η| ≤ 3.0. HE is designed to seal with barrel section with minimal gaps in
coverage, as a part of its self-supporting hermetic construction. A tail section of the HCAL, HO,
is situated on the outer side of the solenoid magnet, and further improves hadron containment in
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Figure 3.6: Overview of the 4 types of HCAL subdetector in CMS (from Ref. [38]).
the barrel section by increasing the number of interaction lengths to a minimum of 11.8 along
its length (|η| ≤ 1.26). By placing HO on the outer side of the solenoid, the detector is able to
identify late showers, as well as measure the amount of energy deposited in hadron showers after
the HB. The final HCAL section, HF, is placed in the high-η region (3.0 ≤ |η| ≤ 5.0) where
the particle flux is considerably greater, thereby dictating a different construction altogether. In
replace of the brass and plastic layers, steel and quartz are used instead with photomultiplier
tubes (PMTs) providing the readout. As well as demonstrating improved performance in the
separation between particles in such a high-flux region, quartz and steel are considerably more
radiation-hard than brass and plastic.
3.2.6 Muon systems
Surrounding the solenoid magnet, on the outside of the detector, lies the muon system. The
muon system is designed to accurately track high energy muons originating from the centre of
the detector by means of 4 muon stations, that are encapsulated within the iron return yoke of the
solenoid magnet. Each muon station consists of a number of layers, with each layer comprised
of one of three types of gaseous particle detectors, that are located in different sections of the
outer detector, as shown in Figure 3.7. In a similar fashion to that of the tracker, the detection
of charged particles in the gaseous detectors operates upon of the detection of ionisation. Each
charged particle travelling through the gaseous medium in the chamber leaves a number of ions
at the point where it crosses the chamber, which then travel towards nearby electrodes. Based on
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Figure 3.7: Overview of the muon system in CMS, showing the placement of the three detector types along
the barrel and endcaps (from Ref. [38]).
the position where the ions reach the electrode and the associated time of flight, it is possible to
make a measurement of where the charged particle entered the chamber.
3.2.6.1 Drift tubes
In the barrel region 0 ≤ |η| ≤ 1.2, where the muon and background neutron rates are lower,
each muon station is deployed as a concentric cylinder around the beam line (see Figure 3.8),
starting from the outside of the solenoid magnet. The first three inner stations hold 60 drift-tube
muon chambers, and the final 70. Each drift-tube chamber holds a number of layers of gaseous
cells clustered into superlayers. The superlayers are designed to track muons in a certain plane,
with the inner two superlayers in each chamber measuring tracks in the magnetic bending plane
(r−φ), and the third measuring tracks in the z-plane. An exception is with the outer-most muon
station, where the third superlayer is not included in the design of the chamber.
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Figure 3.8: Arrangement of the DT chambers in each muon station in the barrel of CMS (from Ref. [38]).
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3.2.6.2 Cathode strip chambers
In the endcap region of the muon system, where the muon rates and radiation levels are con-
siderably higher than that in the barrel, cathode strip chambers (CSCs) are chosen for their fast
response time, fine segmentation, and radiation resistance. Slightly overlapping the barrel with a
coverage of (0.9 ≤ |η| ≤ 2.4), 4 stations of CSCs are placed in each endcap, for a total number of
468 trapezoid-shaped CSC chambers. Each chamber consists of 6 anode wire planes interleaved
with 7 cathode panels, for a precise measurement in the r − φ plane and in η respectively.
3.2.6.3 Resistive plate chambers
A final type of muon detector, the resistive plate chamber (RPC), offers adequate spatial resolu-
tion combined with a very fast time resolution. The good time resolution allows for tagging of
ionising events in a shorter window than that of the nominal LHC bunch crossing time (25ns),
allowing for association of muon tracks with the originating vertex at the IP. RPCs work in con-
junction with the two other types of muon detectors at CMS. In the barrel, RPCs are deployed
in-between the DT chambers for a total of 6 concentric cylinders. The endcap RPCs are wedge-
shaped and cover up to an |η| of 1.6.
3.2.7 Event triggering
At a nominal LHC bunch spacing of 25ns, the number of bunch crossings at the centre of CMS
would occur at a rate of 40MHz. In 2012 however, the bunch spacing was widened to 50ns,
resulting in a crossing rate of 20MHz. Each of these crossings can give rise to one or more
proton-proton collisions, resulting in a large number of particles passing through the detector,
where they may be triggered by the various subdetectors. At this rate, and given the amount of
data each collision can produce by the various subdetector readouts, the CMS detector would be
overwhelmed with terabytes of data each second. Most of these are low energy collisions that are
of no interest to physicists, and contain no rare phenomena. In order to reduce the data-rate to
the computing farms and storage, a trigger system was implemented that only selects for events
of particular interest for further study. This trigger system is made to be fully configurable to
changes in the needs from the physics analyses, and is split into two steps called the level-1
(L1) trigger, and the high-level trigger (HLT). The overall trigger drastically reduces the 1 billion
collisions per second into a few hundred interesting events per second.
3.2.7.1 The level-1 trigger
Split into local, regional or global components, the the L1 trigger performs event triggering based
upon coarsely segmented data from the muon and calorimeter subdetectors. Processing of the
data is done with a series of custom-built electronics based upon fast and proven FPGA or ASIC
technology, that is housed on the detector itself, or in the control room adjacent to the experimen-
tal cavern. At the local level, Trigger Primitive Generators (TPGs) are constructed based upon
information from energy deposits in the calorimeters and tracks in the muon system. Because
of the short time between bunch crossings, the L1 trigger requires a very fast processing time
(3.2µs) and so subdetectors with high latency (such as the tracker) are not used. The regional
calorimetric trigger (RCT) and global calorimetric trigger (GCT) combine the local trigger prim-
itives from HCAL and ECAL to produce trigger objects, such as jets, electrons, photons and
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Figure 3.9: The level-1 trigger of CMS (from Ref. [38]).
missing energy. In a similar fashion, the global muon trigger (GMT) takes the trigger primitives
from the muon subsystems and produces muon trigger objects. Finally, the global trigger (GT)
takes the information from the GMT and GCT and decides to either accept or reject the event
(L1A). In case the event is accepted by the GT, the event is sent to the data acquisition system
(DAQ), and the L1A decision is sent to each subdetector via the Timing, Trigger and Control
(TTC) system, which will save the subdetector information for further processing by the HLT. A
graphical summary of the L1 trigger is shown in Fig 3.9. The reduction in rate provided by the
L1 trigger reduces the number of events sent to the HLT to < 100 kHz.
3.2.7.2 The high level trigger
Taking events accepted by the L1 trigger, the HLT is a trigger system built from a large number (∼
1000) of commercially available processors in a CPU farm. The choice and number of processors
allow the HLT to run a version of the full CMS reconstruction software, when analysing events
triggered by the L1 trigger. For each triggered event from L1, the HLT has access to the full
readout from each subdetector. Each HLT path contains a number of configurable algorithms that
combine information from all subdetectors when searching for physics objects, such as muons,
where both tracks from the inner tracker and outer muon systems can be matched simultaneously.
Various analysis groups can then use these HLT paths to trigger on events with physics objects
meeting a certain kinematic criteria, colloquially known as the online selection. The further
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selection of events on datasets that are filled by these HLT paths, is known as the offline selection,
and is described in more detail in Chapter 5. Because of the flexibility of the trigger system, the
trigger paths themselves can be upgraded without requiring physical intervention to the CMS
cavern. Due to the limited rate at which events can be written to disk from the HLT, certain HLT
paths that trigger on objects with a very high rate must be prescaled, i.e., skipping a number of
triggered events from that specific trigger. Because of this, important trigger paths are maintained
and upgraded by the analysis groups, so that the overall HLT output rate remains low, while
keeping the prescaling to a minimum. Further detail about the specific trigger paths this analysis
uses can be found in Section 5.1.1.

4
Event simulation and object reconstruction
4.1 Event simulation
In order to be able to determine if the analysis can be expected to return an accurate measurement
for the top quark mass, the analysis must be tested at every step on simulated data. The testing
gives the possibility to check the influence various kinematic parameters have on the final result,
which is important in the calibration and systematic uncertainty determination in any analysis.
The simulated data is also used to help create an event selection that can be tuned in order to
yield a final pool of events with a high fraction of the signal process. This simulated data is
constructed with an exhaustive list of theoretical and detector-based considerations, which have
been modelled to approximate collision data as close as possible.
4.1.1 Matrix elements
Creation of simulated collision events, often referred to as Monte Carlo (MC) [40] events, first
starts with the calculation of quantum amplitudes (also known as matrix elements), for a range
of physics processes. The tools that achieve this are also known as event generators, and simu-
late a chosen process to the LO or NLO (see Subsection 2.1.2). The principal event generator
used in this analysis, MADGRAPH [41, 42], generates probability amplitudes by the means of
the creation of Feynman diagrams for each process up to the leading order. The amplitudes are
then used to create a number of partons, modelling the parton-parton hard scatter. MADGRAPH
computes the matrix elements from a fixed number of final state particles, and delivers the gener-
ated leptons and quarks to a different type of generator in order to model the showering process.
Parton distribution functions (see Subsection 2.2.2) within MADGRAPH are user-configurable,
and in this analysis have been modelled with the CTEQ6M [29] set.
Event generation at NLO for CMS analyses is typically done with POWHEG [43], or with
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MCatNLO [44]. In this analysis, the event generation for each of the single top channels is
made with POWHEG. With the availability of true NLO generators such as POWHEG and
MCATNLO, their preference would seem obvious over any LO alternative. Various studies
show however that the distributions of differential tt¯ production cross sections reveal a better
agreement between the data and the simulation for various observables such as jet multiplici-
ties in case of the MADGRAPH choice [45], particularly in conjunction with the parton shower
program PYTHIA, and the jet matching algorithm, both described in the next subsection. The
systematic uncertainty due to the choice of the event generator on the measurement is evaluated
in Section 7.4.
4.1.2 Parton showering
Following event generation, the partons from the hard process must be simulated for hadro-
nisation and showering processes that go on to produce final state hadrons as observed in the
detector. A typical such program for specialising in this, PYTHIA [46] takes partons and gener-
ates additional quark-gluon radiation according to information provided by leading-order QCD
calculations. The showering in the final-state is evolved under aQ2 scale that gradually decreases
for each interaction until a chosen cut-off. This approximates the increasingly softer interactions
that takes place inside a shower as the overall momentum of each daughter particle decreases.
The fragmentation process, where coloured partons in the final state are transformed to colour-
less hadrons, is accomplished internally using the Lund string model [47, 48]. This property
distinguishes PYTHIA from other parton shower event generators, such as HERWIG++, which
use a cluster fragmentation [49] approach.
The simulation of collisions in hadron colliders also involves the modelling of processes such
as hadronisation, decay effects and initial- and final-state radiation. In addition to these factors,
remnants of the interacting protons are no longer colour-neutral, and so therefore can radiate glu-
ons via colour reconnection, to affect the initial or final states of the hard scatter. Its contribution
to CMS is classified as the underlying event. The modelling of these processes in PYTHIA is
made possible by means of various tunes [50], which are in turn based upon measurements from
a range of high energy physics (HEP) experiments. The majority of the simulated samples in
this analysis are simulated using the Z2* tune, listed in Appendix A. Interfacing MADGRAPH
with PYTHIA is done with the help of the MLM algorithm [51]. This is done to avoid the
double-counting of jets generated from the approximation of NLO effects in the two steps of the
simulation. The differences on the final measurement as a result of the choice of PYTHIA over
an alternative parton shower simulator (HERWIG++) is evaluated in Section 7.4.
4.1.3 Pileup simulation
In the CMS detector, where collisions occur between bunches of protons, multiple soft pp-
collisions can occur in addition on top of the signal event. These multi-parton interactions (MPI),
also known as pileup, are categorised into two different groups. The first, in-time pileup occurs
when there are multiple interactions in the same bunch crossing at the IP. The second, out-of-time
pileup (OOTPU) occurs from remnants from previous or later collisions in other bunches, even
when the bunch spacing is low (50ns in 2012). Both sources of pileup act as unwanted noise,
degrading the resolutions of all physics objects in the event. Simulation of pileup for all datasets
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Figure 4.1: Schematic diagram of a typical process occurring in a hadron-hadron collider, and the
separate physics regions that are individually modelled.
used in this analysis is made possible with PYTHIA, and its corresponding tunes.
4.1.4 Detector simulation
The showered particles from PYTHIA or HERWIG++ are interfaced with GEANT [52], which
simulates the interaction of all of the final-state particles with the detector. GEANT is a toolkit that
contains a geometric model of the entire detector and simulates all aspects of the sub-detectors,
such as their individual energy responses, based on a first principle approximation. The energy
deposits from all of the simulated interactions with matter are digitised and then saved in an
identical format as that of collision data. In addition, all known electronic effects in the detector
are simulated for and saved to the event. A diagram of the entire simulation process can be found
in Figure 4.1. By closely modelling all parts of the physics processes in event generation and
detector simulation, simulated events can be made to closely match all aspects of the collision
data. A full list of the simulated samples used in this analysis can be found in Appendix A.
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4.2 Object reconstruction with particle flow
For all recorded or simulated events, a series of algorithms are applied in order to identify and
reconstruct all of the physics objects used in later analysis. In CMS collaboration, the principle
method in operation for the reconstruction of these objects is the particle-flow (PF) algorithm
[53, 54]. Particle flow reconstruction achieves identification of all stable final-state particles in-
side the detector i.e., muons, electrons, photons, charged and neutral hadrons, by means of a
thorough combination of information from all of the relevant subdetectors. Figure 4.2 shows
the typical pattern in which several types of these particles created at the collision point of the
detector propagate and interact through the detector.
Track finding in CMS is made possible using the Kalman filter [55]. In this method, tracks are
represented as state vectors, containing information on the momentum, direction and position of
the tracks with respect to some reference surface. The filter then provides a solution to a linear
least-squares method, by iterating through a number of hits in the tracker, assuming a Gaussian
distribution of momentum loss of a particle along its track. Identification of physics objects with
particle flow is then accomplished by matching these tracks (if any) to energy deposits in each
subdetector. The nature of the combination of tracks and energy deposits makes it possible to
identify the physics object according to its characteristic way of propagating through the detector.
Such an example is where an energy deposit is detected in a localised section of the ECAL with
no associated track in the tracker, which is characteristic of a photon with zero electric charge. An
electron by comparison, also deposits a large fraction of its energy in the ECAL, but ionises the
tracker medium due to its electric charge, producing identifiable tracks as it propagates outwards
from the centre of the detector. The procedure of distinguishing between charged and neutral
hadrons inside the detector is similar to that for photons and electrons, with the exception that
due to their higher rest masses, charged and neutral hadrons deposit most of their energies inside
the HCAL, and leave comparatively little energy in the ECAL. After particle identification,
composite objects i.e., jets, missing energy, and tau leptons can be reconstructed from groups
of these particles. The momentum of all charged particles can be determined by means of how
much their associated tracks curve from interaction with the solenoid’s magnetic field.
4.2.1 Vertices
Successful reconstruction of physics objects with the particle flow algorithm requires knowledge
about the location where the hard-scatter between the two interacting partons occurred. This
location in the detector is known as the primary vertex. Since the are no detectors situated in
the beampipe (as they would be quickly destroyed by the intense proton flux within the beam),
reconstruction of the primary vertex is done by means of fits to tracks made in the inner tracker
layers of the detector. All reconstructed tracks are compared with the location of the beam spot,
the luminous region corresponding to the collision of the two beams in the centre of the detector,
to ensure that a vertex candidate arose from the collision of two protons, and not from a proton
scattering along the beam-pipe. All reconstructed tracks are clustered according to their point of
closest approach to the z axis of the detector (see Section 3.2.1), by means of the deterministic
annealing algorithm [56], resulting in a number of vertex candidates. The tracks in each cluster
are fitted with an adaptive vertex fit [57], that returns an estimate for the vertex parameters. The
fitting procedure minimises a χ2 based on the weighted track information, with the number of
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Figure 4.2: Interaction of some of the most common types of particles throughout the various subdetectors
in a transverse slice of the CMS detector. The effect of the solenoid magnet upon charged particles is most
apparent in this plane.
degrees of freedom for each fit being defined as:
ndof = −3 + 2
# tracks∑
i=1
wi, (4.1)
where w is the weight of the track [58]. If no reconstructed vertex is found for a set of clustered
tracks, then the vertex is labelled as ’fake’, which distinguishes it as having arisen from the
generic beam spot region as opposed to an isolated point in space.
4.2.2 Pileup mitigation
While it can not be directly measured, the amount of pileup is correlated to the number of primary
vertices in the event (NPV ) [59], with the per-event distribution shown in Figure 4.3. This
is because additional collisions between protons can occur across the entire region where the
bunches cross, potentially resulting in a number of reconstructed vertices. An example of an
event with 29 reconstructed vertices as recorded in 2012 data is shown in Figure 4.4. Pileup
corrections on all particle flow objects involve charged hadron subtraction (chs), where hadrons
that are reconstructed to have originated from different primary vertices to that of the triggered,
high-pT candidate are removed in object reconstruction [60]. This ensures that energy deposits
from pileup activity are largely suppressed in the creation of particle flow muons, electrons,
photons and jets.
4.2.3 Leptons
4.2.3.1 Muons
Muons, at energies typically found in CMS, are weakly ionising leptons, and typically penetrate
through to the outer layers of the detector. This means that while producing detectable tracks
in the various trackers, they will not leave appreciable energy deposits in the calorimeters, and
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Figure 4.3: The mean number of proton-proton interactions per bunch crossing in 2012 collision data at√
s = 8TeV (from Ref. [61])
Figure 4.4: An event display showing the region of space about the beam-pipe showing the large
multiplicity of tracks in the inner tracker, with 29 reconstructed vertices. Here, the z axis runs from left to
right in the top right plot, clearly showing the separation of each vertex along the interaction point.
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therefore can be easily separated from other objects such as jets and electrons. Muon reconstruc-
tion can either be made from information purely from hits in the muon system or in the tracker,
or as a combination of the two, known as a "global" muon. The interaction of the muon with the
solenoid magnet curves the path of the muon, with a radius depending on its momentum. As the
muon enters the return yoke of the magnet system, due to the change in direction of the mag-
netic field lines, the curvature of the muons path will reverse. The overall momentum scale has
been measured with dimuons from Z decays, and performs to a precision of 0.2% [62], shown
clearly in Figure 4.5. Figure 4.6 extends the range to show the resonances of several Standard
Model particles across a broad range of the dimuon mass for events selected with various dimuon
triggers.
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Figure 4.5: Invariant mass distribution of Z → µ+µ− events measured on 35pb−1 of collision data taken
at
√
s = 7 TeV
4.2.3.2 Electrons
Unlike muons, electrons do not penetrate through the dense, calorimeter layers, and instead leave
characteristically short tracks. Therefore, electrons can be reconstructed by hits in the tracker
combined with energy deposits in the ECAL. Electron reconstruction is handled by the Gaussian-
Sum Filter (GSF) [63], which also takes into account the energy loss due to bremsstrahlung
processes in the tracker. Due to the increased bremsstrahlung radiation as a result of its smaller
mass, electrons typically leave larger energy deposits along their tracks with respect to muons.
The Gaussian-Sum Filter (GSF) [63] is a non-linear adaptation to the Kalman filter, described
earlier in this section, and was created to account for these stochastic radiative losses. The
GSF includes weighted sums of Gaussian distributions (instead of one single Gaussian) in each
state vector during track fitting, with each Gaussian describing the degree of hardness of the
bremsstrahlung. To exclude electrons coming from photon conversion, tracks either missing hits
in the silicon tracker or lying close to another track with opposite charge are rejected from the
reconstruction [64].
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Figure 4.6: Muon system performance in 1.1fb−1 of 2011 7 TeV data showing the resonances of several
Standard Model particles across several preselected slices in invariant mass, by use of various dimuon
triggers (shaded regions).
4.2.3.3 Isolation
Important for all types of analyses where leptons are a part of the final state, a degree of isolation
is required to ensure that the lepton did not arise from a shower hadron in the event. For the
online selection, triggers employ a level of isolation in event selection, which is taken as the sum
of the pT of the tracks in a cone around a given object (not including the tracks from the object
itself). Another quantity, the relative isolation (Irel), is defined as sum of three components:
Irel =
(
IHAD
±
∆R + I
HAD0
∆R + I
γ
∆R
)
/pT (`). (4.2)
Specifically, the isolation for each PF candidate in each category is calculated from cones of sizes
∆R = 0.3 for electrons, and ∆R = 0.2 for muons. The correction for isolation due to pileup
activity in the detector is described in detail in Section 5.2.3.
4.2.4 Hadrons and photons
Charged and neutral hadrons (pi±, pi0, n,K±,K0, etc.) typically arise from the hadronisation
of partons originating at the interaction point. Identification of these types of particles is done
by means of the connection of tracks in the tracker to energy deposits in a number of HCAL or
ECAL clusters. Charged hadrons typically leave hits in the tracking system as well as energy de-
posits in the HCAL, whereas neutral particles give no rise to such tracks. Further differentiation
is performed by examining the relative energy deposits of each individual particle; if the mea-
sured energy in the calorimeter cluster is significantly larger than the reconstructed momentum
of the track, then the particle is associated as a neutral hadron or photon. If the excess is more
than the total ECAL energy, a photon is created, with the remainder going to a neutral hadron.
Otherwise, the excess only gives rise to a photon.
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4.2.5 Jets
When high-energy hadrons are created at the IP, hadronisation and scattering effects cause the
original particle to transform into a series of daughter particles with increasingly lower energy as
the overall process cascades. The width at which these groups of particles is enclosed increases
as a function of distance away from the IP, but remains constant at a radial function R of φ and
θ. Each of the particles in this cascade, or jet, goes on to either leave tracks or energy deposits
in the various calorimeters, or both, depending on their type. In order to reconstruct the initial
parton that produced the jet, the collection of tracks and energy deposits inside the defined jet
cone must each be combined.
4.2.5.1 Jet clustering
In CMS, the clustering of the PF candidates in each jet is done using the anti − kT algorithm
[65], implemented in the FastJet package [66]. The jet clustering stage is done by means of a
sequential recombination technique where two distance quantities are evaluated, one for each
pair of entities (PF candidates and pseudojets) i and j, and one between entity i and the beam B;
dij = min(k
2p
ti , k
2p
tj )
∆2ij
R2
, (4.3)
diB = k
2p
ti , (4.4)
where ∆2ij = (yi − yj)2 + (φi − φj)2 and kti, yi and φi are the transverse momentum, rapidity
and azimuth of particle i respectively. The quantity R is the jet size parameter, which has been
optimised by the CMS collaboration to be 0.5. This choice of jet size offers a good balance
between being large enough to ensure the majority of reconstructed particles are clustered into
a jet, while minimising the cases where two separate jets are merged together. The value p
determines the manner in which soft clusters are included into the recombination process, and is
set at −1 for the anti − kT algorithm. During the clustering stage, dij and diB are evaluated,
and if the smallest of these distances corresponds to dij , entities i and j are recombined. If diB
is found to be smaller, entity i is labelled a jet and it is removed from the list of entities to be
recombined. The process is repeated until no entities are left. The anti− kT algorithm has been
designed to be both infrared- and collinear-safe, where partons that emit soft radiation or are split
into two or more collinear products should not affect the final reconstructed jet.
4.2.5.2 Jet energy corrections
The clustering process returns the raw energies for particle flow jets based on calorimeter and
track information. Each of these sources however is susceptible to a range of detector effects
(such as the non-linear energy responses in the calorimeter towers), and so a series of corrections
[67, 59, 68] must be performed on each jet in order to account for this. All corrections are
performed in a factorised approach (see Figure 4.7), where the four-momentum quantities of
each jet are scaled by a number of different quantities corresponding to the relative level they are
correcting for. L1 corrections account for the effects due to the high pileup conditions inside the
CMS detector. In order to reduce the effect of pileup events depositing energy into reconstructed
jets, FastJet ρ−subtraction [69, 70] is employed on each jet after the jet finding stage. The
method evaluates the jet’s susceptibility to noise from sources such as pileup and underlying
event in a given area, and then calculates the average level of energy density of noise (ρ) per
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Figure 4.7: Factorised approach of jet energy corrections in CMS. The first three steps are mandatory for
all analyses, and also constitute the levels undertaken in this study.
event. Finally, the jet is corrected by subtracting its pT by the multiplication of ρ by the area of
the jet. L2 and L3 corrections improve the jet response so it is flat vs both pT and η respectively.
An additional set of residual corrections, named L2L3Residual, are applied on collision data that
are derived from data-driven techniques. These account for the differences observed in the jet
energy response between jets reconstructed from collision data and simulation. Overall, the jet
corrections needed for particle flow jets are greatly reduced compared to jets purely based on
calorimeter clustering techniques. The relative performance difference between calorimeter and
particle flow jets is shown in Figure 4.8, where the benefits of using the later objects are seen in
the low-pT regions in each plot. In addition, these studies revealed a large flavour dependence on
the jet energy corrections for calorimeter jets [71], for energies typical of jets in many analyses
(20–120 GeV). The total uncertainty for each level of the corrections are shown for PF jets in
Figure 4.9, showing the strong pT dependence on the pileup corrections in L1.
4.2.5.3 b jets
For analyses involving processes with multiple jets in the final state, identification of heavy-
flavour jets is often very beneficial for rejection of background processes, particularly those
relating to vector bosons with additional jets. In the CMS detector, due to the precision of
the tracking system, jets arising from bottom quarks (b jets) can be identified using b-tagging
algorithms. These algorithms use a number of reconstructed objects such as tracks, vertices and
leptons to yield a single discriminator value that can discriminate between these b and light jets.
A common method for the evaluation of such a discriminator is the identification of secondary,
displaced vertices that typically correspond to b jets. When b quarks are produced in the detector
and form a jet from hadronisation, the b quarks decay to produce a c quark (the majority of the
time), which then decays at a certain distance away from the vertex caused by the b quark decay.
By placing requirements on quantities such as the flight direction and lifetime of each secondary
vertex candidate, a discriminator for each jet can be obtained, typically grouped into minimum
thresholds (or working points) of loose (L), medium (M) and tight (T). The jet energy corrections
up to and including L3 do not distinguish between types of jet flavour, and the uncertainty this
has on the measurement is evaluated in Section 7.3.
4.2.5.4 Jet Energy Resolution
The jet energy resolution (JER) in CMS has been measured in data by examining the pT imbal-
ance between γ/Z+ jets and dijet events [71], and has been found to differ from those calculated
from reconstructed jets taken from simulation. The simulated data is correspondingly corrected
by means of smearing the jet pT s based on the difference between reconstructed and generator-
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Figure 4.8: The total jet energy correction factor for particle flow and calorimeter jets evaluated at
different regions of η, with the bands representing their corresponding uncertainties (from Reference [71]).
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Figure 4.9: JEC uncertainties for PF jets for each correction level as a function of jet pT in the region
near η = 0 (left) and η = 2.0 (right).
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Figure 4.10: The jet pT resolutions for calorimeter jets (top left) and particle flow jets (bottom) evaluated
in the barrel region |η| < 0.5, with the yellow bands representing their corresponding uncertainties (from
Reference [71]).
level jets:
smear ratio = max
[
0,
pgenT + c(p
reco
T − pgenT )
precoT
]
(4.5)
the parameter c is an η-dependent scaling factor. The values for c used to smear the jet resolutions
in this analysis were measured from 0.8 fb−1 of dijet data [72], and are shown in Table 4.1.
Figure 4.10 shows the advantages of using particle flow jets over calorimeter jets in terms of the
jet energy resolutions for each object, where there is a marked improvement in the resolution for
particle flow jets with transverse momentum pT < 100 GeV.
bin c (value±[stat.]±[syst.])
0.0 < |η| ≤ 0.5 1.052± 0.012+0.062−0.061
0.5 < |η| ≤ 1.1 1.057± 0.012+0.056−0.055
1.1 < |η| ≤ 1.7 1.096± 0.017+0.063−0.062
1.7 < |η| ≤ 2.3 1.134± 0.035+0.087−0.085
2.3 < |η| ≤ 2.5 1.288± 0.127+0.155−0.153
Table 4.1: The binned scale factor c used in the smearing of jet pT resolution. All values obtained from
Reference [72].
4.2.6 Missing energy
In many physics processes that involve leptons in the final state, due to conservation laws, neu-
trinos of a certain flavour are also produced. These neutrinos are weakly interacting, and the
CMS detector has no subsystems built to detect them (as building them would be prohibitively
expensive and impractical). Energy is therefore lost in such events, and so the presence of these
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Figure 4.11: ET distributions with Z → µ+µ− events (left) and Z → e+e− events (right) as measured
on 12.2fb−1 of 2012 data at
√
s = 8 TeV.
or other weakly-interacting particles must be inferred by their missing energy. In CMS, where
proton beams collide in the centre of the detector and have a total transverse component of zero,
missing transverse momentum (ET ) can be reconstructed as the negative vectorial sum of all of
the transverse momentum from each physics object in the event. Figure 4.11 shows the particle
flow ET distributions as measured on 12.2fb
−1 of 2012 data at
√
s = 8 TeV, displaying a very
good agreement between the simulation and data. While not specifically used in this analysis,
ET is often used as a cut in semi-leptonic tt¯ analyses, due to the high-energy neutrino coming
from the W -decay.

5
Event selection
The data used in this analysis was taken by the CMS detector in the 2012 proton-proton run of
the LHC with a centre of mass energy
√
s = 8 TeV. The total integrated luminosity recorded
and validated by CMS in 2012 was 19.76fb1, with an uncertainty of 4.4% [73]. The collision
data was recorded into runs, that were granulated by blocks called lumi sections, each of which
corresponded to 23 s of recording time. The cumulative delivered luminosity for the run ranges
190456 to 208686 is shown in further detail in Figure 5.1. In order to purify a sample of events
to contain a high number of tt¯ → bb¯jjµνµ candidates while keeping the amount of background
to a minimum, events were filtered and selected in a series of processing steps, with each step
covered in detail in this chapter. An example of an event where a simulated top pair inside the
detector decays into the signature chosen in this analysis is shown in Figure 5.2.
5.1 Online event selection
5.1.1 Trigger selection
Collision events in the CMS detector are recorded over a range of different primary datasets.
These are datasets that are filled by the selection of events by one or more triggers using specific
object reconstructions running on the online computing farm at the CMS site itself. If an event
passes this trigger, it is recorded into that primary dataset, meaning a single event can be stored
across multiple primary datasets. These are distinguished between secondary datasets, which are
a subsets of the primaries, that have additional event selection based on persistent information
coming from the HLT, designed to purify the sample of events for reconstructed objects such
as top quarks and even Higgs bosons. These secondary datasets are not used in this analysis
due to the higher accuracy provided by the event selection detailed in this chapter. The events
used in this analysis were first selected by the ISOMU24 trigger, which requires at least one
isolated muon in a cone of size ∆R = 0.2 (see Section 4.2.3.3) with pT ≥ 24 GeV in the
range |η| < 2.1. The efficiencies of both triggers have been measured on 2012 data and fully
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Figure 5.1: LHC cumulative delivered luminosity per day for every year of data taking (top) and
comparison between LHC delivered vs CMS recorded luminosity in 2012 (bottom).
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Figure 5.2: CMS Event displays for a simulated top quark pair decaying into 4 high-energy jets (yellow
cones), a muon (long red track) and a neutrino. The neutrino escapes undetected, and so its presence is
determined by the sum of unbalanced transverse energy from all objects (red arrow). From top left: the
detector in the ρ− φ plane, and ρ− z plane. The bottom picture shows the 3D view of the detector with
the outer muon chambers visible in red and blue.
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simulated Monte Carlo samples, and has been found to be on average, 92% efficient for the
2012 data-taking period [74]. Figure 5.3 shows the efficiency of the trigger across all values of
selected muon pT for each region of the muon system. The distributions shows a characteristic
common to all triggers, a turn-on curve at values close to the minimal pT threshold of the trigger,
up to pT > 50 GeV, where the efficiency reaches a plateau. The barrel region sees the highest
efficiencies overall, due to the use of the more expensive and complex arrangement of drift tubes
in each muon substation.
Figure 5.3: Efficiency of the single muon trigger ISOMU_24 in 2012 collision data compared to
simulation for the region |η| < 0.9 (top left), 0.9 ≤ |η| < 1.2 (top right), and 1.2 ≤ |η| < 2.1 (bottom).
The efficiencies in each region reach a plateau at values slightly higher than the trigger operating value of
24 GeV, where the barrel region sees the highest efficiencies overall. The efficiencies were measured on
2012 data with Z → µ+µ− events (from [74]).
5.1.2 Event filtering
A number of technical filters are applied on collision data after it has been assigned to a primary
dataset, in order to filter out any bad events rising from technical issues that remained in the
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dataset. For consistency, these technical filters are also applied on the simulated data. Of signifi-
cance are the following: the HB/HE noise filter, which removes events with anomalous noise in
the barrel and endcaps of the HCAL, the CSC tight halo filter, which filters soft collision muon
activity arising from the halo of the beam, the ECAL dead cell trigger primitive filter, which
filters events with large energy deposits in ECAL dead cell regions, and the good offline primary
vertex filter, which is designed to minimise the amount of events with failed tracking fits.
5.2 Offline event selection
5.2.1 Event weights
Selected events undergo a process of reweighting to account for any discrepancies between the
simulation and collision data. Each event is assigned a global event weight of 1.0, which is then
adjusted by a number of scale factors, depending on kinematic variables (such as pT or η) of
the reconstructed objects in the event, and the various selection steps. Such examples include
identification and isolation efficiencies for the selected leptons, as well as pileup differences
between data and the simulation based on the number of primary vertices in each event. The
first such weights applied are due to the differences observed between the data and simulation
in the trigger efficiencies for the ISOMU24 trigger. These event weights, or scale factors, are
obtained from the average Data/MC ratio in the lower plots in Figure 5.3 for each of the three
η ranges. The systematic uncertainty on the measurement brought about by the application of
these weights will be evaluated in Section 7.4.
5.2.2 Vertices
In order to be able to select for muons and jets arising from the top decay, events are required to
have at least one good, non-fake primary vertex. A good vertex must be reconstructed to have a
fit with at least 4 degrees of freedom, an absolute position in the beam-axis (z) of less than 24 cm,
and a radial coordinate of less than 2 cm. These requirements ensure that the primary vertex lies
within the nominal bunch length during the 2012 data-taking period of 7.55 cm[75]. Because the
simulation of events started before the collision conditions in CMS were finalised, the number
of primary events in simulation differs from collision data. To account for this, simulated events
are weighted according to the difference between the two histograms in Figure 5.4.
5.2.3 Muons
Being the chosen lepton arising from the signature type of tt¯ decay, good muon construction is of
crucial importance in this analysis. Since the final state of tt¯ decay should only contain one such
muon, candidates in an event are identified as two distinct types, tight and loose. These two iden-
tification categories allow for the selection of muon candidates with strict quality requirements
necessary for various analyses, while allowing for relaxed requirements for additional muons for
use in event vetoing. This analysis selects for a single tight muon with the loose definition used
to veto additional muons arising in events such as tt¯ dilepton decays and Z+jets events, where
the Z decays into two muons. The identification efficiencies for each category were measured
on 2012 data with Z → µ+µ− events, and are displayed in Figure 5.5. The Data/MC ratio
in Figure 5.5 are used as η-dependent event weights, and are multiplied with the global event
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Figure 5.4: The number of primary vertices per event in simulation (blue) and in collision data (red). The
differences between these two distributions are used to create event weights that correct for the observed
differences between simulation and collision data.
weight in order to account for the differences observed between the data and simulation. The
systematic uncertainty on the measurement brought about by the application of these weights
will be evaluated in Section 7.4.
Figure 5.5: Muon ID efficiencies for all values of η for the loose (left) and tight (right) definitions. The
efficiencies were measured on 2012 data with Z → µ+µ− events (from [76]).
5.2.3.1 Tight muons
A full set of requirements following the prompt tight muon ID requirement is shown in Table
5.1. To avoid the region immediate to the pT threshold in the turn-on curve of the ISOMU24
trigger, where the trigger inefficiencies are not well modelled, tight muons are required to have
a pT ≥ 26 GeV. The additional track fit requirements ensure that the particle flow candidate was
reconstructed from fits of a good quality. Muon candidates are required to be "global", whereby
tracks in both the silicon tracker and the muon system are required to be compatible with one
another, and the selected primary vertex. Track requirements for zPV and ρPV also ensure that
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the reconstructed muon did not come from cosmic rays, which pass through the detector in high
fluxes. Muons in the offline selection undergo a relative isolation requirement that is corrected
for pileup using a technique based on the estimation of charged particle deposits outside of the
primary vertex. This correction, also named the ∆β-corrected relative isolation, is applied by
first evaluating the amount of particle flow objects inside the isolation cone:
∆βIrel(µ) =
PFNoPU∑
∆R=0.2
(HAD±) +max
(
0,
∑
∆R=0.2
(HAD0) +
∑
∆R=0.2
(γ)− f
PFPU∑
∆R=0.2
(HAD±)
)
pT (µ)
(5.1)
where
PFPU∑
∆R=0.2
(HAD±) is the amount of reconstructed charged hadrons in the isolation cone with
tracks corresponding to all vertices in the event, and
PFNoPU∑
∆R=0.2
(HAD±) are the amount of recon-
structed charged hadrons in the isolation cone with tracks corresponding to only the primary
vertex. The factor f corresponds to the ratio of neutral hadrons to charged hadrons in an event,
and is determined to have a value f = 0.5. A tight muon is required to have a value of this
relative isolation of no more than 0.12. Figure 5.6 (right) shows the efficiencies for all values of
η for muons at the relative isolation working point of 0.12. Likewise as with the muon ID, the
event weights obtained from the relative isolations shown in Figure 5.6 are used to ensure that
the simulation better models the data.
Tight muon
Parameter value
pT ≥ 26 GeV
η < 2.1
is global TRUE
χ2/NDOF < 10
N hits tracker ≥ 1
N tracker layers ≥ 6
N matched stations ≥ 2
|zPV| < 5 mm
ρPV < 2 mm
∆R(µ, jet) > 0.2
∆βIrel(µ) < 0.12
Table 5.1: Requirements for a muon candidate to be identified as a tight isolated muon.
5.2.3.2 Loose muons
To reduce background contamination where both W -bosons decay into muons, and from events
where a Z boson decays leptonically, events found with additional reconstructed muons are re-
jected. Additional muons are defined by the loose requirements outlined in Table 5.2. The looser
requirements in pT and η help with reducing the background from additional muons created from
W+jets and Z+jets events, while the isolation requirements help to reject muons arising from in-
side a jet. Figure 5.6 (right) shows the efficiencies for all values of η for muons at the relative
isolation working point used in the loose muon defintion; ∆β PF Rel. Iso = 0.20.
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Loose muon
Parameter value
pT ≥ 10 GeV
η < 2.5
is global TRUE
∆β PF Rel. Iso (µ) < 0.20
Table 5.2: Loose muon definition. Events found with one more more loose muons in addition to a tight,
isolated muon are rejected.
Figure 5.6: Muon isolation efficiencies for all values of η for muons at the 0.20 PF Rel.Iso. working point
(left) and 0.12 working point (right). The efficiencies were measured on 2012 data with Z → µ+µ−
events.
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5.2.4 Electrons
Because the selected decay channel tt¯ → bb¯jjµνµ does not have electrons in its final state,
electrons must be identified to reject them from the final event pool. Vetoed electrons are cat-
egorised by the loose selection criteria, shown in table 5.3. Loose electrons are required to
have a transverse momentum pT ≥ 15 GeV and absolute pseudo-rapidity |η| < 2.5; recon-
structed electrons in the transition region between barrel and endcap electromagnetic calorime-
ters (1.4442 < |η| < 1.5660) are excluded. Particle flow electrons in CMS undergo a multivari-
ate analysis (MVA) calculation [77] involving a number of input parameters which aids in the
rejection of electron backgrounds, such as photon conversions and those electrons arising from
jets. Loose electrons are required to have an MVA ID value of greater than 0.0. This analysis
uses an effective-area approximation (EA 2012) for the pileup correction to the electron’s rela-
tive isolation, that involves the measurement of the average energy density due to pileup activity
per event, and then subtracting this energy from each particle flow candidate. This corrected
isolation is required to be less than 0.2 in a cone of ∆R = 0.3 around the electron.
Loose electron
Parameter value
pT ≥ 15 GeV
η < 2.5
MVAID > 0.0
Rel. Iso (EA 2012) < 0.2
Table 5.3: Requirements for the loose electron definition in the event.
5.2.5 Jets
Particle flow jets are required to meet all criteria listed in Table 5.4. Among the entire list of
selection criteria described in this chapter, the cuts on the number of jets and the minimum pT
are by far the most effective in isolating for signal tt¯ events. This is apparent in Figure 5.7, where
the pT of the leading jet is plotted before the jet cuts (left), and after (right). Before applying the
jet cuts, the sample of events is dominated byW/Z+jets events, and other processes not modelled
(such as QCD multi-jet), and the overall signal fraction is 2%. After applying the jet cuts, the
signal fraction jumps to almost 50% (see Table 5.5), and the agreement between data and the
simulation becomes much better, especially at higher values of the leading jet pT . In addition to
these kinematic cuts, the quality requirements listed in Table 5.4 are designed to remove cases
where other particles such as individual high-energy electrons and hadrons fake jet activity.
In order to minimise the effect of initial- and final-state radiation (ISR, FSR), only events with
exactly four jets with pT > 30 GeV and |η| < 2.5 are selected for the final sample. A total
of 4 jets is also selected due to the fact that computation time in both the kinematic fitting and
the likelihood evaluation sections of the analysis (described further in Sections 5.2.6 and 6.2.1)
is directly proportional to the number of possible permutations in the jet final state. Selecting
only 4 jets keeps the number of possible permutations to a minimum, while still allowing for
semi-leptonic tt¯ decays. Events from the tt¯ → bb¯jjµνµ process contain a total of 4 jets, with
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Figure 5.7: The leading jet pT distributions before (left) and after the jet cuts listed in Table 5.4. The large
gap between the simulation and data in the left plot is due to other processes such as QCD multi-jet, which
are not modelled in this analysis.
two of those jets originating from bottom quarks. Figure 5.8 (left) shows the distributions for the
number of jets per event before the cut at n = 4 jets with a good agreement between the data and
simulation for all histogram bins.
Jets
Parameter value
pT > 30 GeV
|η| < 2.4
Quality Requirements
N constituents > 1
Charged electromagnetic fraction < 0.99
Neutral electromagnetic fraction < 0.99
Neutral hadronic fraction < 0.99
Charged hadronic fraction > 0
N charged hadrons > 0
Table 5.4: Quality criteria for each particle flow jet in the event.
5.2.5.1 b-Tagging
To aide in the purity of selecting for this process, two jets in the event are required to have b-
discriminator from the Combined Secondary Vertex (CSV) algorithm larger than the tight work-
ing point of 0.898 (CSVT). Figure 5.9 shows the efficiency of the CSV tagger over all possible
values of the b-discriminator, with an efficiency of 55% for the CSVT working point. The light
jet misidentification rate, where light jets are mistakenly tagged as b jets, is shown for the CSVT
working point in Figure 5.10. This misidentification rate remains under 0.2% for jets in the pT
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Figure 5.8: Distributions and associated data/simulation ratios for the number of jets per event (left) and
for the jet b-discriminator for the CSV algorithm for all jets in an event (right).
range 50-200 GeV [78]. The right distribution in Figure 5.8 shows the jet b-discriminator for the
CSV algorithm for all jets in an event after the cut on n = 4 jets. The distribution shows the
power of the b-discriminator cut in reducing the contribution from the W+jets background; bins
above the cut at 0.898 are dominated by tt¯ events. The discrepancies between the data points
and the simulation in the distribution are accounted for by the application of event weights to
the cut steps following the selection of b jets. The construction of the event weights is based on
constructing a probability Pi that a jet i was b-tagged in the event, where Pi ≤ 1. This probabil-
ity is defined as Pi = SFii, where i is the b-tagging efficiency, and SFi is the ratio between
data and the simulation for these efficiencies. The b-tagging efficiencies are dependent on the
analysis, and are evaluated at the selection level before applying any b-tag cuts. The efficiencies
are determined by observing the ratio of b-tagged jets to the number of true b jets, based on the
truth information available in simulation. The efficiencies are evaluated for different jet flavours,
and are themselves dependent on pT and η of the jet. The scale factors SFi are commonly used
by all analyses, and are determined for light and b jets, with the latter shown in the lower plot in
Figure 5.9. The event weight is then:
w =
∑
i
∑
j
[
PiPj
∏
k
(1− Pk)
]
, (5.2)
where the indices all run over the number of reconstructed jets, with the conditions: j > i, and
k 6= i, j. The uncertainties on both the measured scale factors and efficiencies are propagated
through to the evaluation of the systematic uncertainties on the measurement, and are discussed
in more detail in Section 7.4. The effect the event weights have is on the distribution of CSV
discriminator values for all jets is shown in Figure 5.18 (left), where the values have been plotted
for events after the final selection.
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Figure 5.9: The efficiency of the CSV tagger as a function of the working point for simulation
(Monte-Carlo, black) and data (red points), and associated scale factors. The dotted blue lines in the
lower plot represent the uncertainty band on the scale factors. The working point chosen for this analysis
is 0.898 (CSVT), with an efficiency value of 55% (from Reference [79]).
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Figure 5.10: The light jet misidentification rate for the CSVT working point, measured on 20 fb−1 of data,
and associated data/simulation scale factors. The dotted black lines in the lower plot represent the
uncertainty band on the scale factors (from Reference [78]).
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5.2.6 Kinematic Fitting
5.2.6.1 Theory and motivations
As the name suggests, the method of kinematic fitting evaluates a χ2, based on the kinematics
of each object inside an event. The χ2 is then minimised for a number of constraints, returning
the fitted kinematic quantities. This analysis makes use of HITFIT, a kinematic fitting package
developed in 1995 by S. Snyder during his dissertation on the mass of the top quark for the
DØ collaboration at Fermilab [80]. The program was itself based on the SQUAW algorithm,
developed at the time of the Gargamelle bubble chamber in the 1960s, in order to fit particle
tracks from the neutrino beam interactions with the hydrogen in the chamber [81]. HITFIT was
later adapted for use within the CMS collaboration by S. Sumowidagdo [82]. HITFIT begins by
constructing a χ2 function, for the variables to be fitted:
χ2 = (xf − xm)TG(xf − xm), (5.3)
where xf ,xm are the vectors for the fitted and measured kinematic quantities respectively, such
as the η, φ, and pT of each object, with errors δη, δφ, and δpT . G is the inverse diagonal error
matrix of size i × j, where G−1ij = 〈δxmi xmj 〉. The χ2 is minimised subject to the constraints
f(x) = 0, using Lagrange multipliers. This is done using the conditions that the sum of the
constituents in the hadronic and leptonic legs of the event should both equal the W mass, and
that both reconstructed top masses should be equal:
mlν = mW (5.4)
mqq¯ = mW (5.5)
mt = mt¯ (5.6)
The minimisation of this χ2 function is done iteratively, based on resolution functions [82, 83]
for each object. The resolution functions restrict changes to object kinematics from HITFIT’s fit
to lie with the observed reconstruction accuracy for that object. The resolution of a quantity x of
an object with momentum p takes the form:
σ(x) =
√
(C2p2 +R2p+N2), (5.7)
where C is a constant, R is the resolution and N is a noise parameter. These parameters are
binned in η, and describe the resolution of the object in pT ,η, and φ, with the exception of  E T ,
where no η-binning is made. The resolutions and are available for every reconstructed object
utilised by HITFIT, and the full list of parameters used in this analysis for muons and jets are
shown in Appendix B. The fit within HITFIT is done for every permutation of the possible jet-
parton combination in the event. For events with 4 jets, there are a total of 4! = 24 possible
permutations of this combination, since the b-tagging information is not used outside of event
selection.
5.2.6.2 Use in event selection
To further increase the purity of selecting for tt¯ events, a requirement was placed on HITFIT’s
χ2. All events passing the selection were required to have at least one fit (across every possible
24 combinations) with a χ2 of less than 5. This particular value was chosen for two reasons. The
cut lowered the background from other processes to a level deemed adequate for the analysis,
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and it was found that tightening the cut decreased the background no further, but dramatically
started to cut away the signal (as seen by the upwards trend in the left region of Figure 5.11).
The cut also helped with the top mass reconstruction later on in the analysis, which is discussed
more in Chapter 7. A distribution of the minimum χ2 in each event after the jet b-discriminator
cut is shown in Figure 5.11.
Figure 5.11: Distributions and associated data/simulation ratios for the minimum χ2 of all fits from
HITFIT in an event after the jet b-discriminator cut.
5.2.7 Summary of the event selection
5.2.7.1 Comparison of simulation and collision data
For all simulated processes shown in Table A.1, the selection is performed for a range of selection
steps, including up to what is called the reference selection, defined by the Top Physics Analysis
Group (PAG), which is used as a comparison step between analyses. All other selection steps
beyond the requirement of n ≥ 4 jets per event are said to be beyond this reference selection,
and are undertaken to improve the final pool of events to a level deemed satisfactory by the needs
of the analysis. In order to be able to compare the simulation and collision data to the same
integrated luminosity, the final pool of selected simulated events is normalised by the product of
their selection efficiency and process cross sections. The selection efficiency for each process is
simply
proc. =
N selectedproc.
N producedproc.
. (5.8)
In addition, the purity of the signal process can be defined by the amount passing selection with
respect to the amount of background at that selection step:
pisig. =
N selectedsig.
N selectedsig. +N
selected
bkgd.
. (5.9)
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Each step in the selection table is made to maximise the product of the efficiency and purity
( · pi in Table A.1), or for specific analysis-based quality requirements on the selected events
(see Chapter 7). Requiring exactly two b-tagged jets dramatically reduces the background from
processes without top quarks. In particular, this selection step reduces the number of events from
the W (→ µν) + jets process by a factor of ≈ 200. The reason for this is evident in the dis-
tribution of the b-discriminator values for all jets in the event after the requirement of exactly 4
jets, shown in Figure 5.8 (right). Because of the low production cross section to produce b jets
in the final state, both Z and W+jets processes overwhelmingly populate the leftmost section of
the discriminator distribution.
Since events relating to QCD processes were not simulated for in the analysis, the distributions
showing a comparison between the simulation and data showed large discrepancies, particularly
before the jet cuts (see left plot in Figure 5.7). The comparisons between the simulation and
data after the final event selection however show that such events are no longer present to any
appreciable degree. This is shown in Figures 5.12-5.17, where the kinematic distributions of all
selected objects have been plotted. The overall selection process therefore produces a clean final
sample dominated by tt¯ events for analysis. Table 5.5 show comparisons of the number of events
observed in data to those expected from simulation throughout each step of the event selection,
showing overall a very good agreement between fully simulated events and collision data after
the last selection step.
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Figure 5.12: Kinematic distributions of the leading jet in events after the final selection. The pT (left) and
η (right) distributions show a good overall agreement between the data and simulation.
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Figure 5.13: Kinematic distributions of the 2nd leading jet in events after the final selection. The pT (left)
and η (right) distributions show a good overall agreement between the data and simulation.
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Figure 5.14: Kinematic distributions of the 3rd leading jet in events after the final selection. The pT (left)
and η (right) distributions show a good overall agreement between the data and simulation.
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Figure 5.15: Kinematic distributions of the 4th leading jet in events after the final selection. The pT (left)
and η (right) distributions show a good overall agreement between the data and simulation.
 (GeV)
T
Muon p
0 50 100 150 200 250 300
Ev
en
ts
0
200
400
600
800
1000
1200
1400
1600
+jetsTTbar mu
TTbar other
Single-top
W+jets
Z+jets
Data
 (GeV)
T
Muon p
0 50 100 150 200 250 300
D
at
a/
M
C
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
ηMuon 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Ev
en
ts
0
100
200
300
400
500
+jetsTTbar mu
TTbar other
Single-top
W+jets
Z+jets
Data
ηMuon 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
D
at
a/
M
C
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
Figure 5.16: Kinematic distributions of the tight muon in events after the final selection. The pT (left) and
η (right) distributions show a good overall agreement between the data and simulation.
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Figure 5.17: Kinematic distributions of the tight muon in events after the final selection. The
pileup-corrected relative isolation of the tight muon (left) and separation between the tight muon and the
closest jet (right) distributions show a good overall agreement between the data and simulation.
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Figure 5.18: The jet b-discriminator for the CSV algorithm for all jets in an event (left), and the number of
primary vertices per event (right) after the final selection, showing a good overall agreement between the
data and the simulation.
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6
The Matrix Element Method
In the periods after the discovery of the top quark at the Tevatron, the Matrix Element Method
[84, 85, 86, 87] was developed as a multivariate analysis tool in order to make maximal use of the
kinematic information available in a given process in order to obtain estimates on the top mass
(and later, the jet energy scale [88]). The method evaluates a set of sample likelihoods Ls for a
range of hypotheses (each for a set of parameters), each of which corresponds to the probability
of observing a sample of selected events given that hypothesis. It is from the maximisation, or
minimisation of the− ln of the set of sample likelihoods, that a measurement for the parameters,
such as the mass and jet energy scale, can be obtained. The method itself takes its name in
how the individual likelihoods are generated; by computation of a range of physical parameters
including crucially, information provided by the matrix elements (see Section 4.1) of a given
process.
6.1 Likelihood definition
The sample likelihood that the matrix element method employs is constructed from a sample of
n events, with measured kinematic variables x1 . . . xn, and is defined as:
Ls(x1 . . . xn; s, f) =
n∏
i=1
Levt(xi, s, f), (6.1)
where s = s1 . . . sM are the parameters to be measured, e.g., the top quark mass and the jet
energy scale. The parameter estimates are obtained by a maximisation of this likelihood, or
alternatively, the minimisation of −ln(Ls) with respect to the parameters themselves. The like-
lihood function is evaluated from a sum of event fractions f = f1 . . . fP for a set of processes
that could give rise to the event, where the sum of these process fractions are equal to unity:∑
P
fP = 1. The event likelihood Levt, can be defined as a linear combination of the likelihoods
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from each process:
Levt(xi; s, f) =
∑
P
fPLP (xi, s). (6.2)
Nominally, the likelihoods for each process passing selection are evaluated to obtain the event
likelihood Levt. However, since the processing of likelihoods for each process can be compu-
tationally very intensive (see Section 6.2.1), this analysis makes use of the fact that the event
selection described in Chapter 6 produced a very high fraction (∼ 0.87) of the signal process
tt¯→ bb¯qq¯µν, and so the calculation of the background is simplified by assuming the signal pro-
cess. Of the remaining 13% of selected events, the majority arise from top pair production, and
so are expected to carry similar top mass information as with the signal process. In addition, a
large computational demand was brought on by the large number of available events with respect
to previous measurements based on the matrix element method. For this reason, it was chosen
to fix the jet energy scale and treat it instead as a systematic. With the high signal event fraction
and fixed jet energy scale,
∑
P
fP = ftt¯→bb¯qq¯µν ∼ 1, s = mt and equation 6.2 reduces to:
Levt(xi; s, f) =
∑
P
fPLP (xi,mt)
= ftt¯→bb¯qq¯µνLtt¯→bb¯qq¯µν(xi,mt)
= Ltt¯→bb¯qq¯µν(xi,mt).
By having such a high fraction of the signal process, construction of a likelihood function for
each background is omitted in favour of calculating likelihoods for each background sample
assuming the signal process. The effect this has on the measurement of the top quark mass has
been determined for W+jets, in [89, 90], and was found to be statistically negligible if the level
of background from this process was under 10%. Furthermore, the largest background after
accounting for the process arising from top pair production are the various single top channels,
each of which intrinsically carries information on the top mass. As a consequence, these single
top channels are expected to have less of an effect on the measurement than the tests made
with W+jets. Any remaining effects caused by the omission of these background process in the
event likelihood construction are nonetheless either calibrated for in Section 7.2, or treated as a
systematic uncertainty, in Section 7.4.1.3.
6.2 Signal likelihood
The likelihood of a process is proportional to the differential cross section of the corresponding
reaction (Fermi’s golden rule [91]). For a collider experiment such as the LHC where two partons
undergo a hard scattering process producing an n-body final state, the differential cross section
is:
dσ2→n = dΦn
(2pi)4|M2→n|2
4
√
(p1p2)2 −m21m22
, (6.3)
where pi, mi are respectively the momenta and masses of the incoming partons, andM2→n is
the matrix element of the process. The n-body phase space dΦn for final momenta q1 . . . qn is
given by:
dΦn = δ
4
(
p+ p−
n∑
i=1
qi
)
n∏
i=1
d3qi
(2pi)32Ei
. (6.4)
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Because of the omission of background processes in the construction of the event likelihood, and
due to the selection criteria requiring only 4 jets in the final state, the differential cross section
dσ2→n can be represented by dσ(gg → tt¯ → yi) (or dσ(qq¯ → tt¯ → yi) for quark/anti-quark
annihilation), where yi is the partonic final state of the process. The n-body phase space dΦn
then reduces to dΦ6 (4 jets, lepton and a neutrino). Since the constituents of the colliding beams
are protons, the initial momenta of the two colliding partons are not known, and so PDFs (see
Section. 2.2.2) have to be folded into the differential cross section:
dσ(pp→ tt¯→ yi) =
∫
z1,z2
∑
flavour
dz1dz2fPDF(z1)fPDF(z2)dσ(gg → tt¯→ yi), (6.5)
where dσ(pp → tt¯ → yi) is the same differential cross section arising from proton-proton
collisions. The two PDFs account for all flavours and momentum fractions z1 and z2 for the two
colliding partons. Hadronisation and showering effects leading to the creation of jets from final
state hadrons as well as detector inefficiencies for all detected particles, dictate the need for the
modelling of the relationship between each parton and its measured energy. This is also known
as the detector response, and is represented by the transfer function W (xi, yi,mt) that describes
the probability of reconstructing a given partonic final state yi as the measured quantities xi in
the detector. Its inclusion into Equation 6.5 yields:
dσ(pp→ tt¯→ xi) =
∫
yi
dσ(pp→ tt¯→ yi)W (xi, yi). (6.6)
The process likelihood must be normalised by the total observable cross section σ(pp → tt¯ →
yi), requiring that
∫
W (xi, yi,mt) = 1, which is achieved by the correct choice of the transfer
function shape (see Section 6.3). The process likelihood is also averaged over all possible jet-
parton combinations, due to the fact that it not generally possible to distinguish between jets and
their associated partons in an event. For the tt¯ → bb¯qq¯µν process, with 4 jets in the final state,
the total number of possible jet-parton combinations is therefore 4! = 24. The event likelihood,
assuming a measurement of mt is then:
Levt(pp→ tt¯→ xi;mt) = 1
njpσpp→tt¯→xi
∑
jp
∫
z1,z2
∑
flavour
dz1dz2fPDF(z1)fPDF(z2)
∫
yi
dσ(pp→ tt¯→ yi) W (xi, yi;mt). (6.7)
The process likelihood therefore takes into account a number of theoretical models into its con-
struction; the PDFs modelling the momentum of the colliding partons (green), the hard scattering
process leading to the final state partons (blue), and the mapping of those parton energies to their
measurements in the detector (red). Figure 6.1 shows a schematic of these theoretical regions for
the tt¯→ bb¯qq¯µν process.
6.2.1 Evaluation of likelihoods with MadWeight
This analysis makes use of MADWEIGHT [92, 93], a phase-space generator based on MAD-
GRAPH used for determination of the process likelihood. MADWEIGHT evaluates the integrals
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Figure 6.1: Schematic overview of the tt¯ production via the fusion of two gluons and its decay process to
four jets, a lepton and a neutrino.
in Equation 6.7 by making use of a number of user-defined inputs, such as the choice of PDFs
(CTEQ6l1), the transfer function (derived in Section 6.3), and chosen process (tt¯ → bb¯qq¯µν).
A full set of input parameters used in this analysis can be found in Appendix C. The evaluation
of the matrix element |M2→n|2 is determined using MADGRAPH5 by means of the creation of
a number of tree-level diagrams for a given process that could give rise to the desired final state.
The integration over the all terms in Equation 6.7, including the n-body phase-space dΦn (Equa-
tion 6.4), is carried out by the adaptive Monte Carlo integrator VEGAS [94]. While the full
integration is nominally done for each possible jet-parton combination, MADWEIGHT internally
optimises the number of integrations by discarding phase-spaces that correspond to unlikely jet-
parton combinations. This has the effect of speeding up the calculations by a factor of 6 or more
with respect to the case where no optimisations on the jet-parton combination are made.
Feasibility studies of the use of MADWEIGHT in top mass measurements at CMS were performed
with di-muon events, and are detailed in [95]. Due to the fact that the evaluation of the process
likelihood involves integration over a large number of variables, the computation time per event
can be very long with respect to all other steps in the reconstruction. The computation time rises
in proportion with the number of possible tree-level diagrams for the process in the calculation
of the matrix element |M2→n|2. For the signal process considered in this analysis, tt¯→ bb¯qq¯µν,
ignoring any initial- and final-state radiation, there are a total of 20 possible Feynman diagrams
for the two sub-processes (where a muon or anti-muon is created). For the largest background
in previous measurements of the top mass with the matrix element method [88], W+jets, there
are a total of 3362 such diagrams that give rise to the same final state. In order to simplify the
likelihood calculation by excluding these background elements, the analysis needed a very tight
EVENT RECONSTRUCTION 71
selection (outlined in Chapter 5) that selected for a high purity of tt¯→ bb¯qq¯µν events.
6.3 Detector response
The transfer function introduced in Equation 6.6 nominally describes the probability density
of all partons in the event yi to be reconstructed as the measured quantities xi in the detector.
The tt¯ decay process used in this analysis would therefore nominally demand the need for 3
separate transfer functions, one describing muons, and the other two describing light flavour
and b jets. A number of assumptions are made about how final-state particles are measured
in the CMS detector to simplify the parametrisation. Therefore, any biases introduced in the
creation of the transfer functions are determined and are corrected for during the calibration
stage (see Section 7.2). While the derivation of each transfer function should take into account
all kinematics such as the reconstructed directions and pT of the detected particle in question,
both η and φ are considered to be well-reconstructed, and so are therefore modelled by Dirac
δ-functions. Each final-state parton is assumed to have a constant mass, and so the 3-momenta
rather than the 4-momenta, is used in each transfer function derivation. Since the detector directly
measures the energy deposits of reconstructed objects, transfer functions are modelled as a map
between the parton energies (Eparton) and the reconstructed object energies (Eobj). Examination
of the difference in these energies ∆E = Eparton − Eobj can reveal which objects need to be
modelled by such transfer functions, and which can be modelled by Dirac δ-functions. Figure 6.2
shows the ∆E distributions for jets and muons arising from the tt¯ → bb¯qq¯µν process in the
barrel region of the detector 0 ≤ |η| < 0.87, for a range of bins in Eparton. The jet bins
show asymmetric distributions with a large width, that increases at higher energies, compared
to the muon distributions, which are narrow in width, which only marginally increases at higher
energies. Based on these distributions, this analysis uses a transfer function for the energies of
the jets, while assuming the energy of the muon to be well-reconstructed.
6.3.1 Parametrisation of the jet energy resolution
For jets at a constant jet energy scale, the transfer function W (Eparton, Ejet) is represented by
a double Gaussian distribution;
W (Eparton, Ejet) =
1√
2pi(p2 + p3p5)
[
exp
−(δE − p1)2
2p22
+ p3 exp
−(δE − p4)2
2p25
]
, (6.8)
where δE = Eparton − Ejet. With this parametrisation, W (Eparton, Ejet) is normalised by
construction. This formulation follows the type II normalisation of the transfer function, of the
form
∫
Ω
(x)Wi(x|y, a)dx = 1 [96], where Ω(x) is the acceptance function (see Section 6.4).
Parameters pi are determined using an un-binned maximum likelihood fit to jets taken from
datasets simulated with the tt¯ → bb¯jj`ν process at a range of top masses (see Appendix A).
Jets were taken from events that pass the selections used in the final analysis except for the final
requirement on χ2HitFit. In addition to this selection, jets were also required to be unambiguously
matched to a generator-level parton within a cone of ∆R < 0.3. This set of selections was used
to keep the number of jets used in the derivation high and it was found that including the HITFIT
requirement did not significantly change the distributions. In order to obtain the binned energy
dependence of the parameters in Equation 6.8, fits were performed on the δE distributions for
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Figure 6.2: Difference between simulated parton and reconstructed energies for jets (left) and muons
(right) in the barrel region of the detector 0 ≤ |η| < 0.87, for a range of bins in the energy of the parton.
Events were simulated with the tt¯→ bb¯qq¯µν process and underwent the full selection described in
Chapter 6.
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both light and b jets in bins of |η| andEparton. The parameters for each bin are listed in Table 6.1
for b jets and Table 6.2 for light jets, and their distributions are shown in Figure 6.3. A full
derivation of the jet transfer functions is given in Reference [83].
|η| Ep = Eparton p1 p2 p3 p4 p5
0.0 < |η| < 0.87 0 ≤ Ep < 40 -2.271 4.508 0.138 -11.507 8.706
40 ≤ Ep < 50 0.957 6.271 0.179 -7.769 9.532
50 ≤ Ep < 60 0.934 9.007 0.030 -23.809 9.397
60 ≤ Ep < 70 -0.864 5.914 1.587 1.640 12.687
70 ≤ Ep < 80 -1.511 7.529 0.784 3.626 15.486
80 ≤ Ep < 90 -1.578 8.140 0.640 4.747 17.469
90 ≤ Ep < 100 -1.587 9.592 0.485 6.498 19.799
100 ≤ Ep < 125 -1.777 11.005 0.397 8.662 22.905
125 ≤ Ep < 150 -2.153 12.514 0.310 10.553 28.517
150 ≤ Ep < 200 -2.715 14.542 0.270 13.948 34.779
200 ≤ Ep -3.670 18.380 0.224 13.432 52.475
0.87 < |η| < 1.479 0 ≤ Ep < 50 -5.895 5.401 0.287 -17.376 9.707
50 ≤ Ep < 60 -1.482 6.801 0.235 -14.476 10.949
60 ≤ Ep < 70 0.708 9.172 0.216 -13.984 12.577
70 ≤ Ep < 80 -19.663 17.761 11.514 1.032 12.033
80 ≤ Ep < 90 0.837 14.720 0.026 -40.942 13.753
90 ≤ Ep < 100 1.139 18.309 0.231 -2.693 7.605
100 ≤ Ep < 125 -2.872 11.345 1.582 3.447 22.845
125 ≤ Ep < 150 -3.366 15.475 0.793 7.544 28.574
150 ≤ Ep < 200 -3.807 18.597 0.521 11.610 36.318
200 ≤ Ep -5.170 24.171 0.380 18.284 51.727
1.479 < |η| < 2.5 0 ≤ Ep < 100 -23.479 19.286 2.798 -4.794 12.393
100 ≤ Ep < 125 -26.244 26.227 4.736 0.989 18.232
125 ≤ Ep < 150 0.779 24.977 0.063 -42.452 32.097
150 ≤ Ep < 200 0.332 37.319 0.535 -2.842 21.167
200 ≤ Ep -10.361 32.588 0.646 6.873 65.247
Table 6.1: Bins in |η| and Eparton and the associated parameters used in the determination of the b jet
transfer function W (Eparton, Ejet) (Equation 6.8).
6.4 Acceptance term
The event likelihood Levt shown in Equation 6.1 assumes a case where the phase-space for each
process is fully represented, i.e., all generated events are selected by the detector. This idealised
case however neglects the various geometric and physical limitations of the detector and the
event selection, which contribute to the selection efficiency value of 0.0141 for the tt¯→ bb¯qq¯µν
process shown in Chapter 5. Levt must therefore be normalised in order to correct for any bias
caused by these effects:
Levt = 1
C
Levtfacc(x) (6.9)
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Figure 6.3: Parametric forms of the double Gaussian jet transfer function (Equation 6.8) for b jets (left)
and light jets (right). The parameter values for each bin in Eparton and |η| are given in Tables 6.1 and 6.2.
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|η| Ep = Eparton p1 p2 p3 p4 p5
0.0 < |η| < 0.87 0 ≤ Ep < 40 -4.205 5.055 0.150 -15.142 9.987
40 ≤ Ep < 50 0.182 6.075 0.214 -9.799 8.248
50 ≤ Ep < 60 0.392 8.618 0.090 -9.705 14.087
60 ≤ Ep < 70 -0.841 6.315 1.482 0.259 12.330
70 ≤ Ep < 80 -1.646 6.983 1.705 0.701 13.322
80 ≤ Ep < 90 -1.436 8.171 0.861 1.525 15.716
90 ≤ Ep < 100 -1.480 9.122 0.852 1.439 17.034
100 ≤ Ep < 125 -1.720 10.698 0.621 1.368 19.749
125 ≤ Ep < 150 -2.469 13.018 0.318 1.574 25.277
150 ≤ Ep < 200 -4.025 13.501 0.867 -0.935 23.752
200 ≤ Ep -10.670 40.602 3.423 -5.345 19.079
0.87 < |η| < 1.479 0 ≤ Ep < 50 -10.189 6.959 0.213 -27.560 13.639
50 ≤ Ep < 60 -4.510 8.096 0.206 -18.948 13.779
60 ≤ Ep < 70 -1.604 9.688 0.243 -16.764 13.572
70 ≤ Ep < 80 -0.342 11.816 0.185 -17.907 16.550
80 ≤ Ep < 90 -35.468 8.098 18.365 -1.161 14.894
90 ≤ Ep < 100 -1.090 18.745 0.320 -2.657 9.567
100 ≤ Ep < 125 -1.097 15.685 0.454 -1.202 26.918
125 ≤ Ep < 150 2.380 30.110 1.935 -3.350 17.313
150 ≤ Ep < 200 -4.806 19.051 0.608 0.909 33.885
200 ≤ Ep -3.621 46.652 2.161 -7.202 25.413
1.479 < |η| < 2.5 0 ≤ Ep < 100 -39.081 23.657 3.657 -11.885 14.543
100 ≤ Ep < 125 -34.467 27.511 3.600 -4.086 18.832
125 ≤ Ep < 150 -53.727 33.775 10.749 -5.938 25.224
150 ≤ Ep < 200 -24.048 57.731 9.226 -6.969 29.246
200 ≤ Ep -13.635 33.280 0.413 -11.920 66.291
Table 6.2: Bins in |η| and Eparton and the associated parameters used in the determination of the light jet
transfer function W (Eparton, Ejet) (Equation 6.8).
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where facc(x) is the acceptance function over the variables to be measured, facc(x) = 1 for
selected events and facc(x) = 0 otherwise. The factor C normalises Levt:
C =
∫
facc(x)Levtdx. (6.10)
If the sample consists purely of tt¯→ bb¯qq¯µν events, and the measurement is of the top mass mt
only, then facc(x) = facc(mt) and the negative logarithm of the sample likelihood becomes:
− lnLs(x1 . . . xn;mt) =
n∏
i=1
lnLevt(pp→ tt¯→ xi;mt)
=−
n∑
i=1
lnLevt(pp→ tt¯→ xi;mt) + n ln
∫
mt
facc(mt)Levt(pp→ tt¯→ xi;mt)dmt.
The integral on the right-hand side of the equation is known as the mean acceptance function
¯facc, and is determined by [97]. In the case of this analysis, ¯facc is determined by evaluating
the selection efficiency (Equation 5.8) as a function of the top mass mt. Figure 6.4 shows the
selection efficiency for a range of generated top masses with the process tt¯→ bb¯qq¯µν. A linear
fit of the form f(acc) = a+b(mt−172.5) was applied to the data points between the top masses
mt = 166.5 GeV and mt = 178.5 GeV, and the parameters are listed in Table 6.3.
Parameter Value Uncertainty
a 1.41× 10−2 3.7× 10−5
b 1.35× 10−4 1.0× 10−5
ab Correlation 3.71× 10−2
Table 6.3: Parameters to the linear fit of the acceptance for the tt¯→ bb¯qq¯µν process evaluated from
simulated events at different input top masses.
6.5 Fitting procedure and ensemble testing
As explained previously, the minimisation of the negative logarithm of the sample likelihood,
− lnLs with respect to the parameters to be measured yields their estimates. For every selected
event, process likelihoods are calculated for a range of top mass hypotheses about the ‘nominal’
value of mt = 172.5 GeV; a value close to that of the combined world average for the measured
top mass at the time of event simulation. For each hypothesis, the sample likelihood is con-
structed by taking the negative log of the sum of likelihoods in the pool of events. The sample
likelihood needs to be corrected by the mean acceptance function facc, and the cross section of
the chosen mass hypothesis, σhyp. These corrections are added to the sample likelihood:
− ln(Ls)(corr) = − ln(Ls) + n ln(σhyp) + n ln(facc), (6.11)
and the associated uncertainty (δLs ), where δLs =
∑Levt/δLevt , and δσh and δfacc are the
uncertainties on the hypothesis cross section and acceptance respectively:
δln(Ls)(corr) = δLs + n|(δσhyp/σhyp)|+ n(δfacc/facc). (6.12)
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Figure 6.4: Acceptance of the process tt¯→ bb¯qq¯µνµ undergoing the full selection as a function of top
mass.
A parabolic fit is applied to the group of sample likelihoods, and the parameter mfitt that min-
imises this parabola across the range of mass hypotheses is taken as the measurement ofmt. The
analytical form used for the parabola, with offset k is:
(mfitt −mgent )2
2σmt
+ k, (6.13)
where σmt is the variance (taken as the parabola width) on the fitted mass. To obtain the overall
uncertainty on the fitted top quark mass, e, the width of the parabola is added in quadrature with
the uncertainties in the fit parameter mt. So long as the mass hypotheses spacing is sufficiently
large, fit errors on mt are typically negligible compared to the parabola width, and so e ∼ σmt .
Figure 6.5 shows the difference the acceptance function makes to the parabola minimum and
therefore the extracted top mass. Without applying acceptance, the parabola minimum can be
several units of GeV away from the input mass, heavily biasing the measurement.
For studies in the validation and calibration of the method, a number of pseudo-experiments, or
ensembles are made, with each ensemble obtaining a measurement from the parabolic fit to the
likelihoods corresponding to a pool of events. The pools of events themselves are drawn ran-
domly from a combination of the signal and background sources, based on their individual event
weights, where events with higher weights are proportionally more likely to be selected than
those with lower weights. This allows for the various physical, detector, and selection modelling
uncertainties to be represented in the pseudo-experiments, which allows the determination of
systematic uncertainties in Chapter 7. By making a large number of ensembles, various studies
can be made of:
• the distributions of the extracted mt values and its uncertainty σmt .
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Figure 6.5: Parabolic fits to the sample likelihoods calculated for range of top mass hypotheses from 1000
events simulated with the tt¯→ bb¯qq¯µν process at mt = 172.5 GeV. The sample likelihoods in the left plot
have not been corrected with the mean acceptance function shown in Figure 6.4, while the plot on the right
has.
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• the relationship between the extracted mt values and the value used in generation; the
pull distribution. The pull distribution is made by the difference between these two values
divided by the fitted uncertainty for each ensemble. An ideal pull distribution is centred at
zero, meaning the analysis method accounts for all properties of the event.
• the width of the pull distribution, or pull width. A pull width of 1 indicates that the fitted
uncertainties on mt correctly describe the uncertainty on the measurement.
All distributions are expected to be Gaussian, and so they are fitted accordingly. The creation of
the pool of events for each ensemble can be made with resampling, where an event can be se-
lected and therefore represented in the event multiple times. This is also known as the Bootstrap
technique [98, 99], and is beneficial to analysis methods where the available event statistics can
be low. This is especially true in the matrix element method where calculating likelihoods for
large pools of events is computationally difficult. While resampling techniques can not improve
the mean of the estimated mt distribution over that already obtained from the original pool of
events, they can provide improved precision on the estimate of the uncertainty, δmt . The amount
of resampling used in each distribution must however be accounted for in the error propagation.
The amount of resampling is determined from three factors; N , the number of events in the
original sample, N , the number of ensembles, and n, the number of events per ensemble. The
number of statistically independent ensembles that can be made without resampling Nind, is then
Nind =
N
n
. (6.14)
Since the original pool of events contains both a mix of signal and background events, it is con-
sidered prudent to overestimate the resampling error by taking the minimum of the two groups:
Nind = min
(Ns
ns
,
Nb
nb
)
, (6.15)
where s and b denote signal and background respectively. Taking the minimum of the two ratios
deliberately overestimates the actual resampling rate, for the accurate combination of the two
ratios remains unclear in current literature. Table 6.4 lists the resampling corrections to all distri-
butions relevant to the fitting procedure, the fitted top quark mass mfitt , the associated uncertainty
distribution e, the pull distribution and the pull width w, adapted from Reference [100].
mean uncertainty No Resampling: Resampling:value resampling signal only signal + background
mfitt δmt
σmt√
n
σmt√
Nind
σmt√
Nind
e δe
σe√
n
σe√
Nind
σe√
Nind
pull δpull
σpull√
n
σpull√
Nind
σpull√
Nind
w δw
w
2
√
n
w
√
1
2
(
1
N +
1
n+1
)
w
√
1
2
(
1
Ns+Nb +
1
n+1
)
Table 6.4: Measurements and uncertainties for the fitted top quark mass mfitt , the associated uncertainty
distribution e, the pull distribution and the pull width w. By substituting n = Nind into the formulae with
resampling corrections, the traditional formulae for the statistical uncertainty can be obtained. Adapted
from Reference [100]
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Measurement of the top quark mass
As discussed in Section 6.2, the evaluation of each process likelihood is computationally de-
manding, resulting in the need for large amounts of computing power to perform the analysis.
To ensure that the method can be used as a good tool for the measurement of the top quark mass,
closure tests on the method must first be made to check if the measured mass is the same as
was used as input. This is first performed on events using kinematics at the parton level. From
there, the tests are redone on increasingly more complex methods of simulation, selection and
reconstruction. Finally, calibration curves are derived on "fully simulated" events, where all such
effects are accounted for. The curves serve to calibrate the results on collision data, where a final
measurement for the top quark mass is made.
7.1 Validation of the matrix element method
7.1.1 Tests with generator-level events
Validation of the matrix element method (MEM) is first performed with "generator-level" events
simulated with MADGRAPH. No simulation of the hadronisation or parton showering processes
has been conducted, nor of any detector simulation. Therefore, likelihoods were calculated
within MADWEIGHT with δ-distributions for all parton transfer functions, across 8 different
mass hypotheses around the mass value used at generation. The step size was chosen to be
0.1 GeV due to the use of the truth information for the generator-level kinematics. No selections
were applied to the events and therefore no acceptance terms were needed in the normalisation
of the signal likelihoods.
Ensemble testing was performed by selecting 400 events without resampling from a total pool
of ∼ 8000 events for each of the 3 different generated masses; 166.5 GeV, 172.5 GeV and
178.5 GeV. A total of 500 ensembles were made, each returning a estimate for the top quark
mass. The results from one of these ensembles for the 172.5 GeV mass sample is shown in
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Figure 7.1. The parabola fitted to the range of mass hypotheses has an acceptable χ2 value,
and the minimum yields the mass used at event generation within the uncertainty corrected for
resampling. The mass and pull distributions for all ensembles show that the analysis is able to
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 0.03±172.50
Figure 7.1: The fitted parabola to a range of mass hypothesis from a single ensemble test for the
generator-level top mass sample at mt =172.5 GeV. The fit parameters to the parabola are shown in the
statistics box in the top right. The box in the middle shows the minimum of the parabola, with the
uncertainty corrected for all considered sources (see Section 6.5).
determine the top mass as used in generation within the total uncertainty. Figure 7.3 shows that
the returned mass values for each ensemble forms a Gaussian distribution around the input mass,
with the pull distribution being centred at zero. The less than unit pull width in the distribution
indicates that for these generator-level ensemble tests, the uncertainty on the measurements are
slightly overestimated. Figures 7.2 and 7.4 show the results for the 166.5 GeV and 178.5 GeV
mass samples respectively, with very similar distributions to the results from the 172.5 GeV
sample.
The ensemble testing was redone on events where the energy of each jet was smeared according
to the transfer function described in Section 6.3. This intended to test the method on events that
more accurately described the detector effects that would be encountered in the calibration and
final measurement. Likelihoods were calculated with the same transfer function used to smear
the jet energies. The results from the ensemble tests for the top mass sample generated at mt
= 166.5 GeV are found in Figure 7.5, and the results from all mass points are summarised in
Figure 7.6. Here, the effects of the smeared jet energies are apparent by the increase in width
of the mass distribution with respect to the ensemble tests with unsmeared jet energies. This
is due to the fact that the jets carry the vast majority of the kinetic energy from the top quarks
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Figure 7.2: The mass and pull distributions from 500 ensembles, each made with 400 events for the
generator-level top mass sample at mt =166.5 GeV. The pull width value of ∼ 0.9 is caused by minor
spikes in the otherwise-Gaussian mass distribution. These spikes are thought to arise from the limited
number of events in the total pool, and possibly the choice of mass hypothesis spacing. Smaller numbers of
events per ensemble lessens the effect of these spikes, at the expense of statistical accuracy on the
extracted mass.
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Figure 7.3: The mass and pull distributions from 500 ensembles, each made with 400 events for the
generator-level top mass sample at mt =172.5 GeV. The pull width value of ∼ 0.9 is caused by minor
spikes in the otherwise-Gaussian mass distribution. These spikes are thought to arise from the limited
number of events in the total pool, and possibly the choice of mass hypothesis spacing. Smaller numbers of
events per ensemble lessens the effect of these spikes, at the expense of statistical accuracy on the
extracted mass.
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Figure 7.4: The mass and pull distributions from 500 ensembles, each made with 400 events for the
generator-level top mass sample at mt =178.5 GeV. The pull width value of ∼ 0.9 is caused by minor
spikes in the otherwise-Gaussian mass distribution. These spikes are thought to arise from the limited
number of events in the total pool, and possibly the choice of mass hypothesis spacing. Smaller numbers of
events per ensemble lessens the effect of these spikes, at the expense of statistical accuracy on the
extracted mass.
themselves. The centre of the mass distribution lies within 2σ of the input mass, showing that the
method can return the input mass to within an acceptable error from events with jets that model
typical detector resolutions.
MEASUREMENT OF THE TOP QUARK MASS 87
massH
Entries  500
Mean    166.6
RMS     0.402
Mtop [GeV]
165 166 167 168
#
0
10
20
30
40
50
60
70
 0.0480479±166.574 
Mtop Measurement from MEM
masspullH
Entries  500
Mean   0.157
RMS  0.8891
pull
-3 -2 -1 0 1 2 3
#
0
10
20
30
40
50
60
70
 0.106268±Mean pull: 0.157037 
 0.028344±Pull width: 0.889105 
Pull Distribution - Mtop from MEM
Figure 7.5: The mass and pull distributions from 500 ensembles, each made with 1000 events for the
generator-level top mass sample at mt =166.5 GeV. Events in the ensembles had the jet energies smeared
according to the transfer function described in Section 6.3, and the same transfer function was used for the
calculation of the likelihoods. No selection was applied to the event pool and therefore no acceptance term
was required. The width of the mass distribution is noticeably larger than that of the distributions in
ensemble testing where the jet energies were not smeared.
Figure 7.6: The difference between the mean fitted values to the mass distributions and the mass used at
generation for tt¯ events with jets smeared according to the transfer function described in Section 6.3. No
selection was applied to the event pool and therefore no acceptance term was required. The mass
distributions used in this plot were obtained from ensemble tests with 1000 events per ensemble, for a total
of 2000 ensembles. Further details are covered in Reference [90].
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7.1.2 Seeding the jet-parton combination with HITFIT
As discussed in Section 6.2.1, the integration of Equation 6.7 must be done for every possi-
ble permutation of jet-parton combination in the final state. While the integrator software used,
MADWEIGHT, offers some improvement of the computation time by optimising the full integra-
tion of Equation 6.7, there is still a significant time penalty per event due to these permutations.
Since HITFIT produces an estimate of the jet-parton combination for each fit (see Section 5.2.6),
it was thought that this could be used to seed the jet-parton combination within MADWEIGHT,
therefore eliminating the computation penalty of having to perform the integration of Equa-
tion 6.7 for every possible permutation.
HITFIT however only returns an estimate of the true jet-parton combination, and so it is there-
fore important to study the effect that incorrect combinations may have on the final measurement.
The anticipated most significant effect on the likelihood calculation would be from events where
the hadronic and leptonic assignments for the two b jets have been reversed in the event, shown
schematically in Figure 7.7. This can cause the reconstructed top quarks to misrepresent the true
topology in the event, resulting in a difference in the likelihoods returned by MADWEIGHT for a
given hypothesis. For events where the pT s of the two b jets are similar, HITFIT can return sim-
ilar χ2 values to either jet-parton combination for each fit. In such cases, HITFIT performs little
better than chance (50%). Figure7.8 shows the performance of HITFIT in estimating the correct
assignment of the leptonic (LepB) and hadronic (HadB) b hadrons, where its purity reaches 90%
at large differences in b jet pT .
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Figure 7.7: Schematic drawing of an event where a mislabelling of the two b hadrons from a kinematic
fitter causes different reconstructed top quark topologies.
An additional scenario is the swap of the two light quark assignments from the hadronic W de-
cay, but since both are summed to reconstruct the hadronic W , this does not affect the likelihood
calculations. Since the information from the b-tagger plays a role in the fit requirements at the
HITFIT level, the misidentification rate for b and light jets could also factor in as a scenario
where the b and light jet assignments are swapped. However, due to the very low product of
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Figure 7.8: Fraction of correctly assigned leptonic (LepB) and hadronic (HadB) b hadrons as a function of
the difference in pT between the two b jets in the event. The events were simulated generator-level top
mass sample generated at mt = 172.5 GeV, and followed the selections listed in Table 7.1. The average
value (∼ 72%) is plotted as the dashed red line.
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the mistag rate and the b-tag purity (see Section 5.2.5.1), this is thought to be negligible, and
therefore is not considered here. With generator-level events, testing the performance of HITFIT
to estimate the correct assignment of the two b jets is simply a matter of comparing the fit result
with the generator-level truth information. Figure 7.9 shows the dependence of the fraction of
events with correctly estimated b jets over a range of generated top quark masses. The results
reveal a slight dependence on the top mass, but the fraction of correct estimations remains high
overall (∼ 72%).
To better represent the pool of events in the final measurement, a selection was applied in the
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Figure 7.9: The fraction of events with correctly assigned b jets on simulated generator-level events with
selections listed in Table 7.1. The average value (∼ 72%) is plotted as the dashed red line.
ensemble testing before HITFIT was run. A summary of this selection can be found in Table 7.1.
This selection was also necessary due to the resolution functions used by HITFIT, that are binned
in |η| up to the cuts listed in Table 7.1. The final event selection detailed in Chapter 5 is not af-
fected by the maximum range of the resolution function bins due to the tighter cuts in η for all
selected objects. A total of 500 ensembles were made with 1000 events each, from a total pool
of ∼ 14000 events. Permutations between jets were disabled in the calculation of likelihoods in
MADWEIGHT, and the correct jet-parton combination was seeded by the generator-level truth
information. Figure 7.10 shows the result from one of these ensembles, with a larger total uncer-
tainty on the centre of the mass distribution, due to the inclusion of the jet transfer function and
selection of events by means of the acceptance function. The results for all of the ensembles are
shown in Figure 7.11. The centre of the mass distribution lies approximately 3 standard devia-
tions away from the generated top mass, which is hypothesised to be due to minor unaccounted
systematic effects in the selection.
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Jets
pT > 30 GeV
|η| < 2.5
number = 4
Muons
pT > 20 GeV
|η| < 2.1
number = 1
HITFIT
χ2 > 0
Table 7.1: Selection criteria for events selected in the studies performed with HITFIT.
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Figure 7.10: The fitted parabola to a range of mass hypothesis from a single ensemble test for the
generator-level top mass sample with jet-energy smearing at mt =172.5 GeV. The error bars on each
mass hypothesis are substantially larger for the validation tests made in the previous section. This is
primarily due to the inclusion of the jet transfer function, which returns a larger uncertainty for each
likelihood, but also due to the uncertainty in the acceptance.
To test for any possible bias on the top quark mass measurement that incorrect jet-parton combi-
nations might have, likelihoods were first calculated from two identical pools of selected events,
for a range of generated top masses. The two pools for each generated sample were comprised
of events where the jet-parton combination was taken from generator-level truth information,
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Figure 7.11: The mass and pull distributions from 500 ensembles, each made with 1000 events for the
generator-level top mass sample at mt =172.5 GeV with jet-energy smearing. Events were selected
according to Table 7.1. Permutations between jets were disabled in the calculation of likelihoods in
MADWEIGHT, and the correct jet-parton combination was seeded by the generator-level truth
information.
and of events where the hadronic and leptonic b jet combinations were swapped. Permutations
between jets were disabled for the likelihood calculation within MADWEIGHT. The two pools
consisted of ∼ 13000 events each. A close look at the sample generated at mt = 169.5 GeV in
Figure 7.12 reveals that the event likelihoods from the pool with only good combinations have
a sharply peaked distribution for each mass hypothesis. This is compared to the distribution of
event likelihoods for the pool consisting of swapped b jet combinations, which have a wider dis-
tribution at an overall higher − ln likelihood. The sample likelihoods for all mass hypotheses
for the two pools is shown in Figure 7.13. The distribution of sample likelihoods with correct
combinations forms a stronger parabolic distribution with respect to the other pool, which is
rather flatly distributed across the mass hypotheses. Since the use of HITFIT would create a pool
with of events with correct combinations in the high majority (see Figure 7.9), the lower − ln
of the event likelihoods from good combinations should dominate in the creation of the sample
likelihood.
Further tests were made by performing ensemble tests with these events on a range of generated
top masses. Each ensemble selected 1000 events from the two pools, for a total of 500 ensem-
bles. Figure 7.15 shows the effect of varying levels of contribution from events with incorrect
combinations on the extracted top mass for the mt = 172.5 GeV sample. These results show a
clear trend toward lower reconstructed top quark masses for higher levels of contribution from
incorrect combinations. The extracted mass and pull distributions for a 30% contribution from
incorrect jet-parton combinations is shown in Figure 7.14. The ensemble tests were repeated for
different values of the generated top quark mass, in order to check for the mass dependence of the
fitted curve in Figure 7.15. Table 7.2 shows the parameter values and errors for the third-order
polynomial fit taken for these generated masses, about the nominal value (mt = 172.5GeV). The
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Figure 7.12: The distribution of the negative log of the event likelihoods from a pool of 14000 events for
three mass hypotheses about the central value for the top mass sample generated at mt = 172.5 GeV.
Permutations between jets were disabled for the likelihood calculation within MADWEIGHT. The
likelihoods where the assignment of the b hadrons were swapped according to the truth information have a
wider distribution at an overall higher − ln likelihood.
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Figure 7.13: The distribution of the negative log of the sample likelihoods from a pool of 14000 events for
all mass hypotheses for the top mass sample generated at mt = 172.5 GeV. Permutations between jets
were disabled for the likelihood calculation within MADWEIGHT. The left distribution is made from
events where the assignment of the b hadrons was taken from the truth information, and the right
distribution is taken from events where the assignment has been swapped. The events were selected
according to the requirements in Table 7.1, but no acceptance term was applied in either plot. This caused
the minimum of the curve in both distributions to sit to the right of the mass used in generation. A less
dramatic curve is clearly seen in the right hand plot, at an overall higher − ln likelihood.
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results show stability over a range of top masses, within the parametrised errors, indicating that
the effect from running likelihoods with incorrect jet-parton combinations may be calibrated for
in future studies.
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Figure 7.14: The mass and pull distributions from 500 ensembles, each made with 1000 events for the
generator-level top mass sample with jet-energy smearing at mt =172.5 GeV. The ensembles were drawn
from a pool of events with a 70/30 ratio of correct to incorrect jet-parton combinations.
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Figure 7.15: Distributions of the measured masses and uncertainties as a function of increasing
contribution from events with an incorrect jet-parton combination. The ensembles were made with events
generated at mt =172.5 GeV, and permutations between jets were disabled for the likelihood calculation
within MADWEIGHT.
Extending the studies to fully simulated events, it was found that the fraction of events with cor-
rect jet-parton combinations fell short of the levels achieved in the validation tests on generator-
level events (see Figure 7.16). With no cut on HITFIT’s χ2, the average fraction of correct
assignments across the generated mass range was little better than chance, at ∼ 58.5%. With the
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Top Mass (Gen) p0 δ(p0) p1 δ(p1) p2 δ(p2)
166.5GeV 0.999 3.038× 10−4 −5.439× 10−5 1.167× 10−5 −7.063× 10−7 6.339× 10−7
169.5GeV 1.001 2.969× 10−4 −7.625× 10−5 1.085× 10−5 −8.527× 10−7 6.036× 10−7
172.5GeV 0.999 3.130× 10−4 −6.916× 10−5 1.146× 10−5 −8.052× 10−7 6.342× 10−7
175.5GeV 0.998 3.045× 10−4 −6.689× 10−5 1.084× 10−5 −7.740× 10−7 6.025× 10−7
178.5GeV 0.998 2.883× 10−4 −8.286× 10−5 1.079× 10−5 −9.243× 10−7 5.944× 10−7
Table 7.2: Parameter values for the third-order polynomial fits to mass hypotheses with incorrect
jet-parton combinations for a range of generated top masses.
addition of the χ2 cut, this only increased by a small percentage to ∼ 65.2%. As a consequence,
it was decided that the calibration and measurement sections of the analysis would utilise HITFIT
in event selection only, and MADWEIGHT would generate likelihoods while summing over all
possible permutations.
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Figure 7.16: Fraction of correct jet-parton combinations from HITFIT for a range of generated top quark
masses with fully-simulated events. The left distribution shows the results without any cut on HITFIT’s χ2,
while the right distribution shows the results for events selected with χ2 < 5. The fraction was measured
by unambiguously matching jets to partons within a δR cone of 0.3, and then comparing the assignment of
the two b hadrons to the estimate returned by HITFIT.
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7.1.3 Closure tests on fully simulated events
In an earlier period of the analysis, it was decided that closure tests on fully simulated events
would be made without any fit requirements on HITFIT (other than a converged fit, i.e., χ2 > 0).
This would produce a similar yield to the total number of events shown in Table 5.5 for the
selection step corresponding to the b-tag requirement. It was found however, that the closure
tests on all of the generated mass points yielded top mass values a number of standard deviations
above that of the input mass. This is shown clearly in Figure 7.17, where the result after 500
ensemble tests on the top mass sample generated atmt =172.5 GeV yielded a measured top mass
of 176.3 GeV. This large shift away from that of the top mass used at generation was thought to
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Figure 7.17: The mass distribution from 500 ensembles, each made with 1000 fully-simulated events for
the top mass sample generated at mt =172.5 GeV. The events were selected with all selection steps up to
and including the b-tag requirement in Table 5.5.
be caused by the disparity between the event pool used for the transfer function derivation, and
the event pool used in the ensemble tests. The event pool for the transfer function derivation had
in addition a requirement that each jet should be unambiguously matched to a generator-level
parton within a cone of ∆R < 0.3. Compounded with the fact that each event contained four
jets, this requirement meant that only 46.1% of all events in the ensemble pool were comprised of
jets that were used in the transfer function derivation. To test if this was the cause of the large shift
away from the top mass used at generation in Figure 7.17, an additional requirement was made
on the pool of events, where only those with 4 matched jets were used in the ensemble tests.
The results are shown in Figure 7.18, showing a clear improvement in the returned mass and
pull distributions. As one does not have access to the parton-level information in real collision
events however, using the requirement of four matched jets in the selection is not a possibility.
At this stage, HITFIT was investigated for use as a tool in selection, due to the fact that it is
a kinematic fitter, and therefore potentially susceptible to events where partons and jets are not
well matched. It was thought that such bad events would cause HITFIT to return a larger χ2
values for each fit compared with events that contained well matched jets. Figure 7.19 shows two
distributions for the fraction of events with 4 unambiguously matched jets for the selection steps
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Figure 7.18: The mass distribution from 500 ensembles, each made with 1000 fully-simulated events for
the top mass sample generated at mt =172.5 GeV. The events were selected with all selection steps up to
and including the b-tag requirement in Table 5.5. In addition, jets were required to be unambiguously
matched to a generator-level parton within a cone of ∆R < 0.3, the same requirements as those used in
the jet transfer function derivation (see 6.3).
before and after the HITFIT χ2 < 5 requirement, with the latter showing a marked improvement
across all generated top mass values. The associated mass distribution displayed in Figure 7.20
demonstrates that this selection can be used to keep the corresponding bias between the input
and extracted top mass within 0.5 GeV.
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Figure 7.19: The fraction of events with 4 unambiguously matched jets for the selection steps after the
b-tag requirement (left), and after the HITFIT χ2 requirement (right). The event fraction loosely increases
along with the increase in generated top mass, but shows a marked difference after the χ2 < 5 cut.
These findings further motivated the additional selection criteria with regards to HITFIT’s fit
requirements outlined in Chapter 5. The calibration and measurement sections of the analysis
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Figure 7.20: The mass distribution from 500 ensembles, each made with 1000 fully-simulated events for
the top mass sample generated at mt =172.5 GeV. The events were selected from all steps up to and
including the HITFIT χ2 requirement in Table 5.5.
would therefore make use of the improvements to the mass distributions in ensemble testing from
use of the χ2 < 5 cut, at the expense of statistical precision on the final result. This was thought
to be an acceptable trade-off compared to using events from looser cuts, that had higher statistics,
but poorer mass distributions in the ensemble testing.
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7.2 Calibration of the method
The calibration of the method, along with the evaluation of each systematic uncertainty required
in turn more precise knowledge on the level of uncertainties by means of the pull distributions.
For this reason, the total number of ensemble tests was for each mass point in the calibration
curve was increased from 500 in tests to 1000. The size of each ensemble test was increased
to 10760 events, the same number as the total pool of selected data events. The likelihoods
were calculated in mass hypothesis intervals of 4 GeV, for the top mass samples generated at
mt = 166.5, 169.5, 171.5, 172.5, 173.5, 175.5, 178.5 GeV. Calibration curves were then made
for all fully simulated mass samples, showing the mass dependence on the extracted mass from
all ensemble tests, and the pull distributions. Figure 7.21 shows the calibration curve for ensem-
bles made from an event pool consisting of purely signal tt¯ events.
Figure 7.22 shows the calibration curve for ensembles made from event pools containing a mix-
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Figure 7.21: Calibration curve showing the extracted mass for all generated mass points (left) and the
associated pull width distributions (right) for ensembles taken from a pool of events consisting of signal tt¯
events only.
ture of signal tt¯ events, and events that contained tt¯→ other decays. Finally, Figure 7.23 shows
the calibration curve for ensembles made with a mixture of signal tt¯ events and background
events, with the exception of single top. This is the final calibration curve that will be used to
calibrate the measurement in the next section. The choice to omit single top events in the ensem-
ble tests was primarily made because single top samples were not available for every generated
top mass point on the calibration curve. Its omission is shown to have little effect on the mass
measurement, based on the systematic uncertainty evaluated in Section 7.4.1.3. A polynomial
of the form f(mMEMt − 172.5) = a + b(mgent − 172.5) was fitted to all mass points for each
calibration curve, and is shown to closely agree to the general trend of each mass point in the
distribution. The fitted average (c = 1.10) to the pull distribution in Figure 7.23 implies that the
uncertainty on the measurement is underestimated by approximately 10%. Figures 7.24 to 7.30
display the mass, uncertainty and pull distributions for each generated mass that contributed to
the curve in Figure 7.23, showing that the fits to each distribution are well behaved.
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Figure 7.22: Calibration curve showing the extracted mass for all generated mass points (left) and the
associated pull width distributions (right) for ensembles taken from a pool of events consisting of a mixture
of signal tt¯ events, and events that contained tt¯→ other decays.
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Figure 7.23: Calibration curve showing the extracted mass for all generated mass points (left) and the
associated pull width distributions (right) for ensembles taken from a pool of events consisting of a mixture
of all signal tt¯ and background events (with the exclusion of single top).
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Figure 7.24: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =166.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
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Figure 7.25: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =169.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
massH
Entries  1000
Mean    171.7
RMS    0.1916
Mtop [GeV]
170.5 171 171.5 172 172.5 173 173.5
#
0
20
40
60
80
100
120
 0.0497836±171.654 
Mtop Measurement from MEM
masserrH
Entries  1000
Mean   0.1748
RMS    0.02222
Mtop Stat. error [GeV]
0.1 0.15 0.2 0.25 0.3
#
0
20
40
60
80
100
120
140
 0.00577447±Mean 0.17478 
Mtop stat error from MEM
masspullH
Entries  1000
Mean   0.893
RMS   1.089
pull
-2 -1 0 1 2 3 4 5 6 7
#
0
20
40
60
80
100
120
140
160
 0.283074±Mean pull: 0.892952 
 0.024444±Pull width: 1.08918 
Pull Distribution - Mtop from MEM
Figure 7.26: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =171.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
102 CHAPTER 7
massH
Entries  1000
Mean    172.9
RMS    0.1905
Mtop [GeV]
171.5 172 172.5 173 173.5 174 174.5
#
0
20
40
60
80
100
 0.0421952±172.92 
Mtop Measurement from MEM
masserrH
Entries  1000
Mean   0.1841
RMS    0.02682
Mtop Stat. error [GeV]
0.1 0.15 0.2 0.25 0.3
#
0
20
40
60
80
100
 0.00593882±Mean 0.184125 
Mtop stat error from MEM
masspullH
Entries  1000
Mean   2.294
RMS   1.069
pull
-2 -1 0 1 2 3 4 5 6 7
#
0
20
40
60
80
100
120
140
160  0.236746±Mean pull: 2.29402 
 0.0239702±Pull width: 1.069 
Pull Distribution - Mtop from MEM
Figure 7.27: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =172.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
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Figure 7.28: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =173.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
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Figure 7.29: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =175.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
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Figure 7.30: The mass and pull distributions from 1000 ensembles, each made with 10760 events for the
generator-level top mass sample with jet-energy smearing at mt =178.5 GeV. The pool of events consisted
of likelihoods generated from signal and all background processes (with the exception of single top) at the
relative fractions found in Table 5.5.
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7.3 Extraction and measurement of the top mass
For the final measurement, a single ensemble without resampling was made comprising of the
10760 data events selected in the analysis. The distributions of the raw (no normalisation or
acceptance has been applied) event likelihoods for data and the simulated tt¯ signal sample at
mt = 172.5 GeV are shown in Figure 7.31 for the inner 5 mass hypotheses. Each of these
distributions show a good agreement between the data and the simulation. The distribution of
the sample likelihoods for each of the 7 mass hypotheses and the resultant parabola can be seen
in Figure 7.32. Overall, the fit behaves well and passes through every data point within their
associated uncertainties. The extracted top mass yields mt = 172.293± 0.297 GeV, centred just
to the left of the middle of the mass hypothesis range.
The extracted top mass must be calibrated according to the fits to simulated data presented in
the previous section. This was achieved by overlaying the measurement to the fitted result from
the calibration curve made with a mixture of signal and background events (Figure 7.23). The
resulting calibrated measurement is shown in Figure 7.33, with a value of mt = 171.850 ±
0.306 GeV. The statistical uncertainty however needs to be adjusted for the average value of the
pull width distributions as explained in Section 7.2. This increases the statistical error by 10%,
or by 0.0306 GeV. Therefore, the final calibrated result with this correction is mt = 171.850 ±
0.337 GeV.
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Figure 7.31: The − ln of the event likelihoods for the tt¯ signal simulated dataset (red), and collision data
(green) for the inner 5 mass hypotheses used in the final measurement: [164, 168, 172, 176, 180].
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Figure 7.32: Measured top mass from the fitted parabola to data events.
MEASUREMENT OF THE TOP QUARK MASS 107
 - 172.5 [GeV]genTm
-6 -4 -2 0 2 4 6
 - 
17
2.
5 
[G
eV
]
M
E
M
t
m
-6
-4
-2
0
2
4
6
 0.297± = 172.293 MEMtm
 0.306± = 171.850 calibratedtm
-172.5)gen
t
-172.5)=a + b(mMEM
t
f(m
0.019±a = 0.424
0.005±b = 0.971
corr. = -0.016
Figure 7.33: Calibration of the measured top mass.
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7.4 Systematic uncertainties
The systematic uncertainties on the measurement are grouped into a total of three different cate-
gories. They are the uncertainties affecting the measurement from the method itself, uncertainties
due to the event selection arising from the CMS detector and reconstruction techniques, and the
uncertainties from the modelling of the physics processes. Each systematic uncertainty is evalu-
ated on fully simulated events. For uncertainties that arise from the event weights in the selection
process described in Chapter 5, these are evaluated by using a weighted selection procedure in
the ensemble testing (see Section 6.5). For each uncertainty source with an upwards and down-
wards variation, the event weights in question are varied by one standard deviation in either
direction and then the ensemble testing is repeated with the fully simulated sample generated at
mt = 172.5 GeV. In cases where the systematic uncertainty is thought to be mass dependent,
then the systematic variant is applied to all simulated mass points, and the calibration curve is
re-derived. For cases where the systematic uncertainty is thought to affect the integration of
Equation 6.7, then likelihoods are recalculated for all events corresponding to that variant. This
is notably the case for all uncertainties relating to the jet energy scale. For all uncertainties,
the result from the ensemble testing with that systematic variation are then compared to the ex-
tracted mass from the nominal case, for an evaluation of the shift due to that uncertainty. The
exact procedure used for each uncertainty is described in the following sections.
7.4.1 Uncertainties from the method
7.4.1.1 Method calibration
The calibration of the measurement in Section 7.3 is performed using fitted parameters to the
line in Figure 7.33, and therefore carries some intrinsic uncertainty. The uncertainties for these
parameters are added and subtracted to the nominal parameter values, and then the calibrated
result is redetermined for both cases (down and up variations). The nominal calibration is then
subtracted by each of these new results to obtain the systematic uncertainty in each direction.
The uncertainties are +0.016 GeV and -0.016 GeV for the down and up variations respectively.
7.4.1.2 Normalisation and acceptance
The minimisation of negative log of the sample likelihood (Equation 6.11) is normalised to both
the selection efficiency by means of the acceptance function, and the cross section of the mass
hypothesis. Both the cross sections and acceptance functions are experimentally determined,
and carry an intrinsic uncertainty. For the systematic uncertainty due to the acceptance, the
parameters of the fitted line in Figure 6.4 are used to vary the uncertainty on the acceptance by
adjusting each value by one standard deviation, and then redetermining the calibrated result from
the extracted top mass. For the cross section, the values used for each mass hypothesis are varied
in both directions by one standard deviation and then the systematic uncertainty is obtained by
redetermining the calibrated result from the extracted top mass for each variant, and comparing
to the nominal value. The systematic uncertainty for the up and down variations respectively
was determined to be +0.062 GeV and +0.060 GeV for the acceptance and +0.096 GeV and
+0.020 GeV for the cross section.
MEASUREMENT OF THE TOP QUARK MASS 109
7.4.1.3 Sample composition
Since the analysis relies upon a high signal fraction in selected events to simplify the calculation
of likelihoods (see Section 6.1), the uncertainty due to the level of background is of particular
importance. The creation of each ensemble in the nominal case is made with events from signal
and background pools, with the fractional composition in the selected pool being determined
by the results from fully simulated events shown in Table 5.5. For each up/down variation, the
fractional composition of all individual backgrounds are adjusted by 100%, with the exception
of selected tt¯ → other, which is adjusted by 10%. Ensemble tests are made for each systematic
variant on the fully simulated mt = 172.5 GeV sample, and the results are compared with the
nominal case. The systematic uncertainties were evaluated to be +0.098 GeV and -0.068 GeV
for the up and down variations respectively.
7.4.2 Uncertainties from the CMS Detector
7.4.2.1 Trigger efficiency and lepton identification
The events in the primary collision dataset chosen for this analysis are selected with the ISOMU24
online trigger (see Section 5.1.1), which operates at an efficiency that differs between data and
simulation. As a consequence, simulated events are weighted to match the efficiency observed in
collision data. Since the weights themselves carry an uncertainty, these must be propagated as a
systematic uncertainty on the measurement. The weights are fluctuated by one standard deviation
and then the ensemble tests used in the calibration curve at mgent = 172.5 GeV (Figure 7.27)
are repeated. Each up/down variant obtained from this procedure is compared to the nominal
one, and the difference is presented as the systematic uncertainty. The systematic uncertainties
for lepton identification were evaluated to be -0.065 GeV for both variations, and statistically
insignificant (<10 MeV) for both uncertainty variations in the trigger efficiency.
7.4.2.2 Jet Energy Resolution
The determination of the jet energy resolution (JER) scaling factors described in Subsection 4.2.5
has a corresponding uncertainty. This uncertainty is used to vary the smearing of the resolution
of the jets by an increased and decreased amount, to obtain two samples for the up and down
uncertainty variations. The likelihoods are recalculated and the ensemble testing is repeated on
the mt = 172.5 GeV sample, from a mixture of both tt¯ → µ and tt¯ → other events, and
then compared to the sample with nominal JER. The resultant uncertainty is +0.475 GeV and
-0.503 GeV for the up and down variations respectively.
7.4.2.3 b-Tagging performance and mistag rate
As explained in Section 5.2.5, the CSV b-tagging algorithm used in this analysis for identification
of b jets performs differently on data and simulation. The scaling factors are used in the creation
of the event weights, along with the efficiencies of the b-tagger. These scale factors are varied by
one standard deviation in each direction by their uncertainty to obtain new event weights and the
ensemble testing procedure is repeated. The weight distributions for each uncertainty variation is
shown in Figure 7.34 (left). Ensemble tests are performed for the mt = 172.5 GeV sample, with
a mixture of signal and background events in the same fractions as used in the final calibration
curve. The resultant uncertainty is -0.056 GeV and -0.065 GeV for the up and down variations
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Figure 7.34: The event weight distributions for b-tagging efficiency based on the b-tag scale factor SFb
(left), and the distributions for the light jet mistag probability rate based on the scale factors SFlight and
SFcharm (right). The nominal distribution of weights is shown as the green curve, along with its
uncertainty distribution varied by one standard deviation upwards (red curve) and downwards (blue
curve).
There is also a non-zero chance that the CSV b-tagging algorithm may also mistake light jets
for b jets. Since the probability of mistagging is proportional to the pT of the light jet, this
systematic is treated as dependent on the top mass. Uncertainties on the light jet scale factors
SFcharm, and SFlight, are varied by one standard deviation in each direction by their uncertainty
to obtain a weight distribution for the misidentification rate. Since the event selection requires
a maximum of two tagged b jets, events with misidentified light jets will only pass selection if
one or more of the b jets is untagged. Therefore, the resultant systematic uncertainty multiplies
the misidentification weight distribution by the nominal b tag efficiency weights. The resultant
weight distributions for each uncertainty variation is shown in Figure 7.34 (right), with a double-
peak structure as a consequence of the multiplication. The calibration curve for all mass points
are re-derived for each variant via ensemble testing, and the systematic is taken from the cali-
brated top mass, and then compared to the nominal case. The resultant uncertainty is -0.051 GeV
and -0.077 GeV for the up and down variations respectively.
7.4.2.4 Pile-up
The amount of pile-up in CMS is measured by the number of primary vertices per event, the
measurement of which contains some inherent uncertainty. The uncertainty due to the amount of
pile-up per event is determined by weights obtained by the differences in the distributions where
the number of primary vertices per event has been varied up and down by one standard deviation.
These distributions are shown in Figure 7.35. Ensemble testing procedure is repeated with these
weights for the mt = 172.5 GeV sample, with a mixture of signal and background events in the
same fractions as used in the final calibration curve. The resultant uncertainty is -0.038 GeV and
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-0.077 GeV for the up and down variations respectively.
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Figure 7.35: The nominal distribution for the number of primary vertices observed in collision data per
event (green curve), along with its uncertainty distribution varied by one standard deviation upwards (red
curve) and downwards (blue curve). The systematic variations are divided by the nominal histogram to
obtain the event weight for that variation.
7.4.3 Uncertainties from process modelling
7.4.3.1 Colour Reconnection
The systematic uncertainty due to colour reconnection from the beam fragments (see Section 4.1),
is evaluated by means of two simulated top quark samples showered with PYTHIA, where the
colour reconnection is turned on and off in the Perugia 2011 tune [50]. This tune incorporates
updated parameters on various physics and shower modelling based upon minimum-bias and
underlying event data taken at centre-of-mass energies 900 GeV and 7 TeV in the early days
of LHC operation. The likelihoods are calculated for both of these variations on the tune and
ensemble testing is repeated on the mt = 172.5 GeV sample, from a mixture of both tt¯ → µ
and tt¯ → other events. The difference in the extracted top mass for the two tunes is quoted as
the systematic uncertainty for both the up and down variations: +0.406 GeV and -0.406 GeV
respectively.
7.4.3.2 Underlying Event
To account for uncertainties in the modelling of the underlying event (see Section 4.1), events are
simulated with variations to the same Perugia 2011 tune as used for the evaluation of colour re-
connection. The two variations are the mpiHi and Tevatron parametrisations [101], representing
the up and down variations respectively. Likelihoods are calculated for each of these variations,
and ensemble testing is repeated on the mt = 172.5 GeV sample, from a mixture of both tt¯→ µ
and tt¯→ other events. The results of these ensemble tests are compared with the results from the
nominal Perugia 2011 tune, yielding +0.223 GeV and -0.031 GeV for the up and down variations
respectively.
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7.4.3.3 ME-PS Matching
In event simulation, the matching between jets generated from the matrix element and jets in the
parton shower with the MLM algorithm (see Section 4.1) is based on a momentum scale cut-off
qcut for addition jets in the parton shower. To model the systematic uncertainty as a result of the
choice of this parameter, the nominal qcut of 20 GeV is varied up and down by a factor of two
and the generated events are re-simulated. Likelihoods are then calculated for each systematic
variant, and the ensemble testing is repeated on the mt = 172.5 GeV sample, from a mixture of
both tt¯ → µ and tt¯ → other events. The two variations are then compared to the nominal, to
yield an uncertainty of -0.169 GeV and +0.127 GeV for up and down respectively.
7.4.3.4 Factorisation Scale (Q2)
The renormalisation and factorisation scale (see Subsection 2.2.2) used in the generation of sim-
ulated events is assumed to be [102]:
Q2 = m2t +
∑
partons
p2T . (7.1)
Since the variation of this scale can lead in the generation of additional partons being radiated
in the simulation process, the uncertainty in the choice of this scale must be propagated through
to the final measurement. The systematic is determined by first adjusting the scale variant by
Q2/4 and 4Q2 in both the matrix element and shower steps of the simulation. The likelihoods for
each sample variant are calculated and the ensemble testing is repeated on the mt = 172.5 GeV
sample, from a mixture of both tt¯→ µ and tt¯→ other events, and then compared to the sample
with nominal Q2. The resultant uncertainty is -0.119 GeV and +0.113 GeV for the up and down
variations respectively.
7.4.3.5 Parton Distribution Function
The uncertainty due to the parton distribution function used in this analysis is evaluated using the
Hessian Method [103]. The Hessian Method constructs an error matrix from the χ2 of the fit to
data for a given PDF. This matrix is then diagonalised to yield N eigenvectors. Each eigenvector
is then varied up and down by one standard deviation. The total systematic is then evaluated by
use of the "Master Equation" [104] on each up/down variation:
∆mt(up) =
√√√√i=1∑
N
[max(X+i −X0, X−i −X0, 0)]2,
∆mt(down) =
√√√√i=1∑
N
[max(X0 −X+i , X0 −X−i , 0)]2,
where X0 is the central value of the PDF set, and X+i , X
−
i are the i
th components of the eigen-
vector varied in the upwards and downwards directions respectively. This analysis reweights the
PDF set used in generation (CTEQ6l1) to the CT10 NNLO PDF set [105] with N=25 eigen-
vectors. Events are reweighted according to each variation and then its uncertainty is evalu-
ated via ensemble testing. The combined weight distribution from all eigenvectors for every
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event is shown in Figure 7.36. Use of the Master Equation yields ∆mt(up) = +0.099 and
∆mt(down) = −0.061.
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Figure 7.36: The event weight distribution for the CT10 NNLO PDF set for all 25 eigenvectors in an event.
The offset peak is caused by the reweighting from CTEQ6l1.
7.4.3.6 b-fragmentation
The Z2* tune within PYTHIA, used to model the parton shower in the simulated events in this
analysis, do not accurately describe fragmentation of the b quark observed in LEP data [106].
To account for this, weights were provided based on the differences in distributions of xB =
EB/Ebeam (where B is a weakly decaying B hadron), for the two tunes Z2* and Z2*rbLEP.
These weights were used in ensemble testing for themt = 172.5 GeV sample, from a mixture of
signal and background events in the same fractions as used in the final calibration curve, and the
results compared to the nominal case. The systematic uncertainty was found to be -0.031 GeV.
This will be applied in both directions as +0.031 GeV and -0.031 GeV for the up and down
variations respectively.
7.4.3.7 Generator modelling
The events used in this analysis were made with the matrix element generator MADGRAPH, and
the parton shower modeller PYTHIA. These need to be compared with alternative matrix element
generators and parton shower modellers in order to ascertain the effect this particular choice
has on the analysis. To assess the systematic due to the matrix element, the results from the
ensemble tests made with the nominal MADGRAPH/PYTHIA combination were compared with
the results of the ensemble tests made with POWHEG/PYTHIA. The showering systematic was
then evaluated from the difference in results of the ensemble tests between POWHEG/PYTHIA
and POWHEG/HERWIG. In all cases, the systematics were evaluated at the generated top quark
mass of mt = 172.5 GeV, with likelihoods recalculated in MADWEIGHT. The systematic due to
the matrix element and parton shower was found to be -0.858 GeV, and -0.174 GeV respectively.
114 CHAPTER 7
genJet
T
/pB hadron
T
p
0 0.2 0.4 0.6 0.8 1 1.20
0.01
0.02
0.03
0.04
0.05
0.06
0.07 Pythia6, Z2*
Pythia6, Z2*rbLEP
Figure 7.37: The pB hadronT /p
genJet
T distributions for the tunes Z2* and Z2*rbLEP used in the calculation of
the weights needed for the b-fragmentation systematic (from Reference [106]).
7.4.4 JES Dependence
With the decision to measure the top quark mass without the JES as a free parameter in a two-
dimensional extraction, the JES becomes a separate systematic on its own. Since the analysis
relies heavily on the energies within the jets in the reconstruction of the top mass, in particular
through the use of the jet transfer function, this systematic is expected to be very large. The
total JES systematic is categorised into five groups; the "In-situ correlation" group, the "flavour
correlation" group, the "inter-calibration" group, the "pile-up pT uncertainty" group, and the b-
JES. Each of these groups contains a number of sources, which adjust the scale of the jet energies
before the event selection, based on a number of parameters, such as pT , η, and various pile-up
conditions. Each of these sources has an up/down variant corresponding to a ±1σ variation
for that uncertainty. Each up/down variant produces a sample of events where likelihoods are
recalculated, with the exception of the uncorrelated group, where the individual variations are
added in quadrature before selection to produce a single sample. The uncertainty for group is
then determined via ensemble testing with a combination of tt¯ and tt¯ → other events, and then
either added linearly or in quadrature with the other sources in the group. A summary of each
group follows:
• In-situ correlation: AbsoluteMPFBias
• Flavour correlation: FlavourPureCharm, FlavourPureQuark. All variations are added
linearly after ensemble testing.
• Inter-calibration: RelativeFSR
• Uncorrelated Group: AbsoluteStat, AbsoluteScale, HighPtExtra, SinglePionECAL, Sin-
glePionHCAL, Time, RelativeJEREC1, RelativeJEREC2, RelativeJERHF, RelativePtBB,
RelativePtEC1, RelativePtEC2, RelativePtHF, RelativeStatEC2, RelativeStatHF, PileUp-
DataMC, PileUpBias. All variations are added in quadrature before event selection, to
create a single group for the recalculation of likelihoods within MADWEIGHT.
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• Pile-up pT Group: PileUpPtBB, PileUpPtEC, PileUpPtHF All variations are added in
quadrature after ensemble testing.
• b-JES: FlavourPureBottom
The systematic results for all sources are shown for each variant (up/down) [GeV] below:
• In-situ correlation: AbsoluteMPFBias (-0.163/-0.154)
• Flavour correlation: FlavourPureCharm (-0.194/-0.167), FlavourPureQuark (-0.421/-
0.409), FlavourPureGluon (-0.565/-0.218), Total (w/o gluons): (-0.615/-0.576), Total
(w/ gluons): (-1.180/-0.794)
• Inter-calibration: RelativeFSR (-0.405/-0.490)
• Uncorrelated Group: Uncorrelated Group (0.399/-1.284)
• Pile-up pT Group: PileUpPtBB (-0.543/-0.413), PileUpPtEC (-0.261/-0.116), PileUp-
PtHF (-0.479/-0.467), Total: (-0.770/-0.634)
• b-JES: FlavourPureBottom (-0.687/-0.119)
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7.4.5 Summary of the systematic uncertainties
The individual contribution from each systematic group is shown in Table 7.3, an up/down varia-
tion is shown where applicable. The dominant sources of systematic uncertainty arise from those
categories relating to jets. Of note are the JER and JES systematics in particular, where they
each total approximately 0.5 GeV and 1.5 GeV for each up/down variant respectively. For the
JER, scale factors in Equation 4.2.5.4 were taken from 0.8fb−1 of dijet data, and at the time of
the freezing of the simulated samples for the analysis, they were up-to-date. The scale factors
have since been updated from 19.8fb−1 of dijet data [107], which reduces their uncertainties by
a notable margin. Simplifications in the analysis could have contributed to the large systematics
for all jet-related uncertainties, such as the decision to treat JES as a systematic, instead as an
extracted parameter.
Some of the individual sources to the JES uncertainty resulted in a larger than expected uncer-
tainty. In particular, the contribution due to the uncertainty in the gluon JES was much higher
than the other quark flavours, despite the selection of n = 4 jets (and therefore theoretically
reducing the contribution from gluon radiation in the tt¯ final state). A closer look at the quark
flavour content of the jets in the pool of selected events however reveals that gluons are indeed
contributing to the final state, especially in the 3rd- and 4th-leading jets (Figure 7.38). In addition,
due to the numerous JES uncertainty sources, the ensemble testing was repeated for all system-
atics assuming the same acceptance, as it was found that the adjustment to the selection for all of
the jet energy scale variations was < 2%, with the exception of the Uncorrelated Group. For this
case, the acceptance function shown in Figure 6.4 was redetermined for both the up and down
variations across the same number of mass points, and used in the ensemble testing. The rede-
termination of the acceptance for other systematics where the final number of selected events
differed from the nominal case was found to be unnecessary, as ensemble testing yielded the
same extracted mass as those from ensemble tests made with the nominal acceptance, within the
statistical error.
The calculation of the total systematic uncertainty for the measurement is done by adding in
quadrature all of the totals for each variation:
∆mt(up) =
√∑
< up variations >2
= 1.889 GeV
∆mt(down) =
√∑
< down variations >2
= 1.508 GeV
where the uncertainties for the parton shower (-0.174) and matrix element (-0.858) have been
arbitrarily added to the up and down variation groups respectively. The symmetrised result is
taken as half of the sum of the two variations.
7.4.5.1 A note on the top quark pT
Finally, an additional source of systematic uncertainty in the simulation is that of the top quark
pT , which was not included in Table 7.3 or the corresponding uncertainty total following a pre-
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Figure 7.38: From top left to bottom right; the fractional composition of jet types in simulated tt¯ events for
the leading and subsequent jets. No adjustments to the jet energy scale has been made.
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Calibrated result: mmeast = 171.850± 0.337[stat.] GeV
Variant Down [GeV] Up [GeV]
Method
Calibration +0.016 -0.016
Normalisation +0.060 +0.062
Acceptance +0.020 +0.096
Sample Composition -0.068 +0.098
Subtotal -0.094 +0.151
Detector
b-tag Efficiency -0.065 -0.056
Mistag Rate +0.077 +0.051
JER -0.503 +0.475
Lepton ID -0.065 -0.065
Pile-up -0.077 -0.038
Trigger Efficiency -0.005 -0.007
Subtotal -0.523 +0.487
Signal Modelling
Colour Reconnection -0.406 +0.406
Underlying Event -0.031 +0.223
ME-PS Matching +0.127 -0.169
Q2 Scale +0.113 -0.119
PDFs -0.061 +0.099
b Fragmentation -0.031 +0.031
Subtotal -0.447 +0.518
Generator Parton Shower -0.174Matrix Element -0.858
JES
In-Situ Group -0.154 -0.163
Inter-Calibration Group -0.490 -0.405
Pile-up pT Group -0.634 -0.770
Uncorrelated Group -1.157 +0.289
Flavour Group -0.576 -0.615
b-JES -0.119 -0.687
Subtotal -1.720 +1.675
Asymmetric: mmeast = 171.850± 0.337[stat.]+1.834−2.043 GeV
Symmetric: mmeast = 171.850± 0.337[stat.]±1.939[syst.] GeV
Table 7.3: Systematic uncertainties on the top quark mass measurement.
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scription detailed in [108]. This source of uncertainty arises from measurements on the differ-
ential top quark pair production cross sections at CMS, which revealed discrepancies between
the top quark pT distributions between simulation and collision data [109, 110]. While various
studies attempt to explain this with NNLO predictions [111], the event generators used in this
analysis are either LO or NLO. To account for this, simulated events are reweighted according
to the difference observed between data and simulation, and the ensemble testing procedure is
repeated for the mt = 172.5 GeV sample, with a mixture of signal and background events in
the same fractions as used in the final calibration curve. The distribution for these event weights
are shown in Figure 7.39. The resultant uncertainty is represented as a single systematic variant:
+0.103 GeV.
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Figure 7.39: The event weight distribution for top quark pT reweighting.
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Conclusion and outlook
8.1 Conclusion and outlook
The top quark mass has been measured based on data recorded by the CMS detector at the LHC.
The top quark mass was measured using a matrix element method, originally developed at DØ
in order to make maximal use of the low event statistics in recorded collision data coming from
the Tevatron. The method relies upon constructing a sample likelihood based on a convolution
of theoretical and detector based input settings from a pool of selected events for a range of
mass hypotheses. A parabolic function is fitted to the distribution of the negative logarithms of
the sample likelihoods and the minimum of this fit yields the measurement for the top quark
mass. Events were selected in order to achieve a high purity of signal tt¯(→ µ+jets) candidates,
allowing for a number of simplifications to be made to various components of the matrix element
method relating to the background. Achieving the high purity of signal events was aided by the
use of HITFIT, a kinematic fitter that was also developed at DØ. The method was first tested on
simulated events at the parton-level, and then with the same events with approximated detector
smearing, and finally on fully simulated events. The method was shown to satisfy closure tests at
every one of these steps. Data was compared with simulation in various kinematic distributions,
and was shown to have a very good agreement after the final selection. The selected number of
data events, based upon 19.8 fb−1 of recorded luminosity taken at
√
s = 8 TeV during 2012, was
10760. The measured top quark mass was found to be:
mt = 171.85± 0.33[stat.]± 1.94[syst.] GeV. (8.1)
The result has been compared with other results from various analyses in Figure 8.1. Here, the
totals for each channel has been compared alongside the CMS combination as of September
2014, along with the world and Tevatron combinations. The result from this analysis agrees with
both the CMS and world combinations within the total uncertainty, and is comparable to the two
CMS dilepton measurements, with total uncertainties 1.8 GeV and 1.6 GeV for the 2011 and
2012 analyses respectively. The measurement in this analysis however does not fare well with a
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comparison to the most recent lepton+jets results, with uncertainties±0.1[stat.]±0.7[syst.] GeV.
The higher statistical uncertainty in this analysis arises from the fact that only one decay channel
was studied, and the tighter event selection needed in order to ensure the approximations to the
method described in Chapter 6 remained valid.
Simplifications to the analysis, made in the interest of reducing the computational demand of
re-running likelihoods for each type of systematic, potentially led to the large total uncertainty
in the measurement. The largest sources of uncertainty related to the jets, likely caused by the
decision to treat the jet energy scale as a systematic, rather than a parameter to be fitted in situ
with the top mass. Since the majority of the kinematic information in the event comes from the
reconstruction of the jets, a slight shift in the scale or resolution of their energies could have
a dramatic result on the measurement. Because of this, it is recommended that future analyses
should be made where the jet energy scale is treated as a fit parameter. In addition, the numbers
used in the smearing of the jet energy resolutions described in Section 4.2.5 are now available
based on measurements with an increased amount of data, reducing their respective uncertain-
ties [107]. These numbers were not used due to the fact that the study was published after the
freezing of both the selection and the processing of the simulated samples for the analysis.
Further examination of Table 7.3 reveals which of those sources contributed most to the total.
One of the individual jet energy scale sources in particular had a surprisingly large uncertainty.
This was the uncertainty due to the jet energy scale of the gluon jets, which should have been
alleviated by the selection of only 4 jets (and therefore theoretically rejecting tt¯ events with
additional gluon radiation). An examination of the truth information on selected jets from the
simulation showed that this was not quite the case. Further improvement to the systematic un-
certainty due to this source could be made by reducing the gluon contribution in selection even
further, perhaps with the aid of additional requirements during b-tagging. The largest uncertainty
in the jet energy scale category however belonged to the Uncorrelated Group. Because of the
large number of sources contained in this group, the respective shifts that each source made to
the jet energy scale were added in quadrature before selection. This potentially caused an over-
estimation in the combined systematic uncertainty, and would have to be investigated further.
As described in Section 6.2.1, MADWEIGHT optimises the integration it has to perform for the
number of possible permutations in the final state among the jets. This optimisation is based on a
cut on the returned likelihood, which itself could be optimised in future studies. The computing
overhead could also be lessened by reducing the total number of possible permutations in the final
state by using the b-tagging information in the selection. This was not done in the final analysis
because it was found to bias the measurement. Further studies into why this was the case, as well
as any potential software updates to MADWEIGHT itself could alleviate this issue. Additional
relief on the computational demand might be made by a tighter event selection, yielding fewer
but better reconstructed events. This in turn would reduce the number of likelihoods needed to
be run, therefore potentially allowing for an in situ measurement of the JES, at the expense of
statistical accuracy. Given the large disparity between the statistical and systematic uncertainties
however, this might be an acceptable trade-off.
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Figure 8.1: Summary of eight CMS mt measurements and their combination (in red), along with the
combined Tevatron result and the world average as of September 2014 (from Reference [112]). The
measurement and uncertainty from this analysis has been included at the bottom (in green).
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A
List of Monte Carlo samples
A.1 List of samples
Table A.1 shows the simulated Standard Model processes used in this analysis with their associ-
ated cross sections.
Process σ (pb)
tt¯→ µ+ jets 35.13
tt¯→ other 199.07
t− s 3.79
t− t 56.4
t− tW 11.1
t¯− s 1.76
t¯− t 30.7
t¯− tW 11.1
W → 1jet 6663
W → 2jets 2159
W → 3jets 640
W → 4jets 264
Z → jets 3504
Table A.1: Simulated Standard Model processes and their associated cross sections.
All simulated samples and data were processed with CMSSW versions 5.3.18 or 5.3.20. No
noticeable differences to the selection or event kinematics were observed when updating to the
newer version.
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HITFIT settings
HITFIT uses a number of configuration parameters at initialisation. The first, hitfit_study.txt,
controls various settings to do with the jets, as well as links to the resolution functions, and the
main configuration.
[mass_studies]
# ------------------------------------------------
# maximum number of jets to be considered in the
# jet combinatorics (has to be >= 4, can be set to
# -1 if you want to take all)
# ------------------------------------------------
maxNJets = 4
#-------------------------------------------------
# maximum number of jet combinations finally
# written into the event, starting from the "best"
# (has to be >= 1, can be set to -1 if you want to
# take all)
#-------------------------------------------------
maxNComb = 24
# ------------------------------------------------
# option to use b-tagging
# ------------------------------------------------
bTagAlgo = combinedSecondaryVertexBJetTags
minBDiscBJets = 0.898 #CSVT working point
maxBDiscLightJets = 0.898
useBTagging = true
# ------------------------------------------------
# set mass values used in the constraints
# set mass to 0 for no constraint
# ------------------------------------------------
mW = 80.4
mTop = 0
# ------------------------------------------------
# specify jet correction level
# ------------------------------------------------
jetCorrectionLevel = "L3Absolute"
# ------------------------------------------------
# rescale jets
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# ------------------------------------------------
jes = 1.0
jesB = 1.0
The main HITFIT configuration controls the fit constraints, among various other parameters:
#
# @file RunHitFitConfiguration.txt
#
# @brief Example of input file to be used with RunHitFit class.
#
# @author Haryo Sumowidagdo <Suharyo.Sumowidagdo@cern.ch>
#
# @date Mon Aug 30 14:39:33 CEST 2010
#
# $Id: RunHitFitConfiguration.txt,v 1.1 2011/05/26 09:46:52 mseidel Exp $
#########################################################################
# Top_Fit parameters
#
# Minimum hadronic W mass allowed before fit
mwhad_min_cut = 0
# Maximum hadronic W mass allowed before fit
mwhad_max_cut = 10000
# Maximum difference in mass between leptonic
# and hadronic top quark mass allowed before fit
mtdiff_max_cut = 10000
# Maximum jet invariant mass cut allowed
jet_mass_cut = 10000
# Maximum number of solution to be keep
nkeep = 1680
# If true, solve neutrino pz by requiring the leptonic
# side and hadronic side to have equal mass
# If false, solve neutrino pz by requiring
# m(lepton,neutrino) = mW
solve_nu_tmass = false
# Fit ttH -> l+jets+bb
# Should always be set to FALSE
do_higgs_flag = false
# If true, print event after fit in Top_Fit fitter.
# If false, do not print event after fit in Top_Fit fitter.
# Should always be set to FALSE
print_event_flag = false
#########################################################################
# Constrained_Top parms
#
# Mass of the b-quark.
bmass = 4.7
# Require that the leptonic top and hadronic top to
# have equal mass after the fit.
equal_side = true
#########################################################################
# Fourvec_Constrainer parms.
#
# All the objects are fixed to constant masses for the fit.
# (These masses are attributes of the objects in the Fourvec_Event.)
# This is done by scaling either the 4-vector’s 3-momentum or energy,
# depending on the setting of this parameter.
# If TRUE: Keep E and rescale three-momentum.
# If FALSE: Keep three-momentum and rescale E.
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use_e = true
# Center-of-mass energy. Used to force a step cut
# if the fit goes into an unphysical region.
# Tevatron Run 1 : e_com = 1800
# Tevatron Run 2 : e_com = 1960
# LHC Run : e_com = 7000, 8000, 10000, 12000, 13000, 14000
e_com = 8000
# If this is true and the event does not have a neutrino,
# then the fit will be done without the overall transverse
# momentum constraint (and thus the missing Et information
# will be ignored). If the event does have a neutrino, this parameter
# is ignored.
ignore_met = false
#########################################################################
# Chisq_Constrainer parms.
#
# If true, print a trace of the fit to cout.
printfit = false
# If true, check the chisq formula by computing it directly from G.
# This requires that G_i be invertible.
use_G = false
# Convergence threshold for sum of constraints.
constraint_sum_eps = 0.01
# Convergence threshold for change in chisq.
chisq_diff_eps = 0.01
# Maximum number of iterations permitted.
maxit = 10000
# Maximum number of cut steps permitted.
maxcut = 20
# Fraction by which to cut steps.
cutsize = 0.5
# Smallest fractional cut step permitted.
min_tot_cutsize = 1e-10
# When use_G is true, the maximum relative difference
# permitted between the two chisq calculations.
chisq_test_eps = 1e-5
#########################################################################
# Base_Constrainer parms.
#
# If true, check the constraint gradient calculations by also
# doing them numerically.
test_gradient = false
# When test_gradient is true, step size to use for
# numeric differentiation.
test_step = 0.002
# When test_gradient is true, maximum relative difference permitted
# between returned and numerically calculated gradients.
test_eps = 0.035
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Resolution Parameters
bin C R N
0.0 ≤ |η| < 0.1 -0.0064591 0.0010150 0.0001231
0.1 ≤ |η| < 0.2 -0.0066561 0.0010601 0.0001330
0.2 ≤ |η| < 0.3 -0.0079009 0.0007777 0.0001461
0.3 ≤ |η| < 0.4 -0.0087333 0.0008213 0.0001419
0.4 ≤ |η| < 0.5 -0.0095488 0.0006907 0.0001365
0.5 ≤ |η| < 0.6 -0.0085435 0.0008127 0.0001559
0.6 ≤ |η| < 0.7 -0.0089620 0.0009839 0.0001357
0.7 ≤ |η| < 0.8 -0.0106021 0.0009423 0.0001376
0.8 ≤ |η| < 0.9 -0.0113679 0.0010574 0.0001402
0.9 ≤ |η| < 1.0 -0.0102958 0.0016579 0.0001589
1.0 ≤ |η| < 1.1 -0.0106596 0.0018893 0.0001428
1.1 ≤ |η| < 1.2 -0.0157800 0.0000008 0.0002091
1.2 ≤ |η| < 1.3 -0.0147129 0.0015982 0.0001262
1.3 ≤ |η| < 1.4 -0.0177302 0.0000002 0.0001950
1.4 ≤ |η| < 1.5 -0.0139043 0.0019111 0.0001440
1.5 ≤ |η| < 1.6 -0.0169490 0.0000004 0.0002152
1.6 ≤ |η| < 1.7 -0.0159568 0.0000000 0.0001896
1.7 ≤ |η| < 1.8 -0.0161142 0.0000006 0.0002265
1.8 ≤ |η| < 1.9 -0.0132560 0.0024541 0.0001805
1.9 ≤ |η| < 2.0 -0.0192603 0.0000000 0.0003608
2.0 ≤ |η| < 2.1 -0.0185734 0.0000086 0.0003889
Table B.1: Muon resolution parameters for Equation 5.2.6.1.
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Resolution Parameters
bin C R N
0.1 ≤ |η| < 0.2 0.0301536 1.0400983 4.0859623
0.2 ≤ |η| < 0.3 0.0351717 0.9344085 5.1758787
0.3 ≤ |η| < 0.3 0.0000002 1.1115271 3.1918092
0.3 ≤ |η| < 0.4 0.0109333 1.0665496 3.8119158
0.4 ≤ |η| < 0.5 0.0000012 1.0785656 3.7008919
0.5 ≤ |η| < 0.6 0.0000087 1.0332245 4.4985712
0.6 ≤ |η| < 0.7 0.0000008 1.0698196 3.4332194
0.7 ≤ |η| < 0.8 0.0000089 1.0418117 3.7582456
0.8 ≤ |η| < 0.9 0.0258158 1.0129058 4.6143325
0.9 ≤ |η| < 1.0 0.0000002 1.0569491 4.3990954
1.0 ≤ |η| < 1.0 0.0000007 1.0467933 4.3327277
1.0 ≤ |η| < 1.1 0.0200445 1.0227807 4.8311554
1.1 ≤ |η| < 1.2 0.0000072 1.0618716 4.7889984
1.2 ≤ |η| < 1.3 0.0000131 1.1599805 3.2867124
1.3 ≤ |η| < 1.4 0.0423873 0.9131824 5.7965311
1.4 ≤ |η| < 1.5 0.0175476 1.1942401 2.7735863
1.5 ≤ |η| < 1.6 0.0350734 1.0536675 5.2394280
1.6 ≤ |η| < 1.6 0.0000001 0.8733962 6.5263116
1.6 ≤ |η| < 1.7 0.0000010 0.8499133 6.2791884
1.7 ≤ |η| < 1.8 0.0000674 0.8516685 5.9834905
1.8 ≤ |η| < 1.9 0.0629578 0.5186734 6.2659769
1.9 ≤ |η| < 2.0 0.0000041 0.8317480 5.5201662
2.0 ≤ |η| < 2.2 0.0000030 0.7404611 6.2077052
2.2 ≤ |η| < 2.3 0.0429159 0.6705800 6.0748948
2.3 ≤ |η| < 2.5 0.0000044 0.6808852 6.6872208
Table B.2: b jet resolution parameters for Equation 5.2.6.1.
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Resolution Parameters
bin C R N
0.1 ≤ |η| < 0.2 0.0522282 1.0963008 0.0003938
0.2 ≤ |η| < 0.3 0.0500649 1.0943606 0.0011667
0.3 ≤ |η| < 0.3 0.0468126 1.0926515 0.0003195
0.3 ≤ |η| < 0.4 0.0422185 1.0934590 0.0001993
0.4 ≤ |η| < 0.5 0.0457314 1.0957947 0.0000889
0.5 ≤ |η| < 0.6 0.0390785 1.0958564 0.0002972
0.6 ≤ |η| < 0.7 0.0463172 1.0873420 0.0000330
0.7 ≤ |η| < 0.8 0.0432268 1.0951669 0.0000921
0.8 ≤ |η| < 0.9 0.0486335 1.0604886 0.6047445
0.9 ≤ |η| < 1.0 0.0432786 1.1116478 0.0003794
1.0 ≤ |η| < 1.0 0.0520726 1.0927815 0.0003268
1.0 ≤ |η| < 1.1 0.0793913 0.8422948 3.9503718
1.1 ≤ |η| < 1.2 0.0572457 1.1359796 0.0000206
1.2 ≤ |η| < 1.3 0.0335641 1.1861008 0.0001887
1.3 ≤ |η| < 1.4 0.0199005 1.2441185 0.0004854
1.4 ≤ |η| < 1.5 0.0000002 1.1595740 2.9860835
1.5 ≤ |η| < 1.6 0.0548260 1.1721283 0.0004322
1.6 ≤ |η| < 1.6 0.0000103 1.0260876 3.7080667
1.6 ≤ |η| < 1.7 0.0000078 1.0786299 2.8293796
1.7 ≤ |η| < 1.8 0.0232382 0.8419282 4.6769467
1.8 ≤ |η| < 1.9 0.0428637 0.9699944 0.0002350
1.9 ≤ |η| < 2.0 0.0493282 0.9707288 2.2383767
2.0 ≤ |η| < 2.2 0.0000107 1.0272089 1.3342771
2.2 ≤ |η| < 2.3 0.0841025 0.5483953 4.2945710
2.3 ≤ |η| < 2.5 0.0000123 0.9520769 4.1680710
Table B.3: udsc jet resolution parameters for Equation 5.2.6.1.
C
MADWEIGHT settings
The various MADWEIGHT cards control various integration settings, mass hypotheses spacing,
and parameters relating to the masses of the particles, and collision beams. The MADWEIGHT
template card was the most often changed configuration between simulation tests, with the rest of
the cards remaining unchanged throughout the entire analysis. Among other things, this template
card sets the mass hypothesis spacing, which changed according to what mass was used as input
during simulation.
##########################################################################
## ##
## MadWeight ##
## ============= ##
## ##
## Run control ##
## ----------- ##
## ##
## ##
## Author: Shannon Crucy (UGent) ##
## ##
## Version: 5.0.0 ##
## Last change: 29/04/14 ##
## ##
##########################################################################
## ##
## This Card defines all specific parameters of Madweight ##
## ##
##########################################################################
#*************************************************************************
## select run options ##
#*************************************************************************
Block MW_Run
# TAG VALUE UTILITY
name Results # name for the run
nb_exp_events NEVENTS # number of experimental events to consider
MW_int_points 5000 # number of points in MadWeight integration for survey
MW_int_refine 25000 # number of points in MadWeight integration for refine
precision 0.005 # stops computation if precision is reached.
nb_event_by_node 1 # one job submission compute the weight for N events
log_level weight # from low level of log to extensive log:
# weight, permutation, channel, full
use_cut F # use the cut defined in run_card.dat
bw_cut F # use the BW cut
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nwa 0.1 # width below narrow width approximation is used.
isr 0 # isr=0 : ignore ISR effect
# isr=1 : correct kinematic based on reconstructed Pt(isr)
inputfile ’./Events/input.lhco’ # path to the input file (in lhco format)
pretrained F #TENTATIVE: turns off pretraining of TF
#*************************************************************************#
# define the different param_card’s ##
#*************************************************************************
Block MW_parameter
# TAG VALUE UTILITY
mode 1 # type of input
# 0 : inputs are read from the cards: param_card_1.dat, param_card_2.dat,...
# 1 : redefines some values from param_card.dat according to the form below
# 2 : same but the value for different parameters are modified simultaneously
#
# # first parameter #
11 mass # Block of the parameter to change
12 6 # id of the parameter to change
13 160.0 # here you can enter the different values:
13 164.0 # add a new line with tag 13 to introduce a new value
13 168.0 # Center mass hypothesis around a value 3.5 GeV higher
13 172.0 # then the true top mass (the example here is for 172.5)
13 176.0
13 180.0
13 184.0
#
# # second parameter #
# use same syntax for parameters 3,4,...
#*************************************************************************
## Permutations ##
#*************************************************************************
Block MW_perm
# TAG VALUE UTILITY
permutation T # make permutation
bjet_is_jet T # consider permutation between b-jets and light jets
montecarlo T # Monte-Carlo over permutation (Huge speed up if many permutation)
preselect ’default’ # How to pre-select the correct permutation set.
# put ’None’ if no pre-selection to perform.
# You can set the path to a fortran file defining the require function
# See file SubProcesses/permutation_weight_default.dat for
# instructions.
min_perm_cut 5e-4 # Cut for discarding permutation on the preselected method
#*************************************************************************
## Phase-Space Integration mapping ##
#*************************************************************************
Block MW_gen
force_nwa 2 # Only consider the change of variable alligning particles
# with width smaller than this value. This speed up the code
# but can lead to zero weight for background event where the
# kinematic doesn’t agree with the associated mass.
# if "mw_run nwa" parameter is bigger than this value, that
# value is used for this parameter automatically.
The configuration card run_card.dat specifies beam energy as well as other parameters specific
to the hard scatter process.
#*********************************************************************
# MadGraph/MadEvent *
# http://madgraph.hep.uiuc.edu *
# *
# run_card.dat *
# *
# This file is used to set the parameters of the run. *
# *
# Some notation/conventions: *
# *
# Lines starting with a ’# ’ are info or comments *
# *
# mind the format: value = variable ! comment *
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#*********************************************************************
#
#*******************
# Running parameters
#*******************
#
#*********************************************************************
# Tag name for the run (one word) *
#*********************************************************************
’’ = run_tag ! name of the run. overwritten by the MW card
#*********************************************************************
# Run to generate the grid pack *
#*********************************************************************
.false. = gridpack !True = setting up the grid pack
#*********************************************************************
# Number of events and rnd seed *
#*********************************************************************
0 = iseed ! rnd seed
#*********************************************************************
# Collider type and energy *
#*********************************************************************
1 = lpp1 ! beam 1 type (0=NO PDF)
1 = lpp2 ! beam 2 type (0=NO PDF)
4000 = ebeam1 ! beam 1 energy in GeV
4000 = ebeam2 ! beam 2 energy in GeV
#*********************************************************************
# Beam polarization from -100 (left-handed) to 100 (right-handed) *
#*********************************************************************
0 = polbeam1 ! beam polarization for beam 1
0 = polbeam2 ! beam polarization for beam 2
#*********************************************************************
# PDF CHOICE: this automatically fixes also alpha_s and its evol. *
#*********************************************************************
’cteq6l1’ = pdlabel ! PDF set
#*********************************************************************
# Renormalization and factorization scales *
#*********************************************************************
T = fixed_ren_scale ! if .true. use fixed ren scale (false is beta)
T = fixed_fac_scale ! if .true. use fixed fac scale (false is beta)
91.1880 = scale ! fixed ren scale
91.1880 = dsqrt_q2fact1 ! fixed fact scale for pdf1
91.1880 = dsqrt_q2fact2 ! fixed fact scale for pdf2
1 = scalefact ! scale factor for event-by-event scales
#*********************************************************************
# Matching - Warning! ickkw > 1 is still beta
#*********************************************************************
0 = ickkw ! 0 no matching, 1 MLM, 2 CKKW matching
1 = highestmult ! for ickkw=2, highest mult group
1 = ktscheme ! for ickkw=1, 1 Durham kT, 2 Pythia pTE
1 = alpsfact ! scale factor for QCD emission vx
F = chcluster ! cluster only according to channel diag
F = pdfwgt ! for ickkw=1, perform pdf reweighting
#*********************************************************************
#
#**********************************
# BW cutoff (M+/-bwcutoff*Gamma)
#**********************************
40 = bwcutoff ! desactivate by default in the MadWeight_card
#*******************
# Standard Cuts ! desactivate by default in the MadWeight_card
#*******************
#
#*********************************************************************
# Minimum and maximum pt’s *
#*********************************************************************
0 = ptj ! minimum pt for the jets
0 = ptb ! minimum pt for the b
0 = pta ! minimum pt for the photons
0 = ptl ! minimum pt for the charged leptons
0 = misset ! minimum missing Et (sum of neutrino’s momenta)
0 = ptheavy ! minimum pt for one heavy final state
1.0 = ptonium ! minimum pt for the quarkonium states
1d5 = ptjmax ! maximum pt for the jets
1d5 = ptbmax ! maximum pt for the b
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1d5 = ptamax ! maximum pt for the photons
1d5 = ptlmax ! maximum pt for the charged leptons
1d5 = missetmax ! maximum missing Et (sum of neutrino’s momenta)
#*********************************************************************
# Minimum and maximum E’s (in the lab frame) *
#*********************************************************************
0 = ej ! minimum E for the jets
0 = eb ! minimum E for the b
0 = ea ! minimum E for the photons
0 = el ! minimum E for the charged leptons
1d5 = ejmax ! maximum E for the jets
1d5 = ebmax ! maximum E for the b
1d5 = eamax ! maximum E for the photons
1d5 = elmax ! maximum E for the charged leptons
#*********************************************************************
# Maximum and minimum rapidity *
#*********************************************************************
1d2 = etaj ! max rap for the jets
1d2 = etab ! max rap for the b
1d2 = etaa ! max rap for the photons
1d2 = etal ! max rap for the charged leptons
1d2 = etaonium ! max rap for the quarkonium states
0d0 = etajmin ! min rap for the jets
0d0 = etabmin ! min rap for the b
0d0 = etaamin ! min rap for the photons
0d0 = etalmin ! main rap for the charged leptons
#*********************************************************************
# Minimum and maximum DeltaR distance *
#*********************************************************************
0. = drjj ! min distance between jets
0 = drbb ! min distance between b’s
0. = drll ! min distance between leptons
0. = draa ! min distance between gammas
0 = drbj ! min distance between b and jet
0. = draj ! min distance between gamma and jet
0. = drjl ! min distance between jet and lepton
0 = drab ! min distance between gamma and b
0 = drbl ! min distance between b and lepton
0. = dral ! min distance between gamma and lepton
1d2 = drjjmax ! max distance between jets
1d2 = drbbmax ! max distance between b’s
1d2 = drllmax ! max distance between leptons
1d2 = draamax ! max distance between gammas
1d2 = drbjmax ! max distance between b and jet
1d2 = drajmax ! max distance between gamma and jet
1d2 = drjlmax ! max distance between jet and lepton
1d2 = drabmax ! max distance between gamma and b
1d2 = drblmax ! max distance between b and lepton
1d2 = dralmax ! maxdistance between gamma and lepton
#*********************************************************************
# Minimum and maximum invariant mass for pairs *
#*********************************************************************
0 = mmjj ! min invariant mass of a jet pair
0 = mmbb ! min invariant mass of a b pair
0 = mmaa ! min invariant mass of gamma gamma pair
0 = mmll ! min invariant mass of l+l- (same flavour) lepton pair
1d5 = mmjjmax ! max invariant mass of a jet pair
1d5 = mmbbmax ! max invariant mass of a b pair
1d5 = mmaamax ! max invariant mass of gamma gamma pair
1d5 = mmllmax ! max invariant mass of l+l- (same flavour) lepton pair
#*********************************************************************
# Minimum and maximum invariant mass for all letpons *
#*********************************************************************
0 = mmnl ! min invariant mass for all letpons (l+- and vl)
1d5 = mmnlmax ! max invariant mass for all letpons (l+- and vl)
#*********************************************************************
# Inclusive cuts *
#*********************************************************************
0 = xptj ! minimum pt for at least one jet
0 = xptb ! minimum pt for at least one b
0 = xpta ! minimum pt for at least one photon
0 = xptl ! minimum pt for at least one charged lepton
#*********************************************************************
# Control the pt’s of the jets sorted by pt *
MADWEIGHT SETTINGS 147
#*********************************************************************
0 = ptj1min ! minimum pt for the leading jet in pt
0 = ptj2min ! minimum pt for the second jet in pt
0 = ptj3min ! minimum pt for the third jet in pt
0 = ptj4min ! minimum pt for the fourth jet in pt
1d5 = ptj1max ! maximum pt for the leading jet in pt
1d5 = ptj2max ! maximum pt for the second jet in pt
1d5 = ptj3max ! maximum pt for the third jet in pt
1d5 = ptj4max ! maximum pt for the fourth jet in pt
0 = cutuse ! reject event if fails any (0) / all (1) jet pt cuts
#*********************************************************************
# Control the Ht(k)=Sum of k leading jets *
#*********************************************************************
0 = htjmin ! minimum jet HT=Sum(jet pt)
1d5 = htjmax ! maximum jet HT=Sum(jet pt)
0 = ht2min ! minimum Ht for the two leading jets
0 = ht3min ! minimum Ht for the three leading jets
0 = ht4min ! minimum Ht for the four leading jets
1d5 = ht2max ! maximum Ht for the two leading jets
1d5 = ht3max ! maximum Ht for the three leading jets
1d5 = ht4max ! maximum Ht for the four leading jets
#*********************************************************************
# WBF cuts *
#*********************************************************************
0 = xetamin ! minimum rapidity for two jets in the WBF case
0 = deltaeta ! minimum rapidity for two jets in the WBF case
#*********************************************************************
# maximal pdg code for quark to be considered as a jet *
# otherwise b cuts are applied *
#*********************************************************************
4 = maxjetflavor
#*********************************************************************
# Jet measure cuts *
#*********************************************************************
0 = xqcut ! minimum kt jet measure between partons
#*********************************************************************
Finally, a total of two cards, each named proc_card.dat, defines each tt¯ subprocess (with a
muon or anti-muon the final state). Likelihoods in MADWEIGHT were calculated on events that
were split according to the sign on the selected muon inside the event, with each pool generating
likelihoods assuming one of the tt¯ subprocesses.
#************************************************************
#* MadGraph5_aMC@NLO *
#* *
#* * * *
#* * * * * *
#* * * * * 5 * * * * *
#* * * * * *
#* * * *
#* *
#* *
#* VERSION 2.1.0 2014-02-21 *
#* *
#* The MadGraph5_aMC@NLO Development Team - Find us at *
#* https://server06.fynu.ucl.ac.be/projects/madgraph *
#* *
#************************************************************
#* *
#* Command File for MadGraph5_aMC@NLO *
#* *
#* run as ./bin/mg5_aMC filename *
#* *
#************************************************************
set group_subprocesses Auto
set ignore_six_quark_processes False
set gauge unitary
set complex_mass_scheme False
import model sm
define p = g u c d s u~ c~ d~ s~
define j = g u c d s u~ c~ d~ s~
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define l+ = e+ mu+
define l- = e- mu-
define vl = ve vm vt
define vl~ = ve~ vm~ vt~
generate p p > t t~, t > b j j, t~ > b~ mu- vm~
output madweight mwttbar_muon_minus
proc_card.dat (anti-muon ttbar subprocess)
#************************************************************
#* MadGraph5_aMC@NLO *
#* *
#* * * *
#* * * * * *
#* * * * * 5 * * * * *
#* * * * * *
#* * * *
#* *
#* *
#* VERSION 2.1.0 2014-02-21 *
#* *
#* The MadGraph5_aMC@NLO Development Team - Find us at *
#* https://server06.fynu.ucl.ac.be/projects/madgraph *
#* *
#************************************************************
#* *
#* Command File for MadGraph5_aMC@NLO *
#* *
#* run as ./bin/mg5_aMC filename *
#* *
#************************************************************
set group_subprocesses Auto
set ignore_six_quark_processes False
set gauge unitary
set complex_mass_scheme False
import model sm
define p = g u c d s u~ c~ d~ s~
define j = g u c d s u~ c~ d~ s~
define l+ = e+ mu+
define l- = e- mu-
define vl = ve vm vt
define vl~ = ve~ vm~ vt~
generate p p > t t~, t~ > b~ j j, t > b mu+ vm
output madweight mwttbar_muon_plus
