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a b s t r a c t
By using the method of upper and lower solutions and the monotone iterative technique,
we investigate boundary value problems for fractional differential equations with
nonlinear boundary conditions and deviating arguments. As an application, an example
is presented to illustrate the main results.
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1. Introduction
Differential equations of fractional order occur more frequently in different research areas and engineering, such as
physics, chemistry, aerodynamics, electrodynamics of complex medium, polymer rheology, control of dynamical systems,
etc. It is well known that fractional derivatives are generalizations for derivatives of integer order, and there are several
kinds of fractional derivatives, such as the Riemann–Liouville fractional derivative, Marchaud fractional derivative, Caputo
fractional derivative, etc. Since as cited in [1,2], there have appeared a number of works, especially in the theory of
viscoelasticity and in hereditary solidmechanics, where fractional derivatives are used to do a better description of material
properties.
In this paper, we shall study the following boundary value problems for fractional differential equations with nonlinear
boundary conditions and deviating arguments
Dqu(t) = f (t, u(t), u(α(t))), t ∈ J = (0, T ] (T > 0),
g(u(0),u(T )) = 0, (1.1)
where f ∈ C([0, T ] × R× R, R), g ∈ C(R× R, R), α ∈ C([0, T ], [0, T ]), u(0) = t1−qu(t)|t=0,u(T ) = t1−qu(t)|t=T , and Dqu
is the Riemann–Liouville fractional derivative of u and q is such that 0 < q < 1.
Differential equations with deviating arguments appear often in investigations connected with mathematical physics,
mechanics, engineering, economics and so on (see [3–5]). Recently, many people have paid more and more attention to the
existence of a solution to fractional differential equations, such as [6–31], and have gained a series of results, for example,
some basic theory for initial value problems of fractional differential equations involving the Riemann–Liouville differential
operator was discussed in [16–21]. However, the theory of boundary value problems for nonlinear fractional differential
equations is still in the initial stages. The recent surge in developing the theory of fractional differential equations has
motivated the present work.
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The monotone iterative technique, combined with the method of upper and lower solutions provides an effective
mechanism to prove constructive existence results for nonlinear differential equations, the advantage and importance of the
technique needs no special emphasis [32]. Very recently, by using the method of lower and upper solutions combined with
the monotone iterative technique, Lakshmikantham and Vatsala [19], Zhang [20] and Mcrae [21] successfully investigated
initial value problems for nonlinear fractional differential equations with no deviating arguments. The purpose of this
paper is to show that it can be applied successfully to nonlinear fractional differential equations with nonlinear boundary
conditions and deviating arguments. To the best of our knowledge, it is also the first paperwhen the abovemethod is applied
to problems (1.1).
We organize the rest of this paper as follows: in Section 2, we present some useful preliminaries. Then in Section 3, the
main result and proof are given. In Section 4, an example is presented to illustrate the main results.
2. Preliminaries
For the reader’s convenience, we present some necessary definitions from fractional calculus theory and Lemmas.
Definition 2.1. The Riemann–Liouville fractional derivative of order q for a function f (t) is defined by
Dqf (t) = 1
Γ (n− q)

d
dt
n  t
0
(t − s)n−q−1f (s)ds, n = [q] + 1,
provided the right hand side is pointwise defined on (0,∞).
Definition 2.2. The Riemann–Liouville fractional integral of order q is defined as
Iqf (t) = 1
Γ (q)
 t
0
(t − s)q−1f (s)ds, q > 0,
provided the integral exists.
Let C1−q([0, T ]) = {u ∈ C(0, T ]; t1−qu ∈ C[0, T ]}, M ∈ C(J, R+) andM = supt∈J M(t).
Definition 2.3. Let u: C1−q([0, T ])→ R be locally Hölder continuous. We say that u is called a lower solution of (1.1), if
Dqu(t) ≤ f (t, u(t), u(α(t))),
g(u(0),u(T )) ≤ 0,
and it is a upper solution of (1.1), if the above inequalities are reversed.
Lemma 2.4 ([18]). Let m: R+ → R be locally Hölder continuous such that for any t1 ∈ (0,∞). We have
m(t1) = 0 and m(t) ≤ 0 for 0 ≤ t ≤ t1.
Then it follows that
Dqm(t1) ≥ 0.
Lemma 2.5. Let p: C1−q([0, T ])→ R be locally Hölder continuous, and p satisfies
Dqp ≥ −M(t)p(t),
t1−qp(t)|t=0 ≥ 0. (2.1)
If
MT qΓ (1− q) < 1, (2.2)
then, p(t) ≥ 0, ∀t ∈ J .
Proof. Let pε(t) = p(t)+ ε, ∀ε > 0, t ∈ J . Then
Dqpε(t) = Dqp(t)+ Dqε
≥ −M(t)p(t)+ ε
tqΓ (1− q)
≥ −M(t)pε(t)−M(t)ε + εT qΓ (1− q)
> −M(t)pε(t), t ∈ J.
t1−qpε(t)|t=0 = t1−qp(t)|t=0 + t1−qε > 0.
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Next, we prove that pε(t) > 0,∀t ∈ J . Assume that pε(t) > 0,∀t ∈ J is not true. Then, by t1−qpε(t)|t=0 > 0, it follows
that there exists a t1 ∈ (0, T ] such that pε(t1) = 0 and pε(t) > 0, t ∈ (0, t1). Let m(t) = −pε(t), by Lemma 2.4, we
have Dqm(t1) ≥ 0. So, we have Dqpε(t1) ≤ 0, i.e. − M(t1)pε(t1) < 0, which implies pε(t1) > 0. It is a contradiction.
So we have pε(t) > 0,∀t ∈ J is true. That is p(t) + ε > 0,∀t ∈ J . By the arbitrariness of ε, we can get p(t) ≥ 0,
∀t ∈ J . 
Consider the linear equation:
Dqu = σ(t)−M(t)u(t),u(0) = t1−qu(t)|t=0 = r, (2.3)
where σ ∈ C1−q([0, T ]), r ∈ R.
Definition 2.6. Let u: C1−q([0, T ])→ R be locally Hölder continuous. We say that u is called a lower solution of (2.3) if
Dqu ≤ σ(t)−M(t)u(t),u(0) = t1−qu(t)|t=0 ≤ r,
and it is an upper solution of (2.3) if the above inequalities are reverted.
Let ∥u∥C = supt∈J |u(t)|. We have the following lemma:
Lemma 2.7. Let u0, v0: C1−q([0, T ])→ R be locally Hölder continuous and (2.2) holds. In addition assume that u0, v0 are lower
and upper solutions of (2.3), respectively, and u0(t) ≤ v0(t),∀t ∈ J . Then the linear equation (2.3) has a unique solution
w ∈ [u0, v0] on J.
Proof. Firstly, we prove that ifw is a solution of (2.3), then u0 ≤ w ≤ v0. Let p = w − u0, we can get
Dqp ≥ −M(t)p(t),
t1−qp(t)|t=0 ≥ 0.
By Lemma 2.5, we have that
p(t) ≥ 0, ∀t ∈ J.
That isw ≥ u0. Similarly, put q = v0 − w, we showw ≤ v0. Therefore,w ∈ [u0, v0].
Next, we show that (2.3) has a unique solution.
Eq. (2.3) is equivalent to the following integral equation
u(t) = rtq−1 + 1
Γ (q)
 t
0
(t − s)q−1[σ(s)−M(s)u(s)]ds, ∀t ∈ J.
Let
Au(t) = rtq−1 + 1
Γ (q)
 t
0
(t − s)q−1[σ(s)−M(s)u(s)]ds, ∀t ∈ J.
For any u, v: C1−q([0, T ])→ R, we have
∥Au(t)− Av(t)∥ ≤ M
Γ (q)
 t
0
(t − s)q−1ds∥u− v∥C
≤ MT
q
Γ (q)
∥u− v∥C < 1qΓ (q)Γ (1− q)∥u− v∥C
= sin qπ
qπ
∥u− v∥C < ∥u− v∥C .
So
∥Au− Av∥C < ∥u− v∥C .
By the Banach fixed point theorem, the operator A has a unique fixed point. That is, (2.3) has a unique solution. 
2428 G. Wang / Journal of Computational and Applied Mathematics 236 (2012) 2425–2430
3. Main results
Theorem 3.1. Let u0, v0: C1−q([0, T ])→ R be locally Hölder continuous. In addition assume that
(H1) u0, v0 be lower and upper solutions of (1.1), respectively.
(H2) The function f satisfies
f (t, u, v)− f (t, u, v) ≥ −M(t)(u− u), for u0 ≤ u ≤ u ≤ v0, u0 ≤ v ≤ v ≤ v0,
where M ∈ C(J, (0,+∞)) satisfies (2.2).
(H3) The function g satisfies
g(u, v)− g(u, v) ≤ u− u,
foru0(0) ≤ u ≤ u ≤v0(0),u0(T ) ≤ v ≤ v ≤v0(T ).
Then there exist monotone iterative sequences {un}, {vn}, which converge uniformly on J to the extremal solutions of (1.1) in
[u0, v0].
Proof. For any h ∈ [u0, v0], we consider the linear problem:
Dqu = σh(t)−M(t)u(t),u(0) = t1−qu(t)|t=0 = r, (3.1)
where σh(t) = f (t, h(t), h(α(t)))+M(t)h(t), r =h(0)− g(h(0),h(T )), h(0) = t1−qh(0),h(T ) = t1−qh(T ).
Since u0, v0 are lower and upper solutions of (1.1), by (H2) and (H3), we can obtain
Dqu0 ≤ f (t, u0(t), u0(α(t)))
≤ f (t, h(t), h(α(t)))+M(t)h(t)−M(t)u0(t)
= σh(t)−M(t)u0(t),
t1−qu0(t)|t=0 ≤h(0)− g(h(0),h(τ ))+ g(u0(0), u0(τ ))
≤h(0)− g(h(0),h(τ )) = r,
and 
Dqv0 ≥ f (t, v0(t), v0(α(t)))
≥ f (t, h(t), h(α(t)))+M(t)h(t)−M(t)v0(t)
= σh(t)−M(t)v0(t),
t1−qv0(t)|t=0 ≥h(0)− g(h(0),h(τ ))+ g(v0(0), v0(τ ))
≥h(0)− g(h(0),h(τ )) = r.
Therefore, u0, v0 are lower and upper solutions of (3.1). By Lemma 2.7, we know that (3.1) has a unique solution
w ∈ [u0, v0]. Denote an operator A: [u0, v0] → [u0, v0] by u = Ah.
Next, we prove A is nondecreasing. Let h1, h2 ∈ [u0, v0], such that h1 ≤ h2. Setting p = u2 − u1, u1 = Ah1, u2 = Ah2, by
(H2) and (H3), we obtain
Dqp(t) = f (t, h2(t), h2(α(t)))+M(t)h2(t)−M(t)u2(t)− f (t, h1(t), h1(α(t)))
−M(t)h1(t)+M(t)u1(t)
≥ −M(t)(h2(t)− h1(t))+M(t)h2(t)−M(t)h1(t)−M(t)(u2(t)− u1(t))
= −M(t)p(t),
t1−qp(t)|t=0 = h2(0)− g(h2(0), h2(τ ))− h1(0)+ g(h1(0), h1(τ ))
≥ h2(0)− h1(0)− (h2(0)− h1(0)) = 0
By Lemma 2.5, we know p(t) ≥ 0,∀t ∈ J . That is, A is nondecreasing.
Now, let un = Aun−1, vn = Avn−1, n = 1, 2, . . ., then we have
u0 ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0, n = 1, 2, . . . . (3.2)
Using the standard arguments, it is easy to show {un} and {vn} are uniformly bounded and equicontinuous in [u0, v0]. By the
Arzela–Ascoli theorem, we have
lim
n→∞ un(t) = u
∗(t), lim
n→∞ vn(t) = v
∗(t)
uniformly on t ∈ J , and the limit functions u∗, v∗ satisfy (1.1). Moreover, u∗, v∗ ∈ [u0, v0].
Finally, we prove u∗ and v∗ are the extremal solutions of (1.1) in [u0, v0].
Letw ∈ [u0, v0] be any solution of (1.1). Then Aw = w. By u0 ≤ w ≤ v0 and the properties of A, we have
un ≤ w ≤ vn, n = 1, 2, . . . . (3.3)
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Thus, taking limit in (3.3) as n →+∞, we have u∗ ≤ w ≤ v∗. That is, u∗, v∗ are the extremal solutions of (1.1) in [u0, v0].
The proof of Theorem 3.1 is complete. 
4. Example
Consider the following problem:
Dqu(t) = t
−q
Γ (1− q) +
[t − u(t)]3
5(1+ t2)Γ (1− q) +
t2u2(t2)
Γ (2− q) ,
1
8
u(0)− 2u(0)u(1) = 0, (4.1)
here t ∈ J = [0, 1], α(t) = t2, Dq is the standard Riemann–Liouville fractional derivative of order 0 < q < 1.
Obviously,
f (t, u, v) = t
−q
Γ (1− q) +
(t − u)3
5(1+ t2)Γ (1− q) +
t2v2
Γ (2− q) ,
g(u, v) = 1
8
u− 2uv.
Take u0(t) = 0, v0(t) = 1 + t , it is not difficult to verify that u0, v0 be lower and upper solutions of (4.1), respectively,
and u0 ≤ v0. So, (H1) holds.
In addition, we have
f (t, u, v)− f (t, u, v) ≥ − 3
5(1+ t2)Γ (1− q) (u− u)
where u0 ≤ u ≤ u ≤ v0, u0 ≤ v ≤ v ≤ v0, and
g(u, v)− g(u, v) ≤ 1
8
(u− u) ≤ u− u
whereu0(0) ≤ u ≤ u ≤v0(0),u0(T ) ≤ v ≤ v ≤v0(T ).
ForM(t) = 3
5(1+t2)Γ (1−q) , we have
MT qΓ (1− q) = 3
5(1+ t2) < 1,
then conditions (H2) and (H3) hold. Therefore, (4.1) satisfies all conditions of Theorem 3.1. By Theorem 3.1, there exist
monotone iterative sequences {un}, {vn}, which converge uniformly on J to the extremal solutions of (4.1) in [u0, v0].
Remark 4.1. In the above example, q could be any constant which satisfies 0 < q < 1. For example, we can take q = 0.5.
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