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Abstract. This paper presents a new test of independence (linear and non-linear) among distributions based on the entropy of
Shannon. The main advantages of the presented approach are the fact that this measure does not need to assume any type of
theoretical probability distribution and has the ability to capture the linear and non-linear dependencies, without requiring the
specification of any kind of dependence model.
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1. Introduction
The notion of “independence”, “distance” and “divergence” between distributions has been central
in statistical inference and econometrics from the earliest stages. This is also evident in the work
of Kullback and Leibler, H. Jeffreys, H. Akaike, E. Shannon, Hartley, A. Renyi, E. Maasoumi, C.
Granger, H. White, A. Zellner and many others (see e.g. [1]). Some authors, such as Cover et al. [2] and
Maasoumi [1], moved by the “elegance” and the potential power of information theory, brought a new
way of interpretation and motivation for the research in statistical inference. In addition, the axiomatic
systems in information theory suggest principles of decomposition that distinguish between different
information functions and “entropies”, and identify desirable measures, decision criteria and indices
[1].
Several measures have been used as independence tests and/or dependence measures in this field.
The most known measure of dependence between random variables is the Pearson correlation coeffi-
cient. However, this is nothing but a normalized covariance and only accounts for linear (or linearly
transformed) relationships (see e.g. [3, 4]). In general, this statistic may not be helpful to capture serial
dependence when there are non-linearities in the data. In this context, it seems that a measure of global
dependence is required, that is, a measure that captures both linear and non-linear dependencies without
requiring the specification of any kind of model of dependence. Urbach [5] defends a strong relation-
ship between entropy, dependence and predictability. This relation has been studied by several authors,
namely Granger and Lin [3], Maasoumi and Racine [4], Darbellay and Wuertz [6]. On the basis of the
arguments mentioned earlier, we aim to evaluate in this paper the efficiency of a new entropy-based
independence test without requiring the specification of mean-variance models and theoretical distri-
bution probabilities. Thus, in the next section we discuss the subject of information and predictability
in the context of entropy, and we then illustrate our test using evidence based on empirical financial
data.
