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We address the timely issue of the presence of charge ordering at the hot-spots in the pseudo-gap phase of
cuprate superconductors in the context of an emergent SU(2)-symmetry which relates the charge and pairing
sectors. Performing the Hubbard-Stratonovich decoupling such that the free energy stays always real and phys-
ically meaningful we exhibit three solutions of the spin-fermion model at the hot spots. A careful examination
of their stability and free energy shows that, at low temperature, the system tends towards a co-existence of
charge density wave (CDW) and the composite order parameter made of diagonal quadrupolar density wave and
pairing fluctuations of Ref. [Nat. Phys. 9, 1745 (2013)].The CDW is sensitive to the shape of the Fermi surface
in contrast to the diagonal quadrupolar order, which is immune to it. SU(2) symmetry within the pseudo-gap
phase also applies to the CDW state, which therefore admits a pairing density pave counterpart breaking time
reversal symmetry.
I. INTRODUCTION
The discovery of charge order (CDW) in the Pseudo-Gap
(PG) phase in non La-based Cuprate superconductors reached
a steadily growing interest in recent years. Initially ob-
served by STM in Bi22121 and later in Bi22012–8, the CDW
phase was also observed in YBCO by quantum oscillation9–13.
NMR14–16 and sound experiments17,18 confirmed the presence
of CDW phase in YBCO while X-Ray bulk spectroscopy19–25
has clearly characterized its checkerboard ordering with wave
vector along the x and y axes Qx = Qy = 0.3326,27. Deeper
analysis concluded that CDW ordering wave vector is located
at the tips of the Fermi surface at the vicinity of the hot
spots25,28,29.
An additional phase transition to a checkerboard CDW
ordered phase is observed at TCDW 30 below the PG line at
T ?31,32, TCDW < T ?. Note that T ? coincides with the observa-
tion of loop current detected by neutron33–37. In temperature-
doping phase diagram, the TCDW -line has the typical form of
a dome38 and its magnitude is compound dependent28,29,39,40
whereas the PG-line is rather universal39.
One of the most difficult challenge of the field is to un-
derstand how the recently observed CDW orders interferes
with AF fluctuations and whether it participates or not to
the formation of the PG phase. Although some alternative
scenarios involving stronger Coulomb interactions have been
considered41–46, the proximity of the CDW ordering wave
vector to the hot-spots is a strong incentive to consider the
Spin-Fermion (SF) theory, which produced the most singu-
lar behavior at the hot-spots47–49. We follow here this route,
keeping in mind that the SF model has been the subject of
intense recent scrutiny48,50–57.
In the last year, it has become an increasing challenge to
the community to explain how to get an emergent CDW with
the right orientation of the wave vector. Indeed, when sim-
ple Random Phase Approximations (RPA) are performed in
this system, either actually in the charge or spin channel, a
maximum of intensity is obtained at Q= (Qx,Qy) wave vec-
tor located on the diagonal, while no peak is experimentally
observed in this direction. Some attempts to address this ques-
tion have considered that a pre-formed pseudo gap state con-
sisting of short range AF fluctuations or of a spin liquid do
gap out the anti-nodal part of the Fermi surface, letting behind
some Fermi arcs46,58. In the context of the three bands model,
when the hopping to Cu 4s-orbitals is included, it is possi-
ble to rotate the wave vectors of the RPA charge susceptibility
align them with the crystalline axes. The ordering wave vec-
tors are situated at the “tip of the Fermi arc”. Those models
though suffer from the consideration that whereas the “tip of
the arcs” is moving with temperature, the observed ordering
wave vector of the modulation is non dispersing6. Another
approach very similar to the one presented here considers di-
rectly the bare electron Fermi surface for these models, and
considers that a CDW with the correct wave vector can be the
low temperature order of a pre-formed bound state breaking
time reversal symmetry54.
In this paper we stay in the broad context of emergent sym-
metries, where the d-wave SC state of high temperature su-
perconductors rotates to other symmetry sectors. The under-
lying idea is the old idea of degeneracy of energy levels in
quantum physics. When two energy levels are degenerate,
it can be accidental fact, but it can as well signal that the
two energy levels are related by a common symmetry. This
notion of emergent symmetry has been used in the past for
cuprates with the SO(5)-theory relating d-wave superconduc-
tivity to the magnetic sector5960. The SU(2)-group was used
as well in relating the d-wave SC to the pi-flux phases, within
gauge theoretic treatment of the t-J model61. Here we use the
same SU(2) symmetry group, rotating the d-wave SC order to
the charge sector. In Refs. [51, 52, and 62], this symmetry
has been shown to be present in the Eight Hot Spots (EHS)
model where the Fermi velocity is linearized at the hot spots.
In Ref. [52], a PG state was identified as the primary insta-
bility of the AFM QCP within this model. In particular, it
has been shown that the underlying SU(2) rotation produces a
composite order parameter with a Quadrupolar d-wave com-
ponent in the charge sector and preformed pairs in the SC sec-
tor (QDW/SC). This short range order is a good candidate for
the PG gap phase since it breaks translational symmetry and
is thus able to produce a gap in the spectral functions. The
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2ordering wave vector though lies on the diagonal while exper-
iments report charge order at vectors Qx and Qy parallel to the
axes of the compounds.
The goal of this paper is to examine whether a CDW with
wave vectors aligned with the crystalline axes can be stabi-
lized in the context of the EHS model. Although the EHS
model is a very idealized starting point for describing the
physics of cuprate superconductors, it has the merit to pro-
duce a microscopic model when the SU(2) symmetry is veri-
fied at all energies. Curvature effects break the symmetry in
favor of SC pairing fluctuations while magnetic field breaks it
in favor of CDW charge order. Moreover, the SU(2) symme-
try is realized at only one point in the Fermi surface : at the
hot spots. The understanding of how SU(2) symmetry breaks
when one goes from a description of hot spots to a description
of hot regions deserves a more detailed later study. Here we
focus still on the EHS model, with additional short-range AF
interaction.
We introduce an original Hubbard-Stratonovich (HS) de-
coupling which enables us to consider the CDW order (with its
pairing counterpart), and the QDW/SC order on the same foot-
ing. We find generically, that pure QDW/SC order is stable
while the pure CDW/PDW solution is unstable.This solution
is in agreement with our previous findings, as well as with sev-
eral recent studies, which conclude that within the EHS model
where interactions are mediated by AFM paramagnons, the
only instabilities are pure d-wave diagonal orders and d-wave
pairing states. In order to get any new ( but weaker) instability
we have to introduce an external perturbation, which we do in
the present work, in the form of short range AF interaction
which breaks orthorhombicity. We show then that at lower
temperature a third solution emerges in which QDW/SC and
CDW/PDW orders Co-Exist (CE solution). The transition to-
wards coexistence is found to be weakly first order. Our con-
clusion is that the SF model supports the emergence of CDW
with wave vectors parallel to the axes, but in coexistence with
a larger instability, the QDW/SC order, which is a good candi-
date for the PG. The magnitude of the CDW order depends on
the details of the Fermi surface topology while the QDW/SC
order is insensitive to the shape of the Fermi surface. More-
over, the underlying SU(2) symmetry of the PG state enforces
degenerate PDW counterpart to the CDW order. Since the
PDW lies at the hot-spot wave vector, it breaks TR symmetry,
which gives a natural explanation to observation that a Kerr
signal has been observed at the incipient CDW ordering tran-
sition.
II. METHOD
A. Model
Our starting point is the spin fermion model which can be
described through the Lagrangian L= Lψ +Lφ where
Lχ = χ∗kσ (∂τ + εk+gφσ)χkσ , (1a)
Lφ =
1
2
φD−1φ +
u
2
(
φ 2
)2
. (1b)
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FIG. 1. (Color online) Schematic Fermi surface of cuprate super-
conductors in the first Brillouin zone of a square lattice. The eight hot
spots are depicted with red dots labeled with the (Σ,Λ,L)-space. The
angle θ is defined between the velocity vector at the [111]-hotspot
with the x-axis. The experimentally observed CDW wave vector Qx
connects the L2-sector, whereas the diagonal QDW/SC vector Q1
does not.
Lχ is the fermion Lagrangian representing electrons with dis-
persion εk that are interacting with a bosonic spin excitation φ
described in Lagrangian Lφ with the interacting magnitude g.
The spin-wave boson φ propagates through
D−1 (ω,q) =
ω2
v2s
+(q−Q)2+ma, (2)
where vs is the spin-wave velocity, Q is the AF ordering wave
vector, and ma is the spin-wave boson mass, which vanishes
at the QCP.
We add to the original Lagrangian (1a) and (1b) a small
perturbation in the form of a short range Nearest Neighbor
(NN) super-exchange interaction
LC = ∑
〈i, j〉σ
J¯i, jχ†iσχ j−σχ
†
j−σχiσ (3)
where the notation 〈i, j〉 stands for NN sites. In order to sim-
plify the study we take a bi-partite modulation of J¯i, j which
when we Fourier transforms gives
LC = 2 ∑
k,k′,σ
J¯k,k′χ
†
kσχk+Q−σχ
†
k′+Q−σχk′σ (4)
with J¯k,k′ = J¯x cos
(
kx− k′x
)
+ J¯y cos
(
ky− k′y
)
.
Typically we choose J¯x 6= J¯y which breaks the C4-symmetry
of the lattice, which we relate to a slight breaking of the or-
thorhombicity in real materials. Q = (pi,pi) is the AF modu-
lation wave vector.
We further simplify the problem by restricting and lin-
earize the fermion dispersion represented in Fig. 1 to the eight
hot spots, which are the only points with critical scattering
through the paramagnons at T = 0. Through such a trans-
formation the model is essentially projected onto the EHS
model. The hotspots are labeled in the 32× 32 symmetry
space (Σ,Λ,L,τ,σ) in which every sub-space is described by
a Pauli Matrix. To simplify the notation, we do not write in
3the paper the occurrence of the identity Pauli matrices in the
formulas. The first three tensor products (Σ,Λ,L) describe the
symmetries of the Brillouin Zone (BZ), with respectively Σ for
the permutation of two hot spots inside a pair of hot spots, Λ
the permutation of two pairs of hot spots inside a quartet and
L for the permutation of the two quartets of hot spots, as de-
picted in Fig. 1. Finally, τ stands for the particle-hole and σ
for the spin space. The Fermi velocity is further linearized
and written into the matrix form εˆk = vxxˆ+ vyyˆ, with xˆ =(
kxPΣx − kyPΣy
)
Λ3L3, yˆ =
(
kyPΣx − kxPΣy
)
Λ3, vx = vcosθ ,
vy = vsinθ , with θ the angle of the Fermi velocity with the
x-axis (see Fig. 1). PΣx = (1+Σ3)/2 and PΣy = (1−Σ3)/2
are projection operators onto the first and second component
of the Σ-space.
We naturally follow the notations of Ref. [52] and introduce
a 32×32 fermion vector with in the particle-hole τ-space
ψ =
1√
2
(
χ∗
iσ2χ
)
τ
,ψ† =
1√
2
( −χ t −iσ2χ† ) , (5)
where χ t is the simple transposition, and σ2 =
(
0 −i
i 0
)
σ
is
the Pauli Matrix in the spin sector σ . A new conjugation is
further introduced with
ψ¯ = (Cψ)t , with C =
(
0 iσ2
−iσ2 0
)
τ
=−τ2σ2, (6)
with τ2 the Pauli Matrix in τ-space. Note that in absence of
magnetic field and of spin-flip phenomena, the degeneracy in
the spin space σ afford us to focus only on the reduced 16×16
(Σ,Λ,L,τ) space. We refer the reader to the SI of Ref. [52] for
details.
Using Eq. (1b) the spin-boson field φ is then formally inte-
grated out of the partition function to get the following effec-
tive partition function Z =
´
dψ exp(−S0−Sint) with (here
x = (r,τ) and the trace Tr is taken over the 16× 16 matrix
space)
S0 =
ˆ
dxdx′ψ¯xg−10 ψx′ , (7a)
Sint =
ˆ
dxdx′Tr(Jx−x′ψxψ¯x′Σ1ψx′ψ¯xΣ1) , (7b)
with Jx−x′ =
3g2
2
Dx−x′ (7c)
The constant Jx−x′ is chosen so thatC4 orthorhombic symme-
try is broken (Jx 6= Jy, Eq. (7)), which then allows us to make
a distinction between the two order parameters that we want
to study. Note the factor Σ1 in Eq. (7b) which comes from the
translation by the AFM wave vector Q = (pi,pi) originating
from the paramagnon propagator in Eq. (2). There are many
ways to decouple the action of Eq. (7) into the physically rel-
evant hydro-dynamic modes of the system. The issue we face
here is that the various order parameters that we want to study
simultaneously have different symmetries.
B. Order parameters
The first order parameter that we consider is our candidate
for the PG phase, that we already considered in few previous
works52,55,63,64. It is a composite order parameter constituted
by a pairing d-wave sector and a quadrupolar density wave
sectors (QDW/SC). It writes52
Bˆ1 = B1(εn,k)Uˆ with (8a)
UˆΛ =i
(
0 uˆτ
−uˆ†τ 0
)
Λ
, uˆτ =
(
∆− ∆+
−∆∗+ ∆∗−
)
τ
. (8b)
Herein, ∆− is the QDW component and ∆+ is the d-wave SC
component of the order parameter. They are defined as
∆− =
〈
ψ†k,σψk+Q1,2,σ
〉
, ∆+ = 〈ψk,σψ−k,−σ 〉 , (9)
with Q1,2 = (Qx±Qy)/2. Note that ∆− can be re-written as
∆− =
〈
ψ†k,σψ−k,σ
〉
since at the hot spots, Q1,2 = 2khs. In this
model where the Fermi surface is restricted to eight hot spots,
the QDW component describing the charge order is organized
along the diagonal vector, as a consequence of its pure d-wave
symmetry. The SU(2) symmetry of the model is enforced, in
this matrix representation, by the constraint |∆+|2+ |∆−|2 = 1.
This constraint leads to reduce the two self-consistent mean-
field gap equations for ∆+ and ∆− to only one self-consistent
equation for the modulus of the order parameter B1. The study
of the temperature-doping phase diagram of the QDW/SC in
the EHS model is given in52.
In addition to the QDW/SC order parameter, we study the
possibility for a CDW order parameter with wave vector par-
allel to the x,y-axes defined as
B2 =
〈
ψ†k,σψk+Qx(y),σ
〉
. (10)
For reasons of simplicity we will consider exclusively the
wave vector Qx, which describes a “stripe” order parameter,
for the study of a less pronounced nematicity, and comparison
with the checkerboard solution will be given in a forthcoming
publication. A CDW organized along the Qx involves some
off-diagonal component in the L-sector. The CDW order pa-
rameter writes in the (Σ,Λ,L,τ) space as :
Bˆ2 =
(
B2x 0
0 B2y
)
Σ
L2⊗Λ3⊗ uˆτ . (11)
The notations B2x and B2y stand for different amplitudes are
allowed in the PΣx and PΣy sectors (corresponding respectively
to the (0,pi) and (pi,0) sectors). The pure d-wave case cor-
responds to B2x = −B2y while the generic case corresponds
to a mixture of s- and d-wave symmetry around the Fermi
surface65. Without any loss of generality, the CDW matrix
can handle an extra uˆτ -structure in the particle-hole space,
with the same definition as in Eq. (8b). This amounts ro-
tate the CDW sector with the same SU(2) rotations as for
the QDW/SC cases, producing finite q-pairing in the particle-
particle channel, or PDW-pairing. This type of pairing has
4been suggested by various groups in recent studies of the PG
state of the cuprates66.
∆′− =
〈
ψ†k,σψk+Qx,σ
〉
, ∆′+ =
〈
ψk,σψk+Qx,−σ
〉
. (12)
When solving self-consistently for Bˆ1 and Bˆ2, the same small
k-space anisotropy must be tolerated for Bˆ1 leading to
Bˆ1 =
(
B1x 0
0 B1y
)
Σ
UˆΛ. (13)
C. Hubbard Stratonovich (HS) decoupling
The problem we face when decoupling Eq. (A1) is that we
would like to decouple the quadratic form naturally in a sym-
metric way between one factor and its conjugate, but in order
to describe on the same footing the two order parameters Bˆ1
and Bˆ2, we must find a HS transformations which allows an
asymmetric decoupling in the ψ¯xψx′ and Σ1ψ¯xΣ1ψx′ factors.
In all generality, the HS decoupling can be written
Z =
´
D [ψ]D [Qa,Qb] I[Qa,Qb,ψ] exp [−S0−Sint ]´
D [Qa,Qb] I[Qa,Qb,0]
, (14a)
I
[
Qa,Qb,ψ
]
=
exp
[−J−1x−x′ (Qa− iJx−x′ψxψ¯x′)(Qb− iJx−x′Σ1ψx′ψ¯xΣ1)] .
(14b)
In Eq. (14a) we must ensure that the quadratic form in the
exponential is always positive definite and that the resulting
free energy is real for any field Qa,b. We choose Qa = Σ1Q†Σ1
and Qb = Q. This relation defines a new charge conjugation
Qa = Q¯, with
Q¯= Σ1Q†Σ1. (15)
In the remainder of the paper, this conjugation will be used
instead of the original charge conjugation. The notion of pos-
itive definite form inside the path integral are thus defined with
respect to the conjugation Eq. (15).
D. Free energy
After the HS decomposition and integrating out the
fermions, we get the following free energy :
∆F
T
=
ˆ
TrJ−1 (QaQb)− 12
ˆ
Trln
(
g−10 + i(Qa+Σ1QbΣ1)
)
=
ˆ
dxdx′TrJ−1x−x′
(
Q¯x,x′Qx′,x
)
− 1
2
ˆ
dxdx′Trln
(
g−10 + i
(
Q¯x,x′ +Σ1Qx,x′Σ1
))
; (16)
g−10 = iε+ ivˆ ·∇x, and Q= iBˆ1+ Bˆ2. Projecting Eq. (16) onto
the Σx = (1+Σ3)/2 and Σy = (1−Σ3)/2 axes, we get
∆F
T
=
∆Fx
T
+
∆Fy
T
=
ˆ
TrJ−1x−x′
(
ˆ¯BxBˆx+ BˆyBˆy
)
− 1
2
ˆ
Tr ln
(
g−10x −
(
Bˆx+ Bˆy
))
− 1
2
ˆ
Tr ln
(
g−10x −
(
Bˆy+ Bˆx
))
, (17)
which can be re-cast into
∆F
T
= Tr
ˆ
dxdx′J−1x−x′
[
BˆxBˆx+ BˆyBˆy
]
− 1
2
ˆ
dxdx′Trln
(
g−10x − bˆx
)
+(x↔ y) , (18)
with bˆx = Bˆx+ Bˆy and bˆy = Bˆy+ Bˆx and x = (r,τ) and x′ =
(r′,τ ′) denote the set of coordinates whereas Bˆx and gˆx denote
the projection onto the Σx and Σy axes.
In order to convince oneself that the new conjugation is giv-
ing physically meaningful results, we write the MFE by dif-
ferentiating sequentially with respect to Bx,x′ and Bx,x′ . We get
J−1x−x′ Bˆx =−
1
2
Tr [gˆx] , (19a)
J−1x−x′ Bˆx =−
1
2
Tr [gˆy] , (19b)
J−1x−x′ Bˆy =−
1
2
Tr [gˆy] , (19c)
J−1x−x′ Bˆy =−
1
2
Tr [gˆx] , (19d)
with gˆx =
(
g−10x + bˆx
)−1
and gˆy =
(
g−10y + bˆy
)−1
. We see that
in order for the MFE to have a solution, we need to impose
Bˆx = Bˆy, (20a)
Bˆy = Bˆx, (20b)
which works as a condition of reality for the HS fields. Later
on we look for solutions of the MFE for fields real with respect
to the old conjugation B¯= Σ1BΣ1, (B† = B).
It turns out that the matrices structure inside the free energy
can be reduced using the trick that for all M =
(
A D
C B
)
det(M) = detBdet
(
A−DB−1C) , (21)
where A,B,C,D are matrices. The intermediate steps are sum-
marized in Appendix A. The final result for the free energy is
5F0 = T∑
ε
ˆ
dxdx′J−1x−x′
[
B1xB1x+B1yB1y+B2xB2x+B2yB2y
]
,
(22a)
Fx =−12T∑ε
ˆ
dxdx′
[− ln(dx−b22x)+ ln((ε2+b21x)d2x
+
(
vpx cosθdx+ vpy sinθ
(
dx−2b22x
))2 )]
, (22b)
Fy =−12T∑ε
ˆ
dxdx′
[− ln(dy−b22y)+ ln((ε2+b21y)d2y
+
(
vpx sinθdy+ vpy cosθ
(
dy−2b22y
))2 )]
, (22c)
dx = ε2+(vpx cosθ − vpy sinθ)2+b21x+b22x,
dy = ε2+(vpx sinθ − vpy cosθ)2+b21y+b22y,
bix = Bix+Biy, biy = Biy+Bix, i= 1,2.
Eqs. (22) and the introduction of the new conjugation Eq. (15)
constitute the main technical tools of this paper which enable
a controlled discussion of the co-existence and interplay of the
two order parameters Bˆ1 (QDW/SC) and Bˆ2 (CDW).
To derive self consistency equations for the four order pa-
rameters Bx,By and Bx,By we differentiate the free energy with
respect to Bx,By and Bx,By successively (cf AppendixB). In or-
der to perform this task one must Fourier transform equations
of the type Eq. (19a):
J−1x−x′Bx,x′ =−
1
2
Tr
[
g−10 +bx,x′
]
. (23)
From Eq. (7c) we see that J−1x−x′ depends on the paramagnon
propagator Dx−x′ . We multiply both sides by Jx−x′ , and after
Fourier transforming and integrating over the q, we get (cf
Appendix B)
Bk,k+P =−12Tr∑q
Jq
[
g−10 +bk,k+P+q
]
. (24)
The orders introduced in Eq. (9) and (10) correspond to
P =Q1,2 and P = Qx,y respectively while the short hand no-
tation Bk = Bk,k+P and bk = bk,k+P have been used.
The final result for the Mean-Field Equations (MFEs) is
B1x (εn) = 4γ1T∑
ε ′
A1x
(
εn,ε ′n
)
B1y
(
ε ′n
)
, (25a)
B1y (εn) = 4γ1T∑
ε ′
A1y
(
εn,ε ′n
)
B1x
(
ε ′n
)
, (25b)
B2x (εn) = 4γ2T∑
ε ′
A2x
(
εn,ε ′n
)
B2y
(
ε ′n
)
, (25c)
B2y (εn) = 4γ2T∑
ε ′
A2y
(
εn,ε ′n
)
B2x
(
ε ′n
)
, (25d)
where γ1 = 3g21/2, γ2 = 3g
2
2/2 are coupling constants which
can be slightly different from each other due to the breaking
of anisotropy (cf Eq. (14a) and the parameters A1x, A1y,A2x,
a) b)
c) d)
FIG. 2. (Color online) Typical form of the order parameters in the
CE phase as a function of frequency ω and temperature T : B1x/1y
(depicted in panel a) and b)) representing QDW/SC and B2x/2y (de-
picted in panel c) and d)) representing CDW/PDW order. Note that
the CDW/PDW component is one order of magnitude smaller than
the QDW/SC solution. We take g1 slightly bigger than g in order to
stabilize the CDW sector. The actual figure corresponds to g1 = 20,
g2 = 30, v= 6, ma = 0.1, γ = 3, W = 2pi , where W is the bandwidth
of integration in k-space and θ = 0.1.
A2y are given by
A1x =∑
q
Dω,q
V
(
dx+2vqxvqy cosθ sinθ
d2x+4vqxvqy cosθ sinθdx−4b22xv2q2y sin2 θ
)
,
(26a)
A2x =∑
q
Dω,q
V
(
dx+2vqxvqy cosθ sinθ −2v2q2y sin2 θ
d2x+4vqxvqy cosθ sinθdx−4b22xv2q2y sin2 θ
)
,
(26b)
A1y =∑
q
Dω,q
V
(
dy+2vqxvqy cosθ sinθ
d2y+4vqxvqy cosθ sinθdy−4b22yv2q2y cos2 θ
)
,
(26c)
A2y =∑
q
Dω,q
V
(
dy+2vqxvqy cosθ sinθ −2v2q2y cos2 θ
d2y+4vqxvqy cosθ sinθdy−4b22yv2q2y cos2 θ
)
,
(26d)
with Dω,q =
(
γ |ω|+q2x+q2y+ma
)
,
where 1V ∑q ≡
´ dq
(2pi)2
. Note, that the form of the propagator
Dω,q slightly changed compared to Eq. (2) since we consider
Landau damping. A closer look at Eq. (26) shows that the
right hand-side of (25a) and (25d) is always lower than the
r.h.s. of resp. (25b) and (25c). In order for the two solutions
to exist simultaneously, it is enough to introduce a slightly dif-
ferent coefficient J2 in front of (25b) and (25d), with g2 ≥ g1,
which henceforth will favor the B2-type of decoupling. This
difference can be introduced through a small perturbation like
the breaking of the C4 symmetry.
The typical result of the MFEs for parameters g2 ' g1 is
given in Fig. 2. We observe that three solutions are obtained,
i) the pure QDW/SC solution for which B1 6= 0 and B2 = 0; ii)
the pure CDW/PDW solution for which B2 6= 0 and B1 = 0;
iii) the Co-Existence (CE) solution where B1 6= 0 and B2 6= 0.
6a) b)
c) d)
FIG. 3. (Color online) Typical form of the order parameters in
the CE phase as a function of frequency ω and velocity angle θ :
B1x/1y (depicted in panel a) and b)) representing QDW/SC and B2x/2y
(depicted in panel c) and d)) representing CDW/PDW order. Note
that the CDW/PDW component is one order of magnitude smaller
than the QDW/SC solution. The parameters are the same as in Fig.
2.
Moreover, for typical values of the coupling constants, solu-
tion i) and ii) have similar magnitude, while for the CE so-
lution B2  B1. The dependence on the Fermi velocity an-
gle θ which captures the dependence of the solutions on the
fermiology of the compounds is depicted in Fig. 3. We find
that the pure QDW/SC solution i) is insensitive to fermiol-
ogy, whereas the pure CDW/PDW solution ii) is more favor-
able when θ = 0, which correspond to flat portions of the
Fermi surface in the anti-nodal region. The insensitivity of the
QDW/SC solution to the value of θ stems from the fact that,
in our matrix framework
{
Bˆ1, εˆk
}
= 0, which is not the case
for the CDW/PDW order. It is here summarized in saying that
the QDW/SC phase is much less sensitive to the fermiology
than then CDW/PDW phase39.
E. Stability analysis
To analyze the stability of the solutions, we include Gaus-
sian fluctuations. We expand Eq. (22) to the second order in
the fluctuation field δB1x, δB1y, δB2x, δB2y and their conju-
gate. We find, see Appendix C for details,
∆F =
T
V ∑ε ∑k,k′
2
∑
i=1
[
J−1k−k′δBix,kδBix,k′
−
(
Aix,k−δAix,k
4
)
δb2ix,kδk,k′
]
, (27)
with δbix = δBix+δBiy. In order to study the stability of the
various solution, we write the quadratic form
∆F =
1
2
2
∑
i=1
Ψ†iMiΨi, (28)
a1) a2)
b1) b2)
c1) c2)
FIG. 4. (Color online) Stability conditions (l.h.s. of Eq. (30)) as a
function of frequency ω and velocity angle θ for the three possible
solutions in the directions of B1 and B2: Pure QDW/SC for a1) [dir.
B1] and a2) [dir. B2]; pure CDW/PDW solution for b1) [dir. B1]
and b2) [dir. B2] and CE solution for c1) and c2). Note that the
pure CDW/PDW solution is always unstable while the CE solution
is stable. The parameters are the same as in Fig. 3.
with Ψi =
(
δBix,δBiy,δBix,δBiy
)T and Ψ†i =(
δBix,δBiy,δBix,δBiy
)
. The stability matrix M writes
Mi =

J−1k−k′ 0 A¯ix A¯ix
0 J−1k−k′ A¯ix A¯ix
A¯iy A¯iy J−1k−k′ 0
A¯iy A¯iy 0 J−1k−k′
 , (29)
with A¯ix = (Aix−δAix)/2 and A¯iy = (Aiy−δAiy)/2. The sta-
bility condition corresponds to the condition for which M is
positive definite.This condition is equivalent to detM ≥ 0,
which leads to
J−2k−k′ −4A¯ixA¯iy ≥ 0. (30)
Note that the free energy (27) is always real. When δAix = 0,
Eq. (30) is equivalent to the condition for existence of MF
solutions [Eqs. (25). The stability condition in the respective
directions B1x(y) and B2x(y) are presented in Fig. 4. Typically,
one observes that the pure QDW/SC solution is stable [Fig. 4,
a1) and a2)] while the pure CDW/PDW solution is unstable
[Fig. 4, b1) and b2)]. The CE solution is always stable at low
temperatures [Fig. 4, c1) and c2)].
In order to differentiate between the two stable solutions
[pure QDW/SC and CE] we evaluate the free energy in Fig.
5. We see that the CE solution is slightly lower than the pure
QDW/SC solution. This behavior is also observed in the limit
J2 J1. Our conclusion is that the generic tendency is a tran-
sition of slightly first order towards the CE solution at lower
temperatures.
7FIG. 5. (Color online) Free energy F of the three MF solutions
as a function of θ and T : pure CDW/PDW (blue), pure QDW/SC
(green) and CE (magenta). Note that the free energy for the CE solu-
tion is slightly lower than for both the QDW/SC and the CDW/PDW
solutions. The parameters are the same as in Fig. 2
III. DISCUSSION
In the present work we have addressed the role and pres-
ence of charge order in the pseudo-gap phase, in the context
of and emerging SU(2)- symmetry relating the charge and par-
ing sectors. The EHS model where the Fermi velocity has
been linearized provides a microscopic theory on which the
SU(2) symmetry is verified at all energies50–52. Namely in
this model the Peierls and the pairing channels are degener-
ate. Many effects break the SU(2) symmetry in more realis-
tic model for high temperature superconductors. Curvature,
on the one hand favors the emergence of the superconducting
state at low temperature, while on the other hand application
of an external magnetic field or also the growth of Umklapp
terms in the wake of the Mott-insulating transition act in favor
of the charge sector. The generic phase diagram envisioned
for cuprates superconductivity is one in which the SU(2) sym-
metry is “lightly broken” in the sense that the splitting of the
charge and pairing sectors is much smaller than their mean
value. While at low temperature the lower energy state is for
example the SC order, thermal effect are then exciting the sys-
tem to fill explore the higher energy state52. We identify tem-
perature at which SU(2) symmetry exists between short range
SC pairing fluctuations and QDW order as the PG tempera-
ture T ∗, depicted on Fig. 6. As a composite order parameter
made of two distinct short range components, this order has
the potential to gap out the anti-nodal part of the Fermi sur-
face while leaving “cold” the nodal part. Such a treatment
requires to start with a more realistic model going beyond the
EHS treatment of the Fermi surface. The PG phase occurs as a
preemptive instability around the AFM QCP of itinerant elec-
trons. The feed-back of such an instability on the long range
AFM modes is to self-consistently gap them out, effectively
producing short rang AFM correlation (hence pushing back
the QCP) to the left of the phase diagram. As a result the PG
state in this model is constituted of short range AFM correla-
tion co-existing with SU(2)-symmetric short range d-wave SC
preformed pairs and charge density wave. A recent two loops
RG study precisely confirmed that such a fixed point exists in
the EHS model67.
For a very long time three main players were identified in
the physics of cuprate superconductors : anti-ferromagnetism,
d-wave superconductivity and the Mott metal-insulator tran-
sition. Within the SU(2) scenario a fourth player enters the
FIG. 6. Schematic phase diagram for high temperature cuprate su-
perconductors as a function of temperature T and hole doping x. The
different types of order are: Antiferromagnetic (AFM), quadrupole
density wave (QDW), pairing density wave (PDW), charge density
wave (CDW) and superconductivity (SC).
game: charge order. The assertion that d-wave charge or-
der and pairing SC are quasi-degenerate in the cuprate fam-
ily has long shot consequences and enables us to classify the
compounds via their SU(2)-character. For example in the
La-based compounds due to the presence of the very strong
Umklapp interactions, the SU(2) symmetry is broken in fa-
vor of the charge sector, whereas YBCO, Bi2212 and Hg-
1201 see the balance towards SC restored and are thus closer
to the SU(2) symmetric case. Interestingly, as the doping is
decreased starting from the optimally doped case in the SC
state, the proliferation of Umklapp terms drive the systems to-
wards charge ordering, very likely producing a level crossing
between QDW and SC states. One can thus conjecture that an
SU(2)-symmetric point is naturally present in the under-doped
compounds.
We turn now to the discussion of the Qx/Qy CDW recently
observed experimentally. It is now a consensus in the com-
munity that the Qx/y CDW is distinct from the PG phase and
is “not” the gapping out factor of the Fermi surface but rather
a subsidiary instability occurring on top of an already formed
PG state24,3924,39. This conclusion is in agreement with the
findings of the present study where the incipient CDW is ob-
tained in co-existence, but at lower temperature than the PG
state (see Fig. 6). It is found that while the PG state is insen-
sitive to the fermiology, the temperature at which the CDW
order occurs and its magnitude depends strongly on its sur-
roundings (disorder, orthorhombicity or peculiar form of the
Fermi surface).
An important question raised within various models, in-
cluding the EHS model, is how to get a CDW ordering wave
vector parallel to the x and y-axes and not on the diagonal.
Simple Hartree-Fock evaluations generically produces charge
ordering wave vectors on the diagonal at (Qx±Qy)/253,68
and similarly with the solution of the gap equation for the
QDW/SC solution52,63, whereas nothing is observed in this
direction. To resolve this discrepancy, some works have in-
troduced Coulomb interactions44,45, but the wave vector is
still a bit tilted. Another interesting proposal is to use the
three bands model and evaluate the charge response on top
of an anti-ferromagnetic PG46, which was recently reformu-
8lated for a spin liquid type PG58. We have also suggested to
use SC fluctuation to stabilize CDW with correct wave vec-
tor at the anti-nodes64. Lately, a closely related work to ours
has suggested that CDW occurs directly at the hot spots54.
Our findings agree with Ref. [54] in the understanding that a
competition exists at the hot spots between the CDW and the
QDW/SC. However, we find that even when the coupling con-
stants are tuned so that the CDW ordering is extremely favor-
able, at lower temperature the QDW/SC re-emerges to form
a CE solution. In our work, a small breaking of tetragonal
symmetry (orthorhombicity) is responsible in the stabilization
of a CDW/PDW as a subleading instability. It can nicely be
related to the observation that in compounds where the tetrag-
onal environment is present, like in Hg-1201, the CDW signal
is very weak, a;most undetectable, while in more orthorhom-
bic compounds lime YBCO, the CDW signal is stronger.
Lastly, a very interesting point of the emerging SU(2) sym-
metry presented in this paper is that the CDW order occurs
under the SU(2) dome below T ∗. As such it possesses an
SU(2)-degenerate counterpart in the form of a Pairing Density
Wave (PDW) at finite wave vector. Hence the denomination
CDW/PDW order. This type of order has been intensely stud-
ied recently as a potential candidate for the PG phase, based
on interpretation of ARPES data in Bi-220166,69,70. Within the
SU(2) scenario, the PDW state is present but not as the main
instability producing the PG state, but as the smallest instabil-
ity in a “logarithmic hierarchy”. From the itinerant electron
point of of view its logarithmic divergence is always cut off
by the finite pairing wave vector, hence even in the linearized
EHS model the PDW instability is subsidiary and not the lead-
ing one. It is interesting to notice that in accordance with the
observation of Refs. [54, 69] if the Q←→−Q symmetry is
broken, within the CDW/PDW state, then time reversal sym-
metry is broken, leading to the possibility of observing a Kerr
signal below TCDW 30 and possibly explain the presence of loop
currents below T ∗33,34.
In conclusion, within a detailed investigation of the eight
hot spots model we show that charge ordering with the cor-
rect wave vector can only occur on top of a pre-existing order
which is our candidate for the pseudo-gap. Our conclusion
is that CDW/PDW order can be stabilized at the hot spots of
the SF model in co-existence with the QDW/SC solution. The
CDW/PDW can be considered as a bi-product of the emer-
gence of the QDW/SC order. Its magnitude is peaked at Tc
and non-linear σ -models uniting QDW and SC52,56,63 to ex-
plain sound experiments and X-rays findings are still valid.
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Appendix A: Reduction of the Free Energy
We give here the essential steps in the reduction of the free
energy. For further details about the notations, we refer the
reader to the SI of our previous paper52. Using Eq. (15) and
setting Qx = iBˆx, Qy = iBˆy, [resp. Q¯x =−iBˆx,Q¯y =−iBˆy ], the
free energy becomes
F = F0+Fx+Fy, (A1a)
F0 = T∑
ε
ˆ
dp
(2pi)2
J−1x−x′
[
BˆxBˆx+ BˆyBˆy
]
, (A1b)
Fx =−12T∑ε
ˆ
dp
(2pi)2
Trln
(
g−10x −bˆ1x−bˆ2x
)
, (A1c)
Fy =−12T∑ε
ˆ
dp
(2pi)2
Trln
(
g−10xy−bˆ1y−bˆ2y
)
, (A1d)
with g−10x = iε− xˆp, xˆp = vpx cosθΛ3L3+ vpy sinθΛ3, g−10y =
iε− yˆp, yˆp =−vpx sinθΛ3L3−vpy cosθΛ3, bˆx = Bˆx+ Bˆy and
bˆy = Bˆy + Bˆx. Using Tr lnG−1 = lndetG−1, where G−1 =
g−10x −bˆ1x−bˆ2x, (G−1 = g−10y −bˆ1y−bˆ2y ) and the formula
det(M)= detBdet
(
A−DB−1C) , for all M=( A DC B
)
,
(A2)
where A,B,C,D are matrices, we are able to express the free
energy in scalar form. In the direction Σx we find
Mx = iε+(vˆp)Σx −b1xΛ2−b2xL2Λ3
=
(
Ma1 ib2xΛ3
−ib2xΛ3 Mb1
)
L
, (A3)
with
Ma1 = iε+ vpx cosθΛ3+ vpy sinθΛ3−b1xΛ2 , (A4a)
Mb1 = iε− vpx cosθΛ3+ vpy sinθΛ3−b1xΛ2 , (A4b)
which leads to
detM = detMb1 detM1 , (A5a)
M1 =Ma1 −b22xΛ3
(
Mb1
)−1
Λ3 . (A5b)
We now decompose once again with
M1 = (iε−b1xΛ2+ vpx cosθΛ3)
(
1+ d¯2
)
+ vpy sinθΛ3
(
1− d¯2
)
, (A6a)
d¯2 =
b22x
ε2+(vpx cosθ − vpy sinθ)2+b21x
, (A6b)
M1 =
(
Ma2 ib1x
(
1+ d¯2
)
−ib1x
(
1+ d¯2
)
Mb2
)
Λ
, with (A6c)
Ma2 = (iε+ vpx cosθ)
(
1+ d¯2
)
+ vpy sinθ
(
1− d¯2
)
, (A6d)
Mb2 = (iε− vpx cosθ)
(
1+ d¯2
)− vpy sinθ (1− d¯2) . (A6e)
9We get
detMx = detMb1 detM
b
2 detM2 , (A7a)
M2 =Ma2 −
b21x
(
1+ d¯2
)2
(iε− vpx cosθ)
(
1+ d¯2
)− vpy sinθ (1+ d¯2) .
(A7b)
We finally obtain
detMx =
(
ε2+b21x
)
d2x +
(
vpx cosθdx+ vpy sinθ
(
dx−2b22x
))2
dx−b22x
,
(A8a)
dx = ε2+(vpx cosθ − vpy sinθ)2+b21x+b22x. (A8b)
Reducing in the same manner the projection onto the Σy axis,
and noticing that we get the right formulae by shifting θ →
pi/2−θ , we have
detMy =
(
ε2+b21y
)
d2y +
(
vpx sinθdy+ vpy cosθ
(
dy−2b22y
))2
dy−b22y
,
(A9a)
dy = ε2+(vpx sinθ − vpy cosθ)2+b21y+b22y, (A9b)
and we finally get Eq. (22) for the free energy.
Appendix B: Derivation of the mean-field equations
The Mean-Field Equations (MFEs) are derived by differen-
tiation of the free energy Eq. (A1) with respect to B¯x,y and Bx,y
successively. We get
J−1x−x′ Bˆx =−
1
2
Tr [gˆx] , (A1a)
J−1x−x′ Bˆx =−
1
2
Tr [gˆy] , (A1b)
J−1x−x′ Bˆy =−
1
2
Tr [gˆy] , (A1c)
J−1x−x′ Bˆy =−
1
2
Tr [gˆx] , (A1d)
gˆx =
(
g−10x + bˆx
)−1
, gˆy =
(
g−10y + bˆy
)−1
. (A1e)
We see that when the MFE do have a solution, Eq. (A1a) re-
duces identically to Eq. (A1d) and Eq. (A1b) reduces to Eq.
(A1c). Two constraints are naturally obtained:
Bˆx = Bˆy, Bˆy = Bˆx. (A2)
The constraints (A2) correspond to a condition of reality for
the fields Bˆx(Bˆy) within the conjugation operation introduced
in (15). Multiplying both sides of Eqs. (A1a-A1d) by Jx−x′ we
get
Bˆx =−12Jx−x′Tr [gˆx] , (A3)
Bˆx =−12Jx−x′Tr [gˆy] , (A4)
Bˆy =−12Jx−x′Tr [gˆy] , (A5)
Bˆy =−12Jx−x′Tr [gˆx] , (A6)
which after Fourier transforming, leads to
T ∑
εn,k
Bˆx,k,k+P =−T
2
2
Tr ∑
εn,k,ωn,q
Jωn,q [gˆx,k,k+P+q] , (A7)
T ∑
εn,k
ˆ¯Bx,k,k+P =−T
2
2
Tr ∑
εn,k,ωn,q
Jωn,q [gˆy,k,k+P+q] , (A8)
T ∑
εn,k
Bˆy,k,k+P =−T
2
2
Tr ∑
εn,k,ωn,q
Jωn,q [gˆy,k,k+P+q] , (A9)
T ∑
εn,k
ˆ¯By,k,k+P =−T
2
2
Tr ∑
εn,k,ωn,q
Jωn,q [gˆx,k,k+P+q] . (A10)
In a similar way, differentiating Eq. (22) with respect to b1x,
b1y, b2x, b2y gives four independent gap equations ;
γ−11 B1x =−T∑
ε
ˆ
dp
(2pi)2
Dˆ
∂Fx
∂b1x
, (A11a)
γ−11 B1y =−T∑
ε
ˆ
dp
(2pi)2
Dˆ
∂Fy
∂b1y
, (A11b)
γ−12 B2x =−T∑
ε
ˆ
dp
(2pi)2
Dˆ
∂Fx
∂b2x
, (A11c)
γ−12 B2y =−T∑
ε
ˆ
dp
(2pi)2
Dˆ
∂Fy
∂b2y
, (A11d)
γ1 =
3g21
2
, γ2 =
3g22
2
. (A11e)
It is useful to introduce the notations (x1 = b21x, x2 = b
2
2x,
y1 = b21y, y2 = b
2
2y)
A1x =−
ˆ
dp
(2pi)2
Dˆ
∂Fx
∂x1
, (A12a)
A2x =−
ˆ
dp
(2pi)2
Dˆ
∂Fx
∂x2
, (A12b)
A1y =−
ˆ
dp
(2pi)2
Dˆ
∂Fy
∂y1
, (A12c)
A2y =−
ˆ
dp
(2pi)2
Dˆ
∂Fy
∂y2
. (A12d)
The expressions for the partial derivatives are given in Eq.
10
(26). With these notations, the MFE write
γ−11 B1x =−2T∑
ε
b1xA1x , (A13a)
γ−11 B1y =−2T∑
ε
b1yA1y , (A13b)
γ−12 B2x =−2T∑
ε
b2xA2x , (A13c)
γ−12 B2y =−2T∑
ε
b2yA2y . (A13d)
We can finally write the result in the form of Eq. (25).
Appendix C: Gaussian fluctuations
Let us explicitly derive the stability condition for one or-
der parameter bx, by in the presence of Gaussian fluctuations.
Noting x= b2x and y= b
2
y , we have
F = F0+Fx(x)+Fy(y). (A1)
Using B= B0+δB and B= B0+δB we get
F0 = F
(0)
0 +F
(1)
0 +F
(2)
0 , (A2a)
F(1)0 = J
−1
x−x′
(
Bx0δBx+Bx0δBx+By0δBy0+By0δBy0
)
,
(A2b)
F(2)0 = J
−1
x−x′
(
δBxδBx+δByδBy
)
. (A2c)
From the MF relations Bx0 = By0 and By0 = Bx0 we obtain
F(1)0 = J
−1
x−x′ (Bxoδbx+By0δby) , (A3a)
δbx = δBx+δBy, (A3b)
δby = δBy+δBx. (A3c)
Now let us consider the second term in the Free energy:
F(1)x = 2bx0F ′xδbx, (A4a)
F(2)x =
(
F ′x +2b
2
x0F
′′
x
)
(δbx)2 , (A4b)
F(1)y = 2by0F ′yδby, (A4c)
F(2)y =
(
F ′y +2b
2
y0F
′′
y
)
(δby)2 . (A4d)
Hence we get for the factors δAi ( notation: x1 = b21x, x2 = b
2
2x,
y1 = b21y, y2 = b
2
2y )
δA1x = 2
ˆ
dq
(2pi)2
D(ω,q)b21x
∂ 2F
∂x21
, (A5a)
δA2x = 2
ˆ
dq
(2pi)2
D(ω,q)b22x
∂ 2F
∂x22
, (A5b)
δA1y = 2
ˆ
dq
(2pi)2
D(ω,q)b21y
∂ 2F
∂y21
, (A5c)
δA2y = 2
ˆ
dq
(2pi)2
D(ω,q)b22y
∂ 2F
∂y22
, (A5d)
with
∂ 2F
∂x21
=
dnumx1
ddenx
, (A6a)
ddenx =
(
d2x+4vqxvqy cosθ sinθdx−4b22xv2q2y sin2 θ
)2
,
(A6b)
dnumx1 = d2x +4vqxvqy cosθ sinθ (dx+2vqxvqy cosθ sinθ)
+2b22xv
2q2y sin
2 θ , (A6c)
and
∂ 2F
∂y21
=
dnumy1
ddeny
, (A7a)
ddeny =
(
d2y+4vqxvqy cosθ sinθdy−4b22xv2q2y cos2 θ
)2
,
(A7b)
dnumy1 = d2y +4vqxvqy cosθ sinθ (dy+2vqxvqy cosθ sinθ)
+2b22yv
2q2y cos
2 θ , (A7c)
and
∂ 2F
∂x22
=
dnumx2
ddenx
, (A8a)
ddenx =
(
d2x+4vqxvqy cosθ sinθdx−4b22xv2q2y sin2 θ
)2
,
(A8b)
dnumx2 = d2x +4vqxvqy cosθ sinθdx
−4b22xv2q2y sin2 θ
(
2b21x+2ε
2+b22x
)
, (A8c)
and
∂ 2F
∂y22
=
dnumy2
ddeny
, (A9a)
ddeny =
(
d2y+4vqxvqy cosθ sinθdy−4b22xv2q2y cos2 θ
)2
,
(A9b)
dnumy2 = d2y +4vqxvqy cosθ sinθdy
−4b22yv2q2y cos2 θ
(
2b21y+2ε
2+b22y
)
. (A9c)
Appendix D: Structure of the Mean-field solutions
Let us give some more numerical solutions of the Mean
field equations. In Fig. 2 are depicted the typical form of
the QDW/SC and CDW/PDW components of the CE solu-
tion. Despite the CE solution, the MFEs (25a-25d) admits
two other solutions that we describe here.
The pure QDW/SC solution is depicted on Fig. 7 below.
The most noticeable fact about this solution is the very feeble
dependence on the Fermi velocity angle θ . This solution is
very robust to changes of the shape of the Fermi surface at the
hot-spots and at the anti-nodes, characterized by θ = 0 for flat
portions of the Fermi surface at the anti-nodes and θ = pi/4 for
the generic case. The pure QDW/SC solution is very similar
to the observed PG of cuprate superconductors in that respect.
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a1) a2)
b1) b2)
FIG. 7. (Color online) Typical solution for the pure QDW/SC so-
lution, as a function of (εn,T ) for a1) and a2), and as a function of
(εn,θ) for b1) and b2). The values of the parameters are g1 = 20,
g2 = 30, v = 6, ma = 0.1, γ = 3, W = 2pi . The velocity angle is
θ = 0.1 for a1) and a2) whereas the temperature is T = 1 for b1)
and b2). Note the very feeble dependence in the Fermi angle for this
solution.
In contrast, the pure CDW/PDW solution depicted in Fig. 8
is much more dependent on the angle θ of the Fermi velocity
at the anti-nodes.
a1) a2)
b2) b2)
FIG. 8. (Color online) Typical solution for the pure CDW solution,
as a function of (εn,T ) for a1) and a2), and as a function of (εn,θ)
for b1) and b2). The values of the parameters are g1 = 20, g2 = 30,
v= 6, ma = 0.1, γ = 3,W = 2pi . The velocity angle is θ = 0.1 for a1)
and a2) whereas the temperature is T = 1 for b1) and b2). Note that
although the T -dependence of the solution is different from the one
on Fig. 8, especially as the magnitude of the solution is concerned,
its angular dependence is very similar to the one depicted in Fig. 8.
Appendix E: Extreme limit where γ1 γ0
For completeness, let us discuss the extreme limit where
J2  J1 in Eqs. (25a-25d). Recently, an interesting work54
has proposed the pure CDW solution as a candidate for the
PG phase. This solution is pre-empted by the formation of
a q = 0-bond state at the PG temperature T ∗, which has the
property to give a non zero Kerr signal30. It is interesting
to see what happens within the study of co-existence when
the quadratic coupling constant J2 favoring the CDW order
is pushed to a very high limit compared to J1. This study is
presented below for J2 = 10 J1.
First, it is worth noticing that the three solutions [pure
CDW/PDW, pure QDW/SC and the CE solution] are still
present in the extreme limit where J2 J1, which is extremely
favorable to the pure CDW/PDW order. It happens that in
this limit, the pure CDW/PDW solution becomes unstable to-
wards the CE solution. Comparison of the free energies shows
that the CE solution has a slightly lower energy than the pure
CDW/PDW solution in this case, while the splitting with the
QDW/SC solution is higher (Fig. 15).
1. MF solutions
We start with the pure CDW/PDW solution depicted in Fig.
9. On can observe the large magnitude of the pure CDW/PDW
solution [graphs a1) and a2)] whereas the θ -dependence of the
solution [graphs b1) and b2)] has not changed compared to the
one in Fig. 8.
a1) a2)
b1) b1)
FIG. 9. (Color online) Typical solution for the pure CDW/PDW
solution, as a function of (εn,T ) for a1) and a2), and as a function
of (εn,θ) for b1) and b2). The values of the parameters are g1 = 20,
g2 = 200, v = 6, ma = 0.1, γ = 3, W = 2pi . The velocity angle is
θ = 0.1 for a1) and a2) whereas the temperature is T = 1 for b1) and
b2). Note the strong dependence in the Fermi angle for this solution.
We turn now to the pure QDW/SC solution, which was in-
troduced in Ref. [52] as a good candidate for the PG at T ∗.
Comparing Fig. 10 to Fig. 7, we see the similarity between
the two solutions. It is to be expected since only the parame-
ter J2 has been increased between the two figures and the pure
QDW/SC solution is insensitive to the value of J2.
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a1) a2)
b1) b2)
FIG. 10. (Color online) Typical solution for the pure QDW/SC
solution, as a function of (εn,T ) for a1) and a2), and as a function
of (εn,θ) for b1) and b2). The values of the parameters are g1 = 20,
g2 = 200, v = 6, ma = 0.1, γ = 3, W = 2pi . The velocity angle is
θ = 0.1 for a1) and a2) whereas the temperature is T = 1 for b1) and
b2). Note the striking similarities between this solution and the one
in Fig. 7.
The CE solution is depicted in Fig. 11. The trend has been
inverted compared to Fig. 2. Here the CDW/PDW component
of the solution [b1)and b2) in Fig. 11] is one order of magni-
tude larger than the pure QDW/SC component [a1) and a2)] ,
in proportion to J2/J1. One can also note the pronounced θ -
dependence of the QDW/SC solution [c1) and c2)] compared
to the CDW/PDW component [d1) and d2)]. This seems to
confirm the intuition of Ref. [54] that it is possible to stabilize
the CDW/PDW solution compared to the pure QDW/SC so-
lution. The price to be paid however is to enforce J2 J1 to
such an extend that seems rather artificial for high Tc-cuprates.
Moreover, even when a giant CDW/PDW solution is stabi-
lized, we observed a re-entrance of the QDW/SC component
at lower temperatures. The conclusion is that it is very diffi-
cult to get rid totally of the QDW/SC component.
a1) a2)
b1) b2)
c1) c2)
d1) d2)
FIG. 11. (Color online) Typical solutions for the QDW/SC (B1x and
B1y) and CDW (B2x and B2y ) in the CE phase. The values of the
parameters are g1 = 20, g2 = 200, v = 6, ma = 0.1, γ = 3, W = 2pi .
The velocity angle is θ = 0.1 for a1), a2), b1) and b2) whereas the
temperature is T = 1 for c1), c2), d1) and d2). Note the contrast with
the CE solution of Fig. 2. Here the CDW/PDW component is one
order of magnitude larger than the QDW/SC component and the θ
dependence of the CDW/PDW component [d1) and d2)] is minimal
compared to the one of the QDW/SC component [c1) and c2)].
2. Stability conditions
We give now the stability conditions for the various solu-
tion in the limit J2  J1, in analogy with Fig. 4. The results
of this investigation are quite unexpected. Although the limit
J2  J1 is extremely favorable to the pure CDW/PDW solu-
tion, we can see that at low temperatures (here the study is
made at T = 1K) this solution becomes unstable in the direc-
tion of the QDW/SC [dir. B1 in these notations], indicating
an instability towards co-existence at low temperature. This
observation corroborates the results of section D where it was
concluded that it is very difficult to get rid completely of the
QDW/SC solution. Notice that the pure QDW/SC solution
(Fig. 12) is now stable in one direction but becomes unstable
in the direction of the CDW/PDW solution, due to the favor-
able ratio J2/J1 1. Lastly, the CE solution becomes stable
in the two directions (Fig. 14).
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a1) a2)
FIG. 12. (Color online) Stability conditions (30) for the pure
QDW/SC solution as a function of (εn,θ) for T = 1K. a1) [dir. B1]
and a2) [dir. B2]. Note that although the limit J2 J1 is very defa-
vorable to this solution, it is still stable.
a1) a2)
FIG. 13. (Color online) Stability conditions (30) for the pure
CDW/PDW solution as a function of (εn,θ) for T = 1K. a1) [dir.
B1] and a2) [dir. B2]. Note that although the limit J2 J1 is energet-
ically very favorable to this solution, there is a direction of instability
[dir. B1] at low temperature, indicating an instability at lower tem-
peratures towards the CE solution.
a1) a2)
FIG. 14. (Color online) Stability conditions (30) for the pure CE
solution as a function of (εn,θ) for T = 1K. a1) [dir. B1] and a2)
[dir. B2]. Note that the CE solution is stable in both directions at low
temperatures.
3. Free energy
Lastly we turn to the comparison of the free energy for the
three solution in the limit J2  J1. The result is shown in
Fig. 15. By comparison with Fig. 5 we see that the energy of
the pure QDW/SC solution is now higher than the one of the
pure CDW/PDW solution. The co-existence solution, how-
ever, is always the lowest one, although quite close in energy
to the pure CDW/PDW solution. This gives support to our
conclusion that the system is in fine unstable towards the CE
solution.
FIG. 15. (Color online) Free energy at of the three MF solutions.
Pure CDW/PDW (brown), pure QDW/SC (dark blue) and CE (neon
colors). The values of the parameters are g1 = 20, g2 = 200, v = 6,
ma = 0.1, γ = 3, W = 2pi and θ = 0.1.
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