The in vitro cellular models are promising tools for studying normal and pathological conditions. One of their important applications is the development of genetically engineered biosensor systems to investigate the processes occurring in living cells in real time. Today, there are fluorescence protein based sensory systems for detecting various substances in living cells (for example, hydrogen peroxide, ATP, Ca 2+ etc.) or for detecting processes such as endoplasmic reticulum stress. Such systems help to study mechanisms underlying the pathogenic processes and diseases and for screening potential therapeutic compounds. It is also necessary to develop new tools for processing and analysis of obtained microimages. Here we present our web-application CellCountCV for automation of microscopy cell images analysis which is based on fully-convolutional deep neural networks. This approach can efficiently deal with non-convex overlapping objects, that are virtually inseparable with conventional image processing methods. The cell counts predicted with CellCountCV were very close to expert estimates (the average error rate was < 4%). CellCountCV was used to analyse large series of microscopy images obtained in experimental studies and it was able to demonstrate the endoplasmic reticulum stress development and to catch the dose-dependent effect of tunicamycin.
INTRODUCTION
A detailed study of normal and pathological processes within the cells is one of the key goals of modern biomedical research. Current methods of microscopic analysis and visualization of cellular structures, organoids and molecules allow to obtain large sets of images that require further processing and analysis. Thus, the development of effective and precise methods of qualitative and quantitative image processing is an urgent task necessary for automation of microscopy images analysis and investigation of various impacts on the cells, including the screening of potential medicinal compounds. These methods should effectively cope with high variance of cell shapes and sizes, and with their tendency to form dense clusters which makes cell counting and segmentation extremely difficult. Besides, such methods, especially those involving machine learning techniques, must be data-efficient since manual labelling of the datasets is a very tedious task.
The endoplasmic reticulum (ER) is a multifunctional cellular compartment responsible for the protein synthesis, folding and processing. Protein folding in the ER may be impaired under different pathological conditions or stimuli. This condition is known as endoplasmic reticulum stress (1) . ER stress activates a complex signalling network, referred as the unfolded protein response (UPR). It is known that ER stress is observed in many neurodegenerative diseases (such as amyotrophic lateral sclerosis, Parkinson's disease, Alzheimer's disease etc.) and has crucial functions in immunity and inflammation (1, 2) . In addition, UPR is also considered as a target in cancer therapy (3) .
XBP1 protein is an important component of unfolded protein response. In ER stress, XBP1 mRNA undergoes specific splicing by IRE1α protein. As a result, the active XBP1 protein is formed, which activates the genes necessary to compensate ER stress (4) . Currently, these events can be detected with genetically engineered biosensors based on fluorescent proteins, changing their fluorescence intensity, spectral characteristics and/or localization depending on molecular context. This approach allows to visualize the pathological processes occurring in living cells in real time. The specific sensory systems allowing to visualize XBP1 activation in vitro and in vivo were developed (5, 6) . However, the problem of reliable processing and statistical analysis of large sets of microscopy images to assess the ER stress severity and to assess the efficiency of potential therapeutic compounds remained largely unsolved.
The 293A cells have polymorphic non-convex shapes and variable sizes and they tend to form dense clusters, making it difficult to count and segment the cells. The classical image processing techniques (segmentation based on watershed algorithm, different edge-detection and filtration procedures) were found to be insufficient for this task. Here we describe the development of a deep neural network for quantitative analysis of microscopic images of cells, expressing the ER stress biosensor XBP1-TagRFP. Cell counting was realized with an approach based on the paper by Cohen et al. (7) aimed to a very similar research field. The authors proposed a way to count multiple small objects (as compared to the image size) pertaining to a same category using fully-convolutional neural networks (FCNN), which predict the so-called redundant count maps. This approach can efficiently deal with non-convex overlapping objects, that are virtually inseparable when using conventional image processing methods. Besides, using the redundant count maps approach also helps to decrease necessary manual labelling work since weight sharing property makes fullyconvolutional networks significantly less hungry for data, and, moreover, with the selected approach each object requires only one-pixel mark. Cell counts predicted with our model were very close to expert estimates. We have also developed a web-application CellCountCV (Cell Counting with Computer Vision) for counting the cells on phase-contrast microscopy images. CellCountCV was used to analyze large series of microscopy images obtained in experimental studies (3880 images from experiment #1 and 5208 images from experiment #2) and it was able to demonstrate endoplasmic reticulum stress development and to catch the dose-dependent effect of tunicamycin.
Thus, this approach can be used for automation of both qualitative and quantitative data analysis in biosensor studies and their applications.
MATERIAL AND METHODS

Plasmids construction and production
The fragment of XBP1 gene, that encodes the 26 bp intron sensitive to endoplasmic reticulum stress, was amplified with PCR using the following primers: XBP1-cDNA-F 5'-GCGCGGTGCGTAGTCTGGAGC-3' and XBP1-cDNA-R 5'-GGTATATATGTGGTCAAAACG-3' from human brain cDNA. The obtained PCR-product was cloned into the pGEM-T Easy vector (Promega).
Several plasmid clones were Sanger sequenced and plasmid clones with 26 bp XBP1 intron were found. One clone with spliced variant of XBP1 gene was also found. The obtained plasmid clones (with unspliced and spliced XBP1 variants) were used as matrix for PCR with primers XBP1-S-F 5'-CAAGCTAGCGCCACCATGGACTACAAAGACGATGACGACAAGGAGAAAACTCATGGCCTTGTAG TTGAG-3' and XBP1-S-R 5'-AATGGTACCCCCTAAGTCAATACCGCCAGAATCC-3'. XBP1-S-F primer contains the FLAG epitope sequence and Kozak consensus sequence. The obtained PCRproduct was cloned into the pcDNA 3.1/Hygro (-) (Invitrogen) vector using the restriction enzymes NheI and Acc65I. TagRFP fragment without start codon was obtained by PCR with TagRFP-woATG-F 
293A cells transfection
293A cells were transfected using Polyethyleneimine (PEI, Santa Cruz Biotechnology). Cells were seeded at 60%-70% confluency into a well of 6-well plate. 2 µg of plasmid DNA and 14 µg of PEI were mixed into the 280 µl of DMEM without FBS and antibiotics, incubated 10 min, and added dropwise to the cells. Culture medium was changed to a fresh medium after 6 hours of incubation. ˚C and 5% CO 2 . In the first series of experiments to induce endoplasmic reticulum stress, tunicamycin (Abcam) was added to the culture medium at a 10 μ g/ml concentration, DMSO was added to the control wells at a 1% concentration. In the second series of experiments tunicamycin was added to the different wells of 6-well plate at a 0, 5, 10 and 15 μ g/ml concentration, DMSO was added to the control wells at a 0, 0.5, 1 and 1.5% concentration. Tunicamycin and DMSO were added 24h after transfection. The experiments for all concentrations were repeated twice.
293A cells cultivation and ER stress induction
Microscopy images acquisition
For images production was used the Cell-IQ MLF imaging system (CM Technologies) in the Interinstitutional Shared Center of Cell technologies SB RAS. Phase contrast mode was used to obtain cell images. For the detection of TagRFP was used Cy3-C (Ex/Em, 531nm/593nm) filter. In all cases 10× objective was used.
Dataset preparation
We have used 20 manually labelled images, split into training and validation set with 8:2 ratio.
Each image was split into quadrants to reduce GPU memory usage. Simple augmentation, namely rotations on 90, 180 and 270 degrees, was performed to increase the available amount of training data. Finally, the model was tested on 24 images which were not seen by the model during training and that were not used for hyperparameter tuning. The training and validation image sets were preprocessed by human experts who manually labelled the cells with one-pixel marks.
Neural network model training and cell counting
The model was greatly inspired by Count-Ception network (1) and aimed to predict the redundant count maps. Each output pixel is supposed to count how many objects are present in its receptive field. Therefore, with this approach, any object is counted multiple times and that is why the result is called the "redundant count map". The model consists of five inception blocks followed by additional convolutional layers. All activations are rectified linear units (ReLU). After each convolutional or inception layer the batch normalization was applied. Weights were initialized with Glorot uniform approach. The overview of neural network architecture is presented on Fig.1 . The model was trained with Adam optimizer with learning rate set to 0.001. Batch size was set to 1. It was trained for 400 epochs and then the model with the lowest validation loss was evaluated on the test set. Fluorescing cells counting was implemented as a simple red channel binarization according to selected red signal intensity level (0-255, by default the threshold was set to 100); the obtained mask was applied to original grayscale image, then the image was processed by the counting model as usual.
Hardware and software
The programs were implemented with Python programming language (v.3.6) using the 
RESULTS
Stress induction and other experimental results
In this work, two series of experiments were carried out to induce the ER stress and visualize the activation of the UPR system using a genetically encoded sensor XBP1-TagRFP.
FCNN model for counting the cells
The network architecture was greatly inspired by the original Count-Ception network As there was a very little difference between any pair of successive images, the final performance was evaluated using the images that were the most time-separated from each other.
These labelled images were processed with our FCNN model. Then the predicted cell counts were compared to counts provided by human experts.
Cells counting performance
To assess the performance of produced FCNN model we used the images from two series that were never seen by the model during the training. 26 test images were randomly selected, and then manually labelled by human experts. The total amount of the cells on the test images exceeded 9000.The average error of predicted cell counts for testing images was about 3.12%, which is enough for the method to be considered reliable ( Table 1 ). On 80% of testing images the difference between the manual and predicted cell counts was less than 5%. The highest error percentage of 7.3% was obtained for an image with several clusters of the cells where even the manual counting becomes error-prone. Finally, of all 9247 cells present in the testing dataset, the model counted 9037 of them, thus the overall difference was 2.27%. It indicates that using a set of images (obtained e.g. from different fields of view) will result in higher precision due to averaging the cell counting errors between the neighbour images.
Web-application CellCountCV for cell counting
The produced model was used to develop a simple web-application CellCountCV for counting the cells on microscopy images and to count the cells with fluorescence intensity above the user selected threshold. Fluorescing cells counting was implemented using simple binarization mask in image red channel and its application as a filter to a grayscale image, then the image is processed by counting model as usual. Web-service API is implemented with JSON-RPC protocol and we also created simple graphical user interface using React JavaScript library. It accepts a microscopy image and red intensity threshold and returns the cells count and the number of cells with red fluorescence.
It was hosted on our institution (IIS SB RAS) server and can be accessed at http://cellcounter.nprog.ru. Besides, it can be used directly through JSON-RPC calls to http://cellcounter.nprog.ru/api. In such a case the image should be encoded as a Base64 string. Fig. 2 . The original data can be found in supplementary table ST1. Fig. 3 demonstrates the same results but only for the starting and the ending time points.
Automation of stress induction analysis in HEK cells with CellCountCV
The statistical analysis was performed with non-parametric Mann-Whitney test and Bonferroni p-value adjustment for multiple comparisons. Since the initial percentages of red cells were significantly different between the groups (excepting the negative controls) the initial values were subtracted from the subsequent ones. It was found that at the end of experiment the red cell percentages were significantly different between the groups (p < 0.005) excepting negative controls (p = 0.8191) ( Table 2 ).
Next, we performed the regression analysis using Generalized Estimating Equation (GEE) approach. GEE is a general statistical approach to fit a marginal model for longitudinal/clustered data analysis (9) . We used Poisson distribution to model count outcomes -red cells count per 1000 cellswith autoregressive covariance structure. GEE models were built with statsmodels package (v. 0.10.1)
for Python. The model demonstrated statistically significant distinctions in all but negative control groups (Int and DMSO) and also demonstrated the significant changes of red cells counts with time (Table 3) .
Endoplasmic reticulum stress induction and tunicamycin and DMSO dose-effect analysis with
CellCountCV.
5208 microscopy images were analysed. A group of cells, constantly expressing TagRFP, was used as a positive control. The cells with TagRFP expression induced under ER stress conditions are referred as experimental group. These two groups were treated with different tunicamycin concentrations. The negative control group were the ER stress-responsive cells treated with different DMSO concentrations (tunicamycin solvent). Cells were counted and the numbers of red cells were obtained with CellCountCV, the percentages of red cells were calculated for each group in 20 fields of view at 24 time points ( Fig. 4 ). Since the initial cell counts and percentages of red cells were significantly different between (and even within) the groups the initial values were subtracted from the subsequent ones, obtained for corresponding fields of view. The changes in total cell counts and red cells percentages throughout the time course are shown on Fig. 5 .
The statistical analysis was also performed using non-parametric Mann-Whitney test with
Bonferroni p-value adjustment. The results of statistical comparison demonstrated significant distinctions between the groups. There were statistically significant distinctions between different tunicamycin and DMSO doses ( Table 4 ). It's of interest that in positive control group -in cells constantly producing TagRFP -the increased tunicamycin concentration decreased the percentage of red cells percentage while in experimental group tunicamycin dosage had opposite effect (Fig. 6) .
To investigate the dose-effect of tunicamycin we performed the regression analysis using The FCNN approach used here also makes it possible to adapt the models for counting any homogenous small objects using the user labelled data. In near future we plan to extend CellCountCV functionality with additional colour filters for fluorescence detection and to create a module for model adaptation to allow researchers to count objects of interest on their images.
Obviously, further development requires the combination of both biosensors and computational model trained on relevant cellular models, for example, on differentiated derivatives of patient-specific induced pluripotent stem cells (11 
