K-means is one of the most widely used algorithms for clustering in Data Mining applications, which attempts to minimize the sum of Euclidean distance of the points in the clusters from the respective means of the clusters. The simplicity and scalability of K-means makes it very appealing. However, K-means suffers from local minima problem, and comes with no guarantee to converge to the optimal cost. K-means++ tries to address the problem by seeding the means using a distance based sampling scheme. However, seeding the means in K-means++ needs O (K) passes through the entire dataset, which could be very costly in large amount of dataset. Here we propose a method of seeding initial means based on higher order moments of the data, which takes O (1) passes through the entire dataset to extract the initial set of means. Our method yields competitive performance with respect to all the existing K-means algorithms, whilst avoiding the expensive mean selection steps of Kmeans++ and other heuristics. We demonstrate the performance of our algorithm in comparison with the existing algorithms on various benchmark datasets.
Introduction
K-means has been used over a wide range of Data Mining Applications for years. It is the most common algorithm for extracting clusters from datasets containing real attributes. In recent times it has also been used for feature extraction purpose, which is further used for classification using Neural Networks in [Coates et al., 2011] . K-means is an NP hard problem even for K = 2 [Aloise et al., 2009] , and only heuristic solutions exist. Perhaps the most common of such heuristics is the Lloyd's algorithm, which uses an EM style approach; it first assigns the points to different clusters according to their distance from the means of the clusters, and then updates the cluster means by averaging out the points in each cluster. The algorithm uses a random initialization, and comes with no guarantee to reach the global minima. The K-means++ in [Arthur and Vassilvitskii, 2007] addresses the problem by using an initial seeding of the means, and converges within O (log K) of the global optima. However, for most practical purposes, a bound of O (log K) might be too high. Moreover, the algorithm uses K passes through the entire dataset to seed the means, which makes it very expensive for large amount of data. K-means|| in [Bahmani et al., 2012] suggests a method to oversample the means during every pass to reduce the number of passes in the seeding phase. The oversampling strategy also improves accuracy in case there are outliers present in the dataset, by reducing susceptibility of the seeding means to outliers. Nevertheless, both the algorithms are essentially heuristic in nature, and the extracted means as well as the final costs vary a lot over different runs. There are other variants of K-means algorithm, such as [Ailon et al., 2009] and [Shindler et al., 2011] . Most of these algorithms build on K-means++ and aim to reduce the computational burden, rather than improving accuracy. Hence, we limit our discussion on K-means++ and K-means||.
There have been recent developments on clustering algorithms based on Method of Moments (MoM), also referred to as Spectral Methods in the literature. Unlike traditional clustering algorithms which rely on EM or similar algorithms to maximize the likelihood of the data, MoM tries to learn the parameters from the higher order moments of the data. The method can be proven to be globally convergent using PAC style proof (see [Anandkumar et al., 2014] ), and has been successfully applied for Hidden Markov Model in and [Song et al., 2010] , for Topic Modeling in [Anandkumar et al., 2012] , for various Natural Language Processing applications in [Cohen et al., 2014] , [Dhillon et al., 2012] , for Mixtures of Gaussian in [Hsu and Kakade, 2013] and for Spectral Experts of Linear Regression in [Tejasvi Chaganty and Liang, 2013] .
[ Anandkumar et al., 2014] proposed Method of Moments for clustering using generic latent variable models with guaranteed convergence. Here we propose a probabilistic Kmeans algorithm based on the method. We show the derivation of the probabilistic K-means algorithm, and show its performance in comparison with other existing algorithms for various datasets.
Problem Formulation
Given a dataset X ⊆ R D , K-means algorithm tries to find a set C ⊆ R D of K centres (K > 0) which optimizes the
Algorithm 1 K-means++
Input: A set of points X ⊆ R D and K Output: A set C ⊆ R D containing K centres Choose the first centre c 1 uniformly at random from X, C ← c 1 for k = 2 to K do Sample a point x from X with the proba-
The algorithm is usually started with a random initialization, but fails to converge to global minima of the objective. K-means++ tries to alleviate the problem using an initial mean seeding, as described in Algorithm 1. K-means|| (described as Algorithm 2) introduces a method to reduce the number of passes during the seeding phase, by oversampling seeding points during each pass. In our algorithm, we propose a probabilistic method to extract the means of the cluster based on the covariance and third order central moment of the data, which we outline in this section. Please note that our approach is different than that of [Hsu and Kakade, 2013] ; while that article uses non-central moments, we use central moments since using central moments results in a more numerically stable algorithm, and we do not need to estimate any variance term. Also, we do not try to find a non-parametric version of K-means unlike [Kulis and Jordan, 2011] ; although our model is probabilistic, we assume a fixed value of K.
Method of Moments
Here we formulate a generative model for K-means, where we select a cluster h randomly based on the probability P [h = k] = π k , k ∈ 1 . . . K, and choose a data point in the vicinity of the mean of the cluster.
, and can be estimated as the mean of the entire dataset. E h is the p.d.f of hth cluster of the centred data, i.e., E k = p[X − µ X |h = k], and µ h ∈ R D is the mean of the hth cluster of the centred data, i.e.
We assume that p[X −µ X |h] are conditionally independent given h. Also, by the definition of K-Means, the dimensions of the data are independent. This is similar to the assumptions in [Hsu and Kakade, 2013] . Following the assumption,
for O (log ψ(X)) times do C ←sample each point x from X with the probability
For x ∈ C, set w x to be the number of points in X closer to x than any other point in C return K cluster means from weighted clustering of C with the weights w x where D is the dimension of the dataset, and [µ X ] d is the dth element of the vector µ X . Similarly, individual element the conditional mean µ k can be expressed as,
Following the generative model in Equation 2, the expectation of the centred data takes the form,
if the covariance matrix is M 2 ⊆ R D×D , then any element of M 2 can be expressed as,
where [µ k ] i is the mean along the ith dimension of the data, and so on. Therefore, the covariance matrix M 2 can be expressed as,
Similarly, the third order central moment M 3 can be expressed as,
Algorithm 3 Eigen-decomposition of M 2 for High Dimensional Data Input: Data X ∈ R N ×D , Number of Clusters K and tolerance Output: The eigen-vectors U and eigenvalues
for a diagonal matrix with diagonal elements as the arguments
The aim of our algorithm is to retrieve the cluster means {µ k } K k=1 from the covariance M 2 and third order moment M 3 . We first compute a matrix W of rank K to whiten M 2 , such that W M 2 W = I. This is similar to whitening in Independent Component Analysis (ICA), and is usually done through eigenvalue decomposition. If the K maximum eigenvalues of M 2 are {ν k } K k=1 , and the corresponding eigenvectors are {u k } K k=1 , then the whitening matrix is computed as W = U Σ −1/2 , where U = u 1 |u 2 | . . . |u K , and
Let us note that, upon whitening, M 2 takes the form:
Henceμ k = √ π k W µ k are orthonormal vectors. Multiplying M 3 by W across all three dimensions, we get
Hence upon the eigen-decomposition ofM 3 , the robust eigenvectors will beμ k , whereas the eigenvalues will be
Algorithm 4 Method of Moments for K-means
, and corresponding eigenvectors as {u k } K k=1 . Assign U = u 1 |u 2 | . . . |u K , and Σ = diag (ν 1 , ν 2 , . . . , ν K ) Else, compute U and Σ using Algorithm 3 3. Estimate the whitening matrixŴ = U Σ −1/2 so that
The final cluster means of the data (non-centered) can be further computed as µ X + µ k , ∀k = 1 . . . K.
Implementation Detail
Two major versions of the Method of Moments have been proposed in the context of latent variable models. The first algorithm in [Anandkumar et al., 2012] collapsesM 3 into a matrix by multiplying it with a vector randomly sampled from a unit sphere, followed by eigenvalue decomposition of that matrix. The second one [Anandkumar et al., 2014] computes an eigen-decomposition of the tensorM 3 . We use the later, and used the Tensor Toolbox [Bader et al., 2015] for tensor decomposition.
The size of M 2 and M 3 can be very high for highdimensional datasets. For such datasets, the whitening of M 2 can be carried out using Algorithm 3. Also, we do not need to explicitly compute M 3 . Since M 3 =X ⊗X ⊗X, M 3 = M 3 (W, W, W, ) can be computed as,
The overall algorithm is described as Algorithm 4. The space complexity of the algorithm is O(K 3 + DK), whereas time complexity is O((N + D)K 2 + N DK).
The term O((N + D)K
2 ) comes from Method of Moments, whereas O(N KD) comes from K-Means iterations. Since the space complexity is independent of the number of instances in X, the algorithm has the capability to scale to a large amount of data. 
Experimental Results
We demonstrate the performance of our algorithm on a synthetic dataset first, and then on a few real datasets. We choose real datasets with known cluster labels; this enables us to evaluate the performance in terms of clustering indices like Normalized mutual information (NMI), Rand Index & Purity.
For K-means||, we use r = 5 and l = 2K, since these settings usually give the best results as described in [Bahmani et al., 2012] . For each method of initialization, we run the K-means iterations until φ t−1 (C) − φ t (C) < 10 −3 φ t−1 (C), where φ t (C) is the cost defined in Equation 1 at iteration t. The experiment for each K-Means algorithm is repeated for 10 executions, and the aggregated results are shown in Table 1. . We carry out our experiments on Unix Platform on a single machine with Intel i5 Processor (2.4GHz) and 8GB memory, and no multi-threading or any other performance enhancement method is used in the code.
MoM produces very competitive results compared to the rest of the methods. Its results are distinctly better than the rest for MNIST and Yale-B datasets. Even when K-Means++ or K-Means|| produces the best NMI, the NMI of MoM is very close to the best. MoM also takes the less time to com- 
Synthetic Dataset
We generate 5000 points from 10 component Gaussian Mixture with dimension D = 20 and with σ = 1 along each dimension. The variation in different clustering indices for each algorithm is shown in Figure 1 . The Method of Moments produces the best performance in competitive execution time.
Isolet Dataset
We perform our experiments on dataset from UCI Repository, consisting of features for spoken word recognition from 26 groups of speakers; around 7800 data instances with each instance containing 617 features. Both the Method of Moments and K-means++ achieve the highest NMI, with K-Means++ producing slightly higher Rand Index (Figure 2 ). But Method of Moments takes half the time of K-means++. 
CIFAR Dataset
Each of CIFAR-10 and CIFAR-100 datasets consist of 50,000 coloured images each with each instance having 3072 pixel values; the images belonging to 10 and 100 classes respectively. The variation in different clustering indices for CIFAR-10 is shown in Figure 7 , while that for CIFAR-100 is shown in Figure 8 .
Conclusion and Further Extension
Here we present a probabilistic K-means algorithm based on factorization of higher order moments of the data. [Anandkumar et al., 2014] proposes method of moments for clustering using generic latent variable models through the second and third order moment factorization. Here, we adapt the method in context of K-Means, and describe a novel latent variable model for the K-means problem using a generic probability distribution. We establish the competitive performance of our model through various experiments. Method of Moments requires O (1) passes through the entire dataset to compute the second and third order moments to extract the initial means, and is therefore very suitable for Large Scale datasets. In practice, it will require only one or two passes to compute the moments. Also, Method of Moments takes less number of K-means or LLoyd's iterations to converge after the mean initialization, yet producing very competitive NMI or Rand Index score. For smaller datasets, the tensor factorization takes more time compared to the K-Means iterations through the dataset. As the datasets and K grow larger, the K-Means iterations become significantly costlier than tensor factorization, and for CIFAR-100 dataset, MoM finishes in minimum time of all. The only limitation of our algorithm is the requirement D ≥ K. This can be easily overcome by synthesizing new features to increase the dimension of the training dataset. Also, ICA for overcomplete datasets proposed can be utilized for whitening when D < K. However, we keep such experiments out of the scope of this paper.
