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CONVEX FAIR PARTITIONS INTO AN ARBITRARY NUMBER OF
PIECES
ARSENIY AKOPYAN♠, SERGEY AVVAKUMOV♣, AND ROMAN KARASEV♦
Abstract. We prove that any convex body in the plane can be partitioned into m convex
parts of equal areas and perimeters for any integer m ≥ 2; this result was previously known
for prime powers m = pk. We also discuss possible higher-dimensional generalizations and
difficulties of extending our technique to equalizing more than one non-additive function.
1. Introduction
In [8] a very natural problem was posed: Given a positive integer m and a convex body K
in the plane, cut it into m convex pieces of equal areas and perimeters. Here we do not discuss
any algorithm to provide such a cut, we only concentrate on the existence result.
The case m = 2 of the problem is done with a simple continuity argument. The case m = 2k
could be done similarly using the Borsuk–Ulam-type lemma by Gromov [5] (see also [7]), which
was used to prove another result, the waist theorem for the Gaussian measure (and the sphere).
In [2] the case m = 3 was done.
Further cases, m = pk for a prime p, were established in [6] and [4] independently (and
a similar but weaker fact was established in [3, 9]). In both papers higher-dimensional analogues
of the problem were stated and proved. This time we establish a new series of results:
Theorem 1.1. Any convex body K ⊂ R2 can be partitioned into m parts of equal area and
perimeter, for any integer m ≥ 2.
As in the previous work [6] and [4], a “perimeter” here may mean any continuous function
of a convex body in the plane. More precisely, this real-valued function must be defined on
convex bodies (convex compacta with non-empty interior) continuously in the Hausdorff metric;
in particular, we never apply this function to degenerate convex compacta with empty interior.
An “area” may be measured with any finite Borel measure with non-negative density in K;
for a positive density the proof passes literally and the non-negative density is obtained with
the standard compactness argument.
The rest of the text delivers the proof of the theorem. In Appendices 5 and 6 we present
a higher-dimensional result that does not fully generalize the two-dimensional case, and an
explanation of the difficulties of applying our tools to the true higher-dimensional generalization
of the two-dimensional problem when m is not a prime power.
Compared to the previous work on this and similar problems, this time we have found a
way to go beyond the usual equivariant (co)homological argument that restricts the possible
result to the prime power case. Our proof builds a solution recursively. To prove its validity
we argue by induction and use a certain separation lemma that allows us to use the standard
homological arguments modulo different primes at different stages of the induction.
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2. How the proof for m = pk works
We will essentially use the mechanism of the proof for the m = pk case; thus we recall the
corresponding construction. Let Fm(R2) be the configuration space of m-tuples (x1, . . . , xm) of
pairwise distinct points in the plane. To every such m-tuple we uniquely associate (following [1])
the weighted Voronoi partition of the plane,
R2 = V1 ∪ · · · ∪ Vm,
with centers at x1, . . . , xm such that the areas of the intersections Vi ∩ K are all equal. This
can be done continuously in the configuration Fm(R2). Then we produce the map (f is for
perimeter here)
σ : Fm(R2)→ Rm, σ(x1, . . . , xm) 7→ (f(V1 ∩K), . . . , f(Vm ∩K)) ,
and then compose it with the quotient by the diagonal
∆ = {(t, t, . . . , t) : t ∈ R} ⊂ Rm
to obtain
τ : Fm(R2)→ Rm/∆ =: Wm.
The space Wm here can be interpreted as the (m − 1)-dimensional irreducible representation
of the permutation group Sm; with the natural action of Sm of Fm(R2) this map τ becomes
Sm-equivariant.
The proof of the case m = pk is done by applying a Borsuk–Ulam-type theorem (essentially
established in [10]) showing that any equivariant map Fm(R2)→ Wm must hit the origin, this
corresponds to equal perimeters in our partition. This is already good, but to move further we
need more details.
For the case m = 2k (essentially in [5]) a subspace Tm−1 ⊂ Fm() was exhibited, this is a
product of m − 1 circles in one-to-one correspondence with all vertices of a binary tree with
m/2 leaves. By choosing a sufficiently small ε > 0, for any leaf of this tree we consider the
uniquely defined chain of its vertices (considered here as the corresponding unit vectors in the
plane) v1, . . . , vk from the root to this leaf, and add the two vectors
(2.1) v1 + εv2 + · · ·+ εk−1vk, v1 + εv2 + · · · − εk−1vk
to the list of points that totally makes m distinct points in the plane. This provides an
embedding Tm−1 ⊂ Fm(R2), which is equivariant with respect to the action of S(2)m , the 2-
Sylow subgroup of the permutation group, whose action on Tm−1 is generated by sending
vi 7→ −vi at one of the vertices and interchanging the two subtrees of this vertex. The map τ
then restricts to a S
(2)
m -equivariant map
τ1 : T
m−1 → Wm.
It is easy to produce a particular case τ0 of such an equivariant map by taking the first co-
ordinates of the vectors in (2.1) and see that τ0 is transverse to zero and τ
−1
0 (0) consists of
a single S
(2)
m orbit (all vectors vi pointing either either up or down). Hence τ
−1
0 is nonzero
in the 0-dimensional S
(2)
m -equivariant homology modulo 2 of Tm−1, and therefore for another
equivariant map τ1 transverse to zero the set τ
−1
1 (0) is nonempty since it is homologous to τ
−1
0
through χ−1(0) for an appropriately perturbed equivariant homotopy
χ : Tm−1 × [0, 1]→ Wm, χ(t, s) = (1− s)τ0 + sτ1.
A more detailed explanation of this can be found in [7, Theorem 2.1].
For the odd prime power case, in [4] it was shown that there exists a polyhedron Pm ⊂ Fm(R2)
of dimension m−1, which is Sm-equivariantly homotopy equivalent to the whole Fm(R2). This
is useful because when we restrict the map to Pm, the solution set τ
−1(0) becomes generically
(for a slightly equivariantly permuted τ) a finite set of points, so the proof can be interpreted
as a statement about how many points are in τ−1(0) for generic τ .
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In [4, Section 4.1] it was shown that the top-dimensional and 1-codimensional cells of Pm can
be oriented so that the action of Sm changes the orientation according to the sign of the per-
mutation, and with this orientation the top-dimensional cells produce a nontrivial cohomology
class in the Sm-equivariant cohomology with coefficients in the sheaf ±Z, on which Sm acts
by its permutation sign.
In order to avoid orientation issues and twisted coefficients in a sheaf, we pass to the subgroup
G ⊂ Sm of even permutations. The above mentioned facts mean that the quotient Pm/G is
a modulo p pseudomanifold, that is its two top-dimensional cells can be oriented so that the
boundary of the corresponding chain is equal to zero modulo p. It is also shown in [4, Section 4.1]
that a specially chosen test map τ0 : Pm → Wm has τ−10 (0) consisting of a single Sm-orbit, that
corresponds to a pair of points in Pm/G with equal signs. The G-invariant orientations of Pm
and Wm allow one to consider the solution points with signs.
Since Pm/G is a pseudomanifold modulo p, the quotient of the zero set τ
−1(0)/G of an
equivariant map τ : Tm−1 → Wm, considered as a 0-dimensional modulo p chain in Pm/G,
changes homologously to itself (modulo p, since Pm/G is a modulo p pseudomanifold) when we
change the map τ in a generic (transverse to zero) homotopy of equivariant maps. Since the
test zero set τ−10 (0) has two points of Pm/G of the same sign, it is not homologous to a zero
cycle, hence τ−1(0) is generically a 0-cycle modulo p not homologous to zero and hence it is
never empty.
It will be important for us to extract the following observation from the above exposition
of the proof. If the problem (e.g. the set K) depends on a parameter t ∈ [a, b] then we
obtain a family of zero sets τ−1t (0). This can be naturally viewed as a preimage of zero under
an Sm-equivariant map
χ : Pm × [a, b]→ Wm.
For a generic (transverse to zero) homotopy χ this preimage of zero Z ⊂ Pm/G× [a, b] will be a
one-dimensional polyhedron. Since any continuous map can be approximated with a piece-wise
linear map, the reader may assume all maps we consider piece-wise linear; in this case the
transversality to zero is simply defined by the transversality to zero of the restriction of the
map to any face of the triangulation of the polyhedron, for which the map is linear on faces of
the triangulation.
From the orientation of Wm and the pseudomanifold modulo p structure of Pm/G× [a, b] it
follows that Z is naturally a one-dimensional pseudomanifold modulo p with boundary. This
means Z is an oriented graph with some vertices on Pm/G×{a} or Pm/G×{b}, whose vertices
lying in Pm/G × (a, b) have the number of incoming edges equal to the number of outgoing
edges modulo p, similar to the structure of the pseudomanifold, where every condimension one
face has zero modulo p attached top-dimensional faces counted with orientation. In particular,
Z represents a modulo p cycle in Pm/G × [a, b] relative to Pm/G × {a, b}, whose intersection
with a generic subset Pm/G × {t} is a nontrivial 0-dimensional cycle modulo p. This is what
we need to move further.
3. Proof for m = 2pk
Let us start by considering the simplest particular case of our result, still exhibiting the main
technique that we utilize. We consider an odd prime p and m = 2pk. The full proof will be
somewhat technical and is postponed to the next section.
Now we essentially use the last observation of the previous exposition of the case m = pk.
Take a parameter t ∈ [0, pi] and cut K by a straight line directed along (cos t, sin t) into equal
area halves, it is uniquely done given the direction t. K will be cut into Lt and Mt. Note that
(see Figure 1)
(3.1) Lpi = M0, Mpi = L0.
Consider the problem of partitioning Lt andMt into equal parts. They produce two families of
problems with two solution sets ZL, ZM ⊂ Ppk/G× [0, pi]. Perturbing the test map τ generically
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we make it transverse to zero and assume ZL and ZM are 1-cycles modulo p, as described
above. Now for any solution, say, (z, t) ∈ ZL assign a point (f(z), t) ∈ R × [0, pi], where f(z)
is the common perimeter in the corresponding partition of Lt into m equal parts. This is a
continuous map, hence we may view its image GL as a 1-dimensional cycle modulo p in the
strip S = R × [0, pi] relative to its boundary. This means that generically GL is an oriented
graph drawing all of whose vertices in the interior of the strip have the number of incoming
edges equal to the number of outgoing edges modulo p; and a generic vertical line St = R×{t}
intersects GL a nonzero number of times modulo p, when counted with signs and multiplicities.
In a similar fashion we produce the 1-dimensional cycle GM , coming from perimeters of the
partitions of Mt. From (3.1) it follows that GL ∩ S0 equals GM ∩ Spi up to a horizontal shift
and GM ∩ `0 equals GL ∩ `pi up to a horizontal shift, as zero-dimensional cycles. The crucial
observation is:
Fig. 1.
`0 `pi `2pi
Fig. 2.
Lemma 3.1. The assumptions described above on the cycles GL and GM guarantee that their
supports intersect.
The theorem follows from this lemma since a common point of the supports of GL and GM
corresponds to a pair of partitions of Lt and Mt into m parts each such that the all areas in
both partitions are equal to areaK
2m
, and all the perimeters on both partitions coincide because
the corresponding points of GL and GM are the same.
Proof of the Lemma. Double the strip S to have C = R × [0, 2pi], and consider it a cylinder
by identifying t = 0 and t = 2pi. Let R be the translation by pi to the right modulo 2pi, the
half-rotation of the cylinder. The description of the boundary shows that the chains
G′L = GL +R(GM), G
′
M = GM +R(GL)
are cycles modulo p with disjoint supports, intersecting a generic vertical line nonzero modulo p
number of times, and such that R(G′L) = G
′
M (see Figure 2 for an example of two such cycles,
they are drawn with solid and dashed lines respectively). Those cycles are just full versions of
the original cycles defined for arbitrary rotation angle t.
Since the modulo p cycle G′L intersects a generic vertical line a nonzero modulo p number
of times, it must also intersect any curve going from the infinite bottom to the infinite top
of the cylinder by the homological invariance of the intersection (this curve is considered as
a modulo p chain in the homology of the cylinder relative to its top and bottom). Hence G′L
splits the cylinder C into connected parts, one of which is infinite at the top and bounded at
the bottom, call it A. The half-rotated G′M = R(G
′
L) has the corresponding component of
the complement R(A). The strict inclusion A ⊂ R(A) is impossible since it would follow that
R(A) ⊂ R(R(A)) = A; the opposite strict inclusion R(A) ⊂ A is also impossible. Since A and
R(A) evidently intersect somewhere at the top, this means that the boundaries of A and R(A)
must intersect, hence G′L intersects G
′
M .

4. Proof for arbitrary m
In our proof of the general case of Theorem 1.1, we are going to use induction, which also
resembles the proof of a particular case of the Knaster problem by induction in [11].
CONVEX FAIR PARTITIONS INTO AN ARBITRARY NUMBER OF PIECES 5
First, for an odd prime p let Pp be the polyhedron used in the proof of [4]; it is a subset
of the configuration space of distinct p-tuples of points in R2 and it therefore has a natural
action of Sp, which we restrict to the group of even permutations Gp ⊂ Sp. The group Gp
acts freely on Pp and preserves a certain orientation of its top-dimensional faces of dimension
p− 1, splitting those faces into two Gp-orbits. For p = 2, let P2 be a circle with the antipodal
action of G2 := Z/2. What we need is that, as in the proof of the prime power case, Pp will
parameterize certain partitions of a planar convex body into p parts of equal area.
It turns out helpful to use the language of multivalued functions on the space of convex
bodies K. In fact, in our argument we will only use finite-dimensional subspaces of K build
of the above-mentioned polyhedra Pp, hence we may always assume that K is a polyhendron,
thus avoiding topological difficulties.
Definition 4.1. A nice multivalued function K → (−1, 1) is determined by its closed graph in
K × [−1, 1], that is given by the equation
ϕ(C, y) = 0,
where ϕ : K × [−1, 1]→ R is a continuous single-valued function satisfying
ϕ(C,−1) < 0, ϕ(C, 1) > 0
for all C ∈ K.
Evidently, a nice multivalued function attains at least one value on every C ∈ K, that is for
every C ∈ K there exists y such that the pair (C, y) is on the graph of the multivalued function.
This follows from the intermediate value theorem for the continuous function ϕ.
Here we restrict the values of a multivalued function to (−1, 1), which in practice may be
assumed after an appropriate scaling of its values, if the values were in a larger interval (−L,L).
Any continuous single-valued function f : K → (−1, 1) may be considered as a nice multivalued
function by putting
ϕ(C, y) = f(C)− y.
We will identify a nice multivalued function on K with the equation of its graph ϕ(C, y),
when we need to refer to this function by a name. Theorem 1.1 will follow from iterations of
the following claim:
Lemma 4.2. Assume ϕ is a nice multivalued function of K and p is a prime. Then there exists
another nice multivalued function ψ of K such that whenever C ∈ K satisfies
ψ(C, y) = 0
then there exists a partition C = C1 ∪ · · · ∪ Cp into convex bodies of equal area, such that
(4.1) ϕ(C1, y) = · · · = ϕ(Cp, y) = 0.
Proof of Theorem 1.1 assuming the lemma. Let ϕ1 be the perimeter single-valued function. Ap-
ply the lemma to ϕ1 and p1 to obtain ϕ2. Then apply the lemma to ϕ2 and p2 and so on, where
m = p1 · · · pn is the decomposition of our given m into primes. The final function ϕn+1 will be
a nice mutlivalued function of a convex body.
From the intermediate value theorem, there exists y ∈ (−1, 1) such that
ϕn+1(C, y) = 0
for the convex body C we are interested in. In means that C may be partitioned into pn
convex bodies of equal area and the same value y of the multivalued function ϕn. Each of these
bodies may in turn be partitioned into pn−1 parts of equal area and the same value y of the
multivalued function ϕn−1, and so on. Eventually, we obtain a partition of C into m = p1 · · · pn
parts of equal area and the same value y of the multivalued function ϕ1, which is in fact the
single-valued perimeter function. 
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Proof of Lemma 4.2. Parametrize some of the partitions of C ∈ K into p convex parts of equal
area with the space Pp, as in [4]. Equations (4.1) then define a closed subset S ⊂ K×Pp×[−1, 1].
The set S is Gp-invariant, where Gp acts on Pp as in [4] (Pp is a subset of the configuration
space of p-tuples of pairwise distinct points in R2 and Gp permutes those points) and trivially
acts on K and [−1, 1]. To be more precise, the set S is the preimage of zero under the Gp-
equivariant continuous map
Φ : K × Pp × [−1, 1]→ Rp, Φ(C, x, y) = (ϕ(C1(x), y), ϕ(C2(x), y), . . . , ϕ(Cp(x), y)) ,
where Ci(x) denotes the ith part of the convex partition of C corresponding to the configuration
x ∈ Pp. This map is Gp-equivariant if Rp is acted on by Gp by permutation of coordinates.
Fix a body C and study the structure of the fiber set
SC = S ∩ ({C} × Pp × [−1, 1]) .
When the Gp-equivariant map
ΦC = Φ|{C}×Pp×[−1,1]
is transverse to zero, the solution set SC is a finite number of points from the dimension
considerations.
If we make a homotopy of ΦC as a Gp-equivariant map with the boundary conditions on
its components ϕ(Ci, y) then the solution set SC changes, but it changes in a definite way.
If the homotopy H : Pp × [−1, 1] × [0, 1] → R is transverse to zero (this can be achieved by
a small perturbation) then H−1(0) represents a Gp-equivariant 1-dimensional cycle modulo p
relative to Pp × [−1, 1] × {0, 1}. Indeed, under the transversality assumption H−1(0) consists
of smooth oriented segments in the top-dimensional faces of the domain Pp × [−1, 1] × [0, 1]
and isolated points of intersection with the 1-codimensional skeleton of the domain. Since
the domain is a pseudomanifold, the segments are attached to every point 0 modulo p times,
unless we are at the boundary pieces Pp × [−1, 1]× {0} and Pp × [−1, 1]× {1} of the domain,
where the chain H−1(0) has the boundary modulo p coinciding with the zero sets of the initial
ΦC(·, ·) = H(·, ·, 0) and the final ΦC(·, ·) = H(·, ·, 1). Hence the zero set of a transverse to zero
ΦC changes equivariantly homologously to itself under Gp-equivariant homotopies of the map
ΦC .
Let us present an instance of a transverse to zero map Φ0 : Pp × [−1, 1] → Rp (a test
map), which is Gp-equivariant and satisfies the boundary conditions that we impose on ΦC ,
and for which the set Φ−10 (0) is homologically nontrivial. By the above homotopy consideration
(connecting Φ0 to ΦC by convexly combining their coordinates), the existence of such a test
map implies the homological nontriviality of SC for any transverse to zero map ΦC . In order
to produce the needed test map, we may take the Sp-equivariant test map
Ψ0 : Pp → Wp
considered in [4]. Here it is convenient to consider Wp ⊂ Rp as the linear subspace of p-tuples
with zero sum. The transverse preimage of zero Ψ−10 (0) consists of the unique Sp-orbit of a
point in the relative interior of a top-dimensional face of Pp. This solution set Ψ
−1
0 (0) is either
a single Gp-orbit (for p = 2) or splits into two Gp-orbits (for odd p), but both with the same
sign. This verifies the homological nontriviality of Ψ−10 (0) as a 0-dimensional Gp-equivariant
cycle.
We augment Ψ0 to the map (assuming the coordinates of Ψ0 are in the interval (−1, 1))
Φ0(x, y) = Ψ0(x) + (y, . . . , y) .
Then Φ−10 (0) = Ψ
−1
0 (0) × {0} and this preimage is still a nontrivial Gp-equivariant 0-cycle
modulo p. Hence, we obtain:
Claim 4.3. For transverse to zero ΦC, the set SC is a nontrivial Gp-equivariant 0-cycle modulo
p. Its projection to the segment [−1, 1] is a nontrivial 0-cycle modulo p.
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Note that the set SC is always non-empty, since were it empty, the map ΦC would be trans-
verse to zero by definition and SC would have to be non-empty by the claim. Assume now
we change the convex body C in a continuous one-parameteric family {C(s) | s ∈ [a, b]} and
obtain a Gp-equivariant map with one more parameter
Φ˜ : Pp × [a, b]× [−1, 1]→ Rp, Φ˜(x, s, y) = (ϕ(C1(x, s), y), ϕ(C2(x, s), y), . . . , ϕ(C1(x, s), y)) ,
where Ci(x, s) is the ith part of the partition of C(s) corresponding to Pp.
The solution set Φ˜−1(0) now generically (when Φ˜ is transverse to zero) represents a Gp-
equivariant 1-dimensional cycle modulo p relative to Pp × {a, b} × [−1, 1]. As in the above
argument, under the transversality assumption Φ˜−1(0) consists of smooth oriented segments in
the top-dimensional faces of the domain Pp × [a, b]× [−1, 1] and isolated points of intersection
with the 1-codimensional skeleton of the domain; since the domain is a pseudomanifold, the
segments are attached to every point 0 modulo p times, unless s = a or s = b.
Projecting Φ˜−1(0) to the rectangle [a, b]× [−1, 1] (every Gp-orbit goes to a single point), we
get a 1-dimensional cycle modulo p relative to {a, b} × [−1, 1], intersecting a generic line s = c
nontrivially modulo p by the previous claim, since this is the solution set of a generic problem
without a parameter. It is crucial that any curve connecting the bottom [a, b] × {−1} to the
top [a, b]×{1} of the rectangle is homologous to such a line, and it must intersect the cycle by
the homological invariance of the intersection number. Hence we obtain:
Claim 4.4. For a family of convex bodies C(s), the set
SC(s) = S ∩ ({C(s) | s ∈ [a, b]} × Pp × [−1, 1])
separates top from the bottom when projected to [a, b]× [−1, 1].
We have proved this for a transverse to zero Φ˜, but the transversality assumption is not
necessary. Once we have a curve from [a, b]×{−1} to [a, b]×{1} not touching the projection of
the solution set for an arbitrary Gp-equivariant Φ˜, satisfying the boundary conditions, this curve
will not touch the projection of the solution set for a small generic (and therefore transverse to
zero) perturbation of Φ˜; but the latter is already shown to be impossible.
Now we consider the “big cylinder” K × [−1, 1], where the graphs of multivalued functions
live. Assume we have a continuous curve
γ : [a, b]→ K× [−1, 1]
passing from the bottom K × {−1} to the top K × {1} in the cylinder and parametrized by
a segment [a, b]. Its first coordinate may be considered as a one-parametric family of convex
bodies C(s). Hence applying the previous claim, we obtain:
Claim 4.5. The projection Z of S to K × [−1, 1] separates the top K × {1} from the bottom
K × {−1}.
This is the crucial separation property of Z ⊂ K × [−1, 1], considered as a graph of a
multivalued function. We show that the separation property implies that this multivalued
function is nice.
Take the distance to the set Z function, dist(·, Z), under some metrization of K× [−1, 1], it
is continuous and positive on the complement of Z. Since the top and the bottom of K× [−1, 1]
belong to different connected components of the complement, we can flip the sign of this function
on the bottom component to make it satisfy the signed boundary conditions of nice multivalued
functions. In effect, we obtain a function
ψ : K × [−1, 1]→ R,
satisfying the boundary condition sufficient to call its corresponding multivalued function with
the graph {ψ(C, y) = 0} nice. Our construction ensures that whenever ψ(C, y) = 0, the pair
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(C, y) is in Z and corresponds to (C, x, y) ∈ S. The latter triple, in turn, provides a partition
of C into p convex bodies C1, . . . , Cp satisfying
ϕ(C1, y) = · · · = ϕ(Cp, y).

5. Appendix: A weaker higher-dimensional result
Now we are going to consider the case when we work in Rd, have d− 1 measures µ1, . . . , µd−1
in a convex body K and want to partition K into m convex parts of equal µj measure (for every
j) and equal surface area. As with the perimeter, the “surface area” may be any continuous
function of a convex body in Rd.
In Appendix 6 we explain why our approach is not suitable when we want to equalize two
arbitrary functions and d − 2 measures of parts, which is why we only dare to handle one
arbitrary function here. Let us state the result:
Theorem 5.1. Assume d − 1 finite non-zero Borel measures µ1, . . . , µd−1 with non-negative
density are given in a convex body K ⊂ Rd and f is a continuous function of a convex body.
If m ≥ 2 is an integer then it is possible to partition K into m convex parts V1, . . . , Vm so that
for every i
µi(V1) = µi(V2) = · · · = µi(Vm)
and
f(V1) = f(V2) = · · · = f(Vm).
In [9] a similar result was proved, in the case of d measures and no arbitrary function. In
terms of the previous section this is explained as follows: In the induction step we equalize
d measures in p1-tuples of parts of the bottom level of the hierarchical partition, but we do
not need to work with “multivalued functions” because the measures are additive and once we
equalize the measures we know the common value.
As for the proof, our d-dimensional theorem follows from the following analogue of Lemma
4.2. Let Kd be the space of d-dimensional convex bodies:
Lemma 5.2. Assume ϕ is a nice multivalued function of Kd and p is a prime. Then there
exists another nice multivalued function ψ of Kd such that whenever C ∈ Kd satisfies
ψ(C, y) = 0
then there exists a partition C = C1 ∪ · · · ∪Cp into convex bodies of equal measure µi, for every
i = 1, . . . , d− 1, and such that
(5.1) ϕ(C1, y) = · · · = ϕ(Cp, y) = 0.
The proof follows by considering the more general (d−1)(p−1)-dimensional pseudomanifolds
modulo a prime p, Pp;d, introduced in [4], with the group of symmetry Gp as in the previous
section. The map ΦC : Pp;d × [−1, 1] → R(d−1)p is then build from a configuration x ∈ Pp;d
of p points in Rd, considered as Voronoi centers. The measure µd−1 is equalized by finding
appropriate Voronoi weights and establishing a partition C = C1 ∪ · · · ∪ Cp, the functions
µi(Cj) (i = 1, . . . , d − 2) and ϕ(Ci, y) then constitute the coordinates of ΦC . Whenever such
ΦC is transverse to zero, the preimage of zero is a nontrivial 0-cycle modulo p; this is a version
of Claim 4.3 in this more general situation.
The rest of the proof of Lemma 5.2 is essentially the same as the proof of Lemma 4.2.
Theorem 5.1 follows as in the two-dimensional case, the measures are equalized since on every
prime number stage the partition is a partition into parts of equal measures, the function ϕ is
equalized as guaranteed by the lemma.
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Remark 5.3. Of course, we were trying to find a generalization of this argument in order,
for example, to equalize two arbitrary functions of the convex parts in R3 together with their
volumes. A crucial obstacle, in our opinion, is that when we make an induction step and consider
a “subfunction” of a multivalued function with a separation argument, then the procedure of
restoring the subpartition (of a part in the hierarchy) corresponding to the chosen common
value of this equalized function of the subpartition is not continuous. In particular the other
function we want to equalize may not depend continuously (or be a nice multivalued function)
on the first one after this choice.
6. Appendix: Difficulty of equalizing two arbitrary functions
In this section we point out some essential difficulties in the attempt to generalize our tech-
nique to the case when we need to equalize at least two arbitrary continuous functions of convex
parts. We thank Sergey Melikhov for sharing with us his ideas that developed into the argument
of this section.
Assume we have a convex body K ⊂ R3 and want to partition it into m = 2ps (p is an odd
prime) convex parts with equal volumes, and equal values of two other continuous in Hausdorff
metric functions F1, F2 of the parts. We would naturally start by partitioning K into two parts
of equal volume; such partitions are parametrized by the normal of the oriented partitioning
plane, that is by the sphere S2. Then in the part of K the normal points to, we would apply
the Blagojevic´–Ziegler result for m = ps to have a nonzero modulo p number of solutions for
this half of the problem. Looking at the possible pairs of common values of F1, F2 we would
obtain, as in the proof of the main result of this paper, a multivalued function S2 → R2, whose
graph in S2 × R2, under certain genericity assumptions, could be viewed as a 2-dimensional
cycle modulo p, which we denote by Z, homologous modulo p to k[S2×{(0, 0)}] for some k 6= 0
mod p.
The problem would be solved this way if we could prove that under the antipodal map
σ : S2 → S2, extended to S2 × R2 by the trivial action of σ on R2, some point of the support
of Z would go to some other point of the support of Z. But below we build an example of a
modulo p cycle Z that satisfies all the assumptions that we know it must satisfy in the problem,
but has disjoint Z and σ(Z).
Let us build Z inside S2 ×D, where D is the unit disk in the plane R2. Let us split S2 by
its equator S1 into closed hemispheres D+ and D−. Start by building the part of Z that lies
over S1: Let L be the graph of
z 7→ zn,
where we identify D with the unit disk in the complex plane and S1 with the unit complex
numbers. For odd n the circles L and σL do not intersect and their linking number (if we
consider the solid torus S1 × D lying standardly in R3) is lk(L, σL) = n, since for odd n the
circle σL is the graph of
z 7→ −zn,
and the linking number of two circles, close to each other, equals the winding number of their
difference vector when we pass along the circles.
Letting this n be equal to the prime number p from the formula m = 2ps, we thus have that
L and σL are non-linked 1-dimensional modulo p cycles. Now we pass from the torus S1 ×D
to the topological 4-dimensional ball B4 = D+×D. The torus S1×D is a part of its boundary
S3 = ∂B4 and the cycles L and σL are non-linked modulo p cycles in S3, since the torus embeds
into S3 without a twist. It follows that we may choose two 2-dimensional modulo p cycles in
B4 relative to S3, M and N , so that ∂M = L, ∂N = σL, and the supports of M and N are
disjoint.
Indeed, choose M as any topologycally embedded disk in B4, whose boundary maps home-
omorphically to the circle L. By Alexander duality for the pair (B4, S3), we have
H1(B
4 \M ;Z/pZ) = H2(M,L;Z/pZ) = Z/pZ.
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Hence the homology class [σ(L)] ∈ H1(B4 \ M ;Z/pZ) is fully determined by an element of
Z/pZ, which is in fact the linking number lk(L, σL). Having this linking number 0 modulo p,
we may conclude that σL is a modulo p boundary of a 2-dimensional modulo p chain N in
B4 \M . The chains N and M thus have disjoint supports.
Now we pass to S2×D fromD+×D and take the 2-dimensional modulo p cycle Z = M−σ(N),
this is indeed a cycle, since
∂Z = ∂M − σ(∂N) = L− σ(σ(L)) = 0.
From the construction of M and N we may conclude that Z and σZ are disjoint. At the same
time, Z is homologous modulo p to [S2×{(0, 0)}], which is equivalent to saying that it intersects
{x} ×D, for generic x ∈ S2, 1 modulo p number of times, counted with signs. The last claim
is evidently true for x ∈ S1, where
({x} ×D) ∩ Z = ({x} ×D) ∩ L.
Our construction of M and N allows them to have collars near S3 ⊂ B4 that allows us to keep
the uniqueness of such an intersection for x in a neighborhood of S1 in S2. If we want Z to be
homologous to a multiple k[S2 × {(0, 0)}] modulo p then we may just repeat this construction
in k smaller disks D1, . . . , Ds embedded in D and take the sum of the obtained cycles.
Thus we have checked that Z has the properties that a graph of the multivalued function
from our attempted proof must have, but does not allow to make the final step of the proof.
Remark 6.1. Using several circles Li, given by z 7→ ci+εzni for different ci ∈ D, odd integers ni,
and sufficiently small ε > 0, it is possible to replace L in the above argument with an algebraic
combination L′ =
∑
i Li, such that
lk(L′, σL′) =
∑
i
ni = 0
as an integer. We may also make L′ modulo p (but not integrally!) homologous to k[S1 ×
{(0, 0)}], by choosing the number of the Li to equal k modulo p. Then we choose M as an
oriented surface in B4 = D+ × D with boundary L′, N as a integral chain in B4 \M with
boundary σ(L′). The integral chain Z = M − σ(N) then becomes an integral cycle, modulo p
(but not integrally!) equivalent to k[S2 × {(0, 0)}]. And Z is disjoint from σ(Z), that is the
Borsuk–Ulam theorem cannot be generalized to the corresponding multivalued map S2 → R2.
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