Quantitative genetics is one of the most important components to provide valuable genetic information for improving production and quality of plants and animals. The research history of quantitative genetics study could be traced back more than one hundred years. Since have been applied to analyze various useful genetic models and a number of computer programs have been developed. In addition, researchers are not only interested in finding appropriate data structures needed for specific genetic models but also want to identify appropriate genetic models suitable for a specific data structure. Therefore, a generalized computer tool has been developed for both model evaluations and actual data analyses. In this paper, various genetic models will be detailed and generalized by mixed linear model approaches and the features of the new computer tool GenMod will be described.
Introduction
Since an analysis of variance (ANOVA) approach was proposed (Fisher, 1925) , geneticists have been extensively using this approach for quantitative genetic data analyses because of its convenience and simplicity (i.e. Garder and Eberhart, 1966; Borges, 1987; Haullauer and Miranda, 1988; Das and Griffley, 1994; Lynch and Walsh, 1998) . However, ANOVA based approaches are often associated with several major limitations. For example, these methods are often challenged by various irregular genetic mating designs and unbalanced data structures. It is often difficult to follow specific genetic mating designs (Comstock and Robison, 1948; Griffing, 1956 ) when a large number of parents are used for crossing either due to flowering differences or resource constraints (i.e. Cheatham et al., 2003; Saha et al., 2006) . In addition, insect damage and/or environmental conditions could contribute to data missing or data structures being unbalanced. It is also very common that F 2 (second generation) populations are used to replace F 1 (first generation) populations because of F 1 seed supply (i.e. Meredith, 1990; Tang 1996; Jenkins et al., 2006 Jenkins et al., , 2007 Jenkins et al., , 2009 ; however, the genetic structures for F 2 are different for F 1 . Furthermore, genetic model structures can be very complex. For example, some seed traits may be controlled by gene systems in seeds and their maternal plants because maternal plants provide nutrition to seed growth and development (i.e. Zhu and Weir, 1994a,b; Wang et al., 1996a,b; Wu et al., 2010) . Thus, genetic data containing important genetic information can be underscored and underutilized if inappropriate statistical methods or genetic models are used.
Since the 1960s, mixed linear model approaches have been proposed and can be used for unbalanced data structures and complex models (i.e. Hartley and Rao, 1967; Patterson and Thompson, 1971; Rao, 1971; Searle et al., 1992; Little et al., 1996; Zhu, 1998) . These approaches are matrix-and vector-based approaches, which offer flexibility to analyze complex genetic models and/or data structures. For example, procedure mixed in recent SAS versions can be used not only for missing data but also for various repeated measurements. Typically, there are three types of mixed linear model approaches: maximum likelihood (ML), restricted maximum likelihood (REML), and minimum norm quadratic unbiased estimation (MINQUE) (Hartley and Rao, 1967; Rao, 1971; Searle et al., 1992) . Although these mixed linear model approaches were proposed and employed for many years, the applications to quantitative genetic data analyses have not been widely received until the late 1980s due to their mathematical complexity and computational constraints. Some valuable genetic models were proposed and can be analyzed by mixed linear model approaches. Various crop systems were investigated, including cotton, rice, barley, and canola (i.e. McCarty et al., 2004a,b; Shi et al., 1997; Yan et al., 1998) and covering agronomic traits (i.e. McCarty et al., 2004a,b; Jenkins et al., 2006 Jenkins et al., , 2007 , seed traits (Wu et al., 1995 Wang et al., 1996a,b; Shi et al., 1997) , developmental traits (Ye et al., 2003; McCarty et al., 2006; Wu et al., 2009) , and traits for chromosome substitution lines Jenkins et al., 2006; McCarty et al., 2008; Wu et al., 2006a) .
In quantitative genetic data analysis, two important questions are often asked. The first question is which genetic models are appropriate for a given genetic data set. The second question is that given a biologically meaningful genetic model being employed, what types of genetic data structures are required. Since genetic data structures to be analyzed or genetic models to be employed for a given data structure are case-specific, a computer program that can specifically evaluate such appropriateness of data structures or genetic models is needed.
In this paper, various commonly used genetic models will be addressed and generalized in terms of vectors and matrices, so that quantitative genetic data analyses can be conducted in a more generalized way. Section 2 will detail various genetic models and their generalization.
Mixed linear model approaches for generalized genetic models will be addressed in Section 3. In Section 4, a computer program will be briefly introduced and results from an actual cotton genetic data set in cotton will be summarized as an example. The major objective of this study was to provide a generalized way to analyze various genetic data structures so that useful genetic information can be used for crop and animal improvement.
A Generalized Genetic Model

A simple genetic model
For a number of genotypes grown in multiple environments with repeated plots under a random complete block (RCB) design, a linear genetic model can be expressed as in equation (1):
Where y is an observed value, is population mean, E is an environmental effect, G is a genotypic effect, GE is a genotype-by-environment (GE) interaction effect, B(E) is a block effect within environment, and e is a random error. In equation (1), three components are partitionable.
For example, E could be year, location, treatment, and their interaction effects. A genotypic effect could include additive, dominance, and epistatic effects (Cockerham, 1980 
Genotype and genotype-by-environment interaction (GE) model
The observation ℎ for i th genotype grown in j th block in h th environment can be expressed as the following linear model in equation (2):
where µ is the population mean, h E is the environmental effect, i G is genotypic effect, hi GE is the genotype-by-environment interaction effect,
is the block effect, and hij e is the random error.
2.3.Nested model
In breeding programs, a number of lines are often derived from each of multiple crosses (families) and are evaluated in different environments with repeated plots. In this or similar cases, a nested genetic model can be applied. This model can be applied for evaluation of germplasm lines collected from different regions. The observation ℎ for j th line within i th family grown in k th block within h th environment can be expressed in equation (3):
where is the family effect; ) (i j L is the within family line effect; hi FE is the family-byenvironment interaction effect,
is the within family line-by-environment interaction effect;
is the block effect; and hijk e is the random error.
The AD model is one of the most popular genetic models. A large number of applications of AD model in quantitative genetic study can be found in the literature (i.e. Tang 1996; McCarty et al., 2007) . Given a number of parents and their F 1 or F 2 progenies evaluated in multiple environments, the AD genetic model can be expressed in linear form as follows regarding parent i or a cross between parents i and j at different generations.
For parent
For F 1 :
For F 2 :
For F3:
Where μ is the population mean, a fixed effect; E h is the environment effect, either random or fixed (fixed in this study); (or ) is additive effect from parent i or j; , or is the dominance effect; ℎ (or ℎ ) is additive by environment interaction effect; ℎ , ℎ , or ℎ is the dominance by environment interaction effect; (ℎ) is the block effect; and ℎ (.) is the random error.
Additive-dominance with additive-by-additive interaction (ADAA)
The ADAA model is one of the important extended AD models, investigating additiveby-additive interaction (epistatic) effects (Cockerham, 1980; Zhu 1998) . Several applications are available in the literature (Xu and Zhu, 1999; McCarty et al., 2004a ,b, 2005 , Saha et al., 2010 . This model was also evaluated when data structures are unbalanced (Wu et al., 2006a) .
Additive-by-additive interaction effects can be used for both inbred line and hybrid development (Xu and Zhu, 1999; McCarty et al., 2004a, b) . Given a number of parents and their F 1 or F 2 planted in multiple environments, this genetic model can be expressed in linear form as follows regarding parent i or a cross between parents i and j at different generations.
For parent:
For 
Where (or ) is the additive effect from parent i (or j); , or is the dominance effect; , , or is the additive-by-additive (AA) epistatic effect; ℎ (or ℎ ) is additiveby-environment interaction effect; ℎ , ℎ or ℎ is the dominance by environment interaction effect; ℎ , ℎ , or ℎ is the AA-by-environment interaction effect; (ℎ) is the block effect; and ℎ (.) is the random error.
Other extended AD models
Genetic modeling is case or data structure specific. For example, genetic systems for agronomic traits could be different from seed traits. Thus, genetic modeling needs to maximally reflect its biological meaning for a trait to be investigated. In addition to AD and ADAA models, other different genetic models have been reported in the literature. Examples include AD model with cytoplasmic effects (ADC model: Wu et al., 2010) , AD model with maternal effects (ADM model: Zhu, 1994) , seed models (Zhu and Weir 1994a, b; Wu et al., 1995; Wang et al., 1996a, b) ; AD model with single marker effects (Wu et al., 2000) , and a chromosome model (Wu et al., 2006a) .
Genetic model generalization
As we have seen, genetic models can be trait or case dependent. In addition, genetic structures vary at different generations for the same model and data can be missing or unbalanced, which often cause data analyses to be performed on a case by case basis. Thus, it will be helpful to generalize different genetic models in a simple yet practical way: not only for model extension but for data analyses as well. With the use of mixed linear model approaches, these genetic models can be expressed in forms of vectors and matrices described as follows.
where is an observed vector with size of × 1; is an unknown fixed effect vector to be estimated with dimension of × 1 and is the known information for vector ; is an unknown random effect vector to be calculated with dimension of × 1 and is the known information for vector . Note that the last item in equation (12) is random error. When is independently and identically distributed, then is an identical matrix. Since the values of f and r in equation (12) can be any numbers, it can generalize various genetic models for various data structures and it can generalize computer programming.
Statistical Approaches
Variance component estimation
ANOVA based approaches are challenged by missing data points, irregular genetic mating designs, and/or complex genetic models. On the other hand, mixed linear model approaches offer flexibility for analyzing complex genetic models and various unbalanced data structures. There are three general types of mixed linear model approaches, which can be used for analyzing mixed linear models: maximum likelihood (ML), restricted maximum likelihood (REML), and minimum norm quadratic unbiased estimation (MINQUE) approaches (Hartley and Rao, 1967; Patterson and Thompson, 1971; Rao, 1971; Searle et al., 1992; Zhu, 1998) . Both ML and REML approaches require iteration process and assuming data being normally distributed. MINQUE approaches require no iteration process and can be applied to different data distribution (Rao, 1971) . Given a reasonable large data set with normal distribution, each variance component can be tested by asymptotic chi-square distribution. However, chi-square test has some limitations: (1) a reasonable size of a data structure for a specific model is difficult to determine; (2) data structures may not follow normal distributions; (3) it may be difficult to test parameters like genetic correlations, genetic covariances, and proportions. An alternative method is using resampling approaches including jackknife, permutation, and bootstrap tests (Miller, 1974; Efron, 1982; Davison and Hinkley, 1997; Wu et al., 2008) . Jackknife methods have been widely used for testing significance of each parameter of interest (Miller, 1974; . The results are equivalent through permuting and bootstrapping residuals; however, bootstrapping observations often result in abnormal variance component estimation and effect estimation or prediction. We observed that group-based jackknife methods are stable for the data set with replications; however, it might be more appropriate to use permutation test for data sets with only single replication or very irregular data sets.
Genetic effects, heterosis, and genotypic values
Breeders are not only interested in estimated genetic variance components, but genetic effects as well. Predicted genetic effects give information about which parents should be used for crossing or which crosses should be used for selection. If genetic variance components are known, a best linear unbiased prediction (BLUP) for genetic effects can be obtained. However, genetic variance components normally are unknown, estimated variance components are normally used for predicting genetic effects using the BLUP approach. These predicted genetic effects cannot be guaranteed to be linear or best since estimated variance components are quadratic functions of observations. Two other prediction methods, which can result in linear and unbiased predictions, are linear unbiased prediction (LUP) (Zhu and Weir, 1994a) and adjusted unbiased prediction (AUP) (Zhu, 1993) methods. When the genetic effects were predicted subject to different genetic models, heterosis and genotypic values of each cross either over environments or in a specific environment can be calculated as well (i.e. McCarty et al., 2004b McCarty et al., , 2005 .
GenMod: A Generalized Computer Program
4.1.The features of GenMod
Using C++ language, we developed a new computer program GenMod specifically for implementing previously described genetic models. (Zhu and Weir, 1994a , Wu et al., 2006a , b, 2010 . If a preset value is zero, then the power is actually the Type I error at a specific nominal value α. Thus, this computer program can be used to test both Type I error rate and testing power.
The use of GenMod
Since this computer program is able to analyze different genetic models with different functions, a full user manual will be developed separately. However, the use of this computer program is straightforward and general procedures to run this computer program are briefly described as follows.
Step 1: Prepare a data file.
( Table 4) . Additive effects for eight parents were provided, showing that all were different from zero (P=0.05) ( Table 5) . Parents 1 and 2 were two good general combiners that can be used as parents to increase lint percentage (Table 5 ). The other parents except 7 were associated with negative additive effects, indicating that these lines will reduce lint percentage if they are used as parents. Dominance effects, including homozygous and heterozygous are summarized in Table 6 .
Among eight homozygous dominance effects, six had significantly positive effects for lint percentage while heterozygous dominance effects either were significantly negative or not different from zero (Table 6 ). Results suggest that most crosses showed reduced lint percentage (negative heterosis) at their early generations. Then following the dominance effects were the predicted additive × environment and dominance × environment interaction effects (not listed in this paper due to limited space).
The above application is an example of demonstration of using GenMod for actual data analysis. Random data points (some lines in Table 1 ) can be deleted and new data sets can be generated for additional data analyses. Interested readers may compare results from the complete data set and reduced data sets. By deleting the values of lint percentage various simulations can be conducted as well. New data structures can be generated by deleting lines either randomly or on purpose (for example, delete last replication in second environment). Other genetic models can be applied for other data analyses by using this computer program. For detailed information, please contact the contact author of this paper (Jixiang.wu@sdstate.edu).
Summary
Quantitative genetics is one of the most important components to provide valuable genetic information for improving production and quality of plants and animals. ANOVA based methods are very common statistical methods for quantitative genetics study but are constricted to simple genetic models and specific mating designs and require balanced data structures (i.e. Griffings, 1956; Garder and Eberhart, 1966; Borges, 1987; Haullauer and Miranda, 1988; Das and Griffley, 1994; Lynch and Walsh, 1998) . Mixed linear model approaches that were proposed in the 1960s and 1970s (Hartley and Rao, 1967; Patterson and Thompson, 1971; Rao, 1971) offer the flexibility to analyze unbalanced data structures and complex model systems. However, since the 1980s, these approaches have been introduced into the quantitative genetics study and various useful genetic models and a number of computer programs have been developed (i.e. Zhu, 1998) . This paper gives an overview of several useful genetic models that can be generalized by mixed linear models suitable for various data structures.
In addition to actual quantitative genetic data analyses, researchers are not only interested in finding appropriate data structures needed for specific genetic models but also want to determine appropriate genetic models suitable for a specific data structure. Using C++ language, we developed a new computer program GenMod specifically for implementing genetic models being described in this paper. This computer program has the following advantages: (1) it simultaneously conducts analysis for an actual data set or model evaluation for a data set with only experimental design information but no traits included; (2) it is suitable for various genetic data structures; and (5) it provides a significance test by jackknife resampling approaches.
Additional genetic models can be added to this computer program. Interested readers can contact the authors of this paper. V<Resi.>/V<P> are the proportions to the phenotypic variance for additive, dominance, additive-by-environment interaction, dominance-by-environment interaction, and residual. 
