For two Polish state spaces E X and E Y , and an operator G X , we obtain existence and uniqueness of a G X -martingale problem provided there is a dual process Y on E Y solving a G Y -martingale problem. Duality here means the existence of a rich function H and transition kernels (µ t ) t≥0 on E X such that
Introduction
A general method for constructing a Markov process with Polish state space E is the formulation of a martingale problem, which we briefly recall. Given some linear operator G with domain D(G), a space of measurable, real-valued functions on E, and some z ∈ E, we say that (the distribution of) an E-valued process Z solves the (G, D(G), z)-martingale problem (or G-, or (G, D(G))-martingale problem, if no confusion is possible) if Z 0 = z and
is a martingale for all f ∈ D(G). The martingale problem is called well-posed if for each z ∈ E there exists a unique (in law) solution. Two main strategies exist in order to show existence. First, one can construct a tight sequence Z 1 , Z 2 , . . . of approximating processes and prove that any limit solves the G-martingale problem. The second possibility only works for locally compact E. Here, one can show that the operator G satisfies the positive maximum principle and use an abstract result which guarantees existence of an approximating sequence of processes as well as G f n → 0 for some sequence f n → 1 (both limits boundedly pointswise. See e.g. [6, Theorem 4.5.4 and Remark 4.5.5]). Duality, which we recall below, is an often used technique to show uniqueness of solutions of martingale problems. The main goal of the paper is to use duality also for existence of solutions of martingale problems; see Theorem 1. Recall that two Markov processes X and Y with state spaces E X and E Y are dual with respect to H(·, ·), where H is a bounded, continuous function H :
1 INTRODUCTION 2 where E x [·] and E y [·] denote the expectations with respect to the initial conditions X 0 = x and Y 0 = y, respectively. In other words, properties of X can be read off from properties of Y and vice versa. (We note that more general notions of duality exist, where one or both sides of (2) contain exponential penalty -also called Feynman-Kac -terms; see (7) below. Also, the boundedness and continuity of H can be relaxed.) Usually, (2) is proved as follows: If G X and G Y are the operators of X and Y with domains D X ⊇ Π X ≔ {H(·, y) : y ∈ E Y } and D Y ⊇ Π Y ≔ {H(x, ·) : x ∈ E X }, respectively, then (2) is implied by
In order to see this, take a probability space where X and Y are independent and conclude from (3) that
A classical result concerns the uniqueness of the G X martingale problem (cf. Proposition 4.4.7 in [6] ): If E X , E Y are Polish, Π X is separating in the space of probability measures on E X , and if for every y ∈ E Y , there exists a solution Y of the (G Y , Π Y , y)-martingale problem, and if (2) holds for all x ∈ E X and y ∈ E Y , then uniqueness of the (G X , Π X , x)-martingale problem holds.
(The reason is that the duality relation (2) and separability of Π X specify the one-dimensional distributions of X uniquely, and therefore, by [6, Theorem 4.4.2] , uniqueness of the martingale problem follows.) Duality is useful if, for instance, Y is a much simpler process than X, because questions concerning the behaviour of X can be translated to questions about Y. Besides the uniqueness result, duality can be used to show the Feller property of X, or to determine its longtime behaviour. It was used e.g. for interacting particle systems such as the voter model and the contact process [11] , but also for superprocesses such as the Fleming-Viot process (which is dual to some form of coalescent process; see also Examples 4 and 5) and the Dawson-Watanabe superprocess (which is dual to the solution of some deterministic process) [3, 5] . For a general reference on duality for Markov processes including various sorts of applications, see [9] and references therein.
The idea to use duality for the existence of a solution of a martingale problem was motivated by some concrete constructions in the literature. First of all, [7] gives the continuum space version of interacting Fisher-Wright diffusions on the continuous hierarchical group, which is used as well in [8] to construct a spatial Cannings model. For a branching process, Dynkin gave in [4] -what he called -a direct construction, which is also related to our work.
Let us briefly describe the idea for showing existence by using a dual process: We are given the G X martingale problem for which we want to establish well-posedness. We look both for some Markov process Y and a function H for which (3) holds. Then we define the operator P t on Π X by setting (P t H(·, y))(x) ≔ E y [H(x, Y t )], which defines an operator on Π X . Then, P t inherits the semigroup property P t • P s = P t+s from the semigroup of the dual process Y. The semigroup (P t ) t≥0 will be the semigroup of some process X, provided that there is a probability measure P x (with expectation E x ) and for each t ≥ 0 a random variable X t such that E x [H(X t , y)] = (P t H(·, y))(x). Then, (P t ) t≥0 is a Markov semigroup and we have existence of a solution of 3 the (G X , Π X , x)-martingale problem. Moreover, since duality if it is derived from the operator criterion also implies uniqueness, well-posedness of the (G X , Π X , x)-martingale problem follows.
For our main result, Theorem 1, we give several examples. Since our motivation came from [7] , we also deal with resampling systems. In Examples 4 and 5, we show how our results can be used for the Fleming-Viot process (without recombination and selection). In addition, we adapt arguments from [4] and [2] in order to show existence in a continuous state branching model; see Example 6. We also give an instance using a Feynman-Kac term, by using the duality of the Feller branching diffusion to a Kingman coalescent; see Example 9.
We note, however, that our approach comes with the caveat that no limiting procedure is involved. Hence, if we are interested in convergence of some approximating processes to X, we still need to show first tightness of the approximating processes and second that limit points solve the G X martingale problem.
Remark 1 (Notation). For a complete and separable metric space (E, r), let C b (E) and B(E) be the spaces of real-valued, continuous, bounded and bounded functions, respectively. With a slight abuse of notation, we also write B(E) for the set of measurable subsets of E. We denote by M 1 (E) the space of probability measures on E.
Recall that any Markov process X with state space E has a semigroup (P t ) t≥0 with P t :
and P t P s f = P t+s f . The generator of (P t ) t≥0 is given by G f (x) = lim t→0 1 t (P t f (x) − f (x)), whenever the limit exists. A semigroup (P t ) t≥0 is called strongly continuous if
and t ≥ 0, we call X a Feller process. The operator P t is called a contraction if P t f ≤ f , where · is the norm of uniform convergence.
Results
Theorem 1 below uses a semigroup approach for showing existence of solutions of martingale problems. Note that -in contrast to the introduction -we are dealing with the slightly more complex situation that the duality equation (8) comes with an extra term on the right-hand-side (frequently referred to as a Feynman-Kac term), called β. In various applications, we will have β = 0. Theorem 1 (Existence by duality and a semigroup property). Let E X be Polish. Consider the (G X , D X ) martingale problem for some linear operator G X :
Assume the following three properties:
1. There is a Polish space E Y and
bounded and continuous, such that
x ∈ E X } and suppose their exists for all y ∈ E Y an E Y -valued Markov process Y, which solves the
3. There is β ∈ C b (E Y ) and a family (µ t ) t≥0 of probability kernels from E X to E X such that, for all Γ ∈ B(E X ),
and for all x ∈ E X , y ∈ E Y and t ≥ 0,
Then, for each x ∈ E X there exists a Markov process X = (X t ) t≥0 with transition kernels (µ t ) t≥0 (i.e. the right hand side of (7) equals E x [H(X t , y)]) and
This implies that the process X is the unique solution of the (G X , Π X , x)-martingale problem.
If, in addition, Π X is convergence determining and Y is Feller, then X is Feller as well. 
) implies well-posedness of the (G X , D X ) martingale problem under the assumptions of Theorem 1.
3. In order to show the measurability in (6), we give a tool in Lemma 3 below.
Proof of Theorem 1. By [6, Theorem 1.1 on p. 157], there exists a Markov process X with transition functions (µ t ) t≥0 , provided that (µ t ) t≥0 is a family of probability distributions satisfying (6), µ 0 (x, .) = δ x (.) and
First, by (7), there exists a transition kernel µ 0 such that for all
Since Π X is separating on
In order to show (9), 5 observe that
Since Π X is separating, we have shown (9) and we have constructed some Markov process X with X 0 = x and
For y ∈ E Y , we have for its generator that 
which shows that the semigroup of X is strongly continuous. In order to show continuity of x → E x [ f (X t )] for f ∈ C b (X) and t ≥ 0, let x, x 1 , x 2 , · · · ∈ E x such that x n n→∞ − −−− → x and write X x t for a random variable distributed according to (X t ) * P x . We find by dominated convergence and continuity of H
for all y, which shows that X
] is continuous and bounded.
Lemma 3 (A tool to show (6)). Let H, Π X , (Y t ) t≥0 be as in Theorem 1 and (µ t ) t≥0 be as in (7).
1. If Π X is convergence determining and (S t ) t≥0 , the semigroup of Y, is strongly continuous,
is continuous, then, for all x ∈ E X , Γ ∈ B(E X ), the map (t, x) → µ t (x, Γ) is measurable, i.e. (6) holds.
Proof. 1. Since Π X is convergence determining, we only have to show that (t,
is continuous for all y. Continuity in x follows from boundedness of H and dominated convergence. Continuity in t follows from strong continuity of (S t ) t≥0
is measurable as a limit of continuous functions.
Examples
Next, we give four examples how the above results can be applied. 
where P n is the set of partitions of {1, . . . , n}. We write |y| for the number of partition elements of y and |y i | for the number of elements of the ith partition element of y. For y = {y 1 , . . . , y |y| } we write y(i) = j if i ∈ y j (i.e. y(i) is the number of the partition element i is in). For y ∈ P n and u ∈ [0, 1] |y| , we define
For the duality function, we set
and let Y be the pure jump process with transitions, for all 1 ≤ i < j ≤ |y|,
where θ i j • y arises by merging partition elements i and j in y. (More formally, for y ∈ P n with |y| = m ≤ n and y ′ ∈ P m , we write y ′ • y ∈ P n for the partition which has i ∼ j iff y ′ (y(i)) = y ′ (y( j)), i, j = 1, . . . , n. Then, θ i j ∈ P |y| is given by {{1}, . . . , {i}, {i, j}, {i + 1}, . . . , {|y|}}.) So, Y solves the martingale problem for
We note that Y is a Feller process and writing P m [.] for the distribution with initial condition {{1}, . . . , {m}},
by the definition of Y (since the dynamics is on and not within the partition elements). Then, for (7), we need to find a M 1 ([0, 1])-valued random variable X t such that for all y ∈ E Y ,
This is achieved in two steps. First, for m fixed, we need to find [0, 1]-valued random variables U 1 , . . . , U m such that for all y ∈ E Y with |y| = m
By the multi-dimensional Hausdorff moment problem [1, Proposition 6.11], this is guaranteed given that, for all k, l ∈ N m 0 ,
where y l is a partition (with |y| = m) and |y 1 | = l 1 , . . . , |y m | = l m , l ∈ N m 0 . In order to show this, we write for the left hand side (noting that u y•y k+p = u y•y k u y•y p for y ∈ P m )
Hence we have shown the existence of U 1 , . . . , U m with (22). Second, note that we can actually show existence of U 1 , U 2 , . . . such that (22) holds for any finite subset by a projective argument. Finally, we note that U 1 , U 2 , . . . are exchangeable such that de Finetti's theorem tells us that there is P([0, 1])-valued random variable X t such that U 1 , . . . , U m are independent given X t , i.e.
But this is exactly (7) . Moreover, (6) holds by Lemma 3. Hence, X solves the martingale problem for
Since Y is Feller, X is Feller as well. Such a process is usually referred to as the Fleming-Viot superprocess.
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Example 5 (Fleming-Viot process). Again, we consider the example of the E X = M 1 ([0, 1])-valued Fleming-Viot process, but add mutation to the picture. We assume that in the forwards process, whose existence we want to obtain, every individual changes its type from type u to type v at rate
where ϑ ≥ 0 is the mutation of an individual and β(·, ·) is a stochastic kernel on I.
We will use a function-valued dual process, i.e. a process with state space
For y ∈ E Y , we write |y| = n if y ∈ C b (I n ). For the duality function, we set
For the dynamics, let Y be the jump process with the following transitions:
where
i.e. if |y| = n, then |y • θ i j | = n − 1.
(ii) For each k ∈ {1, . . . , |y|} at rate ϑ the process jumps
So, Y solves the martingale problem for
Then, for (7), fix x, and we need to find a M 1 ([0, 1])-valued random variable X t such that for all
The process Y has the following properties, which we use in the sequel: (2) , . . . ), it holds that (e.g. by using a coupling argument for the processes starting in y and y • σ)
We note the following:
5. Every y ∈ C b (I n ) can be extended to a function in C b (I N ), i.e. we write y ∈ C b (I N ) with a slight abuse of notation.
6. Due to the Stone-Weierstrass theorem, E Y is dense in C b (I N ). In particular, y → m y can be extended to all y ∈ C b (I N ) by the Feller property of Y and continuity.
The map y → m y with y ∈ C b (I N ) is thus (by 2. and 3.) a positive linear form. By the RieszMarkov theorem, there is a unique µ ∈ M 1 (I N ) such that
(Since m 1 = 1, we have that µ is a probability measure.) Moreover, we find that for every permutation σ and every y
In other words, if U = (U 1 , U 2 , . . . ) ∼ µ, then U is an exchangeable sequence. By de Finetti's theorem, there is a M 1 (I)-valued random variable X t (on the probability space P x )) such that
In other words, X t satisfies (7). For the measurability (6), we use Remark 2.4: We need to show that Π X is convergence determining and (t, x) → E y [ x AE , Y t ] is continuous. For the former, recall that by Le Cam's theorem [10] (see also [12] ), the set of functions Π X ⊆ C b (E X ) on a completely regular Hausdorff space E X is convergence determining for Radon probability measures, if it is multiplicatively closed and induces the topology of E X . In our case,
is multiplicatively closed and for x, x 1 , x n , · · · ∈ E X , it holds that x n n→∞
Hence, Π X induces the weak topology on E X and Le Cam's theorem implies that Π X is convergence determining. 
(E.g. note that for N = 0, this is the generator of a Feller diffusion with drift.) Then, for (7), we need to find a random variable X t such that, with Y y t solving (39) with Y 0 = y, Finally, we give an example with β 0. In order to prepare it, we need two lemmas.
Lemma 7. Let Y = (Y t ) t≥0 be a pure jump process with countable state space and denote by y 0 the start point of Y and by Y k the state of Y after the kth jump, k = 1, 2, . . . . Moreover, the total jump rate of Y in state y ′ is denoted γ(y ′ ) and the jump rate from y ′ to y ′′ by γ(y ′ → y ′′ ). Then, for any f ,
where −1 k=0 ≔ 1, if the right hand side exists.
Proof. Let N t be the number of jumps before time t. Then for n ≥ 1 we can compute as follows
An analogous equation holds for n = 0. Summing over n gives the assertion.
The following result is standard and formulated here for reference in the next example.
Lemma 8 (Moments, Bernstein functions and Laplace transforms).
Let (m y ) y=0,1,... be a sequence of non-negative real numbers. Define ψ : (0, ∞) → R by
Assume that for some x > 0 there is a function f so that ψ(λ) = e −x f (λ) for all λ > 0. If f admits the representation
where a, b ≥ 0 and ν is a measure on (0, ∞) satisfying (0,∞) (1 ∧ r) ν(dr) < ∞, then there exists a unique non-negative measure µ on [0, ∞) so that
Proof. The assertion of the lemma follows by a combination of results from [13] . By [13, which we recongnize as the generator of Fellers's branching diffusion on [0, ∞). Hence, for x ∈ E X and t ≥ 0, in order to show (7), we need to find (the law of a random variable) X t such that for all y ∈ E Y we have (1 − e −λr )(t/2) −2 e −r/(t/2) dr = 4 t 2 t/2 − t/2 1 + λt/2 = f (λ).
Now the existence of X t or more precisely the existence and uniqueness of the corresponding laws follows by Lemma 8 and we have obtained (µ t ) t≥0 as required in (6) and (7). We note that H in this example is unbounded and therefore, Theorem 1 cannot be applied directly. However, a modified proof using the above H shows that the conclusions still hold and we obtain a Feller process (X t ) t≥0 , which is the unique solution to the (G X , Π X , x)-martingale problem for all x.
