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Einleitung
Ich liebe Mathematik nicht nur, weil sie auf die Technik
anwendbar ist, sondern auch, weil sie schön ist, weil der
Mensch seine spielerische Lust in sie hineingelegt hat
und weil die Mathematik imstande ist, sogar das höchste
Spiel zu treiben: Sie kann das Unendliche faßbar machen.
Ro´sza Pe´ter
Bei dieser Arbeit handelt es sich um einen Beitrag zur mathematischen Theorie
der optimalen Steuerung, nämlich zu dem Teil, der die kontinuierlichen Steuerungs-
probleme mit unendlichem Zeithorizont umfasst. Die intensive Untersuchung dieser
Aufgabenklasse begann in den frühen siebziger Jahren des zwanzigsten Jahrhun-
derts, obwohl das erste Optimalsteuerungsproblem mit unendlichem Zeithorizont
schon im Jahre 1928 von F. P. Ramsey in [84] formuliert wurde und ein Kapitalak-
kumulationsmodell beschrieb. Das Einführen eines unendlichen Planungsintervalls
scheint auf den ersten Blick zu theoretisch und fragwürdig zu sein. Bei genauerer
Überlegung jedoch tritt seine Plausibilität und Natürlichkeit zum Vorschein. M.
Kurz und K. J. Arrow argumentierten die Wahl eines unendlichen Betrachtungsin-
tervalls in ihrem Buch [5], S. xviii, wie folgt:
“The infinite horizon is an idealization of the fundamental point that
the consequences of investment are very long-lifed; any short horizon
requires some methods of evaluating end-of-period capital stocks, and the
only proper evaluation is their value in use in the subsequent future“.
Wählt man also einen festen Planungshorizont, so bleiben die Konsequenzen der
aktuellen Entscheidungen in der Zeit “danach“ unberücksichtigt. Die Wahl eines va-
riablen Planungsintervalls hat sich aus demselben Grund nicht bewährt. Bei der
Betrachtung von dynamischen Systemen in der Ökonomie hat sich somit die sy-
stematische Wahl eines unendlichen Zeithorizontes durchgesetzt. Generell ist die
Betrachtung eines unendlichen Planungsintervalls überall dort sinnvoll, wo heuti-
ge Entscheidungen sehr langlebige Konsequenzen haben können und für zukünftige
Generationen wichtig sind. So ist dies beispielsweise der Fall, wenn man die Wech-
selwirkungen der globalen Klimaänderung und optimalen ökonomischen Wachstums
in einem integrierten Bewertungsmodell erfassen will, vgl. Haurie [43], S. 117. Die
heute betriebene Emissionspolitik von Treibhausgasen betrifft offenbar mehrere Ge-
nerationen und stellt somit ein ethisches Problem dar, verbunden mit dem Wohlbe-
finden der künftigen Generationen.
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Die breite Anwendbarkeit solcher Aufgaben vor allem in der Ökonomie und Bio-
logie hat vor etwa dreißig Jahren großes Interesse an der weiteren theoretischen
Entwicklung geweckt und zu zahlreichen Veröffentlichungen zum Thema geführt.
Inzwischen sind viele Ergebnisse über notwendige und hinreichende Optimalitätsbe-
dingungen, vgl. beispielsweiseMagill [67],Aseev&Kryazhimskiy [7], Seierstad
[89], Aubin&Clarke [10], Blot [17], Blot&Michel [18] wie Existenzergebnisse,
siehe Baum [13], Magill [65], Balder [12], Dmitruk&Kuz’kina [31], Carl-
son [19] bekannt. Ergebnisse zu Transversalitätsbedingungen im Fall eines unbe-
schränkten Planungsintervalls können u.a. Michel [72], Kamihigashi [49], Car-
tigny&Michel [22], Pickenhain [77] entnommen werden. Ebenso ist das Buch
von Carlson et al. erschienen, in dem die verschiedenen Problemenklassen sowohl
der deterministischen als auch der stochastischen optimalen Steuerung mit unendli-
chem Zeithorizont betrachtet werden, vgl. Carlson et al. [20]. Eine breite Palette
von innovativen Anwendungen der Steuerungstheorie auf unendlichem Zeitintervall
auf die aktuellen Probleme der Korruption, des wachsenden Drogenkonsums und
der Terrorbekämpfung sind in dem neu erschienenen Buch von Dieter Grass et al.
diskutiert worden, vgl. Grass et al. [40], was die betrachtete Aufgabenklasse in
einem ganz neuen Licht erscheinen läßt.
Bei der Formulierung eines Steuerungsproblems in Lagrange- oder Bolza-Form
wird ein Integralfunktional minimiert oder maximiert. Meistens stellt ein solches
Funktional die Gesamtkosten oder den Gesamtnutzen für die Gesellschaft bei der
Planung eines Prozesses dar und wird auch Zielfunktional genannt. Trotz zahlrei-
cher Publikationen über diese Klasse von Aufgaben lässt es sich erkennen, dass
nur in wenigen Literaturquellen die verwendeten Integralbegriffe explizit benannt
wurden, vgl. Dmitruk&Kuz’kina [31], Blot&Michel [18], Blot&Hayek [16].
Es hat sich jedoch gezeigt, dass bei Steuerungsproblemen mit unendlichem Zeitho-
rizont nicht nur die Unterscheidung zwischen verschiedenen Optimalitätsbegriffen
von Nöten ist, sondern auch die Präzisierung des verwendeten Integralbegriffs im
Zielfunktional, z.B. Lebesgue oder Riemann, erforderlich ist, vgl. Lykina et al.
[62].
Das Hauptziel dieser Arbeit ist die Herleitung von hinreichenden Optimalitätsbe-
dingungen mit Hilfe der Dualitätsmethoden sowie das Gewinnen von Existenzaussa-
gen für Probleme, die ein Zielfunktional mit einem Integral im Lebesgueschen Sinne
enthalten. Der Schlüsselgedanke besteht darin, gewichtete Sobolev- bzw. gewich-
tete Lebesgueräume als Zustands- bzw. Steuerungsräume in die Formulierung der
zu lösenden Aufgabe einzuführen. Die ersten Ansätze zur Verwendung gewichteter
Räume im Kontext der Steuerungsprobleme mit unendlichem Zeithorizont befinden
sich in Aubin&Clarke [10], S. 570 (jedoch mit fest vorgegebener Gewichtsfunkti-
on) und Magill [67], S. 402 (jedoch nur für den Fall eines nicht reflexiven Raumes
W 11 (IR
+, ν)). Ein einfaches Beispiel von den in dieser Arbeit betrachteten Gewichts-
funktionen ist durch die Funktion ν(·) : IR+ → IR, ν(t) = e−ρt gegeben, die je
nach Modellhintergrund verschiedene Bedeutungen haben kann. So spielt sie die
Rolle der Diskontierungsrate in den ökonomischen Aufgabenstellungen, während sie
in den biologischen Modellen als Verteilungsdichtefunktion (mit einem Faktor ρ)
der Poisson-verteilten Zufallsgröße T interpretiert werden kann, die die Lebensdau-
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er einer Population beschreibt, hierzu vgl. auch Aseev&Kryazhimskii [8], S. 8
ff. Das heisst, ρ erfüllt die Gleichung ρ = 1
E(T )
, wobei E(T ) der Erwartungswert
der Zufallsgröße T ist. Basierend auf den Eigenschaften der gewichteten Funktio-
nenräume wird eine dazu entsprechende Dualitätstheorie entwickelt und die analy-
tischen Eigenschaften der Integralfunktionale über einer Menge unendlichen Maßes,
wie beispielsweise Unterhalbstetigkeit, werden untersucht. Die theoretischen Ergeb-
nisse werden durch entsprechende Beispiele bestätigt.
Die Arbeit ist wie folgt gegliedert. Im Kapitel 1 sind alle wichtigsten Resultate
aus der Analysis und der Funktionalanalysis zusammengetragen, die für die Herlei-
tung der Hauptergebnisse notwendig sind. Das darauffolgende Kapitel gewährt einen
kurzen Einblick in das Gebiet der Steuerungsprobleme mit unendlichem Zeithorizont
und benennt die gängigsten Lösungsmethoden sowie die Besonderheiten der Proble-
me dieser Klasse. Dazu zählen unter anderem die Optimalitätsdefinitionen sowie
die Transversalitätsbedingungen. Das Kapitel 3 ist der Diskussion der Unterschie-
de zwischen den Integralbegriffen von Lebesgue und Riemann gewidmet, ebenso wie
den daraus folgenden Konsequenzen für die Lösungsmengen der zugeordneten Steue-
rungsprobleme und Zielfunktionalswerte. Die Funktion im Integranden des Zielfunk-
tionals induziert einen nichtlinearen Einsetzungsoperator, der in der Fachliteratur
als Nemytskij Opetaror bekannt ist. Die Glätteeigenschaften dieses Operators auf
dem gewichteten Lebesgueraum über R+ sowie dafür notwendige und hinreichende
Bedingungen werden im Kapitel 4 vorgestellt. Die Untersuchung der Unterhalbste-
tigkeitseigenschaften der Integralfunktionale wird im Kapitel 5 beschrieben. Aufbau-
end auf den Ergebnissen dieses Kapitels formulieren wir die Existenzaussagen für
Steuerungsprobleme mit bezüglich der Steuerung konvexem Integranden und bezüg-
lich der Steuerung linearer Dynamik, die in dem Kapitel 6 vorgestellt werden. Das
nächste Kapitel beschäftigt sich mit der Entwicklung der Dualitätstheorie im Sin-
ne von Klötzler für Steuerungsprobleme mit unendlichem Zeithorizont, formuliert
in den gewichteten Funktionenräumen, und der Konstruktion eines Ersatzproblems,
auch Dualproblem genannt. Dieses Konstruktionsschema basiert auf der Hamilton-
Jacobischen Theorie und einigen Eigenschaften der dualen Variable, deren Gültigkeit
speziell in den gewichteten Räumen nachgewiesen werden konnte. Dank der Duali-
tätstheorie ist der Übergang von einer Steuerungsaufgabe mit unendlichem Zeithori-
zont zu einer parametrischen Optimierungsaufgabe auf einem unbeschränkten Inter-
vall möglich. Nun können in Kapitel 8 die bekannten Ergebnisse aus der Optimierung
ausgenutzt werden, um hinreichende Optimalitätsbedingungen zu formulieren. Die-
se Bedingungen gewährleisten lediglich die starke lokale Optimalität eines Prozesses
in einer Umgebung mit der Breite δ, die von der Zeit t abhängig sein kann. Die
uniforme starke lokale Optimalität ist aber gesichert unter den Bedingungen, die in
Kapitel 9 angegeben sind. Die auf diese Weise formulierten hinreichenden Optimali-
tätsbedingungen zweiter Ordnung sichern die Striktheit der Minimalstelle ebenfalls.
Die Illustration der Anwendbarkeit der hergeleiteten Sätze auf das Problem der op-
timalen Erneuerung einer technischen Ressource bildet den Inhalt des Kapitels 10.
In den Kapiteln 11 und 12 werden zwei weitere akademische Beispiele diskutiert,
die ebenfalls die Anwendung der bewiesenen Sätze veranschaulichen sollen. Hier-
bei kann der Übergang von einer Lösung des Problems auf endlichem Zeithorizont
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zu einer Lösung des entsprechenden Problems mit unendlichem Zeithorizont und
seine Problematik sehr gut geschildert werden. Ein Ressourcen-Allokationsmodell
und das lineare Ramsey Modell werden an dieser Stelle vorgestellt und in Bezug
auf die erwähnte Problematik ebenso wie auf die passende und natürliche Wahl der
Funktionenräume diskutiert. Die Zusammenfassung der erzielten Ergebnisse sowie
die Analyse noch offener und während der Arbeit entstandener Fragen schliessen
die Arbeit ab. Im Anhang A sind die wichtigsten Abkürzungen und eingeführte
Bezeichnungen zusammengetragen, während der Anhang B einen Überblick über
Definitionen und Sätze gibt.
Kapitel 1
Benötigte Ergebnisse aus der
Analysis und der Funktionalanalysis
1.1 Gewichtete Lebesgue- und Sobolevräume
1.1.1 Definitionen
Wir setzen in diesem Abschnitt Ω = [0,∞) und bezeichnen mit Mn = M(Ω;Rn)
den Raum aller Lebesgue messbaren Funktionen, die auf der Menge Ω definiert sind
und Werte im Rn haben.
Definition 1. (a) Wir nennen eine stetige Funktion ν : Ω→ R+ Gewichtsfunk-
tion.
(b) Eine Gewichtsfunktion ν(·) wird Dichtefunktion genannt, falls sie zusätzlich
über der Menge Ω Lebesgue integrierbar ist:∫
Ω
ν(t)dt <∞. (1.1)
Als nächstes definieren wir den gewichteten Lebesgueraum Lnp (Ω, ν).
Definition 2. Mit einer Gewichtsfunktion ν(·) führen wir den Funktionenraum
Lnp (Ω, ν) für p ≥ 1 wie folgt ein:
Lnp (Ω, ν) = {x ∈Mn| ‖x‖pp :=
∫
Ω
|x(t)|pν(t) dt <∞}. (1.2)
Für p =∞ wird der gewichtete Lebesgueraum entsprechend so aussehen:
Ln∞(Ω, ν) = {x ∈Mn| ‖x‖∞ := ess sup
t∈Ω
|x(t)|ν(t) <∞}, (1.3)
vgl. Kufner [56], S. 11 f.
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Definition 3. We definieren den gewichteten Sobolevraum W 1,np (Ω, ν) als den
Unterraum des gewichteten Lebesgueraumes Lnp (Ω, ν) aller Vektorfunktionen x(·),
die samt ihrer verallgemeinerten Ableitungen im Lnp (Ω, ν) liegen, siehe Kufner [56],
S. 11 f. Daraus ergibt sich
W 1,np (Ω, ν) = {x ∈Mn|x ∈ Lnp (Ω, ν), x˙ ∈ Lnp (Ω, ν) }. (1.4)
Zum Begriff der verallgemeinerten Ableitung verweisen wir auf das Buch Yosida
[100], S. 49. Der so definierte Funktionenraum wird, versehen mit der Norm
‖x‖p
W 1,np (Ω,ν)
=
∫
Ω
{|x(t)|+ |x˙(t)|}pν(t)dt, (1.5)
zu einem Banachraum. Zusätzlich wird noch ein Vektorraum eingeführt, und zwar
der
Ln×n∞ (Ω, ν
−1) =
{
Q ∈Mn×n
∣∣∣∣ ‖Q‖∞ := nmaxi,j
(
ess sup
t∈Ω
|Qi,j(t)|
ν(t)
)
<∞
}
. (1.6)
Hierbei wird eine Verallgemeinerung der Matrix-Gesamtnorm ‖ · ‖G mit ‖A‖G :=
n ·max
i,j
|aij| verwendet, da diese mit der euklidischen Vektornorm ‖ · ‖2 verträglich
(kompatibel) ist, d.h. für alle A ∈ IRn×n und alle x ∈ IRn gilt ‖Ax‖2 ≤ ‖A‖G · ‖x‖2.
Die Gesamtnorm ist ebenfalls mit den ‖ · ‖1 und ‖ · ‖∞ Vektornormen kompatibel.
Für Ln×n∞ (Ω, ν−1) kann der entsprechende gewichtete Sobolevraum definiert werden.
Im späteren Verlauf der Arbeit werden wir den Dualraum zum gewichteten Raum
Lnp (Ω, ν) benötigen. Aus diesem Grunde zitieren wir ein Darstellungslemma, siehe
Elstrodt [34], welches zeigt, wie ein lineares stetiges Funktional auf dem Raum
Lnp (Ω, ν) für ein beliebiges σ-endliches1 Maß µν(·) gegeben durch µν(E) =
∫
E
ν(t)dt,
aussieht.
Lemma 1. Für jede Funktion g(·) ∈ Lq(Ω, ν) kann das Funktional φ : Lp(Ω, ν)→ R,
definiert durch
φg(f) =
∫
Ω
f(t)g(t)ν(t)dt (f(·) ∈ Lp(Ω, ν)), (1.7)
als eine lineare stetige Form auf Lp(Ω, ν) interpretiert werden. Desweiteren gilt für
alle p : 1 ≤ p < ∞ die Gleichung ‖φg‖ = ‖g‖Lq(Ω,ν), denn das von der Gewichts-
funktion ν(·) erzeugte Maß ist σ-endlich. (Für den Beweis siehe Elstrodt [34], S.
287) 2
Um die Existenzsätze zu beweisen, wird in den Abschätzungen sehr oft die Hölder-
sche Ungleichung verwendet, vgl. Werner [98], S. 20, Satz I.1.10:
Satz 1 (Höldersche Ungleichung, allgemeine Version). Sei 1 ≤ p ≤ ∞ mit 1
p
+ 1
q
=
1 (mit der Konvention 1∞ = 0). (Ω,
∑
, µ) sei ein Maßraum, und es seien f(·) ∈
Lp(Ω, µ), g(·) ∈ Lq(Ω, µ). Dann ist (fg)(·) ∈ L1(Ω, µ), und es gilt
‖fg‖L1(Ω,µ) ≤ ‖f‖Lp(Ω,µ)‖g‖Lq(Ω,µ). (1.8)
2
1siehe Anhang B, Definition 28.
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1.1.2 Einbettungseigenschaften
Kompakte Einbettungen von Sobolevräumen
Wir zitieren die bekannten Sätze über stetige und kompakte Einbettungen der So-
bolevräume, vgl. Blanchard&Brüning [15], S. 274 – 275, oder Adams [1], S.
144, Satz 6.2. Die Beweise entnehme man den angegebenen Literaturquellen.
Definition 4. (a) Wir definieren für 1 ≤ p ≤ ∞, m ∈ N den Sobolevraum
Wmp (Ω) =
{
x ∈ Lnp (Ω) |Dαx ∈ Lα,np (Ω), 0 ≤ α ≤ m
}
, (1.9)
wobei Dαx die verallgemeinerte Ableitung bezeichnet.
(b) Ω besitzt dieKegeleigenschaft, falls es ein endlicher Kegel C existiert, so dass
jeder Punkt x ∈ Ω Spitze eines endlichen Kegels
Cx = B(x, r1) ∩ {x+ λ(y − x), y ∈ B(x, r2), λ > 0} (1.10)
ist, der in Ω enthalten und zu C kongruent ist. B(x, r) bezeichnet dabei die
Kugel um Punkt x vom Radius r.
Satz 2 (Sobolevscher Einbettungssatz). Es sei Ω ⊂ Rn, n ≥ 1 eine offene nicht
notwendig beschränkte Menge und 1 ≤ p <∞, m = 0, 1, . . . .
a) Besitzt der Rand von Ω die Kegeleigenschaft, so bestehen die folgenden Einbet-
tungen und sie sind stetig:
i) mp < n : Wmp (Ω)→ Lq(Ω), p ≤ q ≤ q0 =
np
n−mp ; (1.11)
ii) mp = n : Wmp (Ω)→ Lq(Ω), p ≤ q <∞; (1.12)
iii) mp > n : Wmp (Ω)→ C0(Ω). (1.13)
b) Für den Unterraum (Wmp )0(Ω), der den Abschluß der Menge aller beliebig oft
differenzierbaren Funktionen mit kompaktem Träger darstellt, existieren die
stetigen Einbettungen i)− iii) für beliebige offene Teilmengen Ω.
c) Falls Ω beschränkt ist, existieren die stetigen Einbettungen i) und ii) in a) und
b) auch für die Indizes q, 1 ≤ q < p.
2
Uns wird insbesondere der Fall n = m = 1, p = q = 2 interessieren, d.h. die ste-
tige Einbettung W 12 (Ω)→ C0(Ω). Ein wichtiger Satz über kompakte Einbettungen
der Sobolevräume ist folgender
Satz 3 (Rellich-Kondrachov). Es sei Ω ⊂ Rn, n ≥ 1 ein Gebiet und Ω0 ⊂ Ω ein
beschränktes Teilgebiet. Ferner sei 1 ≤ p <∞ und m = 1, 2, . . . .
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a) Ω habe die Kegeleigenschaft. Dann sind die folgenden Einbettungen kompakt:
i) mp < n : Wmp (Ω)→ Lq(Ω0), p ≤ q < q0 =
np
n−mp ;(1.14)
ii) mp = n : Wmp (Ω)→ Lq(Ω0), p ≤ q <∞; (1.15)
iii) mp > n : Wmp (Ω)→ C0(Ω). (1.16)
b) Für den Unterraum (Wmp )0(Ω) sind die Einbettungen i)−iii) für beliebige offene
Mengen Ω kompakt.
c) Falls Ω beschränkt ist, können wir in a) und b) für die Einbettungen i) und ii)
Ω0 = Ω setzen.
2
Hier werden noch weitere nützliche Einbettungseigenschaften für ungewichtete
Sobolevräume über unbeschränktem Intervall formuliert. Das folgende Resultat wur-
de Adams [1] entnommen, vergleiche Beispiel 6.43, S. 167, zusammen mit Satz 6.47,
S. 170 ff.
Lemma 2. Sei 1 ≤ p < ∞. Mit einer positiven, nichtwachsenden, stetig differen-
zierbaren Funktion ν : R+ → R+ definieren wir eine offene Menge Ων als
Ων =
{
(t, ξ) ∈ R2 : t > 0, 0 < ξ < ν(t)} . (1.17)
Dann ist die Einbettung
W 1p (Ων)→ Lp(Ων) (1.18)
genau dann kompakt, wenn die Funktion ν(·) die Bedingung
lim
t→∞
ν(t+ )
ν(t)
= 0 (1.19)
für alle  > 0 erfüllt. 2
Bemerkung 1. Die Bedingung (1.19) wird “decay at infinity“-Bedingung genannt.
Sie garantiert sehr schnelles Abfallen der Funktion ν(·) im Unendlichen. Wir merken
noch an, dass die Exponentialfunktion e−ρt mit einem positiven Faktor ρ diese Be-
dingung nicht erfüllt. Erst eine Funktion mit einer höheren Abfallsgeschwindigkeit,
wie beispielsweise e−ρt2 , genügt der Bedingung (1.19.), vgl. die oben angegebene
Literaturquelle.
Kompakte Einbettung der gewichteten Sobolevräume
Wir zitieren nun einen Satz über kompakte Einbettung der gewichteten Sobolevräu-
me über einem unbeschränkten Gebiet, der in Antoci [3], Satz 4.3, S. 63, bewiesen
wurde.
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Satz 4. Gegeben sei eine Dichtefunktion ν : R+ → R+ gemäß Definition 1, für die
der Subgraph Ων = {(t, ξ) ∈ R2 : t > 0, 0 < ξ < ν(t)} betrachtet wird.
Ist die Einbettung
IΩν : W
1
p (Ων)→ Lp(Ων) (1.20)
kompakt, so ist die Einbettung
I : W 1p (Ω, ν)→ Lp(Ω, ν) (1.21)
ebenfalls kompakt. Für den Beweis verweisen wir auf Antoci [3], Satz 4.3, S. 63.2
Bemerkung 2. Wir möchten hier anmerken, dass der formulierte Satz ein Spezi-
alfall des in [3] bewiesenen Satzes ist. Der Originalsatz gilt sogar für eine größere
Klasse von Gewichtsfunktionen und eine beliebige offene Menge Ω ⊆ Rn. Einige Vor-
aussetzungen wurden hier weggelassen, da sie für eine Dichtefunktion ν(·), definiert
in Definition 1, erfüllt sind.
Der obige Satz führt also die Kompaktheit der Einbettung der gewichteten Sobole-
vräume über unbeschränktem Intervall auf die Kompaktheit der Einbettung gewöhn-
licher Sobolevräume über einem Gebiet einer um eins höheren Dimension zurück.
1.2 Schwache Kompaktheit in reflexiven Banach-
räumen
Definition 5. Sei X ein Banachraum, X∗ sein Dualraum und X∗∗ := (X∗)∗ dessen
Dualraum, den man Bidualraum nennt. Ist x ∈ X, so kann auf kanonische Weise eine
Abbildung i(x) : X∗ → R gemäß (i(x))(x∗) = x∗(x) definiert werden. Offensichtlich
wird dadurch eine Abbildung iX : X → X∗∗ definiert, die auch als kanonisch be-
zeichnet wird. Der Banachraum X heisst reflexiv, wenn die kanonische Abbildung
iX surjektiv ist, vgl. Werner [98], S. 105, Definition III.3.3.
Aus der Reflexivität des Raumes X resultiert die folgende nützliche Isomorphie
X∗∗ ∼= X, von der wir später Gebrauch machen werden. Der nächste Satz gibt ein
Kriterium für schwache Kompaktheit in einem reflexiven Banachraum an und kann
in Blanchard&Brüning [15], S. 264 ff., gefunden werden.
Satz 5. Eine Teilmenge M eines reflexiven Banachraumes X ist schwach kompakt
dann und nur dann, wenn M schwach abgeschlossen und beschränkt ist. 2
Um den letzten Satz auf gewichtete Sobolevräume anwenden zu können, müssen wir
deren Reflexivität nachweisen.
Satz 6. Der gewichtete Sobolevraum W 1,np (R+, ν), 1 < p < ∞ ist ein separabler
reflexiver Banachraum.
Beweis: Das Beweisschema ist dasselbe wie im Fall ungewichteter Räume, vgl. [15],
S. 268 – 269 ff. Die Separabilität und Reflexivität dieses Funktionenraumes folgt
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aus den entsprechenden Eigenschaften der gewichteten Lebesgueräume Lnp (R+, ν)
und der Tatsache, dass ein abgeschlossener Unterraum eines separablen reflexiven
Raumes ebenso separabel und reflexiv ist.
Die direkte Summe ⊕|α|≤1Lnp (R+, ν) der Banachräume, ausgestattet mit der Norm
‖v‖1 =
(∑
|α|≤1
‖vα‖pp
)1/p
, (1.22)
für v = (vα)|α|≤1 ∈ ⊕|α|≤1Lnp (R+, ν) ist ein Banachraum. Ein Element u(·) des ge-
wichteten Sobolevraumes W 1,np (R+, ν) kann mit einem Element
u = (Dαu)|α|≤1 ∈ ⊕|α|≤1Lnp (R+, ν) (1.23)
in Verbindung gebracht werden, wodurch der Sobolevraum W 1,np (R+, ν) mit einem
abgeschlossenen Unterraum von ⊕|α|≤1Lnp (R+, ν) identifiziert werden kann.
Aufgrund der Separabilität des Banachraumes Lnp (R+, ν) für 1 ≤ p < ∞ schlies-
sen wir auf die Separabilität des gewichteten Sobolevraumes W 1,np (R+, ν), denn eine
endliche direkte Summe separabler Räume ist wieder separabel.
Der Banachraum Lnp (R+, ν) ist reflexiv für 1 < p <∞, weswegen die endliche direk-
te Summe
(
⊕|α|≤1Lnp (R+, ν), ‖ · ‖1,p
)
auch reflexiv ist. Folglich ist der gewichtete
Sobolevraum W 1,np (R+, ν), 1 < p <∞ ebenfalls reflexiv.
1.3 Vergleich der Integralbegriffe
Bei der Formulierung eines Steuerungsproblems in Lagrange oder Bolza Form wird
man mit der Frage der Wahl des passenden Integralbegriffs für das Zielfunktional
konfrontiert. Obwohl mehrere Integralbegriffe bekannt sind, werden wir im aktuellen
Abschnitt nur zwei von ihnen in Betracht ziehen und vergleichen, nämlich die von
Lebesgue und Riemann. Aufgrund unterschiedlicher Integralsummenbildungen gibt
es bekanntlich Unterschiede zwischen diesen beiden Begriffen. Die Bezeichnungen
L -
∫
und R -
∫
stehen für Lebesgue- bzw. Riemannintegrale.
Ferner sei f : R+ → R Riemann integrierbar über jedem abgeschlossenen Intervall
[0, T ] ⊂ R+. Dann ist f(·) genau dann Lebesgue integrierbar über IR+, wenn |f |
uneigentlich Riemann integrierbar über IR+ ist, und es gilt
R -
∞∫
0
f(t) dt = lim
T→∞
R -
T∫
0
f(t) dt = lim
T→∞
L -
T∫
0
f(t) dt, (1.24)
vgl. Elstrodt [34], S. 150 ff., Sätze 6.1 und 6.3. Ist also die Funktion f : R+ → R
Riemann integrierbar über jedem abgeschlossenen Intervall [0, T ] ⊂ R+ und das Le-
besguesche Integral L -
∞∫
0
f(t) dt hat einen endlichen Wert, so stimmen Lebesguesches
und uneigentliches Riemannsches Integrale überein:
L -
∞∫
0
f(t) dt = R -
∞∫
0
f(t) dt. (1.25)
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In umgekehrter Richtung gilt der Schluss nicht. Es kann nämlich passieren, wie
das berühmte Beispiel mit dem Integralsinus zeigt, dass das Lebesguesche Integral
über der Menge R+ gar nicht existiert, während das entprechende uneigentliche
Riemannsche Integral bedingt konvergent ist. So gilt für f(t) = sin t
t
L -
∞∫
0
sin t
t
dt =∞, R -
∞∫
0
sin t
t
dt =
pi
2
(1.26)
vgl. Elstrodt [34], S. 152 ff. Offensichtlich kann die bekannte Implikation
Riemann− Integrierbarkeit von f =⇒ Lebesgue− Integrierbarkeit von f
nicht von [0, T ] auf [0,∞) übertragen werden. Zur weiteren Diskussion dieser Begriffe
im Kontext der Steuerungsprobleme mit unendlichem Zeithorizont kehren wir im
Kapitel 3 zurück. Ausser den zwei Integralbegriffen, die hier betrachtet wurden, sind
viele weitere Integrationstheorien bekannt, beispielsweise die von Daniel, Riemann-
Stiltjes, Henstock-Kurzweil, Perron and McShane, vgl. Kurtz&Swartz [58], auf
die wir aber nicht eingehen werden.
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Kapitel 2
Steuerungsaufgaben mit unendlichem
Zeithorizont: Überblick
2.1 Motivation und Anwendungen
Aus den zahlreichen Anwendungen der Steuerungsprobleme mit unendlichem Zeitho-
rizont in Wirtschaft, Ökologie, Biologie, Ingenieurwesen und Kontinuumsmechanik
werden wir hier nur einige vorstellen. Man beachte, dass die aus der Liteatur zitierten
Modelle in den Originalquellen keine Hinweise auf den verwendeten Integralbegriff
im Zielfunktional enthalten und nur hier entweder explizit mit der Interpretation des
Integrals versehen worden sind oder es wurde eine Empfehlung dazu ausgesprochen.
2.1.1 Optimales Kapitalwachstum
Seit der Pionierarbeit von Ramsey wird das Problem des optimalen Kapitalwachs-
tums auf unendlichem Zeitintervall betrachtet. Eine der vielen Verallgemeinerungen
des von Ramsey formulierten Modells stammt von Cass und sieht wie folgt aus, vgl.
Cass [23], Cass [24]:
J∞(k, z, c) = L -
∞∫
0
U( c(t) ) e−ρ t dt −→ max ! (2.1)
f( k(t) ) = z(t) + c(t) ; (2.2)
k˙(t) = z(t) − δ k(t) ; (2.3)
k(0) = k0 . (2.4)
Hier sind die Funktionen f(·) und U(·), die die Produktionsfunktion bzw. die Nut-
zenfunktion bezeichnen, gegeben, während die Investition z : IR+ → IR, der Konsum
c : IR+ → IR und der Kapitalstock k : IR+ → IR die Optimierungsvariablen sind. Das
Funktional (2.1) beschreibt den Gesamtnutzen für die Gesellschaft, wobei ρ > 0 die
Diskontrate ist. Die Aufgabe der Kapitalwirtschaft besteht darin, das Kapital so zu
kontrollieren, dass der Nutzen maximal wird. Die Konstante δ > 0 bezeichnet die
Abschreibungsrate des Kapitals. Unter bestimmten Voraussetzungen an die Daten
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der Aufgabe, unter anderem Konkavität der Produktions- und Nutzenfunktionen,
kann gezeigt werden, dass es ein konstantes Kapitalstockniveau k existiert, so dass
„für alle nichtnegativen Werte von ρ die optimale Trajektorie über dem unendli-
chen Zeitintervall existiert und gegen das stationäre Niveau k konvergiert, was für
jeden Anfangskapitalstock k0 gilt.“, vgl. Carlson et al. [20], S. 8. Die optimale
Steuerung besitzt also einen stabilisierenden Effekt in dem Sinne, dass die optimale
Zustandstrajektorie asymptotisch stabil ist, d.h. die Phasentrajektorie konvergiert
im Phasenraum gegen den Gleichgewichtspunkt des dynamischen Systems (2.2) –
(2.4). Aus dieser Eigenschaft wird klar, dass die Funktion k(·) nicht in einem ge-
wöhnlichen Sobolevraum W 1p (R+), 1 ≤ p < ∞ enthalten sein kann, sondern zum
Beispiel zu dem gewichteten Sobolevraum W 12 (R+, e−ρt) gehört, da für jede Funkti-
on f(·) ∈ W 1p (R+) die Bedingung esslim
t→∞
f(t) = 0 gilt.
Nicht unwichtig ist die Frage der Existenz und Endlichkeit des Integrals in (2.1),
die nicht ohne weiteres gegeben sind. Für welche Funktionen k(·) (aus welchem Funk-
tionenraum) ist das Integral endlich? Das Integral im Zielfunktional dieses Modells
wird im Lebesgueschen Sinne interpretiert.
2.1.2 Produktions-Lagerhaltungsmodell
Viele produzierende Unternehmen benutzen Produktions-Lagerhaltungssysteme, um
Änderungen der Nachfrage auf Produkte zu kontrollieren. Dieses System besteht aus
einem Werk und einem Lager, in welchem die Produkte gelagert werden, die nicht
sofort verkauft werden, vgl. Sethi&Thompson [91], S. 154 ff. Ab dem Moment,
wenn ein Produkt in das Lager gelegt worden ist, verursacht es Kosten zweier Arten:
(i) Kosten der physischen Lagerung des Produktes, seine Versicherung usw.;
(ii) Kosten für die Investitionsmöglichkeiten, die bei einer Investition in unverkaufte
Waren verloren gehen.
Das Vorhandensein der Produkte am Lager hat folgende Vorteile: erstens, sie sind
sofort verfügbar, um einer Nachfrage entgegenzukommen; zweitens, die überflüssi-
ge Produktion wird in Perioden mit niedrigeren Nachfrageraten am Lager gelagert
und damit für einen Verkauf während Perioden mit höheren Nachfrageraten bereitge-
stellt. Dies erlaubt üblicherweise das Nutzen eines kleineren Werkes als es andernfalls
notwendig wäre und reduziert die Schwierigkeiten mit der Verwaltung des Systems.
Die Optimierungsaufgabe ist es, den Profit von Produktion und die Kosten der La-
gerhaltung in ein Gleichgewicht zu bringen.
Betrachtet wird eine Fabrik, die eine homogene Ware produziert und einen Lager für
angefertigte Waren besitzt. Für den Modellaufbau benötigt man folgende Grössen,
vgl. Sethi&Thompson [91], S. 154 ff.:
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b(t) − Lagerbestand zum Zeitpunkt t;
p(t) − Produktionsrate zum Zeitpunkt t;
v(t) − Verkaufsrate zum Zeitpunkt t;
bˆ − Zielniveau des Lagerbestandes;
b0 − Lagerbestand am Anfang t = 0;
pˆ − Zielniveau der Produktion;
h − Lagerhaltungskostenkoeffizient; h > 0;
c − Produktionskostenkoeffizient; c ≥ 0;
ρ − konstante nichtnegative Diskontrate; ρ ≥ 0.
Das erwünschte Lagerbestandsniveau bˆ kann als ein Sicherheitsbestand interpretiert
werden, den die Firma immer zur Verfügung haben möchte. bˆ könnte zum Beispiel
zwei durchschnittliche Monatsverkaufsraten oder auch 100 Einheiten der produzier-
ten Ware sein. Ähnlich bedeutet das gesetzte Produktionsniveau pˆ das effizienteste
Niveau, bei dem die Firma laufen soll. Die Funktionen b : IR+ → IR und p : IR+ → IR
stellen die Optimierungsvariablen dar, wobei b(·) die Zustands- und p(·) die Steue-
rungsfunktion sind, und v : IR+ → IR bezeichnet die Verkaufsratenfunktion.
Mit den eingeführten Bezeichnungen können wir nun die Bedingungen des Mo-
dells formulieren. Die Differentialgleichung des Bestandes
b˙(t) = p(t)− v(t), b(0) = b0, (2.5)
besagt, daß das Inventar zur Zeit t durch die Produktionsrate p(t) steigt und sich
durch die Verkaufsrate v(t) vermindert. Das Zielfunktional
J∞(b, p) = L -
∞∫
0
(
h
2
(b(t)− bˆ)2 + c
2
(p(t)− pˆ)2
)
e−ρt dt −→ min! (2.6)
bringt die Tatsache zum Ausdruck, daß man das Niveau des Lagerbestandes b(t)
sowie die Produktionsrate p(t) so nahe wie möglich am gewünschten Niveau bˆ bzw.
pˆ halten will. Die quadratischen Terme h
2
(b(t) − bˆ)2 und c
2
(p(t) − pˆ)2 bestrafen die
Entfernung von den gesetzten Zielwerten. Wie im vorherigen Abschnitt liegt auch
in diesem Problem die optimale Trajektorie nicht in dem ungewichteten, sondern
in einem gewichteten Sobolevraum mit der Dichtefunktion ν(·), festgelegt durch
ν(t) = e−ρt, vgl. Pickenhain&Lykina [78], S. 230 ff. Da das Funktional der Norm
des gewichteten RaumesW 1p (R+, ν˜), ν˜(t) = e−ρt sehr ähnelt, scheint die Wahl dieser
Norm sehr natürlich zu sein. Genauso wie im Problem des optimalen Kapitalwachs-
tums wird das Integral im Zielfunktional als Lebesguesches Integral verstanden.
In dem folgenden Beispiel dagegen ist es nicht von vorn herein klar, welcher
Integraltyp die zu modellierenden Verhältnisse am besten widerspiegelt.
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2.1.3 Schädlingsbekämpfung
Seien x(·) und y(·) die Anzahle der Populationsmitglieder zweier aufeinander wirken-
der Arten, wobei x ein Schädling und y sein natürlicher Räuber ist. Die dynamische
Entwicklung dieser Arten unterliegt einem nichtlinearen Differentialgleichungssy-
stem vom Lotka-Volterra Typ, vgl. Carlson et al. [20], S. 4 ff., vgl. auch Goh
et al. [39], S. 265 ff.:
x˙(t) = x(t)
(
1− y(t)), x(0) = x0; (2.7)
y˙(t) = y(t)
(
x(t)− 1), y(0) = y0. (2.8)
Es ist bekannt, dass dieses System einen nichttrivialen Gleichgewichtspunkt besitzt,
nämlich xˆ = yˆ = 1. Die Trajektorien werden aber von diesem stationären Punkt
nicht angezogen, sondern kreisen um den Punkt in einer Art konservativer Bewe-
gung. Angenommen, die Population x(·) wird mit einer Rate 0 ≤ u ≤ Umax durch
die Bespritzung mit einem Pestizid bekämpft. Gleichzeitig wird die Population des
Räubers y(·) mit einer Rate c u(·) mitbeeinflusst, und die Dynamik des gesteuerten
Systems nimmt folgende Gestalt an:
x˙(t) = x(t)
(
1− y(t)− u(t)), x(0) = x0; (2.9)
y˙(t) = y(t)
(
x(t)− 1− cu(t)) , y(0) = y0. (2.10)
Das Kostenfunktional in dem Zeitintervall [0, T ],
JT (x, y, u) =
T∫
0
(
x(t) + αu(t)
)
dt −→ min! (2.11)
stellt eine Balance zwischen dem Schaden durch Schädlinge und den Kosten für ihre
Bekämpfung durch die Steuerungsrate α > 0 her. Dennoch besteht kein natürlicher
Grund für die Beschränkung des Zeitintervalls, in dem das System optimal gesteuert
werden soll, Carlson et al. [20], S. 5. Über dem unendlichen Inervall wird aber
das Lebesguesche Integral
∞∫
0
(
x(t) + αu(t)
)
dt (2.12)
unendlich für jede zulässige Steuerung u(·). Die Normierung bezüglich x(·) geschieht
durch das Ersetzen des obigen Kostenfunktionals durch
∞∫
0
((
x(t)− xˆ)+ αu(t))dt , (2.13)
da die Anzahl der Populationsmitglieder x(t) um das Niveau xˆ schwankt. Deshalb
soll das Integral (2.13) im Riemannschen Sinne interpretiert werden, denn die abso-
lute Konvergenz des Integrals und somit die Existenz des entsprechenden Integrals
im Lebesgueschen Sinne kann nicht garantiert werden.
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2.1.4 Regulatorproblem
Das sehr gut bekannte Regulatorproblem mit zahlreichen Anwendungen im Inge-
nieurwesen wird in diesem Abschnitt vorgestellt, entnommen Carlson et al. [20],
S. 1 ff. Man betrachte das lineare dynamische System
x˙(t) = Ax(t) +B u(t); (2.14)
y(t) = C x(t); (2.15)
x(0) = x0 (2.16)
mit x(·) : R+ → Rn als Zustands-, u(·) : R+ → Rm als Steuerungs- und y(·) : R+ →
Rp als Outputfunktion. A, B und C seien Matrizen der Dimensionen n× n, n×m
und p× n.
Betrachtet man dieses dynamische System auf dem endlichen Intervall [0, T ], so kann
für x(·) : [0, T ]→ Rn, u(·) : [0, T ]→ Rm, y(·) : [0, T ]→ Rp ein Zielfunktional
JT (y, u) =
1
2
T∫
0
(
yT (t)Qy(t) + uT (t)Ru(t)
)
dt −→ min ! (2.17)
definiert werden, welches unter den Nebenbedingungen (2.14) – (2.16) minimiert
werden soll. Dabei sind Q und R positiv definite konstante p × p bzw. m × m
Matrizen. Unter den Voraussetzungen der Beobachtbarkeit1 und Steuerbarkeit2 des
Systems (2.14) – (2.16), vgl. Kalman [48], besitzt das Steuerungsproblem eine in
x(·) lineare Feedbacksteuerung
u∗(t) = −R−1BTK(t)x∗(t) (2.18)
als optimale Lösung, wobei die symmetrische und positiv definite n×n Matrix K(t)
als Lösung der Matrix Riccati Differentialgleichung
K˙(t) = −K(t)A− ATK(t) +K(t)BR−1BTK(t)− CTQC (2.19)
mit der Randbedingung
K(T ) = 0 (2.20)
bestimmt ist, vgl. Carlson et al. [20], S. 2 oder Athans&Falb [9], wo man auch
die Anwendungen des Modells nachschlagen kann. Die optimale Zustandsfunktion
1Das System ist beobachtbar, wenn bei bekannter Steuerungsfunktion u(·) und bekannten
Matrizen A und C aus dem Verlauf des Ausgangsvektors y(t) über ein endliches Zeitintervall
0 ≤ t ≤ t1 der Anfangszustand x0 eindeutig bestimmt werden kann, vgl. Kalman [48], S. 104 bzw.
Kalman [47].
2Vollständig zustandssteuerbar (teilweise auch erreichbar genannt) heisst ein lineares System,
wenn es für jeden Anfangszustand x0 eine Steuerungsfunktion u(·) gibt, die das System innerhalb
einer beliebigen endlichen Zeitspanne 0 ≤ t ≤ te in einen beliebigen Endzustand xe überführt, vgl.
Kalman [48], S. 107.
Ein lineares autonomes System (2.14) – (2.16) ist genau dann vollständig steuerbar, wenn die
Matrix [B, AB, . . . , An−1B] den Rang n hat, vgl. Kalman [48], S. 107 f.
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x∗(·) ist als Lösung des folgenden Anfangswertproblems gegeben:
x˙∗(t) =
(
A−BR−1BTK(t)) x∗(t); (2.21)
x∗(0) = x0.
Der optimale Wert des Zielfunktionals ist dabei
JT (x0, u
∗) =
1
2
xT0K(0)x0. (2.22)
Da es vom Gesichtspunkt eines Ingenieurs aus sehr schwer ist eine zeitabhängige
Funktion K(·) zu realisieren, wurde nach Bedingungen gesucht, unter denen diese
Funktion konstant ist. Dazu hat R. E. Kalman, vgl. [48], das asymptotische Verhal-
ten der Lösung des Randwertproblems (2.19) – (2.20) untersucht und gezeigt, dass
unter einer Steuerbarkeitsannahme für das System (2.14) – (2.16) der Grenzwert
lim
t→∞
K(t) = Kˆ existiert. Setzt man zusätzlich die Beobachtbarkeit des dynamischen
Systems voraus, so existiert für das Steuerungsproblem der Minimierung des Ziel-
funktionals
J∞(y, u) =
1
2
∞∫
0
(
yT (t)Qy(t) + uT (t)Ru(t)
)
dt −→ min! (2.23)
im Zusammenhang mit dem System (2.14) – (2.16) eine eindeutig bestimmte opti-
male Feedbacksteuerung gegeben durch
u∗(t) = −R−1BT Kˆx∗(t) (2.24)
mit einer konstanten Lösung Kˆ der algebraischen Matrix Riccatischen Gleichung
−KˆA− AT Kˆ + KˆBR−1BT Kˆ − CTQC = 0, (2.25)
siehe auch Carlson et al. [20], S. 3. Der optimale Funktionalswert beträgt
J∞(x0, u∗) =
1
2
xT0 Kˆx0. (2.26)
Ausserdem hat R. E. Kalman gezeigt, dass die Eigenwerte der Matrix A−BR−1BT Kˆ
negative Realteile besitzen, was die asymptotische Stabilität des optimal gesteuer-
ten dynamischen System gewährleistet. Es sei noch bemerkt, dass die Endbedingung
(2.20) von der Lösung des Steurungsproblems auf unendlichem Zeitintervall nicht
erfüllt ist, selbst nicht asymptotisch bei T →∞. Hiermit wird klar, dass die Trans-
versalitätsbedingung nicht von dem Problem auf dem Intervall [0, T ] auf das Problem
auf unendlichem Intervall [0,∞) übertragen oder fortgesetzt werden kann, das ein
Problem darstellt, welches allen Steuerungsaufgaben mit unendlichem Zeithorizont
eigen ist. Durch die Steuerbarkeit des dynamischen Systems wird die Existenz und
Endlichkeit der Integralwerte im Zielfunktional (2.23) erzwungen, woraus und auf-
grund der asymptotischen Stabilität der Lösung auf die Lebesguesche Interpretation
des Integrals geschlossen wird.
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2.1.5 Globale Klimaänderung und nachhaltige Wirtschaft
Die Erkenntnisse über deterministische Probleme der optimalen Steuerung mit un-
endlichem Zeithorizont sind desweiteren wichtig, weil sie bei der Erforschung von
so genannten stückweise deterministischen Steuerungsproblemen ausgenutzt werden
können. Ein Beispiel solcher stückweise deterministischen Probleme stellt das Pro-
blem der integrierten Bewertung der globalen Klimaveränderung aus der Sicht der
Optimierung über einem unbeschränkten Zeitintervall dar, aufgestellt von A. Haurie
in [43], S. 125 ff. Hier werden die Wechselwirkungen des Kapitalwachstums und der
CO2-Emissionen und somit globaler Klimaveränderung durch ein Steuerungspro-
blem modelliert, in dem Schaltungen zwischen mehreren Dynamiken möglich sind,
und diese geschehen zufallsabhängig. Die Zeitpunkte der Schaltungen bilden also
einen Zufallspunktprozess, wobei sich die Optimierungsgrößen zwischen zwei Schal-
tungen deterministisch verhalten. Unter gewissen Annahmen besitzt das dynamische
System auf jedem einzelnen Teilintervall sogar die “Turnpike“-Eigenschaft, zu der wir
im Abschnitt 3.4 zurückkehren werden. Vereinfacht formuliert hat das beschriebene
Steuerungsproblem folgende Gestalt:
J∞(x0, N0, γ) = Eγ
[ ∞∫
0
LN(t)(x(t), u(t)) e
−ρ t dt |N0, x0
]
−→ max ! (2.27)
x˙(t) = fN(t)(t, x(t), u(t)); (2.28)
u(t) ∈ UN(t); (2.29)
qij(x, u)dt+ o(dt) =
P [N(t+ dt) = j|N(t) = i, x(t) = x, u(t) = u], (2.30)
wobei N(t) hier die diskrete Variable ist, die die Nummer des dynamischen Modu-
ses, der zum Zeitpunkt t aktiv ist, bezeichnet. P und E stehen standartgemäß für
Wahrscheinlichkeit bzw. Erwartungswert. Hier wird die Übergangswahrscheinlich-
keit aus dem Modus i in den Modus j angegeben, während mit γ Steuerungspolitik
bezeichnet wird, die an die Geschichte des Prozesses (x(·), N(·)) angepasst ist. Ein
dynamischer Modus wird typisch mit bestimmten Mustern der Klima- und/oder
Technologienentwicklung assoziiert. Die hybride Zustandsvariable x(·) und die Steu-
ervariable u(·) bestehen u.a. aus folgenden Komponenten: produktiver Kapitalstock,
Masse der CO2-Emissionen, Lufttemperatur, Tiefozeantemperatur bzw. Investitio-
nen und Koeffizient der Reduktion der Emissionen. Der technische Progress wird hier
durch die Menge I der Modi und den Zufallsprozess {Ni} der Schaltungen zwischen
Modi ausgedrückt. Die Lösung des obigen Problems kann auf die Lösung einer Fami-
lie deterministischer Probleme mit unendlichem Zeithorizont zurückgeführt werden,
wobei die optimale Steuerung jedes einzelnen deterministischen Problems einen sta-
bilisierenden Effekt hat und versucht das entsprechende dynamische System zum
Gleichgewicht zu bringen. In diesem Modell ist daher die Lebesguesche Interpreta-
tion des Integrals adäquat.
Wir nehmen ein Stück der Diskussion des nächsten Kapitels vorweg und be-
haupten folgendes: Ist das dynamische System bei einer Aufgabe vom obigen Typ
so beschaffen, dass der Integrand L sehr starken Schwankungen unterliegt, so kann
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durchaus sinnvoll sein, das uneigentliche Riemannsche Integral in der Modellierung
zu verwenden, um die Existenz endlicher Werte im Zielfunktional zu erzwingen.
2.2 Aufgabenstellung
Das grundlegende Optimalsteuerungsproblem, auf welches sich alle theoretischen
Ergebnisse der vorliegenden Arbeit beziehen, besteht in der Minimierung des Inte-
gralfunktionals
J∞(x, u) =
∞∫
0
r(t, x(t), u(t)) ν˜(t) dt (2.31)
bezüglich aller Prozesse (x, u) mit der vorgeschriebenen analytischen Güte
(x, u) ∈ W 1,np (R+, ν)× Lmp (R+, ν) , (2.32)
deren dynamische Entwicklung der gegebenen Differentialgleichung
x˙(t) = f(t, x(t), u(t)); (2.33)
x(0) = x0 (2.34)
zu fast jedem Zeitpunkt t > 0 unterliegt und die ausserdem die Beschränkungen
|x(t)| ≤ β(t), mit β(·) ∈ L1p(R+, ν); (2.35)
u(t) ∈ U ⊂ Comp(Rm) (∀) t ∈ IR+ (2.36)
erfüllen. U ist ein Kompaktum des IRm, und ν(·), ν˜(·) : IR+ → IR+ sind Gewichts-
funktionen gemäß Definition 1. Dabei nennt man die Funktionen x(·) und u(·)
Zustands- bzw. Steuerungsfunktion. Die Funktionen r : IR+ × IRn × IRm → IR, f :
IR+ × IRn × IRm → IRn werden als stetig in allen ihren Argumenten vorausgesetzt.
Ausserdem sei r stetig differenzierbar im zweiten und dritten Argument. Die Steue-
rungsfunktion erlaubt es in den Prozess dynamisch einzugreifen, um seinen Verlauf
so zu ändern, dass das Integralfunktional, auch Zielfunktional genannt, minimalen
Wert erreicht.
Definition 6. (zulässiger Prozess für (P∞) ) Das Steuerungsproblem (2.31) –
(2.36) werden wir mit (P∞) bezeichnen. Ein Prozess (x, u) wird zulässig für das
Steuerungsproblem (P∞) genannt, falls er den Bedingungen (2.32) – (2.36) genügt
und einen endlichen Wert des Zielfunktionals (2.31) liefert.
Bislang hatten wir nicht präzisiert, in welchem Sinne das Integral in dem Zielfunk-
tional gemeint ist. Dennoch ist dies erheblich für die Optimalität einer Lösung, wie
das nächste Kapitel deutlich zeigen wird. Wir beschränken uns in dieser Arbeit auf
zwei mögliche Interpretationen des Integrals, nämlich auf die Lebesguesche und auf
die Riemannsche.
Definition 7. Das Problem (P∞) mit einem Lebesgueschen oder einem uneigentli-
chen Riemannschen Integral im Zielfunktional wird mit (PL∞) bzw. (PR∞) bezeichnet.
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Die Definition eines zulässigen Prozesses wird wie folgt konkretisiert:
Definition 8. (zulässiger Prozess für (PL∞) ) Ein Prozess (x, u) wird zulässig
für das Steuerungsproblem (PL∞) genannt, falls er den Bedingungen (2.32) – (2.36)
genügt und das Lebesguesche Integral
JL∞(x, u) = L -
∞∫
0
r(t, x(t), u(t)) ν˜(t) dt (2.37)
existiert und endlich ist.
Definition 9. (zulässiger Prozess für (PR∞) ) Ein Prozess (x, u) wird zulässig
für das Steuerungsproblem (PR∞) genannt, falls er den Bedingungen (2.32) – (2.36)
genügt und das uneigentliche Riemannsche Integral
JR∞(x, u) = R -
∞∫
0
r(t, x(t), u(t)) ν˜(t) dt (2.38)
konvergent ist.
Bemerkung 3. Nimmt man die Formulierung einer (PT ) Aufgabe mit endlichem
Zeithorizont [0, T ] mit Funktionenräumen (x, u) ∈ W 1,np [0, T ]×Lmp [0, T ], p ∈ [1,∞],
vgl. beispielsweise Felgenhauer [37], S. 8; Malanowski et al. [68], S. 596,
und setzt diese auf IR+ fort, so erhält man anstelle der Bedingung (2.32) eine der
folgenden Bedingungen: (x, u) ∈ W 1,np (R+) × Lmp (R+) (1 ≤ p < ∞), (x, u) ∈
W 1,n∞ (R+) × Lm∞(R+). In der Fachliteratur wird sehr oft die Forderung der ana-
lytischen Güte (x, u) ∈ AC(R+) × Lm∞(R+), vgl. u.a. Dmitruk&Kuz’kina [31],
auferlegt oder sie wird gar weggelassen, vgl. z. B. Goh et al. [39], S. 277 ff. Die
Beispiele aus dem vorherigen Abschnitt haben jedoch gezeigt, dass die Wahl eines
passenden Funktionenraumes für die Zustandsfunktion x(·) sehr sorgfältig überlegt
sein muss. In vielen Fällen liegt die optimale Zustandsfunktion in keinem der ge-
wöhnlichen, ungewichteten, Sobolevräume, sondern eher in einem gewichteten So-
bolevraum mit einer gewissen Dichtefunktion ν(·), die in jedem konkreten Fall neu
gewählt wird. Eine ähnliche Situation tritt für die Steuerungsfunktion u(·) ein, da
eine beispielsweise stückweise konstante, von Null verschiedene, Funktion in kei-
nem der ungewichteten Lmp (R+) – Räume über unendlichem Intervall liegt. Darüber
hinaus muss der Zustandsraum so gewählt werden, dass die Kozustandsfunkti-
on y(·), auch adjungierte Funktion genannt, seinem Dualraum angehört und
die Menge aller (x, u), die den Restriktionen (2.32) – (2.36) genügen, eine Menge
mit nichtleerem Inneren bildet. Die mit einer Dichtefunktion gewichteten Funktio-
nenräume sind einerseits “größer“, denn die Inklusionen W 1,np (R+, ν) ⊃ W 1,np (R+),
Lmp (R+, ν) ⊃ Lmp (R+) gelten. Das heisst, es ist eventuell möglich, den Optimalwert
im Vergleich zur kleineren zulässigen Menge, gegeben durch ungewichtete Funktio-
nenräume, zu verbessern. Andererseits, da ein x(·) ∈ W 1,np (R+, ν) im Fall einer inte-
grierbaren Gewichtsfunktion ν(·) nicht unbedingt nach oben beschränkt sein muss,
wird die adjungierte Funktion y(·) gezwungen, noch schneller gegen Null zu streben,
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was auch sehr sinnvoll erscheint und mit bekannten Transversalitätsbedingungen
korrespondiert. Diesen Überlegungen folgend besteht einer der Schlüsselpunkte un-
serer Theorie in der Wahl eines gewichteten Sobolevraumes W 1,np (R+, ν) und eines
gewichteten Lebesgueraumes Lmp (R+, ν) als Zustands- bzw. Steuerungsraum.
Bemerkung 4. Die Zustandsbeschränkung (2.35) könnte zwar, wie jede andere
Zustandsbeschränkung, bei der numerischen Lösung des Problems Schwierigkeiten
bereiten, aber sie schränkt die Geschwindigkeit des Wachstums einer Zustandstrajek-
torie ein und garantiert damit die Existenz eines optimalen Prozesses. Dazu kommen
wir noch später im Kapitel 6 bei der Untersuchung der Frage nach der Existenz der
optimalen Lösungen.
Bemerkung 5. In der Aufgabenstellung kommen also drei Gewichtsfunktionen vor,
nämlich ν˜(·) aus dem Zielfunktional, ν(·) für die Gewichtung des Prozesses und β(·)
zur Kontrolle des Wachstums der zulässigen Trajektorien. Diese Funktionen werden
in jedem einzelnen Modell erneut festgelegt und an die Anwendung angepasst. In
den Problemen der Kapitalwachstumstheorie eignet sich die Wahl ν˜(t) = e−ρt und
womöglich auch ν ≡ ν˜. Die Wahl der Funktion β(·) richtet sich logischerweise nach
der Wahl der Funktion ν(·). Weitere Beispiele werden in den Kapiteln 11 und 12
betrachtet.
2.3 Optimalitätskriterien
2.3.1 Globale Optimalität
In Problemen mit unendlichem Zeithorizont ist die Existenz und Endlichkeit (im Fall
eines Lebesgueschen Integrals) oder Konvergenz (im Fall eines Riemannschen unei-
gentlichen Integrals) des Integrals nicht a priori gegeben. Unter gewissen Vorausset-
zungen an ein lineares gesteuertes System, wie Steuerbarkeit, kann man die Existenz
und Endlichkeit erzwingen. Für ein nichtlineares dynamisches System hat man die-
se Möglichkeit im Allgemeinen nicht. Um die Trajektorien im Fall eines bestimmt
oder gar unbestimmt divergenten Integrals im Zielfunktional miteinander verglei-
chen zu können, wurden mehrere Optimalitätsdefinitionen, auch Optimalitätskri-
terien genannt, für Steuerungsprobleme mit unendlichem Zeithorizont eingeführt.
Zuerst werden hier einige Kriterien aus der Literatur zitiert und nach anknüpfender
Diskussion werden die Optimalitätskriterien definiert, die für diese Arbeit notwen-
dig sind. Die nachfolgenden Definitionen können mit Carlson et al. [20], S. 9
ff., und Feichtinger&Hartl [35], S. 186, verglichen werden. Für jeden Prozess
(x, u), der die Bedingungen (2.32) – (2.36) erfüllt, wird zuerst ohne Präzisierung des
Integraltyps der Perfomanceindex
JT (x, u) =
T∫
0
r(t, x(t), u(t)) ν˜(t) dt (2.39)
eingeführt. Dann nennt man den Prozess (x∗, u∗)
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(i) überholungsoptimal (“overtaking optimal“, von Weizsäcker, 1965), falls es ein
T0 > 0 gibt, so dass für alle T > T0 und jeden Prozess (x, u), der die Bedin-
gungen (2.32) – (2.36) erfüllt, die Ungleichung
JT (x
∗, u∗) ≥ JT (x, u) (2.40)
gültig ist.
(ii) stark optimal für (P∞), falls
J∞(x∗, u∗) = lim
T→∞
JT (x
∗, u∗) <∞, (2.41)
und für jeden Prozess (x, u), der die Bedingungen (2.32) – (2.36) erfüllt,
J∞(x∗, u∗) ≥ lim sup
T→∞
JT (x, u) (2.42)
gilt.
(iii) “catching up“ optimal (Gale, 1967), falls für jeden Prozess (x, u), der die
Bedingungen (2.32) – (2.36) erfüllt, die Ungleichung
lim inf
T→∞
{JT (x∗, u∗)− JT (x, u)} ≥ 0 (2.43)
erfüllt ist. Das heisst ∀  > 0 ∃T0 > 0, so dass ∀T > T0(, (x, u)) die Bedin-
gung JT (x∗, u∗) > JT (x, u)−  gilt.
(iv) sporadisch “catching up“ optimal (Halkin, 1974), falls für jeden Prozess
(x, u), der die Bedingungen (2.32) – (2.36) erfüllt, die Ungleichung
lim sup
T→∞
{JT (x∗, u∗)− JT (x, u)} ≥ 0 (2.44)
gilt. Das heisst ∀  > 0 ∀T0 > 0 existiert ein T ∗ = T ∗(, T0, (x, u)) > T0 so
dass die Bedingung JT ∗(x∗, u∗) > JT ∗(x, u)−  gilt.
(v) endlich optimal, falls ∀T > 0 und für jeden auf [0, T ] zulässigen Prozess (x, u)
mit x∗(T ) = x(T ) die Ungleichung
JT (x
∗, u∗) ≥ JT (x, u) (2.45)
gilt.
Für die oben eingeführten Kriterien der globalen Optimalität gilt folgende Implika-
tionskette
berholungsoptimal =⇒ stark optimal =⇒
=⇒ ıcatching up“ optimal =⇒
=⇒ sporadisch “catching up“ optimal =⇒
=⇒ endlich optimal. (2.46)
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Bemerkung 6. Wir weisen darauf hin, dass die angegebenen Optimalitätsdefini-
tionen sich auf das Problem der Maximierung des Zielfunktionals (2.31) beziehen.
Bei einer Minimierungsaufgabe müssen die Ungleichungen entsprechend angepasst
werden.
Im Fall eines endlichen Zeitintervalls [0, T ] fallen alle Definitionen zusammen,
während sie auf dem Interval [0,∞) im Allgemeinen nicht äquivalent sind. Exi-
stiert das Integral J∞(x∗, u∗) <∞, so fallen die Definitionen der “catching up“ und
“sporadischen catching up“ Optimalität zusammen. Die Optimalität im Sinne des
Überholkriteriums von von Weizsäcker ist jedoch stärker als die erwähnten beiden
Kriterien, und im Kapitel 11 präsentieren wir ein Beispiel, das diesen Sachverhalt il-
lustriert. Der Name dieses Kriteriums ist selbsterklärend und deutet darauf hin, dass
der Perfomanceindex JT (x, u) jedes beliebigen zulässigen Prozesses (x, u) von dem
optimalen Prozess (x∗, u∗) in endlicher Zeit eingeholt wird, siehe die schematische
Abbildung 2.1. Ferner ist ein Prozess (x∗, u∗) optimal im Sinne des Überholungskri-
teriums, so ist für alle hinreichend großen T > τ die Einschränkung (x∗|[0,T ], u∗|[0,T ])
optimal für die entsprechende Aufgabe (PT ). Die einfachste Definition ist die ei-
Abbildung 2.1: Überholung des Prozesses (x, u) (rot) vom Prozess (x∗, u∗) (schwarz).
nes stark optimalen Prozesses. Sie ergibt jedoch nur Sinn, wenn für alle zulässigen
Prozesse der Perfomanceindex JT (x, u) von oben beschränkt bleibt.
In dieser Arbeit beabsichtigen wir nur die Steuerungsprobleme zu betrachten, in
denen das Integral im Zielfunktional existiert und einen endlichen Wert besitzt bzw.
es werden a priori Bedingungen an die Daten der Aufgabe gestellt, die diese Existenz
und Endlichkeit garantieren.3 Daher werden alle in der Arbeit bewiesenen Aussagen
die gewöhnliche Optimalität betreffen. Andere vorhandene Optimalitätsdefinitionen,
wie beispielsweise die gleichmäßige Optimalität, verträgliche Optimalität o.ä., wer-
den hier nicht diskutiert. Wir verweisen an dieser Stelle auf das Buch Carlson et
al. [20], S. 12 ff.
Da die wesentlichen theoretischen Ergebnisse dieser Arbeit für Steuerungspro-
bleme mit Lebesguescher Interpretation des Integrals formuliert werden, setzen wir
3Man vergleiche auch die Definition eines zulässigen Prozesses.
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ab sofort durchgehend voraus, dass das Integral in (2.31), wenn nichts anderes ex-
plizit erwähnt wird, im Lebesgueschen Sinne interpretiert wird und einen endlichen
Wert hat. Für den Fall eines endlichen Zielfunktionalswertes mit einem Integral im
Lebesgueschen Sinne hat man dann zwischen folgenden Optimalitätsdefinitionen zu
unterscheiden.
Definition 10. Für jeden für (PL∞) zulässigen Prozess definieren wir
JLT (x, u) = L -
T∫
0
r(t, x(t), u(t)) ν˜(t) dt. (2.47)
Dann heisst der Prozess (x∗, u∗)
(i) überholungsoptimal oder optimal im Sinne des Kriteriums L14, falls es
ein T0 > 0 gibt, so dass für alle T > T0 und jeden in (PL∞) zulässigen Prozess
die Ungleichung
JLT (x
∗, u∗) ≥ JLT (x, u) (2.48)
gültig ist.
(ii) stark optimal für (PL∞), falls
JL∞(x
∗, u∗) = lim
T→∞
JLT (x
∗, u∗) <∞, (2.49)
und für jeden anderen zulässigen Prozess (x, u)
JL∞(x
∗, u∗) ≥ lim sup
T→∞
JLT (x, u) (2.50)
gilt.
(iii) optimal im gewöhnlichen Sinne oder optimal im Sinne des Kriteriums
L2, falls für jeden in (PL∞) zulässigen Prozess (x, u) die Ungleichung
lim
T→∞
{JLT (x∗, u∗)− JLT (x, u)} ≥ 0 (2.51)
erfüllt ist.
(iv) endlich optimal, falls ∀T > 0 und für jeden auf [0, T ] zulässigen Prozess
(x, u) mit x∗(T ) = x(T ) die Ungleichung
JLT (x
∗, u∗) ≥ JLT (x, u) (2.52)
gilt.
Entsprechend gilt die Implikationskette
berholungsoptimal oder optimal imSinne desKriteriumsL1 =⇒
=⇒ stark optimal =⇒ optimal imSinne desKriteriumsL2 =⇒
=⇒ endlich optimal. (2.53)
Für diese Arbeit sind nur die Optimalitätskriterien in (i) und (iii) relevant.
4Im Gegensatz zur Publikation Pickenhain&Lykina [78] wird hier die Numeration L1 und
L2 vertauscht verwendet.
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2.3.2 Lokale Optimalität
In dieser Arbeit spielt der Begriff eines lokalen Extremums eine große Rolle, da
wir Optimalitätsbedingungen für lokale Optimalität herleiten möchten. Die Unter-
suchung auf lokale Optimalität wird nur für Probleme (PL∞) durchgeführt. Ist die
Gewichtsfunktion ν(·) eine Dichtefunktion, so gehört bekanntlich jede Funktion aus
dem FunktionenraumW 1,np (R+, ν) auch zum Raum der absolut stetigen Vektorfunk-
tionen, bezeichnet als ACn(R+), vgl. Schwartz [88], S. 55, Satz III.(2). Aus diesem
Grunde erlaubt uns die EinbettungW 1,np (R+, ν)→ ACn(R+) den Begriff der lokalen
Optimalität eines Prozesses wie folgt einzuführen:
Definition 11. Ein zulässiger Prozess (x∗, u∗) des Problems (PL∞) ist stark lokal
optimal im Sinne des Optimalitätskriteriums L2, falls eine Funktion δ : IR+ → IR+
existiert, so dass
JL∞(x
∗, u∗) ≤ JL∞(x, u) (2.54)
für alle in (P∞) zulässigen Paare (x, u) mit
|(x(t)− x∗(t))νˆ(t)| < δ(t) (2.55)
und alle t > 0 erfüllt ist, wobei νˆ(·) eine Gewichtsfunktion gemäß Definition 1 ist.
Dabei liefert das Paar (x∗, u∗) den globalen Minimalwert zum Problem (PL∞) in der
C0δ (IR
+, νˆ) – Umgebung von x∗(·).
Wir beschränken uns auf die Untersuchung der starken lokalen Optimalität be-
züglich des Kriteriums L2, wobei das Kriterium L1 ohne große Beachtung bleibt.
Für das Steuerungsproblem (PL∞) kann jetzt die lokalisierte Version formuliert wer-
den, die als (PL∞,loc) bezeichnet wird. Dabei bleibt das Problem (PL∞) unverändert
bis auf die Nebenbedingung (2.32), die durch
(x , u ) ∈ W 1,np (R+, ν)× Lmp (R+, ν), x(t) ∈ Kδ,νˆ(x∗(t)), (2.56)
ersetzt wird, wobei
Kδ,νˆ(x∗(t)) := {ξ ∈ IRn| |(ξ − x∗(t))νˆ(t)| < δ(t) }. (2.57)
Bemerkung 7. Im Gegensatz zur globalen Optimalitätsdefinition (i) aus dem vor-
herigen Abschnitt bezieht sich hier das Wort “stark“ nicht auf die Optimalität an
sich, sondern auf die Art der lokalen Umgebung des Prozesses (x∗, u∗), in der der
Prozess optimal ist. Die starke lokale Optimalität bedeutet also, dass nur die Va-
riationen des Zustandes bezüglich der gewichteten C0(R+) – Norm berücksichtigt
werden, wobei beliebige Variationen der Steuervariable u(·) zugelassen sind. Mit der
Optimalität im Sinne der Definition (i) hat es keine Verbindung.
Bemerkung 8. Ferner möchten wir deutlich machen, dass die Breite der lokalen
Umgebung δ(t) von der Zeitvariable t abhängig ist. Eine uniforme Umgebung, d.h.
eine mit der von t unabhängigen Mindestbreite δ > 0, muss nicht unbedingt existie-
ren. Es kann also der Fall eintreten, dass die Umgebungsbreite mit der Zeit schmaler
wird, d.h. δ(t)→ 0, t→∞. Aus diesem Grund führen wir den nächsten Begriff ein.
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Definition 12. Ein zulässiger Prozess (x∗, u∗) des Problems (PL∞) wird uniform
(oder gleichmäßig) stark lokal optimal im Sinne des Optimalitätskriteriums L2
genannt, falls es eine Zahl δ > 0 und eine von oben beschränkte Gewichtsfunktion
νˆ(·) gibt, so dass für alle in (PL∞) zulässigen Paare (x, u) mit
|(x(t)− x∗(t))νˆ(t)| < δ ∀ t > 0 (2.58)
die Ungleichung
JL∞(x
∗, u∗) ≤ JL∞(x, u) (2.59)
gilt. Hier ist (x∗, u∗) die globale Minimallösung des Problems (PL∞) in der mit der
Gewichtsfunktion νˆ(·) gewichteten C0δ (IR+, νˆ) – Umgebung von x∗(·).
Außer einer Gewichtsfunktion ν(·) : R+ → IR+ zur Gewichtung der Prozesse
selbst werden wir also im weiteren Verlauf der Arbeit eine zusätzliche Gewichts-
funktion νˆ(·) : IR+ → IR+ für die Gewichtung der Umgebung von x∗(·) benutzen.
Darum definieren wir mit Hilfe der Gewichtsfunktion νˆ(·) die gewichtete Umgebung
U
C0(IR+,νˆ)
δ (x
∗) =
{
x ∈ W 1,np (IR+, ν)
∣∣∣ |x(t)− x∗(t)|νˆ(t) < δ ∀ t > 0} . (2.60)
Besitzt die Gewichtsfunktion νˆ(·) desweiteren die Eigenschaft νˆ−1(·) ∈ L1p(IR+, ν),
so wird es möglich sein, hinreichende Bedingungen zweiter Ordnung für starke lokale
Optimalität zu beweisen, vgl. Kapitel 9. Als Beispiel zweier solcher Gewichtsfunk-
tionen ν(·) und νˆ(·) können durch ν(t) = e−ρt, νˆ(t) = e−αt erklärte Funktionen mit
α < ρ
p
dienen.
Bemerkung 9. Der eingeführte Begriff der gewichteten Umgebung verallgemeinert
den Begriff der gewöhnlichen C0δ (IR
+) – Umgebung von x∗(·), den man erhält, indem
νˆ(t) ≡ 1 gesetzt wird, anschaulich dargestellt durch den Streifen auf der Abbildung
2.3. Eine solche gewichtete Umgebung kann eine trichterförmige Gestalt haben, wie
zum Beispiel auf der Abbildung 2.2. Diese Umgebungsgestalt scheint sehr natürlich
zu sein, denn sie spiegelt die fundamentale Tatsache wider, dass das Verhalten der
zulässigen Trajektorien im Unendlichen für die Auffindung der optimalen Politik
meistens nicht entscheidend ist. Sie kann aber auch eine Schlauchform besitzen,
wobei die Breite des Schlauches immer kleiner wird, vgl. den dunkel gefüllten Bereich
mit rotem Rand auf der Abbildung 2.3. Gelingt es zu zeigen, dass die Optimalität
eines Prozesses höchstens in einer schmaler werdender Umgebung gegeben ist, so
ist das Verhalten der zulässigen Trajektorien im Unendlichen wesentlich für die
Optimalität.
2.4 Lösungsmethoden
2.4.1 Fortsetzung der Lösung von (PT ) auf IR+
Der Gedanke der Fortsetzung der Lösung erscheint zunächst natürlich. Aus der Dis-
kussion der Optimalitätskrietrien aus dem vorangegangenen Abschnitt folgt jedoch
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Abbildung 2.2: Trichterförmige gewich-
tete Umgebung: x∗(t) ≡ 0, νˆ(t) =
e−0.5t, δ = 1.
Abbildung 2.3: Verschiedene gewichtete
Umgebungen schematisch dargestellt;
x∗(t) ≡ 0.
der Schluss, dass eine Fortsetzung der Lösung des Problems (PT ) auf den unendli-
chen Zeithorizont [0,∞) im Allgemeinen nicht möglich ist, wie das folgende Beispiel
zeigt.
Beispiel 1. Wir betrachten das lineare Ramsey Modell, vgl. Feichtinger&Hartl
[35], S. 201 ff. Es ist ein Spezialfall des bekannten Ramsey Modells, nämlich mit der
Nutzenfunktion U(c(t)) = c(t) und einer linearen Produktionsfunktion f(k(t)) =
pik(t). Man will also den diskontierten Gesamtnutzen für die Gesellschaft
JT (k, c) = L -
T∫
0
c(t) e−ρt dt (2.61)
maximieren, wobei die Änderung des Kapitalstocks folgender Differentialgleichung
genügt
k˙(t) = (pi − δ)k(t)− c(t), k(0) = k0. (2.62)
Da man nicht mehr Waren konsumieren kann, als produziert wurden, fügt man noch
die zustandsabhängige Steuerbeschränkung hinzu
0 ≤ c(t) ≤ pik(t). (2.63)
Unter der Voraussetzung pi > δ + ρ ist die optimale Lösung des obigen Steuerungs-
problems auf dem Intervall [0, T ] durch
k∗T (t) =
{
k0e
(pi−δ)t , 0 ≤ t < τ
k0e
piτ−δt , τ ≤ t ≤ T , c
∗
T (t) =
{
0 , 0 ≤ t < τ
pik∗(t) , τ ≤ t ≤ T (2.64)
mit dem Schaltpunkt τ = T − 1
ρ+δ
ln pi
pi−(ρ+δ) gegeben, vgl. [35] und die Abbildungen
2.4, 2.5. Untersucht man nun das Steuerungsproblem (P∞) der Maximierung des
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Abbildung 2.4: Die Lösung des linea-
ren Ramsey Modell auf [0, T ]: optima-
ler Zustand für k0 = T = 1, ρ = δ =
0.2.
Abbildung 2.5: Die Lösung des linea-
ren Ramsey Modell auf [0, T ]: optimale
Steuerung für k0 = T = 1, ρ = δ = 0.2.
Zielfunktionals
J∞(k, c) = L -
∞∫
0
c(t) e−ρt dt (2.65)
und lässt in der Lösung (k∗T (t), c∗T (t)) T gegen unendlich laufen, so verschiebt sich
der Schaltpunkt τ ins Unendliche und man erhält
lim
T→∞
k∗T (t) = k0e
(pi−δ)t, lim
T→∞
c∗T (t) ≡ 0. (2.66)
Ein solcher Prozess ist offensichtlich nicht optimal zur Aufgabe (2.62), (2.63), (2.65),
da der gelieferte Funktionalswert J∞( lim
T→∞
k∗T (·), lim
T→∞
c∗T (·)) = 0 ist. Dies macht er-
sichtlich, dass ein punktweiser Grenzwertübergang in der Lösung des Problems (PT )
irreführend sein kann. Zur Untersuchung des Ramsey Modells auf dem unendlichen
Zeitintervall kehren wir im Kapitel 12 zurück.
2.4.2 Gleichgewichtslösung
Bei der Steuerung vieler autonomer Systeme konvergiert die optimale Lösung
(x∗(t), u∗(t)) für t→∞ gegen ein stationäres Niveau (xˆ, uˆ), was die asymptotische
Stabilität der Lösung bedeutet. Schränkt man das Betrachtungsintervall auf ein hin-
reichend großes Intervall [0, T ] ein, so befindet sich der optimale Pfad die meiste Zeit
in der Nähe des Gleichgewichtes (xˆ, uˆ) und nur ganz am Ende des Intervalls verlässt
er diese Nähe. Diese Eigenschaft ist in der Literatur als “Turnpike“-Eigenschaft be-
kannt, vgl. Carlson et al. [20], S. 8 ff. und die Abbildung 2.6. Das Gleichgewicht
(xˆ, uˆ) zusammen mit dem Kozustand yˆ wird aus der Bedingung der Ruhelage des
Systems (x, u, y) bestimmt, also durch das Setzen x˙(t) = y˙(t) = 0. Eine ausführliche
Analyse der “Turnpike“ Eigenschaft findet der Leser in Zaslavski [102]. Allerdings
besitzt eine optimale Lösung die “Turnpike“-Eigenschaft nicht zwingend, wie es von
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Abbildung 2.6: “Turnpike“ Eigenschaft: optimaler Pfad x∗(·) (schwarz) und Gleich-
gewichtsniveau (rot).
A. Rapaport und P. Cartigny für ein in der Geschwindigkeit lineares Variationspro-
blem gezeigt wurde, vgl. Rapaport&Cartigny [85], S. 11 ff.
2.4.3 Direkte Methoden
Die so genannten direkten Lösungsmethoden, die auf den konstruktiven Aufbau ei-
ner Minimalfolge abzielen und auf diese Weise eine Grundlage für die Entwicklung
numerischer Methoden zur Behandlung von Optimalsteuerungsproblemen bilden,
werden in der vorliegenden Arbeit nicht angewendet und nicht weiterentwickelt. Des-
halb wird deren Diskussion hier weggelassen, wobei wir z.B. auf Ito&Kunisch [46],
Kunkel&von dem Hagen [57], Sieveking&Semmler [92], Grüne&Rantzer
[41] verweisen.
2.4.4 Indirekte Methoden
Indirekte Lösungsmethoden bestehen im Auffinden optimaler Lösungen mittels not-
wendiger und hinreichender Optimalitätsbedingungen. Für den aus den notwendigen
Optimalitätsbedingungen berechneten Lösungskandidaten werden die hinreichenden
Optimalitätsbedingungen verifiziert, um die Optimalität nachzuweisen. Im Fall eines
Problems mit dem endlichen Zeithorizont dient das berühmte Pontrjaginsche Maxi-
mumprinzip als notwendige Optimalitätsbedingung, Pontrjagin et al. [83], Satz
6, S. 77 ff. Betrachtet man das Steuerungsproblem mit unendlichem Zeithorizont, so
kann dieser Satz nicht direkt übertragen werden. Ausserdem wurde die Setzung eines
Steuerungsproblems mit unendlichem Zeithorizont in gewichteten Räumen bisher
nicht untersucht, und in der einschlägigen Literatur gibt es noch keinen Satz über die
notwendigen Optimalitätsbedingungen für die gewählte Grundaufgabe. Aus diesem
Grund betrachten wir in diesem Abschnitt eine vereinfachte Version des Problems
(P∞) und das entsprechende Problem auf dem endlichen Intervall.
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Ein vereinfachtes Steuerungsproblem (PT )
Die im nachfolgenden zitierten Ergebnisse beziehen sich auf das Problem der Mini-
mierung des Funktionals
JT (x, u) =
T∫
0
r(t, x(t), u(t)) dt (2.67)
bezüglich aller Prozesse (x, u), die folgende Nebenbedingungen erfüllen:
(x, u) ∈ Dn1 [0, T ]×Dm0 [0, T ]; (2.68)
x˙(t) = f(t, x(t), u(t)), x(0) = x0 ; (2.69)
u(t) ∈ U ⊂ Rm (∀) t ∈ [0, T ] (2.70)
mit einer kompakten Steuermenge U . Dabei sind x(·) und u(·) Zustands- bzw. Steue-
rungsfunktionen. Die Funktionen r : IR+× IRn× IRm → IR, f : IR+× IRn× IRm → IRn
sind als stetig in allen ihren Argumenten vorausgesetzt. Ausserdem seien r und f
stetig differenzierbar im zweiten Argument. Für das Problem (2.67) – (2.70) zitieren
wir nun das Pontrjaginsche Maximumprinzip, vgl. Ioffe&Tichomirov [45], Satz
1, S. 127, ohne Beweis.5
Satz 7 (Pontrjaginsches Maximumprinzip). Die Pontrjaginsche Funktion sei
als
H(t, ξ, v, η, λ0) = −λ0r(t, ξ, v) + ηTf(t, ξ, v) (2.71)
definiert. Ist der Prozess (x∗T (·), u∗T (·)) optimal für das Problem (2.67) – (2.70), so
existieren eine Zahl λ0T ≥ 0 und eine absolut stetige Vektorfunktion yT (·) : [0, T ]→
IRn, die nicht sämtlich verschwinden, so dass zusammen mit der Pontrjaginschen
Funktion die unten angegebenen Bedingungen gelten:
H(t, x∗T (t), u
∗
T (t), yT (t), λ0T ) = max
v∈U
H(t, x∗T (t), v, yT (t), λ0T ) (∀) t ∈ [0, T ];(2.72)
y˙T (t) = −∇ξH(t, x∗T (t), u∗T (t), yT (t), λ0T ) (∀) t ∈ [0, T ]; (2.73)
yT (T ) = 0. (2.74)
2
Die Bedingungen (2.72) – (2.74) stellen entsprechend die Maximumbedingung, die
kanonische Gleichung und die Transversalitätsbedingung dar.
5Das zitierte Pontrjaginsche Maximumprinzip gilt auch für die Setzung des Steuerungsproblems
in den Räumen (x, u) ∈ W 1,n1 [0, T ] × Lm∞[0, T ] statt (x, u) ∈ Dn1 [0, T ] × Dm0 [0, T ]. Lediglich der
Beweis wird komplizierter, vgl. die angegebene Quelle. Um die Zitierung der Sätze aus verschie-
denen Literaturquellen zu ermöglichen, bleiben wir in diesem Kapitel bei der einfachen Wahl der
Funktionenräume, getroffen in (2.68).
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Das fortgesetzte Steuerungsproblem (P∞)
Die Fortsetzung des Problems (2.67) – (2.70) auf IR+ ergibt das Steuerungsproblem
J∞(x, u) =
∞∫
0
r(t, x(t), u(t)) dt −→ min! (2.75)
bezüglich aller Prozesse (x, u), die folgende Beschränkungen erfüllen:
(x, u) ∈ Dn1 (IR+)×Dm0 (IR+); (2.76)
x˙(t) = f(t, x(t), u(t)), x(0) = x0; (2.77)
u(t) ∈ U ⊂ Rm (∀) t ∈ IR+. (2.78)
Hier wird keine Bedingung an das Verhalten im Unendlichen gestellt. Bei dem Über-
gang zum Steuerungsproblem mit unendlichem Zeithorizont können nicht alle Be-
dingungen einfach übernommen und auf jedem Intervall [0, T ] verifiziert werden. H.
Halkin hat 1974 als erster erkannt, dass die Transversalitätsbedingungen im Fall
eines unendlichen Zeitintervalls nicht mehr notwendig sein müssen. Man könnte er-
warten, dass anstelle der Transversalitätsbedingung yT (T ) = 0 im Problem mit frei-
em Endpunkt x(∞) die Bedingung lim
T→∞
y∞(T ) = 0 für das entsprechende Problem
auf IR+ gilt. In Halkin [42], S. 271, liefert er das folgende Gegenbeispiel.6
Beispiel 2. Zu maximieren ist das Funktional
JL∞(x, u) = L -
∞∫
0
(1− x(t))u(t) dt (2.79)
über alle Paare (x, u), die folgende Beschränkungen erfüllen:
(x, u) ∈ D11(IR+)×D10(IR+); (2.80)
x˙(t) = (1− x(t))u(t), x(0) = 0; (2.81)
u(t) ∈ [0, 1] (∀) t ∈ IR+. (2.82)
Die optimale Steuerung ist durch
u∗(t) =
{
0 , 0 ≤ t ≤ 1
1 , 1 < t <∞ (2.83)
gegeben und liefert den optimalen Prozess (x∗, u∗) , wobei
x∗(t) =
{
0 , 0 ≤ t ≤ 1
1− e1−t , 1 < t <∞ . (2.84)
6Das Originalbeispiel wurde hier mit der Lebesgueschen Interpretation des Integrals ausgestat-
tet.
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Für die einzigen möglichen Multiplikatoren (λ0, y(t)), die die restlichen Bedingungen
des Maximumprinzips erfüllen, gilt y∞(t) ≡ −λ0 für alle t ∈ [0,∞). Dies aber wi-
derspricht der vermuteten Transversalitätsbedingung lim
T→∞
y∞(T ) = 0 im Fall eines
freien Zustandes x(∞), vgl. Halkin [42], S. 271. Dieses Beispiel wird in den nach-
folgenden Kapiteln in Bezug auf die analytischen Eigenschaften des Zielfunktionals
weiter untersucht.
Die zweite intuitive Vermutung wäre, dass der Multiplikator λ0 assoziiert mit dem
Integranden positiv sein muss. Dazu gab H. Halkin folgendes Gegenbeispiel, [42], S.
272.7
Beispiel 3.
JL∞(x, u) = L -
∞∫
0
(u(t)− x(t)) dt −→ max! (2.85)
über alle Paare (x, u), die folgende Beschränkungen erfüllen:
(x, u) ∈ D11(IR+)×D10(IR+); (2.86)
x˙(t) = u2(t) + x(t), x(0) = 0; (2.87)
u(t) ∈ [0, 1] (∀) t ∈ IR+. (2.88)
Hier erweist sich die Steuerung u∗(t) ≡ 0, t ∈ [0,∞) mit
T∫
0
(u(t)− x(t)) dt = 0 ∀T ∈ IR+ (2.89)
als optimal, denn jede stückweise konstante und von Null verschiedene Funktion
u(·) : IR→ [0, 1] liefert
lim
T→∞
T∫
0
(u(t)− x(t)) dt = lim
T→∞
T∫
0
u(t)− t∫
0
u2(s)et−sds
 dt = −∞, (2.90)
vgl. Halkin [42], S. 272 und Carlson et al. [20], S. 26 ff. Folglich ergibt sich
unter Berücksichtigung des Maximumprinzips mit der Pontrjaginschen Funktion
H(t, ξ, v, η, λ0) = λ0(v − ξ) + η(v2 + ξ) (2.91)
und der kanonischen Gleichung
y˙(t) = λ0 − y(t) (2.92)
die Lösung
y(t) = (y(0)− λ0)e−t + λ0, (2.93)
wobei u∗(t) ≡ 0 die Pontrjaginsche Funktion nicht maximieren kann, wenn λ0 > 0
gilt. Damit gilt λ0 = 0 und die Vermutung ist widerlegt.
7Das Originalbeispiel wurde hier mit der Lebesgueschen Interpretation des Integrals ausgestat-
tet.
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Nun wird der Satz über die notwendigen Optimalitätsbedingungen für das Pro-
blem (2.75) – (2.78), folgend H. Halkin, vgl. [42], S. 269 ff, vorgestellt.
Satz 8 (Maximumprinzip für das Problem (2.75) – (2.78)). Ist der Prozess
(x∗, u∗) zur Aufgabe (2.75) – (2.78) global optimal im Sinne des Kriteriums L2, so
existieren eine nichtnegative Zahl λ0 sowie eine stetige, stückweise stetig differen-
zierbare Funktion y(·) : IR+ → IRn, so dass folgende Bedingungen erfüllt sind:
‖(λ0, y(0))‖ = 1; (2.94)
H(t, x∗(t), u∗(t), y(t), λ0) = max
v∈U
H(t, x∗(t), v, y(t), λ0) (∀) t ∈ IR+; (2.95)
y˙(t) = −∇ξH(t, x∗(t), u∗(t), y(t), λ0) (∀) t ∈ IR+. (2.96)
2
Bemerkung 10. Der Leser beachte, dass der vorangehende Satz gegenüber dem
klassischen “Pontrjaginschen Maximumprinzip“ keine Transversalitätsbedingungen
beinhaltet.
Zurückkehrend zur Berechnung des stationären Niveaus ist Folgendes aus dem Ma-
ximumprinzip zu schlussfolgern. Das Gleichgewichtsniveau (xˆ, uˆ, yˆ) eines autonomen
Problems ist durch die Bedingungen
f(xˆ, uˆ) = 0; (2.97)
−Hξ(t, xˆ, uˆ, yˆ) ν˜(t) = 0; (2.98)
H(xˆ, uˆ, yˆ) ≥ H(xˆ, v, yˆ) ∀ v ∈ U (2.99)
bestimmt, vgl. Feichtinger&Hartl [35], S. 39.
Bemerkung 11. Wie man sieht, sind die Transversalitätsbedingungen im Fall ei-
nes unendlichen Zeitintervalls nicht mehr notwendig und somit ist das kanonische
System (2.77), (2.96) nicht eindeutig lösbar. Unter gewissen Voraussetzungen kann
sogar gezeigt werden, dass die Bedingungen des Maximumprinzips zusammen mit
der Transversalitätsbedingung eine hinreichende Bedingung für die Optimalität dar-
stellen, siehe unten. Zu den adäquaten Transversalitätsbedingungen im Falle ei-
nes Steuerungsproblems, formuliert in gewichteten Funktionenräumen, siehe z.B.
Pickenhain [77].
Als Ergänzung zur Diskussion der notwendigen Bedingungen möchten wir an die-
ser Stelle ein Resultat aus Aubin&Clarke [10] zitieren, das unter der Annahme
der dominierenden Diskontrate für ein Steuerungsproblem mit unendlichem Zeit-
horizont und mit einer in der Steuerung linearen Dynamik die Notwendigkeit von
Transversalitätsbedingungen nachweist. Diese Bedingungen charakterisieren die Ko-
zustandsfunktion y(·) aus der Sicht der Funktionalanalysis, nämlich durch die Exi-
stenz eines Integrals über dem unbeschränkten Intervall [0,∞). Dieses Ergebnis wird
im Nachhinein, im Kapitel 9 verwendet.
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Satz 9. Die Funktionen f : IR+ × IRn × IRm → IRn, r : IR+ × IRn × IRm → IR seien
durch
r(t, x(t), u(t)) = r1(x(t), u(t)) e
−ρt; (2.100)
f(t, x(t), u(t)) = Fx(t) + u(t), u(t) ∈ U (2.101)
erklärt mit einer konstanten n × n Matrix F und einem nichtleeren kompakten
Steuerbereich U . Ferner existieren Konstanten r > 0, k > 0, mit denen die Wachs-
tumsbedingung ∣∣∣∂r(t, ξ, v)
∂ξ
∣∣∣ ≤ k(1 + |(ξ, v)|r) (2.102)
für alle ξ ∈ IRn, v ∈ U erfüllt ist. Gilt ausserdem die Ungleichung
ρ > (r + 1)λF (2.103)
mit λF = max
i=1,...,n
{Re {λi} |λi ist Eigenwert vonF}, so existieren die Integrale
∞∫
0
|y(t)|qe(q−1)ρt dt <∞; (2.104)
∞∫
0
|y˙(t)|qe(q−1)ρt dt <∞, (2.105)
wobei q > 1, 1
q
+ 1
(r+1)
= 1. Ist die Konstante r = 0, so gilt
lim
t→∞
|y(t)|qe(q−1)ρt = 0. (2.106)
2
Bemerkung 12. (a) In Aubin&Clarke [10] wurde der Satz sogar für in ξ lokal
Lipschitzstetige Integranden r1 bewiesen. Die Bedingung (2.103) ist äquivalent
zur Bedingung der dominierenden Diskontrate, formuliert in Aseev&Krya-
zhimskiy [8], S. 101. Die Wachstumsbedingung kann auch in schwächerer
Form formuliert werden, da hier r1(ξ, v) als stetig differenzierbar in ξ voraus-
gesetzt wurde:∣∣∣∂r(t, ξ, v)
∂ξ
∣∣∣ ≤ k(1 + |ξ|r) ∀ (t, ξ, v) ∈ IR+ × IRn × U. (2.107)
(b) Setzt man ν(t) = e−ρt, p = r + 1, so bedeutet die Endlichkeit der Integrale
(2.104), (2.105), dass y(·) ∈ W 1,np (IR+, ν1−q) notwendigerweise gelten muss.
(c) Die Konvergenz des Integrals in (2.104) impliziert ausserdem die Transversali-
tätsbedingung lim
t→∞
y(t) = 0.
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(d) In der zitierten Arbeit wurde ebenso gezeigt, dass der anormale Fall λ0 = 0
nicht eintreten kann, vorausgesetzt, die Diskontrate ρ > 0 ist groß genug.
(e) In der Originalquelle wurde mit der Voraussetzung (x, u) ∈ ACn(IR+)×Mm(IR+)
gearbeitet, weswegen der Satz auch für die zulässigen Paare mit Dn1 (IR
+) ×
Dm0 (IR
+) selbstverständlich gültig bleibt.
Das Ergebnis des Satzes 9 wurde in Aseev&Kryazhimskiy [8], Satz 12.1, S.
101, und Korrolar 12.1, S. 106, für den Fall r1(·, v) ∈ C1(IR+) noch verschärft, und
das asymptotische Verhalten von y(·) wurde durch eine punktweise Abschätzung
charakterisiert, aus der die Behauptung des Satzes folgt.
Voraussetzung 1. Es existiert eine Konstante C ≥ 0, mit der die Wachstumsbe-
dingung
〈ξ, f(ξ, v)〉 ≤ C(1 + |ξ|2), ξ ∈ IRn, v ∈ U (2.108)
gilt.
Voraussetzung 2. Für alle ξ = x(t) ∈ IRn ist die Menge
Q(ξ) =
{
(z0, z) ∈ IRn+1
∣∣∣ z0 ≤ r1(ξ, v), z = f(ξ, v), v ∈ U} (2.109)
konvex.
Voraussetzung 3. Es existieren positive Funktionen µ(t) → 0 + 0, ω(t) → 0 + 0
für t→∞, so dass für jedes zum Problem (2.75) – (2.78) zulässiges Paar (x, u) die
Ungleichungen
e−ρtmax
v∈U
|r1(x(t), u(t))| ≤ µ(t), t ≥ 0; (2.110)
∞∫
T
|r1(x(t), u(t))|e−ρt ≤ ω(T ), T ≥ 0. (2.111)
gültig sind.
Voraussetzung 4. Es existieren Konstanten λ ∈ IR1, Ci ≥ 0, (i = 1, 2, 3), so dass
für jedes zum Problem (2.75) – (2.78) zulässiges Paar (x, u) die Ungleichungen
|x(t)| ≤ C1 + C2eλt; (2.112)
|yx,u(t)| ≤ C3eλt (2.113)
gültig sind, wobei yx,u(·) die Fundamentalmatrix des zugehörigen kanonischen Sy-
stems ist.
Satz 10. Sei die Funktion r(·, ·, ·) durch (2.100) mit r1(·, v) ∈ C1(IR+) gegeben,
(x∗, u∗) sei ein optimaler Prozess des Problems (2.75) – (2.78). Darüber hinaus seien
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die Voraussetzungen 1, 2, 4 sowie die Bedingungen (2.103), (2.107) erfüllt. λ erfülle
λ ≥ λ¯, wobei λ¯ die Ljapunovsche Charakteristik ist, erklärt durch
λ¯ = max
i=1,...,n
{
lim sup
t→∞
ln |yi(t)|
t
}
(2.114)
mit yi, i = 1, . . . , n als Fundamentalssystem des kanonischen Systems (2.77), (2.96).
Ist das System
y˙(t) =
∂f(x∗(t), u∗(t))
∂ξ
y(t) (2.115)
regulär, d.h. es gilt für die Summe σ =
l∑
i=1
niλi aller Ljapunovschen Charakteristiken
λi = lim sup
t→∞
ln |yi(t)|
t
, gezählt mit Berücksichtigung der Vielfachheiten ni, die folgende
Gleichheit:
σ = lim inf
t→∞
1
t
t∫
0
tr
(
∂f(x∗(s), u∗(s))
∂ξ
)
ds, (2.116)
wobei mit tr[·] die Spur der Matrix bezeichnet wird. So existiert für jede Zahl
 > 0 eine Zahl k2 > 0, so dass für die adjungierte Variable y(·), definiert durch die
kanonische Gleichung (2.96), die punktweise Abschätzung
|y(t)| ≤ k2(e−ρt+t + e−(ρ−rλ)t+t), t ≥ 0 (2.117)
gilt. 2
Bemerkung 13. (a) Setzt man f(t, ξ, v) wie in (2.101), so folgt die Behauptung
des Satzes 9 aus dem Satz 10.
(b) Da ξ ein Element der konvexen Menge IRn ist, liefert die Voraussetzung 4 zu-
sammen mit den Bedingungen (2.107), (2.103) die Gültigkeit der Ungleichung
(2.110) und sogar der gesamten Voraussetzung 3, vgl. Aseev&Kryazhimskiy
[8], S. 101. Die Ungleichung (2.111) sichert die absolute Konvergenz des Inte-
grals im Zielfunktional für alle Prozesse, die den Nebenbedingungen genügen.
Daher gibt es unter diesen Umständen keine Notwendigkeit, zwischen verschie-
denen Interpretationen des Integrals zu unterscheiden. Die Voraussetzungen 1
– 3 wurden von E. Balder in [12] benutzt, um die Existenz einer optimalen
Lösung zu erzwingen.
Unter den Voraussetzungen des Satzes 10 und für ρ > 0 genügt die Kozustand-
funktion y(·) den Transversalitätsbedingungen:
lim
t→∞
y(t) = 0; (2.118)
lim
t→∞
〈x∗(t), y(t)〉 = 0. (2.119)
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Es gibt zahlreiche Publikationen, in denen die Transversalitätsbedingungen behan-
delt werden, vgl. unter anderen Michel [72], Smirnov [93], Kamihigashi [49],
Halkin [42] usw. Nun wenden wir uns den Bedingungen zu, die die Optimalität
eines Kandidaten sichern, nämlich den bekannten hinreichenden Optimalitätsbedin-
gungen. K. J. Arrow und M. Kurz hatten in ihrer Arbeit [5] leicht überprüfbare
hinreichende Bedingungen aufgestellt.
Satz 11. Seien folgende Annahmen erfüllt:
(i) Der Steuerbereich U ist kompakt und es gibt eine kompakte Menge G, so dass
jede zulässige Trajektorie mit Startpunkt x0 über den gesamten Zeitraum ihre
Werte im Inneren dieser Menge hat, d.h. ∀ t > 0 gilt x(t) ∈ int(G) für jede
zulässige Zustandstrajektorie x(·).
(ii) Die punktweise maximierte Potrjaginsche Funktion, auch Hamiltonfunktion ge-
nannt, gegeben durch
H(t, ξ, η, λ0) = max
v∈U
H(t, ξ, v, η, λ0) = max
v∈U
{−λ0r(t, ξ, v) + ηTf(t, ξ, v)}, (2.120)
ist wohldefiniert und konkav in der Platzhaltervariable ξ, die für x(t) steht,
für jedes (t, η, λ0).
(iii) Es existiert ein Prozess (x∗, u∗), der die notwendigen Bedingungen des Satzes
8 mit λ0 > 0 erfüllt.
(iv) Die adjungierte Funktion y(·) genügt der Transversalitätsbedingung
lim
t→∞
y(t) = 0.
Dann ist der Prozess (x∗, u∗) optimal im Sinne des Kriteriums L2 in der Aufgabe
(2.75) – (2.78) mit freier Endbedingung. 2
Die Voraussetzungen des Satzes wurden z.B. von C. D. Feinstein und D. G.
Luenberger in [36] in folgender Weise abgeschwächt, vgl. Carlson et al. [20], S.
28 f.
Satz 12. Sei (x∗, u∗) ein bezüglich (2.75) – (2.78) zulässiger Prozess und y(·) :
IR+ → IRn eine stetige, stückweise stetig differenzierbare Funktion. Sind mit der
Pontrjaginschen Funktion H(t, ξ, v, η, 1) die Bedingungen
(i) Für alle (t, ξ, v) ∈ IR+ ×G× U gilt die Ungleichung
H(t, x∗(t), u∗(t), y(t), 1) + y˙T (t)x∗(t) ≥ H(t, ξ, v, y(t), 1) + y˙T (t)ξ. (2.121)
(ii) Es existiert der Grenzwert lim
t→∞
yT (t)x∗(t) und die Relation
−∞ < lim
t→∞
yT (t)x∗(t) ≤ lim
t→∞
yT (t)x(t) (2.122)
ist erfüllt für jede zulässige Trajektorie x(·).
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erfüllt, so ist der Prozess (x∗, u∗) optimal im Sinne des Kriteiums L2, also optimal
im gewöhnlichen Sinne. 2
Bemerkung 14. Die Annahme (2.122) kann im Fall eines konvergenten Integrals
im Zielfunktional durch
lim
t→∞
yT (t) (x(t)− x∗(t)) ≥ 0 (2.123)
für alle zulässige Trajektorien x(·) : IR+ → IRn, ersetzt werden, vgl. Seierstad&
Sydsaeter [90], S. 384 ff. Die Voraussetzung in dieser Form wird sehr oft ange-
wendet.
Die Diskussion weiterer hinreichender Optimalitätsbedingungen, insbesondere
für die von uns gewählte Problemstellung, wird in den Kapiteln 8 und 9 fortgesetzt.
2.4.5 Phasenportraitanalyse
Eine gut geeignete und oft angewendete Illustrationsmethode bei der graphischen
Darstellung der Lösungen von Steuerungsproblemen mit unendlichem Zeithorizont
ist die Phasenportrait- oder Phasendiagrammanalyse. Sie erlaubt eine qualitative
Analyse des dynamischen Systems (2.77), (2.96) im Fall n = 1, d.h. für eindimensio-
nale Zustände x(·) : IR+ → IR, durchzuführen, die Gleichgewichte anzuzeichnen und
sie auf Stabilität zu untersuchen. Gleichzeitig lässt sie erkennen, wie die Zustands-
und Kozustandstrajektorien von einander abhängen, ob der optimaler Pfad gegen
das Gleichgewicht strebt, d.h. ob es asymptotisch stabil ist. Im Kapitel 10 wird
davon teilweise Gebrauch gemacht.
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Kapitel 3
Verschiedene Interpretationen des
Integrals im Zielfunktional
Die Unterschiede zwischen den Integralbegriffen, dem Lebesgueschen Integral über
einer Menge unendlichen Maßes und einem uneigentlichen Riemannschen Integral er-
ster Art, beschrieben im Abschnitt 1.3, ziehen große Konsequenzen im Hinblick auf
Steuerungsprobleme mit unendlichem Zeithorizont nach sich. Infolge unterschied-
licher Integralsummenbildungen können diese zwei Integrale von demselben Inte-
granden verschiedene Werte besitzen, vgl. (1.26). Für die Steuerungsprobleme mit
unendlichem Zeithorizont bedeutet das, dass die Extremalwerte des Zielfunktio-
nals unterschiedlich ausfallen in Abhängigkeit von dem gewählten Integraltyp. Da
wir bei einem zulässigen Prozess (x, u) die Existenz und Endlichkeit des Integrals
L -
∞∫
0
r(t, x(t), u(t))ν˜(t)dt bzw. die Konvergenz des Integrals R -
∞∫
0
r(t, x(t), u(t))ν˜(t)dt
vorausgesetzt haben, heisst es, dass ein Problem (P∞) in Abhängigkeit vom verwen-
deten Integralbegriff verschiedene zulässige Mengen und somit unterschiedliche op-
timale Lösungen besitzen kann. Wir bringen folgendes einfaches Beispiel, in dem die
Notwendigkeit der Wahl der gewichteten Räume für den Zustand und die Steuerung
ersichtlich ist, vgl. Pickenhain et al. [79], S. 464.
Beispiel 4. Sei die Funktion r(t, v) : IR+ × IR→ IR gegeben durch
r(t, v) =

sin t
t
· v , 2kpi ≤ t ≤ (2k + 1)pi
2 sin t
t
· v , (2k + 1)pi ≤ t ≤ (2k + 2)pi .
(3.1)
Betrachten wir zuerst folgendes Steuerungsproblem ohne Präzisierung des Integral-
begriffs. Minimiere das Zielfunktional
J∞(x, u) = −
∞∫
0
r(t, u(t))dt (3.2)
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bezüglich aller Prozesse
(x, u) ∈ W 1p (IR+, ν)× Lp(IR+, ν) ; (3.3)
x˙(t) = u(t) (∀) t ∈ IR+; (3.4)
u(t) ∈ U = [0.5, 1] (∀) t ∈ IR+; (3.5)
x(0) = 0. (3.6)
Wir bezeichnen mit A die Menge aller Paare (x, u), die (3.3) – (3.6) erfüllen,
mit AL die Teilmenge der Paare (x, u) ∈ A, für die das Lebesguesche Integral
L -
∫∞
0
(−r(t, u(t)) ) dt existiert und endlich ist, und mit AR die Teilmenge aller Paa-
re (x, u) ∈ A, für die das uneigentliche Riemannsche Integral R -∫∞
0
(−r(t, u(t)) ) dt
bedingt konvergent ist, d.h. die entsprechende unendliche Reihe konvergiert nicht ab-
solut. Das Zielfunktional dieses Problems ist vom Typ (1.26) und aufgrund dessen
ist offensichtlich, dass
AL = ∅ und AR 6= ∅ (3.7)
gilt. Die optimale Steuerung des Problems (PR∞) ist gegeben durch
u∗(t) =

1 , 2kpi ≤ t ≤ (2k + 1)pi
1
2
, (2k + 1)pi ≤ t ≤ (2k + 2)pi .
(3.8)
Mit den Funktionen ν˜(·) und ν(·), definiert als
ν˜(t) ≡ 1 , ν(t) = e−ρ t, (3.9)
mit ρ > 0 erkennt man, dass
x∗(·) /∈ W 1p (IR+ ) aber x∗(·) ∈ W 1p (IR+, ν) (3.10)
für alle 1 < p < ∞, was die Setzung des gewichteten Sobolevraumes als Zustands-
raum rechtfertigt.
Wie wir an diesem Beispiel sehen, sind die zulässigen Mengen AL und AR im All-
gemeinen nicht vergleichbar. Verwendet man das Lebesguesche Integral, so schliesst
man aus der Menge A alle Trajektorien aus, die das uneigentliche Riemannsche In-
tegral nicht absolut (bedingt) konvergieren lassen. Andererseits, durch die Wahl des
uneigentlichen Riemannschen Integrals in dem Zielfunktional gehen alle Trajektori-
en aus A verloren, die Lebesgue integrierbar aber nicht Riemann integrierbar sind,
sogar auf kompakten Teilmengen von IR+. Aus diesem Grund ist es sehr wichtig das
Steuerungsproblem mit unendlichem Zeithorizont mit dem richtigen Integralbegriff
zu formulieren, der den zu modellierenden Sachverhalt getreu widerspiegelt. Man
erkennt aus dem folgenden Beispiel, dass Steuerungsprobleme mit verschiedenen In-
terpretationen des Integrals in dem Zielfunktional nach komplett unterschiedlicher
mathematischer Behandlung verlangen. In Lykina et al. [62], S. 499, wurde ein
Steuerungsproblem mit nichtleeren zulässigen Mengen AL und AR konstruiert, wo-
bei der Extremalwert des Problems (PR∞) strikt größer als der des Problems (PL∞)
ist. Dieses wird nun zitiert.
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Beispiel 5. Sei 1 < p < ∞. Zu untersuchen ist eine folgende Steuerungsaufgabe
(P∞) mit Zustandsbeschränkungen:
J∞(x, y, u) =
∞∫
0
sin t · x(t) dt → sup! (3.11)
(x, u, y) ∈ W 1p,loc(IR+)× Lp,loc(IR+)×W 1p,loc(IR+); (3.12)
x˙(t) = y(t) (∀) t ∈ IR+; (3.13)
y˙(t) = u(t) (∀) t ∈ IR+; (3.14)
x(0) = 2 ; (3.15)
0 ≤ x(t) ≤ g1(t) ∀ t ∈ IR+; (3.16)
g2(t) · x(t) + g3(t) ≤ y(t) ≤ 0 ∀ t ∈ IR+; (3.17)
0 ≤ u(t) ≤ 5 (∀) t ∈ IR+ (3.18)
mit stetigen Funktionen g1(·), g2(·), g3(·) : IR+ → IR gemäß
g1(t) =
{
2− t , 0 ≤ t ≤ 1
1/t , 1 ≤ t <∞ ; (3.19)
g2(t) =
{ −t , 0 ≤ t ≤ 1
−1/t , 1 ≤ t <∞ ; (3.20)
g3(t) =
{
4 (t− 1) , 0 ≤ t ≤ 1
0 , 1 ≤ t <∞ . (3.21)
Für eine exakte Formulierung von (P∞) fehlt noch die Interpretation des Integrals
in (3.11). Man bemerke ebenfalls, dass die Setzung der Räume noch ungewichtet
ist. Mit W 1p,loc(IR
+) und Lp,loc(IR+) werden die Mengen aller solcher Funktionen
f bezeichnet, deren Einschränkungen f
∣∣∣
[a,b]
auf ein beliebiges kompaktes Intervall
[a, b] ⊂ IR+ zu den FunktionenräumenW 1p [a, b] bzw. Lp[a, b] gehören. Für die Proble-
me (PL∞) und (PR∞) konnten folgende Aussagen, die einen Zusammenhang zwischen
den Extremalwerten herstellen, bewiesen werden, vgl. Lykina et al [62], Satz 1.2,
S. 500 ff.
Satz 13. Es gelten folgende Aussagen:
(i) Die Extremalwerte µL und µR des Zielfunktionals in den Aufgaben (PL∞) und
(PR∞) genügen der Ungleichung
0 < µL < µR <∞, (3.22)
wobei µL = 0.072839 . . . , µR = 1.242940 . . . .
(ii) Es existiert eine globale Maximallösung des Steuerungsproblems (PL∞).
(iii) Es existiert ebenfalls eine globale Maximallösung des Steuerungsproblems (PR∞).
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(iv) Kein globaler Maximierer von (PL∞) kann ein solcher von (PR∞) sein und umge-
kehrt.
Zum Beweis wird auf Lykina et al. [62] verwiesen. 2
Spielte man mit dem Gedanken die Lösung von (PL∞) oder (PR∞) durch die Appro-
ximation mit den Lösungen der entsprechenden Probleme (PT ) zu gewinnen, so wäre
dies im Fall eines Zielfunktionals mit dem Lebesgueschen Integral nicht möglich, wie
der folgende Satz bestätigt.
Satz 14. Für das Steuerungsproblem, das durch die Einschränkung des Problems
(P∞) auf das Intervall [0, T ] zustande kommt, also gegeben durch
(PT ) : J(x, y, u) =
T∫
0
sin t · x(t) dt → sup! (3.23)
(x, u, y) ∈ W 1p [0, T ]× Lp[0, T ]×W 1p [0, T ]; (3.24)
x˙(t) = y(t) (∀) t ∈ [0, T ] ; (3.25)
y˙(t) = u(t) (∀) t ∈ [0, T ] ; (3.26)
x(0) = 2 ; (3.27)
0 ≤ x(t) ≤ g1(t) ∀ t ∈ [0, T ] ; (3.28)
g2(t) · x(t) + g3(t) ≤ y(t) ≤ 0 ∀ t ∈ [0, T ] ; (3.29)
0 ≤ u(t) ≤ 5 (∀) t ∈ [0, T ], (3.30)
mit entsprechenden Einschränkungen der Funktionen gi(·) auf das Intervall [0, T ],
gilt folgende Aussage. Vorausgesetzt 1 < p < ∞ und 1 < T < ∞, so gelten die
Behauptungen:
(i) Die Maximalwerte µL und µT der Probleme (PL∞) oder (PT ) gehorchen der Un-
gleichung
0 < µL < µT <∞. (3.31)
(ii) Das Problem (PT ) besitzt einen globalen Maximierer in W 1p [0, T ]× L∞[0, T ]×
W 1p [0, T ].
(iii) Kein globaler Maximierer der Aufgabe (PT ) kann zu einem zulässigen Prozess
in der Aufgabe (PL∞) fortgesetzt werden.
Zum Beweis vgl. Lykina et al. [62]. 2
Dies verdeutlicht nochmal die Notwendigkeit des sorgfältigen Umgangs mit ein-
gesetzten Integralbegriffen. In der Literatur jedoch wurde der Frage nach der Inter-
pretation des Integrals bislang nur wenig Aufmerksamkeit gewidmet. Lediglich in
wenigen Literaturquellen wurde der verwendeter Integraltyp explizit benannt, wie
beispielsweise in den Arbeiten von J. Blot in Zusammenarbeit mit N. Hayek oder
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P. Michel, vgl. [18], [16] und [17], wo das Riemannsche uneigentliche Integral ein-
gesetzt wird, oder von A. V. Dmitruk und N. V. Kuz’kina, [31], wo es mit dem
Lebesgueschen Integral gearbeitet wird und man dessen bewusst ist. In den meisten
Publikationen dagegen, vgl. Feichtinger&Hartl [35] und Carlson et al. [20],
wird es nicht deutlich gemacht, in welchem Sinne das Integral zu verstehen ist. So
wird in Feichtinger&Hartl [35], S. 39, vorausgesetzt, dass “das uneigentliche
Integral . . . für jede zulässige Lösung konvergiert“. Es lässt vermuten, dass es sich
um ein Integral im Riemannschen Sinne handelt, was aber nicht ausdrücklich er-
wähnt worden ist. In Carlson et al. [20], Def. 1.2, S. 10, wird ein stark optimaler
Prozess auf folgende Weise definiert: ein zulässiger Prozess (x∗, u∗) ist stark optimal,
falls für alle anderen zulässigen Prozesse (x, u) die Bedingung
lim sup
T→∞
T∫
0
r(t, x(t), u(t)) dt ≤ lim
T→∞
T∫
0
r(t, x∗(t), u∗(t)) dt
=
∞∫
0
r(t, x∗(t), u∗(t)) dt <∞ (3.32)
erfüllt ist. Die letztere Ungleichung bedeutet, dass das Integral
∞∫
0
r(t, x∗(t), u∗(t)) dt
als ein (mindestens bedingt) konvergentes uneigentliches Riemannsches Integral zu
interpretieren ist, während für die Prozesse (x, u) das Integral
∞∫
0
r(t, x(t), u(t)) dt
konvergieren oder auch bestimmt mit Wert −∞ oder unbestimmt divergieren kann.
Bei der Formulierung des entsprechenden Existenzsatzes, Carlson et al. [20],
Satz 7.17, S. 187, wird jedoch die Existenz des Integrals
∞∫
0
r(t, x(t), u(t)) dt im Le-
besgueschen Sinne durch die Bedingung (iii) vorausgesetzt, womit die Menge der
zulässigen Prozesse auf die Menge aller (x, u) eingeschränkt worden ist, die die ab-
solute Konvergenz des oben erwähnten Integrals liefern. Somit sind möglicherweise
die Lösungen ausgeschlossen worden, die das Integral
∞∫
0
r(t, x(t), u(t)) dt nur bedingt
konvergent machen.
Generell ist in der Literatur folgende Inkonsistenz im Umgang mit Integralbegriffen
zu beobachten. Um einen Existenzsatz zu beweisen, setzt man die Konvergenz des
Integrals
∞∫
0
r(t, x(t), u(t)) dt im Sinne von Lebesgue als Annahme voraus, vgl. Baum
[13], Satz 6.1, S. 99 (dieser Satz wurde auch in Carlson et al. [20], Satz 7.17
zitiert). Will man jedoch notwendige Optimalitätsbedingungen ableiten, so benutzt
man oft den Grenzübergang bei T → ∞ in dem Integral
T∫
0
r(t, x(t), u(t)) dt, was
auf die Konvergenz des uneigentlichen Integrals im Riemannschen Sinne schliessen
lässt, siehe Feichtinger&Hartl [35], Satz 7.5, S. 187 ff., und Carlson et al.
[20], Satz 2.3, S. 24 f. So kann der Existenzsatz 7.17 aus [20] nicht auf das Beispiel
4 angewendet werden, da das Integral im Lebesgueschen Sinne für keinen zulässigen
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Prozess endlich ist. Um die Existenz einer optimalen Lösung im Fall der Riemann-
schen Interpretation des Zielfunktionals zu belegen, bräuchte man selbstverständlich
einen anderen Existenzsatz, der von dieser Interpretation ausgeht.
Der Grund für diese Diskrepanz mag in der Tatsache verborgen sein, dass die
Lebesguesche Integrationstheorie viel mächtiger ist als die Riemannsche. Hier stehen
uns mehrere Konvergenzsätze zur Verfügung, während die Menge aller im Riemann-
schen Sinne integrierbaren Funktionen auf einem kompakten Intervall nicht einmal
einen Vektorraum bildet. Der Übergang zu einem unbeschränkten Intervall erleich-
tert die Lage nicht. Folglich muss zur Entwicklung der Existenzsätze für Steuerungs-
probleme mit uneigentlichem Riemannschen Integral eine neue Gedankenstrategie
herangezogen werden. Umgekehrt, zum Beweis der notwendigen Optimalitätsbedin-
gungen eignet sich die Methode der Approximation der Lösung von (P∞) durch
eine Folge (x∗T , u∗T ) von Lösungen von Hilfsaufgaben (PT ) bei T →∞ sehr gut, vgl.
Aseev&Kryazhimskiy [6]. Hier werden jedoch Voraussetzungen getroffen, die die
absolute Konvergenz des Integrals in dem Zielfunktional erzwingen und somit die
Unterscheidung zwischen den Problemen (PL∞) und (PR∞) überflüssig machen.
Die globalen Optimalitätskriterien von von Weizsäcker, Gale und Halkin, zitiert
im Abschnitt 2.3.1, beruhen also auf dem Riemannschen Integralbegriff. H. Halkin
unterstreicht jedoch in Halkin [42], S. 269, dass weder lim
T→∞
x∗(T ) noch
lim
T→∞
T∫
0
r(t, x∗(t), u∗(t)) dt existieren und endlich sein müssen. Daher werden dieselben
Kriterien vermutlich auch für Probleme mit der Lebesgueschen Interpretation des
Integrals benutzt, vorausgesetzt die Funktion im Integranden auf jedem Kompaktum
Riemann integrierbar ist, vgl. z.B. [42], S. 269.
Angesichts der geschilderten Unstimmigkeiten zwischen den Problemformulie-
rungen samt der Präzisierung des verwendeten Integralbegriffs und dem Prozess
der Entwicklung der Existenztheorie oder der notwendigen Optimalitätsbedingun-
gen kann es durchaus möglich sein, dass ein anderer Integralbegriff, verschieden vom
Lebesgueschen oder Riemannschen Integral, diese Diskrepanzen beheben kann, siehe
Kapitel Zusammenfassung und Ausblick.
Kapitel 4
Analytische Eigenschaften des
Nemytskij Operators in gewichteten
Lebesgueräumen
Einige analytische Eigenschaften des Einsetzungsoperators, auch Nemytskij Opera-
tor genannt, wie zum Beispiel Stetigkeit oder Differenzierbarkeit, liefern ein wichtiges
Mittel zum Beweis der Unterhalbstetigkeit von Integralfunktionalen. Dies ist unent-
behrlich für das Gewinnen der Existenzresultate in der Steuerungstheorie, deren
Beweistechnik auf dem verallgemeinerten Weierstraßschen Satz basiert. Aus diesem
Grund beabsichtigen wir die Stetigkeit des Nemytskij Operators, definiert und wir-
kend in gewichteten Lebesgueräumen, nachzuweisen. Die Stetigkeit der Nemytskij
Operatoren in Lebesgueräumen, also in Lp[a, b] mit eventuell unbeschränktem In-
tervall [a, b], wurde von Krasnoselskii bewiesen. Der Beweis kann in Vainberg [96],
S. 154 – 162, nachgeschlagen werden.
4.1 Einige Ergebnisse aus der Maßtheorie
Alle Sätze und Definitionen dieses Abschnittes samt allen Beweisen können Vain-
berg [96], S. 148 – 153, entnommen werden.
Definition 13. Sei E eine messbare Menge eines endlichdimensionalen Euklidischen
Raumes. Eine fast überall auf E finite Funktion φ(·) besitzt die S-Eigenschaft, falls
für jedes noch so kleines  > 0 eine abgeschlossene Teilmenge F ⊂ E existiert, so
dass µ(E\F ) ≤ 1 und die Einschränkung φ
∣∣∣
F
stetig ist.
Satz 15. Sei E eine messbare Menge eines s-dimensionalen Euklidischen Raumes.
Eine fast überall auf der Menge E endliche Funktion φ(·) ist genau dann messbar,
wenn sie die S-Eigenschaft auf E besitzt.
Sei B eine messbare Menge des s-dimensionalen Euklidischen Raumes. Ferner sei
eine Funktion g = g(t, ξ1, · · · , ξn) : B×IRn → IR mit den Werten g = g(t, ξ1, · · · , ξn)
gegeben.
1µ(·) bezeichnet das Lebesguesche Maß.
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Definition 14. Wir nennen Funktion g(t, ξ) : B× IRn → IR mit Werten
g(t, ξ1, · · · , ξn) Carathéodory Funktion, wenn sie stetig bezüglich ξ ∈ IRn für fast
alle t ∈ B und messbar auf B bezüglich t für jedes fixierte ξ = (ξ1, · · · , ξn) ∈ IRn ist.
Die Ausnahmemenge des Maßes Null, die eventuell auch leer sein kann, bezeichnen
wir mit O.
Definition 15. Eine Funktion g(t, ξ) : B×IRn → IR mit einer messbaren Teilmenge
B eines s-dimensionalen Euklidischen Raumes besitzt die starke S-Eigenschaft,
falls es für jedes η > 0 eine abgeschlossene Teilmenge F ⊂ B gibt, so dass µ(B\F ) ≤
η und g(·, ·) dabei stetig bezüglich (t, ξ1, . . . , ξn) auf F × IRn ist.
Satz 16. Die Funktion g(t, ξ) : B× IRn → IR ist dann und nur dann eine Carathéo-
dory Funktion, wenn sie die starke S-Eigenschaft besitzt.
Satz 17. Seien die Funktionen vi(·) : B→ IR, i = 1, . . . , n, messbar und fast überall
endlich. Ist g(t, ξ) : B × IRn → IR eine Carathéodory Funktion, so ist die Funktion
g(·, v1(·), · · · , vn(·)) : B→ IR messbar.
Satz 18. Ist g(t, ξ) : B × IRn → IR eine Carathéodory Funktion, so ist für jeden
Würfel d = {ξ ∈ IRn | |ξi| ≤ a, i = 1, . . . , n } die Funktion fa : B → IR, definiert
durch
fa(t) = max
d
g(t, ξ1, · · · , ξn), t ∈ B\O, (4.1)
messbar auf B\O.
Satz 19. Gegeben sei ein Würfel d, wie oben eingeführt. Falls g(t, ξ) : B× IRn → IR
eine Carathéodory Funktion ist, dann existieren messbare Funktionen φi(·) : B →
IR, i = 1, . . . , n, so dass die Gleichung
g(t, φ1(t), . . . , φn(t)) = fa(t) (4.2)
für alle t ∈ B\O gilt.
Bemerkung 15. Der Satz 17 zeigt, dass der Nemytskij Operator
Nv(t) = g(t, v1(t), . . . , vn(t)) (4.3)
mit einer Carathéodory Funktion g(t, ξ) : B × IRn → IR jedes System vi(·) : B →
IR, i = 1, . . . , n, von n messbaren Funktionen in eine ebenso messbare Funktion Nv
transformiert.
Das folgende Resultat über die asymptotische Stetigkeit gilt ebenfalls.
Satz 20. Sei µ(B) < ∞ und g(t, ξ) : B × IRn → IR eine Carathéodory Funktion.
Dann ist der Nemytskij Operator
Nx(t) = g(t, x1(t), . . . , xn(t)) (4.4)
asymptotisch stetig (stetig dem Maße nach), d.h. aus der Konvergenz dem Ma-
ße nach der Folgen {xN1 (t)}, . . . , {xNn (t)}, (N = 1, 2, . . . ) von fast überall endli-
chen messbaren Funktionen gegen ebenso fast überall endliche messbare Funktionen
v1(t), . . . , vn(t) folgt, dass die Folge {g(t, xN1 (t), . . . , xNn (t))}, (N = 1, 2, . . . ) der ver-
ketteten Funktionen dem Maße nach gegen g(t, v1(t), . . . , vn(t)) konvergiert.
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4.2 Von der Stetigkeit des Nemytskij Operators
Der folgende Satz wird ebenso ohne Beweis zitiert, vgl. Vainberg [96], Satz 19.2,
S. 162, zusammen mit dem Satz 19.1, S. 154 f.
Satz 21. Sei g(t, ξ) : IR+ × IRn → IR eine Carathéodory Funktion. Dann ist der
Nemytskij Operator N assoziiert mit g(·, ·), d.h.
Nx(t) = g(t, x(t)) = g(t, x1(t), . . . , xn(t)) (4.5)
ein beschränkter und stetiger Operator wirkend vom Raum Lnp (IR
+ ) in den Raum
Lp′(IR
+ )2 mit 1 ≤ p <∞ und 1 ≤ p′ <∞ genau dann, wenn die Funktion g(·, ·) die
Wachstumsbedingung
∣∣ g(t, ξ) ∣∣ ≤ A(t) + B · n∑
i=1
| ξi |p/p′ ∀ (t, ξ) ∈ IR+ × IRn (4.6)
mit einer Funktion A(·) ∈ Lp′(IR+) und einer Konstanten B > 0 erfüllt. 2
Wir wollen nun dieses Ergebnis auf die Nemytskij Operatoren übertragen, die in
gewichteten Lebesgueräumen wirken.
4.2.1 Über den Nemytskij Operator auf dem Raum Lp(IR+, ν)
Satz 22. Seien ν(·) eine Gewichtsfunktion gemäß Definition 1, p > 0, q > 0 und
g(t, ξ) : B × IR1 → R eine Carathéodory Funktion. Dann gelten die folgenden
Aussagen für den Nemytskij Operator
Nx(t) = g(t, x(t)) : (4.7)
(1) Bildet der Operator N alle Funktionen aus Lp(B, ν) nach Lq(B, ν) ab, so ist N
ein stetiger Operator von Lp(B, ν) nach Lq(B, ν), alsoN : Lp(B, ν)→ Lq(B, ν),
und es existiert eine Funktion A(·) ∈ Lq(B, ν) und eine Konstante C > 0, so
dass die Wachstumsbedingung
|g(t, ξ)| ≤ A(t) + C|ξ|p/q (4.8)
für alle (t, ξ) ∈ B× IR1 erfüllt ist.
(2) Ist die Wachstumsbedingung (4.8) erfüllt, so bildet N alle Funktionen aus
Lp(B, ν) in den Raum Lq(B, ν) ab und ist somit ein stetiger und beschränkter
Operator von Lp(B, ν) nach Lq(B, ν).
Beweis: Das Beweisschema ist das des Satzes 19.4, S. 154, Vainberg [96], mit
entsprechenden Änderungen, hervorgerufen durch die Verwendung der gewichteten
2Der obere Index 1 in den Lp-Räumen wird in diesem Kapitel unterdruckt.
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Lebesgueräume. Dennoch wird jeder Beweisschritt explizit ausgeführt und vorge-
führt, um Fehlschlüsse auszuschliessen.
Für eine Funktion x(·) ∈ Lp(B, ν) erhält man die Abschätzung∫
B
|A(t) + C|x(t)|p/q|qν(t)dt ≤
∫
B
|A(t)|qν(t)dt+
∫
B
Cq|x(t)|pν(t)dt, (4.9)
die wiederum bedeutet, dass die Funktion A(·) +C|x(·)|p/q dem gewichteten Lebes-
gueraum Lq(B, ν) angehört. Dies hat zur Folge, dass die Behauptung (2) des Satzes
eine unmittelbare Folgerung der Behauptung (1) ist.
Um die Behauptung (1) zu beweisen, zeigen wir zuerst die Stetigkeit von N , gefolgt
vom Beweis der Beschränktheit von N . Anschliessend wird die Wachstumsbedin-
gung (4.8) verifiziert.
Schritt 1: Beweis der Stetigkeit von N .
Fall 1: µ(B) <∞.
Der Stetigkeitsbeweis für N wird zunächst unter den Annahmen µ(B) < ∞ und
Nθ = θ durchgeführt. Folgend dem Schema eines indirekten Beweises nehmen wir
an, dassN an der Stelle θ ∈ Lp(B, ν) unstetig ist. Hierbei bezeichnet θ die Nullfunkti-
on. Dann existiert eine Funktionenfolge {φn(·)}, (n = 1, 2, . . . )mit φn(·) ∈ Lp(B, ν),
die in Lp(B, ν) – Norm gegen θ konvergiert, und eine Zahl a > 0, so dass die Unglei-
chung
‖Nφn‖qLq(B,ν) =
∫
B
|Nφn(t)|qν(t)dt > a, (4.10)
gültig ist. Diese bedeutet, dass die Folge der Bilder, nämlich {Nφn}, (n = 1, 2, . . . )
nicht gegen die Nullfunktion θ konvergiert. Ohne Beschränkung der Allgemeinheit
können wir die Konvergenz der unendlichen Reihe
∞∑
n=1
∫
B
|φn(t)|pν(t)dt <∞ (4.11)
annehmen, denn wir sind in der Lage die Funktionen φn(·) so zu wählen, dass die
gliedweise Abschätzung ‖φn‖pLp(B,ν) ≤ 1n2 , n = 1, 2, . . . gilt, was folgende Kette nach
sich zieht:
∞∑
n=1
∫
B
|φn(t)|pν(t)dt =
∞∑
n=1
‖φn‖p ≤
∞∑
n=1
1
n2
=
pi2
6
<∞. (4.12)
Es ist offensichtlich, dass die Konvergenz der Folge φn(·) → θ in Lp(B, ν)-Norm zu
der Konvergenz der Folge {φn(·)ν1/p(·)} gegen θ in Lp(B)-Norm äquivalent ist. Dies
liefert die Konvergenz der Folge {φn(·)ν1/p(·)} dem Maße nach gegen die Funkti-
on θ. Gemäß Kolmogorov&Fomin [54], S. 332, existiert eine Teilfolge {φnk(·)}
der Folge {φn(·)}, (n = 1, 2, . . . ), so dass {φnk(·)ν1/p(·)} fast überall auf B gegen θ
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konvergiert. Unter der Berücksichtigung der Positivität der Gewichtsfunktion ν(·)
ziehen wir den Schluss, dass die Folge {φnk(·)} ebenso fast überall auf B gegen θ
konvergiert. Wendet man das Schema aus Elstrodt [34], S. 255, an, das die Be-
ziehungen zwischen verschiedenen Konvergenzarten darstellt, so erkennt man, dass
dieselbe Folge {φnk(·)} auch dem Maße nach gegen die Funktion θ konvergiert, was
aufgrund der Bedingung µ(B) < ∞ gerechtfertigt ist. Diese Teilfolge {φnk(·)} wird
wieder mit {φn(·)} bezeichnet und wir arbeiten im folgenden mit dieser Folge.
Als nächstes konstruieren wir eine Zahlenfolge {k} mit k > 0, eine Funktionenfolge
{φnk(·)} und eine Mengenfolge {Bk} mit Bk ⊂ B (k=1,2,...), so dass die folgenden
Bedingungen erfüllt sind:
(a) k+1 <
k
2
; (4.13)
(b) µ(Bk) ≤ k; (4.14)
(c)
∫
Bk
|Nφnk(t)|qν(t)dt >
2
3
a; (4.15)
(d)
Gilt µ(D) ≤ 2k+1 (für eine beliebige Menge D ⊂ B),
so gilt auch
∫
D
|Nφnk(t)|qν(t)dt < a3 .
(4.16)
Die Folgen {k}, {φnk(·)} und {Bk} (k = 1, 2, ...) werden induktiv konstruiert. Sei
1 := µ(B), φn1(t) := φ1(t), B1 := B. Sind die k, φnk(·) und Bk schon konstruiert,
so nehmen wir als k+1 eine beliebige positive Zahl, die die Bedingung (d) erfüllt,
was aufgrund der absoluten Stetigkeit der Funktion I : P(B)→ IR, bestimmt durch
die Regel
I(D) =
∫
D
|Nφnk(t)|qν(t)dt, (4.17)
wobei P(B) die Menge aller messbaren Teilmengen von B bezeichnet, möglich ist.
Dann ist die Bedingung (a) automatisch erfüllt, denn die Funktion φnk(·) genügt
der Bedingung (c). Infolge des Satzes 20 konvergiert die Folge {Nφnk(·)} dem Maße
nach gegen θ, das heisst
∀ σ > 0 µ {t : |Nφnk(t)−Nθ| ≥ σ} → 0, (4.18)
für n → ∞. Für σ =
(
a
3µν(B)
)1/q
mit µν(B) =
∫
B
ν(t)dt erhalten wir, dass es für ein
 = k+1 eine Zahl nk+1 und eine Menge Fk+1 ⊂ B gibt, mit denen für t ∈ Fk+1 die
Ungleichungen
|Nφnk+1(t)−Nθ| = |Nφnk+1(t)| <
(
a
3µν(B)
)1/q
(4.19)
und
µ(B)− µ(Fk+1) < k+1 (4.20)
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gelten. Sei Bk+1 = B\Fk+1. Dann folgt aus (4.20), dass die Menge Bk+1 der Bedin-
gung (b) genügt. Die Gültigkeit von (c) folgt aus (4.10) und (4.19):∫
Bk+1
|Nφnk+1(t)|qν(t)dt =
∫
B
|Nφnk+1(t)|qν(t)dt−
∫
Fk+1
|Nφnk+1(t)|qν(t)dt
> a−
∫
Fk+1
(
a
3µν(B)
)(1/q)·q
ν(t)dt
= a− a
3µν(B)
∫
Fk+1
ν(t)dt >
2
3
a. (4.21)
Wir setzen Dk = Bk\
∞⋃
i=k+1
Bi (k = 1, 2, ...). In Anbetracht der Bedingungen (a) und
(b) haben wir
µ
( ∞⋃
i=k+1
Bi
)
≤
∞∑
i=k+1
i < k+1 +
1
2
k+1 + · · ·+ 1
2i
k+1 + . . .
=
( ∞∑
i=0
1
2i
)
k+1 = 2k+1. (4.22)
Die Funktion ψ(·) : B→ IR sei wie folgt definiert:
ψ(t) =
 φnk(t) , t ∈ Dk,0 , t 6∈ ∞⋃
i=1
Di.
(4.23)
Die Bedingungen (c), (d) und (4.22), (4.23) liefern für k = 1, 2, . . .∫
Dk
|Nψ(t)|qν(t)dt =
∫
Dk
|Nφnk(t)|qν(t)dt
≥
∫
Bk
|Nφnk(t)|qν(t)dt−
∫
Bk\Dk
|Nφnk(t)|qν(t)dt
>
2a
3
− a
3
=
a
3
. (4.24)
Aufgrund der Abschätzung (4.11) gilt ψ(·) ∈ Lp(B, ν). Weil N alle Funktionen aus
Lp(B, ν) nach Lq(B, ν) abbildet, erhalten wir Nψ(·) ∈ Lq(B, ν). Andererseits folgt
aus (4.24) gerade das Gegenteil, nämlich Nψ(·) 6∈ Lq(B, ν), denn dieDi sind disjunkt
und folglich ∫
B
|Nψ(t)|qν(t)dt ≥
∞∑
k=1
∫
Dk
|Nψ(t)|qν(t)dt >
∞∑
k=1
a
3
=∞. (4.25)
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Dieser Widerspruch beweist die Stetigkeit des Nemytskij Operators N an der Stelle
θ unter der Annahme Nθ = θ. Zum Beweis der Stetigkeit von N in einem beliebigen
“Punkt“ x0(·) ∈ Lp(B, ν), und ohne Annahme Nθ = θ, betrachten wir den Nemytskij
Operator f induziert durch die Funktion f(t, ξ) : B× IR1 → IR mit
f(t, ξ) = g(t, x0(t) + ξ)− g(t, x0(t)). (4.26)
Dann gilt
f(t, θ(t)) = g(t, x0(t) + θ(t))− g(t, x0(t)) = 0 (4.27)
für alle t, was die Gleichung
f(θ) = θ (4.28)
impliziert. Ferner, dank der schon bewiesenen Behauptung, ist der Nemytskij Ope-
rator fx(t) stetig an der Stelle θ, da f alle Funktionen aus Lp(B, ν) nach Lq(B, ν)
abbildet. Die Stetigkeit von f im “Punkt“ θ ergibt folgendes:
∀ > 0 ∃ δ :
(
‖x− θ‖Lp(B,ν) < δ =⇒ ‖f(x)− f(θ)‖Lq(B,ν) < 
)
. (4.29)
In Hinsicht auf (4.28) kann die Eigenschaft (4.29) auf folgende Weise umschrieben
werden:
∀ > 0 ∃ δ :
(
‖x‖Lp(B,ν) < δ =⇒ ‖g(t, x0(t) + x(t))− g(t, x0(t))‖Lq(B,ν) < 
)
,(4.30)
was einfach die Stetigkeit von g im Punkt x0(·) ∈ Lp(B, ν) bedeutet. Somit ist die
Stetigkeit von N bewiesen, allerdings unter der Voraussetzung µ(B) <∞.
Fall 2: µ(B) =∞.
Erneut sei {φn(·)} ⊂ Lp(B, ν), (n = 1, 2, . . . ) eine Funktionenfolge, für die die
Ungleichung (4.10) gültig ist. Wir konstruieren eine Funktionenteilfolge {φnk(·)}
sowie eine Mengenfolge {Dk}, Dk ⊂ B, (k = 1, 2, . . . ) mit den Eigenschaften
(a) µ(Dk) <∞, Di ∩Dj = ∅, i 6= j, (4.31)
(b)
∫
Dk
|Nφnk(t)|qν(t)dt >
a
2
(k = 1, 2, . . . ). (4.32)
Wir verfahren wieder mittels Induktion. Wir setzen φn1(t) := φ1(t) für alle t ∈ B,
dann kann kraft der Abschätzung (4.10) eine Menge D1 gefunden werden, die sowohl
(a) als auch (b) erfüllt. Angenommen, wir haben schon k Mengen und Funktionen
konstruiert, die beide Eigenschaften (a) und (b) besitzen. Die Menge
k⋃
i=1
Di (4.33)
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ist von endlichem Lebesgueschen Maß, und da die Stetigkeit von N schon für den
Fall µ(B) <∞ nachgewiesen wurde, existiert ein Index nk+1 mit∫
k⋃
i=1
Di
|Nφnk+1(t)|qν(t)dt <
a
2
. (4.34)
Aufgrund von (4.10) kann eine Teilmenge Gk+1 ⊂ B von endlichem Lebesgueschen
Maß gefunden werden, so dass die Ungleichung∫
Gk+1
|Nφnk+1(t)|qν(t)dt > a (4.35)
gilt. Sei Dk+1 = Gk+1 −
k⋃
i=1
Di. Die Gültigkeit der Bedingung (a) ist offensichtlich,
wobei (b) unmittelbar aus (4.34) und (4.35) zu schlussfolgern ist:∫
Dk+1
|Nφnk+1(t)|qν(t)dt =
∫
Gk+1
|Nφnk+1(t)|qν(t)dt−
∫
k⋃
i=1
Di
|Nφnk+1(t)|qν(t)dt
> a− a
2
=
a
2
. (4.36)
Definiert man eine Funktion ψ(·) gemäß (4.23), so zeigt (4.11), dass ψ(·) ∈ Lp(B, ν),
während aus (b) Nψ(·) 6∈ Lq(B, ν) folgt. Der Widerspruch beweist, dass N stetig in
θ ∈ Lp(B, ν) ist, vorausgesetzt µ(B) =∞ und Nθ = θ. Der Beweis der Stetigkeit von
N in jedem beliebigen Punkt x0(·) ∈ Lp(B, ν) ohne die Annahme Nθ = θ verläuft
analog.
Schritt 2: Beschränktheit des Operators N. Wir widmen uns nun dem Beweis
der Beschränktheit des Operators N . Ohne Beschränkung der Allgemeinheit setzen
wir voraus, dass Nθ = θ gilt. Da der Operator N stetig in θ ist, gibt es eine Zahl
r > 0, so dass die Ungleichung∫
B
|Nφ(t)|qν(t)dt ≤ 1 (4.37)
für φ(·) mit ∫
B
|φ(t)|pν(t)dt ≤ rp (4.38)
gilt. Mit anderen Worten heisst das, dass es eine Kugel mit dem Radius r im Raum
Lp(B, ν) gibt, die komplett in die Einheitskugel des Funktionenraumes Lq(B, ν) ab-
gebildet wird.
Sei x(·) ∈ Lp(B, ν) und nrp ≤ ‖x‖p ≤ (n + 1)rp mit einer natürlichen Zahl n. Nun
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können wir die Menge B in disjunkte Teilmengen G1, G2, . . . , Gn+1 so zerlegen, dass
für alle i = 1, . . . , n+ 1 die Ungleichung∫
Gi
|x(t)|pν(t)dt ≤ rp (i = 1, 2, . . . , n+ 1). (4.39)
erfüllt ist. Angesichts der Bedingung (4.37) erhalten wir∫
B
|Nx(t)|qν(t)dt ≤
n+1∑
i=1
∫
Gi
|Nx(t)|qν(t)dt
︸ ︷︷ ︸
≤1
≤ n+ 1, (4.40)
woraus die Ungleichung
‖Nx(·)‖Lq(B,ν) =

∫
B
|Nx(t)|qν(t)dt

1/q
≤
{(‖x‖
r
)p
+ 1
}1/q
(4.41)
folgt. Somit ist der Operator N beschränkt.
Schritt 3: Gültigkeit der Bedingung (4.8). Anschliessend zeigen wir, dass die
Wachstumsbedingung (4.8) erfüllt ist. Infolge der Beschränktheit von N kann eine
Konstante C > 0 gefunden werden, mit der die Ungleichung∫
B
|g(t, x(t))|qν(t)dt ≤ Cq (4.42)
gilt, falls ∫
B
|x(t)|pν(t)dt ≤ 1, (4.43)
d.h. die Einheitskugel von Lp(B, ν) wird in die Kugel mit dem Radius C vom Raum
Lq(B, ν) abgebildet. Wir definieren eine Hilfsfunktion φ(t, ξ) : B× IR→ IR durch
φ(t, ξ) = max
{|g(t, ξ)| − C|ξ|p/q, 0} . (4.44)
Im nächsten Schritt wird folgende elementare Ungleichung angewendet, die für alle
a > b > 0 und q ≥ 1 gilt:
(a− b)q ≤ aq − bq. (4.45)
Dieser Ungleichung zufolge gilt: wenn φ(t, ξ) 6= 0, dann muss auch
|φ(t, ξ)|q ≤ |g(t, ξ)|q − Cq|ξ|p (4.46)
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erfüllt sein. Sei x(·) eine fest gewählte Funktion in Lp(B, ν). Mit D bezeichnen wir
die Menge aller Punkte t ∈ B, für die φ(t, ξ) > 0 gilt.
Angenommen, ∫
D
|x(t)|pν(t)dt = n+  (4.47)
mit einer natürlichen Zahl n und 0 ≤  < 1. Dann kann die Menge D in n + 1
disjunkte Teilmengen D1, . . . , Dn+1 so zerlegt werden, dass für alle i = 1, . . . , n + 1
die Ungleichung ∫
Di
|x(t)|pν(t)dt < 1 (i = 1, . . . , n+ 1) (4.48)
gilt. Weiterhin gilt wegen (4.42)∫
D
|g(t, x(t))|qν(t)dt =
n+1∑
i=1
∫
Di
|g(t, x(t))|qν(t)dt ≤ (n+ 1)Cq (4.49)
und ∫
B
|φ(t, x(t))|qν(t)dt =
∫
D
|φ(t, x(t))|qν(t)dt ≤
≤
∫
D
|g(t, x(t))|qν(t)dt− Cq
∫
D
|x(t)|qν(t)dt (4.50)
≤ (n+ 1)Cq − Cq(n+ ) ≤ Cq.
Sei G1 ⊂ G2 ⊂ · · · eine monoton wachsende Mengenfolge in B, die die Gesamtmenge
ausschöpft, d.h. das System Gi, i = 1, 2, . . . besitzt die Eigenschaft
∞⋃
i=1
Gi = B, (4.51)
wobei µ(Gi) < ∞ (i = 1, 2, . . . ). Nach Satz 19 existiert es eine messbare Funktion
xk(·) : B → IR, die ausserhalb der Menge Gk verschwindet und auf der Menge Gk
selbst den folgenden Bedingungen genügt:
φ(t, xk(t)) = max−k<ξ<k
φ(t, ξ) ∀ t ∈ Gk; (4.52)
|xk(t)| ≤ k ∀t ∈ Gk. (4.53)
Offenbar gilt xk(·) ∈ Lp(B, ν) und
sup
−∞<ξ<∞
φ(t, ξ) = lim
k→∞
φ(t, xk(t)) (4.54)
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für alle t ∈ B. Wir setzen
A(t) := sup
−∞<ξ<∞
φ(t, ξ), (4.55)
womit sich nach dem Anwenden des Fatouschen Lemmas, vgl. Elstrodt [34], S.
143, und (4.50) folgendes aufschreiben lässt:
‖A‖qLq(B,ν) =
∫
B
|A(t)|qν(t)dt =
∫
B
| lim
k→∞
φ(t, xk(t))|qν(t)dt
≤ lim
k→∞
∫
B
|φ(t, xk(t))|qν(t)dt (4.56)
≤ sup
k
∫
B
|φ(t, xk(t))|qν(t)dt ≤ Cq.
Somit gilt A(·) ∈ Lq(B, ν). Anschliessend, aufgrund der Ungleichung
A(t) = sup
−∞<ξ<∞
φ(t, ξ) ≥ sup
−∞<ξ<∞
{|g(t, ξ)| − C|ξ|p/q} , (4.57)
ist die Wachstumsbedingung
|g(t, ξ)| ≤ A(t) + C|ξ|p/q, ξ ∈ R, (4.58)
erfüllt, welche genau die Bedingung (4.8) des Satzes darstellt. Der Satz ist somit
bewiesen.
Bemerkung 16. (a) Die Zahlen p und q sind nicht unbedingt durch die Gleichung
1/p+ 1/q = 1 verbunden, wie man vermuten könnte.
(b) In dem bewiesenen Satz sind zwei gewichtete Lebesgueräume mit der glei-
chen Gewichtsfunktion im Spiel. Man kann aber den Nemytskij Operator
N : Lp(B, ν1)→ Lq(B, ν2)mit zwei unterschiedlichen Gewichtsfunktionen ν1(·)
und ν2(·) im Hinblick auf Stetigkeit untersuchen. Eine modifizierte Wachstums-
bedingung, vorgeschlagen in Leonardi [60], S. 41, für beschränkte Gebiete
und p, q ≥ 1, jedoch ohne die Stetigkeitsannahme für νi(·), (i = 1, 2), lässt auf
die Stetigkeit des Nemytskij Operators N auch in Räumen über unbeschränk-
ten Intervallen schliessen, wie der nächste Satz zeigt.
Satz 23. Seien ν1(·), ν2(·) zwei nicht unbedingt identische Gewichtsfunktionen ge-
mäß Definition 1, p ≥ 1, q ≥ 1 und g(t, ξ) : B×R→ R eine Carathéodory Funktion.
Dann gelten die folgenden Aussagen für den Nemytskij Operator
Nx(t) = g(t, x(t)) : (4.59)
(1) Bildet der Operator N alle Funktionen aus Lp(B, ν1) nach Lq(B, ν2) ab, so ist
N ein stetiger Operator von Lp(B, ν1) nach Lq(B, ν2), also N : Lp(B, ν1) →
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Lq(B, ν2), und es existiert eine Funktion A(·) ∈ Lq(B) und eine Konstante
C > 0, so dass die Wachstumsbedingung
|g(t, ξ)| ≤ A(t)
(
1
ν2(t)
)1/q
+ C|ξ|p/q
(
ν1(t)
ν2(t)
)1/q
(4.60)
für alle (t, ξ) ∈ B× IR1 erfüllt ist.
(2) Ist die Wachstumsbedingung (4.60) erfüllt, so bildet N alle Funktionen aus
Lp(B, ν1) in den Raum Lq(B, ν2) ab und ist somit ein stetiger und beschränkter
Operator von Lp(B, ν1) nach Lq(B, ν2).
Bemerkung 17. (a) Es ist möglich, die Wachstumsbedingung (4.60) wie folgt in
Einklang mit Satz 22 zu bringen: Es existiert eine Konstante C > 0, sowie eine
Funktion A(·) ∈ Lq(B, ν2), so dass die Ungleichung
|g(t, ξ)| ≤ A(t) + C|ξ|p/q
(
ν1(t)
ν2(t)
)1/q
(4.61)
für alle (t, ξ) ∈ B× IR1 erfüllt ist.
(b) Gilt ν1(t) ≡ ν2(t), so folgt die Wachstumsbedingung (4.60) aus (4.8), da letztere
für beliebige positive Zahlen p, q gilt.
Beweis: Das Beweisschema bleibt identisch zu dem des Satzes 22 oder vgl. Leo-
nardi [60], S. 41. 2
4.2.2 Über den Nemytskij Operator auf dem Raum der Vek-
torfunktionen
Wir betrachten nun den Nemytskij Operator auf dem gewichteten Lebesgueraum
Lnp (B, ν) der Vektorfunktionen. Seien gi(t, ξ1, . . . , ξn) : B × IRn → IR (i = 1, . . . , n)
Carathéodory Funktionen. Jede Funktion gi(·, ·) erzeugt einen Nemytskij Operator
Ni, definiert auf einer Familie von reellen Vektorfunktionen x(·) : B → IRn mit
x(t) = (x1(t), . . . , xn(t)) gemäß
Nix(t) = gi(t, x1(t), . . . , xn(t)). (4.62)
Laut Satz 17 überträgt dieser Operator Ni jede messbare Vektorfunktion in eine
messbare skalare Funktion. Der bewiesene Satz 22 ist anwendbar auf den Operator
Ni, der den Raum Lnp (B, ν) in den Raum L1q(B, ν) abbildet. In diesem Fall wird die
Wachstumsbedingung (4.8) ersetzt durch
|gi(t, ξ1, . . . , ξn)| ≤ Ai(t) + C
n∑
k=1
|ξk|p/q (4.63)
für alle (t, ξ) = (t, ξ1, . . . , ξn) ∈ B× IRn, wobei Ai(·) ∈ Lq(B, ν), C > 0, i = 1, . . . , n.
Wir setzen einen Operator N aus den einzelnen Operatoren N1, . . . , Nn zusammen:
N = (N1, . . . , Nn). (4.64)
Für diesen zusammengesetzten Operator N ist der folgende Satz gültig:
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Satz 24. Damit der Nemytskij Operator N = (N1, . . . , Nn) den Raum Lnp (B, ν) in
den Raum Lnq (B, ν) abbildet, ist notwendig und hinreichend, dass die Carathéodory
Funktionen g1, . . . , gn die Wachstumsbedingungen (4.63) erfüllen, wobei
Ai(·) ∈ Lq(B, ν), C > 0, p > 0, q > 0. (4.65)
2
Bemerkung 18. Ähnlich dem Satz 22 sowie anschliessender Bemerkung, können
auch hier die Wachstumsbedingungen (4.63) im Fall p, q > 0 durch eine äquivalente
Formulierung ersetzt werden: Es existieren Funktionen Ai(·) ∈ Lq(B), i = 1, . . . , n
und eine Konstante C > 0, so dass für alle (t, ξ1, . . . , ξn) ∈ B×IRn die Ungleichungen
|gi(t, ξ1, . . . , ξn)| ≤ Ai(t)ν(t)−1/q + C
n∑
k=1
|ξk|p/q (4.66)
gelten.
Im Fall eines Nemytskij Operators, der in gewichteten Lebesgueräumen mit un-
terschiedlichen Gewichtsfunktionen wirkt, ergibt sich in Analogie zum vorherigen
Satz folgender Satz.
Satz 25. Seien ν1(·), ν2(·) zwei nicht unbedingt identische Gewichtsfunktionen ge-
mäß Definition 1, p ≥ 1, q ≥ 1. Weiter seien die Operatoren Ni wie vorher definiert.
Damit der zusammengesetzte Nemytskij Operator N = (N1, . . . , Nn) den Raum
Lnp (B, ν1) in den Raum Lnq (B, ν2) abbildet, ist es notwendig und hinreichend, dass
die Carathéodory Funktionen g1, . . . , gn den Wachstumsbedingungen
|gi(t, ξ1, . . . , ξn)| ≤ Ai(t)
(
1
ν2(t)
)1/q
+ C
n∑
k=1
|ξk|p/q
(
ν1(t)
ν2(t)
)1/q
(4.67)
für alle (t, ξ) ∈ B× IRn mit C > 0, Ai(·) ∈ Lq(B), i = 1, 2, . . . , n genügen. 2
Bemerkung 19. (a) Analog zum skalaren Fall können die Wachstumsbedingungen
(4.67) durch äquivalente ersetzt werden. Es existiert eine Konstante C > 0 so-
wie Funktionen Ai(·) ∈ Lq(B, ν2), (i = 1, 2, . . . , n), so dass die Ungleichungen
|gi(t, ξ1, . . . , ξn)| ≤ Ai(t) + C
n∑
k=1
|ξk|p/q
(
ν1(t)
ν2(t)
)1/q
(4.68)
für alle (t, ξ) ∈ B× IRn erfüllt sind.
(b) Gilt darüber hinaus ν1(t) ≡ ν2(t), so ist die formulierte Wachstumsbedingung
im Fall p, q ≥ 1 mit (4.63) gleichwertig.
(c) Ohne Beschränkung der Allgemeinheit wurde hier die gleiche Anzahl von Funk-
tionen gi(·, ·) sowie Komponenten xi(·) der Vektorfunktion x(·) betrachtet.
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Kapitel 5
Zu den analytischen Eigenschaften
von Integralfunktionalen
Eine der wichtigsten Eigenschaften der Funktionale im Kontext der Theorie der
optimalen Steuerung ist die Stetigkeit bzw. die Halbstetigkeit. Will man einen Exi-
stenzsatz für eine Klasse von Steuerungsproblemen mit Hilfe des verallgemeinerten
Weierstraßschen Satzes, vgl. Satz 40, beweisen, so muss man die Unterhalbstetigkeit
(im Fall eines Minimierungsproblems) bzw. die Oberhalbstetigkeit (im Fall eines
Maximierungsproblems) eines Funktionals nachweisen. Die Unterhalbstetigkeitsei-
genschaft der Integralfunktionale über einem kompakten Intervall wurde schon von
vielen Autoren untersucht, zum Beispiel von A. D. Ioffe in [44], R. Luccheti und F.
Patrone in [64]. R. Luccheti und F. Patrone beschreiben in ihrer Arbeit darüber hin-
aus die Anwendung der Eigenschaften der Nemytskij Operatoren zur Untersuchung
der Unterhalbstetigkeit der Funktionale.
Da wir bis jetzt zwei Steuerungsprobleme mit unterschiedlichen Integralbegriffen ge-
genübergestellt haben, setzen wir damit auch in diesem Kapitel fort und vergleichen
die Unterhalbstetigkeitseigenschaften der Integralfunktionale mit einem uneigentli-
chen Riemannschen und einem Lebesgueschen Integral. Das Hauptresultat dieses
Kapitels wird im Satz 27 formuliert, in dem unter gewissen Voraussetzungen an
den Integranden r(t, ξ, v) : IR+ × IRn × IRm → IR und die Gewichtsfunktionen ν(·),
ν˜(·) die Unterhalbstetigkeit des Integralfunktionals mit der Lebesgueschen Inter-
pretation in der schwachen Topologie bewiesen wird. Sind die Voraussetzungen des
Satzes verletzt, so kann auch das Integralfunktional mit einem Lebesgueschen Inte-
gral durchaus nicht unterhalbstetig sein, was durch ein Beispiel bestätigt wird. Da
Integralfunktionale, die ein uneigentliches Riemannsches Integral enthalten, im All-
gemeinen nicht unterhalbstetig sind, ist es folglich nicht möglich, die Existenztheorie
für Steuerungsprobleme mit Riemannscher Interpretation des Integrals mittels des
Weierstraßschen Satzes ohne zusätzliche Forderungen aufzubauen. Eine Alternative
würde der duale Zugang darstellen, beispielsweise über die Dualitätstheorie im Sinne
von Klötzler, vgl. Klötzler [52], auf die im Kapitel 7 eingegangen wird.
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5.1 Die Probleme (PL∞) und (PR∞)
Ähnlich wie im Kapitel 2 betrachten wir folgende Steuerungsprobleme mit unendli-
chem Zeithorizont. Sie bestehen in der Minimierung eines der Funktionale
JR∞(x, u) = R -
∫ ∞
0
r(t, x(t), u(t))ν˜(t) dt −→ min ! (5.1)
oder
JL∞(x, u) = L -
∫ ∞
0
r(t, x(t), u(t))ν˜(t) dt −→ min ! (5.2)
in Bezug auf alle Prozesse (x, u), die den bereits vorgestellten Nebenbedingungen
(x, u) ∈ W 1,np (R+, ν)× Lmp (R+, ν) ; (5.3)
x˙(t) = f(t, x(t), u(t)) (∀) t ∈ IR+ ; (5.4)
x(0) = x0 ; (5.5)
|x(t)| ≤ β(t), ∀ t ∈ IR+ mit β(·) ∈ L1p(R+, ν) ; (5.6)
u(t) ∈ U ⊂ Comp(Rm) (∀) t ∈ IR+ (5.7)
genügen. Die Funktionen r(t, ξ, v) : IR+ × IRn × IRm → IR, f(t, ξ, v) : IR+ × IRn ×
IRm → IRn seien stetig in allen ihren Argumenten und r(t, ξ, v) sei stetig differen-
zierbar in den zweiten und dritten Argumenten. Die Probleme (5.1), (5.3) – (5.7)
und (5.2), (5.3) – (5.7) werden entsprechend mit (PR∞) und (PL∞) bezeichnet.
Zunächst geben wir ein Beispiel eines (PR∞) Steuerungsproblems an, wo das Ziel-
funktional nicht unterhalbstetig ist.
5.2 Gegenbeispiel im Fall eines (PR∞) Problems
Beispiel 6. Zu betrachten ist zuerst die Aufgabe
J∞(x, u) = −
∫ ∞
0
sin
(
x1(t)
)
dt −→ min ! (5.8)
(x, u) ∈ W 1,2p (IR+, ν)×
(
L1p(IR
+, ν) ∩ C0(IR+ ) ) ; (5.9)
x˙1(t) = x2(t) (∀) t ∈ IR+, x1(0) = 0 ; (5.10)
x˙2(t) = u(t) (∀) t ∈ IR+, x2(0) = 0 ; (5.11)
u(t) ∈ U = [0, 1] (∀) t ∈ IR+, (5.12)
vgl. Pickenhain et al. [79], S. 465. Die Zustandsbeschränkung (5.6) wird hier
weggelassen. Die Gewichtsfunktionen ν˜(·), ν(·) seien wie folgt gewählt:
ν(t) = e−ρt, ν˜(t) ≡ 1. (5.13)
Wie im Beispiel 4, bezeichnen wir mit A die Menge aller Paare (x, u), die den Ne-
benbedingungen (5.9) – (5.12) genügen, mit AL die Teilmenge (x, u) ∈ A, für die
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das Integral L -
∫∞
0
(− sin( x1(t) ) ) dt existiert und endlich ist, und mit AR die Teil-
menge aller Paare (x, u) ∈ A, die das Integral R -∫∞
0
(− sin( x1(t) ) ) dt konvergieren
lassen. In dieser Aufgabe erhalten wir, dass die zulässigen Mengen für beide Aufga-
ben nichtleer sind, also AL 6= ∅, AR 6= ∅, denn (x0, u0) ≡ (
(
0
0
)
, 0) ∈ (AL ∩ AR).
Betrachten wir eine Folge
uN(t) =
2
N
(5.14)
zulässiger Steuerungen in (PR∞). Dann sind die Funktionen xN1 (·) und xN2 (·) Elemente
des gewichteten Sobolevraumes W 1p (IR
+, ν) für alle 1 < p <∞, und es gilt
lim
N→∞
‖xN − x0‖W 1,2p (IR+,ν) = 0 (5.15)
sowie
lim
N→∞
‖uN − u0‖L1p(IR+,ν) = 0 . (5.16)
Jedoch ist die Unterhalbstetigkeit des Integralfunktionals (5.8) verletzt entlang der
stark, und somit auch schwach, konvergenten Folge {(xN, uN)}⇀ (x0, u0), (x0, u0) ∈
W 1,2p (IR
+, ν) × L1p(IR+, ν). Wir berechnen, vgl. Fichtenholz [38], S. 554, Nr. 491,
Beispiele 3 und 4,
R -
∞∫
0
sin
(
xN1 (t)
)
dt = R -
∞∫
0
sin
(
t2
N
)
dt =
√
N
2
· R -
∞∫
0
sin s√
s
ds
=
√
N
2
·
√
pi
2
. (5.17)
In Anbetracht der Tatsache, dass
JR∞(x0, u0) = 0 (5.18)
gilt, erhält man
0 6= lim
N→∞
JR∞(x
N, uN)
= lim
N→∞
R -
∞∫
0
(
− sin( xN1 (t) ) ) dt = −∞ , (5.19)
womit die Verletzung der schwachen, und somit auch der starken, Unterhalbstetig-
keit des Funktionals (5.8) nachgewiesen ist.
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5.3 Über die Unterhalbstetigkeit der Integralfunk-
tionale, die ein Lebesguesches Integral beinhal-
ten
Wir formulieren nun einen Unterhalbstetigkeitssatz für Integralfunktionale der Ge-
stalt
JL∞(x, u) = L -
∞∫
0
r(t, x(t), u(t))ν˜(t)dt (5.20)
auf W 1,np (IR
+, ν) × Lmp (IR+, ν), vgl. Pickenhain et al. [79], Satz 3.1, S. 458.1 Zu
diesem Zweck werden mehrere Voraussetzungen getroffen.
Voraussetzung 5. Die Funktion r(t, ξ, v) : IR+ × Rn × Rm → R ist stetig in allen
ihren Argumenten, stetig differenzierbar und konvex in v. Dabei sind ξ und v die
Platzhaltervariablen, die für x(t) bzw. u(t) stehen.
Voraussetzung 6. Die Funktion r(·, ·, ·) erfüllt folgende Wachstumsbedingung im
zweiten sowie im dritten Argument. Es existiert eine Funktion A1(·) ∈ L1(IR+) sowie
eine Konstante B1 > 0, so dass für alle (t, ξ, v) ∈ IR+ × IRn × IRm und 1 < p < ∞
die Ungleichung∣∣∣ r( t, ξ1
ν(t)1/p
, . . . ,
ξn
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) · ν˜(t) ∣∣∣
≤ A1(t) + B1 ·
n∑
i=1
| ξi |p + B1 ·
m∑
k=1
| vk |p (5.21)
gilt.
Voraussetzung 7. Der Gradient ∇vr(t, ξ, v) genügt der folgenden Wachstumsbe-
dingung bezüglich des zweiten und des dritten Argumentes. Es existiert eine Funk-
tion A2(·) ∈ Lq(IR+) und eine Konstante B2 > 0, mit denen für alle (t, ξ, v) ∈
IR+ × IRn × IRm und p, q : 1/p+ 1/q = 1 die Ungleichung∣∣∣∇v r( t, ξ1
ν(t)1/p
, . . . ,
ξn
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) · ν˜(t)
ν(t)1/p
∣∣∣
≤ A2(t) + B2 ·
n∑
i=1
| ξi |p/q + B2 ·
m∑
k=1
| vk |p/q (5.22)
gültig ist.
Voraussetzung 8. Die Gewichtsfunktion ν(·) erfüllt die so genannte “decay at
infinity“-Bedingung, vgl. Adams [1], S. 160, 167:
lim
t→∞
ν(t+ )
ν(t)
= 0 (5.23)
für jedes  > 0.
1Die Wachstumsbedingungen, vorausgesetzt in der Literaturquelle, werden hier leicht geändert.
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Satz 26. Seien 1 < p < ∞, eine positive Funktion ν˜(·) : IR+ → IR und eine stetig
differenzierbare Dichtefunktion ν(·) : IR+ → IR+ mit beschränkter Ableitung, die
darüber hinaus monoton fallend gegen Null strebt, gegeben. Ferner seien die Voraus-
setzungen (5) – (8) von einem positiven Integranden r(t, ξ, v) : IR+×IRn×IRm → IR+
und der Dichtefunktion ν(·) erfüllt. Wir betrachten zwei beliebige schwach konver-
gente Funktionenfolgen {xN} ⊂ W 1,np (IR, ν), {uN} ⊂ Lmp (IR+, ν), (N = 1, 2, . . . ) mit
xN ⇀ x0 ∈ W 1,np (IR+, ν) und uN ⇀ u0 ∈ Lmp (IR+, ν). Dann ist das Funktional JL∞ in
(5.20) schwach unterhalbstetig, d.h. es gilt die Ungleichung
JL∞(x0, u0) = L -
∞∫
0
r(t, x0(t), u0(t)) ν˜(t) dt
≤ lim inf
N→∞
L -
∞∫
0
r(t, xN(t), uN(t)) ν˜(t) dt = lim inf
N→∞
JL∞(xN, uN) . (5.24)
Beweis:
Schritt 1: Kompaktheit der Einbettung W1,np (IR
+, ν)→ Lnp(IR+, ν). Dank der
Voraussetzung 8 kann das Lemma 2 angewendet werden, um die Kompaktheit der
EinbettungW 1,np (Ων)→ Lnp (Ων) ungewichteter Räume mit Ων ⊂ IR2, definiert durch
Ων =
{
(t, ξ) ∈ IR2 ∣∣ 0 < t , 0 < ξ < ν(t)}, (5.25)
sicherzustellen. Anschliessend wird die Kompaktheit der Einbettung W 1,np (IR
+, ν)→
Lnp (IR
+, ν) der gewichteten Räume nach dem Satz 4 geschlussfolgert. Die Kompakt-
heit dieser Einbettung besagt, dass der Einbettungsoperator E : W 1,np (IR
+, ν) →
Lnp (IR
+, ν) vollstetig ist, d.h. er überführt jede schwach konvergente Folge des Raum-
es W 1,np (IR
+, ν) in eine stark konvergente Folge des Raumes Lnp (IR
+, ν). Mit anderen
Worten kann eine schwach konvergente Folge {xN} im Raum W 1,np (IR+, ν) als eine
bezüglich der Lnp (IR
+, ν) – Norm konvergente Folge angesehen werden.
Schritt 2: Eine Abschätzung für die Funktionalswerte JL∞(xN,uN). Die Kon-
vexität des Integranden im dritten Argument und seine Differenzierbarkeit nach v
liefern die Ungleichung
r(t, xN(t), uN(t)) ≥ r(t, xN(t), u0(t)) + ∇v r(t, xN(t), u0(t))
(
uN(t)− u0(t)
)
, (5.26)
die wie folgt erweitert werden kann:
r(t, xN(t), uN(t)) ν˜(t) ≥ r(t, xN(t), u0(t)) ν˜(t) (5.27)
+ ∇v r(t, x0(t), u0(t))
(
uN(t)− u0(t)
)
ν˜(t)
+
(∇v r(t, xN(t), u0(t))−∇v r(t, x0(t), u0(t)) )T
·(uN(t)− u0(t) ) ν˜(t).
Integration der obigen Ungleichung über IR+ führt zur Ungleichung
L -
∞∫
0
r(t, xN(t), uN(t)) ν˜(t) dt ≥ J1(xN, u0) + J2(x0, uN, u0) (5.28)
+ J3(xN, x0, uN, u0)
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mit den Bezeichnungen
J1(xN, u0) := L -
∞∫
0
r(t, xN(t), u0(t)) ν˜(t) dt ; (5.29)
J2(x0, uN, u0) := L -
∞∫
0
∇v r(t, x0(t), u0(t))T
(
uN(t)− u0(t)
)
ν˜(t) dt ; (5.30)
J3(xN, x0, uN, u0) := L -
∞∫
0
(∇v r(t, xN(t), u0(t))− ∇v r(t, x0(t), u0(t)) )T
·(uN(t)− u0(t) ) ν˜(t) dt . (5.31)
Die Existenz und Endlichkeit der Integrale J1(xN, u0), J2(x0, uN, u0) und
J3(xN, x0, uN, u0) in der rechten Seite der Ungleichung (5.28) wird im Schritt 4 nach-
gewiesen.
Schritt 3: Folgerungen aus den Wachstumsbedingungen.
Lemma 3. Der Nemytskij Operator N( · , · ), definiert gemäß
N(xN , u0)(t) = r(t, xN(t), u0(t)), (5.32)
bildet den Raum Ln+mp (IR
+, ν) stetig in den Raum L1(IR+, ν˜) ab.
Beweis: Aufgrund der Beziehungen
(xN , u0) ∈ Ln+mp (IR+, ν) ⇐⇒
(
xNν
1/p, u0 ν
1/p
) ∈ Ln+mp (IR+ ); (5.33)( xN
ν1/p
,
u0
ν1/p
)
∈ Ln+mp (IR+, ν) ⇐⇒
(
xN , u0
) ∈ Ln+mp (IR+ ) (5.34)
und
r( · , xN( · ), u0(·)) ∈ L1(IR+, ν˜) ⇐⇒ r( · , xN( · ), u0(·))ν˜( · ) ∈ L1(IR+ ) , (5.35)
können die Wachstumsbedingungen aus dem Satz 21 auf folgende Weise interpretiert
werden: ∣∣∣ r( t, ξ1
ν(t)1/p
, . . . ,
ξn
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) · ν˜(t) ∣∣∣
≤ A1(t) + B1 ·
n∑
i=1
| ξi |p + B1 ·
m∑
k=1
| vk |p (5.36)
∀ (t, ξ, v) ∈ IR+ × IRn × IRm
mit einer Funktion A1(·) ∈ L1(IR+ ) und einer Konstante B1 > 0. Da gerade die-
se Wachstumsbedingung in dem zu beweisenden Satz vorausgesetzt wurde, ist der
Nemytskij Operator (5.32) ein stetiger Operator aus Ln+mp (IR
+, ν) nach L1(IR+, ν˜).
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Lemma 4. Der Nemytskij Operator N( · , · ), definiert gemäß
N(x0, u0)(t) =
∣∣∣∇v r(t, x0(t), u0(t)) ∣∣∣ ν˜(t)
ν(t)
, (5.37)
bildet den gewichteten Lebesgueraum Ln+mp (IR
+, ν) stetig in den gewichteten Lebes-
gueraum L1q(IR
+, ν) ab.
Beweis: Ähnlich wie im vorherigen Lemma liefern die Beziehungen
(x0, u0) ∈ Ln+mp (IR+, ν) ⇐⇒
(
x0 ν
1/p, u0 ν
1/p
) ∈ Ln+mp (IR+ ); (5.38)( x0
ν1/p
,
u0
ν1/p
) ∈ Ln+mp (IR+, ν) ⇐⇒ ( x0, u0 ) ∈ Ln+mp (IR+ ) (5.39)
und ∣∣∣∇v r( · , x0( · ), u0( · )) ∣∣∣ ν˜( · )
ν( · ) ∈ Lq(IR
+, ν)
⇐⇒
∣∣∣∇v r( · , x0( · ), u0( · )) ∣∣∣ ν˜( · )
ν( · )1/p ∈ Lq(IR
+ ) , (5.40)
dass die Wachstumsbedingung aus Satz 21 als∣∣∣∇v r( t, ξ1
ν(t)1/p
, . . . ,
ξn
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) · ν˜(t)
ν(t)1/p
∣∣∣
≤ A2(t) + B2 ·
n∑
i=1
| ξi |p/q + B2 ·
m∑
k=1
| vk |p/q (5.41)
∀ (t, ξ, v) ∈ IR+ × IRn × IRm
mit einer Funktion A2(·) ∈ Lq(IR+ ) und einer Konstanten B2 > 0 interpretiert
werden kann. Da diese im Satz vorausgesetzt wurde, bildet der Nemytskij Operator
(5.37) den Raum Ln+mp (IR
+, ν) stetig in den Raum L1q(IR
+, ν) ab.
Lemma 5. Der Nemytskij Operator N( · , · , · ) mit
N(xN , x0, u0)(t) =
∣∣∣ (∇v r(t, xN(t), u0(t))−∇v r(t, x0(t), u0(t)) ) · ν˜(t)
ν(t)
∣∣∣ (5.42)
ist ein stetiger Operator zwischen den gewichteten Lebesgueräumen Ln+n+mp (IR
+, ν)
und L1q(IR
+, ν).
Beweis: Es gelten folgende logische Beziehungen:
(xN , x0, u0) ∈ Ln+n+mp (IR+, ν) ⇐⇒ (5.43)(
xNν
1/p, x0 ν
1/p, u0 ν
1/p
) ∈ Ln+n+mp (IR+ );( xN
ν1/p
,
x0
ν1/p
,
u0
ν1/p
)
∈ Ln+n+mp (IR+, ν) ⇐⇒ (5.44)(
xN , x0, u0
) ∈ Ln+n+mp (IR+ )
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und
∣∣∣ (∇v r( · , xN( · ), u0( · ))−∇v r( · , x0( · ), u0( · )) ) ν˜( · )
ν( · )
∣∣∣ ∈ L1q(IR+, ν)
⇐⇒ (5.45)∣∣∣ (∇v r( · , xN( · ), u0( · ))−∇v r( · , x0( · ), u0( · )) ) ν˜( · )
ν( · )1/p
∣∣∣ ∈ L1q(IR+ ) .
Aus der Voraussetzung 7 leiten wir folgende Wachstumsbedingung ab:
∣∣∣∇v r( t, ξ˜1
ν(t)1/p
, . . . ,
ξ˜n
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
)
−∇v r
(
t,
ξ1
ν(t)1/p
, . . . ,
ξn
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) ∣∣∣ · ν˜(t)
ν(t)1/p
≤
∣∣∣∇v r( t, ξ˜1
ν(t)1/p
, . . . ,
ξ˜n
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) ∣∣∣ · ν˜(t)
ν(t)1/p
+
∣∣∣∇v r( t, ξ1
ν(t)1/p
, . . . ,
ξn
ν(t)1/p
,
v1
ν(t)1/p
, . . . ,
vm
ν(t)1/p
) ∣∣∣ · ν˜(t)
ν(t)1/p
≤ 2A2(t) + B2 ·
n∑
i=1
| ξ˜i |p/q + B2 ·
n∑
i=1
| ξi |p/q + 2B2 ·
m∑
k=1
| vk |p/q
∀ (t, ξ˜, ξ, v) ∈ IR+ × IRn × IRn × IRm, (5.46)
wobei A2(·) ∈ Lq(IR+ ) und B2 > 0. Folglich bildet der Nemytskij Operator (5.42)
den gewichteten Lebesgueraum Ln+n+mp (IR
+, ν) stetig in den gewichteten Lebesgue-
raum L1q(IR
+, ν) ab.
Schritt 4: Die Integrale J1(xN,u0), J2(x0,uN,u0) und J3(xN,x0,uN,u0).
Aus Lemma 3 folgt, dass die Integrale J1(xN , u0) für alle N ∈ N endlich sind.
Weiterhin können wir zusammen mit Schritt 1 die Gleichung
lim inf
N→∞
J1(xN , u0) = lim
N→∞
J1(xN , u0) = L -
∞∫
0
r(t, x0(t), u0(t)) ν˜(t) dt (5.47)
herleiten, und das letztere Integral besitzt ebenso einen endlichen Wert. Als nächstes
werden die Integrale J2(x0, uN , u0)mittels der Hölderschen Ungleichung abgeschätzt,
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siehe Satz 1 oder Elstrodt [34], Satz 1.5, S. 222:
∣∣ J2(x0, uN , u0) ∣∣ = ∣∣∣L -∞∫
0
∇v r(t, x0(t), u0(t))T
(
uN(t)− u0(t)
)
ν˜(t) dt
∣∣∣
≤ L -
∞∫
0
∣∣∇v r(t, x0(t), u0(t)) ν˜(t)
ν(t)
∣∣ · ∣∣uN(t)− u0(t) ∣∣ ν(t) dt
≤
(
L -
∞∫
0
∣∣∇v r(t, x0(t), u0(t)) ν˜(t)
ν(t)
∣∣q ν(t) dt)1/q
·
(
L -
∞∫
0
∣∣uN(t)− u0(t) ∣∣p ν(t) dt)1/p
=
∥∥∥∇v r( · , x0( · ), u0( · )) ν˜( · )
ν( · )
∥∥∥
Lq(IR+,ν)
· ‖uN − u0‖Lp(IR+,ν) . (5.48)
Das Lemma 4 hat zur Folge, dass die erste Norm in (5.48) endlich ist, und somit
kann J2(x0, uN , u0) als ein lineares stetiges Funktional, angewendet auf die Differenz
(uN − u0) ∈ Lmp (IR+, ν), angesehen werden. Dann liefert die schwache Konvergenz
{uN}⇀ u0 im Lmp (IR+, ν) die Grenzwerte
lim inf
N→∞
J2(x0, uN , u0) = lim
N→∞
J2(x0, uN , u0) = 0 . (5.49)
Zur Abschätzung von J3(xN , x0, uN , u0) wird erneut die Höldersche Ungleichung
herangezogen:∣∣ J3(xN , x0, uN , u0) ∣∣
=
∣∣∣L -∞∫
0
(∇v r(t, xN(t), u0(t))−∇v r(t, x0(t), u0(t)) )T (uN(t)− u0(t) ) ν˜(t) dt ∣∣∣
≤ L -
∞∫
0
∣∣ (∇v r(t, xN(t), u0(t))−∇v r(t, x0(t), u0(t)) ) ν˜(t)
ν(t)
∣∣
· ∣∣uN(t)− u0(t) ∣∣ ν(t) dt
≤
(
L -
∞∫
0
∣∣ (∇v r(t, xN(t), u0(t))−∇v r(t, x0(t), u0(t)) ) ν˜(t)
ν(t)
∣∣q ν(t) dt)1/q
·
(
L -
∞∫
0
∣∣uN(t)− u0(t) ∣∣p ν(t) dt)1/p
=
∥∥∥(∇v r( · , xN( · ), u0( · ))−∇v r( · , x0( · ), u0( · )) ) ν˜( · )
ν( · )
∥∥∥
Lq(IR+,ν)
(5.50)
· ‖uN − u0‖Lmp (IR+,ν) .
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Da die schwach konvergente Folge {uN} beschränkt ist, ist die Normdifferenz ‖uN −
u0‖Lmp (IR+,ν) in (5.50) ebenfalls beschränkt. Aus Schritt 1 und Lemma 5 lässt sich
schlussfolgern, dass
lim
N→∞
∥∥∥(∇v r( · , xN( · ), u0( · ))−∇v r( · , x0( · ), u0( · )) ) ν˜( · )
ν( · )
∥∥∥
Lq(IR+,ν)
= 0 (5.51)
gilt. Folglich erhält man
lim inf
N→∞
J3(xN , x0, uN , u0) = lim
N→∞
J3(xN , x0, uN , u0) = 0 . (5.52)
Schritt 5: Unterhalbstetigkeit von JL∞. Aus den Abschätzungen (5.28), (5.47),
(5.49) und (5.52) erhalten wir infolge des Überganges zum Limes inferior und der
Ungleichung2
lim inf
N→∞
(aN + bN + cN) ≥ lim inf
N→∞
(aN) + lim inf
N→∞
(bN) + lim inf
N→∞
(cN) (5.53)
schliesslich
lim inf
N→∞
JL∞(xN , uN) ≥ lim inf
N→∞
J1(xN , u0) + lim inf
N→∞
J2(x0, uN , u0)
+ lim inf
N→∞
J3(xN , x0, uN , u0)
= lim
N→∞
J1(xN , u0) + lim
N→∞
J2(x0, uN , u0)
+ lim
N→∞
J3(xN , x0, uN , u0)
= L -
∞∫
0
r(t, x0(t), u0(t)) ν˜(t) dt = J
L
∞(x0, u0) , (5.54)
und der Beweis des Satzes 26 ist abgeschlossen.
Bemerkung 20. (a) Die Annahme 1 ≤ p < ∞ wurde benötigt wegen Lemma 2,
das im Laufe des Beweises verwendet wurde.
(b) Die Voraussetzung 8 scheint eine relativ einschränkende Forderung an die Ge-
wichtsfunktion zu sein, da beispielsweise genügt die Diskontrate ν(t) = e−ρt
dieser Voraussetzung nicht. Diese sich in den ökonomischen Wachstumsmo-
dellen so natürlich anbietende Gewichtsfunktion fällt nicht schnell genug ab,
wodurch die "decay at infinity“-Bedingung verletzt ist.
(c) Die Wachstumsbedingungen, die in den Voraussetzungen 6 und 7 vorkommen,
können mit Hilfe der Ergebnisse aus Kapitel 4 in einer leichter überprüfbaren
Form postuliert werden.
Mit den angedeuteten Verbesserungsmöglichkeiten wird nun eine neue Version
eines Unterhalbstetigkeitssatzes für die Funktionale der Art (5.20) vorgestellt. Dafür
werden die unten stehenden Voraussetzungen benötigt.
2{aN}, {bN} und {cN} sind beliebige Zahlenfolgen.
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Voraussetzung 9. Die Funktion r(t, ξ, v) : IR+ × IRn × IRm → IR erfüllt für alle
(t, ξ, v) ∈ IR+ × IRn × IRm die folgende Wachstumsbedingung∣∣ r(t, ξ1, · · · , ξn, v1, · · · , vm)∣∣ ≤ (5.55)
≤ A1(t)
ν˜(t)
+ B1 ·
n∑
i=1
| ξi |p
ν˜(t)
· ν(t) + B1 ·
m∑
k=1
| vk |p
ν˜(t)
· ν(t)
mit einer Funktion A1(·) ∈ L1(R+) und einer Konstanten B1 > 0.
Voraussetzung 10. Der Gradient ∇v r(t, ξ, v) genügt der folgenden Wachstumsbe-
dingung. Es existieren eine Funktion A2(·) ∈ Lq(R+ ) und Konstanten B2 > 0, K >
0, so dass für alle (t, ξ, v) ∈ R+ × Rn × Rm und p, q : 1/p + 1/q = 1, 1 < p < ∞
die Ungleichung∣∣∣∇v r( t, ξ1, · · · , ξn, v1, · · · , vm ) · ν˜(t)
ν(t)
∣∣∣ ≤ (5.56)
≤ A2(t) ν(t)−1/q + B2 ·
n∑
i=1
| ξi |p/q + B2 ·
m∑
k=1
| vk |p/q
gültig ist. Für p = 1 wird die Wachstumsbedingung∣∣∣∇v r( t, ξ1, · · · , ξn, v1, · · · , vm ) · ν˜(t)
ν(t)
∣∣∣ ≤ K (5.57)
für alle (t, ξ, v) ∈ R+ × Rn × Rm und eine Konstante K > 0 verlangt.
Bemerkung 21. Die Wachstumsbedingungen (5.55) und (5.56) gehen in die Wachs-
tumsbedingungen der Voraussetzungen 6 bzw. 7 über, wenn man ξ˜i := ξi ·ν1/p(t) (i =
1, . . . , n) bzw. v˜k := vk · ν1/p(t) (k = 1, . . . ,m) einführt.
Satz 27. Seien 1 ≤ p <∞, eine Dichtefunktion ν(·) : IR+ → IR+ und eine positive
Funktion ν˜(·) : IR+ → IR gegeben. Desweiteren möge der Integrand r(t, ξ, v) : IR+×
IRn × IRm → IR zusammen mit den Funktionen ν(·), ν˜(·) die Voraussetzungen 5, 9
und 10 erfüllen. Für eine beliebige Funktionenfolge {xN} ⊂ W 1,np (R+, ν), 1 < p <∞
existiere eine Funktion β(·) ∈ Lp(R+, ν), so dass für alle N ∈ N die Ungleichung
|xN(t)| ≤ β(t) (5.58)
fast überall auf IR+ erfüllt ist. Gilt für alle Funktionen uN(·), N ∈ N die Inklusion
uN(t) ∈ U (∀) t ∈ IR+, (5.59)
mit einer kompakten nichtleeren Menge U , so ist das Integralfunktional (5.20) un-
terhalbstetig in der schwachen Topologie, d.h. für beliebige schwach konvergente
Funktionenfolgen
{xN}⇀W
1,n
p (R+,ν) x0, {uN}⇀Lmp (R+,ν) u0, (5.60)
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ist die Ungleichung
JL∞(x0, u0) = L -
∞∫
0
r(t, x0(t), u0(t)) ν˜(t) dt
≤ lim inf
N→∞
L -
∞∫
0
r(t, xN(t), uN(t)) ν˜(t) dt (5.61)
= lim inf
N→∞
JL∞(xN, uN)
erfüllt. Hierbei bedeutet ⇀ die schwache Konvergenz der entsprechenden Folge.
Bemerkung 22. (a) Im Fall p = 1 wird die Bedingung (5.58) nicht vorausgesetzt.
(b) Da wir bei einem Steuerungsproblem die Unterhalbstetigkeit in irgendeiner To-
pologie nur auf dem zulässigen Bereich brauchen, ist die Bedingung (5.58)
kraft der Zustandsrestriktion (5.6) für jede Folge der zulässigen Zustandstra-
jektorien erfüllt. Ebenfalls ist die Inklusion (5.59) durch die Formulierung des
Steuerungsproblems gegeben.
Beweis: Aus der Wachstumsbedingung (5.55), der Beschränkung (5.58) und der
Kompaktheit der Menge U folgt die Existenz einer Funktion α(·) ∈ L1(IR+, ν˜), so
dass für alle Funktionenpaare (xN , uN) die Ungleichung
r(t, xN(t), uN(t)) ≥ α(t) ∀ t > 0 (5.62)
gilt. Daher kann ohne Beschränkung der Allgemeinheit angenommen werden, dass
die Funktion r : IR+ × IRn × IRm → IR nichtnegative Werte besitzt. Andernfalls
würde man eine neue nichtnegative Funktion r˜ : IR+ × IRn × IRm → IR+ mit
r˜(t, x(t), u(t)) := r(t, x(t), u(t))− α(t) ≥ 0, ∀ t > 0 (5.63)
betrachten, die lediglich den Funktionalswert ändert.
Die Konvexität von r(t, ξ, ·) liefert die Ungleichung
r(t, xN(t), uN(t))ν˜(t) ≥ r(t, xN(t), u0(t))ν˜(t) (5.64)
+ ∇Tv r(t, xN(t), u0(t))(uN − u0)(t)ν˜(t)
für alle Folgen {xN , uN} mit xN ⇀ x0 in W 1,np (IR+, ν) und uN ⇀ u0 in Lmp (IR+, ν),
N →∞. Die obige Ungleichung wird nun wie folgt umgeschrieben:
r(t, xN(t), uN(t))ν˜(t) ≥ r(t, xN(t), u0(t))ν˜(t) (5.65)
+ ∇Tv r(t, x0(t), u0(t))(uN(t)− u0(t))ν˜(t)
+ [∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))] ·
· (uN(t)− u0(t))ν˜(t)
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und über die Halbachse IR+ integriert. Nach der Integration bleibt folgende Unglei-
chung gültig:
∞∫
0
r(t, xN(t), uN(t))ν˜(t)dt ≥
∞∫
0
r(t, xN(t), u0(t))ν˜(t)dt (5.66)
+
∞∫
0
∇Tv r(t, x0(t), u0(t))(uN(t)− u0(t))ν˜(t)dt
+
∞∫
0
[∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))]
· (uN(t)− u0(t))ν˜(t)dt.
Nun muss man natürlich sicherstellen, dass alle drei uneigentliche Integrale auf der
rechten Seite der letzten Ungleichung existieren und endlich sind. Das erste existiert
und ist endlich dank der Voraussetzung 9, das zweite und das dritte infolge der
Voraussetzung 10. Durch den Übergang zum Limes inferior auf beiden Seiten der
Ungleichung (5.66) und unter Berücksichtigung der Ungleichung
lim inf
N→∞
(aN + bN + cN) ≥ lim inf
N→∞
(aN) + lim inf
N→∞
(bN) + lim inf
N→∞
(cN) (5.67)
kommen wir auf
l := lim inf
n→∞
∞∫
0
r(t, xN(t), uN(t))ν˜(t)dt ≥ l1 + l2 + l3 (5.68)
mit den Bezeichnungen
l1 := lim inf
N→∞
∞∫
0
r(t, xN(t), u0(t))ν˜(t)dt, (5.69)
l2 := lim inf
N→∞
∞∫
0
∇Tv r(t, x0(t), u0(t))(uN(t)− u0(t))ν˜(t)dt, (5.70)
l3 := lim inf
N→∞
∞∫
0
[∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))] ·
·(uN(t)− u0(t))ν˜(t)dt. (5.71)
Unser Ziel ist jetzt, für die Integrale l1, l2 und l3 die passenden Abschätzungen nach
unten zu finden.
Abschätzung für l1: Da wir nur positive Funktionen im Integranden betrachten,
darf das Lemma von Fatou, siehe Dunford&Schwartz [32], Satz 19, S. 152 ff.,
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angewendet werden. Laut dessen kann der untere Limes unter das Integralzeichen
gezogen werden:
l1 = lim inf
N→∞
∞∫
0
r(t, xN(t), u0(t))ν˜(t)dt
≥
∞∫
0
lim inf
N→∞
r(t, xN(t), u0(t))ν˜(t)dt. (5.72)
Ferner wählen wir eine Teilfolge {xm} ⊂ {xN} aus, die den unteren Limes
lim inf
N→∞
r(t, xN(t), u0(t))ν˜(t) realisiert, d.h. es gilt für alle t ∈ IR+ die Gleichheit
lim inf
N→∞
r(t, xN(t), u0(t))ν˜(t) = lim
m→∞
r(t, xm(t), u0(t))ν˜(t). (5.73)
Die Einschränkungen der Funktionen xm(·) auf das Intervall [0, 1] sind Elemente des
gewichteten Sobolevraumes W 1,np
(
[0, 1], ν
∣∣∣
[0,1]
)
. Dann schliessen wir laut Einbet-
tungssatzes von Rellich-Kondrachev, vgl. Satz 3 oder Adams [1], Satz 6.2, S. 144,
auf die Existenz der stetigen Repräsentanten der Funktionenfolge {xm}, d.h. es exi-
stieren eine Teilfolge {xN1} ⊂ {xm} und eine Funktion xˆ1(·) ∈ (W 1,np ([0, 1], ν|[0,1]) ∩
C0[0, 1]), so dass die Teilfolge {xN1} gleichmäßig auf [0, 1] gegen die Funktion xˆ1(·)
konvergiert:
xN1 ⇀ xˆ1 im W 1,np ([0, 1], ν|[0,1]), (5.74)
lim
N1→∞
‖xN1 − xˆ1‖C0[0,1] = 0. (5.75)
Analog nehmen wir Teilfolgen {xNk} ⊂ {xNk−1}, (k = 2, 3, . . . ) heraus, die der
Bedingung
xNk ⇀ xˆk im W 1,np ([0, k], ν|[0,k]), (5.76)
lim
Nk→∞
‖xNk − xˆk‖C0[0,k] = 0 (5.77)
genügen. Aufgrund des Konstruktionsschemas besteht die Übereinstimmung xˆk(t) =
xˆk−1(t), die zu einer Grenzfunktion xˆ(·) ∈ (W 1,np, loc(R+, ν)∩C0(R+)) führt, wobei die
Einschränkung derer auf das Intervall [0, k] mit xˆk(·) zusammenfällt. Die Eindeutig-
keit des schwachen Grenzwertes liefert xˆ(t) = x0(t) für alle t ∈ R+.
Wir bilden nun eine Diagonalfolge mit folgenden Eigenschaften: Aus der ersten Teil-
folge {xN1} nehmen wir das erste Element xN11 (·) heraus, das der Ungleichung
‖xN11 − xˆ1‖C0[0,1] ≤ 1/2 (5.78)
genügt, der Folge {xN2} entnehmen wir das erste Element xN22 (·) mit N22 > N11 und
‖xN22 − xˆ2‖C0[0,2] ≤ 1/4. (5.79)
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Allgemein setzen wir mit der Auswahl des ersten Elementes xNkk (·) aus der Teilfolge
{xNk} fort, für welches Nkk > Nk−1k−1 und
‖xNkk − xˆk‖C0[0,k] ≤ 1/2
k (5.80)
erfüllt sind. Die Diagonalfolge {xNkk } konvergiert punktweise überall auf [0,∞) gegen
die Grenzfunktion xˆ(·). Zusammen mit der Abschätzung (5.72) und der Gleichung
(5.73) erhalten wir aufgrund der Stetigkeit der Funktion r(t, ·, v) für alle (t, v) ∈
IR+ × IRm folgende Kette von Ungleichungen:
l1 = lim inf
N→∞
∞∫
0
r(t, xN(t), u0(t))ν˜(t)dt
≥
∞∫
0
lim inf
N→∞
r(t, xN(t), u0(t))ν˜(t)dt (5.81)
=
∞∫
0
lim
m→∞
r(t, xm(t), u0(t))ν˜(t)dt
=
∞∫
0
lim
Nkk→∞
r(t, xNkk (t), u0(t))ν˜(t)dt
= L -
∞∫
0
r(t, x0(t), u0(t))ν˜(t)dt.
Hieraus folgt nun, dass
l1 ≥ L -
∞∫
0
r(t, x0(t), u0(t))ν˜(t)dt = J
L
∞(x0, u0) (5.82)
gilt.
Abschätzung für l2: Wir wählen eine Teilfolge {us} ⊂ {uN} aus, die den unteren
Limes in dem Integral l2 realisiert, d.h. es gilt
l2 = lim
s→∞
∞∫
0
∇Tv r(t, x0(t), u0(t))(us(t)− u0(t))ν˜(t)dt. (5.83)
Im Hinblick auf die Wachstumsbedingung (5.56), formuliert in der Voraussetzung
10, und dank dem Satz 25 bildet der Nemytskij Operator N(·, ·), definiert durch
N(xs, u0)(t) =
∣∣∣∇vr(t, xs(t), u0(t))∣∣∣ ν˜(t)
ν(t)
, (5.84)
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alle Funktionen aus dem Raum Ln+mp (R+, ν) in den Raum L1q(R+, ν) ab. Wir erhalten
insbesondere
∇vr(·, x0(·), u0(·)) ν˜(·)
ν(·) ∈ L
1
q(R+, ν). (5.85)
Da die Folge {us} im Raum Lmp (R+, ν) schwach konvergent gegen die Funktion u0(·)
ist, leiten wir nach Lemma 1, Kapitel 1 und Definition der schwachen Konvergenz,
vgl. Definition 31 im Anhang B oder Definition 5.7 aus Elstrodt [34], S. 261 f.,
folgendes ab:
l2 = lim
s→∞
∞∫
0
∇Tv r(t, x0(t), u0(t))
ν˜(t)
ν(t)
(us(t)− u0(t))ν(t)dt = 0. (5.86)
Die Funktion ∇vr(·, x0(·), u0(·)) ν˜(·)ν(·) haben wir also als erzeugendes Element eines
linearen stetigen Funktionals auf dem Raum Lmp (R+, ν) interpretiert, um dann per
Definition der schwachen Konvergenz die Gleichung (5.86) herzuleiten.
Abschätzung für l3: Wie in der vorherigen Abschätzung gehen wir auch hier zu
einer Teilfolge {xq, uq} ⊂ {xN , uN} über, die den Limes inferior in l3 realisiert, d.h.
es gilt:
l3 = lim inf
N→∞
∞∫
0
[∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))] ·
·(uN(t)− u0(t))ν˜(t)dt (5.87)
= lim
q→∞
∞∫
0
[∇Tv r(t, xq(t), u0(t))−∇Tv r(t, x0(t), u0(t))] ·
·(uq(t)− u0(t))ν˜(t)dt. (5.88)
Die Teilfolge {xq, uq} wird wieder mit dem Index N ∈ N durchnummeriert. Da es
im Fall 1 < p < ∞ eine uniforme Majorante β(·) ∈ Lp(R+, ν) für die Elemente der
schwach konvergenten Funktionenfolge {xN} gibt, d.h. diese Kurvenschar besitzt die
Eigenschaft
|xN(t)| ≤ β(t) ∀ t ∈ R+, (5.89)
können wir nun die Wachstumsbedingung (5.56) anwenden, um eine uniforme Majo-
ranteM(·) für die Funktionen [∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))] ν˜(t)ν(t) , N ∈ N
zu konstruieren. So gilt für jedes beliebige N ∈ N und für p ∈ (1,∞) die Abschät-
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zung ∣∣∣(∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))) ν˜(t)ν(t)∣∣∣
≤
∣∣∣∇Tv r(t, xN(t), u0(t)) ν˜(t)ν(t)∣∣∣+ ∣∣∣∇Tv r(t, x0(t), u0(t)) ν˜(t)ν(t)∣∣∣ (5.90)
≤ A2(t) ν(t)−1/q + B2 ·
n∑
i=1
|xiN(t) |p/q + B2 ·
m∑
k=1
|uk0(t) |p/q
+A2(t) ν(t)
−1/q + B2 ·
n∑
i=1
|xi0(t) |p/q + B2 ·
m∑
k=1
|uk0(t) |p/q
mit A2 ∈ Lq(R+), B2 > 0. Die letzte Abschätzung kann wie folgt fortgesetzt werden:∣∣∣(∇vr(t, xN(t), u0(t))T −∇vr(t, x0(t), u0(t))T ) ν˜(t)
ν(t)
∣∣∣
≤ 2A2(t) ν(t)−1/q + 2nB2 β(t)p/q + 2mB2 |u0(t)|p/q =:M(t). (5.91)
Die Zugehörigkeit der FunktionM(·) zum gewichteten Lebesgueraum L1q(R+, ν) wird
offensichtlich, wenn man mit Hilfe der Minkowskischen Ungleichung die unten ste-
hende Ungleichung aufschreibt:
∞∫
0
∣∣∣2A2(t) ν(t)−1/q + 2nB2β(t)p/q + 2mB2|u0(t)|p/q∣∣∣qν(t)dt

1/q
≤

∞∫
0
∣∣∣2A2(t)∣∣∣qdt

1/q
+

∞∫
0
∣∣∣2nB2β(t)p/q∣∣∣qν(t)dt

1/q
(5.92)
+

∞∫
0
∣∣∣2mB2|u0(t)|p/q∣∣∣qν(t)dt

1/q
= 2‖A2(t)‖Lq(R+) + 2nB2 ‖β‖p/qLp(R+,ν) + 2mB2 ‖u0‖
p/q
Lp(R+,ν) <∞.
Im Fall p = 1 liefert die Wachstumsbedingung (5.57) automatisch die Existenz einer
gleichmäßigen Majorante M(·) ∈ L∞(R+, ν), nämlich M(t) ≡ K.
Die Folge {uN} ist normbeschränkt mit einer Konstante C aufgrund ihrer schwachen
Konvergenz, d.h. es existiert eine Zahl C > 0 mit
‖uN − u0‖Lp(R+,ν) ≤ C, N ∈ N. (5.93)
Andererseits sind die Elemente der Folge {uN} auch punktweise beschränkt, da die
Werte dieser Funktionen in einer kompakten Teilmenge des Rm liegen. Also gibt es
eine Zahl K > 0 mit
|uN(t)| ≤ K (5.94)
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für alle t ∈ R+ und alle natürlichen Zahlen N ∈ N. Als nächstes bilden wir durch
ein Diagonalauswahlverfahren, ähnlich wie in der Abschätzung für l1, eine Teilfolge
{xNk} ⊂ {xN}, die überall auf [0,∞) punktweise gegen x0(·) konvergiert. Da das
Integral
‖M‖qLq(X,ν) =
∫
X
|M(t)|qν(t)dt (5.95)
absolut stetig in X ist, gibt es zu beliebigem  > 0 ein δ() > 0, so dass für alle
Mengen X mit µν(X) < δ die Ungleichung3
‖M‖Lq(X,ν) <

2C
(5.96)
gilt. Man setze nun
1 := min{δ(), }. (5.97)
Die Anwendung des Jegorowschen Satzes, vgl. Anhang B oder Elstrodt [34], Satz
3.5, S. 250, auf die Folge {xNk} liefert zu dem gewählten  die Existenz einer solchen
Menge M mit µν(R+\M) < 1, auf der die Folge {xNk} gleichmäßig gegen x0(·)
konvergiert. Da die Funktion r : IR+ × IRn × IRm → IR als stetig differenzierbar in
v vorausgesetzt wurde, besitzt die Folge {∇vr(xNk)} dieselbe Eigenschaft. Somit ist
man in der Lage, zu jedem  > 0 eine Zahl N0 ∈ N zu finden, so dass für alle N ≥ N0
und alle t ∈M die Ungleichung∣∣∣∇vr(t, xNk(t), u0(t))−∇vr(t, x0(t), u0(t))∣∣∣ ν˜(t)ν(t) < 2KV (5.98)
mit V =
∞∫
0
ν(t)dt gilt. Die Folge {xNk} wird erneut mit dem Index N ∈ N durch-
nummeriert und für p ∈ [1,∞) schätzen wir mit Hilfe der Hölderschen Ungleichung
sowie den Ungleichungen (5.91), (5.93), (5.94), (5.96), (5.98) ab:∣∣∣∣∣∣
∞∫
0
[∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))](uN(t)− u0(t))ν˜(t)dt
∣∣∣∣∣∣
≤
∞∫
0
∣∣∣∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))∣∣∣ ν˜(t)ν(t) |uN(t)− u0(t)|ν(t)dt
=
∫
M
∣∣∣∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))∣∣∣ ν˜(t)ν(t) |uN(t)− u0(t)|ν(t)dt
3µν(·) bezeichnet das Maß, das von der Gewichtsfunktion ν(·) induziert wird.
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+
∫
R+\M
∣∣∣∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))∣∣∣ ν˜(t)ν(t) |uN(t)− u0(t)|ν(t)dt
≤
∫
M

2KV
·Kν(t)dt+
∫
R+\M
|M(t)||uN(t)− u0(t)|ν(t)dt
≤ 
2KV
·K
∞∫
0
ν(t)dt+ ‖M‖Lq(R+\M,ν) · ‖uN − u0‖Lp(R+,ν)
≤ 
2KV
·KV + 
2C
· C = . (5.99)
Zusammenfassend ergibt sich der folgende Algorithmus zur Abschätzung des Inte-
grals in l3:
Schritt 1: Wähle ein beliebiges  > 0;
Schritt 2: Bestimme eine Zahl δ = δ() mit (5.96);
Schritt 3: Setze 1 := min{, δ()};
Schritt 4: Wähle nach dem Jegorowschen Satz eine kompakte MengeM ⊂ IR+ mit
µν(R+\M) < 1, auf der die Folge {xN} gleichmäßig gegen x0(·) konvergiert,
d.h. die Abschätzung (5.98) gilt;
Schritt 5: Abschätzung des gesamten Integrals laut (5.99).
Folglich erhält man
l3 = lim
N→∞
∞∫
0
[∇Tv r(t, xN(t), u0(t))−∇Tv r(t, x0(t), u0(t))] ·
·(uN(t)− u0(t))ν˜(t)dt = 0. (5.100)
Zusammenfassend erhalten wir infolge der Abschätzungen (5.68), (5.82), (5.86),
(5.100) die Ungleichung
l = lim inf
N→∞
JL∞(xN , uN) ≥ l1 + l2 + l3 ≥ JL∞(x0, u0), (5.101)
die die schwache Unterhalbstetigkeit des Funktionals JL∞ aus (5.20) beweist.
Bemerkung 23. (a) Die Dichtefunktion ν(·) spielt nur in den Wachstumsbedin-
gungen der Voraussetzungen 9 und 10 eine Rolle. Die stärkere “decay at infinity“-
Bedingung
lim
t→∞
ν(t+ )
ν(t)
= 0 ∀  > 0, (5.102)
vorausgesetzt im Satz 26, um die Kompaktheit der EinbettungW 1,np (R+, ν)→
Lnp (R+, ν) zu erzwingen, konnte hier vermieden werden. Stattdessen wurde von
der schwächeren Bedingung (5.58) Gebrauch gemacht. Im Satz 27 wurde de
facto die schwache Unterhalbstetigkeit des Funktionals JL∞ auf dem zulässigen
Bereich der Grundaufgabe (PL∞) gezeigt.
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(b) Interessant bleibt die Frage nach der Wahl der Funktion β(·), die in dem Steue-
rungsproblem selbst festgelegt werden kann.
(c) In den beiden hier bewiesenen Unterhalbstetigkeitssätzen wurde von der stetigen
Differenzierbarkeit der Funktion r(t, ·, v), vorausgesetzt in der Formulierung
des Problems (PL∞), kein Gebrauch gemacht. Will man nur die Unterhalbste-
tigkeit eines Integralfunktionals beweisen, so kann die genannte Voraussetzung
ausser Acht gelassen werden.
5.4 Gegenbeispiel im Fall eines (PL∞) Problems
Beispiel 7. Wir betrachten noch einmal das Halkinsche Beispiel, vorgestellt im
Abschnitt 2.4.4, untersucht in Pickenhain et al. [79], S. 466:
JL∞(x, u) = L -
∞∫
0
(−(1− x(t))u(t) ) dt −→ min ! (5.103)
(x, u) ∈ W 1p (IR+, ν)× Lp(IR+, ν) ; (5.104)
x˙(t) = (1− x(t))u(t) (∀) t ∈ IR+, x(0) = 0 ; (5.105)
u(t) ∈ U = [0, 1] (∀) t ∈ IR+. (5.106)
Seien die Funktionen ν˜(·) und ν(·) durch
ν(t) = e−ρt, ν˜(t) ≡ 1 (5.107)
gegeben. Erneut bezeichnen wir mit
• A die Menge aller (x, u), die den Restriktionen (5.104) – (5.106) genügen,
• AL die Teilmenge aller Paare (x, u) ∈ A, für die das Lebesguesche Integral
L -
∞∫
0
(1− x(t))u(t) dt existiert und endlich ist.
Die Integration der Differentialgleichung mit getrennten Variablen (5.105) mit der
Anfangsbedingung x(0) = 0 führt zur Zustandsfunktion x(t) = 1−e−F (t) mit F (t) =
t∫
0
u(s) ds. Wir studieren nun die Folge der zulässigen Prozesse (xN , uN) ∈ AL, defi-
niert wie folgt :
uN(t) =
{
0 , 0 ≤ t < N
1
N
, N ≤ t <∞ (5.108)
und
xN(t) =
{
0 , 0 ≤ t < N
1− e1−t/N , N ≤ t <∞ . (5.109)
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Im Hinblick auf die Zugehörigkeit der Funktionen (xN , uN) zu den gewöhnlichen
Sobolev- bzw. Lebesgueräumen merken wir an, dass
uN(·) /∈ Lp(IR+) aber uN(·) ∈ Lp(IR+, ν) (5.110)
sowie
xN(·) /∈ W 1p (IR+ ) aber xN(·) ∈ W 1p (IR+, ν) (5.111)
für alle 1 ≤ p <∞, was die Wahl eines gewichteten Sobolev- als auch eines gewich-
teten Lebesgueraumes für die Rollen des Zustands- bzw. des Steuerraumes rechtfer-
tigt. Die Funktionenfolge {(xN , uN)} konvergiert gegen (x0, u0) ≡ (0, 0) bezüglich
der W 1p (IR
+, ν)× Lp(IR+, ν)-Norm , denn
lim
N→∞
‖xN‖Lp(IR+,ν) = 0 ; (5.112)
lim
N→∞
‖x˙N‖Lp(IR+,ν) = 0 ; (5.113)
lim
N→∞
‖uN‖Lp(IR+,ν) = 0 (5.114)
für alle 1 ≤ p <∞. Anschliessend haben wir
JL∞(xN , uN) = L -
∞∫
0
(−(1− xN(t))uN ) dt (5.115)
= L -
∞∫
N
(−(1− xN(t))uN ) dt = −1 , (5.116)
wobei das Einsetzen von (x0, u0) ≡ (0, 0) in das Funktional
JL∞(x0, u0) = L -
∞∫
0
0 dt = 0 (5.117)
ergibt. Somit erhalten wir die Ungleichung
JL∞(x0, u0) = 0 > lim
N→∞
JL∞(xN, uN) = −1 , (5.118)
die besagt, dass das Funktional JL∞ weder schwach noch stark unterhalbstetig im
Raum W 1p (IR
+, ν) × Lp(IR+, ν), 1 ≤ p < ∞ ist. Für dieses Beispiel sind jedoch die
Wachstumsbedingungen (5.55) und (5.56) des Satzes 27 nicht erfüllt, wodurch der
Satz nicht anwendbar ist. In der Tat, laut Wachstumsbedingung (5.55) müsste für
das betrachtete Problem die Ungleichung
|(1− ξ)v| ≤ A1(t) +B1|ξ|pe−ρt +B1|v|pe−ρt (5.119)
mit einer Funktion A1(·) ∈ L1(IR+), p ∈ [1,∞) für alle (t, ξ, v) ∈ IR+ × IRn × IRm
gelten. Setzt man aber ξ = 0, v = 1, so erhält man
1 ≤ A1(t) + e−ρt (5.120)
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für alle t ∈ IR+. Diese Ungleichung liefert A1(·) /∈ L1(IR+), was der Voraussetzung
9 widerspricht. Ähnlich kann gezeigt werden, dass die Wachstumsbedingung (5.56)
verletzt ist. Gemäß dieser Bedingung muss die Ungleichung∣∣∣(1− ξ)∣∣∣ 1
e−ρt
≤ A2(t)(e−ρt)−1/q +B2|ξ|p/q +B2|v|p/q (5.121)
mit einer Funktion A2(·) ∈ L2(IR+), p ≥ 1, q > 0 : 1/p+ 1/q = 1 für alle (t, ξ, v) ∈
IR+ × IRn × IRm gelten. Wir setzen ξ = 0 und erhalten dabei
eρt ≤ A2(t)e(ρ/q)t ∀ t > 0. (5.122)
Nun besagt aber die Ungleichung
A2(t) ≥ eρ(1−1/q)t ∀ t > 0, (5.123)
dass A2(·) /∈ L2(IR+), womit die zweite vorausgesetzte Wachstumsbedingung nicht
erfüllt ist.
Bemerkung 24. Wir möchten an dieser Stelle bemerken, dass das Ersetzen des
Steuerbereiches U = [0, 1] durch ein Intervall [α, 1] mit 0 < α < 1 zu einem Steue-
rungsproblem führt, in dem das Funktional auf dem gesamten zulässigen Bereich
konstant ist. Aus diesem Grund ist das Funktional natürlich in jeder Topologie auf
der zulässigen Menge stetig.
Kapitel 6
Aussagen über die Existenz
optimaler Lösungen
6.1 Ein Existenzresultat
Wir untersuchen die Grundaufgabe (P∞) mit der Lebesgueschen Interpretation des
Integrals, also das Problem (PL∞). Wie im vorherigen Kapitel seien 1 < p <∞ und
ein Integrand
r(t, ξ, v) : R+ × Rn × Rm → R (6.1)
sowie die Funktionen
ν˜(·) : R+ → R+ \ { 0 }, (6.2)
ν(·) : R+ → R+ \{ 0 } (6.3)
gegeben, wobei die Funktion ν(·) eine Dichtefunktion im Sinne der Definition 1 ist.
Bezüglich der Dynamik werden folgende Voraussetzungen getroffen:
Voraussetzung 11. Die Funktion f(t, ξ, v) : R+ × Rn × Rm → Rn aus (5.4) mit
folgender Gestalt
f(t, x(t), u(t)) = A(t, x(t)) +B(t, x(t))u(t) (6.4)
sei gegeben, wobei die Elemente der Matrix B(·, x(·)) den Wachtumsbedingungen
|Bij(t, ξ1, . . . , ξn)| ≤ A3ij(t)(ν(t))−1/q +B3ij
n∑
k=1
|ξk|p/q (6.5)
für alle (i, j) : i ∈ {1, . . . , n} ; j ∈ {1, . . . ,m} genügen und p, q : 1/p + 1/q =
1, 1 < p < ∞. Hier gelten die Inklusionen A3ij(·) ∈ L1q(R+), B3ij > 0. Ausserdem
sei die Existenz nichtnegativer Konstanten C1, C2, C3, C4 vorausgesetzt, so dass die
Ungleichung
|A(t, ξ) +B(t, ξ)v| ≤ C1 + C2|ξ|+ C3|ξ| · |v|+ C4|v| (6.6)
für alle (t, ξ, v) ∈ R+ × Rn × Rm erfüllt ist.
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Bemerkung 25. Sowohl die Bedingung (6.5) als auch die Wachtumsbedingungen
aus der Voraussetzung 10 können anders formuliert werden, beispielsweise als
|Bij(t, ξ1, . . . , ξn)| ≤ A3ij(t) +B3ij
n∑
k=1
|ξk|p/q (6.7)
für alle (i, j) : i ∈ {1, . . . , n} ; j ∈ {1, . . . ,m} . Dabei gelten die Inklusionen
A3ij(·) ∈ L1q(R+, ν), B3ij > 0.
Satz 28. Wir nehmen an, dass die Voraussetzungen 5, 9, 10 und 11 erfüllt sind. Wei-
terhin sei der zulässiger Bereich des Problems (PL∞) nicht leer. Darüber hinaus wird
vorausgesetzt, dass die Funktionen A und B aus (6.4) Lipschitz stetig in ξ = x(t)
sind und der Steuerbereich U konvex ist. Dann existiert eine optimale Lösung des
Steuerungsproblems (PL∞).
Beweis: Um diesen Satz zu beweisen, beabsichtigen wir, den verallgemeinerten Wei-
erstraßschen Satz, vgl. Satz 40, anzuwenden, welcher besagt, dass ein schwach unter-
halbstetiges Funktional J = J(x, u), definiert auf einer schwach kompakten Menge
Z, seinen kleinsten Wert annimmt, d.h. es existiert ein Paar (x∗, u∗) ∈ Z mit
J(x∗, u∗) = inf
(x,u)∈Z
J(x, u). (6.8)
Dank der Voraussetzungen 5, 9 und 10 kann Satz 27 angewendet werden, um die
schwache Unterhalbstetigkeit des Integralfunktionals (5.2) zu zeigen. Es fehlt also
noch der Beweis der schwachen Kompaktheit der zulässigen Menge
Z =
{
(x, u) ∈ W 1,np (R+, ν)× Lmp (R+, ν) | (5.4) – (5.7) sind erfüllt
}
, (6.9)
was mittels des Satzes 5 erreicht werden kann. Der Beweis wird in zwei Schritte
unterteilt.
Schritt 1: Wir beweisen die Abgeschlossenheit der Menge Z bezüglich der schwa-
chen Konvergenz. Zu diesem Zweck benötigen wir vier Lemmata.
Lemma 6. Sei eine Funktionenfolge {uN} mit Elementen aus dem Funktionen-
raum Lmp (R+, ν) schwach konvergent gegen die Funktion u0(·) bezüglich des Raumes
Lmp (R+, ν). Weiter, sei die Inklusion
uN(t) ∈ U (∀) t ∈ IR+ (6.10)
erfüllt für jede Zahl N ∈ N. Dabei bezeichnet U eine nichtleere kompakte konvexe
Teilmenge des Rm. Dann gilt die Inklusion
u0(t) ∈ U (6.11)
fast überall auf R+.
Beweis: Wir bezeichnen mit Zu die Menge
Zu =
{
u ∈ Lmp (R+, ν)
∣∣ u(t) ∈ U (∀) t ∈ IR+} (6.12)
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und beweisen die Konvexität und Abgeschlossenheit dieser Menge. Dafür betrach-
ten wir eine Funktionenfolge {u˜N} ⊂ Zu, die in der Lmp (R+, ν) – Norm gegen eine
Funktion u˜0(·) konvergiert. Das Anwenden des Schemas, das die Beziehungen zwi-
schen verschiedenen Konvergenztypen illustriert, vgl. Anhang B oder Kolmogo-
rov&Fomin [54], S. 446 f., und die Tatsache, dass
µν(R+) :=
∞∫
0
dµ =
∞∫
0
ν(t)dt <∞ (6.13)
gilt, führt uns zum folgenden Schluss.1 Wir sind in der Lage aus der Funktionenfolge
{u˜N} eine solche Teilfolge {u˜Nk} auszuwählen, die fast überall auf R+ gegen die
Funktion u˜0(·) konvergiert, d.h. für alle t ∈ R+\N gilt die punktweise Konvergenz
u˜Nk(t)→ u˜0(t), (6.14)
wobei mit N eine gewisse Lebesguesche Nullmenge bezeichnet wird. Ferner definie-
ren wir die Menge
B :=
∞⋃
Nk=1
{t : u˜Nk(t) /∈ U} , (6.15)
die aufgrund der Sigma-Additivität des Lebesgueschen Maßes ebenso eine Lebesgue-
sche Nullmenge ist. Dies bedeutet, dass die Menge N ∪ B ebenfalls vom Lebesgue-
schen Maß Null ist und für alle t ∈ R+\(N ∪ B) die Konvergenz
u˜Nk(t)→ u˜0(t) (6.16)
bestehen bleibt. Da für alle t ∈ R+\(N ∪ B) und für alle Zahlen Nk die Inklu-
sion u˜Nk(t) ∈ U gilt, erhalten wir durch die Kompaktheit der Menge U und die
Konvergenz (6.40) folgende Bedingung:
u˜0(t) ∈ U ∀ t ∈ R+\(N ∪ B), (6.17)
welche äquivalent zu (6.11) ist. Somit ist die Abgeschlossenheit von Zu bewiesen.
Zum Beweis der Konvexität der Menge Zu betrachtet man eine Konvexkombination
λu1 + (1− λ)u2, λ ∈ [0, 1] (6.18)
der Funktionen u1(·) ∈ Zu, u2(·) ∈ Zu und zeigt, dass diese ebenso ein Element der
Menge Zu ist. Es gilt
λu1(·) + (1− λ)u2(·) ∈ Lmp (R+, ν), (6.19)
da Lmp (R+, ν) ein Vektorraum ist und ∀ t ∈ R+\ {Nu1 ∪Nu2} gilt
λu1(t) + (1− λ)u2(t) ∈ U, (6.20)
1µν(·) bezeichnet das Maß, das von der Dichtefunktion ν(·) induziert wird.
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wobei Nu1 ∪ Nu2 eine Lebesguesche Nullmenge ist. Somit ist die Konvexität der
Menge Zu bestätigt. Wir können nun den Satz III.3.8 aus Werner [98], S. 108 ff.,
anwenden, welcher besagt, dass der Grenzwert einer schwach konvergenten Folge
{uN} mit Elementen aus einer abgeschlossenen konvexen Teilmenge V eines nor-
mierten Raumes X in derselben Teilmenge V liegt. Die Rolle von V spielt hier die
Menge Zu. Dies schliesst den Beweis des Lemmas ab.
Lemma 7. Sei eine Funktionenfolge {xN} mit Elementen aus dem Funktionen-
raum W 1,np (R+, ν) gegeben, die in diesem Raum schwach gegen die Funktion x0(·) ∈
W 1,np (R+, ν), 1 < p <∞ konvergiert. Weiter setzen wir voraus, dass
xN(0) = x0 (6.21)
für alle N ∈ N gilt. Dann gilt die Gleichung
x0(0) = x0 (6.22)
ebenso.
Beweis:Wir wählen ein beliebiges Intervall [0, τ ] und wenden auf diesem abgeschlos-
senen Intervall den Satz von Rellich-Kondrachov an, vgl. Satz 3 oder Adams [1],
S. 144. Dieser impliziert die Existenz einer Teilfolge {xNk} ⊂ {xN}, die gleichmäßig
auf [0, τ ] gegen x0(·) konvergiert. Dies zieht die Konvergenz der Funktionenfolge im
Punkt t = 0 nach sich, welche bedeutet:
x0 = lim
Nk→∞
x0 = lim
Nk→∞
xNk(0) = x0(0), (6.23)
und das Lemma ist bewiesen.
Lemma 8. Seien Funktionenfolgen {xN} ⊂ W 1,np (R+, ν) und {uN} ⊂ Lmp (R+, ν) ge-
geben, die entsprechend schwach gegen x0(·) ∈ W 1,np (R+, ν) bzw. u0(·) ∈ Lmp (R+, ν),
1 < p <∞ konvergieren. Ausserdem gelte für alle N ∈ N die Differentialgleichung
x˙N(t) = A(t, xN(t)) +B(t, xN(t))uN(t) (6.24)
fast überall auf R+. Ferner seien die Funktionen A(t, ξ) : IR+ × IRn → IRn und
B(t, ξ) : IR+ × IRn → IRn×m als stetig in der ersten Variable und als Lipschitzstetig
in der zweiten Variable vorausgesetzt. Dann erfüllt das Paar (x0, u0) die Differenti-
algleichung
x˙0(t) = A(t, x0(t)) +B(t, x0(t))u0(t) (6.25)
fast überall auf R+.
Beweis:Wir bemerken, dass die Funktionenfolge {uN} als eine Folge der zulässigen
Steuerungen beschränkt in der Norm des Vektorraumes L∞(R+, ν) ist und dank Satz
3, S. 234 aus Kolmogorov&Fomin [54], sowie der Separabilität des Vektorrau-
mes L1(R+, ν) eine Teilfolge von {uN} existiert, die schwach∗ konvergent im Raum
L∞(R+, ν) ist.2 Diese Teilfolge wird wieder mit {uN} bezeichnet.
2Zur Definition der schwach* Konvergenz vergleiche die Definition 32 im Anahng B.
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Ausserdem sind die Einschränkungen der Funktionen xN(·) auf das Intervall
[0, 1] Elemente des W 1,np ([0, 1], ν). Folglich schliessen wir nach dem Einbettungssatz
von Rellich-Kondrachev, vgl. Adams [1], Satz 6.2, S. 144 oder auch dem Satz 3,
Kapitel 1.1.2, auf die Existenz der stetigen Repräsentanten der Folge {xN}, d.h.
auf die Existenz der Teilfolgen {xN1 , uN1} ⊂ {xN , uN} sowie Funktionen xˆ1(·) ∈
(W 1,np ([0, 1], ν) ∩ C0[0, 1]), uˆ1(·) ∈ Lm∞([0, 1], ν), mit denen gilt:
xN1 ⇀
W 1,np ([0,1],ν) xˆ1, uN1 ⇀
∗ Lm∞([0,1],ν)uˆ1; (6.26)
˙ˆx1(t) = A(t, xˆ1(t)) +B(t, xˆ1(t))uˆ1(t) (∀) t ∈ [0, 1]; (6.27)
lim
N1→∞
‖xN1 − xˆ1‖C0[0,1] = 0. (6.28)
Sukzessive konstruieren wir für alle k ∈ N Teilfolgen {xNk , uNk} ⊂ {xNk−1 , uNk−1}
sowie Funktionen xˆk(·) ∈ (W 1,np ([0, k], ν)∩C0[0, k]), uˆk(·) ∈ Lm∞([0, k], ν) mit folgen-
den Eigenschaften:
xNk ⇀
W 1,np ([0,k],ν) xˆk, uNk ⇀
∗ Lm∞([0,k],ν)uˆk; (6.29)
˙ˆxk(t) = A(t, xˆk(t)) +B(t, xˆk(t))uˆk(t) (∀) t ∈ [0, k]; (6.30)
lim
Nk→∞
‖xNk − xˆk‖C0[0,k] = 0. (6.31)
Aufgrund des Konstruktionsschemas beobachten wir folgende Übereinstimmungen:
xˆk(t) = xˆk−1(t) und uˆk(t) = uˆk−1(t) für fast alle t ∈ [0, k − 1]. Diese führen zu
Grenzfunktionen xˆ(·) ∈ (W 1,np, loc(R+, ν) ∩ C0(R+)), uˆ(·) ∈ Lm∞, loc(R+, ν), deren Ein-
schränkungen auf [0, k] mit xˆk(·) und uˆk(·) übereinstimmen. Die Eindeutigkeit des
schwachen Grenzwertes liefert xˆ(t) = x0(t), uˆ(t) = u0(t) für alle t ∈ R+.
Wir haben noch die Gleichung (6.30) für alle k ∈ N zu zeigen. Ähnlich wie in
Pickenhain&Wagner [81], Lemma 2.3, S. 223, kann man die Gleichung (6.24)
mit einer beliebigen Testfunktion φ(·) ∈ C0,∞[0, k] durchmultiplizieren, um die Glei-
chung
k∫
0
φ(t)[x˙Nk(t)− A(t, xNk(t))−B(t, xNk(t))uNk(t)]dt = 0 (6.32)
zu erhalten. Durch partielle Integration der linken Seite der obigen Gleichung er-
halten wir für jede beliebige Testfunktion3 φ(·) ∈ C0,∞[0, k], d.h. eine unendlich oft
differenzierbare Funktion mit kompaktem Träger,
φ(t)xNk(t)
∣∣∣k
0
−
k∫
0
φ˙(t)xNk(t)dt =
k∫
0
φ(t)(A(t, xNk(t)) +B(t, xNk(t))uNk(t))dt (6.33)
bzw.
k∫
0
φ˙(t)xNk(t)dt+
k∫
0
φ(t)(A(t, xNk(t)) +B(t, xNk(t))uNk(t))dt = 0. (6.34)
3Zur Definition einer Testfunktion siehe Definition 26.
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Die gleichmäßige Konvergenz der Folge {xNk} auf dem Intervall [0, k] liefert
lim
Nk→∞
k∫
0
φ˙(t)xNk(t)dt =
k∫
0
φ˙(t)xˆk(t)dt. (6.35)
Als nächstes betrachten wir
∣∣∣ k∫
0
φ(t)A(t, xNk(t))dt−
k∫
0
φ(t)A(t, xˆk(t))dt
∣∣∣ (6.36)
≤
k∫
0
|φ(t)| ·
∣∣∣A(t, xNk(t))− A(t, xˆk(t))∣∣∣dt
und die Lipschitzstetigkeit der Funktion A(t, ·) erlaubt es, die vorherige Abschätzung
weiterzuführen:
k∫
0
|φ(t)| ·
∣∣∣A(t, xNk(t))− A(t, xˆk(t))∣∣∣ dt
≤ L1‖φ‖C0(IR+) ·
k∫
0
|xNk(t)− xˆk(t)| dt→ 0, Nk →∞, (6.37)
was dank der gleichmäßigen Konvergenz der Folge {xNk} gegen die Funktion xˆk(·)
gilt. Im nächsten Schritt schätzen wir ab:
∣∣∣ k∫
0
φ(t)B(t, xNk(t))uNk(t)dt−
k∫
0
φ(t)B(t, xˆk(t))uˆk(t)dt
∣∣∣
≤
k∫
0
|φ(t)| ·
∣∣∣B(t, xNk(t))−B(t, xˆk(t))∣∣∣|uNk(t)|dt
+
∣∣∣ k∫
0
φ(t)B(t, xˆk(t))(uNk(t)− uˆk(t))dt
∣∣∣ (6.38)
≤ L2 ·K‖φ‖C0(IR+) ·
k∫
0
|xNk(t)− xˆk(t)|dt
+
∣∣∣ k∫
0
φ(t)B(t, xˆk(t))(uNk(t)− uˆk(t))dt
∣∣∣.
Unter Berücksichtigung der Schwach∗-Konvergenz der Funktionenfolge uNk ⇀∗ uˆk
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im Raum Lm∞([0, k], ν) erhält man für alle φ(·)B(·) ∈ Ln×m1 [0, k] die komponenten-
weise Konvergenz
k∫
0
φ(t)B(t)uNk(t)dt→
k∫
0
φ(t)B(t)uˆk(t)dt, N
k →∞ (6.39)
und, insbesondere,
k∫
0
φ(t)B(t, xˆk(t))uNk(t)dt→
k∫
0
φ(t)B(t, xˆk(t))uˆk(t)dt, N
k →∞, (6.40)
da wegen (6.5) und der Eigenschaften der Testfunktion φ(·) die Inklusion
B(·, xˆk(·)) ∈ Ln×mq (R+, ν) ⊂ Ln×m1 (R+, ν) ⊂ Ln×m1 [0, k] (6.41)
gilt. Wir machen von der gleichmäßigen Konvergenz der Funktionenfolge {xNk}, der
Abschätzung (6.38) sowie von der Konvergenz (6.40) Gebrauch und erhalten dabei
bei fixierter oberer Grenze k > 0:
lim
Nk→∞
k∫
0
φ(t)B(t, xNk(t))uNk(t)dt =
k∫
0
φ(t)B(t, xˆk(t))uˆk(t)dt, (6.42)
wobei die Vektorfunktion im Integranden komponentenweise integriert wird. Mittels
(6.35), (6.37) und (6.42) gehen wir zum Grenzwert bei Nk → ∞ in der Gleichung
(6.34) über, d.h. es gilt
k∫
0
φ˙(t)xˆk(t)dt+
k∫
0
φ(t)A(t, xˆk(t))dt+
k∫
0
φ(t)B(t, xˆk(t))uˆk(t)dt = 0 (6.43)
für alle Testfunktionen φ(·) ∈ C0,∞[0, k]. Die partielle Integration im ersten Sum-
manden führt zu:
k∫
0
φ(t)
{
˙ˆxk(t)− A(t, xˆk(t))−B(t, xˆk(t))uˆk(t)
}
dt = 0 ∀φ(·) ∈ C0,∞[0, k]. (6.44)
Folglich ist die Gleichung
˙ˆxk(t) = A(t, xˆk(t)) +B(t, xˆk(t))uˆk(t) (6.45)
fast überall auf [0, k] erfüllt, und somit ist die Gleichung (6.30) bewiesen.
Wir konstruieren nun die Diagonalfolge mit folgenden Eigenschaften: Aus der ersten
Teilfolge {xN1 , uN1} nehmen wir das erste Paar (xN11 , uN11 ) heraus, das der Unglei-
chung
‖xN11 − xˆ1‖C0[0,1] ≤ 1/2, (6.46)
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genügt, der Teilfolge {xN2 , uN2} entnehmen wir das erste Paar (xN22 , uN22 ) mit N22 >
N11 und
‖xN22 − xˆ2‖C0[0,2] ≤ 1/4, (6.47)
und allgemein entnehmen wir der Teilfolge {xNk , uNk} das erste Paar {xNkk , uNkk }
mit Nkk > N
k−1
k−1 und
‖xNkk − xˆk‖C0[0,k] ≤ 1/2
k. (6.48)
Die gewonnene Diagonalfolge {xNkk } konvergiert auf der ganzen Halbachse [0,∞)
punktweise gegen die Grenzfunktion xˆ(·) im Gegensatz zur Diagonalfolge {uNkk },
die nur fast überall auf IR+ gegen die Funktion uˆ(·) konvergiert. Hieraus schlussfol-
gern wir ebenso das Ergebnis des Lemmas 7, nämlich die Gültigkeit der Bedingung
x0(0) = x0.
Die Zustandsbeschränkung (5.6) bleibt ebenfalls gültig für die Grenzfunktion
x0(·), wie das folgende Lemma zeigt.
Lemma 9. Sei {xN} eine Folge, die im gewichteten Sobolevraum W 1,np (R+, ν)
schwach gegen die Funktion x0(·) konvergiert. Ferner erfüllen alle Glieder dieser
Folge die Ungleichung
|xN(t)| ≤ β(t) (6.49)
für fast alle t ∈ IR+. Dann genügt die Grenzfunktion x0(·) derselben Ungleichung,
nämlich
|x0(t)| ≤ β(t), (6.50)
ebenso fast überall auf IR+.
Beweis: Angenommen, die Ungleichung (6.50) ist verletzt, das heisst es existiert
eine Menge F ⊂ IR+ des positiven Lebesgueschen Maßes µ(F ) > 0, so dass für alle
t ∈ F die konträre Ungleichung
|x0(t)| − β(t) ≥ K3 > 0 (6.51)
gilt. Weiter gibt es ein Intervall [0, T ] mit µ(F ∩ [0, T ]) > 0. Den Schnitt F ∩
[0, T ] bezeichnen wir mit F1. Da auf dem Intervall [0, T ] die Kompaktheit der Ein-
bettung W 1,np ([0, T ], ν) → Lnp ([0, T ], ν) gegeben ist, vgl. mit dem Einbettungssatz
von Rellich-Kondrachov, Satz 3, Unterkapitel 1.1.2, kann die im gewichteten Sobo-
levraum W 1,np ([0, T ], ν) schwach konvergente Folge
{
xN
∣∣∣
[0,T ]
}
als eine stark konver-
gente Folge des gewichteten Lebesgueraumes Lnp ([0, T ], ν) angesehen werden. Der
Folge
{
xN
∣∣∣
[0,T ]
}
entnehmen wir eine fast überall auf [0, T ], und somit auch auf der
Menge F1, gegen x0
∣∣∣
[0,T ]
konvergente Teilfolge
{
xNk
∣∣∣
[0,T ]
}
. Dies ist möglich gemäß
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dem Schema, gegeben in Kolmogorov [54], S. 446, vgl. Anhang B. Weiterhin
schätzen wir für hinreichend große Zahlen Nk ∈ N und fast alle t ∈ F1 ab:
|xNk(t)| − β(t) = |xNk(t)| − |x0(t)|+ |x0(t)| − β(t)
≥ |xNk(t)| − |x0(t)|+K3 ≥ K3 −  = K4 > 0, (6.52)
was der Ungleichung (6.49) widerspricht. Die letzte Abschätzung ist gültig aufgrund
der Stetigkeit der euklidischen Betragsfunktion | · | und der Inklusion F1 ⊂ [0, T ],
die die gleichmäßige Konvergenz der Teilfolge
{
xNk
∣∣∣
F1
}
auf F1, mit Ausnahme einer
Lebesgueschen Nullmenge, sichert.
Dieses Ergebnis zusammen mit den drei zuvor bewiesenen Lemmata schliesst den
Beweis der schwachen Abgeschlossenheit des zulässigen Bereiches Z ab. Nun ist die
Beschränktheit desselben zu beweisen.
Schritt 2. Die Menge aller zulässigen Steuerungen ist beschränkt, da fast überall auf
IR+ die Inklusion u(t) ∈ U gilt, wobei U eine nichtleere kompakte konvexe Teilmenge
des IRm ist. Daher existiert eine Konstante K > 0, mit der die Ungleichung
|u(t)| ≤ K (6.53)
für fast alle t ∈ [0,∞) gültig bleibt. Dies impliziert
‖u‖pLnp (R+,ν) =
∞∫
0
|u(t)|pν(t)dt ≤ KpV = const, (6.54)
wobei
V =
∞∫
0
ν(t)dt <∞. (6.55)
Die Anwendung der Wachstumsbedingung (6.6) sowie der Ungleichung (6.53) führt
zur folgenden Abschätzung für die Ableitung einer zulässigen Zustandstrajektorie
x(·):
‖x˙‖pLnp (R+,ν) =
∞∫
0
|x˙(t)|pν(t)dt =
∞∫
0
|f(t, x(t), u(t))|pν(t)dt
≤
∞∫
0
(
C1 + C2|x(t)|+ C3|x(t)||u(t)|+ C4|u(t)|
)p
ν(t)dt
≤
∞∫
0
(C1 + (C2 + C3K)|x(t)|+ C4K)pν(t)dt (6.56)
≤ 2p(C1 + C4K)p
∞∫
0
ν(t)dt+ 2p(C2 + C3K)
p
∞∫
0
|β(t)|pν(t)dt
≤ 2p(C1 + C4K)pV + 2p(C2 + C3K)p‖β‖pLnp (R+,ν) = const.
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Die Abschätzung (6.56) erhält man, indem man die elementare Ungleichung
(a+ b)p ≤ 2p(ap + bp), a, b > 0, p ≥ 1 (6.57)
anwendet, die wegen
(a+ b)p ≤ (2max{a, b})p = 2p(max{a, b})p ≤ 2p(ap + bp) (6.58)
gültig ist. Dank der Zustandsbeschränkung (5.6) gilt
‖x‖pLnp (R+,ν) =
∞∫
0
|x(t)|pν(t)dt ≤
∞∫
0
|β(t)|pν(t)dt = ‖β‖Lnp (R+,ν) = const. (6.59)
Auf diese Weise ist die Beschränktheit der zulässigen Menge Z, und folglich auch
ihre schwache Kompaktheit, bewiesen. Der Beweis des Satzes ist somit ebenfalls
abgeschlossen.
Bemerkung 26. (a) Die Zustandsrestriktion (5.6) ist wesentlich für den Nachweis
der Existenz einer optimalen Lösung, denn sie gewährleistet zusammen mit an-
deren Voraussetzungen sowohl die schwache Unterhalbstetigkeit des Funktio-
nals (5.1) als auch die Beschränktheit des zulässigen Bereiches, die sonst nicht
unbedingt gegeben ist, wie es am Beispiel des Ressourcen-Allokationsmodells
später ersichtlich sein wird. Deshalb kann sie nicht ohne weiteres weggelassen
werden.
(b) In dem bewiesenen Existenzsatz ist der Fall p = ∞, der auf den ersten Blick
am wichtigsten erscheint, nicht behandelt worden. Doch schauen wir uns die
Situation genauer an. Die Dichtefunktion ν(·) erzeugt ein endliches Maß auf
IR+, aufgrund dessen die Inklusion L∞(IR+, ν) ⊆ Lp(IR+, ν) für ein 1 ≤ p <∞
gültig ist, und bei der Lösung des Problems (PL∞) für 1 ≤ p < ∞ durchläuft
man auch automatisch alle zulässigen Steuerungen aus dem Raum L∞(IR+, ν).
Das heisst, selbst wenn keine optimale Lösung u(·) aus L∞(IR+, ν) existiert,
wird eine Lösung aus der größeren Menge Lp(IR+, ν) gefunden, wodurch die
Notwendigkeit eines Extrabeweises für p = ∞ entfällt. Würde man dagegen
das Steuerungsproblem in ungewichteten Räumen formulieren, so ist die In-
klusion L∞(IR+) ⊆ Lp(IR+) verletzt4 und die Betrachtung des Falles p = ∞
wäre relevant.
(c) In der Formulierung des Problems (PL∞) wurde die Funktion r(t, ·, v) zwar als
eine C1(IRn) Funktion vorausgesetzt, aber zur Sicherung der Existenz einer
für Problem (PL∞) optimalen Lösung wurde diese Annahme nicht benötigt.
Will man also das genannte Steuerungsproblem nur in Bezug auf die Existenz
einer optimalen Lösung untersuchen, so kann die Forderung r(t, ·, v) ∈ C1(IRn)
abgeschwächt werden.
4Es gilt für 1 < p ≤ q ≤ r ≤ ∞ lediglich die “Höldersche Interpolation“ Lq(IR+) ⊇ Lp(IR+) ∩
Lr(IR+).
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6.2 Vergleich mit bekannten Existenzsätzen
Seit den achtziger Jahren des letzten Jahrhunderts wurde relativ viel Aufmerksam-
keit der Existentheorie gewidmet, so dass verschiedene Existenzsätze für Steuerungs-
probleme mit unendlichem Zeithorizont zustande gekommen sind. Darunter sind un-
ter anderem McShane [71], Baum [13], Balder [12], Dmitruk&Kuz’kina [31],
von Weizsäcker [97],Magill [65], Carlson [19], Takekuma [94], Cesari [25],
Tonelli [95]. Hier werden wir uns aber nur auf drei der erwähnten Existenzsätze
konzentrieren, nämlich auf die in [13], [12] und [31] bewiesenen Sätze.
In [13] arbeitet R. F. Baum mit messbaren Steuerungsfunktionen u(·) und Zu-
standstrajektorien x(·), die auf jedem beschränkten Intervall absolut stetig sind.
Der Vektorraum der Kozustandsfunktionen soll laut bekannter Heuristik, vgl.
Arada&Raymond [4], als Dualraum eines solchen Raumes gewählt werden, in
dem die zulässige Menge ein nichtleeres Inneres besitzt. Diese wichtige Korrespon-
denz zwischen der Zustands- und Kozustandstrajektorie geht jedoch verloren, wenn
man den Raum der absolut stetigen Funktionen ACn[0, T ] als einen Zustandsraum
nimmt. Aus diesem Grund wurden in der vorliegenden Arbeit die gewichteten So-
bolevräume W 1,np (R+, ν) und W 1,nq (IR+, ν1−q) als Zustands- bzw. Kozustandsräume
gewählt.
Des weiteren wird in Baum [13] die so genannte kompakte offene Topologie
benutzt, die die gleichmäßige Konvergenz der zulässigen Zustandstrajektorien auf
kompakten Mengen bedeutet. In dem hier bewiesenen Existenzsatz wird dagegen die
allgemeinere schwache Topologie benutzt, womit die Menge der zulässigen Folgen
viel größer ist. Aus einer schwach konvergenten Folge im gewichteten Sobolevraum
kann man zwar mit Hilfe des Diagonalverfahrens eine Teilfolge entnehmen, die auf
kompakten Mengen gleichmäßig konvergiert. Die gleichmäßige Konvergenz der Folge
selbst ist im Allgemeinen jedoch nicht gegeben. In den Existenzsätzen, die nach dem
Weierstraßschen Schema bewiesen werden, wird die Existenz einer Minimalfolge zwar
postuliert, aber es ist sinnvoll die Topologie, und somit die Menge aller konvergenten
Folgen, so allgemein wie möglich zu halten.
Allerdings wird in dem erwähnten Artikel weder die Konvexität des Integran-
des noch die Linearität der dynamischen Gleichung in der Steuerung vorausgesetzt.
Der in diesem Kapitel bewiesene Satz könnte mit den bekannten Relaxationsmetho-
den auch auf Probleme mit nicht konvexen Integranden erweitert werden. Um die
Übertragung der Schlüsse von endlichen Intervallen auf unendliche zu vermeiden,
haben wir bewusst die Konvergenz der Minimalfolgen auf der gesamten Halbachse
betrachtet.
Die Ergebnisse aus Baum [13] und Takekuma [94] wurden in Balder [12],
Satz 3.6, S. 204, verallgemeinert. Der Autor verfolgt ebenso wie wir das verallgemei-
nerte Weierstraßsche Prinzip, um die Existenz einer optimalen Lösung zu beweisen.
Hier wird mit der allgemeineren schwachen Topologie und den lokal absolut stetigen
Zustandsfunktionen gearbeitet, weshalb der direkte Vergleich der Existenzsätze ei-
gentlich nicht möglich ist, da schon die Problemstellungen sehr unterschiedlich sind.
Nichts desto trotz wird in dem Artikel von E. J. Balder eine sehr allgemeine Klasse
von Steuerungsproblemen mit unendlichem Zeithorizont behandelt, was durch die
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Anwendung des Apparates der mengenwertigen Abbildungen und der Auswahltheo-
reme ermöglicht wurde.
Der Existenzsatz, bewiesen von A. V. Dmitruk und N. V. Kuz’kina in [31], Satz 1,
S. 469 ff., behandelt Steuerungsprobleme mit unendlichem Zeithorizont und einer in
der Steuerung linearen Dynamik, vgl. (6.4). Hierbei wird zwar unendliche Divergenz
des Integrals im Zielfunktional erlaubt und die starke gleichmäßige Integrierbarkeit
der Funktionen{
r−(·, x(·), u(·))ν˜(·)
∣∣∣(x, u) ∈ Zα} , r−(t) = min{r(t), 0} (6.60)
mit
Zα = {(x, u) ∈ Z|J(x, u) ≤ α}, (6.61)
vorausgesetzt in [12], Satz 3.6, S. 205 f., durch die Forderung der Existenz einer
Funktion α(T )→ 0+, T →∞ und einer Zahl T0 mit
T ′′∫
T ′
r(t, x(t), u(t))ν˜(t)dt ≥ −α(T ) (6.62)
für alle T > T0, alle T ′′ > T ′ ≥ T und alle zulässigen Paare (x, u), abgeschwächt.
Aber die Setzung des Raumes ACnloc[0,∞) aller auf den endlichen Teilintervallen
absolut stetigen Funktionen als Zustandsraum sowie die Wahl der einschränken-
den Topologie, nämlich der gleichmäßigen Konvergenz der Zustandsfunktionen x(·)
auf jedem kompakten Interval [0, T ] sowie der Schwach*-Konvergenz der Steuerun-
gen u(·) in L∞,loc(IR+) macht die betrachteten Steuerungsaufgaben von Grund auf
verschieden, was zu der Notwendigkeit des Beweises eines Existenzsatzes für Steue-
rungsprobleme mit unendlichem Zeithorizont, betrachtet in gewichteten Sobolev-
bzw. Lebesgueräumen, geführt hatte.
Kapitel 7
Dualitätstheorie
7.1 Allgemeine Idee der Dualität
Gegeben seien zwei reelle Funktionale f, g; f : X → IR = IR ∪ {−∞,∞},
g : Y → IR = IR∪ {−∞,∞} mit beliebigen Definitionsmengen X und Y . Weiterhin
sei eine so genannte primale Aufgabe (P)
(P) f(x)→ inf! bzgl. aller x ∈ X, (7.1)
(Fu¨r X = ∅ sei inf f(x) = +∞)
sowie eine folgende Aufgabe (D) gegeben:
(D) g(y)→ sup! bzgl. aller y ∈ Y, (7.2)
(Fu¨r Y = ∅ sei sup g(y) = −∞).
Definition 16. (D) ist genau dann ein duales Problem zu dem Problem (P),
wenn die Ungleichung
inf (P) = inf
x∈X
f(x) ≥ sup
y∈Y
g(y) = sup (D) (7.3)
gilt, vgl. Pickenhain [74], S. 1.
Definition 17. Existieren solche xˆ ∈ X und yˆ ∈ Y , dass die letzte Ungleichung zur
Gleichung wird, d.h.
inf (P) = inf
x∈X
f(x) = f(xˆ) = g(yˆ) = sup
y∈Y
g(y) = sup (D), (7.4)
so gilt die starke Dualität zwischen den Aufgaben (P) und (D), vgl. Pickenhain
[74], S. 1 ff.
Die zwei wichtigsten Vorteile, die die Dualitätstheorie mit sich bringt, sind die
folgenden:
Gewinn von hinreichenden Optimalitätsbedingungen. Gilt für ein xˆ ∈ X
die Gleichung sup(D) = f(xˆ), so ist xˆ eine globale Minimalstelle von (P).
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Abschätzungen der Optimalwerte.
∃ xˆ ∈ X, yˆ ∈ Y : g(yˆ) ≤ inf
x∈X
f(x) ≤ f(xˆ). (7.5)
Als nächstes wird die Frage des Aufstellens dualer Aufgaben untersucht.
7.2 Konstruktionsschema für duale Aufgaben
Das nachfolgende Konstruktionsschema, das generell für Steuerungsprobleme mit
Differentialgleichungen erster Ordnung anwendbar ist, und die Dualitätsbegriffe wur-
den Pickenhain [74] entnommen. Der Algorithmus der Aufstellung einer dualen
Aufgabe erfolgt in drei Schritten, die nun ausführlicher beschrieben werden.
Schritt 1: Man gebe eine geeignete Darstellung des zulässigen Bereiches X von
(P) an: X = X0 ∩X1. Die Vorgabe von X0 und X1 wird oft durch die Opti-
mierungsaufgabe vorgeprägt.
Schritt 2: Man definiere eine Menge Y und ein reelles Funktional
Φ(·, ·) : X0 × Y → IR mit folgender Eigenschaft, die Äquivalenzrelation ge-
nannt wird:
inf
x∈X
f(x) = inf
x∈X0
[sup
y∈Y
Φ(x, y)]. (7.6)
Es ist offensichtlich, daß
inf
x∈X0
sup
y∈Y
Φ(x, y) ≥ sup
y∈Y
[ inf
x∈X0
Φ(x, y)] (7.7)
gilt.
Schritt 3: Man setze für ein fixiertes y
g(y) := inf
x∈X0
Φ(x, y). (7.8)
Somit gilt laut dieser Konstruktion folgende Abschätzungskette:
inf
x∈X
f(x)
(7.6)
= inf
x∈X0
[sup
y∈Y
Φ(x, y)]
(7.7)
≥ sup
y∈Y
[ inf
x∈X0
Φ(x, y)]
(7.8)
= sup
y∈Y
g(y), (7.9)
woraus man schließt, dass jede Aufgabe vom Typ
(D) : g˜(y)→ sup! bzgl. y ∈ Y0 ⊂ Y mit g˜(s) ≤ g(s) ∀ s ∈ Y0 (7.10)
dual zur Aufgabe (P) ist.
Bemerkung 27. (a) Das Aufstellen der dualen Aufgabe erfordert das Lösen einer
Optimierungsaufgabe. Die Menge Y und das Funktional Φ(x, y) sind so zu
wählen, das dies einfacher als das Lösen der Ausgangsaufgabe ist.
(b) In der Auswahl der Mengen X0, X1, Y und des Funktionals Φ hat man viele
Freiheitsgrade. Deshalb sind mehrere Dualitätstheorien entstanden.
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7.3 Dualität für Steuerungsprobleme
Betrachtet wird zunächst das folgende Steuerungsproblem (PT ) mit endlichem Zei-
tintervall: Minimiere das Funktional
JT (x, u) =
T∫
0
r(t, x(t), u(t))dt (7.11)
über alle Paare
(x, u) ∈ W 1,np [0, T ]× Lmp [0, T ], p ≥ 1, (7.12)
die die Bedingungen
x˙(t) = f(t, x(t), u(t)) (∀) t ∈ [0, T ]; (7.13)
x(t) ∈ Z(t) (∀) t ∈ [0, T ]; (7.14)
x(0) = x0; (7.15)
u(t) ∈ U(t) ⊆ U − kompakt (7.16)
erfüllen. Die Funktionen r(t, ξ, v) : IR+ × IRn × IRm → IR und f(t, ξ, v) : IR+ × IRn ×
IRm → IRn werden als stetig in t und v sowie stetig differenzierbar in ξ vorausgesetzt.
7.3.1 Dualitätskonzept von Klötzler
Der Grundgedanke dieses Dualitätskonzeptes geht auf die Weylsche Feldtheorie zu-
rück. Zu einem zu minimierenden Funktional wird in einer Umgebung des Kandidat-
prozesses im (t, ξ) – Raum ein nur von den Randbedingungen an x(·) abhängendes
“invariantes Integral“ konstruiert, deren Werte unter gewissen Nebenbedingungen
an den Integranden unter den Zielfunktionalswerten liegen, vgl. Klötzler [51],
S. 158 ff. Das Konzept selbst entstand vor allem aus Mangel an einem systemati-
schen analytischen Zugang zur Behandlung von Aufgaben mit Ungleichungsrestrik-
tionen, darunter vielen geometrischen Optimierungsaufgaben, und Notwendigkeit
des Auffindens von globalen optimalen Lösungen zu diesen, was selbst im eindimen-
sionalen Fall mit dem Pontrjaginschen Maximumprinzip noch recht schwierig und
meistens nur lokal möglich war. Für mehrdimensionale Steuerungsprobleme wurde
das Pontrjaginsche Maximumprinzip zu dem Zeitpunkt noch gar nicht bewiesen, vgl.
Klötzler [53], S. 451. Die erste Auffassung des Konzeptes findet sich in Klötz-
ler [52] und wird für Steuerungsprobleme mit mehrfachem Integral formuliert. In
einer späteren Arbeit [53] vom selben Autor ist eine reifere Variante des Konzep-
tes vorzufinden, woraus hier zitiert wird. Entsprechende Änderungen für den Fall
eines einfachen Integrals werden dabei mitberücksichtigt. Bei der Einführung des
Dualitätskonzeptes für das Steuerungsproblem (PT ) folgen wir wiederum dem Kon-
struktionsschema aus dem Unterkapitel 7.1 und verwenden den Satz 1, S. 453, aus
Klötzler [53].
Schritt 1: Folgend dem ersten Schritt des Schemas ist der zulässige Bereich X zu
98 KAPITEL 7. DUALITÄTSTHEORIE
dem Problem (PT ) als Durchschnitt zweier Mengen X0 und X1 darzustellen. In die
Menge X0 werden alle Paare (x, u) aufgenommen, die allen Nebenbedingungen des
Problems (PT ) genügen, bis auf die Zustandsgleichung (7.13). In der Menge X1 wer-
den alle Paare (x, u) enthalten sein, die in der Regularitätsklasse (7.12) sind und die
Zustandsgleichung erfüllen. Insgesamt gilt also
X0 =
{
(x, u)
∣∣∣∣ x ∈ W 1,np [0, T ], x(t) ∈ Z(t), ∀t ∈ [0, T ], x(0) = x0u ∈ Lmp [0, T ], u(t) ∈ U(t) (∀) t ∈ [0, T ]
}
(7.17)
sowie
X1 =
{
(x, u)
∣∣∣∣ x ∈ W 1,np [0, T ], x˙(t)− f(t, x(t), u(t)) = 0u ∈ Lmp [0, T ], (∀) t ∈ [0, T ]
}
. (7.18)
Schritt 2: In diesem Schritt sind nun die Menge Y und das Funktional Φ festzulegen.
Nach dem Dualitätskonzept von Klötzler ist Y die Menge der Funktionen S, die im
folgenden Sinne stückweise stetig differenzierbar sind: es existiert eine Zerlegung des
Zeitintervalls [0, T ] in endlich viele Teilintervalle
[0, t1], · · · [ti−1, ti], · · · [tk−1, tk] mit 0 < t1 < t2... < tk = T , so daß S ∈ C1[Zi]∩C0[Z¯i]
gilt, wobei Zi = {(t, ξ) | ξ ∈ Z(t), t ∈ (ti−1, ti)} gilt, vgl. Klötzler [53], S. 453. Als
Funktional Φ wählt man das erweiterte Lagrangesche Funktional, das, wie wir gleich
zeigen werden, der Äquivalenzforderung genügt. Der Einfachheit halber bezeichnen
wir das Paar (x, u) mit einer neuen Variablen ς und betrachten das Lagrangesche
Funktional Φ(ς, S):
Φ(ς, S) = JT (ς) + 〈∂ξS, x˙− f〉L2[0,T ] = (7.19)
=
T∫
0
r(t, x(t), u(t))dt+
T∫
0
∂ξS(t, x(t))
T [x˙(t)− f(t, x(t), u(t))]dt.
Hier wurde zu dem zu minimierenden Funktional JT ein auf dem zulässigen Bereich
invariantes Funktional addiert, das den Wert 0 hat. Dies ist der bekannte Königsweg
von Carathéodory.
Wir prüfen nun, ob das so eingeführte Funktional die Äquivalenzforderung
inf
ς∈X
JT (ς) = inf
ς∈X0
sup
S∈Y
Φ(ς, S) (7.20)
erfüllt. Zunächst behaupten wir, daß
sup
S∈Y
Φ(ς, S) =
{
JT (ς) , ς ∈ X1
∞ , ς /∈ X1. (7.21)
und beweisen dies. Gilt 〈∂ξS, x˙− f〉L2[0,T ] = α 6= 0 für ein S ∈ Y , dann folgt k·S ∈ Y
für alle k ∈ N, und somit 〈∂ξ(k · S), x˙− f〉L2[0,T ] = k · α. Es ergibt sich also
sup
S∈Y
〈∂ξS, x˙− f〉L2[0,T ] = +∞. (7.22)
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Ist 〈∂ξS, x˙− f〉L2[0,T ] = 0 für alle S ∈ Y , so hat man mit S(t, ξ) = a(t) + y(t)T (ξ −
x∗(t)), S ∈ Y die Gleichung
〈y, x˙− f〉L2[0,T ] = 0 (7.23)
für alle y ∈ C1[0, T ]. Damit gilt
x˙(t)− f(t, x(t), u(t)) = 0 (7.24)
fast überall auf [0, T ], bzw. ς ∈ X1. Dies liefert sup
S∈Y
Φ(ς, S) = JT (ς) genau dann,
wenn ς ∈ X1. Die Gleichheit (7.21) ist somit bewiesen. Die Gültigkeit der Äquiva-
lenzforderung
inf
ς∈X0
[sup
S∈Y
Φ(ς, S)] = inf
X0∩X1
JT (ς) = inf
ς∈X
JT (ς) (7.25)
folgt unmittelbar aus der bewiesenen Gleichheit (7.21).
Schritt 3: Wir betrachten die Funktion g : Y → IR mit
g(S) = inf
ς∈X0
Φ(ς, S) = inf
ς∈X0

T∫
0
r(t, x(t), u(t))dt
+
T∫
0
∂ξS(t, x(t))
T x˙(t)dt (7.26)
−
T∫
0
∂ξS(t, x(t))
Tf(t, x(t), u(t))dt
 .
Unter Verwendung der Pontrjaginschen Funktion
H(t, ξ, v, η, 1) = −λ0r(t, ξ, v) + ηTf(t, ξ, v) (7.27)
erhält man:
g(S) = inf
ς∈X0
−
T∫
0
(H(t, x(t), u(t), ∂ξS(t, x(t))) + ∂tS(t, x(t)))dt (7.28)
+
T∫
0
[∂tS(t, x(t)) + ∂ξS(t, x(t))
T x˙(t)]dt

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= inf
ς∈X0
−
T∫
0
(H(t, x(t), u(t), ∂ξS(t, x(t))) + ∂tS(t, x(t)))dt
+
k−1∑
i=0
 ti+1∫
ti
[∂tS(t, x(t)) + ∂ξS(t, x(t))
T x˙(t)]dt

= inf
ς∈X0
−
T∫
0
(H(t, x(t), u(t), ∂ξS(t, x(t))) + ∂tS(t, x(t)))dt
+ S(T, x(T ))− S(0, x(0)) +
k−1∑
i=1
(S(ti − 0, x(ti))− S(ti + 0, x(ti)))
}
.
Wir betrachten nun statt g(S) eine untere Schranke g˜(S), das heisst es gilt
g˜(S) ≤ g(S), ∀S ∈ Y. (7.29)
Dazu wird die Hamiltonfunktion
H(t, ξ, η) = sup
v∈U(t)
H(t, ξ, v, η, λ0 = 1). (7.30)
herangezogen. Wir schränken nun die Menge S ∈ Y auf die Menge S ∈ Y˜ ⊂ Y ein,
wobei die Menge Y˜ folgendermaßen beschrieben werden kann:
S ∈ Y˜ ⇐⇒
{
Λ(t, ξ) = ∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) ≤ 0
∀(t, ξ) ∈ Zi, i = 1, . . . , n
}
. (7.31)
Mit Λ(t, ξ) wird hier der Defekt der Hamilton-Jacobischen Gleichung bezeichnet und
somit gehört ein S ∈ Y genau dann der Menge Y˜ an, wenn der Defekt Λ(t, ξ) auf
allen Zi nichtpositiv ist, also wenn die so genannte Hamilton-Jacobische Ungleichung
(rechte Seite von (7.31)) erfüllt ist. Jetzt kann man die Funktion g(S) für alle S ∈ Y˜
nach unten abschätzen, vgl. Klötzler [53], S. 454:
g(S) ≥ inf
ς∈X0
{0 + S(T, x(T ))− S(0, x(0))+
+
k−1∑
i=1
(S(ti − 0, x(ti))− S(ti + 0, x(ti)))
}
=: g˜(S). (7.32)
Da die Komponente u von ς in der Bestimmung des Infimums keine Rolle spielt und
zu jedem β = (β1, . . . , βk) ∈ IRnk eine Funktion ζ(·) ∈ W 1,np [0, T ] mit
ζ(0) = x0, ζ(ti) = βi, i = 1, . . . , k, (7.33)
existiert, führen wir die Menge
Q =
{
β = (β1, . . . , βk−1, βT ) ∈ IRnk
∣∣∣ βi ∈ Z(ti), i = 1, . . . , k − 1
βT ∈ Z(T )
}
(7.34)
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ein und schreiben die in (7.32) definierte Funktion g˜(S) wie folgt um:
g˜(S) = inf
β∈Q
{S(T, βT )− S(0, x0)+
+
k−1∑
i=1
(S(ti − 0, βi)− S(ti + 0, βi))}. (7.35)
Laut Konstruktionsschema ist die Aufgabe (DKT) der Gestalt
(DKT) :

g˜(S)→ max! bzgl. S ∈ Y˜ , wobei
S ∈ Y˜ ⇐⇒
{
Λ(t, ξ) = ∂tS(t, ξ(t)) +H(t, ξ, ∂ξS(t, ξ(t))) ≤ 0
∀(t, ξ) ∈ Zi
}
g˜(S) = inf
β∈Q
{S(T, βT )− S(0, x0)+
+
k−1∑
i=1
(S(ti − 0, βi)− S(ti + 0, βi))
}
(7.36)
dual zum Problem (PT ). Anhand der vorgestellten dualen Aufgabe lässt sich folgen-
der Satz ableiten, der hinreichende Bedingungen für die Optimalität eines Prozesses
liefert, vgl. Klötzler [53], S. 454.
Satz 29. Ein zulässiges Paar (x∗, u∗) ist ein globales Minimum von (PT ), falls ein
S∗ ∈ Y˜ existiert, mit dem folgende Bedingungen erfüllt sind:
(M) H(t, x∗(t), ∂ξS∗(t, x∗(t))) = H(t, x∗(t), u∗(t), ∂ξS∗(t, x∗(t)), 1); (7.37)
(HJ) ∂tS
∗(t, x∗(t)) +H(t, x∗(t), ∂ξS∗(t, x∗(t))) = 0; (7.38)
(R)
g˜(S∗) = S∗(T, x∗(T ))− S∗(0, x∗(0))+
+
k−1∑
i=1
(S∗(ti − 0, x∗(ti))− S∗(ti + 0, x∗(ti))).
(7.39)
Unter (HJ) versteht man die Hamilton-Jacobische Differentialgleichung, die zusam-
men mit der Maximumbedingung (M) fast überall auf [0,T] erfüllt sein soll.
Beweis: Unter den gemachten Voraussetzungen kann für (x∗, u∗) und S∗ ∈ Y˜ mit
Hilfe der Definitionen der Pontrjaginschen- und Hamiltonfunktion aus (7.27), (7.30)
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folgende Gleichungskette hergeleitet werden:
g˜(S∗)
(R)
= S∗(T, x∗(T ))− S∗(0, x∗(0))
+
k−1∑
i=1
(S∗(ti − 0, x∗(ti))− S∗(ti + 0, x∗(ti)))
=
T∫
0
(∂tS
∗(t, x∗(t)) + ∂ξS∗(t, x∗(t))Tf(t, x∗(t), u∗(t)))dt
(M),(HJ)
=
T∫
0
(∂tS
∗(t, x∗(t)) + ∂ξS∗(t, x∗(t))Tf(t, x∗(t), u∗(t)))dt−
−
T∫
0
(∂tS
∗(t, x∗(t)) +H(t, x∗(t), u∗(t), ∂ξS∗(t, x∗(t))))dt
=
T∫
0
r(t, x∗(t), u∗(t))dt = JT (x∗, u∗).
Die Bedingungen (M), (HJ) und (R) liefern also die starke Dualität JT (x∗, u∗) =
g˜(S∗). Somit ist das Paar (x∗, u∗) das globale Minimum von (PT ).
Der letzte Satz und die bewiesene Dualitätsrelation zwischen den Problemen
(PT ) und (DKT ) bilden die technische Grundlage einer häufig erfolgreichen Heuristik
zur Ermittlung von optimalen Lösungen zu (PT ), vgl. Klötzler [53], S. 454. Man
wählt dazu Ansätze für die duale Variable S, also für die Funktion S(t, ξ). In vielen
Fällen reicht es schon aus, eine in ξ lineare oder quadratische Funktion zu nehmen.
Bemerkung 28. Das Klötzlersche Konzept der Dualität erlaubt eine Charakterisie-
rung der Lösung der primalen Aufgabe (PT ) in Termen der Lösungen der Hamilton-
Jacobischen partiellen Differentialgleichung bzw. – ungleichung, die nicht zwingend
existieren müssen. Infolge dessen wurden zahlreiche Techniken zur Auffindung der
verallgemeinerten Lösungen der Hamilton-Jacobischen Differentialgleichung entwi-
ckelt, beispielsweise in Clarke&Vinter [29], Lions [61] und Vinter&Wolenski
[99].
7.3.2 Zusammenhang mit der Fenchel-Rockafellarschen Dua-
lität
Hier folgen wir nicht den Originalarbeiten von T. Rockafellar, sondern der Arbeit
Pickenhain [74], in der die Zusammenhänge zwischen den beiden Dualitätskonzep-
ten untersucht worden sind. Unter speziellen Voraussetzungen an die untersuchte
Aufgabenklasse und den Ansatz S aus dem Dualitätskonzept von Klötzler konn-
te in der genannten Arbeit die Äquivalenz der dualen Aufgaben bewiesen werden.
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Bevor wir das Konstruktionsschema anwenden, um die duale Aufgabe nach Fenchel-
Rockafellar aufzubauen, wird das Problem (PT ) in ein Variationsproblem (V) trans-
formiert, vgl. [74], S. 2:
LT (x, u) =
T∫
0
l(t, x(t), x˙(t))dt→ min! (7.40)
über alle x ∈ X = {x ∈ W 1,np [0, T ] |x(0) = x0, }. Dabei ist der Integrand l : IR+ ×
IRn × IRn → IR durch
l(t, ξ, w) :=
{
inf{r(t, ξ, v) | v ∈ U mitw = f(t, ξ, v)} , (t, ξ) ∈ IR+ × Z(t)
∞ , sonst (7.41)
definiert. Der Aufbau eines dualen Problems erfolgt in Rockafellar [87] für das
Problem (V). Ist das Problem (V) konvex im Sinne von Ekeland&Temam [33],
S. 113, so sind die Probleme (PT ) und (V) äquivalent im Sinne der Gleichheit von
Infima, vgl. [87] und [73]. Das Konstruktionsschema wird aus diesem Grund auf (PT )
wie folgt angewendet.
Schritt 1: Die Setzung der Mengen X0 und X1 ist identisch mit dem Fall der
Klötzlerschen Dualität, also
X0 =
{
(x, u)
∣∣∣∣ x ∈ W 1,np [0, T ], x(t) ∈ Z(t) ,∀t ∈ [0, T ], x(0) = x0u ∈ Lmp [0, T ], u(t) ∈ U(t), (∀) t ∈ [0, T ]
}
(7.42)
sowie
X1 =
{
(x, u)
∣∣∣∣ x ∈ W 1,np [0, T ], x˙i(t)− fi(t, x(t), u(t)) = 0u ∈ Lmp [0, T ], (∀) t ∈ [0, T ]
}
. (7.43)
Schritt 2: Die Rolle des Funktionals Φ spielt hier das klassische Lagrange Funk-
tional
Φ(x, u, S) = JT (x, u) +
n∑
i=1
〈x˙i(·)− fi(·, x, u), ∂ξiS(·, x(·))〉, (7.44)
wobei S(·) ∈ Lnq [0, T ], 1/p + 1/q = 1 und 〈·, ·〉 die bilineare kanonische Ver-
knüpfung über Lp[0, T ]× [Lp[0, T )]∗ bezeichnet.
Schritt 3: Die duale Aufgabe (DRocT ) kann mit Hilfe der Pontrjaginschen Funktion
H(t, ξ, v, η, 1) : IR+ × IRn × IRm × IRn → IR mit
H(t, ξ, v, η) = −r(t, ξ, v) +
n∑
i=1
ηTi fi(t, ξ, v) (7.45)
sowie der Hamiltonfunktion H(t, ξ, η) : IR+ × IRn × IRn → IR
H(t, ξ, η) = sup
v∈U
H(t, ξ, v, η) (7.46)
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folgendermaßen formuliert werden:
(DRocT ) : −
T∫
0
(
sup
ξ∈Z(t)
{H(t, ξ,−y(t))− y0(t)T ξ}
)
dt
− sup
ζ∈X

T∫
0
(
y0(t)
T ζ(t) +
n∑
i=1
yi(t)ζi(t)
)
dt
 −→ sup! (7.47)
bezüglich aller (y0, y) ∈ Ln+1q [0, T ], vgl. Pickenhain [74], S. 2.
Bemerkung 29. Liegt ein konvexes Steuerungsproblem (PT ) vor und wird noch
eine zusätzliche Regularitätsforderung y(·) ∈ W 1,n∞ [0, T ] gestellt, so stimmen die
dualen Aufgaben (DRocT ) und (DKT ) überein, wenn man einen linearen dualen Ansatz
S(t, ξ) = a(t) + y(t)T ξ macht, vgl. Pickenhain [75], S. 282.
In dem nächsten Abschnitt wird die Dualitätstheorie im Sinne von Klötzler für
Steuerungsprobleme mit unendlichem Zeithorizont unter Berücksichtigung der Wahl
der gewichteten Räume in der Problemstellung entwickelt.
7.4 Dualitätstheorie in gewichteten Sobolevräumen
Nun kehren wir zu Steuerungsproblemen mit unendlichem Zeithorizont zurück und
entsinnen uns, dass die allgemeine zu betrachtende Aufgabe von folgender Gestalt
war: Minimiere das Funktional
JL∞(x, u) = L -
∞∫
0
r(t, x(t), u(t)) ν˜(t) dt (7.48)
bezüglich aller Paare (x, u), die den Nebenbedingungen
(x, u) ∈ W 1,np (R+, ν)× Lmp (R+, ν) ; (7.49)
x˙(t) = f(t, x(t), u(t)), (∀) t > 0; (7.50)
u(t) ∈ U ⊂ Comp(Rm) (∀) t > 0; (7.51)
|x(t)| ≤ β(t), ∀ t > 0, mit β(·) ∈ L1p(R+, ν); (7.52)
x(0) = x0 (7.53)
genügen. Dabei wurden die Funktionen r(t, ξ, v) : IR+ × IRn × IRm → IR, f(t, ξ, v) :
IR+×IRn×IRm → IRn als stetig in allen ihren Argumenten vorausgesetzt. Ausserdem
wurde r(t, ξ, v) im zweiten und dritten Argument als stetig differenzierbar angenom-
men. Hier interpretieren wir das Integral im Zielfunktional im Lebesgueschen Sinne
und setzen deshalb (PL∞) = (P∞). Zur Diskussion der Problemstellung siehe auch
Unterkapitel 2.2.
Da während des Aufstellens eines dualen Problems zum Ursprungsfunktional ein
invariantes Funktional in Form eines Skalarproduktes im L2(IR+) addiert wurde,
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benennen wir an dieser Stelle einige Zusammenhänge zwischen den Skalarproduk-
ten in verschiedenen Räumen. Für x(·) ∈ Lnp (IR+, ν) und y(·) ∈ Lnq (IR+, ν1−q) mit
1/p + 1/q = 1 definiert das Skalarprodukt  x, y  im Ln2 (IR+) eine stetige Bilie-
arform, denn es gilt
|  x, y  | ≤
∞∫
0
|x(t)|ν1/p(t)|y(t)|ν−1+1/q(t)dt
≤ ‖x‖Lnp (IR+,ν)‖y‖Lnq (IR+,ν1−q). (7.54)
Insbesondere für p = 2 hat man [Ln2 (IR
+, ν)]∗ = Ln2 (IR
+, ν) dank dem Rieszschen
Darstellungssatz, vgl. Elstrodt [34], S. 279. Die Skalarprodukte in Ln2 (IR
+, ν) und
Ln2 (IR
+) stehen also in folgender Relation zueinander. Für ein x(·) ∈ Ln2 (IR+, ν) und
ein y(·) ∈ Ln2 (IR+, ν−1) existiert es ein yˆ(·) ∈ Ln2 (IR+, ν) mit
〈x, yˆ〉Ln2 (IR+,ν) = x, y Ln2 (IR+) (7.55)
und
yˆ(t) =
y(t)
ν(t)
∀ t ∈ IR+. (7.56)
Bemerkung 30. Bekanntlich gilt die Inklusion Lnp (IR
+, ν) ⊆ Lnq (IR+, ν) für alle
p ≥ q, vgl. Elstrodt [34], Satz 2.10, S. 232, d.h. es gibt eine Konstante C > 0 1
mit
‖x‖Lnq (IR+,ν) ≤ C ‖x‖Lnp (IR+,ν) . (7.57)
Bevor wir mit der Konstruktion der dualen Aufgabe beginnen, beweisen wir das
folgende
Lemma 10. 2 Sei (x∗, u∗) ein zulässiges Paar zu (P∞) und S(t, ξ) : IR+ × IRn → IR
sei eine in ξ quadratische Funktion der Gestalt
S(t, ξ) = a(t) + y(t)T (ξ − x∗(t)) + 1/2(ξ − x∗(t))TQ(t)(ξ − x∗(t)), (7.58)
mit a(·) ∈ W 11 (IR+) ∩ PC1(IR+); y(·) ∈ W 1,nq (IR+, ν1−q) ∩ PC1(IR+) und einer sym-
metrischen Matrixfunktion Q(·) ∈ W 1,n×n∞ (IR+, ν−1) ∩ PC1(IR+). Weiterhin gelte
p ≥ q.
Dann sind für alle x(·) ∈ W 1,np (IR+, ν) mit x(0) = x0 die Bedingungen
lim
T→∞
S(T, x(T )) = 0; (7.59)
∞∫
0
d
dt
S(t, x(t))dt = −S(0, x0) (7.60)
1Es gilt C = (µν(IR+))1/q−1/p.
2Vgl. Pickenhain&Lykina [78], Lemma 1, S. 221.
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erfüllt.
Beweis: Wir schätzen ab
∞∫
0
|S(t, x(t))| dt ≤
∞∫
0
|a(t)| dt+
∞∫
0
∣∣y(t)T (x(t)− x∗(t))∣∣ dt
+
1
2
∞∫
0
∣∣(x(t)− x∗(t))TQ(t)(x(t)− x∗(t))∣∣ dt. (7.61)
Die Anwendung der Hölderschen Ungleichung in den letzten zwei Summanden führt
zu
∞∫
0
|S(t, x(t))| dt ≤ ‖a‖L1(IR+)
+
 ∞∫
0
|y(t)|q ν1−q(t)dt
1/q ·
 ∞∫
0
|x(t)− x∗(t)|p ν(t)dt
1/p
+
1
2
 ∞∫
0
|(x(t)− x∗(t))|p ν(t)dt
1/p · (7.62)
·
 ∞∫
0
|Q(t)(x(t)− x∗(t))|q ν1−q(t)dt
1/q .
Zusätzlich schätzen wir folgendes ab:
‖Q(x− x∗)‖q
Lnq (IR
+,ν1−q) =
∞∫
0
|Q(t)(x− x∗)(t)|q ν1−q(t)dt
≤ 2q
∞∫
0
(
nmax
i,j
ess sup
t≥0
|Qi,j(t)|
ν(t)
)q
|(x− x∗)(t)|q ν(t)dt
≤ 2q ‖Q‖q
Ln×n∞ (IR+,ν−1)
· ‖x− x∗‖q
Lnq (IR
+,ν)
(7.63)
≤
(
2C ‖Q‖Ln×n∞ (IR+,ν−1) · ‖x− x∗‖Lnp (IR+,ν)
)q
,
welches durch Beachtung der Abschätzung für ‖x− x∗‖Lnq (IR+,ν) aus (7.57) hervor-
geht. Insgesamt erhält man
∞∫
0
|S(t, x(t))| dt ≤ ‖a‖L1(IR+) + ‖y‖Lnq (IR+,ν1−q) · ‖x− x
∗‖Lnp (IR+,ν)
+
1
2
‖x− x∗‖Lnp (IR+,ν) · ‖Q(x− x
∗)‖Lnq (IR+,ν1−q)
≤ ‖a‖L1(IR+) + ‖y‖Lnq (IR+,ν1−q) · ‖x− x
∗‖Lnp (IR+,ν) (7.64)
+ C ‖x− x∗‖2Lnp (IR+,ν) · ‖Q‖Ln×n∞ (IR+,ν−1) <∞.
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Aus der Existenz und Endlichkeit des Integrals
∞∫
0
|S(t, x(t))| dt folgt (7.59), denn
lim
T→∞
T∫
0
S(t, x(t))dt = lim
T→∞
 T−1∫
0
S(t, x(t))dt+
T∫
T−1
S(t, x(t))dt

= lim
T→∞
T∫
0
S(t, x(t))dt+ lim
τ→∞
S(τ, x(τ)), (7.65)
wobei τ eine reelle Zahl aus [T −1, T ] ist. Auf ähnliche Weise kann die Existenz und
Endlichkeit des Integrals
∞∫
0
∣∣∣dS(t,x(t))dt ∣∣∣ dt gezeigt werden. Die Bedingung (7.60) läßt
sich dann mittels (7.59) ableiten.
Lässt man auch Unstetigkeiten der Komponenten des dualen Ansatzes S zu, so kann
das folgende Lemma bewiesen werden.
Lemma 11. Sei (x∗, u∗) ein zulässiges Paar zum Problem (P∞),
IR+ =
r⋃
i=0
[τi, τi+1), τ0 := 0, τr+1 :=∞ (7.66)
eine Zerlegung des unendlichen Intervalls [0,∞) und S(t, ξ) : R+×Rn → R sei eine
Funktion der Gestalt
S(t, ξ) = a(t) + y(t)T (ξ − x∗(t)) + (ξ − x∗(t))TQ(t)(ξ − x∗(t)) (7.67)
mit a(·) ∈ W 11 [τr,∞); y(·) ∈ W 1,nq ([τr,∞), ν1−q) und einer symmetrischen Matrix-
funktion Q(·) ∈ W 1,n×n∞ ([τr,∞), ν−1), so dass darüber hinaus
y(·), Q(·) ∈ C1(τi, τi+1)∩C0[τi, τi+1] für alle i = 0, . . . , r gilt.3 Ferner sei p ≥ q. Dann
gelten für alle Funktionen x(·) ∈ W 1,np (R+, ν) mit x(0) = x0 die Bedingungen:
lim
T→∞
S(T, x(T )) = 0; (7.68)
∞∫
0
d
dt
S(t, x(t))dt = −S(0, x0) +
r∑
i=1
(S(τi − 0, x(τi))− S(τi + 0, x(τ))) . (7.69)
Beweis: Der Beweis erfolgt analog zu dem vorangegangenen Lemma 10.
Wir erinnern uns an die Definition der Hamiltonfunktion
H(t, ξ, η) = sup
v∈U
H(t, ξ, v, η) (7.70)
3Es ist gemeint, dass jede Komponente der Matrixfunktion Q(·) dieser Bedingung genügt. Auf
dem Intervall [τr,∞) kann die Forderung y(·), Q(·) ∈ C0[τr,∞) weggelassen werden, da sie aufgrund
der Eigenschaften von Sobolevräumen erfüllt ist. Für jede Funktion u(·) ∈ W 1p [a, b] kann man
stets einen stetigen Repräsentanten aus derselben Äquivalenzklasse finden, vgl. Dacorogna [30],
Lemma 1.38, S.32.
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sowie der Pontrjaginschen Funktion4
H(t, ξ, v, η) = −r(t, ξ, v) + 1
ν˜(t)
< η, f(t, ξ, v) > . (7.71)
Ferner definiere man die Mengen
G(t) = {ξ ∈ IRn | |ξ| ≤ β(t)} , (7.72)
R(t) =
{
ξ ∈ IRn
∣∣∣∣ ∃ (x, u) ∈ W 1,np (R+, ν)× Lmp (R+, ν)mitξ = x(t), x˙(t) = f(t, x(t), u(t)), u(t) ∈ U, x(0) = x0
}
(7.73)
und
Y∞ =

S : IR+ × IRn → IR
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S(t, ξ) = a(t) + y(t)T (ξ − x∗(t))
+ 1
2
(ξ − x∗(t))TQ(t)(ξ − x∗(t))
a ∈ W 11 (IR+) ∩ PC1(IR+)
y ∈ W 1,nq (IR+, ν1−q) ∩ PC1(IR+)
Q ∈ W 1,n×n∞ (IR+, ν−1) ∩ PC1(IR+)
Q− symmetrisch
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) ≤ 0
∀(t, ξ) ∈ IR+ × (G(t) ∩R(t))

.(7.74)
Wir wenden das in Unterkapitel 7.3.1 beschriebene Schema für die Konstruktion
dualer Aufgaben an, um das Dualproblem (D∞) aufzustellen, und anhand dieses
beweisen wir die schwache Dualitätsrelation zwischen (P∞) und (D∞).
Satz 30 (Schwacher Dualitätssatz). Sei ein Steuerunsproblem vom Typ (P∞)
gegeben. Dann gilt für das Steuerungsproblem (D∞):
g∞(S) := −S(0, x0)→ sup! bzgl. aller S ∈ Y∞ (7.75)
die schwache Dualitätsungleichung
inf(P∞) ≥ sup(D∞). (7.76)
Definition 18. Ein in ξ quadratischer Ansatz S heisst zulässig in der Aufgabe
(D∞), falls S ∈ Y∞ gilt.
Beweis: Seien (x, u) und S zulässig in (P∞) bzw. (D∞), d.h. S ∈ Y∞. Die folgende
4Hier wird die Pontrjaginsche Funktion H(·, ·, ·, ·, ·, ·) mit
H(λ0, t, ξ, v, η) = −λ0r(t, ξ, v) + 1ν˜(t) < η, f(t, ξ, v) > im Normalfall, d.h. λ0 = 1, betrachtet. In
den nachfolgenden Kapiteln wird das Eintreten des anormalen Falls λ0 = 0 durch eine Regulari-
tätsbedingung ausgeschlossen.
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Kette von Abschätzungen liefert die Behauptung des Satzes:
J(x, u) =
∫ ∞
0
r(t, x(t), u(t))ν˜(t)dt =
=
∫ ∞
0
(−H(t, x(t), u(t), ∂ξS(t, x(t)))) ν˜(t)dt
+
∫ ∞
0
(
∂ξS(t, x(t))
ν˜(t)
f(t, x(t), u(t))
)
ν˜(t)dt
=
∫ ∞
0
(
−H(t, x(t), u(t), ∂ξS(t, x(t)))− ∂tS(t, x(t))
ν˜(t)
)
ν˜(t)dt
+
∫ ∞
0
(
∂tS(t, x(t))
ν˜(t)
+
∂ξS(t, x(t))
ν˜(t)
x˙(t)
)
ν˜(t)dt
≥ −
∫ ∞
0
(
H(t, x(t), ∂ξS(t, x(t))) + ∂tS(t, x(t))
ν˜(t)
)
ν˜(t)dt
+
∫ ∞
0
(∂tS(t, x(t)) + ∂ξS(t, x(t))x˙(t)) dt
≥ −
∫ ∞
0
sup
ξ∈G(t)∩R(t)
{(
H(t, ξ, ∂ξS(t, ξ)) + ∂tS(t, ξ)
ν˜(t)
)}
ν˜(t)dt (7.77)
+
∫ ∞
0
(∂tS(t, x(t)) + ∂ξS(t, x(t))x˙(t)) dt
≥
∫ ∞
0
d
dt
S(t, x(t))dt = lim
T→∞
∫ T
0
d
dt
S(t, x(t))dt
= lim
T→∞
S(T, x(T ))− S(0, x(0)) = −S(0, x0).
Bemerkung 31. (a) In der Abschätzung (7.77) wurde die Zulässigkeit des Paares
(x, u) ausgenutzt, um die daraus resultierende Tatsache x(t) ∈ (G(t) ∩ R(t))
für alle t > 0 abzuleiten, wobei R(t) die Erreichbarkeitsmenge zum Zeitpunkt
t bezeichnet.
(b) Offenbar kann jedem Ansatz S(t, ξ) für die duale Variable ein Triple (a, y,Q)
zugeordnet werden, das die eigentliche Entscheidungsvariable des Dualpro-
blems (D∞) darstellt, aber der Einfachheit halber benutzen wir die Bezeich-
nung S ∈ Y∞.
Für den Fall unstetiger Komponenten des Ansatzes S betrachten wir eine Zerlegung
des Intervalls [0,∞) :
IR+ =
r⋃
i=0
[τi, τi+1), τ0 := 0, τr+1 :=∞ (7.78)
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und definieren die Menge der Funktionale
Y G∞ =

S : R+ × Rn
→ R
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S(t, ξ) = a(t) + y(t)T (ξ − x∗(t))
+ 1
2
(ξ − x∗(t))TQ(t)(ξ − x∗(t))
a ∈ W 11 ([τr,∞)) ∩ C0[τi, τi+1] ∩ C1(τi, τi+1)
y ∈ W 1,nq ([τr,∞), ν1−q) ∩ C0[τi, τi+1] ∩ C1(τi, τi+1)
Q ∈ W 1,n×n∞ ([τr,∞), ν−1) ∩ C0[τi, τi+1] ∩ C1(τi, τi+1)
Q− symmetrisch, i = 0, . . . , r
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) ≤ 0
∀(t, ξ) ∈ (IR+\{τ1, . . . , τr})× (G(t) ∩R(t))

.
Analog zum Problem (D∞) kann nun das duale Problem (DG∞) konstruiert werden
und wir beweisen den
Satz 31 (Schwacher Dualitätssatz, allgemein). Gegeben sei ein Steuerungs-
problem des Typs (P∞). Dann gilt für das Problem (DG∞) der Maximierung der
Funktion
gG∞(S) : = −S(0, x0) + inf
β∈Γ
{
r∑
i=1
(S(τi − 0, βi)− S(τi + 0, βi))
}
; (7.79)
Γ = {β = (β1, . . . , βr) ∈ Rrn|βi ∈ G(τi) ∩R(τi)} (7.80)
bezüglich aller Funktionale S ∈ Y G∞ die schwache Dualitätsrelation
inf (P∞) ≥ sup (DG∞). (7.81)
Definition 19. Ein in ξ quadratischer Ansatz S heisst zulässig in der Aufgabe
(DG∞), falls S ∈ Y G∞ gilt.
Beweis: Sei (x, u) ein für (P∞) zulässiges Paar und S sei zulässig in der Aufgabe
(DG∞), d.h. S ∈ Y G∞ . Dann liefert die unten stehende Kette von Abschätzungen die
Behauptung des Satzes:
J(x, u) =
∫ ∞
0
r(t, x(t), u(t))ν˜(t)dt
=
∫ ∞
0
(−H(t, x(t), u(t), ∂ξS(t, x(t)))) ν˜(t)dt
+
∫ ∞
0
(
∂ξS(t, x(t))
ν˜(t)
f(t, x(t), u(t))
)
ν˜(t)dt
=
∫ ∞
0
(
−H(t, x(t), u(t), ∂ξS(t, x(t)))− ∂tS(t, x(t))
ν˜(t)
)
ν˜(t)dt
+
∫ ∞
0
(
∂tS(t, x(t))
ν˜(t)
+
∂ξS(t, x(t))
ν˜(t)
x˙(t)
)
ν˜(t)dt
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≥ −
∫ ∞
0
(
H(t, x(t), ∂ξS(t, x(t))) + ∂tS(t, x(t))
ν˜(t)
)
ν˜(t)dt
+
∫ ∞
0
(∂tS(t, x(t)) + ∂ξS(t, x(t))x˙(t)) dt
≥ −
∫ ∞
0
sup
ξ∈G(t)∩R(t)
{(
H(t, ξ, ∂ξS(t, ξ)) + ∂tS(t, ξ)
ν˜(t)
)}
ν˜(t)dt (7.82)
+
∫ ∞
0
(∂tS(t, x(t)) + ∂ξS(t, x(t))x˙(t)) dt
≥
∫ ∞
0
d
dt
S(t, x(t))dt = lim
T→∞
∫ T
0
d
dt
S(t, x(t))dt
= lim
T→∞
S(T, x(T ))− S(0, x(0)) +
r∑
i=1
(S(τi − 0, x(τ))− S(τi + 0, x(τ)))
≥ −S(0, x0) + inf
β∈Γ
{
r∑
i=1
(S(τi − 0, βi)− S(τi + 0, βi))
}
.
Beim Übergang von einem primalen Steurungsproblem (P∞) zu einem dualen Pro-
blem (D∞) bzw. (DG∞) erhält man offenbar ein Ersatzproblem, das von der Struktur
her ein unendlich-dimensionales Optimierungsproblem mit Nebenbedingungen ist.
Bemerkung 32. In der Abschätzung (7.82) wird das Supremum unter Berücksichti-
gung der Erreichbarkeitsmenge R(t) gebildet, um das Entstehen einer Dualitätslücke
zu vermeiden. Diese könnte entstehen, denn wegen der logischen Beziehung
G(t) ⊇ (G(t) ∩R(t)) =⇒ − sup
ξ∈G(t)∩R(t)
f(ξ) ≥ − sup
ξ∈G(t)
f(ξ) (7.83)
würde man in der Dualitätsabschätzung eventuell “zu weit nach unten“ gehen.
Da es im Allgemeinen sehr schwer ist, die starke Dualitätsrelation global zu
gewährleisten, kann es von Vorteil sein, das primale Problem zuerst zu lokalisieren
und danach von der dualen Seite anzugehen. Das Problem (P∞) wird lokalisiert,
indem die Forderung der analytischen Güte (7.49) durch
(x , u ) ∈ W 1,np (IR+, ν)× Lmp (IR+, ν), x(t) ∈ Kδ,νˆ(x∗(t)) (7.84)
ersetzt wird, wobei
Kδ,νˆ(x∗(t)) := {ξ ∈ IRn| |(ξ − x∗(t))νˆ(t)| < δ(t) } (7.85)
mit den Funktionen δ : IR+ → IR+ und νˆ : IR+ → IR+ mit νˆ−1(·) ∈ Lp(IR+, ν),5 vgl.
auch das Unterkapitel 2.3.2. Die lokalisierte Version des Problems (P∞) bezeichnen
wir mit (P∞,loc) und definieren die Mengen
Y∞,loc =
S ∈ Y∞
∣∣∣∣∣∣
Λ(t, ξ) = 1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) ≤ 0
∀ (t, ξ) ∈ IR+ × (Kδ,νˆ(x∗(t)) ∩G(t) ∩R(t))
 , (7.86)
5Diese Eigenschaft sichert die Stetigkeit der Einbettung C0(IR, νˆ)→ Lnp (IR, ν).
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beziehungsweise
Y G∞,loc =
S ∈ Y G∞
∣∣∣∣∣∣∣∣
Λ(t, ξ) = 1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) ≤ 0
∀ (t, ξ) ∈ (IR+\{τ1, . . . , τr})×
× (Kδ,νˆ(x∗(t)) ∩G(t) ∩R(t))
 . (7.87)
Mit den eingeführten Bezeichnungen formulieren wir nun die dualen Probleme
(D∞,loc), (DG∞,loc) sowie Äquivalente der Sätze 30 und 31, d.h. die schwache Duali-
tätsrelationen für den lokalisierten Fall.
Satz 32 (Schwacher Dualitätssatz, lokaler Fall). Wir betrachten das Problem
(P∞,loc). Dann gilt für das Problem (D∞,loc):
g∞(S) := −S(0, x0)→ sup! bzgl. aller S ∈ Y∞,loc (7.88)
die schwache Dualitätsrelation
inf(P∞,loc) ≥ sup(D∞,loc). (7.89)
Beweis: erfolgt analog zum Satz 30. 2
Satz 33 (Allgemeiner schwacher Dualitätssatz, lokaler Fall). Wir betrachten
das Problem (P∞,loc). Dann gilt für das Problem (DG∞,loc):
gG∞(S) := −S(0, x0) + inf
β∈Γ
{
r∑
i=1
(S(τi − 0, βi)− S(τi + 0, βi))
}
→ sup! (7.90)
Γ = {β = (β1, . . . , βr) ∈ Rrn|βi ∈ (Kδ,νˆ(x∗(t)) ∩G(τi) ∩R(τi))} (7.91)
bzgl. aller S ∈ Y G∞,loc
die schwache Dualitätsrelation
inf(P∞,loc) ≥ sup(DG∞,loc). (7.92)
Beweis: erfolgt analog zum Satz 31. 2
Definition 20. Ein in ξ quadratischer Ansatz S heisst zulässig in der Aufgabe
(D∞,loc) (bzw. (DG∞,loc)), falls S ∈ Y∞,loc (bzw. S ∈ YG∞,loc) gilt.
Kapitel 8
Hinreichende
Optimalitätsbedingungen
In diesem Kapitel beschäftigen wir uns mit der Herleitung hinreichender Bedingun-
gen für globale sowie starke lokale Optimalität für Steuerungsprobleme mit unend-
lichem Zeithorizont, die auf der im vorherigen Kapitel entwickelten Dualitätstheorie
in gewichteten Sobolev- und Lebesgueräumen basieren. Die Optimalität wird im
Sinne der Definitionen 10 und 11 verstanden.
8.1 Hinreichende Bedingungen für globale Optima-
lität
Die nächsten zwei Korollare liefern hinreichende Bedingungen für globale Optimali-
tät im Sinne der Kriterien L1 und L2, vgl. Pickenhain&Lykina [78], Korollare 1
und 2, S. 224 f.1
Korollar 1 (Das verallgemeinerte Maximumprinzip, Kriterium L2). Ein
zulässiges Paar (x∗, u∗) ist ein globaler Minimierer zum Problem (P∞) im Sinne des
Kriteriums L2, falls ein S∗, zulässig in (D∞), existiert, so dass folgende Bedingungen
für fast alle t > 0 erfüllt sind:
(M) H(t, x∗(t), ∂ξS∗(t, x∗(t))) = H(t, x∗(t), u∗(t), ∂ξS∗(t, x∗(t))); (8.1)
(HJ)
1
ν˜(t)
∂tS
∗(t, x∗(t)) +H(t, x∗(t), ∂ξS(t, x∗(t))) = 0. (8.2)
Beweis: Die Behauptung folgt unmittelbar aus der schwachen Dualitätsrelation
(7.76) und der Hamilton-Jacobischen Differentialgleichung (8.2) sowie der Maxi-
mumbedingung (8.1).
1Der Leser beachte, dass die Kriterien L1, L2 in der zitierten Literaturquelle umgekehrt num-
meriert sind.
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Bemerkung 33. Die Randwertbedingung
(R) lim
T→∞
S∗(T, x∗(T )) = 0 (8.3)
ist aufgrund des Lemmas 10 automatisch erfüllt.
Korollar 2 (Das verallgemeinerte Maximumprinzip, Kriterium L1). Ein
zulässiges Paar (x∗, u∗) ist ein globaler Minimierer zum Problem (P∞) im Sinne des
Kriteriums L1, falls für ein hinreichend großes τ > 0 eine Familie {S∗T}T≥τ ⊂ Y∞
existiert, so dass die folgenden Bedingungen für fast alle t ∈ (0, T ) erfüllt sind:
(MT) H(t, x∗(t), ∂ξS∗T (t, x∗(t))) = H(t, x∗(t), u∗(t), ∂ξS∗T (t, x∗(t))); (8.4)
(HJT)
1
ν˜(t)
∂tS
∗
T (t, x
∗(t)) +H(t, x∗(t), ∂ξS∗T (t, x∗(t))) = 0; (8.5)
(RT) inf
ξ∈G(T )∩R(T )
S∗T (T, ξ) = S
∗
T (T, x
∗(T )). (8.6)
Beweis: Gemäß des Kriteriums L1 lassen sich für ein zulässiges Paar (x, u) und
S∗T ∈ Y∞ folgende Abschätzungen für alle T ≥ τ herleiten:
JT (x, u) =
∫ T
0
r(t, x(t), u(t))ν˜(t)dt
=
∫ T
0
(
−H(t, x(t), u(t), ∂ξS∗T (t, x(t)))−
∂tS
∗
T (t, x(t))
ν˜(t)
)
ν˜(t)dt
+
∫ T
0
(
∂tS
∗
T (t, x(t))
ν˜(t)
+
∂ξS
∗
T (t, x(t))
ν˜(t)
x˙(t)
)
ν˜(t)dt
≥ −
∫ T
0
(
H(t, x(t), ∂ξS∗T (t, x(t))) +
∂tS
∗
T (t, x(t))
ν˜(t)
)
ν˜(t)dt (8.7)
+
∫ T
0
(∂tS
∗
T (t, x(t)) + ∂ξS
∗
T (t, x(t))x˙(t)) dt
≥ −
∫ T
0
sup
ξ∈G(t)∩R(t)
{(
H(t, ξ, ∂ξS∗T (t, ξ)) +
∂tS
∗
T (t, ξ)
ν˜(t)
)}
ν˜(t)dt
+ S∗T (T, x(T ))− S∗T (0, x(0))
≥ inf
ξ∈G(T )∩R(T )
S∗T (T, ξ)− S∗T (0, x0). (8.8)
Alle Ungleichungen in (8.7) werden zu Gleichungen, wenn die Bedingungen (MT),
(HJT) und (RT) mit einem Prozess (x∗, u∗) erfüllt sind. Dies deutet auf die starke
Dualitätsrelation für entsprechende Probleme mit endlichem Zeithorizont für alle
T ≥ τ hin, siehe Unterkapitel 7.3.1 oder Klötzler [52], das heisst es gilt
JT (x
∗, u∗) = inf
ξ∈G(T )∩R(T )
{S∗T (T, ξ)− S∗T (0, x0)} . (8.9)
Mit Definition 10.(ii) ist leicht zu erkennen, dass das Paar (x∗, u∗) eine globale
optimale Lösung zum Problem (P∞) im Sinne des Kriteriums L1 liefert.
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Bemerkung 34. (a) Würde man in der Abschätzung (8.8) das Infimum über ξ ∈
IRn ausrechnen, so könnte es zur Ungleichung
inf
ξ∈G(T )∩R(T )
{S∗T (T, ξ)− S∗T (0, x0)} > inf
ξ∈IRn
{S∗T (T, ξ)− S∗T (0, x0)} (8.10)
und entsprechend zu einer Dualitätslücke kommen, da das Infimum ausserhalb
der zulässigen Erreichbarkeitsmenge G(T )∩R(T ) angenommen werden würde,
was die Gewährleistung der starken Dualität unmöglich macht.
(b) Aus (8.6) folgt, dass die Transversalitätsbedingung yT (T ) = 0 für alle T ≥ τ
gelten muss.
(c) Das verallgemeinerte Maximumprinzip ist eine Art Pseudomaximumprinzip,
denn es liefert keine Existenzaussagen über die adjungierte Funktion y(·).
Entscheidet man sich anhand der primalen Aufgabe in die Funktionalsmenge für die
dualen Variablen S auch unstetige, aber stückweise stetig differenzierbare, Funk-
tionale S ∈ Y G∞,loc aufzunehmen, so kann auch für diesen Fall das verallgemeinerte
Maximumprinzip formuliert werden.
Korollar 3. (Das verallgemeinerte Maximumprinzip, allgemein, Kriterium
L2) Ein zulässiges Paar (x∗, u∗) ist ein globaler Minimierer zum Steuerungsproblem
(P∞) im Sinne des Kriteriums L2, falls ein Funktional S∗ ∈ Y G∞ existiert, so dass
die folgenden Voraussetzungen für fast alle t > 0 erfüllt sind:
(M) H(t, x∗(t), ∂ξS∗(t, x∗(t)), 1)
= H(t, x∗(t), u∗(t), ∂ξS∗(t, x∗(t)), 1); (8.11)
(HJE)
1
ν˜(t)
∂tS
∗(t, x∗(t)) +H(t, x∗(t), ∂ξS(t, x∗(t))) = 0; (8.12)
(B) inf
β∈Γ
{
r∑
i=1
(S∗(τi − 0, βi)− S∗(τi + 0, βi))
}
(8.13)
=
r∑
i=1
(S∗(τi − 0, x∗(τi))− S∗(τi + 0, x∗(τi))) .
Beweis: Die Behauptung folgt unmittelbar aus Satz 31 und Lemma 11.
Bemerkung 35. Gelingt es, die starke Dualität ohne Berücksichtigung der Erreich-
barkeitsmenge R(t) in der Definition von Y G∞ nachzuweisen, so gilt der Schluss über
die starke Optimalität des Prozesses (x∗, u∗) selbstverständlich immer noch, denn
die Einführung der Erreichbarkeitsmenge R(t) dient lediglich der Vermeidung einer
116 KAPITEL 8. HINREICHENDE OPTIMALITÄTSBEDINGUNGEN
Dualitätslücke. Die Untersuchung der Menge
Y G∞,2 =

S : R+ × Rn
→ R
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S(t, ξ) = a(t) + y(t)T (ξ − x∗(t))
+ 1
2
(ξ − x∗(t))TQ(t)(ξ − x∗(t))
a ∈ W 11 ([τr,∞)) ∩ C0[τi, τi+1] ∩ C1(τi, τi+1)
y ∈ W 1,nq ([τr,∞), ν1−q) ∩ C0[τi, τi+1] ∩ C1(τi, τi+1)
Q ∈ W 1,n×n∞ ([τr,∞), ν−1) ∩ C0[τi, τi+1] ∩ C1(τi, τi+1)
Q− symmetrisch, i = 0, . . . , r
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) ≤ 0
∀(t, ξ) ∈ (IR+\{τ1, . . . , τr})×G(t)

statt Y G∞ , wobei Y G∞,2 ⊆ Y G∞ , kann sogar vorteilhaft sein2, weil die Mitberücksichti-
gung der Erreichbarkeitsmenge R(t) mit dem Hinzufügen von so genannten “natürli-
chen“ Zustandsbeschränkungen zum Steuerungsproblem verbunden ist. Diese dienen
zur Beschreibung der Erreichbarkeitsmenge und werden beim Herleiten der hinrei-
chenden Optimalitätsbedingungen explizit in die Grundaufgabe aufgenommen, vgl.
das nachfolgende Kapitel. Die “natürlichen“ Zustandsbeschränkungen sind nicht im-
mer leicht zu bestimmen, aber infolge der beschriebenen Überlegungen ist es nicht
immer notwendig. Dieselbe Überlegung gilt entsprechend für die Mengen Y∞,loc,
Y G∞,loc bei der Untersuchung eines Prozesses auf lokale Optimalität.
Bemerkung 36. Damit ein Ansatz S zulässig in der dualen Aufgabe ist, muss die
Hamilton-Jacobische Ungleichung zwar nur fast überall auf IR+ erfüllt sein, z.B.
überall ausser in den Schaltpunkten einer bang-bang Steuerung. Aber um die Gül-
tigkeit der Hamilton-Jacobischen Ungleichung in einem Schlauch um die Trajek-
torie x∗(·) mit Methoden der Differentialrechnung nachweisen zu können, müsste
zumindest Hξ(t, ·, η) ∈ C0 für alle (t, η) ∈ IR+ × IRn und Hη(t, ξ, ·) ∈ C0 für al-
le (t, ξ) ∈ IR+ × G(t) im Fall einer in ξ nicht konvexen Hamiltonfunktion gelten.3
Sonst ist der Vergleich der Zielfunktionalswerte, die von den Steuerungen mit un-
terschiedlicher Schaltstruktur geliefert werden, im Rahmen der hier entwickelten
Dualitätstheorie, insbesondere in der Dualitätsabschätzung (7.82), nicht möglich.
Satz 34. Die Äquivalente der Korrolare 1, 2 und 3 können ebenso für die lokal
formulierte Steuerungsaufgabe (P∞,loc) formuliert werden, falls S als lokal zulässig
in dem dualen Problem (D∞,loc) bzw. (DG∞,loc) vorausgesetzt wird. 2
2Dasselbe gilt auch für die Menge Y∞.
3Mit dem Ziel der Maximierung des Defektes Λ(t, ξ) bildet man ∂ξΛ(t, ξ) und geht davon aus,
dass ∂ξΛ(t, ·) ∈ C0 in einer Umgebung von x∗(t) zu jedem Zeitpunkt t > 0 gilt.
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8.2 Hinreichende Bedingungen für lokale Optimali-
tät
Sei die Erreichbarkeitsmenge R(t) zu jedem Zeitpunkt t > 0 so beschaffen, dass sie
mithilfe folgender “natürlicher“ Zustandsbeschränkungen beschrieben werden kann:
ϑi(t, x(t)) ≤ 0, i ∈ I, (8.14)
wobei alle Funktionen ϑi(t, ξ) : IR+ × IRn → IR stetig in beiden Argumenten und
zwei mal stetig differenzierbar im zweiten Argument sind. Hierbei ist I eine endli-
che Indexmenge. Bei einem zustandsbeschränkten Steuerungsproblem (P∞) entsteht
durch den dualen Zugang eine restringierte Optimierungsaufgabe der Maximierung
des Defektes Λ(t, ξ) der Hamilton-Jacobischen Differentialgleichung. Daher werden
wir bei der Herleitung der hinreichenden Optimalitätsbedingungen die Lagrange
Funktion L(t, ξ, λ) : IR+ × IRn × IRcard(I) → IR, definiert durch
L(t, ξ) = −Λ(t, ξ) +
∑
i∈I
λi(t)ϑi(t, ξ) (8.15)
benötigen.4
Voraussetzung 12 (Linear Independence Constraint Qualification (LICQ)).
Die Menge der Vektoren
B(t) = [∂ξ(ϑi(t, x∗(t)))i∈I∗(t)], I∗(t) = {i ∈ I |ϑi(t, x∗(t)) = 0} (8.16)
sei linear unabhängig.
8.2.1 Hinreichende Optimalitätsbedingungen für Steuerungs-
probleme mit konkaver Hamiltonfunktion
Es ist wichtig herauszufinden, unter welchen Bedingungen die adjungierte Funktion
y(·) zum gewichteten Sobolevraum W 1,nq (IR+, ν1−q) gehört, denn dies ist notwendig,
um die aufgestellte duale Aufgabe nutzen zu können. Zu diesem Zweck beweisen wir
das
Lemma 12. Wir betrachten ein zulässiges Paar (x∗, u∗) des Problems (P∞). Gelten
mit einer Konstanten C ∈ IR+ die Bedingungen
|∂ξf(t, x∗(t), u∗(t))| ≤ C(‖ x∗ ‖Lnp (IR+,ν) +‖u∗‖Lmp (IR+,ν)); (8.17)
(∂ξr(·, x∗(·), u∗(·)) +
∑
i∈I
λi(·)∂ξϑi(·, x∗(·)))ν˜(·) ∈ Lnq (IR+, ν1−q); (8.18)
t→ Φ(t) =
t∫
0
ω(t, s)
(
∂ξr(s, x
∗(s), u∗(s)) (8.19)
+
∑
i∈I
λi(s)∂ξϑi(s, x
∗(s))
)
ν˜(s)ds ∈ Lnq (IR+, ν1−q);
ω(·, 0) ∈ Lnq (IR+, ν1−q); (8.20)
4card(I) gibt die Anzahl der Elemente der Menge I an.
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wobei ω(t, s) die Greensche Matrix bezeichnet, die für t ≥ s als eine Lösung des
Systems 
dω(t, s)
dt
= −∂ξf(t, x∗(t), u∗(t))ω(t, s)
ω(s, s) = I.
(8.21)
definiert wird, so ist die Lösung y(·) der kanonischen Gleichung
y˙(t) = −y(t)T∂ξf(t, x∗(t), u∗(t))
+ (∂ξr(t, x
∗(t), u∗(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)))ν˜(t) (8.22)
ein Element des gewichteten Sobolevraumes W 1,nq (IR
+, ν1−q).
Bemerkung 37. Die Funktionen λi(·) : IR+ → IR, (i ∈ I) sind die Lagrangesche
Multiplikatoren, mit denen die Zustandsbeschränkungen belegt sind. Es ist erkenn-
bar, dass um die Inklusion y(·) ∈ W 1,nq (IR+, ν1−q) zu sichern, implizit auch eine
Annahme über die Regularität der Lagrangeschen Multiplikatorfunktionen λi(·) ge-
macht wird.5
Beweis: Die Lösung der Gleichung (8.22) kann als
y(t) = ω(t, 0)y(0) + Φ(t), (8.23)
mit einer Lösung ω(t, s) des Systems (8.21) umgeschrieben werden. Unter Berück-
sichtigung der Ungleichung
‖y‖W 1,nq (IR+,ν1−q) ≤ C
(
‖y‖Lnq (IR+,ν1−q) + ‖y˙‖Lnq (IR+,ν1−q)
)
(8.24)
wird zuerst die Funktion y(·) selbst
‖y‖q
Lnq (IR
+,ν1−q) =
∞∫
0
|ω(t, 0)y(0) + Φ(t)|q ν1−q(t)dt
≤ 2q
∞∫
0
|ω(t, 0)y(0)|q ν1−q(t)dt+ 2q
∞∫
0
|Φ(t)|q ν1−q(t)dt (8.25)
= 2q ‖ω(t, 0)y(0)‖q
Lnq (IR
+,ν1−q) + 2
q ‖Φ‖q
Lnq (IR
+,ν1−q)
5Für Steuerungsprobleme mit endlichem Zeithorizont sind solche Aussagen unter anderem in
Pickenhain [76], Assertion 5, S. 565 zu finden. Diese basieren auf den Ergebnissen aus der para-
metrischen Optimierung, siehe Robinson [86], Theorem 2.3.
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und anschliessend ihre schwache Ableitung
‖y˙‖q
Lnq (IR
+,ν1−q) =
=
∞∫
0
∣∣−y(t)T∂ξf(t, x∗(t), u∗(t))
+ (∂ξr(t, x
∗(t), u∗(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)))ν˜(t)
∣∣∣∣∣
q
ν1−qdt
≤ (2C)q
(
‖ x∗ ‖Lnp (IR+,ν) +‖u∗‖Lnp (IR+,ν)
)q ∞∫
0
|y(t)|q ν1−q(t)dt (8.26)
+2q
∞∫
0
∣∣∣(∂ξr(t, x∗(t), u∗(t)) +∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)))ν˜(t)
∣∣∣qν1−q(t)dt
=
(
2C˜ ‖y‖Lnq (IR+,ν1−q)
)q
+ 2q
∥∥∥(∂ξr +∑
i∈I
λiϑi)ν˜
∥∥∥q
Lnq (IR
+,ν1−q)
≤
(
4C˜
)q (
‖ω(t, 0)y(0)‖q
Lnq (IR
+,ν1−q) + ‖Φ‖
q
Lnq (IR
+,ν1−q)
)
+2q
∥∥∥(∂ξr +∑
i∈I
λiϑi)ν˜
∥∥∥q
Lnq (IR
+,ν1−q)
abgeschätzt. Unter den Voraussetzungen dieses Lemmas ist sowohl ‖y‖Lnq (IR+,ν1−q)
als auch ‖y˙‖Lnq (IR+,ν1−q) endlich, womit wir auf die Inklusion y(·) ∈ W 1,nq (IR+, ν1−q)
schliessen können.
Bemerkung 38. Die Inklusion y(·) ∈ W 1,nq (IR+, ν1−q), also die Zugehörigkeit der
adjungierten Funktion zu einem gewichteten Sobolevraum, stellt für Steuerungspro-
bleme mit linearer Zustandsgleichung eine notwendige Bedingung für die Optimalität
des Paares (x∗, u∗) dar, vergleiche den im Unterkapitel 2.4.4 zitierten Satz 9. In der
entsprechenden Literaturquelle werden die gewichteten Sobolevräume nicht explizit
benannt. Dort wird lediglich die Konvergenz der in ‖y‖q
Lnq (IR
+,ν1−q) und ‖y˙‖qLnq (IR+,ν1−q)
auftretenden Integrale für ν(t) = e−ρt explizit nachgewiesen.
Nun wird ein Resultat über hinreichende Bedingungen für starke lokale (nicht
unbedingt starke lokale gleichmäßige) Optimalität eines Paares (x∗, u∗) formuliert.
Beim Aufbau eines dualen Steuerungsproblems in Lemma 32 wurde eine in ξ quadra-
tische Funktion S(t, ξ) für die duale Variable angesetzt. Setzt man die Komponente
Q(·) im dualen Ansatz gleich Null, so arbeitet man mit einem linearen Ansatz für
S(t, ξ). Der nachfolgende Satz liefert hinreichende Bedingungen für Steuerungspro-
bleme mit einer in ξ konkaven Hamiltonfunktion. In solchen Steuerungsproblemen
ist ein linearer Ansatz in der dualen Variable S ausreichend.
Satz 35. Seien die Voraussetzungen des Lemmas 12 und die Voraussetzung 12 für
ein zulässiges Paar (x∗, u∗) des Problems (P∞,loc) und Lagrangesche Multiplikator-
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funktionen λi(·) ∈ PC(IR+), i ∈ I mit
λi(t)ϑi(t, x
∗(t)) = 0, λi(t) ≥ 0 (8.27)
erfüllt, und die Funktion r(·, x∗(·), u∗(·))ν˜(·) besitze eine über IR+ integrierbare
Stammfunktion. Genügt die Funktion y(·) ∈ PC1(IR+) der Differentialgleichung
(8.22), als Komponente eines dualen Ansatzes S der Bedingung (8.13) und ausser-
dem den Bedingungen
∂2vvH(t, x
∗(t), u∗(t), y(t)) ≺ 0, (8.28)
H(t, x∗(t), y(t)) = H(t, x∗(t), u∗(t), y(t)), (8.29)
−∂2ξξH(t, x∗(t), y(t)) +
∑
i∈I
λi(t)∂
2
ξξϑi(t, x
∗(t))  0 (8.30)
fast überall auf IR+, so ist das Paar (x∗, u∗) eine starke lokale Minimalstelle zum
Problem (P∞,loc) im Sinne des Optimalitätskriteriums L2.
Bemerkung 39. (a) Die Zeichen ≺ und  stehen für die negative bzw. positive
Definitheit der entsprechenden Matrizen.
(b) In der Bedingung (8.13) handelt es sich um die kleinst möglichen Sprünge der
Ansatzfunktion S entlang der Trajektorie x∗(·), die ein Lösungskandidat ist.
Die a(·) – Komponente kann immer und wird immer stetig gewählt, da a(·) ∈
W 11 (IR
+) gelten muss.6 Deshalb hängt es im Fall eines linearen Ansatzes nur
von der y(·) – Komponente ab, ob diese Bedingung eingehalten wird.
Beweis: Das erste Ziel ist es, eine duale Funktion S, definiert in (7.58), so zu
konstruieren, dass sie zulässig in der dualen Aufgabe (D∞,loc) ist. Dafür schreiben
wir den Defekt der Hamilton-Jacobischen Differentialgleichung explizit auf:
Λ(t, ξ) =
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) (8.31)
=
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t))+H(t, ξ, ∂ξS(t, ξ)).
Die Komponente a(·) des dualen Ansatzes S wird aus der Hamilton-Jacobischen
Differentialgleichung
Λ(t, x∗(t)) = 0 (8.32)
bestimmt, womit sich die Gleichung
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t) (8.33)
6Zu jedem Element a(·) ∈W 11 (IR+) kann man immer einen stetigen Repräsentanten a˜(·) dersel-
ben Äquivalenzklasse wählen, so dass a(t) = a˜(t) fast überall auf IR+ gilt, vgl. Dacorogna [30],
Lemma 1.38, S. 32.
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ergibt. Duch das Einsetzen des Ausdruckes in der rechten Seite von (8.33) in den
Defekt Λ(t, ξ) erhalten wir
Λ(t, ξ) =
1
ν˜(t)
y˙(t)T (ξ − x∗(t)) +H(t, ξ, ∂ξS(t, ξ))−H(t, x∗(t), y(t)). (8.34)
Es kann leicht nachgewiesen werden, dass S der Menge Y∞,loc angehört, falls x∗(t) den
Defekt Λ(t, ξ) in einer νˆ – gewichteten δ(t)-Umgebung von x∗(t) geschnitten mit der
Erreichbarkeitsmenge R(t) und der zulässigen Menge G(t) für alle t > 0 maximiert.
Aus diesem Grund betrachten wir die parametrische Optimierungsaufgabe
(Pt) : maximiere Λ(t, ξ) bezglich aller ξ ∈ Kδ,νˆ(x∗(t)) ∩R(t) ∩G(t) (8.35)
für t > 0. Die notwendige Bedingung erster Ordnung für ein lokales Extremum,
dargestellt durch die Gültigkeit der Gleichung
∂ξL(t, x∗(t)) = − 1
ν˜(t)
y˙(t)− ∂ξH(t, x∗(t), y(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0 (8.36)
zusammen mit der hinreichenden Bedingung zweiter Ordnung für endlichdimensio-
nale Optimierungsprobleme, gegeben durch (8.30), garantiert, dass x∗(t) das Pro-
blem (Pt) für alle t > 0 löst. Dank der Legendre-Bedingung, vorausgesetzt in (8.28),
enthält die Menge Argmax := {v | v = argmaxv∈UH(t, x∗(t), ·, y(t))} einen einzigen
Punkt. So besteht der Subgradient
∂ξH(t, x∗(t), y(t)) = conv {∇ξH(t, x∗(t), v, y(t)) | v ∈ Argmax} (8.37)
ebenfalls aus einem einzigen Punkt7, aufgrund dessen die Differentialgleichung (8.36)
in der Form (8.22) aufgeschrieben werden kann. Da die Voraussetzungen des Lem-
mas 12 erfüllt sind, erhalten wir die Inklusion y(·) ∈ W 1,nq (IR+, ν1−q). Das bedeutet,
dass S mit Komponenten a(·) und y(·) von der Gestalt (7.58) mit Q(t) ≡ 0 ist,
und das Lemma 10 kann angewendet werden, um die Bedingung (8.3) zu erfüllen.
Die punktweise Maximumbedingung, vorausgesetzt in (8.29), sowie zwei andere Be-
dingungen des Korollars 3 sind nun erfüllt, was uns erlaubt zu schliessen, dass das
Paar (x∗, u∗) eine starke lokale Minimalstelle zum Problem (P∞,loc) im Sinne des
Optimalitätskriteriums L2 ist.
Ein Spezialfall des bewiesenen Satzes für Steuerungsprobleme ohne Zustandsbe-
schränkungen wurde in Pickenhain&Lykina [78], Satz 3, S. 228, bewiesen und
auf das Produktions-Lagerhaltungsmodell angewendet.
8.2.2 Hinreichende Optimalitätsbedingungen für Steuerungs-
probleme mit nichtkonkaver Hamiltonfunktion
Satz 36. Seien die Voraussetzungen des Lemma 12 und die Voraussetzung 12 für
ein zulässiges Paar (x∗, u∗) des Problems (P∞,loc) und Lagrangesche Multiplikator-
funktionen λi(·) ∈ PC(IR+), i ∈ I mit
λi(t)ϑi(t, x
∗(t)) = 0, λi(t) ≥ 0 (8.38)
7Zur Darstellung des Subgradienten durch die konvexe Hülle vgl. Danskin’s Theorem aus [28],
S. 99, oder die Sätze 2.8.2, 2.8.6 sowie Bemerkung 2.8.5 aus Clarke [27], S. 86, 92 f.
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erfüllt, und die Funktion r(·, x∗(·), u∗(·))ν˜(·) besitze eine über IR+ integrierbare
Stammfunktion. Genügt die Funktion y(·) ∈ PC1(IR+) der Differentialgleichung
(8.22) und ausserdem zusammen mit einer gewissen Funktion
Q(·) ∈ W 1,n×n∞ (IR+, ν−1) ∩ PC1(IR+) als Komponenten eines dualen Ansatzes S der
Bedingung (8.13) und den Bedingungen
∂2vvH(t, x
∗(t), u∗(t), y(t)) ≺ 0; (8.39)
H(t, x∗(t), y(t)) = H(t, x∗(t), u∗(t), y(t)); (8.40)
−∂2ξξΛ(t, x∗(t)) +
∑
i∈I
λi(t)∂
2
ξξϑi(t, x
∗(t))  0, (8.41)
fast überall auf IR+, wobei ∂2ξξΛ(t, ξ) der Operator folgender Gestalt ist
∂2ξξΛ(t, ξ) =
1
ν˜(t)
Q˙(t) + ∂2ξξH(t, ξ, y(t) +Q(t)(ξ − x∗(t))) (8.42)
+ ∂2ξηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t)
+ Q(t)∂2ηξH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))
+ Q(t)T∂2ηηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t),
so ist das Paar (x∗, u∗) eine starke lokale Minimalstelle zum Problem (P∞,loc) im
Sinne des Optimalitätskriteriums L2.
Bemerkung 40. Die Zeichen ≺ und  bedeuten wiederum die negative bzw. posi-
tive Definitheit der entsprechenden Matrizen.
Beweis:Wir verfahren wie im vorherigen Satz über hinreichende Optimalitätsbedin-
gungen im Fall einer in ξ konkaven Hamiltonfunktion. Führen wir zur Konstruktion
und Überprüfung der lokalen Zulässigkeit eines quadratischen dualen Ansatzes S
aus (7.58) den Defekt Λ(t, ξ) der Hamilton-Jacobischen Differentialgleichung ein:
Λ(t, ξ) =
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) (8.43)
=
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t)− (ξ − x∗(t))TQ(t)x˙∗(t)
+
1
2
(ξ − x∗(t))T Q˙(t)(ξ − x∗(t))
)
+H(t, ξ, y(t) +Q(t)(ξ − x∗(t))).
Wiederum wird die Komponente a(·) des Ansatzes S aus der Hamilton-Jacobischen
Differentialgleichung
Λ(t, x∗(t)) = 0 (8.44)
bestimmt, womit sich die Bestimmungsgleichung
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t) (8.45)
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ergibt. Duch das Einsetzen des Ausdruckes (8.45) in den Defekt Λ(t, ξ) erhalten wir
Λ(t, ξ) =
1
ν˜(t)
(
y˙(t)T (ξ − x∗(t))− (ξ − x∗(t))TQ(t)x˙∗(t)
+
1
2
(ξ − x∗(t))T Q˙(t)(ξ − x∗(t))) (8.46)
+ H(t, ξ, y(t) +Q(t)(ξ − x∗(t)))−H(t, x∗(t), y(t)).
Maximiert der Wert x∗(t) den Defekt Λ(t, ξ) in einer νˆ – gewichteten δ(t) – Umge-
bung von x∗(t) geschnitten mit (G(t) ∩R(t)) für alle t > 0, so ist S ∈ Y∞,loc. Daher
betrachten wir die restringierte parametrische Optimierungsaufgabe
(Pt) : maximiere Λ(t, ξ) bezglich aller ξ ∈ Kδ(t),νˆ(x∗(t)) ∩R(t) ∩G(t) (8.47)
für alle t > 0. Die notwendige Optimalitätsbedingung erster Ordnung, dargestellt
durch die Gültigkeit der folgenden äquivalenten Gleichungen,
∂ξL(t, x∗(t)) = − 1
ν˜(t)
(y˙(t)−Q(t)x˙∗(t))
− ∂ξH(t, x∗(t), y(t))−Q(t)∂ηH(t, x∗(t), y(t))
+
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0 (8.48)
∂ξL(t, x∗(t)) = − 1
ν˜(t)
(y˙(t) + ∂ξH(t, x∗(t), y(t))ν˜(t))
+
1
ν˜(t)
Q(t) (x˙∗(t)− ∂ηH(t, x∗(t), y(t))ν˜(t))︸ ︷︷ ︸
=0
+
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0 (8.49)
zusammen mit der hinreichenden Optimalitätsbedingung zweiter Ordnung für end-
lich-dimensionale Optimierungsprobleme, gegeben durch (8.41), gewährleistet, dass
x∗(t) das Problem (Pt) für alle t > 0 löst. Hierbei gilt
x˙∗(t)− ∂ηH(t, x∗(t), y(t))ν˜(t) = 0, (8.50)
da die Menge Argmax := {v | v = argmaxv∈UH(t, x∗(t), ·, y(t))} einpunktig ist
und ∂ηH(t, x∗(t), y(t)) mit ∇ηH(t, x∗(t), u∗(t), y(t)) übereinstimmt. Die Legendre-
Bedingung (8.39) liefert die Einpunktigkeit des Subgradienten ∂ξH(t, x∗(t), y(t))8,
aufgrund dessen die Differentialgleichung
− 1
ν˜(t)
(y˙(t) + ∂ξH(t, x∗(t), y(t))ν˜(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0 (8.51)
in der Form (8.22) aufgeschrieben werden kann. Da die Voraussetzungen des Lemma
12 erfüllt sind, erhalten wir die Inklusion y(·) ∈ W 1,nq (IR+, ν1−q). Das bedeutet, dass
8Vgl. den Beweis des vorherigen Satzes.
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S mit den Komponenten (a, y,Q) insgesamt von der Gestalt (7.58) ist9, und das
Lemma 10 kann somit angewendet werden, um die Bedingung (8.3) zu erfüllen. Die
punktweise Maximumbedingung sowie die zwei anderen Bedingungen des Korollars
3 sind nun dank der Voraussetzung (8.40) des Satzes und der geeigneten Wahl der
Komponenten a(·) und Q(·) erfüllt, woraus wir auf die starke lokale Optimalität
des Paares (x∗, u∗) zum Problem (P∞,loc) im Sinne des Optimalitätskriteriums L2
schliessen können.
9Man beachte dabei, dass die Komponente a(·) durch Konstruktion ein Element des Raum-
es W 11,loc(IR
+) ist. Aus der Gleichung (8.45) und der Maximumbedingung (8.40) folgt a˙(t) =
r(t, x∗(t), u∗(t))ν˜(t) und aus der Endlichkeit des Integrals L -
∞∫
0
r(t, x∗(t), u∗(t))ν˜(t)dt folgt a˙(·) ∈
L1(IR+), was auch a(·) ∈ W 11,loc(IR+) impliziert. Um die Inklusion a(·) ∈ W 11 (IR+) zu erhalten,
benötigen wir zusätzlich die Integrierbarkeit von a(·) über dem gesamten Intervall [0,∞), die in
die Voraussetzungen des Satzes aufgenommen wurde. Dass die erwähnte Inklusion ohne weiteres
nicht folgt, zeigt das folgende Beispiel: a(t) := 1/t, t ∈ IR+.
Kapitel 9
Hinreichende
Optimalitätsbedingungen zweiter
Ordnung
Die in diesem Kapitel vorgestellten hinreichenden Bedingungen beziehen sich auf die
starke bzw. uniforme starke lokale Optimalität eines Paares (x∗, u∗) im Sinne der De-
finition 11 bzw. 12. Wie schon im vorherigen Kapitel schreiben wir alle auftretenden
Zustandsbeschränkungen, sowohl die explizit gestellten als auch die “natürlichen“ in
der Form
ϑi(t, x(t)) ≤ 0, i ∈ I (9.1)
um, wobei alle Funktionen ϑi(t, ·) als zwei mal stetig differenzierbar vorausgesetzt
werden und I eine endliche Indexmenge ist.
9.1 Hinreichende Bedingungen für uniforme starke
lokale Optimalität für Probleme mit konkaver
Hamiltonfunktion
Wir formulieren zunächst einen Satz, der hinreichende Bedingungen für starke lo-
kale Optimalität eines Paares (x∗, u∗) liefert, die auf der Verwendung eines linearen
Ansatzes in der dualen Variablen S basieren. Dieser Satz ist ein Spezialfall des
Satzes aus dem nächsten Unterkapitel, weswegen an dieser Stelle noch kein Beweis
vorgeführt wird.
Satz 37. Sei (x∗, u∗) ein zulässiges Paar des Problems (PL∞), und die Funktion
r(·, x∗(·), u∗(·))ν˜(·) besitze nur endlich viele Unstetigkeiten1 sowie eine über IR+ in-
tegrierbare Stammfunktion. Angenommen, 1 < p <∞ und es existiert eine Vektor-
funktion y : IR+ → IRn mit y(·) ∈ C1(τi, τi+1)∩C0[τi, τi+1]∩W 1,nq ([τr,∞), ν1−q)2 für
1Hiermit werden “chattering controls“ ausgeschlossen.
2Die Inklusionen y(·) ∈ W 1,nq (IR+, ν1−q) und y(·) ∈ W 1,nq ([τr,∞), ν1−q) wurden unter den
Voraussetzungen des Lemmas 12 nachgewiesen.
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eine geeignete Zerlegung IR+ = ∪ri=0[τi, τi+1), τ0 = 0, τr = ∞, i = 0, . . . , r. Ferner
seien folgende Bedingungen erfüllt:
(i) zusammen mit Lagrange Multiplikatorfunktionen λi(·) ∈ C0[τr,∞) 3, i ∈ I und
der durch
L(t, ξ) = −Λ(t, ξ) +
∑
i∈I
λi(t)ϑi(t, ξ) (9.2)
definierten Lagrange Funktion erfülle y(·) für alle t > 0 die Bedingungen
∂ξL(t, x∗(t)) = −∂ξΛ(t, x∗(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0; (9.3)
λi(t)ϑi(t, x
∗(t)) = 0, λi(t) ≥ 0; (9.4)
(ii) die Voraussetzung 12 sei erfüllt, das heisst die Gradientenvektoren der aktiven
Zustandsrestriktionen seien linear unabhängig;
(iii) die Komponente y(·) erfülle die Maximumbedingung
H(t, x∗(t), y(t)) = H(t, x∗(t), u∗(t), y(t)) (9.5)
fast überall auf IR+;
(iv) die Randbedingung (8.13) des verallgemeinerten Maximumprinzips, Korollar
3, sei erfüllt, und
(v) es gelte für eine gewisse Gewichtsfunktion νˆ(·) mit νˆ−1(·) ∈ L1p(IR+, ν) und für
alle h := x(t)−x∗(t) ∈ Kδ,νˆ(0) für alle t > 0 die punktweise Definitheitsbedin-
gung der Gestalt
hT∂2ξξL(t, x∗(t))hν˜(t) ≥ c|h|min{2,p}ν(t) (9.6)
mit einer positiven Konstanten c, die unabhängig von t ist, sowie dem Operator
∂2ξξL(t, ξ), definiert durch die Regel
∂2ξξL(t, ξ) = −∂2ξξH(t, ξ, y(t)) +
∑
i∈I
λi(t)∂
2
ξξϑi(t, ξ). (9.7)
Existieren darüber hinaus von t unabhängige positive Konstanten k und α mit
2 + α−min{2, p} > 0, so dass die Bedingung∣∣∣∂2ξξL(t, ξ)− ∂2ξξL(t, x∗(t))∣∣∣ ν˜(t)ν(t) ≤ k|ξ − x∗(t)|ανˆ2+α−min{2,p}(t) (9.8)
∀ (t, ξ) ∈ IR+ × (Kδ,νˆ(x∗(t)) ∩R(t) ∩G(t))
3Die Stetigkeit der Multiplikatoren auf den Intervallen [τi, τi+1] folgt aus der Regularitätsvor-
aussetzung, getroffen in (ii).
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erfüllt ist, so ist das Paar (x∗, u∗) eine strikte starke lokale Minimalstelle zum Pro-
blem (PL∞), d.h. es existiert eine von t unabhängige Zahl δ∗ > 0, so dass für alle in
(PL∞) zulässigen Paare (x, u) mit ‖x− x∗‖C0(IR+,νˆ) < δ∗ auch die Ungleichung
JL∞(x, u)− JL∞(x∗, u∗) ≥ c˜‖x− x∗‖2Ln
min{2,p}(IR
+,ν), c˜ > 0 (9.9)
gilt.
Bemerkung 41. (a) Um die Striktheit der Minimallösung zu sichern wird in der
Ungleichung (9.9) die schwächere Lnp (IR
+, ν)-Norm anstatt der gewichteten
C0(IR+, νˆ)-Norm verwendet. Diese Tatsache bestätigt die so genannte zwei-
Normen Diskrepanz, die beispielsweise in Maurer&Zowe [69], Ioffe [44]
diskutiert wurde.
(b) Ob die Wachstumsbedingung (9.8) erfüllt ist oder nicht, hängt in gewissem
Maße von der Wahl einer geeigneten Gewichtsfunktion νˆ(·) ab.
(c) Selbst wenn die Bedingung (9.6) für alle h 6= 0 erfüllt ist, ist es nicht zwingend,
dass der Prozess (x∗, u∗) global optimal zum Problem (PL∞) ist.
(d) Uniforme strikte starke lokale Optimalität des Prozesses (x∗, u∗) ist gegeben,
wenn die Gewichtsfunktion νˆ(·) von oben beschränkt ist.
9.2 Hinreichende Bedingungen für uniforme starke
lokale Optimalität für Probleme mit nicht kon-
kaver Hamiltonfunktion
Zur Herleitung hinreichender Bedingungen für Steuerungsprobleme mit nicht kon-
kaver Hamiltonfunktion reicht die Verwendung einer in ξ linearen dualen Variable
S(t, ξ) nicht mehr aus. Aus diesem Grund betrachten wir Funktionen S(t, ξ), die
quadratisch in ξ sind. In diesem Unterkapitel werden hinreichende Optimalitäts-
bedingungen zweiter Ordnung formuliert, die auf der punktweisen Forderung der
positiven Definitheit der Hesseschen Matrix der Lagrange Funktion basieren und zu-
nächst die aktiven Zustandsrestriktionen nicht berücksichtigen und von daher relativ
einschränkend sind. Der folgende Satz realisiert die beschriebenen Überlegungen.
Satz 38. Sei (x∗, u∗) ein zulässiges Paar des Problems (PL∞), und die Funktion
r(·, x∗(·), u∗(·))ν˜(·) besitze nur endlich viele Unstetigkeiten sowie eine über IR+ inte-
grierbare Stammfunktion. Angenommen, 1 < p <∞ und es existiert eine Funktion
S1 : IR
+ × IRn → IR, definiert durch
S1(t, ξ) = y(t)
T (ξ − x∗(t)) + 1
2
(ξ − x∗(t))TQ(t)(ξ − x∗(t)) mit einer Vektorfunktion
y(·) ∈ W 1,nq ([τr,∞), ν1−q) 4, einer Matrixfunktion Q(·) ∈ W 1,n×n∞ ([τr,∞), ν−1) und
y(·), Q(·) ∈ C1(τi, τi+1)∩C0[τi, τi+1] für eine geeignete Zerlegung IR+ = ∪ri=0[τi, τi+1),
τ0 = 0, τr =∞, i = 0, . . . , r. Ferner seien folgende Bedingungen erfüllt:
4Die Inklusionen y(·) ∈ W 1,nq (IR+, ν1−q) und y(·) ∈ W 1,nq ([τr,∞), ν1−q) wurden unter den
Voraussetzungen des Lemmas 12 nachgewiesen.
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(i) zusammen mit den Lagrangeschen Multiplikatorfunktionen λi(·) ∈ C0[τr,∞) 5,
i ∈ I und der durch
L(t, ξ) = −Λ(t, ξ) +
∑
i∈I
λi(t)ϑi(t, ξ) (9.10)
definierten Lagrange Funktion erfülle y(·) für alle t > 0 die Bedingungen
∂ξL(t, x∗(t)) = −∂ξΛ(t, x∗(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0; (9.11)
λi(t)ϑi(t, x
∗(t)) = 0, λi(t) ≥ 0; (9.12)
(ii) die Voraussetzung 12 sei erfüllt, das heisst die Gradientenvektoren der aktiven
Zustandsrestriktionen seien linear unabhängig;
(iii) die Funktion y(·) erfülle die Maximumbedingung
H(t, x∗(t), y(t)) = H(t, x∗(t), u∗(t), y(t)) (9.13)
fast überall auf IR+;
(iv) die Randbedingung (8.13) des verallgemeinerten Maximumprinzips, Korollar 3
sei erfüllt, und
(v) es gelte für eine gewisse Gewichtsfunktion νˆ(·) mit νˆ−1(·) ∈ L1p(IR+, ν) und für
alle h := x(t)−x∗(t) ∈ Kδ,νˆ(0) für alle t > 0 die punktweise Definitheitsbedin-
gung der Gestalt
hT∂2ξξL(t, x∗(t))hν˜(t) ≥ c|h|min{2,p}ν(t) (9.14)
mit einer positiven Konstanten c, die unabhängig von t ist, sowie dem Operator
∂2ξξL(t, ξ), definiert durch die Regel
∂2ξξL(t, ξ) = −∂2ξξΛ(t, ξ) +
∑
i∈I
λi(t)∂
2
ξξϑi(t, ξ); (9.15)
∂2ξξΛ(t, ξ) =
1
ν˜(t)
Q˙(t) + ∂2ξξH(t, ξ, y(t) +Q(t)(ξ − x∗(t))) (9.16)
+ ∂2ξηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t)
+ Q(t)∂2ηξH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))
+ Q(t)T∂2ηηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t).
Existieren darüber hinaus von t unabhängige positive Konstanten k und α mit
2 + α−min{2, p} > 0, so dass die Bedingung∣∣∣∂2ξξL(t, ξ)− ∂2ξξL(t, x∗(t))∣∣∣ ν˜(t)ν(t) ≤ k|ξ − x∗(t)|ανˆ2+α−min{2,p}(t) (9.17)
∀ (t, ξ) ∈ IR+ × (Kδ,νˆ(x∗(t)) ∩R(t) ∩G(t)),
5Die Stetigkeit der Multiplikatoren auf den Intervallen [τi, τi+1] folgt aus der Regularitätsvor-
aussetzung, getroffen in (ii).
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erfüllt ist, so ist das Paar (x∗, u∗) eine strikte starke lokale Minimalstelle zum Pro-
blem (PL∞), d.h. es existiert eine von t unabhängige Zahl δ∗ > 0, so dass für alle in
(PL∞) zulässigen Paare (x, u) mit ‖x− x∗‖C0(IR+,νˆ) < δ∗ auch die Ungleichung
JL∞(x, u)− JL∞(x∗, u∗) ≥ c˜‖x− x∗‖2Ln
min{2,p}(IR
+,ν), c˜ > 0 (9.18)
gilt.
Bemerkung 42. (a) Die lokale Zulässigkeit des dualen Ansatzes S(t, ξ) in der
Aufgabe (DG∞) wird unter anderem durch die Forderung der Gültigkeit der
Hamilton-Jacobischen Ungleichung Λ(t, ξ) ≤ 0 für alle
(t, ξ) ∈ R+× (R(t) ∩G(t) ∩ Kδ,νˆ(x∗(t))) erzielt, wobei wie schon vorher einge-
führt
Kδ,νˆ(x∗(t)) =
{
ξ ∈ IRn
∣∣∣ |ξ − x∗(t)|νˆ(t) ≤ δ} (9.19)
gilt. Dies könnte beispielsweise durch die negative Definitheit der Matrix
Λ2ξξ(t, ξ) für (t, ξ) ∈ IR+ × (Kδ,νˆ(x∗(t)) ∩ R(t) ∩ G(t)) gesichert werden. Aus-
schlaggebend ist hier die zeitliche Unabhängigkeit der Umgebungsbreite δ.
(b) Die Forderung (9.17) stellt eine Art Hölderstetigkeitsannahme für die zweite
Ableitung der Lagrange Funktion L(t, ·) dar.
(c) Die uniforme strikte starke lokale Optimalität liegt vor, wenn die Funktion νˆ(·)
von oben beschränkt ist.
(d) Sind die Hamiltonfunktion konkav in der Platzhaltervariable ξ und die Funktio-
nen ϑi(·) konvex in ξ, d.h. die Matrizen ∂2ξξH(t, x∗, y(t)) und λi(t)T∂2ξξϑi(t, x∗(t))
sind entsprechend negativ bzw. positiv definit, i ∈ I. Setzt man nun Q(t) ≡ 0,
so erhält man
∂2ξξL(t, x∗(t)) = −∂2ξξH(t, x∗(t), y(t)) +
∑
i∈I
λi(t)
T∂2ξξϑi(t, x
∗(t))  0, (9.20)
was es uns ermöglicht, nur mit einem linearen Ansatz für S zu arbeiten.
Beweis: Der Beweis erfolgt in mehreren Schritten.
Schritt 1. Stetigkeit der Einbettung C0(IR+, νˆ) ⊂ Lnp(IR+, ν). Hier wird die
Stetigkeit der Einbettung C0(IR+, νˆ) ⊂ Lnp (IR+, ν) nachgewiesen. Zunächst gilt für
alle x(·) ∈ W 1,np (IR+, ν), die für alle t > 0 der Ungleichung |x(t) − x∗(t)|νˆ(t) < δ
genügen, die Abschätzung
‖x− x∗‖p
Lnp (IR
+,ν)
=
∞∫
0
|x(t)− x∗(t)|pν(t)dt
≤ δp
∞∫
0
νˆ−p(t)ν(t)dt = δp · ‖νˆ−1‖p
L1p(IR
+,ν)
. (9.21)
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Dies bedeutet, dass die C0δ (IR
+, νˆ) – Umgebung
U
C0(IR+,νˆ)
δ (x
∗) =
{
x ∈ W 1,np (IR+, ν)
∣∣∣max
t∈IR+
|x(t)− x∗(t)|νˆ(t) ≤ δ
}
(9.22)
der Funktion x∗(·) komplett in der Lnp (IR+, ν)-Umgebung der Funktion x∗(·) des
Radius δ · ‖νˆ−1‖L1p(IR+,ν) enthalten ist, denn wir beobachten, dass
‖x− x∗‖Lnp (IR+,ν) =

∞∫
0
|x(t)− x∗(t)|pν(t)dt

1/p
≤ δ‖νˆ−1‖L1p(IR+,ν). (9.23)
Mit anderen Worten, wir haben gezeigt, dass eine Konstante C = ‖νˆ−1‖L1p(IR+,ν)
existiert, so dass für alle x(·) ∈ W 1,np (IR+, ν) ∩ C0(IR+, νˆ) die Ungleichung
‖x‖Lnp (IR+,ν) ≤ C · ‖x‖C0(IR+,νˆ), C = ‖νˆ−1‖L1p(IR+,ν) (9.24)
erfüllt ist, was die Beschränktheit des linearen Einbettungsoperators
I : C0(IR+, νˆ)→ Lnp (IR+, ν) impliziert. Folglich ist die Stetigkeit von I bewiesen.
Schritt 2. Konstruktion einer restringierten parametrischen Optimierungs-
aufgabe. Zur Konstruktion eines quadratischen dualen Ansatzes S(t, ξ)mit Kompo-
nenten (a, y,Q) und Überprüfung dessen lokaler Zulässigkeit in der Aufgabe (DG∞)6
wird zunächst der Defekt Λ(t, ξ) der Hamilton-Jacobischen Differentialgleichung be-
trachtet, vergleiche mit dem Abschnitt 8.2.2:
Λ(t, ξ) =
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ)) (9.25)
=
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t)− (ξ − x∗(t))TQ(t)x˙∗(t)
+
1
2
(ξ − x∗(t))T Q˙(t)(ξ − x∗(t))
)
+H(t, ξ, y(t) +Q(t)(ξ − x∗(t))).
Wie vorher wird die Komponente a(·) aus der Hamilton-Jacobischen Differential-
gleichung
Λ(t, x∗(t)) = 0 (9.26)
bestimmt, womit sich die Bestimmungsdifferentialgleichung
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t) (9.27)
ergibt. Aus der Konstruktion von a(·) und den Voraussetzungen an die Funktion
r(·, x∗(·), u∗(·)) folgt a(·) ∈ W 11 (IR+), vgl. die Diskussion des letzten Kapitels. Da-
bei gilt dank der stückweisen Stetigkeit von r(·, x∗(·), u∗(·)) die Inklusion a(·) ∈
6Zu überprüfen ist also die Inklusion S ∈ Y G∞,loc.
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C1(τi, τi+1) ∩ C0[τi, τi+1] für alle i = 1, . . . , r ebenfalls. Durch das Einsetzen des
Ausdruckes in der rechten Seite von (9.27) in den Defekt Λ(t, ξ) erhalten wir
Λ(t, ξ) =
1
ν˜(t)
(
y˙(t)T (ξ − x∗(t))− (ξ − x∗(t))TQ(t)x˙∗(t)
+
1
2
(ξ − x∗(t))T Q˙(t)(ξ − x∗(t))) (9.28)
+ H(t, ξ, y(t) +Q(t)(ξ − x∗(t)))−H(t, x∗(t), y(t)).
Maximiert x∗(t) den Defekt Λ(t, ξ) in einerKδ,νˆ(x∗(t))-Umgebung für alle t > 0, so ist
die Hamilton-Jacobische Ungleichung erfüllt. Dazu betrachten wir die parametrische
Optimierungsaufgabe
(Pt) : maximiere Λ(t, ξ) bezglich aller ξ ∈ Kδ,νˆ(x∗(t)) ∩R(t) ∩G(t) (9.29)
für alle t > 0 und kommen zum
Schritt 3. Einführung der Lagrange Funktion. Für die Lagrange Funktion
L(·, ·) mit
L(t, ξ) = −Λ(t, ξ) +
∑
i∈I
λi(t)ϑi(t, ξ) (9.30)
gilt unter Berücksichtigung der Zustandsbeschränkungen und der Nichtnegativität
der Multiplikatoren die Abschätzung
−Λ(t, ξ) ≥ L(t, ξ) (9.31)
für alle (t, ξ) ∈ IR+× (R(t)∩G(t)). Aus diesem Grund widmen wir uns im nächsten
Schritt der Abschätzung von
∫∞
0
L(t, x(t))ν˜(t)dt statt ∫∞
0
−Λ(t, x(t))ν˜(t)dt.
Schritt 4. Vorbereitende Abschätzungen und lokale Zulässigkeit des An-
satzes S. Für jedes t > 0 entwickeln wir die Lagrange Funktion L(t, ξ) in eine
Taylorreihe mit der Entwicklungsstelle ξ = x∗(t) und einem Restglied in Lagrange
Form, multiplizieren die gewonnene Gleichung mit der Funktion ν˜(·) und integrieren
sie anschliessend über dem Intervall IR+, was zur Gleichung
∞∫
0
L(t, x(t))ν˜(t)dt =
∞∫
0
L(t, x∗(t))ν˜(t)dt
+
∞∫
0
∂ξL(t, x∗(t))(x(t)− x∗(t))ν˜(t)dt (9.32)
+ 1/2
∞∫
0
(x(t)− x∗(t))T∂2ξξL(t, x˜(t))(x(t)− x∗(t))ν˜(t)dt
führt, wobei die Ungleichung 0 ≤ |x˜(t)−x∗(t)| ≤ |x(t)−x∗(t)| für alle t > 0 richtig ist.
Man merke an, dass für die Trajektorie x∗(·) dank der Komplementaritätsbedingung
(9.12) die Gleichung
L(t, x∗(t)) = 0 (9.33)
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gilt. Berücksichtigt man noch die Gleichung (9.11), so kann (9.32) wie folgt umge-
schrieben werden:
∞∫
0
L(t, x(t))ν˜(t)dt = 1/2
∞∫
0
(x(t)− x∗(t))T∂2ξξL(t, x˜(t))(x(t)− x∗(t))ν˜(t)dt. (9.34)
Weiterhin gilt
∞∫
0
L(t, x(t))ν˜(t)dt = 1
2
∞∫
0
(x(t)− x∗(t))T∂2ξξL(t, x˜(t))(x(t)− x∗(t))ν˜(t)dt
=
1
2
( ∞∫
0
(x(t)− x∗(t))T (∂2ξξL(t, x˜(t))− ∂2ξξL(t, x∗(t)))
· (x(t)− x∗(t))ν˜(t)dt (9.35)
+
∞∫
0
(x(t)− x∗(t))T∂2ξξL(t, x∗(t))(x(t)− x∗(t))ν˜(t)dt
)
.
Das Integral auf der linken Seite der letzten Abschätzung existiert und hat einen
endlichen Wert, denn die Ungleichung L(t, ξ) ≤ −Λ(t, ξ), die Zulässigkeit des Paares
(x, u) und die Endlichkeit des Integrals L -
∞∫
0
d
dt
S(t, x(t))dt liefern die Abschätzung
∞∫
0
L(t, x(t))ν˜(t)dt ≤
∞∫
0
−Λ(t, x(t))ν˜(t)dt
≤
∞∫
0
r(t, x(t), u(t))ν˜(t)dt−
∞∫
0
d
dt
S(t, x(t))dt (9.36)
< ∞.
Die punktweise Definitheitsbedingung (9.14), vorausgesetzt in diesem Satz, impli-
ziert die schwächere Definitheitsbedingung in integrierter Form:
∞∫
0
h(t)T∂2ξξL(t, x∗(t))h(t)ν˜(t)dt ≥ c‖h‖min{2,p}Ln
min{2,p}(R+,ν)
, (9.37)
die für alle h(·) ∈ W 1p (IR+, ν)∩UC
0(IR+,νˆ)
δ (x
∗) mit einer von t unabhängigen Konstan-
ten c > 0 erfüllt ist. Im Fall p > 2 existiert die Norm auf der rechten Seite aufgrund
der Einbettung Lp(IR+, ν) ⊂ L2(IR+, ν). Die nächste Abschätzung resultiert aus der
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letzten Variationsungleichung und der Voraussetzung (9.17):
∞∫
0
L(t, x(t))ν˜(t)dt ≥ 1
2
(
−
∞∫
0
|x(t)− x∗(t)|2
∣∣∣∂2ξξL(t, x˜(t))− ∂2ξξL(t, x∗(t))∣∣∣ ·
· ν˜(t)
ν(t)
ν(t)dt+ c · ‖x− x∗‖min{2,p}
Ln
min{2,p}(IR
+,ν)
)
≥ 1
2
(
−
∞∫
0
k|x(t)− x∗(t)|2+ανˆ2+α−min{2,p}(t)ν(t)dt (9.38)
+c · ‖x− x∗‖min{2,p}
Ln
min{2,p}(IR
+,ν)
)
≥ 1
2
(
−kδ2+α−min{2,p}‖x− x∗‖min{2,p}
Ln
min{2,p}(IR
+,ν)
+c · ‖x− x∗‖min{2,p}
Ln
min{2,p}(IR
+,ν)
)
.
Für p ≥ 2 erhält man
∞∫
0
L(t, x(t))ν˜(t)dt ≥ (−kδα + c)‖x− x∗‖2Ln2 (IR+,ν), (9.39)
und durch die Wahl einer hinreichend kleinen Zahl δ∗ < ( c
k
)
1
α , gewinnt man mit
α > 0 die Abschätzung
∞∫
0
L(t, x(t))ν˜(t)dt ≥ cˆ · ‖x− x∗‖2Ln2 (IR+,ν) (9.40)
mit einer gewissen Konstanten cˆ > 0. Wir bilden nun einen quadratischen dualen
Ansatz S(t, ξ) := a(t)+S1(t, ξ). Aufgrund der für alle x(t) ∈ Kδ∗,νˆ(x∗(t)) und einem
hinreichend kleinen δ∗ > 0 geltenden Ungleichungskette
−Λ(t, x(t)) ≥ L(t, x(t)) = 1
2
(x(t)− x∗(t))T∂2ξξL(t, x˜(t))(x(t)− x∗(t))
≥ cˆ · |x(t)− x∗(t)|2ν(t)
ν˜(t)
> 0 (9.41)
und der Eigenschaften einzelner Komponenten a(·), y(·) und Q(·) ist der definierte
Ansatz S lokal zulässig in der dualen Aufgabe (DG∞), das heisst S ∈ Y G∞,loc. Insbe-
sondere bedeutet das, dass die Hamilton-Jacobische Ungleichung für alle Funktionen
x(·) ∈ UC0(IR+,νˆ)δ∗ (x∗) gilt.
Ist p ∈ (1, 2), so erhält man statt der Abschätzung (9.40) die folgende:
∞∫
0
L(t, x(t))ν˜(t)dt ≥ cˆ‖x− x∗‖p
Lnp (IR
+,ν)
, (9.42)
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die für alle Funktionen x(·) : ‖x−x∗‖Lnp (IR+,ν) ≤ 1 wie folgt fortgesetzt werden kann:
∞∫
0
L(t, x(t))ν˜(t)dt ≥ cˆ‖x− x∗‖p
Lnp (IR
+,ν)
≥ cˆ‖x− x∗‖2Lnp (IR+,ν). (9.43)
Um sicherzustellen, dass ‖x − x∗‖Lnp (IR+,ν) ≤ 1 gilt, ist es infolge von (9.23) ausrei-
chend, die Zahl δ∗ gemäß der Bedingung
δ∗ < ‖νˆ−1‖−1
L1p(IR
+,ν)
=
 ∞∫
0
|νˆ−1(t)|pν(t)dt
−1/p (9.44)
zu wählen. Zusammenfassend formulieren wir für p ∈ (1, 2) beide Forderungen an
den Radius δ∗ der Umgebung, in der das Paar (x∗, u∗) stark lokal optimal sein soll,
wie folgt:
δ∗ < min

( c
k
) 1
α+2−p
,
 ∞∫
0
|νˆ−1(t)|pν(t)dt
−1/p
 (9.45)
Aus dieser Ungleichung schliesst man, dass wir die Optimalität eines Prozesses nur
lokal und nicht global garantieren können. Die lokale Zulässigkeit des Ansatzes S im
Fall 1 < p < 2 wird genauso nachgewiesen wie vorher für p ≥ 2.
Schritt 5. Abschätzung der Funktionalswerte. Durch direkte Abschätzungen
möchten wir nun die Ungleichung (9.18) beweisen. Nach Definition der Pontrjagin-
schen Funktion haben wir
JL∞(x, u)− JL∞(x∗, u∗) =
∞∫
0
(r(t, x(t), u(t))− r(t, x∗(t), u∗(t)))ν˜(t)dt
=
∞∫
0
(
−H(t, x(t), u(t), ∂ξS(t, x(t))) + ∂ξS(t, x(t))
ν˜(t)
f(t, x(t), u(t))
+H(t, x∗(t), u∗(t), ∂ξS(t, x∗(t)))− ∂ξS(t, x
∗(t))
ν˜(t)
f(t, x∗(t), u∗(t)
)
ν˜(t)dt
=
∞∫
0
{
−H(t, x(t), u(t), ∂ξS(t, x(t)))− ∂tS(t, x(t))
ν˜(t)
(9.46)
+
∂tS(t, x(t))
ν˜(t)
+
∂ξS(t, x(t))
ν˜(t)
f(t, x(t), u(t))
}
ν˜(t)dt
+
∞∫
0
{
H(t, x∗(t), u∗(t), ∂ξS(t, x∗(t))) +
∂tS(t, x
∗(t))
ν˜(t)
− ∂tS(t, x
∗(t))
ν˜(t)
− ∂ξS(t, x
∗(t))
ν˜(t)
f(t, x∗(t), u∗(t)
}
ν˜(t)dt.
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Durch den Übergang zur Hamiltonfunktion und Anwendung der Voraussetzung
(9.13) sind wir in der Lage wie folgt fortzufahren:
JL∞(x, u)− JL∞(x∗, u∗) ≥
∞∫
0
(
−H(t, x(t), ∂ξS(t, x(t)))− ∂tS(t, x(t))
ν˜(t)
)
ν˜(t)dt
+
∞∫
0
(∂tS(t, x(t)) + ∂ξS(t, x(t))x˙(t))dt
+
∞∫
0
Λ(t, x∗(t))ν˜(t)dt−
∞∫
0
(∂tS(t, x
∗(t)) + ∂ξS(t, x∗(t))x˙∗(t))dt (9.47)
= −
∞∫
0
Λ(t, x(t))ν˜(t)dt+
∞∫
0
d
dt
S(t, x(t))dt−
∞∫
0
d
dt
S(t, x∗(t))dt
≥
∞∫
0
L(t, x(t))ν˜(t)dt+
∞∫
0
d
dt
S(t, x(t))dt−
∞∫
0
d
dt
S(t, x∗(t))dt.
Unter Berücksichtigung der Ungleichungen (9.40) bzw. (9.43) sowie des Lemmas 10
nimmt die Abschätzung der Differenz JL∞(x, u)− JL∞(x∗, u∗) folgende Gestalt an:
JL∞(x, u)− JL∞(x∗, u∗) ≥ cˆ‖x− x∗‖2Ln
min{2,p}(IR
+,ν) (9.48)
− S(0, x0) +
r∑
i=1
(S(τi − 0, x(τi))− S(τi + 0, x(τi)))
+ S(0, x0)−
r∑
i=1
(S(τi − 0, x∗(τi))− S(τi + 0, x∗(τi))).
Berücksichtigt man noch die Randbedingung (8.13), so folgt, dass die Differenz
r∑
i=1
(S(τi − 0, x(τi))− S(τi + 0, x(τi)))−
r∑
i=1
(S(τi − 0, x∗(τi))− S(τi + 0, x∗(τi)))
nichtnegativ ist, womit sich die Ungleichung
JL∞(x, u)− JL∞(x∗, u∗) ≥ cˆ‖x− x∗‖2Ln
min{2,p}(IR
+,ν) (9.49)
ergibt. Dies schliesst den Beweis ab.
Bemerkung 43. (a) Bei der Bildung des Operators ∂2ξξΛ(t, ξ) wird implizit die
Existenz der partiellen Ableitungen zweiter Ordnung der Hamiltonfunktion
in einer gewichteten Umgebung des Kandidaten x∗(·) gefordert. Dies ist nur
möglich, wenn die partiellen Ableitungen ∂ξH(t, ξ, η) und ∂ηH(t, ξ, η) stetig in
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derselben Umgebung sind. Da die Zerlegung von IR+ in Teilintervalle [τi, τi+1)
die zulässigen Ansätze S bestimmt und im Grunde nicht fest vorgegeben ist,
reicht die stückweise stetige partielle Differenzierbarkeit der Hamiltonfunktion
bzgl. ξ und η nicht aus. Dies hat insofern Konsequenzen, dass der bewiesene
Satz nur eingeschränkt auf die in der Steuerung linearen Probleme mit in
ξ nichtkonkaver Hamiltonfunktion angewendet werden kann. In Unterkapitel
9.4 wird ein illustrierendes Beispiel vorgestellt. Zur Behandlung von Problemen
mit bang-bang Lösungsstruktur wird beispielsweise eine zusätzliche Forderung
an die Schaltfunktion gestellt, die garantiert, dass diese den Sprung in der
Steuerung kompensiert, vgl. Maurer&Osmolovskii [70], S. 560.
(b) Die stetige Differenzierbarkeit der Hamiltonfunktion hat auch einen impliziten
Einfluss auf die Umgebungsbreite δ∗ > 0 und muss daher bei der Schätzung
von δ∗ berücksichtigt werden.
9.3 Hinreichende Bedingungen für uniforme starke
lokale Optimalität für Probleme mit nicht kon-
kaver Hamiltonfunktion unter Berücksichtigung
aktiver Zustandsrestriktionen
Aus der endlich-dimensionalen Optimierung unter Nebenbedingungen ist bekannt,
dass die Forderung der positiven Definitheit der Hesse-Matrix der Lagrange Funktion
auf dem gesamten Vektorraum IRn sehr stark ist und schon bei einfachen Optimie-
rungsaufgaben oft nicht erfüllt ist. Man weiss auch, dass es ausreicht, die positive
Definitheit auf dem geeigneten Tangentialunterraum vorauszusetzen, um die Opti-
malität eines kritischen Punktes zu erzielen. Von dieser Überlegung ausgehend wer-
den in diesem Abschnitt hinreichende Optimalitätsbedingungen zweiter Ordnung
formuliert, die die aktiven Zustandsrestriktionen berücksichtigen und daher nicht
so einschränkend sind. Hierbei wird die Idee der Projektion auf den Tangentialun-
terraum der Menge der aktiven Zustandsrestriktionen mit positiven Multiplikatoren
benutzt, die in Malanowski et al. [68] schon für Steuerungsprobleme mit endli-
chem Zeitintervall verwendet wurde. Dazu erinnern wir uns, dass alle auftretenden
Zustandsbeschränkungen, sowohl die explizit gestellten als auch die “natürlichen“ in
der Form
ϑi(t, x(t)) ≤ 0, i ∈ I (9.50)
umgeschrieben werden können. Ferner bezeichne P (t) : IRn → IRn die Projektions-
abbildung auf den i(t)-dimensionalen Unterraum {θ ∈ IRn | B(t)T θ = 0}, wobei
B+(t) = [∂ξ(ϑi(t, x∗(t)))i∈I∗+(t)]; (9.51)
I∗+(t) = {i ∈ I |ϑi(t, x∗(t)) = 0, λi(t) > 0}. (9.52)
Wir werden noch folgende Definition benötigen, vgl. Alt [2], S. 14 und 68.
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Definition 21. (1): Eine Richtung θ ∈ IRn mit der Eigenschaft f(ξ + tθ) < f(ξ)
(bzw. f(ξ + tθ) > f(ξ)) für alle t ∈ [0, s] und einem s > 0 heisst Abstiegs-
richtung (bzw. Aufstiegsrichtung) der Funktion f : IRn → IR im Punkt
ξ.
(2): Ist die Funktion f : IRn → IR differenzierbar in ξ, so kann die obige Definition
wie folgt modifiziert werden. Ein Vektor θ ∈ IRn heißt Abstiegsrichtung
(bzw. Aufstiegsrichtung) von f im Punkt ξ, wenn ∇f(ξ)T θ < 0 (bzw.
∇f(ξ)T θ > 0) gilt.
Die erwähnte abgeschwächte Version des Satzes über die hinreichenden Optimali-
tätsbedingungen zweiter Ordnung wird nun vorgestellt.
Satz 39. Sei (x∗, u∗) ein zulässiges Paar des Problems (PL∞) erfüllt, und die Funk-
tion r(·, x∗(·), u∗(·))ν˜(·) besitze nur endlich viele Unstetigkeiten sowie eine über IR+
integrierbare Stammfunktion. Angenommen, 1 < p <∞ und es existiert eine Funk-
tion S1 : IR+ × IRn → IR, definiert durch
S1(t, ξ) = y(t)
T (ξ − x∗(t)) + 1
2
(ξ − x∗(t))TQ(t)(ξ − x∗(t)) mit einer Vektorfunktion
y(·) ∈ W 1,nq ([τr,∞), ν1−q) 7, einer Matrixfunktion Q(·) ∈ W 1,n×n∞ ([τr,∞), ν−1) und
y(·), Q(·) ∈ C1(τi, τi+1)∩C0[τi, τi+1] für eine geeignete Zerlegung IR+ = ∪ri=0[τi, τi+1),
τ0 = 0, τr =∞, i = 0, . . . , r. Ferner seien folgende Bedingungen erfüllt:
(i) zusammen mit Lagrange Multiplikatoren λi(·) ∈ C0[τr,∞) 8, i ∈ I und der
durch
L(t, ξ) = −Λ(t, ξ) +
∑
i∈I
λi(t)ϑi(t, ξ) (9.53)
definierten Lagrange Funktion erfülle y(·) die Bedingungen
∂ξL(t, x∗(t)) = −∂ξΛ(t, x∗(t)) +
∑
i∈I
λi(t)∂ξϑi(t, x
∗(t)) = 0; (9.54)
λi(t)ϑi(t, x
∗(t)) = 0, λi(t) ≥ 0; (9.55)
(ii) die Voraussetzung 12 (LICQ) sei erfüllt, das heisst die Gradienten der aktiven
Zustandsrestriktionen seien linear unabhängig; ausserdem seien die Zustands-
restriktionen so beschaffen, dass zu jedem Zeitpunkt t > 0 der Schnitt G˜(t)
der zulässigen Menge G(t) und der erreichbaren Menge R(t) konvex ist;
(iii) die Funktion y(·) erfülle die Maximumbedingung
H(t, x∗(t), y(t)) = H(t, x∗(t), u∗(t), y(t)) (9.56)
fast überall auf IR+;
7Die Inklusionen y(·) ∈ W 1,nq (IR+, ν1−q) und y(·) ∈ W 1,nq ([τr,∞), ν1−q) wurden unter den
Voraussetzungen des Lemmas 12 nachgewiesen.
8Die Stetigkeit der Multiplikatoren auf den Intervallen [τi, τi+1] folgt aus der Regularitätsvor-
aussetzung, getroffen in (ii).
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(iv) die Randbedingung (8.13) des verallgemeinerten Maximumprinzips, Korollar
3, gilt;
(v) es gelte für eine gewisse Gewichtsfunktion νˆ(·) mit νˆ−1(·) ∈ L1p(IR+, ν), für alle
h := x(t) − x∗(t) ∈ Kδ∗,νˆ(0) und für alle t > 0 die punktweise Definitheitsbe-
dingung der Gestalt
hTP (t)T∂2ξξL(t, x∗(t))P (t)hν˜(t) ≥ c|P (t)h|min{2,p}ν(t), (9.57)
mit einer positiven Konstanten c, die unabhängig von t ist, sowie dem Operator
∂2ξξL(t, ξ), definiert durch die Regel
∂2ξξL(t, ξ) = −∂2ξξΛ(t, ξ) +
∑
i∈I
λi(t)∂
2
ξξϑi(t, ξ); (9.58)
∂2ξξΛ(t, ξ) =
1
ν˜(t)
Q˙(t) + ∂2ξξH(t, ξ, y(t) +Q(t)(ξ − x∗(t))) (9.59)
+ ∂2ξηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t)
+ Q(t)∂2ηξH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))
+ Q(t)T∂2ηηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t).
Existieren darüber hinaus von t unabhängige positive Konstanten k und α mit
2 + α−min{2, p} > 0, so dass die Bedingung∣∣∣∂2ξξL(t, ξ)− ∂2ξξL(t, x∗(t))∣∣∣ ν˜(t)ν(t) ≤ k|ξ − x∗(t)|ανˆ2+α−min{2,p}(t) (9.60)
∀ (t, ξ) ∈ IR+ × (Kδ∗,νˆ(x∗(t)) ∩R(t) ∩G(t)),
erfüllt ist, so ist das Paar (x∗, u∗) eine starke lokale Minimalstelle zum Problem
(PL∞), d.h. es existiert eine von t unabhängige Zahl δ∗ > 0, so dass für alle in (PL∞)
zulässigen Paare (x, u) mit ‖x− x∗‖C0(IR+,νˆ) < δ∗ auch die Ungleichung
JL∞(x, u)− JL∞(x∗, u∗) ≥ 0 (9.61)
gilt.
Bemerkung 44. (a) Die Voraussetzung über die Regularität der Lagrange Multi-
plikatoren λi(·), deren Existenz und Eindeutigkeit durch die Regularitätsvor-
aussetzung (ii) gegeben ist, wird lediglich für das unendliche Intervall [τr,∞)
getroffen.
(b) Da die Hamiltonfunktion nicht unbedingt dem Raum C2(IR+) angehören muss,
wäre grundsätzlich eine Möglichkeit der Verallgemeinerung des Satzes auf Pro-
bleme mit C1,1 Daten, also auf solche mit lokal Lipschitz stetiger Hamilton-
funktion, vorhanden. Ansätze dazu finden sich z.B. in Pickenhain&Tammer
[80].
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(c) Uniforme starke lokale Optimalität des Prozesses (x∗, u∗) ist gegeben, wenn die
Funktion νˆ(·) von oben beschränkt ist.
Beweis: Die Beweisstruktur ist dieselbe wie die des Satzes 38. Daher werden hier
nur die wesentlichen Beweisschritte ausgeführt.
Schritt 1. Einführung der Lagrange Funktion. Dieser Schritt ist identisch zum
Schritt 3 des Satzes 38, wobei wir nochmals an die Abschätzung
−Λ(t, ξ) ≥ L(t, ξ) ∀ (t, ξ) (9.62)
erinnern.
Schritt 2. Diskussion über den Kegel der zulässigen Richtungen.9 Die Re-
gularitätsbedingung LICQ impliziert die allgemeine Regularitätsbedingung
T (G˜(t), x∗(t)) = L(G˜(t), x∗(t)), (9.63)
die besagt, dass der Tangentialkegel
T (G˜(t), x∗(t)) =
θ ∈ IRn
∣∣∣∣∣∣∣
∃ {ξk}∞k=1 → x∗(t), {tk}∞k=1 → 0 (tk > 0) :
lim
k→∞
ξk−x∗(t)
tk
= θ
 (9.64)
mit dem Linearisierungskegel
L(G˜(t), x∗(t)) =
{
θ ∈ IRn | ∂ξϑi(t, x∗(t))T θ ≤ 0, i ∈ I∗(t)
}
(9.65)
übereinstimmt, vgl. Alt [2], Definition 7.2.18, S. 270 und Korrolar 7.2.30, S. 280.
Desweiteren gilt aufgrund der Konvexität der Menge G˜(t) = R(t) ∩ G(t) für alle
t > 0 für den Kegel K(G˜(t), x∗(t)) aller zulässigen Richtungen die Gleichungskette
clK(G˜(t), x∗(t)) = T (G˜(t), x∗(t)) = L(G˜(t), x∗(t)), (9.66)
vgl. [2], S. 268. Bei der Untersuchung der restringierten parametrischen Optimie-
rungsaufgabe
(Pt) Λ(t, ξ)→ max! bzgl. ξ ∈ Kδ,νˆ(x∗(t)) ∩ G˜(t) (9.67)
für t > 0 wollen wir erreichen, dass x∗(t) für jeden Zeitpunkt t > 0 ein lokaler Maxi-
mierer ist. Eine hinreichende Bedingung dafür ist ausser der notwendigen Bedingung
noch die positive Definitheit der Hesseschen Matrix der Lagrange Funktion L(t, ·)
für alle Richtungen θ(t) ∈ L(G˜(t), x∗(t)), für die ∂ξΛ(t, x∗(t))T θ(t) = 0 gilt. Um die
zeitliche Abhängigkeit der Umgebungsbreite δ deutlich zu erkennen, werden wir die
Abschätzungen des Defektes Λ(t, x(t)) zuerst in punktweiser Form durchführen. Da
G˜(t) für alle t > 0 eine konvexe Menge ist, ist die Richtung θ(t) = x(t) − x∗(t)
an der Stelle x∗(t) tangential zu G˜(t), d.h. θ(t) ∈ T (G˜(t), x∗(t)). Wir unterscheiden
9Siehe Alt [2], Definition 5.2.14, S. 182.
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zwischen zwei Fällen.
Fall 1: θ(t) = x(t)− x∗(t) ist eine Aufstiegsrichtung von Λ(t, ξ). Ist die Rich-
tung θ(t) = x(t)− x∗(t) eine Aufstiegsrichtung von Λ(t, ξ), d.h. ohne Beschränkung
der Allgemeinheit gilt Λ(t, x∗(t) + sθ(t)) ≥ Λ(t, x∗(t)) für alle s ∈ (0, 1], so müs-
ste ∂ξΛ(t, x∗(t))T θ(t) ≥ 0 sein, siehe Definition 21.(2). Andererseits folgt aus den
Karush-Kuhn-Tucker Bedingungen, vorausgesetzt in diesem Satz, ∂ξΛ(t, x∗(t))T θ(t) ≤
0, womit man ∂ξΛ(t, x∗(t))T θ(t) = 0 erhält. Folglich gilt
θ(t) ∈ L′(G˜(t), x∗(t)) := L(G˜(t), x∗(t)) ∩ {θ ∈ IRn | ∂ξΛ(t, x∗(t))T θ = 0} . (9.68)
Ferner gilt
L′(G˜(t), x∗(t)) =
{
θ ∈ IRn
∣∣∣ ∂ξϑi(t, x∗(t))T θ ≤ 0, i ∈ I∗(x∗(t))\I∗+(x∗(t)),
∂ξϑi(t, x
∗(t))T θ = 0, i ∈ I∗+(x∗(t))
}
, (9.69)
was genauso wie in [2], S. 282, bewiesen werden kann. Offenbar gilt auch die Inklusion
L′(G˜(t), x∗(t)) ⊂ L+(G˜(t), x∗(t)) (9.70)
mit
L+(G˜(t), x∗(t)) =
{
θ ∈ IRn
∣∣∣ ∂ξϑi(t, x∗(t))T θ = 0, i ∈ I∗+(x∗(t)) } , (9.71)
die uns erlaubt mit θ(t) als einem Element von L+(G˜(t), x∗(t)) zu arbeiten. Die
Menge L+(G˜(t), x∗(t)) bildet einen Unterraum des IRn und man kann jede zulässige
Richtung θ(t) ∈ L′(G˜(t), x∗(t)) nun als die Projektion eines gewissen Vektors θ(t) ∈
IRn auf den Unterraum L+(G˜(t), x∗(t)) interpretieren. Deshalb ist jede Richtung
θ(t) ∈ K(G˜(t), x∗(t)) ∩ L′(G˜(t), x∗(t)) wie folgt darstellbar: θ(t) = P (t)θ(t), θ(t) ∈
IRn.
Für jedes t > 0 entwickeln wir nun die Lagrange Funktion L(t, ξ) in eine Taylor-
reihe mit der Entwicklungsstelle ξ = x∗(t) und einem Restglied in Lagrange Form
und multiplizieren die gewonnene Gleichung mit der Funktion ν˜(·), was zur Glei-
chung
L(t, x(t))ν˜(t) = L(t, x∗(t))ν˜(t) + ∂ξL(t, x∗(t))T (x(t)− x∗(t))ν˜(t)
+
1
2
(x(t)− x∗(t))T∂2ξξL(t, x˜(t))(x(t)− x∗(t))ν˜(t) (9.72)
führt, wobei die Ungleichung |x˜(t) − x∗(t)| ≤ |x(t) − x∗(t)| für alle t > 0 richtig
ist. Da die ersten zwei Terme der rechten Seite der letzten Gleichung identisch Null
sind, erhält man unter Berücksichtigung von θ(t) = P (t)θ(t):
L(t, x(t))ν˜(t) = 1
2
θ(t)TP (t)T∂2ξξL(t, x˜(t))P (t)θ(t)ν˜(t)
=
1
2
(
θ(t)TP (t)T (∂2ξξL(t, x˜(t))− ∂2ξξL(t, x∗(t)))
· P (t)θ(t)ν˜(t) (9.73)
+ θ
T
P (t)T∂2ξξL(t, x∗(t))P (t)θν˜(t)
)
.
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Die punktweise Definitheitsbedingung (9.57) und die Bedingung (9.60) implizieren
die Gültigkeit der nachfolgenden Abschätzung:
L(t, x(t))ν˜(t) ≥ 1
2
(
−|P (t)θ¯(t)|2
∣∣∣∂2ξξL(t, x˜(t))− ∂2ξξL(t, x∗(t))∣∣∣ ·
· ν˜(t)
ν(t)
ν(t) + c · |P (t)θ¯(t)|min{2,p}ν(t)
)
(9.74)
≥ 1
2
(
−k|P (t)θ¯(t)|2+ανˆ2+α−min{2,p}(t)ν(t) + c · |P (t)θ¯|min{2,p}ν(t)
)
≥ 1
2
(
−kδ2+α−min{2,p}|P (t)θ¯(t)|min{2,p}ν(t) + c · |P (t)θ¯|min{2,p}ν(t)
)
=
1
2
(−kδ2+α−min{2,p} + c) · |P (t)θ¯|min{2,p}ν(t)
wobei θ(t) = x(t) − x∗(t) ∈ Kδ,νˆ(0) und die Konstante c > 0 nicht von t abhängt.
Wählt man δ < ( c
k
)
1
2+α−min{2,p} , so gilt für alle θ(t) = x(t) − x∗(t) ∈ Kδ,νˆ(0) die
Ungleichung
−Λ(t, x(t))ν˜(t) ≥ L(t, x(t))ν˜(t) ≥ cˆ|P (t)θ¯|min{2,p}ν(t), cˆ > 0. (9.75)
De facto werden die Aufstiegsrichtungen der Funktion Λ(t, ξ) an der Stelle ξ = x∗(t)
dank der Voraussetzung (v) für alle t > 0 ausgeschlossen.
Fall 2: θ(t) = x(t)− x∗(t) ist eine Abstiegsrichtung von Λ(t, ξ). Gilt dage-
gen Λ(t, x∗(t) + sθ(t)) < Λ(t, x∗(t)) für alle s ∈ (0, 1], so ist die Ungleichung
L(t, x∗(t)) < L(t, x(t)) nicht zwingend erfüllt. Man verfügt lediglich über die oben
genannte Relation für Λ(t, x(t)). Aus dieser für s = 1 und aus der Stetigkeit des De-
fektes Λ(t, ξ) in dem zweiten Argument folgt für alle t > 0 und alle x(t) ∈ Kδ,νˆ(x∗(t))
die Ungleichung
(−Λ(t, x(t)) + Λ(t, x∗(t)))ν˜(t) ≥ c(t)νˆ
min{2,p}(t)ν˜(t)
δmin{2,p}ν(t)
|x(t)− x∗(t)|min{2,p}ν(t)
= c˜(t)|x(t)− x∗(t)|min{2,p}ν(t) (9.76)
mit einer von der Zeit abhängigen Konstanten c˜(t) := c(t)νˆ
min{2,p}(t)ν˜(t)
δmin{2,p}ν(t) > 0. Zusam-
menfassend für beide Fälle erhält man folgende Abschätzung in integrierter Form:
∞∫
0
−Λ(t, x(t))ν˜(t)dt ≥ min{cˆ, c˜}‖x− x∗‖min{2,p}
Ln
min{2,p}(IR
+,ν)
(9.77)
mit c˜ := inf
t∈IR+
c˜(t). Analog zu Satz 38 kann das Integral
∞∫
0
−Λ(t, x(t))ν˜(t)dt durch
die Einschränkung δ∗ < ‖νˆ−1‖−1 der Umgebungsbreite δ∗ nach unten mit
min{cˆ, c˜}‖x− x∗‖2
Ln
min{2,p}(IR
+,ν)
abgeschätzt werden.
Schritt 3. Zulässigkeit des dualen Ansatzes.Wir konstruieren analog zum Satz
38 eine Funktion a(·) ∈ W 11 (IR+), die ausserdem der Klasse C1(τi, τi+1)∩C0[τi, τi+1]
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für eine gewisse Zerlegung IR+ = ∪r1i=1[τi, τi+1), i = 1, . . . , r1 angehört. Anschliessend
definieren wir einen quadratischen dualen Ansatz S durch S(t, ξ) = a(t) + S1(t, ξ).
Die Zulässigkeit dieses Ansatzes ist gegeben in der Umgebung UC
0(IR+,νˆ)
δ∗ (x
∗) dank
den analytischen Eigenschaften der Komponenten a(·), y(·), Q(·) und den Unglei-
chungen (9.75) und (9.76), deren rechte Seiten positiv sind. Alle diese Eigenschaften
sichern die Inklusion S ∈ Y G∞,loc.
Schritt 4. Abschätzung von
∞∫
0
−Λ(t,x(t))ν˜(t)dt. Diese ist durch (9.77) gegeben.
Schritt 5. Abschätzung der Funktionalswerte. Dieser Schritt ist identisch zu
Schritt 5 des Satzes 38, wobei hierzu die Abschätzung (9.77) herangezogen wird.
Wir bemerken, dass es immer möglich ist, eine stetige Funktion νˆ(·) so festzulegen,
dass das Infimum inf
t∈IR+
c˜(t) mit
c˜(t) =
c(t)νˆmin{2,p}(t)ν˜(t)
δmin{2,p}ν(t)
(9.78)
existiert und positiv ist. Gilt für die gewählte Funktion νˆ(·) gleichzeitig die Voraus-
setzung (v), so ist das Paar (x∗, u∗) sogar eine strikte starke lokale Minimallösung
zum Problem (PL∞), d.h. es existiert eine von t unabhängige Zahl δ∗ > 0, so dass für
alle in (PL∞) zulässigen Paare (x, u) mit ‖x− x∗‖C0(IR+,νˆ) < δ∗ auch die Ungleichung
JL∞(x, u)− JL∞(x∗, u∗) ≥ min{c˜, cˆ}‖x− x∗‖2Ln
min{2,p}(IR
+,ν) (9.79)
gilt. Ist dies nicht gegeben, d.h. es gibt keine Funktion νˆ(·), mit der gleichzeitig die
Voraussetzung (v) gilt und c˜ positiv ist, so gilt c˜ = inf
t∈IR+
c˜(t) = 0 und die Ungleichung
(9.61) gilt dennoch.
Bemerkung 45. Zusammenfassend notieren wir:
(a) Will man c˜ > 0 erreichen, so ist der Spielraum in der Wahl einer geeigne-
ten Funktion νˆ(·) zur Gewichtung der C0-Umgebung von x∗(·) verborgen.
Strebt c(t) gegen 0 für t → ∞, so ist eine Funktion νˆ(·) zu wählen, da-
mit νˆmin{2,p}(t)ν˜(t)/ν(t) dies abgleicht. Ist nur die Wahl einer wachsenden
und nach oben unbeschränkten Funktion νˆ(·) möglich, so heisst das, dass
|x(t) − x∗(t)| ≤ δνˆ−1(t) für alle t > 0 und die Umgebung wird mit zuneh-
mender Zeit schmaler.
(b) Sind die Zustandsbeschränkungen insgesamt nur innerhalb eines beschränkten
Intervalls aktiv, so existiert inf
t∈IR+
c˜(t) = c˜ > 0 aufgrund der Kompaktheit des
Intervalls und der Stetigkeit von c(·). Dabei geht die Striktheit der Minimal-
stelle nicht verloren, da die Ungleichung (9.79) erhalten bleibt. Der Beweis von
c˜ > 0 ist analog zu Pickenhain&Tammer [80] durchzuführen.
(c) Die Breite δ∗ der Umgebung, in welcher der Prozess (x∗, u∗) stark lokal optimal
ist, hängt von der Definitheitskonstante c > 0 ab, die durch die Wahl der
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Krümmung Q(·) des dualen Ansatzes S beeinflußt werden kann. Dabei muss
die Krümmung Q(·) so gewählt werden, dass der gesamte Ansatz S(t, ξ) in
der dualen Aufgabe (DG∞) lokal zulässig bleibt. Unter anderem heisst das, dass
die duale Funktion g˜∞(S) die primale JL∞(x, u) nicht übersteigen darf. Zur
Veranschaulichung vergleiche die schematische Abbildung 9.1. Ändert man die
Krümmung des Ansatzes betragsmäßig, so ändert sich die Umgebung U(x∗),
in der der Ansatz S(t, ξ) zulässig für (DG∞) ist.
(d) Unter
∣∣∣∂2ξξΛ(t, ξ)−∂2ξξΛ(t, x∗(t))∣∣∣ versteht man die Gesamtmatrixnorm der n×n-
Matrix ∂2ξξΛ(t, ξ)− ∂2ξξΛ(t, x∗(t)) oder eine beliebige Matrixnorm, die mit der
euklidischen Vektornorm veträglich ist.
Abbildung 9.1: Primal-duales Verhältnis zwischen dem Funktional JL∞ (blau) und
der dualen Funktion g˜∞(Si) bei einem unzulässigen dualen Ansatz S1 (rot) und
zulässigen Ansätzen S2, S3 (grün). Illustration eines Schnittes zum Zeitpunkt t;
x∗i (·)-Zustandstrajektorien, Kandidaten für Optimalität, i = 1, 2.
9.4 Eine linear-quadratische Aufgabe
Wir betrachten ein Steuerungsproblem, welches ein akademisches Beispiel darstellt.
Dieses wird wie folgt formuliert. Minimiere das gegebene Funktional
JL∞(x, u) = L -
∞∫
0
(−x(t)2 + u(t))e−ρtdt (9.80)
bezüglich aller Prozesse (x, u), deren Dynamik von der Differentialgleichung
x˙(t) = u(t)− δx(t), x(0) = x0 > 0 (9.81)
beschrieben wird, und die ausserdem den Nebenbedingungen
(x, u) ∈ W 1,12 (IR+,−ρt )× L12(IR+, e−ρt); (9.82)
|x(t)| ≤ Cˆeαt, Cˆ ≥ x0; (9.83)
u(t) ∈ [0, 1] (9.84)
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genügen sollen. Über die Konstanten δ und ρ wird vorausgesetzt, dass 0 < δ <
1, 0 < ρ < 1.
Dieses Problem ist linear in der Steuerung und quadratisch in ξ = x(t). Daher erhält
man als Pontrjaginsche Funktion
H(t, ξ, v, η, 1) = ξ2 − v + ηeρt(v − δξ) (9.85)
und als Hamiltonfunktion
H(t, ξ, η) =
{
ξ2 − δeρtξη + eρtη − 1 , eρtη − 1 > 0
ξ2 − δeρtξη , eρtη − 1 ≤ 0, (9.86)
die offensichtlich nicht konkav in der Variable ξ ist, was bedeutet, dass ein linearer
Ansatz in der dualen Aufgabe nicht ausreichend wäre. Bei der Bestimmung der
Hamiltonfunktion haben wir die optimale Steuerung
u∗(t) =

1 , y(t) > e−ρt
v ∈ [0, 1] , y(t) = e−ρt
0 , y(t) < e−ρt,
(9.87)
in die Pontrjaginsche Funktion eingesetzt. Bemerkt sei auch, dass die Hamilton-
funktion in dem Schaltpunkt t = τ keine partielle Ableitung nach η besitzt. Da-
her existiert keine C0(IR+) – Umgebung des entsprechenden Kandidaten x∗(·), in
der ∂2ξξΛ(t, ξ) definiert ist. Dies ist aber eine wesentliche Voraussetzung des Satzes
über die hinreichenden Optimalitätsbedingungen, die nicht ohne weiteres weggelas-
sen werden kann, wie wir später zeigen werden.
Aus der Dynamik (9.81) und der Steuerbeschränkung (9.84) resultieren die so ge-
nannten natürlichen Zustandsbeschränkungen, die wir explizit zum Modell hinzufü-
gen:
x0e
−δt ≤ x(t) ≤
(
x0 − 1
δ
)
e−δt +
1
δ
. (9.88)
Wir wollen nun das Problem (9.80) – (9.84), (9.88) von der dualen Seite untersuchen.
Dafür werden wir die in dem Kapitel 7 entwickelte Dualitätstheorie verwenden. Zu
diesem Zweck ziehen wir die restringierte parametrische Optimierungsaufgabe
Λ(t, ξ) =
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ))→ max! (9.89)
bzgl.
{
ξ ∈ R
∣∣∣ x0e−δt ≤ ξ ≤ (x0 − 1
δ
)e−δt +
1
δ
; −Cˆeαt ≤ ξ ≤ Cˆeαt
}
zur Betrachtung heran. Diese stellt die Maximierung des Defektes der Hamilton-
Jacobischen partiellen Differentialgleichung dar. Für die zu lösende Aufgabe sieht
der Defekt Λ(t, ξ) folgendermaßen aus:
Λ(t, ξ) =
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t)
− (ξ − x∗(t))TQ(t)x˙∗(t) + 1
2
(ξ − x∗(t))T Q˙(t)(ξ − x∗(t))
)
(9.90)
+ H(t, ξ, y(t) +Q(t)(ξ − x∗(t))),
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wobei wir von der quadratischen Gestalt des dualen Ansatzes S ausgingen. Die
zugehörige Lagrange Funktion ist definiert durch
L(t, ξ) = −Λ(t, ξ) + λ1(t)(ξ − Cˆeαt) + λ2(t)(−ξ − Cˆeαt) (9.91)
+λ3(t)(x0e
−δt − ξ) + λ4(t)
(
ξ − (x0 − 1
δ
)e−δt − 1
δ
)
und die Auswertung der Karush-Kuhn-Tucker Bedingungen10 ergibt
∂ξL(t, x∗(t)) = −∂ξΛ(t, x∗(t)) + λ1(t)− λ2(t)− λ3(t) + λ4(t) = 0; (9.92)
λ1(t)(x
∗(t)− Cˆeαt) = 0, λ1(t) ≥ 0; (9.93)
λ2(t)(−x∗(t)− Cˆeαt) = 0, λ2(t) ≥ 0; (9.94)
λ3(t)(x0e
−δt − x∗(t)) = 0, λ3(t) ≥ 0; (9.95)
λ4(t)
(
x∗(t)− (x0 − 1
δ
)e−δt − 1
δ
)
= 0, λ4(t) ≥ 0. (9.96)
Die Bedingung (9.92) kann nach dem Ableiten von (9.90) zu folgender Gleichung
umgeschrieben werden:
∂ξL(t, ξ) = −[ 1
ν˜(t)
(y˙(t)−Q(t)T x˙∗(t)
+ Q˙(t)T (ξ − x∗(t))) + ∂ξH(t, ξ, ∂ξS(t, ξ))
+ ∂ηH(t, ξ, ∂ξS(t, ξ))Q(t))] + λ1(t)− λ2(t)
− λ3(t) + λ4(t) = 0; (9.97)
∂ξL(t, x∗(t)) = −[ 1
ν˜(t)
(y˙(t)−Q(t)T x˙∗(t)) + ∂ξH(t, x∗(t), y(t))
+ ∂ηH(t, x∗(t), y(t))Q(t)] + λ1(t)− λ2(t)
− λ3(t) + λ4(t) = 0, (9.98)
wobei sich die letzte Gleichung wie folgt weiter umformen lässt:
∂ξL(t, x∗(t)) = − 1
ν˜(t)
y˙(t)− ∂ξH(t, x∗(t), y(t)) + λ1(t)− λ2(t)− λ3(t) + λ4(t)
+
1
ν˜(t)
Q(t)[x˙∗(t)− ∂ηH(t, x∗(t), y(t))ν˜(t)] = 0. (9.99)
Unter der Berücksichtigung der Zustandsgleichung (9.81) reduziert sich die obige
Gleichung auf
∂ξL(t, x∗(t)) = − 1
ν˜(t)
y˙(t)− ∂ξH(t, x∗(t), y(t)) + λ1(t)− λ2(t)
− λ3(t) + λ4(t) = 0. (9.100)
Wir zeigen nun, zu welchen Trugschlüssen die Vernachlässigung der zweimal stetigen
Differenzierbarkeit der Hamiltonfunktion im Satz 38 führen kann und “beweisen“ als
nächstes die
10Vgl. Satz 43 im Anhang B.
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Schlussfolgerung 1. Seien die Daten des Steuerungsproblems so gegeben, dass
x0 >
1
δ
, dann ist der Prozess
x∗(t) =
(
x0 − 1
δ
)
e−δt +
1
δ
, u∗(t) ≡ 1 (9.101)
stark lokal optimal für das betrachtete Problem. Die Optimalität ist im gleichmäßi-
gen Sinne gemeint, denn wir setzen νˆ(t) ≡ 1.
Beweis: Die Lösung des Anfangswertproblems
x˙(t) = 1− δx(t), x(0) = x0 (9.102)
ist durch
x∗(t) =
(
x0 − 1
δ
)
e−δt +
1
δ
(9.103)
gegeben. Daraus wird der Schluss gezogen, dass die Zustandsbeschränkungen (9.83)
für alle t > 0 erfüllt sind und dabei inaktiv bleiben, denn die Phasentrajektorie ist
monoton fallend und besitzt zu jedem Zeitpunkt Werte im Intervall (1/δ, x0]. Die
Komplementaritätsbedingungen (9.93), (9.94), (9.95) und (9.96) liefern
λ1(t) = λ2(t) = λ3(t) ≡ 0 (9.104)
für alle t ∈ IR+,
λ4(t)
(
x∗(t)− (x0 − 1
δ
)e−δt − 1
δ
)
= 0, λ4(t) ≥ 0, (9.105)
und das Einsetzen dieser Werte in (9.100) ergibt die Differentialgleichung für den
Kozustand y(·) und die unbekannte Multiplikatorfunktion λ4(·)
y˙(t) = (−∂ξH(t, x∗(t), y(t)) + λ4(t)) ν˜(t), (9.106)
die in den Daten der Aufgabe so umgeschrieben werden kann:
y˙(t) = (−2x∗(t) + y(t)δeρt + λ4(t))e−ρt
= (−2x∗(t) + λ4(t))e−ρt + δy(t); (9.107)
y˙(t) = y(t)δ +
(
−2
(
(x0 − 1
δ
)e−δt +
1
δ
)
+ λ4(t)
)
e−ρt. (9.108)
Die Lösung y(·) der kanonischen Differentialgleichung (9.108) kann mit geeigneten
Ansätzen für die Multiplikatorfunktion λ4(t) ≥ 0 mittels der Variation der Konstan-
ten ermittelt werden.11 Setzt man bespielsweise λ4(t) ≡ k = const > 0, so sieht die
Lösung wie folgt aus:
y(t) = Ceδt +
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(δ+ρ)t +
2
ρ+ δ
(
1
δ
− k
2
)
e−ρt. (9.109)
11Das vorliegende Steuerungsproblem ist linear in der Steuerungsvariable, wodurch die Eindeu-
tigkeit der Lagrangeschen Multiplikatoren nicht gegeben ist.
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Nun wenden wir uns der Überprüfung der Bedingung
y(t) > e−ρt (9.110)
zu, die erfüllt sein muss, damit u∗(t) als 1 gesetzt werden kann, vergleiche (9.87).
Aus dieser Ungleichung wird auch eine passende Multiplikatorfunktion berechnet.
Mit folgenden Überlegungen setzen wir fort. Unabhängig davon, ob die Integrati-
onskonstante C positiv, negativ oder gleich Null ist, muss die adjungierte Funktion
y(·) notwendigerweise in dem gewichteten Lebesgueraum L12(IR+, eρt) enthalten sein,
was aus Satz 10 oder Aseev&Kryazhimskii [8], Korollar 12.1, S. 106, folgt. Das
bedeutet die Existenz des Integrals
∞∫
0
|y(t)|2eρtdt <∞, (9.111)
was nur dann möglich ist, wenn C = 0 gilt. Somit sieht die zu überprüfende Bedin-
gung nun so aus:
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(δ+ρ)t +
2
ρ+ δ
(
1
δ
− k
2
)
e−ρt > e−ρt ∀ t > 0. (9.112)
Unter Berücksichtigung von x0 > 1/δ ist die letzte Ungleichung erfüllt, wenn man
eine Konstante k mit
2
ρ+ δ
(
1
δ
− k
2
)
− 1 > 0 (9.113)
wählt. Somit erfüllen alle Multiplikatorfunktionen λ4(·) : λ4(t) ≡ k mit
0 < k <
2
δ
− (ρ+ δ) (9.114)
das KKT-System. Die Schaltbedingung
y(t) = e−ρt (9.115)
ist folglich für keinen Zeitpunkt t > 0 erfüllt und die Steuerung bleibt identisch gleich
1. Im nächsten Beweisschritt soll geprüft werden, ob die Nebenbedingung (9.82) für
den Prozess (x∗, u∗) erfüllt ist. Es ist offensichtlich, dass die Integrale
∞∫
0
|x∗(t)|2e−ρtdt =
∞∫
0
∣∣∣(x0 − 1
δ
)e−δt +
1
δ
∣∣∣2e−ρtdt, (9.116)
∞∫
0
|u∗(t)|2e−ρtdt =
∞∫
0
e−ρtdt (9.117)
sowie das Integral
∞∫
0
|x˙∗(t)|2e−ρtdt =
∞∫
0
|1− δx∗(t)|2e−ρtdt (9.118)
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existieren und endlich sind. Daher ist die Nebenbedingung (9.82) erfüllt. Nun wird
mit Hilfe der hinreichenden Bedingungen für die lokale Optimalität bewiesen, dass
der Prozess (x∗, u∗) in einer C0δ (IR
+) – Umgebung der Funktion x∗(·) stark lokal
optimal ist. Dafür untersuchen wir die Elemente des Ansatzes der dualen Varia-
ble S(t, ξ) = a(t) + y(t)(ξ − x∗(t)) + 1
2
(ξ − x∗(t))TQ(t)(ξ − x∗(t), also das Triple
{a(·), y(·), Q(·)}, auf die Angehörigkeit zu den Sobolevräumen, so dass die hinrei-
chenden Bedingungen zweiter Ordnung, bewiesen in Unterkapitel 9.2, auf das be-
trachtete Problem angewendet werden können. Als erstes wird die Funktion a(·) :
IR+ → R so definiert, dass die Hamilton-Jacobische Differentialgleichung für alle
t > 0 erfüllt ist. Es gilt
a˙(t) = y(t)T x˙(t)−H(t, x∗(t), y(t))ν˜(t) = r(t, x∗(t), u∗(t))ν˜(t)
= (−(x∗(t))2 + u∗(t))e−ρt (9.119)
=
(
−
((
x0 − 1
δ
)
e−δt +
1
δ
)2
+ 1
)
e−ρt,
woraus man a(·) ∈ W 11 (IR+) erkennen kann. Wie schon vorher festgestellt, genügt
die Komponente y(·) der Inklusion y(·) ∈ L12(IR+, eρt), denn
‖y‖2L12(IR+,ρt) =
∞∫
0
|y(t)|2eρtdt (9.120)
=
∞∫
0
∣∣∣ 2
ρ+ 2δ
(
x0 − 1
δ
)
e−(δ+ρ)t +
2
ρ+ δ
(
1
δ
− k
2
)
e−ρt
∣∣∣2eρtdt <∞.
Man kann aber mehr behaupten, nämlich y(·) ∈ W 12 (IR+, eρt), da auch das Integral
‖y˙‖2L12(IR+,ρt) =
∞∫
0
|y˙(t)|2eρtdt (9.121)
=
∞∫
0
∣∣∣ (−2((x0 − 1
δ
)
e−δt +
1
δ
)
+ k
)
e−ρt
∣∣∣2eρtdt
existiert und endlich ist. Zum Beweis der lokalen Optimalität des Paares (x∗, u∗)
wollen wir den Satz 38 anwenden. Zunächst wird die Gültigkeit der Definitheitsbe-
dingung (9.14) nachgewiesen. Zu diesem Zwecke führen wir die Matrix
∇2H(t, ξ, η) =
(
∂2ξξH(t, ξ, η) ∂2ξηH(t, ξ, η)
∂2ηξH(t, ξ, η) ∂2ηηH(t, ξ, η)
)
=
(
2ξ −δeρt
−δeρt 0
)
(9.122)
ein und identifizieren die Gewichtsfunktionen ν(·), ν˜(·) durch
ν(t) = ν˜(t) = e−ρt, t ∈ IR+. (9.123)
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Mit festgelegten Gewichtsfunktionen (9.123) verifizieren wir nun die punktweise De-
finitheitsbedingung (9.14), indem wir nach den passenden Lösungen der Differentia-
lungleichung
Q˙(t)
ν˜(t)
+ ∂2ξξH(t, x∗(t), y(t)) +
∂2ξηH(t, x∗(t), y(t))Q(t) +Q(t)T∂2ηξH(t, x∗(t), y(t)) +
Q(t)T∂2ηηH(t, x∗(t), y(t))Q(t) + c ≤ 0 (9.124)
auf dem unendlichen Intervall IR+ suchen. Mit den Einträgen der Matrix∇2H(t, ξ, η),
eingesetzt in die obige Ungleichung, erhalten wir
Q˙(t)
e−ρt
+ 2− 2δeρtQ(t) ≤ −c, (9.125)
was äquivalent zu der Ungleichung
Q˙(t)− 2δQ(t) + (2 + c)e−ρt ≤ 0 (9.126)
ist. Im Allgemeinen würde hier eine Differentialungleichung vom Riccatti Typ ste-
hen, die in diesem konkreten Fall zu einer linearen Differentialungleichung entartet,
denn ∂2ηηH(t, ξ, η) verschwindet überall auf IR+. Als Lösung der entsprechenden li-
nearen Differentialgleichung
Q˙(t)− 2δQ(t) + (2 + c)e−ρt = 0 (9.127)
ergibt sich
Q(t) = Ce2δt +
2 + c
ρ+ 2δ
e−ρt, (9.128)
wobei man aus den Bedingungen
‖Q‖L1×1∞ (IR+,eρt) = ess sup
t∈IR+
|Q(t)|eρt
= ess sup
t∈IR+
|Ce2δt + 2 + c
ρ+ 2δ
e−ρt|eρt <∞; (9.129)
‖Q˙‖L1×1∞ (IR+,eρt) = ess sup
t∈IR+
|Q˙(t)|eρt
= ess sup
t∈IR+
|2Cδe2δt − ρ · 2 + c
ρ+ 2δ
e−ρt|eρt <∞ (9.130)
schlussfolgern kann, dass C = 0 gelten muss. Es sei an dieser Stelle angemerkt, dass
die Funktion Q(·), als Element des Triples {a(·), y(·), Q(·)}, laut den Voraussetzun-
gen des Satzes 38 in dem gewichteten Sobolevraum W 1,1×1∞ (IR
+, eρt) liegen soll. Dies
ist gewährleistet aufgrund (9.129) und (9.130). Somit ist die Gültigkeit der Definit-
heitsbedingung (9.14) nachgewiesen.
Als nächstes wird die lokale Zulässigkeit des gewählten Ansatzes S überprüft. Um
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die Gültigkeit der Hamilton-Jacobischen Differentialungleichung Λ(t, ξ) ≤ 0 zu be-
stätigen, reicht es zu zeigen, dass
∂2ξξL(t, ξ) ≥ 0 ∀ (t, ξ) ∈ IR+ ×Kδ∗,νˆ(x∗(t)) (9.131)
gilt. Aus diesem Grund betrachten wir den Operator
∂2ξξL(t, ξ) = −∂2ξξΛ(t, ξ) = −
(
Q˙(t)
e−ρt
+ 2− 2δeρtQ(t)
)
= c > 0, (9.132)
woraus sich ergibt, dass die Bedingung (9.131) für alle
ξ : |ξ − x∗(t)| ≤ δ (9.133)
und ein beliebiges δ erfüllt ist. Wir erzielen somit die globale Zulässigkeit des An-
satzes. Anschliessend prüfen wir, ob die Wachstumsbedingung (9.17) des Satzes 38
erfüllt ist. Wir betrachten hierzu∣∣∣∂2ξξL(t, ξ)∣∣∣ ν˜(t)ν(t) = ∣∣∣−∂2ξξΛ(t, ξ)∣∣∣ ν˜(t)ν(t) = ∣∣∣−
(
Q˙(t)
e−ρt
+ 2− 2δeρtQ(t)
)∣∣∣, (9.134)
worin die Gewichtsfunktion νˆ(·) für die Gewichtung der C0(IR+, νˆ) – Umgebung der
Funktion x∗(·) verwendet wird. Wir werden zuerst eine gleichmäßige Umgebung in
Betracht ziehen und deshalb setzen wir νˆ(t) ≡ 1. Dies führt zur Übereinstimmung
der gewichteten C0(IR+, νˆ)-Umgebung, die beispielsweise als trichterförmig vorzu-
stellen ist, mit der gewöhnlichen C0(IR+)-Umgebung von x∗(·). Für das betrachtete
Problem ergibt sich∣∣∣∂2ξξL(t, ξ)− ∂2ξξL(t, x∗(t))∣∣∣ ν˜(t)ν(t) = 0 ≤ 1 · ∣∣∣ξ − x∗(t)∣∣∣ (9.135)
und wir setzen k = 1, α = 1, womit die Bedingung (9.17) sogar global erfüllt ist. Dies
bedeutet, dass die zuletzt geprüfte Bedingung zu keiner zusätzlichen Einschränkung
der Umgebungsbreite δ führt. Insgesamt haben wir nun alle Voraussetzungen des
Satzes 38 bis auf die implizit vorausgesetzte InklusionH ∈ C2 überprüft und könnten
unter Abschwächung dieser schlussfolgern, dass die konstante Steuerung u∗(t) ≡ 1
und die dazugehörige Zustandstrajektorie x∗(t), gegeben durch (9.138), unter den
gemachten Voraussetzungen an die Parameter der Aufgabe lokal und sogar global
optimal sind. Somit wäre der Beweis der Schlussfolgerung abgeschlossen.
Bemerkung 46. Bei dem Übergang zur Hamiltonfunktion wurde hier nur eine
ihrer Gestalten berücksichtigt, nämlich der durch die Steuerung u∗ ≡ 1 erzeugte
Zweig von H. Entsprechend wurde bei der Bildung des Operators ∂2ξξΛ(t, ξ) nur
derjenige in Betracht gezogen. Lässt man einen Sprung in der Steuerung zu, so ist
die Hamiltonfunktion im Schaltpunkt t = τ nicht differenzierbar nach η und somit
kann der Operator ∂2ξξΛ(t, ξ) gar nicht gebildet werden. Insgesamt kann der Satz
also nicht angewendet werden.
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Ebenfalls unter Vernachlässigung der zweimal stetigen Differenzierbarkeit der Ha-
miltonfunktion könnte die nächste Schlussfolgerung, die jedoch ein Trugschluss ist,
gezeigt werden.
Schlussfolgerung 2. Seien die Daten des Steuerungsproblems so gegeben, dass
x0 >
1
δ
, dann ist der Prozess
x∗(t) =
{
(x0 − 1δ )e−δt + 1δ , t < τ
(x0 − 1δ )e−δt + 1δe−δ(t−τ) , t ≥ τ
, u∗(t) =
{
1 , t < τ
0 , t ≥ τ (9.136)
stark lokal optimal für das betrachtete Problem. Dabei gilt τ = 1
δ
ln 2(x0δ−1)
δ(ρ+2δ)−2 . Die
lokale Optimalität ist im gleichmäßigen starken lokalen Sinne gemeint, mit νˆ(t) ≡ 1.
Beweis: Die Lösung des Anfangswertproblems
x˙(t) = u(t)− δx(t), x(0) = x0 (9.137)
unter der Annahme einer bang-bang Struktur aus (9.136) für die Steuerung u∗(·) ist
durch
x∗(t) =
{
(x0 − 1δ )e−δt + 1δ , t < τ
(x0 − 1δ )e−δt + 1δe−δ(t−τ) , t ≥ τ
(9.138)
gegeben. Die kanonische Gleichung
y˙(t) = (−∂ξH(t, x∗(t), y(t)) + λ1(t)− λ2(t)− λ3(t) + λ4(t)) ν˜(t) (9.139)
= (−2x∗(t) + λ1(t)− λ2(t)− λ3(t) + λ4(t))e−ρt + δy(t),
kann in den Daten der Aufgabe wie folgt umgeschrieben werden
y˙(t) =

y(t)δ − 2((x0 − 1δ )e−δt + 1δ )e−ρt , t < τ
+(λ1(t)− λ2(t)− λ3(t) + λ4(t))e−ρt
y(t)δ − 2((x0 − 1δ )e−δt + 1δe−δ(t−τ))e−ρt , t ≥ τ
+(λ1(t)− λ2(t)− λ3(t) + λ4(t))e−ρt
. (9.140)
Da sowohl die “natürlichen“ Zustandsbeschränkungen als auch die Zustandsbeschrän-
kungen (9.83) auf dem Intervall (τ,∞) inaktiv sind, erhält man λ1(t) = λ2(t) =
λ3(t) = λ4(t) ≡ 0. Auf dem Intervall (0, τ) ist jedoch die Zustandsbeschränkung
x(t) ≤ (x0 − 1δ )e−δt + 1δ aktiv. Daher vereinfacht sich die kanonische Gleichung ge-
mäß:
y˙(t) =
{
y(t)δ + (−2((x0 − 1δ )e−δt + 1δ ) + λ4(t))e−ρt , t < τ
y(t)δ + (−2((x0 − 1δ )e−δt + 1δe−δ(t−τ)))e−ρt , t ≥ τ
. (9.141)
Die Lösung der obigen Differentialgleichung unter der Annahme einer konstanten
Multiplikatorfunktion λ4(t) ≡ k ≥ 0 ist gegeben durch
y(t) =
{
C1e
δt + 2
ρ+2δ
(x0 − 1δ )e−(ρ+δ)t +
(
2
δ(ρ+δ)
− k
ρ+δ
)
e−ρt , t < τ
C2e
δt + 2
ρ+2δ
(x0 − 1δ )e−(ρ+δ)t + 2δ(ρ+2δ)e−(ρ+δ)teδτ , t ≥ τ
(9.142)
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mit den Integrationskonstanten C1, C2. Die Überprüfung der Bedingungen der do-
minierenden Diskontrate, vgl. (2.103) oder siehe Aseev&Kryazhimskiy [8], S. 101,
zeigt, dass alle Bedingungen des Satzes 9 für das zu lösende Problem erfüllt sind
und das Integral
∞∫
0
|y(t)|2eρtdt (9.143)
existieren und endlich sein muss. Die Existenz dieses Integrals ist äquivalent zur
Inklusion y(·) ∈ L2(R+, eρt). Hieraus schliessen wir, dass C2 = 0 gelten muss, das
heisst
y(t) =
{
C1e
δt + 2
ρ+2δ
(x0 − 1δ )e−(ρ+δ)t +
(
2
δ(ρ+δ)
− k
ρ+δ
)
e−ρt , t < τ
2
ρ+2δ
(x0 − 1δ )e−(ρ+δ)t + 2δ(ρ+2δ)e−(ρ+δ)teδτ , t ≥ τ
. (9.144)
Da nur eine natürliche Zustandsbeschränkung auf dem ersten Intervall aktiv wird,
versuchen wir jetzt eine in dem Zeitpunkt t = τ stetige Kozustandsfunktion y(·) zu
finden:
C1e
δτ +
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(ρ+δ)τ +
(
2
δ(ρ+ δ)
− k
ρ+ δ
)
e−ρτ
=
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(ρ+δ)τ +
2
δ(ρ+ 2δ)
e−ρτ . (9.145)
Andererseits erhält man aus der Schaltbedingung
C1e
δτ +
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(ρ+δ)τ +
(
2
δ(ρ+ δ)
− k
ρ+ δ
)
e−ρτ = e−ρτ (9.146)
eine Bestimmungsgleichung für den Umschaltpunkt τ :
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(ρ+δ)τ +
2
δ(ρ+ 2δ)
e−ρτ = e−ρτ . (9.147)
Der Schaltpunkt τ , definiert durch
τ =
1
δ
ln
x0 − 1/δ
ρ+2δ
2
− 1
δ
=
1
δ
ln
2(x0δ − 1)
δ(ρ+ 2δ)− 2 , (9.148)
muss positiv sein, damit es überhaupt einen Umschaltpunkt gibt, es muss also gelten
2(x0δ − 1)
δ(ρ+ 2δ)− 2 > 1. (9.149)
Diese Ungleichung liefert zwei Parameterbereiche
P1 :
{
2(x0δ − 1) > δ(ρ+ 2δ)− 2
δ(ρ+ 2δ) > 2
, P2 :
{
2(x0δ − 1) < δ(ρ+ 2δ)− 2
δ(ρ+ 2δ) < 2
, (9.150)
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die sich wie folgt äquivalent umschreiben lassen:
P1 =
{
(x0, ρ, δ) ∈ R× [0, 1]2
∣∣∣ x0 > ρ
2
+ δ > 1/δ
}
(9.151)
und
P2 =
{
(x0, ρ, δ) ∈ R× [0, 1]2
∣∣∣ x0 < ρ
2
+ δ < 1/δ
}
. (9.152)
Da wir x0 > 1/δ vorausgesetzt haben, fällt der Parameterbereich P2 aus der Be-
trachtung heraus. Sind also die Parameter x0, ρ und δ der Aufgabe in dem Parame-
terbereich P1 enthalten, so gibt es einen Umschaltpunkt τ > 0.
Wir verifizieren nun die Ungleichung
y(t) ≤ e−ρt, t ≥ τ, (9.153)
die nach dem Einsetzen der Adjungierten die folgende Gestalt annimmt:
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(ρ+δ)t +
2
δ(ρ+ 2δ)
e−(ρ+δ)teδτ ≤ e−ρt, t ≥ τ ; (9.154)
⇐⇒ 2
ρ+ 2δ
(
x0 − 1
δ
+
1
δ
eδτ
)
e−δt ≤ 1, t ≥ τ. (9.155)
Die linke Seite der Ungleichung (9.155) ist für t ≥ τ positiv und stellt eine in t fal-
lende Funktion dar. Aus diesem Grund reicht es aus, die Gültigkeit der Ungleichung
an der Stelle t = τ nachzuweisen:
2
ρ+ 2δ
(
x0 − 1
δ
)
e−δτ +
2
δ(ρ+ 2δ)
≤ 1 (9.156)
⇐⇒ 2
ρ+ 2δ
(
x0 − 1
δ
)
· δ(ρ+ 2δ)− 2
2δ(x0 − 1/δ) +
2
δ(ρ+ 2δ)
≤ 1 (9.157)
⇐⇒ δ − 2
δ(ρ+ 2δ)
+
2
δ(ρ+ 2δ)
< 1. (9.158)
Daher ist die Ungleichung (9.155) gültig. Somit ist die Gültigkeit der Ungleichung
(9.153) nachgewiesen. Wir widmen uns nun der Überprüfung der Ungleichung
y(t) ≥ e−ρt, t ≤ τ. (9.159)
Dafür wird zuerst die Integrationskonstante C1 aus der Schaltbedingung (9.146)
bestimmt
C1 =
(
2
δ(ρ+ 2δ)
+
k
ρ+ δ
− 2
δ(ρ+ δ)
)
e−(ρ+δ)τ
und anschliessend wird die Ungleichung
y(t) =
{(
2
δ(ρ+ 2δ)
+
k
ρ+ δ
− 2
δ(ρ+ δ)
)
e−(ρ+δ)τ
}
eδt (9.160)
+
2
ρ+ 2δ
(
x0 − 1
δ
)
e−(ρ+δ)t +
(
2
δ(ρ+ δ)
− k
ρ+ δ
)
e−ρt ≥ e−ρt
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für t ≤ τ verifiziert. Die letztere gilt für alle t ≤ τ , falls die Multiplikatorfunktion
λ4(t) ≡ k = konst > 0 wie folgt gewählt wird:
2
ρ+ 2δ
< k <
2
δ
− (ρ+ δ). (9.161)
Also schliesst man, dass für alle x0 : x0 > 1δ die Ungleichung (9.159) gilt. Somit ist
gezeigt, dass der Lösungskandidat (9.136) der Maximumbedingung (9.13) genügt.
Um die lokale Optimalität des Paares (x∗, u∗) aus (9.136) nachzuweisen, wird der
Satz 38 verwendet.
Offenbar gehört die Kozustandsfunktion y(·) aus (9.144) dem Funktionenraum
W 12 (IR
+, e−ρt) an, denn die Adjungierte ist stetig auf IR+ und die Integrale
∞∫
τ
|y(t)|2eρtdt und
∞∫
τ
|y˙(t)|2eρtdt existieren und sind endlich. Somit gilt dasselbe für
∞∫
0
|y(t)|2eρtdt und
∞∫
0
|y˙(t)|2eρtdt. Analog kann bewiesen werden, dass
(x∗, u∗) ∈ W 12 (IR+, e−ρt)× L2(IR+, e−ρt), denn die Integrale
∞∫
0
|x∗(t)|2e−ρtdt,
∞∫
0
|x˙∗(t)|2e−ρtdt und
∞∫
0
|u∗(t)|2e−ρtdt existieren und sind endlich. Der Nachweis der
Gültigkeit der Voraussetzung (v) des Satzes 38 mit in (9.123) festgelegten Funktio-
nen verläuft analog zu dem entsprechenden Nachweis in der Schlussfolgerung 1, da
der Operator ∂2ξξL(t, ξ) nicht von der Trajektorie x∗(·) abhängt. Die Zulässigkeit des
konstruierten Ansatzes in der dualen Aufgabe ist global gültig und der ist auf der
ganzen Halbachse IR+ stetig.12 Die Voraussetzung 12 ist ebenso erfüllt.
Nun sind alle Voraussetzungen des Satzes 38 über hinreichende Optimalitätsbe-
dingungen zweiter Ordnung erfüllt bis auf die Existenz der ersten partiellen Ablei-
tungen der Hamiltonfunktion, die hier, wie auch in der vorherigen Schlussfolgerung,
im Schaltpunkt t = τ nicht existieren. Folglich gibt es keine C0δ (IR
+) – Umgebung
des Kandidaten x∗(·), in der alle partiellen Ableitungen von H und damit auch
∂2ξξΛ(t, ξ) definiert ist. Somit ist der Satz 38 auf dieses Problem nicht anwendbar.
Die stetige Differenzierbarkeit der Hamiltonfunktion in einer C0δ (IR
+, νˆ) – Umgebung
des Kandidaten x∗(·) hat sich also als eine wesentliche Voraussetzung des Satzes er-
wiesen und kann somit nicht ohne weiteres weggelassen oder durch die stückweise
stetige Differenzierbarkeit ersetzt werden. An einer konkreten Belegung der Kon-
stanten des betrachteten Modells demonstrieren wir den Sachverhalt noch einmal.
9.5 Konkretes Beispiel
Um die Lösung des Problems graphisch darstellen zu können, legen wir die Werte
der Parameter ρ, δ und x0 fest, nämlich auf x0 = 2, ρ = 0.5 und δ = 0.9. Dabei ist
die Bedingung x0 > 1/δ erfüllt. Folglich gibt es laut Schlussfolgerungen 1 und 2 zwei
12Somit ist die Randbedingung (8.13) automatisch erfüllt.
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lokale Minimallösungen:
x∗1(t) :=
(
x0 − 1
δ
)
e−δt +
1
δ
=
(
2− 10
9
)
e−0.9t +
10
9
, u∗1(t) :≡ 1 (9.162)
und
x∗2(t) :=
{
(x0 − 1δ )e−δt + 1δ , t < τ
(x0 − 1δ )e−δt + 1δe−δ(t−τ) , t ≥ τ
=
{
(2− 10
9
)e−0.9t + 10
9
, t < τ
(2− 10
9
)e−0.9t + 10
9
e−0.9(t−τ) , t ≥ τ (9.163)
u∗2(t) :=
{
1 , t < τ
0 , t ≥ τ (9.164)
mit Schaltpunkt
τ =
1
δ
ln
2(x0δ − 1)
δ(ρ+ 2δ)− 2 = 3.47696, (9.165)
siehe die Abbildungen 9.2, 9.3 und 9.4, 9.5.
Abbildung 9.2: Zustandstrajektorie
x∗1(·).
Abbildung 9.3: Steuerung u∗1(·).
Der Funktionalswert JL∞(x∗1, u∗1) berechnet aus der Lösung (9.162) beträgt -2.2236,
da
JL∞(x
∗
1, u
∗
1) =
∞∫
0
(
−
((
2− 10
9
)
e−0.9t +
10
9
)2
+ 1
)
e−0.5tdt = −2.2236. (9.166)
Der Funktionalswert JL∞(x∗2, u∗2) ergibt den Wert -2.23125. Lässt man den Schalt-
punkt τ˜ beliebig und positiv, so kann man die Funktionalswerte JL∞(x˜, u˜) für
x˜(t) :=
{
(2− 10
9
)e−0.9t + 10
9
, t < τ˜
(2− 10
9
)e−0.9t + 10
9
e−0.9(t−τ˜) , t ≥ τ˜
u˜(t) :=
{
1 , t < τ˜
0 , t ≥ τ˜ (9.167)
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Abbildung 9.4: Zustandstrajektorie
x∗2(·).
Abbildung 9.5: Steuerung u∗2(·).
in Abhängigkeit vom Schaltpunkt τ˜ berechnen und graphisch darstellen, vgl. Abbil-
dung 9.6. Dabei entstehen Variationen ‖x∗2 − x˜‖C < (τ˜), ‖u∗2 − u˜‖C = 1. Anhand
der Skizze erkennt man, dass der Prozess (x∗2, u∗2) bessere Funktionalswerte liefert im
Vergleich zu sowohl allen Prozessen mit bang-bang Steuerung u˜(t) :=
{
1 , t < τ˜
0 , t ≥ τ˜
als auch im Vergleich zu Prozess (x∗1, u∗1), der als punktweiser Grenzwert dieser bang-
bang Struktur betrachtet werden kann. Die rote und die schwarze Linie zeigen die
Funktionalswerte JL∞(x∗1, u∗1) bzw. JL∞(x˜, u˜) an. Die Funktion JL∞(x˜, u˜) nimmt an der
Stelle τ˜ = τ = 3.47696 ihr globales Minimum an.
Abbildung 9.6: Abhängigkeit des Funk-
tionalwertes JL∞(x˜, u˜) vom Schaltpunkt
τ˜ .
Abbildung 9.7: Abhängigkeit des Funk-
tionalwertes JL∞(x¯, u¯) vom Schaltpunkt
τ˜ .
Als nächstes nehmen wir uns folgende Variation der Steuerung
u¯(t) :=
{
α , t < τ˜
0 , t ≥ τ˜ (9.168)
und entsprechend der Zustandstrajektorie
x¯(t) :=
{
(2− α
0.9
)e−0.9t + α
0.9
, t < τ˜
(2− α
0.9
)e−0.9t + α
0.9
e−0.9(t−τ˜) , t ≥ τ˜ (9.169)
9.5. KONKRETES BEISPIEL 157
vor, mit α ∈ [0, 1] und τ˜ ∈ [0,∞). Die 3D-Skizze auf der Abbildung 9.7 illustriert
das Verhalten der Funktionalswerte bei dieser Variation für α ∈ [0, 1], τ˜ ∈ [0, 10].
Wiederum erkennt man an der graphischen Darstellung der Fläche, dass der Prozess
(x∗2, u
∗
2) einen minimalen Wert des Zielfunktionals JL∞ liefert. Die Ebene JL∞(x, u) ≡
−2.23125 auf der Abbildung 9.7 gibt den Funktionalswert JL∞(x∗2, u∗2) zum Vergleich
an. Vom Beweis der Optimalität des Prozesses (x∗2, u∗2) bezüglich eines Prozesses
(x¯, u¯) mit einer Funktion x¯(·) aus der -Umgebung von x∗2(·) und einer Steuerungs-
funktion u¯(·), die ihre Werte in [0, 1] hat und endlich viele Sprünge besitzt, wird hier
jedoch abgesehen.
Der Prozess (x∗1, u∗1) liefert aber ein lokales Minimum des Zielfunktionals JL∞. Dies
kann überprüft werden, indem man die Steuerungen
u(t) :=
{
1 , t < τ˜
α , t ≥ τ˜ (9.170)
mit α, das hinreichend nah an eins liegt, betrachtet. Berücksichtigt man die stetige
Differenzierbarkeit der Hamiltonfunktion nicht, so müssten beide Prozesse (x∗i , u∗i ),
(i = 1, 2) laut dem Satz 38 sogar global optimal sein, was nicht sein kann, da die
Werte des Zielfunktionals für diese Paare unterschiedlich sind.
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Kapitel 10
Optimale Erneuerung einer
technischen Ressource
Das in diesem Kapitel untersuchte akademische Beispiel dient sowohl zur Illustra-
tion der Anwendbarkeit des Existenzsatzes und der Sätze über die hinreichenden
Optimalitätsbedingungen zweiter Ordnung aus dem vorherigen Kapitel als auch zur
Demonstration dessen, wie eine künstlich eingeführte Zustandsbeschränkung die op-
timale Lösung beeinflussen kann.
10.1 Problemformulierung
Sei x(t) ∈ IR der Wert einer Maschine oder einer technischen Ressource zum Zeit-
punkt t, welcher hier die Rolle eines Zustandes übernimmt. Die zeitliche Ände-
rungsrate dieses Wertes nimmt mit einer, hier als konstant vorausgesetzten, Ab-
schreibungsrate δ ∈ (0, 1) ab und kann durch zusätzliche Investitionen u(t) ∈ IR
in Erneuerungsmaßnahmen in positiver Richtung beeinflusst werden. Die Funktion
u(·) : IR+ → IR übernimmt daher die Rolle der Steuerungsfunktion. Ausserdem seien
die Investitionsmaßnahmen u(t) zum Zeitpunkt t durch 0 ≤ u(t) ≤ umax beschränkt
und die konstante Diskonrate ρ ∈ (0, 1) sei vorgegeben.
Weiterhin nehmen wir an, dass der Profit der Firma, die im Besitz dieser tech-
nischen Ressource ist, in großem Maße von dem Maschinenwert x(t) abhängt. Dies
soll hier durch die quadratische Abhängigkeit des Profits von x(t) zum Zeitpunkt t
ausgedrückt werden.
Das Ziel der Firma ist den diskontierten Gesamtprofit über dem Intervall IR+ zu
maximieren, wobei die Investitionskosten diesen naturgemäß verringern. Der Inve-
stitionskostenkoeffizient wird dabei gleich eins gesetzt. Als Zielfunktional wird das
Funktional aus der linear-quadratischen Aufgabe aus dem Unterkapitel 9.4 betrach-
tet, jedoch mit einem in der Steuerung quadratischen Strafterm u2(t)e−ρt, der die
schon betrachtete Aufgabe streng konvex in der Steuerung macht.
Um die Existenz einer optimalen Lösung zu erzwingen, wird dem Modell eine
Zustandsbeschränkung der Gestalt |x(t)| ≤ β(t) = eα∗t, −δ < α∗ beigefügt.
Um zusammenzufassen: Wir betrachten ein nichtlineares Steuerungsproblem, das
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wie folgt formuliert wird. Minimiere das gegebene Funktional
JL∞(x, u) = L -
∞∫
0
(−x(t)2 + u(t))e−ρtdt+ L -
∞∫
0
u2(t)e−ρtdt (10.1)
bezüglich aller Prozesse (x, u), deren Dynamik der Differentialgleichung
x˙(t) = u(t)− δx(t), x(0) = x0 > 0 (10.2)
gehorcht und die ausserdem den Nebenbedingungen
(x, u) ∈ W 1,12 (IR+,−ρt )× L12(IR+, e−ρt); (10.3)
0 ≤ x(t) ≤ Cˆeα∗t, Cˆ > x0, α∗ > −δ; (10.4)
u(t) ∈ [0, umax] (10.5)
genügen sollen. Über die Konstanten δ und ρ wird vorausgesetzt, dass 0 < δ <
1, 0 < ρ < 1 gilt. x0 bezeichnet dabei den Startwert der Ressource.
Bemerkung 47. Der Strafterm L -
∞∫
0
u2(t)e−ρtdt kann für kleine Werte des Parame-
ters  > 0 auch als ein Regularisierungsterm interpretiert werden. Hier wird jedoch
nicht analysiert, ob und inwieweit diese Regularisierung vorteilhaft ist.
10.2 Existenz einer optimalen Lösung
Wir beabsichtigen nun die Voraussetzungen des Existenzsatzes 28 für das Steue-
rungsproblem (10.1) – (10.5) zu überprüfen und setzen die Gewichtsfunktionen erst
einmal wie folgt:
ν(t) := eαt, ν˜(t) = e−ρt, α ∈ IR. (10.6)
Für die Funktionenräume wählen wir p = 2.
(1) Die Konvexität des Integrandes r(t, ξ, v) = −ξ2 + v + v2 in v sowie die stetige
Differenzierbarkeit in v sind gegeben. Somit gilt die Voraussetzung 5.
(2) Laut der Voraussetzung 9 muss es eine Funktion A1(·) ∈ L1(IR+) sowie eine
positive Konstante B1 geben, so dass für alle (t, ξ, v) ∈ IR+× IR× IR und p = 2
die Wachstumsbedingung
| − ξ2 + v + v2| ≤ A1(t)eρt +B1(|ξ|2 + |v|2)e(ρ+α)t (10.7)
gilt. Für α = −ρ ist dies mit A1(t) = e−ρt und B1 = 1 +  aufgrund der
Abschätzung
| − ξ2 + v + v2| ≤ |ξ|2 + 1 + |v|2 + |v|2 ≤ 1 + (1 + )(|ξ|2 + |v|2)
≤ e−ρteρt + (1 + )(|ξ|2 + |v|2)e(ρ−ρ)t (10.8)
erfüllt.
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(3) Laut Voraussetzung 10 soll der Gradient ∇vr(t, ξ, v) = 1+2v für alle (t, ξ, v) ∈
IR+ × IR× IR der Wachstumsbedingung
|1 + 2v|e
−ρt
eαt
≤ A2(t)e−α2 t +B2(|ξ|1 + |v|1) (10.9)
mit einer Funktion A2(·) ∈ L2(IR+) und einer positiven Konstanten B2 genü-
gen. Diese Bedingung ist erfüllt für α ≥ −ρ mit A2(t) = e−(ρ+α2 )t, B2 = 2 für
p = q = 2, denn es gilt die Ungleichung
|1 + 2v| ≤ 1 + 2|v| = e−(ρ+α2 )t · e(ρ+α2 )t + 2(|ξ|+ |v|)e(α+ρ)t (10.10)
für alle (t, ξ, v) ∈ IR+ × IR × IR, die zu der verlangten Wachstumsbedingung
äquivalent ist.
(4) Als nächstes wird die Gültigkeit der Voraussetzung 11 untersucht. Wir setzen
A(t, x(t)) = −δx(t), B(t, x(t)) ≡ 1 und überprüfen, ob die Wachstumsbe-
dingungen (6.5) und (6.6) erfüllt sind. Die erste ist erfüllt mit p = q =
2, B11(t, ξ) ≡ 1, der Funktion A311(·) ∈ L12(IR+), definiert durch A311(t) =
e
α
2
t, α < 0, und einer Konstanten B311 = 1, d.h. es gilt die Ungleichung
|B(t, ξ)| ≡ 1 = eα2 te−α2 t ≤ A311(t)e−α2 t +B311|ξ|, (10.11)
insbesondere auch für α = −ρ. Die Wachstumsbedingung (6.6) ist gültig mit
den Konstanten C1 = 0, C2 = δ, C3 = 0, C4 = 1.
(5) Der zulässige Bereich ist nicht leer, denn beispielsweise ist (x, u) = (x0e−δt, 0)
ein zulässiger Prozess.
(6) Die Lipschitzstetigkeit der Funktion B(t, ξ) in ξ sowie die Konvexität und Ab-
geschlossenheit des Steuerbereiches U = [0, umax] liegen vor.
Somit sind alle Voraussetzungen des Existenzsatzes 28 erfüllt, was die Existenz einer
optimalen Lösung (x, u) ∈ W 1,12 (IR+, e−ρt) × L12(IR+, e−ρt) zum Problem (10.1) –
(10.5) im Sinne der Definition 10.(iii) impliziert.
10.3 Lösung mittels hinreichender Optimalitätsbe-
dingungen zweiter Ordnung
Dieses Problem ist nichtlinear in der Steuerung und quadratisch in ξ = x(t). Als
Pontrjaginsche Funktion erhält man
H(t, ξ, v, η, 1) = (ξ2 − v − v2) + ηeρt(v − δξ), (10.12)
und die Hamiltonfunktion ist gegeben durch
H(t, ξ, η) =

ξ2 − δξηeρt + (ηeρt − 1)umax , 12(eρtη − 1) = umax−u2max
ξ2 − δξηeρt + 1
4
(ηeρt − 1)2 , 1
2
(eρtη − 1) ∈ [0, umax]
ξ2 − δξηeρt , 1
2
(eρtη − 1) = 0
, (10.13)
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wobei sie offensichtlich nicht konkav in der Platzhaltervariable ξ ist, was bedeu-
tet, dass ein linerer Ansatz in der dualen Aufgabe nicht ausreichend wäre. Bei der
Bestimmung der Hamiltonfunktion wurde die optimale Steuerung
u∗(t) =

umax ,
1
2
(eρty(t)− 1) ≥ umax
1
2
(eρty(t)− 1) , 1
2
(eρty(t)− 1) ∈ [0, umax]
0 , 1
2
(eρty(t)− 1) ≤ 0,
(10.14)
in die Pontrjaginsche Funktion eingesetzt. Ähnlich wie im Unterkapitel 9.4 schreiben
wir für die Lagrange Funktion
L(t, ξ) = −Λ(t, ξ) + λ1(t)(−ξ) + λ2(t)(ξ − Cˆeα∗t) (10.15)
+ λ3(t)(x0e
−δt − ξ) + λ4(t)
(
ξ −
(
x0 − umax
δ
)
e−δt − umax
δ
)
die Bedingungen
∂ξL(t, x∗(t)) = −∂ξΛ(t, x∗(t))− λ1(t) + λ2(t)− λ3(t) + λ4(t) = 0; (10.16)
λ1(t)(−x∗(t)) = 0, λ1(t) ≥ 0; (10.17)
λ2(t)(x
∗(t)− Cˆeα∗t) = 0, λ2(t) ≥ 0; (10.18)
λ3(t)(x0e
−δt − x∗(t)) = 0, λ3(t) ≥ 0; (10.19)
λ4(t)
(
x∗(t)−
(
x0 − umax
δ
)
e−δt − umax
δ
)
= 0, λ4(t) ≥ 0 (10.20)
auf, die die notwendigen Optimalitätsbedingungen für die endlichdimensionale re-
stringierte Optimierungsaufgabe
(Pt) Λ(t, ξ)→ max! (10.21)
bzgl. 0 ≤ ξ ≤ Cˆeα∗t (10.22)
x0e
−δt ≤ ξ ≤
(
x0 − umax
δ
)
e−δt +
umax
δ
(10.23)
für t > 0 darstellen. Die Bedingung (10.16) reduziert sich zu
∂ξL(t, x∗(t)) = − 1
ν˜(t)
y˙(t)− ∂ξH(t, x∗(t), y(t))− λ1(t) + λ2(t)
− λ3(t) + λ4(t) = 0, (10.24)
was konkret
y˙(t) = −2x∗(t)e−ρt + δy(t) + (−λ1(t) + λ2(t)− λ3(t) + λ4(t))e−ρt (10.25)
heisst. Befindet sich die Steuerung u(t) zum Zeitpunkt t = 0 im Inneren des Steuer-
bereiches, so sind drei der vier Zustandsbeschränkungen für alle t ∈ [0, τ1) inaktiv,
woraus λ1(t) = λ3(t) = λ4(t) = 0 folgt, und es gilt{
x˙∗(t) = 1
2
(y(t)eρt − 1)− δx∗(t), x∗(0) = x0
y˙(t) = −2x∗(t)e−ρt + δy(t) + λ2(t)e−ρt . (10.26)
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Da ausserdem Cˆ > x0 gilt, ist die Zustandsbeschränkung x(t) ≤ Cˆeα∗t ebenso auf
einem gewissen Intervall [0, τ2) inaktiv, was λ2(t) = 0 für alle t ∈ [0, τ2) impli-
ziert. Überführt man das Gleichungssystem auf dem Intervall [0,min{τ1, τ2}] in eine
Differentialgleichung zweiter Ordnung
y¨(t) + ρy˙ +
(
1

− ρδ − δ2
)
y =
1

e−ρt, (10.27)
so erhält man als Nullstellen ihrer charakteristischen Gleichung
k1 =
1
2
(−ρ−
√
(ρ+ 2δ)2 − 4/); (10.28)
k2 =
1
2
(−ρ+
√
(ρ+ 2δ)2 − 4/). (10.29)
10.3.1 Fall I: Die Nullstellen der charakteristischen Gleichung
sind reell
Dieser Fall tritt ein, wenn (ρ+2δ)2 ≥ 4/ gilt und folglich k1 ≤ k2, ki ∈ IR, i = 1, 2.
Lässt man, bei gegebenen ρ und δ,  gegen Null laufen, so wird dieser Fall in den
Fall II übergehen, wo beide Nullstellen der charakteristischen Gleichung komplex
sind. Dieser wird später analysiert. Wir beschränken uns auf den Fall k1 6= k2.
Bemerkung 48. Überführt man das Gleichungssystem{
x˙∗(t) = 1
2
(y(t)eρt − 1)− δx∗(t)
y˙(t) = −2x∗(t)e−ρt + δy(t) (10.30)
mittels der Substitution y˜ = yeρt in das autonome Gleichungssystem{
x˙∗(t) = 1
2
(y˜(t)− 1)− δx∗(t)
˙˜y(t) = (ρ+ δ)y˜(t)− 2x∗(t) , (10.31)
so hat das neue System den Sattelpunkt
(xˆ, yˆ) = ( ρ+δ
2(1−δ(ρ+δ)) ,
1
1−δ(ρ+δ)) als Gleichgewichtspunkt im Phasenportrait, vgl. Ab-
bildung 10.1, der bei zwei gleichen reellen Nullstellen k1 = k2 in einen instabilen
Knoten übergeht, vgl. Abbildung 10.2. Das bedeutet, dass es keine Lösungen des
kanonischen Systems (10.31) gibt, die gegen das Gleichgewicht konvergieren. Wären
dabei keine Zustandsbeschränkungen zu erfüllen, so würden sich die Phasentrajek-
torien mit wachsender Zeit immer weiter vom Gleichgewichtspunkt entfernen.
Lösung des Systems (10.30) auf dem Intervall [0, τ ], τ := min{τ1, τ2}.
Die allgemeine Lösung von (10.30) ist
y(t) = C1e
k1t + C2e
k2t +
1
1− δ(ρ+ δ)e
−ρt, (10.32)
x∗(t) = −1
2
(
C1(k1 − δ)e(k1+ρ)t + C2(k2 − δ)e(k2+ρ)t
)
+
ρ+ δ
2(1− δ(ρ+ δ)) (10.33)
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Abbildung 10.1: Phasenportrait des Sy-
stems (10.31) für ki ∈ IR, k1 6= k2,
i = 1, 2.
Abbildung 10.2: Phasenportrait des Sy-
stems (10.31) für k1 = k2.
mit Integrationskonstanten Ci, i = 1, 2, wobei C1 als Funktion von C2 dargestellt
werden kann:
C1 =
1
k1 − δ
(
ρ+ δ
2(1− δ(ρ+ δ)) − 2x0 − C2(k2 − δ)
)
. (10.34)
Die zugehörige Steuerungsfunktion auf dem Intervall [0,min{τ1, τ2}] ist durch
u∗(t) =
1
2
(
C1e
(k1+ρ)t + C2e
(k2+ρ)t +
1
1− δ(ρ+ δ) − 1
)
(10.35)
gegeben. Die fehlende zweite Randbedingung erschwert die Ermittlung der Lösung,
da es im Allgemeinen nicht möglich ist, die optimale Trajektorie im Phasenpor-
trait zu identifizieren. Diese Schwierigkeit wollen wir dadurch umgehen, dass für
einen konkreten Lösungskandidaten alle hinreichenden Bedingungen gesichert wer-
den. Dies impliziert zumindestens die lokale Optimalität des involvierten Prozesses.
Der Operator ∂2ξξL(t, ξ). Mit der Hesseschen Matrix
∇2H(t, ξ, η) =
(
2 −δeρt
−δeρt 1
2
e2ρt
)
(10.36)
und ihren Einträgen bilden wir den Operator ∂2ξξL(t, ξ), für den
∂2ξξL(t, ξ) = −∂2ξξΛ(t, ξ) (10.37)
gilt, denn die Zustandsbeschränkungen hängen nur linear von der Variable ξ ab:
∂2ξξL(t, ξ) = −
(
Q˙eρt + ∂2ξξH(t, ξ, η) + 2∂2ξηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t)
+ ∂2ηηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q2(t)
)
= −
(
Q˙eρt + 2− 2δeρtQ(t) + 1
2
e2ρtQ2(t)
)
. (10.38)
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Zu einer gegebenen Zahl c > 0 versuchen wir mit dem Ansatz
Q(t) = Q0e
−ρt (10.39)
in Hinsicht auf die Bedingung (9.14) der Ungleichung
∂2ξξL(t, ξ) = −
(
Q˙eρt + 2− 2δeρtQ(t) + 1
2
e2ρtQ2(t)
)
≥ c (10.40)
für alle t > 0 zu genügen und auf diese Weise eine Krümmungskomponente Q(·) ∈
W 1,1∞ (IR
+, eρt) eines dualen Ansatzes S anzugeben. Dabei ergibt sich für die Kon-
stante Q0 die quadratische Ungleichung
Q20
2
− (ρ+ 2δ)Q0 + (2 + c) ≤ 0, (10.41)
deren Lösung Q0 der Inklusion
Q0 ∈
ρ+ 2δ −
√
(ρ+ 2δ)2 − 2(2+c)

4
,
ρ+ 2δ +
√
(ρ+ 2δ)2 − 2(2+c)

4
 (10.42)
genügt. Das obige Intervall ist nur im Fall (ρ+ 2δ)2 ≥ 4/+ 2c/ nichtleer.
Offenbar gelingt es also mit einem solchen Ansatz eine passende, und sogar stetige,
Funktion Q(·) ausfindig zu machen, wenn die charakteristische Gleichung zum Sy-
stem (10.31) zwei voneinander verschiedene reelle Nullstellen besitzt. In der Tat, sei
(ρ + 2δ)2 > 4/, dann gibt es eine reelle Zahl a > 0 mit (ρ + 2δ)2 = 4/ + a. Setzt
man c = a
2
, so erfüllt beispielsweise Q0 := ρ+2δ4 die Gleichung in (10.41).
Ein allgemeinerer Ansatz Q(t) = f(t)e−ρt mit einer wesentlich beschränkten Funk-
tion f(·) ∈ W 1,1∞ (IR+) führt zu ähnlichem Ergebnis.
Der Operator ∂2ξξL(t, ξ) hängt nicht von der Zustandstrajektorie ab, womit die Be-
dingung (9.17) automatisch global erfüllt ist.
Überprüfung der Voraussetzungen des Satzes 38 für konkrete Daten:
x0 = 10, ρ = 0.94, δ = 0.95, α∗ = −0.6, Cˆ = 30, umax = 5,  = 1.
Die Nullstellen der charakteristischen Gleichung sind k1 = −1.47817, k2 = 0.538167.
Durch Variation der noch freien Integrationskonstante C2 erhält man die Familie der
zulässigen Zustandstrajektorien, wenn man von den Zustandsrestriktionen absieht,
vgl. Abbildung 10.3. Hier bezeichnet die rote Kurve die Funktion β(t) = Cˆeα∗t, der
rot gefüllte Bereich die Menge {(t, ξ) ∈ IR2 | t ∈ IR+, ξ ∈ G(t)}, erzeugt durch die
explizit gestellten Zustandsbeschränkungen, und der sandfarbig gefüllte Bereich auf
der Abbildung 10.4 entsprechend die Erreichbarkeitsmenge R := {(t, ξ) ∈ IR2 | t ∈
IR+, ξ ∈ R(t)}, erzeugt durch die “natürlichen“ Zustandsbeschränkungen. Wie ent-
scheidet man nun, welche Trajektorie aus dieser Kurvenschar optimal sein soll? Zu
diesem Zweck steht uns der Satz 38 zur Verfügung, der trotz fehlender zweiter Rand-
bedingung im kanonischen System anhand des Verhaltens der Adjungierten y(·) über
die starke lokale Optimalität eines Prozesses entscheiden lässt.
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Abbildung 10.3: Zustandstrajektorien
in Abhängigkeit von C2.
Abbildung 10.4: Erreichbarkeitsmenge
R.
Die nächste Frage, die entsteht, ist, ob und wann die Zustandsbeschränkung
x(t) ≤ Cˆeα∗t aktiv wird. Wird sie aktiv in einem Zeitpunkt τ1, so sieht die Kozu-
standsfunktion auf dem Intervall [0, τ2], τ2 > τ1, wie folgt aus:
y(C2, t) =
{
y1(C2, t) , t ≤ τ1
y2(t) , τ1 < t < τ2
=

{
1
k1−δ
(
ρ+δ
2(1−δ(ρ+δ)) − 2x0 − C2(k2 − δ)
)}
ek1t
+C2e
k2t + 1
1−δ(ρ+δ)e
−ρt , t ≤ τ1
2Cˆ(α∗ + δ)e(α
∗−ρ)t + e−ρt , τ1 < t < τ2
.(10.43)
Durch Variation des Schaltpunktes τ und der Konstante C2 unter der Berücksich-
tigung der Stetigkeit der Zustandsfunktion x∗(·) wird untersucht, wann die Ad-
jungierte y(·) im Zeitpunkt t = τ einen Sprung nach oben hat bzw. gemäß der
Randbedingung (8.13) stetig ist. Dafür werden folgende Flächen
F1(τ, C2) := x
∗(τ, C2)− Cˆeα∗τ ; (10.44)
F2(τ, C2) := y1(τ, C2)− y2(τ) (10.45)
betrachtet, um festzustellen, wann, möglicherweise gleichzeitig, diese beiden Flächen
die τC2-Ebene schneiden, vgl. die Abbildung 10.5. Aus dieser Abbildung und aus
der Analyse des Gleichungssystems
F1(τ, C2) = 0, F2(τ, C2) = 0 (10.46)
wird klar, dass C2 = 0 und τ =∞ gesetzt werden müssen, um der Bedingung (8.13)
zu genügen, denn jeder frühere Schaltpunkt würde einen Sprung der Kozustands-
funktion nach unten erzwingen, was der Bedingung (8.13) widersprechen würde.
Somit wird die betrachtete Zustandsbeschränkung nie aktiv. Die Randbedingung
(8.13) ist zwar keine notwendige Optimalitätsbedingung, aber unser Ziel ist es, die
Gültigkeit aller Voraussetzungen des Satzes 38 für ein bestimmtes zulässiges Paar
nachzuweisen, um dessen starke lokale Optimalität zu beweisen. Die Setzung C2 = 0
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Abbildung 10.5: Schnitte der Flächen F1 (schwarz) und F2 (rot) mit der τC2-Ebene.
liegt ausserdem nahe, wenn man in der allgemeinen Lösung (10.32), (10.33) die Ter-
me, die dem positiven Eigenwert entsprechen, eliminiert, damit in der Phasenebene
(x, y) die Trajektorien gegen das Gleichgewicht konvergieren.
Die Zustandsbeschränkung −x∗(t) ≤ 0 wird ebenfalls nicht aktiv, da der Zeitpunkt
tu : u
∗(tu) = 0 eher eintritt und sich der Wert der Maschine x∗(t) ab diesem Zeit-
punkt ungesteuert entwickelt und somit für den Rest der Zeit positiv bleibt. Mit
tu = 2.61402 erhält man
x∗(t) =

(
− ρ+δ
2(1−δ(ρ+δ)) + x0
)
e(k1+ρ)t + ρ+δ
2(1−δ(ρ+δ)) , t ≤ tu((
− ρ+δ
2(1−δ(ρ+δ)) + x0
)
e(k1+ρ)tu + ρ+δ
2(1−δ(ρ+δ))
)
e−δ(t−tu) , t > tu
(10.47)
u∗(t) =
{
1
2
(
1
k1−δ
(
ρ+δ
1−δ(ρ+δ) − 2x0
)
e(k1+ρ)t + 1
1−δ(ρ+δ) − 1
)
, t ≤ tu
0 , t > tu
,(10.48)
vergleiche auch Abbildungen 10.6, 10.7. Die Steuerung im Startzeitpunkt befindet
sich im Inneren des Steuerbereiches, u∗(0) = 3.47903 ∈ (0, 5). Die Kozustandsfunk-
tion y(·) ist somit stetig und definiert durch
y(t) =
{
1
k1−δ
(
ρ+δ
1−δ(ρ+δ) − 2x0
)
ek1t + 1
1−δ(ρ+δ)e
−ρt , t ≤ tu
e−ρt , t > tu
, (10.49)
wodurch offensichtlich die im Satz 38 verwendete Inklusion1 y(·) ∈ W 12 (IR+, eρt)
erfüllt ist. Die übrig gebliebene Komponente a(·) des dualen Ansatzes S wird aus
der Hamilton-Jacobischen Differentialgleichung
Λ(t, x∗(t)) = 0, (10.50)
berechnet. Die Voraussetzung (i) des Satzes 38 ist mit den Lagrange Multiplikatoren
λi(t) ≡ 0, i = 1, 2, 3, 4 gegeben. Folglich erhält man die letzte Gleichung in der
1Ihre Gültigkeit folgt aus dem Lemma 12.
168 KAPITEL 10. OPTIMALE ERNEUERUNG EINER TECHN. RESSOURCE
Abbildung 10.6: Optimale Erneuerung
einer technischen Ressource, Fall re-
eller Nullstellen: optimaler Zustand
x∗(·) (schwarz), Zustandsbeschränkung
(rot).
Abbildung 10.7: Optimale Erneuerung
einer technischen Ressource, Fall reeller
Nullstellen: optimale Steuerung u∗(·).
Gestalt
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t). (10.51)
Mit den Konstanten
A :=
1
4
(
2x0 − ρ+ δ
1− δ(ρ+ δ)
)2(
1
(k1 − δ)2 − 1
)
, (10.52)
B :=
(
ρ+ δ
1− δ(ρ+ δ) − 2x0
)
1 + (k1 − 3δ)(ρ+ δ)
2(k1 − δ)(1− δ(ρ+ δ)) , (10.53)
C := −1
4
(ρ+ δ)2(1 + δ)2
(1− δ(ρ+ δ))2 −
δ(ρ+ δ)
2(1− δ(ρ+ δ)) , (10.54)
D := e2δtu
(
ρ+ δ
2(1− δ(ρ+ δ)) −
1
2
(
ρ+ δ
1− δ(ρ+ δ) − 2x0
)
e(k1+ρ)tu
)2
(10.55)
hat die Differentialgleichung
a˙(t) =
{
Ae(2k1+ρ)t +Bek1t + Ce−ρt , t ≤ tu
De−(ρ+2δ)t , t > tu
(10.56)
die Lösung
a(t) =

A
2k1+ρ
e(2k1+ρ)t + B
k1
ek1t + C−ρe
−ρt +K , t ≤ tu
D
−(ρ+2δ)e
−(ρ+2δ)t , t > tu
, (10.57)
wobei sich die Konstante K aus der Stetigkeit von a(·) in t = tu ergibt:
K := − D
(ρ+ 2δ)
e−(ρ+2δ)tu − A
2k1 + ρ
e(2k1+ρ)tu − B
k1
ek1tu +
C
ρ
e−ρtu . (10.58)
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Die in (10.57) definierte Funktion ist ein Element von W 11 (IR
+), so dass nun für
S∗ := a(t)+ y(t)T (ξ−x∗(t))+1/2(ξ−x∗(t))TQ(t)(ξ−x∗(t)) mit den Komponenten
aus (10.57), (10.49) bzw. (10.39) alle Voraussetzungen des Satzes 38 für das Paar
(x∗, u∗) aus (10.47), (10.48) erfüllt sind.
Interpretation der optimalen Lösung. Für die gewählten Parameter der Aufga-
be ist es optimal, nur bis zu einem bestimmten Zeitpunkt tu Mittel in Erneue-
rungsmaßnahmen zu investieren. Für t > tu lohnt es sich nicht mehr, um die
Erhaltung des Wertes der betrachteten Ressource zu kämpfen, da die Kosten da-
für den erzielten Effekt übersteigen würden. Die ermittelte Lösung ist stark lokal
optimal in einer gleichmäßigen Umgebung von x∗(·), mindestens von der Breite
δ∗ = ‖νˆ−1‖−1
L2(IR
+,e−ρt) = ‖1‖−1L2(IR+,e−ρt) =
√
ρ, hierbei ist νˆ(t) ≡ 1.
Die optimale Steuerung fällt monoton ab, wobei sie bei einem Wert u∗(0) =
u¯ = 3.47903 für hinreichend große umax startet. Mehr sogar, für alle umax ≥ u¯ ist
dasselbe Paar (x∗, u∗) stark lokal optimal. Würde man im Fall umax > u¯ mit einer
größeren Investition starten, so würde die entsprechende Zustandstrajektorie auf die
Zustandsbeschränkung x(t) ≤ Cˆeα∗t nicht tangential auftreffen, was einen Sprung
der Komponente y(·) des dualen Ansatzes S∗ nach unten2 erzwingen würde.
Ist umax < u¯, so ist die Konstante C2 < 0 aus der Bedingung u(0) = umax zu be-
stimmen. In diesem Fall wird der Zeitpunkt tu : u(tu) = 0, wenn alle zur Verfügung
stehenden Mittel erschöpft sind, schneller erreicht. Alle Zustandsbeschränkungen
bleiben inaktiv, auch −ξ ≤ 0, denn tu < tx = min{t |x∗(t) = 0}.
Aufgrund der Gleichmäßigkeit der Umgebung der Funktion x∗(·), wo der Pro-
zess (x∗, u∗) optimal ist, lässt sich behaupten, dass das Verhalten der zulässigen
Trajektorien im Unendlichen höchstens genauso wichtig ist, wie am Anfang des Pla-
nungsintervalls. Gelingt es nachzuweisen, dass die starke Optimalität des Paares in
einer im Unendlichen breiter werdenden Umgebung gegeben ist, so ist das Verhalten
der Trajektorien für T →∞ in Hinsicht auf die Optimalität nicht entscheidend.
10.3.2 Fall II: Die Nullstellen der charakteristischen Glei-
chung sind komplex
Dieser Fall tritt ein, wenn (ρ+ 2δ)2 < 4/ gilt. Das autonome System (10.31) hätte
in diesem Fall einen instabilen Strudelpunkt3 (xˆ, yˆ) = ( ρ+δ
2(1−δ(ρ+δ)) ,
1
1−δ(ρ+δ)) als
Gleichgewicht, vgl. die Abbildung 10.8.
Lösung des dynamischen Systems (10.30) auf dem Intervall [0, τ1]. Jede
zulässige Zustandstrajektorie x(·) startet im Inneren der zulässigen Menge G(0) und
daher ist die Lösung des entsprechenden kanonischen Systems auf einem gewissen
2statt einem höchstens nach oben erlaubten Sprung.
3Ein instabiler Strudelpunkt bezeichnet den Gleichgewichtspunkt eines dynamischen Systems,
der durch komplex konjugierte Nullstelen der charakteristischen Gleichung mit positiven Realteilen
charakterisiert ist, vgl. Feichtinger&Hartl [35], S. 104 f.
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Abbildung 10.8: Phasenportrait des Systems (10.31) im Fall komplexer Nullstellen
der charakteristischen Gleichung.
Intervall [0, τ1] durch folgende Funktionen4
x∗(t) =
ρ+ 2δ
4
C1e
ρ
2
t cos βt+
ρ+ 2δ
4
C2e
ρ
2
t sin βt+
β
2
C1e
ρ
2
t sin βt
−β
2
C2e
ρ
2
t cos βt+
ρ+ δ
2(1− δ(ρ+ δ)) , (10.59)
y(t) = C1e
− ρ
2
t cos βt+ C2e
− ρ
2
t sin βt+
1
1− δ(ρ+ δ)e
−ρt (10.60)
mit β :=
√
1

− (ρ+2δ)2
4
gegeben, wobei eine der Integrationskonstanten mittels der
Anfangsbedingung eliminiert werden kann:
C2 =
(
ρ+ 2δ
4
C1 +
ρ+ δ
2(1− δ(ρ+ δ)) − x0
)
2
β
. (10.61)
Die optimale Steuerung u∗(·) auf dem Intervall [0, τ1] ist gemäß (10.14) durch
u∗(t) =

umax ,
1
2
(y(t)eρt − 1) > umax
1
2
(y(t)eρt − 1) , 1
2
(y(t)eρt − 1) ∈ [0, umax]
0 , 1
2
(y(t)eρt − 1) < 0
(10.62)
mit
1
2
(y(t)eρt − 1) = 1
2
(
C1e
ρ
2
t cos βt+ C2e
ρ
2
t sin βt+ 1
1−δ(ρ+δ) − 1
)
(10.63)
4Die “natürlichen“ Zustandsbeschränkungen sind nur im Startzeitpunkt aktiv. Würde die Zu-
standsbeschränkung x(t) ≤ (x0 − umaxδ ) e−δt + umaxδ auch für t > 0 aktiv sein, so würde dies einen
nicht tangentialen Aufsprung auf die Zustandsbeschränkung x(t) ≤ Cˆeαt und somit einen Sprung
der adjungierten Komponente y(·) des dualen Ansatzes S in die “falsche“ Richtung verursachen,
wie wir später sehen werden. Die Zustandsbeschränkung x0e−δt ≤ x(t) kann ebenso nicht aktiv
bleiben, da das der Steuerung Null entsprechen würde, was nicht plausibel ist. Für die später
vorgestellte Lösung (x∗, u∗) sind die natürlichen Zustandsrestriktionen tatsächlich überall inaktiv,
siehe Abbildung 10.13.
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gegeben. Aus dem oszillierenden Verhalten der Funktion x∗(·) wird klar, dass in
einem bestimmten Zeitpunkt τ1 > 0 eine der Zustandsbeschränkungen aktiv wird.
Der Operator ∂2ξξL(t, ξ). Analog zu Fall I erhält man die Hessesche Matrix der
Lagrange Funktion, nämlich
∂2ξξL(t, ξ) = −
(
Q˙eρt + ∂2ξξH(t, ξ, η) + 2∂2ξηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q(t)
+∂2ηηH(t, ξ, y(t) +Q(t)(ξ − x∗(t)))Q2(t)
)
= −
(
Q˙eρt + 2− 2δeρtQ(t) + 1
2
e2ρtQ2(t)
)
(10.64)
und versucht zu einer festen Zahl c > 0 eine solche Funktion
Q(·) ∈ W 1,1∞ ([τr,∞), eρt) ∩ C1(τi, τi+1) ∩ C0[τi, τi+1] (10.65)
für eine geeignete Zerlegung IR+ = ∪ri=0[τi, τi+1), τ0 = 0, τr+1 = ∞ ausfindig zu
machen, dass die Definitheitsbedingung (9.14) für alle t ∈ [0, τ1] erfüllt ist. Da dies
mit dem Ansatz Q(t) = Q0e−ρt im Fall (ρ+2δ)2 < 4/ nicht möglich ist, suchen wir
direkt nach einer Lösung der folgenden Differentialungleichung vom Riccati Typ:
∂2ξξL(t, ξ) = −
(
Q˙(t)eρt + 2− 2δeρtQ(t) + 1
2
e2ρtQ2(t)
)
≥ c. (10.66)
Betrachtet man statt der Differentialungleichung die entsprechende Differentialglei-
chung
Q˙(t)− 2δQ(t) + 1
2
Q2(t)eρt + (2 + c)e−ρt = 0, (10.67)
so hat ihre Lösung unendlich viele Polstellen, wobei die Funktion Q(·) auf jedem
Teilintervall ihres Definitionsbereiches monoton fallend ist. Die “Sprünge in Polstel-
len“ erfolgen also von unten nach oben. Um die Randbedingung (8.13) zu erfüllen,
müssten die Sprünge jedoch von oben nach unten stattfinden.5 Ausserdem ist Q(·) ∈
W 1,1∞ ([τr,∞), eρt) für kein τr ∈ IR+ erfüllt, wenn Q(·) unendlich viele Polstellen be-
sitzt. Dies bedeutet, dass es auf diese Weise nicht möglich ist, gleichzeitig den Voraus-
setzungen (iv) und (v), konkret der Definitheitsbedingung (9.14) des Satzes 38 für
alle t > 0 mit einer Funktion Q(·) ∈ W 1,1∞ ([τr,∞), eρt) ∩ C1(τi, τi+1) ∩ C0[τi, τi+1] zu
genügen, was uns veranlasst die hinreichenden Optimalitätsbedingungen in schwä-
cherer Form zu testen, die der Satz 39 liefert. Die Absicht dabei ist herauszufinden,
ob die Zustandsbeschränkungen aktiv werden, aktiv bleiben, und ob die Berück-
sichtigung der aktiven Phasenrestriktionen gemäß Satz 39 bei dem Nachweis der
Gültigkeit der hinreichenden Bedingungen hilfreich sein kann.
5Die Summe der Sprünge der dualen Variable S∗ in der Randbedingung (8.13) wird entlang des
Lösungskandidaten x∗(·) minimal, falls alle Sprünge der adjungierten Komponente y(·) höchstens
nach oben und die von der Krümmungskomponente Q(·) höchstens nach unten erfolgen, vorausge-
setzt x∗(τi) > 0, i = 1, . . . , r. Bei stetigen Komponenten y(·) und Q(·) des dualen Ansazes S∗ ist
die Bedingung selbstverständlich erfüllt.
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Überprüfung der Voraussetzungen des Satzes 39 für konkrete Daten:
x0 = 10, ρ = 0.5, δ = 0.5, α∗ = 0, Cˆ = 20, umax = 55,  = 0.1.
Wir führen folgende Vorbetrachtungen durch. Angenommen, im Zeitpunkt τ1 wird
die Zustandsbeschränkung x(τ1) ≤ Cˆ aktiv. Berechnen wir den Lagrange Multipli-
kator λ2(·) auf einem gewissen Intervall [τ1, τ2] als Lösung der Gleichung (10.25), der
sich mit λ1(t) = λ3(t) = λ4(t) ≡ 0 als
λ2(t) =
(
y˙(t) + 2x∗(t)e−ρt − δy(t)) eρt (10.68)
ausdrücken lässt. Wir prüfen, ob die betrachtete Zustandsbeschränkung aktiv blei-
ben könnte. Es ergibt sich
x∗(t) ≡ Cˆ, u∗(t) ≡ δCˆ, y(t) = (2δCˆ + 1)e−ρt, t > τ1, (10.69)
womit der Lagrange Multiplikator
λ2(t) ≡ (ρ+ δ)(−1− 2δCˆ) + 2Cˆ = 37 (10.70)
für alle t > τ1 positiv bleibt, erleidet aber einen Sprung in t = τ1. Der Zeitpunkt
τ1 des Auftreffens auf die Zustandsbeschränkung hängt noch von der Integrations-
konstanten C1 ab, wobei x∗(τ1) = Cˆ gelten muss. Diese ist so zu wählen, dass der
Sprung y(τ1 + 0)− y(τ1 − 0) der Kozustandsfunktion
y(t) =
{
C1e
− ρ
2
t cos βt+ C2e
− ρ
2
t sin βt+ 1
1−δ(ρ+δ)e
−ρt , t ≤ τ1
(2δCˆ + 1)e−ρt , t > τ1
, (10.71)
vgl. Abbildung 10.11, nichtnegativ ist, d.h. entweder von unten nach oben oder stetig
in t = τ1. Eine stetige Komponente y(·) des dualen Ansatzes S∗ zu finden ist mög-
lich, wenn die Zustandstrajektorie x∗(·) tangential auf die Zustandsbeschränkung
auftrifft, was durch
x∗(τ1) = Cˆ, x˙∗(τ1) = 0 (10.72)
charakterisiert wird. Dies impliziert die Stetigkeit der Steuerungsfunktion u∗(·) an
der Stelle t = τ1, denn
u∗(τ1 + 0)− u∗(τ1 − 0) = δx∗(τ1 + 0)− x˙∗(τ1 − 0)− δx∗(τ1 − 0) = 0, (10.73)
und somit auch die Stetigkeit der Komponente y(·) dank (10.14).
Wir zeigen nun konsequent, dass für das Paar (x∗, u∗), vgl. Abbildungen 10.9
und 10.10, definiert durch
x∗(t) =

ρ+2δ
4
C1e
ρ
2
t cos βt+ ρ+2δ
4
C2e
ρ
2
t sin βt , t < τ1
+β
2
C1e
ρ
2
t sin βt− β
2
C2e
ρ
2
t cos βt+ ρ+δ
2(1−δ(ρ+δ))
Cˆ , t ≥ τ1
(10.74)
u∗(t) =
{
1
2
(
C1e
ρ
2
t cos βt+ C2e
ρ
2
t sin βt+ 1
1−δ(ρ+δ) − 1
)
, t < τ1
δCˆ , t ≥ τ1
(10.75)
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mit den Integrationskonstanten C1 und C2, bestimmt durch (10.72)6 bzw. (10.61),
alle Voraussetzungen des Satzes 39 für die gewählten Daten der Aufgabe und die
Zerlegung IR+ = [0, τ1) ∪ [τ1,∞) erfüllt sind. Hierbei gilt τ1 = 0.355914971, C1 =
10.734057, C2 = −3.54708. Die Steuerung u∗(·) hat auf dem Intervall [0, τ1] diese
Darstellung, da für die festgelegten Parameterwerte 1
2
(y(t)eρt − 1) ∈ [0, umax] für
alle t ∈ [0, τ1] gilt.
Abbildung 10.9: Optimale Erneuerung
einer technischen Ressource, Fall kom-
plexer Nullstellen: optimale Phasentra-
jektorie x∗(·).
Abbildung 10.10: Optimale Erneuerung
einer technischen Ressource, Fall kom-
plexer Nullstellen: optimale Steuerung
u∗(·).
zu der Voraussetzung (i) Aus den Vorbetrachtungen geht hervor, dass diese Vor-
aussetzung mit
λ2(t) =
{
0 , t < τ1
37 , t ≥ τ1 (10.76)
und y(·) aus (10.71) erfüllt ist.
zu der Voraussetzung (ii) Zu jedem Zeitpunkt t > 0 ist die Menge
G˜(t) = (G(t) ∩R(t)) =
{
[0, Cˆ] ∩R(t) , t < τ1
[x0e
−δt, Cˆ] , t ≥ τ1 (10.77)
konvex und die Menge der Gradienten der aktiven Restriktionen ist nur auf
[τ1,∞) nichtleer, wobei sie aus einem eindimensionalen Vektor ∇ξϑ(t, x∗(t)) =
∇ξ(ξ − Cˆ)
∣∣∣
ξ=x∗(t)
= 1 besteht. Die “constraint qualification“ ist somit erfüllt.
zu der Voraussetzung (iii) Die optimale Steuerung wurde durch die punktwei-
se Maximierung der Pontrjaginschen Funktion bezüglich v = u(t) ermittelt,
wodurch diese Voraussetzung ebenfalls erfüllt ist.
6Der Zeitpunkt τ1 ist der früheste Zeitpunkt, in dem die Phasentrajektorie tangential auf die
betrachtete Beschränkung auftrifft und wird ebenfalls aus der Bedingung (10.72) ermittelt.
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zu den Voraussetzungen (iv) und (v) Das Ziel ist, einen quadratischen dualen
Ansatz S∗(t, ξ) = a(t) + S1(t, ξ) zu finden, mit dessen Komponenten (a, y,Q)
die Voraussetzungen (iv) und (v) erfüllt sind. Die y(·)-Komponente ist schon
ermittelt worden, es verbleibt also noch, eine passende Krümmungskomponen-
te Q(·) ausfindig zu machen.
Auf dem Intervall [0, τ1] gibt es keine aktiven Phasenrestriktionen, daher müs-
ste die Definitheitsbedingung (9.57) für alle Richtungen θ(t) = x(t) − x∗(t)
erfüllt sein. Dies ist mit der Funktion
Q1(t) =
(
0.2e−0.5t(4.4088 · 2.718280.75t cos 4.4088t
+ 0.75 · 2.718280.75t sin 4.4088t
+ C(0.75 · 2.718280.75t cos 4.4088t− 4.4088 · 2.718280.75t sin 4.4088t)))
· ((2.718280.75tC cos 4.4088t+ 2.718280.75t sin 4.4088t))−1 (10.78)
als Lösung der Riccatischen Differentialgleichung (10.67) für c = 2 gewährlei-
stet. Die Wahl der Integrationskonstanten C ist durch die Inklusion (10.65)
bedingt, d.h. die Lösung Q1(·) darf im Intervall [0, τ1] keine Polstellen besitzen.
Auf dem Intervall [τ1,∞) soll der Raum IR1 auf den Unterraum{
θ(t) ∈ IR1 |∇ξϑ(t, x∗(t))T θ(t) = 0, λ2(t) > 0
}
= {0} projiziert werden. So-
mit ist die Definitheitsbedingung (9.57) auf dem Intervall [τ1,∞) automatisch
erfüllt, beispielsweise mit der Funktion Q(t) = Q0e−ρt, Q0 = const und c = 1.7
Insgesamt wird die Gültigkeit der Definitheitsbedingung (9.57) mit der Funk-
tion νˆ(·), festgelegt durch νˆ(t) ≡ 1, und der Krümmungskomponenten
Q(t) =
{
Q1(t) , t < τ1
Q0e
−ρt , t ≥ τ1 =
{
Q1(t) , t < τ1
0.0632836e−ρt , t ≥ τ1 . (10.79)
für alle t > 0 erreicht. Die Freiheitsgrade, gegeben durch die Integrationskon-
stante C in (10.78) und die Konstante Q0, wurden ausgenutzt, um erstens eine
auf [0, τ1] stetige Lösung Q1(·) der Differentialgleichung (10.67) zu bekommen
und zweitens die Stetigkeit der Funktion Q(·) in t = τ1 zu erzwingen.8 Dafür
setze man C = 0.1 und erhalte
Q(τ1 − 0)−Q(τ1 + 0) = Q1(τ1)−Q0e−ρτ1
= 0.0529669−Q0e−ρτ1 = 0, (10.80)
woraus Q0 = 0.0632836 folgt. Die resultierende Funktion Q(·) ist auf der Ab-
bildung 10.12 anschaulich dargestellt. Hierbei ist t = 0 keine Polstelle von
Q(·), sondern es gilt Q(0) = 8.9676. Da die Komponente y(·) ebenfalls ste-
tig ist, ist die Voraussetzung (iv) erfüllt. Die Wachstumsbedingung (9.60) ist
dank ∂2ξξL(t, x∗(t))−∂2ξξL(t, x˜(t)) = 0 mit den Konstanten k = 1, α = 1 erfüllt,
womit die Gültigkeit der Voraussetzung (v) komplett gezeigt ist.
7Beachte, dass Q(·) ∈W 1,1∞ ([τr,∞), eρt) gelten muss.
8Es wäre auch ausreichend eine passende Funktion Q(·) anzugeben, die zwar unstetig in t = τ1
ist, aber den Sprung von oben nach unten hat.
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Abbildung 10.11: Die Komponente y(·)
des dualen Ansatzes S∗.
Abbildung 10.12: Die Krümmungskom-
ponente Q(·) des dualen Ansatzes S∗.
Die bisher nicht berechnete Komponente a(·) des dualen Ansatzes S∗ wird nun
wie im Fall reeller Nulstellen der charakteristischen Gleichung aus der Hamilton-
Jacobischen Differentialgleichung
Λ(t, x∗(t)) = 0 (10.81)
berechnet, die unter Berücksichtigung eines quadratischen Ansatzes S∗ mit Kompo-
nenten (a, y,Q) folgende Gestalt besitzt
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t) = r(t, x∗(t), u∗(t))ν˜(t). (10.82)
Mit den Konstanten
A :=
1
4
C21 −
(
ρ+ 2δ
4
C1 − β
2
C2
)2
, (10.83)
B :=
1
4
C22 −
(
ρ+ 2δ
4
C2 +
β
2
C1
)2
, (10.84)
C :=
C1C2
2
− 2
(
ρ+ 2δ
4
C1 − β
2
C2
)(
ρ+ 2δ
4
C2 +
β
2
C1
)
, (10.85)
D :=
2− 2(1− δ(ρ+ δ))− (ρ+ δ)2 − 2δ2(ρ+ δ)2
4(1− δ(ρ+ δ))2 , (10.86)
E :=
C2 (2− δ(ρ+ δ))
2(1− δ(ρ+ δ)) −
(
ρ+ 2δ
4
C2 +
β
2
C1
)
ρ+ δ
1− δ(ρ+ δ) −
C2
2
,(10.87)
F :=
C1 (2− δ(ρ+ δ))
2(1− δ(ρ+ δ)) −
(
ρ+ 2δ
4
C1 − β
2
C2
)
ρ+ δ
1− δ(ρ+ δ) −
C1
2
,(10.88)
G := δ2Cˆ2 + 2δ2Cˆ − Cˆ2 (10.89)
hat die Differentialgleichung
a˙(t) =

A cos2 βt+B sin2 βt+ C
2
sin 2βt , t ≤ τ1
+De−ρt + Ee−
ρ
2
t sin βt+ Fe−
ρ
2
t cos βt
Ge−ρt , t > τ1
(10.90)
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die Lösung
a(t) =

A
2
(t+ 1
2β
sin 2βt) + B
2
(t− 1
2β
sin 2βt)− C
4β
cos 2βt , t ≤ τ1
−D
ρ
e−ρt − 2E
4β2+ρ2
(2β cos βt+ ρ sin βt)e−
ρ
2
t
+ F
4β2+ρ2
(−2ρ cos βt+ 4 sin βt)e− ρ2 t +K1
−G
ρ
e−ρt , t > τ1
, (10.91)
wobei sich die Konstante K1 aus der Stetigkeit von a(·) in t = τ1 ergibt:
K1 := −A
2
(τ1 +
1
2β
sin 2βτ1)− B
2
(τ1 − 1
2β
sin 2βτ1) +
C
4β
cos 2βτ1
+
D
ρ
e−ρτ1 +
2E
4β2 + ρ2
(2β cos βτ1 + ρ sin βτ1)e
− ρ
2
τ1 (10.92)
− F
4β2 + ρ2
(−2ρ cos βτ1 + 4 sin βτ1)e−
ρ
2
τ1 − G
ρ
e−ρτ1 .
Die in (10.91) definierte Funktion ist ein Element des W 11 (IR
+), so dass nun für
S∗ := a(t)+y(t)T (ξ−x∗(t))+1/2(ξ−x∗(t))TQ(t)(ξ−x∗(t))) mit den Komponenten
aus (10.91), (10.71) bzw. (10.79) alle Voraussetzungen des Satzes 39 für das Paar
(x∗, u∗) aus (10.74), (10.75) erfüllt sind. Somit liefert der Prozess (x∗, u∗) nach Satz
39 eine starke, nicht unbedingt strikte, lokale Minimallösung zum Problem (PL∞) im
Fall der komplexen Nullstellen der charakteristischen Gleichung.
Wir prüfen nun, ob mittels desselben Satzes auch die Striktheit der Minimal-
lösung nachgewiesen werden kann. Vergewissern wir uns, dass ∂2ξξΛ(t, ξ) ≥ c(t) ≡
const > 0 für alle t ∈ [τ1,∞) gilt, indem wir mit Hilfe von (10.79) den Ausdruck
∂2ξξΛ(t, ξ) = Q˙(t)e
ρt + 2− 2δeρtQ(t) + 1
2
e2ρtQ2(t)
=
Q20
2
− (ρ+ 2δ)Q0 + 2 = 1.9251 > 0 (10.93)
berechnen. Für eine Aufstiegsrichtung θ(t) = x∗(t) − x(t) der Funktion Λ(t, ξ) an
der Stelle ξ = x(t) gilt die Ungleichung
Λ(t, x∗(t))− Λ(t, x(t)) = ∂ξΛ(t, x(t))(x∗(t)− x(t))︸ ︷︷ ︸
≥0
+
1
2
∂2ξξΛ(t, x˜(t))(x
∗(t)− x(t))2 ≥ 0 + 1
2
∂2ξξΛ(t, x˜(t))(x(t)− x∗(t))2
=
1.9251
2
(x(t)− x∗(t))2 =: c(t)(x(t)− x∗(t))2, (10.94)
womit sich
c˜(t) :=
c(t)νˆ2(t)ν˜(t)
δ2ν(t)
=
0.962549
δ2
> 0 (10.95)
ableiten lässt. Da inf
t∈IR+
c˜(t) = 0.962549
δ2
> 0, ist das Kandidatenpaar strikt stark lo-
kal optimal für das Problem der Erneuerung einer technischen Ressource in einer
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C0δ (IR
+, νˆ) – Umgebung von x∗(·) mit δ > 0, νˆ(t) ≡ 1 infolge des Satzes 39.
Interpretation der optimalen Lösung. Die letzte Aussage bedeutet die globale
Optimalität des Paares (x∗, u∗) für alle Probleme mit umax ≥ u = u∗(0) = 53.9334.9
Ist umax < u, so wird die obere Zustandsrestriktion nicht erreicht, sondern die Steue-
rung u(·) wird zuerst die t – Achse schneiden. Somit lässt sich der optimale Prozess
für umax < u bei festgewählten restlichen Parametern wie folgt formulieren:
x∗2(t) =

ρ+2δ
4
C1e
ρ
2
t cos βt+ ρ+2δ
4
C2e
ρ
2
t sin βt , t < τ2
+β
2
C1e
ρ
2
t sin βt− β
2
C2e
ρ
2
t cos βt+ ρ+δ
2(1−δ(ρ+δ))
x1(τ2)e
−δ(t−τ2) , t ≥ τ2
; (10.96)
u∗2(t) =
{
1
2
(
C1e
ρ
2
t cos βt+ C2e
ρ
2
t sin βt+ 1
1−δ(ρ+δ) − 1
)
, t < τ2
0 , t ≥ τ2
, (10.97)
auf den wir aber hier nicht näher eingehen möchten. Hierbei bezeichnet x1(t) die
Einschränkung der Funktion x∗2(·) auf das Intervall [0, τ2]. Der Zeitpunkt τ2 wird
durch
τ2 := min
{
t > 0
∣∣∣ 1
2
(
C1e
ρ
2
t cos βt+ C2e
ρ
2
t sin βt+
δ(ρ+ δ)
1− δ(ρ+ δ)
)
= 0
}
(10.98)
definiert.
Betrachtet man zu dem Zustands-Kozustandspaar (x∗, y) das Paar (x∗, yeρt), so
ergibt sich im Phasenraum des durch die Substitution y˜ = yeρt autonomisierten
dynamischen Systems (10.26), also für das System{
x˙∗(t) = 1
2
(y˜(t)− 1)− δx∗(t), x∗(0) = x0
˙˜y(t) = −2x∗(t) + λ2(t) + (ρ+ δ)y˜(t), (10.99)
das folgende Bild, siehe Abbildung 10.14. Man beachte, dass der Punkt (xˆ, ˆ˜y) =
(Cˆ, (2δCˆ + 1)) ein Gleichgewicht des Systems (10.99) mit λ2(·) aus (10.76) ist,
und die optimale Steuerung u∗(·) den optimalen Pfad x∗(·) in diesen Punkt zum
Zeitpunkt t = τ1 überführt. Dieses Gleichgewicht ist zwar instabil, aber nach dem
einmaligen Erreichen dessen bleibt die Zustandstrajektorie in diesem Punkt ruhen.
Es erweist sich also als optimal, so viel in der Anfangsperiode [0, τ1] zu investieren,
um das konstante Niveau x∗(t) = Cˆ zu erreichen, und anschliessend ist es am vor-
teilhaftesten mit konstanter Rate u∗(t) = δCˆ Erneuerungsmaßnahmen zu ergreifen,
um den Wert x∗(t) der technischen Ressource auf dem gleichen Stand zu halten. Der
Funktionalswert JL∞(x∗, u∗) beträgt für die gewählten Daten JL∞(x∗, u∗) = −678.905.
9Je größer umax, desto früher schneidet x∗(·) die Gerade x(t) ≡ Cˆ.
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Abbildung 10.13: Optimale Phasentra-
jektorie x∗(·) (schwarz) und natürliche
Zustandsbeschränkungen (rot).
Abbildung 10.14: Optimales Zustands-
Kozustandspaar (x∗, yeρt) im Phasen-
portrait des Systems (10.99).
Kapitel 11
Ein Ressourcen-Allokationsmodell
In dem vorliegenden Unterkapitel wird ein Ressourcen-Allokationsmodell mit un-
endlichem Zeithorizont betrachtet, dessen Formulierung auf endlichem Zeitintervall
sich in der Arbeit von Osmolovskii und Maurer, Maurer&Osmolovskii [70], S.
567, befindet. Dieses Modell ist sehr einfach, eignet sich aber sehr gut zur Illustrati-
on der Beziehungen zwischen den Steuerungsproblemen (PT ) und (P∞). Die Lösung
des ersten Problems kann nicht zu einer Lösung des zweiten fortgesetzt werden,
denn die letztere existiert nicht. Desweiteren gehört keine der zum Problem (P∞)
zulässigen Trajektorien zu einem ungewichteten Sobolevraum, was den Zugang über
die Einführung der gewichteten Funktionenräume rechtfertigt. Zuerst wird die Lö-
sung zum Problem auf einem endlichen Zeitintervall ermittelt, anschliessend gehen
wir zu einem Ressourcen-Allokationsmodell auf dem unendlichen Intervall über und
zeigen aber, dass dieses keine optimale Lösung besitzt. Unser Ziel ist, die Modellie-
rung so anzupassen, dass das angepasste Steuerungsproblem lösbar wird. Durch die
Einführung einer zusätzlichen reinen Zustandsbeschränkung kommen wir zu einem
Problem, dessen Lösung eine bang-singuläre Struktur hat, was über die entwickelte
Dualitätstheorie und hinreichende Optimalitätsbedingungen gezeigt werden kann,
vgl. Lykina et al. [63].
11.1 Ein Ressourcen-Allokationsproblem mit
endlichem Zeithorizont und seine
Lösung durch das Maximumprinzip
Untersucht wird zunächst ein Modell der Ressourcen-Allokation auf einem fixierten
endlichen Zeitintervall [0, T ], welches wie folgt formuliert wird:
JT (x, u) =
T∫
0
e−ρtx(t)(1− u(t)) −→ max! (11.1)
bzgl. aller Paare
(x, u) ∈ W 1,n2 [0, T ]× Lm2 [0, T ] , (11.2)
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die den Nebenbedingungen
x˙(t) = x(t)u(t); (11.3)
x(0) = x0 > 0; (11.4)
0 ≤ u(t) ≤ 1 (11.5)
genügen. In dieser Formulierung ist die Änderungsrate des Kapitalstockes x(t) di-
rekt proportional zu dem Investitionsanteil u(t) zum Zeitpunkt t, welcher hier die
Rolle einer Steuervariable übernimmt. Das Problem (11.1) – (11.5) wird mit (PT )
bezeichnet.
Wir werten die notwendigen Optimalitätsbedingungen auf dem Intervall [0, T ] aus,
die durch das Potrjaginsches Maximumprinzip gegeben sind, und anschliessend ent-
scheiden, ob auf diese Weise errechneter Lösungskandidat bis zu einer Lösung des
Ressourcen-Allokationsmodells mit unendlichem Zeithorizont fortgesetzt werden
kann.
Liegt der Normalfall λ0 = 1 vor, so ist die Pontrjaginsche Funktion durch
H(t, ξ, v, η) = ξ(1− v) + eρtηξv
= ξ + vξ(ηeρt − 1) (11.6)
gegeben. Ihre Maximierung in der Variable v ergibt die Hamiltonfunktion
H(t, ξ, η) = max
v∈U
H(t, ξ, v, η) =

ηξeρt , ξ(ηeρt − 1) > 0
ξ , ξ(ηeρt − 1) = 0
ξ , ξ(ηeρt − 1) < 0
(11.7)
mit entsprechender bang-singular-bang Struktur der optimalen Steuerung u∗(t):
u∗(t) =

1 , x∗(t)(y(t)eρt − 1) > 0
α ∈ [0, 1] , x∗(t)(y(t)eρt − 1) = 0
0 , x∗(t)(y(t)eρt − 1) < 0,
(11.8)
wobei α ein beliebiges Element aus [0, 1] ist. Infolge der Konkavität der Hamil-
tonfunktion H(t, ·, y(t)) für alle t ∈ [0, T ] sind die notwendigen Optimalitätsbedin-
gungen aus dem Maximumprinzip gleichzeitig auch hinreichend, vgl. beispielsweise
Feichtinger&Hartl [35], Satz 2.2., S. 36. Aus diesen Überlegungen und um die
Bedingungen des Pontrjaginschen Maximumprinzips, Theorem 1, Ioffe& Ticho-
mirov [45], S. 127 ff., zu verifizieren, führen wir eine Fallunterscheidung durch. Aus
der Zustandsgleichung (11.3) und der Anfangsbedingung (11.4) kann man auf die
Positivität des Zustandes, also auf x∗(t) > 0 für alle t ∈ [0, T ] schliessen. Aus diesem
Grund wird die Funktion y(·)eρ· − 1 statt der Schaltfunktion Sc(·) : IR+ → IR mit
Sc(t) = x∗(t)(y(t)eρt − 1) untersucht. Wir unterscheiden 3 Fälle.
Fall 1:
y(t) > e−ρt (11.9)
In diesem Fall besitzt das kanonische System{
x˙∗(t) = x∗(t)
y˙(t) = −Hξ(t)e−ρt = −y(t) (11.10)
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die Lösung
x∗(t) = Cet, y(t) = De−t, (11.11)
mit reellen Konstanten C und D.
Fall 2:
y(t) = e−ρt (11.12)
Ist diese Bedingung auf einem Intervall erfüllt, so erhält man einerseits die
Differentialgleichung
y˙(t) = −((1− u∗(t))e−ρt + y(t)u∗(t)) (11.13)
für die Kozustandsfunktion y(·) und andererseits ist y(t) = e−ρt, was zu der
Gleichung
−ρe−ρt = −e−ρt (11.14)
und somit zu ρ = 1 führt. Dieser Widerspruch zu der Voraussetzung 0 < ρ < 1
deutet darauf hin, dass das vorliegende Problem keine singuläre Lösungsstücke
besitzt.
Fall 3:
y(t) < e−ρt (11.15)
Das kanonische System hat die Gestalt{
x˙∗(t) = 0
y˙(t) = −e−ρt , (11.16)
und seine Lösung ist durch
x∗(t) = E, y(t) =
1
ρ
e−ρt + F (11.17)
gegeben, wobei die Konstante F aus der Transversalitätsbedingung
y(T ) = 0 (11.18)
bestimmt werden kann.
Zusammenfassend schlussfolgern wir, dass der Prozess (x∗, u∗, y), definiert als
u∗(t) =
{
1 , t ∈ (0, τ)
0 , t ∈ [τ, T ]; (11.19)
x∗(t) =
{
x0e
t , t ∈ (0, τ)
x0e
τ , t ∈ [τ, T ]; (11.20)
y(t) =
{
De−t , t ∈ (0, τ)
1
ρ
(e−ρt − e−ρT ) , t ∈ [τ, T ], (11.21)
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mit D = e(1−ρ)τ für Aufgaben mit einem hinreichend großen Endzeitpunkt T global
optimal ist. Die Konstante D wurde dabei aus der Schaltbedingung
x∗(t)(y(t)eρt − 1) = 0 berechnet. Der Schaltpunkt τ sollte so gewählt werden, dass
die adjungierte Funktion y(·) in diesem Punkt stetig bleibt. Dadurch gelangt man
zu der Bedingung
e(1−ρ)τe−τ =
1
ρ
(e−ρτ − e−ρT ), (11.22)
welche für hinreichend große T > 0 den Schaltpunkt
τ = T +
ln(1− ρ)
ρ
> 0 (11.23)
liefert.
11.2 Das Ressourcen-Allokationsmodell mit unend-
lichem Zeithorizont
Die Fortsetzung des bisher betrachteten Problems (PT ) der Ressourcen-Allokation
auf ein unbeschränktes Intervall [0,∞) liefert das folgende Problem der optimalen
Steuerung:
JL∞(x, u) = L -
∞∫
0
e−ρtx(t)(1− u(t))dt −→ max! (11.24)
bezüglich alle Paare
(x, u) ∈ W 1,12 (R+)× L12(R+), (11.25)
die die Nebenbedingungen
x˙(t) = x(t) · u(t); (11.26)
x(0) = x0 > 0; (11.27)
0 ≤ u(t) ≤ 1 (11.28)
erfüllen. Hierbei genügt die Diskontrate ρ der Ungleichung 0 < ρ < 1. Das Problem
(11.24) – (11.28) wird in diesem Kapitel mit (P∞) bezeichnet. Die Notation L -
∫
deutet auf die Interpretation des Integrals im Lebesgueschen Sinne hin.
Diskussion des Steuerungsproblems (P∞)
Die Hauptfrage, die in diesem Unterkapitel untersucht wird, ist, was geschieht, wenn
man den Zeithorizont T gegen unendlich laufen lässt.
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Zustands- und Steuerungsraum. Die erste Frage betrifft die Setzung der Funk-
tionenräume für die zulässigen Paare. Representiert die Forderung der ana-
lytischen Güte (11.25) eine gut geeignete Wahl der Räume, insbesondere des
Zustandsraumes?
Da wegen der Steuerbeschränkung (11.28) und der Anfangsbedingung (11.27)
für jede zulässige Zustandsfunktion x(·) die Ungleichung x(t) ≥ x0 > 0 für
alle t ∈ [0,∞) gilt, bemerken wir ebenso, dass für jedes p 6= ∞ die Aussage
x(·) 6∈ W 1,1p (R+) zutrifft. Dies bedeutet, dass der zulässige Bereich des Pro-
blems (P∞) leer ist. Dennoch, bringt man eine Gewichtsfunktion ν(t) = e−ρt
in die Definitionen der Funktionenräume ein, so ist es möglich, den Zustands-
raum W 1,12 (R+) zu einem gewichteten Sobolevraum W
1,1
2 (R+, e−ρt) und den
Funktionenraum L12(R+) der Steuerungsfunktionen zu einem gewichteten Le-
besgueraum L12(R+, e−ρt) zu erweitern, wodurch ein nichtleerer zulässiger Be-
reich erzeugt wird, da mindestens das Paar (x(t), u(t)) ≡ (x0, 0) zulässig wird.
Existenz optimaler Lösungen. Unser nächstes Anliegen ist die Untersuchung
der Frage nach der Existenz optimaler Lösungen zum Steuerungsproblem mit
unendlichem Zeithorizont (11.24), (11.26) – (11.28) zusammen mit der Neben-
bedingung
(x, u) ∈ W 1,12 (R+, e−ρt)× L12(R+, e−ρt) . (11.29)
Zu diesem Zweck sei eine Folge {uα} der Steuerungsfunktionen mit
uα(t) = α = const ∈ (0, ρ), t ∈ R+ (11.30)
definiert. Mit den entsprechenden Zustandstrajektorien, welche durch
xα(t) = x0e
αt, t ∈ R+ (11.31)
gegeben sind, berechnen wir die Funktionalswerte JL∞(xα, uα):
JL∞(xα, uα) = L -
∞∫
0
x0e
αt(1− α)e−ρtdt
= lim
T→∞
(1− α)x0
α− ρ e
(α−ρ)t
∣∣∣T
0
=
1− α
ρ− αx0. (11.32)
Die Folge der Funktionalswerte JL∞(xα, uα) strebt offenbar gegen unendlich,
wenn α → ρ. Diese Tatsache beweist, dass zum Problem (11.24), (11.26) –
(11.29) keine optimale Lösung im Sinne der Definition 10.(iii) existiert.
Unbeschränktheit des zulässigen Bereiches. Die Menge aller zulässigen Paare
zu diesem Problem ist nicht beschränkt und folglich ist diese weder kompakt
noch schwach kompakt. In der Tat, betrachtet man eine Folge
xα(t) = x0e
αt, α ∈ [0, ρ/p] (11.33)
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und läßt α gegen ρ
p
laufen, so erhält man
‖x‖pLnp (R+,ν) =
∞∫
0
xp0e
(αp−ρ)tdt =
xp0
ρ− αp →∞, α→ ρ/p− 0. (11.34)
Es sei auch bemerkt, dass es keine uniforme Majorante β(·) ∈ L1p(R+, e−ρt)
für die Zustandstrajektorien des Ressourcen-Allokationsmodells gibt, d.h. die
Bedingung
|x(t)| ≤ β(t), (∀) t ∈ IR+, (11.35)
die zur Sicherung der schwachen Unterhalbstetigkeit der Funktionale sowie in
dem Existenzsatz zum Einsatz kam, nicht für alle Zustandstrajektorien gleich-
zeitig erfüllt ist.
Mögliche Erweiterungen des Modells. Im letzten Punkt der gegenwärtigen Dis-
kussion befassen wir uns mit den Verbesserungs- bzw. Anpassungsmöglichkei-
ten des Modells. Wie kann also das Ressourcen-Allokationsmodell modifiziert
werden, damit das neue Modell eine optimale Lösung auf dem unendlichen
Intervall besitzt? Mögliche Erweiterungen in der Modellierung wären die fol-
genden:
(a) Einführung einer zusätzlichen reinen Zustandsbeschränkung, die mittels
einer Gewichtsfunktion das Wachstum des Kapitals beschränkt. Dies wür-
de gleichzeitig die Beschränktheit des zulässigen Bereiches in der Norm –
Topologie erzwingen sowie zur Gewährleistung der schwachen Unterhalb-
stetigkeit des Zielfunktionals auf diesem Bereich beitragen. Das erhaltene
Modell ist auch ökonomisch sinnvoll.
(b) Betrachtung einer nichtlinearen Nutzenfunktion im Zielfunktional, bei-
spielsweise N(·) : IR+ → IR mit N(u(t)) = ln(u(t)) oder ähnliches, vgl.
Korn&Korn [55], S. 238 ff.
(c) Erweist sich der gewählte Zustandsraum als zu groß, so kann dieses Pro-
blem durch die Wahl eines einschränkenden Zustandsraumes gelöst wer-
den.
(d) Modifizierung der Zustandsgleichung durch das Einbringen eines quadra-
tischen Terms, d.h. zu lösen wäre die logistische Differentialgleichung
x˙(t) = x(t)u(t)− βx2(t) (11.36)
mit einer vorgegebenen Konstanten β > 0.
(e) Einführung einer von der Zeit t abhängigen Diskontrate ρ : IR+ → (0, 1).
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11.3 Ein angepasstes Ressourcen-Allokationsmodell
mit unendlichem Zeithorizont
Wir verfolgen die unter Punkt (a) erwähnte Modellanpassungsvariante und modi-
fizieren das Problem (P∞), indem wir eine zusätzliche Zustandsbeschränkung hin-
zufügen und einen gewichteten Sobolev- sowie gewichteten Lebesgueraum als den
Zustands- bzw. den Steuerungsraum wählen. Dabei wird ein Minimierungsproblem
statt einem Maximierungsproblem betrachtet:
L -
∞∫
0
e−ρtx(t)(u(t)− 1)dt −→ min! (11.37)
bezüglich aller Paare
(x, u) ∈ W 1,12 (R+, e−α
∗t)× L12(R+, e−α
∗t), (11.38)
die die Nebenbedingungen
x˙(t) = x(t) · u(t); (11.39)
x(t) ≤ Ceαˆt, ∀ t > 0, C ≥ x0, 0 < αˆ < α∗ < ρ; (11.40)
x(0) = x0 > 0; (11.41)
0 ≤ u(t) ≤ 1 (11.42)
erfüllen. Das angepasste Steuerungsproblem (11.37) – (11.42) bezeichnen wir mit
(PA∞). Das so formulierte Steuerungsproblem ist ein Problem der Klasse (PL∞), das
im Unterkapitel 2.2 formuliert wurde und in dieser Arbeit durchgehend betrachtet
wird. Dies wird deutlich, wenn man die Funktion β(·) : IR+ → IR gemäß β(t) := eαˆt
mit αˆ < α∗ < ρ definiert, denn es gilt β(·) ∈ L12(IR+, e−α∗t).
11.3.1 Existenz einer optimalen Lösung zum angepassten
Ressourcen-Allokationsproblem
Wir verifizieren sukzessive alle Voraussetzungen des Existenzsatzes 28 für das ange-
passte Ressourcen-Allokationsmodell.
(1) Die Voraussetzung 5 ist erfüllt, denn die Funktion r(t, ξ, v) = ξ(v − 1) im
Integranden ist linear in v und stetig in allen Argumenten.
(2) Laut Voraussetzung 9 muss es eine Funktion A1(·) ∈ L1(IR+) sowie eine positive
Konstante B1 geben, so dass für alle (t, ξ, v) ∈ IR+ × IRn × U und p = 2 die
Wachstumsbedingung
|ξ(v − 1)| ≤ A1(t)eρt +B1(|ξ|2 + |v|2)e(ρ−α∗)t (11.43)
gilt. Dies ist erfüllt mit A1(t) = e−ρt und B1 = 2 aufgrund der Abschätzung
|ξ(v − 1)| ≤ 2|ξ| ≤ 2(1 + |ξ|2)| ≤ 2e−ρteρt + 2(|ξ|2 + |v|2)e(ρ−α∗)t (11.44)
und unter Berücksichtigung der Steuerungsbeschränkung (11.42).
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(3) Die Voraussetzung 10 ist erfüllt mit A2(t) ≡ 0, B2 = 1 für p = q = 2, denn es
gilt die Ungleichung
|ξ| ≤ 0 · eα
∗
2
te(ρ−α
∗)t + 1 · (|ξ|+ |v|)e(ρ−α∗)t (11.45)
für alle (t, ξ, v) ∈ IR+ × IRn × U .
(4) Wir nehmen uns nun die Voraussetzung 11 vor. Wir setzen
A(t, x(t)) ≡ 0, B(t, x(t)) = x(t) und überprüfen, ob die Wachstumsbedingun-
gen (6.5) und (6.6) erfüllt sind. Die erste ist erfüllt mit p = q = 2, B11(t, ξ) =
ξ, der Funktion A311(·) ∈ L12(IR+), definiert durch A311(t) ≡ 0, und einer
Konstanten B311 := 1, d.h. es gilt die Ungleichung
|ξ| ≤ 0 · eα
∗
2
t + 1 · |ξ|. (11.46)
Die Wachstumsbedingung (6.6) ist ebenso richtig, wenn man die Konstanten
Ci, i = 1, 2, 3, 4; wie folgt setzt C1 = 1, C2 = 0, C3 = 1, C4 = 0.
(5) Der zulässige Bereich ist nicht leer, denn beispielsweise ist (x, u) = (x0eαt, α)
mit α ∈ [0, ρ) ein zulässiges Paar.
(6) Die Lipschitzstetigkeit der Funktion B(t, ·) sowie die Konvexität und Abge-
schlossenheit des Steuerbereiches U = [0, 1] liegen vor.
Somit sind alle Voraussetzungen des Existenzsatzes 28 erfüllt, was die Existenz einer
im Sinne der Definition 10.(iii) optimalen Lösung zum Problem (PA∞) erzwingt.
11.3.2 Optimale Lösung mittels hinreichender Optimalitäts-
bedingungen
Für das Steuerungsproblem (PA∞) zeigen wir, dass die Steuerung
u∗(t) =
{
1 , t ≤ τ
αˆ , t > τ
(11.47)
mit einem noch nicht bekannten Schaltpunkt τ > 0 global optimal im Sinne der
Definition 10.(iii) ist. Die entsprechende Zustandsfunktion x∗(·) ist durch
x∗(t) =
{
x0e
t , t ≤ τ
x0e
(1−αˆ)τeαˆt , t > τ
(11.48)
gegeben. Diese Funktion genügt der reinen Zustandsbeschränkung (11.40), falls im
Schaltpunkt τ die Gleichung x0eτ = Ceαˆτ gilt, was τ = 11−αˆ ln(
C
x0
) ≥ 0 liefert. Auf-
grund der Linearität des Problems in der Platzhaltervariablen ξ = x(t) wird nach
einem linearen dualen Ansatz S∗(t, ξ) = a(t) + y(t)T (ξ − x∗(t)) mit S ∈ Y G∞,2, der
zulässig in der dualen Aufgabe (DG∞) für die Zerlegung IR
+ = [0, τ) ∪ [τ,∞) ist und
darüber hinaus die Bedingungen (8.11), (8.12) und (8.13) des verallgemeinerten Ma-
ximumprinzips, vgl. Korollar 3, für das Paar (x∗, u∗) erfüllt. Dies würde die globale
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Optimalität des Prozesses (x∗, u∗) im Sinne des Kriteriums L2 sichern.
Die Hamiltonfunktion für das Problem (PA∞) bestimmt man als
H(t, ξ, η) = max
v∈U
H(t, ξ, v, η) =

ηξeρt , ξ(ηeρt − 1) > 0
ξ , ξ(ηeρt − 1) = 0
ξ , ξ(ηeρt − 1) < 0.
(11.49)
Wir betrachten für t ∈ (IR+\τ) die parametrische Optimierungsaufgabe der Maxi-
mierung des Defektes der Hamilton-Jacobischen Differentialgleichung (8.12):
(Pt) : Λ(t, ξ) :=
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ))→ max! (11.50)
bzgl. ξ ∈ {ξ ∈ R |x0 ≤ ξ ≤ Ceαˆt}
und versuchen einen linearen dualen Ansatz S zu finden, der die starke Dualität der
Aufgaben (PA∞) und (DG∞) liefert, ohne die Erreichbarkeitsmenge R(t) explizit zu
berücksichtigen, vgl. die Bemerkung 35. Der Defekt Λ(t, ξ) aus der letzten Formel
kann in der Form
Λ(t, ξ) =
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t))
+ H(t, ξ, y(t)) (11.51)
aufgeschrieben werden, wobei die Komponente a(·) des dualen Ansatzes S(t, ξ) aus
der Hamilton-Jacobischen Gleichung Λ(t, x∗(t)) = 0 bestimmt wird. Auf diese Weise
erhalten wir die Differentialgleichung zur Bestimmung von a(·):
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t). (11.52)
Nach der Einführung der Langrange Funktion L(t, ξ) mit
L(t, ξ) = −Λ(t, ξ) + λ1(t)(x0 − ξ) + λ2(t)(ξ − Ceαt) (11.53)
werten wir die Karush-Kuhn-Tucker Bedingungen1 für das Optimierungsproblem
(11.50) aus:
∂ξL(t, x∗(t)) = −eρty˙(t)− ∂ξH(t, x∗(t), y(t), 1)− λ1(t) + λ2(t) = 0; (11.54)
λ1(t)(x0 − x∗(t)) = 0, λ1(t) ≥ 0; (11.55)
λ2(t)(x
∗(t)− Ceαt) = 0, λ2(t) ≥ 0. (11.56)
Da u∗(t) = 1 für alle t ∈ (0, τ) gilt, gelten ebenfalls die strikten Ungleichungen
x0 < x
∗(t) < Ceαˆt auf dem ganzen Intervall (0, τ), was zusammen mit den Komple-
mentaritätsbedingungen (11.55), (11.56) zum Schluss führt, dass die beiden Lagran-
ge Multiplikatoren λ1(·) und λ2(·) Null sein müssen. Also erhalten wir λi(t) = 0,
i = 1, 2 auf (0, τ). Die Bedingung (11.54) vereinfacht sich in diesem Fall zu
y˙(t) = −y(t), t ∈ (0, τ) (11.57)
1Vgl. Satz 43 in Anahng B.
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und, folglich ist y(t) = De−t mit einer Konstanten D ∈ R. Aus der Maximum-
bedingung des Pontrjaginschen Maximumprinzips, nämlich aus der Ungleichung
y(t) = De−t > e−ρt ∀t ∈ (0, τ) wird eine passende Konstante D gewählt:
D := e(1−ρ)τ . (11.58)
Die singuläre Steuerung u∗(t) ≡ αˆ ∈ (0, 1) auf dem Intervall (τ,∞) verleiht der
Hamiltonfunktion die Gestalt H(t, ξ, η) = ξ und für die Multiplikatorfunktion λ1(·)
gilt λ1(t) = 0, t ∈ (τ,∞), denn die entsprechende Zustandsbeschränkung x0 ≤ x(t)
bleibt auf diesem Intervall inaktiv. Für alle t ∈ (τ,∞) schreiben wir die Bedingung
(11.54) in der Form
y˙(t) = −e−ρt + λ2(t)e−ρt (11.59)
um. Berücksichtigt man die Positivität von x∗(t) und den Fakt, dass die Schaltfunk-
tion Sc(·) : IR+ → IR, gegeben durch Sc(t) = x∗(t)(y(t)eρt − 1) auf dem Intervall
(τ,∞) identisch Null sein müsste, so gelangt man zu einer Gleichung bezüglich der
Multiplikatorfunktion λ2(·), nämlich zu
−ρe−ρt = −e−ρt + λ2(t)e−ρt, (11.60)
deren Lösung λ2(t) = (1 − ρ) strikt positiv ist. Die Stetigkeit der adjungierten
Funktion y(·) mit
y(t) =
{
e(1−ρ)τe−t , t ≤ τ
e−ρt , t > τ
(11.61)
im Punkt t = τ deutet darauf hin, dass die Randbedingung (8.13) des verallgemei-
nerten Maximumprinzips, also
inf
β∈Γ
{S∗(τ − 0, β)− S∗(τ + 0, β)} = S∗(τ − 0, x∗(τ))− S∗(τ + 0, x∗(τ)); (11.62)
Γ = {β ∈ R|x0 ≤ β ≤ Ceαˆτ}
durch das Triple (x∗(t), u∗(t), S∗(t, x∗(t))) erfüllt wird, denn die beiden Seiten der
Gleichung sind in diesem Fall gleich Null. An dieser Stelle sei bemerkt, dass die Er-
reichbarkeitsmenge R(τ) mit der Menge G(τ) = Γ übereinstimmt. Zur vollständigen
Angabe des linearen Ansatzes S∗ berechnen wir noch die Funktion a(·) aus der Dif-
ferentialgleichung (11.52) und überprüfen, ob diese zu dem Sobolevraum W 11 [τ,∞)
gehört und ob sie von der Klasse C0[0, τ ]∩C0[τ,∞)∩C1(0, τ)∩C1(τ,∞) ist. In der
Tat, die Funktion a(·), gegeben durch
a(t) =
{
x0
αˆ−1
αˆ−ρe
(1−ρ)τ , t < τ
x0
αˆ−1
αˆ−ρe
(1−αˆ)τe(αˆ−ρ)t , t > τ
(11.63)
ist offensichtlich ein Element des Funktionenraumes W 11 [τ,∞) und besitzt die ge
wünschte Glätte. Schliesslich gilt es noch zu überprüfen, ob die Kozustandsfunk-
tion y(·) in dem gewichteten Sobolevraum W 1,12 (R+, eα∗t) liegt. Dies kann positiv
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beantwortet werden, denn
‖y‖2L12(R+,eα∗t) =
∞∫
0
|y(t)|2eα∗tdt
= e2(1−ρ)τ
τ∫
0
e−(2−α
∗)tdt+
∞∫
τ
e−(2ρ−α
∗)tdt <∞. (11.64)
Analog erfolgt der Nachweis der Ungleichung ‖y˙‖2
L2(R+,eα∗t) <∞, was zusammen mit
der vorherigen Abschätzung die Behauptung liefert.
Für den berechneten linearen dualen Ansatz S∗ zeigen wir nun seine Zulässigkeit in
der dualen Aufgabe, nämlich die Gültigkeit der Hamilton-Jacobischen Ungleichung
Λ(t, ξ) ≤ 0 für alle t ∈ IR+ und ξ ∈ [x0, Ceαˆt]. Der Defekt Λ(t, ξ) ist offenbar eine in
ξ lineare Funktion und nimmt seine Extremwerte am Rande des Definitionsbereiches
an. Daher untersuchen wir für feste t die Ableitung ∂ξΛ(t, ξ). Sei zunächst t ∈ [0, τ ],
dann gilt
∂ξΛ(t, ξ) = (y˙(t) + y(t))e
ρt = (−e(1−ρ)τe−t + e(1−ρ)τe−t)eρt = 0, (11.65)
woraus die Identität Λ(t, ξ) ≡ 0 für alle (t, ξ) ∈ [0, τ ]× [x0, Ceαˆt] folgt. Gilt dagegen
t ∈ (τ,∞), so erhält man
∂ξΛ(t, ξ) = y˙(t)e
ρt + 1 = −ρe−ρteρt + 1 = 1− ρ > 0, (11.66)
woraus die Gültigkeit der Ungleichung Λ(t, ξ) ≤ 0 auch für t ∈ (τ,∞) folgt, denn
man beachte x∗(t) = Ceαˆt und Λ(t, x∗(t)) = 0. Insgesamt ist die Zulässigkeit des
errechneten S∗ gezeigt.2
Auf diese Weise wurde die Gültigkeit aller Bedingungen des Korollars 3 nachgewie-
sen, woraus wir schliessen können, dass der Prozess (x∗, u∗) ein globaler Minimierer
zum Steuerungsproblem (PA∞) im Sinne des Optimalitätskriteriums L2 ist. Der Be-
weis der Optimalität ist somit vollständig. Auf den Abbildungen 11.1 und 11.2 ist
die optimale Lösung dargestellt.
Um die Ergebnisse dieses Kapitels zusammenzufassen, behaupten wir durch das Ver-
wenden der gewichteten Räume und das Hinzufügen einer zusätzlichen Phasenbe-
schränkung zur Kontrolle des Zustandswachstums in der Modellanpassung insofern
erfolgreich zu sein, dass die neu entstandene Steuerungsaufgabe lösbar wurde im Ge-
gensatz zu der Ausgangsaufgabe. Ferner hat das Dualitätskonzept von Klötzler es
ermöglicht, über die hinreichenden Optimalitätsbedingungen sogar die globale Op-
timalität des Prozesses (x∗, u∗) mit der Steuerung (11.47) nachzuweisen. Aussagen
über die Eindeutigkeit dieser optimalen Steuerung sowie die Striktheit des Mini-
mums und Isoliertheit der Extremaltrajektorie wurden hier jedoch nicht getroffen.
Die Optimalität der ermittelten Lösung im Sinne des Optimalitätskriteriums L1,
2Die Zulässigkeit des Ansatzes S∗ folgt sofort, wenn man bedenkt, dass die betrachtete parame-
trische Optimierungsaufgabe linear in ξ ist und die notwendige Optimalitätsbedingung, gegeben
durch die Karush-Kuhn-Tucker Bedingungen, somit auch hinreichend ist.
190 KAPITEL 11. EIN RESSOURCEN-ALLOKATIONSMODELL
Abbildung 11.1: Das angepasste
Ressourcen-Allokationsmodell: opti-
male Phasentrajektorie x∗(·) (schwarz)
und die Funktion Ceαˆt (rot) für
C = 20, ρ = 0.9, x0 = 10, αˆ = 0.5,
τ = 1.38629.
Abbildung 11.2: Das angepasste
Ressourcen-Allokationsmodell: optima-
le Steuerung u∗(·) für C = 20, ρ = 0.9,
x0 = 10, αˆ = 0.5, τ = 1.38629.
also die Überholungsoptimalität, ist nicht gegeben, wie in Kircheis [50] bestätigt
wurde. Wie man sieht, beeinflusst die Wahl der künstlich auferlegten Zustandsbe-
schränkung die optimale Lösung in großem Maße. Daher sollte diese sehr sorgfältig
abgewogen sein und den Bedürfnissen des zu modellierenden Prozesses entsprechen.
Kapitel 12
Das lineare Ramsey Modell
12.1 Das lineare Ramsey Modell mit endlichem Zeit-
horizont
Wir betrachten das gut bekannte lineare Ramsey Modell, vgl. Feichtinger&Hartl
[35], S. 201 ff., mit einem endlichen fixierten Horizont T <∞, das schon im Unter-
kapitel 2.3.1 vorgestellt wurde und wie folgt formuliert wird
JT (x, u) =
T∫
0
e−ρtu(t)dt −→ max! (12.1)
bezüglich aller Paare
(x, u) ∈ W 1,n2 [0, T ]× Lm2 [0, T ] , (12.2)
die den Nebenbedingungen
x˙(t) = (pi − δ)x(t)− u(t); (12.3)
x(0) = x0 > 0; (12.4)
0 ≤ u(t) ≤ pix(t) (12.5)
genügen. Ausserdem soll pi > ρ + δ gelten. Die Funktionen k(·) und c(·) aus dem
Unterkapitel 2.3.1 wurden hier der Vereinheitlichung halber in x(·) bzw. u(·) umbe-
nannt. In dieser Formulierung bezeichnet u(t) den Konsum zum Zeitpunkt t, der als
Steuerungsvariable betrachtet wird. Dieses Modell ist ein typisches Beispiel für ein
Steuerungsproblem mit zustandsabhängigen Steuerungsbeschränkungen. Die Aufga-
be (12.1) – (12.5) wird mit (PT ) bezeichnet.
Ähnlich wie in dem Ressourcen-Allokationsmodell werten wir die notwendigen Opti-
malitätsbedingungen des Pontrjaginschen Maximumprinzips auf dem Itervall [0, T ]
aus und anschliessend entscheiden wir, ob ein auf diese Weise berechneter Lösungs-
kandidat zu einer optimalen Lösung des Problems mit unendlichem Zeithorizont
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fortgesetzt werden kann. Wir definieren die Pontrjaginsche Funktion für den Nor-
malfall als
H(t, ξ, v, η) = v + η((pi − δ)ξ − v)eρt
= v(e−ρt − η)eρt + η(pi − δ)ξeρt (12.6)
und maximieren sie bezüglich v, um die Hamiltonfunktion
H(t, ξ, η) = max
0≤v≤piξ
H(t, ξ, v, η) =

piξ − δξηeρt , e−ρt − η > 0
η(pi − δ)ξeρt , e−ρt − η = 0
η(pi − δ)ξeρt , e−ρt − η < 0
(12.7)
mit der entsprechenden Steuerungsfunktion u∗(·) gemäß
u∗(t) =

pix(t) , e−ρt − y(t) > 0
α ∈ [0, pix(t)] , e−ρt − y(t) = 0
0 , e−ρt − y(t) < 0
(12.8)
zu erhalten, wo α ein beliebiges Element aus [0, pix(t)] ist. Wegen der Konkavität
von H(t, ·, y(t)) für alle t ∈ [0, T ] liefert das Maximumprinzip gleichzeitig die hin-
reichenden Optimalitätsbedingungen, vgl. Feichtinger&Hartl [35], Satz 2.2., S.
36. Deshalb finden wir durch das Verifizieren der Bedingungen des Pontrjaginschen
Maximumprinzips, Satz 1, Ioffe&Tichomirov [45], S. 127 ff., heraus, dass der
Prozess (x∗, u∗, y), definiert durch
u∗(t) =
{
0 , t ∈ (0, τ)
x0pie
piτ−δt , t ∈ [τ, T ]; (12.9)
x∗(t) =
{
x0e
(pi−δ)t , t ∈ (0, τ)
x0e
piτ−δt , t ∈ [τ, T ]; (12.10)
y(t) =
{
e(ρ+δ−pi)(t−τ) , t ∈ (0, τ)
pi
ρ+δ
(1− e−(ρ+δ)(T−t)) , t ∈ [τ, T ] (12.11)
mit τ = T − θ und θ = 1
ρ+δ
ln pi
pi−(ρ+δ) optimal für hinreichend große T ist.
12.2 Das lineare Ramsey Modell mit unendlichem
Zeithorizont
Die Ausdehnung des Problems (PT ) auf den unendlichen Zeithorizont ergibt das
folgende Steuerungsproblem:
JL∞(x, u) = L -
∞∫
0
e−ρtu(t)dt −→ max! (12.12)
bezüglich aller Paare
(x, u) ∈ W 1,12 (R+)× L12(R+) (12.13)
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die die Restriktionen
x˙(t) = (pi − δ)x(t)− u(t); (12.14)
x(0) = x0 > 0; (12.15)
0 ≤ u(t) ≤ pix(t) (12.16)
erfüllen. Dabei bezeichnen ρ und δ die Diskontrate mit 0 < ρ < 1 bzw. die Ab-
schreibungsrate mit pi > ρ + δ. Ein Paar (x, u) wird als zulässig bezeichnet, falls
es die Bedingungen (12.13) – (12.16) erfüllt und das entsprechende Lebesguesche
Integral aus (12.12) existiert und endlich ist. Das Problem (12.12) – (12.16) nennen
wir (P∞).
Diskussion des Problems (P∞)
Wir wollen nun untersuchen, welche Auswirkungen die Unbeschränktheit des Zeit-
intervalls auf die Lösung des Problems (P∞) hat.
Existenz einer optimalen Lösung. Wir zeigen zunächst, dass das Problem (P∞)
in der obigen Formulierung keine Lösung besitzt. Dafür betrachten wir die
Folge {uN}, (N = 1, 2, . . . ) der zulässigen Steuerungen
uN(t) =
{
0 , t ∈ [0, N ]
pixN(t) , t ∈ [N,∞) (12.17)
und der dazugehörigen Zustandstrajektorien
xN(t) =
{
x0e
(pi−δ)t , t ∈ [0, N ]
x0e
piN−δt , t ∈ [N,∞) (12.18)
und ermitteln die resultierende Folge der Zielfunktionalswerte:
JL∞(xN , uN) = L -
∞∫
0
e−ρtuN(t)dt (12.19)
= pix0e
piNL -
∞∫
N
e−(ρ+δ)tdt =
pix0
ρ+ δ
e(pi−(ρ+δ))N . (12.20)
Offensichtlich gilt
JL∞(xN , uN)→∞, N →∞, (12.21)
was beweist, dass im Sinne der Definition 10.(iii) keine Lösung der Aufgabe
(P∞) existiert. Die gewählte Folge {uN}, (N = 1, 2, . . . ) konvergiert, aller-
dings nur punktweise gegen die 0-Funktion und nicht in der Norm irgendeines
Lp(R+). Man beachte, dass wir in dieser Arbeit nicht auf die Optimalitätsde-
finitionen eingehen, die unendliche Werte des Zielfunktionals zulassen.
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Richtige Wahl des Zustands- bzw. Steuerraumes. Die zweite entstehende Fra-
ge ist die nach der richtigen Wahl des Zustands- und Steuerraumes. Aus der
Abschätzung
JL∞(x, u) = L -
∞∫
0
e−ρtu(t)dt ≤ piL -
∞∫
0
e−ρtx(t)dt (12.22)
ziehen wir den Schluss, dass der Zielfunktionalswert endlich bleibt, wenn die
Phasentrajektorie x(·) dem Funktionenraum L1(R+, ν) ⊃ Lp(R+, ν)mit ν(t) =
e−ρt angehört. Man kann also den unendlichen Wert im Zielfunktional (12.12)
ausschliessen, indem man statt x(·) ∈ L1p(R+) die Inklusion x(·) ∈ L1p(R+, ν)
fordert. Wenn man die Steuerungsfunktion u(·) als ein Element des gewichte-
ten Lebesgueraumes L1p(R+, ν) voraussetzt, dann ergibt sich aus der linearen
Zustandsgleichung (12.14) die Inklusion x˙(·) ∈ L1p(R+, ν), was insgesamt zu
der Bedingung x(·) ∈ W 1p (R+, ν) führt.
Die Anpassung des Modells. Um die Existenz einer globalen Lösung zu gewähr-
leisten, müsste man jedoch noch die Bedingung ‖x‖W 1,1p (R+,ν) ≤ const vor-
aussetzen. Aus diesem Grund, ähnlich wie bei dem angepassten Ressourcen-
Allokationsmodell, wird das lineare Ramsey Modell nun durch die Einführung
einer zusätzlichen Zustandsbeschränkung erweitert, die das Wachstum des Ka-
pitals x(·) durch eine gewisse Gewichtsfunktion von oben beschränkt. Dies hat
zur Folge, dass der Phasenpfad so abgeschnitten wird, dass die Steuerung einen
endlichen Zielfunktionalswert und somit eine Lösung des Ramsey Modells auf
dem unendlichen Zeitintervall liefert.
12.3 Das angepasste lineare Ramsey Modell
Wir führen die erwähnten Änderungen ein und modifizieren das Problem (P∞) durch
das Hinzufügen einer Zustandsbeschränkung und die Wahl der gewichteten Sobolev-
und Lebesgueräume als Zustands- bzw. Steuerräume:
L -
∞∫
0
e−ρt(−u(t))dt −→ min! (12.23)
bezüglich aller Paare
(x, u) ∈ W 12 (R+, e−ρt)× L2(R+, e−ρt) (12.24)
die den Nebenbedingungen
x˙(t) = (pi − δ)x(t)− u(t); (12.25)
x(t) ≤ Ceαt, ∀ t > 0, C ≥ x0, 0 < α < ρ; (12.26)
x(0) = x0 > 0; (12.27)
0 ≤ u(t) ≤ pix(t) (12.28)
genügen. Das Problem (12.23) – (12.28) wird mit (PA∞) bezeichnet.
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12.3.1 Existenz einer optimalen Lösung zum angepassten li-
nearen Ramsey Modell
Für das angepasste lineare Ramsey Modell werden demnächst die Voraussetzungen
des Satzes 28 verifiziert. Man beachte hierbei, dass in dem erwähnten Existenzsatz
keine zustandsabhängigen Steuerungsbeschränkungen berücksichtigt wurden und ih-
re Auswirkung auf die Existenz einer optimalen Lösung hier extra untersucht werden
soll.
(1) Die Voraussetzung 5 ist erfüllt, denn die Funktion r(t, ξ, v) = −v ist linear in
v.
(2) Laut der Voraussetzung 9 muss es eine Funktion A1(·) ∈ L1(IR+) sowie eine
positive Konstante B1 geben, so dass für alle (t, ξ, v) ∈ IR+× IRn×U(t, ξ) und
p = 2 die Wachstumsbedingung
| − v| ≤ A1(t)eρt +B1(|ξ|2 + |v|2) (12.29)
gilt. Dies ist erfüllt mit A1(t) = e−ρt und B1 = 1 aufgrund der Abschätzung
| − v| ≤ 1 + |v|2 = e−ρteρt + (|ξ|2 + |v|2). (12.30)
(3) Die Voraussetzung 10 ist offensichtlich erfüllt, denn ∇vr(t, ξ, v) = 0.
(4) Mit A(t, x(t)) = (pi − δ)x(t), B(t, x(t)) ≡ −1 wird die Voraussetzung 11 über-
prüft, d.h. ob die Wachstumsbedingungen (6.5) und (6.6) erfüllt sind. Die erste
ist erfüllt mit p = q = 2, B11(t, ξ) = −1, der Funktion A311(·) ∈ L12(IR+), de-
finiert durch A311(t) = e−
ρ
2
t, und einer Konstanten B311 = 0, d.h. es gilt die
Ungleichung
| − 1| ≤ e− ρ2 t · e ρ2 t + 0 · |ξ|. (12.31)
Die Wachstumsbedingung (6.6) ist ebenso richtig, wenn man die Konstanten
Ci, i = 1, 2, 3, 4; wie folgt setzt: C1 = 0, C2 = pi − δ, C3 = 0, C4 = 1.
(5) Dass der zulässige Bereiches nicht leer ist, ist beispielsweise durch den Prozess
u∗(t) =
{
0 , t ∈ [0, τ ]
pix∗(t) , t ∈ (τ,∞) , x
∗(t) =
{
x0e
(pi−δ)t , t ∈ [0, τ ]
x0e
piτ−δt , t ∈ (τ,∞)(12.32)
mit einem beliebigen Schaltpunkt τ : τ < 1
(pi−δ)−α ln(
C
x0
) nachgewiesen.
(6) Die Lipschitzstetigkeit der Funktion B(t, ·) mit B(t, ξ) ≡ −1 ist trivialerweise
gegeben.
(7) Da der Steuerbereich vom Zustand abhängt, wird ein Analogon des Lemmas 6
für den gegebenen Steuerbereich explizit gezeigt.
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Lemma 13. Sei eine Folge {uN}, (N = 1, 2, . . . ) mit Elementen aus dem
Funktionenraum L12(R+, e−ρt) im Raum L12(R+, e−ρt) schwach konvergent ge-
gen die Funktion u0(·). Weiterhin sei die Inklusion
uN(t) ∈ U(t, xN(t)) = [0, pixN(t)] (∀) t ∈ R+ (12.33)
für jede Zahl N ∈ N erfüllt und die Funktionen xN(·) seien als Lösungen des
Anfangswertproblems
x˙N(t) = (pi − δ)xN(t)− uN(t), x(0) = x0 (12.34)
auf IR+ bestimmt.1 Dann gilt die Inklusion
u0(t) ∈ U(t, x0(t)) = [0, pix0(t)] (12.35)
fast überall auf R+.
Beweis: Der Beweis ist fast identisch zum Beweis des Lemmas 6. Wir bezeich-
nen also mit
Zu =
u ∈ L12(R+, e−ρt)
∣∣∣∣∣∣
u(t) ∈ U(t, x(t)) (∀) t ∈ IR+,
x˙(t) = (pi − δ)x(t)− u(t), x(0) = x0 > 0
x(t) ≤ Ceαt, C ≥ x0, 0 < α < ρ
(12.36)
die Menge der zulässigen Steuerungsfunktionen und beweisen nun die Konve-
xität und Abgeschlossenheit der Menge Zu. Dafür betrachten wir eine Funk-
tionenfolge {u˜N} ⊂ Zu, die in der L12(R+, e−ρt) – Norm gegen eine Funktion
u˜0(·) konvergiert. Das Anwenden des Schemas, das die Beziehungen zwischen
verschiedenen Konvergenztypen illustriert, vgl. Anhang B oder Kolmogo-
rov&Fomin [54], S. 446 ff., und die Tatsache, dass
µν(R+) =
∞∫
0
dν =
∞∫
0
e−ρtdt <∞ (12.37)
gilt, führt uns zu folgendem Schluss. Wir sind in der Lage aus der Funktio-
nenfolge {u˜N} eine solche Teilfolge {u˜Nk} auszuwählen, die fast überall auf
R+ gegen die Funktion u˜0(·) konvergiert, d.h. für alle t ∈ R+\N findet die
punktweise Konvergenz
u˜Nk(t)→ u˜0(t), (12.38)
statt, wobei mit N hier eine gewisse Lebesguesche Nullmenge bezeichnet wird.
Ferner definieren wir
B :=
∞⋃
Nk=1
{t : u˜Nk(t) /∈ U(t, x˜Nk)} . (12.39)
1Hier wird vorausgesetzt, dass dieses Problem für alle N ∈ N eine eindeutige Lösung besitzt.
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Diese Menge ist ebenso eine Lebesguesche Nullmenge aufgrund der Sigma-
Additivität des Lebesgueschen Maßes. Dies bedeutet, dass die Menge N ∪ B
ebenfalls vom Lebesgueschen Maß Null ist und für alle t ∈ R+\(N ∪ B) die
Konvergenz
u˜Nk(t)→ u˜0(t) (12.40)
bestehen bleibt. Aus der stetigen Abhängigkeit der Lösung der linearen Diffe-
rentialgleichung (12.34) vom Störungsglied uN(t) folgt die fast überall punkt-
weise Konvergenz
x˜Nk(t)→ x˜0(t). (12.41)
Ferner erhalten wir zu jedem fixierten Zeitpunkt t ∈ R+\(N ∪ B) durch die
Oberhalbstetigkeit der mengenwertigen Abbildung U : IR+ × IRn → P(IRm),
definiert durch U(t, x(t)) = [0, pix(t)], aus der Konvergenz der Zahlenfolge
x˜Nk(t) gegen x˜0(t) die Inklusion
U(t, x˜0(t)) ⊇ lim sup
Nk→∞
U(t, x˜Nk(t)), (12.42)
die wegen der Kompaktheit von U(t, x˜0(t)) auch die Bedingung
u˜0(t) ∈ U(t, x˜0(t)) ∀ t ∈ R+\(N ∪B) (12.43)
nach sich zieht. Somit ist die Abgeschlossenheit von Zu bewiesen.
Zum Beweis der Konvexität der Menge Zu betrachtet man eine konvexe Kom-
bination
λu1(·) + (1− λ)u2(·), λ ∈ [0, 1] (12.44)
der Funktionen u1(·) ∈ Zu, u2(·) ∈ Zu und zeigt, dass diese ebenso ein Element
der Menge Zu ist. Es gilt
λu1(·) + (1− λ)u2(·) ∈ L12(R+, e−ρt), (12.45)
da L12(R+, e−ρt) ein Vektorraum ist. Berücksichtigt man die Bedingungen
u1(t) ∈ U(t, x1(t)) = [0, pix1(t)] ∀ t ∈ IR+\Nu1 ; (12.46)
u2(t) ∈ U(t, x2(t)) = [0, pix2(t)] ∀ t ∈ IR+\Nu2 , (12.47)
so gilt ∀ t ∈ R+\ {Nu1 ∪Nu2} die Inklusion
λu1(t) + (1− λ)u2(t) ∈ U(t, x˜(t)) = [0, pix˜(t)], (12.48)
wobei Nu1 ∪Nu2 eine Lebesguesche Nullmenge ist und x˜(·) die Differentialglei-
chung
˙˜x(t) = (pi − δ)x˜(t)− (λu1(t) + (1− λ)u2(t)) (12.49)
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löst. Die letzte Gleichung besitzt aufgrund der Linearität die Lösung
x˜(t) = λx1(t) + (1− λ)x2(t), (12.50)
womit die Bedingung (12.48) gerechtfertigt ist. Somit ist die Konvexität der
Menge Zu bewiesen. Wir können nun den Satz III.3.8 aus Werner [98],
S. 108., anwenden, welcher behauptet, dass der schwache Grenzwert einer
schwach konvergenten Folge {uN} mit Elementen aus einer abgeschlossenen
konvexen Teilmenge V eines normierten Raumes X in derselben Teilmenge V
liegt. Die Rolle von V spielt hier die Menge Zu. Dies schliesst den Beweis des
Lemmas ab.
Mit dem oben vorgeführten Zusatzbeweis kann nun der Existenzsatz 28 auf das
angepasste lineare Ramsey Modell angewendet werden, um die Existenz einer im
Sinne der Definition 10.(iii) optimalen Lösung zum Problem (PA∞) zu schlussfolgern.
12.3.2 Optimale Lösung mittels hinreichender Optimalitäts-
bedingungen
Wir beweisen, dass die Steuerung
u∗(t) =
{
0 , t ∈ [0, τ ]
pix∗(t) , t ∈ (τ,∞) (12.51)
mit der dazugehörigen Zustandsfunktion
x∗(t) =
{
x0e
(pi−δ)t , t ∈ [0, τ ]
x0e
piτ−δt , t ∈ (τ,∞) (12.52)
global optimal im Sinne des Kriteriums L2 ist. Der Schaltpunkt τ ist durch den
Zeitpunkt des Auftreffens auf die Zustandsbeschränkung gegeben, also ist τ =
1
(pi−δ)−α ln(
C
x0
). Die Zustandsbeschränkung x(t) ≤ Ceαt wird dabei nur in einem
einzigen Punkt aktiv, nämlich bei t = τ . Die punktweise Beschränkung der Zu-
standstrajektorien nach unten ist nur in dem Punkt t = 0 aktiv, sonst inaktiv. Der
Funktionalswert JL∞(x∗, u∗) beträgt
JL∞(x
∗, u∗) = L -
∞∫
τ
piepiτ−(ρ+δ)tdt =
pix0
ρ+ δ
e(pi−(ρ+δ))τ
=
pix0
ρ+ δ
(
C
x0
) pi−(ρ+δ)
(pi−(ρ+α))
<∞. (12.53)
Zur Veranschaulichung ist der Prozess (x∗, u∗) auf den Abbildungen 12.1, 12.2 dar-
gestellt. Wir bemerken, dass der Steuerbereich in dem vorliegenden Modell zustand-
sabhängig ist. Da aber U(t, x(t)) = [0, pix(t)] gilt, d.h. der Steuerbereich kompakt
und konvex für alle ξ = x(t) ist, bleiben der schwache Dualitätssatz 31 und das
12.3. DAS ANGEPASSTE LINEARE RAMSEY MODELL 199
Abbildung 12.1: Das angepasste lineare
Ramsey Modell: optimale Zustandstra-
jektorie x∗(·) (schwarz) sowie Zustands-
beschränkung Ceαt (rot) für ρ = 0.9;
δ = 0.5; α = 0.7; C = 4; x0 = 2.
Abbildung 12.2: Das angepasste linea-
re Ramsey Modell: optimale Steuerung
u∗(·) für ρ = 0.9; δ = 0.5; α = 0.7;
C = 4; x0 = 2.
verallgemeinerte Maximumprinzip, vgl. Korollar 3, dennoch gültig. Zum Optimali-
tätsbeweis über die hinreichenden Bedingungen aus dem Unterkapitel 8.1 werden
wir die Hamiltonfunktion
H(t, ξ, η) =
{
piξ − δξηeρt , e−ρt − η > 0
η(pi − δ)ξeρt , e−ρt − η ≤ 0 (12.54)
und den Defekt der Hamilton-Jacobischen Differentialgleichung Λ(t, ξ) gebrauchen,
denn es wird die parametrische Optimierungsaufgabe für t 6= τ
(Pt) : Λ(t, ξ) :=
1
ν˜(t)
∂tS(t, ξ) +H(t, ξ, ∂ξS(t, ξ))
=
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t))
+ H(t, ξ, y(t))→ max! (12.55)
bzgl. ξ ∈ {ξ ∈ R |x0 ≤ ξ ≤ Ceαt}
mit einem linearen dualen Ansatz für die duale Funktion S(t, ξ) ∈ Y G∞,2 und der
Anzahl der möglichen Unstetigkeitspunkte r = 1, d.h. für die Zerlegung IR+ =
[0, τ) ∪ [τ,∞), untersucht, um die Gültigkeit aller Voraussetzungen des verallge-
meinerten Maximumprinzips, Korollar 3, zu gewährleisten. Aus den Karush-Kuhn-
Tucker Bedingungen2 ergibt sich für t ∈ (IR+\τ)
∂ξL(t, x∗(t)) = −eρty˙(t)− ∂ξH(t, x∗(t), y(t), 1)− λ1(t) + λ2(t) = 0; (12.56)
λ1(t)(x0 − x∗(t)) = 0, λ1(t) ≥ 0; (12.57)
λ2(t)(x
∗(t)− Ceαt) = 0, λ2(t) ≥ 0, (12.58)
2Vgl. Satz 43 in Anahng B.
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wobei mit L(t, ξ) die Lagrange Funktion
L(t, ξ) = −Λ(t, ξ) + λ1(t)(x0 − ξ) + λ2(t)(ξ − Ceαt) (12.59)
bezeichnet wird. Die Lagrangeschen Multiplikatoren λ1(·) und λ2(·) entsprechen da-
bei den Zustandsbeschränkungen x0 ≤ x(t) bzw. x(t) ≤ Ceαt. Dadurch, dass die bei-
den Zustandsrestriktionen auf (0, τ)∪ (τ,∞) inaktiv sind, ergeben sich für t ∈ (0, τ)
die adjungierte Gleichung
−eρty˙(t)− y(t)(pi − δ)eρt = 0; (12.60)
y˙(t) = −(pi − δ)y(t) (12.61)
und für t ∈ (τ,∞) die Differentialgleichung
y˙(t) = δy(t)− pie−ρt, (12.62)
da beide Multiplikatoren identisch Null sind, λi(t) ≡ 0, i = 1, 2; für t ∈ IR+\τ . Für
die Kozustandsfunktion y(·), definiert durch
y(t) =
{
C1e
−(pi−δ)t , t ∈ [0, τ ]
C2e
δt + pi
ρ+δ
e−ρt , t ∈ (τ,∞) (12.63)
mit den Integrationskonstanten Ci, (i = 1, 2), die gleichzeitig eine Komponente des
dualen Ansatzes S(t, ξ) = a(t) + y(t)T (ξ − x∗(t)) ist, überprüfen wir nun die Ma-
ximumbedingung des verallgemeinerten Maximumprinzips, vgl. Korolar 3. Laut der
für dieses Steuerungsproblem notwendigen Bedingung y(·) ∈ W 12 (IR+, eρt), vgl. Satz
9, ergibt sich C2 = 0. Aus der Stetigkeit der adjungierten Funktion y(·) berechnen
wir die Integrationskonstante C1 und überprüfen anschliessend, ob die Ungleichung
e−ρt < C1e−(pi−δ)t, t ∈ [0, τ) (12.64)
mit der gewählten Konstante noch gültig ist. Die Stetigkeit des Kozustandes in t = τ
liefert
C1e
−(pi−δ)τ =
pi
ρ+ δ
e−ρτ , (12.65)
womit C1 = piρ+δe
(pi−δ−ρ)τ gelten muss. Die Ungleichung (12.64) ist äquivalent zu
e−ρt <
pi
ρ+ δ
e(pi−δ−ρ)τe−(pi−δ)t, t ∈ [0, τ); (12.66)
1 <
pi
ρ+ δ
e(pi−δ−ρ)(τ−t), t ∈ [0, τ), (12.67)
was offenbar gilt, da pi > ρ+ δ und τ > t. Auf diese Weise erhalten wir die stetige,
stückweise stetig differenzierbare adjungierte Funktion
y(t) =
{ pi
ρ+δ
e(pi−δ−ρ)τe−(pi−δ)t , t ∈ [0, τ ]
pi
ρ+δ
e−ρt , t ∈ (τ,∞), (12.68)
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die im gewichteten Sobolevraum W 1,12 (IR
+, eρt) liegt. Um den gesuchten dualen An-
satz S(t, ξ) zu vervollständigen, wird die Komponente a(·) aus der Differentialglei-
chung
a˙(t) = y(t)T x˙∗(t)−H(t, x∗(t), y(t))ν˜(t)
=
{
0 , t ∈ [0, τ ]
−pix0δepiτ (1 + 1ρ+δ )e−(ρ+δ)t − pix0epiτe−δt , t ∈ (τ,∞)
(12.69)
bestimmt. Bei der Wahl der Integrationskonstante wird die Inklusion a(·) ∈ W 11 [τ,∞)
berücksichtigt, deren Sicherung für die Anwendung der entwickelten Dualitätstheorie
nötig ist. Offensichtlich erfüllt die Funktion
a(t) =
{
pix0δ
ρ+δ
(1 + 1
ρ+δ
)e(pi−(ρ+δ))τ + pix0
δ
e(pi−δ)τ , t ∈ [0, τ ]
pix0δ
ρ+δ
epiτ (1 + 1
ρ+δ
)e−(ρ+δ)t + pix0
δ
epiτe−δt , t ∈ (τ,∞) (12.70)
die obige Forderung der analytischen Güte. Dabei ist τ = 1
(pi−δ)−α ln(
C
x0
) der Schalt-
punkt der Steuerung. Für den linearen Anstz S∗ mit der Komponente a(·) aus (12.70)
und der stetigen Kozustandsfunktion y(·) aus (12.68) ist die Randbedingung
inf
β∈Γ
{S∗(τ − 0, β)− S∗(τ + 0, β)} = S∗(τ − 0, x∗(τ))− S∗(τ + 0, x∗(τ));(12.71)
Γ = {β ∈ R|x0 ≤ β ≤ Ceατ}
des verallgemeinerten Maximumprinzips, vgl. Korollar 3, erfüllt. Anschliessend möch-
ten wir die Zulässigkeit des konstruierten linearen Ansatzes S∗ in der dualen Auf-
gabe mit den nachfolgenden Rechnungen bestätigen. Wir zeigen Λ(t, ξ) ≡ 0 für alle
(t, ξ) ∈ IR+ × [x0, Ceαt]. Erinnern wir uns, dass der Defekt Λ(t, ξ) durch
Λ(t, ξ) =
1
ν˜(t)
(
a˙(t) + y˙(t)T (ξ − x∗(t))− y(t)T x˙∗(t))
+
{
piξ − δξy(t)eρt , y(t) < e−ρt
y(t)(pi − δ)ξeρt , y(t) ≥ e−ρt (12.72)
bestimmt ist. Genauso wie im Ressourcen-Allokationsmodell ist diese Funktion linear
in ξ, weswegen die Hamilton-Jacobische Ungleichung nur dann für alle ξ ∈ [x0, Ceαt]
erfüllt sein kann, wenn die Steigung ∂ξΛ(t, ξ) ≡ 0 für alle t > 0. Wir zeigen dies.
Für t ∈ [0, τ ] gilt unter der Berücksichtigung von (12.68)
∂ξΛ(t, ξ) = y˙(t)e
ρt + y(t)(pi − δ)eρt
= −(pi − δ)pi
ρ+ δ
e(pi−δ−ρ)τe−(pi−δ)teρt (12.73)
+
(pi − δ)pi
ρ+ δ
e(pi−δ−ρ)τe−(pi−δ)teρt = 0
und entsprechend für t ∈ (τ,∞)
∂ξΛ(t, ξ) = y˙(t)e
ρt + pi − δy(t)eρt
= −ρ pi
ρ+ δ
e−ρteρt + pi − δ pi
ρ+ δ
e−ρteρt = 0. (12.74)
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Da durch Konstruktion der Komponente a(·) die Gleichung Λ(t, x∗(t)) = 0 gesichert
wurde, gilt die oben erwähnte Identität Λ(t, ξ) ≡ 0 für alle (t, ξ) ∈ IR+ × [x0, Ceαt],
woraus die Zulässigkeit des Ansatzes S∗ mit den Komponenten aus (12.70), (12.68)
folgt.3
Die gesamte vorherige Diskussion läßt uns nun schließen, dass der Prozess (x∗, u∗),
definiert in (12.51), (12.52) global optimal im Sinne des Kriteriums L2 ist. Über die
Eindeutigkeit, Striktheit und Isoliertheit des optimalen Prozesses werden hier jedoch
keine Aussagen getroffen.
Bemerkung 49. Die Hamiltonfunktion ist im Schaltpunkt t = τ zwar nicht partiell
stetig differenzierbar nach η, jedoch reicht wegen der Konkavität von H(t, ξ, η) in
ξ ein linearer dualer Ansatz aus, infolgedessen man nur ∂ξH(t, ξ, η) zu untersuchen
hat.
3Die Zulässigkeit des Ansatzes S∗ folgt sofort, wenn man bedenkt, dass die betrachtete parame-
trische Optimierungsaufgabe linear in ξ ist und die notwendige Optimalitätsbedingung, gegeben
durch die Karush-Kuhn-Tucker Bedingungen, somit auch hinreichend ist.
Zusammenfassung und Ausblick
Die vorliegende Arbeit beinhaltet Untersuchungen über Optimalsteuerungsproble-
me mit unendlichem Zeithorizont und die sich daraus ergebende Problematik. In
der gesamten Arbeit wird der Zugang der gewichteten Funktionenräume konsequent
verfolgt, um deren Eigenschaften vorteilhaft zu nutzen. Besonders herauszuheben
ist auch die konsequente Unterscheidung zwischen den Riemannschen und Lebes-
gueschen Interpretationen des verwendeten Integralbegriffes in der Grundaufgabe.
Die Auswirkungen dieser Unterscheidung münden beispielsweise in unterschiedliche
zulässige Bereiche, vgl. Beispiele aus dem Kapitel 3, oder unterschiedliche Halbste-
tigkeitseigenschaften der entsprechenden Zielfunktionale, vgl. Kapitel 5.
Die in dieser Arbeit erzielten Resultate in Form der Sätze lassen sich grob in zwei
Gruppen aufteilen. Zum einen sind es die Existenzaussagen einschliesslich der dafür
benötigten Halbstetigkeitsaussagen für die Integralfunktionale sowie Aussagen über
die analytische Güte der Nemytskij Operatoren in gewichteten Lebesgueräumen auf
IR+. Zum anderen sind es hinreichende Optimalitätsbedingungen, die auf der speziell
entwickelten Dualitätstheorie aufbauen. Die Ergebnisse aus beiden Gruppen wurden
an akademischen Beispielen getestet, um die Anwendbarkeit der Sätze zu zeigen.
Es ist gelungen, die Existenz einer optimalen Lösung für die Probleme mit in
der Steuerung konvexem Integranden und in der Steuerung linearer Dynamik unter
gewissen Wachstumsbedingungen an den Integranden sowie an die rechte Seite der
Differentialgleichung zu beweisen, siehe Satz 28. Dabei ist das Integral im Lebesgue-
schen Sinne zu verstehen. Der Beweis des Existenzsatzes basiert unter anderem auf
der Stetigkeit der Nemytskij Operatoren, die unter vorausgesetzten Wachstumsbe-
dingungen nachgewiesen werden konnte, vgl. Kapitel 4. Die Ergebnisse dieses Ka-
pitels stellen eine Übertragung der Ergebnisse aus Leonardi [60] auf den Fall der
gewichteten Lebesgueräume mit der Grundmenge IR+, jedoch im Fall von Funktio-
nenräumen mit der gleichen Gewichtsfunktion ohne Einschränkung auf p, q ≥ 1. Um
die Beschränktheit des zulässigen Bereiches und somit die Existenz einer optima-
len Lösung zu beweisen, wurde künstlich eine Zustandsbeschränkung eingeführt, die
jedoch in sich einen Freiheitsgrad enthält, nämlich die Funktion β(·), die modellab-
hängig gewählt wird. Eine zusätzliche Phasenbeschränkung mag eine Schwierigkeit
für die numerische Behandlung der Optimalsteuerungsprobleme darstellen, aber sie
ließ sich nicht umgehen, da in dem Beweis des Existensatzes dem Weierstraßschen
Beweisschema gefolgt wurde. Der Vorteil einer solchen Zustandsbeschränkung ist an
den Beispielen des Ressourcen-Allokationsmodells und des linearen Ramsey Modells
gut erkennbar, da diese Steuerungsprobleme auf dem unbeschränkten Intervall im
Allgemeinen nicht lösbar sind. Die Wahl einer künstlichen Zustandsbeschränkung
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beeinflusst die optimale Lösung wesentlich, daher möge die Festlegung einer solchen
Beschränkung in jedem konkreten Modell sehr sorgfältig überlegt und dem zu mo-
dellierenden Sachverhalt entsprechend sein. Eine weitere mögliche Erweiterung des
Existenzsatzes liegt in der Zulassung einer nichtlinearen Differentialgleichung in der
Aufgabenstellung.
Es ist gelungen, die Dualitätstheorie im Sinne von Klötzler für die Grundaufgabe
mit unendlichem Zeithorizont zu entwickeln, wobei hierin zwei, möglicherweise un-
terschiedliche, Gewichtsfunktionen einbezogen waren, die eine zur Gewichtung des
Integranden und die andere zur Gewichtung der zulässigen Paare. Die Ergebnisse
wurden als Dualitätssätze formuliert. Die entscheidende Rolle bei der Konstruktion
der dualen Aufgabe und der Formulierung der hinreichenden Bedingungen spielt
die duale Variable S bzw. ihre Komponenten (a, y,Q), die als “passend“ angesehen
werden, wenn sie Elemente von Sobolev- bzw. gewichteten Sobolevräumen sind. Be-
sonders interessant ist der Fall, wenn zwischen der primalen und dualen Aufgaben
die starke Dualität besteht, da sie auf die Optimalität des involvierten Prozesses
schliessen läßt. So wurden die Kenntnise aus der endlich-dimensionalen Optimie-
rung eingesetzt, um die starke Dualität und folglich die Optimalität eines Paares
zu gewährleisten, vgl. zum Beispiel die Sätze 35, 36. Eine dritte Gewichtsfunktion
wurde eingeführt, um die Möglichkeit einzuräumen, die Optimalität eines Prozes-
ses in Bezug auf die Zeit messen zu können. Anders ausgedrückt, die Breite der
Umgebung des Prozesses, wo selbiger auch einen optimalen Funktionalswert liefert,
kann von der Zeit abhängen. Diese zeitliche Abhängigkeit wird mit der Gewichts-
funktion νˆ(·) erfasst. Hinreichende Optimalitätsbedingungen zweiter Ordnung für
ein starkes striktes lokales Minimum, d.h. ein globales Minimum in C0δ (IR
+, νˆ) –
Umgebung von x∗(·), wurden in Satz 38 bewiesen und auf dem Problem der optima-
len Erneuerung einer technischen Ressource getestet. Die Verbindung zwischen den
drei Gewichtsfunktionen kommt in den Voraussetzungen des Satzes zum Vorschein.
Beispielsweise liegt die Optimalität eines Prozesses (x∗, u∗) in einer C0δ (IR
+, νˆ) –
Umgebung von x∗(·) vor, wenn unter anderem νˆ−1(·) ∈ L1p(IR+, ν) erfüllt ist. Diese
Inklusion sichert die Stetigkeit der Einbettung C0(IR+, νˆ) ⊂ Lp(IR+, ν). Anhand von
allen zum Modell passenden Gewichtsfunktionen νˆ(·) ist es möglich die Entscheidung
darüber zu treffen, wie wichtig das Verhalten der Phasentrajektorien im Unendlichen
in Hinsicht auf die Optimalität ist. Das Erfülltsein der hinreichenden Bedingungen
zweiter Ordnung hängt in gewissem Maße von der Definitheitsbedingung an den
Operator L2ξξ(t, ξ) ab, d.h. von der Existenz beschränkter Lösungen einer Riccati-
schen Differentialungleichung. Da diese nicht immer gegeben sind, war es sinnvoll
denselben Satz in schwächerer Form zu formulieren, vgl. den Satz 39, wo die ak-
tiven Zustandsbeschränkungen berücksichtigt werden, wodurch sich die Riccatische
Differentialungleichung vereinfacht oder sogar in eine lineare Differentialungleichung
ausartet, vgl.Malanowski et al. [68]. Gibt es jedoch ein unendliches Teilintervall
des IR+, wo alle Zustandsrestriktionen inaktiv sind und die erwähnte Definitheitsbe-
dingung nicht erfüllt werden kann, so ist bislang nicht klar, wie diese Schwierigkeit
beseitigt werden kann.
Generell hat sich herauskristallisiert, dass weder der Lebesguesche noch Rie-
mannsche Integralbegriff allen Anforderungen eines “guten“ Optimalsteuerungspro-
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blems mit unendlichem Zeithorizont standhält, was die zukünftigen Untersuchungen
in Richtung allgemeinerer Integralbegriffe lenken könnte. Angesichts der geschilder-
ten Unstimmigkeiten zwischen den Problemformulierungen samt der Präzisierung
des verwendeten Integrallbegriffs und dem Prozess der Entwicklung der Existenz-
theorie oder der notwendigen Optimalitätsbedingungen kann es durchaus möglich
sein, dass ein anderer Integrallbegriff, verschieden vom Lebesgueschen oder Rie-
mannschen Integral, diese Diskrepanzen beheben kann. Dies hätte möglicherweise
der Integrationsbegriff von Henstock-Kurzweil getan, der eine Verallgemeinerung
sowohl des Riemannschen als auch des Lebesgueschen Integrals darstellt, und zwar
eine solche, dass unter anderem folgende “unscharf formulierten“ Eigenschaften vor-
handen sind:
(i) Jede Riemann intergrierbare Funktion f : [a, b]→ IR ist auch Henstock-Kurzweil
integrierbar, Kurtz&Swartz [58], S. 142.
(ii) Die Menge aller Henstock-Kurzweil integrierbaren Funktionen bildet einen Vek-
torraum, [58], S. 205 ff.
(iii) Die absolute Henstock-Kurzweil Integrierbarkeit auf IR ist äquivalent zu Le-
besgue Integrierbarkeit, vgl. [58], S. 189 ff.
Dieses Integral berücksichtigt ausserdem das Verhalten der zu integrierenden Funkti-
on, womit zum Beispiel Oszillationen nicht ohne Beachtung bleiben und ein Henstock-
Kurzweilsches Integral bedingt konvergent sein kann. Weiterhin, im Gegensatz zum
Riemannschen Begriff, ist sogar die Dirichlet Funktion Henstock-Kurzweil integrier-
bar, was die Klasse der zulässigen Prozesse formal wesentlich vergrößern würde.
Desweiteren, wegen der Vektorraum – Eigenschaft und geltender Konvergenzsätze
wäre es möglich eine Existenztheorie aufzustellen, ohne auf das Vorhandensein der
bedingt konvergenten Integrale verzichten zu müssen, wie es unter Lebesguescher
Interpretation der Fall ist. Mehr zu dem Henstock-Kurzweil Integralbegriff selbst
vgl. [58], S. 133 ff. Die genannten Untersuchungen stellen den Gegenstand der zu-
künftigen Forschung dar.
Die Notwendigkeit der Unterscheidung zwischen verschiedenen Interpretationen
des verwendeten Integraltyps zeigt gleichzeitig, dass die numerische Behandlung der
Steuerungsprobleme mit unendlichem Zeithorizont nicht ohne weiteres auf Riemann-
schen Integralsummen basieren darf. Desweiteren stellt die Herleitung des Pontrjag-
inschen Maximumprinzips als Trennungssatz für die formulierte Grundaufgabe eine
Herausforderung dar.
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Anhang A
Abkürzungen und Bezeichnungen
IR+ die Menge der positiven rellen Zahlen
N die Menge der natürlichen Zahlen
µ(Ω) Lebesguesches Maß der Menge Ω
P(Ω) Die Menge aller messbaren Teilmengen von Ω
Ck(Ω) Raum der auf Ω k-mal stetig differenzierbaren Funktionen
C0,∞(Ω) Raum der auf Ω beliebig oft differenzierbaren
Funktionen mit kompaktem Träger
PC(Ω) Raum der auf Ω stückweise stetigen Funktionen
PC1(Ω) Raum der auf Ω stückweise stetig differenzierbaren Funktionen
Dn0 (Ω) Raum der auf Ω stückweise stetigen Vektorfunktionen
Dn1 (Ω) Raum der auf Ω stetigen, stückweise stetig differenzierbaren
Vektorfunktionen
ACn(Ω) Raum der auf Ω absolut stetigen Vektorfunktionen
Lnp (Ω) Lebesguescher Funktionenraum
W 1,np (Ω) Sobolevraum
ν(·), ν˜(·), νˆ(·) Gewichtsfunktionen
µν(·) das Maß, das von der Gewichtsfunktion ν(·) induziert wird
Lnp (Ω, ν) gewichteter Lebesgueraum mit Gewichtsfunktion ν(·)
W 1,np (Ω, ν) gewichteter Sobolevraum mit Gewichtsfunktion ν(·)
Ln×n∞ (Ω, ν
−1) gewichteter Lebesgue Raum der n× n-dimensionalen
Matrixfunktionen mit Gewichtsfunktion ν−1(·)
W 1,n×n∞ (Ω, ν
−1) gewichteter Sobolevraum der n× n-dimensionalen Matrix -
funktionen mit Gewichtsfunktion ν−1(·)
(PT ) primales Steuerungsproblem auf dem Intervall [0, T ]
(P∞) primales Steuerungsproblem auf dem Intervall IR+
(P∞,loc) lokalisiertes primales Steuerungsproblem auf dem Intervall IR+
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(PL∞) primales Steuerungsproblem mit der Lebesgueschen Interpretation
des Integrals im Zielfunktional
(PR∞) primales Steuerungsproblem mit der Riemannschen Interpretation
des Integrals im Zielfunktional
(DT ) duales Steuerungsproblem auf dem Intervall [0, T ]
im Sinne von Klötzler
(D∞) duales Problem im Sinne von Klötzler auf IR+
(DG∞) duales Problem auf IR
+ im Sinne von Klötzler, in dem unstetige
Funktionen zulässig sind
(D∞,loc) lokalisiertes duales Problem auf IR+ im Sinne von Klötzler
Kδ,νˆ(x∗(t)) gewichtete δ-Umgebung von x∗(t)
U
C0(IR+,νˆ)
δ (x
∗) gewichtete C0δ (IR
+) – Umgebung der Funktion x∗(·)
r(·, x(·), u(·)) Funktion im Integranden
f(·, x(·), u(·)) rechte Seite der Zustandsgleichung
x(·), u(·) Zustandsfunktion bzw. Steuerungsfunktion
y(·) adjungierte Funktion, auch Kozustandsfunktion genannt
U ⊂ IRm Steuerbereich
U(t, x(t)) zustandsabhängiger Steuerbereich
R(t) Erreichbarkeitsmenge zum Zeitpunkt t
τ Umschaltpunkt
ξ = x(t)
v = u(t)
η = y(t)
 Platzhaltervariablen
H(t, ξ, v, η) Pontrjaginsche Funktion
H(t, ξ, η) Hamiltonfunktion, die maximierte Pontrjaginsche Funktion
S(t, ξ) duale Variable
(a, y,Q) Komponenten des quadratischen dualen Ansatzes
Λ(t, ξ) Defekt der Hamilton-Jacobischen Differentialgleichung
L -
∫
Integral im Lebesgueschen Sinne
R -
∫
Integral im Riemannschen uneigentlichen Sinne
Y∞ Menge der stetigen quadratischen dualen Funktionen S mit
Komponenten aus bestimmten Sobolevräumen
Y G∞ Menge der dualen quadratischen Funktionen Smit Komponenten
aus bestimmten Sobolevräumen, die Sprünge haben können
Nx(t) Nemytskij Operator
ess sup
t∈IR+
f(t) das wesentliche Supremum der Funktion f
xN ⇀ x0 schwache Konvergenz der Folge {xN} gegen x0
(∀) t ∈ A fast überall auf A
intA das Innere der Menge A
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P [A |B] Wahrscheinlichkeit, dass das Ereignis A eintritt, wenn das
Ereignis B schon eingetreten ist, bedingte Wahrscheinlichkeit
λ(·) Lagrangesche Multiplikatorfunktion
conv{A} konvexe Hülle der Menge A
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Anhang B
Wichtige Sätze und Definitionen
Definition 22 (Halbstetigkeit einer Funktion, vgl. Kolmogorov&Fomin
[54], S. 119 ff.). Eine Funktion f : D(f)→ IR heisst unterhalbstetig ( bzw. oberhalb-
stetig) im Punkt x0 ∈ D(f), falls für jedes  > 0 eine Umgebung Uδ(x0) existiert, so
dass für alle x ∈ Uδ(x0) die Ungleichung f(x) > f(x0)−  ( bzw. f(x) < f(x0) + )
gilt.
Äquivalent kann man diese Definition im Fall eines metrischen Raumes X und
D(f) ⊆ X mit Hilfe von Folgen wie folgt aufschreiben:
Definition 23 (Halbstetigkeit einer Funktion, vgl. Blanchard&Brüning
[15], S. 17). Es sei X ein metrischer Raum mit der ersten Abzählbarkeitsaxiom, d.h.
jeder Punkt besitzt eine abzählbare Umgebungsbasis. Funktion f : D(f) ⊆ X → IR
heisst unterhalbstetig ( bzw. oberhalbstetig) im Punkt x0 ∈ D(f), falls für alle
Folgen xN mit lim
N→∞
xN = x0 die Ungleichung
lim inf
N→∞
f(xN) ≥ f(x0) (bzw. lim sup
N→∞
f(xN) ≤ f(x0)) gilt.
Definition 24 (Oberhalbstetigkeit einer mengenwertigen Abbildung, vgl.
Clarke [27], S. 29). Seien X, Y Banachräume. Eine Mengenwertige Abbildung ist
eine Abbildung Γ : X → P(Y ) aus X in die Potenzmenge P(Y ), d.h. die Menge
aller Teilmengen von Y . Γ(·) ist oberhalbstetig in x0, falls für jedes  > 0 ein δ > 0
existiert, so dass für alle x ∈ x0+ δBX die Inklusion Γ(x) ⊂ Γ(x0)+ BY gilt, wobei
mit BX , BY die Einheitskugeln in X bzw. Y bezeichnet sind.
Mithilfe der Halblimites im Sinne von Kuratowski kann man diese Definition wie
folgt umformulieren:
Definition 25 (Oberhalbstetigkeit einer mengenwertigen Abbildung, vgl.
Aubin&Frankowska [11], S. 38). Seien X, Y Banachräume. Wir betrachten eine
mengenwertige Abbnildung Γ : X → P(Y )mit nichtleeren, abgeschlossenen Bildern.
Die Abbildung Γ(·) heisst oberhalbstetig in x0 ∈ X, wenn lim sup
x→x0
Γ(x) ⊆ Γ(x0) mit
lim sup
N→x0
AN :=
{
v ∈ X
∣∣∣∣∣ ∃ {vN} ⊂ X mit vN ∈ AN für unendlich viele Nund lim
N→∞
‖vN − v‖ = 0
}
(B.1)
gilt.
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Satz 40 (Verallgemeinerter Satz von Weierstraß, vgl. Carathéodory [21],
Satz 5, S. 139). (X, τ) sei ein topologischer Raum, die Topologie τ gestatte die
Folgenkonvergenz. Wenn Z ⊆ X τ -folgenkompakt ist und f : X ∩ Z → IR auf Z
τ -unterhalbstetig ist, so nimmt f auf Z sein Infimum an, d.h. für die Aufgabe
f(x)→ inf!, x ∈ X ∩ Z (B.2)
existiert eine globale Minimalstelle xˆ ∈ Z.
Definition 26 (Testfunktionen, vgl. Adams [1], S. 19). Unter der Menge der
Testfunktionen versteht man die Menge aller unendlich oft differenzierbaren Funk-
tionen mit kompaktem Träger, d.h.
C0,∞(Ω) := {φ ∈ C∞(Ω) | supp f ist kompakt in Ω} . (B.3)
Definition 27 (Maßraum, vgl. Elstrodt [34], S. 28). Ist m(·) ein Maß auf der
σ-Algebra
∑
über X, so heisst (X,
∑
,m) ein Maßraum.
Definition 28 (σ-endliches Maß, vgl. Elstrodt [34], S. 59). Sei (X,
∑
,m) ein
Maßraum. Das Maß m(·) heisst σ-endlich, wenn es eine abzählbare Folge messbarer
Mengen {Sk}, (k = 1, 2, 3, . . . ) gibt, die alle ein endliches Maß m(Sk) <∞ besitzen
und die Grundmenge X überdecken, d.h. es gilt X ⊆ ∪∞k=1Sk.
Definition 29 (Konvergenz dem Maße nach, vgl. Elstrodt [34], S. 252). Sei
(X,
∑
,m) ein Maßraum. Die Funktionen fN : X → IR (N ∈ N0) seien messbar.
Man sagt, die Folge {fN}, (N = 1, 2, . . . ) konvergiert nach Maß (oder dem Maße
nach) gegen f0(·), falls für jedes  > 0 gilt:
lim
N→∞
m({t ∈ X | |fN(t)− f0(t)| ≥ }) = 0. (B.4)
Definition 30 (Fast gleichmäßige Konvergenz, Chae [26], S. 106). Sei
(X,
∑
,m) ein Maßraum. Eine Funktionenfolge {fN}, (N = 1, 2, . . . ), fN : X → IR,
konvergiert fast gleichmäßig gegen eine Funktion f(·) auf einer messbaren Menge A,
falls zu jedem  > 0 eine messbare Teilmenge E ⊂ A mit m(E) <  existiert, so dass
{fN} gleichmäßig auf A\E gegen f(·) konvergiert.
Satz 41 (Satz von Jegorow, vgl. Elstrodt [34], S. 250). Seien (X,
∑
,m) ein
Maßraum und {fN}, (N = 1, 2, . . . ) eine Folge messbarer Funktionen fN : X → IR,
die m – fast überall auf X gegen die messbare Funktion f : X → IR konvergiert. Ist
m(X) <∞, so konvergiert {fN}, (N = 1, 2, . . . ) fast gleichmäßig gegen f(·). 2
Vergleich der Konvergenzbegriffe, vgl. Elstrodt [34], S. 255 oder Kolmo-
gorov&Fomin [54], S. 446.
Sei (X,
∑
,m) ein Maßraum. Das nächste Schema stellt die wesentlichen Beziehungen
zwischen verschiedenen Konvergenzarten. Dabei werden mit −→ die Implikationen
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bezeichnet, die unter der Zusatzvoraussetzung m(X) <∞ gelten.
Gleichmäßige
Konvergenz =⇒
f.ü. gleichmäßige
Konvergenz −→ Konvergenz in Lp
⇓ ⇓
⇓ fast gleichmäßigeKonvergenz =⇒ Konvergenz nach Maß
⇓ ↑ ⇓ ↑
Punktweise
Konvergenz =⇒ Konvergenz m-f.ü. =⇒ Konvergenz lokal nach Maß
Satz 42 (Lemma von Fatou, vgl. Dunford&Schwartz [32], S. 152). Sei
(X,
∑
,m) ein positiver Maßraum und {fN}, (N = 1, 2, . . . ) eine Folge messbarer
nichtnegativer aber nicht unbedingt integrierbarer Funktionen fN : X → IR. Dann
gilt ∫
X
lim inf
N→∞
fN(x)dm(x) ≤ lim inf
N→∞
∫
X
fN(x)dm(x). (B.5)
2
Definition 31 (schwache Konvergenz, vgl. Werner [98], S. 106). Eine Folge
{xN} in einem normierten Raum X heisst schwach konvergent gegen x0, wenn
lim
N→∞
f(xN) = f(x0) (B.6)
für alle Funktionale f ∈ X∗ gilt.
Definition 32 (schwache* Konvergenz, vgl. Kolmogorov&Fomin [54], S. 230
ff.). Sei X ein normierter Raum, X∗ sein Dualraum. Eine Folge {fN} ⊂ X∗ heisst
schwach* konvergent gegen f0, wenn
lim
N→∞
fN(x) = f0(x) (B.7)
für alle Elemente x ∈ X gilt.
Satz 43 (Karush-Kuhn-Tucker Bedingungen, vgl. Alt, Satz 7.2.19, S. 270).
Sei ein Optimierungsproblem
(P ) :

f(x)→ min! bzgl. x ∈ F ;
F =
{
x ∈ IRn
∣∣∣∣ hi(x) = 0, i = 1, . . . ,m;gj(x) ≤ 0, j = 1, . . . , p.
}
(B.8)
gegeben und die Abbildungen f(·), g(·), h(·) : IRn → IR seien in einem für (P )
zulässigen Punkt x∗ differenzierbar. Ist x∗ lokales Minimum zum (P ) und ist x∗
regulär, d.h. der Tangentialkegel T (F, x∗) mit dem Linearisierungskegel L(F, x∗)
übereinstimmt, dann existieren Lagrange Multiplikatoren λi ∈ IR, (i = 1, . . . ,m)
und µj ∈ IR, (j = 1, . . . , p), so dass die folgenden Bedingungen gelten:
∇f(x∗) +
m∑
i=1
λi∇hi(x∗) +
p∑
j=1
µj∇gj(x∗) = 0; (B.9)
µj ≥ 0, µjgj(x∗) = 0, j = 1, . . . , p. (B.10)
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