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Introduction.
La ge´ome´trie ale´atoire remonte, comme la tradition le veut a` l’expe´rience de l’aiguille
de Buffon en 1777, au paradoxe de Bertrand sur les probabilite´s ge´ome´triques, et a` la
re´plique fournie par H. Poincare´ qui a conduit a` la naissance de la ge´ome´trie inte´grale
puis de la ge´ometrie stochastique (terme introduit par D. G. Kendall, K. Krickeberg et
R. E. Miles en 1969). On pourra consulter par exemple les ouvrages classiques de H.
Solomon [84], L. A. Santalo´ [77]. et G. Matheron [48]. De nos jours ce domaine a pris
une telle extension, du fait notamment de ses innombrables implications dans les sciences
expe´rimentales qu’il n’est pas possible d’en donner une vue exhaustive dans un volume
raisonnable de lignes. Nous renvoyons pour cela aux excellents ouvrages de P. Hall [32],
D. Stoyan et alt. [86], I. S. Molchanov [62], B. D. Ripley [76], etc.
Dans cette the`se, nous avons aborde´ quatre domaines de la ge´ome´trie stochastique.
A. Les mosa¨ıques de Poisson-Voronoi ;
B. les mosa¨ıques de Johnson-Mehl ;
C. les mosa¨ıques poissoniennes d’hyperplans ;
D. le mode`le de fissuration de Re´nyi-Widom.
A. Le principe de la construction de la mosa¨ıque de Voronoi est le suivant. On se donne
un sous-ensemble localement fini P d’un espace me´trique sous-jacent (E, d), puis a` tout
e´le´ment x ∈ P (appele´ germe), on associe la cellule
C(x) = {y ∈ E; d(y, x) ≤ d(y, x′) ∀x′ ∈ P},
constitue´e des points de E les plus proches de x. Dans le cas euclidien, on obtient ainsi
une partition de l’espace en polye`dres convexes borde´s par des portions d’hyperplans
me´diateurs des segments entre germes. Cette mosa¨ıque fut introduite dans un cadre
de´terministe en dimension deux par G. L. Dirichlet [18] en 1850, puis en dimension
supe´rieure par G. Voronoi [91] en 1908. Leur motivation e´tait de re´soudre des proble`mes
de minimisation de formes quadratiques prises sur des vecteurs a` coordonne´es entie`res.
En 1953, dans le but de mode´liser la formation de cristaux, J. L. Meijering [50] a
repris la construction de Voronoi avec un ensemble de germes ale´atoires, plus exactement
un processus ponctuel de Poisson. Le mode`le obtenu, appele´ la mosa¨ıque de Poisson-
Voronoi, est depuis largement utilise´ pour mode´liser diffe´rents phe´nome`nes naturels. Selon
R. Van de Weygaert [90], les galaxies sont situe´es a` la pe´riphe´rie de cellules de Poisson-
Voronoi en mode´lisant les centres d’expansion de la matie`re par un processus de Poisson.
De meˆme, M. Gerstein, J. Tsai et M. Levitt [22] ont approche´ la forme d’une mole´cule
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de prote´ine en construisant les cellules de Voronoi associe´es a` l’ensemble ale´atoire des
centres des atomes constituant cette mole´cule. Plus ge´ne´ralement, de nombreux proble`mes
concrets qui rele`vent de territoires de pre´dominance se mode´lisent a` l’aide de mosa¨ıques de
Poisson-Voronoi, notamment en me´te´orologie [11], e´cologie [74] ou encore e´pide´miologie
[49]. Citons enfin les applications aux te´le´communications qui ont rencontre´ un grand
succe`s re´cemment. On pourra consulter notamment les travaux de F. Baccelli et alt.
[2], [3], [4], de S. G. Foss et S. A. Zuyev [21] ou I. S. Molchanov et S. A. Zuyev [61]. Les
mosa¨ıques de Voronoi ale´atoires jouent e´galement un roˆle essentiel depuis quelques anne´es
en informatique dans les secteurs de la reconnaissance de formes [12] et de compression
d’images [51].
Dans de nombreux cas, le mode`le de Poisson-Voronoi apparaˆıt naturellement comme
le plus adapte´. Il permet en outre d’utiliser certaines techniques propres au processus de
Poisson. Cependant, il n’est pas le seul mode`le possible de mosa¨ıque de Voronoi ale´atoire
(voir par exemple l’e´tude ge´ne´rale conduite par J. Møller des mosa¨ıques de Voronoi sta-
tionnaires [65] ou les travaux de G. Le Cae¨r et J. S. Ho [44]). On pourra se reporter a` ce
sujet a` l’ouvrage tre`s complet de Okabe et alt. [69]. Dans notre travail, nous ne traiterons
que le cas des mosa¨ıques de Poisson-Voronoi.
Historiquement, les premiers travaux dans l’e´tude the´orique de la mosa¨ıque de Poisson-
Voronoi remontent a` 1961 et sont duˆs a` E. N. Gilbert [23], qui l’a utilise´e pour mode´liser
la formation de cristaux et s’est inte´resse´ aux proprie´te´s de sa “cellule typique”. Il a en
particulier fourni le meilleur encadrement connu a` ce jour de la queue de la loi du volume
de la cellule typique. Depuis, R. E. Miles [57] en 1970 et J. Møller [63], [65] en 1994 ont
pre´cise´ la notion de cellule typique. Ils ont de plus calcule´ les premiers moments des aires
des faces k-dimensionnelles (k e´tant infe´rieur a` la dimension de l’espace euclidien) et ont
de´crit la de´marche qui permet d’obtenir les seconds moments ainsi que les corre´lations
s’exprimant par des formules assez complique´es. Tout re´cemment, A. Hayen et M. Quine
ont donne´ une formule inte´grale pour le troisie`me moment de l’aire en dimension deux
[34]. Cependant, peu de distributions explicites ont e´te´ obtenus jusqu’a` aujourd’hui, ce qui
explique le recours intensif aux proce´de´s de simulation (voir par exemple les re´sultats de
A. L. Hinde et R. E. Miles [36] ou de S. Kumar et S. K. Kurtz [43]). Quelques re´sultats sur
les lois ont e´te´ prouve´s dernie`rement dans le cadre de proble`mes de te´le´communications
par S. G. Foss et S. A. Zuyev [21], S. A. Zuyev [94] et Baccelli et alt. [3]. Ceux-ci ont
notamment de´termine´ un encadrement de la queue de la loi du rayon du disque circonscrit
a` la cellule typique en dimension deux et la loi, conditionne´e par le nombre d’hyperfaces,
du volume du “domaine fondamental”. Par ailleurs, dans le cadre de la ste´re´ologie, les
proprie´te´s des sections de la mosa¨ıque de Poisson-Voronoi par des sous-espaces affines
ont e´te´ e´tudie´es successivement par L. Muche et D. Stoyan [67], S. N. Chiu, R. van de
Weygaert et D. Stoyan [13] et L. Heinrich [35].
Enfin, on peut de´finir une mosa¨ıque duale de la mosa¨ıque de Voronoi, appele´e mosa¨ıque
de Delaunay en reliant par des segments les germes dont les cellules associe´es ont des
frontie`res communes. On obtient alors une partition de l’espace en simplexes. On connaˆıt
la loi explicite de la cellule typique de cette mosa¨ıque [65] et on peut en de´duire des
re´sultats sur l’angle typique ou la distance typique entre deux germes voisins (voir l’article
de L. Muche [66]).
Dans notre travail, nous exhibons dans le cas deux-dimensionnel les formules exactes de
8
la loi du nombre de coˆte´s de la cellule typique [9] et des lois conditionnelles, connaissant le
nombre de coˆte´s, de l’aire de la cellule, de son pe´rime`tre, de l’aire du domaine fondamental
et plus ge´ne´ralement du vecteur constitue´ des positions relatives des coˆte´s [10]. Notons
que notre de´marche s’applique e´galement a` la dimension supe´rieure, les formules qui en
re´sultent e´tant ne´anmoins peu explicites.
Par ailleurs, toujours en dimension deux, nous pre´cisons la loi conjointe du couple
forme´ des rayons des disques (centre´s a` l’origine) inscrit et circonscrit de la cellule typique
et en de´duisons le caracte`re “circulaire” des cellules de la mosa¨ıque ayant un grand rayon
de disque inscrit [8]. La technique employe´e repose sur des proprie´te´s de recouvrement du
cercle qui ne s’e´tendent pas en dimension supe´rieure a` deux.
Enfin, dans un travail en collaboration avec A. Goldman, nous nous sommes inte´resse´s
aux proprie´te´s vibratoires des cellules de la mosa¨ıque en toute dimension en e´tudiant le
spectre du Laplacien avec condition de Dirichlet au bord de la cellule typique. Nous relions
la fonction spectrale (ou transforme´e de Laplace de la fonction de re´partition du spectre)
a` la trajectoire du pont brownien et en de´duisons en dimension deux une estimation loga-
rithmique de la loi de la premie`re valeur propre [29], [30]. Le de´veloppement au voisinage
de l’origine de l’espe´rance de la fonction spectrale fournit e´galement des informations sur
la ge´ome´trie des cellules.
B. Afin de repre´senter la formation de cristaux dans des syste`mes me´talliques ge´ne´re´s
par des germes en croissance, W. A. Johnson et R. F. Mehl [38] ont introduit en 1939 un
mode`le plus ge´ne´ral que le pre´ce´dent. En effet, si on place des germes au meˆme instant
dans l’espace Rd en les faisant croˆıtre ensuite a` meˆme vitesse, on obtient naturellement
la mosa¨ıque de Voronoi associe´e. En revanche, si ces germes apparaissent a` des instants
diffe´rents, la partition de l’espace obtenue n’est plus constitue´e de polye`dres convexes
mais seulement de convexes e´toile´s borde´s par des portions d’hyperbolo¨ıdes. La mosa¨ıque
obtenue est dite de Johnson-Mehl. Notons que le cas unidimensionnel pre´sente e´galement
un inte´reˆt non ne´gligeable (voir par exemple le travail re´cent de S. N. Chiu et C. C. Yin
[14]). Il sert en particulier de mode`le stochastique pour la re´plication de l’ADN [17].
L’e´tude mathe´matique de la mosa¨ıque de Johnson-Mehl a e´te´ conduite par E. N.
Gilbert [23] et J. Møller [64]. The´oriquement, il est possible de ge´ne´raliser la plupart des
calculs de moments obtenus dans le cas Poisson-Voronoi. Cependant, il devient rapidement
ardu d’expliciter les inte´grales en dimension supe´rieure a` deux.
Dans cette the`se, nous avons cherche´ a` prolonger l’e´tude du spectre du Laplacien des
cellules de la mosa¨ıque que nous avions mene´e dans le cas Poisson-Voronoi. De manie`re
ge´ne´rale, on ne dispose pas d’informations pre´cises sur les valeurs propres d’un domaine
fixe´ sans proprie´te´ particulie`re (de convexite´ ou polye`drale par exemple). Dans ce contexte,
il est inte´ressant d’obtenir des re´sultats sur la fonction spectrale de la cellule typique
de Johnson-Mehl. Pre´cise´ment, nous relions celle-ci au pont brownien et de´terminons
un de´veloppement a` deux termes au voisinage de l’origine via des conditions explicites
d’inte´grabilite´ [29].
C. C’est dans le cadre physique tre`s pre´cis de l’e´tude des trajectoires de particules dans
les chambres a` bulles que S. A. Goudmit [31] a introduit en 1945 la mosa¨ıque poisso-
nienne d’hyperplans en dimension deux. En 1964, R. E. Miles utilise cette mosa¨ıque afin
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de mode´liser les fibres de papier. Il a fourni a` cette occasion l’essentiel des re´sultats en loi
et des calculs de moments empiriques connus aujourd’hui [54], [55]. De manie`re ge´ne´rale,
hormis quelques exceptions notables comme les travaux ulte´rieurs de R. E. Miles [56], [58]
et ceux de G. Matheron [48], la plupart des e´crits sur la mosa¨ıque poissonienne d’hyper-
plans se limitent au cas deux-dimensionnel. Re´cemment, A. Goldman a e´tudie´ le spectre
du Laplacien des cellules [26] et a par ailleurs [28] pre´cise´ une ancienne conjecture duˆe a`
D. G. Kendall (voir par exemple [86]) selon laquelle les cellules dont l’aire est “grande”
ont une forme approximativement circulaire. Ce dernier travail a e´te´ prolonge´ depuis par
I. N. Kovalenko [42]. Ajoutons que K. Paroux a obtenu des the´ore`mes centraux-limites
dans ce contexte [72].
Dans notre travail, nous donnons des formules explicites en dimension deux des lois
du nombre de coˆte´s de la cellule typique (resp. de la cellule contenant l’origine) et des lois
conditionnelles, connaissant le nombre de coˆte´s, de l’aire de la cellule, de son pe´rime`tre et
du vecteur constitue´ des positions des coˆte´s de la cellule typique (resp. de la cellule conte-
nant l’origine) [10]. Comme dans le cas des mosa¨ıques de Poisson-Voronoi, la technique
se ge´ne´ralise en toute dimension bien qu’il soit plus difficile d’expliciter les inte´grales.
De plus, toujours en dimension deux, nous calculons la loi conjointe du couple forme´
des rayons des disques (centre´s a` l’origine) inscrit et circonscrit de la cellule contenant
l’origine. Nous en de´duisons une nouvelle ve´rification the´orique de la conjecture de D. G.
Kendall [8].
Par ailleurs, nous prolongeons a` toute dimension un re´sultat duˆ a` R. E. Miles en di-
mension deux [59] en exhibant une re´alisation explicite de la cellule typique a` partir de sa
boule inscrite et de son simplexe circonscrit dont nous donnons les lois exactes [6]. Enfin,
nous retrouvons de manie`re rigoureuse en toute dimension un re´sultat de R. E. Miles [54],
e´nonce´ en dimension deux, concernant les mosa¨ıques poissoniennes d’hyperplans e´paissies
[7].
D. On conside`re un syste`me physique constitue´ d’un substrat recouvert d’un de´poˆt
d’e´paisseur ne´gligeable comme, par exemple, une couche de terre sur un e´tang ou une
couche de peinture sur un mur. Lorsque l’on applique une force unidirectionnelle a` cet
ensemble, on constate expe´rimentalement du fait de son inhomoge´ne´ite´, la formation de
fissures (sur le plan du de´poˆt) que l’on mode´lise en premie`re approximation par des
droites paralle`les entre elles. Etudier leur position revient a` de´crire l’ensemble constitue´
des projections de ces droites sur un axe dirige´ par la force de traction. La repre´sentation
probabiliste de ce phe´nome`ne doit prendre en compte le principe physique de relaxa-
tion de la contrainte selon lequel aucune fissure ne peut apparaˆıtre “a` proximite´” d’une
fissure pre´existante. C’est pourquoi il est licite de choisir le mode`le de Re´nyi-Widom,
connu e´galement dans la litte´rature sous le nom de mode`le “des places de parkings”. Plus
pre´cise´ment, on dispose d’une suite ordonne´e de points que l’on appelle les “positions
potentielles”, inde´pendants et identiquement distribue´s de loi uniforme sur un intervalle
fixe´. Par ailleurs, on fixe r > 0. On conserve le premier point, puis de manie`re re´cursive,
on de´cide de conserver le nie`me point, n ≥ 1, lorsque sa distance aux points conserve´s
jusqu’a` l’e´tape (n − 1) est supe´rieure a` r. Dans le cas contraire, on le supprime et on
poursuit l’algorithme. Dans le cadre de notre mode`le, chaque point repre´sente la position
d’une fissure.
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Il est a priori difficile de de´terminer la loi (ou meˆme le premier moment) du nombre
de fissures effectivement construites sur l’intervalle lorsqu’on dispose d’un nombre fixe
(ou poissonien) de fissures “potentielles” au de´part. Ainsi, les principaux re´sultats sur ce
sujet sont de nature asymptotique lorsque l’on fait tendre la longueur de l’intervalle vers
l’infini. En 1958, A. Re´nyi [75] a e´tudie´ le mode`le a` saturation, c’est-a`-dire lorsqu’il n’est
plus possible de rajouter de nouveau point sur l’intervalle. Il a obtenu en particulier une
formule explicite de l’intensite´ limite (nombre moyen de points par unite´ de longueur).
B. Widom [92] a par la suite calcule´ par des me´thodes plus ou moins heuristiques, la
loi limite d’une “distance typique” entre deux points successifs lorsque le nombre de
points “potentiels” est proportionnel a` la longueur de l’intervalle. Il paraˆıt donc naturel
de chercher a` obtenir un processus ponctuel limite en loi sur la droite re´elle lorsqu’on
e´tend les bornes de l’intervalle de de´part a` l’infini.
Dans un travail en collaboration avec A. Me´zin et P. Vallois, nous de´finissons direc-
tement l’objet limite comme e´tant un processus ponctuel stationnaire et ergodique sur la
droite en associant a` chaque position de fissure une seconde coordonne´e qui correspond
au niveau de contrainte exact auquel elle apparaˆıt. Nous proce´dons a` l’e´tude statistique
de ce mode`le en de´terminant explicitement l’intensite´ de fissuration et la loi conjointe
d’un couple constitue´ de la “distance inter-fissures typique” et du “niveau de contrainte
typique associe´”. Nous retrouvons en particulier les re´sultats de A. Re´nyi et B. Widom.
Nous revenons ensuite a` une vision “locale” du processus point par point en de´terminant
la loi conjointe des n premie`res positions de fissures a` droite de l’origine, n ≥ 1. Nous
montrons en particulier qu’il s’agit de la loi des n premiers points d’un processus de re-
nouvellement conditionne´ et nous en de´duisons un algorithme de simulation.
D’autres mosa¨ıques ale´atoires ont e´te´ e´tudie´es dans la litte´rature. On peut tout d’abord
citer les nombreuses ge´ne´ralisations des mosa¨ıques de Voronoi ale´atoires [69], en consi-
de´rant notamment les n plus proches voisins, n ≥ 2 (voir [57] pour plus de de´tails), ou
en prenant une autre me´trique que la me´trique euclidienne (voir [37] pour une e´tude des
cellules de Voronoi sur des espaces hyperboliques). On peut aussi songer a` des mode`les ou`
les areˆtes et non plus les germes croissent avec le temps (voir notamment le travail de E.
N. Gilbert [24]). Plus re´cemment, M. Schlather et D. Stoyan [78] ont mene´ l’e´tude d’un
mode`le de fissuration bidimensionnel fourni par des mosa¨ıques de Voronoi partiellement
efface´es.
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Chapitre 1
La cellule typique comme moyen
d’e´tude statistique d’une mosa¨ıque
ale´atoire stationnaire.
1.1 Introduction.
Dans ce travail, trois types de mosa¨ıques ale´atoires de l’espace euclidien Rd, d ≥ 2,
sont conside´re´s :
(i) la mosa¨ıque de Poisson-Voronoi Vd ;
(ii) la mosa¨ıque de Johnson-Mehl Jd ;
(iii) la mosa¨ıque poissonienne d’hyperplans Pd.
(i) Rappelons que la mosa¨ıque de Poisson-Voronoi Vd [50], [23], s’obtient en prenant un
processus ponctuel de Poisson Φ sur Rd de mesure d’intensite´ la mesure de Lebesgue
canonique note´e Vd et en conside´rant la partition de l’espace R
d constitue´ par les cellules
C(x) = {y ∈ Rd; ||y − x|| ≤ ||y − x′||, x′ ∈ Φ}, x ∈ Φ.
Notons que pour tout x ∈ Φ, l’ensemble C(x) est un polye`dre convexe borne´.
(ii) Plus ge´ne´ralement, soit Φ = {(xi, ti) ∈ Rd × R+, i ≥ 1} un processus ponctuel de
Poisson dans l’espace Rd × R+ de mesure d’intensite´ Vd(dx)Λ(dt), ou` Λ est une mesure
localement finie sur R+ satisfaisant les conditions “canoniques” impose´es par J. Møller
[64] :
Λ([0,∞)) > 0, (1.1)
et
λ =
∫
p(t)Λ(dt) < +∞ (1.2)
ou`
p(t) = exp
(
−ωd
∫ t
0
(t− w)dΛ(dw)
)
, (1.3)
ωd e´tant le volume de la boule-unite´ de R
d.
On construit la mosa¨ıque de Johnson-Mehl de la manie`re suivante : pour tout (x, t) ∈
Φ, un germe naˆıt a` la position x dans l’espace Rd a` l’instant t ≥ 0. Puis il grossit a`
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vitesse constante (prise e´gale a` 1) de telle manie`re qu’il atteint le point y ∈ Rd a` l’instant
T(x,t)(y) = t+ ||x− y||.
On de´finit la cellule C(x, t) associe´e au couple (x, t) comme l’ensemble
C(x, t) = {y ∈ Rd;T(x,t)(y) ≤ T(x′,t′)(y), (x′, t′) ∈ Φ}.
L’ensemble de toutes les cellules non vides constitue la mosa¨ıque de Johnson-Mehl Jd [23].
Lorsque Λ est une mesure de Dirac, c’est-a`-dire que tous les germes apparaissent
simultane´ment dans Rd, Jd est une mosa¨ıque de Poisson-Voronoi. Cependant, dans le cas
contraire, les cellules sont des domaines borne´s par des portions d’hyperbolo¨ıdes.
Remarquons par ailleurs que la condition (1.2) garantit que le nombre de cellules non
vides dont le germe associe´ appartient a` un bore´lien fixe´ de mesure de Lebesgue finie, est
d’espe´rance finie [64].
(iii) Finalement, soit Φ un processus de Poisson dans Rd de mesure d’intensite´
µ(A) = E
∑
x∈Φ
1A(x) =
∫ +∞
0
∫
Sd−1
1A(r, u)dνd(u)dr, A ∈ B(Rd). (1.4)
Pour tout x ∈ Rd, on conside`re l’hyperplan polaire H(x) associe´ de´fini par
H(x) = {y ∈ Rd; (y − x) · x = 0}, (1.5)
ou` · est le produit scalaire usuel de Rd.
L’ensemble
H(Φ) = {H(xi); xi ∈ Φ}
est appele´ un processus poissonien d’hyperplans dans Rd et la fermeture d’une composante
connexe de l’ensemble
R
d \ ∪xi∈ΦH(xi)
une cellule associe´e a` H. Alors presque suˆrement, les cellules sont des polye`dres convexes
qui constituent une partition de Rd, appele´e la mosa¨ıque poissonienne d’hyperplans Pd
[54], [55].
Ces trois types de mosa¨ıques ale´atoires sont stationnaires. Pour d’autres exemples de
mosa¨ıques stationnaires, on pourra consulter [86] ou [69].
Afin de conduire l’e´tude statistique des mosa¨ıques ale´atoires stationnaires (en vue des
nombreuses applications, voir les deux ouvrages de´ja` cite´s), on introduit classiquement la
notion de cellule typique. De fait, celle-ci a e´te´ de´finie de diffe´rentes manie`res suivant les
mode`les et les e´coles mathe´matiques.
Ainsi, historiquement une premie`re approche remonte au travail de C. Palm [70] dans
le domaine des te´le´communications et consiste a` associer a` chaque cellule C un point z(C)
(par exemple le centre de la boule inscrite dans C, son germe pour les mosa¨ıques Vd et Jd,
etc) de telle manie`re que l’ensemble des points choisis constitue un processus stationnaire
Ψ d’intensite´ finie ψ. On de´finit ensuite la cellule typique C en loi : pour toute application
mesurable borne´e h de´finie sur l’ensemble des connexes compacts de Rd,
Eh(C) = 1
ψVd(B)
E
∑
x∈Ψ;x=z(C)
h(C(x)− x),
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ou` B est un ensemble bore´lien fixe´ de Rd, ve´rifiant 0 < Vd(B) < +∞..
Cette de´finition ne de´pend pas du bore´lien B choisi. La technique est usuellement
applique´e pour l’introduction des mosa¨ıques de Poisson-Voronoi [63],[65] et de Johnson-
Mehl [64]. Intuitivement, ce proce´de´ revient a` “choisir une cellule au hasard” dans la
mosa¨ıque ale´atoire.
Une seconde approche consiste a` appliquer la technique empirique (l’e´chantillonage).
On conside`re une fonctionnelle h sur les connexes compacts de Rd invariante par trans-
lation et on conside`re la moyenne empirique des h(C) prise sur toutes les cellules C qui
interceptent la boule centre´e en l’origine, de rayon R ≥ 0. On prouve que ces moyennes
empiriques convergent quand R tend vers l’infini, vers une constante presque-suˆre, appele´e
la moyenne empirique de h,
Une troisie`me approche consiste a` e´tudier une cellule particulie`re (par exemple la
cellule C0 contenant l’origine) en la renormalisant convenablement. La cellule C0 s’appelle
la cellule de Crofton dans le cas de la mosa¨ıque Pd.
Contrairement au cas des mosa¨ıques de Poisson-Voronoi et de Johnson-Mehl, l’e´tude
statistique des mosa¨ıques poissoniennes d’hyperplans a e´te´ conduite par R. E. Miles [54],
[55], [59] (et son e´cole [16], [48]) au moyen de la cellule empirique.
De fait, en ce qui concerne les mosa¨ıques Vd et Jd, ces trois notions co¨ıncident et pour
ce qui est de la mosa¨ıque Pd, il est possible de construire dans ce cas-la` une cellule typique
par la me´thode de Palm qui co¨ıncide e´galement avec la cellule empirique de Miles comme
avec la cellule contenant l’origine convenablement renoramalise´e.
Le fait que la cellule typique puisse eˆtre vue de diffe´rentes manie`res permet d’avoir
plusieurs angles d’attaque possibles de proble`mes ouverts. Il importe donc de prouver
rigoureusement l’identite´ entre ces trois notions.
Concernant la mosa¨ıque Vd, l’e´galite´ entre la cellule typique et la cellule C0 renor-
malise´e a e´te´ prouve´e par J. Møller ([65], Prop. 3.3.2). Par ailleurs, il est facile de voir
via le the´ore`me ergodique de Wiener que les moyennes empiriques existent et co¨ıncident
avec les moyennes prises sur C0 renormalise´e. L’application du the´ore`me ergodique est
triviale. Cependant, une re´elle difficulte´ apparaˆıt dans le traitement des e´le´ments de la
mosa¨ıque qui coupent le bord de la boule de rayon R ≥ 0. Cette question a e´te´ examine´e
par R. Cowan en dimension deux [16], [15]. Le passage a` la dimension supe´rieure pre´sente
quelques difficulte´s supple´mentaires que nous traitons.
Pour la mosa¨ıque Jd, l’e´galite´ entre la cellule typique et la cellule C0 renormalise´e
n’apparaˆıt pas explicitement dans la litte´rature mais s’obtient facilement en reprenant
mot pour mot la me´thode utilise´e par Møller pour Vd. La cellule empirique n’a pas e´te´
jusqua` pre´sent e´tudie´e. Nous montrons son existence et l’e´galite´ avec C0 renormali´see
moyennant une hypothe`se d’inte´grabilite´ portant sur la mesure d’intensite´ temporelle.
Concernant la mosa¨ıque Pd, l’existence de la cellule empirique et son e´galite´ avec la
cellule C0 renormalise´e (c’est-‘a-dire le fait que les “effets de bord” sont ne´gligeables)
a e´te´ e´galement traite´ en dimension deux par R. Cowan [16], [15], et K. Paroux [71].
Le traitement que nous utilisons pour Vd, d ≥ 3, s’applique via quelques modifications
mineures a` la mosa¨ıque Pd. L’ide´e que la cellule empirique puisse eˆtre construite par
la me´thode de Palm est nouvelle et nous permettra par la suite d’obtenir des re´sultats
originaux.
14
Un des outils essentiels dans l’e´tude des mosa¨ıques Vd et Jd est la formule de Slivnyak
[83]. Cette formule est en particulier tre`s utile pour re´aliser la cellule typique. Dans le cas
de la mosa¨ıque Pd, le fait que la cellule typique puisse eˆtre construite via un proce´de´ de
Palm mous permettra par la suite (voir chapitre 4) d’appliquer la formule de Slivnyak.
1.2 La formule de Slivnyak.
Soit Φ un processus ponctuel de Poisson dans Rd de mesure d’intensite´
MI(A) = E
∑
x∈Φ
1A(x).
Le processus Φ est une application mesurable a` valeurs dans l’espaceMσ des suites locale-
ment finies, ce dernier e´tant muni de la tribu cylindrique Tc engendre´e par les applications
ϕA :
{ Mσ −→ N ∪ {+∞}
γ 7−→ #(A ∩ γ) , A ∈ B(R
d).
Pour toute fonction f positive mesurable de´finie sur l’espace produit (Rd)n×Mσ, n ∈ N∗,
et invariante par permutation des n premie`res coordonne´es, on dispose de la formule de
Slivnyak (voir par exemple [65]) :
E
∑
ξ∈Φ
(n)
f(ξ,Φ) =
1
n!
∫
Ef (ξ,Φ ∪ ξ) dMI (n)(ξ), (1.6)
ou` Φ
(n)
de´signe l’ensemble des parties de Φ de cardinal n, et ou`
dMI
(n)
(ξ) = dMI(ξ1) · · ·dMI(ξn), ξ = {ξ1, · · · ξn} ∈ Φ(n).
1.3 La mosa¨ıque de Poisson-Voronoi.
1.3.1 La cellule typique au sens de Palm.
Introduisons la notion de cellule typique C au sens de Palm. On conside`re pour cela
l’espace K des ensembles convexes compacts de Rd muni de la topologie usuelle de Haus-
dorff. Fixons un ensemble bore´lien borne´ B ⊂ Rd de mesure de Lebesgue non nulle.
Classiquement, la cellule typique C est de´finie par l’identite´ [65] :
Eh(C) = 1
Vd(B)
E
∑
x∈B∩Φ
h(C(x)− x),
ou` h : K −→ R parcourt l’ensemble des fonctions nume´riques, mesurables et borne´es.
Conside´rons par ailleurs la cellule
C(0) = {y ∈ Rd; ||y|| ≤ ||y − x||, x ∈ Φ},
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obtenue en rajoutant l’origine au processus ponctuel Φ. On de´montre alors en utilisant la
formule de Slivnyak (voir [65]) que C(0) co¨ıncide en loi avec la cellule typique C.
Par ailleurs, il est bien connu que C est relie´e en loi a` la cellule contenant l’origine C0
de la manie`re suivante ([65], Prop. 3.3.2.) :
Eh(C) = 1
E(1/Vd(C0))
E
{
h(C0)
Vd(C0)
}
, (1.7)
pour toute fonction mesurable borne´e h : K −→ R invariante par translation.
1.3.2 Convergence des moyennes empiriques.
Montrons a` pre´sent la convergence des moyennes empiriques sur la mosa¨ıque Vd. En
dimension d ≥ 3, cette proprie´te´ est nouvelle. La preuve repose sur le the´ore`me ergodique
de Wiener [93]. Aussi, nous allons tout d’abord de´montrer l’ergodicite´ de la mosa¨ıque .
On re´alise Ω comme l’espaceMσ muni de la tribu Tc. Φ est alors l’application identite´
sur Ω.
Pour tout a ∈ Rd fixe´, l’application
{xi; i ≥ 1} 7−→ {xi + a; i ≥ 1}
induit classiquement une transformation T a : Ω −→ Ω pre´servant la mesure.
Proposition 1.3.1 T a, a ∈ Rd, pre´serve la mesure et est ergodique.
Preuve. L’invariance par translation de la mesure de Lebesgue sur Rd implique que T a
preserve la probabilite´ P.
Pour prouver l’ergodicite´, il suffit de ve´rifier que T a est fortement me´langeante, c’est-
a`-dire que pour tous A,B bore´liens borne´s de Rd et tous k, l ∈ N,
lim
|a|→+∞
P{#(Φ∩A) = k)∩ (#(T−a(Φ)∩B) = l)} = P{#(Φ∩A) = k} ·P{#(Φ∩B) = l}.
(1.8)
Remarquons #(T−a(Φ) ∩ B) = #(Φ ∩ (B + a)) et que les ensembles A et B + a sont
disjoints pour |a| suffisamment grand. Par conse´quent, les e´ve`nements {#(Φ ∩ A) = k}
et {#(T−a(Φ) ∩B) = l} sont inde´pendants. Nous avons donc
P{(#(Φ ∩ A) = k) ∩ (#(T−a(Φ) ∩B) = l)}
= P{#(Φ ∩ A) = k} ·P{#(Φ ∩ (B + a)) = l}
= P{#(Φ ∩ A) = k} ·P{#(T−a(Φ) ∩ B) = l}
= P{#(Φ ∩ A) = k} ·P{#(Φ ∩ B) = l},
la dernie`re e´galite´ se de´duisant du fait que Φ est invariant par T−a.
On a donc bien prouve´ l’e´galite´ (1.8), ce qui implique l’ergodicite´ de la mesure .
2
Notons CR (resp. C′R) l’ensemble des cellules de Vd incluses dans la boule ouverte B(R)
centre´e a` l’origine et de rayon R > 0 (resp. interceptant la frontie`re de B(R)) et NR = #CR
(resp. N ′R = #C′R).
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Lemme 1.3.2 (NR +N
′
R) est inte´grable.
Preuve. Soit L0 le rayon du plus petit disque centre´ a` l’origine qui n’intercepte pas Φ.
La loi de L0 est alors fournie par l’e´galite´
P{L0 ≥ r} = e−ωdrd, r ≥ 0,
ou` ωd est la mesure de Lebesgue de la boule-unite´ de R
d.
Il est bien connu que conditionnellement a` l’e´ve`nement {L0 = r}, r > 0, Φ est e´gal en
loi a` Φr ∪ {X0}, ou` Φr est un processus de Poisson de mesure d’intensite´ 1B(r)c · Vd et X0
est un point inde´pendant uniforme´ment distribue´ sur la sphe`re ∂B(r).
Soit x ∈ Φ tel que C(x) ∩ B(R) 6= ∅, c’est-a`-dire qu’il existe un point y ∈ B(R) tel
que ||y − x|| ≤ ||y −X0||. Nous avons alors ||x|| ≤ 2R + L0, et donc
NR +N
′
R ≤ #(Φ ∩D(2R + L0)). (1.9)
En prenant l’espe´rance de l’e´galite´ (1.9), nous de´duisons que
E(NR +N
′
R) ≤
∫ +∞
0
E{#(Φ ∩D(2R + L0))|L0 = r}dωdrd−1e−ωdrddr
≤
∫ +∞
0
(ωd((2R + r)
d − rd) + 1)dωdrd−1e−ωdrddr < +∞.
2
Conside´rons h : K −→ R+ une fonction mesurable, invariante par translation et borne´e (
Kh de´signant une borne de |h|). En appliquant les e´galite´s C0(T−aω) = Ca(ω)−a, a ∈ Rd,
ω ∈ Ω, nous obtenons les identite´s presque-suˆres suivantes :
1
v(R)
∫
B(R)
dx
Vd(C0(T−xω))
=
NR(ω)
v(R)
+
1
v(R)
ε(R, 1, ω) (1.10)
1
v(R)
∫
B(R)
h(C0(T
−xω))
Vd(C0(T−xω))
dx =
1
v(R)
∑
C∈CR
h(Ci(ω)) +
1
v(R)
ε(R, h, ω), (1.11)
ou` v(R) = Vd(B(R)), et
ε(R, h, ·) =
∑
C∈C′
R
h(C) · Vd(C ∩B(R))
Vd(C)
p.s..
En prenant l’espe´rance de (1.11), nous obtenons que
E
( |h(C0)|
Vd(C0)
)
≤ Kh
v(R)
E(NR +N
′
R) < +∞.
Comme les transformations T a, a ∈ Rd, sont ergodiques, nous pouvons appliquer le
the´ore`me ergodique de Wiener [93]. Par conse´quent, en supposant que lorsque R→ +∞,
la contribution du reste ε(R, h, ω) disparaˆıt, c’est-a`-dire
ε(R, h, ·)/v(R)→ 0 p.s. quand R→ +∞, (1.12)
nous disposons du the´ore`me suivant.
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The´ore`me 1.3.3 Pour toute application h mesurable, borne´e et invariante par transla-
tion, presque suˆrement,
E˜h = lim
R−→∞
1
NR
∑
C∈CR
h(C) =
1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
. (1.13)
En particulier, E˜h = Eh(C).
Afin de prouver le the´ore`me 1.3.3, il faut ve´rifier que la technique est valable, c’est-a`-dire
que la convergence (1.12) est vraie. Nous avons p.s. l’ine´galite´
|ε(R, h, ·)|
v(R)
≤ Kh · N
′
R
v(R)
.
Par conse´quent, il suffit de montrer la proposition suivante qui est la difficulte´ principale
dans la construction des lois empiriques :
Proposition 1.3.4 Quand R→ +∞, on a :
N ′R/v(R)→ 0 p.s..
Preuve. Nous proposons ici une ge´ne´ralisation a` toute dimension de l’argument fourni par
R. Cowan dans le cas deux-dimensionnel [15], [16]. Afin de prouver la proposition 1.3.4,
nous devons introduire quelques nouvelles notations. Conside´rons pour tout 0 ≤ k ≤ d :
(i) NR,k le nombre de faces de dimension k de Vd incluses dans B(R) ;
(ii) N ′R,k le nombre de faces de dimension k interceptant la frontie`re de B(R) ;
(iii) SR,k la mesure de Hausdorff k-dimensionnelle de l’intersection de B(R) avec les
faces k-dimensionnelles de Vd.
On pourra se reporter a` [65] pour une de´finition des faces k-dimensionnelles de Vd. En
particulier, remarquons que NR = NR,d (resp. N
′
R = N
′
R,d). Nous allons prouver que
toutes ces variables sont inte´grables. Puisque toute k-face de la mosa¨ıque est l’intersection
d’exactement (d+ 1− k) cellules, 0 ≤ k ≤ d, nous avons
(NR,k +N
′
R,k) ≤
(
NR +N
′
R
d+ 1− k
)
≤ (NR +N
′
R)
d+1−k
(d+ 1− k)! p.s.. (1.14)
La meˆme technique que dans la preuve du lemme 1.3.2 permet de montrer que E{(NR +
N ′R)
d+1} < +∞. Ainsi, nous de´duisons de (1.14) que E(NR,k +N ′R,k) < +∞, 0 ≤ k ≤ d.
Par ailleurs, nous avons clairement
SR,k ≤ ωkRk(NR,k +N ′R,k) p.s.,
donc SR,k est e´galement inte´grable pour tout 0 ≤ k ≤ d.
Afin de prouver la proposition 1.3.4, nous avons besoin de deux lemmes interme´diaires :
Lemme 1.3.5 Pour tout 0 ≤ k ≤ d, SR,k/v(R) converge p.s. vers une constante lorsque
R tend vers l’infini.
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Lemme 1.3.6 Pour tout 0 ≤ k ≤ d, N ′R,k/v(R) converge vers 0 p.s. lorsque R tend vers
l’infini.
En appliquant le lemme 1.3.6 a` k = d, nous obtenons clairement la proposition 1.3.4.
2
Concentrons-nous a` pre´sent sur la preuve des deux lemmes :
Preuve du lemme 1.3.5. Fixons 0 ≤ k ≤ d et montrons le re´sultat interme´diaire
suivant :∫
B(R−y)
Sy,k(T
−t(ω))dt ≤ v(y)SR,k(ω) ≤
∫
B(R+y)
Sk,y(T
−t(ω))dt p.s., 0 < y < R. (1.15)
En effet, en de´signant par Fk,R l’ensemble des k-faces de la mosa¨ıque interceptant B(R)
et par µk,F la mesure de Hausdorff k-dimensionnelle de la face F , F ∈ Fk,R, nous avons∫
B(R−y)
Sy,k(T
−t(ω))dt =
∫
1B(R−y)(t)
∑
F∈Fk,R(ω)
∫
1B(y)(s)1F (s+ t)dµk,F (s+ t)dt
=
∑
F∈Fk,R(ω)
∫
1B(R−y)(t)
∫
1B(y)(u− t)1F (u)dµk,F (u)dt
≤
∑
F∈Fk,R(ω)
∫ [∫
1B(y)(u− t)dt
]
1B(R)(u)1F (u)dµk,F (u)
≤ v(y) · SR,k(ω) p.s.,
ce qui prouve la partie droite de l’encadrement (1.15).
Par ailleurs, nous avons e´galement∫
B(R+y)
Sy,k(T
−t(ω))dt =
∑
F∈Fk,R+2y(ω)
∫ [∫
1B(R+y)(t)1B(y)(u− t)dt
]
1F (u)dµk,F (u)
≥
∑
F∈Fk,R(ω)
∫ [∫
1B(y)(u− t)dt
]
1B(R)(u)1F (u)dµk,F (u)
≥ v(y) · SR,k(ω) p.s.,
ce qui conclut la de´monstration du re´sultat (1.15).
Revenons a` pre´sent a` la preuve du lemme 1.3.5. L’encadrement (1.15) implique presque
suˆrement que
v(R− y)
v(y)v(R)
∫
B(R−y)
Sy,k(T
−t(ω))
v(R− y) dt ≤
SR,k(ω)
v(R)
≤ v(R + y)
v(y)v(R)
∫
B(R+y)
Sy,k(T
−t(ω))
v(R + y)
dt.
D’apre`s le the´ore`me ergodique de Wiener, les expressions a` gauche et a` droite tendent
vers
(E(Sy,k)/v(y)) p.s.. Ainsi, on en de´duit la convergence presque-suˆre de SR,k/v(R).
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2Preuve du lemme 1.3.6. Nous allons montrer la convergence
(C)k : N
′
R,k/v(R)→ 0 p.s. quand R→ +∞,
en utilisant un raisonnement par re´currence sur k ∈ [0, d].
Puisque N ′R,0 = 0 p.s., (C)0 est bien ve´rifie´e. Supposons a` pre´sent que la convergence
(C)k−1 est satisfaite pour un k fixe´, 1 ≤ k ≤ d− 1 et montrons (C)k.
Conside´rons pour ce faire un re´el y ∈ (0, R) fixe´. Si une k-face intercepte la frontie`re
de B(R) de telle manie`re que l’intersection de ses sous-(k−1)-faces avec l’ensemble B(R+
y) \B(R) est vide, alors la mesure k-dimensionnelle de l’intersection de cette k-face avec
B(R + y) \ B(R) est au moins e´gale au volume d’une boule k-dimensionnelle de rayon√
(R + y)2 − R2, c’est-a`-dire
Ak = ωk((R + y)
2 −R2)k/2.
Par conse´quent, en notant Lk le nombre de tels k-faces, nous avons
SR+y,k − SR,k ≥ Ak · Lk, (1.16)
De plus, nous obtenons aise´ment la formule
Lk = N
′
R,k −#{k-faces ayant une de ses (k − 1)-faces qui intercepte B(R + y) \B(R)}.
(1.17)
Par ailleurs, pour tout 0 ≤ l ≤ l′ ≤ d, une face l-dimensionnelle de Vd est incluse
dans exactement
(
d−l+1
l′−l
)
diffe´rentes faces l′-dimensionnelles (voir par exemple [65], Prop.
2.1.1.)).
En particulier, une (k − 1)-face fixe´e est incluse dans exactement (d− k + 2) k-faces.
Ce fait associe´ a` (1.17) a pour conse´quence que
Lk ≥ N ′R,k − (d− k + 2)#{(k − 1)-faces interceptant B(R + y) \B(R)}. (1.18)
Il reste a` voir que toute (k − 1)-face interceptant B(R + y) \B(R) peut :
soit intercepter la frontie`re de B(R + y) ;
soit intercepter la frontie`re de B(R) ;
soit eˆtre incluse dans B(R + y) \B(R).
Dans le dernier cas, nous remarquons que la (k − 1)-face a alors ne´cessairement une sous
0-face incluse dans B(R + y) \B(R). Ainsi, nous obtenons que
#{(k − 1)-faces interceptant B(R + y) \B(R)}
≤ N ′R+y,k−1 +N ′R,k−1 +#{(k − 1)-faces incluses dans B(R + y) \B(R)}
≤ N ′R+y,k−1 +N ′R,k−1 +
(
d+ 1
k − 1
)
·#{0-faces incluses dans B(R + y) \B(R)}
≤ N ′R+y,k−1 +N ′R,k−1 +
(
d+ 1
k − 1
)
(SR+y,0 − SR,0). (1.19)
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En utilisant la convergence (C)k−1 ainsi que le lemme 1.3.5 applique´ a` k = 0, nous
de´duisons que
#{(k − 1)-faces interceptant B(R + y) \B(R)}
v(R)
→ 0 p.s. quand R→ +∞. (1.20)
En combinant les ine´galite´s (1.16) et (1.18), nous obtenons
N ′R,k
v(R)
≤ 1
Ak
SR+y,k − SR,k
v(R)
+
d− k + 2
v(R)
#{(k − 1)-faces interceptant B(R + y) \B(R)}.
Compte tenu du lemme 1.3.5 et de (1.20), cette dernie`re ine´galite´ implique la convergence
presque-suˆre (C)k. Le lemme 1.3.6 est ainsi de´montre´.
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Remarque 1.3.7 Le lemme 1.3.4 implique en particulier que le reste ε(R, 1, ·) dans (1.10)
tend vers ze´ro p.s., c’est-a`-dire
NR
v(R)
→ E
(
1
Vd(C0)
)
p.s. quand R→ +∞.
En reprenant mot pour mot la preuve du lemme 4 de [26] duˆe a` A. Goldman, nous
obtenons le corollaire suivant.
Corollaire 1.3.8 Soit h : K −→ R une application mesurable telle qu’il existe p > 1
satisfaisant E|h(C)|p < +∞. Alors presque suˆrement,
E˜h = lim
R−→∞
1
NR
∑
C∈CR
h(C) =
1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
.
1.4 La mosa¨ıque de Johnson-Mehl.
1.4.1 La cellule typique au sens de Palm.
La cellule typique C au sens de Palm de Jd a e´te´ introduite par J. Møller par analogie
avec le cas Voronoi. Plus pre´cise´ment, fixons un ensemble bore´lien borne´ B ⊂ Rd de
mesure de Lebesgue non nulle. Notons Φ l’ensemble des couples (x, t) tels que la cellule
associe´e est non vide. Classiquement, C est de´finie par l’identite´ [64] :
Eh(C) = 1
λVd(B)
E
∑
(x,t)∈Φ;x∈B
h(C((x, t))− x),
ou` h : K −→ R parcourt l’ensemble des fonctions nume´riques, mesurables et borne´es.
Conside´rons par ailleurs un temps ale´atoire τ dont la loi a pour densite´ par rapport a`
la mesure Λ, p(t)/λ. Alors en utilisant la formule de Slivnyak [64], la cellule
C((0, τ)) = {y ∈ Rd;T(0,τ) ≤ T (x, t), (x, t) ∈ Φ},
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obtenue en rajoutant le couple (0, τ) au processus ponctuel Φ, co¨ıncide en loi avec la
cellule typique C.
Par ailleurs, en adaptant mot pour mot le raisonnement de Møller ([65], Prop. 3.3.2.)
sur les mosa¨ıque de Poisson-Voronoi, on obtient que la cellule C est relie´e en loi a` la cellule
contenant l’origine C0 de la manie`re suivante :
Eh(C) = 1
E(1/Vd(C0))
E
{
h(C0)
Vd(C0)
}
,
pour toute fonction mesurable borne´e h : K −→ R invariante par translation.
1.4.2 Convergence des moyennes empiriques.
L’ergodicite´ de Jd s’obtient de manie`re analogue a` celle de Vd. Par ailleurs, de´finissons
de meˆme que dans la preuve de la proposition 1.3.4 les grandeurs NR,k, N
′
R,k et SR,k,
0 ≤ k ≤ d, R ≥ 0. Le raisonnement complet conduisant a` la convergence des moyennes
empiriques peut alors eˆtre repris, a` condition que toutes ces variables soient inte´grables. On
peut facilement ve´rifier qu’il suffit de se donner l’hypothe`se de l’inte´grabilite´ du coefficient
binomial
(
NR+N
′
R
d+1
)
. La proposition suivante fournit une condition explicite sur la mesure
Λ pour que cette hypothe`se soit ve´rifie´e.
Proposition 1.4.1 Si la condition∫ +∞
0
(∫ t+K
0
(t+K − s)ddΛ(s)
)d+1(∫ t
0
(t− s)d−1dΛ(ds)
)
p(t)dt < +∞ (1.21)
est ve´rifie´e pour tout K > 0, alors E
(
NR+N
′
R
d+1
)
< +∞.
Preuve. Conside´rons T0 le premier temps d’atteinte de l’origine par un germe en crois-
sance. La loi de T0 est donne´e par l’e´galite´ [64]
P{T0 ≥ t} = p(t), (1.22)
ou` p est la fonction de´finie par (1.3).
De plus, on peut montrer que conditionnellement a` l’e´ve`nement {T0 = t}, t > 0, le
processus ponctuel Φ est e´gal en loi a` Φt ∪ {(X, T )} ou` :
(i) Φt est un processus ponctuel de Poisson sur R
d ×R+, de mesure d’intensite´
1Dct (x, t)dxΛ(dt),
avec
Dt = {(x, s) ∈ Rd × R+;T(x,s)(0) ≤ t};
(ii) (X, T ) est un point inde´pendant du processus pre´ce´dent, de loi uniforme sur la frontie`re
du coˆne Dt.
De plus, si la cellule associe´e a` un germe (x, s) intercepte B(R), alors ne´cessairement,
s + (||x|| −R) ≤ T0 +R.
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Par conse´quent,
E
{(
NR +N
′
R
d+ 1
)}
≤
∫ +∞
0
E
[(
(#{(x, s) ∈ Φ; ||x||+ s ≤ t+ 2R})
d+ 1
)∣∣∣∣∣T0 = t
]
P{T0 ∈ dt}
≤
∫ +∞
0
E
[(
(#{(x, s) ∈ Φ; ||x||+ s ≤ t+ 2R}+ 1)
d+ 1
)]
P{T0 ∈ dt}. (1.23)
Comme la variable #{(x, s) ∈ Φ; ||x||+ s ≤ t+ 2R} est de Poisson de parame`tre
at,R =
∫
1{||x||+s≤t+2R}dxΛ(ds) = ωd
∫ t+2R
0
(t+ 2R− s)dΛ(ds),
on a
E
[(
(#{(x, s) ∈ Φ; ||x||+ s ≤ t+ 2R}+ 1)
d+ 1
)]
= ad+1t,R + (d+ 1)a
d
t,R. (1.24)
De plus, at,R est croissant en R a` t fixe´ et tend vers +∞ quand R → +∞ (en utili-
sant la condition (1.1)). Ainsi pour R suffisamment grand, il suffit d’apre`s le re´sultat
(1.24) que l’inte´grale
∫ +∞
0
ad+1t,R P{T0 ∈ dt} soit finie pour de´duire de l’ine´galite´ (1.23) que
E
(
NR+N
′
R
d+1
)
< +∞.
En remplac¸ant la loi de T0 fournie par son expression (1.22), la condition pre´ce´dente
se rame`ne a`∫ +∞
0
(∫ t+2R
0
(t+ 2R− s)ddΛ(s)
)d+1(∫ t
0
(t− s)d−1dΛ(ds)
)
p(t)dt < +∞,
ce qui est bien ve´rifie´ sous l’hyothe`se (1.21).
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1.5 La mosa¨ıque poissonienne.
1.5.1 Convergence des moyennes empiriques.
La convergence presque-suˆre des moyennes empiriques en toute dimension est de´ja`
connue (voir [26], [72]). Nous en proposons une autre de´monstration qui se base sur les
ide´es de´veloppe´es par R. Cowan dans le cas de la dimension deux [15][16]. La technique que
nous allons adopter est analogue a` celle employe´e pour la mosa¨ıque de Poisson-Voronoi
Vd.
Rappelons tout d’abord comment montrer l’ergodicite´ de la mosa¨ıque Pd.
On remarque que pour tout a ∈ Rd,
a+H(xi) = H(t
a(xi)) avec t
a(xi) =
(
1 +
xi · a
||xi||2
)
xi, i ≥ 1.
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En re´alisant Ω comme l’espace Mσ muni de la tribu cylindrique Tc, la correspondance
{xi; i ≥ 1} 7−→ {ta(xi); i ≥ 1}
induit classiquement une transformation T a : Ω −→ Ω pre´servant la mesure [28].
Lemme 1.5.1 Pour tout a ∈ Rd, les transformations T a sont ergodiques.
Preuve. Il suffit de montrer que la mesure est fortement me´langeante, c’est-a`-dire que
pour tous A,B ∈ B(Rd), k, l ∈ N, nous avons la convergence, lorsque n→ +∞,
P[{#(T−na(Φ) ∩A) = k} ∩ {#(Φ ∩B) = l}]
= P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩ B) = l}]
→ P{#(Φ ∩ A) = k} ·P{#(Φ ∩ B) = l}. (1.25)
Soit Dα = {x ∈ Rd; |x · a| ≥ α}, α > 0.
Supposons qu’il existe α > 0 tel que B ⊂ Dα. Alors pour n suffisamment grand,
tna(A) ∩B = ∅. Ainsi, comme Φ est un processus poissonien, nous obtenons
P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩ B) = l}]
= P{#(Φ ∩ tna(A)) = k} ·P{#(Φ ∩ B) = l}
= P{#(T−na(Φ) ∩A) = k} ·P{#(Φ ∩B) = l}
= P{#(Φ ∩A) = k} ·P{#(Φ ∩B) = l}.
Dans le cas ge´ne´ral, soit ε ∈ (0, 1) et prenons α > 0 tel que l’e´ve`nement Eα = {Φ∩Dcα∩
B = ∅} satisfait
P (Eα) ≥ 1− ε. (1.26)
En appliquant le premier cas a` B ∩ Dα, nous obtenons alors que pour n suffisamment
grand,
P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩ B) = l} ∩ Eα]
= P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩ B ∩Dα) = l} ∩ Eα]
= P[{#(Φ ∩ tna(A)) = k} ∩Eα] ·P{#(Φ ∩ B ∩Dα) = l}. (1.27)
De plus, en utilisant (1.26), nous avons
|P{#(Φ ∩B ∩Dα) = l} −P{#(Φ ∩B) = l}|
≤ |P{#(Φ ∩B ∩Dα) = l} −P[{#(Φ ∩B ∩Dα) = l} ∩Eα]|
+|P[{#(Φ ∩B) = l} ∩Eα]−P{#(Φ ∩ B) = l}|
≤ 2ε. (1.28)
Par ailleurs,
|P[{#(Φ ∩ tna(A)) = k} ∩ Eα]−P{#(Φ ∩ A) = k}|
= |P[{#(Φ ∩ tna(A)) = k} ∩Eα]−P{#(Φ ∩ tna(A)) = k}| ≤ ε. (1.29)
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Par conse´quent, pour n suffisamment grand, en combinant (1.27), (1.28) et (1.29), nous
obtenons que
|P[{#(Φ∩ tna(A)) = k}∩ {#(Φ∩B) = l}]−P{#(Φ∩A) = k} ·P{#(Φ∩B) = l}| ≤ 4ε,
ce qui prouve la convergence (1.25).
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Notons CR (resp. C′R) l’ensemble des cellules incluses dans B(R) (resp. interceptant la
frontie`re de B(R)) et NR = #CR (resp. N ′R = #C′R).
Prouvons l’inte´grabilite´ de (NR+N
′
R). L’ensemble des hyperplans deH(Φ) interceptant
B(R) divise presque suˆrement l’espace en exactement 2#(Φ∩B(R)) composantes connexes.
Par conse´quent, puisque #(Φ ∩ B(R)) est une variable de Poisson,
E(NR +N
′
R) ≤ E2#(Φ∩B(R)) < +∞.
Conside´rons h : K −→ R+ une fonction mesurable, invariante par translation et borne´e.
De meˆme que pour Vd, les e´galite´s C0(T−aω) = Ca(ω) − a, a ∈ Rd, ω ∈ Ω, permettent
d’obtenir les identite´s presque-suˆres (1.10) et (1.11).
En supposant la contribution des restes ne´gligeable, une application du the´ore`me er-
godique de Wiener nous fournit le the´ore`me suivant.
The´ore`me 1.5.2 Pour toute application h mesurable, positive, borne´e et invariante par
translation, presque suˆrement,
E˜h = lim
R−→∞
1
NR
∑
C∈CR
h(C) =
1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
. (1.30)
De meˆme que dans la partie 1.3.2, il suffit pour prouver le the´or‘eme 1.5.2 d’e´tablir la
proposition suivante.
Proposition 1.5.3 Quand R→ +∞, nous avons :
N ′R/v(R)→ 0 p.s..
Preuve. Nous reprenons les meˆmes notations NR,k, N
′
R,k et SR,k, R > 0, 0 ≤ k ≤ d, que
dans la preuve du lemme 1.3.4.
Prouvons que toutes ces variables sont inte´grables. L’ensemble des hyperplans deH(Φ)
interceptant B(R) induit au plus
(
2#(Φ∩B(R))
(
#(Φ∩B(R))
d−k
))
k-faces de Pd, 0 ≤ k ≤ d. Par
conse´quent, puisque #(Φ ∩B(R)) est une variable de Poisson,
E(NR,k +N
′
R,k) ≤ E
(
2#(Φ∩B(R))
(
#(Φ ∩B(R))
d− k
))
< +∞.
Par ailleurs, nous avons clairement l’ine´galite´
SR,k ≤ σk
k
Rk(NR,k +N
′
R,k) p.s.,
donc SR,k, 0 ≤ k ≤ d, est e´galement inte´grable.
On de´duit la proposition 1.5.3 de deux lemmes interme´diaires :
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Lemme 1.5.4 Pour tout 0 ≤ k ≤ d, SR,k/v(R) converge p.s. vers une constante lorsque
R tend vers l’infini.
Lemme 1.5.5 Pour tout 0 ≤ k ≤ d, N ′R,k/v(R) converge vers 0 p.s. lorsque R tend vers
l’infini.
La de´monstration du lemme 1.5.4 est en tout point analogue a` celle du lemme 1.3.5.
Quant a` la preuve du lemme 1.5.5, elle est identique a` celle du lemme 1.3.6, a` ceci pre`s
que deux estime´es diffe`rent : presque suˆrement, on a
#{(k − 1)-faces interceptant B(R + y) \B(R)}
≤ N ′R+y,k−1 +N ′R,k−1 + 2k−1
(
d
k − 1
)
(SR+y,0 − SR,0),
et
N ′R,k
v(R)
≤ 1
Ak
SR+y,k − SR,k
v(R)
+
2(d− k + 1)
v(R)
#{(k − 1)-faces interceptant B(R + y) \B(R)}.
Remarque 1.5.6 Le lemme 1.5.3 implique en particulier que le reste ε(R, 1, ·) dans (1.10)
tend vers ze´ro p.s., c’est-a`-dire
NR
v(R)
→ E
(
1
Vd(C0)
)
p.s. quand R→ +∞.
A. Goldman ([26], lemme 4) a prouve´ un corollaire important en dimension deux qui se
ge´ne´ralise aise´ment.
Corollaire 1.5.7 (Goldman, 1996) Soit h : K −→ R une application mesurable telle
qu’il existe p > 1 satisfaisant E(|h(C0)|p/Vd(C0)) < +∞. Alors presque suˆrement,
E˜h = lim
R−→∞
1
NR
∑
C∈CR
h(C) =
1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
.
1.5.2 La cellule typique au sens de Palm.
L’objet obtenu par convergence des moyennes empiriques, commune´ment appele´ cellule
empirique, est relativement peu maniable. Remarquons que dans le cas de la mosa¨ıque
de Poisson-Voronoi Vd, une approche en terme de mesure de Palm a permis a` l’aide de la
formule de Slivnyak de disposer d’une re´alisation explicite de la cellule typique.
Aussi, par analogie, nous allons donner une nouvelle construction de cellule typique
au sens de Palm pour la mosa¨ıque poissonienne Pd qui sera e´quivalente en loi a` la cellule
empirique.
Pour ce faire, de´signons par Ψ le processus ponctuel constitue´ des centres des disques
inscrits dans les cellules de la mosa¨ıque. L’invariance de la mosa¨ıque Pd par translation
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implique que Ψ est un processus ponctuel (localement fini) stationnaire. Fixons un bore´lien
B ⊂ Rd ve´rifiant 0 < Vd(B) < +∞. La cellule typique C, prise au sens de Palm, est de´finie
par la formule :
Eh(C) = 2
d
ωdωd−1d
1
Vd(B)
E
∑
z∈Ψ∩B
h(C(z)− z), (1.31)
ou` h : K −→ R parcourt l’ensemble des fonctions mesurables borne´es (la constante
ωdωd−1
d/2d est l’intensite´ du processus Ψ).
En reprenant le raisonnement de J. Møller s’appliquant aux processus ponctuels sta-
tionnaires (voir [65], page 66), on obtient dans le cas ou` h est e´galement invariant par
translation, l’e´galite´
Eh(C) = 1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
.
Avec le the´ore`me 1.5.2, on en de´duit que :
The´ore`me 1.5.8 Pour toute fonction h mesurable, invariante par translation et borne´e,
on a
E˜h = Eh(C).
L’identite´ en loi de´crite par le the´ore`me pre´ce´dent (associe´e a` une utilisation du the´ore`me
de Slivnyak) aura de multiples conse´quences sur nos connaissances des proprie´te´s ge´ome´-
triques de la cellule empirique de la mosa¨ıque poissonienne Pd (voir le chapitre 4).
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Chapitre 2
Re´sultats sur les lois des
caracte´ristiques ge´ome´triques des
mosa¨ıques de Poisson-Voronoi et
poissoniennes de droites dans le plan.
2.1 Introduction et pre´sentation des principaux re´-
sultats.
2.1.1 Notations et contexte.
Dans cette partie, nous nous limiterons au cas de la dimension d = 2. On notera C la
cellule typique de Poisson-Voronoi et C(0) la cellule associe´e a` un germe place´ en l’origine
lorsque l’on rajoute ce germe au processus de de´part. Par ailleurs, C ′0 (resp. C′) de´signera
la cellule de Crofton (resp. la cellule typique) d’une mosa¨ıque poissonienne de droites.
Enfin, D(y, r) sera le disque centre´ en un point y ∈ R2, de rayon r ≥ 0, V1(·) le pe´rime`tre
d’un ensemble convexe compact et N0(·) le nombre de sommets d’un polygone convexe.
Rappelons que la cellule typique de Poisson-Voronoi est e´quivalente en loi a` la cellule
C(0). Ainsi pour la de´crire, il suffit de connaˆıtre les positions relatives des me´diatrices des
segments [0, x], x ∈ Φ, bordant C(0). De meˆme, pour connaˆıtre la ge´ome´trie de la cellule
de Crofton C ′0 d’une mosa¨ıque poissonienne, nous devons e´tudier les positions relatives
des droites H(x), x ∈ Ψ, bordant C ′0. Ainsi, on peut raisonnablement penser que des
techniques analogues peuvent s’appliquer dans les deux cas.
2.1.2 Re´sultats connus sur les lois des caracte´ristiques ge´ome´-
triques fondamentales de la cellule typique de Poisson-Vo-
ronoi.
Jusqu’a` pre´sent, peu de lois explicites de caracte´ristiques de la cellule C ont e´te´ ob-
tenues, ce qui explique le recours intensif a` des techniques de simulation (voir [69] pour
un e´tat des lieux a` peu pre`s exhaustif de l’ensemble des approximations de´duites de si-
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mulation). Cela e´tant, il est facile de de´terminer la loi du rayon Rm du plus grand disque
centre´ en l’origine contenu dans C(0) :
P{Rm ≥ r} = e−4pir2 , r ≥ 0.
La question de la loi du rayon RM du plus petit disque centre´ a` l’origine contenant C(0)
est plus de´licate. S. G. Foss et S. A. Zuyev ont obtenu un majorant de la queue de RM
dans le cadre de l’e´tude d’un re´seau de te´le´communications [21] :
P{RM ≥ r} ≤ 7e−µr2 , r > 0,
ou` mu = 2(sin(pi/14) cos(5pi/14) + pi/7) ≈ 1.09.
En 1961, E. N. Gilbert [23] a fourni le meilleur encadrement a` ce jour de la queue de
l’aire de C :
e−4t ≤ P{V2(C) ≥ t} ≤ t− 1
et−1 − 1 , t > 0. (2.1)
Plus re´cemment, S. A. Zuyev [94] a prouve´ en s’appuyant sur la formule de Russo que
conditionnellement a` l’e´ve`nement {N0(C(0)) = k}, k ≥ 3, l’aire du domaine fondamental
de C(0), c’est-a`-dire de l’ensemble ∪x∈C(0)D(x, ||x||), suit une loi Gamma de parame`tres
(k, 1). Enfin, A. Hayen et M. Quine [33] ont fourni une expression inte´grale explicite pour
la probabilite´ P{N0(C) = 3}.
Enfin, les deux premiers moments de l’aire, du pe´rime`tre et du nombre de sommets
ont e´te´ calcule´s [65].
2.1.3 Re´sultats connus sur les lois des caracte´ristiques ge´ome´-
triques fondamentales des cellules typique et de Crofton
d’une mosa¨ıque poissonienne de droites.
R. E. Miles a exhibe´ de`s 1963 [54] [55], au moyen de raisonnements en partie heuris-
tiques, les principaux re´sultats en loi connus actuellement : les rayons du disque inscrit
de la cellule typique C′ et du plus petit disque centre´s a` l’origine inclus dans C ′0 sont
identiques en loi et suivent la loi exponentielle de parame`tre 2pi. Conditionnellement a`
l’e´ve`nement {N0(C′) = k}, k ≥ 3, V1(C′) suit une loi Gamma de parame`tres (k − 2, 1).
Plus re´cemment, l’estimation asymptotique des queues des aires de C′ et C ′0 a e´te´ e´tudie´e
par A. Goldman [28], puis par I. N. Kovalenko [41], [42]. En particulier,
lim
t→+∞
t−1/2 lnP{V2(C′) ≥ t} = lim
t→+∞
t−1/2 lnP{V2(C ′0) ≥ t} = −2
√
pi. (2.2)
Par ailleurs, les probabilite´s P{N0(C) = 3} = 2− pi2/6, et P{N0(C) = 4} ont respective-
ment e´te´ de´termine´es par Miles [54] et Tanner [89].
Ajoutons que les deux premiers moments de V2(C′) ont e´te´ calcule´s en 1945 par S. A.
Goudsmit [31], puis ceux de V1(C′) et N0(C′) par Miles en 1964 [54]. Depuis, J. C. Tanner a
comple´te´ cette e´tude [89] en fournissant des moments d’ordre trois et quatre. Concernant
la cellule de Crofton C ′0, G. Matheron [48] a de´termine´ les moyennes de V1(C
′
0) et N0(C
′
0).
Enfin, signalons que des the´ore`mes centraux-limites ont e´te´ obtenus dans ce contexte
par K. Paroux [72].
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2.1.4 Pre´sentation des nouveaux re´sultats.
Formules inte´grales pour les lois des principales caracte´ristiques ge´ome´triques.
Miles et Maillardet [60] ont donne´ par un argument heuristique une description “peu
maniable” de la loi de N0(C) ne permettant pas de de´boucher sur des expressions ana-
lytiques pre´cises. En 2000, Hayen et Quine ont obtenu par une me´thode diffe´rente une
expression inte´grale de P{N0(C) = 3}.
Dans un premier article, nous obtenons une formule inte´grale analytique de la loi de
N0(C). Pour cela, nous faisons appel a` la formule de Slivnyak ainsi qu’a` des arguments
ge´ome´triques de´crivant la forme du domaine fondamental d’un polygone.
Ces formules permettent d’acce´der, via l’imple´mentation approprie´e des calculs inte´-
graux sur ordinateur, aux valeurs nume´riques approche´es des probabilite´s P{N0(C) = k},
k ≥ 3, avec la pre´cision souhaite´e. Jusqu’a` pre´sent, ces valeurs e´taient obtenues par la
technique de simulation ale´atoire de la mosa¨ıque, ce qui ne fournissait en aucun cas le
moyen d’estimer la marge d’erreur.
Dans un second article, une me´thode analogue nous permet d’obtenir les lois explicites
du vecteur forme´ par les positions (angle d’inclinaison, distance a` l’origine) des coˆte´s de
C(0) (resp. de C ′0 et C′), de l’aire et du pe´rime`tre de C (resp. de C ′0 et C′), de l’aire du
domaine fondamental de C(0) et du nombre de coˆte´s de C ′0 et C′. Plus pre´cise´ment, nous
de´terminons conditionnellement a` {N0(C(0) = k}, k ≥ 3 : les lois du vecteur des positions
des coˆte´s, de V2(C(0)), V1(C(0)) et V2(∪x∈C(0)D(x, ||x||)). En particulier, nous retrouvons
le re´sultat de Zuyev selon lequel conditionnellement au nombre de coˆte´s, l’aire du domaine
fondamental suit une loi Gamma.
La meˆme me´thode s’applique a` la cellule de Crofton C ′0. Le roˆle joue´ par l’aire du
domaine fondamental intervenant dans la formule inte´grale de la loi du nombre de coˆte´s
de la cellule typique de Poisson-Voronoi est a` pre´sent tenu par le pe´rime`tre d’un polygone
a` k coˆte´s, k ≥ 3. Son calcul en fonction des coordonne´es polaires des coˆte´s pose nettement
moins de difficulte´s. Nous obtenons ainsi une expression explicite de la loi du nombre de
coˆte´s N0(C
′
0), et sachant {N0(C ′0) = k}, k ≥ 3 : les lois des positions des coˆte´s bordant
C ′0, de l’aire V2(C
′
0) et du pe´rime`tre V1(C
′
0). En particulier, V1(C
′
0) est de loi Gamma de
parame`tres (k, 1).
Enfin, comme on dispose de la distribution conjointe du couple (N0(C0), V2(C0)), on
peut utiliser l’e´galite´ (1.30) reliant la loi de la cellule typique a` celle de la cellule de Crofton
C ′0 pour obtenir dans le cas de C′, la loi du nombre de coˆte´s et les lois conditionnelles de´ja`
cite´es. En particulier, conditionnellement a` {N0(C′) = k}, k ≥ 3, on retrouve le fait duˆ a`
Miles selon lequel V1(C′) suit une loi Gamma de parame`tres (k − 2, 1).
La loi de la plus petite couronne centre´e en l’origine contenant le bord de C(0)
(resp. C ′0).
Afin d’e´tudier la forme de la cellule typique re´alise´e en C(0), on de´finit le rayon
Rm (resp. RM) du plus grand (resp. petit) disque centre´ a` l’origine inclus dans (resp.
contenant) C(0). La frontie`re de C(0) est alors contenue dans la couronne (ale´atoire)
D(0, RM) \D(0, Rm).
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Nous donnons la loi conjointe du couple (Rm, RM) en reliant ce proble`me a` une ques-
tion de recouvrement du cercle par des arcs ale´atoires inde´pendants et identiquement
distribue´s, dont les centres sont uniforme´ment re´partis et les longueurs suivent une loi
fixe´e ν. Ce domaine des probabilite´s a e´te´ largement de´veloppe´, notamment par W. L.
Stevens [85], A. F. Siegel [81], L. A. Shepp [79] et J. P. Kahane [39]. La loi conditionnelle
de RM sachant {Rm = r}, r ≥ 0, s’exprime en termes de probabilite´s de recouvrement du
cercle P (ν, n) par n arcs i.i.d., n ≥ 1, dont les longueurs ont pour loi ν. Le calcul explicite
de P (ν, n) est fourni par le travail de A. F. Siegel et L. Holst [82]. Ne´anmoins, la formule
est peu maniable. De ce fait, nous de´terminons des encadrements de la queue de la loi de
RM . Pour cela, nous sommes conduits a` comparer des probabilite´s de recouvrement des
probabilite´s de recouvrement P (ν1, n) et P (ν2, n), ou` ν1 et ν2 sont des lois distinctes de
meˆme espe´rance. Cela nous a amene´ a` re´soudre une conjecture de Siegel. En particulier,
nous obtenons
2pir2e−pir
2 ≤ P{RM ≥ r} ≤ 4pir2e−pir2 , r ≥ α ≈ 0.337,
et pour tous 0 < c < 8/(3
√
2), −1 < α < 1/3,
P{RM ≥ r + 1
rα
|Rm = r} = O(e−cr
1
2 (1−3α)), quand r → +∞.
Ce dernier re´sultat implique que conditionnellement a` {Rm = r}, la frontie`re de la cellule
typique se trouve incluse avec une “forte probabilite´”, lorsque r est “grand”, dans une
couronne d’e´paisseur de l’ordre de r−1/3. Autrement dit, les grandes cellules de la mosa¨ıque
de Poisson-Voronoi, au sens ou` elles ont un grand rayon de disque inscrit, ont une forme
approximativement circulaire. Ce fait peut eˆtre observe´ lors des simulations.
Le meˆme raisonnement est valable pour l’e´tude du couple (R′m, R
′
M), ou` R
′
m (resp.
R′M) est le rayon du plus grand (resp. petit) disque centre´ a` l’origine contenu dans (resp.
contenant) la cellule de Crofton C ′0.
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The explicit expression of the distribution of the
number of sides of the typical Poisson-Voronoi cell. ∗
Pierre Calka†
Abstract
In this paper, we give an explicit expression for the distribution of the number
of sides (or equivalently vertices) of the typical cell of a two-dimensional Poisson-
Voronoi tessellation. We use this formula to give a table of numerical values of the
distribution function.
1 Introduction and principal result.
Consider Φ = {xn;n ≥ 1} a homogeneous Poisson point process in R2, with the two-
dimensional Lebesgue measure V2 for intensity measure. The set of cells
C(x) = {y ∈ R2; ||y − x|| ≤ ||y − x′||, x′ ∈ Φ}, x ∈ Φ,
(which are almost surely bounded polygons) is the well-known Poisson-Voronoi tessella-
tion of R2. Introduced by Meijering [8] and Gilbert [3] as a model of crystal aggregates,
it provides now models for many natural phenomena such as thermal conductivity [7],
telecommunications [1], astrophysics [14] and ecology [12]. An extensive list of the areas
in which the tessellation has been used can be found in Stoyan et al. [13] and Okabe et
al. [11].
In order to describe the statistical properties of the tessellation, the notion of typical
cell C in the Palm sense is commonly used [10]. Consider the space K of convex compact
sets of R2 endowed with the usual Hausdorﬀ metric. Let us ﬁx an arbitrary Borel set
B ⊂ R2 such that 0 < V2(B) < +∞. The typical cell C is deﬁned by means of the
identity [10]:
Eh(C) = 1
V2(B)
E
∑
x∈B∩Φ
h(C(x)− x),
where h : K −→ R runs throughout the space of bounded measurable functions.
Consider now the cell
C(0) = {y ∈ R2; ||y|| ≤ ||y − x||, x ∈ Φ}
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obtained when the origin is added to the point process Φ. It is well known [10] that C(0)
and C are equal in law. From now on, we will use C(0) as a realization of the typical cell
C.
The explicit distributions of the main geometrical characteristics of the typical cell, as
the area or the perimeter, are mainly unknown. Nevertheless, the law of the largest disk
centered at the origin and contained in C(0) is easy to obtain and the distribution of the
radius of the smallest disk centered at the origin and containing C(0) has been recently
calculated [2].
Let N0(C) denote the number of sides (or equivalently vertices) of the typical cell C.
Miles and Maillardet [9] obtained integral formulas for P{N0(C) = k}, k ≥ 3, but did not
precisely evaluate them. These probabilities have been often estimated by simulation (see
for example [11], Table 5.5.13). Moreover, an explicit integral formula has been recently
obtained by Hayen and Quine [6] for P{N0(C) = 3}. However, it seems to be diﬃcult to
generalize their method for getting P{N0(C) = k}, k ≥ 4.
In this paper, we use a technique based on the famous formula due to Slivnyak (see
for example [10]) to provide an explicit expression of the distribution of N0(C).
Theorem 1 For every k ≥ 3, we have
P{N0(C) = k} = (2pi)
k
k!
∫
dσk(δ1, · · · , δk)
∫ k∏
i=1
e−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi)pidpi,
(1)
where σk is the (normalized) uniform measure on the simplex
{(δ1, · · · , δk) ∈ [0, 2pi];
k∑
i=1
δi = 2pi}, (2)
with
B = {(p, q, r, α, β) ∈ (R+)3 × (0, pi)2; p sin(β) + r sin(α) ≥ q sin(α + β)}, (3)
with for every δ ∈ (0, pi), p, q ≥ 0,
H(δ, p, q) =
1
2 sin2(δ)
{
(p2 + q2 − 2pq cos(δ))δ
2
+ pq sin(δ)− p
2
4
sin(2δ)− q
2
4
sin(2δ)
}
,
(4)
and with the conventions p0 = pk, pk+1 = p1, and δ0 = δk.
Remark 1. The method used in the proof of Theorem 1 also gives the joint distribution
of the respective positions of the k lines bounding the typical cell C conditionally to the
event {N0(C) = k}, k ≥ 3. This provides in particular a new proof of the following result
due to Zuyev [15]: conditionally to {N0(C) = k}, the area of the fundamental domain of C
is Gamma distributed, of parameters (k,1). Besides, we can adapt the procedure in order
to get the distribution of the number of sides of the Crofton cell of an isotropic Poisson
line process in the plane. All these results will take place in a future paper.
Remark 2. We can rewrite P{N0(C) = k}, k ≥ 3, as an expectation . Let us
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k 3 4 5 6 7 8 9 10
P{N0(C) = k} 0.011 0.107 0.260 0.294 0.197 0.092 0.028 0.006
Table 1: Numerical values for P{N0(C) = k}.
consider a random vector (∆1, · · · ,∆k) uniformly distributed on the simplex given in
(2), and a vector (Q1, · · · , Qk) such that conditionally to {∆1 = δ1, · · · ,∆k = δk},
Q1, · · · , Qk are independent and exponentially distributed, with respective parameters
f(δ1, δk), f(δ2, δ1), · · · , f(δk, δk−1) where
f(x, y) =
1
4 sin2(x)
(
x− sin(2x)
2
)
+
1
4 sin2(y)
(
y − sin(2y)
2
)
, x, y ∈ [0, 2pi].
We then have that for every k ≥ 3,
P{N0(C) = k} = (2pi)
k
k!
E


k∏
i=1
exp
(
cos(∆i)∆i−sin(∆i)
2 sin2(∆i)
√
QiQi+1
)
2f(∆i,∆i−1)
1Ei

 , (5)
where the event Ei, i ≥ 1, is deﬁned by
Ei = {(
√
Qi−1,
√
Qi,
√
Qi+1,∆i−1,∆i) ∈ B},
and with the conventions Q0 = Qk, Qk+1 = Q1, and ∆0 = ∆k.
Numerical values for P{N0(C) = k}, 3 ≤ k ≤ 10, obtained by a Monte-Carlo procedure
using (5) are listed in Table 1. We notice that they are close to the results obtained by
simulation given in [11].
The rest of the paper will be devoted to the proof of Theorem 1.
2 Proof of Theorem 1.
For every x ∈ R2, let us denote by L(x) (respectively D(x)) the bisecting line of the
segment [0, x] (respectively the half-plane containing 0 delimited by L(x)).
We then deﬁne for all k ≥ 3, and x1, · · · , xk ∈ R2, the domain
D(x1, · · · , xk) = ∩ki=1D(xk).
Besides, we consider the set of (R2)k
Ak = {(x1, · · · , xk) ∈ (R2)k;D(x1, · · · , xk) is a convex polygon with k sides}, (6)
and for every (x1, · · · , xk) ∈ Ak, the Lebesgue measure
V (x1, · · · , xk) = V2
[∪x∈D(x1,··· ,xk)D(x, ||x||)] , (7)
D(y, r) being the disk centered at y ∈ R2 and of radius r > 0.
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Proposition 1 For every k ≥ 3,
P{N0(C) = k} = 1
k!
∫
exp{−V (x1, · · · , xk)}1Ak(x1, · · · , xk)dx1 · · · dxk. (8)
Proof. Using the equality in law C law= C(0),
P{N0(C) = k} = E


∑
{x1,··· ,xk}⊂Φ
1Ak(x1, · · · , xk)1{D(x1,··· ,xk)=C(0)}


= E


∑
{x1,··· ,xk}⊂Φ
1Ak(x1, · · · , xk)1{L(y)∩D(x1,··· ,xk)=∅ ∀y∈Φ\{x1,··· ,xk}}

 .
Using Slivnyak’s formula [10], we obtain
P{N0(C) = k} = 1
k!
∫
1Ak(x1, · · · , xk)E
(
1{L(y)∩D(x1,··· ,xk)=∅ ∀y∈Φ}
)
dx1 · · · dxk
=
1
k!
∫
1Ak(x1, · · · , xk)
P{L(y) ∩ D(x1, · · · , xk) = ∅ ∀y ∈ Φ}dx1 · · · dxk. (9)
We can easily verify that for any z ∈ R2,
L(z) ∩ D(x1, · · · , xk) 6= ∅ ⇐⇒ z ∈ ∪x∈D(x1··· ,xk)D(x, ||x||),
From this remark and the Poissonian property of Φ, we get
P{L(y) ∩ D(x1, · · · , xk) = ∅ ∀y ∈ Φ} = P{Φ ∩
[∪x∈D(x1,··· ,xk)D(x, ||x||)] = ∅}
= e−V (x1,··· ,xk). (10)
Inserting the equality (10) in (9), we deduce Proposition 1.
2
Our next task is to understand analytically the set Ak, k ≥ 3, and then calculate the area
V (x1, · · · , xk) for (x1, · · · , xk) ∈ Ak. To this end, let us denote by (pi, θi), pi ≥ 0,
θi ∈ [0, 2pi), the polar coordinates of xi, 1 ≤ i ≤ k. Supposing 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θn, we
deﬁne δi = θi+1 − θi with the convention θk+1 = θ1 + 2pi. In particular,
∑k
i=1 δi = 2pi.
The following lemma gives a necessary and suﬃcient condition for a vector to be in
the set Ak.
Lemma 1 For every vector (x1, · · · , xk) ∈ (R2)k such that 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θn,
(x1, · · · , xk) ∈ Ak ⇐⇒
{
pi−1 sin(δi) + pi+1 sin(δi−1) ≥ pi sin(δi + δi−1)
0 ≤ δi ≤ pi. ∀1 ≤ i ≤ k,
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Proof. Let us ﬁrst notice that having all the angles δi, 1 ≤ i ≤ k, less than pi is clearly
a necessary condition to obtain a bounded convex set. From now on, we suppose this is
veriﬁed.
D(x1, · · · , xk) is then a convex polygon with k sides if and only if for every 1 ≤ i ≤ k,
the condition (Ci) is satisﬁed, i.e. the intersection point of L(xi−1) and L(xi+1) is not
between L(xi) and the parallel line L0(xi) containing the origin (with the conventions
x0 = xk and xk+1 = x1).
Because of the invariance by rotation, one may suppose that L(xi) has the equation
(x = pi/2) and L0(xi) is the y-axis. In that case, the equations of the lines L(xi+1) and
L(xi−1) are respectively (cos(δi)x+ sin(δi)y − pi+1/2 = 0) and (cos(δi−1)x− sin(δi−1)y −
pi−1/2 = 0). We then obtain that the ﬁrst coordinate of the intersection of these two lines
is
Xi−1,i+1 = (pi+1 sin(δi−1) + pi−1 sin(δi))/(2 sin(δi + δi−1)).
Consequently, (Ci) holds if and only if
pi+1 sin(δi−1) + pi−1 sin(δi)
2 sin(δi + δi−1)
∈ (−∞, 0] ∪ [pi
2
,+∞),
or equivalently,
pi+1 sin(δi−1) + pi−1 sin(δi) ≥ pi sin(δi + δi−1).
This proves Lemma 1.
2
It remains to determine the area V (x1, · · · , xk), (x1, · · · , xk) ∈ Ak, deﬁned in (7). This is
the goal of the next lemma.
Lemma 2 For every (x1, · · · , xk) ∈ Ak, such that 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θn,
V (x1, · · · , xk) =
k∑
i=1
1
2 sin2(δi)
{
(p2i + p
2
i+1 − 2pipi+1 cos(δi))
δi
2
+ pipi+1 sin(δi)
−p
2
i
4
sin(2δi)− p
2
i+1
4
sin(2δi)
}
.
Proof. Supposing that D(x1, · · · , xk) is a bounded convex set with k sides, let us deﬁne
by Lθ (respectively lθ) the support line of D(x1, · · · , xk) orthogonal to the vector uθ =
(cos(θ), sin(θ)) (respectively the distance between the origin and Lθ).
We then notice the following equivalence (see [5] and [4] for more details):
z ∈ [∪x∈D(x1,··· ,xk)D(x, ||x||)] ∩ (R+ · uθ)⇐⇒ ||z|| ≤ 2lθ.
Integrating in polar coordinates, we get that
V (x1, · · · , xk) =
∫ 2pi
0
(∫ 2lθ
0
rdr
)
dθ
= 2
∫ 2pi
0
lθ
2dθ. (11)
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It remains to determine the distance lθ. Denoting by s1, · · · , sk the consecutive vertices
of the polygon D(x1, · · · , xk), i.e. si = L(xi+1) ∩ L(xi), we have that
lθ = si · uθ ∀θ ∈ (θi, θi+1), (12)
where · denotes the usual scalar product of R2. Besides, by elementar geometric argu-
ments,
si · xi||xi|| =
pi
2
and si · xi+1||xi+1|| =
pi+1
2
. (13)
Inserting the equalities (13) in (12), we obtain that for every θ ∈ (θi, θi+1),
lθ =
pi
2
cos(θ − θi) +
(
1
sin(δi)
pi+1
2
− cos(δi)
sin(δi)
pi
2
)
sin(θ − θi) (14)
Consequently, we combine the equality (11) with (14) to deduce
V (x1, · · · , xk) = 2
k∑
i=1
∫ δi
0
l2θ+θidθ
= 2
k∑
i=1
∫ δi
0
{
p2i
4
cos2(θ) +
(
1
sin(δi)
pi+1
2
− cos(δi)
sin(δi)
pi
2
)2
sin2(θ)
+
pi
2
(
1
sin(δi)
pi+1
2
− cos(δi)
sin(δi)
pi
2
)
sin(2θ)
}
dθ
=
k∑
i=1
1
2 sin2(δi)
{
(p2i + p
2
i+1 − 2pipi+1 cos(δi))
δi
2
+ pipi+1 sin(δi)
−p
2
i
4
sin(2δi)− p
2
i+1
4
sin(2δi)
}
,
which is the required result of Lemma 2.
2
Proof of Theorem 1. Using polar coordinates in the integral of the equality (8) of
Proposition 1, we obtain for every k ≥ 3,
P{N0(C) = k} = 1
k!
∫
e−V (p1uθ1 ,··· ,pkuθk )1Ak(p1uθ1, · · · , pkuθk)
k∏
i=1
1{pi≥0}1{0≤θi≤2pi}pidpidθi
=
∫
e−V (p1uθ1 ,··· ,pkuθk )1Ak(p1uθ1, · · · , pkuθk)
1{0≤θ1≤···≤θk≤2pi}
k∏
i=1
1{pi≥0}pidpidθi.(15)
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Inserting then the results of Lemmas 1 and 2 in (15), we deduce that
P{N0(C) = k} =
∫ [∫ k∏
i=1
e−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi)pidpi
]
1{δ1+···+δk−1≤2pi}δkdδ1 · · · dδk−1
=
(2pi)k
k!
∫
dσk(δ1, · · · , δk)∫ k∏
i=1
e−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi)pidpi,
where the function H (resp. the set B) is deﬁned by the equality (4) (resp. (3)).
This completes the proof of Theorem 1.
2
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Precise formulas for the distributions of the principal
geometric characteristics of the typical cells of a
two-dimensional Poisson-Voronoi tessellation and a
Poisson line process. ∗
Pierre Calka†
Abstract
In this paper, we give an explicit integral expression for the joint distribution
of the number and the respective positions of the sides of the typical cell C of a
two-dimensional Poisson-Voronoi tessellation. We deduce from it precise formulas
for the distributions of the principal geometric charateristics of C (area, perimeter,
area of the fundamental domain). We also adapt the method to the Crofton cell
and the empirical (or typical) cell of a Poisson line process.
1 Introduction and principal results.
1.1 The typical cell of a two-dimensional Poisson-Voronoi tes-
sellation.
Consider Φ a homogeneous Poisson point process in R2, with the two-dimensional Lebes-
gue measure V2 for intensity measure. The set of cells
C(x) = {y ∈ R2; ||y − x|| ≤ ||y − x′||, x′ ∈ Φ}, x ∈ Φ,
(which are almost surely bounded polygons) is the well-known Poisson-Voronoi tessella-
tion of R2. Introduced by Meijering [8] and Gilbert [4] as a model of crystal aggregates,
it provides now models for many natural phenomena such as thermal conductivity [7],
telecommunications [1], astrophysics [17] and ecology [14]. An extensive list of the areas
in which the tessellation has been used can be found in Stoyan et al. [15] and Okabe et
al. [13].
In order to describe the statistical properties of the tessellation, the notion of typical
cell C in the Palm sense is commonly used [12]. Consider the space K of convex compact
∗American Mathematical Society 2000 subject classifications.Primary 60D05; secondary 60G55.
Key words and phrases. Crofton cell, empirical cell, fundamental domain, Palm distribution, Poisson-
Voronoi tessellation, stochastic geometry, typical cell.
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sets of R2 endowed with the usual Hausdorﬀ metric. Let us ﬁx an arbitrary Borel set
B ⊂ R2 such that 0 < V2(B) < +∞. The typical cell C is deﬁned by means of the
identity [12]:
Eh(C) = 1
V2(B)
E
∑
x∈B∩Φ
h(C(x)− x),
where h : K −→ R runs throughout the space of bounded measurable functions.
Consider now the cell
C(0) = {y ∈ R2; ||y|| ≤ ||y − x||, x ∈ Φ}
obtained when the origin is added to the point process Φ. It is well known [12] that
C(0) and C are equal in law. From now on, we will use C(0) as a realization of the
typical cell C. We will call a point y of Φ a neighbor of the origin if the bisecting line of
the segment [0, y] intersects the boundary of C(0). Let us denote by N0(C) the number
of sides (or equivalently vertices) of the typical cell C. In [3], we provided an integral
formula for the distribution function of N0(C). We extend the method to obtain the joint
distribution of the respective positions of the k lines bounding C(0) conditionally to the
event {N0(C(0)) = k}, k ≥ 3.
Theorem 1 (i) For every k ≥ 3, we have
P{N0(C) = k} = (2pi)
k
k!
∫
dσk(δ1, · · · , δk)∫ k∏
i=1
e−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi)pidpi,(1)
where σk is the (normalized) uniform measure on the simplex
Sk = {(δ1, · · · , δk) ∈ [0, 2pi];
k∑
i=1
δi = 2pi}, (2)
with
B = {(p, q, r, α, β) ∈ (R+)3 × (0, pi)2; p sin(β) + r sin(α) ≥ q sin(α + β)}, (3)
with for every δ ∈ (0, pi), p, q ≥ 0,
H(δ, p, q) =
1
2 sin2(δ)
{
(p2 + q2 − 2pq cos(δ))δ
2
+ pq sin(δ)− p
2
4
sin(2δ)− q
2
4
sin(2δ)
}
,
(4)
and with the conventions p0 = pk, pk+1 = p1, and δ0 = δk;
(ii) conditionally to {N0(C(0)) = k}, let us denote by (P1,Θ1), · · · , (Pk,Θk) the polar
coordinates of the consecutive neighbors of the origin in the trigonometric order.
The joint distribution of the vector
(P1, · · · , Pk,Θ2 −Θ1, · · · ,Θk −Θk−1, 2pi +Θ1 −Θk)
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then has a density with respect to the measure
dνk(p1, · · · , pk, δ1, · · · , δk) = dp1 · · · dpkdσk(δ1, · · · , δk), (5)
and its density ϕk is given by the following equality for every p1, · · · , pk ≥ 0, (δ1, · · · , δk) ∈
Sk,
ϕk(p1, · · · , pk, δ1, · · · , δk) = 1
P{N0(C) = k}
(2pi)k
k!
k∏
i=1
pie
−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi).
A table of numerical values for the distribution function of N0(C) has already been pro-
vided (see [3], table 1).
Let us denote by F(C(0)) the fundamental domain associated to C(0), i.e.
F(C(0)) = ∪x∈C(0)D(x, ||x||),
where D(y, r) is the disk centered at y ∈ R2 and of radius r ≥ 0.
Theorem 1 provides an easy way to obtain the distribution of the area of F(C(0))
conditionally to {N0(C(0)) = k}, k ≥ 3, and explicit integral formulas for the distribution
of the area V2(C) and the perimeter V1(C) of C.
Corollary 1 Conditionally to the event {N0(C) = k}, k ≥ 3,
(i) the area V2(F(C(0))) is Gamma distributed of parameters (k, 1);
(ii) the distribution of V2(C) is given by the following equality for every t ≥ 0:
P{V2(C) ≥ t|N0(C) = k} =
∫
(1Ct · ϕk)(p1, · · · , pk, δ1, · · · , δk)dνk(p1, · · · , pk, δ1, · · · , δk),
where
Ct = {(p1, · · · , pk, δ1, · · · , δk) ∈ (R+)k × (0, pi)k;
1
8
k∑
i=1
1
sin(δi−1) sin(δi)
pi(pi−1 sin(δi) + pi+1 sin(δi−1)− pi sin(δi−1 + δi)) ≥ t};(6)
(iii) the distribution of V1(C) is given by the following equality for every t ≥ 0:
P{V1(C) ≥ t|N0(C) = k} =
∫
(1Et · ϕk)(p1, · · · , pk, δ1, · · · , δk)dνk(p1, · · · , pk, δ1, · · · , δk),
where
Et = {(p1, · · · , pk, δ1, · · · , δk) ∈ (R+)k × (0, pi)k;
1
2
k∑
i=1
1
sin(δi−1) sin(δi)
(pi−1 sin(δi) + pi+1 sin(δi−1)− pi sin(δi−1 + δi)) ≥ t}.
Remark 1 The point (i) was already obtained by Zuyev [18] with a diﬀerent method
based on Russo’s formula. The result can be easily extended to a d-dimensional Poisson-
Voronoi tessellation, d ≥ 3, in the following way: condtionally to the event {number of
hyperfaces of C(0) = k}, k ≥ d+ 1, the Lebesgue measure of the fundamental domain of
C(0) is Gamma distributed of parameters (k, 1).
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1.2 The Crofton cell of a Poisson line process.
Let us now consider Φ′ a Poisson point process in R2 of intensity measure
µ(A) =
∫ +∞
0
∫ 2pi
0
1A(r, u)dθdr, A ∈ B(R2).
Let us consider for all x ∈ R2, H(x) = {y ∈ R2; (y − x) · x = 0}, (x · y being the
usual scalar product). Then the set H = {H(x); x ∈ Φ} is called a Poisson line process
and divides the plane into convex polygons that constitute the so-called two-dimensional
Poissonian tessellation. This tessellation is isotropic, i.e. invariant in law by any isometric
transformation of the Euclidean space.
This random object was used for the ﬁrst time by S. A. Goudsmit [6] and by R. E.
Miles ([9], [10] and [11]). In particular, it provides a model for the ﬁbrous structure of
sheets of paper.
The origin is almost surely included in a unique cell C ′0, called the Crofton cell. As in
Theorem 1, we can get the joint distribution of the number of sides N0(C
′
0) of C
′
0 and the
respective positions of its bounding lines.
Theorem 2 (i) For every k ≥ 3, we have
P{N0(C ′0) = k} =
(2pi)k
k!
∫
dσk(δ1, · · · , δk)∫ k∏
i=1
e
−pi
“
1−cos(δi)
sin(δi)
+
1−cos(δi−1)
sin(δi−1)
”
1B(pi−1, pi, pi+1, δi−1, δi)dpi;(7)
(ii) conditionally to {N0(C ′0) = k}, let us denote by (P ′1,Θ′1), · · · , (P ′k,Θ′k) the polar co-
ordinates of the projections of the origin on the consecutive lines bounding C ′0 in the
trigonometric order.
The joint distribution of the vector
(P ′1, · · · , P ′k,Θ′2 −Θ′1, · · · ,Θ′k −Θ′k−1, 2pi +Θ′1 −Θ′k)
then has a density with respect to the measure νk (defined by (5)) and its density ϕ
′
k is
given by the following equality for every p1, · · · , pk ≥ 0, (δ1, · · · , δk) ∈ Sk,
ϕ′k(p1, · · · , pk, δ1, · · · , δk) =
1
P{N0(C ′0) = k}
(2pi)k
k!
k∏
i=1
e
−pi
“
1−cos(δi)
sin(δi)
+
1−cos(δi−1)
sin(δi−1)
”
1B(pi−1, pi, pi+1, δi−1, δi).
As for the Voronoi case, the point (i) of Theorem 2 provides numerical values estimated
by a Monte-Carlo procedure which are listed in Table 1.
We deduce from Theorem 2 the joint distributions of the couples (N0(C
′
0), V1(C
′
0)) and
(N0(C
′
0), V2(C
′
0)).
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k 3 4 5 6 7 8 9
P{N0(C ′0) = k} 0.0767 0.3013 0.3415 0.1905 0.0682 0.0155 0.0052
Table 1: Numerical values for P{N0(C ′0) = k}.
Corollary 2 Conditionally to the event {N0(C ′0) = k}, k ≥ 3,
(i) the perimeter V1(C
′
0) is Gamma distributed of parameters (k, 1);
(ii) the distribution of V2(C
′
0) is given by the following equality for every t ≥ 0:
P{V2(C ′0) ≥ t|N0(C ′0) = k}
=
∫
(1Ct/4 · ϕ′k)(p1, · · · , pk, δ1, · · · , δk)dνk(p1, · · · , pk, δ1, · · · , δk),
where the set Ct/4 is defined by the equality (6).
Remark 2 The point (i) can be extended to any d-dimensional Poissonian tessellation,
d ≥ 3, in the following way: conditionally to the event {number of hyperfaces of C ′0 = k},
k ≥ d+ 1, the mean width of C ′0 is Gamma distributed of parameters
(
k, Γ(d/2)
pid/2
)
.
1.3 The typical cell of a Poisson line process.
The notion of typical (or empirical) cell C′ for the Poisson tessellation was ﬁrst introduced
by Miles [9], [10] through the convergence of ergodic means and has been recently rein-
terpreted by means of a Palm measure [2]. The typical cell C′ is connected in law to the
Crofton cell by the following equality (see for example [2]):
Eh(C′) = 1
E(1/V2(C
′
0))
E
(
h(C ′0)
V2(C
′
0)
)
, (8)
for all measurable and bounded function h : K −→ R which is invariant by translation.
Besides, it is well known [15] that
E{V2(C′)} =
[
E
(
1
V2(C
′
0)
)]−1
=
1
pi
. (9)
Since Corollary 2 provides the joint distribution of the couple (N0(C
′
0), V2(C
′
0)), we can
deduce from the equality (8) the law of the number of sides N0(C′) and also generalize all
the results obtained for the Crofton cell.
Theorem 3 (i) For every k ≥ 3, we have
P{N0(C′) = k} = (2pi)
k
pi · k!
∫
dσk(δ1, · · · , δk)
∫ ∏k
i=1 e
−pi
“
1−cos(δi)
sin(δi)
+
1−cos(δi−1)
sin(δi−1)
”
Wk(p1, · · · , pk, δ1, · · · , δk)
1B(pi−1, pi, pi+1, δi−1, δi)dp1 · · · dpk,(10)
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where
Wk(p1, · · · , pk, δ1, · · · , δk)
=
1
2
k∑
i=1
1
sin(δi−1) sin(δi)
pi(pi−1 sin(δi) + pi+1 sin(δi−1)− pi sin(δi−1 + δi));
(ii) Let
(Q1, · · · , Qk,Σ1, · · · ,Σk) ∈ (R+)k × Sk
be a random vector which has a density ψk with respect to the measure νk (given by (5))
satisfying the following equality for every p1, · · · , pk ≥ 0, (δ1, · · · , δk) ∈ Sk,
ψk(p1, · · · , pk, δ1, · · · , δk) = ak · ϕ
′
k(p1, · · · , pk, δ1, · · · , δk)
Wk(p1, · · · , pk, δ1, · · · , δk) .
where ak = (P{N0(C ′0) = k}/(piP{N0(C′) = k})).
Let us consider a random angle Θ independent of the preceding vector and uniformly
distributed on the circle. We denote by X1, X2, · · · , Xk the points of the plane of respective
polar coordinates (Q1,Θ), (Q2,Θ + Σ1), · · · , (Qk,Θ + Σ1 + · · ·+ Σk−1). The typical cell
C′ then is equal in law to the convex polygon bounded by the lines H(X1), · · · , H(Xk).
Numerical values for the distribution function of N0(C′) using the point (i) and a Monte-
Carlo method are listed in Table 2. Let us remark that Miles [9] obtained that P{N0(C′) =
3} = 2− pi2
6
and Tanner [16] get the exact value for P{N0(C′) = 4}.
As for the Crofton cell, we deduce from the preceding theorem a corollary about the
joint distributions of the number of sides and the perimeter V1(C′) (resp. the area V2(C′))
of the typical cell.
Corollary 3 Conditionally to the event {N0(C′) = k}, k ≥ 3,
(i) the perimeter V1(C′) is Gamma distributed of parameters (k − 2, 1);
(ii) the distribution of V2(C′) is given by the following equality for every k ≥ 3, t ≥ 0:
P{V2(C′) ≥ t|N0(C′) = k} =
∫
(1Ct/4·ψk)(p1, · · · , pk, δ1, · · · , δk)dνk(p1, · · · , pk, δ1, · · · , δk),
where the set Ct/4 is defined by the equality (6).
Remark 3 The point (i) was already obtained by R. E. Miles [9]. It can be extended to
any d-dimensional Poissonian tessellation in the following way: conditionally to the event
{number of hyperfaces of C′ = k}, k ≥ d+1, the mean width of C′ is Gamma distributed
of parameters
(
k − d, Γ(d/2)
pid/2
)
.
In the paper, we ﬁrst prove the resuls relative to the Poisson-Voronoi tessellation and
secondly the analogous facts for the Crofton cell of a Poisson line process. Let us remark
that Theorem 3 and Corollary 3 are direct consequences of Theorem 2 and Corollary 2
combined with (8) and (9).
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k 3 4 5 6 7 8 9
P{N0(C′) = k} 0.3554 0.3815 0.1873 0.0596 0.0129 0.0023 0.0004
Table 2: Numerical values for P{N0(C′) = k}.
2 Proofs of Theorem 1 and Corollary 1.
We use the same technique as in [3] based on Slivnyak’s formula (see e.g. [12]).
For every x ∈ R2, let us denote by L(x) (respectively D(x)) the bisecting line of the
segment [0, x] (respectively the half-plane containing 0 delimited by L(x)).
We then deﬁne for all k ≥ 3, and x1, · · · , xk ∈ R2, the domain
D(x1, · · · , xk) = ∩ki=1D(xk).
Besides, we consider the set of (R2)k
Ak = {(x1, · · · , xk) ∈ (R2)k;D(x1, · · · , xk) is a convex polygon with k sides}, (11)
and for every (x1, · · · , xk) ∈ Ak, the Lebesgue measure of the fundamental domain of
D(x1, · · · , xk), i.e.
V (x1, · · · , xk) = V2[F(D(x1, · · · , xk))] = V2
[∪x∈D(x1.,··· ,xk)D(x, ||x||)] .
Let N0 be the set of all neighbors of the origin.
Proposition 1 For every k ≥ 3 and every bounded and measurable function h : Rk −→ R
invariant by permutation, we have
E
{
1{N0(C(0))=k}h(N0)
}
=
1
k!
∫
h(x1, · · · , xk) exp{−V (x1, · · · , xk)}
1Ak(x1, · · · , xk)dx1 · · ·dxk. (12)
Proof. Let us decompose Ω over all possibilities for the set N0.
E
{
1{N0(C(0))=k}h(N0)
}
= E


∑
{x1,··· ,xk}⊂Φ
h(x1, · · · , xk)1Ak(x1, · · · , xk)1{D(x1,··· ,xk)=C(0)}


= E


∑
{x1,··· ,xk}⊂Φ
h(x1, · · · , xk)1Ak(x1, · · · , xk)1{L(y)∩D(x1,··· ,xk)=∅ ∀y∈Φ\{x1,··· ,xk}}

 .
Using Slivnyak’s formula [12], we obtain
E
{
1{N0(C(0))=k}h(N0)
}
=
1
k!
∫
h(x1, · · · , xk)1Ak(x1, · · · , xk)E
(
1{L(y)∩D(x1,··· ,xk)=∅ ∀y∈Φ}
)
dx1 · · · dxk
=
1
k!
∫
h(x1, · · · , xk)1Ak(x1, · · · , xk)
P{L(y) ∩ D(x1, · · · , xk) = ∅ ∀y ∈ Φ}dx1 · · · dxk. (13)
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We can easily verify that for any z ∈ R2,
L(z) ∩ D(x1, · · · , xk) 6= ∅ ⇐⇒ z ∈ ∪x∈D(x1··· ,xk)D(x, ||x||),
From this remark and the Poissonian property of Φ, we get
P{L(y) ∩ D(x1, · · · , xk) = ∅ ∀y ∈ Φ} = P{Φ ∩
[∪x∈D(x1,··· ,xk)D(x, ||x||)] = ∅}
= e−V (x1,··· ,xk). (14)
Inserting the equality (14) in (13), we deduce Proposition 1.
2
We already expressed the set Ak analytically and calculated the area V (x1, · · · , xk) in
function of the polar coordinates of x1, · · · , xk (see [3], lemmas 1 and 2). Let us denote
by
(p1, θ1), · · · , (pk, θk) ∈ R+ × [0, 2pi),
the respective polar coordinates of x1, · · · , xk ∈ R2. Supposing that θ1, · · · , θk are in
growing order, we deﬁne δi = θi+1 − θi, 1 ≤ i ≤ (k − 1), and δk = 2pi + θ1 − θk. We then
have the two following results:
1Ak(x1, · · · , xk) =
k∏
i=1
1B(pi−1, pi, pi+1, δi−1, δi), (15)
where the set B is deﬁned by (3), and for every (x1, · · · , xk) ∈ Ak,
V (x1, · · · , xk) =
k∑
i=1
1
2 sin2(δi)
{
(p2i + p
2
i+1 − 2pipi+1 cos(δi))
δi
2
+ pipi+1 sin(δi)
−p
2
i
4
sin(2δi)− p
2
i+1
4
sin(2δi)
}
. (16)
Proof of Theorem 1. Using polar coordinates in the integral of the equality (12), we
obtain for every k ≥ 3,
E{1{N0(C)=k}h(N0)}
=
1
k!
∫
e−V (p1uθ1 ,··· ,pkuθk )(h · 1Ak)(p1uθ1, · · · , pkuθk)
k∏
i=1
1{pi≥0}1{0≤θi≤2pi}pidpidθi
=
∫
e−V (p1uθ1 ,··· ,pkuθk )(h · 1Ak)(p1uθ1, · · · , pkuθk)
1{0≤θ1≤···≤θk≤2pi}
k∏
i=1
1{pi≥0}pidpidθi, (17)
where uθ, 0 ≤ θ ≤ 2pi, denotes the unit vector in the plane of rectangular coordinates
(cos θ, sin θ). Let us suppose that h is invariant under rotation, i.e. for all θ ∈ [0, 2pi],
h(p1uθ+θ1, · · · , pkuθ+θk) = h(p1uθ1, · · · , pkuθk).
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Inserting then the results (15) and (16) in (17), we deduce that
E{1{N0(C)=k}h(N0)}
=
∫ [∫
h(p1u0, p2uδ1 , · · · , pkuδ1+···+δk−1)
k∏
i=1
e−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi)pidpi
]
1{δ1+···+δk−1≤2pi}δkdδ1 · · · dδk−1
=
(2pi)k
k!
∫
dσk(δ1, · · · , δk)
∫
h(p1u0, p2uδ1 , · · · , pkuδ1+···+δk−1)
k∏
i=1
e−H(δi,pi,pi+1)1B(pi−1, pi, pi+1, δi−1, δi)pidpi, (18)
where the function H is deﬁned by the equality (4).
This last equality provides us the point (ii) of Theorem 1 and replacing h by 1, we
obtain the point (i).
2
Proof of Corollary 1. Let us ﬁrst notice that for every (x1, · · · , xk) ∈ Ak,
V2(D(x1, · · · , xk)) = 1
8
k∑
i=1
1
sin(δi−1) sin(δi)
pi(pi−1 sin(δi)+pi+1 sin(δi−1)−pi sin(δi−1+δi)),
(19)
and
V1(D(x1, · · · , xk))
=
1
2
k∑
i=1
1
sin(δi−1) sin(δi)
(pi−1 sin(δi) + pi+1 sin(δi−1)− pi sin(δi−1 + δi)) (20)
=
1
2
k∑
i=1
pi
(
1− cos(δi)
sin(δi)
+
1− cos(δi−1)
sin(δi−1)
)
. (21)
The point (ii) (resp. (iii)) then is easily obtained by applying the equality (18) to
h(x1, · · · , xk) = 1{V2(D(x1,··· ,xk))≥t}
(resp. h(x1, · · · , xk) = 1{V1(D(x1,··· ,xk))≥t}). As for point (i), let us apply the equality (12)
to
h(x1, · · · , xk) = e−λV (x1,··· ,xk), λ ≥ 0.
Let us notice that if N0 = {x1, · · · , xk}, we have V (x1, · · · , xk) = V2(F(C(0))).
Consequently, we obtain
E
{
1{N0(C(0))=k}e
−λV2(F(C(0)))
}
=
1
k!
∫
e−(λ+1)V (x1,··· ,xk)1Ak(x1, · · · , xk)dx1 · · ·dxk.
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We take the change of variables x′i =
√
λ+ 1xi, 1 ≤ i ≤ k, to deduce that
E
{
1{N0(C(0))=k}e
−λV2(F(C(0)))
}
=
1
(λ+ 1)k
· 1
k!
∫
e−V (x1,··· ,xk)1Ak(x1, · · · , xk)dx1 · · ·dxk
= P{N0(C(0) = k} 1
(λ+ 1)k
.
So conditionally to the event {N0(C(0)) = k}, the Laplace transform of the distribution
of V2(F(C(0))) is exactly (λ+ 1)−k, λ ≥ 0, i.e. V2(F(C(0))) is Gamma distributed with
parameters (k, 1).
2
3 Proofs of Theorem 2 and Corollary 2.
For all x ∈ R2, let us deﬁne D′(x) as the half-plane containing the origin delimited by the
line H(x). We then denote for every x1, · · · , xk ∈ R2,
D′(x1, · · · , xk) = D′(x1) ∩ · · · ∩ D′(xk) = D(2x1, · · · , 2xk).
Let N ′0 be the (random) set of all points x ∈ Φ′ such that H(x) intersects the boundary
of the Crofton cell C ′0.
Proposition 2 For every k ≥ 3 and every bounded and measurable function h : Rk −→ R
invariant by permutation, we have
E
{
1{N0(C′0)=k}h(N ′0)
}
=
1
k!
∫
(h · 1Ak)(x1, · · · , xk) exp{−V1(D′(x1, · · · , xk))}dx1 · · · dxk.
(22)
Proof. As for Proposition 1, we apply Slivnyak’s formula to obtain
E
{
1{N0(C′0)=k}h(N ′0)
}
=
1
k!
∫
h(x1, · · · , xk)1Ak(x1, · · · , xk)
P{H(y) ∩ D′(x1, · · · , xk) = ∅ ∀y ∈ Φ′}dx1 · · · dxk. (23)
We can easily verify (see e.g. [5]) that
P{H(y) ∩ D′(x1, · · · , xk) = ∅ ∀y ∈ Φ′} = P{D′(x1, · · · , xk) ⊂ C ′0}
= exp{−V1(D′(x1, · · · , xk))}. (24)
Inserting the equality (24) in (23), we deduce Proposition 2.
2
Proofs of Theorem 2 and Corollary 2. Let us recall that
V1(D′(x1, · · · , xk)) =
k∑
i=1
pi
(
1− cos(δi)
sin(δi)
+
1− cos(δi−1)
sin(δi−1)
)
, (25)
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and
V2(D′(x1, · · · , xk)) = 1
2
k∑
i=1
1
sin(δi−1) sin(δi)
pi(pi−1 sin(δi)+pi+1 sin(δi−1)−pi sin(δi−1+δi)).
(26)
It then suﬃces to insert in (22) the results (15) and (25) to obtain the two points of
Theorem 2.
The proof of Corollary 2 is also analogous to the Voronoi case. In particular, point (i)
is deduced from a calculation of the Laplace transform of the distribution of the perimeter
of C ′0 conditioned by the event {N0(C ′0) = k}, k ≥ 3:
E
{
1{N0(C′0)=k}e
−λV1(C′0)
}
= P{N0(C ′0) = k} ·
1
(λ+ 1)k
, λ ≥ 0.
2
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The distributions of the smallest disks containing the
Poisson-Voronoi typical cell and the Crofton cell in the
plane. ∗
Pierre Calka†
Abstract
Denote by Rm (respectively RM ) the radius of the largest (respectively smallest)
disk centered at a typical particle of the two-dimensional Poisson-Voronoi tessella-
tion and included within (respectively containing) the polygonal cell associated with
that particle. In this article, we obtain the joint distribution of Rm and RM . This
result is derived from the covering properties of the circle due to Stevens, Siegel
and Holst. The same method works for studying the Crofton cell associated to the
Poisson line process in the plane. The computation of the conditional probabilities
P{RM ≥ r+ s|Rm = r} reveals the circular property of the Poisson-Voronoi typical
cells (as well as the Crofton cells) having a “large” in-disk.
Introduction and presentation of results.
Consider Φ = {xn;n ≥ 1} a homogeneous Poisson point process in R2, with the 2-
dimensional Lebesgue measure V2 for intensity measure. The set of cells
C(x) = {y ∈ Rd; ||y − x|| ≤ ||y − x′||, x′ ∈ Φ}, x ∈ Φ,
(which are almost surely bounded polygons) is the well-known Poisson-Voronoi tessella-
tion of R2. Introduced by Meijering [12] and Gilbert [4] as a model of crystal aggregates,
it provides now models for many natural phenomena such as thermal conductivity [11],
telecommunications [1], astrophysics [26] and ecology [20]. An extensive list of the areas
in which the tessellation has been used can be found in Stoyan et al. [25] and Okabe et
al. [18].
In order to describe the statistical properties of the tessellation, the notion of typical
cell C in the Palm sense is commonly used [16]. Consider the space K of convex compact
sets of R2 endowed with the usual Hausdorff metric. Let us fix an arbitrary Borel set
∗American Mathematical Society 1991 subject classifications.Primary 60D05; secondary 60G55.
.Key words and phrases. Coverage of the circle, Crofton cell, Palm distribution, Poisson line process,
Poisson-Voronoi tessellation, stochastic geometry, typical cell.
†Postal address : Universite´ Claude Bernard Lyon 1, LaPCS, Baˆt. B, Domaine de Gerland, 50, avenue
Tony-Garnier F-69366 Lyon Cedex 07, France. E-mail : Pierre.Calka@univ-lyon1.fr
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B ⊂ R2 such that 0 < V2(B) < +∞. The typical cell C is defined by means of the
identity [16]:
Eh(C) = 1
V2(B)
E
∑
x∈B∩Φ
h(C(x)− x),
where h : K −→ R runs throughout the space of bounded measurable functions.
Consider now the cell
C(0) = {y ∈ R2; ||y|| ≤ ||y − x||, x ∈ Φ}
obtained when the origin is added to the point process Φ. It is well known [16] that C(0)
and C are equal in law. From now on, we will use C(0) as a realization of the typical cell
C.
The explicit distributions of the main geometrical characteristics of the typical cell
are mainly unknown. For example, we do not have any precise idea of the asymptotic
behaviour of the distribution function of the area of C and the best estimation up to now
was obtained by Gilbert [4] in 1961 (see also [18]):
e−4t ≤ P{V2(C) ≥ t} ≤ t− 1
et−1 − 1 , t > 0. (1)
Nevertheless, the law of the radius Rm of the largest ball centered at the origin and
contained in C(0) can be obtained easily. Indeed:
P{Rm ≥ r} = P{D(r) ⊂ C(0)}
= P{Φ ∩D(2r) = ∅} = e−4pir2 , r > 0,
where D(r), r > 0, denotes the closed disk centered at the origin of radius r.
It is more difficult to determine the law of the radius RM of the smallest disk centered
at the origin containing C(0). This problem was investigated by Foss and Zuyev [3] in
the framework of a mathematical modelization of a telecommunications network. They
obtained the following upper bound:
P{RM ≥ r} ≤ 7e−µr2 , r > 0, (2)
where µ = 2(sin(pi/14) cos(5pi/14) + pi/7) ≈ 1.09.
In this work, we obtain the exact distribution of RM .
Theorem 1 The law of RM is given by the following equality
P{RM ≥ r} = e−4pir2
(
1−
∑
k≥1
(−4pir2)k
k!
ξk
)
, r > 0, (3)
with
ξk =
∫ [ k∏
i=1
F (ui)
]
e4pir
2
Pk
i=1
R ui
0 F (t)dtdσk(u), k ≥ 1,
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and
F (t) =
{
sin2(pit) if 0 ≤ t ≤ 1/2
1 if t ≥ 1/2, (4)
where σk denotes the (normalized) area measure of the simplex
{u = (u1, · · · , uk) ∈ [0, 1]k;
k∑
i=1
ui = 1}.
The proof of Theorem 1 relies on the observation that P{RM ≥ r} can be expressed
in terms of probabilities of coverage of a circle by random independent and identically
distributed arcs. More precisely, for any probability measure ν on [0, 1], let us denote by
P (ν, n) the probability of the coverage of a circle of circumference one by n open random
arcs Ai, 1 ≤ i ≤ n such that:
(i) the lengths 0 ≤ Li ≤ 1, 1 ≤ i ≤ n, of the arcs are independent and identically
distributed random variables of law ν;
(ii) The centers Ci, 1 ≤ i ≤ n, of these arcs are independent and uniformly distributed
(on the unit circle) random variables;
(iii) The sequences {Li; i ≥ 1} and {Ci; i ≥ 1} are independent.
We show that
Theorem 2 For all r ≥ 0,
P{RM ≥ r} =
∑
n≥0
e−4pir
2 (4pir2)n
n!
(1− P (ν0, n)), (5)
where ν0(dt) = pi sin(2pit)1[0,1/2](t)dt.
The probabilities P (ν, n) (see formula (18)) were explicitely calculated by Siegel and Holst
[23]. By inserting their expressions in (5), we obtain Theorem 1.
Using Matlab, we obtain precise estimates for P (ν0, n), n ≥ 0 that we insert in (5). It
provides us numerical values for the distribution function of RM that are listed in Table
1.
Besides, we deduce from Theorem 2 theoretical lower and upper bounds for P{RM ≥
r} that improve significantly the latest result (2) due to Foss and Zuyev:
Theorem 3 For all r > 0, we have
2pir2e−pir
2
(
1 +
1
2pir2
e−pir
2
)
≤ P{RM ≥ r}
≤ 2pir2e−pir2
(
2− 2pir2e−pir2 + pi
2r4
3
e−2pir
2
+
1
2pir2
e−3pir
2
)
.
In particular, for r ≥ α ≈ 0.337,
2pir2e−pir
2 ≤ P{RM ≥ r} ≤ 4pir2e−pir2 . (6)
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r 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
P{RM ≥ r} 1 0.999 0.995 0.983 0.946 0.874 0.758 0.604 0.441
r 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
P{RM ≥ r} 0.292 0.177 0.098 0.050 0.023 0.010 0.004 0.001 0
Table 1: Numerical values for P{RM ≥ r}.
These estimations, particularly essential when r is large, are difficult to obtain. In order
to do it, we use a conjecture of Siegel [22] which we deduce from a non-trivial result proved
by Huffer and Shepp [9].
Let us notice that Theorem 3 provides an upper bound for the distribution function
of the area of C which is better than Gilbert’s one (1) for 0 < t ≤ t∗ ≈ 1.043 and worse
for t ≥ t∗.
By the same method we obtain the conditional distributions
P{RM ≥ t|Rm = r}, r ≥ 0, t > 0
as well as the corresponding asymptotic estimations.
Theorem 4 For all r, s > 0,
P{RM ≥ r + s|Rm = r} = e−4pi(s2+2rs)ar,s
+e−4pi(s
2+2rs)
(
1 +
∑
k≥1
(−1)k (4pi(s
2 + 2rs))k
k!
ξk(r, s)
)
,(7)
where, for all k ≥ 1,
ξk(r, s) =
∫
1{u1≥lr,s}
[
k+1∏
i=2
Fr,s(ui)
]
e4pi(s
2+2rs)
Pk+1
i=1
R ui
0 Fr,s(t)dtdσk+1(u)
−
∫ [ k∏
i=1
Fr,s(ui)
]
e4pi(s
2+2rs)
Pk
i=1
R ui
0 Fr,s(t)dt
[
k∑
i=1
(ui − lr,s)+
]
dσk(u),
with
lr,s = arccos(r/(r + s))/pi, (8)
Fr,s(t) = νr,s([0, t]) =
{
(r+s)2
2rs+s2
sin2(pit) if 0 ≤ t ≤ lr,s
1 if t ≥ lr,s, (9)
and
ar,s =
∫ 1
0
t dνr,s(t)
=
1
2
√
2pi
√
r
s
(1 +
s
2r
)−1/2 +
1
pi
arccos(1− s
s+ r
)(1 +
s
2r
)−1(− r
4s
+
1
2
+
s
4r
).(10)
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Theorem 5 For all 0 < c < 8/(3
√
2) and all fixed −1 < α < 1/3,
P{RM ≥ r + 1
rα
|Rm = r} = O(e−cr
1
2 (1−3α)), when r → +∞. (11)
The asymptotic result (11) follows from (7) and an inequality proved by Shepp (see [21]).
It means that the boundary of the cells such that the in-disk (centered at the nucleus
associated to the cell) has a “large radius” r, is included in the annulus A(r, r + 1/rα)
(with probability close to one). We observe, expressed in a different form, the circular
property of the large cells of the two-dimensional Poisson-Voronoi tessellation that we
already noticed in [7].
Besides, we can adapt the procedure to study the radius R′M of the smallest disk
centered at the origin containing the Crofton cell of the Poisson line process in the plane,
of intensity measure
µ(A) =
∫ +∞
0
∫ 2pi
0
1A(ρ, θ)dθdρ, A ∈ B(R2).
Theorem 6 The law of R′M is given by the equality
P{R′M ≥ r} = e−2pir
(
1−
∑
k≥1
(−2pir)k
k!
ζk
)
, r > 0, (12)
where for any k ≥ 1,
ζk =
∫ [ k∏
i=1
G(ui)
]
e4pir
2
Pk
i=1
R ui
0 G(t)dtdσk(u),
and
G(t) =
{
1− cos(pit) if 0 ≤ t ≤ 1/2
1 if t ≥ 1/2. (13)
Theorem 7 We have
P{R′M ≥ r} =
∑
n≥0
e−2pir
(2pir)n
n!
(1− P (ν ′0, n)),
where ν ′0(dt) = pi sin(pit)1[0,1/2](t)dt.
Theorem 8 We have
2pire−2r
(
cos 1 +
e−2(pi cos 1−1)r
2pir
)
≤ P{R′M ≥ r}
≤ 2pire−2r
(
1− (pi − 2)re−2r + 2
3
(pi − 3)2r2e−4r + e
−2(pi−1)r
2pir
)
.
Denoting by R′m the radius of the largest disk centered at the origin and contained in the
cell, we have:
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Theorem 9 For all r, s > 0,
P{R′M ≥ r + s|R′m = r} = e−2pisbr,s + e−2pis
(
1 +
∑
k≥1
(−1)k (2pis)
k
k!
ζk(r, s)
)
,
where for any k ≥ 1,
ζk(r, s) =
∫
1{u1≥lr,s}
[
k+1∏
i=2
Gr,s(ui)
]
e2pis
Pk+1
i=1
R ui
0 Gr,s(t)dtdσk+1(u)
−
∫ [ k∏
i=1
Gr,s(ui)
]
e2pis
Pk
i=1
R ui
0 Gr,s(t)dt
[
k∑
i=1
(ui − lr,s)+
]
dσk(u),
with
Gr,s(t) = ν
′
r,s([0, t]) =
{
r+s
s
(1− cos(pit)) if 0 ≤ t ≤ lr,s
1 if t ≥ lr,s, (14)
and
br,s =
∫ 1
0
t dν′r,s(t)
=
√
2
pi
√
r
s
(1 +
s
2r
)1/2 − r
pis
arccos(1− s
s+ r
). (15)
Theorem 10 For all 0 < c < 8/(3
√
2) and all fixed 1/3 < α < 1,
P{R′M ≥ r + rα|R′m = r} = O(e−cr
1
2 (3α−1)) when r → +∞.
This paper is structured as follows. We prove first Theorem 2 which connects the distri-
bution of RM to the coverage probabilities. From this we deduce Theorem 1. Then we
prove the conjecture of Siegel that the probability of coverage of the circle is an increasing
function of the concentration (about the mean) of the distribution of the arc lengths. This
result (which seems to be unknown) is derived quite easily from a comparison lemma of
Huffer and Shepp. It provides us Theorem 3. Then we apply the same method to deter-
mine the conditional distributions P{RM ≥ r + s|Rm = r}, r, s > 0 (Theorems 4 and 5).
Finally we conclude this article by using the same arguments in order to obtain similar
results in the case of the Crofton cell of the Poisson line process in the plane (Theorems
6 to 10).
1 Proofs of Theorems 1 and 2.
The probability of coverage of the circle by arcs of constant length equal to 0 ≤ a ≤ 1
(corresponding to the choice ν = δa) was obtained by Stevens [23]. A proof of the following
theorem can be found in [24].
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Theorem 11 (Stevens, 1939) For all n ≥ 1, we have
P (δa, n) =
n∑
k=0
(−1)k
(
n
k
)
(1− ka)n−1+ . (16)
In particular, we deduce easily from Theorem 11 the following corollary.
Corollary 1 For all p ∈ [0, 1] and all n ≥ 1, we have
P ((1−p)δ0+pδa, n) = 1−(1−p)n+
n∑
k=1
(−1)k
(
n
k
)
pk(1−ka)k−1+ [1−p+p(1−ka)+]n−k. (17)
The formula (16) was extended to the general case by Siegel and Holst [23] under the
form:
Theorem 12 (Siegel, Holst, 1982) For any probability measure ν on [0, 1] with Fν for
distribution function, we have
P (ν, n) =
n∑
k=0
(−1)k
(
n
k
)∫ [ k∏
i=1
Fν(ui)
][
k∑
i=1
∫ ui
0
Fν(t)dt
]n−k
dσk(u), n ∈ N∗, (18)
where σk, k ≥ 1, is the (normalized) uniform measure of the simplex
{u = (u1, · · · , uk);
k∑
i=1
ui = 1}
.
The formula (3) giving the law of RM is derived directly from (5) and (18). It remains to
prove Theorem 2.
Let us fix r > 0 and notice first that the convexity of C(0) implies that
RM ≥ r ⇐⇒ there exists x ∈ C(0) such that ||x|| = r.
From the definition of the cell C(0), we deduce the identity:
{RM ≥ r} = {∃x ∈ C(0); ||x|| = r}
= {∃x; ||x|| = r and ||x− y|| ≥ r ∀y ∈ Φ}
= {∃x; ||x|| = r and ||x− y|| ≥ r ∀y ∈ Φ ∩D(2r)}, (19)
Let us define for all x ∈ D(2r),
A(x) = {y; ||y|| = r and ||y − x|| < r}.
The sets A(x), x ∈ D(2r), are open arcs of the circle of radius r > 0 (see Figure 2).
From (19) we get:
{RM ≥ r} = {∃x; ||x|| = r and x 6∈ ∪y∈Φ∩D(2r)A(y)}. (20)
Besides, let us recall that
Φ ∩D(2r) = {Xn; 1 ≤ n ≤ N},
where:
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0X1
A(X1)
A(X3)
X2
X3
A(X2)
Figure 1: Covering the circle with the arcs A(Xi), 1 ≤ i ≤ n .
(i’) {Xn;n ≥ 1} is a sequence of independent and identically distributed random vari-
ables, taking values in D(2r), of law:
X1(P) =
1
4pir2
1D(2r)(x)dx;
(ii’) N is a Poisson variable of mean EN = 4pir2 and independent of the sequence
{Xn;n ≥ 1}.
Let us note
Ai = 1
2pir
A(Xi), i ≥ 1.
Then by an elementary geometrical argument, we deduce from (i’) that for all n ≥ 1, the
sequence {Ai; 1 ≤ i ≤ n}, satisfies the conditions (i)-(iii) with
Li =
1
pi
arccos
( ||Xi||
2r
)
, i ≥ 1,
which corresponds to the fact that the law ν0 of the arc lengths is
ν0(dt) = pi sin(2pit)1[0, 1
2
](t)dt.
Finally applying the property (ii’) we obtain with (20):
P{RM ≥ r} = P{N = 0}+
∑
n≥1
P{N = n} ×P{∃x; ||x|| = r and x 6∈ ∪1≤i≤nA(Xi)}
= e−4pir
2
(
1 +
∑
n≥1
(4pir2)n
n!
(1− P (ν0, n))
)
.
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This is the required result.
2
2 A result of comparison for probabilities of cover-
age.
A. F. Siegel introduced [22] the following notion of comparison of probability distributions.
Definition 1 (Siegel, 1978) Consider ν1 and ν2 two probability distributions on [0, 1]
with common expectation ∫ 1
0
t dν1(t) =
∫ 1
0
t dν2(t) = e ∈ [0, 1]. (21)
ν1 is said to be more concentrated (about the mean) than ν2 if{
ν1([0, t]) ≤ ν2([0, t]) for t < e
ν1([0, t]) ≥ ν2([0, t]) for t ≥ e
In particular, if ν1 is more concentrated (about the mean) than ν2, then ν1 is less dangerous
than ν2, which is written in modern notation as ν1 ≤D ν2 (see [17], p. 23).
Using simulation observations, A. F. Siegel conjectured [22] that
Theorem 13 If ν1 is more concentrated than ν2, then we have
P (ν1, n) ≤ P (ν2, n) ∀n ≥ 1. (22)
We are going to prove Siegel’s conjecture. Let us remark first that
P (ν1, n) =
∫
P (l1, · · · , ln)dν1(l1) · · · dν1(ln), (23)
where P (l1, · · · , ln), l1, · · · , ln ∈ [0, 1], denotes the probability that the circle of circumfer-
ence one is covered by n arcs of lengths respectively equal to l1, · · · , ln, where the centers
of the arcs are independent and uniformly distributed (on the circle) random variables.
Moreover, Huffer and Shepp [9] proved the following non-trivial result.
Theorem 14 (Huffer, Shepp, 1987) The function
(l1, · · · , ln) 7−→ P (l1, · · · , ln)
is convex in each argument when the others are held fixed.
Besides, it is well known (see [17], pages 16-17, 23) that the comparison ν1 ≤D ν2 associ-
ated to (21) implies ν1 ≤cx ν2, i.e. comparison in the convex order of distributions, which
by definition ensures that for any convex function f on [0, 1], we have∫
f(t)dν1(t) ≤
∫
f(t)dν2(t). (24)
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Then applying Theorem 14 and (24), we obtain by successive iterations∫ [∫
P (l1, l2, · · · , ln)dν1(l2) · · · dν1(ln)
]
dν1(l1)
≤
∫ [∫
P (l1, l2, · · · , ln)dν1(l2) · · ·dν1(ln)
]
dν2(l1)
=
∫ [∫
P (l1, l2, · · · , ln)dν2(l1)dν1(l3) · · ·dν1(ln)
]
dν1(l2)
≤
∫ [∫
P (l1, l2, · · · , ln)dν2(l1)dν1(l3) · · · dν1(ln)
]
dν2(l2)
...
≤
∫
P (l1, l2, · · · , ln)dν2(l1) · · ·dν2(ln).
Consequently, using (23), we get
P (ν1, n) ≤ P (ν2, n), n ≥ 1.
2
3 Proof of Theorem 3.
The upper and lower bounds on the distribution function of RM given by Theorem 3 may
be obtained easily from the preceding comparison result. Actually, we have clearly∫
t dν0(t) = pi
∫ 1/2
0
t sin(2pit)dt =
1
4
,
and besides ν0([0, 1/4]) = 1/2. So
Lemma 1 (i) The measure δ1/4 is more concentrated than ν0;
(ii) The measure ν0 is more concentrated than
1
2
(δ0 + δ1/2).
Moreover, Stevens’s formula (Theorem 11) and Corollary 1 provide the following expres-
sions.
Lemma 2 We have for all n ≥ 1,
1− P (δ1/4, n) = n
(
3
4
)n−1
−
(
n
2
)(
1
2
)n−1
+
(
n
3
)(
1
4
)n−1
(25)
1− P (1/2(δ0 + δ1/2), n) = 2−n + n
2
(
3
4
)n−1
. (26)
Consequently, it suffices to apply Theorems 2 and 13 as well as Lemmas 1 and 2.
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4 Proofs of Theorems 4 and 5.
Proof of Theorem 4. Notice first the following identity
{Φ|Rm = r} law= Φr ∪ {X0},
where
(i) Φr is a Poisson planar point process of intensity measure 1D(2r)cdx
(ii) X0 is a random variable uniformly distributed on the circle centered at the origin
of radius 2r, and independent of Φr.
So we can apply word for word the arguments described in the proof of Theorem 1 by
replacing Φ by the point process Φr ∪ {X0}. We obtain
P{RM ≥ r + s|Rm = r}
= P{∃x; ||x|| = r + s and x 6∈ ∪y∈Φr∪{X0}A(y)}
=
∑
n≥0
P{N = n} ×P{∃x; ||x|| = r + s and x 6∈ ∪0≤i≤nA(Xi)}, (27)
where
(i) {Xn, n ≥ 1} is a sequence of random variables independent and identically dis-
tributed of law
X1(P) =
1
4pi(s2 + 2rs)
1D(2(r+s))\D(2r)(x)dx,
(ii) N is a Poisson variable of mean EN = 4pi(s2+2rs) and independent of the sequence
{Xn;n ≥ 1}.
The arcs
Ai = 1
2pi(r + s)
A(Xi), i ≥ 0,
are independent. The arc A0 is of constant length equal to
L0 = lr,s = arccos(r/(r + s))/pi.
The arcs Ai, i ≥ 1, are of length Li, i ≥ 1, having the distribution
νr,s(dt) =
pi(r + s)2
2rs+ s2
sin(2pit)1[0,lr,s](t)dt.
The corresponding probability of coverage is not contained in the framework of Siegel
and Holst’s formula. Nevertheless by adapting the proof of [23] to the case where one of
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the arcs has a constant length and the others have i.i.d. lengths, it is not too difficult to
obtain the formula
P {∃x; ||x|| = 1 and x 6∈ ∪0≤i≤nAi}
= (1− ar,s)n +
n∑
k=1
(−1)k (nk)


∫
1{u1≥lr,s}
[
k+1∏
i=2
Fr,s(ui)
][
k+1∑
i=1
∫ ui
0
Fr,s(t)dt
]n−k
dσk+1(u)
−
∫ [ k∏
i=1
Fr,s(ui)
][
k∑
i=1
∫ ui
0
Fr,s(t)dt
]n−k [ k∑
i=1
(ui − lr,s)+
]
dσk(u)

 ,(28)
where
ar,s = EL1 =
∫
tdνr,s(t).
This last equality associated to (27) provides us (7).
2
Proof of Theorem 5. Fix r, s > 0. Remark that
Li ≤ lr,s, a.s. i ≥ 1.
Consequently, we obtain with Theorem 13 that
P{∃x; ||x|| = 1 and x 6∈ ∪ni=0Ai} ≤ P{∃x; ||x|| = 1 and x 6∈ ∪n+1i=1Ai}
= 1− P (νr,s, n+ 1)
≤ 1− P (δar,s, n+ 1), n ≥ 0, (29)
where ar,s =
∫
tdνr,s(t) denotes the expectation of νr,s given by the formula (10).
Besides, Shepp [21] proved by using a stopping-time argument that
Lemma 3 (Shepp, 1972) If 0 ≤ a ≤ 1/4, then we have
1− P (δa, n) ≤ 2(1− a)
2n∫ a
0
(1− a− t)ndt+ (1
4
− a)(1− 2a)n , n ≥ 1.
With the choice r/s ≥ cos(pi/12)/(1− cos(pi/12)), we have
ar,s = EL1 ≤ lr,s = 1
pi
arccos(
r
r + s
) ≤ 1
12
,
so in particular
1
4
− 1
n + 1
− (1− 2
n+ 1
)ar,s ≥ 0, ∀n ≥ 4.
Then by using Lemma 3, we obtain for all n ≥ 1,
1− P (δar,s , n) ≤
2(1− ar,s)2n∫ ar,s
0
(1− ar,s − t)ndt+ (14 − ar,s)(1− 2ar,s)n
=
2(1− ar,s)2n
1
n+1
(1− ar,s)n+1 + (14 − 1n+1 − (1− 2n+1)ar,s)(1− 2ar,s)n
≤
{
2(n+ 1)(1− ar,s)n−1 for n ≥ 4
1 ≤ 2(n+ 1)(1− ar,s)n−1 for n ≤ 3. (30)
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Consequently, the identity (27) and the inequalities (29) and (30) imply that
P{RM ≥ r + s|Rm = r} ≤ (8pi(s2 + 2rs) + 4)e−4pi(s2+2rs)ar,s ,
and with the choice s = 1/rα, r1+α ≥ cos(pi/12)/(1− cos(pi/12)),
P{RM ≥ r + 1
rα
|Rm = r} ≤ (8pi(r−2α + 2r1−α) + 4)e−4pi(r−2α+2r1−α)ar,1/rα . (31)
It remains to study the behaviour of ar,1/rα, where −1 < α < 1/3 is fixed, and r goes to
infinity. We have
ar,1/rα =
1
2
√
2pi
r
1+α
2 (1 +
1
2r1+α
)−1/2
+
1
pi
arccos(1− 1
1 + r1+α
)(1 +
1
2r1+α
)−1(−r
1+α
4
+
1
2
+
1
4r1+α
)
∼ 1
3
√
2pi
1
r
1+α
2
when r → +∞.
This asymptotic result associated to (31) implies that for all 0 < c < 8/(3
√
2) and all
−1 < α < 1/3,
P{RM ≥ r + 1
rα
|Rm = r} = O(e−cr
1
2 (1−3α)),
which provides the result of Theorem 5.
2
5 The case of the Crofton cell of a Poisson line pro-
cess.
We are going to adapt our method to the study of the smallest disk centered at the origin
and containing the Crofton cell of a Poisson line process in the plane. Let us recall first
the required definitions.
Let Ψ a Poisson point process in R2, of intensity measure
µ(A) =
∫ +∞
0
∫ 2pi
0
1A(ρ, θ)dθdρ, A ∈ B(R2). (32)
For all x ∈ R2, let us consider
H(x) = {y ∈ R2; (y − x) · x = 0},
the polar line associated to x (x · y being the usual scalar product). Then the set H =
{H(x); x ∈ Φ} divides the space into convex polyhedra that constitute the so-called two-
dimensional Poissonian tessellation.
In particular, this tessellation is isotropic, that means it is invariant by isometric
transformations of R2. The first results on this geometrical object date from the beginning
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of the forties. There are due to Goudsmit [8] and to Miles [13], [14] and [15]. Some recent
contributions can be found in [2], [6], [10], and [19].
Let us denote by C0 the cell of the tessellation containing the origin. It can be
proved [5] that the cell C0 (known as Crofton cell) is almost surely well defined. Denote
respectively by R′m and R
′
M the radii of the largest disk centered at the origin included
in C0 and the smallest disk centered at the origin containing C0.
Proofs of Theorems 6 and 7. We use the same method of proof as for Theorems 1
and 2. The definition of C0 provides us the following identity.
{R′M ≥ r} = {∃x; ||x|| = r/2 and ||x− y|| ≥ r/2 ∀y ∈ Ψ ∩D(r)}. (33)
Moreover, classically
Ψ ∩D(r) = {Xn; 1 ≤ n ≤ N}, (34)
where:
(i) {Xn;n ≥ 1} is a sequence of i.i.d. random variables taking their values in D(r) of
law:
X1(P) =
1
2pir
1D(r)(x)dµ(x);
(ii) N is a Poisson variable of mean EN = 2pir and independent of the sequence
{Xn;n ≥ 1}.
Then by using (33) and (34), we obtain that
P{R′M ≥ r} = P{N = 0}+
∑
n≥1
P{N = n} ×P{∃x; ||x|| = r/2 and x 6∈ ∪ni=1A(Xi)}.
It can be easily verified that the arcs A(Xi) are i.i.d. of respective lengths pirLi where
Li =
1
pi
arccos
( ||Xi||
r
)
, i ≥ 1,
has the distribution
ν ′0(dt) = pi sin(pit)1[0,1/2](t)dt.
We conclude as in the proof of Theorems 1 and 2.
2
Proof of Theorem 8. It consists in noticing that the law associated to the distribution
function G is less concentrated about the mean than δ1/pi and more concentrated than
(1− cos 1)δ0 + cos 1δ1/(pi cos 1).
Besides, by applying Stevens’s formula (16) and its corollary (17), we obtain
1− P (δ1/pi, n) = n
(
1− 1
pi
)n−1
−
(
n
2
)(
1− 2
pi
)n−1
+
(
n
3
)(
1− 3
pi
)n−1
,
and on the other hand,
1− P ((1− cos 1)δ0 + cos 1δ1/(pi cos 1), n) = (1− cos 1)n + n cos 1
(
1− 1
pi
)n−1
.
Then it remains to use Theorems 7 and 13.
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2Proof of Theorem 9. The proof is based on the same arguments as for Theorem 4. We
remark first the following identity
{Ψ|R′m = r} law= Ψr ∪ {X0},
where
(i) Ψr is a Poisson planar point process of intensity measure 1D(r)cdµ
(ii) X0 is a random variable uniformly distributed on the circle centered at the origin
of radius r and independent of Φr.
So we see that the procedure described in the proof of Theorem 4 can be applied. We
obtain that
P{R′M ≥ r + s|R′m = r}
= P{∃x; ||x|| = r + s and x 6∈ ∪y∈Ψr∪{X0}A(y)}∑
n≥0
P{N = n} ×P{∃x; ||x|| = r + s and x 6∈ ∪0≤i≤nA(Xi)},
where
(i) {Xn, n ≥ 1} is a sequence of i.i.d. random variables of law
X1(P) =
1
2pis
1D(r+s)\D(r)(x)dµ(x),
(ii) N is a Poisson variable of mean EN = 2pis and independent of the sequence
{Xn;n ≥ 1}.
The arcs
Ai = 1
pi(r + s)
A(Xi), i ≥ 0,
are independent. The arc A0 is of constant length equal to
L0 = lr,s = arccos(r/(r + s))/pi.
The arcs Ai, i ≥ 1, are of lengths Li, i ≥ 1, of law
ν ′r,s(dt) =
pi(r + s)
s
sin(pit)1[0,lr,s](t)dt.
We conclude then as for Theorem 4 by using (28).
2
67
Proof of Theorem 10. As for Theorem 5, we notice first that
P{∃x; ||x|| = r/2 and x 6∈ ∪ni=0A(Xi)} ≤ 1− P (δbr,s, n+ 1), n ≥ 0.
Besides, using Lemma 3 for r/s ≥ cos(pi/12)/(1− cos(pi/12)), we obtain that
1− P (δbr,s , n) ≤ 2(n+ 1)(1− br,s)n−1, n ≥ 1,
so
P{R′M ≥ r + s|R′m = r} ≤ (4pis+ 4)e−2pisbr,s ,
and with the choice s = rα, for r1−α ≥ cos(pi/12)/(1− cos(pi/12)),
P{R′M ≥ r + rα|R′m = r} ≤ (4pirα + 4)e−2pir
αbr,s . (35)
It remains to study the behaviour of br,rα, α ∈ (1/3, 1), when r goes to infinity. We have
br,rα =
√
2r
1−α
2
pi
(1 +
1
2r1−α
)1/2 − r
1−α
pi
arccos(1− 1
1 + r1−α
)
∼ 4
3
√
2pi
1
r
1−α
2
when r → +∞. (36)
Consequently, we obtain, considering (35) and (36) that for all 0 ≤ c < 8/(3√2),
P{R′M ≥ r + rα|R′m = r} = O(e−cr
1
2 (3α−1)).
2
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Chapitre 3
La fonction spectrale des mosa¨ıques
de Poisson-Voronoi et de
Johnson-Mehl.
3.1 Pre´sentation des re´sultats.
Les re´sultats pre´snte´s dans cette partie ont e´te´ obtenus en commun avec A. Goldman.
En 1996, A. Goldman a e´tudie´ le spectre du Laplacien avec condition de Dirichlet sur la
cellule typique d’une mosa¨ıque poissonienne de droites dans le plan [26]. Plus pre´cise´ment,
il a e´tabli une formule exprimant l’espe´rance de la fonction spectrale ϕ0(t), t > 0, de cette
cellule en fonction de la transforme´e de Laplace du pe´rime`tre de l’enveloppe convexe Ŵ
de la trajectoire W d’un pont brownien entre 0 et 1, inde´pendant de la mosa¨ıque :
Eϕ0(t) =
1
4pi2t
E exp{−
√
2tV1(Ŵ)}, (3.1)
ou` E de´signe l’espe´rance associe´e au pont brownien et V1(Ŵ) le pe´rime`tre de Ŵ.
Tout repose sur la relation entre la fonction spectrale ϕD(t), t > 0, d’un domaine
convexe borne´ D ⊂ Rd et Ŵ [87] :
ϕD(t) =
1
(4pit)d/2
∫
D
P{x+
√
2tŴ ⊂ D}dx, (3.2)
ou` P de´signe la probabilite´ associe´e au pont brownien.
A. Goldman a de´duit de l’e´galite´ (3.1) un de´veloppement en se´rie de Eϕ0(t) pour tout
t > 0, de meˆme qu’un de´veloppement asymptotique au voisinage de ze´ro. Par ailleurs, il a
mis en e´vidence une correspondance entre certaines proprie´te´s de la mosa¨ıque poissonienne
de droites dans le plan d’une part - caracte`re circulaire de la cellule typique lorsque son
volume est “grand”, estime´e asymptotique de la transforme´e de Laplace de sa premie`re
valeur propre- et l’enveloppe convexe de la trajectoire du pont brownien entre 0 et 1 d’autre
part - caracte`re circulaire de Ŵ lorsque la trajectoire est “petite”, estime´e asymptotique
de la transforme´e de Laplace du pe´rime`tre de Ŵ (voir [27], [28] pour plus de de´tails).
71
L’objectif de notre travail dans ce chapitre est de ge´ne´raliser ces re´sultats aux mosa¨ı-
ques de Poisson-Voronoi d-dimensionnelles, d ≥ 2, ainsi que, dans un certaine mesure,
aux mosa¨ıques de Johnson-Mehl. Dans l’article qui suit, on s’inte´resse uniquement aux
cellules de Voronoi. L’article place´ en annexe (voir paragraphe 7.2) propose certaines
ge´ne´ralisations au mode`le de Johnson-Mehl.
De´signons par ϕ(t), t > 0, la fonction spectrale de la cellule typique (ale´atoire) C d’une
mosa¨ıque de Poisson-Voronoi dans Rd, c’est-a`-dire
ϕ(t) =
∑
n≥0
e−tλn ,
ou` 0 < λ1 < λ2 ≤ · · · ≤ λn ≤ · · · sont les valeurs propres successives du Laplacien avec
condition au bord de Dirichlet sur C. En appliquant la relation (3.2) a` C, on obtient pour
toute dimension d ≥ 2,
Eϕ(t) =
1
(2pi)
d
2
∫
E exp(−(2t) d2Vd(Ŵ, x))dx, t > 0, (3.3)
ou` Vd(C, x) de´signe pour tout domaine convexe borne´ C de R
d la mesure de Lebesgue
d-dimensionnelle de l’ensemble
∪y∈CB(y, ||y − x||).
Afin d’estimer plus pre´cise´ment l’espe´rance dans l’e´galite´ (3.3), il est ne´cessaire de calcu-
ler exactement le volume Vd(C, x), x ∈ Rd pour tout convexe borne´ C. Appliquant ces
formules au convexe particulier (ale´atoire) Ŵ, nous de´duisons un de´veloppement asymp-
totique explicite a` trois termes de Eϕ(t) au voisinage de ze´ro. En particulier, dans le cas
d = 2, on ve´rifie que
Eϕ(t) =
EV2(C)
4pit
− EV1(C)
4
√
4pit
+
1
24
(piEα−1(C)−EN0(C) + 2) +O(t−1/2), (3.4)
ou` α−1(C) de´signe la moyenne harmonique des angles de la cellule C. En d’autres termes,
le re´sultat (3.4) exprime le fait qu’il suffit de prendre l’espe´rance de chacun des termes
du de´veloppement en ze´ro de la fonction spectrale de´terministe pour retrouver celui de
Eϕ(t).
Par ailleurs, toujours dans le cas deux-dimensionnel, la formule (3.3) permet d’obtenir
un e´quivalent logarithmique de la transforme´e de Laplace de la premie`re valeur propre
λ1, ainsi que de sa fonction de re´partition :
lim
t−→∞
t−1/2 lnEϕ(t) = lim
t−→∞
t−1/2 lnEe−tλ1 = −4√pij0, (3.5)
et
lim
t→0
t lnP{λ1 ≤ t} = −4pij02, (3.6)
ou` j0 est le premier ze´ro positif de la fonction de Bessel J0. La preuve de ces deux derniers
re´sultats repose d’une part sur une estimation de la fonction de re´partition du pe´rime`tre
de Ŵ duˆe a` A. Goldman [28] et d’autre part sur une application d’un lemme de T. W.
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Anderson [1]. Ce lemme affirme que la probabilite´ pour un vecteur gaussien de covariance
fixe´e d’appartenir a` un ensemble convexe syme´trique est maximale lorsque la moyenne du
vecteur est nulle.
Les estime´es (3.5) et (3.6) sont identiques pour la premie`re valeur propre λ1 de la cellule
typique C et pour la premie`re valeur propre µ1 de la plus grande boule centre´e a` l’origine
contenue dans C(0) (e´gale en loi a` C). Ainsi, cela permet en un certain sens de confirmer
que la cellule typique, lorsqu’elle a un volume “grand”, est de forme approximativement
circulaire. Un phe´nome`ne analogue, connu sous le nom de conjecture de D. G. Kendall
[86], se produit pour une mosa¨ıque poissonienne de droites dans le plan.
Enfin, certains des re´sultats pre´ce´demment e´nonce´s dans le cas des mosa¨ıques de
Poisson-Voronoi peuvent eˆtre ge´ne´ralise´s aux mosa¨ıques de Johnson-Mehl. En particu-
lier, en de´signant toujours par ϕ(t), t > 0, la fonction spectrale de la cellule typique et en
notant Λ la mesure d’intensite´ temporelle de la mosa¨ıque, on a
Eϕ(t) =
1
λ(4pit)d/2
∫ ∞
0
∫
Rd
E
{
exp
(
−
∫ ∞
0
Vd(
√
2tW, x, u− w)Λ(dw)
)}
dxΛ(du),
ou` Vd(
√
2tW, x, s), x ∈ Rd, s ≥ 0, est la mesure de Lebesgue d-dimensionnelle de l’en-
semble ⋃
y∈W
||y−x||+s>0
B(y, ||y − x||+ s).
On en de´duit un de´veloppement a` deux termes de Eϕ(t) au voisinage de l’origine sous
certaines hypothe`ses pre´cises d’inte´gration portant sur la mesure Λ.
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On the spectral function of the Poisson-Voronoi cells. ∗
Andre´ Goldman and Pierre Calka†
Abstract
Denote by ϕ(t) =
∑
n≥1 e
−λnt, t > 0, the spectral function related to the Dirich-
let laplacian for the typical cell C of a standard Poisson-Voronoi tessellation in Rd,
d ≥ 2. We show that the expectation Eϕ(t), t > 0, is a functional of the convex
hull of a standard d-dimensional Brownian bridge. This enables us to study the
asymptotic behaviour of Eϕ(t), when t → 0+,+∞. In particular, we prove that in
the two-dimensional case (d = 2) the law of the first eigenvalue λ1 of C satisfies the
asymptotic relation lnEe−tλ1 ∼ −t1/24√pij0, when t → +∞, where j0 is the first
zero of the Bessel function J0.
Introduction.
Consider Φ = {xn;n ≥ 1} a homogeneous Poisson point process in Rd, d ≥ 2, with the
d-dimensional Lebesgue measure Vd for intensity measure. The set of cells
C(x) = {y ∈ Rd; ||y − x|| ≤ ||y − x′||, x′ ∈ Φ}, x ∈ Φ,
(which are almost surely bounded polyhedra) is the well-known Poisson-Voronoi tessella-
tion of Rd. Introduced by J. L. Meijering [15] and E. N. Gilbert [5] as a model of crystal
aggregates, it provides now models for many natural phenomena as thermal conductivity
[14], telecommunications [2], astrophysics [26] and ecology [21]. An extensive list of the
areas in which the tessellation has been used can be found in Stoyan et al. [24] and Okabe
et al. [20].
In order to describe the statistical properties of the tessellation, the notion of typical
cell C in the Palm sense is commonly used [17]. Consider the space K of convex compact
sets of Rd endowed with the usual Hausdorff metric. Let us fix an arbitrary Borel set
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B ⊂ Rd such that 0 < Vd(B) < +∞. The typical cell C is defined by means of the identity
[17]:
Eh(C) = 1
Vd(B)
E
∑
x∈B∩Φ
h(C(x)− x),
where h : K −→ R runs throughout the space of bounded measurable functions.
Consider now the cell
C(0) = {y ∈ Rd; ||y|| ≤ ||y − x||, x ∈ Φ}
obtained when the origin is added to the point process Φ. It is well known [17] that C(0)
and C are equal in law. On the other hand, the typical cell can also be characterized by
means of the empirical distributions. Indeed, let Vd,R be the set of all cells C(x), x ∈ Φ,
included in the ball B(R) centered at the origin and of radius R > 0. Let us define
NR = #Vd,R and fix h : K −→ R an arbitrary bounded measurable function. Then (see
[8]):
Eh(C) = lim
R→+∞
1
NR
∑
C(x)∈Vd,R
h(C(x)− x), a.s..
Despite of its popularity, the distributional statistical properties of the Poisson-Voronoi
tessellation are mainly unknown and therefore have been intensively investigated by com-
puting simulation [13], [18].
In the present work we study the properties of the fundamental frequencies of the
typical cell C. More precisely let us consider 0 < λ1 < λ2 ≤ ... ≤ λn ≤ ... the (random)
eigenvalues of the Laplacian under Dirichlet boundary conditions on C and denote by
ϕ(t) =
∑
n≥1
e−λnt, t > 0,
the associated spectral function. On the other hand let
W (t) ∈ Rd, t ∈ [0, 1],W (0) ≡W (1) ≡ 0,
be a d-dimensional Brownian bridge on the interval [0, 1] independent of the point process
Φ. Denote by
W = {W (t); 0 ≤ t ≤ 1} ⊂ Rd (1)
the associated path and by Ŵ its closed convex hull. We show that the expectation
Eϕ(t), t > 0, is a functional of the Lebesgue measure of the sets
B(Ŵ; x) = ∪y∈cWB(y, ||y − x||), x ∈ Rd,
where B(y, R), R > 0 is the closed ball of Rd, centered at y ∈ Rd and of radius R > 0.
This enables us to study the asymptotic behaviour of Eϕ(t), when t → 0+ and when
t→ +∞ by using the properties of the closed convex hull Ŵ.
In what follows, we denote by P (respectively P) the probability associated with the
point process Φ (respectively with the Brownian bridge W ). Likewise the expectations E
and E will refer respectively to Φ and W . For a set D ⊂ Rd we define
B(D; x) = ∪y∈DB(y, ||y − x||), B˜(D; x) = ∪y∈DB˜(y, ||y − x||),
76
where B˜(y, R) = {x ∈ Rd; ||x − y|| < R} is the open ball centered at y and of radius
R > 0. To simplify notations, Vd(D, x) will denote the d-dimensional Lebesgue measure
of the set B˜(D; x), i.e.
Vd(D, x) = Vd(B˜(D; x)).
The values of the expectations of the principal geometrical characteristics of the typical
cell C are known [17]. In particular,
EVd(C) = 1,
and denoting by Vd−1(C) the (d− 1)-dimensional area of the boundary ∂C and by N0(C)
the number of vertices of C we have
EVd−1(C) =
√
pid!Γ(2− 1/d)Γ(d/2 + 1)−1/dΓ(d/2)
Γ((d+ 1)/2)Γ(d− 1/2) , (2)
EN0(C) = 2
d+1pi(d−1)/2Γ((d2 + 1)/2)Γ(d/2 + 1)d
d2Γ(d2/2)Γ((d+ 1)/2)d
. (3)
In particular, for a two-dimensional tessellation, EN0(C) = 6.
Finally let us recall the value
σd = νd(S
d−1) = dωd = 2pid/2/Γ(d/2),
of the (d− 1)-dimensional measure νd of the unit sphere Sd−1 = {x ∈ Rd; ||x|| = 1} where
ωd = Vd(B(1)) denotes the d-dimensional Lebesgue measure of the unit ball of R
d.
The principal results of this paper were announced in [9]. Theorem 1 provides the
expression of the expectation of the spectral function of the typical cell Eϕ(t) as a function
of the convex hull of the Brownian bridge Ŵ.
Theorem 1 For d ≥ 2,
Eϕ(t) =
1
(2pi)
d
2
∫
E exp(−(2t) d2Vd(Ŵ, x))dx (4)
=
1
(4pit)
d
2
∫
E exp(−Vd(
√
2tŴ, x))dx, t > 0.
In the two following theorems, we give the small t asymptotics of Eϕ(t), and a large
deviation result (when t goes to infinity) for the principal eigenvalue of the typical cell λ1.
Theorem 2 In dimension d ≥ 2, we have when t −→ 0+,
Eϕ(t) =
E(Vd(C))
(4pit)
d
2
− EVd−1(C)
4(4pit)
d−1
2
+
cd,2
(4pi)d/2t
d
2
−1 +O
(
1
t
d−3
2
)
,
where
cd,2 =
(
4dkdσd
Γ(3− 2
d
)
dω
3− 2
d
d
− Id,2σd
Γ(2− 2
d
)
dω
2− 2
d
d
)
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with
kd = 4σd−1σd−2
∫
0≤ϕ≤ϕ′
ϕ+ϕ′≤pi
∫ ϕ+ϕ′
θ=ϕ′−ϕ
sin2 θ
2
[
θ(2pi − θ)
6(pi − θ) +
1
tan θ
]
[
sin2 ϕ sin2 ϕ′ − (cos θ − cosϕ cosϕ′)2] d−42 (cosϕ cosϕ′)d−1 sinϕ sinϕ′dθdϕdϕ′.
In particular, for d = 2,
c2,2 =
2pi
3
(∫ 2pi
0
1− cos t
t
dt− 1
)
. (5)
Theorem 3 Denote by µ1 the first eigenvalue of the largest random disc centered at the
origin and included in C(0). We have
lim
t−→∞
t−1/2 lnEϕ(t) = lim
t−→∞
t−1/2 lnEe−tλ1
= lim
t−→∞
t−1/2 lnEe−tµ1
= −4√pij0, (6)
and
lim
t→0
t lnP{λ1 ≤ t} = lim
t→0
t lnP{µ1 ≤ t}
= −4pij02, (7)
where j0 is the first positive zero of the Bessel function J0.
In this work, we first give some useful preliminaries on the convex hull of the Brownian
bridge. We then prove in the second section Theorem 1 and some easy consequences.
The third (resp. fourth) section is devoted to the proof of Theorem 2 (resp. Theorem 3),
which provides the asymptotic behaviour of Eϕ(t) when t → 0+ (resp. when t → +∞).
In the last section, we enumerate some concluding remarks about the main results of the
paper.
1 Preliminaries on the convex hull of the d-dimensio-
nal Brownian bridge.
We begin with the following elementary facts:
Proposition 1 Consider a bounded closed set C ⊂ Rd and denote by Ĉ its closed convex
hull. Furthermore let D ⊂ C be a countable, dense subset of C. We have
B(C; x) = B(Ĉ; x) (8)
Vd(D, x) = Vd(C, x) = Vd(B(D; x)), x ∈ Rd. (9)
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Proof of (8). Let u ∈ Sd−1 be a unit vector such that
(x+ R+u) ∩B(Ĉ ; x) 6= ∅.
It can be see easily that there exist a point z ∈ x+R+u and a support hyperplane Hu of
Ĉ perpendicular to u such that:
(i) (x+ R+u) ∩B(Ĉ; x) = xz,
where xz = {λx+ (1− λ)z, 0 ≤ λ ≤ 1} is the closed segment with bounding points
x, z;
(ii) ||y − z|| = ||y − x||, ∀y ∈ Hu ∩ ∂Ĉ.
Moreover it is known ([23], corollary 18.3.1) that the intersection Hu ∩ ∂Ĉ must contain
at least one point y ∈ C. Therefore
(x+ R+u) ∩ B(Ĉ; x) ⊂ B(C; x) ∀u ∈ Sd−1,
which implies (8).
Proof of (9). Fix y ∈ B(D; x). An elementary geometrical argument shows (the set D
being bounded) that
{λx+ (1− λ)y; 0 < λ ≤ 1} ⊂ B(D; x).
Integrating then in spherical coordinates (with x as center) we obtain the equality
Vd(D, x) = Vd(B(D; x)).
Combining this with the obvious inclusions
B˜(D; x) ⊂ B˜(C; x) ⊂ B(C; x) ⊂ B(D; x), x ∈ Rd,
we obtain the result.
2
Our next task is to give a useful estimate of the difference
Vd(C, x)− ωd||x||d = Vd(B(C; x) \B(||x||))
for sets C ⊂ Rd containing the origin. It follows from (8) that we may suppose that the
set C is convex. Let us introduce a few notations. Fix x ∈ Rd \ {0} and define:
(i) H =
{
y ∈ Rd; (y − x) · x = 0} the polar hyperplane of the point x;
(ii) H+ =
{
y ∈ Rd; (y − x) · x ≤ 0} the half-space associated with H and containing the
origin;
(iii) S+ = Sd−1 ∩ (H+ − x), S− = Sd−1 \ S+;
(iv) H0,u the hyperplane perpendicular to the vector u ∈ Sd−1 and containing the origin;
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(v) Hu the support hyperplane of C perpendicular to u and included in the half-space
H+0,u = {y ∈ Rd; y · u ≥ 0};
(vi) A(C, x) = {u ∈ S−;Hu ∩ (x + R+u)} 6= ∅} (notice that Hu ∩ (x + R+u) 6= ∅ for all
u ∈ S+);
(vii) m(x, u) = d(x,Hu) the distance between x and Hu,
ρ(x, u) = |x.u| = d(x,H0,u) the distance between x and H0,u,
h(u) = d(0, Hu) the distance between Hu and H0,u.
Remark 1 For all x ∈ Rd \ {0}, we have
m(x, u) = h(u) + ρ(x, u) if u ∈ S+,
m(x, u) = |h(u)− ρ(x, u)| if u ∈ S−,
A(C, x) = {u ∈ S−; h(u)− ρ(x, u) ≥ 0} .
(10)
Proposition 2 For x ∈ Rd, we have:
Vd(C, x)− ωd||x||d = 2
d
d
d∑
j=1
(
d
j
)∫
S+
h(u)jρ(x, u)d−jdνd(u)
+
2d
d
∫
S−
[(h(u)− ρ(x, u)) ∨ 0]ddνd(u), (11)
and in particular,
Vd(C, 0) =
2d
d
∫
Sd−1
h(u)ddνd(u). (12)
Proof. For u ∈ Sd−1 and x ∈ Rd \ {0}, three possibilities occur:
Case 1 u 6∈ S+ ∪A(C, x) and consequently
(x+ R+u) ∩B(C; x) = (x+ R+u) ∩B(||x||) = {x}.
Case 2 u ∈ S+ which implies that
(x+ R+u) ∩B(C; x) = xz, (x+ R+u) ∩ B(||x||) = xz′,
with
||x− z|| = 2m(x, u), ||x− z′|| = 2ρ(x, u).
Case 3 u ∈ A(C, x) which implies that
(x+ R+u) ∩B(C; x) = xz, (x+ R+u) ∩B(||x||) = {x},
with
||x− z|| = 2m(x, u).
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Then integration in spherical coordinates (with x as center) gives that
Vd(C, x)− ωd||x||d
=
∫
S+
[∫ 2m(x,u)
2ρ(x,u)
rd−1dr
]
dνd(u) +
∫
A(C,x)
[∫ 2m(x,u)
0
rd−1dr
]
dνd(u)
= (2d/d)
[∫
S+
(m(x, u)d − ρ(x, u)d)dνd(u) +
∫
A(C,x)
m(x, u)ddνd(u)
]
. (13)
From (10) we get that
m(x, u)d − ρ(x, u)d =
d∑
j=1
(
d
j
)
h(u)jρ(x, u)d−j , u ∈ S+,
and
(h(u)− ρ(x, u)) ∨ 0 =
{
m(x, u) for u ∈ A(C, x)
0 for u ∈ S− \ A(C, x).
Substituting these expressions in (13) we find the final result (11).
To prove (12), it suffices to notice that for all u ∈ Sd−1, we have
R+u ∩B(C; 0) = 0z
with
||z|| = 2h(u),
so integrating in spherical coordinates we obtain the result.
2
Let us now suppose that C is a random convex set containing the origin and invariant (in
law) by rotations with the origin as center. Thus the random variables h(u), u ∈ Sd−1,
are equal in law and we obtain:
Proposition 3 Suppose that C satisfies the above conditions and that E{h(u)d} < ∞,
u ∈ Sd−1. Fixing u0 ∈ Sd−1, we then have
E
(
Vd(C, x)− ωd||x||d
)
=
d∑
j=1
Id,j ||x||d−jE
(
h(u0)
j
)
+
2d
d
∫
S−
E
(
[(h(u0)− ρ(x, u)) ∨ 0]d
)
dνd(u)
where
Id,j =
2d
d
σd−1
(
d
j
) ∫ 1
0
td−j(1− t2) d−32 dt = 2
d
d
(
d
j
) pi d−12 Γ (d+1−j
2
)
Γ
(
d− j
2
) , 1 ≤ j ≤ d.
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Proof. Taking the expectation in (11) the result follows from the direct evaluation of the
integrals ∫
S+
ρ(x, u)d−jdνd(u) = ||x||d−jId,j.
2
Remark 2 Under the conditions stated in Proposition 3 we obtain that
E
(
Vd(εC, x)− ωd||x||d
) ∼ε−→0 Id,1ε||x||d−1Eh(u0).
In particular, in dimension d = 2, it follows from the Cauchy formula giving the perimeter
of a convex set that
E
(
V2(εC, x)− pi||x||2
) ∼ε−→0 ε4||x||
pi
EV1(C),
where V1(C) denotes the perimeter of the convex set C.
Choose now for C the closed convex hull Ŵ ⊂ Rd, of the sample path of the d-dimensio-
nal Brownian bridge on the interval [0, 1]. Recall that Ŵ is invariant by rotations with
the origin as center. Hence the random variables h(u), u ∈ Sd−1, defined above coincide
in law with the maximum M0 of the 1-dimensional Brownian bridge. The law of M0 is
explicitely known, namely [25]
P{M0 ≥ u} = e−2u2. (14)
Hence all the moments of M0 are finite, and we have
EM0
2k =
(
1
2
)k
k!, EM0
2k+1 =
(2k + 1)!
8kk!
√
pi
2
√
2
, k ∈ N.
In particular,
E
(
Vd(εŴ, x)− ωd||x||d
)
∼ε−→0 Id,1ε||x||d−1
√
pi
2
√
2
.
Now, denote by
M = sup
y∈cW ||y|| = sup0≤s≤1 ||W (s)||
the maximum of the radial part of the Brownian bridge
W (s) = (W1(s), · · · ,Wd(s)), 0 ≤ s ≤ 1.
The components Wi(s), 0 ≤ s ≤ 1, i = 1, · · · , d, are independent one-dimensional Brow-
nian bridges. Hence
P{M ≥ s} ≤ dP{ sup
0≤s≤1
|W1(s)| ≥ s/
√
d}
≤ 2dP{M0 ≥ s/
√
d}
= 2de−2s
2/d, s ≥ 0, (15)
and
EMk < +∞, ∀k ≥ 0. (16)
As a consequence we deduce the following result:
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Proposition 4 For all k ∈ N∗ there exists a constant 0 < ck < +∞ such that
E|Vd(εŴ, x)− ωd||x||d|k ≤ ck
kd∑
i=k
εi||x||kd−i,
ε > 0, x ∈ Rd.
Proof. From Proposition 2 we have
|Vd(εŴ , x)− ωd||x||d| ≤ (2d/d)
[
d−1∑
j=1
(
d
j
)
(εM)j
∫
S+
ρ(x, u)d−jdνd(u) + ωd(εM)d
]
,
which by (16) implies the result.
2
2 Proof of Theorem 1 and consequences.
Proof of Theorem 1. Consider the spectral function
ϕ(t) =
∑
n≥1
e−tλn , t > 0,
of the typical cell C.
Let us recall first (see [6], [25]) that the spectral function ϕU(t), t > 0, of any bounded
domain U ⊂ Rd can be expressed in term of the Brownian bridge under the form:
ϕU(t) =
1
(4pit)
d
2
∫
U
P{x+
√
2tW ⊂ U}dx. (17)
Applying the formula above to the domain
C(0) = {y ∈ Rd; ||y|| ≤ ||y − x||, x ∈ Φ} law= C,
and taking the expectation we obtain (by Fubini theorem)
Eϕ(t) =
1
(4pit)d/2
E
∫
P{x+
√
2tŴ ⊂ C(0)}dx
Observe that
−x+
√
2tŴ ⊂ C(0)⇐⇒ Φ ∩ {−x+B(
√
2tŴ, x)} = ∅.
Therefore applying the property of the Poisson point process Φ we obtain
P{−x+
√
2tŴ ⊂ C(0)} = exp{−Vd(
√
2tŴ, x)},
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and consequently
Eϕ(t) =
1
(4pit)d/2
∫
E exp
{
−Vd(
√
2tŴ, x)
}
dx.
The obvious identity
Vd(
√
2tŴ, x) = (2t)d/2Vd(Ŵ, x/
√
2t), t > 0, x ∈ Rd,
and an elementary change of variable provide the result.
2
In order to study the asymptotics of Eϕ(t), when t→ 0+, we derive from (4) the following
suitable relation.
Theorem 4 For k ≥ 1, the following asymptotic, when t→ 0+, holds:
Eϕ(t) =
1
(4pit)
d
2
{
k−1∑
i=0
(−1)i
i!
∫
E{(Vd(
√
2tŴ, x)− ωd||x||d)i}e−ωd||x||ddx+O(tk/2)
}
.
Proof. Let us start with the formula
Eϕ(t) =
1
(4pit)
d
2
∫
E exp
{
−(Vd(
√
2tŴ, x)
}
dx
=
1
(4pit)
d
2
∫
E exp
{
−(Vd(
√
2tŴ, x)− ωd||x||d)
}
e−ωd||x||
d
dx. (18)
Fix k ≥ 1. Since
Vd(
√
2tŴ, x)− ωd||x||d ≥ 0, x ∈ Rd,
we have
| exp
{
−
(
Vd(
√
2tŴ, x)− ωd||x||d
)}
−
k−1∑
i=0
(−1)i
i!
(
Vd(
√
2tŴ, x)− ωd||x||d
)i
|
≤ 1
k!
(
Vd(
√
2tŴ, x)− ωd||x||d
)k
. (19)
By Proposition 4 we have∫
E
{[
Vd(
√
2tŴ, x)− ωd||x||d
]i}
e−ωd||x||
d
dx < +∞, ∀i ∈ N,
and ∫
E
{[
Vd(
√
2tŴ, x)− ωd||x||d
]k}
e−ωd||x||
d
dx ≤ c′ktk/2, 0 < t ≤ 1/2, (20)
where 0 < c′k < +∞ is a constant. The result follows then from (18), (19) and (20).
2
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In the two-dimensional case d = 2, the result expressed by Theorem 4 can be reinforced
in the following form.
Theorem 5 For d = 2 there exists t0 > 0 such that:
Eϕ(t) =
1
4pit
∑
n≥0
(−1)n
n!
∫
E(V2(
√
2tŴ, x)− pi||x||2)ne−pi||x||2dx, (21)
for all 0 < t < t0, the series being absolutely convergent.
Proof. Regarding (4) it suffices to prove that there exists t0 > 0 such that∫
E exp(V2(
√
2t0Ŵ, x)− 2pi||x||2)dx < +∞.
Using the obvious inclusion
B(
√
2tŴ; x) ⊂ B(2
√
2tM + ||x||),
we obtain the inequality
V2(
√
2tŴ, x) ≤ pi(||x||+ 2
√
2tM)2 ≤ 3pi
2
||x||2 + 24tpiM2. (22)
Hence,∫
E exp(V2(
√
2tŴ, x)− 2pi||x||2)dx ≤
∫
E exp(V2(
√
2tŴ, x)− pi
2
||x||2)dx
≤ E exp(24tpiM2)
=
∫ +∞
0
esP{24piM2 ≥ s/t}ds+ 1
≤ 1 + 4
∫ +∞
0
ese−s/(24pit)ds,
by using (15). Thus it suffices to take t0 <
1
24pi
.
2
In the two-dimensional case d = 2 the formula (4) provides straightforwardly an identifi-
cation, in term of Brownian bridge, of the expectation of the distribution function of the
eigenvalues
N(t) =
∑
n≥1
1{λn≤t}, t > 0,
Indeed on one hand we have
Eϕ(t) = t
∫ +∞
0
e−tsE
∑
n≥1
1{λn≤s}ds, t > 0.
On the other hand an elementary computation yields
1
2pi
∫
e−2tV2(
cW,x)dx = t
2pi
∫ +∞
0
e−ts
(∫
P{2V2(Ŵ, x) ≤ s}dx
)
ds.
So by injectivity of the Laplace transform and Theorem 1 we obtain
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Theorem 6 In dimension d = 2, the expectation of the distribution function N(s), s > 0,
is of the form
EN(t) =
1
2pi
∫
P{2V2(Ŵ, x) ≤ t}dx.
3 Proof of Theorem 2.
Recall that H. Weyl established in 1911 [28] that for a bounded domain U ⊂ Rd with
piecewise smooth boundary the spectral function ϕU (of the Dirichlet Laplacian on U)
satisfies the asymptotic relation
ϕU(t) ∼t→0+ Vd(U)
(4pit)d/2
.
For a bounded polygonal convex domain in R2, it was shown (see [11], [22], [27]) that
when t→ 0+,
ϕU(t) =
V2(U)
4pit
− V1(U)
4
√
4pit
+
1
24
(piα−1(U)−N0(U) + 2) +O(e−c/t), (23)
where
(i) V1(U) is the perimeter of U ;
(ii) N0(U) is the number of vertices of U ;
(iii) α−1(U) =
∑N0(U)
i=1 1/αi is the harmonic mean of the inside-facing angles α1,...,αN0(U)
at the vertices of U ;
(iv) c > 0 is a positive constant independent of t > 0.
At last, B. U. Fedosov [4] proved that for a bounded convex non-degenerate polyhedron
U ⊂ Rd, d ≥ 3, we have when t→ 0+,
ϕU(t) =
Vd(U)
(4pit)
d
2
− Vd−1(U)
4(4pit)
d−1
2
+
1
8(4pit)
d−2
2
Nd−2(U)∑
i=1
1
3
(
ωi
pi
− pi
ωi
)
Vd−2(Fi)+O
(
1
t
d−3
2
)
, (24)
where
(i’) Vd−1(U) is the (d− 1)-dimensional measure of the boundary of U ;
(ii’) Fi, i = 1, · · · , Nd−2(U) are the (d− 2)-dimensional faces of U ;
(iii’) ωi is the magnitude of the dihedral angle at the face Fi, 1 ≤ i ≤ Nd−2(U).
Returning now to the spectral function of the typical cell C, Theorem 4 and Proposition
3 tell us that for all k ≥ 1 we have the asymptotic relation (when t→ 0+)
Eϕ(t) =
1
(4pit)
d
2
{
k−1∑
i=0
cd,it
i/2 +O(tk/2)
}
. (25)
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Meanwhile the explicit computation of the coefficients cd,i requires the values of the co-
variances
c(u1, · · · , uj) = E(Mu1 · · ·Muj ), u1, · · · , uj ∈ Sd−1, 1 ≤ j ≤ i,
where
Mu = sup
0≤s≤1
(u ·W (s)), u ∈ Sd−1,
denotes the projection of the d-dimensional Brownian path W on the half-line R+u. To
our knowledge, only c(u, u′), u, u′ ∈ Sd−1, is explicitely calculated (see [6]).
Proof of Theorem 2. Theorem 4 provides us the following expansion:
Eϕ(t) =
1
(4pit)
d
2
[
1−
∫
E(Vd(
√
2tŴ, x)− ωd||x||d)e−ωd||x||ddx
+
1
2
∫
E{(Vd(
√
2tŴ, x)− ωd||x||d)2}e−ωd||x||ddx+O(t
√
t)
]
.(26)
Applying Proposition 3 to C =
√
2tŴ we obtain
E(Vd(
√
2tŴ, x)− ωd||x||d) =
d∑
j=1
Id,j ||x||d−j(2t)j/2EM0j
+
2d
d
∫
S−
E[(
√
2tMu − ρ(x, u)) ∨ 0]ddνd(u).
Suppose d ≥ 3. Since∫
S−
E[(
√
2tMu − ρ(x, u)) ∨ 0]ddνd(u) ≤ (2t)d/2σdEMd,
EM0 =
√
pi
2
√
2
and EM0
2 =
1
2
,
then there exist t0 > 0 and a constant Kd > 0 such that the expression above is of the
form
E
(
Vd(
√
2tŴ, x)− ωd||x||d
)
=
√
pit
2
||x||d−1Id,1 + t||x||d−2Id,2 + t
√
tAd(x, t), (27)
with
0 ≤ Ad(x, t) ≤ Kd
(
1 + ||x||d−3) , x ∈ Rd, 0 < t < t0. (28)
For d = 2 let us note
K(t, ||x||) =
√
2tM0
||x|| , t > 0, x ∈ R
d \ {0}.
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We have∫
S−
E[(
√
2tMu − ρ(x, u)) ∨ 0]2dν2(u)
= 2E
{
4tM0
2 arcsin (K(t, ||x||) ∧ 1) + ||x||2 [arcsin (K(t, ||x||) ∧ 1)
−K(t, ||x||)
√
(1−K(t, ||x||)2) ∧ 0
]
− 4||x||
√
2tM0
[
1−
√
(1−K(t, ||x||)2) ∧ 0
]}
≤ 2E{4tM20 arcsin (K(t, ||x||) ∧ 1)
+||x||2
[
arcsin (K(t, ||x||) ∧ 1)−K(t, ||x||)
√
(1−K(t, ||x||)2) ∧ 0
]}
.
Considering the two casesK(t, ||x||) ≥ (1/2)||x|| andK(t, ||x||) < (1/2)||x||, some elemen-
tary and somewhat lengthy calculations (using in particular the existence of a constant
α > 0 verifying
arcsin(x) ≤ x+ αx3, ∀x ∈ [0, 1
2
].
and the inequality
√
1− x2 ≥ (1− x2), 0 ≤ x ≤ 1) provide the following estimation∫
S−
E[(
√
2tMu − ρ(x, u)) ∨ 0]2dν2(u) ≤ C t
√
t
||x|| . (29)
where C > 0 is a constant.
The inequality (29) shows that the formulas (27) and (28) are valid alike for d = 2.
Now we may write (11) on the form
Vd(
√
2tŴ, x)− ωd||x||d = 2d
√
2t
∫
S+
Muρ(x, u)
d−1dνd(u) +Rd(x, t)
with
0 ≤ Rd(x, t) ≤ 2
d
d
σd
d∑
j=2
(
d
j
)
(
√
2tM)j ||x||d−jId,j .
Hence there exists t0 > 0 and a constant K
′
d > 0 such that
E
{
(Vd(
√
2tŴ, x)− ωd||x||d)2
}
= 4dkd||x||2d−22t+ t
√
tGd(x, t), x ∈ Rd, t > 0, (30)
with
kd =
1
||x||2d−2
∫ ∫
(S+)2
E(MuMu′)(ρ(x, u)ρ(x, u
′))d−1dνd(u)dνd(u′), (31)
and
0 ≤ Gd(x, t) ≤ K ′d
(
1 + ||x||2d−3) , x ∈ Rd, 0 < t < t0.
The covariances E(MuMu′) were calculated in ([6], IV.). Precisely, if θ ∈ (0, pi] is the
angle spanned by the two vectors u, u′ ∈ Sd−1, then
E(MuMu′) = H(θ) =
sin θ
2
[
θ(2pi − θ)
6(pi − θ) +
1
tan θ
]
. (32)
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Inserting (32) in the integral (31) some calculation yields:
kd = 4σd−1σd−2
∫
0≤ϕ≤ϕ′
ϕ+ϕ′≤pi
∫ ϕ+ϕ′
θ=ϕ′−ϕ
H(θ) sin θ
[
sin2 ϕ sin2 ϕ′ − (cos θ − cosϕ cosϕ′)2]d−42 dθ
(cosϕ cosϕ′)d−1 sinϕ sinϕ′dϕdϕ′, d ≥ 3, (33)
k2 =
pi2
12
(
1 +
1
2
∫ 2pi
0
1− cosu
u
du
)
. (34)
In order to obtain Theorem 2 it suffices now to insert formulas (27) and (30) in (26), and
to proceed to some elementary calculations thanks to (33) and (34).
2
Remark 3 The asymptotic result of Theorem 2 and the equation (23) suggest that we
may have
c2,2 =
4pi
24
(piEα−1(C)−EN0(C) + 2).
By (3) and (34) this is equivalent to the equality
Eα−1(C) = 4
pi
∫ 2pi
0
1− cos t
t
dt. (35)
We did not find this result in the literature so for the sake of completeness we give its
proof in the Appendix.
4 Proof of Theorem 3.
The main object in this paragraph is to obtain for a two-dimensional Poisson-Voronoi
tessellation the precise estimate of the logarithmic equivalent of the Laplace transform of
the distribution of the square of the fundamental frequency (that means the first eigen-
value λ1 of the Dirichlet-Laplacian) of the typical cell. This result yields by a Tauberian
argument, the asymptotic when t → 0+ of the logarithm of the distribution function
P{λ1 ≤ t}.
Proof of (6). Observe that according to the obvious inequalities
e−tµ1 ≤ e−tλ1 ≤ ϕ(t), t > 0,
it suffices to prove that
lim
t→+∞
t−1/2 lnEe−tµ1 = −4√pij0 (36)
and
lim sup
t→+∞
t−1/2 lnEϕ(t) ≤ −4√pij0. (37)
In order to obtain the asymptotic (36), let us note that the random radius Rm of the
largest disc centered at the origin and included in C(0) has the distribution
P{Rm ≥ r} = e−4pir2 , r ≥ 0.
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Thus using the fact that the first eigenvalue of a disc of radius r > 0 is equal to j20/r
2 it
comes that
Ee−tµ1 =
∫ +∞
0
8pire−t
j20
r2
−4pir2dr
= t1/2
∫ +∞
0
8pir exp{−t1/2(j
2
0
r2
+ 4pir2)}dr,
and by Laplace method we obtain (36).
To prove (37) is more difficult. First, by Theorem 1 we have
Eϕ(t) =
1
2pi
∫
Ee−2tV2(
cW,x)dx
=
1
2pi
[∫
{||x||≤t}
Ee−2tV2(
cW,x)dx+
∫
{||x||>t|}
Ee−2tV2(
cW,x)dx
]
Next, the obvious inequality
V2(Ŵ , x) ≥ pi||x||2, x ∈ Rd,
implies that ∫
{||x||>t}
Ee−2tV2(
cW,x)dx ≤
∫
{||x||>t}
e−2tpi||x||
2
dx
=
( pi
2t
)
e−2pit
3
, t > 0.
Therefore
lim
t→+∞
t−1/2 ln
∫
{||x||>t}
Ee−2tV2(
cW,x)dx = −∞,
and consequently in order to obtain (37) it suffices to prove that
lim sup
t→+∞
t−1/2 ln
∫
{||x||≤t}
Ee−2tV2(
cW,x)dx ≤ −4√pij0. (38)
The key estimations which enable us to derive the above asymptotic estimation are the
two following lemmas of independent interest.
Lemma 1 Denote by V1(Ŵ) the perimeter of the convex hull Ŵ of the two-dimensional
Brownian bridge sample path. Fix 0 < ε < 1. There exists y0 > 0 such that
P
(
V1(Ŵ) ≤ y
)
≤ exp (−2pi2j02(1− ε)3/y2) , ∀ 0 ≤ y ≤ y0.
Lemma 2 For t > 0, and x ∈ Rd,
Ee−2tVd(
cW,x) ≤ Ee−2tVd(cW,0). (39)
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We will prove Lemma 1 and Lemma 2 at the end of the section. To complete the proof
of (6) let us notice that Lemma 2 implies the inequality∫
{||x||≤t}
Ee−2tV2(
cW,x)dx ≤ pit2Ee−2tV2(cW,0), t > 0.
Therefore in order to prove (38), it suffices to have
lim sup
t→+∞
t−1/2 lnEe−2tV2(
cW,0) ≤ −4√pij0. (40)
By formula (12), the Cauchy-Schwarz inequality and the Cauchy formula giving the
perimeter of a planar convex set we get
V2(Ŵ, 0) = 2
∫
S1
(
sup
z∈cW(z · u)
)2
dν2(u)
≥ 1
pi
(∫
S1
sup
z∈cW(z · u) dν2(u)
)2
=
1
pi
[
V1(Ŵ)
]2
. (41)
Hence for y0 > 0, we obtain
Ee−2tV2(
cW,0) ≤ Ee− 2tpi V1(cW)2
=
4t
pi
∫ +∞
0
P
(
V1(Ŵ) ≤ y
)
e−
2t
pi
y2ydy
=
4t
pi
[∫ y0
0
P
(
V1(Ŵ) ≤ y
)
e−
2t
pi
y2ydy +
∫ +∞
y0
P
(
V1(Ŵ) ≤ y
)
e−
2t
pi
y2ydy
]
≤ e− 2tpi y02 + 4t
pi
∫ y0
0
P
(
V1(Ŵ) ≤ y
)
e−
2t
pi
y2ydy (42)
Let us fix now 0 < ε < 1 and let y0 be as in Lemma 1. Then∫ y0
0
P
(
V1(Ŵ) ≤ y
)
e−
2t
pi
y2ydy ≤
∫ y0
0
e
− 2pi
2j20(1−ε)
3
y2 e−
2t
pi
y2ydy
≤
∫ +∞
0
e
−√t
„
2
pi
y2+
2pi2j0
2(1−ε)3
y2
«
ydy,
and by Laplace method∫ +∞
0
e
−√t
„
2
pi
y2+
2pi2j0
2(1−ε)3
y2
«
ydy ∼ K
t1/4
e−4j0
√
pi(1−ε)3/2t1/2 , when t→ +∞, (43)
where K is a positive constant.
Combining (42) and (43) we get (40) and (37). So the proof of (6) is now completed.
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2Proof of Lemma 1. The proof is based on the estimate precising the asymptotic
behaviour of the Laplace transform of V1(Ŵ) (see [7]):
lim
t−→∞
t−2/3 lnE exp(−tV1(Ŵ)) = −
(
27
2
pi2j0
2
)1/3
. (44)
Let a =
(
27
2
pi2j0
2
)1/3
and fix 0 < ε < 1. According to (44), choose u0 > 0 such that
E exp(−uV1(Ŵ)) ≤ e−(1−ε)au2/3 , ∀u ≥ u0.
Therefore applying the Tchebychev inequality we obtain the estimation
P
(
V1(Ŵ) ≤ y
)
≤ e−(1−ε)au2/3+uy, (45)
valid for all u ≥ u0 and all y ≥ 0. Now, choosing
u = (2(1− ε)a/3)3/y3, 0 < y ≤ y0
with
y0 = (2(1− ε)a/(3u01/3)
and inserting this in (45) we find
P
(
V1(Ŵ) ≤ y
)
≤ exp {−2pi2j20(1− ε)3/y2} , 0 ≤ y ≤ y0,
which proves Lemma 1.
2
Proof of Lemma 2. Let us fix x ∈ Rd. The identity
Ee−2tVd(
cW,x) = 2t
∫ ∞
0
P
(
Vd(Ŵ, x) ≤ u
)
e−2tudu, t > 0,
tells us that in order to prove Lemma 2, it suffices to show that
P
(
Vd(Ŵ, x) ≤ u
)
≤ P
(
Vd(Ŵ, 0) ≤ u
)
, u ≥ 0. (46)
Note that the set B(Ŵ; 0) is not included in B(Ŵ; x) so the above inequality is far from
obvious.
We need the following lemma:
Lemma 3 Fix N ≥ 1 and u ≥ 0. Then the set
Au =
{
z = (z1, · · · , zN ) ∈ (Rd)N ;V2
(
N⋃
i=1
B(zi, ||zi||)
)
≤ u
}
, d ≥ 2,
is convex and symmetric.
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Proof. Clearly Au is symmetric. To prove that Au is convex, fix
z = (z1, · · · , zN) ∈ Au, y = (y1, · · · , yN) ∈ Au, 0 < γ < 1,
and define
v = (v1, · · · , vN) = (1− γ)z + γy.
We note also z0 = y0 = v0 = 0.
From (12), we obtain
Vd
(
N⋃
i=1
B(vi, ||vi||)
)
=
2d
d
∫
Sd−1
[
sup
i=0,··· ,N
(vi · u)
]d
dνd(u)
=
2d
d
∫
Sd−1
[
sup
i=0,··· ,N
(γzi · u+ (1− γ)yi · u)
]d
dνd(u)
≤ 2
d
d
[
γ
∫ (
sup
i=0,··· ,N
(zi · u)
)d
dνd(u) + (1− γ)
∫ (
sup
i=0,··· ,N
(yi · u)
)d
dνd(u)
]
= γVd
(
N⋃
i=1
B(zi, ||zi||)
)
+ (1− γ)Vd
(
N⋃
i=1
B(yi, ||yi||)
)
≤ u
which proves the lemma.
2
We are now ready to prove the inequality (46). In order to do it, let us fix N ≥ 2 ans
select 0 ≤ t1 ≤ · · · ≤ tN ≤ 1. The law of the random vector
W = (W (t1), · · · ,W (tN)) ∈ (Rd)N
is a centered Gaussian measure. Let us observe that
P
{
Vd
(
N⋃
i=1
B(W (ti), ||W (ti)− x||)
)
≤ u
}
= P {W ∈ Au + x} (47)
with x = (x, · · · , x) ∈ (Rd)N .
The set Au, u > 0, being convex and symmetric we may apply Anderson’s lemma [1]
which gives
P {W ∈ Au + x} ≤ P {W ∈ Au} . (48)
Next take a countable set (ti)i≥1 dense in [0, 1]. By the continuity of the Brownian bridge
sample paths, the set D = (W (ti))i≥1 is a dense subset of W . Then by (9), we have
Vd(D, x) = Vd(W, x) = Vd
(
∪y∈DB(y, ||y − x||)
)
, x ∈ Rd.
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Thus the increasing sequence Vd
(∪Ni=1B(yi, ||yi − x||)), N ≥ 1, converges to Vd(W, x) for
all x ∈ Rd, which implies
P
{
Vd
(
Ŵ, x
)
≤ u
}
= lim
N→+∞
P
{
Vd
(
N⋃
i=1
B(W (ti), ||W (ti)− x||)
)
≤ u
}
, u ≥ 0.
Combining this with (48), we obtain the inequality (46) and the proof of Lemma 2 is
completed.
2
Proof of (7). Let us recall first that
λ1 ≤ µ1 = j0
2
Rm
2 ,
the (random) radius Rm of the largest disc contered at the origin and included in C having
the law
P{Rm ≥ u} = exp(−4piu2), u ≥ 0.
Hence
−4pij02 = lim
t→0+
t lnP{µ1 ≤ t} ≤ lim sup
t→0+
lnP{λ1 ≤ t}.
The upper bound
lim sup
t→0+
t lnP{λ1 ≤ t} = −4pij02
follows easily from the asymptotic (6) by applying the method described in the proof of
Lemma 1.
2
5 Concluding remarks.
(1) A part of the above arguments works in a more general setting of Johnson-Mehl
tessellation [3], [10], [16]. In that model the crystals start growing radially (in all direction
at fixed speed v > 0) at time ti from the nuclei xi in such a way that
Φ = {(xi, ti) ∈ Rd × [0,+∞)}
is a spatially-homogeneous Poisson point process. At the end of growth the whole space is
covered and the construction of the Johnson-Mehl tessellation is completed. The Poisson-
Voronoi tessellation corresponds to the particular case when all nuclei are born at the
same time. The Johnson-Mehl crystals are star-shaped but not necessarily convex, the
common boundary between two crystals, which is a part of a hyperboloid, may even be
disconnected.
It can be shown that for a process Φ satisfying the canonical conditions of J. Møller
[16] the expectation of the spectral function of the typical Johnson-Mehl cell can also be
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expressed in terms of Brownian bridge from which a two-terms expansion near the origin
can be obtained (see [8]).
(2) It would be interesting to obtain the geometric significance of the coefficients cd,2
appearing in the asymptotic of Theorem 2. In view of (24) it is likely that cd,2 is con-
nected with
E

Nd−2(C)∑
i=1
1
3
(
ωi(C)
pi
− pi
ωi(C)
)
Vd−2(Fi(C))
 ,
where
(i) Fi(C), i = 1, · · · , Nd−2(C) are the (d− 2)-dimensional faces of C;
(ii) ωi(C) is the magnitude of the dihedral angle at the face Fi(C), 1 ≤ i ≤ Nd−2(C).
(3) To obtain the values of coefficients cd,i, i ≥ 3, in (25) it is necessary to calculate
explicitely the covariances EMu1 · · ·Muj , u1, · · · , uj ∈ Sd−1, j ≥ 3, associated to the d-
dimensional Brownian bridge. At our knowledge this problem is open. Note also that for
a bounded convex polyhedron of Rd the explicit expressions of the coefficients at order
k ≥ 4 appearing in the asymptotic (near the origin) of the spectral function are unknown
(see [4]).
(4) The method used to prove Theorem 3 works in any dimension d ≥ 2. Meanwhile
to get the final result it is necessary to know the value of the logarithmic equivalent
(at infinity) of the Laplace transform of the mean width of Ŵ. The mean width of Ŵ
is connected [7] with the d-dimensional measure of the empirical cell C˜ of the Poisson
hyperplane tessellation introduced by R. E. Miles. In dimension d = 2 the asymptotic
of the area of the cell C˜ is known (see [7],[12]) from which the estimation (44) follows.
Unfortunately no such result is known in dimension d ≥ 3. This prevents us to extend
our result to the case d ≥ 3.
(5) It is interesting to note the significance of Lemma 2. The inequality (29) can be
rewritten under the form
EPx{T > u} ≤ EP0{T > u}, u ≥ 0,
where T denotes the first exit time of the Brownian bridge from the cell C(0), the notation
Px expressing the fact that the Brownian path is starting at the point x ∈ Rd. If we replace
the Brownian bridge by the standard Brownian motion in Rd in the proof of Theorem 2
we obtain the corresponding inequality
EPx{τ > u} ≤ EP0{τ > u}, u ≥ 0,
for the first Brownian exit time τ of C(0).
(6) It is well known that “the larger regions have smaller eigenvalues” and therefore
the equalities (6) and (7) express that in some sense the large Voronoi cells are nearly
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circular. An analogous phenomenon (known under the name of D. G. Kendall conjecture)
occurs for the polygons determined by a standard Poisson line process in the plane (see
[7], [12]).
Appendix. Proof of (35).
Let us recall that by associating to each vertex s of the planar Poisson-Voronoi tessellation
the triangle T (s) whose vertices are the nuclei of the three cells containing s (and whose
center of circumdisc coincides precisely with s), we obtain the dual tessellation, called the
Delaunay tessellation (see [17]). The typical Delaunay cell D is defined (in Palm sense)
by the following formula [17]:
Eh(D) = 1
λ0V2(B)
E
∑
s∈S∩B
h(T (s)− s), (49)
for all measurable function h : K −→ R+, and where:
(i) B ⊂ R2 is an arbitrary fixed Borel set such that 0 < V2(B) < +∞;
(ii) S is the set of vertices of the Poisson-Voronoi tessellation.
Note that the mean number of vertices per unit area is equal to 2 (see [17]).
The distribution of the typical cell D, which is a triangle noted z1z2z3, is known
explicitely by means of the distributions of the radius ρ(D) of the circumdisc of D and of
the three angles β1(D) = ẑ1pz2, β2(D) = ẑ2pz3, β3(D) = ẑ1pz2, where p is the center of
the circumdisc of D (see [17], p. 104, for an expression of these distributions valid in any
dimension and [19], p. 249, for a rewriting in dimension 2). In particular, these angles are
identical in law and independent of ρ(D). This implies that the angles α1(D), α2(D), α3(D)
spanned in p by any two edges of the Voronoi tessellation, are independent of ρ(D) and
of common distribution (see for example [19]):
α1(D)(P )(dt) = 4
3pi
sin t(sin t− t cos t)1[0.pi](t)dt. (50)
Thus from (50) we get the following result:
Lemma 4 We have:
E
1
α1(D) =
2
3pi
∫ 2pi
0
1− cos t
t
dt.
Let us consider now the set A of angles of the Poisson-Voronoi tessellation and for each
α ∈ A, let s(α) be the associated vertex. Then noticing that the mean number of angles
per unit area is equal to six we can define a typical angle α on the following lines:
E1[0,t](α) =
1
6V2(B)
E
∑
α∈A
s(α)∈B
1[0,t](α), 0 ≤ t ≤ pi, (51)
where B is a fixed Borel set of R2 such that 0 < V2(B) <∞.
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The typical angle α can be connected, on one hand to the angles of the Voronoi typical
cell C, and on the other hand to the angles α1(D), α2(D), α3(D) of the Delaunay typical
cell D. More precisely, we have:
Lemma 5 (i) The angles α et α1(D) are identical in law.
(ii) for any measurable function f : [0, pi] −→ R+, we have
Ef(α) =
1
6
E
N0(C)∑
i=1
f(αC,i),
where αC,i, 1 ≤ i ≤ N0(C), denote the inside-facing angles of the typical cell C.
Proof. (i) Consider 0 ≤ t ≤ pi and B ∈ B(R2), V2(B) = 1.
Then by definition (49) of D, we have
1
3
E
3∑
i=1
1[0,t](αi(D)) = 1
6
E
∑
s∈S∩B
(
3∑
i=1
1[0,t](αi(s))
)
where α1(s), α2(s), α3(s) are the three angles associated with the vertex s in the tessel-
lation.
Moreover, by definition of the typical angle (see (51)),
1
6
E
∑
s∈S∩B
(
1[0,t](α1(s)) + 1[0,t](α2(s)) + 1[0,t](α3(s))
)
= E1[0,t](α).
We conclude then by using the identity in law of the three angles α1(D), α2(D) and
α3(D).
(ii) The proof is similar to that of Prop. 3.2.2. of J. Møller [17] which connects, for
1 ≤ k ≤ d,, the k-dimensional typical face of the Voronoi tessellation to the k-dimensional
faces of the typical cell.
2
From Lemmas 4 and 5, we deduce that
Eα−1(C) = 6E
(
1
α
)
= 6E
(
1
α1(D)
)
=
4
pi
∫ 2pi
0
1− cos t
t
dt,
which completes the proof of (35).
2
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Chapitre 4
Quelques conse´quences de l’identite´
entre cellule typique et cellule
empirique pour la mosa¨ıque
poissonienne d’hyperplans
d-dimensionnelle.
4.1 Pre´sentation des re´sultats.
Dans toute cette partie, Φ de´signera un processus ponctuel de Poisson de mesure
d’intensite´ µ, C la cellule typique de la mosa¨ıque poissonienne d’hyperplans d-dimension-
nelle, et Ψ le processus ponctuel (stationnaire) constitue´ des centres des disques inscrits
dans les cellules de la mosa¨ıque. On notera σd l’aire de la boule-unite´ de R
d et B(y, r) la
boule de centre y ∈ Rd et de rayon r ≥ 0.
Rappelons que nous avons montre´ que la cellule empirique peut eˆtre interpre´te´e en
terme de mesure de Palm :
pour toute application h : K −→ R mesurable borne´e,
Eh(C) = 2
d
ωdωd−1d
1
Vd(B)
E
∑
z∈Ψ∩B
h(C(z)− z),
ou` B ⊂ Rd est un bore´lien fixe´ ve´rifiant 0 < Vd(B) < +∞.
La de´finition au sens de Palm autorise en particulier l’utilisation de certains re´sultats
qui n’ont jamais e´te´ exploite´s dans ce contexte. On peut citer notamment la caracte´risation
de la mesure de Lebesgue de Rd comme seule mesure invariante par toute translation (a`
coefficient multiplicatif pre´s) et la la formule de Slivnyak (voir le paragraphe 1.2).
Rappelons qu’elle a permis en particulier dans le cas de la mosa¨ıque de Poisson-
Voronoi de re´aliser explicitement la cellule typique comme la cellule C(0) associe´e a` un
germe place´ en l’origine lorsque l’on rajoute ce germe au processus de de´part. Ce fait a
e´te´ de´terminant pour obtenir des informations sur la cellule typique (voir les chapitres
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2 et 3). De la meˆme manie`re, on peut ese´rer de re´aliser concre`tement la cellule typique
d’une mosa¨ıque poissonienne d’hyperplans en utilisant cette formule.
R. E. Miles a de´ja` obtenu en 1973 une construction explicite de la cellule empirique
en dimension deux a` partir de son disque inscrit et de son triangle circonscrit, dont les
lois exactes sont connues [59]. Sa me´thode reposant sur la notion de circuit convexe dans
le plan, semble difficile a` ge´ne´raliser en dimension supe´rieure.
Dans le travail qui suit, on de´termine un moyen concret de re´aliser la cellule typique.
Conside´rons une boule B(0, RI) ou` RI suit la loi exponentielle de parame`tre σd. La cellule
C est alors e´gale en loi a` l’intersection de :
(i) le simplexe circonscrit a` cette boule et inde´pendant de RI tel que la densite´ de la
loi conjointe des vecteurs unitaires orthogonaux aux hyperfaces est proportionnelle
au volume du simplexe forme´ par ces vecteurs ;
(ii) la cellule de Crofton de la mosa¨ıque poissonienne construite a` partir d’un processus
ponctuel de Poisson de mesure d’intensite´ 1B(0,r)cdµ conditionnellement a` {RI = r},
r ≥ 0.
Remarquons que la loi du simplexe circonscrit a` C rappelle celle de la cellule typique d’une
mosa¨ıque de Poisson-Delaunay d-dimensionnelle (voir [63],[65]).
On de´duit de ce premier re´sultat une formule explicite pour P{Nd−1(C) = d + 1}, ou`
Nd−1(C) de´signe le nombre d’hyperfaces de C. On ge´ne´ralise ainsi en toute dimension les
calculs effectue´s par Miles en dimensions deux et trois [56].
Par ailleurs, en utilisant le re´sultat de Miles selon lequel une section par un sous-
espace affine de Rd d’une mosa¨ıque poissonienne reste une mosa¨ıque poissonienne a` une
homothe´tie pre`s [56], la formule de Slivnyak nous permet d’une part de retrouver le calcul
de la moyenne de l’“aire” k-dimensionnelle des k-faces de C, 0 ≤ k ≤ d, obtenu par
G. Matheron [48] en 1975, et d’autre part de de´terminer le premier moment du nombre
de faces k-dimensionnelles de la cellule typique. Ce dernier re´sultat n’e´tait connu jusqua`
pre´sent qu’en dimensions deux et trois (voir [56]).
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Poissonian tessellations of the Euclidean space. An
extension of a result of R. E. Miles. ∗
Pierre Calka†
Abstract
In 1973, R. E. Miles obtained an explicit characterization of the typical cell of the
planar Poissonian tessellation, by means of the distributions of the indisc and the
triangle circumscribed to the cell. In this paper, we propose a different proof, using
Xthe classical formula of Slivnyak for Poisson point processes. Not only the method
is simple and rigorous, but it also extends the result of Miles to any dimension
d ≥ 2. We deduce from it some other properties of the geometrical characteristics
of the typical cell.
Introduction.
Let Φ be a Poisson point process in Rd, d ≥ 2, of intensity measure
µ(A) =
∫ +∞
0
∫
Sd−1
1A(r, u)dνd(u)dr, A ∈ B(R
d),
where νd is the area measure of the unit-sphere S
d−1.
Let us consider for all x ∈ Rd, H(x) = {y ∈ Rd; (y− x) · x = 0}, (x · y being the usual
scalar product). Then the set H = {H(x); x ∈ Φ} divides the space into convex polyhedra
that constitute the so-called d-dimensional Poissonian tessellation. This tessellation is
isotropic, i.e. invariant in law by any isometric transformation of the Euclidean space.
This random object was used for the first time by S. A. Goudsmit [7] and by R. E.
Miles ([10], [11] and [13]). In particular, it provides a model for the fibrous structure of
sheets of paper.
Miles introduced in particular the notion of empirical (or typical) cell associated to
the tessellation. Recent contributions about the law of the area of the typical cell and the
famous D. G. Kendall conjecture were provided by A. Goldman [5] and I. N. Kovalenko
[8]. The fundamental frequencies of the cells have been studied by A. Goldman [4] and
∗American Mathematical Society 2000 subject classifications. Primary 60D05; secondary 60G55.
Key words and phrases. Empirical distributions, Palm distribution, Poissonian tessellations, stochastic
geometry. Running head. Poissonian tessellations.
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have been useful to obtain informations about the frequencies of the cells of the Poisson-
Voronoi tessellation [6]. Central limit theorems have been provided by K. Paroux [17]
in this context. Besides, we have obtained the explicit distribution of the radius of the
smallest disk centered at the origin containing the Crofton cell in the plane [2].
Miles obtained [13] in the two-dimensional case the explicit distributions of the indisk
radius and the circumscribed triangle of the typical cell, which has provided numerous
results concerning the area, the perimeter and the number of vertices. His method (see
[13]) essentially relies on the concept of convex circuit in R2 and the ergodic properties of
the tessellation (see also [3]); Nevertheless, it can not be generalized to any dimension.
In this work, we propose a new approach which is easier and can be extended to any
dimension d ≥ 2. It consists to use famous Slivnyak’s formula which is a fundamental
tool for the study of Poisson-Voronoi tessellations [15]. Nevertheless, to use this formula
in our context, we need to describe the typical cell of R. E. Miles with a Palm procedure
[16]. In the first section, we actually obtain such a description via the (stationary) point
process of the centers of inballs of the cells constituting the tessellation. We then prove in
the second section the principal result concerning the construction of the typical cell via
the law of the inball radius and the circumscribed simplex. In the last section, we show
how to obtain some new informations about the geometric characteristics of the typical
cell by using Slivnyak’s formula.
All the results presented here were announced in a previous note [1].
1 Preliminaries.
Let Φ be a Poisson point process in Rd of intensity measure
µ(A) = E
∑
x∈Φ
1A(x).
The process Φ is a measurable application which takes values in the space Mσ of the
locally finite sets of Rd endowed with the cylindric σ-field Tc generated by the applications
ϕA :
{
Mσ −→ N ∪ {+∞}
γ 7−→ #(A ∩ γ)
, A ∈ B(Rd).
For any positive measurable function f on the product space (Rd)n×Mσ, n ∈ N
∗, which
is invariant by permutation of the first n coordinates, we have Slivnyak’s formula (see for
example [16]):
E
∑
ξ∈Φ
(n)
f(ξ,Φ) =
1
n!
∫
Ef (ξ,Φ ∪ ξ) dµ(n)(ξ), (1)
where Φ
(n)
denotes the space of sets of Φ with cardinal n, and where
dµ(n)(ξ) = dµ(ξ1) · · ·dµ(ξn), ξ = {ξ1, · · · ξn} ∈ Φ
(n)
.
Let us now take the measure
µ(A) =
∫ +∞
0
∫
Sd−1
1A(r, u)dνd(u), A ∈ B(R
d), (2)
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and consider the associated Poissonian tessellation [12]. We will note C0 the cell of the
tessellation containing the origin. We show [4] that the cell C0 (called the Crofton cell)
is a.s. well-defined. Let us denote by CR the set of cells included in the open ball B(R)
centered at the origin, with radius R > 0 and NR = #CR. Besides, we consider the
space K of the convex compact sets of Rd endowed with the usual Hausdorff topology and
h : K −→ R a translation-invariant, bounded measurable function.
We have the following result [4]:
Theorem 1 The means
1
NR
∑
C∈CR
h(C), R > 0, (3)
converge a.s. to a constant E˜h (the empirical mean) satisfying
E˜h =
1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
,
where Vd denotes the d-dimensional Lebesgue measure.
Let us define Ψ as the point process constituted with the centers of the inballs of the cells
of the tessellation. The invariance by any translation of the Poissonian tessellation [4]
implies that Ψ is a stationary (locally finite) point process. We fix a Borel set B ⊂ Rd
verifying 0 < Vd(B) < +∞. The typical cell C, in the Palm sense, then is defined by the
following formula:
Eh(C) =
2d
ωdωd−1d
1
Vd(B)
E
∑
z∈Ψ∩B
h(C(z)− z), (4)
where h : K −→ R runs throughout the set of bounded measurable functions and where
ωd is the Lebesgue measure of the unit-ball of R
d (the constant ωdωd−1
d/2d is the intensity
of the process Ψ).
More generally, the definition of C implies that the following formula, called Campbell’s
formula, is satisfied: ∫
Ef(C, y)dy =
2d
ωdωd−1d
E
∑
z∈Ψ
f(C(z)− z, z), (5)
for all measurable function f : K × Rd −→ R+.
Repeating word for word the method of J. Møller described in [16], page 66 (applying to
any stationary point process), we show the identity
Eh(C) =
1
E (1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
. (6)
Comparing (6) with Theorem 1, we deduce that:
Theorem 2 For all translation-invariant, bounded measurable function h, we have
E˜h = Eh(C).
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2 The principal result.
For all z ∈ Ψ, we note B(z) the inball of the cell C(z) and S(z) the simplex constructed
with the support hyperplanes of C(z) which are tangent to B(z). Besides, let us consider
Φz = {x−
x
||x||2
(x · z); x ∈ Φ, H(x) ∩ B(z) = ∅},
the point process associated to the hyperplanes which do not intersect B(z) (taking the
point z as new origin).
Then, denoting by C0(Φz) the Crofton cell associated to the hyperplanes H(y), y ∈ Φz,
we have easily
C(z) = S(z) ∩ (z + C0(Φz)). (7)
Let us consider a random couple (S, Φ̂), where S is a (random) simplex and Φ̂ is a point
process such that the joint distribution is given by the formula (analogous to (4)):
E{h(S)1{bΦ∩A=∅}} =
2d
ωdωd−1dVd(B)
E
∑
z∈Ψ∩B
h(S(z)− z)1{Φz∩A=∅}, (8)
satisfied for every positive measurable function h : K −→ R+, and every fixed Borel set
A ∈ Rd;B ⊂ Rd such that 0 < Vd(B) < +∞.
Applying (8) to a function g(S, Φ̂) = h(S ∩ C0(Φ̂)), where h is translation-invariant, we
obtain thanks to (7), the equality
Eh(S ∩ C0(Φ̂)) = Eh(C),
which means
C
law
= S ∩ C0(Φ̂). (9)
It then remains to determine the distribution of the couple (S, Φ̂).
To this end, let us consider the set A of all the subsets ξ ⊂ Rd, #ξ = d + 1, such that
the associated hyperplanes H(x), x ∈ ξ, form a (d + 1)-simplex of Rd. For all ξ ∈ A, let
us denote by S(ξ) (resp. B(ξ) and c(ξ)) the simplex associated to ξ (resp. the inball of
S(ξ), and the center of this ball).
Besides, we define
AΦ = {ξ ∈ Φ
(d+1)
∩ A;B(ξ) ∩H(x) = ∅ ∀ x ∈ Φ}.
The set AΦ is in one-to-one correspondence with the set of the points of Ψ via the
application ξ 7−→ c(ξ); it is also in one-to-one correspondence with the set {S(z); z ∈ Ψ}
via the application S. Using (8), it implies that
E{h(S)1{bΦ∩A=∅}} =
2d
ωdωd−1dVd(B)
E
∑
ξ∈Φ
(d+1)
h(S(ξ)− c(ξ))1B(c(ξ))1AΦ(ξ)1{Φc(ξ)∩A=∅}.
Applying now Slivnyak’s formula (1), we get from the preceding equality
E{h(S)1{bΦ∩A=∅}} =
2d
ωdωd−1dVd(B)
1
(d+ 1)!
∫
h(S(ξ)− c(ξ))1B(c(ξ))1A(ξ)
P{H(x) ∩B(ξ) = ∅, ∀x ∈ Φ;Φc(ξ) ∩ A = ∅}dµ
(d+1)(ξ).(10)
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It remains to explicit this integral via appropriated change of variables, and we deduce
the principal result:
Theorem 3 (1) Let us consider a ball of center zero and (random) radius RI of law
P{RI ≥ t} = exp{−σdt}, t ≥ 0,
where σd = νd(S
d−1).
(2) Let us construct a simplex S circumscribed to this ball such that the (d+1) directions
U0, · · · , Ud ∈ S
d−1 from the center to the intersecting points are independent from RI and
have a joint distribution given by:
[(U0, · · · , Ud)](P)(u) =
d2d
(d+ 1)σd2ωd−1d
∆(U0, · · · , Ud)1A(u)dνd
(d+1)(u), (11)
where dνd
(d+1)(u) = dνd(u0)...dνd(ud), u = (u0, ..., ud) ∈ (S
d−1)d+1,
A = {(u0, · · · , ud) ∈ (S
d−1)d+1; no half-sphere contains u0, · · · , ud}, (12)
and ∆(x0, ..., xd), x0, ..., xd ∈ R
d, denotes the d-dimensional Lebesgue measure of the
simplex with vertices at x0, · · · , xd.
(3) Let us take a point process Φ̂ independent from U0, · · · , Ud such that conditionally to
RI = r, r > 0, Φ̂ is distributed as a Poisson point process of intensity measure 1B(r)cdµ.
Then we have the following equality in law:
C
law
= S ∩ C0(Φ̂).
Proof. The following lemma provides a formula of change of variables of Blaschke-
Petkantschin type (see for example [14]):
Lemma 1 We have:
1A(ξ)dµ
(d+1)(ξ) = d!∆(u)1A(u)dzdRdνd
(d+1)(u).
Proof of Lemma 1. We first remark that A is in bijection with Rd ×R∗+×A (where A
is defined in (12)) by associating to each ξ = {ξ0, · · · , ξd} ∈ A, z = c(ξ), the radius R of
B(ξ) and the unit-directions u0, · · · , ud from c(ξ) to ξ0, · · · , ξd respectively.
Let us define for all 0 ≤ i ≤ d, pi = ||ξi|| and vi = ξi/pi ∈ S
d−1 such that
dµ(ξi) = 1pi≥0dpidνd(vi).
It is easy to prove that
pi = |R + (z · ui)|, vi =
{
ui if ||z|| ≤ pi
−ui else
So the jacobian of the one-to-one correspondence
(z, R, u0, · · · , ud) 7−→ (p0, · · · , pd, v0, · · · , vd)
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is
J =
∣∣∣∣ A BC D
∣∣∣∣ ,
where C = 0, D = Id(d+1) is the unit-matrix,
A =

 u0
t 1
...
...
ud
t 1

 , and B =


zt 0 . . . 0
0 zt
. . .
...
...
. . .
. . . 0
0 . . . 0 zt


.
Consequently, J = detA = d!∆(u0, · · · , ud).
2
Let us go back to the proof of Theorem 3. Applying the preceding change of variables to
the calculation of the integral in the equality (10), we obtain
E{h(S)1{bΦ∩A=∅}} =
2d
ωdωd−1dVd(B)(d+ 1)
∫
I(u)∆(u)1A(u)dνd
(d+1)(u), (13)
where
I(u) =
∫ +∞
0
h(S(Ru0, · · · , Rud))∫
B
P
{
H(x) ∩ (z +B(R)) = ∅;
(
x−
x
||x||2
(x · z)
)
6∈ A ∀x ∈ Φ
}
dzdR.
Let us notice that{
(H(x)− z) ∩ B(R) = ∅;
(
x−
x
||x||2
(x · z)
)
6∈ A ∀x ∈ Φ
}
=
{
H
(
x−
x
||x||2
(x · z)
)
∩ B(R) = ∅;
(
x−
x
||x||2
(x · z)
)
6∈ A ∀x ∈ Φ
}
.(14)
Besides, the set
{
x− x
||x||2
(x · z); x ∈ Φ
}
is distributed as Φ (see for example [5]). Conse-
quently, we deduce from (14) and the Poissonian property of Φ that for all z ∈ Rd,
P
{
(H(x)− z) ∩B(R) = ∅;
(
x−
x
||x||2
(x · z)
)
6∈ A ∀x ∈ Φ
}
= P{Φ ∩ (B(R) ∪A) = ∅} = exp{−µ(A \B(R))} exp{−σdR}.(15)
Inserting (15) in the equation (13), we get that:
the inball radius of S is exponentially distributed with parameter σd.
the directions from the origin to the points of tangency of S with its inball have a joint
distribution given by (11) and are independent from the inball radius.
Conditionally to the fact that the inball radius of S is equal to r, r > 0, Φ̂ is distributed
as a Poisson point process of intensity measure 1B(r)cdµ.
So the property (9) provides us the required construction of C.
2
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3 Some consequences of the method concerning ge-
ometric characteristics of the Poissonian tessella-
tion.
In this section, we show how to use the same method to obtain new (or not) informations
about the typical cell.
As an example, let us denote by Nk(C) (resp. Vk(C)) the number of k-dimensional
faces (resp. the k-dimensional Hausdorff measure) of the typical cell C, 0 ≤ k ≤ d.
Theorem 4 We have:
(1) EVk(C) =
2d(dk)
ωd−1
kωk
,
(2) ENk(C) = 2
d−k
(
d
k
)
(3) P{Nd−1(C) = d+ 1} =
2d+1
d(d+1)ω2
d
ωd−1
d
∫ ∆(u)
b(u)
1A(u)dνd
d+1(u),
where b(u), u ∈ A, denotes the mean width of the simplex which admits u as the set of its
contact points with its inball.
Proof. (1) Let us first recall a well-known result due to R. E. Miles [12]:
Lemma 2 (Miles, 1969) The intersection of a Poisson hyperplane process of Rd of in-
tensity measure given by (2) with a affine sub-space of Rd of dimension k, 0 ≤ k ≤ d, is
equal in law to a Poisson hyperplane process of Rk of intensity measure µk,d given by:
µk,d(A) =
ωd−1
ωk−1
∫ +∞
0
∫
Sk−1
1A(r, u)dνk(u)dr, A ∈ B(R
k). (16)
Let us show the following intermediary lemma:
Lemma 3 Let us consider for all 0 ≤ k ≤ d, the measure Λk defined by
Λk(B) = E
∑
F∈Fk
Vk(B ∩ F ), B ∈ B(R
d),
where Fk denotes the set of all k-dimensional faces of the tessellation and Vk is the k-
dimensional Hausdorff measure.
Then the equality
Λk = ck,d · Vd (17)
is satisfied, ck,d being the mean k-dimensional measure of the tessellation per unit of
volume such that
ck,d =
(
d
k
)
ωdωd−1
d−k
ωk2d−k
. (18)
Proof of Lemma 3. The result (17) comes from the fact that the measure Λk is invariant
by any translation in Rd, so is proportional to the Lebesgue measure of Rd.
Let us show the result (18) by a reasoning of induction: it is clearly verified for k = d.
Let 0 ≤ k ≤ d− 1. Taking B equal to the unit-ball of Rd, we have
Λk(B) = ck,dωd
= E
∑
{x1,··· ,xd−k}∈Φ
Vk(B ∩H(x1) ∩ · · · ∩H(xd−k)).
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Applying Slivnyak’s formula (1), we obtain
Λk(B)
=
1
(d− k)!
∫
Vk(B ∩H(x1) ∩ · · · ∩H(xd−k))dµ
(d−k)(x) (19)
=
1
(d− k)!
∫ ∫
Vk{[B ∩H(x1) ∩ · · · ∩H(xd−1−k)] ∩H(xd−k)}dµ(xd−k)dµ
(d−1−k)(x).
Applying Lemma 2 to the section of the tessellation with the (k + 1)-dimensional space
H(x1) ∩ · · ·H(xd−k−1), we obtain:
Λk(B) =
1
(d− k)
ωdck+1,d
ωd−1
ωk
ck,k+1. (20)
Besides, applying (19) to k = d− 1, we get that
cd−1,d =
1
ωd
∫
B
Vd−1(B ∩H(tu))dtdνd(u)
=
ωd−1
ωd
σd
∫ 1
0
(1− t2)
d−1
2 dt =
σd
2
.
Consequently, inserting the equality ck,k+1 = σk+1/2 in (20), we deduce the following
relation of induction:
ck,d =
k + 1
2(d− k)
ωd−1
ωk+1
ωk
ck+1,d,
which, after iteration, gives us the formula
ck,d =
(
d
k
)
ωdωd−1
d−k
ωk2d−k
.
2
Let us go back to the determination of EVk(C), 0 ≤ k ≤ d: repeating an argument of
Møller (see [16], page 62), we consider for all convex polyhedron P , Ek(P ) the set of all
k-dimensional faces of P . If B ⊂ Rd is a fixed Borel set such that 0 < Vd(B) < +∞, we
then have
Vd(B)ck,d = E
∑
F∈Fk
Vk(B ∩ F )
=
1
2d−k
E
∑
z∈Ψ
∑
F∈Ek(C(z))
Vk(B ∩ F ),
the last equality being due to the fact that any k-dimensional face of the tessellation is
in the boundary of exactly 2d−k different cells.
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Using formula (5) we obtain that
Vd(B)ck,d =
ωdωd−1
d
2d
1
2d−k
∫
E
∑
F∈Ek(C+x)
Vk(B ∩ F )dx
=
ωdωd−1
d
2d
1
2d−k
∫
E
∑
F∈Ek(C)
Vk(B ∩ (F + x))dx
=
ωdωd−1
d
2d
1
2d−k
Vd(B)E
∑
F∈Ek(C)
Vk(F ),
the last equality being deduced from Fubini’s theorem. Consequently, we deduce that
EVk(C) = 2
d−kck,d
2d
ωdωd−1d
=
2d (dk)
ωd−1kωk
.
(2) We consider the proces Ψk, 0 ≤ k ≤ d, of the centers of the inballs of the k-dimensional
faces of the tessellation. Ψk is stationary and we will note λk its intensity. Besides, we
define for any z ∈ Ψk, F (z) as the unique k-dimensional face associated to z.
Then the typical k-dimensional face Ck,d associated to the tessellation is well-defined by
the following formula:
Eh(Ck,d) =
1
Vd(B)λk
E
∑
z∈Ψk∩B
h(F (z)− z),
for all bounded measurable function h and any fixed Borel set B ⊂ Rd, satisfying
0 < Vd(B) < +∞.
Let us notice in particular that the typical d-face Cd,d, is the classical typical cell C as-
sociated to the tessellation. The following lemma gives a characterization of the law of
the typical k-face and can be easily deduced from a joint use of Slivnyak’s formula and
Lemma 2:
Lemma 4 Ck,d is equal in law to the typical cell of a Poissonian tessellation in R
k with
intensity measure given by the formula (16).
A direct consequence of the preceding lemma and the point (1) of Theorem 4 is that
EVk(Ck,d) =
2k
ωkωk−1k
×
(
ωk−1
ωd−1
)k
=
2k
ωkωd−1k
. (21)
Following the same method as Møller [16] (prop. 3.2.2) for Voronoi tessellations, we can
show that:
EVk(Ck,d) = EVk(C)/ENk(C). (22)
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Consequently, from (21) and (22), we obtain:
ENk(C) = 2
d−k
(
d
k
)
.
(3) Considering the construction of C obtained in Theorem 3, and denoting by Φr, r > 0,
a Poisson point process of intensity measure 1B(r)cdµ, we have
P{Nd−1(C) = d+ 1}
=
2d
(d+ 1)ωdωd−1d
∫
P{#(Φr ∩ S(Ru)) = 0}e
−σdR∆(u)1A(u)dRdνd
(d+1)(u).
Let us then notice that it is well-known (see for example [4]) that
P{#(Φr ∩ S(Ru)) = 0} = exp
{
−R
(σd
2
b(u)− σd
)}
,
where b(u) denotes the mean width of the simplex S(u). Consequently, after an integration
with respect to R, we deduce
P{Nd−1(C) = d+ 1} =
2d+1
d(d+ 1)ω2dωd−1
d
∫
∆(u)
b(u)
1A(u)dνd
d+1(u).
2
Remark 1 Let us remark that it is possible to use the point (1) of Theorem 4 to obtain
the expression of the intensity λd of the process Ψ of the centers of the inballs of the cells,
and more precisely to show that λd has the same value as the intensity c0,d of the process of
the vertices of the tessellation: actually, we could define the typical cell by associating to
each cell constituting the tessellation its lowest vertex (which exists a.s.) and by replacing
the process Ψ of the centers of the inballs by the process Λ of the lowest vertices. It is easy
to notice that any vertex of the tessellation is the lowest vertex of exactly one cell, which
means that Λ can be exactly identified to the process of the vertices of the tessellation,
of intensity c0,d. We can also remark that the two definitions of the typical cell provide
the same law because in the two cases, the equality (6) is satisfied.
Repeating the argument of Møller [16] (page 62), we obtain that:
EVd(C) = λd
−1 = c0,d
−1.
Remark 2 The formula (1) of Theorem 4 was previously obtained by Matheron [9]. The
equalities (2) and (3) were given by R. E. Miles [12] when d = 2, 3; for any d > 3, they
are new.
Aknowledgement. I thank Professor A. Goldman for having suggested me the idea of
using Slivnyak’s formula in order to generalize the theorem of Miles to any dimension.
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Chapitre 5
Une preuve rigoureuse d’un re´sultat
de R. E. Miles sur les mosa¨ıque
poissoniennes e´paissies.
5.1 Introduction.
Dans cette partie, Φ de´signera un processus ponctuel de Poisson sur Rd, d ≥ 2, de
mesure d’intensite´ µ (de´finie par (1.4)), H l’ensemble des hyperplans polaires associe´s a`
Φ (voir (1.5)).
Rappelons que les mosa¨ıques poissoniennes de droites dans le plan mode´lisent en par-
ticulier la re´partition des fibres d’une feuille de papier. En 1964, prenant en compte le
fait que dans la re´alite´ les fibres ont une e´paisseur non nulle, R. E. Miles s’inte´resse aux
mosa¨ıques poissoniennes e´paissies. Cela lui donne par ailleurs un moyen de montrer que
le rayon du disque inscrit de la cellule typique d’une mosa¨ıque poissonienne suit une loi
exponentielle. Plus pre´cise´ment, on e´paissit chaque hyperplan de H d’une e´paisseur fixe´e
e ≥ 0 et l’on s’inte´resse a` l’ensemble des composantes connexes du comple´mentaire dans
l’espace euclidien Rd de ces hyperplans e´paissis. Miles affirme que les moyennes empiriques
limites sur ces nouvelles cellules qui sont aussi des polye`dres, existent et sont les meˆmes
que dans le cas d’une mosa¨ıque poissonienne classique.
Sa de´marche originale est ne´anmoins heuristique et insatisfaisante au niveau mathe´ma-
tique (de notre e´poque...). En effet, la convergence des moyennes ergodiques des mosa¨ıques
e´paissies n’a pas e´te´ de´montre´e et il n’est pas clair que la limite obtenue soit inde´pendante
de l’e´paisseur choisie.
Nous prouvons cette convergence a` e´paisseur fixe´e en suivant une technique analogue
a` celle du paragraphe 1.5.1. Le fait que la limite obtenue soit inde´pendante de l’e´paisseur
provient directement de l’invariance de la mesure µ par translation radiale. En d’autres
termes, pour tout r ≥ 0, l’application{
R
d \ {0} −→ Rd
x 7−→ (||x||+ r) · x
||x||
,
envoie la mesure µ sur la mesure 1B(0,r)cdµ.
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Nous concluons ce travail en pre´cisant l’ide´e de Miles permettant de de´terminer la loi
empirique du rayon de la boule inscrite a` partir de la proprie´te´ e´voque´e ci-dessus.
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A rigorous proof of a result of R. E. Miles concerning
the thickened Poisson hyperplane process in Rd. ∗
Pierre Calka†
Abstract
R. E. Miles introduced in [12] the notion of empirical distribution and associated
typical cell for a Poisson line process in the plane. In [10], he gave to each line of the
process a fixed width and claimed that the empirical means of the polygon aggre-
gate comprising the interstices between these thick lines were independent from the
thickness. Nevertheless, his results were based on certain heuristic considerations:
on one hand, he did not consider the “edge effects” for showing the convergence of
empirical means, on the other hand he did not formalize the definition of empirical
cell in the thick-lines case.
In this paper, we give detailed proofs for a Poissonian tessellation in any dimen-
sion of the two following points: the insignificance of “edge regions”, which provides
the existence of the empirical distributions, and the equality in law of the typical
cells in the classical and in the thickened Poissonian tessellations.
Introduction.
Let Φ be a Poisson point process in Rd, d ≥ 2, of intensity measure
µ(A) =
∫ +∞
0
∫
Sd−1
1A(r, u)dνd(u)dr, A ∈ B(R
d),
where νd is the area measure of the unit-sphere S
d−1.
Let us consider for all x ∈ R, H(x) = {y ∈ Rd; (y − x) · x = 0}, (x · y being the usual
scalar product). Then the set H = {H(x); x ∈ Φ} divides the space into convex polyhedra
that constitute the so-called d-dimensional Poissonian tessellation. This tessellation is
isotropic, i.e. invariant in law by any isometric transformation of the Euclidean space.
∗American Mathematical Society 2000 subject classifications.Primary 60D05; secondary 60G55.
Key words and phrases. Empirical distributions, stochastic geometry, thickened Poisson hyperplane
process, typical cell.
Running head. A rigorous proof of a result of Miles about thickened Poisson hyperplane process.
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This random object was used for the first time by S. A. Goudsmit [8] and by R. E.
Miles ([10], [11] and [12]). In particular, it provides a model for the fibrous structure of
sheets of paper.
Miles introduced in particular the notion of empirical (or typical) cell associated to
the tessellation. Recent contributions about the law of the area of the typical cell and the
famous D. G. Kendall conjecture were provided by A. Goldman [6] and I. N. Kovalenko
[9]. The fundamental frequencies of the cells have been studied by A. Goldman [5] and
have been useful to obtain informations about the frequencies of the cells of the Poisson-
Voronoi tessellation [7]. Central limit theorems have been provided by K. Paroux [14] in
this context. Besides, we have obtained a new interpretation of the typical cell by means
of a Palm measure [1], and the explicit distribution of the radius of the smallest disk
centered at the origin containing the Crofton cell in the plane [2].
If we give to each hyperplane of H a fixed thickness e, the connex components of the
remaining parts of Rd constitute a new set of cells. Since in reality fibers of sheets of
paper always have a width, this thickened Poisson line process provides a more accurate
model. Besides, Miles used it to determine the empirical law of the indisk radius. He
claimed in [10] that for the two-dimensional case the associated empirical distributions
do not depend on the thickness e. The goal of this paper is to prove this fact precisely in
any dimension.
In the first section, we give a rigorous proof of the convergence of the empirical means
of a classical Poissonian tessellation of Rd, taking the “edge effects” into account (for
a proof of a more precise fact in dimension two using an other method, see papers of
Paroux [13], [14]). We here follow essentially the method described by R. Cowan in [3]
and [4] in dimension two. The treatment of the d-dimensional case, d > 2, raises some
new difficulties of geometrical nature (see in particular Lemma 3).
We then consider in the second section the thickened Poissonian tessellation introduced
by Miles [10] and we use the tools of the preceding section to show that the law of the
empirical cell is independent of the thickness. We conclude with an easy consequence of
the thickening, following an idea given by Miles [10] for the dimension two: the empirical
law of the inball radius is exponential. Let us notice that this result was a part of a more
general theorem in the note [1], obtained by completely different methods.
1 The empirical distributions and the typical cell of
the Poissonian tessellation.
In this section, we recall how to define the empirical distributions of the d-dimensional
Poissonian tessellation. The main result , i.e. the treatment of the edge effects, is con-
tained in Proposition 1.
Let Φ be a Poisson point process in Rd of intensity measure
µ(A) = E
∑
x∈Φ
1A(x) =
∫ +∞
0
∫
Sd−1
1A(r, u)dνd(u)dr, A ∈ B(R
d).
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For all x ∈ Rd, let us define the polar hyperplane at x
H(x) = {y ∈ Rd; (y − x) · x = 0},
where · is the usual inner product in Rd.
We call the set
H(Φ) = {H(xi); xi ∈ Φ}
a Poisson hyperplane process in Rd and the closure of a connex component of the set
R
d \ ∪xi∈ΦH(xi)
a cell associated to H. Then almost surely, the cells are bounded convex polytopes which
constitute a tessellation of Rd, called a Poissonian tessellation.
Moreover , if x ∈ Rd is fixed, then almost surely no hyperplane of H contains x, so we will
denote by Cx(Φ) the cell containing the point x. In particular, we call C0(Φ) the Crofton
cell.
We realize Ω as the spaceMσ of the locally finite sets of R
d endowed with the cylindric
σ-field
Tc generated by the applications
ϕA :
{
Mσ −→ N ∪ {+∞}
γ 7−→ #(A ∩ γ)
, A ∈ B(Rd).
Φ then is the identity application on Ω.
For all a ∈ Rd, let us remark that
a+H(xi) = H(t
a(xi)) with t
a(xi) =
(
1 +
xi · a
||xi||2
)
xi, i ≥ 1.
The correspondence
{xi; i ≥ 1} 7−→ {t
a(xi); i ≥ 1}
induces classically a transformation T a : Ω −→ Ω preserving the measure [6].
It is well-known that:
Lemma 1 For all a ∈ Rd, the transformations T a are ergodic.
Proof. It suffices to show that the measure is strongly mixing, which means that for any
bounded A,B ∈ B(Rd), k, l ∈ N, we have when n→ +∞,
P[{#(T−na(Φ) ∩ A) = k} ∩ {#(Φ ∩ B) = l}]
= P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩B) = l}]
→ P{#(Φ ∩A) = k} ·P{#(Φ ∩ B) = l}. (1)
Let Dα = {x ∈ R
d; |x · a| ≥ α}, α > 0.
Supposing there exists α > 0 such that B ⊂ Dα, then for n large enough, t
na(A)∩B = ∅,
and so we have by the Poissonian property of Φ,
P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩B) = l}]
= P{#(Φ ∩ tna(A)) = k} ·P{#(Φ ∩ B) = l}
= P{#(T−na(Φ) ∩A) = k} ·P{#(Φ ∩B) = l}
= P{#(Φ ∩A) = k} ·P{#(Φ ∩B) = l}.
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In the general case, we consider ε ∈ (0, 1) and take α > 0 such that the event Eα =
{Φ ∩Dcα ∩B = ∅} satisfies
P (Eα) ≥ 1− ε. (2)
Applying the first case to B ∩Dα, we then have for n large enough,
P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩B) = l} ∩ Eα]
= P[{#(Φ ∩ tna(A)) = k} ∩ {#(Φ ∩ B ∩Dα) = l} ∩ Eα]
= P[{#(Φ ∩ tna(A)) = k} ∩Eα] ·P{#(Φ ∩ B ∩Dα) = l}. (3)
Moreover, using (2), we have
|P{#(Φ ∩ B ∩Dα) = l} −P{#(Φ ∩ B) = l}|
≤ |P{#(Φ ∩B ∩Dα) = l} −P[{#(Φ ∩ B ∩Dα) = l} ∩ Eα]|
+|P[{#(Φ ∩ B) = l} ∩ Eα]−P{#(Φ ∩B) = l}|
≤ 2ε. (4)
Besides,
|P[{#(Φ ∩ tna(A)) = k} ∩ Eα]−P{#(Φ ∩ A) = k}|
= |P[{#(Φ ∩ tna(A)) = k} ∩ Eα]−P{#(Φ ∩ t
na(A)) = k}| ≤ ε. (5)
Consequently, for n large enough, using (3), (4) and (5), we get that
|P[{#(Φ∩ tna(A)) = k}∩ {#(Φ∩B) = l}]−P{#(Φ∩A) = k} ·P{#(Φ∩B) = l}| ≤ 4ε,
which proves the convergence (1).
2
Let us denote by CR (resp. C
′
R) the set of cells included in the open ball B(R) centered at
the origin, with radius R > 0 (resp. intersecting the boundary of B(R)) and NR = #CR
(resp. N ′R = #C
′
R).
Let us prove the integrability of (NR + N
′
R). The set of the hyperplanes of H(Φ)
intersecting B(R) divides the space into 2#(Φ∩B(R)) connex components. Consequently,
since #(Φ ∩B(R)) is a Poisson variable,
E(NR +N
′
R) ≤ E2
#(Φ∩B(R)) < +∞.
Besides, we consider the space K of the convex compact sets of Rd endowed with the
usual Hausdorff topology and h : K −→ R+ a translation-invariant, positive and bounded
measurable function. We will note Kh > 0 a bound for h.
By applying the equalities C0(T
−aω) = Ca(ω)−a, a ∈ R
d, ω ∈ Ω, we get the identities:
1
v(R)
∫
B(R)
dx
Vd(C0(T−xω))
=
NR(ω)
v(R)
+
1
v(R)
ε(R, 1, ω) (6)
1
v(R)
∫
B(R)
h(C0(T
−xω))
Vd(C0(T−xω))
dx =
1
v(R)
∑
C∈CR
h(Ci(ω)) +
1
v(R)
ε(R, h, ω), (7)
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where Vd is the d-dimensional Lebesgue measure of R
d, v(R) = Vd(B(R)), and
ε(R, h, ·) =
∑
C∈C′
R
h(C) ·
Vd(C ∩B(R))
Vd(C)
a.s..
Taking the expectation of (7), we get that
E
(
h(C0)
Vd(C0)
)
≤
Kh
v(R)
E(NR +N
′
R) < +∞.
Because of ergodicity of the transformations T a, a ∈ Rd, we can apply Wiener’s ergodic
theorem [15] and so, assuming that when R→ +∞, the contribution of the rest ε(R, h, ω)
disappears, i.e.
ε(R, h, ·)/v(R)→ 0 a.s. when R→ +∞, (8)
then the empirical mean of h, that means the almost sure limit
E˜h = lim
R−→∞
1
NR
∑
C∈CR
h(C) (9)
is well defined and coincides with {E (1/Vd(C0))}
−1 E (h(C0)/Vd(C0)).
It remains to see this process is well justified, i.e. the convergence (8) is true. We have
a.s. the inequality
ε(R, h, ·)
v(R)
≤ Kh ·
N ′R
v(R)
.
As a consequence, it suffices to show the following proposition, which is the main difficulty
in the construction of the empirical distributions:
Proposition 1 When R→ +∞, we have:
N ′R/v(R)→ 0 a.s..
Proof. We propose here a generalization to any dimension of the argument exposed by
R. Cowan [3], [4] in the two-dimensional case. In order to prove Proposition 1, we have
to introduce some new notations. Let us consider for every 0 ≤ k ≤ d:
(i) NR,k the number of faces of dimension k of the tessellation included in B(R);
(ii) N ′R,k the number of faces of dimension k intersecting the boundary of B(R);
(iii) SR,k the k-dimensional Hausdorff measure of the intersection of B(R) with the k-
dimensional faces of the tessellation.
In particular, let us notice that NR = NR,d (resp. N
′
R = N
′
R,d). Let us prove that all these
random variables are integrable. The set of the hyperplanes of H(Φ) ∩ B(R) induces at
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(
2#(Φ∩B(R))
(
#(Φ∩B(R))
d−k
))
k-faces, 0 ≤ k ≤ d, in the tessellation. Consequently, since
#(Φ ∩B(R)) is a Poisson variable,
E(NR,k +N
′
R,k) ≤ E
(
2#(Φ∩B(R))
(
#(Φ ∩B(R))
d− k
))
< +∞.
Moreover, we have clearly
SR,k ≤
σk
k
Rk(NR,k +N
′
R,k) a.s.,
so SR,k is also integrable for all 0 ≤ k ≤ d.
To prove Proposition 1, we need two intermediate lemmas:
Lemma 2 For every 0 ≤ k ≤ d, SR,k/v(R) converges a.s. to a constant when R goes to
infinity.
Lemma 3 For every 0 ≤ k ≤ d, N ′R,k/v(R) converges to zero a.s. when R goes to infinity.
Applying Lemma 3 to k = d, we clearly obtain Proposition 1.
2
Let us now focus on the proof of the two lemmas:
Proof of Lemma 2. Let us fix 0 ≤ k ≤ d and show the following intermediary result:∫
B(R−y)
Sy,k(T
−t(ω))dt ≤ v(y)SR,k(ω) ≤
∫
B(R+y)
Sk,y(T
−t(ω))dt a.s., 0 < y < R. (10)
Denoting by Fk,R the set of k-faces of the tessellation intercepting B(R) and by µk,F the
k-dimensional Hausdorff measure of the face F , F ∈ Fk,R, we actually have∫
B(R−y)
Sy,k(T
−t(ω))dt =
∫
1B(R−y)(t)
∑
F∈Fk,R(ω)
∫
1B(y)(s)1F (s+ t)dµk,F (s+ t)dt
=
∑
F∈Fk,R(ω)
∫
1B(R−y)(t)
∫
1B(y)(u− t)1F (u)dµk,F (u)dt
≤
∑
F∈Fk,R(ω)
∫ [∫
1B(y)(u− t)dt
]
1B(R)(u)1F (u)dµk,F (u)
≤ v(y) · SR,k(ω) a.s.,
which proves the right part of the estimation (10).
Moreover, we have also∫
B(R+y)
Sy,k(T
−t(ω))dt =
∑
F∈Fk,R+2y(ω)
∫ [∫
1B(R+y)(t)1B(y)(u− t)dt
]
1F (u)dµk,F (u)
≥
∑
F∈Fk,R(ω)
∫ [∫
1B(y)(u− t)dt
]
1B(R)(u)1F (u)dµk,F (u)
≥ v(y) · SR,k(ω) a.s.,
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which completes the proof of the result (10).
Going back to the proof of Lemma 2, (10) implies that a.s. we have
v(R− y)
v(y)v(R)
∫
B(R−y)
Sy,k(T
−t(ω))
v(R− y)
dt ≤
SR,k(ω)
v(R)
≤
v(R + y)
v(y)v(R)
∫
B(R+y)
Sy,k(T
−t(ω))
v(R + y)
dt.
Using Wiener’s ergodic theorem, the left and right expressions tend to (E(Sy,k)/v(y)) a.s..
So the proof of the a.s. convergence of SR,k/v(R) is completed.
2
Proof of Lemma 3. We prove the convergence
(C)k: N
′
R,k/v(R)→ 0 a.s. when R→ +∞,
by a reasoning of induction on k ∈ [0, d].
Since N ′R,0 = 0 a.s., (C)0 is true. Let us suppose (C)k−1 is satisfied for a fixed
1 ≤ k ≤ d− 1 and show (C)k.
Let us consider a fixed y ∈ (0, R). If a k-face intersects the boundary of B(R) in such
a way that the intersection of its sub-(k− 1)-faces with the set B(R+ y) \B(R) is empty,
then the k-dimensional measure of the intersection of this k-face with B(R+ y) \B(R) is
at least equal to the volume of a k-dimensional ball of radius
√
(R + y)2 − R2, i.e.
Ak = ωk((R + y)
2 −R2)k/2,
where ωk is the k-dimensional Lebesgue measure of the unit-ball in R
k.
Consequently, denoting by Lk the number of such k-faces, we have
SR+y,k − SR,k ≥ Ak · Lk, (11)
Moreover, we easily get the formula
Lk = N
′
R,k −#{k-faces having one of its (k − 1)-faces
which intersects B(R + y) \B(R)}. (12)
Besides, for every 0 ≤ l ≤ l′ ≤ d, a fixed l-dimensional face of the Poissonian tessellation
is included in exactly 2l
′−l
(
d−l
d−l′
)
different l′-dimensional faces.
In particular, a fixed (k − 1) face is included in exactly 2(d− k + 1) k-faces. A direct
consequence of this fact and (12) is that
Lk ≥ N
′
R,k − 2(d− k + 1)#{(k − 1)-faces intersecting B(R + y) \B(R)}. (13)
It remains to see that a (k − 1)-face intersecting B(R + y) \B(R) may:
either intersect the boundary of B(R + y);
either intersect the boundary of B(R);
or be included in B(R + y) \B(R).
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In the last case, we notice that the (k− 1)-face has a 0-face included in B(R+ y) \B(R).
So we obtain that
#{(k − 1)-faces intersecting B(R + y) \B(R)}
≤ N ′R+y,k−1 +N
′
R,k−1 +#{(k − 1)-faces included in B(R + y) \B(R)}
≤ N ′R+y,k−1 +N
′
R,k−1 + 2
k−1
(
d
k − 1
)
·#{0-faces included in B(R + y) \B(R)}
≤ N ′R+y,k−1 +N
′
R,k−1 + 2
k−1
(
d
k − 1
)
(SR+y,0 − SR,0). (14)
Using the convergence (C)k−1 and Lemma 2 applied to k = 0, we deduce that
#{(k − 1)-faces intersecting B(R + y) \B(R)}
v(R)
→ 0 a.s. when R→ +∞. (15)
Combining inequalities (11) and (13), we get
N ′R,k
v(R)
≤
1
Ak
SR+y,k − SR,k
v(R)
+
2(d− k + 1)
v(R)
#{(k − 1)-faces intersecting B(R + y) \B(R)},
which by Lemma 2 and (15), implies the a.s. convergence (C)k. This completes the proof
of Lemma 3.
2
Remark 1 Lemma 1 implies that the rest ε(R, 1, ·) in (6) tends to zero a.s., which means
NR
v(R)
→ E
(
1
Vd(C0)
)
a.s. when R→ +∞. (16)
Remark 2 In [1], we provided a way to define a random variable C (called the typical cell)
with values in K such that for any translation-invariant, positive and bounded measurable
function h on K, we have
E(h(C)) = lim
R→+∞
1
NR
∑
C∈CR
h(C), a.s.. (17)
2 The thickened Poissonian tessellation.
We now introduce the notion of thickened Poissonian tessellation and we prove that the
empirical distributions of this new tessellation are the same as in section 1.
Consider e ≥ 0 and for all x ∈ Rd, the polar hyperplane with thickness e at x by
He(x) = {y ∈ Rd;−e/2 ≤ (y − x) · x ≤ e/2}.
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We call the set
He(Φ) = {He(xi); xi ∈ Φ}
a thickened Poisson hyperplane process in Rd, and the closure of a connex component of
the set
Ee = Rd \ ∪xi∈ΦH
e(xi)
a cell associated to He.
Moreover, we define if x ∈ Rd, Cex as the cell containing x if x 6∈ ∪xi∈ΦH
e(xi) and ∅ else.
As in the classical case, we can introduce the set CeR (resp. C
e
R
′) of cells included in B(R)
(resp. intersecting the boundary of B(R)) and N eR = #C
e
R (resp. N
e
R
′ = #CeR
′).
It is immediate that a.s., N eR + N
e
R
′ ≤ NR + N
′
R, so N
e
R and N
e
R
′ are integrable.
Moreover, using Proposition 1, we have
N eR
′
v(R)
≤
N ′R
v(R)
→ 0 a.s. when R→ +∞. (18)
We prove in the following lemma that the empirical means on the thickened tessellation
exist as in (9) and do not depend on the thickness e ≥ 0:
Theorem 1 Let h : K −→ R+ be a translation-invariant, positive and bounded measur-
able function. Then:
(i) limR−→∞
1
Ne
R
∑
C∈Ce
R
h(C) exists a.s. and is a constant.
(ii) This limit is independent of e ≥ 0.
Proof. (i) Following the case without thickness, we apply the equalities Ce0(T
−aω) =
Cea(ω)− a, a ∈ E
e, ω ∈ Ω, to get the identities:
1
v(R)
∫
B(R)∩Ee
dx
Vd(Ce0(T
−xω))
=
N eR
v(R)
+
1
v(R)
εe(R, 1, ω) (19)
1
v(R)
∫
B(R)∩Ee
h(Ce0(T
−xω))
Vd(C
e
0(T
−xω))
dx =
1
v(R)
∑
C∈Ce
R
h(C) +
1
v(R)
εe(R, h, ω), (20)
where
εe(R, h, ·) =
∑
C∈Ce
R
′
h(C)
Vd(C ∩B(R))
Vd(C)
a.s..
Taking the expectation in (20) and using the integrability of (N eR +N
e
R
′), we obtain as in
the no-thickness case that
E
{
1Ee(0)h(C
e
0)
Vd(Ce0)
}
< +∞. (21)
Let us notice that the term εe(R, h, ·)/v(R) tends to zero a.s. when R goes to infinity, by
using (18) and the inequality εe(R, h, ·) ≤ KhN
e
R
′.
Consequently, we can use Wiener’s ergodic theorem, as in the preceding section to
obtain that
lim
R→+∞
N eR
v(R)
= E
{
1Ee(0)
Vd(C
e
0)
}
, a.s. (22)
125
and
lim
R−→∞
1
N eR
∑
C∈Ce
R
h(C) =
[
E
{
1Ee(0)
Vd(C
e
0)
}]−1
E
{
h(Ce0)1Ee(0)
Vd(C
e
0)
}
a.s. (23)
(ii) Let us notice that it suffices to show that for all bounded and measurable function h,
1
P{0 ∈ Ee}
E
{
h(Ce0)1Ee(0)
Vd(C
e
0)
}
= E
{
h(C00 )
Vd(C
0
0)
}
. (24)
Actually, we will deduce the equality of the two limits in (9) and (23) by applying (24)
first to h = 1, then to any h.
Noticing that
{0 ∈ Ee} = {B(e/2) ∩ Φ = ∅}, (25)
we deduce easily that Φ conditioned by the event {0 ∈ Ee}, is distributed as Φe/2, where
Φe/2 is a Poisson point process of intensity measure 1B(e/2)cdµ. Consequently,
E
{
h(Ce0)
Vd(C
e
0
)
10∈Ee
}
P{0 ∈ Ee}
= E
{
h(Ce0(Φe/2))
Vd(Ce0(Φe/2))
}
. (26)
Besides, let us consider the transformation
ϕe/2 :
{
Rd \B(e/2) −→ Rd
x 7−→ x− e
2
x
||x||
,
and remark that
Ce0(Φe/2) = C0(Φ), (27)
where Φ = {ϕe/2(yi); yi ∈ Φe/2}.
It is easy to verify that Φ is distributed as Φ. Combining (26) with (27), it then shows
the equality (24), and so completes the proof of the point (ii) of Theorem 1.
2
3 The empirical distribution of the inball radius.
In this section, we make an easy use of Theorem 1 to obtain the empirical law of the
inball radius of the Poissonian tessellation in Rd, following an idea of Miles [10] for the
dimension two. Let us define RI(C) the inball radius of the typical cell of the Poissonian
tessellation.
Theorem 2 RI(C) is exponentially distributed, of parameter σd, where σd denotes the
area of Sd−1.
Proof. We notice that a cell has its inball radius more than t, t ≥ 0, if and only if it is
not recovered when we thicken each hyperplane by 2t. So, applying (17) to h = 1{RI≥t}
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and using the fact the N ′R is negligible compared to NR a.s. when R → +∞, we obtain
a.s.
P{RI(C) ≥ t} = lim
R→+∞
N2tR
NR
.
Moreover, combining (16), (22) and (24) applied to h = 1, we obtain
P{RI(C) ≥ t} = lim
R→+∞
NR
2t
NR
=
[
E
(
1
Vd(C0)
)]−1
E
(
1E2t(0)
Vd(C2t0 )
)
= P{0 ∈ E2t}. (28)
Using (25) and the Poissonian property of Φ, we have
P{0 ∈ E2t} = P{Φ ∩ B(t) = ∅}
= e−µ(B(t)) = e−σdt. (29)
Inserting the equality (29) in (28), we deduce Theorem 2.
2
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Chapitre 6
Mode´lisation stochastique d’un
phe´nome`ne unidirectionnel de
fissuration.
6.1 Introduction et pre´sentation des re´sultats.
Les re´sultats pre´sente´s dans cette partie ont e´te´ obtenus en commun avec A. Me´zin et
P. Vallois.
La de´termination de la loi du rayon RM du plus petit disque centre´ a` l’origine contenant
la cellule typique de Poisson-Voronoi ou la cellule de Crofton dans le plan nous a conduit
a` e´tudier des proble`mes de recouvrement du cercle par des arcs ale´atoires inde´pendants
identiquement distribue´s, dont les centres sont uniforme´ment re´partis sur le cercle et les
longueurs suivent une loi ν fixe´e.
Il existe d’autres modes de recouvrement ale´atoire (du cercle ou de la droite re´elle)
plus complexes. En particulier, le mode`le connu dans la litte´rature sous le nom de mode`le
des parkings [46], [68], [73], se pre´sente de la manie`re suivante : on dispose d’une suite
infinie {Ai}i≥1 d’arcs de cercle de longueur fixe´e 2a > 0 et dont les centres {Xi; i ≥ 1}
sont i.i.d. de loi uniforme sur le cercle. On place A1, puis on de´cide que l’on place A2 si et
seulement si son centre X2 6∈ A1. Dans le cas contraire, on rejette cet arc et l’on conside`re
A3. L’algorithme de recouvrement a` l’e´tape n ≥ 2 consiste a` placer l’arc An sur le cercle si
Xn 6∈ ∪i∈EnAi, En de´signant l’ensemble des indices d’arcs qui ont e´te´ effectivement place´s
sur le cercle entre les e´tapes 1 et (n− 1). Si la condition pre´ce´dente n’est pas ve´rifie´e, on
e´limine l’arc An et on pose En+1 = En.
La complexite´ de mode`le vient du fait que l’on impose un ordre d’apparition des
arcs, contrairement au recouvrement i.i.d. de base pre´sente´ dans la partie 2. Autrement
dit, il faut non seulement traiter l’ale´atoire qui intervient dans la position des arcs mais
e´galement prendre en compte une donnne´e temporelle. En ge´ne´ral, le proble`me a e´te´
conside´re´ sur un intervalle de longueur fixe´e L > 0. Les deux questions centrales souleve´es
par la de´finition du mode`le des parkings sont :
(i) d’e´tudier le nombre N(L) d’intervalles (qui subsistent) sur [0, L] ainsi que leur
re´partition lorsqu’on poursuit l’algorithme a` l’infini (c’est-a`-dire jusqu’a` satura-
tion). Dans cette situation, tous les arcs retenus recouvrent comple`tement l’intervalle
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[0, L] ;
(ii) d’e´tudier le nombre d’arcs conserve´s sur [0, L] lorqu’on interrompt l’algorithme
a` l’e´tape n, ainsi que leur re´partition et la mesure de Lebesgue de la partie non
occupe´e de l’intervalle [0, L].
La plupart des travaux dans la litte´rature traite le proble`me (i). Notons qu’a` saturation,
les distances entre les centres des intervalles conserve´s sur [0, L] sont comprises entre a et
2a. Avec le choix a = 1, A. Renyi [75] a fourni en 1958 un de´veloppement asymptotique
de EN(L) lorsque L tend vers l’infini.
Pour tout n ≥ 1,
EN(L) = cL− (1− c) +O(1/Ln), (6.1)
ou`
c =
∫ +∞
0
exp
(
−2
∫ t
0
1− e−u
u
du
)
dt ≈ 0.748. (6.2)
La convergence (6.1) a e´te´ obtenue inde´pendamment par A. Dvoretzky et H. Robbins
[20] qui ont de plus prouve´ un the´ore`me central-limite. P. E. Ney [68] a prolonge´ cette
e´tude en conside´rant des longueurs d’intervalle ale´atoires. Par ailleurs, D. Mannion [46] a
prouve´ un the´ore`me limite (en probabilite´) portant sur les lois empiriques des distances
entre centres d’intervalles successifs. Plus re´cemment, M. D. Penrose [73] a obtenu une
extension de ces re´sultats dans un cadre multidimensionnel.
En revanche, le proble`me (ii) a e´te´ peu aborde´ jusqu’a` pre´sent. La question de la loi
du nombre d’intervalles conserve´s sur [0, L] (ou le cercle) lorsqu’on pousse l’algorithme
jusqu’a` l’e´tape n ≥ 1 est encore ouverte. On ne sait d’ailleurs meˆme pas de´terminer
l’espe´rance de cette variable (voir cependant en annexe 7.3 une piste possible de calcul).
Le travail essentiel sur la question (ii) remonte a` 1966 et est duˆ a` B. Widom [92]. Celui-ci
a montre´ par des me´thodes plus ou moins heuristiques que le nombre moyen des distances
de longueur donne´e (l + dl) entre centres d’intervalles successifs sur [0, L] satisfait une
e´quation diffe´rentielle qu’il a re´solue, lorsque n, L tendent vers l’infini, et n/L e´tant fixe´.
Dans le travail qui suit, nous proposons une ge´ne´ralisation du mode`le des parkings a` R
tout entier qui permet de retrouver le re´sultat de Widom et d’obtenir de nouveaux calculs
explicites sur les lois conjointes des distances entre deux centres d’intervalles successifs.
Plus pre´cise´ment, nous de´finissons un processus stationnaire Λε sur la droite re´elle ayant
la proprie´te´ suivante : l’intersection de Λε avec l’intervalle [0, L] est identique en loi a`
l’ensemble des centres d’un mode`le des parkings lorsqu’on interrompt l’algorithme de´crit
plus haut a` une e´tape ale´atoire, de loi de Poisson de moyenne LF (ε), F e´tant une fonction
de´rivable croissante fixe´e.
L’inte´reˆt de disposer d’un processus stationnaire sur la droite toute entie`re est que l’on
peut utiliser tous les outils qui existent de´ja` pour l’e´tudier statistiquement : l’intensite´
(nombre moyen de points par unite´ de longueur) et la notion de distance typique entre
deux points successifs au sens de Palm.
Pour aboutir a` l’e´tude du processus Λε, notre approche de de´part a e´te´ de mode´liser
un phe´nome`ne de fissuration. Plus pre´cise´ment, conside´rons un ensemble compose´ d’un
substrat et d’un de´poˆt d’e´paisseur ne´gligeable (par exemple, une couche de peinture sur
un mur ou de vase sur un e´tang). Lorsqu’on applique une force de traction unilate´rale
d’intensite´ ε a` l’ensemble, le de´poˆt se craque`le et les fissures forme´es sont toutes paralle`les.
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Aussi, il suffit de conside´rer leurs projections sur un axe fixe´, ce qui nous rame`ne a` l’e´tude
d’un processus ponctuel unidimensionnel.
Prenant pour hypothe`se que la formation d’une fissure se fait inde´pendamment des
fissures de´ja` existantes, A. Me´zin et P. Vallois [53] ont fourni comme premier mode`le pour
l’ensemble des couples (position d’une fissure, niveau de contrainte exact auquel celle-ci
se cre´e) un processus de Poisson Φ sur R×R+ de mesure d’intensite´ f(y)1R+(y)dxdy, ou`
f = F ′ est une fonction de´pendant des donne´es physiques du syste`me e´tudie´.
En fait, un certain nombre de travaux physiques [5], [25], [45], [52] montre que les
fissures ne se forment pas inde´pendamment les unes des autres car la cre´ation d’une
fissure sur le de´poˆt implique la relaxation de la contrainte sur tout un voisinage de la
position. Par conse´quent, on se donne pour hypothe`se dans l’ensemble du travail le fait
suivant : lorsqu’il existe une fissure en un point x ∈ R, aucune nouvelle fissure ne peut se
former par la suite dans l’intervalle [x− r, x+ r], ou` r > 0 est une constante fixe´e.
Suivant cette hypothe`se, on construit le processus bi-dimensionnel Ψ sur R× R+ des
couples (position d’une fissure, niveau de contrainte auquel celle-ci apparaˆıt) en effac¸ant
par une proce´dure bien pre´cise certains points du processus Φ. On obtient que l’ensemble
des positions des fissures, lorsqu’on applique une force d’intensite´ ε, est mode´lise´ par le
processus stationnaire et ergodique
Λε = {x ∈ R; ∃y ∈ [0, ε] | (x, y) ∈ Ψ}.
Tout d’abord, nous faisons une e´tude statistique du processus Λε. On conside`re λε l’inten-
site´ de Λε et le couple (Dε, Lε) constitue´ de la distance inter-fissures typique et du niveau
de contrainte typique associe´ de´finis au sens de Palm. Nous de´terminons l’expression ex-
plicite de λε et de la loi conjointe de (Dε, Lε) en re´solvant une e´quation inte´grale. Nous
retrouvons en particulier les re´sultats que Widom avait obtenu dans un contexte moins
pre´cis mathe´matiquement.
De plus, nous construisons le processus Λ+ε = {Xn;n ≥ 1} sur R+ (mode´lisant l’en-
semble des fissures sur un de´poˆt unilate´ral) par le meˆme proce´de´ que Λε. Nous de´terminons
la loi de Λ+ε point par point : en particulier, nous calculons explicitement la loi conjointe
des positions des n premie`res fissures X1, · · · , Xn et de leurs niveaux de contrainte as-
socie´s, Y1, · · · , Yn, n ≥ 1. Nous en de´duisons par des arguments utilisant les re´sultats de
convergence a` l’e´quilibre des chaˆınes de Harris que (Xn, Yn) converge en loi vers (Dε, Lε).
De plus, le vecteur (X1, · · · , Xn) suit la loi des n premiers points d’un processus de re-
nouvellement explicite conditionne´ par un e´ve`nement que nous explicitons e´galement.
Enfin, en faisant tendre ε vers l’infini, nous retrouvons l’ensemble des re´sultats e´nonce´s
ci-dessus. En particulier, λε converge vers la constante de Renyi c fournie par l’e´galite´
(6.2). Ainsi, notre mode`le permet d’unifier dans une certaine mesure les approches des
proble`mes distincts (i) et (ii) pre´sente´s au de´but de cette introduction.
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Stochastic modelling of a unidirectional multicracking
phenomenon.∗
Pierre Calka†, Andre´ Me´zin‡and Pierre Vallois§
Abstract
We work out a stationary process on the real line to model the unidirectional mul-
tiple cracking phenomenon that is observed in certain composites materials (coating
on a ductile substrate, brittle fibres in a matrix,etc) when submitted to a uniaxial
strain. The position Xεi of the crack and the value Y
ε
i of the strain ε at which
it forms constitute the two coordinates of the bi-dimensional point process under
consideration. The stress relaxation around the cracks is taken into account thanks
to an adequate erasing procedure, so that no new crack is allowed to form within
a distance r around every existing crack. For a fixed strain ε, we calculate the
intensity of the process and the distribution of the intercrack distance in the Palm
sense. An explicit expression of the quantities of interest can be obtained. Another
point of view is developed, where the points Xεi are described from a fixed origin.
The distribution of {(Xεi , Y
ε
i ), 1 ≤ i ≤ n} is a conditioned renewal process. The
approaches “in the Palm sense” and “fixed origin” merge for n → +∞.
Introduction.
Situations where the presence of many different cracks can be observed in the same struc-
ture are not rare. Geology provides numerous examples of three-dimensional crack net-
work [4],[7]. Mud cracking, crazing of ceramics or cracks in paintings [3] are typical
familiar examples of two-dimensional networks. Cracking of coatings, which is of partic-
ular interest in material science, also may be considered a two-dimensional phenomenon
[9].
In this work, we consider the particular case in which the crack network consists of
rather long and parallel cracks [2],[6],[11], which may be analyzed as a one-dimensional
∗American Mathematical Society 2000 subject classifications. Primary 60G10, 60G55, 60K40; sec-
ondary 60B10, 60J05, 60K15.
Key words and phrases. brittleness, coating, composite material, crack, fibre, Markotheseart7v chain,
Palm measure, Poisson point process, relaxation of stress, renewal process, rupture, stationary processes.
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§Postal address : Institut E´lie Cartan, Universite´ Henri Poincare´, Nancy I B.P. 239, 54506 Vandoeuvre-
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problem. This situation may result from a natural cause [2] or correspond with a partic-
ular mechanical sollicitation [6],[11] of a given physical system. Consider for instance the
multiple cracking test of brittle coatings. A uniaxial, regularly increasing strain (elon-
gation), denoted ε, is applied to a specimen consisting of a substrate covered with the
coating to be studied, which results in the formation of parallel cracks in the coating,
orthogonal to the strain direction [6],[11]. Consequently, the geometrical aspect of the
problem practically reduces to the intersections of the cracks with a predefined line in the
direction of the strain axis.
Me´zin and Vallois [12] considered the purely theoretical case where an existing crack
does not influence the formation of the new ones. Fixing the specimen length to L > 0,
they described the multiple cracking phenomenon through a Poisson point process on
[0, L], of intensity F (ε), where F is a positive, increasing and derivable function depending
on the physical properties of the coating [1]. They also represented the set of the couples
formed by the position of a crack and the exact strain level at which it appeared by a
Poisson point process on [0, L]×R+, of intensity measure 1R+(y)f(y)dxdy, where f = F
′.
In actual fact, the cracks do not form independently from each other, because the
formation of a crack in the coating results in a relaxation of the stress in the vicinity of
the crack [2],[6],[9],[11]. So no new crack can form close to an existing crack because the
stress is very low in this area. We here propose a stochastic model that takes into account
this phenomenon of relaxation of stress.
Denoting by L > 0 the length of the coating, we assume that no new crack can form
in an interval of length r > 0 around each existing crack. We then take on the one
hand a sequence {Xi; i ≥ 1} of independent and uniformly distributed variables on the
segment [0, L] and on the other hand a Poisson variable denoted N , of mean value LF (ε),
independent of the preceding sequence. We then throw successively X1, · · · , XN on the
segment but keeping only some of them according to the following procedure. Suppose
N ≥ 2, we take X1 and after we erase X2 if and only if X2 is in the interval of radius r
around X1. Having decided if X2, · · · , Xn are kept or not, for a fixed n ≥ 2, such that
n ≤ N − 1, we erase Xn+1 if it belongs to the union of all the intervals.
We observe that this well-defined model is difficult to deal with, particularly in the
absence of any idea about the law of the number of the preserved cracks.
Instead of throwing a Poissonian number of uniform variables, Re´nyi [17] in 1958
worked out a model where cracks are placed on the segment up to saturation. He obtained
the asymptotic behaviour of the mean number of cracks on [0, L], when L goes to infinity.
This question, known as the car-parking problem, has been largely investigated (see for
example [10], [15], [16]).
Fixing the number N of thrown variables, Widom [19] in 1966 demonstrated by heuris-
tic methods that the mean number of inter-crack distance of given length satisfies a dif-
ferential equation and provided formulas for the empirical distribution function of the
inter-crack distances when N,L→ +∞, with N/L fixed.
The stochastic approach that we propose in this paper is based on previous results
[12] related to the simple situation of no stress relaxation. As in [12], we start with
a Poisson process Φ on R × R+ with intensity measure 1R+(y)f(y)dxdy. An erasing
procedure is defined so that every crack closer that r from an existing crack is eliminated,
which leads to a countable subset Ψ of Φ. The two-dimensional character of the problem,
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rather than being a complication, here is an asset towards the solution. A point (X, Y )
of Ψ corresponds to the position X of the crack and to the strain Y at which it forms
respectively. For every given ε > 0,
Λε = {x ∈ R; ∃y ∈ [0, ε] | (x, y) ∈ Ψ},
is the projection on the x-axis of Ψ ∩ (R× [0, ε]).
In section 2, we demonstrate that the process Λε is stationary. In particular, the mean
crack number λε, the couple (Dε, Lε) of the inter-crack distance and the strain level in
the Palm sense are defined precisely, and another different notion of inter-crack distance
Iε0 is given. The results are expressed through two unknown functions G and H .
We demonstrate in section 3 that the function G satisfies an integral equation that can
be solved, which allows in turn the function H to be determined. An explicit expression
of λε and of the law of (Dε, Lε) (resp. I
ε
0) thus can be obtained.
For getting a better understanding of the process Λε, an alternative point of view is
considered in section 4, that consists in describing the points Xεi from a fixed origin
0 < Xε1 < X
ε
2 < · · · < X
ε
n, n ≥ 1.
It appears that, due to the complexity of the erasing procedure, (Xεn)n≥1 is not a renewal
process, but a conditioned renewal process. The two approaches “in the Palm sense” and
the present “fixed origin” merge in that (Xεn+1 − X
ε
n, Y
ε
n ) converges in law as n → +∞,
to a r.v. of same law as (Dε, Lε).
Section 5 presents the saturation case already considered by Renyi. Having defined
the process Λ∞ associated to saturation, we demonstrate that λε tends to λ∞ as ε→ +∞.
In the same way, Dε (resp. I
ε
0 , Lε) converges in distribution to D∞ (resp. I
∞
0 , L∞). We
also give a complete description of the law of (X∞n , Y
∞
n )n≥1 and a result of convergence
in law of (X∞n+1, Y
∞
n ) to (D∞, L∞).
1 A stationary model with relaxation of stress.
In this section, we define a stationary process Λε on R that for a given strain ε represents
the positions of the cracks, in the case where the stress is relaxed on an interval of radius
r > 0 around every existing crack.
To this end, we introduce a two-dimensional point process Ψ on R×R+ such that the
first and the second coordinates of a point Ψ represent the position of a crack and the
strain level at which the crack formed respectively. Λε is the projection on the x-axis of
Ψ ∩ (R× [0, ε]):
Λε = {x ∈ R; ∃y ∈ [0, ε] | (x, y) ∈ Ψ}. (1)
Considering a two-dimensional point process is a convenient way to order the cracking
positions as in the case of the segment [0, L], by associating with any position an “arrival
time” of the crack. To define Ψ, we start with the process Φ associated with the cracking
phenomenon without stress relaxation. Φ is a Poisson point process on R×R+, of intensity
measure ν:
ν(dx, dy) = 1R+(y)f(y)dxdy, (2)
135
where f = F ′ [12].
Since ν is absolutely continuous with respect to the Lebesgue measure, then a.s. if
(x, y) and (x′, y′) are two points in Φ, y is not equal to y′.
For any point (x, y) ∈ R× R+, we define the corresponding domain of relaxation:
R(x, y) = [x− r, x+ r]× [y,+∞) ⊂ R× R+.
We construct Ψ as a sub-process of Φ by using the following recursive algorithm.
Initialization.We start with taking any couple (x, y) in Ψ, such that y is a local minimum,
i.e.
Φ ∩ ([x− r, x+ r]× [0, y)) = ∅.
Let us denote by Ψ1 the set of these points and by Φ1 the subset of Φ obtained by erasing
all the points that are in the domains of relaxation associated to the points of Ψ1. This
means
Φ1 = Φ ∩
(
∪(x,y)∈Ψ1R(x, y)
)c
.
Iteration. Suppose that for a fixed n ∈ N∗, the processes Φ1, · · · ,Φn and Ψ1, · · · ,Ψn are
constructed.
We then take in Ψn+1 the points (x, y) of Φn such that y is a local minimum. We define
Φn+1 as the set of the points of Φn not erased by the domains of relaxation associated to
the points of Ψn+1. In mathematical terms,{
Ψn+1 = {(x, y) ∈ Φn; Φn ∩ [x− r, x+ r]× [0, y) = ∅}
Φn+1 = Φn ∩
(
∪(x,y)∈Ψn+1R(x, y)
)c
We then define
Ψ = ∪n≥1Ψn. (3)
From now on the points of Ψ will be named erasers, and the points of Φ \ Ψ that are
deleted by the domains of relaxation associated to the erasers, will be named erased. So,
Φ \Ψ = {(x, y) ∈ Φ; ∃(x′, y′) ∈ Ψ | (x, y) ∈ R(x′, y′)}.
The point process Ψ can also be seen as the complementary set in Φ of the erasing tree
A(Φ), where
A(Φ) = ∪(x,y)∈Ψ([x− r, x+ r]× (y,+∞)). (4)
We say that any point of R× R+ is erased if it is contained in the erasing tree A(Φ).
The first properties of Ψ are stated in the following proposition.
Proposition 1 (i) Almost surely the projections of the points of Ψ on the x-axis are
separated by a distance at least equal to r.
(ii) Ψ is infinite a.s..
(iii) Ψ is invariant under horizontal translations.
(iv) Ψ is ergodic.
Proof. (i) Let us consider two points (x, y), (x′, y′) ∈ Ψ and suppose that
(x, y) ∈ Ψn and (x
′, y′) ∈ Ψm, m ≥ n.
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Then (x′, y′) 6∈ R(x, y), so |x′ − x| > r.
(ii) It suffices to show that Ψ0 is infinite. Let us denote Cn, for every n ∈ Z, the event
“the minimum of the second coordinates of the points of Φ ∩ [3nr, 3(n + 1)r] × R+ is
reached at a point of [(3n+ 1)r, (3n+ 2)r]×R+”.
Let us remark that
Cn ⊂ {Ψ0 ∩ [(3n+ 1)r, (3n+ 2)r]× R+ 6= ∅}, n ∈ Z.
Since Φ is a Poisson point process, the events Cn are mutually independent and have the
same positive probability. So using Borel-Cantelli’s lemma,
P{lim supCn} = 1,
which proves that Ψ0 is infinite.
(iii) Let us consider the setMσ(R
2) of the locally finite sequences of R2, endowed with the
σ−field generated by the applications φ 7−→ #(φ ∩ A), φ ∈ Mσ(R
2), where A ∈ B(R2).
We define for any x ∈ R,
T x :
{
Mσ(R
2) −→ Mσ(R
2)
{(xi, yi)}i≥1 7−→ {(xi + x, yi)}i≥1
Then it immediately appears that like for Φ, Ψ is invariant in law under the applications
T x, x ∈ R.
(iv) To prove the ergodicity, it suffices to show that Ψ is strongly mixing for the applica-
tions T x, which means that for any bounded Borel sets A,B of R× R+, and all k, l ≥ 0,
when |x| goes to infinity,
P[{#(Ψ∩A) = k}∩{#(T−x(Ψ)∩B) = l}] −→ P{#(Ψ∩A) = k}·P{#(Ψ∩B) = l}. (5)
Since Ψ is invariant by T x/2, we have
P{(#(Ψ ∩A) = k) ∩ (#(T−x(Ψ) ∩B) = l)}
= P{(#(T x/2(Ψ) ∩ A) = k) ∩ (#(T−x/2(Ψ) ∩B) = l)}
= P{(#(Ψ ∩ (A− x/2)) = k) ∩ (#(Ψ ∩ (B + x/2)) = l)}. (6)
In order to prove the asymptotic independence of {#(Ψ ∩ (A− x/2)) = k} and {#(Ψ ∩
(B + x/2)) = l}, we are going to express these two events with the two independent
processes Φ+ and Φ− where
Φ+ = Φ ∩ (R+ × R+) and Φ
− = Φ ∩ (R− ×R+). (7)
Let Z+ (respectively Z−) be the minimum (respectively the maximum) of the first coordi-
nates of the points of Ψ0 contained in the domain [r,+∞)×R+ (respectively (−∞,−r]×
R+). In other words, Z− (respectively Z−) is the minimal (respectively maximal) first
coordinate of the points of Φ+ (respectively Φ−) such that Φ+ ∩ [x− r, x+ r]∩ [0, y) = ∅
(respectively Φ−∩ [x−r, x+r]∩ [0, y) = ∅). So Z+ and Z− are two independent variables.
Besides, let us remark that defining the erasing trees A(Φ+) and A(Φ−) as for Φ, we
have
A(Φ+) ∩ ([Z+,+∞)×R+) = A(Φ) ∩ ([Z+,+∞)× R+), (8)
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and
A(Φ−) ∩ ((−∞, Z−]×R+) = A(Φ) ∩ ((−∞, Z−]×R+). (9)
For n ∈ N, let x be such that x/2 + inf p1(B) > n and −x/2 + sup p1(A) < −n, where
p1(A) denotes the projection on the x-axis of A. Let us consider the events
E+n = {Z+ ∈ [0, n]; #(Ψ ∩ (B + x/2)) = l}
and
E−n = {Z− ∈ [−n, 0];#(Ψ ∩ (A− x/2)) = k}.
Then E+n and E
−
n are independent because the equalities (8) and (9) imply that
E+n = {Z+ ∈ [0, n]; #(Φ
+ ∩ [A(Φ+) ∩ [Z+,+∞)×R+]
c ∩ (B + x/2)) = l},
and
E−n = {Z− ∈ [−n, 0];#(Φ
− ∩ [A(Φ−) ∩ (−∞, Z−]×R+]
c ∩ (A− x/2)) = l}.
Consequently, let us fix η > 0 and choose n ∈ N such that
P{Z+, Z− ∈ [0, n]} ≥ 1− η/3.
Then for x ≥ 2 sup{(n− inf p1(B)), (n+sup p1(A))}, using the invariance of Ψ under T
x/2
and the independence of E+n and E
−
n , we have
|P{(#(Ψ ∩A) = k) ∩ (#(T−x(Ψ) ∩B) = l)} −P{#(Ψ ∩ A) = k} ·P{#(Ψ ∩ B) = l}|
≤ |P{(#(Ψ ∩ (A− x/2)) = k) ∩ (#(Ψ ∩ (B + x/2)) = l)} −P{E+n ∩E
−
n }|
+|P(E+n )P(E
−
n )−P{#(Ψ ∩ (A− x/2)) = k}P{#(Φ ∩ (B + x/2)) = l}|
≤
η
3
+ 2 ·
η
3
= η.
So the required convergence (5) is proved.
2
2 The mean crack number and typical inter-crack
distance.
Let us consider for a fixed ε > 0, the set Λε of the cracks given by the equality (1).
Due to Proposition 1, Λε is stationary and ergodic. As explained in the introduction,
we can define directly the formation of cracks on a fixed interval [0, L]. Unfortunately,
calculations in this setting are untractable.
We are interested in two physical quantities, the mean crack number and typical inter-
crack distance that using the stationarity of Λε we are able to define precisely. First, the
mean crack number λε, i.e. the mean number of cracks per unit of length is the intensity
of Λε. Secondly, we can define two different characteristic distances:
(i) the typical inter-crack distance Dε is the “empirical mean” of points in Λε, namely it
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is the mean, in the Palm sense, of the distance between two successive cracks.
(ii) for any x ∈ R, let us denote by Iεx the smallest interval whose bounds are in Λε and
that contains x (it is unique almost surely). Since Λε is stationary, the distribution of |I
ε
x|
does not depend on x.
In this section we start with a precise definition of λε and Dε. We express the distri-
bution of |Iε0 | via the law of Dε. In particular, Dε and |I
ε
0 | are not identically distributed.
This leads us to determine λε and the distribution of Dε. In a first step we prove that λε
and the probability distribution function of Dε write down as an integral of two functions
G and H . The calculation of G and H is postponed in section 3.
Let us define λε and Dε. The application that associates to any Borel set B ⊂ R, the
value E(#(Λε ∩ B)) is a measure invariant by translations, so it is proportional to the
Lebesgue measure on R denoted by | · |. Consequently, we can define the intensity λε of
the process Λε by the equality
λε =
1
|B|
E(#(Λε ∩B)), (10)
where B ⊂ R is a fixed Borel set verifying 0 < |B| < +∞.
The law in the Palm sense of the typical inter-crack distance Dε is defined as follows
(see section 3 of [13] or section 2 of [14] for a complete survey on Palm distributions of
stationary point processes on the real line).
For any measurable function h : R+ −→ R+ and all fixed Borel set B ⊂ R,
Eh(Dε) =
1
λε|B|
E
{ ∑
x∈Λε∩B
h(v(x,Λε)− x)
}
, (11)
where
v(x,Γ) = inf{Γ ∩ (x,+∞)} = inf{s ∈ Γ; s > x}, x ∈ R, (12)
for any non-empty subset Γ of R, with the convention inf ∅ = +∞.
We deduce immediately from Proposition 1 that
P{Dε ≥ r} = 1.
Besides, using the same argument as Møller in [13], page 62, we obtain thatDε is integrable
and
EDε =
1
λε
. (13)
We now establish a connection between the distributions of Dε and |I
ε
0 |. Recall that I
ε
x is
the smallest interval containing x and whose bounds are elements of Λε. Let I
ε
L, L > 0,
be the set of the intervals Iεx that are totally included in the segment [−L,L], and N
ε
L the
cardinal of IεL, i.e.
N εL = #I
ε
L = (#{Λε ∩ [−L,L]} − 1)+ .
The following proposition connects Dε to the interval I
ε
0 containing 0, and also to the
empirical means of the intervals of IεL.
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Proposition 2 (i) For any positive measurable function h on R+,
Eh(Dε) =
1
E(1/|Iε0 |)
E
(
h(|Iε0 |)
|Iε0 |
)
. (14)
(ii) If there exists p > 1 such that E(h(Dε)
p) < +∞, then when L goes to infinity,
1
N εL
∑
I∈Iε
L
h(|I|) −→ Eh(Dε) a.s. (15)
Proof. (i) It suffices to combine (13) with the argument used by Møller in [13], Prop.
3.3.2., for the typical cell of a Voronoi tessellation on R generated by a stationary point
process.
(ii) Let us denote for all x ∈ R,
T˜ x :
{
Mσ(R) −→ Mσ(R)
{xi}i≥1 7−→ {xi + x}i≥1,
where Mσ(R) is the set of locally finite sequences of R.
According to Wiener’s ergodic theorem [20], if E(h(|Iε0 |)/|I
ε
0 |) < +∞, then when L
goes to infinity,
1
2L
∫ L
−L
h(|Iεx|))
|Iεx|
dx =
1
2L
∫ L
−L
h(|Iε0(T˜
−x(Λε))|)
|Iε0(T˜
−x(Λε))|
dx −→ E
(
h(|Iε0 |)
|Iε0 |
)
a.s. (16)
Moreover, by taking h = 1, we easily verify that
N εL
2L
−→ E
(
1
|Iε0 |
)
, a.s. when L→ +∞.
We suppose that h satisfies the condition (ii). Applying the argument used by Goldman
in the case of Poissonian tessellations (see [8], lemma 4), we demonstrate that
1
2L
∫ L
−L
h(|Iεx|)
|Iεx|
dx−
1
2L
∑
I∈Iε
L
h(|I|) −→ 0, when L→ +∞.
2
λε and Dε are two characteristics that describe the statistical properties of the process Λε
and are useful in applications. So from now on, our goal is to determine λε and the law
of Dε.
For this purpose, the following lemma is an essential intermediate result.
Lemma 3 (i) λε =
∫ ε
0
P{(0, v) 6∈ A(Φ)}f(v)dv.
(ii) For every t ≥ 0,
P{Dε ≥ t} =
1
λε
∫ ε
0
P{(0, v) 6∈ A(Φ); v(0,Λε,v) ≥ t}f(v)dv,
where Λε,v is the cracking process based on Φ ∩ (R× [0, ε]) ∪ {(0, v)} and v(0,Λε,v)
is defined by the equality (12).
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Proof. In order to prove these two equalities, the essential tool is Slivnyak’s formula (see
for example [13]) satisfied by Φ:
For any positive measurable function h defined on R2 ×Mσ(R
2), we have
E
 ∑
(x,y)∈Φ
h((x, y),Φ)
 =
∫
E(h((u, v),Φ ∪ {(u, v)}))ν(du, dv). (17)
Let us fix L > 0. Then using successively (1), (10) and (17), we have
λε =
1
L
E [#(Λε ∩ [0, L])]
=
1
L
E
 ∑
(x,y)∈Φ
1[0,L](x)1[0,ε](y)1A(Φ)c(x, y)

=
1
L
∫ L
0
du
∫ ε
0
P{(u, v) 6∈ A(Φ ∪ {(u, v)})}f(v)dv
=
∫ ε
0
P{(0, v) 6∈ A(Φ)}f(v)dv,
the last equality resulting from the invariance under horizontal translations of Φ and from
the equality between the two events {(0, v) 6∈ A(Φ ∪ {(0, v)}} and {(0, v) 6∈ A(Φ)}.
The result (i) then is demonstrated.
The same is done for (ii) by using the equality (11) defining Dε in law and formula
(17).
2
Let us consider the continuous function
G(x, y) = P{Φ+ ∩ ([0, x]× [0, y]) ⊂ A(Φ+)}, x ∈ [0, r], y ≥ 0, (18)
where Φ+ is defined by (7).
G(x, y) represents the probability that the points of the rectangle [0, x]×[0, y] contained
in Φ are erased by erasers from the right (i.e. belonging to Φ+).
More generally, we define the continuous function
H(x, y, x′, y′) = P{Φ+ ∩ ([0, x]× [0, y] \ [0, x′]× [y′, y])) ⊂ A(Φ+)},
0 ≤ x′ ≤ x ≤ r, 0 ≤ y′ ≤ y. (19)
H(x, y, x′, y′) is the probability that the points of the set ([0, x]× [0, y]) \ ([0, x′]× [y′, y])
contained in Φ are erased by erasers from the right.
The following proposition gives the expression of λε and the law of Dε as a function
of the values of G and H .
Proposition 4 We have:
(i) λε =
∫ ε
0
G(r, v)2f(v)dv;
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(ii) For every t ≥ 2r,
P{Dε ≥ t} =
(
G(r, ε)
λε
∫ ε
0
G(r, v)e−rF (v)f(v)dv
)
· e−(t−2r)F (ε); (20)
(iii) For every t ∈ [r, 2r],
P{Dε ≥ t} =
1
λε
∫ ε
0
G(r, v)H(r, ε, 2r− t, v)e−F (v)(t−r)f(v)dv. (21)
Proof. (i) According to the point (i) of Lemma 3, it suffices to demonstrate the equality
P{(0, v) 6∈ A(Φ)} = P{(0, v) not erased } = G(r, v)2, ∀v ∈ [0, ε]. (22)
Besides, the point (0, v) is not erased if and only if there is no eraser in [−r, r] × [0, v],
which means if the points of Φ ∩ ([−r, r]× [0, v]) have been erased themselves.
In that case, the points of Φ∩ ([0, r]× [0, v]) (respectively of Φ∩ ([−r, 0]× [0, v])) could
have been erased only by erasers on the right (respectively on the left).
So we have the equivalence
(0, v) 6∈ A(Φ) ⇐⇒
{
Φ+ ∩ ([0, r]× [0, v]) ⊂ A(Φ+)
Φ− ∩ ([−r, 0]× [0, v]) ⊂ A(Φ−).
(23)
Consequently, using the independence of Φ+ and Φ−, we obtain
P{(0, v) 6∈ A(Φ)} = P{Φ+∩([0, r]× [0, v]) ⊂ A(Φ+)}·P{Φ−∩([−r, 0]× [0, v]) ⊂ A(Φ−)}.
Let v be in [0, ε]. Equality (22) is a direct consequence of:
P{Φ+ ∩ ([0, r]× [0, v]) ⊂ A(Φ+)} = P{Φ− ∩ ([−r, 0]× [0, v]) ⊂ A(Φ−)} = G(r, v).
(ii)(iii) In order to determine the law of Dε, from point (ii) of Lemma 3, it is sufficient to
calculate the expression
P{(0, v) 6∈ A(Φ); v(0,Λε,v) ≥ t}, t ≥ r, v ∈ [0, ε].
We proceed as for (i) and we obtain the equality
{(0, v) not erased ; v(0,Λε,v) ≥ t} = A
− ∩ A+t , (24)
where A− and A+t are two independent events defined by
A− = {Φ ∩ ([−r, 0]× [0, v]) erased by the left},
A+t = {Φ ∩ ([0, r]× [0, v] ∪ [r, t]× [0, ε]) erased by the right}.
Let us remark that
P(A−) = G(r, v). (25)
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Consequently we obtain the formula
P{(0, v) 6∈ A(Φ); v(0,Λε,v) ≥ t} = G(r, v) ·P(A
+
t ). (26)
It then remains to determine P(A+t ). The computation of this probability depends
whether t ≥ 2r or t ∈ [r, 2r].
First case: t ≥ 2r.
Since v ≤ ε and a point of Φ can be erased only by an eraser located at a distance
smaller than r on the x-axis, we can rewrite the event A+t in the following terms:
A+t = {Φ∩([0, r]×[0, v]∪[r, t−r]×[0, ε]) = ∅}∩{Φ∩([t−r, t]×[0, ε]) erased by the right},
(27)
the two events of the intersection being independent.
The Poissonian property of Φ provides the equality
P{Φ∩ ([0, r]× [0, v]∪ [r, t− r]× [0, ε]) = ∅} = e−ν([0,r]×[0,v]∪[r,t−r]×[0,ε]) = e−(t−2r)F (ε)e−rF (v).
(28)
Φ being invariant under horizontal translations T t−r, we have
P{Φ ∩ ([t− r, t]× [0, ε]) erased by the right} = G(r, ε). (29)
So we deduce from formulas (27), (28) and (29):
P(A+t ) = G(r, ε)e
−rF (v)e−(t−2r)F (ε).
Relation (20) follows immediately.
Second case: t ∈ [r, 2r].
We rewrite the event A+t as the intersection of two independent events:
A+t = {Φ∩([0, t−r]×[0, v] = ∅}∩{Φ∩([t−r, t]×[0, ε]\[t−r, r]×[v, ε]) erased by the right}.
The invariance under horizontal translations of Φ implies that
P{Φ ∩ ([t− r, t]× [0, ε] \ [t− r, r]× [v, ε]) erased by the right } = H(r, ε, 2r− t, v),
and we then have the equality
P(A+t ) = H(r, ε, 2r− t, v)e
−F (v)(t−r).
By using (26), we can reach the same conclusion as in the first case.
2
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3 Explicit expression of the mean crack number and
distribution function of the typical inter-crack dis-
tance.
In order to obtain explicitely the mean crack number and the distribution of Dε (resp.
|Ie0 |), we have to determine the functions G and H . We prove in subsection 3.1 that G
verifies an integral equation. The key point is the explicit calculation of G in subsection
3.2. This allows the function H to be determined. Since λε and the distributions of
Dε (resp. |I
ε
0 |) are expressed through G and H , we calculate these quantities. We also
consider the typical strain level Lε for the points of Λε, defining the joint distribution of
the couple (Dε, Lε) in the Palm sense:
E {h(Dε, Lε)} =
1
λε|B|
E
 ∑
(x,y)∈Ψ∩(B×[0,ε])
h(v(x,Λε)− x, y)
 , (30)
for any measurable h : (R+)
2 −→ R+ and all fixed Borel set B ⊂ R.
We prove that (Dε, Lε) has a density and we determine it.
3.1 A functional equation satisfied by G.
Let us denote
G1(x, y) = G(x, F
−1(y)), 0 ≤ x ≤ r, y ≥ 0.
Then G1 satisfies the following functional equation.
Proposition 5 For every 0 ≤ x ≤ r, y ≥ 0,
G1(x, y) = 1− e
−xy
∫ x
0
∫ y
0
G1(r − u, y − v)e
uv(1 + uv)dudv. (31)
Proof. Let us recall first that for every fixed x ∈ [0, r] and y ∈ [0, ε], we have the equality
in law
Φ+ ∩ ([0, x]× [0, y])
law
= {(Xi, Yi); 1 ≤ i ≤ N},
where:
(i’) {(Xi, Yi); i ≥ 1} is a sequence of independent and identically distributed variables,
of density (1/(xF (y)))1[0,x](u)1[0,y]f(v);
(ii’) N is a Poisson variable of mean value EN = xF (y), independent of the preceding
sequence.
Let us define for all n ≥ 1,
(M
(n)
1 ,M
(n)
2 ) = ( inf
1≤i≤n
Xi, inf
1≤i≤n
Yi).
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It is easily verified that the law of the couple (M
(n)
1 ,M
(n)
2 ) is given by
P{M
(n)
1 ≥ u;M
(n)
2 ≥ v} =
(
1−
u
x
)n(
1−
F (v)
F (y)
)n
, u ∈ [0, x], v ∈ [0, y]. (32)
The key point is the following: let (M
(n)
1 , Y0) (respectively (X0,M
(n)
2 )) be the point of Φ,
of first coordinate M
(n)
1 (resp. of second coordinate M
(n)
2 ).
The points of Φ+ ∩ ([0, x] × [0, y]) cannot be erased by more than one eraser (X, Y ).
Since (X, Y ) has to erase (M
(n)
1 , Y0) (resp. (X0,M
(n)
2 )), then X ≤ M
(n)
1 + r (resp. Y ≤
M
(n)
2 ).
Consequently, that happens if and only if:
1. either N = 0.
2. or N = n, n ≥ 1, and there is an eraser in ([x,M
(n)
1 + r]× [0,M
(n)
2 ]).
This argument associated with the formula (32) provides the following calculation of
G.
G(x, y)
= P{Φ+ ∩ ([0, x]× [0, y]) erased by the right}
= P{N = 0}
+
∑
n≥1
P{N = n}P{Φ+ ∩ ([x,M
(n)
1 + r]× [0,M
(n)
2 ]) not totally erased by the right}
= e−xF (y)
[
1 +
∑
n≥1
(xF (y))n
n!
∫ x
0
∫ y
0
(1−G(u+ r − x, v))P(M
(n)
1 ∈ du,M
(n)
2 ∈ dv)
]
= 1− e−xF (y)
∑
n≥1
n2
(xF (y))n−1
n!
·
∫ x
0
∫ y
0
G(u+ r − x, v)
(
1−
u
x
)n−1(
1−
F (v)
F (y)
)n−1
f(v)dudv
= 1− e−xF (y)
·
∫ x
0
∫ y
0
G(u+ r − x, v)e(x−u)(F (y)−F (v))(1 + (x− u)(F (y)− F (v)))f(v)dudv.
Taking the change of variables (in the integral) u′ = x− u, v′ = F (y)− F (v), we deduce
relation (31) from the preceding equality.
2
Let us consider the bounded operator L on the space of continuous functions C([0, r]×
R+) (endowed with the topology of uniform convergence on any compact set) defined by
L(Q) : (x, y) 7−→ e−xy
∫ x
0
∫ y
0
Q(r − u, y − v)euv(1 + uv)dudv, x ∈ [0, r], y ≥ 0, (33)
where Q ∈ C([0, r]× R+).
The following theorem provides uniqueness of the solution of the functional equation
(31) in the space C([0, r]×R+).
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Proposition 6 We have
G1 =
∑
n≥0
(−1)nLn(1), (34)
the convergence of the series being uniform on [0, r]× [0, k], for any k > 0.
Proof. Equation (31) can be rewritten as
G1 + L(G1) = 1, G1 ∈ C([0, r]× R+). (35)
Let us remark that
L(1)(x, y) = 1− e−xy, x ∈ [0, r], y ∈ R+. (36)
Consider k > 0. We deduce easily that the restriction of L on the space of continuous
functions on [0, r]× [0, k] has an infinite norm equal to (1− erk).
Consequently, if I denotes the identity operator on the space C([0, r] × [0, k]), the
series ∑
n≥0
(−1)nLn
converges normally and is the inverse of (I + L). So we obtain the result (34).
2
The functional equation (31) is the key point to calculate the expressions of the functions
G andH . We then will deduce from Proposition 4 the mean crack number and distribution
function of the typical inter-crack distance.
3.2 Explicit expression of λε and P{Dε ≥ t}, t ≥ r.
From now on we denote α the function on R+ defined by
α(s) = exp
{
−
∫ rs
0
1− e−t
t
dt
}
, s ≥ 0.
Let us remark that α satisifies the two following identities:
(α(t)t)′ = α(t)e−rt, (37)
α(t) =
e−γ
rt
exp {−Ei(1, rt)} , t > 0, (38)
where γ is Euler’s constant and Ei(n, x) =
∫ +∞
1
e−xs
s
ds.
Proposition 7 For 0 ≤ x ≤ r, y ≥ 0,
G1(x, y) = 1−
∫ y
0
α(s)
1− e−sx
s
ds = 1−
∫ y
0
exp
{
−
∫ rs
0
1− e−t
t
dt
}
1− e−sx
s
ds.
In particular,
G1(r, y) = α(y) = exp
{
−
∫ ry
0
1− e−v
v
dv
}
. (39)
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Proof. Let us recall that Proposition 6 provides uniqueness of the solution of the integral
equation (31) in the space C([0, r] × R+). So it suffices to verify that the continuous
function
U(x, y) = 1− V (x, y) = 1−
∫ y
0
α(s)
1− e−sx
s
ds, x ∈ [0, r], y ≥ 0,
satisfies the identity U + L(U) = 1, or equivalently using (36),
L(V )(x, y) = U(x, y)− e−xy. (40)
We need to calculate L(V ), L being the operator defined by (33).
For x ∈ [0, r] and y ≥ 0 fixed, we have
L(V )(x, y) = e−xy
∫ x
0
∫ y
0
∫ y−v
0
α(s)
1− e−s(r−u)
s
euv(1 + uv)dudvds
= e−xy
∫ x
0
∫ y
0
α(s)
1− e−s(r−u)
s
[∫ y−s
0
euv(1 + uv)dv
]
dsdu
= e−xy
∫ y
0
α(s)
s
[∫ x
0
(y − s)(1− e−s(r−u))eu(y−s)du
]
ds
=
∫ y
0
α(s)
s
{
e−xs − e−xy − (y − s)e−rs
1− e−xy
y
}
ds
= −
∫ y
0
α(s)
s
(1− e−xs)ds
−
1− e−xy
y
(∫ y
0
(y − s)α(s)
e−sr − 1
s
ds−
∫ y
0
α(s)ds
)
= U(x, y)− 1−
1− e−xy
y
(∫ y
0
(y − s)α′(s)ds−
∫ y
0
α(s)ds
)
= U(x, y)− 1 + (1− e−xy) = U(x, y)− e−xy.
We then obtain (40), which implies Proposition 7.
2
Let us define the process of the cracks on the positive half-line in the following way: we
construct an intermediary process Ψ+ on (R+)
2 with the same method as at the beginning
of the first section for Ψ, replacing the two-dimensional process Φ by its intersection Φ+
on (R+)
2. Then Λ+ε is a point process on R+, given by the equality
Λ+ε = {x ∈ R+; ∃y ∈ [0, ε] | (x, y) ∈ Ψ
+}. (41)
Let us consider the first positive crack position at the strain level ε,
Xε1 = inf Λ
+
ε . (42)
The calculation of the law of Xε1 , ε ≥ 0, is essential to obtain the explicit expression of the
function H(r, ·, ·, ·) defined in (19). The following theorem provides the exact distribution
of Xε1 .
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Theorem 8 The law of Xε1 is absolutely continuous with respect to the Lebesgue measure
of R, with density ϕXε1 such that
ϕXε1 (x) =
{
F (ε)α(F (ε))e−F (ε)(x−r) if x ≥ r∫ F (ε)
0
α(v)e−xvdv if x ∈ [0, r].
(43)
Proof. Using Proposition 7, it suffices to verify that
P{Xε1 ≥ x} =
{
G(x, ε) if x ∈ [0, r]
e−(x−r)F (ε)α(F (ε)) if x ≥ r.
(44)
Let us notice the equality of events
{Φ+ ∩ ([0, x]× [0, ε]) erased by the right } = {Xε1 ≥ x}. (45)
The formula (44) for x ∈ [0, r] follows directly from (45) and (18).
When x ≥ r, using (45) and the invariance by any horizontal translation of Φ+, we
have
P{Xε1 ≥ x}
= P{Φ+ ∩ ([0, x]× [0, ε]) erased by the right }
= P{(Φ+ ∩ ([0, x− r]× [0, ε]) = ∅) ∩ (Φ+ ∩ ([x− r, x]× [0, ε]) erased by the right )}
= P{Φ+ ∩ ([0, x− r]× [0, ε]) = ∅} ·P{Φ+ ∩ ([0, r]× [0, ε]) erased by the right )}
= e−(x−r)F (ε)G(r, ε).
This proves the second part of (44). In particular,
P{Φ+ ∩ ([0, r]× [0, ε]) erased by the right } = P{Xε1 ≥ r} = α(F (ε)). (46)
2
Proposition 9 For every 0 ≤ x ≤ r, 0 ≤ y ≤ ε,
H(r, ε, x, y) = α(F (y))− e−xF (y)
∫ F (ε)
F (y)
α(s)
1− e−(r−x)s
s
ds.
Proof. Let us remark the equality of events
{Φ+ ∩ ([0, r]× [0, ε] \ [0, x]× [y, ε]) erased by the right } = A1 ∪A2,
where
A1 = {X
y
1 ∈ [r, x+ r]},
A2 = {Φ
+ ∩ ([0, x]× [0, y]) = ∅; Φ+ ∩ ([x, r]× [0, ε]) erased by the right}.
So we obtain the following formula which is the key point of the proof of Theorem 9:
H(r, ε, x, y) = P(A1) +P(A2)−P(A1 ∩ A2). (47)
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Using Theorem 8, we have
P(A1) =
∫ x+r
r
F (y)α(F (y))e−F (y)(u−r)du = α(F (y))(1− e−xF (y)). (48)
Moreover, the invariance of Φ+ by any positive translation and Theorem 7 imply that
P(A2) = P{Φ
+ ∩ ([0, x]× [0, y]) = ∅}
·P{Φ+ ∩ ([0, r − x]× [0, ε]) erased by the right}
= e−xF (y)G(r − x, ε)
= e−xF (y)
(
1−
∫ F (ε)
0
α(s)
1− e−s(r−x)
s
ds
)
. (49)
It remains to determine P(A1 ∩ A2). To this end, we remark that the law of the process
Φ+ conditioned by the event {Φ+ ∩ ([0, x]× [0, y]) = ∅} is the same as T x(Φ+).
Consequently,
P(A1 ∩A2) = P{X
y
1 ∈ [r, x+ r]|Φ
+ ∩ ([0, x]× [0, y]) = ∅}
·P{Φ+ ∩ ([0, x]× [0, y]) = ∅}
= P{Xy1 ∈ [r − x, r]} · e
−xF (y)
= e−xF (y)(P{Xy1 ≥ r − x} −P{X
y
1 > r})
= e−xF (y)
∫ F (y)
0
α(v)
e−(r−x)v − e−rv
v
dv. (50)
Inserting formulae (48), (49) and (50) in (47), we get
H(r, ε, x, y) = α(F (y))(1− e−xF (y)) + e−xF (y)
{
1−
∫ F (ε)
0
α(s)
1− e−s(r−x)
s
ds
−
∫ F (y)
0
α(s)
e−s(r−x) − e−rs
s
ds
}
.(51)
We calculate the last integral in the following way:∫ F (y)
0
α(s)
e−s(r−x) − e−rs
s
ds =
∫ F (y)
0
α(s)
e−s(r−x) − 1
s
ds+
∫ F (y)
0
α(s)
1− e−rs
s
ds
=
∫ F (ε)
0
α(s)
e−s(r−x) − 1
s
ds−
∫ F (ε)
F (y)
α(s)
e−s(r−x) − 1
s
ds
− [α(s)]F (y)0
=
∫ F (ε)
F (y)
α(s)
1− e−s(r−x)
s
ds−
∫ F (ε)
0
α(s)
1− e−s(r−x)
s
ds
+1− α(F (y)). (52)
Combining the equalities (51) et (52), we obtain Proposition 9.
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2Returning to Proposition 4, we get from Propositions 7 and 9 the following expressions
for the mean crack number and distribution function of the inter-crack distance.
Theorem 10 We have
(i) λε =
∫ F (ε)
0
α(v)2dv;
(ii) Dε has a density ϕDε with respect to the Lebesgue measure on [r,+∞) such that
ϕDε(x) =
{
F (ε)2
λε
α(F (ε))2e−(x−2r)F (ε) if x > 2r
2
λε
∫ F (ε)
0
e−(x−r)vα(v)2vdv if r ≤ x ≤ 2r.
Remark 11 (i) The points (i)-(ii) of Theorem 10 were previously obtained in a very
different form through heuristic methods by Widom (see [19], page 3893, results (37)-
(39)).
(ii) Let us remark that the distribution of Dε has a decreasing density on [r,+∞), with
a transition at 2r. Actually, in the interval [2r,+∞), the law is exponential which means
that Dε has all its moments finite. Applying Proposition 2, we obtain that for all n ≥ 1,
1
NL
∑
I∈IL
|I|n −→ E(Dnε ), when L→ +∞.
Besides, it is easy to verify that the first moment of Dε satisfies the equality (13), as we
already noticed.
Proof. The point (i) follows immediately from Proposition 7.
To prove the point (ii), it suffices to demonstrate that
P{Dε ≥ t} =
{
F (ε)
λε
α(F (ε))2e−(t−2r)F (ε); if t ≥ 2r
2
λε
∫ F (ε)
0
α(v)2e−(t−r)vdv − 1 if t ∈ [r, 2r].
(53)
Due to Proposition 4 and (37), we have when t > 2r,
P{Dε ≥ t} =
(
α(F (ε))
λε
∫ ε
0
α(F (v))e−rF (v)f(v)dv
)
· e−(t−2r)F (ε)
=
α(F (ε))
λε
∫ F (ε)
0
α(v)e−rvdv · e−(t−2r)F (ε)
=
α(F (ε))
λε
[vα(v)]
F (ε)
0 · e
−(t−2r)F (ε)
=
F (ε)
λε
α(F (ε))2e−(t−2r)F (ε).
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Let us now focus on the case where t ∈ [r, 2r]. Using Propositions 7 and 9, we obtain:
P{Dε ≥ t} =
1
λε
∫ F (ε)
0
α(v)e−(t−r)v
{
α(v)− e(2r−t)v
∫ F (ε)
v
α(s)
1− e−(t−r)s
s
ds
}
dv
=
1
λε
∫ F (ε)
0
α(v)2e−(t−r)vdv
−
1
λε
∫ F (ε)
0
α(s)
1− e−(t−r)s
s
[∫ s
0
e−rvα(v)dv
]
ds
=
1
λε
∫ F (ε)
0
α(v)2e−(t−r)vdv −
1
λε
∫ F (ε)
0
α(s)
1− e−(t−r)s
s
sα(s)ds
=
2
λε
∫ F (ε)
0
α(v)2e−(t−r)vdv − 1.
This completes the proof of the equality (53) and consequently of Theorem 10.
2
A direct consequence of Theorem 10 is the explicit distribution of |Iε0 |.
Proposition 12 The law of |Iε0 | has a density ϕ|Iε0 | on [r,+∞) such that
ϕ|Iε0 |(x) =
{
F (ε)2α(F (ε))2xe−(x−2r)F (ε) if x > 2r
2x
∫ F (ε)
0
e−(x−r)vα(v)2vdv if r ≤ x ≤ 2r
Proof. Relation (13) and equality (14) applied to h(x) = x give that
E
(
1
|Iε0 |
)
= λε.
We conclude easily by inserting the result (ii) of Theorem 10 in (14).
2
We conclude this section by generalizing point (ii) of Theorem 10: we determine the joint
density of the couple (Dε, Lε) (defined in the Palm sense by (30)).
Theorem 13 We have:
(i) Lε has a density ϕLε such that
ϕLε(y) =
1
λε
α(F (y))2f(y)1[0,ε](y); (54)
(ii) the law of Dε conditionally to Lε has a density Π
Dε(Lε; ·) such that for every y ∈
[0, ε], u ≥ 0
ΠDε(y; u) = 1{u>2r}
F (ε)α(F (ε))
α(F (y))
e−rF (y)e−(u−2r)F (ε)
+1{r≤u≤2r}
{
F (y)e−(u−r)F (y) +
e−rF (y)
α(F (y))
∫ F (ε)
F (y)
e−(u−r)vα(v)dv
}
. (55)
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Proof. Fixing t ≥ r, s ∈ [0, ε], we use the definition (30) of (Dε, Lε) and apply Slivnyak’s
formula (17) as in the proof of Lemma 3 to obtain that
P{Dε ≥ t;Lε ≤ s} =
1
λε
∫ s
0
P{(0, v) 6∈ A(Φ); v(0,Λε,v) ≥ t}f(v)dv.
Consequently, we get as in Proposition 4 that
P{Dε ≥ t;Lε ≤ s} =
{ (
G(r,ε)
λε
∫ s
0
G(r, v)e−rF (v)f(v)dv
)
· e−(t−2r)F (ε) if t ≥ 2r
1
λε
∫ s
0
G(r, v)H(r, ε, 2r− t, v)e−F (v)(t−r)f(v)dv if t ∈ [r, 2r].
(56)
It then suffices to insert the expressions of G and H (cf Propositions 7 and 9) into (56)
to deduce that
P{Dε ≥ t;Lε ≤ s}
=

α(F (ε))
λε
F (s)α(F (s))e−(t−2r)F (ε) if t ≥ 2r
1
λε
∫ F (s)
0
α(v)2(2e−(t−r)v − 1)dv
−F (s)α(F (s))
λε
∫ F (ε)
F (s)
α(v)1−e
−(t−r)v
v
dv if t ∈ [r, 2r].
Points (i) and (ii) of Theorem 13 are easy consequences of this last equality.
2
4 The law of the successive cracks on the half-line.
We got a good understanding of Λε through Palm interpretation. Another description
of Λε is possible by considering the one-sided process Λ
+
ε defined in (41) on the positive
half-line. We fix arbitrarily an origin and we enumerate the points of Λ+ε as follows.
Λ+ε = {X
ε
n;n ∈ N
∗},
where 0 < Xε1 < X
ε
2 < · · · < X
ε
n < · · · , n ≥ 1.
Let Y εn be the positive real number such that
(Xεn, Y
ε
n ) ∈ Ψ
+ ∩ (R+ × [0, ε]).
In the preceding section, we determined in Theorem 8 the distribution of Xε1 . The aim
of this section is the description of the distribution of {(Xεi , Y
ε
i ); 1 ≤ i ≤ n} for any
n ≥ 1. A first answer is given by a recursive algorithm (cf Theorems 14 and 15): we
compute the distribution of (Xε1 , Y
ε
1 ) and the distribution of (X
ε
n+1, Y
ε
n+1) conditionally to
(Xε1 , Y
ε
1 , · · · , X
ε
n, Y
ε
n ). We interpret this result using a Markov chain model (cf Theorem
16) and we prove the convergence in law of the couple (Xεn+1 − X
ε
n, Y
ε
n ) to (Dε, Lε) (cf
Theorem 17).
We observe in particular that {Xεn;n ≥ 1} is not a renewal sequence, for instance
(Xε2−X
ε
1) is not independent of X
ε
1 . However we prove (cf Theorem 18) that {X
ε
n;n ≥ 1}
is a conditioned renewal process.
We start with the density of (Xε1 , Y
ε
1 ).
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Theorem 14 The law of the couple (Xε1 , Y
ε
1 ) is absolutely continuous with respect to the
Lebesgue measure of R2, with density ϕ(Xε1 ,Y ε1 ) such that for every u, v ∈ R,
ϕ(Xε1 ,Y ε1 )(u, v) =
(
1{u>r}e
−(u−r)F (ε)e−rF (v) + 1{0≤u≤r}e
−uF (v)
)
α(F (v))f(v)1{0≤v≤ε}. (57)
Proof. Let x ≥ 0 and 0 ≤ y ≤ ε. It suffices to prove that:
P{Xε1 ≥ x;Y
ε
1 ≤ y} =

F (y)
F (ε)
α(F (y))e−(x−r)F (ε) if x > r
1− α(F (y))
−
∫ F (y)
0
α(v)
v
(1− e−xv)dv + F (y)
F (ε)
α(F (y)) otherwise.
(58)
We notice that
P{Xε1 ≥ x;Y
ε
1 ≤ y} = P{X
ε
1 ≥ x;X
ε
1 = X
y
1}
= P{Xy1 ≥ x;X
ε
1 = X
y
1}
=
∫ +∞
x
P{Xε1 = X
y
1 |X
y
1 = u}P{X
y
1 ∈ du}. (59)
Moreover, {Xε1 = X
y
1} if and only if there is no positive eraser in ([0, X
y
1 ]× [y, ε]), which
means that for every u ≥ 0,
P{Xε1 = X
y
1 |X
y
1 = u} =
{
1 if u ≤ r
P{Φ ∩ [0, u− r]× [y, ε] = ∅} otherwise.
Since Φ is a Poisson point process,
P{Xε1 = X
y
1 |X
y
1 = u} =
{
1 if u ≤ r
e−(u−r)(F (ε)−F (y)) otherwise.
(60)
Inserting equalities (43) and (60) in (59), we get the result (58), via (52).
2
The following theorem provides the law of the couple (Xεn+1−X
ε
n, Y
ε
n+1) conditionally
to (Xε1 , Y
ε
1 , · · · , X
ε
n, Y
ε
n ).
Proposition 15 Let n ≥ 1. Conditionally to (Xε1 , Y
ε
1 , · · · , X
ε
n, Y
ε
n ), the couple (X
ε
n+1 −
Xεn, Y
e
n+1) has a density θ
ε(Y εn ; ·), where for every y ∈ [0, ε]:
θε(y; u, v) =
[
1{u>2r}1{0≤v≤ε}e
−r(F (y)+F (v))e−(u−2r)F (ε)
+1{r≤u≤2r}
{
1{0≤v≤y}e
−(u−r)F (y)e−rF (v)
+1{y<v≤ε}e
−rF (y)e−(u−r)F (v)
}] α(F (v))
α(F (y))
f(v).
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Proof. We set Zn = (X
ε
1 , Y
ε
1 , · · · , X
ε
n, Y
ε
n ) and z = (x1, · · · , xn−1, x, y1, · · · , yn−1, y) where
0 < x1 < · · · < xn−1 < x and y1, · · · , yn−1, y belong to [0, ε]. It suffices to demonstrate
P{Xεn+1 −X
ε
n ≥ u;Y
ε
n+1 ≤ v|Zn = z}
=

e−rF (y)
α(F (y))
F (v)
F (ε)
α(F (v))e−(u−2r)F (ε) if u > 2r
(e−(u−r)F (y) − e−rF (y))α(F (v))F (v)
α(F (y))F (y)
+ e−rF (y)α(F (v))F (v)
α(F (y))F (ε)
if r ≤ u ≤ 2r
and v ≤ y,
e−(u−r)F (y)
− e
−rF (y)
α(F (y))
{∫ F (v)
F (y)
(1− e−(u−r)s)α(s)
s
ds+ α(F (v))
(
1− F (v)
F (ε)
)}
if r ≤ u ≤ 2r
and v > y.
(61)
Our approach is based on the two properties:
(i) conditionally to Zn, the law of Φ̂ = T
−Xεn(Φ+)∩ (R+)
2 is the same as Φ+ conditionally
to {Φ+ ∩ ([0, r]× [0, Y
ε
n ]) erased by the right}.
(ii) (Xεn+1−X
ε
n−r, Y
ε
n+1) is the first point on the right of the point process T
−r(Φ̂)∩(R+)
2.
Using this remark, (39) and (46), we get
P{Xεn+1 −X
ε
n ≥ u;Y
ε
n+1 ≤ v|Zn = z}
=
P{Φ+ ∩ ([0, r]× [0, y]) erased by the right;X
ε
1(T
−r(Φ+)) ≥ u− r;Y
ε
1 (T
−r(Φ+)) ≤ v}
P{Φ+ ∩ ([0, r]× [0, y]) erased by the right}
=
1
α(F (y))
P{Φ+ ∩ ([0, r]× [0, y]) erased by the right;
Xε1(T
−r(Φ+)) ≥ u− r;Y
ε
1 (T
−r(Φ+)) ≤ v}, (62)
where (Xε1(T
−r(Φ+)), Y
ε
1 (T
−r(Φ+))) is the first point on the right of the process T
−r(Φ+)∩
(R+)
2, distributed as (Xε1 , Y
ε
1 ).
First case: u > 2r.
We then have
{Φ+ ∩ ([0, r]× [0, y]) erased by the right;X
ε
1(T
−r(Φ+)) ≥ u− r;Y
ε
1 (T
−r(Φ+)) ≤ v}
= {Φ+ ∩ ([0, r]× [0, y]) = ∅} ∩ {X
ε
1(T
−r(Φ+)) ≥ u− r;Y
ε
1 (T
−r(Φ+)) ≤ v},
the two events of the intersection being independent.
Using this remark, (62) and the law of (Xε1(T
−r(Φ+)), Y
ε
1 (T
−r(Φ+))) given by (58), we
obtain
P{Xεn+1 −X
ε
n ≥ u;Y
ε
n+1 ≤ v|Zn = z}
=
P{Φ+ ∩ ([0, r]× [0, y]) = ∅} ·P{X
ε
1 ≥ u− r;Y
ε
1 ≤ v}
α(F (y))
=
e−rF (y)
α(F (y))
F (v)
F (ε)
α(F (v))e−(u−2r)F (ε). (63)
Second case: r ≤ u ≤ 2r.
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The independence property is not valid anymore, but (Xε1(T
−r(Φ+)), Y
ε
1 (T
−r(Φ+))) is
still distributed with density ϕ(Xε1 ,Y ε1 ) given by (57).
Going back to (62), we get
P{Xεn+1 −X
ε
n ≥ u;Y
ε
n+1 ≤ v|Yn = y}
=
1
α(F (y))
∫ +∞
u−r
dw
∫ v
0
A(w, t, y)ϕ(Xε1 ,Y ε1 )(w, t)dt, (64)
where for every w ≥ 0, 0 ≤ y, t ≤ ε,
A(w, t, y)
= P{Φ+ ∩ ([0, r]× [0, y]) erased by the right |X
ε
1(T
−r(Φ+)) = w, Y
ε
1 (T
−r(Φ+)) = t}.
It remains to determine the function A. To this end, let us notice that ([0, r]× [0, y]) has
a non-empty intersection with the domain of relaxation R(w + r, t) if and only if w ≤ r
and t ≤ y. Consequently, we obtain
A(w, t, y) =
{
e−wF (y)−(r−w)F (t) if w ≤ r and t ≤ y
e−rF (y) otherwise.
(65)
Inserting formulas (65) and (57) in (64), we deduce the result (61), via (37), which com-
pletes the proof of Theorem 15.
2
We explicit the distribution of {(Xεi , Y
ε
i ); 1 ≤ i ≤ n} starting with the law of {Y
ε
i ; i ≥ 1}.
Theorem 16 (Y εn )n≥1 is a homogeneous Markov chain such that:
(i) Y ε1 has a density ϕY ε1 such that
ϕY ε1 (y) =
(
e−rF (y)
F (ε)
+
1− e−rF (y)
F (y)
)
α(F (y))f(y)1[0,ε](y);
(ii) the transition kernel of {Y εn ;n ≥ 1} admits a transition probability density Π
Y,ε(y; ·)
such that for every y, v ∈ [0, ε],
ΠY,ε(y; v) =
(
1{0≤v≤ε}
e−r(F (y)+F (v))
F (ε)
+ 1{0≤v≤y}e
−rF (v)1− e
−rF (y)
F (y)
+1{y<v≤ε}e
−rF (y)1− e
−rF (v)
F (v)
)
α(F (v))
α(F (y))
f(v); (66)
(iii) the stationary law of (Y εn )n≥1 is the distribution of Lε (cf (54));
(iv) conditionally to (Xε1 , Y
ε
1 , · · · , X
ε
n, Y
ε
n ) the r.v. (X
ε
n+1 − X
ε
n) has a density which
depends only on Y εn and is equal to Π
Dε(Y εn ; ·) (recall that Π
Dε(y; ·) is given by
(55)).
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Proof. The points (i), (ii) and (iv) follow easily from Theorems 14 and 15. A straight-
forward calculation shows that for every v ∈ [0, ε],
α(F (v))2f(v) =
∫ ε
0
ΠY,ε(y; v)α(F (y))2f(y)dy,
which implies the point (iii).
2
Due to Theorem 15, (Xεn, Y
ε
n )n≥1 is a Markov chain. It seems natural to investigate
its limit distribution. More precisely, we have the following result.
Theorem 17 The couple (Xεn+1−X
ε
n, Y
ε
n ) converges in law when n→ +∞, and the limit
distribution coincides with the law of (Dε, Lε) (cf Theorem 13).
Proof. Let us begin by proving the convergence of the Markov chain (Y εn )n≥1 to its
stationary distribution µ, the law of Lε. The transition probability of (Y
ε
n )n≥1 has a
density ΠY,ε(y; ·),
y ∈ [0, ε] (see point (ii) of Theorem 16) such that the function (y, v) 7−→ ΠY,ε(y; v) is
continuous and everywhere positive on (0, ε]2. Consequently, following [5] (example 6.2.
of the fifth section), we deduce that (Y εn )n≥1 is a Harris chain. Moreover, as we proved the
existence of a stationary distribution (see point (iii) of Theorem 16), it is also recurrent
(see [5], exercise 6.11. of section 5). Due to the beginning of the section 5.6.c of [5],
(Y εn )n≥1 is a aperiodic recurrent Harris chain. Consequently, applying the theorem of
convergence of Harris chains (see [5], Theorem (6.8)), we deduce that (Y εn )n≥1 converges
to µ in the sense of the total variation distance || · || (let us notice that the note following
Durrett’s theorem garantees that the starting law of (Y εn )n≥1 given by the point (i) of
Theorem 16 satisfies the required hypothesis for the convergence). We recall that the
variation distance between two probability measures µ1, µ2 with support in [0, ε] is:
||µ1 − µ2|| = sup
f
∣∣∣∣∣
∫
fdµ1 −
∫
fdµ2
∣∣∣∣∣,
where f belongs to the set of measurable functions defined on [0, ε], with values in [0, 1].
In particular, (Y εn )n≥1 converges in distribution to µ.
We now prove the convergence in distribution of (Xεn+1 − X
ε
n, Y
ε
n ). Let us consider a
continuous bounded measurable function h : R+ × [0, ε] −→ R. Using the point (iv) of
Theorem 16, we get for every n ≥ 1,
E{h(Xεn+1 −X
ε
n, Y
ε
n )} =
∫ ε
0
[∫ +∞
0
h(x, y)ΠDε(y; x)dx
]
P{Y εn ∈ dy} (67)
But y 7−→
∫ +∞
0
h(x, y)ΠDε(y; x)dx is a bounded and continuous function, therefore
lim
n→+∞
E{h(Xεn+1 −X
ε
n, Y
ε
n )} =
∫ ε
0
[∫ +∞
0
h(x, y)ΠDε(y; x)dx
]
P{Lε ∈ dy}. (68)
Due to Theorem 13, the right hand-side of (68) is equal to E{h(Dε, Lε)}.
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2Let us introduce three probability densities on R+:
ϕη(x) =
F (ε)
rF (ε) + 1
(1[0,r](x) + 1(r,+∞)(x)e
−(x−r)F (ε)),
ϕρ(x) =
1
F (ε)
1[0,ε](x)f(x),
ϕρ′(x) =
1∫ F (ε)
0
α(u)du
1[0,ε](x)α(F (x))f(x).
In the next theorem, we prove that the process {Xεn;n ≥ 1} is a conditioned renewal
process. In particular, it is not a renewal process.
Theorem 18 Let {Ai; i ≥ 1}, {ηi; i ≥ 1}, {ρi; i ≥ 1} and {ρ
′
i; i ≥ 1} be four mutu-
ally independent sequences of i.i.d. variables with densities exponential, ϕη, ϕρ and ϕρ′
respectively. Consider also the events
Bn = {An ≥ (ηn ∧ r)(F (ρn) ∨ F (ρn−1)) + r(F (ρn) ∧ F (ρn−1))},
B′n = {An ≥ (ηn ∧ r)(F (ρ
′
n) ∨ F (ρn−1)) + r(F (ρ
′
n) ∧ F (ρn−1))},
with the convention ρ0 = 0 a.s.. Then
(i) The law of the vector (Xε1 , Y
ε
1 ) is the law of (η1, ρ
′
1) conditioned by B
′
1;
(ii) For every n ≥ 2, the law of the vector
(Xε1 , Y
ε
1 , X
ε
2 −X
ε
1 , Y
ε
2 , · · · , X
ε
n −X
ε
n−1, Y
ε
n )
is the distribution of (η1, ρ1, r + η2, ρ2, · · · , r + ηn−1, ρn−1, r + ηn, ρ
′
n) conditioned by the
event
B = ∩n−1i=1 Bi ∩ B
′
n.
Remark 19 We set Zn = (X
ε
1 , Y
ε
1 , · · · , X
ε
n, Y
ε
n ) and Z
′
n = (η1, ρ1, · · · , (n − 1)r + η1 +
· · ·+ ηn, ρn). Point (ii) of Theorem 18 implies
ϕZn =
1
P(B)
e−ΓnϕZ′n, (69)
where ϕZn (resp. ϕZ′n) denotes the density function of Zn (resp. Z
′
n) and Γn is a positive
function. In particular, ϕZn ≤
1
P(B)
ϕZ′n.
We may apply the Hit or Miss Monte-Carlo Method (cf. chapter 4 of [18]). We first
simulate Z ′n = ξ and we keep it with probability p = e
−Γn(ξ). Otherwise we simulate a
new independent copy of Z ′n and so on.
It turns out that this recursive procedure gives a new erasing algorithm based on the
renewal sequence (η1, ρ1, r+ η2, ρ2, · · · , r+ ηn−1, ρn−1, r+ ηn, ρ
′
n). After a calculation, we
obtain that
Γn(x1, y1, · · · , xnyn) = ν(∪
n
i=1D(xi, yi)),
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where
D(x1, y1) = ([(x1 − r) ∨ 0, x1 + r]× [0, y1]) \R(x2, y2)
D(xi, yi) = ([xi − r, xi + r]× [0, yi]) \ [R(xi−1, yi−1) ∪ R(xi+1, yi+1)]
if 2 ≤ i ≤ (n− 1)
D(xn, yn) = ([xn − r, xn]× [0, yn]) \R(xn−1, yn−1).
In other words, ∪ni=1D(xi, yi) is the domain of the possible erasers of the points (xi, yi),
1 ≤ i ≤ n, and the probability p decreases with the ν-measure of this domain.
Proof. (i) Using Theorem 14, it suffices to obtain that for any measurable bounded
function h on R2,
E{h(η1, ρ
′
1)1B′1} = P(B
′
1)
∫
h(u, v)ϕ(Xε1 ,Y ε1 )(u, v)dudv. (70)
Taking the conditional expectation of h(η1, ρ
′
1)1B′1 with respect to σ(η1, ρ
′
1), we have
E{h(η1, ρ
′
1)1B′1} = E{h(η1, ρ
′
1)e
−(η1∧r)F (ρ′1)}
= C
∫ +∞
0
du
∫ ε
0
h(u, v)
(
1[0,r](u)e
−uF (v)
+1(r,+∞)(u)e
−(u−r)F (ε)e−rF (v)
)
α(F (v))f(v)dv
= C
∫ ∫
h(u, v)ϕ(Xε1 ,Y ε1 )(u, v)dudv,
where C is a positive constant. Consequently, we get equality (70).
(ii) Let g and h be two Borel bounded functions defined on R2n, respectively R2. Let us
prove the following equality, for any n ≥ 1:
E{g(η1, ρ1, r + η2, ρ2, · · · , r + ηn, ρn)h(r + ηn+1, ρ
′
n+1)1∩ni=1Bi1B′n}
= C ′E
{
g(η1, ρ1, r + η2, ρ2, · · · , r + ηn, ρn)1∩ni=1Biα(F (ρn))∫
h(u, v)θε(ρn; u, v)dudv
}
, (71)
where C ′ is a positive constant.
We notice that using a reasoning by induction and Theorem 15, (71) implies the result
(ii) of Theorem 18.
Since
ϕρ′(x) =
F (ε)∫ F (ε)
0
α(v)dv
α(F (x))ϕρ(x),
the right hand side of (71) is equal to
C ′E
{
g(η1, ρ1, r + η2, ρ2, · · · , r + ηn, ρ
′
n)1∩ni=1Bi
∫
h(u, v)θε(ρ′n; u, v)dudv
}
.
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Let us prove (71).
We take the conditional expectation with respect to σ(η1, ρ1, A1, · · · , ηn, ρn, An):
E{g(η1, ρ1, r + η2, ρ2, · · · , r + ηn, ρn)h(r + ηn+1, ρ
′
n+1)1∩ni=1Bi1B′n}
= E
{
g(η1, ρ1, r + η2, ρ2, · · · , r + ηn, ρn)1∩ni=1BiE(h(r + ηn+1, ρ
′
n+1)1B′n |ρn)
}
. (72)
Moreover,
E(h(r + ηn+1, ρ
′
n+1)1B′n |ρn)
=
∫ ∫
h(r + u, v)e−(u∧r)(F (v)∨F (ρn))−r(F (v)∧F (ρn))ϕη(u)ϕρ′(v)dudv
= K
∫ +∞
r
du
∫ ε
0
h(u, v)
[
1r≤u≤2r
{
1v>ρne
−(u−r)F (v)−rF (ρn) + 1v≤ρne
−(u−r)F (ρn)−rF (v)
}
+1u>2re
−(u−2r)F (ε)e−r(F (ρn)+F (v))
]
α(F (v))f(v)dv
= K
∫ ∫
h(u, v)θε(ρn; u, v)α(F (ρn))dudv a.s., (73)
where K is a positive constant. Inserting the equality (73) in (72), we get (71).
2
5 The saturation case
Let us define the process
Λ∞ = {x ∈ R; ∃y ≥ 0|(x, y) ∈ Ψ},
where Ψ is the point process on R × R+ defined in the first section. Λ∞ is a saturation
model in the sense that no new crack can be added.
It is immediate that Λε converges in law [14] to Λ∞ when ε→ +∞. We prove that λε
tends to the mean crack number λ∞ and Dε (resp. |I
ε
0 |, Lε) converges in distribution to
D∞ (resp. |I
∞
0 |, L∞).
Let us define in the same way the saturation process Λ+∞ of the cracks on the posi-
tive half-line, X∞1 , · · · , X
∞
n , · · · being the successive crack positions of this process and
Y ∞1 , · · · , Y
∞
n , · · · the corresponding strain levels at which they occur. We determine the
joint distribution of
{(X∞i , Y
∞
i ); 1 ≤ i ≤ n}, n ≥ 1.
We also provide a result of convergence in distribution of (X∞n+1−X
∞
n , Y
∞
n ) when n→ +∞.
Let us start with λ∞ and D∞ (resp. |I
∞
0 |, L∞).
Theorem 20 When ε goes to infinity (saturation), we have
(i) λε → λ∞ =
∫ +∞
0
α(v)2dv;
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(ii) a) (Dε, Lε) converges in distribution, as ε→ +∞, to (D∞, L∞). The two-dimensio-
nal r.v. (D∞, L∞) has a density:
ϕ(D∞,L∞)(y, u) = ϕL∞(y)Π
D∞(y; u), (74)
where ϕL∞ (resp. Π
D∞(y; ·)) is the density of L∞ (resp. the conditional density of
D∞ given {L∞ = y}) and
ϕL∞(y) =
1
λ∞
α(F (y))2f(y)1R+(y), (75)
ΠD∞(y; u) = 1{r≤u≤2r}
{
F (y)e−(u−r)F (y) +
e−rF (y)
α(F (y))
∫ +∞
F (y)
e−(u−r)vα(v)dv
}
;(76)
b) In particular the density ϕD∞ of D∞ is:
ϕD∞(x) =
2
λ∞
1[r,2r](x)
∫ +∞
0
e−(x−r)vvα(v)2dv; (77)
(iii) |Iε0 | converges in distribution to |I
∞
0 | of density ϕ|I∞0 | such that
ϕ|I∞0 |(x) = 2x
∫ +∞
0
e−(x−r)vvα(v)2dv · 1[r,2r](x). (78)
Remark 21 (i) In a different theoretical context, Re´nyi gave an equivalent formulation
of the point (i) in [17] (see result (0.10)). He obtained that the mean crack number at
saturation is 0.748 approximately (for r = 1). To our knowledge, the other results of
Theorem 20 are new.
(ii) Let us notice that the distribution of D∞ has a decreasing density on [r, 2r] and an
easy calculation provides the following equality, similar to (13):
ED∞ =
1
λ∞
.
Proof. The point (i) is immediate.
As for point (ii), let us determine an equivalent of α(t), when t→ +∞.
We decompose in α(t), the integral over [0, t] as a sum of an integral over [0, 1] plus
an integral over [1, t]. We obtain:
α(t) ∼
α0
t
, when t→ +∞, (79)
where α0 = (1/r) exp
{
−
∫ 1
0
1−e−s
s
ds+
∫ +∞
1
e−s
s
ds
}
.
The point (ii) of Theorem 20 then follows easily from Theorem 13 and (79). Taking
the limit in the result of Proposition 12, we deduce (iii).
2
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By taking the limit when ε → +∞ in the formulas of Theorems 14 and 15, we then get
the following results in the saturation case concerning the distribution of {(X∞i , Y
∞
i ); 1 ≤
i ≤ n}, n ≥ 1.
Theorem 22 (i) (X∞1 , Y
∞
1 ) is a two-dimensional r.v. with density:
ϕ(X∞1 ,Y∞1 )(u, v) = e
−uF (v)α(F (v))f(v)1{0≤u≤r}1{v≥0};
(ii) Conditionally to (X∞1 , · · · , X
∞
n , Y
∞
1 , · · · , Y
∞
n ), the couple (X
∞
n+1 − X
∞
n , Y
∞
n+1) has a
density θ∞(Y ∞n ; ·) such that for every y, u, v ≥ 0:
θ∞(y; u, v)
=
(
e−(u−r)F (y)e−rF (v)1{0≤v≤y} + e
−rF (y)e−(u−r)F (v)1{v>y}
) α(F (v))
α(F (y))
f(v)1{r≤u≤2r}.
Remark 23 (i) Since the process Λ+∞ corresponds to saturation, we obviously have
X∞1 ≤ r and (X
∞
n+1 −X
∞
n ) ∈ [r, 2r], ∀n ≥ 1 a.s..
However we are not able to prove, as we did in Theorem 18, that (X∞n )n≥1 is a conditioned
renewal process.
(ii) As in the non-saturated case, it suffices to have the law of (X∞1 , Y
∞
1 ) on the one hand
and the law of (Y ∞n )n≥1 on the other to determine the positions (X
∞
n )n≥1.
Theorem 16 can be easily generalized in the following way.
Theorem 24 (Y ∞n )n≥1 is a homogeneous Markov chain such that:
(i) Y ∞1 has a density ϕY∞1 such that
ϕY∞1 (y) =
1− e−rF (y)
F (y)
α(F (y))f(y)1R+(y);
(ii) the law of Y ∞n+1 conditionally to {Y
∞
n = y}, y ≥ 0, is independent from n and has a
density ΠY,∞(y; ·) such that for every v ≥ 0,
ΠY,∞(y; v)
=
(
1{0≤v≤y}(1− e
−rF (y))
e−rF (v)
F (y)
+ 1{y<v}e
−rF (y)1− e
−rF (v)
F (v)
)
α(F (v))
α(F (y))
f(v);
(iii) the stationary law of (Y ∞n )n≥1 is the distribution of L∞, with density given by (75);
(iv) conditionally to (X∞1 , Y
∞
1 , · · · , X
∞
n , Y
∞
n ), the distribution of the r.v. (X
∞
n+1 −X
∞
n )
has a density which depends only on Y ∞n and is equal to Π
D∞(Y ∞n ; ·) (recall that
ΠD∞(y; ·) is given by (76)).
We finally generalize Theorem 17.
Theorem 25 The couple (X∞n+1 − X
∞
n , Y
∞
n ) converges in law when n → +∞, and the
limit distribution is the law of (D∞, L∞) (cf Theorem 20).
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Chapitre 7
Annexes.
7.1 An elementary proof of the equality EN0(C) = 6.
Let Φ be a homogeneous Poisson point process of intensity measure the Lebesggue
measure on R2. Let us recall that for every n ∈ N,
Φ ∩D(0, n) law= {X1, · · · , XNn},
where {Xi; i ≥ 1} is a sequence of i.i.d random variables which are uniformly distributed
on the disk D(0, n), and Nn is an independent Poisson variable of mean value pin
2.
Let Γ be the Voronoi diagram constructed with the set of nuclei N = {X1, · · · , XNn}.
We will denote by C(x) the cell associated to x ∈ N .
Lemma 7.1.1 C(x) is not bounded if and only if x is on the boundary of the convex hull
of N .
Proof. Suppose C(x) is not bounded and let D+ = (x + R+uθ) be a half-line included
in C(x) (where uθ is a unit vector of direction θ ∈ [0, 2pi)). If x is not on the boundary
of the convex hull of N , let [y, z] be the segment of the boundary that D+ cuts. As the
angle (−→xy,−→xz) is less that pi, the bisecting line of either [x, y] or [x, z] cuts D+. So D+ is
not completely contained in C(x), which is absurd.
Conversely, if x is on the boundary of the convex hull of N , let D1 and D2 be the two
half-lines starting from x which are outer normal to the two sides of the boundary contai-
ning x. The cone between D1 and D2 then is contained in C(x) because x is the projection
on the convex hull of every point of the cone. Consequently, C(x) is not bounded.
2
We denote by Bn the number of unbounded cells, Vn the number of vertices of the graph
Γ and En the number of edges. We have two relations connecting these numbers : le
us first recall that the Voronoi diagram is normal, in the sense that a particular vertex
(respectively edge) belongs to exactly three (resp. two) cells. Consequently, we have
2En = 3Vn +Bn. (7.1)
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Secondly, let us add a point at infinity and connect each unbounded side to this point.
We then get a connected planar graph Γ̂ with (Vn + 1) vertices, En edges and Nn connex
domains. Applying Euler’s formula, we deduce that
Vn + 1−En +Nn = 2. (7.2)
Inserting (7.1) in (7.2), we deduce that when Nn ≥ 3,
3Vn
Nn
= 6− 3Bn
Nn
− 6
Nn
a.s.. (7.3)
Let us focus on the two last terms of the right-hand side of (7.3). Since Nn is a Poisson
variable of mean value pin2,
1
Nn
P→ 0 when n→ +∞, (7.4)
where
P→ denotes the convergence in probability. In addition, conditionally to {Nn = k},
k ≥ 3, Bn is equal in law to the number Ck of points on the boundary of the convex
hull of k points uniformly distributed on a disk. We know from [47] that there exists a
constant a > 0 such that
Ck
ak1/3
P→ 0 when n→ +∞. (7.5)
In particular, let us fix ε > 0. We deduce from (7.5) that
P
{
Ck
k
≥ ε
}
→ 0 when k → +∞,
so let K ≥ 3 be such that P{CK
K
≥ ε} ≤ ε/2. We then obtain that
P
{
Bn
Nn
≥ ε|Nn ≥ 3
}
=
∑
k≥3
P
{
Ck
k
≥ ε
}
e−pin
2 (pin2)k
k!
≤ P
{
CK
K
≥ ε
}
+ e−pin
2
K∑
k=0
(pin2)k
k!
≤ ε
2
+ e−pin
2
K∑
k=0
(pin2)k
k!
≤ ε when n is large enough.
Consequently, we have proved that
Bn
Nn
P→ 0 when n→ +∞. (7.6)
Inserting the results of convergence (7.4) and (7.6) in (7.3), we get that 3Vn/Nn, which is
more or less the number of vertices per cell in the disk D(0, n) converges in probability,
i.e.
3Vn
Nn
P→ 6 when n→ +∞.
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On the spectral function of the Johnson-Mehl cells. ∗
Andre´ Goldman and Pierre Calka†
Abstract
Denote by ϕ(t) =
∑
n≥1 e
−λnt, t > 0, the spectral function related to the Dirich-
let laplacian for the typical cell C of a Johnson-Mehl tessellation in Rd, d ≥ 2. As in
the particular Voronoi case (see [5]), we show that the expectation Eϕ(t), t > 0, is
a functional of the convex hull of a standard d-dimensional Brownian bridge. This
enables us to study the asymptotic behaviour of Eϕ(t), when t → 0+ under suitable
integrability conditions.
Introduction.
The Johnson-Mehl tessellation was introduced in 1939 [6] as a spatial model for crystals
in metallic systems generated by growing random nuclei. Thus, consider a space-time
point process
Φ = {ai = (xi, ti) ∈ Rd × R+, i ≥ 1}, d ≥ 2.
A nucleus xi ∈ Rd is born at time ti ≥ 0 and then starts to grow with a constant speed
v > 0, so that y ∈ Rd is reached at time
Ti(y) = ti + ||xi − y||/v. (1)
Let
Ci = {y ∈ Rd;Ti(y) ≤ Tj(y) ∀j 6= i}. (2)
be the associated cell. The set of non-empty cells Ci constitutes the Johnson-Mehl tes-
sellation [2]. Throughout this work, Φ is assumed to be a Poisson point process with
intensity measure dxΛ(dt), where dx denotes the Lebesgue measure on Rd and Λ is a
locally finite measure satisfying the “canonical” conditions of J. Møller [9]:
Λ([0,∞)) > 0 (3)
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52A22, 60G55.
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λ =
∫
p(t)Λ(dt) <∞ (4)
where
p(t) = exp
(
−vdωd
∫ t
0
(t− w)dΛ(dw)
)
and ωd = pi
d/2/Γ(1
2
d + 1) is the volume of the unit ball B(1) in Rd. Without any loss of
generality we will choose v = 1.
The condition (4) means that the number of non-empty cells, whose associated nuclei
belong to an arbitrarily fixed Borel subset of Rd of finite d-dimensional Lebesgue measure,
has finite expectation.
Remark that in the particular case when Λ is a Dirac measure, that means in the
case when all nuclei are born at the same time, we obtain the classical Poisson-Voronoi
tessellation [8],[10],[12]. Let us note also that the case d = 1, that trivializes the geomet-
ric structure of cells (which become intervals) is of some interest too; for example as a
stochastic model for DNA replication [1].
A systematic and rigorous study of fundamental properties of the Johnson-Mehl tes-
sellation has been done by J. Møller [9]. Though, the explicit distributions of principal
geometrical characteristics of the tessellation are still unknown and therefore simulation
procedures have been developed [11].
Throughout this work, we investigate the expectation of the spectral function of the
Johnson-Mehl typical cell by using a method relying on the Brownian motion and devel-
oped in [5] for the Poisson-Voronoi tessellation.
Denote by
ϕ(t) =
∑
n≥1
exp(−tλn), t > 0, (5)
the spectral function of the Johnson-Mehl typical cell C ⊂ Rd where
0 < λ1 < λ2 ≤ · · · ≤ λn ≤ · · · ,
are the (random) eigenvalues of the Laplacian under Dirichlet boundary conditions. Clear-
ly, the spectral function ϕ(t), t > 0, coincides with the Laplace transform of the distribu-
tion function of eigenvalues:
N(t) =
∑
n≥1
1{λn≤t}, t > 0. (6)
Besides, let
(Wt(s))0≤s≤t, Wt(0) ≡Wt(t) ≡ 0, t > 0, (7)
be a d-dimensional Brownian bridge on the interval 0 ≤ s ≤ t, starting at the origin and
independent of the Johnson-Mehl tessellation. Consider then
W(t) = {Wt(s); 0 ≤ s ≤ t} ⊂ Rd (8)
the associated path and Ŵ(t) its closed convex hull. If t = 1, we note W(1) = W.
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Moreover, for all Borel set C ⊂ Rd, let us denote by Vd(C, x, s), x ∈ Rd, s ∈ R, the
d-dimensional Lebesgue measure of the set⋃
y∈C
||y−x||+s>0
B(y, ||y − x||+ s),
where B(x, r) is the euclidean ball centered at x ∈ Rd, and of radius r > 0.
We note also Vd(C, x) = Vd(C, x, 0).
We prove that the expectation of the spectral function has the following form:
Eϕ(t) =
1
λ(4pit)d/2
∫ ∞
0
∫
Rd
E
{
exp
(
−
∫ ∞
0
Vd(
√
2tW, x, u− w)Λ(dw)
)}
dxΛ(du), (9)
where E is the expectation associated to the Brownian bridge.
In the Voronoi case [5], we obtained a theoretical expansion of Eϕ(t) when t → 0+
at any order which is explicit for the first three terms. In the general case of Johnson-
Mehl tessellations, the study of volume Vd(
√
2tW(1), x, s) is a more delicate matter so
we limited our investigation to the second order. For measures Λ satisfying some mild
regularity conditions including usual cases, we prove that:
Eϕ(t) =
1
λ(4pit)
d
2
− pi
d/2
λΓ(d− 1
2
)t
d−1
2
∫ ∞
0
{∫ t
0
(t− s)d−1Λ(ds)
}2
p(t)dt+O(
1
t
d
2
−1 ). (10)
It is well-known (see [7], [13], [16]) that for a bounded domain D ⊂ Rd the associated
spectral function has asymptotic expansion of the form
ϕD(t) =
Vd(D)
(4pit)
d
2
− Γ(
d+1
2
)Γ(d
2
)
4pi
d
2 (d− 1)!t d−12
Vd−1(D) +O(
1
t
d
2
−1 ), as t −→ 0
+, (11)
where Vd−1(D) denotes the (d− 1)-dimensional Hausdorff measure of the boundary of D.
Consequently we may anticipate the geometric significance of the two coefficients of
the expansion (10). Indeed, we recover from Møller’s work [9] that for the Johnson-Mehl
typical cell
E(Vd(C)) = 1
λ
, E(Vd−1(C)) = 2
λ
2pid(d− 1)!
Γ(d+1
2
)Γ(d
2
)Γ(d− 1
2
)
∫ ∞
0
{∫ t
0
(t− s)d−1Λ(ds)
}2
p(t)dt.
(12)
1 Preliminaries.
1.1 The Johnson-Mehl tessellation.
The conditions of J. Møller (3) et (4) imply (see [9] Prop.3.1.) that the following consis-
tency conditions are verified:
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(P1) For any (c, t) ∈ Φ and any vector u ∈ Rd there exists (y, s) ∈ Φ with
(y − x) · u > v(s− t),
where · is the usual inner product in Rd.
(P2) If i, j ≥ 1, i 6= j, then tj 6= Ti(xj).
(P3) (d+ 1) distinct nuclei are always affinely independent.
(P4) A fixed point x ∈ Rd can be reached at the same time by at most (d + 1) growing
nuclei.
The non-empty cells Ci, defined by (2), are then almost surely closed, bounded and star-
shaped sets; all of them are almost surely convex if and only if Λ is a Dirac measure. The
set of these cells constitutes a tessellation of Rd, that means:
• the cells are space-filling: ⋃i Ci = Rd;
• they have disjoint interiors;
• they are regular: Ci = cl(int Ci).
Moreover, for 1 ≤ k ≤ d, any non-empty k-dimensional face (or k-face) defined as the
intersection of (d − k + 1) cells, has Hausdorff dimension k (see [9] Prop. 3.1.). This
implies in particular the normality of the tessellation, that means any non-empty k-
dimensional face is contained in the boundary of exactly
(
d−k+1
l−k
)
non-empty l-dimensional
faces, 0 ≤ k ≤ l ≤ d.
1.2 The Johnson-Mehl typical cell.
Let K be the set of compact sets of Rd, d ≥ 1, endowed with the usual Hausdorff metric.
The Johnson-Mehl typical cell C is a K-valued random variable whose distribution (the
Palm measure), is well defined by the formula (see [9]):
Eh(C) = 1
λVd(B)
E
∑
i:xi∈B,Ci 6=∅
h(Ci − xi), (13)
for all measurable function h : K −→ R+, and Borel sets B ⊂ Rd, 0 < Vd(B) <∞, where
Vd(B) denotes the d-dimensional Lebesgue measure of B.
More generally, we have Campbell’s formula:∫
Ef(C, y)dy = 1
λ
E
∑
i:Ci 6=∅
f(Ci − xi, xi), (14)
for all measurable function f : K × Rd −→ R+.
Consider a random “birth time” τ ≥ 0 independent of the process Φ and whose
distribution is (p(t)/λ)Λ(dt). The typical cell can be interpreted (see [9], 3.7.) as the cell
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C ((0, τ)|Φτ ∪ {(0, τ)}) associated with a nucleus starting to grow at the origin at time
τ ≥ 0 when we add the point (0, τ) to the conditional process
Φτ = {Φ| the origin is not covered by any growing nucleus at time τ}.
Remark that this result includes the well-known fact that the typical cell of the Poisson-
Voronoi tessellation (corresponding to the choice Λ = δ0) coincides in law with the cell
associated with the nucleus based at the origin when we add the origin to the point process
Φ.
For all Borel set A ⊂ Rd, x ∈ Rd and t ∈ R, we define Vd(A, x, t) = Vd(A− x, 0, t) as
the d-dimensional area of the set ⋃
y∈A
||y−x||+t>0
B(y, ||y − x||+ t).
We have then:
Proposition 1 Consider a bounded Borel set A ⊂ Rd. Then
P{A ⊂ C} = 1
λ
∫ ∞
0
exp
{
−
∫ ∞
0
Vd(A, 0, u− w)Λ(dw)
}
Λ(du).
Proof. Let us recall first that for all fixed u > 0, the conditioned process
Φu = {Φ| the origin is not covered at time u},
is a Poisson point process of intensity measure
1{(z,w)∈Rd×R+;||z||+w>u}dzΛ(dw).
Using the equality in law
C law= C ((0, τ)|Φτ ∪ {(0, τ)}) ,
we have that
P{A ⊂ C}
=
∫ ∞
0
P {A ⊂ C ((0, u)|Φu ∪ {(0, u)})} p(u)
λ
Λ(du)
=
∫ ∞
0
exp
{
−
∫
Rd
∫ ∞
0
1{||y−z||+w<||y||+u,∀y∈A}1{||z||+w>u}Λ(dw)dz
}
p(u)
λ
Λ(du)
=
∫ ∞
0
exp
{
−
∫ ∞
0
Vd(A, 0, u− w)Λ(dw) +
∫ u
0
ωd(u− w)dΛ(dw)
}
p(u)
λ
Λ(du)
=
1
λ
∫ ∞
0
exp
{
−
∫ ∞
0
Vd(A, 0, u− w)Λ(dw)
}
Λ(du).
2
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The values of the expectations of the principal geometrical characteristics of the typical
cell are known [9]. We call Vd−1(C) the (d − 1)-dimensional area of the boundary ∂C =
cl( C) \ int (C) and N0(C) the number of 0-dimensional faces of C (defined in [9]). We
have (see [9] and [10]):
Proposition 2 (i) EVd(C) = 1λ ,
(ii) EVd−1(C) = 2λ 2pi
d(d−1)!
Γ(d+1
2
)Γ(d
2
)Γ(d− 1
2
)
∫∞
0
{∫ t
0
(t− s)d−1Λ(ds)
}2
p(t)dt,
(iii) EN0(C) = d+1λ 2
d+1pid(d+1)/2Γ((d2+1)/2)
(d+1)!Γ( d
2
2
)Γ(d+1
2
)dΓ( 1
2
)
∫∞
0
{∫ t
0
(t− s)d−1Λ(ds)
}d+1
p(t)dt.
We can notice that the condition (4) implies that EVd(C) < +∞ and E(Vd−1(C)) < ∞,
that means the (d−1)-dimensional area of the boundary ∂C of the typical cell is, in mean,
finite. Besides, the condition
(C0)
∫ ∞
0
(∫ t
0
(t− s)d−1Λ(ds)
)d+1
p(t)dt <∞
implies that the number of vertices of the typical cell C is finite in mean.
In the case when Λ is a Dirac measure (the Poisson-Voronoi case) or a finite linear
combination of Dirac measures, the condition (C0) is satisfied. It is also satisfied with
the choice Λ(dt) = αtγ−1dt, α ≥ 0, γ ≥ 0 considered by J. Møller in [9] (the case α = 1,
γ = 0 being treated by E.N. Gilbert [2]) with the following numerical values:
λ =
αΓ(γ/(d+ γ))
(d+ γ)[αωdβ(d+ 1, γ)]
γ
d+γ
∫ ∞
0
{∫ t
0
(t− s)d−1Λ(ds)
}m+1
p(t)dt
= (αβ(d, γ))m+1
Γ
(
(d+γ)(m+1)−m
d+γ
)
(d+ γ)[αωdβ(d+ 1, γ)]
(d+γ)(m+1)−m
d+γ
, 1 ≤ m ≤ d,
where β(., .) denotes Euler’s beta function .
On the other hand we can connect the typical cell with the cell C0 containing the
origin. More precisely, for all x ∈ Rd and for all ω ∈ Ω, let C(x, ω) be the cell containing
the point x. We will note also C(0, ω) = C0(ω). For all fixed ω, C(x, ω) is well defined
if x is not contained in the union of the boundaries of the cells
⋃
i ∂Ci, which, according
to what has been said, has d-dimensional Lebesgue measure equal to zero. Moreover, if
x ∈ Rd is fixed, then we can see easily, by using the point (i) of Proposition 2 and J.
Møller’s argument in [10], p.67, that C(x, ω) is well defined almost surely. Thus, C0 is
almost surely well-defined and the result proved by Møller ([10], Prop. 3.3.2.) in the case
of Voronoi tessellations can be generalised to any Johnson-Mehl tessellation, namely:
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Lemma 1 We have:
Eh(C) = 1
E(1/Vd(C0))
E
(
h(C0)
Vd(C0)
)
, (15)
for all measurable and translation-invariant function h : K −→ R+.
In particular,
E
(
1
Vd(C0)
)
= λ. (16)
We now give the analogue to Proposition 1 for C0.
Proposition 3 Consider a bounded Borel set A ⊂ Rd, containing the origin. Then
P{A ⊂ C0} =
∫ ∞
0
∫
exp
(
−
∫
Vd(A, x, u− w)Λ(dw)
)
dxΛ(du).
Proof. By Campbell’s formula (14) we obtain∫
P{−x+ A ⊂ C}dx = 1
λ
E
∑
i;Ci 6=∅
1{−xi+A⊂Ci−xi}
=
1
λ
P{A ⊂ C0}.
It suffices now to use Proposition 1 to get the result.
2
From Proposition 3 we derive the following consequence:
Proposition 4 We have:
EVd(C0) <∞.
Proof. Indeed, by applying the preceding theorem to the Borel set {0} ∪ {y}, y ∈ Rd,
we obtain:
EVd(C0) =
∫
P{y ∈ C0}dy
=
∫ ∞
0
∫
exp
(
−
∫ ∞
0
Vd({0} ∪ {y}, x, u− w)Λ(dw)
)
dydxΛ(du). (17)
Consider now T0 > 0 such that Λ([0, T0]) > 0. Then, on one hand, we have:∫ ∞
T0
∫
exp
(
−
∫ ∞
0
Vd({0} ∪ {y}, x, u− w)Λ(dw)
)
dydxΛ(du)
≤
∫ ∞
T0
∫
exp
(
−ωd
∫ u
0
[(||y − x||+ u− w)d ∨ (||x||+ u− w)d]Λ(dw)
)
dydxΛ(du)
=
∫ ∞
T0
∫
exp
(
−ωd
∫ u
0
[(||y||+ u− w)d ∨ (||x||+ u− w)d]Λ(dw)
)
dydxΛ(du)
≤ 2
∫ ∞
T0
∫
{||y||≤||x||}
exp
(
−ωd
∫ u
0
(||x||+ u− w)dΛ(dw)
)
dydxΛ(du)
≤ 2
∫ ∞
T0
∫
{||y||≤||x||}
exp
(
−ωd||x||dΛ([0, u])− ωd
∫ u
0
(u− w)dΛ(dw)
)
dydxΛ(du)
≤ C 1
(Λ([0, T0]))2
λ <∞, (18)
173
where 0 < C < +∞.
On the other hand,∫ T0
0
∫
exp
(
−
∫ ∞
0
Vd({0} ∪ {y}, x, u− w)Λ(dw)
)
dydxΛ(du)
= 2
∫ T0
0
∫
{||y||≤||x||}
exp
(
−
∫ ∞
0
Vd({0} ∪ {y + x}, x, u− w)Λ(dw)
)
dydxΛ(du)
≤ 2
∫ T0
0
∫
{||y||≤||x||}
exp
(
−ωd
∫ ||x||+u
0
(||x||+ u− w)dΛ(dw)
)
dydxΛ(du)
≤ 2Λ([0, T0])
{∫
{||y||≤||x||≤2T0}
dydx
+ωd
∫
{||x||>2T0}
||x||d exp
(
−ωd
∫ ||x||
0
(||x|| − w)dΛ(dw)
)
dx
}
≤ C ′ + C ′′
∫ ∞
2T0
r2d−1e−ωd(
r
2)
d
Λ([0,T0])dr <∞. (19)
where 0 < C ′ < +∞ and 0 < C ′′ < +∞ are constants.
The points (17), (18) and (19) imply the required result.
2
1.3 Some geometric estimations for the d-dimensional Brownian
bridge.
Let us denote by Vd(C, x) = Vd(C, x, 0) for any bounded Borel set C ⊂ Rd and x ∈ Rd,
d ≥ 2. We obtained a precise formula for Vd(C, x) when C is a convex set [4]. Moreover,
we proved that there exists t0 > 0 and a positive constant Ld > 0 such that for every
t ∈ (0, t0), and x ∈ Rd,
E
(
Vd(Ŵ(2t), x)− ωd||x||d
)
− 2d−1pid/2 Γ(d/2)
Γ(d− 1/2)
√
t||x||d−1
−2d−1(d− 1)pi(d−1)/2Γ((d− 1)/2)
Γ(d− 1) t||x||
d−2 ≤ Ldt
√
t(1 + ||x||d−3),(20)
In addition, there exists an explicit constant kd > 0 such that
E
{
(Vd(Ŵ(2t), x)− ωd||x||d)2
}
− 4d||x||2d−2kd2t ≤ Ldt
√
t(1 + ||x||2d−3). (21)
In order to study the asymptotic behaviour of Vd(W(2t), x, s), when T → 0+, the principal
idea is to compare the d-dimensional areas Vd(W(2t), x, s) and Vd(Ŵ(2t), f
s(x), 0), where
f s(x) = x+ s x||x|| . We obtain:
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Lemma 2 There exists t0 > 0 and a positive constant Kd > 0 such that:
E{Vd(W(2t), x, s)− Vd(Ŵ(2t), f s(x))} ≤ Kdt
(
||x||d−3 + 1||x||
)
(1 + |s|d−1) (22)
for all x ∈ Rd and s ∈ R, satisfying ||x||+ s ≥ 0.
Lemma 3 There exists t0 > 0 and a positive constant K
′
d > 0 such that:
E
{[
Vd(W(2t), x, s)− Vd(Ŵ(2t), f s(x))
]2}
≤ K ′dt(||x||2d−4 + 1)(1 + |s|2d−2)
for all x ∈ Rd and s ∈ R, such that ||x||+ s ≥ 0.
The proofs of these results are somewhat lengthy and technical. So, we postponed them
to the Appendix.
Finally, as a consequence of Lemma 2 and (20), we obtain
E
{
Vd(W(2t), x, s)− ωd(||x||+ s)d
} ∼t−→0 EM0Id,1√2t||f s(x)||d−1, (23)
which will be useful in the next section.
2 The spectral function of the Johnson-Mehl typical
cell C.
Let λn, n ≥ 1, be the (random) eigenvalues of the Dirichlet laplacian for the Johnson-Mehl
typical cell C. Consider
ϕ(t) =
∑
n≥1
exp(−tλn), t > 0,
its spectral function. Besides, consider a Brownian bridge
(Wt(s))0≤s≤t, Wt(0) ≡Wt(t) ≡ 0, t ≥ 0,
independent of the Johnson-Mehl tessellation. Using the notations of the section, we will
see that the expectation of the spectral function ϕC(t) is connected with the “geometry”
of the set W(2t). The probability associated with the Brownian bridge is still noted P.
Let us recall first (see [3], [15]) that the spectral function ϕD(t), t > 0, of any bounded
domain D ⊂ Rd can be expressed by means of the Brownian bridge under the form:
ϕD(t) =
1
(4pit)
d
2
∫
D
P{x+
√
2tW ⊂ D}dx. (24)
(24) implies in particular the inequality
ϕD(t) ≤ 1
(4pit)
d
2
Vd(D). (25)
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Theorem 1 The following identity holds:
Eϕ(t) =
1
λ(4pit)d/2
∫ ∞
0
∫
Rd
E
{
exp
(
−
∫ ∞
0
Vd(
√
2tW, x, u− w)Λ(dw)
)}
dxΛ(du).
Proof. Applying (24) to the typical cell C and using Proposition 1, we obtain:
Eϕ(t) =
1
(4pit)d/2
E
∫
P{x+
√
2tŴ ⊂ C}dx
=
1
λ(4pit)d/2
E
∫ ∫ ∞
0
exp
{
−
∫ ∞
0
Vd(
√
2tW, x, u− w)Λ(dw)
}
Λ(du)dx,
which completes the proof of theorem 1.
2
Theorem 1 and the estimations of subsection 1.3 provide the second-order asymptotic
expansion of the function EϕC(t), t > 0, when t −→ 0+:
Theorem 2 If Λ satisfies the two conditions
(C1)
∫ ∞
0
{∫ t
0
∫ t
0
[(t− u)3d−3 + (t− u)d−2](1 + |u− w|2d−2)Λ(dw)Λ(du)
}
Λ([0, t])p(t)dt <∞,
(C2)
∫ ∞
0
∫
Rd
E
{
Λ ([||x||+ u, ||x||+ u+M ])2M2d} p(||x||+ u)dxΛ(du) <∞,
then we have the following expansion when t −→ 0+:
Eϕ(t) =
E(Vd(C))
(4pit)
d
2
− Γ(
d+1
2
)Γ(d
2
)
4pi
d
2 (d− 1)!t d−12
E(Vd−1(C)) +O( 1
t
d
2
−1 ). (26)
Proof. First let us establish the following intermediate lemma:
Lemma 4 If Λ satisfies (C1) and (C2), then we have in the neighborhood of the origin:
λ(4pit)
d
2 Eϕ(t)
= E
{∫ ∞
0
∫
Rd
(
1−
(∫ ∞
0
Vd(
√
2tW, x, u− w)Λ(dw)
−
∫ ||x||+u
0
ωd(||x||+ u− w)dΛ(dw)
))
p(||x||+ u)dxΛ(du)
}
+O(t).
Proof of lemma 4. Write first Eϕ(t), t > 0, on the following lines
λ(4pit)
d
2 Eϕ(t) = E
∫ ∞
0
∫
exp
{∫ ∞
0
Vd(
√
2tW, x, u− w)Λ(dw)
−
∫ ||x||+u
0
ωd(||x||+ u− w)dΛ(dw)
}
p(||x||+ u)dxΛ(du),
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and let us prove that we can replace the exponential term above by the two first terms of
its expansion.
Let us consider
D(2t, x, u) =
∫ ∞
0
Vd(W(2t), x, u− w)Λ(dw)
−
∫ ||x||+u
0
ωd(||x||+ u− w)dΛ(dw), t > 0, x ∈ Rd, u ≥ 0.
Then, using Taylor’s formula with integral rest, we obtain that
exp{−D(2t, x, u))} − 1 +D(2t, x, u) ≤ 1
2
[D(2t, x, u)]2.
As a consequence, it suffices to show that the following integrals,
I1 =
∫ ∞
0
∫
Rd
E
{(∫ ∞
||x||+u
Vd(W(2t), x, u− w)Λ(dw)
)2}
p(||x||+ u)dxΛ(du),
I2 =
∫ ∞
0
∫
Rd
E

(∫ ||x||+u
0
|Vd(W(2t), x, u− w)− Vd(Ŵ(2t), fu−w(x))|Λ(dw)
)2
p(||x||+ u)dxΛ(du),
I3 =
∫ ∞
0
∫
Rd
E

(∫ ||x||+u
0
(Vd(2t, f
u−w(x))− ωd(||x||+ u− w)d)Λ(dw)
)2
p(||x||+ u)dxΛ(du),
are O(t) when t −→ 0+. Let us focus on the first integral I1:∫ ∞
||x||+u
Vd(W(2t), x, u− w)Λ(dw) =
∫ ||x||+u+M(2t)
||x||+u
Vd(W(2t), x, u− w)Λ(dw)
≤ Vd(W(2t), x,−||x||)Λ([||x||+ u, ||x||+ u+M(2t)])
≤ ωd(2M(2t))dΛ([||x||+ u, ||x||+ u+M(2t)]), (27)
where M(2t), t > 0, is the maximum of the radial part of the Brownian bridge on the
interval 0 ≤ s ≤ 2t. So, using (27), and the identity in law M(2t) law= √2tM(1) = √2tM ,
we obtain for t ≤ 1
2
that
I1 ≤ (2t)d
∫ ∞
0
∫
Rd
4dωd
2E
{
Λ ([||x||+ u, ||x||+ u+M(1)])2M(1)2d} p(|x||+ u)dxΛ(du).
Therefore, using the condition (C2), we have that
I1 = O(td), t −→ 0+. (28)
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Now we take into consideration I2. By using successively the Cauchy-Schwarz inequality
and Lemma 3, we obtain:
I2 ≤
∫ ∞
0
∫
Rd
E
{∫ ||x||+u
0
|Vd(W(2t), x, u− w)− Vd(Ŵ(2t), fu−w(x))|2Λ(dw)
}
Λ([0, ||x||+ u])p(||x||+ u)dxΛ(du)
≤ tA(
∫ ∞
0
∫
Rd
(||x||2d−4 + 1)
(∫ ||x||+u
0
(1 + |u− w|2d−2)Λ(dw)
)
Λ([0, ||x||+ u])p(||x||+ u)dxΛ(du).
where 0 < A <∞ is a constant.
Thus since Λ satisfies (C1), we deduce from the preceding inequality that
I2 = O(t), t −→ 0+. (29)
Besides, we treat likewise the third integral I3 by using first the Cauchy-Schwarz inequal-
ity, then (21) which specifies the deviation
[
Vd(Ŵ(2t), f
u−w(x))− ωd(||x||+ u− w)d
]
in
quadratic mean, and finally the fact that Λ satisfies condition (C1). Thus,
I3 = O(t), t −→ 0+. (30)
In conclusion, (28), (29) and (30) imply the statement of Lemma 4.
2
Returning now to the proof of Theorem 2, we remark that (27) implies too that∫ ∞
0
∫
Rd
E
{∫ ∞
||x||+u
Vd(W(2t), x, u− w)Λ(dw)
}
p(||x||+ u)dxΛ(du) = O(t), t −→ 0+.
(31)
Thus, we deduce from (31) and Lemma 4 that, when t −→ 0+,
(4pit)
d
2λEϕ(t)
= 1 +
∫ ∞
0
∫
Rd
E
{
−
∫ ||x||+u
0
(
Vd(W(2t), x, u− w)− ωd(||x||+ u− w)d
)
Λ(dw)
}
p(||x||+ u)dxΛ(du) +O(t).
Now, using the same arguments as in the proof of (29) and Lemma 2, we obtain when
t→ 0+,∫ ∞
0
∫
Rd
E
{∫ ||x||+u
0
|Vd(W(2t), x, u− w)− Vd(Ŵ(2t), fu−w(x))|Λ(dw)
}
p(||x||+ u)dxΛ(du) = O(t),
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and finally, (20) and Proposition 2 (ii) imply that∫ ∞
0
∫
Rd
E
{∫ ||x||+u
0
(Vd(Ŵ(2t), f
u−w(x))− ωd(||x||+ u− w)d)Λ(dw)
}
p(||x||+ u)dxΛ(du)
=
2d−2Γ(d+1
2
)Γ(d
2
)
(d− 1)!
√
tλE(Vd−1(C)) +O(t), t −→ 0+,
which completes the proof of Theorem 2.
2
Remark 1 The conditions (C1) and (C2) are both satisfied in the usual cases considered
in section 1.2. In the case when Λ 6= δ0, the boundary of Johnson-Mehl cells is the union
of parts of hyperboloids and admits discontinued tangent hyperplanes . For such domains
there is no results (to our knowledge) related to the third term of the asymptotic of
ϕD(t), t > 0. Consequently it would be interesting to manage, at least for some particular
measures Λ 6= δ0 and even in dimension d = 2, the three-order expansion.
Appendix
Proofs of Lemmas 2 and 3.
The case s ≥ 0.
Let us introduce first some new notations. For y ∈ Ŵ(2t), u ∈ Sd−1, and x ∈ Rd, we
consider:
(i) Hy,u the hyperplane perpendicular to u containing y;
(ii) E(u) = {y ∈ Ŵ(2t);Hy,u ∩ (f s(x) + R+u) 6= ∅};
(iii) l(y, u) =
{
d(f s(x), Hy,u) if y ∈ E(u)
0 if not
;
(iv) p(y, u) the distance between f s(x) and the point of intersection of the ball B(y, ||y−
x||+ s) with the half-line f s(x) + R+u;
(v) r(y, u) = p(y, u)− 2l(y, u) ≥ 0;
(vi) lmax(u) = supy∈cW(2t) l(y, u);
(vii) pmax(u) = supy∈cW(2t) p(y, u).
Notice that the following inclusions are satisfied:⋃
y∈W(2t)
B(y,
∥∥∥y − f s(x)∥∥∥) ⊂ ⋃
y∈W(2t)
B(y, ||y − x||+ s) ⊂
⋃
y∈cW(2t)
B(y, ||y − x||+ s). (32)
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We can determine the d-dimensional area of the set ⋃
y∈cW(2t)
B(y, ||y − x||+ s)
 \
 ⋃
y∈cW(2t)
B(y,
∥∥∥y − f s(x)∥∥∥)
 ,
by integrating (as in the case s = 0 studied previously [5]) in spherical coordinates (taking
f s(x) for the origin):
Vd
 ⋃
y∈cW(2t)
B(y, ||y − x||+ s)
− Vd
 ⋃
y∈cW(2t)
B(y,
∥∥∥y − f s(x)∥∥∥)

=
∫
Sd−1
∫ pmax(u)
2lmax(u)
rd−1drdνd(u) ≤
∫
Sd−1
1
d
sup
y∈cW(2t)
(
p(y, u)d − (2l(y, u))d) dνd(u). (33)
For u ∈ Sd−1 and y ∈ E(u), we have:
r(y, u)2 + 2l(y, u)r(y, u) = (||y − x||+ s)2 − ||y − f s(x)||2
= 2||y − x||s(1− cosβ(y)),
where β(y) denotes the angle spanned by the vectors −→xy and −→x0.
If y 6∈ E(u), we have also
r(y, u)2 + 2l(y,−u)r(y, u) = 2||y − x||s(1− cosβ(y)).
Remark that β(y) satisfies the following inequality:
||x|| sinβ(y) ≤ ||y|| ≤M(2t), (34)
where M(2t) denotes the maximum of the radial part of the Brownian bridge.
Elsewhere, let M0(2t) be the maximum of the projection of the Brownian bridge
W2t(s),
0 ≤ s ≤ 2t, on the oriented line R−→0x orientated by that vector. If M0(2t) ≤ ||x||, then
β(y) ∈ [−pi
2
, pi
2
] and (34) implies that
(1− cosβ(y)) ≤ sin2 β(y) ≤ M(2t)
2
||x||2 .
In conclusion, for all y ∈ Ŵ(2t), we get
r(y, u)2 + 2l(y, u)r(y, u) ≤ 1{M(2t)≤||x||}2(M(2t) + ||x||)sM(2t)
2
||x||2 + 1{M(2t)>||x||}8M(2t)s
≤ 1{M(2t)≤||x||}4M(2t)
2
||x|| s+ 1{M(2t)>||x||}8M(2t)s. (35)
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Now using (32), (33) and (35), the equivalence in law M(2t) =
√
2tM , M0(2t) =
√
2tM0,
the fact that the moments of M are finite, and finally the obvious estimation l(y, u) ≤
(||x||+ s+M(2t)), it follows that
E{Vd(W(2t), x, s)− Vd(Ŵ(2t), f s(x))}
≤
∫
Sd−1
1
d
E
{
sup
y∈√2tcW(1)
(
d∑
i=1
(di) r(y, u)
i(2l(y, u))d−i
)}
dνd(u)
≤ KtE
{
1{√2tM≤||x||}
(
M2(||x||+ s)d−2 s||x|| +
d∑
i=2
(2t)
i
2
−1M i(||x||+ s)d−i
(
s
||x||
) i
2
)
+ 1{√2tM>||x||}
(
(s+
√
2tM)d−2sM√
2t
+
d∑
i=2
(2t)
i
2
−1(s+
√
2tM)d−i(sM)
i
2√
2t
)}
≤ tA
(
||x||d−3 + 1||x||
)
(s+ sd−1), x ∈ Rd, s > 0, t ≤ 1/2,
where K and A are positive constants.
Consequently, Lemma 2 is proved for s ≥ 0.
In the same way, we obtain the following inequality valid for all t > 0 chosen small
enough:
E
{[
Vd(W(2t), x, s)− Vd(Ŵ(2t), f s(x))
]2}
≤ KE
{
1{√2tM≤||x||}
(
t2M4(||x||+ s)2d−4 s
2
||x||2 +
d∑
i=2
tiM2i(||x||+ s)2d−2i
(
s
||x||
)i)
+ 1{√2tM>||x||}
(
t(s+M)d−2s2M2 +
d∑
i=2
t(s+M)2d−2i(sM)i
)}
≤ tA(||x||2d−2 + 1)(1 + s2d−2), x ∈ Rd, s > 0, t ≤ 1/2,
where K and A are positive constants. Thus Lemma 3 follows.
The case s < 0 with ||x||+ s ≥ 0.
Note that we have ⋃
y∈W(2t)
||y−x||+s>0
B(y, ||y − x||+ s) ⊂
⋃
y∈cW(2t)
B(y, ||y − f s(x)||).
Consider a vector u ∈ Sd−1 such that Hu ∩ (f s(x) + R+u) 6= ∅. Then the hyperplane
Hu contains at least one extreme point of Ŵ(2t). This fact implies (according to [14],
corollary 18.3.1) that Hu contains at least one point of the Brownian path W(2t). Fix
then a point yu ∈ Hu ∩W(2t) and notice that
B(yu, ||yu − x||+ s) ∩ (f s(x) + R+u) 6= ∅
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if and only if
(||yu − x||+ s)2 ≥ ||yu − f s(x)||2 −m(f s(x), u)2,
which means
m(f s(x), u)2 ≥ 2|s|||yu − x||(1− cos β(yu)). (36)
Moreover, if B(yu, ||yu− x||+ s)∩ (f s(x) +R+u) 6= ∅, then that intersection is a segment
whose extremities are respectively at distance r(u) and 2m(f s(x), u) − r(u) from f s(x).
When the intersection is empty, we will note r(u) = m(f s(x), u).
From the obvious inequality
Vd(W(2t), x, s) ≥
∫
S+∪A(cW(2t),fs(x))
∫ 2m(fs(x),u)−r(u)
r(u)
ρd−1dρdνd(u)
we deduce that
Vd(Ŵ(2t), f
s(x))− Vd(W(2t), x, s)
≤
∫
S+∪A(cW(2t),fs(x))
(∫ r(u)
0
ρd−1dρ+
∫ 2m(fs(x),u)
2m(fs(x),u)−r(u)
ρd−1dρ
)
dνd(u)
≤
∫
S+∪A(cW(2t),fs(x))
1
d
(
r(u)d +
d∑
i=1
(di) r(u)
iq(u)d−i
)
dνd(u), (37)
where q(u) = 2m(f s(x), u)− r(u).
Let us estimate the length r(u):
(α) If B(yu, ||yu − x||+ s) ∩ (f s(x) + R+u) 6= ∅, we obtain (proceeding in the same way
as in the case s > 0) that
r(u)2 + 2(q(u)−m(f s(x), u))r(u) = −r(u)2 + 2m(f s(x), u)r(u)
= 2||yu − x|||s|(1− cos β(yu)),
which implies that
r(u)2 + 2q(u)r(u) ≤ 1{M(2t)≤||x||}K|s|M(2t)
2
||x|| + 1{M(2t)>||x||}K
′|s|M(2t), (38)
where K,K ′ are positive constants.
(β) If B(yu, ||yu − x||+ s) ∩ (f s(x) + R+u) = ∅, then
m(f s(x), u)2 = r(u)2 < 2(1− cosβ(yu))|s|||yu − x||,
and consequently, the majoration (38) is still valid.
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Now using (38), the inequality q(u) ≤ 2(||x||+M(2t)) and the equivalence in law due to
the scaling-property of Brownian bridge, we infer from (37) that:
E{Vd(Ŵ(2t), f s(x))− Vd(W(2t), x, s)}
≤ KtE
{
1{√2tM(1)≤||x||}
(
|s|M2||x||d−3 +
d∑
i=2
(2t)
i
2
−1|s|i/2M i||x||d− 3i2
)
+
1{√2tM(1)>||x||}
(
|s|(2t)
d−2
2 Md−1√
2t
+
d∑
i=2
|s|i/2 (2t)
d
2
− i
4
− 1
2Md−
i
2√
2t
)}
≤ At
(
||x||d−3 + 1||x||
)
(|s|+ |s|d−1), x ∈ Rd, s < 0, ||x||+ s < 0, t ≤ 1/2,
where K and A are positive constants.
So Lemma 2 is proved for s < 0. The proof of Lemma 3 is analogous to that presented
in the case s ≥ 0.
2
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7.3 A new calculation of the moments of the unoc-
cupied part of a circle by a random covering of
i.i.d. intervals of fixed length.
Let us consider for a fixed p ∈ N∗, p i.i.d random variables U1, · · · , Up p uniformly
distributed on the circle of circumference one. Considering a given symmetric relation R
on the set {1, · · · , p} (or equivalently a graph Γ on a set with p vertices), we want to
calculate the probability
fr(R) = fr(Γ) = P{|Ui − Uj | > r ∀i, j such that iRj}, r > 0,
where |x− y| denotes the arc length between two points x and y of the circle C.
The following lemma provides some elementary properties of the function fr.
Lemma 7.3.1 (i) fr is a decreasing function for the inclusion of the symmetric relations ;
(ii) Let Γ =
⊔lΓ
i=1 Γi be the decompostion in connex components of the graph Γ. Then
fr(Γ) =
lΓ∏
i=1
fr(Γi);
(iii) Let Γ0 be the graph connecting any couple of points (i, j), i 6= j. Then
fr(Γ0) = (1− pr)p−1+ . (7.7)
Proof. The points (i) and (ii) are clear. It remains to demonstrate the point (iii).
To this end, we fix a reference point u0 on the circle C and we consider the random
permutation Θ (which is unique almost surely) such that UΘ(1), · · · , UΘ(p) are in trigono-
metric order from u0. We denote by Li, 1 ≤ i ≤ p, the arc length between UΘ(i+1) and
UΘ(i) (with the convention Θ(p+ 1) = Θ(1)).
Since the distribution of the vector (U1, · · · , Up) is exchangeable and invariant by
translation on the circle, Θ is uniformly distributed on the set Sp of the permutations of
p elements and the distribution of (L1, · · · , Lp) is the (normalized) uniform measure σp
on the simplex
{(l1, · · · , lp) ∈ [0, 1]p;
p∑
i=1
li = 1}.
Consequently, we have
fr(Γ0) = P{|Ui − Uj | > r ∀i 6= j}
= P{Li > r, 1 ≤ i ≤ p}
=
∫ p∏
i=1
1(r,1](li)dσp(l1, · · · , lp).
We calculate the last expression by classical integration methods in order to obtain the
formula (7.7).
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2The following proposition provides in some cases the explicit calculation of the function
fr.
Proposition 7.3.2 Let Γ be a graph such that two connected points cannot be connected
by a path without edges. Then
fr(Γ) =
1
p!
∑
τ∈Sp
(1− nΓ(τ)r)p−1+ ,
where nΓ(τ) denotes the number of edges we meet when we follow the circuit τ(1), τ(2),
· · · , τ(p), τ(1).
Proof. Θ and L1, · · · , Lp being as in the preceding proof, we have
fr(Γ) =
∑
τ∈Sp
P{|Ui − Uj | > r ∀i, j such that iRj; Θ = τ}
=
1
p!
∑
τ∈Sp
P{|Ui − Uj | > r ∀i, j such that iRj|Θ = τ} (7.8)
We have to calculate for each fixed τ ∈ Sp the probability
P{|Ui − Uj | > r ∀i, j such that iRj|Θ = τ}.
Let us denote by Iτ (R) the set {1 ≤ i ≤ p; τ(i)R τ(i + 1)} and nΓ(τ) = #Iτ (R). We
then have
P{|Ui − Uj | > r ∀i, j such that iRj|Θ = τ} = P{Li > r ∀i ∈ Iτ (R)}. (7.9)
Indeed, conditionally to {Θ = τ}, if |Ui − Uj | > r for all i, j such that iRj, in particular
we have |Uτ(i+1) − Uτ(i)| = Li > r for all i in the set Iτ (R).
Conversely let us suppose that Li > r for all i ∈ Iτ (R) and consider a couple of
integers (i, j) such that i = τ(k), j = τ(l), k < l, and iRj.
There then exists m ∈ [k, l) such that m ∈ Iτ (R) because otherwise τ(k), τ(k +
1), · · · , τ(l) would be a path without edge between i and j, which is excluded. Conse-
quently since Lm > r, a fortiori |Ui − Uj | > r. The equality (7.9) then is proved.
It remains to determine the probability P{Li > r ∀i ∈ Iτ (R)}. The distribution of the
vector (L1, · · · , Lp) being the measure σp, we obtain after some calculation that
P{Li > r ∀i ∈ Iτ (R)} =
∫ ∏
i∈Iτ (R)
1(r,1](li)dσp(l1, · · · , lp)
= (1−#Iτ (R)× r)p−1
= (1− nΓ(τ)r)p−1. (7.10)
Inserting the result (7.10) in the equality (7.8), we deduce Proposition 7.3.2.
186
2Let us now consider the following problem : we place at each point Ui, 1 ≤ i ≤ p, an
interval of the circle A(Ui) centered at Ui and of length 2r. We want to determine the
different moments of the Lebesgue measure L(U1, · · · , Up) of the unoccupied part of the
circle. These calculations have already been completed by Siegel [80]. We here provide in
the next theorem a new way to obtain the results of Siegel by using Proposition 7.3.2.
Theorem 7.3.3 For every n ∈ N, we have
E (L(U1, · · · , Up)n) =
(
n + p− 1
p
)−1 n∑
k=1
(
n
k
)(
p− 1
k − 1
)
(1− 2kr)n+p−1+ ,
with the convention
(
r
s
)
= 0 if s > r.
Proof. Let us consider a sequence {Vi; i ≥ 1} of i.i.d. variables uniformly distributed on
the circle, and independent of the sequence {Ui; 1 ≤ i ≤ p}.
Using Fubini’s theorem, we can rewrite the n-th moment of L(U1, · · · , Up) in the
following way.
E (L(U1, · · · , Up)n) = P{V1, · · · , Vn 6∈ ∪pi=1A(Ui)}
= P{|Vj − Ui| > r∀i, j; 1 ≤ i ≤ p, 1 ≤ j ≤ n}
= fr(Λn,p), (7.11)
where Λn,p is the graph with n+ p vertices separated into two parts Λ1 and Λ2 such that
#Λ1 = n and #Λ2 = p, every vertex of Λ1 is connected by an edge to every vertex of Λ2
and there is no connection between two vertices of a same part.
Applying then Proposition 7.3.2 whose hypothesis is clearly satisfied by Λn,p, the
equality (7.11) implies that
E (L(U1, · · · , Up)n) = 1
(n+ p)!
∑
τ∈Sn+p
(1− nΛn,p(τ)r)n+p−1+
=
1
(n+ p)!
∑
l≥0
Nn,p(l)(1− lr)n+p−1+ , (7.12)
where Nn,p(l), l ≥ 0 denotes the number of paths which contain exactly l edges.
Let us remark that the definition of Λn,p implies that the number of edges that a path
crosses is exactly the double of the number of travellings from from Λ1 to Λ2. Consequently,
Nn,p(l) is different from zero if l is even and 2 ≤ l ≤ 2min(n, p).
For every 1 ≤ k ≤ min(n, p). let us denote Mm(k) (respectively M ′m(k)), m ≥ k, the
number of ways to sort m elements and divide the sorted elements into k classes, where
we suppose the first element can (respectively cannot) be in the same class as the last.
We then have the equality
Nn,p(2k) =Mn(k)×M ′p(k) +M ′n(k)×Mp(k). (7.13)
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In addition, we can determine the expression ofMm(k) (respectively M
′
m(k)), m ≥ k ≥ 1 :
Mm(k) = m!
(
m
k
)
and M ′m(k) = m!
(
m− 1
k − 1
)
(7.14)
Inserting the result (7.14) in the equation (7.13), we then obtain
Nn,p(2k) =
n!(n− 1)!p!(p− 1)!
k!(k − 1)!(n− k)!(p− k)!(n + p).
Using (7.12), we deduce that
E (L(U1, · · · , Up)n) = 1
(n+ p− 1))!
min(n,p)∑
k=1
n!(n− 1)!p!(p− 1)!
k!(k − 1)!(n− k)!(p− k)!(1− 2kr)
n+p−1
+
=
(
n + p− 1
p
)−1 n∑
k=1
(
n
k
)(
p− 1
k − 1
)
(1− 2kr)n+p−1+
This completes the proof of Theorem 7.3.3.
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Proble`mes ouverts.
Chapitre 2.
2.2. et 2.3. (i) Les re´sultats de ces parties concernent uniquement des mosa¨ıques deux-
dimensionnelles. Cependant, les propositions fondamentales (Propositions 1 et 2 du second
article) se ge´ne´ralisent aise´ment aux dimensions supe´rieures. Dans le cas de la mosa¨ıque
poissonienne d’hyperplans, le roˆle qu’avait le pe´rime`tre du polygoˆne dans la formule (22)
est tenu en dimension n ≥ 3, par le diame`tre moyen d’un polye`dre. La difficulte´ pour
expliciter les diffe´rentes lois est donc d’ordre purement ge´ome´trique : pour ce qui est
de la mosa¨ıque de Poisson-Voronoi, il faut savoir exprimer en fonction des coordonne´es
sphe´riques des voisins de l’origine le volume du domaine fondamental associe´ au polye`dre
forme´ par les hyperplans me´diateurs entre l’origine et ses voisins. Pour cela, nous dispo-
sons de la formule the´orique fournie par la proposition 2 de l’article 3.2 qui est valable
en toute dimension. Le grand nombre de parame`tres (toutes les coordonne´es sphe´riques
des voisins), rend ardu le calcul inte´gral. Il en va de meˆme dans le cas de la mosa¨ıque
poissonienne d’hyperplans pour exprimer explicitement le diame`tre moyen du polye`dre
forme´ par tous les hyperplans polaires qui bordent la cellule de Crofton.
(ii) Les formules obtenues en dimension deux sont exactes et permettent le calcul nume´-
rique approche´ aussi pre´cis que de´sire´. Elles sont cependant peu maniables, plus parti-
culie`rement l’expression des lois de l’aire et du pe´rime`tre. Il paraˆıt difficile par exemple
de retrouver a` partir de ces formules les valeurs des moments connus par ailleurs. Les
re´sultats de l’article 2.3 ne permettent pas non plus a priori d’obtenir une estimation
asymptotique pre´cise des queues des lois.
(iii) Rappelons que A. Goldman a obtenu par des techniques tout a` fait diffe´rentes un
e´quivalent logarithmique de la queue de l’aire de la cellule typique (resp. de la cellule de
Crofton) d’une mosa¨ıque poissonienne de droites. Il serait inte´ressant d’avoir un re´sultat
e´quivalent pour la cellule typique de Poisson-Voronoi. En effet, on pourrait ainsi comparer
les lois des aires de la cellule C et du plus grand disque inscrit dans C et en de´duire une
forme e´quivalente de la conjecture e´nonce´e par D. G. Kendall dans le cas des mosa¨ıques
poissoniennes de droites : lorsque l’aire de la cellule typique est “grande”, sa forme est
“approximativement circulaire”.
Toujours dans le cadre de cette conjecture, il serait inte´ressant de prouver que le
nombre de coˆte´s de la cellule typique “croˆıt” avec son volume et de fournir une estimation
de sa vitesse de croissance.
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2.4. (i) De meˆme, on peut se demander s’il serait possible de prolonger les re´sultats
obtenus sur la loi conjointe des rayons Rm et RM en dimension supe´rieure. En effet,
la liaison fondamentale fournie par le the´ore`me 2 du paragraphe 2.4 entre la fonction
de re´partition de RM et le recouvrement du cercle par des arcs ale´atoires inde´pendants
et identiquement distribue´s peut se ge´ne´raliser en conservant les meˆmes arguments de
de´monstration. En dimension d ≥ 3, il faut alors conside´rer le recouvrement de la sphe`re
(d − 1)-dimensionnelle par des calottes i.i.d. dont les centres sont de loi uniforme sur la
sphe`re et dont les rayons suivent une loi que l’on peut expliciter. Cependant, on ne dis-
pose pas de beaucoup de re´sultats sur ce nouveau mode`le de recouvrement. Le cas ou` les
calottes ont des rayons constants et tous e´gaux a e´te´ aborde´ notamment par P. Hall [32],
mais nous n’avons aucun moyen de comparaison avec les recouvrements par des calottes
de rayons ale´atoires.
(ii) Par ailleurs, notons RI (resp. RC) le rayon du plus grand (resp. petit) disque inclus
dans (resp. contenant) la cellule typique C. En d’autres termes, RI et RC sont les vrais
rayons de disque inscrit et circonscrit de C. Leur de´finition est intrinse`que a` la cellule
typique et ne de´pend pas de la re´alisation C(0), contrairement aux rayons Rm et RM . On
a trivialement les ine´galite´s
Rm ≤ RI ≤ RC ≤ RM ,
mais la question de la de´termination de la loi de RI ou RC reste ouverte. On sait tout
de meˆme en utilisant le re´sultat asymptotique donne´ par le the´ore`me 5 que pour tout
−1 < α < 1
3
,
lim
r→+∞
P{RC ≥ r + 1
rα
|Rm = r} = lim
r→+∞
P{RM ≥ r + 1
rα
|Rm = r} = 0.
(iii) Enfin, le the´ore`me 5 exprime l’ide´e qu’avec une “forte probabilite´”, quand le rayon
Rm est “grand”, la frontie`re de la cellule typique se trouve dans une couronne d’e´paisseur
de l’ordre de R
−1/3
m . Cependant, cela ne re´sout pas totalement la conjecture de D. G.
Kendall cite´e plus haut. En effet, il peut arriver que la cellule C(0) soit de forme tre`s
effile´e, c’est-a`-dire avec une aire grande mais un rayon Rm petit. Il faudrait donc justifier
rigoureusement que l’on se trouve dans de tels cas avec une probabilite´ “faible”.
Chapitre 3.
Les proble`mes ouverts concernant le spectre du Laplacien de la cellule typique de
Poisson-Voronoi sont pre´sente´s dans la dernie`re partie de l’article 3.2. Principalement, il
reste a` :
(i) comprendre la signification ge´ome´trique du troisie`me terme du de´veloppement de
l’espe´rance de la fonction spectrale au voisinage de l’origine pour les dimensions supe´rieures
a` trois ;
(ii) tenter de poursuivre le de´veloppement en calculant certaines covariances associe´es au
pont brownien ;
(iii) prolonger le re´sultat asymptotique sur la transforme´e de Laplace de la premie`re valeur
propre en dimension supe´rieure a` deux.
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Comme il est dit dans l’article (partie 5, (iv)), il suffirait pour obtenir le point (iii) ci-
dessus de disposer d’un e´quivalent logarithmique de la fonction de re´partition du diame`tre
moyen de l’enveloppe convexe de la trajectoire du pont brownien. Une autre me´thode se-
rait d’estimer la transforme´e de Laplace du volume de cette enveloppe convexe en la
comparant a` la saucisse de Wiener pour laquelle des re´sultats asymptotiques pre´cis ont
e´te´ obtenus [19], [88].
Chapitre 6.
(i) Le mode`le de fissuration propose´ est unidirectionnel. Il serait inte´ressant de proposer
une ge´ne´ralisation au moins deux-dimensionnelle de la construction des positions des
fissures qui tiendrait compte de la relaxation de contrainte. On peut songer au re´seau
ale´atoire, propose´ par M. Schlather et D. Stoyan [78], obtenu en re´duisant les areˆtes d’une
mosa¨ıque de Poisson-Voronoi.
(ii) La zone de relaxation choisie est constante dans notre travail. Il serait plus cohe´rent de
la prendre ale´atoire pour chaque fissure, d’autant plus que cette zone de´pend e´galement
de la longueur de la fissure elle-meˆme sur le de´poˆt (rappelons que dans notre mode`le,
nous avons suppose´ les fissures toutes paralle`les et de longueur infinie). Il serait donc
inte´ressant d’associer a` chaque position de fissure “potentielle” une distance de relaxation
ale´atoire suivant une loi fixe´e. Dans ce contexte, la construction du processus stationnaire
des fissures sur la droite re´elle avec hypothe`se de relaxation de contrainte est toujours
possible, de meˆme que l’application de la formule de Slivnyak conduisant a` une expression
simplifie´e de l’intensite´ du processus et de la loi de la distance inter-fissures typique (voir
la proposition 4 de l’article). La ge´ne´ralisation de l’e´quation fonctionnelle est plus difficile
et on ne peut donc pas dire s’il est envisageable d’obtenir des formules explicites comme
dans le cas ou` la zone de relaxation est de longueur constante.
On peut aussi songer a` adopter un mode`le dynamique dans lequel cet intervalle gros-
sirait progressivement avec le temps jusqu’a` atteindre une valeur limite. Les mosa¨ıques
de Johnson-Mehl unidimensionnelles pourraient jouer un roˆle dans ce contexte.
(iii) Certaines questions restent ouvertes sur notre mode`le proprement dit. Par exemple,
on ne sait toujours pas de´terminer, a` niveau de contrainte fixe´ ou a` saturation, la loi (ni
meˆme la moyenne) du nombre de fissures dans l’intervalle [0.L]. Par ailleurs, le calcul
de la loi de la premie`re fissure a` droite de l’origine dans le mode`le bilate´ral (c’est-a`-dire
inf{Λε ∩ R+}, ε ≥ 0, n’a pour l’instant pas abouti.
Autres proble`mes (non aborde´s dans cette the`se).
La mosa¨ıque de Poisson-Voronoi est utilise´e classiquement pour mode´liser les mate´riaux
biphase´s et e´tudier leurs proprie´te´s physiques par des techniques de simulation [40]. Il se-
rait inte´ressant dans ce contexte de disposer d’un the´orie de la conductivite´ thermique. Ce
proble`me est lie´ a` l’e´tude de la trajectoire d’un mouvement brownien dans la mosa¨ıque de
Poisson-Voronoi, inde´pendant de cette mosa¨ıque et “changeant de vitesse” lorsqu’il tra-
verse une frontie`re. On pourrait e´galement songer a` exploiter le comportement (re´currence
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ou transience) d’une marche au hasard simple sur l’ensemble des germes, c’est-a`-dire la
mosa¨ıque duale de Delaunay.
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