This note is a preliminary look at the issues involved in waste drum inspection when emission levels are so low that central limit theorem arguments do not apply and counting statistics, rather than the usual Gaussian assumption, must be considered. At very high count rates the assumption of Gaussian statistics is reasonable, and the maximum likelihood arguments that we discuss below for low count rates would lead to the usual approach of least squares fits. Least squares is not the the best technique for low counts, and we will develop the maximum likelihood estimators for the low count case. The usual statistical model for counting problems is the Poisson distribution where the probability of n counts is given by
The parameter z is the mean number of counts: if N has the distribution shown in Eq. 1,
and
Hence, the variance of N is
Unlike for the Gaussian model, in this case the variance of the observation depends on its intensity. An alternative approach to the one we present here is a variance stabilizing For the particular problem we are considering, two measurements are taken at each detector, say the k th . The first is meant to be an observation of background radiation counts; the second is an observation of activity radiation counts. We denote the counts observed in the first measurement by the random variable M k , and the counts in the second measurement by N k . The first measurement is taken to account for background effects in the second measurement as it is impossible to measure activity counts alone. Complicating the problem further is the fact that some activity counts occur in the first measurement as well. Each detector measures the counts in spectral bins. It is assumed that the bins used for the first measurement are disjoint from the bins used for the second measurement.
This allows us to assume that the two measurements are statistically independent. This is only an approximation, but it permits a reasonably simple model. The mean total background count at the k th detector is denoted by w k . This total is split between the first measurement and the second measurement. For some 0 < τ 1 < 1 we assume that the mean background count for the first measurement is τ 1 w k and the mean background count for the second measurement is τ 2 w k where τ 2 = 1 − τ 1 .
The mean activity count at the k th detector is denoted by z k . The activity counts depend on the location of the activity in the drum. Let x be a T -vector representing the unknown activities in the T voxels. Then we write z k (x) to denote this dependence, which is assumed to be of the form z = Ax, where A is a K × T matrix. Some small fraction of the activity counts appear in the first measurement; we denote the mean of this contribution by τ 3 z k (x), where 0 < τ 3 1. The mean activity count in the second
It follows that the mean total count in the first measurement is
and the mean total count in the second measurement is
where E denotes expected value. Because these two Poisson random variables are independent, their joint density is the product of their marginal densities, giving
Rearranging terms gives
Now let m = (m 1 , m 2 , . . . , m K ), and similarly for n and w, and assume again that conditioned on x the measurements on all of the detectors are independent. Then the joint probability density function of the measurements is:
This equation describes the statistical relationship between the unknowns, w and x, and the observed data, m and n. At this point it should be obvious that accurate values for τ 1 and τ 3 are crucial to accurate estimates of activity.
II. Maximum Likelihood Estimation.
Our problem is to estimate w and x given that m and n were observed. In other words, we require a function, g(m, n), called an estimator, of the observables, m and n, that gives an estimate, [ŵ,x] , of the unknowns:
In this note, we follow a non-Bayesian approach to estimation; in other words, we are unwilling to assign prior probabilities to the unknowns, and w and x are taken to be deterministic, but unknown, vectors. There are a variety of approaches to estimation; one estimator that has a lot of nice asymptotic properties is the maximum likelihood method in which the estimate is obtained by substituting the values for the observed counts into Eq. (8), and maximizing with respect to w and x. As is often the case, it is easier to maximize the log-likelihood function: the logarithm of Eq. (8) is:
The second sum in this equation does not depend on w and x, so the maximum likelihood estimate is:
The expected counts must be nonnegative, hence we constrain w ≥ 0 and x ∈ S where the set S should constrain z ≥ 0 and also include any other prior constraints on x. The geometry of the problem should be such that forcing x to be nonnegative will also make z nonnegative. This problem is appropriate for solution with the nonlinear version of CCG that uses the enhanced line search described in Section VI.
III. The Cramér-Rao Inequality.
The Cramér-Rao inequality is a lower bound on the mean-square estimation error of any unbiased estimator. In other words, it is the best performance one could hope for from an unbiased estimator. Furthermore, for high signal-to-noise ratios the Cramér-Rao inequality is a "tight" bound, and shows what performance is possible. The behavior of this bound is best described asymptotically. Under certain regularity assumptions (which should apply to our problem), it is possible to show that in the limit the maximum likelihood estimator is consistent (becomes unbiased) and is efficient (attains the Cramér-Rao bound). This bound is a useful tool in estimating error variance for the drum problem.
We will give a description of this bound for a general Poisson problem; then we apply it to our specific case. Suppose we make L independent observations of counting processes that are parameterized by the unknown vector Θ. The joint PDF is
where λ(Θ) is the mean count for the l th observation parameterized by the vector of unknowns, Θ. We use the symbol Σ to denote the error covariance matrix of the given estimator, i.e.,
The Cramér-Rao inequality states that if g(·) is unbiased for all values of Θ, then
where the inequality means that Σ − J −1 is positive semi-definite, and J is the information matrix
A consequence of Eq. (14) is that the error variance ofθ i must be greater than [
Those familiar with the Cramér-Rao inequality may be concerned that the version given here is stated in terms of a probability function for a discrete random variable rather than in the usual terms of a probability density function for a continuous random variable.
However, both this version and the usual one are consequences of a general theorem that is stated in terms of measure theory and that can be found in advanced texts.
To compute the performance bound we need the following identities which are an immediate consequence of the Taylor series expansion of the exponential:
Computing the first partials of the logarithm of Eq. (12) gives:
Computing the second partials and multiplying by −1 gives 
where the infinite sums were eliminated by repeatedly applying Eq. (16a). The remaining infinite sum is eliminated by substituting the k th term of Eq. (18) for f k (Θ, n k ) and applying Eqs. (16a) and (16b) to give
To gain some intuition, note that the inverse of J is the variance bound; therefore, good optical systems will have a "large" J. In particular, Eq. (15) shows that to make J big, the number of photons striking each detector should be made to vary as much as possible with changing Θ. We now apply Eq. (20) to the joint probability function of Eq.
(8). There are 2K independent measurements; i.e., m k and n k at each of the K detectors.
Eq. (5) gives the means of these measurements parameterized by the unknowns, w and x.
Let θ i , θ j each represent arbitrary parameters; i.e., some w r or x s . Then:
If θ i = θ j = w r , then
If θ i = w r and θ j = x s then
Finally, if θ i = x r and θ j = x s then
These equations can be simplified further. Recalling that the relationship between z and x is z = Ax, we see that
Eq. (22) gives all of the elements of the information matrix J. Note that J depends on the unknowns, not the counts. Therefore, the unknowns must be estimated first, so J itself is determined from the data. What we really want is the total amount of activity, which is 
This equation is important for a couple of reasons. The first is that it allows us to estimate the accuracy of a particular experiment. The second is that it allows us to consider the issue of experiment design: we should design our experiments to minimize the right hand side of this equation. This allows us to design our equipment for best results without resorting to hours of Monte-Carlo runs. It is not necessary to completely compute the inverse of J to get the variance bound for u. If we solve the set of linear equations
with an appropriate iterative scheme, then
Its important to note once again that this bound is "tight" only at high count rates. As the rates decline, the bound will typically exhibit a threshold effect: below some count rate the actual variance will be much larger than the bound. At lower rates, a bootstrap technique is probably appropriate (see Ref. 6 ). This method is a lot more costly than what I have outlined above, but it is the only option at low counting rates.
We conclude this section with an example of how the Cramér-Rao inequality can be used in design and in performance calculations. First, we write J as the block matrix
Where J ww corresponds to the terms of Eq. (22a), J wx corresponds to the terms of Eq.
(22b), and J xx corresponds to the terms of Eq. (22c). The inverse of this matrix is
A matrix identity on pp. 217-218 of Ref. 2 gives:
Thus, Eq. (24b) becomes
Now, suppose we are interested in the effect of integration time on the accuracy of our measurements. The effect of changing integration time by some factor δ is to change the mean counts by the same factor. In particular, we replace w k and z k by, respectively, δw k and δz k in all of our equations. A consequence of Eq. (22) is that J ww , J wx , and J xx should be replaced by, respectively, δ −1 J ww , J wx , and δJ xx . Now substituting into Eq.
(29) shows that Eq. (30) becomes
i.e., the error variance of our estimate is inversely proportional to integration time.
IV. Derivatives of the Log-Likelihood Function.
Any optimization algorithm that we might want to use (CCG, L-BFGS, etc.) will need the first derivatives of the function being maximized in Eq. (11). We give them here. It might make more sense to model w as a function of whatever else is in the drum and estimate this voxel density as well, i.e. write w k (y) where y is a vector representing the voxel densities of whatever gave rise to the background. However, for the moment we will not assume a functional relationship: instead, we estimate the mean background counts in each detector directly. We could apply CCG or some other algorithm directly to Eq. (11), but the background measurement w k appears in only the k th term, and an explicit solution in terms of x and the observables is possible; i.e., the maximizing value of w k can be solved for directly. This greatly reduces the number of variables that must be solved for by CCG as it is only necessary to optimize over x. The derivative of Eq. (11) wrt w k is given by Eq. (32a). The second derivative is: Assuming that m k , n k , and z k (x) are all nonnegative, Eq. (33) shows that the second derivative is negative for any w k > 0. Hence, Eq. (11) is a concave function of w k in the region w k ≥ 0, and any value of w k that makes the first derivative zero in this region will also be the global maximizer of Eq. (11) wrt w k in this region. To obtain this maximum we set Eq. (32a) to zero and compute the solutions, which are
where 
Fig. 1. Plot of Eq. (32a)
In order to evaluate Eq. (11) in terms of x, Eqs. (34-35) are used to determine w,
any negative values are set to zero, and the result, which we denote byw, is substituted into Eq. (11). However, calculating the derivatives with respect to x must take into account the dependence of the optimal values of w on z. In particular, let the k th term of Eq. (11) be written as
where
We will at times suppress the dependence ofw k on z k (x) for notational convenience.
The derivatives with respect to x of the function being maximized are:
Where Eq. (37e) is set to zero if w k calculated in Eq. (34) is not positive.
If we define r(x) to be the vector whose k th element is given by Eq. (37b), then from Eq. (37a) we see that the gradient of
The function and its partial derivatives are sufficient to apply the standard version of CCG and other optimization algorithms. However, the particular nature of this problem, and many other problems, suggests additional modifications. We discuss these modifications in the next section.
VI. Speeding Up the Line Search
One advantage, among others, that CCG has over other approaches is that a line search is conducted at each iteration. For the general problem, the cost of a function plus gradient evaluation is the same whether it is done at the start of an iteration or during the line search. Therefore, considerable effort is spent on the line search. However, the cost of the line search can be reduced considerably for problems like the one discussed in this note. Most algorithms work as follows: at the j th iteration we are given the current best estimate,x j , and a direction, d j , along which to search for a better estimate,x j+1 .
In particular, the line search involves solving
Once α j+1 has been determined, the next estimate iŝ 
If we take advantage of the second line of Eq. (39), will only need to compute one matrix multiplication with A in evaluating L(x(α)), no matter how many values of α we try. A similar situation exists for the directional derivative; i.e., the derivative of L(x(α)) with respect to α.
The last line of Eq. (40) shows that the directional derivative is the dot product of the gradient with the direction; this is the calculation made by standard algorithms. Note, however, the next to last line of this equation: r(x) depends on α, but Ad j does not.
Once again we have shown that there need be only one matrix multiplication during a line search iteration. We have not told the whole story. 
For general problems with many unknowns, direct calculation of second derivative information is impossible, as the matrix of second partials (i.e., the Hessian) must be calculated.
However, we may once again take advantage of the particular structure of our problem:
not maximize the likelihood function described above. In particular, at each detector the background observation is subtracted from the activity observation; then maximum likelihood is applied to the result. Furthermore, if the result of the subtraction is a negative count, then the count is arbitrarily set to zero. Consequently, the most likely reason for the dependence on integration time is estimator bias due to an improper likelihood model.
To verify this, the first step should be to implement a simulator based on the model given above. If the EM algorithm is applied to the simulated data and bias is observed, then we know that the current implementation of the EM algorithm is unsatisfactory. On the other hand, if the CCG method described herein is applied to the simulator and there is no bias, but there is bias when it is applied to real data, then the model is incorrect and a new likelihood formulation must be developed for the new model.
I have developed a FORTRAN version of the algorithm described in this paper, and I have tested it on a simulated problem that uses a very simple projector. This problem is not directly related to the waste drum problem, but it did use the first and second measurement model described in Section I. Estimator bias did not appear to be a major issue, but I did not conduct extensive simulations. At this point the code should be converted to C, the projectors appropriate for waste drum inspection should be incorporated, and the code should be extensively tested on real and simulated waste drum data. The fact that bias was not a serious issue on the simple problem is very encouraging for the waste drum problem. Once the estimator codes have been developed, code for the Cramér-Rao bound calculations should be developed and compared to Monte-Carlo runs to verify both the estimation algorithm and the bounds.
