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SPLITTING METHODS FOR CONSTRAINED
DIFFUSION-REACTION SYSTEMS
R. ALTMANN∗ AND A. OSTERMANN†
Abstract. We consider Lie and Strang splitting for the time integration of constrained
partial differential equations with a nonlinear reaction term. Since such systems are
known to be sensitive with respect to perturbations, the splitting procedure seems
promising as we can treat the nonlinearity separately. This has some computational
advantages, since we only have to solve a linear constrained system and a nonlinear
ODE. However, Strang splitting suffers from order reduction which limits its efficiency.
This is caused by the fact that the nonlinear subsystem produces inconsistent initial val-
ues for the constrained subsystem. The incorporation of an additional correction term
resolves this problem without increasing the computational cost. Numerical examples
including a coupled mechanical system illustrate the proven convergence results.
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1. Introduction
Splitting methods for evolution equations have been studied extensively in the past
years. The use of such methods for time integration allows one to split the problem into
subsystems which can be integrated more efficiently or sometimes even exactly [HV95,
MQ02, HV03]. Moreover, splitting methods perform well in the preservation of geomet-
ric properties, which is one of the main keys for numerical integration [HLW10]. For
reaction-diffusion equations with a linear elliptic diffusion operator, several contributions
to splitting methods can be found in the literature, e.g., [Des01, HKO12, EO15].
In this paper, we consider nonlinear evolution equations of diffusion-reaction type which
have an additional constraint. The diffusion is assumed to be a linear elliptic differential
operator, whereas the reaction is nonlinear but smooth. Because of the constraint, we
deal with so-called partial differential-algebraic equations (PDAEs) which generalize the
concept of differential-algebraic equations [KM06, LMT13] to the infinite dimensional case.
Since these systems are known to be very sensitive (e.g. with respect to perturbations),
we propose to apply splitting methods that reduce the given system to a linear PDAE
and a nonlinear ordinary differential equation (ODE). With this, we only need to solve
a nonlinear system in every spatial discretization point instead of a high-dimensional
nonlinear PDAE.
It has been observed in various situations that splitting methods suffer from an order
reduction if, e.g., non-trivial boundary conditions are prescribed [HO09, EO15, EO16].
Since boundary conditions can be seen as a constraint on the dynamics, similar effects are
expected for general constraints. This can also be observed in numerical experiments. To
overcome this kind of order reduction, we introduce a modification similar as in [EO16].
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2 SPLITTING METHODS FOR CONSTRAINED DIFFUSION-REACTION SYSTEMS
In this paper, we consider constrained systems of the form
u˙ − Au − f(u) + D−λ = F ,
Du = G
on a time interval [0, T ] with consistent initial condition u(0) = u0, i.e., Du0 = G(0). To
enforce the constraint we use the Lagrangian method with multiplier λ. As mentioned
before, we take a splitting approach in order to eliminate the nonlinearity from the PDAE.
More precisely, we split the problem into a nonlinear unconstrained ODE and a linear
PDAE of similar structure as the original problem. On the time interval [tn, tn+1] the two
subsystems have the form
w˙n = f(wn)− qn, wn(0) = un,
which is a nonlinear ODE (the reaction part only), and the linear system
v˙n −Avn +D−λ = Fn + qn, Dvn = Gn, vn(0) = wn(τ).
Note that un denotes the approximation to the solution u(tn), whereas vn and wn denote
the exact solutions of the two subsystems, and Fn(s) := F (tn + s), Gn(s) := G(tn + s).
We introduce a correction term qn which is zero for the classical Lie and Strang splitting
but aims to maintain the expected convergence orders of those methods. With a suitable
correction we are able to obtain second-order convergence of Strang splitting. Such a
correction is necessary, since the outcome of the ODE is, in general, not consistent with
the given constraint.
The paper is structured as follows. In Section 2 we provide the required assumptions
on the considered PDAE system and present a number of examples with different kinds
of constraints which fit into the given framework. Moreover, we derive a variation-of-
constants formula for linear PDAEs of the given structure which is the basis for the
subsequent analysis. The convergence analysis for Lie and Strang splitting are then given
in Sections 3 and 4, respectively. There we show that Lie splitting converges also without
a correction term, whereas Strang splitting requires a correction to guarantee second-order
convergence. In Section 5 we consider three numerical examples. These include a coupled
system of an elastic string and a nonlinear spring-damper system. Finally, we conclude in
Section 6.
2. Preliminaries
Let X and Q be two Banach spaces and consider a PDE of the form
u˙−Au− f(u) = F
with linear operator A : D(A) ⊆ X → X and a smooth nonlinearity f . The system is
constrained by
Du = G.
Here, D : X → Q is the linear constraint operator which is assumed to have a right-inverse
D− : Q→ X. The right-hand sides are given functions F : [0, T ]→ X and G : [0, T ]→ Q.
We formulate the constrained PDE using the Lagrangian method, i.e., we add a Lagrange
multiplier λ : [0, T ]→ Q which enforces the constraint and consider the system
u˙ − Au − f(u) + D−λ = F ,(2.1a)
Du = G.(2.1b)
Note that the first equation is given in X while the second equation in formulated in
the Banach space Q. Equation (2.1a) includes the right-inverse of D which enables the
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formulation of the dynamics in X although it is constrained to a subspace. Note that
we consider here the right-inverse in place of the dual operator of D, which is used when
working in the weak setting.
We call such a system a partial differential-algebraic equation, since it generalizes both
the concept of a classical DAE and of a PDE. However, we consider here the semigroup
setting in contrast to the weak setting used, e.g., in [EM13, LMT13, Alt15] that corre-
sponds to the weak formulation of the underlying PDE. We assume that A generates an
analytic semigroup on the kernel of D, cf. Section 2.1 for the precise assumptions. The
given setting includes the following example. Further examples with more details are given
in Section 2.2.
Example 2.1 (weighted integral mean). Consider the semilinear heat equation, i.e., a
parabolic PDE with a polynomial nonlinearity, subject to an additional constraint on the
integral of the solution. On the domain Ω = (0, 1) the constraint operator D is given by
D : X = L2(Ω)→ Q = R, Dv =
ˆ 1
0
v(x) sin(pix) dx.
The right-hand side G : [0, T ]→ R equals the prescribed mean value. The overall system
may have the form
u˙−∆u− u2 +D−λ = 0, Du = G.
In this case, the operator A corresponds to the Laplacian (with homogeneous Dirichlet
boundary conditions) and f(u) = u2 is a polynomial nonlinearity.
2.1. Assumptions. We consider an open and bounded domain Ω ⊆ Rd with smooth
boundary. Furthermore, the involved operators and right-hand sides should satisfy the
following six conditions.
(A1) The nonlinearity f : X → X is two times Fre´chet differentiable and system (2.1)
has a unique and bounded solution u on [0, T ]. Moreover, the composition of f
with the exact solution satisfies f(u) ∈ D(A).
(A2) The initial condition is consistent, i.e., Du0 = G(0) and u0 ∈ D(A).
(A3) The constraint operator D : X → Q is linear, onto, and its kernel X0 := kerD is a
closed subspace of X.
(A4) There exists a right-inverse D− : Q→ X such that DD−q = q for all q ∈ Q.
The existence of a right-inverse implies that X0 is a complemented subspace with pro-
jection P0 := id−D−D : X → X0 and complement Xc := kerP0 = imD−. This can be
seen as follows. P0 is a projection on X0, since DP0x = Dx − Dx = 0 and P 20 = P0.
Furthermore, the right-inverse maps to Xc, since
P0D−q = D−q −D−q = 0.
Thus, the choice of the right-inverse determines Xc as well as the projection P0. In the
Hilbert space setting, we may choose Xc as the orthogonal complement of X0. In any
case, we have the decomposition of X into X = X0 ⊕Xc.
(A5) The right-hand side F : [0, T ] → X is continuous in time and G : [0, T ] → Q is
Lipschitz continuous and satisfies in addition D−G ∈ D(A).
(A6) Given A : D(A) ⊆ X → X and its restriction A|X0 : D(A) ∩X0 → X, we assume
that A0 := P0A|X0 : D(A) ∩X0 → X0 generates an analytic semigroup.
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Remark 2.2. We do not assume thatA itself generates a semigroup. However, ifA : D(A) ⊆
X → X generates an analytic semigroup (e.g. the Laplacian with homogeneous bound-
ary conditions), then it is sufficient that X0 is an invariant subspace of A, meaning that
A : D(A) ∩X0 → X0, cf. [Paz83, Chap. 4.5].
One important consequence of A0 being an analytic semigroup is the parabolic smoothing
property, i.e., there exists a positive constant C such that
‖ etA0 A0‖ ≤ C
t
, 0 < t ≤ T.(2.2)
2.2. Examples. We give a number of examples which satisfy the assumptions given in the
previous subsection. Three of these examples are then part of the numerical experiments
in Section 5.
2.2.1. Weighted integral mean. We reconsider Example 2.1 with Ω = (0, 1), X = L2(Ω),
Q = R, and the constraint operator Dv = ´ 10 v(x) sin(pix) dx. In the example, the operatorA corresponds to the Laplacian with homogeneous boundary conditions. Thus, we consider
the domain D(A) = H2(Ω) ∩H10 (Ω) for which it is known that A generates an analytic
semigroup [Lun95, Sect. 3.1]. The kernel of the constraint operator is given by
X0 = kerD =
{
v ∈ L2(Ω) ∣∣ ˆ 1
0
v(x) sin(pix) dx = 0
}
.
Note that X0 is an invariant subspace of A, since u ∈ D(A) ∩X0 implies
DAu =
ˆ 1
0
u′′(x) sin(pix) dx = −pi2
ˆ 1
0
u(x) sin(pix) dx = 0
and thus Au ∈ X0. This implies that A0 := A|X0 generates a semigroup, cf. Remark 2.2.
The corresponding numerical experiment can be found in Section 5.1.
If A corresponds to the Laplacian with periodic boundary conditions, then we may also
consider the constraint operator Dv = ´ 10 v(x) dx, since u ∈ D(A) ∩X0 would then imply
DAu =
ˆ 1
0
u′′(x) dx = u′(1)− u′(0) = 0.
2.2.2. Specification on a subset. We consider the same operator A and nonlinearity f
as before and add the constraint that the solution u is prescribed on a closed subset
Ω0 ⊆ Ω ⊆ Rd of positive measure. With X = L2(Ω) and Q = L2(Ω0) the constraint
operator has the form
D : X → Q, Du = u|Ω0 .
Its kernel is given by
X0 =
{
u ∈ L2(Ω) ∣∣ u|Ω0 = 0}.
Clearly, X0 is an invariant subspace of A such that A0 := A|X0 generates a semigroup,
cf. Remark 2.2. For the numerical results of this example we refer to Section 5.2.
2.2.3. Constraint of Stokes-type. The constraint operator D may also be a differential
operator such as the divergence operator div : [H10 (Ω)]
3 → L20(Ω). Such a constraint
appears in the Navier–Stokes as well as in Maxwell’s equations.
For the Stokes equations on a bounded domain Ω ⊆ R3 with smooth boundary the
semigroup property has been shown in [FK64], see also [Hen81, Sect. 3.8]. For domains
with Lipschitz boundary we refer to [Tay00]. We consider X = [L2(Ω)]3. The subspace
X0 contains the divergence-free functions in X, i.e.,
X0 =
{
u ∈ [L2(Ω)]3 ∣∣ div u = 0, u · n|∂Ω = 0}
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with outward normal n. Note that X0 is a closed and proper subspace of X. The domain
of A0 := −P0∆ which generates an analytic semigroup is given by D(A0) = [H2(Ω)]3 ∩
[H10 (Ω)]
3 ∩X0.
Since the constraint operator in this form is not defined on the entire spaceX as assumed
in (A3) of Section 2.1, we have to consider the divengence in a weaker sense. For this,
consider D = div : X = [L2(Ω)]3 → [H1(Ω)]∗ with〈
div u, v
〉
:= −
ˆ
Ω
u · ∇v dx for all v ∈ H1(Ω).
The kernel of this operator is exactly X0, since 〈div u, v〉 = 0 for all v ∈ H1(Ω) implies
u ∈ X0 [You13]. Note, however, that the choice of the weak divergence operator influences
the ansatz space for the Lagrange multiplier. We emphasize that the given setting does
not include the Navier–Stokes equations because of the involved nonlinearity.
2.2.4. Coupled mechanical system. We consider an example from structural dynamics,
namely a flexible string (fixed at its endpoints) which is coupled with a nonlinear spring-
damper system, cf. Figure 2.1. The elastic string is modelled in Ω = (0, 1) by the system
u¨ = c∆u− d1u˙(1 + u˙),
u(0, t) = u(1, t) = 0,
u(0) = u0, u˙(0) = v0
with c > 0 and damping parameter d1 ≥ 0. Note that this string model has a linear
stiffness but a nonlinear damping term. The spring-damper system on the other hand is
modelled by
q¨ + d2q˙ + k(q) = 0,
q(0) = q0, q˙(0) = p0
with d2 ≥ 0 and the nonlinearity k(q) = k0(1− a2q2) q. For this so-called softening spring
we assume |aq| < 1, i.e., only small amplitudes.
Figure 2.1. Illustration of the coupling of an elastic string with a spring-
damper system.
We write the two systems in their first-order formulation which leads to[
u˙
v˙
]
=
[
0 I
c∆ −d1I
]
︸ ︷︷ ︸
A1
[
u
v
]
+
[
0
−d1v2
]
︸ ︷︷ ︸
f1(v)
,
[
q˙
p˙
]
=
[
0 1
0 −d1
]
︸ ︷︷ ︸
A2
[
q
p
]
+
[
0
−k(q) + (d1 − d2)p
]
︸ ︷︷ ︸
f2(q,p)
.
Note that we include the linear term (d1 − d2)p in the nonlinearity f2 in order to obtain
the invariance of X0 later. In addition, we choose the spaces
X1 = H
1
0 (Ω)× L2(Ω), D(A1) =
(
H2(Ω) ∩H10 (Ω)
)×H10 (Ω), X2 = R2
6 SPLITTING METHODS FOR CONSTRAINED DIFFUSION-REACTION SYSTEMS
which imply that A1 generates a semigroup [EN00, Chap. VI.3]. Also A2 generates a
semigroup, since it corresponds to a linear ODE.
For the coupling of the two subsystems we would like to connect the string at some
point xc ∈ (0, 1) to the spring-damper system, i.e., ask for u(xc, t) = q(t). In order to
avoid point constraints, we replace this condition by
Bu(t) := u(t)|Ωc ≡ q(t),
i.e., the spring is connected to the elastic string along a subset Ωc ⊆ (0, 1). This subset
may be a small neighbourhood of xc. Including this constraint by means of a Lagrange
multiplier, we do not obtain a system of the form (2.1). This is caused by the fact
that constrained mechanical systems (in the finite-dimensional case) lead to DAEs of
index 3 [Sim98] whereas system (2.1) is of index-2 structure. This means that a spatial
discretization of such a system will lead (under certain conditions) to a DAE of index 2
[Alt15]. For an introduction to the index concept for DAEs, we refer to [Meh15].
To overcome this modelling issue, we extend the constraint by the so-called hidden
constraint, i.e., we also enforce Bv(t) ≡ p(t). In total, this leads to the constraint operator
D : X1 ×X2 → L2(Ωc)2, D
[
u v q p
]T
:=
[
Bu− q1Ωc
Bv − p1Ωc
]
with 1Ωc ∈ L2(Ωc) being the function which is constant with value one. The overall system
then has the form
z˙ =
[
A1 0
0 A2
]
z +D−
[
λ
µ
]
+
[
f1(v)
f2(q, p)
]
, Dz = G.
We denote the new linear operator by A. It remains to check whether the coupled system
fits into the given framework. For this, we show again that the space X0 is invariant under
A, cf. Remark 2.2. Consider any z0 ∈ X0 = kerD, i.e., its components satisfy Bu0 = q01Ωc
and Bv0 = p01Ωc . This implies that u0 is constant on Ωc and thus, B∆u0 ≡ 0. As a result,
z = eτA0 z0 satisfies Dz = 0 as well and therefore z ∈ X0.
Numerical results for this example are given in Section 5.3.
2.2.5. Dirichlet boundary conditions. Finally, we comment on the inclusion of boundary
conditions in the given setting. As shown in [Alt15], also Dirichlet boundary conditions
may be included in form of a constraint. However, this requires that function evaluations
at the boundary are well-defined (in the sense of traces) and thus, X = H1(Ω). In this
case, the constraint operator equals the trace operator with kernel X0 = H
1
0 (Ω).
The inclusion of (even more general) boundary conditions in combination with splitting
methods was already addressed in [EO15, EO16]. There, the space X = Lp(Ω) is used
together with a different formulation without Lagrange multipliers.
2.3. Solution formula. For the convergence analysis in Sections 3 and 4 we make use of a
variation-of-constants formula for constrained systems of the form (2.1). A corresponding
formula for operator DAEs in the weak setting is given in [EM13]. In the present setting
we consider the system without nonlinearity, i.e.,
u˙ − Au + D−λ = F ,
Du = G,
where A0 := P0A|X0 generates an analytic semigroup, cf. Section 2.1. Consider the unique
decomposition of the solution u ∈ X into
u = u[1] + u[2], u[1] ∈ X0, u[2] ∈ Xc.
SPLITTING METHODS FOR CONSTRAINED DIFFUSION-REACTION SYSTEMS 7
With the right-inverse D− applied to the constraint Du = G we obtain
u[2](t) = D−Du(t) = D−G(t).
Note that u[2] is unique but depends on the choice of the complement space Xc, i.e., on
the choice of the right-inverse. It remains to find u[1]. For this, we project equation (2.1a)
onto the kernel of the constraint which gives
u˙[1] − P0A(u[1] + u[2]) = P0F.
Here we have used P0D−λ = 0 which follows from D− : Q → Xc. Thus, we obtain with
A0 = P0A|X0 ,
u˙[1] −A0u[1] = P0
(Au[2] + F )
for which we can use the variation-of-constants formula for evolution equations, since A0
is assumed to generate an analytic semigroup. For consistent initial data u(0) = u0 the
initial condition for u[1] has the form
u[1](0) = u0 −D−G(0) ∈ X0.
Together with the assumptions u0 ∈ D(A) and D−G(0) ∈ D(A) this implies u[1](0) ∈
D(A0). Combining the solution parts, we obtain the formula
u(t) = D−G(t) + u[1](t)
= D−G(t) + etA0 (u0 −D−G(0))+ ˆ t
0
e(t−s)A0 P0
(
F (s) +AD−G(s)
)
ds.
(2.4)
Remark 2.3. Because of the splitting, we also have to deal with inconsistent initial data
u0. This means that u0 − D−G(0) 6∈ X0. In this case, we have to enforce consistency by
using P0u0 ∈ D(A0). For t > 0 this leads to the formula
u(t) = D−G(t) + etA0 P0u0 +
ˆ t
0
e(t−s)A0 P0
(
F (s) +AD−G(s)
)
ds.
Note that this implies a discontinuity at t = 0.
2.4. Lagrange multiplier. For the sake of completeness we also give the solution formula
for the Lagrange multiplier although we are mainly interested in the variable u. The
application of the constraint operator D to the first equation of the linear system yields
λ = DD−λ = D(F − u˙+Au) = D(F +Au)− G˙.
Note that, since λ is not a differential variable (in time), its approximation does not depend
on previous values of the multiplier.
3. Lie Splitting
Given the assumptions from the previous section, we analyse Lie splitting for constrained
systems of the form (2.1). We show first-order convergence and discuss the role of the
introduced correction term.
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3.1. Modified Lie splitting. For its numerical solution we split the system
u˙ − Au − f(u) + D−λ = F ,(3.1a)
Du = G(3.1b)
with initial condition u(0) = u0 into the following two subsystems. First, a nonlinear ODE
including the reaction term on the time interval [tn, tn+1],
w˙n = f(wn)− qn, wn(0) = un(3.2)
and second, a linear PDAE of the form
v˙n −Avn +D−λ = Fn + qn, Dvn = Gn, vn(0) = wn(τ).(3.3)
Here qn denotes a correction term that still has to be chosen. With qn = 0 we obtain
the classical Lie splitting. Recall that un denotes the approximation of u at time t = tn,
whereas vn and wn are the exact solutions of the two subsystems. In total, one step of Lie
splitting is given by
un+1 = Lτun := vn(τ).
Note that the order of the two subsystems may also be reversed, cf. the discussion in
Section 3.3 below.
It remains to define the correction qn with which we aim to solve the inconsistency of
the initial data in subsystem (3.3) – at least up to a certain order. For this, the correction
must be smooth, more precisely qn(s) ∈ D(A). With assumption (A1), this implies
qn(s)− f(u(tn + s)) ∈ D(A).(3.4)
Note that even f(u) 6∈ D(A) would be possible as long as the choice of the correction
ensures (3.4). Moreover, we suggest (although this is not necessary for Lie splitting) to
choose a correction that satisfies
Dqn(0) = Df(u(tn)) +O(τ).(3.5)
One possible choice of the correction satisfying this condition is given by
qn(s) ≡ qn(0) := f(un),(3.6)
i.e., we simply insert the current numerical solution into the nonlinearity. Since un equals
the exact solution up to order (at least) one, as we will show below, this implies
Dqn(0) = Df(un) = Df(u(tn)) +O(τ).
A second possible choice for the correction term is given by
qn(s) ≡ qn(0) := f(D−G(tn)),(3.7)
i.e., we consider only one part of the solution, namely (I − P0)u(tn) = D−G(tn) ∈ Xc.
However, this choice satisfies (3.5) only for a special class of constrained systems, as the
following lemma shows.
Lemma 3.1. If the constraint operator D and the projection P0 : X → X0 satisfy
Df(u) = D(I − P0)f(u) = Df((I − P0)u),
i.e., the nonlinearity f and the projection I−P0 commute under the action of D, then the
choice given in (3.7) satisfies the condition (3.5) exactly.
Proof. We use the fact that (I − P0)u(t) = D−G(t) holds for the exact solution. The
simple calculation
Dqn(0) = Df(D−G(tn)) = Df((I − P0)u(tn)) = D(I − P0)f(u(tn)) = Df(u(tn))
then shows the claim. 
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Remark 3.2. The conditions of Lemma 3.1 are satisfied for the example given in Sec-
tion 2.2.2 where f is polynomial and the constraint operator is given by Du = u|Ω0 for a
subset Ω0 ⊆ Ω of positive measure.
3.2. Local error. In this subsection, we analyse the local error of Lie splitting, i.e., we
compare the exact solution u(tn+1) with un+1 given by one step of the Lie splitting with
starting value u˜n := u(tn). The exact value is given by the variation-of-constants formula
from Section 2.3. For this, we consider f(un) as part of the right-hand side which leads
to the implicit representation
u(tn+1) = D−Gn(τ) + eτA0
(
u˜n −D−Gn(0)
)
(3.8)
+
ˆ τ
0
e(τ−s)A0 P0
(
Fn(s) + f(u(tn + s)) +AD−Gn(s)
)
ds.
The solution of system (3.2) in the time interval [tn, tn+1] is given by
wn(τ) = wn(0) +
ˆ τ
0
(
f(wn(s))− qn(s)
)
ds = u˜n + τ
(
f(u˜n)− qn(0)
)
+O(τ2).
Furthermore, the variation-of-constants formula yields for (3.3) the representation
vn(τ) = D−Gn(τ) + eτA0 P0wn(τ) +
ˆ τ
0
e(τ−s)A0 P0
(
Fn(s) + qn(s) +AD−Gn(s)
)
ds.
Note that we have used here the formula from Remark 2.3, since we can not assume that
the outcome of the nonlinear system (3.2), namely wn(τ), is consistent with the constraint.
With u˜n −D−Gn(0) = P0u˜n, the local error can be represented in the form
δn+1 = Lτ u˜n − u(tn+1)
= eτA0 P0
(
wn(τ)− u˜n
)
+
ˆ τ
0
e(τ−s)A0 P0
(
qn(s)− f(u(tn + s))
)
ds+O(τ2)
= τ eτA0 P0
(
f(u˜n)− qn(0)
)
+
ˆ τ
0
e(τ−s)A0 P0
(
qn(s)− f(u(tn + s))
)
ds+O(τ2).
With ψˆ(s) := qn(s) − f(u(tn + s)) and ψ(s) := e(τ−s)A0 P0ψˆ(s) the local error can be
expressed in terms of a quadrature error in the following way
δn+1 = −τψ(0) +
ˆ τ
0
ψ(s) ds+O(τ2).
Note that Taylor expansion of ψ yields the formula
ˆ τ
0
ψ(s) ds = τψ(0) +
ˆ τ
0
ˆ s
0
ψ′(ξ) dξ ds.(3.9)
In order to show the second-order property of the local error, it is sufficient to show the
boundedness of ψ′(ξ). The derivative is given by
ψ′(ξ) = e(τ−s)A0
(
−A0P0ψˆ(s) + P0ψˆ′(s)
)
.
Note that ψˆ′(s) is bounded as well as A0P0ψˆ(s), since we have P0ψˆ(s) ∈ D(A0) by (3.4). In
summary, we obtain δn+1 = O(τ
2) independent of the particular choice of the correction.
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3.3. Reversed order. Because of the projection of the initial data to the constraint
manifold, we actually did not need the correction qn within the error analysis of Lie
splitting. However, if we reverse the order of the two subsystems, the situation changes
slightly. For this, assume that we first solve the linear PDAE
v˙n −Avn +D−λ = Fn + qn, Dvn = Gn, vn(0) = un(3.10)
and then the nonlinear ODE
w˙n = f(wn)− qn, wn(0) = vn(τ).(3.11)
For the analysis of the local error we take as initial value u˜n = u(tn). As before, we
approximate the solution of (3.11) by
wn(τ) = wn(0) +
ˆ τ
0
(
f(wn(s))− qn(s)
)
ds = vn(τ) + τ
[
f(vn(τ))− qn(0)
]
+O(τ2)
and vn(τ) by the variation-of-constants formula. For the local error this results in
δrevn+1 = Lrevτ u˜n − u(tn+1)
= vn(τ) + τ
[
f(vn(τ))− qn(0)
]− u(tn+1) +O(τ2)
= τ
[
f(vn(τ))− qn(0)
]
+
ˆ τ
0
e(τ−s)A0 P0
(
qn(s)− f(u(tn + s))
)
ds+O(τ2)
= −τψˆ(0) + τ[f(vn(τ))− f(u˜n)]+ ˆ τ
0
e(τ−s)A0 P0ψˆ(s) ds+O(τ2).
Using
τψˆ(0) = τ(I − P0)ψˆ(0) + τ(I − eτA0)P0ψˆ(0)︸ ︷︷ ︸
=O(τ2)
+ τ eτA0 P0ψˆ(0),
we split the local error into three parts. First, we have the quadrature error as in the
previous subsection which is of second order. Second, we consider the projection error
τ(I − P0)ψˆ(0) for which we use the assumption on the correction qn. Applying the right-
inverse D− to (3.5), we obtain (I − P0)ψˆ(0) = O(τ). Finally, we need an estimate of the
difference vn(τ)− u˜n for which we calculate
vn(τ)− u˜n = (eτA0 −I)
[
u˜n −D−Gn(0)
]
+O(τ).
For this, we have used that the integral term in the solution formula of vn(τ) is of order τ as
well asGn(τ)−Gn(0) = O(τ). To show vn(τ)−u˜n = O(τ), we need u˜n−D−Gn(0) ∈ D(A0).
This is true, since u˜n is consistent such that u˜n − D−Gn(0) ∈ X0 and D−Gn(0) ∈ D(A)
by assumption (A5). In summary, we obtain δrevn+1 = O(τ
2) if assumption (3.5) on the
correction is satisfied. If this is not the case, then the calculation shows that
δrevn+1 = τ(I − P0)ψˆ(0) +O(τ2).
However, we will show that this still leads to a first-order method.
3.4. Global error. In this final part on Lie splitting we prove that the method is first-
order convergent no matter which order of the subsystems has been chosen. We show this
independently of the choice of the correction qn, as long as (3.4) is satisfied. Recall that
we have shown in the previous two subsections
δn+1 = O(τ
2), δrevn+1 = τ(I − P0)ψˆ(0) +O(τ2).
With these achievements on the local errors we prove the following convergence result.
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Theorem 3.3 (Convergence of Lie splitting). Under the assumptions (A1)-(A6) given in
Section 2.1 and a correction qn satisfying qn(s) − f(u(tn + s)) ∈ D(A), Lie splitting is
convergent of first order.
Proof. We consider Lie splitting in reversed order from Section 3.3, since the result is
trivial if the local error is of second order. Let en := un− u(tn) denote the global error at
time t = tn = nτ where un denotes the approximate solution (Lrevτ )nu0. Then, we obtain
by the formulas for vn(τ) and wn(τ) the error recursion
en+1 = Lrevτ un − u(tn+1) = Lrevτ un −
(Lrevτ u(tn)− δrevn+1)
= eτA0 P0en + τ
[
f(vn(τ))− f(v˜n(τ))
]
+ δrevn+1 +O(τ
2),
where vn and v˜n denote the solutions of (3.10) with initial data un and u˜n = u(tn),
respectively. Moreover, the Lipschitz continuity of f yields∥∥f(vn(τ))− f(v˜n(τ))∥∥ ≤ C ‖vn(τ)− v˜n(τ)‖ = C ‖ eτA0 P0en‖.
Note that the local errors δrevk for k ≤ n only occur with the projection P0 so that the
first-order error terms vanish in this case. The application of a discrete Gronwall argument
then yields the claim. 
Remark 3.4. We emphasize once more that we do not require (3.5) in the convergence
result. However, numerical experiments show that a correction satisfying (3.5) may lead
to better results, especially for the reversed Lie splitting, see Section 5. Furthermore, since
we have not used the parabolic smoothing property (2.2), the convergence result is also
true for strongly continuous semigroups.
4. Strang Splitting
This section is devoted to the convergence of Strang splitting for constrained diffusion-
reaction systems. For this, we still consider the assumptions from Section 2.1 which include
that the operator A0 := P0A|X0 generates an analytic semigroup. As for the Lie splitting
we introduce a correction term qn. However, in contrast to the previous section, we need
qn as defined in (3.5) in order to guarantee the second-order convergence property.
4.1. Modified Strang splitting. We consider once more system (3.1) with initial con-
dition u(0) = u0. To find an approximation of u in [tn, tn+1], we consider the following
three subsystems. First, we solve a linear PDAE on the interval [0, τ2 ], namely
v˙n −Avn +D−λ = Fn + qn, Dvn = Gn, vn(0) = un.(4.1)
As before, qn denotes the correction term of the current splitting step. Second, we take
vn(
τ
2 ) as initial value for the nonlinear ODE including the reaction term on the time
interval [0, τ ], i.e.,
w˙n = f(wn)− qn, wn(0) = vn( τ2 ).(4.2)
Finally, we consider again the linear PDAE but now in the time domain [ τ2 , τ ] and with
an initial value coming from (4.2),
v˙n −Avn +D−λ = Fn + qn, Dvn = Gn, vn( τ2 ) = wn(τ).(4.3)
For the correction we assume, as in the previous section, (3.4) as well as (3.5), cf. the
discussion on the definition of qn in Section 3.1. This choice then ensures that Strang
splitting is of second order. For an estimate of the local error, we follow the procedure
given in [EO15, EO16].
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4.2. Local error. We analyse the error of one splitting step with (exact) initial value
vn(0) = u˜n := u(tn). Note that this implies that the value is consistent with the constraint.
The solution of system (4.1) is given by the variation-of-constants formula of Section 2.3,
vn(
τ
2 ) = D−Gn( τ2 )+e
τ
2
A0 (u˜n−D−Gn(0))+ˆ τ/2
0
e(
τ
2
−s)A0 P0
(
Fn(s)+qn(s)+AD−Gn(s)
)
ds.
The solution of the nonlinear system (4.2) satisfies
wn(τ) = vn(
τ
2 ) +
ˆ τ
0
w˙n(s) ds = vn(
τ
2 ) + τ
[
f(wn(
τ
2 ))− qn( τ2 )
]
+O(τ3).
This is seen by applying the midpoint rule to the integral. Before we consider the local
error of Strang splitting, we give a preparatory lemma concerning the difference of wn(
τ
2 )
and u(tn +
τ
2 ).
Lemma 4.1 (cf. [EO16, Lem. 4.6]). In addition to the assumptions (A1)-(A6) in Sec-
tion 2.1 we assume that the correction qn satisfies (3.4) and (3.5). Then, we get the
estimate
‖wn( τ2 )− u(tn + τ2 )‖ ≤ C τ2.
Proof. Since wn(
τ
2 ) equals the outcome of the reversed Lie splitting with step size
τ
2 , we
can use the previous proof. Thus, assuming that (3.5) is satisfied, we obtain
wn(
τ
2 )− u(tn + τ2 ) = Lrevτ/2u˜n − u(tn + τ2 ) = O(τ2). 
For the local error of the splitting, we apply the variation-of-constants formula to system
(4.3). Since the initial value wn(τ) will be inconsistent, in general, we use its projection
on X0, cf. Remark 2.3. We then obtain
Sτ u˜n = vn(τ)
= D−Gn(τ) + e τ2A0 P0wn(τ) +
ˆ τ
τ/2
e(τ−s)A0 P0
(
Fn(s) + qn(s) +AD−Gn(s)
)
ds
= D−Gn(τ) + eτA0
(
u˜n −D−Gn(0)
)
+ τ e
τ
2
A0 P0
(
f(wn(
τ
2 ))− qn( τ2 )
)
+
ˆ τ
0
e(τ−s)A0 P0
(
Fn(s) + qn(s) +AD−Gn(s)
)
ds+O(τ3).
Here, we have used the fact that P0vn(
τ
2 ) = vn(
τ
2 )−D−G( τ2 ). Taking the difference with
the exact solution u(tn+1) which is given by (3.8) leads to the local error representation
δn+1 = Sτ u˜n − u(tn+1)
= τ e
τ
2
A0 P0
(
f(wn(
τ
2 ))− qn( τ2 )
)
+
ˆ τ
0
e(τ−s)A0 P0
(
qn(s)− f(u(tn + s))
)
ds+O(τ3).
Calling again ψˆ(s) = qn(s)− f(u(tn + s)), we can rewrite this as
δn+1 = τ e
τ
2
A0 P0
(
f(wn(
τ
2 ))− f(u(tn + τ2 ))
)︸ ︷︷ ︸
1©
− τ e τ2A0 P0ψˆ( τ2 ) +
ˆ τ
0
e(τ−s)A0 P0ψˆ(s) ds︸ ︷︷ ︸
2©
+O(τ3).
To estimate 1© we use the Lipschitz continuity of f , the continuity of the projection P0,
and Lemma 4.1 which includes condition (3.5),∥∥τ e τ2A0 P0(f(wn( τ2 ))− f(u(tn + τ2 )))∥∥ ≤ τ C ‖wn( τ2 )− u(tn + τ2 )‖ ≤ C τ3.
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For an estimate of 2© we proceed as in [EO16] and use the Peano kernel representation
of the error of the midpoint rule. However, because of the included projection, we do not
need the assumption on qn at this point. With ψ(s) = e
(τ−s)A0 P0ψˆ(s) we have
ˆ τ
0
ψ(s) ds− τψ( τ2 ) =
ˆ τ/2
0
s2
2
ψ′′(s) ds+
ˆ τ
τ/2
(τ − s)2
2
ψ′′(s) ds.
For the claimed O(τ3) property it is sufficient to show that ψ′′(s) is bounded,
ψ′′(s) = A0 e(τ−s)A0 A0P0ψˆ(s)− 2A0 e(τ−s)A0 P0ψˆ′(s) + e(τ−s)A0 P0ψˆ′′(s)
= A0
[
e(τ−s)A0 A0P0ψˆ(s)− 2 e(τ−s)A0 P0ψˆ′(s)
]
+ e(τ−s)A0 P0ψˆ′′(s).
Clearly, the term including P0ψˆ
′′(s) is bounded, since P0 is a continuous projection. Also
e(τ−s)A0 P0ψˆ′(s) is bounded and the preceding operator A0 can be compensated by para-
bolic smoothing in the error recursion (except for the local error of the final step). Finally,
we make use of P0ψˆ(s) ∈ D(A0) which implies that e(τ−s)A0 A0P0ψˆ(s) is bounded as well.
Together with the parabolic smoothing property (2.2) this shows
‖ etA0 δn+1‖ ≤ C τ
3
t
, t > 0.(4.4)
Moreover, proceeding as in the proof of Lie splitting, (3.9) and ψ(0) = ψ( τ2 ) +O(τ) show
δn+1 = O(τ
2). This bound is needed for the final step of the error recursion.
4.3. Global error. With the representation of Sτ we obtain the error recursion
en+1 = un+1 − u(tn+1)
= Sτun −
(Sτu(tn)− δn+1)
= eτA0 en + τ e
τ
2
A0 P0
(
f(wn(
τ
2 ))− f(w˜n( τ2 ))
)
+ δn+1 +O(τ
3).
Here, wn and w˜n denote the solutions of (4.2) based on the initial data un and u˜n = u(tn),
respectively. Because of the Lipschitz continuity of f and
wn(
τ
2 )− w˜n( τ2 ) = e
τ
2
A0 en +
τ
2
[
f(un)− f(u(tn))
]
+O(τ2)
the global error can be written as
en+1 = e
τA0 en + τEn + δn+1 +O(τ3)
with En satisfying the uniform bound ‖En‖ ≤ C(1+τ)‖en‖. The results on the local error
and in particular (4.4) imply that
‖δn+1‖ ≤ C τ2, ‖ ekτA0 δn+1−k‖ ≤ C τ
2
k
.
Thus, solving the error recursion, we obtain
‖en‖ ≤ C ‖e0‖+ C τ(1 + τ)
n−1∑
k=0
‖ek‖+ C τ3
n−1∑
k=1
1
kτ
+ C τ2.(4.5)
Since we assume e0 = 0, a Gronwall argument and the fact that the third term on the
right-hand side of (4.5) is bounded by Cτ2(1+ |log τ |) yields the following result for Strang
splitting.
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Table 5.1. Convergence history of Lie splitting with the constraint on the
weighted integral mean (Section 5.1).
Lie Lie with correction
step size `∞ error order `∞ error order
2.000e-02 8.895e-04 – 2.028e-03 –
1.000e-02 4.362e-04 1.03 9.623e-04 1.08
5.000e-03 2.161e-04 1.01 4.687e-04 1.04
2.500e-03 1.076e-04 1.01 2.313e-04 1.02
1.250e-03 5.368e-05 1.00 1.149e-04 1.01
6.250e-04 2.681e-05 1.00 5.727e-05 1.00
Theorem 4.2 (Convergence of Strang splitting). Given assumptions (A1)-(A6) of Sec-
tion 2.1 and a correction qn which satisfies (3.4) as well as (3.5), Strang splitting is
convergent of second order. More precisely, we have the uniform estimate
‖u(tn)− un‖ ≤ Cτ2(1 + |log τ |)
on bounded time intervals 0 ≤ tn = nτ ≤ T .
With this result we close this section and advance to the numerical experiments.
5. Numerical Examples
This section is devoted to the numerical verification of the analytical results obtained
in the previous two sections. We consider three of the examples introduced in Section 2.2.
5.1. Weighted integral mean. We consider the semilinear heat equation in Ω = (0, 1)
and time interval [0, 0.1] with a polynomial nonlinearity as in Section 2.2.1. The resulting
equations are given by
u˙− 110∆u− u2 +D−λ = 0, Du(t) :=
ˆ 1
0
u(t, x) sin(pix) dx = G(t),
where the right-hand side is given by G(t) = t. In addition, we prescribe homogeneous
Dirichlet boundary conditions, i.e., u(t, 0) = u(t, 1) = 0, and the following initial condition
u0(x) = sin(2pix)
3, Du0 = 0 = G(0).
We compare Lie and Strang splitting with and without the correction term which is given
by qn = f(un) as proposed in (3.6). For the numerical solution we have used a second-
order finite difference approximation of the Laplacian with 500 grid points. The results
for Lie splitting are given in Table 5.1 and show the predicted first-order convergence with
and without the correction term. Here, the error without correction is even smaller than
with qn = f(un). In contrast, the reversed Lie splitting from Section 3.3 is more accurate
by a factor of 2 with the correction. Table 5.2 shows the expected convergence rates for
Strang splitting, namely first-order convergence without the correction and second-order
convergence with the correction.
Finally, we take a look at the convergence orders of the local errors. It is clear from
the analysis of Section 3 that Lie splitting converges of order one but the local errors may
be of first or second order depending on the chosen sequence of the subsystems. This can
also be observed for the present example, cf. Table 5.3. There, we also consider the order
of the reversed Strang splitting, meaning that we first solve the nonlinear ODE, then the
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Table 5.2. Convergence history of Strang splitting in various norms with
constraint on the weighted integral mean (Section 5.1).
Strang Strang Strang with correction
step size `∞ error order `2 error order `∞ error order
2.000e-02 2.212e-04 – 1.386e-04 – 5.657e-05 –
1.000e-02 1.035e-04 1.10 6.824e-05 1.02 1.277e-05 2.15
5.000e-03 5.006e-05 1.05 3.390e-05 1.01 3.061e-06 2.06
2.500e-03 2.534e-05 0.98 1.690e-05 1.00 7.496e-07 2.03
1.250e-03 1.275e-05 0.99 8.439e-06 1.00 1.855e-07 2.02
6.250e-04 6.396e-06 1.00 4.217e-06 1.00 4.613e-08 2.01
Table 5.3. Comparison of the order of the local `∞ errors of Lie and
Strang splitting depending on the chosen sequence of subsystems and the
choice of qn.
Lie reversed Lie Strang reversed Strang
aaaaaaa
order
qn 0 f(un) 0 f(un) 0 f(un) 0 f(un)
local error 2 2 1 2 2 3 1 2
global error 1 1 1 1 1 2 1 2
PDAE, and finally the ODE again. This does not effect the global error, but the local
error loses one order.
5.2. Specification on a subset. As second example we consider the same PDE with
the constraint that u is prescribed on the subinterval Ω0 = [0.5, 0.7], cf. Section 2.2.2. As
initial condition we take
u0(x) = sin(pix) ·
(
1 + cos(7pix)
)
,
whereas the constraint is given by
Du(t) = u(t)|Ω0 = G(t) := (1 + 2t)G(0), G(0) := u0|Ω0 .
For this example, the use of a correction satisfying (3.5) improves the results of Lie splitting
by a factor of 10. In the following, we compare different kinds of corrections qn and the
influence on the convergence of Strang splitting, see Figure 5.1. The first correction, called
Correction A in the figure, is given by qn = f(un) as proposed in (3.6). This means that
we simply apply the nonlinearity to the current approximation. Second, we take the same
correction with an additional perturbation outside of Ω0 (Correction B). More precisely,
we consider
qn = f(un) + p, p(x) =

sin(2pix) cos(42pix), x < 0.5
0, 0.5 ≤ x ≤ 0.7
− sin (103 pi(x− 0.7)) cos (70pi(x− 0.7)), x > 0.7 .
Note that this has no influence on condition (3.5) and thus does not change the order of
convergence. Nevertheless, the errors are larger by a factor of about 5. Finally, we take as
third approach qn = f(D−G(tn)) as mentioned in (3.7). Also here we observe second-order
convergence (Correction C).
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Figure 5.1. Comparison of different corrections qn for Strang splitting
applied to the problem of Section 5.2.
5.3. Coupled mechanical system. We consider the example from Section 2.2.4, i.e., a
string (fixed at its endpoints) which is coupled with a nonlinear spring-damper system,
see Figure 2.1 for an illustration. The computations use a spatial grid with 250 nodes.
The parameters are
c = 0.5, d1 = 10, d2 = 3, k0 = 100, a = 10, Ω0 = [0.65, 0.7].
Recall that we consider a softening spring with nonlinearity k(q) = k0(1 − a2q2) q. As
described in Section 2.2.4, the constraints are given by
Bu(t) := u(t)|Ω0 = q(t) + 0.05, Bv(t) = p(t).
As initial conditions we take
u0(x) =
1
5
P u0 sin(2pix)
3, v0(x) = B−(0.5), q0 = −0.05, p0 = 0.5.
Here, B− denotes the right-inverse of B and P u0 is the projection onto the kernel of B.
Thus, the given initial data is consistent with the constraint.
As expected, Lie splitting converges with order one whereas Strang splitting converges
with order one or two depending on the implemented correction term. The errors for
Strang splitting are given in Table 5.4.
Table 5.4. Convergence history of Strang splitting in different norms for
the coupled mechanical system (Section 5.3).
Strang Strang Strang with correction
step size `∞ error order `2 error order `∞ error order
4.000e-02 1.820e-02 – 4.680e-03 – 1.339e-02 –
2.000e-02 8.281e-03 1.14 1.757e-03 1.41 6.101e-03 1.13
1.000e-02 5.616e-03 0.56 1.293e-03 0.44 1.641e-03 1.89
5.000e-03 2.786e-03 1.01 6.566e-04 0.98 2.851e-04 2.53
2.500e-03 1.414e-03 0.98 3.338e-04 0.98 7.697e-05 1.89
1.250e-03 7.123e-04 0.99 1.684e-04 0.99 1.946e-05 1.98
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6. Conclusion
In this paper, we analysed splitting methods for constrained diffusion-reaction systems.
Splitting methods proved to be advantageous as they allowed us to solve a linear con-
strained system and a nonlinear ODE separately. With the help of a correction term,
which we added in each step, we were able to overcome the order reduction of Strang
splitting. Although the numerical experiments show the benefits of an appropriate correc-
tion qn, the analysis has shown that Lie splitting is convergent of first order also without
any correction. For Strang splitting, however, the correction is necessary to guarantee the
second-order convergence.
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