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We discuss the identification of the parameters in the regression model and present several ways to obtain Maximum Likelihood (ML)
estimates.
For some selected models, we evaluate the large sample variances of the ML estimates for the incomplete data and compare them with the asymptotic variances for the ML estimates when no data are missing. In this way, we get an indication of the loss of efficiency due to missing observations and of the precision of the ML estimator when the data are incomplete.
Finally, we give some results for the effects on the properties of the OLS estimator, when interpolated series are substituted for the missing observations.
Introduction
In econometrie analysis of time series, it is usually assumed that the relevant data consist of observations on the variables in the model pertaining to T subsequent time periods that are considered appropriate on a priori grounds. Attention has been drawn in the literature to the consequences of loosening these assumptions which will often not be met in applied work.
One stream of contributions is concerned with the problem of missing observations (see e.g. Dunsmuir (1981) for a survey and the references cited therein). The problems of temporal aggregation in dynamic models form another related research topic that has received increasing attention in recent years (see e.g, Sims (1971) , Zellner and Montmarquette (1971) , Tiao and Wei (1976) , Geweke (1978) among many others).
In this paper we concentrate on the dynamic regressiqn model with moving average disturbances when the endogenous variable is observed every m'th period, as is usually the case for stock variables, or when only a linear aggregate for the m periods, such as a flow variable measured over the m periods, is observed.
Formally, we assume that the endogenous variable y is generated by the following regression model y t = ii p i^t-i + Ji ^\t
where the £ 's are independent normal variates with mean zero and unit varance and the x, 's are strictly exogenous variables, * Addressl Economische Faculteit, Vrije Universiteit, Postbus 7161, 1007 MC Amsterdam, The Netherlands i.e. x, is independent of e , for all t , t' and k .
We assume that the Standard conditions f.or identification of the parameters in (1) are satisfied. In particular, to remove an indeterminacy, we assume that 9 ( 
are observed. The weights are deterministic and known. The problem of missing observations has been analyzed along two different lines. A simple formal way consists in deriving for instance quarterly data from yearly observations on the same series by minimizing some criterion function (see e.g. Boot, Feibes and Lisman (1967) ), A second approach consists in specifying a model in which the missing observations are explained by other variables. The parameters of the model can be estimated, provided they are identified, and the model can be used to generate "predictions" of the missing observations» The problem of missing endogenous variables has been studied by Sargan and Drettakis (1974) for the autoregressive simultaneous equation model, by Zellner (1966) , Telser (1967) , Jones(1980) , Harvey and Pereira (1980) and by Shaman and Tan (1981) for univariate time series models, by Harvey and Pereira(1980) for the static and dynamic regression model. The analysis of dynamic models when data are missing has also received attention in the time series literature (see e.g. Dunsmuir (1981) ).
The static regression model with first order autoregressive errors and missing endogenous and exogenous variables for the same period has been analyzed by Wansbeek and Kapteyn (1981) and Kmenta (1981) .
When exogenous variables are missing, one usually extends the model by introducing an equation that relates the unobserved exogenous variables to other explanatory variables. For the static regression model with missing exogenous variables, the reader is referred to Anderson (1957) , Dagenais (1973) , Gourieroux and Montfort (1981) , Hsiao (1979) , Kmenta (1981) and Palm and Nijman (1981) Palm and Nijman (1981) . In section 6, we present some results on the effect on the parameter estimates in large samples of using interpolated data as proxies for the missing endogenous variables.
Finally, in section 7 some concluding remarks are presented.
Relevant data trans formations
In the previous section we assumed that the observations are in the form of the linear transformation (2) of the unknown data.
Dropping the assumption of linearity would admittedly introducé new problems. Transformations of type (2) are somewhat restrictive however; several authors have discussed transformation patterns that do not fit into (2) (e.g. Dunsmuir and Robinson (1981), Harvey and Pereira (1980) and Tan (1979) ). For economie time series, the most important cases that do not fit into (2) are perhaps the randomly missing observations and the (a, B) -sampling with a^l .In case of randomly missing observations the availability of an observation on y is determined by a probabilistic mechanism that is independent of the probability law according to which y is generated (for an interesting economie application, see e.g. 
This set of coëfficiënt values will be referred to as the skipped data pattern. If y is a flow variable, the total flow for m periods is ususally observed, so that we have A = m-1 , w. = 1 9 i = 0,1,2,... ,m-l .
The scheme (2) is valid in other cases as well. Assume that the model (1) is formulated in first differences, that is y^. = Az = z^-z,. , .
9
J t t t t-1 If z is a stock variable observed every m'th period (t=m, 2m,. .., T) ,
for t= 2m,3m,,..,T , can be obtained. In this case, (4) applies as well. If z is a flow variable for which every m'th sum of the last m realizations is observed, we have information on 1 1 y. = .I n z t . -.I n z. " . = y. + 2y. , + y " , t = 4,6,...,T,
for m= 2 , and on 2 2 .I n z . -.Z n z" , . = y, + 2y^ , + 3y^ " + 2y^ " + y" , , t = 6,9 i=0 t-i i=0 t-3-i Y t + 2y t _, + 3y t _ 2 + 2y t _ 3 + y^ ,
for m=3 . These transformations of y , with y being generated by a static regression model, have been analyzed by Zellner and Montmarquette (1971) . Similar patterns arise when the model (1) is 2 formulated m second differences, y^_ = A z = z^ -2z^ , + z^ " , $ J t t t t-1 t-2 s while we observe skipped data, z , t=2,4,...,T (assuming m=2), so that y t = z fc -2z fc _ 2 + z t _ 4 = y fc + 2y t _ } + y t _ 2 , t = 6,8,...,T, can be computed.
More general weighting schemes can be obtained in a straightforward manner. k If y = h" z and observations on z , t=m,2m s ,..»T 9 or on m-1 .1-z . , t=m,2m,...,T, are available s the transformation will always be of type (2).
The identification of the model
To illustrate the nature of the identification problem in dynamic models when observations are missing,, we consider a first order autoregressive -second order moving average (AEMA (1,2)) model, which is a special case of (1),
with £ satisfying the assumptions made for (1).
Define C £ = Ey t y t+Jl .
As the variable y is normally distributed, its distribution is determined once the variance and the autocovariances are given.
The parameters of model (5) This finding is at variance with a conclusion by Telser (1967) .
Unless p = 0 , the AR (1) model is locally identified, which was already implicifely shown by several authors who established the information matrix of p and 9" in this model (see Shaman and Tan (1981) and Wansbeek and Kapteyn (1981) ). Another interesting conclusion that can be derived from (7) is that pure moving average (MA) models of order 1 or 2 as well as the ARMA (l s 2) model are not identified.
The order condition that the MA coefficients have to appear in at least q+1 equations of (7) for the model to be identified is not satisfied. These examples are special cases of a more general result that will be proved at the end of this sections when only skipped data are observed (no matter how many periods lie between two successive observations), an ARMA (p s q) model is not identified if q>p .
That an ARMA (1 9 1) model is locally identified if p^O can be shown by evaluating the Jacobian of the transformation of the 2 2 2 equations for (C»,, CL, C,) in (7) with e being a normally distributed white noise, and we assume as in (7) with u being a normally distributed white noise with mean zero 2 2 2 and variance 8 n + p 0~ , for t=l,3,...,T . It should be noted that if B^O or y ^ 0 , the regression coefficients in (9) are odd functions of p , so that there is usually information available on the sign of p . The parameters p and y wi'11 obviously not be identified if there is multicollinearity present in the form of (xj +.px,. ,) = A(x" +px" ,)
Finally we discuss the identification problem for the general model (1).
For this purpose, we use a transformation that has been introduced by Amemiya and Wu (1972) . We write equation (1) as
where L is the lag operator and
Now let a.,a",...,a be the (possibly complex) roots of the
As m is the time lag between subsequent observations on the endogenous variable and because all data on the exogenous variables are assumed to be available 9 (12) is an expression in observed variables. Introducing a new parametrization for notational convenience and assuming that Xj is the constant term 9 we can write equation (12) as
where u is a MA disturbance term
with n. being defined by
The definition of T. and 6, " should be clear from (12). Notice ï kl also that the parameters in (13) are all real because the a.'s will be in conjugate pairs if they are complex. Equation (13) The corollary implies that the dynamic regression model (1) is not identified when only skipped data are available (transformation pattern (2) The identification of g is straightforward if (13) is identified.
The identification of 8 can be checked by computing the Jacobian of the transformation 5 = 5(9) . Finally, one should notice that models with a constant term and a seasonal dummy over m periods or with two dummies cannot be identified even if the neeessary con-
with k 1 ^ k" in that case, that is g, and g, enter in (12) only as (g + Xg, ) , hence they cannot be identified. k l k 2
Efficiënt estimation of the model One way of estimating dynamic regression models with missing data has been to use interpolated values as proxies for the missing observations and to apply Standard estimation methods to the constructed data. In section 6, we shall show some results on the effects for the properties of the estimates obtained in this way.
At present^ we consider consistent and efficiënt estimation of the parameters in model (1). Simple methods to compute consistent estimates have not received much attention in the literature. Tan (1979) and Dunsmuir and Robinson (1981) are exceptions, but their methods of moment procedures cannot be used in our case; the sample moments of the process y cannot be estimated directly for the lags that are not a multiple of m . Dunsmuir and Robinson's frequency domain estimation method suffers from the same problem.
One can estimate (Y s 6 s g) in (13) by instrumental variables or by nonlinear least squares neglecting the restrictions implied by f . Then one can determine an estimate of (p,B,6) that fits best with the estimate of (¥,6,5) in some sense. The computations involved will usually not be very expensive and the estimates will be consistent if (13) is identified.
Maximum likelihood estimation of a dynamic simultaneous equation model (for the case q=0) has been discussed by Sargan and Drettakis (1974) and by Harvey and Pereira (1980) for dynamic models with MA disturbances. Sargan and Drettakis parametrize the density function of the observed variables in suüh a way that ML estimates of the parameters are obtained by maximizing the density with respect to the parameters and the unobserved variables. Their procedure implies of course a large number of "parameters to be estimated".
Harvey and Pereira use a Kalman filter approach and write the loglikelihood function in terms of the prediction error decomposition (see also ): form. The relevant formulae are given in e.g, .
For a static regression model with first order autoregressive errors, and missing endogenous and exogenous variables, Wansbeek and Kapteyn (1981) obtain analytic expressions for the first order derivatives of the likelihood function and for the Information matrix.The expressions which they derive are very useful for ML estimation of the parameters.
As the transformed difference equation (13) is a dynamic regression model that is usually subject to nonlinear restrictions, ML estimates can be obtained by computing first and second order derivatives of the log-likelihood function with respect to tp , with tp = (p, 3, 6) and iterating the Newton-Raphson linearization (or approximations of it) of the first order conditions for a maximum
where P(tp) is a nonsingular matrix satisfying the condition plim -P (tp) -h -^^ T-»<» and tp is a consistent initial estimate of tp which has an appropriate limiting distribution.
Iterating expression (15) until convergence yieldsthe ML estimator, but asymptotic first order efficiency is already obtained at the second step of iteration. A matrix P(tp) that satisfies the condition given above and the vector 3L/3tp can be computed in several ways, three of which will be briefly discussed here. First, setting v = (^,6,5) and using the result that
the Hessian matrix for the restricted model can be obtained by pre-and postmultiplication by 3v/3tp of the Hessian matrix for the unrestricted model
which also indicates that ML estimation is efficiënt in this case.
A second way consists in differentiating the log-likelihood function in prediction error decomposition form given in (14) and the equations of the Kalman filter and then substituting the observations. Finally, a third approach generalizes an idea of Tan (1979) which is also discussed in Shaman and Tan (1981) . They use the missing information principle of Orchard and Woodbury (1972) The use of the transformed equation (13) This may be of interest to agencies whose task it is to collect data in that they can better appreciate which gain can be expected from a more detailed data collection.
Second, for empirical work it is important to>efflphasize that for some parameters the large sample precision of the ML estimator deteriorates dramatically as a result of incomplete data, whereas other parameters can be estimated fairly accurately in large but incomplete samples.
Other consistent, but not fully efficiënt estimators will have a still larger asymptotic variance. Their relative efficiency compared with that of the ML estimator for the dynamic regression model with incomplete data is subject of further research. For the static regression model, when some data is missing, the asymptotic efficiency of alternative estimators has been investigated by Palm and Nijman (1981) .
In the tables 1 to 3, we give the ratio of the asymptotic variance of the ML estimator for p, 3 5 8" and 6 1 with respect to their variance when skipped data, aggregates or aggregates of aggregates are observed respectively. This last term is used to designate the situation where the change of a variable z t , y = z^ -z , , is explained in the regression model t' J t t t-1 (1), whereas one observes an aggregrate of z . In tab Ie 4, we give the variances of ML estimates for the complete data, so that the reader can obtain the variances of the ML estimates for the incomplete data if he wants to do so. For more details on the computation of the large sample covariance matrix, the reader is referred to appendices A and B. The reader should have a look at the tables. For p, 8 n and 6. , a large relative efficiency of the ML estimator for complete data is caused by the large variance of the ML estimator for incomplete data. For 3, the relative efficiency of the former is sometimes important, although the variance for the estimator based on incomplete data seems to be reasonable. Notice also that for skipped data, a nonstationary process for x seems to imply a large relative efficiency of thé ML estimator for p and g when data is incomplete. For aggregates, this happens when x is a constant. By NID we indicate that the parameter is not identified.
To conclude, the results in the tables 1 to 4 give an indication about the loss of precision in parameter estimates and about the order of magnitude of the variance of the ML estimator when observations are missing. 
The use of interpolated data
An approach that has been used quite often in empirical work to solve the problem of missing observations consists in first interpolating the missing values in such a way that the resulting series is plausible according to some criterion and is in agreement with the observed values of the series and .then using the constructed series as realizations for the missing observations, Usually, this kind of procedure will yield inconsistent parameter estimates. However, it has the advantage of being straightforward to apply. In this section we shall present some results on the magnitude of the parameter"inconsistency for some selected models. An interpolation method that has been applied on a large scale is that proposed by Boot, Feibes and Lisman (1967) . Generalizing their method to other cases than the observation of aggregates, one obtains the interpolated series as the solution to the following optimization problem
subject to y = y , for t=l, 1+m, . .., T, and d being a priori given. Boot, Feibes and Lisman suggest using d=l or d=2. The procedure reflects the fact that many economie time series are smooth and that the constructed series should have that property too.
A more sophisticated smoothing method has been proposed and applied by Somermeyer et al. (1976) . A review of various other methods of interpolation is given by Gelauff and Harkema (1977) . Note that interpolation methods that use related series (see e.g. Lin (1971, 1976) , and Ginsburgh (1973)) are not well suited to the problem at hand as the model for the missing data is dynamic. 
we can compute the probability limit of the OLS estimator defined in (19).
Thereby, we use the property that products of matrices of the type defined 
^2
-2
When y is nonstationary, the expectation of the first r.h.s. term of (21) can be obtained along the lines of appendix B.and that of the second r.h.s. term in (21) can readily be obtained as a function of T.
In tables 5 and 6 we report the probability limits of p and 3 for four selected models. For the first three models, we have assumed that aggregates over m periods are observed and that the investigator assigns a fraction l/m of the observed value to each of the m periods. For the last model, the weights w. have been obtained using the method proposed by Boot, Feibes and Lisman (1967) assuming d=2 and m=4. For the exogenous variable x , we consider the processes that have been used in section 5. In particular we assume that x is a white noise, a first order autoregressive process^ a constant term, a linear trend or a random walk respectively.
These assumptions imply that y is generated by an AR(1) model with autoregressive coëfficiënt p or by an ARMA (2,1) model with autoregressive 2 coefficients equal to p and ,9 and by an ARIMA (1,1,l) model. The R" takes the values .70 and .95 respectively, (see appendix C) , whereas .3=1, e n =l and 6j--l. For p we choose the values p e {-.8, -.4, 0, .4, .8}. For the details we refer to the preceding section.
At this point we would like to emphasize that the method by Boot, Feibes and Lisman (1967) has not been designed for situations, where the endogenous variable has a negative autoregressive coëfficiënt, and that therefore, we should not draw strong conclusions from the figures in table 6 for case 2 when p = -.8 or when p = 0 and x is a white noise or a constant.
From tables 5 and 6, it is obvious that the probability limits differ substantially from the true values of p and £. When p = .8, the probability limit of p is reasonably close to the true value, except for some nonstationary models when the. method by Boot et al. is used. For most of the models with nonpositive p , the OLS method largely overestimates p , whereas g is usually underestimated, except when x is nonstationary 2 t and p = .8 . The figures slightly improve when R increases. When x is generated by a trend or a random walk with drift, the probability limit of p hardly varies with the true value of p , when the missing data are interpolated using the method by Boot et al. As an overall conclusion, we cannot recommend using OLS on interpolated data, if the aim is to estimate the parameters of a dynamic regression model from incomplete observations. Whether this conclusion holds true for the predictions generated by a model that has been estimated from interpolated data using OLS is subject to further research. 
£ .s

Some tentative conclusions
In this paper we have discussed the problems arising in a dynamic regression model when some realizations of the endogenous variable are not observed.
After a presentation of the different schemes in which information on the endogenous variable may be available, we consider the identification of the parameters in the regression model with incomplete data and present several ways to obtain ML estimates of these parameters provided they are identified. Results on the loss of efficiency due to an incomplete data set are given for several models. Finally, we analyze the effects on the probability limit of the OLS estimator when the data is completed through interpolation. In the light of the results presented in section 5 and given the choice among several procedures to obtain ML estimates, we should like to advise the investigator at this time to use the ML method to estimate the parameters of the dynamic regression model with incompletely observed endogenous variable. Each of the procedures to obtain ML estimates has specific computational advantages. Nevertheless, as has been illustrated in section 4, the investigator should not be surprised that some of the coefficients in the model cannot be determined very accurately from the sample information.
Among the problems that remain to be analyzed, there are three questions that will receive more attention in the future. The first question concerns the possible loss of efficiency implied by the use of altemative consistent but not fully efficiënt estimation methods that are easier to implement than the ML method. Secondly, for empirical work it is important to know what the effects are on the forecasting performance of the dynamic regression model, when a specific method is used to solve the problem of incomplete observations. Third, the problem of missing exogenous variables in a dynamic regression model will be analyzed. Similarly, for 6. = 3 p , .9) and -E 9~L 9 ó. 9 ó.
1
For the parameters in (5) = R' I R , with I = E(.Z Q p ë_.)(.| p l_.) , In order to compute the asymptotic covariance matrix for the ML estimator, we need expressions for the expectation of the sample moments for the variables y\ and x__ . We assume that x^ is t t t non-stationary (when x is stationary, the derivation is much easier) and generated by x = x . + y + v , with v being For the sake of convenience, we delete the indices k and £ . I/n i a o As .Z_ p i is 0(T ) for finite a , we ignore the terms of this form. When divided by T , they become negligible in large samples. In the sequel, "=" indicates that the equality holds except for terms of order 0(T ) . First we consider the case where 2 o = 0 and y = 1 . Then x t is a deterministic linear trend and v t Y.. can be solved as a difference equation. where y_. and e_ are assuraed to be zero. 
