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The rising number of small unmanned aerial vehicles (UAVs) expected in the next decade
will enable a new series of commercial, service, and military operations in low altitude airspace
as well as above densely populated areas. These operations may include on-demand delivery,
medical transportation services, law enforcement operations, traffic surveillance and many
more. Such unprecedented scenarios create the need for robust, efficient ways to monitor the
UAV state in time to guarantee safety and mitigate contingencies throughout the operations.
This work proposes a generalized monitoring and prediction methodology that utilizes real-
time measurements of an autonomous UAV following a series of way-points. Two different
methods, based on sinusoidal acceleration profiles and high-order splines, are utilized to gen-
erate the predicted path. The monitoring approach includes dynamic trajectory re-planning
in the event of unexpected detour or hovering of the UAV during flight. It can be further
extended to different vehicle types, to quantify uncertainty affecting the state variables, e.g.,
aerodynamic and other environmental effects, and can also be implemented to prognosticate
safety-critical metrics which depend on the estimated flight path and required thrust. The
proposed framework is implemented on a simplified, scalable UAV modeling and control sys-
tem traversing 3D trajectories. Results presented include examples of real-time predictions
of the UAV trajectories during flight and a critical analysis of the proposed scenarios under
uncertainty constraints.
I. Introduction
The integration of Unmanned Aerial Vehicles (UAVs) into the U.S. National Airspace System (NAS) will introducelevels of complexity that will require holistic assessments of safety and risk mitigation [1]. From integrated
vehicle-centric analyses to systems level investigations, assuring safety is a complex multi-faceted problem. NASA’s
System Wide Safety (SWS) project is taking a wholesome approach to predicting and mitigating the safety incidents that
could occur with remotely piloted and unpiloted UAV flight in the airspace. With the ultimate goal of ensuring safe and
reliable operations of unmanned flight, one facet of SWS is to develop the monitoring and assessment technologies for
Unmanned Aerial Systems (UAS) that will ensure current airspace safety standards.
The approach taken to quantify hazards to safe UAS operations leverages prior work done by researchers at NASA
Ames Research Center on real-time safety monitoring and risk mitigation for manned flight in the NAS [2]. In that
effort, hazards to safe flight were obtained from aviation reporting databases and converted to safety metrics which are
quantities of interest that can be modeled and evaluated. These safety metrics, such as a loss of separation or wake vortex
encounter, were then modeled oﬄine, monitored, and predicted online to quantify the likelihood of their occurrence
inflight. [1] With the SWS work, the approach is similar in that the goal is to model a quantity of interest that defines
a safety hazard for UAV operations, understand how that quantity evolves over time, and thus predict when a safety
violation will occur.
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Fig. 1 Framework for real-time UAV trajectory monitoring and prediction.
For unmanned vehicles, the hazards to safe operations may vary from those for manned aircraft. If they are similar,
they may have different thresholds for safety violations. For instance, a loss of separation between two aircraft is
quantified by a distance threshold significantly larger than that for two UAVs while a hazardous uniform wind or gust for
a UAV could be inconsequential for an aircraft carrier. To determine the likelihood of a pre-defined safety violation
occurring during UAS operations, we first need a nowcast and forecast of the position and states of the UAV(s) and other
static or dynamic agents that can have an impact on safety. This work tackles the forecast position estimation of a UAV
given a planned flight plan or a set of waypoints.
In this paper, we predict the trajectory of a multicopter vehicle based on an octocopter model developed by Osmic et
al [3], and further developed by Luchinsky et al. [4]. We utilize an octocopter simulation model replete with redesigned
control system, configurable aerodynamics, mass, and inertia properties, to predict the flight trajectory of a UAV given a
set of way points. We demonstrate this prediction algorithm in an integrated Matlab simulation environment using (i)
static waypoints that remain constant for the duration of the flight and (ii) dynamic waypoints with the ability to change
the flight plan based on updated information from an external decision maker. In Section II, we describe the framework
we develop to monitor and predict the UAV trajectory. Sections III and IV lay the background for the trajectory prediction
development and contain the coordinate system description for position monitoring and mathematical model of the UAV
dynamics, respectively. In Section V, we present the trajectory planning and dynamic replanning approach, while in
Section VI, we show the results under different conditions. Finally, Section VII contains a summary of key results and a
guide to future work.
II. Framework
The time monitoring of UAV operations proposed here requires the definition of a framework to accommodate
multiple information sets, and it is depicted in 1. Those sets include operational variables such as a flight plan, defined
by way-points and corresponding estimated times of arrival (ETAs), vehicle’s basic mass and geometric properties,
measurements of system’s variables, which at the very least include position coordinates of the vehicle during flight.
These coordinates may come from either raw GPS measurements or filtered estimations of the vehicle’s position from
onboard algorithms. Figure 1 shows also external variables, like environmental conditions, change in operational plans
or external factors that may affect the dynamics of the vehicle or its capability to operate in the airspace. They include,
but not limited to, wind field, temperature, other weather conditions (e.g., rain, fog), dynamic or static obstacles, etc.
The introduction of external variables into the framework is ongoing and will not discussed further in this work.
The input model is composed of a trajectory generation module that transforms the flight plan (or 4D trajectory), into
kinematic profiles utilized to command the vehicle and simulate the vehicle’s flight over the set of way-points. The UAV
model utilized here is a simple rigid body, 6 degrees of freedom (DoF) model, with a linear quadratic regulator (LQR)
controller. The advantage of this simple modeling approach is the limited number of parameters necessary to ensure
a satisfactory representation of the flight dynamics. The UAV model and the trajectory generation algorithm allows
the estimation of the quantities of interest (QoIs), namely ETAs, velocity and thrust profiles, which can be utilized to
compute other, derived QoI, like electrical power required by the vehicle’s battery to accomplish the mission.
Since the implementation of the trajectory generation algorithm and the simulation of the UAV can be easily
implemented in a local, Earth-fixed Cartesian reference frame, while flight plans are typically defined in the geodetic
coordinate system, a series of functions to convert the coordinates of the vehicle’s position in the two frames are also
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Fig. 2 Simplified, spherical representation of the Earth, showing the equator (0 degree latitude) and the prime
meridian (0 degree longitude). The figure shows also the ECEF frame with origin at the Earth’s center O, and
the local, Earth-fixed ENU Cartesian frame centered in P.
included in the framework. The information necessary to perform the prediction of the kinematic profiles and ETA are
the following:
• vehicle properties:
– number of rotors,
– vehicle mass,
– payload mass,
– radius of the main vehicle’s body (approximation),
– length of each arm (from body center of mass to rotor center of mass),
– weight of rotors and arms
• flight plan:
– set of way-points
– ETAs or desired vehicle’s cruise speed during flight
III. Reference frames for position monitoring
This Section presents the reference frames (RFs) utilized to compute vehicle’s trajectory, based on the WGS84
ellipsoid, [5]. The equations reported here allow the conversion of position coordinates from a Cartesian RF to a
geodetic RF, and vice-versa. The geodetic and Cartesian frames are linked to each other through the Earth-centric,
Earth-fixed (ECEF) frame. Figure 2 shows the three coordinate systems on a simplified representation of the Earth.
Let us consider the location of point P on the surface of the Earth. Latitude φ and longitude λ angles, and altitude
ζ represent the distances between point P and the equator (latitude), the prime meridian (longitude), and the Earth’s
surface, respectively. The origin of the ECEF frame is at the center of the Earth, with x-axis pointing towards the
intersection between the prime meridian and the equator, z-axis pointing towards the North pole, and y-axis pair-wise
perpendicular to x and y, generating a right-handed Cartesian frame. The third, last RF is also called local tangent
plane, and it is identified by the origin at point P, an x-axis pointing East, y-axis pointing North, and z-axis pointing
upwards. Because of its orientation, this Cartesian RF is named East-North-Up (ENU). Although the figure represents
the Earth as a perfect sphere, the equations linking the coordinate systems model the Earth as an ellipsoid, as it will be
shown hereafter.
To convert a location expressed in the geodetic RF to the ENU frame, first a conversion from geodetic to ECEF
coordinates is necessary. Equation (1) shows the radius of curvature on the Earth surface at latitude φ, where a is the
equatorial radius, and e is the Earth’s eccentricity, Eq. (2). The term f in Eq. (2) is the ellipsoid flatness, defined by the
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equatorial a and polar b radius, Eq. (3).
N =
a√
1 − e2 sin2 φ
, (1)
e =
√
f (2 − f ) (2)
f =
a − b
a
(3)
where a = 6378137 m and b = 6356752.31 m, respectively. The conversion from geodetic coordinates to ECEF
coordinates is carried out through Eqs. (4).
X = (N + ζ) cos φ cos λ
Y = (N + ζ) cos φ sin λ
Z =
(
ζ + (1 − e2)N
)
sin φ
(4)
Once the location of the ENU frame is defined through a geodetic RF (and converted into a ECEF frame using Eqs.
(4)), the distance between the origin of the ENU frame and the current location is calculated as follows. First, compute
the distance between the location of interest and the origin of the ENU frame in the ECEF frame, Eq. (5).
∆X = X − X0
∆Y = Y − Y0
∆Z = Z − Z0
(5)
where (X0,Y0, Z0) is the origin of the ENU frame expressed in the ECEF frame. It is not (0, 0, 0) in the ECEF frame,
but it is (0, 0, 0), by definition, in the ENU frame. Then, the x, y and z coordinates of the location of interest in the ENU
reference frame are calculated using Eq. (6).
x = −∆X sin λ0 + ∆Y cos λ0
y = −∆X cos λ0 sin φ0 − ∆Y sin φ0 sin λ0 + ∆Z cos φ0
z = ∆X cos φ0 cos λ0 + ∆Y cos φ0 sin λ0 + ∆Z sin φ0
(6)
The terms φ0 and λ0 indicate the latitude and longitude of the origin of the ENU frame, e.g., point P in Figure 2.
More information are available in [5, 6].
The conversions described above can be used as follows. The set of way-points, expressed in geodetic RF, and the
estimated times of arrival (ETAs) at each way-point are provided as inputs to the monitoring system. The first way-point
represents point P in Figure 2, which also defines the origin of the ENU frame. As stated above, the linear coordinates
of point P in the ENU frame are x = y = z = 0. The linear distances in the ENU reference frame of the subsequent
way-points are computed using the ECEF coordinates of point P as reference point (i.e., terms X0, Y0, and Z0 in Eq. 5),
calculating ∆X , ∆Y , and ∆Z , and then computing the ENU coordinates x, y, and z using Eq. (6).
IV. Vehicle modeling
This section describes the simple, 6 DoF dynamic model utilized to simulate the flight of a small UAV over a flight
path. The model is described through Newton-Euler equations. It is accurate enough to reproduce the fundamental
dynamics of the vehicle, and therefore provide predictions of the vehicle’s kinematics (position, speed, and acceleration),
and an estimation of the thrust required to accomplish the mission. It is applicable to a variety of UAVs with minimal
tuning, and so it is suitable for implementation in generalized monitoring frameworks. The UAV inertia is described by
lumped masses and the controller is a simplified LQR.
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Fig. 3 2D schematic of the lumped-mass octocopter model. The first dimension (xb) indicates the forward
direction, while the third dimension (zb) is pointing upwards. The terms l and Rb indicates the length of the
arms and the radius of the main body, respectively. The subscript b indicates the body reference frame centered
at the vehicle’s center of mass.
A. Lumped-mass model
Mass and geometric properties of the UAV are defined through a lumped-mass system; a central body sphere with
mass M and radius Rb, n point-masses and beams with mass m and length l, respectively. The mass of the arm has
been assumed concentrated at the rotor location, therefore m refers to the total mass of propeller and arm. The term M
here refers to the mass of the central body comprehensive of a payload. Figure 3 shows the drawing of the simplified
lumped-mass model utilized to represent an octocopter.
We define the body RF as a right-handed RF with z-axis pointing upwards, and x-axis aligned with the front of the
vehicle. The distance of the propellers from the central body, as well as the mass and dimensions of the UAV necessary
to build the model can be easily retrieved from vehicle specification sheet. Following the modeling approach in [3, 4, 7],
The rigid body equations of motion follow Eq. (7).
mt Üs =

0
0
−mtg
 + RBE

0
0
T

I

Ûp
Ûq
Ûr
 =

τφ
τθ
τψ
 −

p
q
r
 × I

p
q
r

(7)
The first row in (7) describes the linear dynamics of the UAV in the inertial RF, where s is the position vector
s = [x, y, z]T , mt is the total mass of the UAV, RBE (φ, θ, ψ) is the rotation matrix from the body RF to the inertial RF,
also named here Earth RF. The subscript BE states for body-to-Earth, and the dependency of RBE from the Euler
angles has been omitted in (7) for clarity. The thrust generated by the rotors is indicated by T . The Euler angles φ, θ, ψ
define roll, pitch and yaw, and g is the magnitude of the gravity vector. The second row in (7) describes the rotational
dynamics of the UAV in the body reference frame, where p, q, and r are the rates of roll, pitch, and yaw, respectively.
The three moments τφ, τθ , and τψ, are generated by the rotors for attitude control, and I is the inertia matrix with
respect to the body frame, whose diagonal elements are IXX , IYY , and IZZ , and the other elements are null. Note that
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the gyroscopic effect has been neglected in this simplified model. The rotation matrix RBE , which transforms a vector
from the local (body) RF to the global (Earth-fixed) frame, and the relationship between angular rates of change and
attitude rates of change can be easily found in literature, [7]. Mass properties and inertia moments are calculated based
on the assumption of lumped-mass model, Eq. (8), where the terms lxb,i and lyb,i represents the distance of motor i
from the center of mass of the UAV projected along the xb and yb axis, respectively.
mt = M + nm (8a)
Ixb xb =
2
5
MR2b +
n∑
i=1
l2xb,im (8b)
Iybyb =
2
5
MR2b +
n∑
i=1
l2yb,im (8c)
Izbzb =
2
5
MR2b +
n∑
i=1
l2m (8d)
The inertia computation proposed here could be improved by modeling the central body of the UAV as a thick disk
instead of a sphere, since the third dimension (zb) is typically smaller than the other two dimensions. The complete
dynamic model can be written in a compact form by combining linear position and velocity variables s, Ûs, as well as
angular position and velocity variables [φ, θ, ψ], [p, q, r], into the state vector x = [s, Ûs, φ, θ, ψ, p, q, r]T . Equation (9)
shows the state-space formulation Ûx = f θ(x, u) of the model, where the terms s·, c·, and t· indicates sin, cos and tan
functions, respectively.
Ûx =

Ûx
Ûy
Ûz
(sθcψcφ + sφsψ) Tmt
(sθ sψcφ − sφsψ) Tmt
−g + cφcθ Tmt
p + qsφtθ + rcφtθ
qcφ − rsφ
q sφcθ + r
cφ
cθ(
Iyb yb−Izb zb
Ixb xb
qr + lIxb xb
τφ
)(
Izb zb−Ixb xb
Iyb yb
pr + lIyb yb
τθ
)(
Ixb xb−Iyb yb
Izb zb
qr + lIzb zb
τψ
)

(9)
B. Controller
An LQR control scheme has been implemented to allow the UAV follow the desired trajectory through the way-points.
For a detailed explanation of the LQR control design technique, please refer to [8–10].
Since the model in Eq. (9) is nonlinear, the implementation of LQR control requires, first, to linearize the model
around a stable condition. The linearized matrices A and B at each time step by using the current system’s state and input
condition. By doing so, the UAV can follow a desired yaw command ψd(t). The controller gain K can be calculated
through the Hamiltonian matrix. First, evaluate the linearized state matrix A and input matrix B at the current state and
input values, and build the Hamiltonian matrix H using A, B, and the weight matrices Q and R, Eq. (10).
H =
[
A −BR−1BT
−Q −AT
]
(10)
The matrix of eigenvectors is extracted by solving the eigenvalue problem for H, and then extracting the Nx columns
whose corresponding eigenvalues λ have negative real part, from the full eigenvector matrix V , Eqq. (11). The term Nx
has been used here to indicate the length of the state vector x.
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V = [v1, v2, . . . , v2Nx ] (11a)
Vr = [vj, . . . ,VNx ], ∀ vj = {vi ∈ V : Re(λi) < 0} (11b)
The resulting matrix of reduced eigenvectors Vr is a 2Nx × Nx matrix, and can be partitioned into two Nx × Nx
matrices, named Vr,1 and Vr,2, and the control gain K can be computed following Eq. (12).
K = R−1BTVr,2V−1r,1 (12)
The matrix K can then be used to estimate the thrust T and the three moments τφ, τθ , and τψ, based on the error
between the desired state and the current state, e = x − xd , Eq. (13).
u = [T, τφ, τθ, τψ]T = Ke (13)
V. Trajectory planning and dynamic re-planning
One of the primary tasks for UAV flight monitoring and safety assessment is to ensure that the UAV follows the
flight plan or mission item defined by the series of way-points and their respective expected times of arrival (ETAs). In
a real-time monitoring framework, the planned trajectory can serve as prior knowledge which is then updated with
GPS measurements once the UAV starts traversing in order to estimate its current state and predict its remaining path.
Therefore, subsequent steps in the monitoring system including computation of safety metrics based on residual battery
life or proximity from obstacles strongly depends on the accuracy of the planned trajectory.
Trajectory generation is the process of computing the position, velocity and acceleration profile of the UAV based
on the way-points and ETA. It is important to note that generated position, velocity and acceleration profiles should be
kinematically smooth such that represents a feasible flight within limits of its stability and control system. In this paper,
two different trajectory generation methods are discussed, one which assumes a sinusoidal form of the acceleration
and the other which generates a composite polynomial curve without the assumption of any underlying function for
acceleration.
A. Trajectory profile based on sinusoidal acceleration
The sinusoidal acceleration profile-based trajectory requires the definition of a series of parameters, such as desired
cruise speed and admissible acceleration of the vehicle, to compute the desired path sd(t), velocity Ûsd(t) and acceleration
Üsd(t). The proposed sinusoidal profile presented here is widely utilized in robotics [11] in which the acceleration profile
in between two way-points is defined by Eq. (14).
Üs = ad sin2
(
pi
t
tb
)
(14)
The vector form indicates that the acceleration should be computed for all three dimensions in the position vector s,
and that the maximum acceleration to be reached during the trajectory can be different according to the direction of
movements. The acceleration time, tb , is computed through Eq. (15).
tb = 2vd  ad (15)
The vector vd contains the x, y and z components of the expected cruise speed of the UAV. The symbol  indicates
the Hadamard (element-wise) division. The relationship between the kinematics variable (position, velocity and
acceleration) and the time of arrival at the way-points td, f is expressed in Eq. (16).
ad =
2v2c
vc td, f − pd (16a)
vd =
td, f ad
4
√
t2
d, f
a2
d
16
− pd ad
2
(16b)
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The term pd defines the arrival position. The problem has multiple solutions when none of acceleration time tb,
maximum acceleration ad , and arrival time td, f are fixed quantities. A practical way to generate the desired trajectory is
to fix the desired cruise speed and an initial guess, close to zero, of the arrival time at the way-point. Such arrival time
should then be increased in an iterative fashion until the maximum acceleration falls below acceptable limits.
B. Trajectory profile based on non-uniform rational B-spline
B-spline curves are often used for trajectory generation in robotic applications owing to their desirable properties
of convex hull and maintaining continuity up to the k − 1 derivative for a curve of degree k [12–14]. The important
characteristic of these curves is that velocity discontinuity at the way-points can be avoided by allowing the UAV to
reach close to the way-point instead of stopping at the exact location. In practice, a UAV does not fly exactly to the
way-points but close enough with thresholds determined before the flight. As long as it stays within those limits, the
UAV fulfills the mission. The resultant output using NURBS therefore generates a curve that passes close to each
way-point such that the corresponding velocity and acceleration profiles remain smooth and within operation limits
and therefore representative of real flight path. Further, clamped B-spline curves [14] ensure that the trajectory passes
exactly through the first and last way-points to ensure take-off and landing conditions of the UAV, similar to a real flight.
Given a set of n + 1 way-points with their ETAs, a B-spline curve can be defined as a piecewise curve where each
component is of degree k, as stated in Eq. (17). The term Ni,k(u) is a basis function computed at i-th way-point,
according to Eq. (18).
x(u) =
n∑
i=1
Ni,k(u)xi, 0 ≤ u ≤ n − k + 2 (17)
Ni,k(u) = (u − ti)Ni,k−1(u)ti+k−1 − ti +
(ti+k − u)Ni+1,k−1(u)
ti+k − ti+1 (18a)
Ni,1(u) =
{
1 if tx ≤ u ≤ ti+1
0 otherwise
(18b)
Knot vector, or t denotes the way-points used to define each segment of the NURBS curve. For example, in Fig. 4,
k = 3, hence points P1, P2, and P3 are used to compute curve segment C1. Points P2, P3 and P4 are used to compute
curve segment C2 and so on. The knot vector is defined in Eq. (19).
ti =

0 if i ≤ k
i − k + 1 if k ≤ i ≤ n
n − k + 2 if i ≥ n
(19)
In this work, a generalized B-spline method known as non-uniform rational B-spline (NURBS) has been used in
order to achieve higher control of the distance of the estimated trajectory from individual way-points by assigning
non-uniform weights to each way-point [14]. NURBS trajectory is generated according to Eq. (20) where hi is the
weight associated with i−th way-point.
x(u) =
∑n
i=0 hiNi,k(u)xi∑n
i=0 hiNi,k(u)
, 0 ≤ u ≤ n − k + 2 (20)
One advantage of using the NURBS algorithm is that no UAV specific parameters are required for generating the
trajectory. Both the position and velocity profiles of the planned trajectory can be obtained using only the global
locations and expected time of arrival (ETA) at the way-points, which makes this approach particularly suitable for
multiple UAVs.
Despite assigning higher weights to way-points, it was observed that the resultant path in the NURBS trajectory
remained away from the way-points in between the first (take-off) and last (landing) position. This behavior is caused by
inherent definition of the NURBS algorithm, as stated in Eq. 20. Distance of the resultant curve from each way-point
depends not on the absolute weight but on the relative weights of each way-points. Increasing weights of one way-point
ensures that the curve passes closer to it but stays away from the other way-points. Hence, a curve passing close to
every way-point with sharp turns cannot be achieved by the NURBS with equally higher weights at all way-points.
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Fig. 4 Schematic of NURBS trajectory generation from example way-points P1 − P7
This challenge was addressed in this study by addition of pseudo way-points to the existing NURBS curve estimation
process. Keeping the weights of pseudo way-points equal to 1, the weights of the original way-points were increased to
values greater than 1 which directed the planned trajectory to move closer to the original way-points, yet maintaining
smoothness in the velocity profile. This enabled a more realistic trajectory estimation particularly for small UAVs which
can maneuver along sharp turns, as demonstrated in Fig. 5. A synthetic set of way-points were used in this example
with ETA : [0, 20, 40, 60, 80, 100, 120] seconds and the weights of way-points were selected as 4. Pseudo way-points
were added at the mean of two consecutive way-points at ETA : [10, 30, 50, 70, 90, 110] with weights equal to 1.
C. Dynamic trajectory re-planning
One of the challenges in predicting the trajectory of an autonomous UAV is unprecedented changes in its planned
path during flight. Although existing prognostic methods such as Kalman filters and particle filters are capable of
estimating model parameters from noisy measurements within an SNR limit, events such as sudden detour from planned
path or unaccounted hovering time can lead to erroneous predictions. In this study, sudden dynamic changes in the UAV
trajectory are taken into account in real time by invoking a ‘re-plan’ of trajectory when measurements are ‘too far off’
from the planned path. The proposed re-plan procedure is described as a flowchart in Fig. 6.
When a new GPS measurement is available during the UAV flight, the true location as reported by the GPS is
compared with the planned location given by the NURBS trajectory. If the distance between these two locations in the
inertial reference frame is greater than a predefined threshold or if the observed time at which the UAV reaches the
location is greater or lesser than the expected ETA, the UAV is considered to have deviated from its initial plan and the
re-plan strategy is summoned. Hence, a synthetic hyper volume with four dimensions (xE , yE , zE and t) is generated
along the planned trajectory as shown in figure 7 in order to decide whether current trajectory needs re-planning.
An example scenario is demonstrated in Fig. 8 on the simulated trajectory where detour is enforced in the UAV
measurements starting from 45 seconds to 65 seconds. Hence the UAV took additional 20 seconds to reach the final
way-point. By implementing the proposed approach, trajectory re-planning strategy was invoked at t = 46.66 sec when
the difference between measurements and planned location exceeded a threshold of D = 4m, as denoted by the blue
dashed path in Fig. 8. This procedure continued until the planned trajectory matched the measured positions and time
of the UAV. ETA at the final way-point of re-planned trajectory was recorded as 141.49 sec which depicts the capability
of the proposed method for tracking UAV measurements in real time.
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(a)
(b)
Fig. 5 NURBS trajectory from simulatedway-points with andwithout pseudo points (a), and respective velocity
profiles (b).
VI. Results
The flight data utilized to test the algorithm was obtained from a short autonomous flight test over 17 way points, for
a total flight time of approximately 6 minutes. Figure 9 shows the flight test area, the type of vehicle utilized for the test,
the series of way-points, as well as the coordinates in a geodetic RF. The flight test was conducted at NASA Langley
Research Center, utilizing a commercial DJI S1000 octocopter. The autonomous pilot system is the ArduCopter, part
of ArduPilot (http://ardupilot.org/ ). The flight plan, interchangeably referred to as 4D trajectory in this section, is
the list of way-points and the corresponding estimated times of arrival (ETAs) at each way-point. The position of the
UAV during the flight, which was estimated using the extended Kalman filter embedded into the Ardupilot system, was
utilized in a playback mode to test dynamic re-planning features of the algorithm, and compare the predicted ETAs and
velocity profiles against experimental observations.
A. Estimating time of arrival at way-points
The different stages of the flight are the following: an initial climb, forward flight for approximately 3 minutes,
descent onto a specific location, climb, return to base. Figure 10 shows latitude, longitude, and altitude as time passes
by. The figure shows the initial flight plan compared to the observed vehicle’s location on the left column (sub-figures
10a, 10c, and 10e), and the flight plan after the first re-plan (sub-figures 10b, 10d, and 10f). First, it should be noticed
that the actual times of arrival of the vehicle at the way-points is slightly different from the ETA defined in the flight
plan, as clearly visible when latitude and longitude in Figs. 10a and 10c are not constant. The altitude during horizontal
flight is also affected by fluctuations within ±2m, which may or may not be considered acceptable depending on the
application (Fig. 10e).
A new set of way-points generated during the first dynamic re-plan is presented in the right column of Fig. 10. The
autonomous re-plan occurred when the vehicle’s position fell outside the synthetic volume described in Section V.C.
The intent of the dynamic re-plan is to enhance the time of arrival and future velocity profile estimations accounting for
potential delays or deviations from the expected UAV position. The vehicle location at the time of the dynamic re-plan
becomes the first way-point of the new flight plan, while the remaining way-points and ETAs remain unchanged. As
visible from the two sub-figures showing latitude and longitude, the predicted trajectory of the vehicle appears closer to
the vehicle true trajectory in flight (compared to Figs. 10a, 10c, and 10e). The errors between the predicted and actual
positions, in the second part of the flight, remain unchanged. During the rest of the flight, the vehicle falls outside of the
hypersphere volume two additional times, and therefore two other re-plans are performed.
The error on the predicted ETAs during the play-back of the flight data is reported in Fig. 11. The y-axis shows the
absolute error between the ETA obtained by the flight plan and the actual time of arrival at the way-point, computed as
|ETAFP − TAexp |, where the term ETAFP indicates the ETA given by the flight plan, and TAexp indicates the actual
time of arrival observed experimentally. The figure has two x-axes. The first one (on top) shows the way-point number.
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Fig. 6 Flowchart for dynamic trajectory re-planning.
x (E)
y (N)
z (U)
trajectory
proximity volume ∈ [t−∆t, t + ∆t]
first sphere at t−∆t
last sphere at t + ∆t
expected position at t
Fig. 7 Synthetic volume around the planned trajectory utilized to decide whether the current prediction needs
a re-plan. The inertial reference frame on bottom-left is fixed on the ground.
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Fig. 8 Trajectory re-planning based on simulated noisy measurements.
The second x-axis (at the bottom) shows the observed arrival time in seconds. The vehicle take off defines the initial
time (t = 0). The error bars are divided according to the re-planning occurred during flight. Way-point 1 has no error
bar, since it corresponds to the starting point of the flight. The blue error bars, with black contours, indicate the error on
the times of arrival from the first prediction. The orange bars, with dashed contours, starts from way-point 6, since the
first re-planning occurred after 5 way-points were crossed. Besides the error on the ETA of few way-points (8, 11, 13,
17) seems to increase, the error on the rest of the way-points is reduced, sometimes drastically (see way-points 6, 7, 10,
12). Similarly, the third dynamic re-plan occurred after 13 way-points were crossed. This time, the error on the ETA of
the upcoming way-point (14) is further reduced, but the error on the two subsequent way-points (15-16) is increased.
The reason for those increasing errors can be understood by observing the latitude of the vehicle right before way-point
13, around 13:17 (see Fig. 10a). The vehicle leaves the current location and starts approaching way-point 14 earlier
than expected, causing a dynamic re-plan. However, its speed is slower than the speed it was supposed to fly over that
segment of the flight plan, as indicated by the slopes of the two lines describing the flight plan and the observed latitude.
This inconsistency between the expected speed and the actual speed of the vehicle during that segment of the flight
makes the errors on the ETAs of way-points 15 and 16 after the second re-plan increase. The average absolute error
on the remaining ETAs of the flight plan is 7.6 s, 5.2 s, 7.6 s, and 1.2 s for: initial flight plan, first, second, and third
re-plan, respectively. The second re-plan produces a larger error than the first one for the reasons explained above. It
should be noticed that the absolute error is always below 10 seconds. However, the flight analyzed here was very short
(approximately 6 minutes), and the distances covered very limited. The absolute error may be substantially larger when
estimating ETAs of longer flights.
B. On the prediction of the velocity profile
The speed predicted with the NURBS-based trajectory generation algorithm is compared against the observed
velocity in the cartesian ENU reference frame. Figure 12 shows the velocities over the entire flight. The thick, slightly
transparent lines are the desired velocities to reach every way-point at the ETA specified in the 4D trajectory, while the
dashed lines refers to the observed velocities, calculated by differentiating the filtered position of the vehicle provided
during flight. Focusing on the speed in the local x- and y-direction during the first part of the flight, it is possible to
appreciate fairly large errors between the predicted and observed speed, where the vehicle is trying to reach a cruise
speed of approximately 6 m/s while the NURBS algorithm produces a more regular, lower speed. This discrepancy is
caused by the ETA-based approach utilized for the NURBs, against the desired-speed approach utilized in the Ardupilot
system.
The first dynamic re-plan provides slightly better estimates of the velocities along x- and y-directions right before
13:14, however, the large errors on the speed along the x-direction observed around 13:17 is not corrected until the
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(a) (b) (c)
(d)
Fig. 9 Location (9a) and map (9b) of the experimental flight, and picture of the type of vehicle (DJIS1000)
utilized for the flight test (9c). The way-points and the actual path observed during flight are reported in a
lat-lon-alt reference frame (9d).
second re-plan, Figure 13.
C. Introducing model disturbances in the dynamic model
Trajectory generation algorithms, like the ones described in Section V and applied in the previous subsection, can
provide fairly accurate estimations of the expected times of arrival, while the simulation of the vehicle’s dynamic over
the entire flight provides estimation of the required thrust to complete the mission. Moreover, the 6 DoF dynamic model
can easily accommodate aerodynamic effects and effects from external disturbances, provided that models to describe
such effects are available. A preliminary test on model disturbances has been carried out by introducing noise in the
state-space equation (9) based on the correlated, standard noise model for inertia measurement units (IMU). Such a
correlated noise assumes the form in Eq. (21).
ω = x + v
Ûx = 1
τ
x + w
(21)
The terms v and w are two Gaussian random variables with constant variance, τ is a parameter defining the
time-correlation between the noise samples, x is an ancillary random variable driven by τ and w, while ω is the actual
perturbation term entering the state-space equation. More information on IMU standard noise model and modeling
of correlated noise in [15–17]. In this study, we choose to model disturbances within the acceleration and angular
acceleration terms, as well as the velocity equations. The noise in the linear and angular acceleration equations are
characterized by small time-correlation values τ, and therefore closer to a white noise. While the parameters of the
noise introduced in the velocity equation were selected to ensure high correlation, introducing therefore a colored noise.
The variance of the Gaussian random variables v, w, as well as the correlation parameter τ were selected empirically
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(e) (f)
Fig. 10 Observed vehicle’s position over time compared against flight plan. The left column shows the initial
flight plan and the observed latitude (10a), longitude (10c), and altitude (10e) coordinates. The right column
shows the new plan after the vehicle fell out of the hypersphere volume (10b, 10d, and 10f).
based on experimental data from another flight, which was not presented here for the sake of brevity.
Figure 14 shows an example of the velocity profile simulated with the state-space formulation and the standard noise
model in Eq. (21). The perturbation introduced in the model produces the fluctuations in the simulated velocity. The
plot within the figure shows the simulated and observed speed along the x-direction (East) in a small time window,
during the first part of the flight, highlighting the similarities between the two speed profiles.
VII. Conclusions
This work proposed a versatile framework for unmanned aerial vehicle monitoring during flight. The approach
leveraged a 6 DoF model with simplified LQR controller, a NURBS-based trajectory profile generation, and a dynamic
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Fig. 11 Absolute error on the arrival times at each way-point. The bars are not perfectly centered on top of
the way-point number to accommodate multiple bars referring to different re-plans.
re-planning approach utilized when the kinematic profile observed during flight differs from the expected one. The
algorithm is characterized by low-computational costs, it depends on a very limited number of vehicle’s parameters, and
could also accommodate real-time data to refine vehicle’s models and improve predictions.
The NURBS algorithm, in its state-of-the-art version, allows a smooth trajectory that may not be suitable for small
rotary-wing aircraft required to execute sharp turns, for example in constrained environments. The concept of pseudo
way-points proposed here allows the definition of arbitrary sharp turns, which makes the algorithm suitable for both
fixed-wing and rotary-wing aircraft trajectories by simply adjusting the NURBS weights.
Focusing on the UAV dynamic model, the introduction of correlated disturbances in the UAV dynamic model, which
were defined according to a standard IMU noise model and tuned using historical data, allowed realistic representations
of velocity variations. The output speed profiles could be utilized to compute the energy necessary to accomplish the
mission, and enable prediction of battery discharge rates.
The proposed framework enables in-time monitoring of small UAV operations. It could be utilized to compute
in-time safety indicators, for example proximity to static or dynamic obstacles, thanks to dynamic re-routing capability.
Also, it could provide input to battery models to compute the remaining time to discharge based on the required thrust
and velocity to accomplish the mission.
Future research efforts will include generalizing the framework to fixed-wing UAVs and other types of vehicles,
e.g., tilt-rotor aircraft. Moreover, the introduction of robust, easy-to-tune models for aerodynamic and wind effects
within the framework is an important step to improve prediction of times of arrival and enable reliable thrust and power
consumption estimation.
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Fig. 12 Expected and observed velocities over the entire flight in a local, Earth-fixed ENU reference frame.
Fig. 13 Estimated and observed velocities over the entire flight after the second dynamic re-plan.
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