Abstract-This paper proposes an efficient framework for the total least squares (TLS) estimation of differentially flat system states and parameters. Classical ordinary least squares (OLS) estimation assumes: (i) that only the dependent (i.e., output) signals are noisy, and that (ii) the independent (i.e., input) variables are known. In contrast, TLS estimation assumes both the input and output signals to be noisy. Solving TLS problems can be computationally expensive, particularly for nonlinear problems. This challenge arises because the input trajectory must be estimated in a TLS problem, rather than treated as given. This paper addresses this challenge for differentially flat systems by utilizing a pseudospectral expansion to express the input, state, and output trajectories in terms of a flat output trajectory. This transforms the TLS problem into an unconstrained nonlinear programming (NLP) problem with a small number of optimization variables. We demonstrate this framework for an example involving estimating the states and parameters of a second-order nonlinear flat system. Our approach reduces the number of optimization variables from 1503 to 33, while achieving state and parameter estimation errors below 5% and 7%, respectively.
I. INTRODUCTION
This paper proposes a computationally efficient framework for the total least squares (TLS) estimation of differentially flat system states and parameters. The paper combines two established tools from the literature, pseudospectral optimization and differential flatness, for state and parameter estimation in systems with noisy input and output measurements.
Least squares methods are widely used in the literature for solving problems including curve fitting, state estimation, and system identification [1] - [4] . There are two categories of least squares problems: ordinary least squares (OLS) and TLS. The OLS problem assumes that only the output variables of a given system are corrupted by noise, while true input values are known. The TLS problem, in contrast, assumes both input and output measurements to be noisy.
Linear TLS problems can be solved using well-developed singular value decomposition (SVD) approaches [4] , [5] . Additionally, in the control literature many researchers formulate linear system identification problems as TLS problems, which can be solved using tools such as Hankel matrix and subspace identification [6] , [7] .
It is challenging to solve TLS estimation problems for nonlinear systems [8] . Since both the input and output measurements in these problems are assumed to be noisy, one must optimize both of these trajectories, rather than treating the inputs as known. This can easily furnish nonlinear optimization problems with hundreds of decision variables, quickly compromising computational tractability. Moreover, the underlying system dynamics translate to equality constraints in nonlinear TLS estimation.
Given the above challenges, the overall goal of this paper is to solve TLS estimation problems for differentially flat systems in an efficient manner. The concept of differential flatness was first introduced by Fliess et al. [9] . A system is differentially flat if it possesses flat output variables, equal in number to its input variables, such that the state and input variables can be expressed in terms of the flat outputs and a finite number of their derivatives, and the flat outputs can be expressed in terms of the state and input variables and a finite number of their derivatives. Differential flatness is attractive because it makes it possible to express all system state, input, and output trajectories in terms of time histories of the flat output variables. This simplifies trajectory optimization problems significantly: a fact that can be very beneficial in optimal control applications [10] , [11] . This paper solves TLS problems for flat systems using a pseudospectral approach. The paper examines the TLS estimation of both system trajectory variables and constant parameters. We use a pseudospectral method to express the trajectory variables (i.e., the state, input, and output variables) in terms of the values of a flat output trajectory at specific collocation points. This transforms the TLS problem into a nonlinear programming (NLP) problem, which can be solved using well-developed NLP algorithms [10] , [12] . The choice of collocation points has significant computational advantages compared to the use of evenly distributed discretization points in the time domain [12] .
State and parameter estimation problems for nonlinear systems are widely studied in the literature. Extended Kalman filters (EKF), Unscented Kalman filters (UKF), and nonlinear observers are widely used [13] , [14] . The fact that our estimation approach relies on nonlinear programming rather than classical feedback-based state and parameter estimation makes it possible to account for physical constraints on the estimated state variables, input variables, and parameters. This can potentially improve estimation accuracy and convergence for systems exhibiting such constraints [15] .
The literature already examines the use of pseudospectral methods and differential flatness for estimation. Gong et al., for instance, build a state observer for nonlinear systems using pseudospectral methods [16] . Moreover, both Fliess et al. and Mahadevan et al. exploit differential flatness for OLS state estimation problems [17] , [18] . Compared to the above work, this paper's focus is on total (rather than ordinary) nonlinear least squares state and parameter estimation for differentially flat systems using pseudospectral methods. We demonstrate the proposed estimation framework using a nonlinear mass-spring-damper state and parameter estimation example. The results of this simple demonstration study are very encouraging: the proposed framework converges to accurate state and parameter estimates with very low computational cost.
The remainder of this paper is organized as follows. Section 2 introduces general total least squares problems. Section 3 reviews the concept of a differentially flat system. The Legendre pseudospectral method (LPM) combined with the differential flatness property is introduced in Section 4, and serves as a foundation for the computationally efficient TLS state and parameter estimation framework presented in this paper. The paper demonstrates this framework on a nonlinear mass-spring-damper TLS state and parameter estimation problem in Section 5. Finally, Section 6 concludes the paper and summarizes its contributions. This section introduces TLS estimation, and formulates a generic TLS state and parameter estimation problem. The problem assumes that the input and output noise processes are both independent, identically distributed (i.i.d.). However, the overall contributions of this paper can be easily extended to drop this assumption.
II. TOTAL LEAST SQUARES ESTIMATION
Consider a general continuous-time dynamic system:
where x ∈ R nx , u ∈ R nu , y ∈ R ny , and θ ∈ R n θ are the state, input, output, and unknown parameter vectors, respectively, so that f : R nx × R nu → R nx and g :
Our goal is to estimate the parameters θ and state trajectories x(t) including the initial states, given measurements of the inputs and outputs. This problem can be formulated as an OLS or TLS problem. The difference between the OLS and TLS formulations is highlighted in in Fig. 1 : OLS problems assume that only the output variables are corrupted by noise, and treat the input variables as known exactly. In contrast, TLS problems assume that both the input and output measurements are noisy. Therefore, TLS estimation attempts to minimize the "orthogonal distance" (rather than vertical distance) between the estimated system trajectory and the input-output measurement pairs.
Suppose that the dynamics of the system in Eq. (1) are discretized in time, to furnish a model of the form:
where k = 1, 2, . . . , n, n is the number of data points, w k ∈ W is the input noise, and v k ∈ V is output measurement noise, respectively. The noise processes are assumed to be zero-mean and Gaussian. If we assume that the input measurement is accurate (i.e., w k = 0) and the output noise is iid, this furnishes the OLS problem. It minimizes the sum of squared vertical distances from each data point to the estimated curve as shown in Fig.  1 . The OLS problem can be formulated as
subject to:
where · 2 represents the L 2 norm of the corresponding vector and· is the estimated value.
In contrast, the TLS problem assumes that neither the input nor output variables can be measured perfectly and there are noise signals associated with these variables. The measured input u m,k consists of the true but unknown input u k corrupted with noise. TLS minimizes the sum of orthogonal squared distance from data points to the estimated curve, as shown in Fig. 1 . Mathematically, this translates to:
The cost function J has two weighted squared errors: (i) the difference between the estimated output y k and the measured output y m,k (ii) the difference between true but unknown input u k and the measured input u m,k . The weights Q and R represent the confidence the estimator puts on input and output data and can be chosen according to the variance of measurement noise. There are two challenges when one solves the estimation problem in Eq. (4) . First, the number of optimization variables can be very large, especially when the number of measurements n is large. More specifically, the set of optimization variables includes all of the input values u k and state variable values x k at each sampling time, which results an optimization problem with n×(n u +n x ) variables. This can quickly lead to intractability. Second, the dynamic equality constraint Eq. (2) makes the problem more difficult to solve, especially for nonlinear systems. The proposed framework can transform the TLS estimation problem (4) into an unconstrained optimization problem with only N ×n u variables, where N is the number of collocation points and is typically much smaller than the number of data points.
III. DIFFERENTIALLY FLAT SYSTEMS
The concept of differential flatness is widely used in different fields [10] , [11] , [19] , [20] . The system in Eq. (1) is differentially flat if there exists a fictitious variable, called the "flat output" z, such that [9] , [21] 1) the state x and input u can be expressed in terms of the trajectory of the flat output z and a finite number of its derivatives
2) the flat output z can be expressed in terms of state x, input u, and a finite number of the input's derivatives
where α, β, γ are integers which vary for different systems and z (r) is the r th derivative with respect of time. Suppose the system (1) is flat. Based on the definition of a differentially flat system, the optimization problem in Eq. (4) can be transformed into an unconstrained optimization problem:
where the output and input can be expressed as functions of the flat output trajectory, i.e., y k = G k (z) and u k = φ u,k (z). Note that the full flat output trajectory z is required, not just z k , the value of the flat output at a specific instant in time.
Essentially, the problem in Eq. (4) is now transformed into the flat output space where one only needs to optimize the parameters θ, together with the trajectory of the flat output z. Since the system dynamics are automatically satisfied using differential flatness, there is no system dynamic equality constraint. The end product is the problem in Eq. (7), an unconstrained optimization problem.
IV. FLATNESS-BASED LEGENDRE PSEUDOSPECTRAL METHOD
This paper uses pseudospectral methods to optimize the trajectory of the flat output z, which furnishes an efficient parameterization method compared to traditional methods using evenly distributed discretization points. This section briefly introduces the implementation of the Legendre pseudospectral method (LPM) for differentially flat systems.
The LPM uses Legendre-Gauss-Lobatto (LGL) points as collocation points. These are the roots of the first derivative of (N − 1) th degree of Legendre polynomial, P N −1 [12] , where N is the number of discretization points (which are the same as collocation points). The LGL points are located in the range [−1, 1] in a transformed temporal domain. Thus, to use this set of collocation points as discretization points, time should be mapped from t ∈ [t 0 , t f ] to τ ∈ [−1, 1] with τ 1 = −1 and τ N = 1
where t 0 and t f are the initial time and final time of the optimization. The flat output trajectory z(τ ) is approximated by a basis of N Lagrange polynomials based on the N collocation points
where z is the interpolated flat output trajectory and the Lagrange polynomial bases are
These Lagrange polynomials have the property
which gives accurate interpolated flat output at collocation points, i.e.,
One benefit of pseudospectral methods is that time derivatives can be calculated analytically using the Lagrange polynomials. The first order derivation of flat output z, for instance, can be expressed aṡ
where D 1 ∈ R N ×N is the pseudospectral differentiation matrix defined as D 1 (i, j) =L j (τ i ). The differentiation matrix can be calculated either using Eq. (10) or using the following formula
The r th order derivative of flat output z can be expressed as
where D r = L Substituting Eq. (13) into Eq. (5) gives the mappings from z to x and u
T . The mappings are φ x,i :
Moreover, the cost function is calculated. Traditional pseudospectral methods calculate the cost function using the quadrature rule at collocation points [22] , [23] . This requires the values of input and output variables at collocation points. Typically, these values are available for optimal control problems because the state and input variables evaluated at collocation points are the optimization variables. For estimation problems, however, the measured input and output values are typically available at each sampling time. There are two ways to calculate the cost function in problem (4): (i) one can use interpolation to approximate the measured data at the collocation points [23] ; (ii) one can calculate the summation of squared errors at each sampling time by interpolating the flat output z(τ i ) using collocation points following (9) . This paper chooses the second approach. This guarantees that the data used for cost function calculation represent real measurement rather than measured.
Finally, the constrained optimization problem (4) can be transformed into an unconstrained NLP problem
with optimization variable asẐ ∈ R N nu andθ ∈ R N n θ . System dynamics (1) are automatically satisfied by the exploitation of differential flatness using (5) . If the problem (4) is solved using the traditional way (i.e., optimizing the state and input variables at each sampling time), the total number of optimization variables would be n × (n u + n x ), which is computationally very expensive.
Note that the proposed framework can solve the TLS problem with other constraints, such as the state and input constraints, although classical TLS estimation problems do not have these constraints. This has the potential to improve estimation accuracy for problems with physical constraints [15] .
V. AN ILLUSTRATIVE EXAMPLE: NONLINEAR MASS-SPRING-DAMPER SYSTEM

A. Estimation Problem Formulation
This paper demonstrates the proposed flatness-based pseudospectral framework by solving a state and parameter estimation problem for a nonlinear second order mass-springdamper system. The dynamics of the nonlinear mass-springdamper system in state-space form arė
where x The goal of this estimation problem is to estimate the velocity x 2 and all parameters (i.e., k, c, and m) given noisy input measurement u m and output measurement y m . This problem has the same formulation as problem (4) . To solve this estimation problem, the proposed flatness-based pseudospectral framework is adopted. The system (18) is differentially flat with the displacement i.e., z = x 1 , serving as the flat output. The trajectory of the flat output z is optimized using the pseudospectral methods.
B. Results
This paper adopts two inputs to test the TLS estimator: a sine wave and a linear input. The variablesx 1 ,x 2 ,û, andθ are the estimated displacement, velocity, input, and parameters respectively. The duration of the problem is t ∈ [0s, 5s] with the sampling rate ∆t = 0.01s, which implies the number of sampling points n = 500. The number of collocation points is set to be N = 30. This example adopts the true initial condition as x 1 = [0, 0]
T and the initial guess for TLS estimator to bex 1 = [−10, −10]
T . The estimation results shown in Fig. 2 and Fig. 3 estimate state and input variables relatively accurately. The term err(·) represents the estimation error, i.e., the difference between estimated value and the true value. The Fig. 2b and Fig. 3b have larger uncertainties in measurements and therefore the estimated input has larger absolute error compared to Fig. 2a and Fig. 3a . However, the estimated parameterθ and velocityx 2 are still very accurate.
Additionally, this paper demonstrate the proposed framework for the TLS estimator using a Monte-Carlo simulation. We use the root-mean-square (RMS) error as the metric for the accuracy of the TLS estimator. We simulate the estimator for 100 runs using the same set of parameters as the one used in Fig. 2a The average simulation time for each run is 1.54s on a laptop with a 2.4GHz CPU. The results shown in Fig. 4 represent the RMS error of the estimator. The state estimation error of the velocity is within about 5% and the parameter estimation error is about 0.5% to 7%, even with a large input noise and moderate output noise.
It is computationally efficient to solve state and parameter estimation problems using the proposed framework for estimation problems. The resulting problem is an unconstrained NLP problem with N+3 = 33 optimization variables (including three parameters). If the problem is discretized using the finite difference method, it would result in a constrained nonlinear optimization problem with n × (n u + n x ) + 3 = 1503 optimization variables and n × n x = 1000 dynamical equality constraints.
VI. CONCLUSIONS
This paper proposes a computationally efficient framework for total least squares (TLS) nonlinear state and parameter estimation for differentially flat dynamics systems. This framework transforms the original system into the flat output space by exploiting the differential flatness property. The trajectories of the resulting flat output variables are then optimized using pseudospectral methods. The end product is an unconstrained nonlinear programming (NLP) problem which is relatively easy to solve. This significantly reduces the number of optimization variables and eliminates explicit equality constraints to make TLS estimation problems more tractable. This paper demonstrates the proposed framework by solving a nonlinear TLS state and parameter estimation problem with a nonlinear mass-spring-damper system. The results show the framework to be very efficient and accurate. 
