We propose the reduced-shifted Conjugate-Gradient (RSCG) method, which is numerically efficient to calculate a matrix element of a Green's function defined as a resolvent of a Hamiltonian operator, by solving linear equations with a desired accuracy. This method does not calculate solution vectors of linear equations but does directly calculate a matrix element of the resolvent. The matrix elements with different frequencies are simultaneously obtained. Thus, it is easy to calculate the exception value expressed as a Matsubara summation of these elements. To illustrate a power of our method, we choose a nano-structured superconducting system with a mean-field Bogoliubov-de Gennes (BdG) approach. This method allows us to treat with the system with the fabrication potential, where one can not effectively use the kernel-polynomial-based method. We consider the d-wave nano-island superconductor by simultaneously solving the linear equations with a large number (∼ 50000) of Matsubara frequencies.
I. INTRODUCTION
A Green's function in a quantum field theory plays a key role to describe elemental excitations in both highenergy and condensed matter physics. Calculating a Green's function without knowing all eigenfunctions of a many-body Hamiltonian is one of strong theoretical tools to investigate physical systems. A exception value is described by a summation of Matsubara Green's functions on an imaginary frequency axis. A finite order parameter, which is one of exception values, causes a phase transition with a spontaneous symmetry breaking. In a topological phase without a spontaneous symmetry breaking [1, 2] , the corresponding bound states at a boundary is calculated by a Green's function. The kernel-polynomial method (KPM) is one of efficient approaches to calculate a Green's function [3] . We note, however, that this method can calculate a Green's function only near the real-frequency axis.
One of the possible approaches to calculate a Green's function is to solve linear equations, since a Green's function is defined as a resolvent of a Hamiltonian operator G(z) ≡ [zI − H] −1 with a complex frequency z. Each matrix element of the resolvent is connected to a corresponding excitation. It seems unreasonable that a massively amount of linear equations at each frequency to calculate the matrix elements by a brute-force approach.
We propose that, with the use of our novel ConjugateGradient (CG)-based method, solving linear equations becomes effective in terms of calculations of exception values. Our method, which we call the reduced shifted CG (RSCG) method, does not calculate solution vectors of linear equations but does directly calculate a matrix element of the resolvent. On the basis of the shifted CGtype method [4, 7] , we develop the algorithm which updates reduced quantities realized by matrix operations to the solution vectors in the CG iteration loops, as shown in Table III .
To illustrate power of our method, we choose a nanostructured superconducting system with a mean-field Bogoliubov-de Gennes (BdG) approach. There are several reasons as follows. Firstly, the mean-field description of inhomogeneous superconductivity through the BdG equations has been highly successful to find unconventional physical phenomena and the BdG equations in real space have been used in a large number of situations where translational symmetry is broken. Secondly, the physically important eigenvalues of the BdG Hamiltonian are located around a center of the eigenvalue distribution and the self-consistent calculation needs the half of eigenvalues and eigenvectors. This means that the numerical methods which can calculate limited number of small eigenvalues, such as the Lanczos method, can not be adopted. Thirdly, the KPM, which is another Green's function-based method, has been used in many papers [8] [9] [10] [11] . We show that the RSCG method allows us to treat the system where one can not use the KPM effectively due to a fabrication-potential-induced broad distribution of eigenvalues. Finally, an accurate self-consistent calculation has a great demand, since superconductivity has multi length scales (i.e. an inverse of a Fermi-wave length (∼Å), a superconducting coherence length (∼ 10-100 nm), and a magnetic field penetration length (∼ µm)). This method calculates a mean field with a desired accuracy.
This paper is organized as follows. In Sec. II, we propose the general formulation of the RSCG method. We firstly introduce the CG and shifted CG methods to describe the RSCG method. In Sec. III, we focus on the formulation for the BdG theory of superconductivity. We show the self-consistent calculation scheme with the use of the RSCG method. In Sec. IV, we illustrate a power of the RSCG method in the d-wave nano island and swave vortex lattice. We simultaneously solve the linear equations with a large number (∼ 50000) of Matsubara frequencies. In Sec. V, we refer to technical remarks to describe the advantages of the RSCG method. The conclusion is given in Sec. VI.
II. FORMULATION OF THE REDUCED-SHIFTED CONJUGATE-GRADIENT METHOD
An important quantity in the quantum field theory is a matrix element of the resolvent of the Hamiltonian operator H called Green function:
where a vector |α is characterized by an index α in the Hilbert space. For example, a zero-temperature general dynamical correlation function with given two operators A and B can be defined through
where |0 is a many-body ground state [3] . By solving the linear equation defined as
the matrix element is expressed as
without explicit diagonalization of the Hamiltonian. Representation of the problem is chosen as finite dimension for numerical calculation eventually. For large and sparse problems, iterative linear solvers are favorable rather than direct solver such as LU-decomposition due to avoid cubic scale increase of calculation cost. Throughout this section, we usually use linear algebraic expression to avoid misinterpretation. In order to focus on reason why RSCG works well for our purpose, we go through only essence CG and shifted CG solvers. Rigorous proof can be found in [5] and [6] .
A. Conjugate Gradient (CG) method and Krylov subspace
We consider a linear equation expressed as
with x, b ∈ C n , and A ∈ C n×n . Here, we assume A is regular and a Hermitian matrix. 
Next we introduce a key concept to govern nonstationary iterative solvers for linear equations, Krylov subspace. Krylov subspace with k-th order is defined as,
Lower Krylov subspace is a subset of higher Krylov subspace:
We suppose an iterative sequence to solve the linear equation starting from an initial guess x 0 and corresponding initial residual r 0 = b − Ax 0 . We seek a correction to initial guess by a rule such that the k-th correction is in k-th Krylov subspace with v taken as the initial residual : x k − x 0 ∈ K k (A, r 0 ). This procedure leads to a property that k-th residual is in the k + 1-th Krylov subspace:
The CG solver is derived such that k-th residual vector, r k = b − Ax k , is imposed to be perpendicular to the k-th subspace:
this is called Ritz-Galerkin condition. This conditions leads to the well-known CG algorithm written in Table I . One should note that only linear operations to vector are included in the iteration, namely just update the vectors via scalar-or matrix-vector products. Popular iterative solvers, the Biconjugate gradient (BiCG), the conjugate orthogonal conjugate gradient (COCG), the generalized minimal residual (GMRES), and so on, are also derived based on the concept of Krylov subspace with different matrices and different condition rather than Ritz-Galerkin condition. We introduce a class of problem that series of linear equations whose matrices are connected each other by just shift of scalar times unit matrix from a common matrix with fixed right side vector:
with σ ∈ C, a general regular matrix A ∈ C n×n , and the unit matrix I. This set of series is called shifted linear equations, or shifted linear systems in more mathematical community, and the scalar σ is called shift. One recognizes that this is frequently appeared in problem of physics, if the shift is regarded as a frequency.
Since Krylov subspace is the fixed vector multiplied by a polynomial composed by the matrix, Krylov subspace is invariant under the scalar shift with fixed vector:
This property allows us to reuse Krylov subspace created at a point to other shifted linear equation to obtain sequence of approximated solutions. In the CG procedure, most computationally demanding parts are from the subspace construction, namely matrix-vector product, fifth line in the Hereafter, we proceed to constructing the shifted CG algorithm. We assume Hermitian matrix for A again and a real shift σ ∈ R here. We enforce same initial residual to whole shifts, to realize same Krylov subspace construction. A trivial solution is that zero vectors as initial guess for all shifts: x 0 (σ) = 0, r 0 (σ) = b. For simplicity, we take a point that σ = 0 as the seed to generate Krylov subspace as an example. Combining fifth and seventh lines in Table  I , we obtain a recursive formula constituted by only residuals for the seed:
Since σI + A is Hermitian, we can apply CG algorithm Table I to each shifts of shifted linear equations. The relation (10) is also true for shifted linear equations:
Since generated Krylov subspace is common among whole shifts and dimension of a space such that K k+1 ∩ K k is unity, the residuals at arbitrary shifts undergo collinear to the seed residual, r k (σ) r k . We denote the coefficient to the seed residual as r k (σ) = ρ k (σ)r k , which connects (10) and (11). Thus, we have formulae to obtain α k (σ), β k (σ) by comparing each components, r k , Ar k , r k−1 :
This relation allows us to evolve the iterations at shifts without any matrix-vector products via rational operation for scalar quantities obtained at the seed point. This is shifted CG.
The shifted CG is not applicable to G αβ (z) in Eq. (4), since complex value z violates the Hermitian condition for the matrix zI − H. For real symmetric common matrix with complex shift, shifted COCG is suitable [4] . However, shifted CG algorithm can be applied to a problem that shifts are generally complex as long as we take the seed on real-axis. We explain how the trick is justified in our problem.
We assume more general situation, a regular matrix A and complex shift σ, for a while. For this purpose, We have shifted biconjugate gradient (BiCG) solver which is applied to linear response calculation within timedependent density-functional theory [22] . The shifted BiCG solver requires an additional auxiliary problem (σI + A) H y(σ) = c, where choice of the vector c is arbitrary unless orthogonal to the vector in original problem c H b = 0. The shifted BiCG algorithm is quite similar to the shifted CG one except for evaluation ways to α k and β k at seed. When we take a condition that the matrix A is Hermitian and shift is real and c = b, the seed algorithm of shifted BiCG becomes exactly same as one of shifted CG. Additionally, generation formulae for shifts from a seed is common among the two approaches. Therefore, we can take a approach that CG iteration is evolved at a seed on real axis and approximated solutions at generally complex shifts are generated according to effectively same formula as shifted CG. The actual procedure is written in Table II. This trick allows us to reduce computational effort in two situations. First situation is that complex shifts with Hermitian common matrix, A. The operations related to auxiliary linear equation in BiCG can be skipped, leading to half reduction of most computationally demanding part, namely matrix-vector operation at seed. Second
End Do 18. End Do situation is that complex shifts with real symmetric matrix for common matrix rather than Hermitian. For the case, we have another choice that employing COCG and shifted COCG, regardless the trick. However, COCG requires complex component operations if we take a seed on not real-axis. Only real-value operations are available by putting a seed on real axis, leading to half reduction of the matrix-vector operation.
Although significant reduction of heaviest calculation cost is realized by use of the shifted CG, it does not help to reduce memory consumption at all. Since many shift points, physically Matsubara frequencies, are required for our problem, the large amount of memory consumption secondly limits us to obtain Green's function (4) for large scale simulation.
C. Reduced-Shifted Conjugate Gradient (RSCG) method
To overcome the above difficulties to calculate a Green's function with linear equations, we propose an efficient approach to obtain reduced vector quantities for shifts evaluated by a fixed matrix times solution vectors, we call it reduced-shifted conjugate gradient (RSCG). The reduced vector quantities are defined as
with Ξ(σ) ∈ C m , V ∈ C m×n , and x(σ) ∈ C n , derived from shifted linear equations (σI + A) x(σ) = b.
It is frequently appeared that solutions are not needed but the only reduced quantities are needed as physical quantities, e.g. a reduced value from a Green's func-
. Matrix elements of the Green's function with different indices j and a fixed index i in Eq. (4) is calculated by these reduced vector quantities. Since shifted CG include linear operation to evolve the iteration, we can construct an algorithm such that evolving recurrence formulae by only use of reduced quantities defined as,
with Π k (σ), Σ k ∈ C m . The reduced quantities are not evaluated explicitly at each iteration but at just preparation stage only once before iteration except for Σ, namely
Then, the iteration proceeds according to alternative recurrences,
corresponding to thirteenth, fifteenth, and sixteenth line in Table II , which is clearly written as closed form among reduced quantities. A pseudocode of the RSCG is written in Table III . The matrix V is chosen as expected physical quantities v
The RSCG is favorable due to significant reduction of memory consumption, because typically number of dimension of reduced quantities is significantly smaller than dimension of linear problem: m ≪ n. While usual shifted CG requires that three vectors on each shifts is stored in memory, RSCG does just three reduced vectors. The reduction of relevant quantities helps us reduction of the calculation cost as well. When number of shifts are close to problem dimension n, a cost to evolve iteration 
Here, the symbol T represents transposition.
Compute Σ k+1 = V r k+1 12.
For j = 1, 2, · · · , N Do:
End Do 19. End Do for whole shifts, large amount of scalar-vector products, becomes comparable to a cost to construct a Krylov subspace on a seed. By use of RSCG, the calculation is reduced to scalar times reduced vector, m, from one times full-dimension vector, n. While the RSCG seems almost trivial to work properly from algebraic point of view as long as shifted CG is working, there has been no application to actual problems.
Finally, we describe how to calculate the Green's function with the use of the RSCG method. We consider m complex frequencies z j . The shift points are defined as σ j = z j . We set A = −H. The matrix element of the Green's function G αβ (z j ) is defined in Eq. (4). In the RSCG method, the matrix elements with different indices n and a fixed m are simultaneously solved. Thus, we define the m × n matrix V defined as
Here, the symbol T represents transposition and α| is a n dimensional vector.
by putting b = |β in Table III . The RSCG iteration loop is stopped when the residual on the k-step
with
reaches a desired accuracy.
III. FORMULATION FOR THE BOGOLIUBOV-DE GENNES THEORY OF SUPERCONDUCTIVITY
We focus on the formulation for the Bogoliubov-de Gennes theory of superconductivity. We introduce the self-consistent calculation scheme with the use of the RSCG method.
A. Hamiltonian and gap equation
Throughout this paper, we set = k B = 1. Let us consider a meanfield Bardeen-Cooper-Schrieffer (BCS) Hamiltonian:
superconducting gap equation is given as
where c k c l is a superconducting Cooper pair meanfield defined below. Here, U ijkl is a general pairing interaction. For example, in the single-band s-wave and d-wave superconductors, the pairing interaction is simplified as U ijkl = δ ik δ jl U ij .
B. Bogoliubov-de Gennes equations
The Hamiltonian H is diagonalized by solving the corresponding BdG equations written as
To solve the BdG equations is equivalent to the diagonalization ofĤ with a unitary matrixÛ . The matrix elements ofÛ are
The eigenvalues E α are not independent of each other. With the use of the particle-hole transformation, −E α is also an eigenvalue and its eigenvector is (v α * , u α * ) T .
C. Eigenvalue distributions and Kernel polynomial method
In order to consider a nano-fabricated superconductor, we introduce the "fabrication" potentialV whose elements are quite large to carve the shape of a nano structure. Thus,Ĥ N is expressed asĤ N =Ĥ N,0 +V , with the normal-state HamiltonianĤ N,0 and [V ] ij = V i δ ij . We show that the Hamiltonian matrix with the fabrication potentialV has a wide-range of the eigenvalue distribution. According to the Gershgorin's circle theorem [13] , every eigenvalue of n×n matrix A lies within at least one of the Gershgorin discs D(a ii , R i ). Here, D(a ii , R i ) is the closed disc centered at a ii with radius R i . a ij denotes an element of the matrix A and R i = j =i |a ij | is the sum of the absolute values of the non-diagonal element in the i-th row. Since the absolute value of the diagonal element becomes large by introducingV , the eigenvalues are distributed in the range
This wide eigenvalue distribution prevents an accurate calculation with the use of the kernel polynomial method.
In the KPM, the delta function is expanded by orthonormal polynomials in [-1,1] . Thus, one has to rescaleĤ and ω so thatK = (Ĥ − b)/a and x = (ω − b)/a, with a = (E max − E min )/2 and b = (E max + E min )/2. The energy resolution of this method is defined by a/n K with the polynomial cutoff parameter n K . With increasing the fabrication potential, the energy resolution decreases with a fixed n K . Therefore, the KPM is not suitable for a nano-fabricated superconductor.
D. Green-function-based self-consistent calculation
Mean fields are calculated by one-particle Green's functions. The 2N × 2N matrix Green's function with a complex frequency is defined aŝ
With the unitary matrixÛ , each component ofĜ(z) is expressed as
If we set z = iω n with the Matsubara frequency ω n = (2n + 1)πT , the above formula corresponds to the Matsubara temperature Green's function. The retarded and advanced Green's functions are, respectively, defined aŝ
In order to obtain physical quantities (e.g. density of states) from Green's functions, we introduce the following useful 2N -component unit-vectors e(i) and h(i) (i ≤ i ≤ N ), which are, respectively, defined as
For example, the local density of states with respect to the site i is given as
with use of the spectral functiond(ω) defined as
Two types of mean fields c † i c j and c i c j can be expressed as
with f (x) ≡ 1/(e x/T + 1). With the use the analytic continuation, these mean fields are rewritten as
By solving the linear equations defined as
the superconducting mean field is expressed as
Here, n c is the Matsubara cutoff parameter. The residual of the RSCG method of k-th iteration is defined as
The residual vector r k (ω n ) is estimated by ρ k (ω n )r k .
Here, r k = h(i) +Ĥx k (i, 0) and the value ρ k (ω n ) is calculated in the each iteration step. Thus, the self-consistent cycle has the schematic form
→∆.
E. Calculation of physical quantities
Once one obtains a converged order parameter∆, there are two choices to calculate physical quantities, the RSCG method on a real-frequency axis or the SakuraiSugiura(SS) method [14] . The RSCG method can be used for calculations of various kinds of physical quantities defined on a real-frequency axis. For example, the local density of states N (ω, i) is obtained
by solving the following linear equation
with a smearing factor η. The Sakurai-Sugiura (SS) method is also appropriate when the eigenvalues and eigenfunctions of the BdG equations are needed [14] . This method is a numerical solver for a generalized eigenvalue problem so that Ax = ǫBx and has been applied to various physical issues such as the real-space density functional theory [15] , the lattice quantum chromodynamics [7] , and inhomogeneous superconductors [16] . The SS method allows us to extract the eigen-pairs whose eigenvalues are located in a given domain on the complex plane, from a generic matrix [17] .
IV. NUMERICAL DEMONSTRATIONS FOR SUPERCONDUCTIVITY
To illustrate power of our method, we show the results of d-wave nano-island and s-wave vortex lattice as examples. In this section, we show that the RSCG method can treat the realistic length scales by considering relatively large size systems. As we noted, superconductivity has multi length scales (i.e. an inverse of a Fermi-wave length 1/k F (∼Å), a superconducting coherence length ξ (∼ 10-100 nm), and a magnetic field penetration length λ (∼ µm)). Considering two-dimensional systems, we assume that the field penetration length λ is infinity. In the quasiclassical Eilenberger theory, which is usually used for a large inhomogeneous superconductor, the oscillations characterized by Fermi-wave length 1/k F are neglected. In the conventional BdG calculations, the coherence length ξ should be short ξ ∼ 1/k F , since the coherence length should be shorter than the system size limited by the computational cost.
In both cases, we consider the single orbital squarelattice tight-binding model with a nearest neighbor hopping t ij expressed as
We use the Matsubara cutoff parameter n c = 23998 such that ω c = 240π = πT (2n c + 1), where the number of the total shifted points is 23998 × 2 + 1 = 47997.
A. d-wave nano island
We consider a d-wave nano island. The pairing interaction is U ijkl = U ij δ ik δ jl , where U ij denotes the pairing interaction given only on the link of the nearest neighbor and its amplitude is U . We self-consistently calculate d x 2 −y 2 -wave order parameter
with ∆ ±ê = ∆(r i , r i ± e), where r i is a position vector with index i whose origin is a center of the system 192×192, whose matrix dimension is 73728. A criteria for the residual Eq. (19) is set to 0.1 in each linear equation. Figure 1(a) shows the converged order parameter defined in Eq. (46). The order parameter is small at the 110 boundaries, where the Andreev bound states appear as shown in Fig. 1(b) . Note that we use the SS method to calculate the zero energy density of states with the use of Eq. (33). Here, we adopt the smearing factor η = 0.01t. These bound states are similar to the results in the system calculated by the quasiclassical Eilenberger theory [20] . In this BdG calculation, however, one can clearly see the quantum oscillations characterized by the inverse of the Fermi-wave length 1/k F . Thus, we show that the RSCG method can treat two characteristic length scales ξ and 1/k F . Figure 2 shows that the maximum residual decreases exponentially. Although the maximum residual oscillates as a function of the RSCG iteration step k, the calculated mean fields are converged, since the mean fields are obtained by the sum of the Green's functions with the Matsubara frequencies σ j = iω j . We note that the number of the iteration steps in the RSCG method at the site outside the circle is only two. At the center of the system (i x , i y ) = (L x /2, L y /2), the number is about 1000.
We show the matrix-dimension dependence M of the elapsed time in the BdG loops. Here, the matrix dimension M is defined as M = 2N 2 in the d-wave island with L x × L y = N × N . We measure the elapsed time in 20 times BdG iterations steps with different Matsubara cutoffs ω c = πT (2n c + 1) as shown in Fig. 3 . We use 2304 CPU cores in the supercomputing system ICE X in Japan Atomic Energy Agency. When the matrix dimension is small (M ≪ n c ), the elapsed time grows in O(M n c ) manner, since the cost calculating the matrix element at each shift point is heavier than that doing the matrix-vector operation and the number of the mean fields at real-space grids is proportional to M . With increasing the matrix dimension, the elapsed time grows in O(M 2 ) manner, since the sparse-matrix-vector operation is O(M ). In contrast, the full diagonalization scheme demands O(M 3 ) cost in the core part of the calculation. Thus, we claim that the RSCG method is much faster than that with the full diagonalization method in large systems. Note that the converged mean fields with ω c = 120π and ω c = 60π are equivalent to those with ω c = 240π.
Let us discuss the accuracy of the converged mean fields. To compare with the direct diagonalization of the BdG Hamiltonian, we consider the system with the system size L x × L y = 48 × 48 whose matrix dimension is 4608. The converged d-wave order parameter shown in Fig. 4(a) is smaller than that shown in Fig. 1(a) field calculated by the direct diagonalization ∆ exact and that calculated by the RSCG method ∆ RSCG at the 30th BdG iteration step. In the direct diagonalization, we use Eq. (27) to calculate the Green's functions. The "eps" is the accuracy of the simultaneous linear equations (38), which is defined as the cutoff value of the maximum of the residual-vector amplitudes Max ||r k (σ j )|| in Eq. (41).
B. Vortex lattice
To investigate the performance of the RSCG method with the complex hermitian Hamiltonian, we consider the vortex lattice system in the s-wave superconductor with the system L x × L y = 30 × 30 whose matrix dimension is 1800. We consider s-wave onsite pairing interaction U ijkl = δ ik δ jl δ ij U and we set U = −2.5t. There are two vortices per unit cell [21] . The vector potential is considered as a Peierls phase [18] . The other parameters are same in the previous section. Figure 5 shows that the RSCG method has a good accuracy even in the case with the complex hermitian Hamiltonian. The error of the average gap amplitude calculated by the reduced shifted method with the convergence criterion 0.01 is 7 × 10 −4 .
V. TECHNICAL REMARKS
In this section, we refer to technical remarks to describe the advantages of the RSCG method. These points are useful when actually performing large-scale numerical calculations.
A. Matrix-vector operations
The algorithm of the matrix multiply operation y = Ax is most important part for a fast calculation in the RSCG method. Since the target Hamiltonian is generally a sparse matrix, we can choose a fast algorithm optimized for the sparse-matrix vector product among several suggested ones. As we pointed out in the case of the Kernel polynomial method [9] , we confirm that Compressed Row Storage (CRS) format, which is one of the typical storing-schemes for sparse matrices, is quite useful for the present RSCG method. The CRS format puts the subsequent nonzeros of the matrix row in contiguous memory locations. The algorithm with the CRS format is efficient on scalar processors since it has unit stride access.
B. Convergence property
The number of the iteration steps to calculate the Green's functions with a desired accuracy in the RSCG method is determined by the distance from the poles of the Green's functions. Generally, the linear equation Ax = b with the matrix A with zero eigenvalues does not have a solution vector x, since there is no inverse matrix of A. Thus, the CG-based method does not converge in this case. In terms of the Green's function, nobody can calculate the Green's function at its poles. In the case of the BdG equations, the numbers of the iteration steps for the Matsubara Green's functions defined on the imaginary axis are smaller than that for the retarded or advanced Green's functions defined near the real axis, since the eigenvalues of the BdG Hamiltonian are located on the real axis. Thus, if one wants to obtain the physical quantity with a frequency very close to zero eigenvalues after the self-consistent calculation, it is better to use the SS method.
C. Initial guess of the superconducting order parameter
It is better to consider the large amplitude of the order parameter as the initial guess. In the RSCG method, the seed point is set to the origin of the complex frequency plane. The convergence property of the RSCG loop is better when the eigenvalues are far from the origin. Putting the large superconducting gap as the initial guess, many eigenvalues are located above the superconducting energy gap.
D. How to treat d-wave order parameter
In the d-wave superconductor, there are four nonlocal order parameters as shown in Eq. (46). We point out that the mean fields c i c j with different j sites and a fixed i site are simultaneously obtained by the RSCG method, since the linear equation (38) at a site i does not depend on j. In the d-wave superconductor, 4 × 2N matrix V is needed.
E. Possible applications
The RSCG method can treat the continuous model by discretizing differential equations. On the other hand, the KPM is not suitable in this case, since a maximum eigenvalue increases with decreasing a discretized mesh size. The renormalize factor of the KPM should be large when the discretized mesh size is small so that the energy resolution of the KPM decreases with a fixed polynomial cutoff.
The RSCG method does not require a hermitian or symmetric matrix, since the linear equation with a non-symmetric matrix can be solved by the conjugategradient-based method. This means that the Green's function with complex frequency poles can be calculated by the RSCG method. On the other hand, the Hamiltonian matrix should be hermitian in the KPM. For example, the Hamiltonian defined on polar coordinates, which is a non-hermitian matrix with real eigenvalues, can be treated by the RSCG method. The bosonic Bogoliubov equations with complex frequencies can be also solved by this method.
F. Parallel computation
It is easy to implement a parallel computation in the RSCG method. Equations (38) with different index i can be solved separately. Thus, the separate calculations of [∆] ij is performed on each CPU core. The communication in this case, which is a one-to-all communication, is needed only when updating [∆] ij .
G. On demand RSCG method
One can calculate quantities on shift points after calculating a quantity on a seed. In the RSCG method, the significant reduction of stored memory has a potential to allow us very flexible solution. By the reduction, whole sequence of the reduced vector Σ k is able to be stored at a memory as well as a storage, e.g. five thousand iterations for a complex reduced vector Σ k ∈ C 4 requires just 64 Kbyte. Since the whole reduced vectors can be constructed by just Σ k and expected σ j with use of tenth to seventeenth line in table III, they are not necessarily calculated in the sequence on a seed but done after constructing Σ k for on demand shifts. The on demand RSCG algorithm is specified in table IV. Similar strategy is hardly achieved for usual shifted CG for a large problem, because the number of dimension in a problem is usually large enough, e.g. five thousand iterations for a full complex residual r k ∈ C 36864 requires 2.95 Gbyte. The discrepancy between two problem increase as trivially proportional to number of dimension in expected problem with fixed dimension for the reduced vectors. On demand reduced-shifted CG for (σjI + A)x(σj) = b with a hermitian matrix A ∈ C n×n . V ∈ C m×n , x k , r k , p k ∈ C n , α k (σj ), β k (σj), ρ k (σj), Ξ k (σj), Π k (σj ), Σ k ∈ C m , and α k , β k ∈ C. Ξ k (σj) ≡ V x k (σj ). V T ≡ (v1, v2, · · · , vm). vi ∈ C n .
ρ k (σ j )ρ k−1 (σ j )α k−1 ρ k−1 (σ j )α k−1 (1+α k σ j )+α k β k−1 (ρ k−1 (σ j )−ρ k (σ j )) 17 .
Ξ k+1 (σj) = Ξ k (σj) + α k (σj)Π k (σj) 19 .
Π k+1 (σj ) = ρ k+1 (σj)Σ k+1 + β k (σj)Π k (σj ) 21 .
End Do 22. End Do
VI. CONCLUSION
In conclusion, we proposed the efficient numerical solver called the RSCG method to calculate a matrix element of a Green's function. Our method is applicable to a general dynamical correlation function with given two operators. We showed a power of this solver to consider a nano-structured superconductor. In this method, the matrix element of the Green's function is calculated separately with a desired accuracy. One can use a trivial parallel computations to solve the mean field. This method allows us to treat the system with the fabrication potential, where one can not use the kernel-polynomial-based method effectively. We showed the d-wave nano-island as an example. This efficient method can be applied in the various kinds of fields in physics to calculate the resolvent of the Hamiltonian.
