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On a Weighted Singular Integral Operator
with Shifts and Slowly Oscillating Data
Alexei Yu. Karlovich, Yuri I. Karlovich and Amarino B. Lebre
Abstract. Let α, β be orientation-preserving diffeomorphism (shifts) of
R+ = (0,∞) onto itself with the only fixed points 0 and∞ and Uα, Uβ be
the isometric shift operators on Lp(R+) given by Uαf = (α
′)1/p(f ◦ α),
Uβf = (β
′)1/p(f ◦ β), and P±2 = (I ± S2)/2 where
(S2f)(t) :=
1
pii
∞∫
0
(
t
τ
)1/2−1/p
f(τ )
τ − t
dτ, t ∈ R+,
is the weighted Cauchy singular integral operator. We prove that if α′, β′
and c, d are continuous on R+ and slowly oscillating at 0 and ∞, and
lim sup
t→s
|c(t)| < 1, lim sup
t→s
|d(t)| < 1, s ∈ {0,∞},
then the operator (I − cUα)P
+
2 + (I − dUβ)P
−
2 is Fredholm on L
p(R+)
and its index is equal to zero. Moreover, its regularizers are described.
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1. Introduction
Let B(X) be the Banach algebra of all bounded linear operators acting on
a Banach space X , and let K(X) be the ideal of all compact operators in
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B(X). An operator A ∈ B(X) is called Fredholm if its image is closed and
the spaces kerA and kerA∗ are finite-dimensional. In that case the number
IndA := dimkerA− dim kerA∗
is referred to as the index of A (see, e.g., [2, Sections 1.11–1.12], [4, Chap. 4]).
For bounded linear operators A and B, we will write A ≃ B if A−B ∈ K(X).
Recall that an operator Br ∈ B(X) (resp. Bl ∈ B(X)) is said to be a right
(resp. left) regularizer for A if
ABr ≃ I (resp. BlA ≃ I).
It is well known that the operator A is Fredholm on X if and only if it admits
simultaneously a right and a left regularizer. Moreover, each right regularizer
differs from each left regularizer by a compact operator (see, e.g., [4, Chap. 4,
Section 7]). Therefore we may speak of a regularizer B = Br = Bl of A and
two different regularizers of A differ from each other by a compact operator.
A bounded continuous function f on R+ = (0,∞) is called slowly oscil-
lating (at 0 and ∞) if for each (equivalently, for some) λ ∈ (0, 1),
lim
r→s
sup
t,τ∈[λr,r]
|f(t)− f(τ)| = 0, s ∈ {0,∞}.
The set SO(R+) of all slowly oscillating functions forms a C
∗-algebra. This
algebra properly contains C(R+), the C
∗-algebra of all continuous functions
on R+ := [0,+∞]. Suppose α is an orientation-preserving diffeomorphism of
R+ onto itself, which has only two fixed points 0 and ∞. We say that α is a
slowly oscillating shift if logα′ is bounded and α′ ∈ SO(R+). The set of all
slowly oscillating shifts is denoted by SOS(R+).
Throughout the paper we suppose that 1 < p < ∞. It is easily seen
that if α ∈ SOS(R+), then the shift operator Wα defined by Wαf = f ◦ α
is bounded and invertible on all spaces Lp(R+) and its inverse is given by
W−1α = Wα−1 , where α−1 is the inverse function to α. Along with Wα we
consider the weighted shift operator
Uα := (α
′)1/pWα
being an isometric isomorphism of the Lebesgue space Lp(R+) onto itself.
Let S be the Cauchy singular integral operator given by
(Sf)(t) :=
1
πi
∞∫
0
f(τ)
τ − t
dτ, t ∈ R+,
where the integral is understood in the principal value sense. It is well known
that S is bounded on Lp(R+) for every p ∈ (1,∞). Let A be the smallest
closed subalgebra of B(Lp(R+)) containing the identity operator I and the
operator S. It is known (see, e.g., [3], [5, Section 2.1.2], [18, Sections 4.2.2–
4.2.3], and [19]) that A is commutative and for every y ∈ (1,∞) it contains
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the weighted singular integral operator
(Syf)(t) :=
1
πi
∞∫
0
(
t
τ
)1/y−1/p
f(τ)
τ − t
dτ, t ∈ R+,
and the operator with fixed singularities
(Ryf)(t) :=
1
πi
∞∫
0
(
t
τ
)1/y−1/p
f(τ)
τ + t
dτ, t ∈ R+,
which are understood in the principal value sense. For y ∈ (1,∞), put
P±y := (I ± Sy)/2.
This paper is in some sense a continuation of our papers [7, 8, 9],
where singular integral operators with shifts were studied under the mild
assumptions that the coefficients belong to SO(R+) and the shifts belong to
SOS(R+). In [7, 8] we found a Fredholm criterion for the singular integral
operator
N = (aI − bWα)P
+
p + (cI − dWα)P
−
p
with coefficients a, b, c, d ∈ SO(R+) and a shift α ∈ SOS(R+). However, a
formula for the calculation of the index of the operator N is still missing.
Further, in [9] we proved that the operators
Aij = U
i
αP
+
p + U
j
βP
−
p , i, j ∈ Z,
with α, β ∈ SOS(R+) are all Fredholm and their indices are equal to zero.
This result was the first step in the calculation of the index of N . Here we
make the next step towards the calculation of the index of the operator N .
For a ∈ SO(R), we will write 1≫ a if
lim sup
t→s
|a(t)| < 1, s ∈ {0,∞}.
Theorem 1.1 (Main result). Let 1 < p < ∞ and α, β ∈ SOS(R+). Suppose
c, d ∈ SO(R+) are such that 1≫ c and 1≫ d. Then the operator
V := (I − cUα)P
+
2 + (I − dUβ)P
−
2 ,
is Fredholm on the space Lp(R+) and IndV = 0.
The paper is organized as follows. In Section 2 we collect necessary
facts about slowly oscillating functions and slowly oscillating shifts, as well
as about the invertibility of binomial functional operators I − cUα with
c ∈ SO(R+) and α ∈ SOS(R+) under the assumption that 1 ≫ c. Fur-
ther we prove that the operators in the algebra A commute modulo compact
operators with the operators in the algebra FOα,β of functional operators
with shifts and slowly oscillating data. Finally, we show that the ranges of
two important continuous functions on R do not contain the origin. In Sec-
tion 3 we recall that the operators P±y and Ry, belonging to the algebra
A for every y ∈ (1,∞), can be viewed as Mellin convolution operators and
formulate two relations between P+y , P
−
y , and Ry. Section 4 contains results
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on the boundedness, compactness of semi-commutators, and the Fredholm-
ness of Mellin pseudodifferential operators with slowly oscillating symbols
of limited smoothness (symbols in the algebra E˜(R+, V (R))). Results of this
section are reformulations/modifications of corresponding results on Fourier
pseudodifferential operators obtained by the second author in [12] (see also
[13, 14, 15]). Notice that those results are further generalizations of earlier
results by Rabinovich (see [17, Chap. 4] and the references therein) obtained
for Mellin pseudodifferential operators with C∞ slowly oscillating symbols.
In [9, Lemma 4.4] we proved that the operator UγRy with γ ∈ SOS(R+)
and y ∈ (1,∞) can be viewed as a Mellin pseudodifferential operator with a
symbol in the algebra E˜(R+, V (R)). In Section 5 we generalize that result and
prove that (I − vUγ)Ry and (I − vUγ)
−1Ry with y ∈ (1,∞), γ ∈ SOS(R+),
and v ∈ SO(R+) satisfying 1≫ v, can be viewed as Mellin pseudodifferential
operators with symbols in the algebra E˜(R+, V (R)). This is a key result in
our analysis.
Section 6 is devoted to the proof of Theorem 1.1. Here we follow the
idea, which was already used in a simpler situation of the operators Aij in
[9]. With the aid of results of Section 2 and Section 5, we will show that for
every µ ∈ [0, 1] and y ∈ (1,∞), the operators
[(I − µcUα)P
+
y + (I − µdUβ)P
−
y ] · [(I − µcUα)
−1P+y + (I − µdUβ)
−1P−y ],
[(I − µcUα)
−1P+y + (I − µdUβ)
−1P−y ] · [(I − µcUα)P
+
y + (I − µdUβ)P
−
y ]
are equal up to compact summands to the same operator similar to a Mellin
pseudodifferential operator with a symbol in the algebra E˜(R+, V (R)). More-
over, the latter pseudodifferential operator is Fredholm whenever y = 2 in
view of results of Section 4. This will show that each operator
Vµ,2 = (I − µcUα)P
+
2 + (I − µdUβ)P
−
2
is Fredholm on Lp(R+). Considering the homotopy µ 7→ Vµ,2 for µ ∈ [0, 1],
we see that the operator V is homotopic to the identity operator. Therefore,
the index of V is equal to zero. This will complete the proof of Theorem 1.1.
As a by-product of the proof of the main result, in Section 7 we describe
all regularizers of a slightly more general operator
W = (I − cUε1α )P
+
2 + (I − dU
ε2
β )P
−
2 ,
where ε1, ε2 ∈ {−1, 1} and show that
GyW ≃ Ry
for every y ∈ (1,∞), where Gy is an operator similar to a Mellin pseu-
dodifferential operator with a symbol in E˜(R+, V (R)) with some additional
properties. The latter relation for y = 2 will play an important role in the
proof of an index formula for the operator N in our forthcoming work [11].
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2. Preliminaries
2.1. Fundamental Property of Slowly Oscillating Functions
For a unital commutative Banach algebra A, let M(A) denote its maximal
ideal space. Identifying the points t ∈ R+ with the evaluation functionals
t(f) = f(t) for f ∈ C(R+), we get M(C(R+)) = R+. Consider the fibers
Ms(SO(R+)) :=
{
ξ ∈M(SO(R+)) : ξ|C(R+) = s
}
of the maximal ideal space M(SO(R+)) over the points s ∈ {0,∞}. By [14,
Proposition 2.1], the set
∆ :=M0(SO(R+)) ∪M∞(SO(R+))
coincides with (closSO∗ R+) \ R+ where closSO∗ R+ is the weak-star closure
of R+ in the dual space of SO(R+). Then M(SO(R+)) = ∆ ∪ R+. By [8,
Lemma 2.2], the fibers Ms(SO(R+)) for s ∈ {0,∞} are connected compact
Hausdorff spaces. In what follows we write
a(ξ) := ξ(a)
for every a ∈ SO(R+) and every ξ ∈ ∆.
Lemma 2.1 ([14, Proposition 2.2]). Let {ak}
∞
k=1 be a countable subset of
SO(R+) and s ∈ {0,∞}. For each ξ ∈ Ms(SO(R+)) there exists a sequence
{tn}n∈N ⊂ R+ such that tn → s as n→∞ and
ak(ξ) = lim
n→∞
ak(tn) for all k ∈ N. (2.1)
Conversely, if {tn}n∈N ⊂ R+ is a sequence such that tn → s as n→∞, then
there exists a functional ξ ∈Ms(SO(R+)) such that (2.1) holds.
2.2. Slowly Oscillating Functions and Shifts
Repeating literally the proof of [6, Proposition 3.3], we obtain the following
statement.
Lemma 2.2. Suppose ϕ ∈ C1(R+) and put ψ(t) := tϕ
′(t) for t ∈ R+. If
ϕ, ψ ∈ SO(R+), then
lim
t→s
ψ(t) = 0 for s ∈ {0,∞}.
Lemma 2.3 ([7, Lemma 2.2]). An orientation-preserving shift α : R+ → R+
belongs to SOS(R+) if and only if
α(t) = teω(t), t ∈ R+,
for some real-valued function ω ∈ SO(R+) ∩ C
1(R+) such that the function
t 7→ tω′(t) also belongs to SO(R+) and inft∈R+
(
1 + tω′(t)
)
> 0.
Lemma 2.4 ([7, Lemma 2.3]). If c ∈ SO(R+) and α ∈ SOS(R+), then c ◦ α
belongs to SO(R+) and
lim
t→s
(c(t) − c[α(t)]) = 0 for s ∈ {0,∞}.
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For an orientation-preserving diffeomorphism α : R+ → R+, put
α0(t) := t, αi(t) := α[αi−1(t)], i ∈ Z, t ∈ R+.
Lemma 2.5 ([9, Corollary 2.5]). If α, β ∈ SOS(R+), then αi ◦βj ∈ SOS(R+)
for all i, j ∈ Z.
Lemma 2.6. If α ∈ SOS(R+), then
ω(t) := log[α(t)/t], ω˜(t) := log[α−1(t)/t], t ∈ R+,
are slowly oscillating functions such that ω(ξ) = −ω˜(ξ) for all ξ ∈ ∆.
Proof. From Lemma 2.5 with i = −1 and j = 0 it follows that α−1 belongs
to SOS(R+). Then, by Lemma 2.3, ω, ω˜ ∈ SO(R+). It is easy to see that
ω˜(t) = log
α−1(t)
t
= − log
t
α−1(t)
= − log
α[α−1(t)]
α−1(t)
= −ω[α−1(t)]
for all t ∈ R+. Hence, from Lemma 2.4 it follows that ω ◦α−1 ∈ SO(R+) and
lim
t→s
(ω(t) + ω˜(t)) = lim
t→s
(ω(t)− ω[α−1(t)]) = 0, s ∈ {0,∞}. (2.2)
Fix s ∈ {0,∞} and ξ ∈ Ms(SO(R+)). By Lemma 2.1, there is a sequence
{tj}j∈N ⊂ R+ such that tj → s and
ω(ξ) = lim
j→∞
ω(tj), ω˜(ξ) = lim
j→∞
ω˜(tj). (2.3)
From (2.2)–(2.3) we obtain
ω(ξ) = lim
j→∞
ω(tj)− lim
j→∞
(ω(tj) + ω˜(tj)) = − lim
j→∞
ω˜(tj) = −ω˜(ξ),
which completes the proof. 
2.3. Invertibility of Binomial Functional Operators
From [7, Theorem 1.1] we immediately get the following.
Lemma 2.7. Suppose c ∈ SO(R+) and α ∈ SOS(R+). If 1 ≫ c, then the
functional operator I − cUα is invertible on the space L
p(R+) and
(I − cUα)
−1 =
∞∑
n=0
(cUα)
n.
2.4. Compactness of Commutators of SIO’s and FO’s
Let B be a Banach algebra and S be a subset of B. We denote by algBS
the smallest closed subalgebra of B containing S. Then
A = algB(Lp(R+)){I, S}
is the algebra of singular integral operators (SIO’s). Fix α, β ∈ SOS(R+) and
consider the Banach algebra of functional operators (FO’s) with shifts and
slowly oscillating data defined by
FOα,β := algB(Lp(R+)){Uα, U
−1
α , Uβ, U
−1
β , aI : a ∈ SO(R+)}.
Lemma 2.8. Let α, β ∈ SOS(R+). If A ∈ FOα,β and B ∈ A, then
AB −BA ∈ K(Lp(R+)).
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Proof. In view of [7, Corollary 6.4], we have aB − BaI ∈ K(Lp(R+)) for
all a ∈ SO(R+) and all B ∈ A. On the other hand, from [9, Lemma 2.7] it
follows that U±1γ B−BU
±1
γ ∈ K(L
p(R+)) for all γ ∈ {α, β} and B ∈ A. Hence,
AB−BA ∈ K(Lp(R+)) for each generatorA of FOα,β and each B ∈ A. Thus,
the same is true for all A ∈ FOα,β by a standard argument. 
2.5. Ranges of Two Continuous Functions on R
Given a ∈ C and r > 0, let D(a, r) := {z ∈ C : |z − a| ≤ r}. For x ∈ R, put
p+2 (x) :=
e2pix
e2pix + 1
, p−2 (x) :=
1
e2pix + 1
. (2.4)
Lemma 2.9. Let ψ, ζ ∈ R and v, w ∈ C. If
f(x) := (1− veiψx)p+2 (x) + (1− we
iζx)p−2 (x), (2.5)
then f(R) ⊂ D(1, r), where r := max(|v|, |w|).
Proof. From (2.4) and (2.5) we see that for every x ∈ R the point f(x) lies
on the line segment connecting the points 1− veiψx and 1 − weiζx. In turn,
these points lie on the concentric circles
{z ∈ C : |z − 1| = |v|}, {z ∈ C : |z − 1| = |w|}, (2.6)
respectively. Thus, each line segment mentioned above is contained in the
disk D(1, r) = {z ∈ C : |z − 1| ≤ max(|v|, |w|)}. 
Lemma 2.10. Let ψ, ζ ∈ R and v, w ∈ C with |v| < 1, |w| < 1. If
g(x) := (1− veiψx)−1p+2 (x) + (1− we
iζx)−1p−2 (x), x ∈ R, (2.7)
then g(R) ⊂ D((1 − r2)−1, (1− r2)−1r), where r = max(|v|, |w|) < 1.
Proof. From (2.4) and (2.7) we see that for every x ∈ R the point g(x) lies
on the line segment connecting the points (1 − veiψx)−1 and (1 − weiζx)−1.
In turn, these points lie on the images of the circles given by (2.6) under the
inversion mapping z 7→ 1/z. The image of the first circle in (2.6) is the circle
Tv := {z ∈ C : |z − b| = ρ} with center and radius given by
b = [(1− |v|)−1 + (1 + |v|)−1]/2 = (1 − |v|2)−1,
ρ = [(1− |v|)−1 − (1 + |v|)−1]/2 = (1 − |v|2)−1|v|.
Analogously, the image of the second circle in (2.6) is the circle
Tw :=
{
z ∈ C :
∣∣z − (1− |w|2)−1∣∣ = (1− |w|2)−1|w|} .
Let Dv and Dw be the closed disks whose boundaries are Tv and Tw, re-
spectively. Obviously, one of these disks is contained in another one, namely,
Dv ⊂ Dw if |v| ≤ |w| and Dw ⊂ Dv otherwise. Then each point g(x), lying on
the segment connecting the points (1−veiψx)−1 ∈ Tv and (1−we
iζx)−1 ∈ Tw ,
belongs to the biggest disk in {Dv,Dw}, that is, to the disk with center
(1− r2)−1 and radius (1 − r2)−1r, where r = max(|v|, |w|) < 1. 
From Lemmas 2.9 and 2.10 it follows that the ranges f(R) and g(R) do
not contain the origin if |v| < 1 and |w| < 1.
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3. Weighted Singular Integral Operators Are Similar to Mellin
Convolution Operators
3.1. Mellin Convolution Operators
Let F : L2(R)→ L2(R) denote the Fourier transform,
(Ff)(x) :=
∫
R
f(y)e−ixydy, x ∈ R,
and let F−1 : L2(R) → L2(R) be the inverse of F . A function a ∈ L∞(R)
is called a Fourier multiplier on Lp(R) if the mapping f 7→ F−1aFf maps
L2(R)∩Lp(R) onto itself and extends to a bounded operator on Lp(R). The
latter operator is then denoted by W 0(a). We let Mp(R) stand for the set
of all Fourier multipliers on Lp(R). One can show that Mp(R) is a Banach
algebra under the norm
‖a‖Mp(R) := ‖W
0(a)‖B(Lp(R)).
Let dµ(t) = dt/t be the (normalized) invariant measure on R+. Consider
the Fourier transform on L2(R+, dµ), which is usually referred to as the Mellin
transform and is defined by
M : L2(R+, dµ)→ L
2(R), (Mf)(x) :=
∫
R+
f(t)t−ix
dt
t
.
It is an invertible operator, with inverse given by
M−1 : L2(R)→ L2(R+, dµ), (M
−1g)(t) =
1
2π
∫
R
g(x)tix dx.
Let E be the isometric isomorphism
E : Lp(R+, dµ)→ L
p(R), (Ef)(x) := f(ex), x ∈ R. (3.1)
Then the map A 7→ E−1AE transforms the Fourier convolution operator
W 0(a) = F−1aF to the Mellin convolution operator
Co(a) :=M−1aM
with the same symbol a. Hence the class of Fourier multipliers on Lp(R)
coincides with the class of Mellin multipliers on Lp(R+, dµ).
3.2. Algebra A of Singular Integral Operators
Consider the isometric isomorphism
Φ : Lp(R+)→ L
p(R+, dµ), (Φf)(t) := t
1/pf(t), t ∈ R+, (3.2)
The following statement is well known (see, e.g., [3], [5, Section 2.1.2], and
[18, Sections 4.2.2–4.2.3]).
Lemma 3.1. For every y ∈ (1,∞), the functions sy and ry given by
sy(x) := coth[π(x+ i/y)], ry(x) := 1/ sinh[π(x + i/y)], x ∈ R,
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belong to Mp(R), the operators Sy and Ry belong to the algebra A, and
Sy = Φ
−1Co(sy)Φ, Ry = Φ
−1Co(ry)Φ.
For y ∈ (1,∞) and x ∈ R, put
p±y (x) := (1 ± sy(x))/2.
This definition is consistent with (2.4) because s2(x) = tanh(πx) for x ∈ R.
In view of Lemma 3.1 we have
P±y = (I ± Sy)/2 = Φ
−1Co(p±y )Φ.
Lemma 3.2. (a) For y ∈ (1,∞) and x ∈ R, we have
p+y (x)p
−
y (x) = −
(ry(x))
2
4
, (p±y (x))
2 = p±y (x) +
(ry(x))
2
4
.
(b) For every y ∈ R+, we have
P+y P
−
y = P
−
y P
+
y = −
R2y
4
, (P±y )
2 = P±y +
R2y
4
.
Proof. Part (a) follows straightforwardly from the identity s2y(x)−r
2
y(x) = 1.
Part (b) follows from part (a) and Lemma 3.1. 
4. Mellin Pseudodifferential Operators and Their Symbols
4.1. Boundedness of Mellin Pseudodifferential Operators
In 1991 Rabinovich [16] proposed to use Mellin pseudodifferential operators
with C∞ slowly oscillating symbols to study singular integral operators with
slowly oscillating coefficients on Lp spaces. This idea was exploited in a se-
ries of papers by Rabinovich and coauthors. A detailed history and a com-
plete bibliography up to 2004 can be found in [17, Sections 4.6–4.7]. Fur-
ther, the second author developed in [12] a handy for our purposes theory of
Fourier pseudodifferential operators with slowly oscillating symbols of lim-
ited smoothness (much less restrictive than in the works mentioned in [17]).
In this section we translate necessary results from [12] to the Mellin setting
with the aid of the transformation
A 7→ E−1AE,
where A ∈ B(Lp(R)) and the isometric isomorphism E : Lp(R+, dµ)→ L
p(R)
is defined by (3.1).
Let a be an absolutely continuous function of finite total variation
V (a) :=
∫
R
|a′(x)|dx
on R. The set V (R) of all absolutely continuous functions of finite total
variation on R becomes a Banach algebra equipped with the norm
‖a‖V := ‖a‖L∞(R) + V (a). (4.1)
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Following [12, 13], let Cb(R+, V (R)) denote the Banach algebra of all bounded
continuous V (R)-valued functions on R+ with the norm
‖a(·, ·)‖Cb(R+,V (R)) = sup
t∈R+
‖a(t, ·)‖V .
As usual, let C∞0 (R+) be the set of all infinitely differentiable functions of
compact support on R+.
The following boundedness result for Mellin pseudodifferential operators
follows from [13, Theorem 6.1] (see also [12, Theorem 3.1]).
Theorem 4.1. If a ∈ Cb(R+, V (R)), then the Mellin pseudodifferential opera-
tor Op(a), defined for functions f ∈ C∞0 (R+) by the iterated integral
[Op(a)f ](t) =
1
2π
∫
R
dx
∫
R+
a(t, x)
(
t
τ
)ix
f(τ)
dτ
τ
for t ∈ R+,
extends to a bounded linear operator on the space Lp(R+, dµ) and there is a
number Cp ∈ (0,∞) depending only on p such that
‖Op(a)‖B(Lp(R+,dµ)) ≤ Cp‖a‖Cb(R+,V (R)).
Obviously, if a(t, x) = a(x) for all (t, x) ∈ R+ × R, then the Mellin
pseudodifferential operator Op(a) becomes the Mellin convolution operator
Op(a) = Co(a).
4.2. Algebra E(R+, V (R))
Let SO(R+, V (R)) denote the Banach subalgebra of Cb(R+, V (R)) consisting
of all V (R)-valued functions a on R+ that slowly oscillate at 0 and ∞, that
is,
lim
r→0
cmCr (a) = lim
r→∞
cmCr (a) = 0,
where
cmCr (a) := max
{∥∥a(t, ·)− a(τ, ·)∥∥
L∞(R)
: t, τ ∈ [r, 2r]
}
.
Let E(R+, V (R)) be the Banach algebra of all V (R)-valued functions
a ∈ SO(R+, V (R)) such that
lim
|h|→0
sup
t∈R+
∥∥a(t, ·)− ah(t, ·)∥∥
V
= 0
where ah(t, x) := a(t, x+ h) for all (t, x) ∈ R+ × R.
Let a ∈ E(R+, V (R)). For every t ∈ R+, the function a(t, ·) belongs
to V (R) and, therefore, has finite limits at ±∞, which will be denoted by
a(t,±∞). Now we explain how to extend the function a to ∆×R. By analogy
with [12, Lemma 2.7] with the aid of Lemma 2.1 one can prove the following.
Lemma 4.2. Let s ∈ {0,∞} and {ak}
∞
k=1 be a countable subset of the algebra
E(R+, V (R)). For each ξ ∈ Ms(SO(R+)) there is a sequence {tj}j∈N ⊂ R+
and functions ak(ξ, ·) ∈ V (R) such that tj → s as j →∞ and
ak(ξ, x) = lim
j→∞
ak(tj , x)
for every x ∈ R and every k ∈ N.
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A straightforward application of Lemma 4.2 leads to the following.
Lemma 4.3. Let b ∈ E(R+, V (R)), m,n ∈ N, and aij ∈ E(R+, V (R)) for
i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}. If
b(t, x) =
m∑
i=1
n∏
j=1
aij(t, x), (t, x) ∈ R+ × R,
then
b(ξ, x) =
m∑
i=1
n∏
j=1
aij(ξ, x), (ξ, x) ∈ ∆× R.
Lemma 4.4 ([10, Lemma 3.2]). Let {an}n∈N be a sequence of functions in
E(R+, V (R)) such that the series
∑∞
n=1 an converges in the norm of the al-
gebra Cb(R+, V (R)) to a function a ∈ E(R+, V (R)). Then
a(t,±∞) =
∞∑
n=1
an(t,±∞) for all t ∈ R+, (4.2)
a(ξ, x) =
∞∑
n=1
an(ξ, x) for all (ξ, x) ∈ ∆× R. (4.3)
4.3. Products of Mellin Pseudodifferential Operators
Applying the relation
Op(a) = E−1a(x,D)E (4.4)
between the Mellin pseudodifferential operator Op(a) and the Fourier pseu-
dodifferential operator a(x,D) considered in [12], where
a(t, x) = a(ln t, x), (t, x) ∈ R+ × R, (4.5)
and E is given by (3.1), we infer from [12, Theorem 8.3] the following com-
pactness result.
Theorem 4.5. If a, b ∈ E(R+, V (R)), then
Op(a)Op(b) ≃ Op(ab).
From (3.1), (4.4)–(4.5), [12, Lemmas 7.1, 7.2], and the proof of [12,
Lemma 8.1] we can extract the following.
Lemma 4.6. If a, b, c ∈ E(R+, V (R)) are such that a depends only on the first
variable and c depends only on the second variable, then
Op(a)Op(b)Op(c) = Op(abc).
4.4. Fredholmness of Mellin Pseudodifferential Operators
To study the Fredholmness of Mellin pseudodifferential operators, we need
the Banach algebra E˜(R+, V (R)) consisting of all functions a belonging to
E(R+, V (R)) and such that
lim
m→∞
sup
t∈R+
∫
R\[−m,m]
∣∣∣∣∂a(t, x)∂x
∣∣∣∣ dx = 0.
Now we are in a position to formulate the main result of this section.
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Theorem 4.7 ([10, Theorem 5.8]). Suppose a ∈ E˜(R+, V (R)).
(a) If the Mellin pseudodifferential operator Op(a) is Fredholm on the space
Lp(R+, dµ), then
a(t,±∞) 6= 0 for all t ∈ R+, a(ξ, x) 6= 0 for all (ξ, x) ∈ ∆× R. (4.6)
(b) If (4.6) holds, then the Mellin pseudodifferential operator Op(a) is Fred-
holm on the space Lp(R+, dµ) and each its regularizer has the form
Op(b)+K, where K is a compact operator on the space Lp(R+, dµ) and
b ∈ E˜(R+, V (R)) is such that
b(t,±∞) = 1/a(t,±∞) for all t ∈ R+,
b(ξ, x) = 1/a(ξ, x) for all (ξ, x) ∈ ∆× R.
Note that part (a) follows from [15, Theorem 4.3] and part (b) is the
main result of [10].
5. Applications of Mellin Pseudodifferential Operators
5.1. Some Important Functions in the Algebra E˜(R+, V (R))
Lemma 5.1 ([9, Lemma 4.2]). Let g ∈ SO(R+). Then for every y ∈ (1,∞)
the functions
g(t, x) := g(t), sy(t, x) := sy(x), ry(t, x) := ry(x), (t, x) ∈ R+ × R,
belong to the Banach algebra E˜(R+, V (R)).
Lemma 5.2 ([9, Lemma 4.3]). Suppose ω ∈ SO(R+) is a real-valued function.
Then for every y ∈ (1,∞) the function
b(t, x) := eiω(t)xry(x), (t, x) ∈ R+ × R,
belongs to the Banach algebra E˜(R+, V (R)) and there is a positive constant
C(y) depending only on y such that
‖b‖Cb(R+,V (R)) ≤ C(y)
(
1 + sup
t∈R+
|ω(t)|
)
.
5.2. Operator UγRy
Lemma 5.3 ([9, Lemma 4.4]). Let γ ∈ SOS(R+) and Uγ be the associated
isometric shift operator on Lp(R+). For every y ∈ (1,∞), the operator UγRy
can be realized as the Mellin pseudodifferential operator:
UγRy = Φ
−1Op(d)Φ,
where the function d, given for (t, x) ∈ R+ × R by
d(t, x) := (1 + tψ′(t))1/peiψ(t)xry(x) with ψ(t) := log[γ(t)/t],
belongs to the algebra E˜(R+, V (R)).
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5.3. Operator (I − vUγ)Ry
The previous lemma can be easily generalized to the case of operators con-
taining slowly oscillating coefficients.
Lemma 5.4. Let y ∈ (1,∞), v ∈ SO(R+), and γ ∈ SOS(R+). Then
(a) the operator (I−vUγ)Ry can be realized as the Mellin pseudodifferential
operator:
(I − vUγ)Ry = Φ
−1Op(a)Φ,
where the function a, given for (t, x) ∈ R+ × R by
a(t, x) :=
(
1− v(t)
(
Ψ(t)
)1/p
eiψ(t)x
)
ry(x)
with ψ(t) := log[γ(t)/t] and Ψ(t) := 1 + tψ′(t), belongs to E˜(R+, V (R));
(b) we have
a(ξ, x) =
{
(1− v(ξ)eiψ(ξ)x)ry(x), if (ξ, x) ∈ ∆× R,
0, if (ξ, x) ∈ (R+ ∪∆)× {±∞}.
Proof. (a) This statement follows straightforwardly from Lemmas 5.1, 5.3,
and 4.6.
(b) If t ∈ R+, then obviously
a(t, x) = 0 for x ∈ {±∞}. (5.1)
By Lemma 2.3, ψ ∈ SO(R+). Since v, ψ ∈ SO(R+), from Lemma 5.1 it
follows that the functions
v(t, x) := v(t), ψ˜(t, x) := ψ(t), (t, x) ∈ R+ × R, (5.2)
belong to E˜(R+, V (R)). Consider the finite family {a, v, ψ˜} ∈ E˜(R+, V (R)).
Fix s ∈ {0,∞} and ξ ∈ Ms(SO(R+)). By Lemma 4.2 and (5.2), there is a
sequence {tj}j∈N ⊂ R+ and a function a(ξ, ·) ∈ V (R+) such that
lim
j→∞
tj = s, v(ξ) = lim
j→∞
v(tj), ψ(ξ) = lim
j→∞
ψ(tj), (5.3)
a(ξ, x) = lim
j→∞
a(tj , x), x ∈ R. (5.4)
From Lemmas 2.2 and 2.3 we obtain
lim
j→∞
(Ψ(tj))
1/p = 1. (5.5)
From (5.1) and (5.4) we get
a(ξ, x) = 0 for (ξ, x) ∈ (R+ ∪∆)× {±∞}.
Finally, from (5.3)–(5.5) we obtain for (ξ, x) ∈ ∆× R,
a(ξ, x) = lim
j→∞
a(tj , x)
=
(
1−
(
lim
j→∞
v(tj)
)(
lim
j→∞
(Ψ(tj))
1/p
)
exp
(
ix lim
j→∞
ψ(tj)
))
ry(x)
= (1 − v(ξ)eiψ(ξ)x)ry(x),
which completes the proof. 
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5.4. Operator (I − vUγ)
−1Ry
The following statement is crucial for our analysis. It says that the operators
(I − vUγ)Ry and (I − vUγ)
−1Ry have similar nature.
Lemma 5.5. Let y ∈ (1,∞), v ∈ SO(R+), and γ ∈ SOS(R+). If 1≫ v, then
(a) the operator A := I − vUγ is invertible on L
p(R+);
(b) the operator A−1Ry can be realized as the Mellin pseudodifferential op-
erator:
A−1Ry = Φ
−1Op(c)Φ, (5.6)
where the function c, given for (t, x) ∈ R+ × R by
c(t, x) := ry(x) +
∞∑
n=1
(
n−1∏
k=0
v[γk(t)]
(
Ψ[γk(t)]
)1/p
eiψ[γk(t)]x
)
ry(x) (5.7)
with ψ(t) := log[γ(t)/t] and Ψ(t) := 1 + tψ′(t), belongs to E˜(R+, V (R));
(c) we have
c(ξ, x) =
{
(1− v(ξ)eiψ(ξ)x)−1ry(x), if (ξ, x) ∈ ∆× R,
0, if (ξ, x) ∈ (R+ ∪∆)× {±∞}.
Proof. (a) Since 1≫ v, from Lemma 2.7 we conclude that A is invertible on
the space Lp(R+) and
A−1 =
∞∑
n=0
(vUγ)
n. (5.8)
Part (a) is proved.
(b) By Lemmas 3.1 and 5.1,
Ry = Φ
−1Op(c0)Φ, (5.9)
where the function c0, given by
c0(t, x) := ry(x), (t, x) ∈ R+ × R, (5.10)
belongs to E˜(R+, V (R)).
If γ ∈ SOS(R+), then from Lemma 2.5 it follows that γn ∈ SOS(R+)
for every n ∈ Z. By Lemma 2.3, the functions
ψn(t) := log
γn(t)
t
, Ψn(t) := 1 + tψ
′
n(t) t ∈ R+, n ∈ Z, (5.11)
are real-valued functions in SO(R+) ∩ C
1(R+). For every n ∈ N,
(vUγ)
nRy =
(
n−1∏
k=0
v ◦ γk
)
UγnRy. (5.12)
By Lemma 5.3,
UγnRy = Φ
−1Op(dn)Φ, (5.13)
where the function dn, given by
dn(t, x) :=
(
Ψn(t)
)1/p
eiψn(t)xry(x), (t, x) ∈ R+ × R, (5.14)
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belongs to E˜(R+, V (R)). From (5.11) it follows that
ψn(t) = log
γn−1[γ(t)]
t
= log
γn−1[γ(t)]
γ(t)
+ log
γ(t)
t
= ψn−1[γ(t)] + ψ(t).
Therefore
ψ′n(t) = ψ
′
n−1[γ(t)]γ
′(t) + ψ′(t). (5.15)
By using γ(t) = teψ(t) and γ′(t) = Ψ(t)eψ(t), from (5.11) and (5.15) we get
Ψn(t) = tψ
′
n−1[γ(t)]Ψ(t)e
ψ(t) + (1 + tψ′(t))
= Ψ(t)
(
1 + γ(t)ψ′n−1[γ(t)]
)
= Ψ(t)Ψn−1[γ(t)].
From this identity by induction we get
Ψn(t) =
n−1∏
k=0
Ψ[γk(t)], t ∈ R+, n ∈ N. (5.16)
From (5.12)–(5.14) and (5.16) we get
(vUγ)
nRy = Φ
−1Op(cn)Φ, n ∈ N, (5.17)
where the function cn is given for (t, x) ∈ R+ × R by
cn(t, x) := an(t)bn(t, x) (5.18)
with
an(t) :=
n−1∏
k=0
v[γk(t)]
(
Ψ[γk(t)]
)1/p
, bn(t, x) := e
iψn(t)xry(x). (5.19)
By the hypothesis, v ∈ SO(R+). On the other hand, Ψ ∈ SO(R+) in
view of Lemma 2.3. Hence Ψ1/p ∈ SO(R+). Then, due to Lemmas 2.4 and
2.5, an ∈ SO(R+) for all n ∈ N. Therefore, from Lemma 5.1 we obtain that
an(t, x) := an(t), (t, x) ∈ R+×R, belongs to E˜(R+, V (R)). On the other hand,
by Lemma 5.2, bn ∈ E˜(R+, V (R)). Thus, cn = anbn belongs to E˜(R+, V (R))
for every n ∈ N.
Following the proof of [6, Lemma 2.1] (see also [1, Theorem 2.2]), let us
show that
lim sup
n→∞
‖an‖
1/n
Cb(R+)
< 1. (5.20)
By Lemmas 2.2 and 2.3,
lim
t→s
Ψ(t) = 1 + lim
t→s
tψ′(t) = 1, s ∈ {0,∞}. (5.21)
If 1≫ v, then
lim sup
t→s
|v(t)| < 1, s ∈ {0,∞}. (5.22)
From (5.21)–(5.22) it follows that
L∗(s) := lim sup
t→s
∣∣v(t)(Ψ(t))1/p∣∣ < 1, s ∈ {0,∞}.
16 A. Yu. Karlovich, Yu. I. Karlovich and A. B. Lebre
Fix ε > 0 such that L∗(s) + ε < 1 for s ∈ {0,∞}. By the definition of L∗(s),
there exist points t1, t2 ∈ R+ such that∣∣v(t)(Ψ(t))1/p∣∣ < L∗(0) + ε for t ∈ (0, t1),∣∣v(t)(Ψ(t))1/p∣∣ < L∗(∞) + ε for t ∈ (t2,∞). (5.23)
The mapping γ has no fixed points other than 0 and∞. Hence, either γ(t) > t
or γ(t) < t for all t ∈ R+. For definiteness, suppose that γ(t) > t for all
t ∈ R+. Then there exists a number k0 ∈ N such that γk0(t1) ∈ (t2,∞). Put
M1 := sup
t∈R+
∣∣v(t)(Ψ(t))1/p∣∣, M2 := sup
t∈R+\[t1,γk0 (t1)]
∣∣v(t)(Ψ(t))1/p∣∣.
Since vΨ1/p ∈ SO(R+), we have M1 <∞. Moreover, from (5.23) we obtain
M2 ≤ max(L
∗(0), L∗(∞)) + ε < 1.
Then, for every t ∈ R+ and n ∈ N,
|an(t)| =
n−1∏
k=0
∣∣v[γk(t)](Ψ[γk(t)])1/p|
≤Mk01 M
n−k0
2 ≤M
k0
1 (max(L
∗(0), L∗(∞)) + ε)n−k0 .
From here we immediately get (5.20).
Now let us show that
lim sup
n→∞
‖bn‖
1/n
Cb(R+,V (R))
≤ 1. (5.24)
By Lemma 5.2, there exists a constant C(y) ∈ (0,∞) depending only on y
such that for all n ∈ N,
‖bn‖Cb(R+,V (R)) ≤ C(y)
(
1 + sup
t∈R+
|ψn(t)|
)
. (5.25)
From (5.11) we obtain
ψn(t) = log
(
n−1∏
k=0
γ[γk(t)]
γk(t)
)
=
n−1∑
k=0
log
γ[γk(t)]
γk(t)
=
n−1∑
k=0
ψ[γk(t)]. (5.26)
Let
M3 := sup
t∈R+
|ψ(t)|.
Since γk is a diffeomorphism of R+ onto itself for every k ∈ Z, we have
M3 = sup
t∈R+
|ψ(t)| = sup
t∈R+
|ψ[γ(t)]| = · · · = sup
t∈R+
|ψ[γn−1(t)]|. (5.27)
From (5.25)–(5.27) we obtain
‖bn‖Cb(R+,V (R)) ≤ C(y)(1 +M3n), n ∈ N,
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which implies (5.24). Combining (5.18), (5.20), and (5.24), we arrive at
lim sup
n→∞
‖cn‖
1/n
Cb(R+,V (R))
≤
(
lim sup
n→∞
‖an‖
1/n
Cb(R+)
)
×
(
lim sup
n→∞
‖bn‖
1/n
Cb(R+,V (R))
)
< 1.
This shows that the series
∑∞
n=0 cn is absolutely convergent in the norm of
Cb(R+, V (R)). From (5.18)–(5.19) and (5.26) we get for (t, x) ∈ R+ ×R and
n ∈ N,
cn(t, x) =
(
n−1∏
k=0
v[γk(t)]
(
Ψ[γk(t)]
)1/p
eiψ[γk(t)]x
)
ry(x). (5.28)
We have already shown that c0 given by (5.10) and cn, n ∈ N, given by (5.28)
belong to E˜(R+, V (R)). Thus c :=
∑∞
n=0 cn is given by (5.7) and it belongs
to E˜(R+, V (R)).
From (5.9), (5.17) and Theorem 4.1 we get∥∥∥∥∥Φ−1Op(c)Φ−
N∑
n=0
(vUγ)
nRy
∥∥∥∥∥
B(Lp(R+))
=
∥∥∥∥∥Φ−1
(
c−
N∑
n=0
cn
)
Φ
∥∥∥∥∥
B(Lp(R+))
≤ Cp
∥∥∥∥∥c−
N∑
n=0
cn
∥∥∥∥∥
Cb(R+,V (R))
= o(1) as N →∞.
Hence
∞∑
n=0
(vUγ)
nRy = Φ
−1Op(c)Φ.
Combining this identity with (5.8), we arrive at (5.6). Part (b) is proved.
(c) From (5.10) and (5.28) it follows that cn(t,±∞) = 0 for n ∈ N∪{0}
and t ∈ R+. Then, in view of Lemma 4.4,
c(t,±∞) = 0, t ∈ R+. (5.29)
Since v, ψ ∈ SO(R+), from Lemma 5.1 it follows that the functions
v(t, x) = v(t), ψ˜(t, x) := ψ(t), (t, x) ∈ R+ × R, (5.30)
belong to the Banach algebra E˜(R+, V (R)). Consider the countable family
{v, ψ˜, c} ∪ {cn}
∞
n=0 of functions in E˜(R+, V (R)).
Fix s ∈ {0,∞} and ξ ∈Ms(SO(R+)). By Lemma 4.2 and (5.30), there
is a sequence {tj}j∈N ⊂ R+ and functions c(ξ, ·) ∈ V (R+), cn(ξ, ·) ∈ V (R+),
n ∈ N ∪ {0}, such that
lim
j→∞
tj = s, v(ξ) = lim
j→∞
v(tj), ψ(ξ) = lim
j→∞
ψ(tj), (5.31)
and for n ∈ N ∪ {0} and x ∈ R,
cn(ξ, x) = lim
j→∞
cn(tj , x), c(ξ, x) = lim
j→∞
c(tj , x). (5.32)
18 A. Yu. Karlovich, Yu. I. Karlovich and A. B. Lebre
From (5.29) and the second limit in (5.32) we get
c(ξ,±∞) = lim
j→∞
c(tj ,±∞) = 0. (5.33)
Trivially,
c0(ξ, x) = ry(x), (ξ, x) ∈ (∆ ∪ R+)× R. (5.34)
From Lemmas 2.2 and 2.3 we obtain
lim
t→s
(
Ψ(t)
)1/p
= 1, s ∈ {0,∞}. (5.35)
From Lemma 2.5 it follows that for k ∈ N,
lim
j→∞
v(tj) = lim
j→∞
v[γk(tj)], lim
j→∞
ψ(tj) = lim
j→∞
ψ[γk(tj)]. (5.36)
Combining (5.28), (5.31), the first limit in (5.32), and (5.35)–(5.36), we get
for x ∈ R and n ∈ N,
cn(ξ, x) = lim
j→∞
(
n−1∏
k=0
v[γk(tj)]
(
Ψ[γk(tj)]
)1/p
eiψ[γk(tj)]x
)
ry(x)
=
(
v(ξ)eiψ(ξ)x
)n
ry(x). (5.37)
From (5.34), (5.37), and Lemma 4.4 we obtain
c(ξ, x) =
∞∑
n=0
(
v(ξ)eiψ(ξ)x
)n
ry(x). (5.38)
Since 1≫ v, we have
lim sup
t→s
|v(t)| < 1, s ∈ {0,∞},
whence, in view of Lemma 2.1, we obtain
|v(ξ)eiψ(ξ)x| ≤ max
s∈{0,∞}
(
lim sup
t→s
|v(t)|
)
< 1.
Therefore,
∞∑
n=0
(
v(ξ)eiψ(ξ)x
)n
=
(
1− v(ξ)eiψ(ξ)x
)−1
. (5.39)
From (5.38) and (5.39) we get
c(ξ, x) =
(
1− v(ξ)eiψ(ξ)x
)−1
ry(x), (ξ, x) ∈ ∆× R. (5.40)
Combining (5.29), (5.33), and (5.40), we arrive at the assertion of part (c). 
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6. Fredholmness and Index of the Operator V
6.1. First Step of Regularization
Lemma 6.1. Let α, β ∈ SOS(R+) and let c, d ∈ SO(R+) be such that 1 ≫ c
and 1≫ d. Then for every µ ∈ [0, 1] and y ∈ (1,∞) the following statements
hold:
(a) the operators I − µcUα and I − µdUβ are invertible on L
p(R+);
(b) for (t, x) ∈ R+ × R, the functions
ac,αµ,y(t, x) := (1− µc(t)(Ω(t))
1/peiω(t)x)ry(x), (6.1)
ad,βµ,y(t, x) := (1− µd(t)(H(t))
1/peiη(t)x)ry(x) (6.2)
and
cc,αµ,y(t, x) :=ry(x)
+
∞∑
n=1
µn
(
n−1∏
k=0
c[αk(t)]
(
Ω[αk(t)]
)1/p
eiω[αk(t)]x
)
ry(x), (6.3)
cd,βµ,y(t, x) :=ry(x)
+
∞∑
n=1
µn
(
n−1∏
k=0
d[βk(t)]
(
H [βk(t)]
)1/p
eiη[βk(t)]x
)
ry(x), (6.4)
with
ω(t) = log[α(t)/t], Ω(t) = 1 + tω′(t), (6.5)
η(t) = log[β(t)/t], H(t) = 1 + tη′(t), (6.6)
belong to the algebra E˜(R+, V (R));
(c) the operators
Vµ,y := (I − µcUα)P
+
y + (I − µdUβ)P
−
y , (6.7)
Lµ,y := (I − µcUα)
−1P+y + (I − µdUβ)
−1P−y (6.8)
are related by
Vµ,yLµ,y ≃ Lµ,yVµ,y ≃ Hµ,y, (6.9)
where
Hµ,y := Φ
−1Op(hµ,y)Φ (6.10)
and the function hµ,y, given for (t, x) ∈ R+ × R by
hµ,y(t, x) := 1 +
1
4
[
2(ry(x))
2
− ad,βµ,y(t, x)c
c,α
µ,y(t, x) − a
c,α
µ,y(t, x)c
d,β
µ,y(t, x)
]
, (6.11)
belongs to the algebra E˜(R+, V (R)).
Proof. (a) From Lemma 2.7 it follows that the operators
I − µcUα, I − µdUβ ∈ FOα,β (6.12)
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are invertible and
(I − µcUα)
−1, (I − µdUβ)
−1 ∈ FOα,β . (6.13)
This completes the proof of part (a).
(b) From Lemma 3.1 it follows that
R2y = Φ
−1Co(r2y)Φ = Φ
−1Op(r2y)Φ, (6.14)
where ry(t, x) = ry(x) for (t, x) ∈ R+ × R. From Lemma 5.1 we deduce that
r2y ∈ E˜(R+, V (R)). By Lemma 5.4(a),
(I − µcUα)Ry = Φ
−1Op(ac,αµ,y)Φ, (6.15)
(I − µdUβ)Ry = Φ
−1Op(ad,βµ,y)Φ, (6.16)
where the functions ac,αµ,y and a
d,β
µ,y, given by (6.1) and (6.2), respectively,
belong to E˜(R+, V (R)). Lemma 5.5(b) implies that
(I − µcUα)
−1Ry = Φ
−1Op(cc,αµ,y)Φ, (6.17)
(I − µdUβ)
−1Ry = Φ
−1Op(cd,βµ,y)Φ, (6.18)
where the functions cc,αµ,y and c
d,β
µ,y given by (6.3) and (6.4), respectively, belong
to E˜(R+, V (R)). In particular, this completes the proof of part (b).
(c) From (6.12)–(6.13) and Lemmas 2.8 and 3.1 it follows that
(I − µcUα)
tT ≃ T (I − µcUα)
t, (6.19)
(I − µdUβ)
tT ≃ T (I − µdUβ)
t (6.20)
for every t ∈ {−1, 1} and T ∈ {P+y , P
−
y , Ry}. Applying consecutively relations
(6.19)–(6.20) with T ∈ {P+y , P
−
y }, Lemma 3.2(b), and relations (6.19)–(6.20)
with T = Ry, we get
Vµ,yLµ,y ≃(P
+
y )
2 + (I − µdUβ)(I − µcUα)
−1P−y P
+
y
+ (P−y )
2 + (I − µcUα)(I − µdUβ)
−1P+y P
−
y
=
(
P+y +
R2y
4
)
− (I − µdUβ)(I − µcUα)
−1
R2y
4
+
(
P−y +
R2y
4
)
− (I − µcUα)(I − µdUβ)
−1
R2y
4
≃I +
R2y
2
−
1
4
(I − µdUβ)Ry(I − µcUα)
−1Ry
−
1
4
(I − µcUα)Ry(I − µdUβ)
−1Ry. (6.21)
Applying equalities (6.15)–(6.18) to (6.21), we obtain
Vµ,yLµ,y ≃I +
1
2
Φ−1Op(r2y)Φ−
1
4
Φ−1Op(ad,βµ,y)Op(c
c,α
µ,y)Φ
−
1
4
Φ−1Op(ac,αµ,y)Op(c
d,β
µ,y)Φ. (6.22)
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From Theorem 4.5 we get
Op(ad,βµ,y)Op(c
c,α
µ,y) ≃ Op(a
d,β
µ,yc
c,α
µ,y), (6.23)
Op(ac,αµ,y)Op(c
d,β
µ,y) ≃ Op(a
c,α
µ,yc
d,β
µ,y). (6.24)
Combining (6.22)–(6.24), we arrive at
Vµ,yLµ,y ≃ Φ
−1Op(hµ,y)Φ,
where the function hµ,y, given by (6.11), belongs to the algebra E˜(R+, V (R))
because the functions (6.1)–(6.4) lie in this algebra in view of part (b). Anal-
ogously, it can be shown that
Lµ,yVµ,y ≃ Φ
−1Op(hµ,y)Φ,
which completes the proof. 
6.2. Fredholmness of the Operator Hµ,2
In this subsection we will prove that the operators Hµ,2 given by (6.10) are
Fredholm for every µ ∈ [0, 1]. To this end, we will use Theorem 4.7.
First we represent boundary values of hµ,y in a way, which is convenient
for further analysis.
Lemma 6.2. Let α, β ∈ SOS(R+) and let c, d ∈ SO(R+) be such that 1 ≫ c
and 1≫ d. If hµ,y is given by (6.11) and (6.1)–(6.6), then for every µ ∈ [0, 1]
and y ∈ (1,∞), we have
hµ,y(ξ, x) =
{
vµ,y(ξ, x)ℓµ,y(ξ, x), if (ξ, x) ∈ ∆× R,
1, if (ξ, x) ∈ (R+ ∪∆)× {±∞},
where
vµ,y(ξ, x) := (1− µc(ξ)e
iω(ξ)x)p+y (x) + (1 − µd(ξ)e
iη(ξ)x)p−y (x), (6.25)
ℓµ,y(ξ, x) := (1− µc(ξ)e
iω(ξ)x)−1p+y (x) + (1− µd(ξ)e
iη(ξ)x)−1p−y (x) (6.26)
for (ξ, x) ∈ ∆× R.
Proof. From (6.11), Lemmas 4.3, 5.4(b), and 5.5(c) it follows that
hµ,y(ξ, x) = 1 for (ξ, x) ∈ (R+ ∪∆)× {±∞}
and
hµ,y(ξ, x) =1 +
1
4
[
2(ry(x))
2
− (1− µd(ξ)eiη(ξ)x)ry(x)(1 − µc(ξ)e
iω(ξ)x)−1ry(x)
− (1− µc(ξ)eiω(ξ)x)ry(x)(1 − µd(ξ)e
iη(ξ)x)−1ry(x)
]
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for (ξ, x) ∈ ∆× R. By Lemma 3.2(a),
hµ,y(ξ, x) =
=
(
p+y (x) +
(ry(x))
2
4
)
− (1− µd(ξ)eiη(ξ)x)(1− µc(ξ)eiω(ξ)x)−1
(ry(x))
2
4
+
(
p−y (x) +
(ry(x))
2
4
)
− (1− µc(ξ)eiω(ξ)x)(1− µd(ξ)eiη(ξ)x)−1
(ry(x))
2
4
=(p+y (x))
2 + (1 − µd(ξ)eiη(ξ)x)(1− µc(ξ)eiω(ξ)x)−1p−y (x)p
+
y (x)
+ (p−y (x))
2 + (1− µc(ξ)eiω(ξ)x)(1− µd(ξ)eiη(ξ)x)−1p+y (x)p
−
y (x)
=vµ,y(ξ, x)ℓµ,y(ξ, x)
for (ξ, x) ∈ ∆× R, which completes the proof. 
We were unable to prove that hµ,y satisfies the hypotheses of Theo-
rem 4.7 for every y ∈ (1,∞) or at least for y = p. However, the very special
form of the ranges of vµ,2 and ℓµ,2 given by (6.25) and (6.26), respectively,
allows us to prove that vµ,2 and ℓµ,2 are separated from zero for all µ ∈ [0, 1],
and thus hµ,2 satisfies the assumptions of Theorem 4.7.
Lemma 6.3. Let α, β ∈ SOS(R+) and let c, d ∈ SO(R+) be such that 1 ≫ c
and 1 ≫ d. Then for every µ ∈ [0, 1] the operator Hµ,2 given by (6.10) is
Fredholm on Lp(R+).
Proof. By Lemma 6.2, for the function hµ,2 defined by (6.11) and (6.1)–(6.6)
we have
hµ,2(ξ, x) = 1 6= 0 for (ξ, x) ∈ (R+ ∪∆)× {±∞} (6.27)
and
hµ,2(ξ, x) = vµ,2(ξ, x)ℓµ,2(ξ, x) for (ξ, x) ∈ ∆× R,
where vµ,2 and ℓµ,2 are defined by (6.25) and (6.26), respectively. From Lem-
mas 2.9 and 2.10 it follows that for each ξ ∈ ∆ the ranges of the continuous
functions vµ,2(ξ, ·) and ℓµ,2(ξ, ·) defined on R lie in the half-plane
Hµ,ξ := {z ∈ C : Re z > 1− µmax(|c(ξ)|, |d(ξ)|)} .
From Lemma 2.1 we get
C(∆) := sup
ξ∈∆
|c(ξ)| = max
s∈{0,∞}
(
lim sup
t→s
|c(t)|
)
,
D(∆) := sup
ξ∈∆
|d(ξ)| = max
s∈{0,∞}
(
lim sup
t→s
|d(t)|
)
.
Since 1≫ c and 1≫ d, we see that C(∆) < 1 and D(∆) < 1. Therefore, for
every ξ ∈ ∆ and µ ∈ [0, 1], the half-plane Hµ,ξ is contained in the half-plane
{z ∈ C : Re z > 1−max(|C(∆)|, |D(∆)|)}
and the origin does not lie in the latter half-plane. Thus
hµ,2(ξ, x) = vµ,2(ξ, x)ℓµ,2(ξ, x) 6= 0 for all (ξ, x) ∈ ∆× R. (6.28)
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From (6.27)–(6.28) and Theorem 4.7 we obtain that the operator Hµ,2 is
Fredholm on Lp(R+). 
6.3. Proof of the Main Result
For µ ∈ [0, 1], consider the operators Vµ,2 and Lµ,2 defined by (6.7) and
(6.8), respectively. It is obvious that V0,2 = P
+
y + P
−
y = I and V1,2 = V . By
Lemma 6.1(c),
Vµ,2Lµ,2 ≃ Lµ,2Vµ,2 ≃ Hµ,2, µ ∈ [0, 1], (6.29)
where the operator Hµ,2 given by (6.10) is Fredholm in view of Lemma 6.3.
Let H
(−1)
µ,2 be a regularizer for Hµ,2. From (6.29) it follows that
Vµ,2(Lµ,2H
(−1)
µ,2 ) ≃ I, (H
(−1)
µ,2 Lµ,2)Vµ,2 ≃ I, µ ∈ [0, 1]. (6.30)
Thus, Lµ,2H
(−1)
µ,2 is a right regularizer for Vµ,2 and H
(−1)
µ,2 Lµ,2 is a left regu-
larizer for Vµ,2. Therefore, Vµ,2 is Fredholm for every µ ∈ [0, 1]. It is obvious
that the operator-valued function µ 7→ Vµ,2 ∈ B(L
p(R+)) is continuous on
[0, 1]. Hence the operators Vµ,2 belong to the same connected component of
the set of all Fredholm operators. Therefore all Vµ,2 have the same index (see,
e.g., [4, Section 4.10]). Since V0,2 = I, we conclude that
Ind V = IndV1,2 = IndV0,2 = Ind I = 0,
which completes the proof of Theorem 1.1. 
7. Regularization of the Operator W
7.1. Regularizers of the Operator W
As a by-product of the proof of Section 6, we can describe all regularizers of
a slightly more general operator W .
Theorem 7.1. Let 1 < p < ∞, ε1, ε2 ∈ {−1, 1}, and α, β ∈ SOS(R+).
Suppose c, d ∈ SO(R+) are such that 1 ≫ c and 1 ≫ d. Then the operator
W given by
W := (I − cUε1α )P
+
2 + (I − dU
ε2
β )P
−
2
is Fredholm on the space Lp(R+) and IndW = 0. Moreover, each regularizer
W (−1) of the operator W is of the form
W (−1) = [Φ−1Op(f)Φ] · [(I − cUε1α )
−1P+2 + (I − dU
ε2
β )
−1P−2 ] +K, (7.1)
where K ∈ K(Lp(R+)) and f ∈ E˜(R+, V (R)) is such that
f(ξ, x) =

1
w(ξ, x)ℓ(ξ, x)
, if (ξ, x) ∈ ∆× R,
1, if (ξ, x) ∈ (R+ ∪∆)× {±∞},
(7.2)
24 A. Yu. Karlovich, Yu. I. Karlovich and A. B. Lebre
where
w(ξ, x) := (1− c(ξ)eiε1ω(ξ)x)p+2 (x) + (1 − d(ξ)e
iε2η(ξ)x)p−2 (x) 6= 0, (7.3)
ℓ(ξ, x) :=
p+2 (x)
1− c(ξ)eiε1ω(ξ)x
+
p−2 (x)
1− d(ξ)eiε2η(ξ)x
6= 0 (7.4)
for (ξ, x) ∈ ∆×R with ω(t) := log[α(t)/t] and η(t) := log[β(t)/t] for t ∈ R+.
Proof. Since α, β ∈ SOS(R+), from Lemma 2.5 it follows that α−1 and
β−1 also belong to SOS(R+). Taking into account that U
ε1
α = Uαε1 and
Uε2β = Uβε2 , from Theorem 1.1 we deduce that the operator W is Fredholm
and IndW = 0. Further, from (6.30) and Lemma 6.3 it follows that each
regularizer W (−1) of W is of the form
W (−1) = H(−1)L+K1, (7.5)
where K1 ∈ K(L
p(R+)),
L := (I − cUε1α )
−1P+2 + (I − dU
ε2
β )
−1P−2 , (7.6)
and H(−1) is a regularizer of the Fredholm operator H given by
H := Φ−1Op(h)Φ,
where h ∈ E˜(R+, V (R)) is given for (t, x) ∈ R+ × R by
h(t, x) := 1 +
1
4
[
2(r2(x))
2 − a
d,βε2
1,2 (t, x)c
c,αε1
1,2 (t, x) − a
c,αε1
1,2 (t, x)c
d,βε2
1,2 (t, x)
]
,
and the functions a
c,αε1
1,2 , c
c,αε1
1,2 and a
d,βε2
1,2 , c
d,βε2
1,2 are given by (6.1)–(6.2) and
(6.3)–(6.4) with α and β replaced by αε1 and βε2 , respectively.
Taking into account Lemma 2.6, by analogy with Lemma 6.2 we get
h(ξ, x) =
{
w(ξ, x)ℓ(ξ, x), if (ξ, x) ∈ ∆× R,
1, if (ξ, x) ∈ (R+ ∪∆)× {±∞}.
(7.7)
By Theorem 4.7(b), each regularizer H(−1) of the Fredholm operator H is of
the form
H(−1) = Φ−1Op(f)Φ +K2, (7.8)
where K2 ∈ K(L
p(R+)) and f ∈ E˜(R+, V (R)) is such that
f(t,±∞) = 1/h(t,±∞) for all t ∈ R+,
f(ξ, x) = 1/h(ξ, x) for all (ξ, x) ∈ ∆× R.
(7.9)
From (7.5)–(7.6) and (7.8) we get (7.1). Combining (7.7) and (7.9), we arrive
at (7.2). 
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7.2. One Useful Consequence of Regularization of W
Theorem 7.2. Under the assumptions of Theorem 7.1, for every y ∈ (1,∞)
there exists a function gy ∈ E˜(R+, V (R)) such that
(Φ−1Op(gy)Φ)W ≃ Ry (7.10)
and
gy(ξ, x) =

ry(x)
w(ξ, x)
, if (ξ, x) ∈ ∆× R,
0, if (ξ, x) ∈ (R+ ∪∆)× {±∞},
where the function w is defined for (ξ, x) ∈ ∆× R by (7.3).
Proof. From Theorem 7.1 it follows that
(Φ−1Op(f)Φ)LWRy ≃ Ry, (7.11)
where L is given by (7.6) and f ∈ E˜(R+, V (R)) satisfies (7.2). From Lem-
mas 2.8 and 3.1 we get
WRy ≃ RyW. (7.12)
Lemmas 3.1 and 5.5(a)–(b) imply that
LRy = (I − cU
ε1
α )
−1RyP
+
2 + (I − dU
ε2
β )
−1RyP
−
2
= Φ−1Op(c
c,αε1
1,y )Co(p
+
2 )Φ + Φ
−1Op(c
d,βε2
1,y )Co(p
−
2 )Φ, (7.13)
where the functions c
c,αε1
1,y and c
d,βε2
1,y , given by (6.3) and (6.4) with α and β
replaced by αε1 and βε2 , respectively, belong to E˜(R+, V (R)). From (7.13)
and Lemmas 5.1 and 4.6 we obtain
LRy = Φ
−1Op(c
c,αε1
1,y p
+
2 + c
d,βε2
1,y p
−
2 )Φ, (7.14)
where c
c,αε1
1,y p
+
2 + c
d,βε2
1,y p
−
2 ∈ E˜(R+, V (R)). From (7.11)–(7.12), (7.14), and
Theorem 4.5 we get (7.10) with
gy := f (c
c,αε1
1,y p
+
2 + c
d,βε2
1,y p
−
2 ) ∈ E˜(R+, V (R)). (7.15)
Obviously,
p±2 (±∞) = 1, p
±
2 (∓∞) = 0. (7.16)
By Lemmas 2.6 and 5.5(c),
c
c,αε1
1,y (ξ, x) =

ry(x)
1− c(ξ)eiε1ω(ξ)x
, if (ξ, x) ∈ ∆× R,
0, if (ξ, x) ∈ (R+ ∪∆)× {±∞},
(7.17)
c
d,βε2
1,y (ξ, x) =

ry(x)
1− d(ξ)eiε2η(ξ)x
, if (ξ, x) ∈ ∆× R,
0, if (ξ, x) ∈ (R+ ∪∆)× {±∞}.
(7.18)
From (7.15)–(7.18), (7.2)–(7.4), and Lemma 4.3 we get
gy(ξ, x) = 0 for (ξ, x) ∈ (R+ ∪∆)× {±∞}
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and
gy(ξ, x) = f(ξ, x)
(
ry(x)p
+
2 (x)
1− c(ξ)eiε1ω(ξ)x
+
ry(x)p
−
2 (x)
1− d(ξ)eiε2η(ξ)x
)
=
ℓ(ξ, x)ry(x)
w(ξ, x)ℓ(ξ, x)
=
ry(x)
w(ξ, x)
for (ξ, x) ∈ ∆× R. 
Relation (7.10) will play an important role in the proof of an index
formula for the operator N in [11].
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