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SUR QUELQUES REPRE´SENTATIONS
POTENTIELLEMENT CRISTALLINES DE GL2(Qp)
par
Laurent Berger & Christophe Breuil
Re´sume´. — On associe aux repre´sentations p-adiques irre´ductibles de Gal(Q
p
/Qp) de
dimension 2 devenant cristallines sur une extension abe´lienne de Qp des espaces de Banach
p-adiques B(V ) munis d’une action line´aire continue unitaire de GL2(Qp). Lorsque V est
de plus ϕ-semi-simple, on utilise le (ϕ,Γ)-module et le module de Wach de V pour montrer
que la repre´sentation B(V ) est non nulle, topologiquement irre´ductible et admissible.
Abstract (On some potentially crystalline representations of GL2(Qp))
To each 2-dimensional irreducible p-adic representation of Gal(Q
p
/Qp) which becomes
crystalline over an abelian extension ofQp, we associate a Banach space B(V ) endowed with
a linear continuous unitary action of GL2(Qp). When V is moreover ϕ-semi-simple, we use
the (ϕ,Γ)-module and the Wach module associated to V to show that the representation
B(V ) is nonzero, topologically irreducible and admissible.
Table des matie`res
1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Notations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Repre´sentations p-adiques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1. Quelques anneaux de se´ries formelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2. Repre´sentations p-adiques et (ϕ,Γ)-modules. . . . . . . . . . . . . . . . . . . . . . 6
2.3. Topologie faible et treillis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4. The´orie de Hodge p-adique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5. The´orie de Hodge p-adique et (ϕ,Γ)-modules. . . . . . . . . . . . . . . . . . . . . 15
3. Repre´sentations apc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1. Modules de Wach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2. De N(V ) a` Dcris(V ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3. Une autre construction de N(V ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4. Repre´sentations apc de dimension 2 et repre´sentations du Borel . . 27
4. Repre´sentations apc irre´ductibles de GL2(Qp) . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1. Fonctions de classe Cr et distributions d’ordre r . . . . . . . . . . . . . . . . . . 31
4.2. De´finition de B(V ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3. Une autre description de B(V ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5. Repre´sentations de GL2(Qp) et (ϕ,Γ)-modules. . . . . . . . . . . . . . . . . . . . . . . . 43
Classification mathe´matique par sujets (2000). — 11F.
2 L. BERGER & C. BREUIL
5.1. Deux lemmes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.2. D’un monde a` l’autre. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3. Irre´ductibilite´ et admissibilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.4. Le cas non ge´ne´rique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Re´fe´rences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
1. Introduction
1.1. Introduction. — Soit p un nombre premier et n ∈ N. Dans la recherche d’une
correspondance e´ventuelle entre (certaines) repre´sentations p-adiques V de Gal(Qp/Qp)
de dimension n et (certaines) repre´sentations p-adiques B(V ) de GLn(Qp), un des cas
importants a` regarder est certainement celui ou` n = 2, V est absolument irre´ductible,
devient cristalline sur une extension abe´lienne de Qp et est ϕ-semi-simple. Cette dernie`re
condition signifie que le Frobenius ϕ sur le ϕ-module filtre´ Dcris(V ) associe´ par Fontaine
a` V est semi-simple. La repre´sentation V a des poids de Hodge-Tate distincts i1 < i2 et,
si l’on note Alg(V ) la repre´sentation alge´brique de GL2(Qp) de plus haut poids (i1, i2−1)
et Lisse(V ) la repre´sentation lisse irre´ductible de GL2(Qp) associe´e par la correspondance
locale de Hecke a` la repre´sentation de Weil de´duite de V par [Fon94c], la repre´sentation
B(V ) est simplement le comple´te´ p-adique de la repre´sentation localement alge´brique
Alg(V ) ⊗ Lisse(V ) par rapport a` un re´seau stable par GL2(Qp) et de type fini sous
l’action de GL2(Qp). Notons que Lisse(V ) est toujours ici une repre´sentation de la se´rie
principale. Ainsi, B(V ) est un espace de Banach p-adique muni d’une action continue
unitaire de GL2(Qp) (i.e. laissant une norme invariante). Notons que, lorsque Lisse(V )
est de dimension 1, cette de´finition de B(V ) doit eˆtre modifie´e.
Le proble`me est qu’il n’est pas du tout e´vident qu’un tel re´seau existe, ou, de manie`re
e´quivalente, que B(V ) soit non nul. Dans [Bre03a, the´ore`me 1.3], la non nullite´ de B(V )
est de´montre´e lorsque V est cristalline et i2− i1 < 2p (essentiellement), et dans [Bre03b,
the´ore`me 1.3.3], son admissibilite´ (au sens de [ST02b]) et son irre´ductibilite´ topologique
(avec une condition supple´mentaire pour cette dernie`re). La me´thode repose sur le calcul
de la re´duction d’une boule unite´ de B(V ) modulo l’ide´al maximal des coefficients.
Lorsque V est de dimension 2, absolument irre´ductible mais cette fois semi-stable non
cristalline, B(V ) est de´fini dans [Bre03b] et [Bre03c] et des conjectures analogues (non
nullite´, admissibilite´, etc.) formule´es et tre`s partiellement de´montre´es. P. Colmez dans
[Col04a] a vu que la the´orie des (ϕ,Γ)-modules de Fontaine permettait de de´montrer
e´le´gamment ces conjectures dans le cas semi-stable en construisant un mode`le de la
restriction au Borel supe´rieur de la repre´sentation duale B(V )∗ a` partir du (ϕ,Γ)-module
de V .
Il e´tait donc naturel de regarder si un tel mode`le existait aussi dans le cas des
repre´sentations V potentiellement cristallines ci-dessus et s’il permettait de de´montrer
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les conjectures de non nullite´, d’irre´ductibilite´ et d’admissibilite´. La re´ponse est affir-
mative et fait l’objet du pre´sent article. Comme dans [Col04a], on de´montre donc un
isomorphisme Borel-e´quivariant entre B(V )∗ et (lim
←−ψ
D(V ))b (the´ore`me 5.2.7) ou` D(V )
est le (ϕ,Γ)-module associe´ a` la repre´sentation potentiellement cristalline V et ou` la
limite projective consiste en les suites ψ-compatibles borne´es d’e´le´ments de D(V ). Pour
montrer cet isomorphisme, il est ne´cessaire d’une part d’e´tendre au cas potentiellement
cristallin conside´re´ la the´orie des modules de Wach de [Ber04a] et [Wa96], d’autre
part de passer par une description interme´diaire de B(V ) comme espace de fonctions
continues sur Qp d’un certain type (the´ore`me 4.3.1). Les re´sultats coˆte´ (ϕ,Γ)-modules
permettent alors de de´duire le re´sultat principal de cet article (§5.3) :
The´ore`me. — Si V est une repre´sentation p-adique absolument irre´ductible de dimen-
sion 2 de Gal(Qp/Qp), qui devient cristalline sur une extension abe´lienne de Qp et qui
est ϕ-semi-simple, alors B(V ) est non nul, topologiquement irre´ductible et admissible.
On obtient aussi deux autres corollaires, l’un concernant tous les re´seaux possibles
stables par GL2(Qp) dans Alg(V ) ⊗ Lisse(V ) (corollaire 5.3.4), l’autre concernant les
vecteurs localement analytiques dans B(V ) (corollaires 5.3.6 et 5.4.3).
D’autres isomorphismes B(V )∗ ≃ (lim
←−ψ
D(V ))b sont de´montre´s lorsque V est triangu-
line non de Rham dans [Col04b], mais les me´thodes d’analyse p-adique coˆte´ GL2(Qp)
y sont sensiblement diffe´rentes. Ici, on utilise de manie`re essentielle l’existence d’un en-
trelacement entre deux fac¸ons d’e´crire la se´rie principale Lisse(V ) (correspondant essen-
tiellement aux deux fac¸ons d’ordonner les caracte`res que l’on induit), entrelacement qui
« passe a` la comple´tion p-adique » et permet de de´finir un entrelacement p-adique entre
deux fac¸ons d’e´crire le Banach B(V ). On s’aperc¸oit alors que cet entrelacement p-adique
a une interpre´tation en the´orie de Hodge p-adique : si deux distributions de B(V )∗ se
correspondent par cet entrelacement (on ne distingue pas ici les deux manie`res d’e´crire
B(V )), alors les deux e´le´ments qu’on leur associe dans (lim
←−ψ
D(V ))b sont relie´s par une
condition e´quivalente a` la donne´e de la filtration de Hodge sur Dcris(V ) (voir §5.1 et lemme
5.2.3).
Lorsque V n’est pas ϕ-semi-simple, signalons que B(V )∗ et (lim
←−ψ
D(V ))b sont toujours
de´finis mais que l’on ignore s’ils sont naturellement isomorphes (l’entrelacement ci-dessus
est dans ce cas l’identite´).
Une premie`re version de cet article (octobre 2004), dont une version pre´liminaire avait
fait l’objet d’un cours au C.M.S. de Hangzhou en aouˆt 2004 ([BB04]), ne traitait que le
cas des repre´sentations cristallines.
1.2. Notations. — On fixe Qp une cloˆture alge´brique de Qp, on note « val » la valu-
ation sur Qp telle que val(p)
de´f
= 1, | · | la norme p-adique |x|
de´f
= p−val(x) et Cp le comple´te´
de Qp pour | · |. On normalise l’isomorphisme de la the´orie du corps de classes local
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en envoyant les uniformisantes sur les Frobenius ge´ome´triques. On note ε le caracte`re
cyclotomique p-adique de Gal(Qp/Qp) vu aussi comme caracte`re de Q
×
p . En particulier,
ε(p) = 1 et ε|Z×p : Z
×
p → Z
×
p est l’identite´. On note nr(x) le caracte`re non ramifie´ de Q
×
p
envoyant p sur x. On de´signe par L une extension finie de Qp, OL son anneau d’entiers,
kL son corps re´siduel et πL une uniformisante. On note V une repre´sentation p-adique
de Gal(Qp/Qp), c’est-a`-dire un L-espace vectoriel de dimension finie muni d’une action
line´aire et continue de Gal(Qp/Qp), et T un OL-re´seau de V stable par Gal(Qp/Qp).
Enfin, B(Qp) de´signe les matrices triangulaires supe´rieures dans GL2(Qp) et B(Zp) le
sous-groupe de ces matrices qui sont dans GL2(Zp).
On note Fn l’extension finie de Qp dans Qp engendre´e par les racines p
n-ie`mes de
l’unite´ et F∞
de´f
= ∪n>0Fn. On fixe dans tout cet article le choix d’une suite compatible
(ζpn)n>0 de racines primitives p
n-ie`mes de l’unite´. Le groupe de Galois Γ
de´f
= Gal(F∞/Qp)
est isomorphe a` Z×p via le caracte`re cyclotomique et si n > 1, alors Γn
de´f
= ε−1(1 + pnZp)
s’identifie au groupe de Galois Gal(F∞/Fn). On note Ln = L⊗Qp Fn, ce qui fait que Ln
est un produit de corps et un Ln[Γ]-module simple. Si η : Γ→ O
×
L est un caracte`re fini a`
valeurs dans L, on note G(η) la somme de Gauss associe´e a` η : si η = 1, alors G(η) = 1
et si η est de conducteur n = n(η) > 1, alors G(η)
de´f
=
∑
γ∈Γ/Γn
η−1(γ)⊗ γ(ζpn) ∈ Ln. On
ve´rifie facilement les proprie´te´s suivantes des sommes de Gauss :
(i) si g ∈ Gal(Qp/Qp), alors g(G(η)) = η(g)G(η) (g agissant line´airement sur L) ;
(ii) on a G(η) ·G(η−1) = pn(η)η(−1) et en particulier G(η) ∈ L×n .
Tous les espaces de Banach B de ce texte sont p-adiques et tels que ‖B‖ ⊆ |L|. On
appelle GL2(Qp)-Banach unitaire un espace de Banach B muni d’une action a` gauche
L-line´aire de GL2(Qp) telle que les applications GL2(Qp) → B, g 7→ gv sont continues
pour tout v ∈ B et telle que, pour un choix de norme ‖ · ‖ sur B, on a ‖gv‖ = ‖v‖ pour
tout g ∈ GL2(Qp) et tout v ∈ B. Un GL2(Qp)-Banach unitaire est dit admissible (suivant
[ST02b]) si le Banach dual est de type fini sur L ⊗Ø Ø[[GL2(Zp)]] ou` Ø[[GL2(Zp)]]
de´f
=
lim
←−
Ø[GL2(Zp)/H ], la limite projective e´tant prise sur les sous-groupes de congruences
principaux H de GL2(Zp).
2. Repre´sentations p-adiques
2.1. Quelques anneaux de se´ries formelles. — Le but de ce paragraphe est d’intro-
duire certains anneaux de se´ries formelles (OE , E , E
+, R+, E † et R), ainsi que certaines
des structures dont ils sont munis et dont nous avons besoin dans la suite de cet article.
On commence par rappeler succintement les de´finitions de ces divers anneaux.
(i) On note OE l’anneau forme´ des se´ries
∑
i∈Z aiX
i telles que ai ∈ OL et a−i → 0
quand i→ +∞. C’est un anneau local de corps re´siduel kL((X)).
(ii) On note E
de´f
= OE [1/p], c’est un corps local de dimension 2.
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(iii) On note E +
de´f
= L⊗OL OL[[X ]].
(iv) On note R+ l’anneau des se´ries formelles f(X) ∈ L[[X ]] qui convergent sur le
disque unite´, ce qui fait que E + s’identifie au sous-anneau de R+ constitue´ des se´ries
formelles a` coefficients borne´s.
(v) On note E † le sous-corps de E constitue´ des se´ries f(X) =
∑
i∈Z aiX
i telles qu’il
existe ρ < 1 pour lequel |a−i|ρ
−i → 0 quand i→ +∞.
(vi) On note R l’anneau forme´ des se´ries
∑
i∈Z aiX
i telles que ai ∈ L, telles qu’il existe
ρ < 1 pour lequel |a−i|ρ
−i → 0 quand i → +∞, et telles que pour tout σ < 1, on ait
|ai|σ
i → 0 quand i → +∞. Le corps E † s’identifie alors au sous-anneau de R constitue´
des se´ries formelles a` coefficients borne´s.
Le corps E est muni de la norme de Gauss ‖·‖Gauss de´finie par ‖f(X)‖Gauss
de´f
= supi∈Z |ai|
si f(X) =
∑
i∈Z aiX
i. L’anneau des entiers de E pour cette norme est OE , et la norme
de Gauss induit sur OE la topologie πL-adique. L’application naturelle OE → kL((X))
est alors continue si l’on donne a` OE la topologie πL-adique et a` kL((X)) la topologie
discre`te.
On peut de´finir une topologie moins fine sur OE , la topologie faible, de´finie par le fait
que les {πiLOE +X
jOL[[X ]]}i,j>0 forment une base de voisinages de ze´ro, et la topologie
faible sur E = ∪k>0π
−k
L OE qui est la topologie de la limite inductive. Cette topologie
induit la topologie (πL, X)-adique sur OL[[X ]], et l’application naturelle OE → kL((X))
est alors continue si l’on donne a` OE la topologie faible et a` kL((X)) la topologieX-adique.
Si ρ < 1, alors on peut de´finir une norme ‖ · ‖D(0,ρ) sur R
+ par la formule :
(1) ‖f(X)‖D(0,ρ)
de´f
= sup
z∈Cp
|z|6ρ
|f(z)| = sup
i>0
|ai|ρ
i,
si f(X) =
∑
i>0 aiX
i. L’ensemble des normes {‖ · ‖D(0,ρ)}06ρ<1 de´finit une topologie sur
R+ qui en fait un espace de Fre´chet.
De´finition 2.1.1. — Si f(X) ∈ R+ et r ∈ R>0, on dit que f(X) est d’ordre r (il
serait plus correct de dire « d’ordre 6 r ») si pour un ρ tel que 0 < ρ < 1, la suite
{p−nr‖f(X)‖D(0,ρ1/pn )}n>0 est borne´e.
Il est facile de voir que si c’est vrai pour un choix de 0 < ρ < 1, alors c’est vrai pour
tout choix de 0 < ρ < 1. Un exemple de se´rie d’ordre 1 est donne´ par f(X) = log(1+X).
Nous allons maintenant rappeler les formules qui de´finissent l’action de Γ, le frobenius
ϕ et l’ope´rateur ψ sur ces anneaux. Soit R l’un des anneaux OE , E , E
+, R+, E † ou R.
Commenc¸ons par l’action de Γ ; le caracte`re cyclotomique ε : Γ → Z×p est un isomor-
phisme. L’anneau R est alors muni d’une action de Γ, telle que si γ ∈ Γ, alors γ agit par
un morphisme de L-alge`bres, et γ(X)
de´f
= (1+X)ε(γ)− 1. On ve´rifie facilement que Γ agit
par des isome´tries, pour toutes les normes et topologies de´finies ci-dessus. Les ide´aux de
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R+ ou de E + qui sont stables sous l’action de Γ sont d’une forme tre`s particulie`re. Pour
n > 1, on note :
Qn(X) =
(1 +X)p
n
− 1
(1 +X)pn−1 − 1
ce qui fait par exemple que Q1(X) = ((1 + X)
p − 1)/X et que Qn(X) = ϕ
n−1(Q1(X)).
Le polynoˆme Qn(X) est le polynoˆme minimal sur Qp de ζpn − 1 et l’ide´al de L[X ] qu’il
engendre est donc stable sous l’action de Γ.
Lemme 2.1.2. — Si I est un ide´al principal de R+, qui est stable par Γ, alors il ex-
iste une suite d’entiers {jn}n>0 telle que I est engendre´ par un e´le´ment de la forme
Xj0
∏+∞
n=1(Qn(X)/p)
jn.
Si I est un ide´al de E +, qui est stable par Γ, alors il existe une suite finie d’entiers
j0, j1, . . . , jm telle que I est engendre´ par un e´le´ment de la forme X
j0
∏m
n=1Qn(X)
jn.
Pour L = Qp ce lemme fait l’objet de [Ber04a, lemme I.3.2] et la de´monstration
s’adapte sans proble`me. Signalons tout de meˆme que les polynoˆmes Qn(X) ne sont plus
ne´cessairement irre´ductibles dans L[X ], et que leurs diviseurs e´ventuels engendrent des
ide´aux de L[X ] stables par des sous-groupes ouverts de Γ.
L’anneau R est aussi muni d’un morphisme de Frobenius ϕ, qui est lui-aussi un mor-
phisme de L-alge`bres, tel que ϕ(X)
de´f
= (1 +X)p − 1. Cette application est continue pour
toutes les topologies ci-dessus et commute a` l’action de Γ.
Passons maintenant a` l’ope´rateur ψ. L’anneau R est un ϕ(R)-module libre de rang
p, dont une base est donne´e par {(1 + X)i}06i6p−1. Si y ∈ R, on peut donc e´crire y =∑p−1
i=0 (1 +X)
iϕ(yi).
De´finition 2.1.3. — Si R est l’un des anneaux OE , E , E
+, R+, E † ou R, alors on
de´finit un ope´rateur ψ : R→ R par la formule ψ(y)
de´f
= y0 si y =
∑p−1
i=0 (1 +X)
iϕ(yi).
Cet ope´rateur ve´rifie alors ψ(ϕ(x)y) = xψ(y) et commute a` l’action de Γ. Il ne commute
pas a` ϕ et n’est pas OL[[X ]]-line´aire.
2.2. Repre´sentations p-adiques et (ϕ,Γ)-modules. — Rappelons qu’une repre´sen-
tation L-line´aire de Gal(Qp/Qp) est un L-espace vectoriel V de dimension finie muni d’une
action line´aire et continue de Gal(Qp/Qp). Il est assez difficile de de´crire un tel objet, et
nous allons voir dans ce paragraphe qu’une certaine classe de « (ϕ,Γ)-modules » permet
d’en donner une description explicite.
Un ϕ-module sur OE est un OE -module de type fini D muni d’un morphisme ϕ-semi-
line´aire ϕ : D → D. On e´crit ϕ∗(D) pour le OE -module engendre´ par ϕ(D) dans D et
on dit que D est e´tale si D = ϕ∗(D). Un ϕ-module sur E est un E -espace vectoriel de
dimension finie D muni d’un morphsime ϕ-semi-line´aire ϕ : D → D. On dit que D est
e´tale si D a un OE -re´seau stable par ϕ et e´tale. Un (ϕ,Γ)-module est un ϕ-module muni
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d’une action continue de Γ par des morphismes semi-line´aires (par rapport a` l’action de
Γ sur les coefficients) et commutant a` ϕ.
Si D est un (ϕ,Γ)-module e´tale sur E , et si B = Ê nr est l’anneau construit par Fontaine
dans [Fon90, §A1.2], alors V (D)
de´f
= (B⊗E D)
ϕ=1 est un L-espace vectoriel de dimension
dimE (D) muni d’une action line´aire et continue de Gal(Qp/Qp) : c’est une repre´sentation
L-line´aire de Gal(Qp/Qp). On a alors le re´sultat suivant (cf. [Fon90, §A3.4]) :
The´ore`me 2.2.1. — Le foncteur D 7→ V (D) est une e´quivalence de cate´gories :
(i) de la cate´gorie des (ϕ,Γ)-modules e´tales sur E vers la cate´gorie des repre´sentations
L-line´aires de Gal(Qp/Qp) ;
(ii) de la cate´gorie des (ϕ,Γ)-modules e´tales sur OE vers la cate´gorie des OL-repre´senta-
tions de Gal(Qp/Qp).
L’inverse de ce foncteur est note´ V 7→ D(V ), et on peut montrer que D(V ) = (B ⊗Qp
V )Gal(Qp/F∞). Les (ϕ,Γ)-modules e´tales nous donnent donc un moyen commode de tra-
vailler avec les repre´sentations L-line´aires. En the´orie, les (ϕ,Γ)-modules permettent de
retrouver tous les objets que l’on peut associer aux repre´sentations L-line´aires (et en
pratique, c’est souvent le cas). Dans ce paragraphe et les suivants, nous allons rappeler
quelques unes de ces constructions.
Si R est l’un des anneaux E † ou R, alors on de´finit de la meˆme manie`re la notion de
ϕ-module et de (ϕ,Γ)-module sur R.
Si D† est un ϕ-module sur E †, alors D
de´f
= E ⊗E †D
† est un ϕ-module sur E et on dit que
D† est e´tale si D l’est. Le re´sultat ci-dessous (dont l’analogue pour des ϕ-modules sans
action de Γ est faux) est duˆ a` Cherbonnier et Colmez (cf. [CC98, §III.5]).
The´ore`me 2.2.2. — Le foncteur D† 7→ E ⊗E † D
†, de la cate´gorie des (ϕ,Γ)-modules
e´tales sur E † vers la cate´gorie des (ϕ,Γ)-modules e´tales sur E , est une e´quivalence de
cate´gories.
En particulier, si V est une repre´sentation p-adique de Gal(Qp/Qp), alors on peut
lui associer, graˆce au the´ore`me ci-dessus, un (ϕ,Γ)-module sur E † note´ D†(V ). Il existe
d’ailleurs un anneau B† ⊂ B tel que D†(V ) = (B† ⊗Qp V )
Gal(Qp/F∞).
Si D† est un ϕ-module sur E †, alors D†rig
de´f
= R ⊗E † D
† est un ϕ-module sur R et D† est
e´tale si et seulement si D†rig est « pur de pente nulle » au sens de [Ked04]. Nous donnons
pour re´fe´rence le re´sultat ci-dessous (cf. [Ked04]) qui ne nous servira pas dans le reste
de cet article :
The´ore`me 2.2.3. — Le foncteur D† 7→ R ⊗E † D
†, de la cate´gorie des ϕ-modules e´tales
sur E † vers la cate´gorie des ϕ-modules de pente nulle sur R, est une e´quivalence de
cate´gories.
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Pour terminer, donnons de`s a` pre´sent la de´finition ci-dessous, qui joue un roˆle important
pour les repre´sentations que nous conside´rons dans cet article.
De´finition 2.2.4. — Si V est une repre´sentation L-line´aire de Gal(Qp/Qp), on dit que
V est de hauteur finie s’il existe un sous-E +-module D+ de D qui est stable par ϕ et Γ
et tel que l’application naturelle E ⊗E + D
+ → D est un isomorphisme.
On peut montrer (cf. [Fon90, §B1.8]) que si B+ = A+S [1/p] est l’anneau construit dans
[Fon90, §B1.8], et que l’on pose D+(V ) = (B+ ⊗Qp V )
Gal(Qp/F∞), alors tout E +-module
D+ satisfaisant les conditions de la de´finition ci-dessus est contenu dans D+(V ) et donc
que V est de hauteur finie si et seulement si D(V ) a une base constitue´e d’e´le´ments
de D+(V ). Les repre´sentations de hauteur finie sont e´tudie´es dans [Fon90, §B] et dans
[Col99].
Passons maintenant a` la de´finition de l’ope´rateur ψ sur les (ϕ,Γ)-modules. Si D est un
ϕ-module e´tale (sur E † ou sur E ) et si y ∈ D, alors on peut e´crire y =
∑p−1
i=0 (1+X)
iϕ(yi)
ou` les yi ∈ D sont bien de´termine´s.
De´finition 2.2.5. — Si D est un ϕ-module e´tale sur E † ou sur E , alors on de´finit un
ope´rateur ψ : D→ D par la formule ψ(y)
de´f
= y0 si y =
∑p−1
i=0 (1 +X)
iϕ(yi).
Cet ope´rateur ve´rifie alors ψ(ϕ(x)y) = xψ(y) et ψ(xϕ(y)) = ψ(x)y si x ∈ E † (ou E )
et y ∈ D, et commute a` l’action de Γ si D est un (ϕ,Γ)-module. C’est cet ope´rateur
qui permet de faire le lien entre les repre´sentations L-line´aires de Gal(Qp/Qp) et les
repre´sentations de GL2(Qp) (ce qui est l’objet de cet article), et aussi le lien entre les
(ϕ,Γ)-modules et la cohomologie d’Iwasawa des repre´sentations de Gal(Qp/Qp), ce que
nous rappelons ci-dessous.
Si V est une repre´sentation L-line´aire, alors les invariants de D(V ) sous l’action de
ψ jouent un roˆle important. Nous commenc¸ons par rappeler ci-dessous deux proprie´te´s
importantes de ce module.
Proposition 2.2.6. — On a D(V )ψ=1 = D†(V )ψ=1 et le E -espace vectoriel D(V ) a une
base constitue´e d’e´le´ments de D(V )ψ=1.
De´monstration. — Le fait que D(V )ψ=1 = D†(V )ψ=1 est un re´sultat de Cherbonnier
dont on trouvera une de´monstration dans [CC99, §III.3] et la deuxie`me assertion est
de´montre´e dans [CC99, §I.7].
Corollaire 2.2.7. — Si V est une repre´sentation L-line´aire de Gal(Qp/Qp), alors
D(V )ψ=1 6= 0.
Rappelons brie`vement la de´finition de la cohomologie d’Iwasawa. Si V est une repre´sen-
tation L-line´aire de Gal(Qp/Qp), si T est un OL-re´seau Gal(Qp/Qp)-stable de V , et si
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i > 0, alors on de´finit :
H iIw(Qp, T )
de´f
= lim
←−
corFn+1/Fn
H i(Gal(Qp/Fn), T ).
Le groupe H iIw(Qp, V )
de´f
= Qp ⊗Zp H
i
Iw(Qp, T ) ne de´pend alors pas du choix de T .
Les Qp ⊗Zp Zp[[Γ]]-modules H
i
Iw(Qp, V ) ont e´te´ e´tudie´s en de´tail par Perrin-Riou, qui a
notamment montre´ (cf. [Per94, §3.2]) :
Proposition 2.2.8. — Si V est une repre´sentation p-adique de Gal(Qp/Qp), alors on
a H iIw(Qp, V ) = 0 si i 6= 1, 2. De plus :
(i) le sous-module de Qp⊗ZpZp[[Γ]]-torsion de H
1
Iw(Qp, V ) est isomorphe a` V
Gal(Qp/F∞)
et H1Iw(Qp, V )/{torsion} est un Qp ⊗Zp Zp[[Γ]]-module libre de rang dimQp(V ) ;
(ii) H2Iw(Qp, V ) = (V
∗(1)Gal(Qp/F∞))∗.
Les espaces D(V )ψ=1 et D(V )/(1−ψ) sont eux aussi des Qp⊗Zp Zp[[Γ]]-modules et on
a le re´sultat suivant (cf. [CC99, §II.1]) :
Proposition 2.2.9. — On a des isomorphismes canoniques de Qp ⊗Zp Zp[[Γ]]-modules
H1Iw(Qp, V ) ≃ D(V )
ψ=1 et H2Iw(Qp, V ) ≃ D(V )/(1− ψ).
Terminons ce paragraphe avec un lemme technique concernant l’action de ψ sur les
(ϕ,Γ)-modules.
Lemme 2.2.10. — Si T est une OL-repre´sentation sans torsion ou une kL-repre´sen-
tation et si M ⊂ D(T ) est un OL[[X ]]-module de type fini et stable par ψ tel que
∩j>0ψ
j(M) = 0, alors M = 0.
De´monstration. — Montrons tout d’abord le lemme pour les kL-repre´sentations. Le mod-
ule M n’est pas ne´cessairement stable par ϕ, mais il existe r > 0 tel que ϕ(M) ⊂ X−rM
et alors ϕ(XrM) ⊂ XrM ce qui fait que XrM ⊂ ψ(XrM) et donc que :
XrM ⊂ ∩j>0ψ
j(XrM) ⊂ ∩j>0ψ
j(M) = 0,
ce qui fait que XrM = 0 et donc que M = 0.
Passons a` pre´sent au cas des OL-repre´sentations. Dans ce cas, en conside´rant l’image
de M dans D(T/πLT ), et en utilisant le lemme pour la kL-repre´sentation T/πLT , on voit
qu’un M qui satisfait les hypothe`ses du lemme est inclus dans πLD(T ) et en ite´rant ce
proce´de´, on trouve que M ⊂ ∩k>0π
k
LD(T ) = 0.
2.3. Topologie faible et treillis. — Nous allons maintenant nous inte´resser a` la
topologie des (ϕ,Γ)-modules sur OE et E . Si D est un OE -module libre de rang d, alors
le choix d’une base de D donne un isomorphisme D ≃ Od
E
et on peut munir D de la
topologie faible induite par cet isomorphisme. Un petit calcul montre qu’une application
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OE -line´aire O
d
E
→ Od
E
est ne´cessairement continue et donc que la topologie de´finie sur D
par D ≃ Od
E
ne de´pend pas du choix d’une base de D.
Lemme 2.3.1. — Si P est une partie d’un OE -module libre D, et M(P ) est le OL[[X ]]-
module engendre´ par P , alors les proprie´te´s suivantes sont e´quivalentes :
(i) P est borne´e pour la topologie faible ;
(ii) M(P ) est borne´ pour la topologie faible ;
(iii) pour tout j > 1, l’image de M(P ) dans D/πjLD est un OL[[X ]]-module de type fini.
De´monstration. — Choisissons une base de D, et notons D+ le OL[[X ]]-module engendre´
par cette base. Ainsi, la topologie faible sur D est de´finie par le fait que les {πiLD +
XjD+}i,j>0 forment une base de voisinages de ze´ro. En particulier, une partie P de D
est borne´e si et seulement si pour tout k > 0, il existe n(k, P ) ∈ Z tel que P ⊂ πkLD +
Xn(k,P )D+. Comme le OL[[X ]]-module engendre´ par π
k
LD+X
n(k,P )D+ est πkLD+X
n(k,P )D+
lui-meˆme, on voit que les proprie´te´s (i) et (ii) sont e´quivalentes. Il reste donc a` montrer
que les OL[[X ]]-modules borne´s sont ceux qui satisfont (iii), c’est-a`-dire qu’un OL[[X ]]-
module M est borne´ si et seulement si pour tout j > 1, l’image de M dans D/πjLD est
un OL[[X ]]-module de type fini. Si M est borne´, alors par de´finition, pour tout j > 1, il
existe n(j,M) tel que M ⊂ πjLD +X
n(j,M)D+ ce qui fait que l’image de M dans D/πjLD
est contenue dans celle de Xn(j,M)D+ et est de type fini puisque OL[[X ]] est un anneau
noetherien. Re´ciproquement, si M satisfait (iii), alors pour tout j > 1 l’image de M dans
D/πjLD est un OL[[X ]]-module de type fini et est donc contenue dans X
n(j,M)D+ pour un
n(j,M) ∈ Z, ce qui fait que M ⊂ πjLD + X
n(j,M)D+ et donc que M est borne´ pour la
topologie faible.
De´finition 2.3.2. — Un treillis de D est un OL[[X ]]-module borne´ M ⊂ D tel que
l’image de M dans D/πLD en est un kL[[X ]]-re´seau. Un treillis d’un E -module D est un
treillis d’un OE -re´seau de D.
Les treillis font l’objet d’une e´tude de´taille´e dans [Col04a, §4]. Rappelons le re´sultat de
base sur les treillis stables par ψ d’un ϕ-module D (c’est la proposition 4.29 de [Col04a]) :
Proposition 2.3.3. — Si D est un ϕ-module e´tale sur OE , il existe un unique treillis
D♯ de D ve´rifiant les proprie´te´s suivantes :
(i) quels que soient x ∈ D et k ∈ N, il existe n(x, k) ∈ N tel que ψn(x) ∈ D♯ + pkD si
n > n(x, k) ;
(ii) l’ope´rateur ψ induit une surjection de D♯ sur lui-meˆme.
De plus :
(iii) si N est un sous-OL[[X ]] module borne´ de D et k ∈ N, il existe n(N, k) tel que
ψn(N) ⊂ D♯ + pkD si n > n(N, k) ;
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(iv) si N est un treillis de D stable par ψ tel que ψ induise une surjection de N sur
lui-meˆme, alors N ⊂ D♯ et D♯/N est annule´ par X.
Si V est une repre´sentation L-line´aire de Gal(Qp/Qp), on note D
♯(V ) le treillis as-
socie´ a` D(V ) dans la proposition ci-dessus. Le lemme ci-dessous pre´cise le (iv) de cette
proposition.
Lemme 2.3.4. — Si V est irre´ductible et de dimension > 2, et si N est un treillis de
D(V ) stable par ψ et tel que ψ induise une surjection de N sur lui-meˆme, alors N =
D♯(V ).
De´monstration. — Si V est irre´ductible et de dimension > 2, alors V Gal(Qp/Q
ab
p ) = 0 et
le lemme suit alors du (iii) de la remarque 5.5 de [Col04a] et de la de´monstration de la
proposition 4.47 de [Col04a].
Le reste de ce paragraphe est consacre´ au de´but de l’e´tude des limites projectives
de´finies ci-dessous.
De´finition 2.3.5. — (i) On note (lim
←−ψ
D(V ))b le L-espace vectoriel des suites
(xn)n>0 d’e´le´ments de D(V ) telles que l’ensemble {xn}n>0 est borne´ (d’ou` le « b ») pour
la topologie faible et telles que ψ(xn+1) = xn.
(ii) On note (lim
←−ψ
D♯(V ))b le L-espace vectoriel des suites (xn)n>0 d’e´le´ments de D
♯(V )
telles que l’ensemble {xn}n>0 est borne´ pour la topologie faible et telles que ψ(xn+1) = xn.
(iii) Si T est un OL-re´seau de V stable par Gal(Qp/Qp), on note (lim←−ψ
D♯(T ))b le
OL-module des suites ψ-compatibles et borne´es pour la topologie faible d’e´le´ments de
D♯(T ).
Ces trois espaces sont munis de la topologie de la limite projective.
Proposition 2.3.6. — L’injection D♯(V ) →֒ D(V ) induit un isomorphisme topologique
(lim
←−ψ
D♯(V ))b → (lim
←−ψ
D(V ))b et si T est un OL-re´seau de V stable par Gal(Qp/Qp),
alors L⊗OL (lim←−ψ
D♯(T ))b = (lim
←−ψ
D♯(V ))b.
De´monstration. — Il est clair que l’application (lim
←−ψ
D♯(V ))b → (lim
←−ψ
D(V ))b est injec-
tive. Fixons un OL-re´seau T de V stable par Gal(Qp/Qp). Si x = (xn)n>0 ∈ (lim←−ψ
D(V ))b,
alors par de´finition l’ensemble P
de´f
= {xn}n>0 est borne´ pour la topologie faible et par
le lemme 2.3.1, le OL[[X ]]-module M(P ) engendre´ par P est borne´ (pour la topolo-
gie faible). Quitte a` multiplier x par une puissance de πL, on peut d’ailleurs supposer
que xm ∈ D(T ) pour tout m > 0. Si k,m > 0, alors la proposition 2.3.3 applique´e a`
N = M(P ) montre que xm = ψ
n(xm+n) ∈ D
♯(T ) + pkD(T ) si n est assez grand. Comme
c’est vrai pour tout k, on en de´duit que xm ∈ D
♯(T ) pour tout m et donc que l’application
L⊗OL (lim←−ψ
D♯(T ))b → (lim
←−ψ
D(V ))b est une bijection. C’est un home´omorphisme car la
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topologie de D♯(T ) est la topologie induite par la topologie faible de D(T ) via l’inclusion
D♯(T ) ⊂ D(T ). On en de´duit les deux points de la proposition.
Rappelons que ψ : D♯(T ) → D♯(T ) est surjective, ce qui fait que les applications de
transition dans lim
←−ψ
D♯(T ) le sont. Le lemme ci-dessous et son corollaire seront utilise´s
dans le paragraphe §5.2. Nous verrons en effet plus bas que, pour les repre´sentations que
nous conside´rons, on a (lim
←−ψ
D♯(T ))b = lim
←−ψ
D♯(T ).
Lemme 2.3.7. — L’application naturelle (lim
←−ψ
D♯(T ))/(1−ψ)→ D♯(T )/(1−ψ) est un
isomorphisme.
De´monstration. — Cette application est e´videmment surjective, et nous allons montrer
qu’elle est injective, c’est-a`-dire que si x = (xn)n>0 ∈ lim←−ψ
D♯(T ), avec x0 ∈ (1−ψ)D
♯(T ),
alors x ∈ (1 − ψ) lim
←−ψ
D♯(T ). Soit y0 ∈ D
♯(T ) tel que (1 − ψ)y0 = x0. Pour tout m > 0,
il existe y0m ∈ D
♯(T ) tel que ψm(y0m) = y0 et on a alors (1 − ψ)y
0
m − xm ∈ D
♯(T )ψ
m=0.
L’ope´rateur 1 − ψ est bijectif sur D♯(T )ψ
m=0 (un inverse e´tant donne´ par 1 + ψ + ψ2 +
· · · + ψm−1) et il existe donc ym ∈ D
♯(T ) tel que (1 − ψ)ym = xm. Pour tout k > 0,
soit zk
de´f
= (zk,n)n>0 ∈ lim←−ψ
D♯(T ) tel que zk,k = yk. Comme lim←−ψ
D♯(T ) est un espace
topologique compact, la suite {zk}k>0 a une valeur d’adhe´rence z et comme (1−ψ)zk → x
quand k → ∞ (par la continuite´ de ψ, voir la proposition 3.4.4 ci-dessous), on voit que
(1− ψ)z = x et donc que x ∈ (1− ψ) lim
←−ψ
D♯(T ).
Corollaire 2.3.8. — On a un isomorphisme de OL[[Γ]]-modules (lim←−ψ
D♯(T ))/(1−ψ) ≃
H2Iw(Qp, T ).
De´monstration. — La proposition 4.43 de [Col04a] affirme que D♯(T )/(1 − ψ) =
D(T )/(1 − ψ), et la remarque II.3.2 de [CC99] (cf. la proposition 2.2.9 ci-dessus) nous
dit que D(T )/(1−ψ) = H2Iw(Qp, T ) ce qui fait que l’on a une succession d’isomorphismes :
(lim
←−
ψ
D♯(T ))/(1− ψ) ≃ D♯(T )/(1− ψ)D♯(T ) ≃ D(T )/(1− ψ)D(T ) ≃ H2Iw(Qp, T ).
2.4. The´orie de Hodge p-adique. — Le but de ce paragraphe est de rappeler la
classification de certaines repre´sentations p-adiques, les repre´sentations apc (qui sont
de´finies ci-dessous), en terme de certains (ϕ,Gal(Qp/Qp))-modules filtre´s.
Afin de classifier certaines repre´sentations L-line´aires du groupe Gal(Qp/Qp), Fontaine
a introduit (entre autres) les anneaux Bcris et BdR (cf. [Fon94a]). Ces anneaux ve´rifient
les proprie´te´s suivantes :
(i) L’anneau Bcris est une Qp-alge`bre munie d’une action de Gal(Qp/Qp), telle que
B
Gal(Qp/Qp)
cris = Qp et d’un Frobenius ϕ qui commute a` l’action de Gal(Qp/Qp) ;
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(ii) le corps BdR est le corps des fractions d’un anneau complet de valuation discre`te
B+dR (dont le corps re´siduel est Cp), et il est donc muni de la filtration de´finie par les
puissances de l’ide´al maximal. Il est aussi muni d’une action continue de Gal(Qp/Qp),
telle que B
Gal(Qp/Qp)
dR = Qp et la filtration est stable sous l’action de Gal(Qp/Qp) ;
(iii) on a une inclusion naturelle Bcris ⊂ BdR et une suite exacte (dite « fondamen-
tale ») :
0→ Qp → B
ϕ=1
cris → BdR/B
+
dR → 0;
(iv) il existe t ∈ Bcris tel que ϕ(t) = pt et t est un ge´ne´rateur de l’ide´al maximal de
B+dR. Le choix d’un tel t, qui est de´termine´ par le choix d’une suite compatible (ζpn)n>0
de racines primitives pn-ie`mes de l’unite´, de´termine une application injective R+ →
L⊗Qp Bcris, donne´e par la formule f(X) 7→ f(exp(t)− 1), ce qui fait par exemple que t
est l’image de log(1 +X), et cette injection commute a` Gal(Qp/Qp) et a` ϕ ;
(v) si m > 0, alors on a une application injective ιm
de´f
= ϕ−m : L⊗QpBcris → L⊗QpBdR,
donne´e sur R+ par la formule f(X) 7→ f(ζpm exp(t/p
m)−1), et la filtration de R+ induite
par cette application est donne´e par la filtration « ordre d’annulation en ζpm − 1 ».
E´tant donne´e une repre´sentation L-line´aire V de Gal(Qp/Qp), on pose :
(2) Dcris(V )
de´f
= (Bcris ⊗Qp V )
Gal(Qp/Qp) et DdR(V )
de´f
= (BdR ⊗Qp V )
Gal(Qp/Qp).
En ge´ne´ral, ces Qp-espaces vectoriels sont de dimensions infe´rieures ou e´gales a`
dimQp(V ) et on dit que V est cristalline (resp. de de Rham) si dimQp Dcris(V ) (resp.
dimQp DdR(V )) est e´gale a` dimQp(V ). Comme Bcris ⊂ BdR, une repre´sentation cristalline
est ne´cessairement de de Rham.
Le Frobenius ϕ de Bcris commute a` l’action de Gal(Qp/Qp) et la filtration de BdR est
stable par Gal(Qp/Qp), ce qui fait que Dcris(V ) est un ϕ-module et que DdR(V ) est unQp-
espace vectoriel filtre´. Si V est une repre´sentation cristalline, alors l’application naturelle
de Dcris(V ) dans DdR(V ) est un isomorphisme et Dcris(V ) est donc un ϕ-module filtre´. Si
V est L-line´aire, alors Dcris(V ) et DdR(V ) sont naturellement des L-espaces vectoriels, et
ϕ : Dcris(V )→ Dcris(V ) ainsi que la filtration sur DdR(V ) sont L-line´aires.
Si V est une repre´sentation de de Rham, les poids de Hodge-Tate de V sont par
de´finition les entiers h tels que Fil−hDdR(V ) 6= Fil
−h+1DdR(V ), compte´s avec la multi-
plicite´ dimL Fil
−hDdR(V )/Fil
−h+1DdR(V ).
Si D est un ϕ-module de dimension 1, on de´finit tN(D)
de´f
= val(α) ou` α est la matrice de
ϕ dans une base de D et si D est un espace vectoriel filtre´ de dimension 1, on de´finit tH(D)
comme e´tant le plus grand h ∈ Z tel que FilhD 6= 0. Si D est un ϕ-module de dimension
> 1, on de´finit tN (D)
de´f
= tN(detD) et tH(D)
de´f
= tH(detD), ce qui fait que tH(D) est aussi
l’oppose´ de la somme des poids de Hodge-Tate de V , compte´s avec multiplicite´s.
Si D est un ϕ-module filtre´, on dit que D est admissible si tN(D) = tH(D) et si
tN(D
′)− tH(D
′) > 0 pour tout sous-ϕ-module D′ ⊂ D. Le fait que pour tout h > 1, on a
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Filh+1Bϕ=p
h
cris = 0 permet de montrer (cf. [Fon94b, §5.4]) que si V est une repre´sentation
cristalline, alors Dcris(V ) est admissible.
On peut aussi de´finir la notion de (ϕ,Gal(Qp/Qp))-modules filtre´s L-line´aires admis-
sibles (cf. [Fon94b, §4]), et la notion de repre´sentation potentiellement cristalline (cf.
[Fon94b, §5]) ; on a alors le the´ore`me de Colmez-Fontaine (voir [CF00, the´ore`me A] et
aussi [Ber04b]) :
The´ore`me 2.4.1. — Le foncteur Dcris(·) est une e´quivalence de cate´gories de la cate´go-
rie des repre´sentations L-line´aires potentiellement cristallines de Gal(Qp/Qp) dans la
cate´gorie des (ϕ,Gal(Qp/Qp))-modules filtre´s L-line´aires admissibles.
Passons maintenant a` la classe de repre´sentations qui nous inte´ressent.
De´finition 2.4.2. — Si V est une repre´sentation p-adique de Gal(Qp/Qp), alors on dit
que V est apc (« abe´liennement potentiellement cristalline ») s’il existe n > 0 tel que la
restriction de V a` Gal(Qp/Fn) est cristalline.
Si V est apc, alors on de´finit n(V ) comme e´tant le plus petit entier n > 1 tel que la
restriction de V a` Gal(Qp/Fn) est cristalline. On a donc n(V ) = 1 plutoˆt que n(V ) = 0
si V est cristalline, ceci pour des raisons techniques lie´es aux modules de Wach (cf. ci-
dessous). Remarquons que bien entendu, une repre´sentation apc est de de Rham. Si V
est une repre´sentation apc, alors on pose Dcris(V )
de´f
= (Bcris ⊗Qp V )
Gal(Qp/Fn) et cette
de´finition ne de´pend pas de n > n(V ) ; Dcris(V ) est alors un L-espace vectoriel muni d’un
frobenius L-line´aire et d’une action de Γ qui commute a` ϕ et qui est triviale sur Γn(V ).
Si Fn(V ) ⊂ K ⊂ F∞, alors K ⊗Qp Dcris(V ) = K ⊗Qp DdR(V ).
De´finition 2.4.3. — On pose m(V )
de´f
= infχ n(V (χ)) ou` χ parcourt l’ensemble des car-
acte`res d’ordre fini de Γ. C’est donc le « conducteur essentiel » de V .
Les repre´sentations qui nous inte´ressent dans la suite de cet article sont les repre´sen-
tations L-line´aires V de Gal(Qp/Qp) qui sont apc, absolument irre´ductibles, de dimension
2 et dont les poids de Hodge-Tate sont 0 et k− 1 avec k > 2. Par le the´ore`me 2.4.1, pour
se donner une telle repre´sentation, il suffit de se donner un (ϕ,Gal(Qp/Qp))-module filtre´
L-line´aire admissible ve´rifiant certaines conditions.
Soient α et β deux caracte`res localement constants α, β : Q×p → L
×, qui ve´rifient
−(k − 1) < val(α(p)) 6 val(β(p)) < 0 et val(α(p)) + val(β(p)) = −(k − 1) et qui sont
triviaux sur 1 + pnZp pour un n > 1. On pose αp = α(p)
−1 et βp = β(p)
−1, ce qui fait
que αp et βp appartiennent a` l’ide´al maximal de OL.
De´finition 2.4.4. — On note D(α, β) le (ϕ,Gal(Qp/Qp))-module filtre´ de´fini par
D(α, β) = L · eα ⊕ L · eβ ou` :
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(i) Si α 6= β, alors :{
ϕ(eα) = α
−1
p eα
ϕ(eβ) = β
−1
p eβ
et si g ∈ Γ, alors :
{
g(eα) = α(χ(g))eα
g(eβ) = β(χ(g))eβ
et
Fili(Ln ⊗L D(α, β)) =

Ln ⊗L D(α, β) si i 6 −(k − 1) ;
Ln · (eα +G(βα
−1) · eβ) si −(k − 2) 6 i 6 0 ;
0 si i > 1.
(ii) Si α = β, alors :{
ϕ(eα) = α
−1
p eα
ϕ(eβ) = β
−1
p (eβ − eα)
et si g ∈ Γ, alors :
{
g(eα) = α(χ(g))eα
g(eβ) = β(χ(g))eβ
et
Fili(Ln ⊗L D(α, β)) =

Ln ⊗L D(α, β) si i 6 −(k − 1) ;
Ln · eβ si −(k − 2) 6 i 6 0 ;
0 si i > 1.
Proposition 2.4.5. — Si V est une repre´sentation L-line´aire apc de Gal(Qp/Qp), ab-
solument irre´ductible, de dimension 2 et dont les poids de Hodge-Tate sont 0 et k−1 avec
k > 2, alors il existe deux caracte`res α et β comme ci-dessus tels que Dcris(V ) = D(α, β).
Re´ciproquement, si α et β sont deux tels caracte`res, alors il existe une repre´sentation
L-line´aire apc V de Gal(Qp/Qp), absolument irre´ductible, telle que Dcris(V ) = D(α, β).
Voir [Col04b, §5.5] pour une de´monstration. Terminons ce paragraphe en remarquant
que si V de´note la repre´sentation associe´e a` D(α, β), alors n(V ) = sup(n(α), n(β), 1)
tandis que m(V ) = sup(n(α−1β), 1).
2.5. The´orie de Hodge p-adique et (ϕ,Γ)-modules. — Dans le paragraphe §2.2,
nous avons rappele´ quelques points de la the´orie des (ϕ,Γ)-modules et dans le paragraphe
§2.4, nous avons rappele´ quelques points de la the´orie de Hodge p-adique. Ces deux
the´ories ne sont pas inde´pendantes, et dans ce paragraphe nous allons rappeler le re´sultat
essentiel (le the´ore`me 2.5.1 ci-dessous) permettant de passer de l’une a` l’autre. Avant de
faire cela, rappelons que dans [Ber02], on a construit un anneau B˜†rig qui a la proprie´te´
que B† ⊂ B˜†rig et que Bcris ⊂ B˜
†
rig[1/t], ce qui fait que si V est une repre´sentation L-
line´aire de Gal(Qp/Qp), alors D
†(V ) ⊂ B˜†rig[1/t] ⊗Qp V et Dcris(V ) ⊂ B˜
†
rig[1/t] ⊗Qp V .
L’un des re´sultats principaux de [Ber02] (cf. [Ber02, the´ore`me 0.2]) est alors le suivant.
The´ore`me 2.5.1. — Si V est une repre´sentation apc, alors :
(i) D†(V ) ⊂ R[1/t]⊗L Dcris(V ) et de plus :
R[1/t]⊗E † D
†(V ) = R[1/t]⊗L Dcris(V );
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(ii) si l’on suppose de plus que les poids de Hodge-Tate de V sont > 0, alors D†(V ) ⊂
R ⊗L Dcris(V ).
Comme on l’a rappele´ dans la proposition 2.2.6, D†(V ) a une base forme´e d’e´le´ments
de D†(V )ψ=1. L’avantage de ces e´le´ments est que, comme ils sont fixe´s par ψ, ils tendent
a` avoir peu de de´nominateurs, comme le montre la proposition ci-dessous.
Proposition 2.5.2. — Si V est une repre´sentation apc, telle que les pentes de ϕ sur
Dcris(V ) sont < 0, et si y ∈ R ⊗L Dcris(V ) ve´rifie ψ(y) = y, alors y ∈ R
+ ⊗L Dcris(V ).
De´monstration. — On suppose que L contient les valeurs propres de ϕ sur Dcris(V ) et
fixe une base e1, . . . , ed de Dcris(V ) dans laquelle la matrice (pi,j) de ϕ est triangulaire
supe´rieure. Si l’on e´crit y =
∑d
i=1 yi ⊗ ϕ(ei), alors l’e´quation ψ(y) = y devient :
ψ(yk) = pk,kyk +
∑
j>k
pk,jyj,
pour k = 1, . . . , d. Comme on a suppose´ que les pk,k sont de valuations < 0, la proposition
1.10 de [Col04a] montre que si ψ(yk) − pk,kyk ∈ R
+, alors yk ∈ R
+, ce qui permet de
conclure par re´currence descendante sur k.
Le the´ore`me ci-dessous est une ge´ne´ralisation de [Col99, the´ore`me 1].
The´ore`me 2.5.3. — Si V est une repre´sentation apc, alors V est de hauteur finie.
De´monstration. — Il s’agit de montrer que le E -espace vectoriel D(V ) admet une base
dont les e´le´ments appartiennent a` D+(V ). Comme les se´ries ϕn(X) sont inversibles dans
E , il suffit de montrer que le E -espace vectoriel D(V ) admet une base dont les e´le´ments
appartiennent a` D+(V )[{ϕn(1/X)}n>0]. Le corollaire I.7.6 de [CC99] montre que D(V )
admet une base dont les e´le´ments appartiennent a` D(V )ψ=1 et il suffit par suite de voir
que si y ∈ D(V )ψ=1, alors y ∈ D+(V )[{ϕn(1/X)}n>0]. Quitte a` tordre V , on suppose que
ses poids de Hodge-Tate sont > 0.
Si y ∈ D(V )ψ=1, alors y ∈ D†(V ) par la proposition 2.2.6 et donc par le the´ore`me 2.5.1,
y ∈ R ⊗L Dcris(V ). La proposition 2.5.2 nous dit alors que y ∈ R
+ ⊗L Dcris(V ). On en
de´duit que d’une part y ∈ B† ⊗Qp V et d’autre part que y ∈ B˜
+
rig[1/t] ⊗Qp V . Comme
B† ∩ B˜+rig[1/t] = B
+[{ϕn(1/X)}n>0], on en de´duit que y ∈ D
+(V )[{ϕn(1/X)}n>0].
Si V est une repre´sentation de hauteur finie, alors l’application ιm = ϕ
−m : B+ → B+dR
e´voque´e au paragraphe pre´ce´dent nous donne une application ιm : D
+(V )→ B+dR ⊗Qp V
qui se prolonge d’ailleurs en ιm : R
+[1/t]⊗E + D
+(V )→ BdR ⊗Qp V .
3. Repre´sentations apc
La the´orie des modules de Wach, qui est de´veloppe´e pour les repre´sentations cristallines
dans [Ber04a], s’e´tend aux repre´sentations apc et l’objet de cette partie est de donner des
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de´monstrations des re´sultats que l’on obtient. Remarquons que l’hypothe`se « apc » est
optimale en un certain sens puisque Wach a montre´ qu’une repre´sentation de de Rham est
de hauteur finie si et seulement si elle est apc (cf. [Wa96, §A.5]). La plupart des re´sultats
de ce chapitre, ainsi que leurs de´monstrations, sont similaires a` ceux de [Ber04a].
3.1. Modules de Wach. — On dit qu’une repre´sentation de Hodge-Tate est positive
si ses poids de Hodge-Tate sont 6 0 (terminologie un peu malheureuse). Rappelons que
l’on a montre´ au paragraphe §2.5 qu’une repre´sentation apc est de hauteur finie.
The´ore`me 3.1.1. — Si V est une repre´sentation apc positive, alors il existe un unique
sous-E +-module N(V ) de D+(V ) qui satisfait les conditions suivantes :
(i) On a D(V ) = E ⊗E + N(V ) ;
(ii) l’action de Γ pre´serve N(V ) et est finie sur N(V )/XN(V ) ;
(iii) il existe h > 0 tel que XhD+(V ) ⊂ N(V ).
Le module N(V ) est alors stable par ϕ.
De´monstration. — Le point de de´part de la de´monstration est un re´sultat de Wach (cf.
[Wa96, p. 380]), qui affirme que si V est de hauteur finie, alors elle est positive et apc si
et seulement s’il existe N ⊂ D+(V ) satisfaisant les conditions (i) et (ii) ci-dessus. Il nous
reste donc a` montrer que l’on peut imposer la condition (iii) et qu’alors N est uniquement
de´termine´.
Soit donc N ve´rifiant (i) et (ii) et soit IN l’ide´al de E
+ constitue´ de l’ensemble des
λ ∈ E + tels que λ · D+(V ) ⊂ N . Cet ide´al est non nul (par le (i)) et stable par Γ (par
le (ii)) ce qui fait que, par le lemme 2.1.2, il existe α0, . . . , αn tels que IN est engendre´
par Xα0Q1(X)
α1 · · ·Qn(X)
αn . Si l’on pose N(V ) = D+(V )∩N [{Qi(X)
−1}i>1], alors N(V )
est un E +-module libre de rang d (puisque E + est principal et que l’on a N ⊂ N(V ) ⊂
D+(V )) qui est toujours stable par Γ. L’application naturelle N/XN → N(V )/XN(V )
est injective et donc bijective (puisque N/XN et N(V )/XN(V ) sont deux L-espaces
vectoriels de dimension d). Enfin, si y ∈ D+(V ), alors Xα0Q1(X)
α1 · · ·Qn(X)
αny ∈ N et
donc Xα0y ∈ N(V ) ce qui fait que (iii) est ve´rifie´e avec h = α0.
Ceci montre l’existence de N(V ), et il reste a` en montrer l’unicite´. Ceci montrera
d’ailleurs que N(V ) est stable par ϕ, puisque N(V ) et N(V ) + ϕ∗N(V ) satisfont tous
les deux les conditions (i), (ii) et (iii). Supposons donc que l’on ait deux E +-modules
N1 et N2 satisfaisant les trois conditions du the´ore`me. La condition (iii) implique qu’il
existe r > 0 tel que XrN1 ⊂ N2. Supposons que r > 1. On a dans ce cas une suite
exacte 0 → XrN1 → N2 → N2/X
rN1 → 0 et en appliquant le lemme du serpent a` la
multiplication par X dans cette suite, on obtient :
0→ (N2/X
rN1)[X ]→ X
rN1/X
r+1N1 → N2/XN2 → N2/(XN2 +X
rN1)→ 0.
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Par la condition (ii), un sous-groupe ouvert du groupe Γ agit par χr sur XrN1/X
r+1N1 et
par 1 sur N2/XN2 ce qui fait que, si r > 1, alors l’application X
rN1/X
r+1N1 → N2/XN2
est nulle et donc que l’application N2/XN2 → N2/(XN2 +X
rN1) est un isomorphisme.
On en conclut que si r > 1, alors en fait XrN1 ⊂ XN2 et donc que X
r−1N1 ⊂ N2 ;
en ite´rant ce proce´de´, on se rame`ne a` r = 0 ce qui fait que N1 ⊂ N2. Par syme´trie,
on en conclut aussi que N2 ⊂ N1 et donc finalement que N1 = N2, ce qui termine la
de´monstration du the´ore`me.
Si V est une repre´sentation apc telle que V (1) est positive, alors on voit que N(V ) =
X · N(V (1)), ce qui justifie la de´finition suivante.
De´finition 3.1.2. — Si V est une repre´sentation apc, et h > 0 un entier tel que V (−h)
est positive, alors on pose N(V ) = X−hN(V (−h)).
Comme N(V ) ⊂ B+ ⊗Qp V , on peut composer les applications ιn : B
+ → B+dR et
θ : B+dR → Cp pour obtenir une application θ ◦ ιn : N(V ) → Cp ⊗Qp V , qui est nulle sur
Qn(X)N(V ).
Comme V est une repre´sentation de Hodge-Tate de Gal(Qp/Qp), on a une de´composi-
tion (Cp ⊗Qp V )
Gal(Qp/F∞) ≃ ⊕dj=1L̂∞(−hj), ou` les hj sont les oppose´s des poids de
Hodge-Tate de V , et on peut montrer (cf. [Sen80, theorem 3] par exemple) que la re´union
Dsen(V )
de´f
= (Cp⊗QpV )
Gal(Qp/F∞)
fini des sous-F∞-espaces vectoriels de dimension finie stables
par Γ de (Cp ⊗Qp V )
Gal(Qp/F∞) est e´gale a` ⊕dj=1L∞(−hj).
Le (ii) du the´ore`me 3.1.1 nous renseigne sur le module de Wach « e´value´ en 0 » et le
lemme suivant nous renseigne sur le module de Wach « e´value´ en ζpn − 1 pour n > 1 ».
Lemme 3.1.3. — Si n > 1, alors l’application θ ◦ ιn : N(V )/Qn(X)N(V )→ Cp ⊗Qp V
est injective et son image est incluse dans Dsen(V ).
De´monstration. — Commenc¸ons par montrer que l’application de´duite de θ◦ ιn est injec-
tive. Si y ∈ N(V ) est tel que θ ◦ ιn(y) = 0, alors y est divisible par Qn(X) dans B
+⊗Qp V
et donc dans D+(V ). La de´finition de N(V ) donne´e dans la de´monstration du the´ore`me
3.1.1 montre alors que y est divisible par Qn(X) dans N(V ) et donc que y ∈ Qn(X)N(V )
ce qui fait que l’application θ ◦ ιn : N(V )/Qn(X)N(V )→ Cp ⊗Qp V est injective.
L’image de cette application est un sous-Fn-espace vectoriel de dimension finie et stable
par Γ de (Cp ⊗Qp V )
Gal(Qp/F∞), ce qui fait qu’il est inclus dans Dsen(V ).
On en de´duit une application L∞ ⊗Ln N(V )/Qn(X)N(V ) → Dsen(V ). Nous verrons
dans la suite de cet article que si n > m(V ), alors cette application est une bijection.
Pour terminer ce paragraphe, donnons le lemme technique ci-dessous, qui nous servira
dans la suite.
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Lemme 3.1.4. — Si h > 0 et si y ∈ R+ ⊗E + N(V ) sont tels que γ(y) = χ(γ)
hy pour
tout γ dans un sous-groupe ouvert de Γ, alors y ∈ XhR+ ⊗E + N(V ).
De´monstration. — Si γ appartient de plus a` un sous-groupe ouvert de Γ qui agit triviale-
ment sur N(V )/XN(V ), alors on voit que d’une part γ − χ(γ)j envoie XjR+ ⊗E + N(V )
dans Xj+1R+ ⊗E + N(V ) pour tout j > 0, et donc que :
(γ − 1) · (γ − χ(γ)) · · · (γ − χ(γ)h−1)R+ ⊗E + N(V ) ⊂ X
h
R
+ ⊗E + N(V )
et d’autre part que :
y =
(γ − 1) · (γ − χ(γ)) · · · (γ − χ(γ)h−1)y
(χ(γ)h − 1) · (χ(γ)h − χ(γ)) · · · (χ(γ)h − χ(γ)h−1)
,
d’ou` l’on de´duit le lemme.
3.2. De N(V ) a` Dcris(V ). — Le the´ore`me 2.5.1 combine´ au the´ore`me 3.1.1 nous montre
que si V est une repre´sentation apc, alors Dcris(V ) ⊂ R[1/t]⊗E + N(V ). On peut en fait
pre´ciser ce re´sultat, c’est l’objet du the´ore`me ci-dessous.
The´ore`me 3.2.1. — Si V est une repre´sentation apc positive, alors Dcris(V ) =
(R+ ⊗E + N(V ))
Γn pour n assez grand.
De´monstration. — Le de´but de la de´monstration est le meˆme que celui de [Ber04a, prop
II.2.1] : on choisit une base de N(V ), et on appelle P et G les matrices de ϕ et d’un e´le´ment
γ ∈ Γ (diffe´rent de 1 et qui agit trivialement sur N(V )/XN(V )) dans cette base, ce qui
fait que Pϕ(G) = Gγ(P ). En particulier, on a detPϕ(detG) = detGγ(detP ) et comme
detG est une unite´, le lemme 2.1.2 montre qu’il existe α0, . . . , αn et une unite´ U tels
que detP = UXα0Q1(X)
α1 · · ·Qn(X)
αn. On a par ailleurs α0 = 0 car detP/γ(detP ) =
detG/ϕ(detG) et le membre de gauche est e´gal a` χ(γ)α0 modulo X alors que le membre
de droite vaut 1 modulo X .
Par le the´ore`me 2.5.1, on a Dcris(V ) ⊂ R⊗E +N(V ) ; soitM ∈ M(d,R) la matrice d’une
base de Dcris(V ) dans la base de N(V ) que l’on a choisie pre´cedemment. Si P0 de´note la
matrice de ϕ sur Dcris(V ), si Q de´note la transpose´e de la matrice des cofacteurs de P , et
si N = Xα1ϕ(X)α2 · · ·ϕn−1(X)αnM , alors un petit calcul montre que ϕ(N) = U−1QNP0
et le corollaire I.4.2 de [Ber04a] montre qu’alors N ∈ M(d,R+). Il existe donc n, h > 0
tels que Dcris(V ) ⊂ ϕ
n(X−h)R+ ⊗E + N(V ).
On en de´duit que si y ∈ Dcris(V ), alors t
hy ∈ R+ ⊗E + N(V ) et le lemme 3.1.4
nous dit alors que (t/X)hy ∈ R+ ⊗E + N(V ), ce qui fait finalement que l’on a
(ϕn(X)/X)hDcris(V ) ⊂ R
+ ⊗E + N(V ). En appliquant ϕ
n aux deux membres, on trouve
que (ϕ2n(X)/ϕn(X))hDcris(V ) ⊂ R
+ ⊗E + N(V ) et comme ϕ
n(X)/X et ϕ2n(X)/ϕn(X)
sont premiers entre eux, on en de´duit que Dcris(V ) ⊂ R
+ ⊗E + N(V ).
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Par le the´ore`me 3.2.1, on a une inclusion R+ ⊗L Dcris(V ) ⊂ R
+ ⊗E + N(V ) ; la the´orie
des diviseurs e´le´mentaires marche pour l’anneau R+ (cf. [Ber04a, §4.2]), et nous notons
δ1, . . . , δd les ide´aux (principaux) ainsi de´termine´s, ordonne´s de telle manie`re que δ1 | · · · |
δd. Comme R
+ ⊗L Dcris(V ) et R
+ ⊗E + N(V ) sont munis d’une action de Γ, les ide´aux δi
sont stables sous cette action et par le lemme 2.1.2, il existe des entiers {βn,i}n>0,16i6d
tels que :
δi = X
β0,i ·
∞∏
n=1
(
Qn(X)
p
)βn,i
·R+.
Le calcul des βn,i est un point important de la the´orie des modules de Wach des repre´sen-
tations apc.
The´ore`me 3.2.2. — Soit V une repre´sentation apc positive, soient h1, . . . , hd les op-
pose´s des poids de Hodge-Tate de V , range´s dans l’ordre croissant, et soit tnW (V )
de´f
=
βn,1 + · · ·+ βn,d pour n > 1, ou` les βn,i sont de´finis ci-dessus.
On a alors :
(i) β0,i = 0 pour tout i ;
(ii) si n > 1, alors βn,i ∈ {h1, . . . , hd} pour tout i ;
(iii) si n > m(V ), alors en fait βn,i = hi pour tout i ;
(iv) on a t1W (V ) 6 t
2
W (V ) 6 · · · 6 t
n(V )
W (V ) = tH(V )
de´f
= h1 + · · ·+ hd.
La de´monstration de ce the´ore`me ne´cessite quelques lemmes pre´paratoires.
Comme R+ ⊗L Dcris(V ) ⊂ R
+ ⊗E + N(V ), on peut « localiser et comple´ter » via l’ap-
plication ιn : R
+ → Ln[[t]] et on en de´duit que pour tout n > 0 :
Ln[[t]]⊗L Dcris(V ) ⊂ Ln[[t]]⊗
ιn
E +
N(V ).
Les diviseurs e´le´mentaires de cette inclusion sont alors les ide´aux : (tβn,1), . . . , (tβn,d).
Proposition 3.2.3. — On a N(V )/Qn(X)N(V ) = ⊕
d
i=1Ln(−βn,i) en tant que repre´sen-
tations de Γmax(n,n(V )).
De´monstration. — Etant donne´ que Ln((t))⊗LDcris(V ) = Ln((t))⊗
ιn
E +
N(V ), le Ln-module
N(V )/Qn(X) = Ln[[t]]⊗
ιn
E +
N(V )/t est un sous-quotient stable par Γ de Ln((t))⊗LDcris(V )
et comme Ln est un Ln[Γ]-module simple, il existe des entiers α1 6 · · · 6 αd tels qu’il
est isomorphe a` ⊕di=1Ln(−αi) en tant que repre´sentations de Γmax(n,n(V )). Il s’agit donc
de montrer que αi = βn,i.
Par la the´orie des diviseurs e´le´mentaires, il existe une base de Ln[[t]]⊗
ιn
E +
N(V ) telle que
les e´le´ments de cette base, multiplie´s par les tβn,i , forment une base de Ln[[t]]⊗LDcris(V ).
Si G est la matrice d’un e´le´ment γ ∈ Γmax(n,n(V )) dans cette base de Ln[[t]] ⊗
ιn
E +
N(V )
et si Λ = diag(tβn,1 , . . . , tβn,d), alors la matrice de γ dans la base construite ci-dessus
de Ln[[t]] ⊗L Dcris(V ) est Λ
−1Gγ(Λ) = Λ−1GΛ · Λ−1γ(Λ). Le groupe Γmax(n,n(V )) agit
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trivialement sur Dcris(V ) ce qui fait que Λ
−1Gγ(Λ) ∈ Id + tMd(Ln[[t]]). Comme on a par
ailleurs γ(Λ)−1Λ = diag(χ(γ)−βn,1, . . . , χ(γ)−βn,d), on en de´duit que :
Λ−1GΛ = Λ−1Gγ(Λ) · γ(Λ)−1Λ ∈ diag(χ(γ)−βn,1 , . . . , χ(γ)−βn,d) + tMd(Ln[[t]]).
Le polynoˆme caracte´ristique de G est le meˆme que celui de Λ−1GΛ, et en re´duisant ce
polynoˆme modulo t et en comparant les valeurs propres de l’action de γ, on en de´duit
que αi = βn,i.
Lemme 3.2.4. — Soient m et n deux entiers > 1, Wn et W∞ un Ln-module et un
L∞-module tous deux libres et munis d’actions semi-line´aires de Γ et tels que, en tant
que repre´sentations de Γm, ils soient isomorphes a` ⊕
d
i=1Ln(ai) et a` ⊕
d
i=1L∞(bi) pour des
entiers a1 6 · · · 6 ad et b1 6 · · · 6 bd.
S’il existe une injection Γ-e´quivariante de Wn dans W∞, alors ai ∈ {b1, . . . , bd} pour
tout i, et si en plus m 6 n, alors en fait ai = bi pour tout i.
De´monstration. — Soit ∇ l’ope´rateur F∞-line´aire provenant de l’action de l’alge`bre de
Lie de Γ. On a Wn = ⊕
d
i=1W
∇=ai
n et W∞ = ⊕
d
i=1W
∇=bi
∞ et en comparant les valeurs
propres de ∇, on voit que ai ∈ {b1, . . . , bd} pour tout i.
Pour montrer que ai = bi pour tout i si m 6 n, il suffit voir que sous cette hypothe`se,
l’application naturelle F∞ ⊗Fn Wn → W∞ est bijective. Pour des raisons de dimensions,
il suffit de voir qu’elle est injective. Si ce n’e´tait pas le cas, il existerait un e´le´ment∑
λj ⊗ wj ∈ F∞ ⊗Fn Wn dont l’image dans W∞ est nulle, avec wj appartenant a` l’un
des Ln(ai), et de longueur minimale. En faisant agir Γn et en utilisant l’hypothe`se de
minimalite´ de la longueur de la relation, on voit que l’on a force´ment λj/λ1 ∈ Fn, ce qui
fait que l’application F∞ ⊗Fn Wn →W∞ est bien bijective.
De´monstration du the´ore`me 3.2.2. — Commenc¸ons par remarquer que quitte a` tordre V
par un caracte`re d’ordre fini (ce qui ne change pas la valeur des βn,i ou des hi), on peut
supposer que m(V ) = n(V ).
Le fait que β0,i = 0 re´sulte du fait que N(V )/X est isomorphe a` ⊕
d
i=1L(−β0,i) en tant
que repre´sentations de Γn(V ) (par un raisonnement analogue a` celui de la proposition
3.2.3) d’une part et du fait qu’un sous-groupe ouvert de Γ agit trivialement sur N(V )/X
par de´finition d’autre part.
Le fait que pour tous n, i > 1, βn,i est l’un des hj , et que βn,i = hi si n > n(V ) re´sulte
de la proposition 3.2.3, et de la re´union des lemmes 3.1.3 et 3.2.4.
On en de´duit imme´diatement que tnW (V ) =
∑d
i=1 hi pour tout n > n(V ). Si δ = δ1 ×
· · ·×δd, alors un calcul simple, qui utilise le fait que ϕ
∗(R+⊗LDcris(V )) = R
+⊗LDcris(V ),
montre que l’ide´al de R+ engendre´ par le de´terminant de ϕ sur N(V ) est engendre´ par
δ/ϕ(δ), c’est-a`-dire qu’il est engendre´ par :
Q1(X)
t1W (V ) ·Q2(X)
t2W (V )−t
1
W (V ) · · ·Qn(V )(X)
t
n(V )
W (V )−t
n(V )−1
W (V ).
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Comme N(V ) est stable par ϕ, on en de´duit que t1W (V ) 6 t
2
W (V ) 6 · · · 6 t
n(V )
W (V ).
Remarque 3.2.5. — Dans le cas ou` m(V ) = 1, on retrouve les re´sultats de [Ber04a].
Dans les cas ou` m(V ) > 1, nous verrons des exemples (cf. la proposition 3.4.1) qui
montrent que le de´terminant de ϕ sur N(V ) peut effectivement eˆtre divisible par Qi(X)
avec i > 1.
Les trois re´sultats ci-dessous sont des corollaires imme´diats du the´ore`me 3.2.2 et de sa
de´monstration.
Corollaire 3.2.6. — Si V est une repre´sentation apc positive, alors :
Q1(X)
t1W (V ) ·Q2(X)
t2W (V )−t
1
W (V ) · · ·Qn(V )(X)
t
n(V )
W (V )−t
n(V )−1
W (V ) · N(V ) ⊂ ϕ∗(N(V )).
Corollaire 3.2.7. — Si V est une repre´sentation apc dont les poids de Hodge-Tate sont
dans l’intervalle [−h; 0], alors R+ ⊗E + N(V ) ⊂ (t/X)
−hR+ ⊗L Dcris(V ).
Corollaire 3.2.8. — Si V est une repre´sentation apc positive, alors :
X t
1
W (V ) · ϕ(X)t
2
W (V )−t
1
W (V ) · · ·ϕn(V )−1(X)t
n(V )
W (V )−t
n(V )−1
W (V ) ·B+ ⊗Qp V
⊂ (L⊗Qp B
+)⊗E + N(V ).
En particulier, si les poids de Hodge-Tate de V sont dans un intervalle [−h, 0], alors
ϕn(V )−1(Xdh)B+ ⊗Qp V ⊂ (L⊗Qp B
+)⊗E + N(V ).
Proposition 3.2.9. — Si λ : Dcris(V ) → N(V )/XN(V ) de´note l’application de´duite
de l’inclusion de Dcris(V ) dans R
+ ⊗E + N(V ) et de la projection de R
+ ⊗E + N(V ) sur
N(V )/XN(V ), alors λ est un isomorphisme qui commute a` ϕ et a` l’action de Γ.
De´monstration. — Il est clair que λ commute a` ϕ et a` l’action de Γ, et il suffit donc de
montrer que c’est un isomorphisme. Pour des raisons de dimension, il suffit de montrer
que λ est injective, c’est-a`-dire que Dcris(V ) ∩XR
+ ⊗E + N(V ) = 0. Nous allons montrer
par re´currence sur j > 1 que Dcris(V )∩XR
+⊗E + N(V ) ⊂ X
j
R
+⊗E + N(V ). Pour j = 1,
c’est trivialement vrai.
Choisissons γ ∈ Γ diffe´rent de 1 mais agissant trivialement sur Dcris(V ) et sur N(V )/X .
L’application γ − χ(γ)j est alors bijective sur Dcris(V ), et envoie X
jR+ ⊗E + N(V ) dans
Xj+1R+ ⊗E + N(V ) ce qui fait que Dcris(V ) ∩X
jR+ ⊗E + N(V ) ⊂ X
j+1R+ ⊗E + N(V ) et
la proposition est de´montre´e.
3.3. Une autre construction de N(V ). — Dans ce paragraphe, on suppose que V
est une repre´sentation apc dont les poids de Hodge-Tate sont dans l’intervalle [−h; 0].
Par le corollaire 3.2.7, on a N(V ) ⊂ t−hR+⊗LDcris(V ) et l’objet de ce paragraphe est de
montrer comment l’on peut re´cupe´rer N(V ) comme sous-module de t−hR+ ⊗L Dcris(V ).
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Lemme 3.3.1. — Si m > 0, alors l’image de Lm[[t]]⊗
ιm
E +
N(V ) dans Lm((t))⊗LDcris(V )
est incluse dans Fil0(t−hLm[[t]]⊗L Dcris(V )) et si m > m(V ), alors l’application :
Lm[[t]]⊗
ιm
E +
N(V )→ Fil0(t−hLm[[t]]⊗L Dcris(V ))
est un isomorphisme.
De´monstration. — L’inclusion suit du fait que N(V ) ⊂ B+⊗Qp V ce qui fait que l’image
de N(V ) par ιm est bien dans le Fil
0 de Lm((t))⊗L Dcris(V ), et l’hypothe`se sur les poids
de V implique que Fil0(Lm((t))⊗L Dcris(V )) = Fil
0(t−hLm[[t]]⊗L Dcris(V )).
Supposons maintenant que m > m(V ) ; en conside´rant (par exemple) une base de
Lm ⊗L Dcris(V ) adapte´e a` la filtration, on voit que le de´terminant de l’inclusion de
Fil0(t−hLm[[t]] ⊗L Dcris(V )) dans t
−hLm[[t]] ⊗L Dcris(V ) est le meˆme que celui de l’in-
clusion de Lm[[t]] ⊗
ιm
E +
N(V ) dans t−hLm[[t]] ⊗L Dcris(V ) (c’est-a`-dire t
dh−
∑d
i=1 hi) ce qui
fait que l’application du lemme est bien un isomorphisme dans ce cas-la`.
De´finition 3.3.2. — On appelle M(V ) l’ensemble des f ∈ t−hR+ ⊗L Dcris(V ) tels que
ιm(f) ∈ Fil
0(t−hLm[[t]]⊗L Dcris(V )) pour tout m > m(V ).
Proposition 3.3.3. — Le R+-module M(V ) est libre de rang d, stable par ψ, et il
ve´rifie :
X−hR+ ⊗E + N(V ) ⊂ M(V ) ⊂ ϕ
m(V )−1(X)−h ·R+ ⊗E + N(V ).
De´monstration. — Le fait que X−hR+⊗E + N(V ) ⊂ M(V ) suit imme´diatement du corol-
laire 3.2.7 et de la premie`re partie du lemme 3.3.1. Comme les applications ιm sont
continues, M(V ) est un sous-module ferme´ de t−hR+ ⊗L Dcris(V ) et par le the´ore`me de
Forster (cf. par exemple [Ber02, the´ore`me 4.10]), il est libre de rang 6 d et comme il
contient X−hR+ ⊗E + N(V ), son rang est en fait e´gal a` d.
Montrons a` pre´sent que M(V ) est stable par ψ. Il est clair que t−hR+ ⊗L Dcris(V ) est
stable par ψ, et pour conclure, nous allons montrer que si ιm+1(f) ∈ Fil
0(t−hLm+1[[t]]⊗L
Dcris(V )), alors ιm(ψ(f)) ∈ Fil
0(t−hLm[[t]]⊗LDcris(V )). Pour cela, rappelons que si g(X) ∈
R+, alors :
(ϕ ◦ ψ)(g(X)) =
1
p
∑
ηp=1
g(η(1 +X)− 1)
et donc que :
ιm(ψ(f)) =
1
p
∑
ηp=1
ιm+1(f)(η(1 +X)− 1).
Si γ ∈ Γ est tel que γ(ζpm+1) = ηζpm+1, et si z(t)
de´f
= fϕ
−(m+1)
(ζpm+1 exp(t/p
m+1) − 1),
alors fϕ
−(m+1)
(ηζpm+1 exp(t/p
m+1) − 1) = γ(z(χ(γ)−1t)) et comme Fil0(t−hLm+1[[t]] ⊗L
Dcris(V )) est un Lm+1[[t]]-module qui a une base fixe´e par Γ, on en de´duit que si ιm+1(f) ∈
Fil0(t−hLm+1[[t]] ⊗L Dcris(V )), alors ιm(ψ(f)) ∈ Fil
0(t−hLm[[t]] ⊗L Dcris(V )) et donc que
M(V ) est stable par ψ.
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Montrons enfin que M(V ) ⊂ ϕm(V )−1(X)−h ·R+⊗E + N(V ) ; pour cela, fixons une base
n1, . . . , nd de N(V ). Si f ∈ M(V ), alors f ∈ t
−hR+ ⊗E + N(V ), et l’on peut donc e´crire
f =
∑d
i=1 fini avec fi ∈ t
−hR+. La deuxie`me inclusion de la proposition revient a` dire
que pour tout m > m(V ), la fonction fi n’a pas de poˆle en ζpm − 1, c’est-a`-dire que
ιm(fi) ∈ Lm[[t]]. Par le lemme 3.3.1, la famille ιm(n1), . . . , ιm(nd) forme une base de
Fil0(t−hLm[[t]]⊗L Dcris(V )). Si f ∈ M(V ), alors par de´finition ιm(f) ∈ Fil
0(t−hLm[[t]]⊗L
Dcris(V )), et donc ιm(fi) ∈ Lm[[t]].
Remarque 3.3.4. — Si m(V ) = 1, alors on trouve que R+ ⊗E + N(V ) s’identifie a`
l’ensemble des f ∈ (t/X)−hR+ ⊗L Dcris(V ) tels que ιm(f) ∈ Fil
0(t−hLm[[t]] ⊗L Dcris(V ))
pour tout m > 1.
Les calculs pre´ce´dents montrent comment re´cupe´rer R+ ⊗E + N(V ), et la deuxie`me
e´tape est d’extraire N(V ) de R+ ⊗E + N(V ). Pour cela, nous avons besoin de la notion
d’ordre (de croissance).
Rappelons (cf. la de´finition 2.1.1) qu’une se´rie f ∈ R+ est d’ordre r si et seulement
si quel que soit ρ tel que 0 < ρ < 1, la suite {p−nr‖f(X)‖D(0,ρ1/pn)}n>0 est borne´e. On
pose alors ‖f‖ρ,r = supn>0 p
−nr‖f(X)‖D(0,ρ1/pn). Si f(X) =
∑∞
j=0 anX
n ∈ R+, alors on
peut montrer (cf. le lemme 4.1.6 ci-dessous pour un e´nonce´ pre´cis) que f est d’ordre r
si et seulement si la suite {(n + 1)−r|an|}n>0 est borne´e. Si c’est le cas, alors on pose
‖f‖r = supn>0(n+ 1)
−r|an|, et les normes ‖ · ‖r et ‖ · ‖ρ,r sont e´quivalentes.
La notion d’ordre est e´tendue aux e´le´ments de B˜+rig[1/t] (voir [Ber04b, §V.3]) ce qui
permet de parler de l’ordre des e´le´ments de R+[1/t]⊗LDcris(V ) et de R
+[1/t]⊗E + N(V )
(ces deux espaces e´tant bien-suˆr les meˆmes). Dans B˜+rig, on peut utiliser le frobenius
pour donner une troisie`me de´finition de l’ordre : si f ∈ B˜+rig, alors f est d’ordre r si
et seulement si quel que soit ρ tel que 0 < ρ < 1, la suite {p−nr‖ϕ−n(f)‖D(0,ρ)}n>0 est
borne´e. On en de´duit en particulier le re´sultat suivant (rappelons que la matrice d’un
endomorphisme est dite eˆtre sous forme de Jordan si elle est triangulaire supe´rieure et
adapte´e a` la de´composition en espaces caracte´ristiques).
Lemme 3.3.5. — Si l’on se donne une base {e1, . . . , ed} de Dcris(V ) dans laquelle la
matrice de ϕ est sous forme de Jordan, la valeur propre correspondant a` ei e´tant note´e
α−1i , alors y =
∑d
i=1 yi⊗ei ∈ R
+⊗LDcris(V ) est d’ordre r si et seulement si yi est d’ordre
r + val(αi).
De´monstration. — Comme la base {e1, . . . , ed} respecte la de´composition de Dcris(V ) en
espaces caracte´ristiques, on peut supposer qu’il n’y a qu’une seule valeur propre α, et
en tordant l’action du frobenius, on peut supposer par ailleurs qur r = 0 et que α = 1.
Si l’on note P la matrice de ϕ, l’ensemble {P j}j∈Z est alors borne´ (pour la topologie p-
adique) et on en de´duit que {ϕ−n(y)}n>0 est borne´ si et seulement si pour tout 1 6 i 6 d,
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{ϕ−n(yi)}n>0 est borne´ (pour la norme ‖ · ‖D(0,ρ)), c’est-a`-dire si et seulement si pour tout
1 6 i 6 d, la se´rie yi est d’ordre 0.
Lemme 3.3.6. — Si g(X) ∈ E +, alors l’ensemble des e´le´ments de g(X)−1R+⊗E +N(V )
qui sont d’ordre 0 est g(X)−1N(V ).
De´monstration. — On a g(X)−1R+ ⊗E + N(V ) ⊂ B˜
†
rig ⊗Qp V et l’ensemble des e´le´ments
d’ordre 0 de B˜†rig ⊗Qp V est B˜
† ⊗Qp V . Le lemme re´sulte alors de ce que :
B˜† ⊗Qp V ∩ g(X)
−1
R
+ ⊗E + N(V )
= E † ⊗E + N(V ) ∩ g(X)
−1
R
+ ⊗E + N(V ) = g(X)
−1N(V ),
puisque g(X)−1R+ ∩ E † = g(X)−1E +.
The´ore`me 3.3.7. — On se donne une repre´sentation apc V dont les poids de Hodge-
Tate sont dans l’intervalle [−h; 0], ainsi qu’une base {e1, . . . , ed} de Dcris(V ) dans laquelle
la matrice de ϕ est sous forme de Jordan, la valeur propre correspondant a` ei e´tant note´e
α−1i . Si l’on appelle M
0(V ) l’ensemble des f =
∑d
i=1 t
−hfi ⊗ ei ∈ t
−hR+ ⊗L Dcris(V ) tels
que :
(i) fi est d’ordre h+ val(αi) ;
(ii) ιm(f) ∈ Fil
0(t−hLm[[t]]⊗L Dcris(V )) pour tout m > m(V ),
alors M0(V ) est un E +-module libre de rang d stable par ψ, et X−hN(V ) ⊂ M0(V ) ⊂
ϕm(V )−1(X)−h · N(V ).
De´monstration. — Par le lemme 3.3.5, l’ensemble M0(V ) est le sous-ensemble de
M(V ) constitue´ des e´le´ments qui sont d’ordre nul. Le fait que X−hN(V ) ⊂ M0(V ) ⊂
ϕm(V )−1(X)−h · N(V ) suit alors de la proposition 3.3.3 et du lemme 3.3.6. On en de´duit
imme´diatement que M0(V ) est un E +-module libre de rang d. Comme M(V ) est stable
par ψ, le fait que M0(V ) est stable par ψ suit du fait que si une se´rie f ∈ R+ est d’ordre
r, alors ψ(f) est elle-aussi d’ordre r (cf. par exemple [Col04a, proposition 1.15]).
Si r est un re´el, on note R+r l’anneau des se´ries d’ordre r ; cet anneau est un espace de
Banach pour la norme ‖ · ‖r. De la de´finition de M
0(V ) donne´e ci-dessus, on de´duit une
application λ : M0(V )→
∏d
i=1 R
+
h+val(αi)
, qui a` f =
∑d
i=1 t
−hfi ⊗ ei associe (f1, . . . , fd).
Proposition 3.3.8. — L’application λ de´finie ci-dessus est continue et son image est
ferme´e, si l’on munit M0(V ) de la topologie p-adique et
∏d
i=1 R
+
h+val(αi)
de la topologie
provenant de la norme ‖(f1, . . . , fd)‖
de´f
= sup ‖fi‖h+val(αi).
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De´monstration. — Si m > m(V ), alors Fil0(t−hLm[[t]] ⊗L Dcris(V )) est de codimension
finie dans t−hLm[[t]]⊗L Dcris(V ) et le noyau de l’application :
d∏
i=1
R
+
h+val(αi)
→ t−hLm[[t]]⊗L Dcris(V )/Fil
0(t−hLm[[t]]⊗L Dcris(V )),
qui a` (f1, . . . , fd) associe l’image de
∑d
i=1 ϕ
−m(t−hfi ⊗ ei) est donc un sous-espace ferme´
Em de
∏d
i=1 R
+
h+val(αi)
ce qui fait que l’image de λ, E
de´f
= ∩m>1Em est elle aussi ferme´e dans∏d
i=1 R
+
h+val(αi)
. L’application naturelle M0(V )→ E est un isomorphisme par de´finition ;
par le the´ore`me de l’image ouverte, pour montrer que M0(V )→ E est un isomorphisme
topologique, il suffit de montrer que l’application M0(V )→
∏d
i=1 R
+
h+val(αi)
est continue,
c’est-a`-dire qu’elle est borne´e. Pour cela, il suffit d’observer qu’une boule unite´ de M0(V )
(pour une norme induisant la topologie p-adique) est un OL[[X ]]-module de type fini.
Proposition 3.3.9. — Si V est irre´ductible et de dimension > 2, alors il existe ℓ > 0
tel que D♯(V ) = ψℓ(N(V )).
De´monstration. — Le fait que ϕ(N(V )) ⊂ N(V ) implique que N(V ) ⊂ ψ(N(V )). Par
ailleurs, le fait que N(V ) ⊂ M0(V ) et que M0(V ) est stable par ψ implique que pour tout
k > 0, on a ψk(N(V )) ⊂ M0(V ). La suite des ψk(N(V )) est donc une suite croissante
de sous-E +-modules d’un E +-module de type fini, et comme E + est noetherien, il existe
ℓ > 0 tel que ψℓ(N(V )) = ψℓ+k(N(V )) pour tout k > 0. Le E +-module ψℓ(N(V )) est
un treillis stable par ψ et sur lequel ψ est surjectif, et le lemme 2.3.4 nous dit alors que
D♯(V ) = ψℓ(N(V )).
Corollaire 3.3.10. — Si V est irre´ductible et de dimension > 2, alors D♯(V ) ⊂
M0(V ) ⊂ ϕm(V )−1(X)−h · D♯(V ).
De´monstration. — Cela re´sulte directement de la proposition 3.3.9 ci-dessus et du
the´ore`me 3.3.7 puisque N(V ) ⊂ D♯(V ).
Lemme 3.3.11. — Si V est irre´ductible et de dimension > 2, alors la topologie faible
sur D♯(V ) est induite par la topologie (p,X)-adique sur M0(V ) via l’inclusion D♯(V ) ⊂
M0(V ).
Une suite d’e´le´ments de D♯(V ) est borne´e pour la topologie faible si et seulement si elle
est borne´e pour la topologie p-adique dans M0(V ).
De´monstration. — Ces deux points suivent du fait que D♯(V ) est un E +-module de type
fini.
Corollaire 3.3.12. — Si T est un OL-re´seau de V qui est stable par Gal(Qp/Qp), alors
(lim
←−ψ
D♯(T ))b = lim
←−ψ
D♯(T ) et donc (lim
←−ψ
D♯(V ))b = L⊗OL lim←−ψ
D♯(T ).
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Lemme 3.3.13. — L’application naturelle (lim
←−ψ
D♯(V ))b → (lim
←−ψ
M0(V ))b est un iso-
morphisme.
De´monstration. — Cette application est bien suˆr injective, et il faut ve´rifier qu’elle est
surjective. Si T est un OL-re´seau de V stable par Gal(Qp/Qp), et si l’on pose M
0(T ) =
D(T )∩M0(V ), alors l’intersection ∩n>0ψ
n(M0(T )) est un treillis de D(T ) (puisqu’il con-
tient D♯(T )) stable par ψ et sur lequel ψ est surjectif. Par la proposition 2.3.3, on en de´duit
que ∩n>0ψ
n(M0(T )) = D♯(T ) et donc que si (vn)n>0 ∈ lim←−ψ
M0(T ), alors vn ∈ D
♯(T ) pour
tout n, d’ou` le lemme.
3.4. Repre´sentations apc de dimension 2 et repre´sentations du Borel. — On
reprend maintenant les notations de la fin du paragraphe §2.4, c’est-a`-dire que l’on se
donne une repre´sentation apc V qui est absolument irre´ductible, de dimension 2 et dont
les poids de Hodge-Tate sont 0 et k − 1 pour un entier k > 2. En particulier, si l’on pose
h = k − 1, alors les re´sultats des paragraphes §§3.1-3.3 s’appliquent a` V (−h).
La proposition ci-dessous ne nous servira pas, mais elle a l’intereˆt de fournir des exem-
ples de modules de Wach pour lesquels le de´terminant de ϕ est divisble par Qi(X) avec
i > 2 (contrairement a` ce qui se passe si m(V ) = 1). Rappelons que pour les repre´sen-
tations qui nous inte´ressent, m(V ) est le plus petit entier m > 1 tel que G(βα−1) ∈ Fm.
Proposition 3.4.1. — Dans les notations du the´ore`me 3.2.2, on a tiW (V (−h)) = 0
pour i 6 m(V )− 1 et tiW (V (−h)) = h pour i > m(V ). En particulier, le de´terminant de
ϕ sur N(V (−h)) est Qhm(V ).
De´monstration. — Observons que comme les oppose´s des poids de Hodge-Tate de V (−h)
sont 0 et h, on a force´ment tnW (V (−h)) ∈ {0; h}. Si m 6 m(V ) − 1, alors par de´finition
G(βα−1) /∈ Fm ce qui fait que Fil
0(t−hLm[[t]]⊗LDcris(V (−h))) = Lm[[t]]⊗LDcris(V (−h))
et le lemme 3.3.1 montre alors que les βm,i du the´ore`me 3.2.2 sont tous les deux nuls
et donc que tmW (V (−h)) = 0 dans ce cas. Enfin, le (iii) du the´ore`me 3.2.2 implique que
tiW (V (−h)) = h pour i > m(V ).
Revenons a` pre´sent a` D♯(V ). Par le corollaire 3.3.10, on a une inclusion D♯(V (−h)) ⊂
M0(V (−h)) et on en de´duit des applications (bien suˆr toujours injectives) :
(lim
←−
ψ
D♯(V (−h)))b → lim
←−
ψ
M0(V (−h))→ lim
←−
ψ
t−hR+ ⊗L Dcris(V (−h)).
Remarquons que D♯(V (−h)) = D♯(V )(−h) et que Dcris(V (−h)) = t
hDcris(V )(−h), ce qui
fait que l’on a une injection (lim
←−ψ
D♯(V ))b → lim
←−ψ
R+ ⊗L Dcris(V ).
Nous en arrivons maintenant au re´sultat principal de ce chapitre.
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The´ore`me 3.4.2. — Supposons α 6= β. Si (wα,n)n>0 et (wβ,n)n>0 sont deux suites
d’e´le´ments de R+, alors la suite :
(wα,n ⊗ eα + wβ,n ⊗ eβ)n>0 ∈ lim←−
R
+ ⊗L Dcris(V )
appartient a` (lim
←−ψ
D♯(V ))b si et seulement si :
(i) pour tout n > 0, wα,n est d’ordre val(αp) et wβ,n est d’ordre val(βp), et les deux
suites (‖wα,n‖val(αp))n>0 et (‖wβ,n‖val(βp))n>0 sont borne´es ;
(ii) pour tout m > m(V ), et pour tout n > 0, on a ϕ−m(wα,n ⊗ eα + wβ,n ⊗ eβ) ∈
Fil0(Lm[[t]]⊗LDcris(V )), c’est-a`-dire ϕ
−m(wα,n)α
m
p −G(αβ
−1)ϕ−m(wβ,n)β
m
p ∈ t
k−1Lm[[t]] ;
(iii) pour tout n > 0, on a ψ(wα,n+1) = α
−1
p wα,n et ψ(wβ,n+1) = β
−1
p wβ,n.
De´monstration. — Posons wn = wα,n ⊗ eα + wβ,n ⊗ eβ ∈ t
−h
R
+ ⊗L Dcris(V (−h)).
– La condition (iii) est e´quivalente a` dire que pour tout n > 0, on a ψ(wn+1) = wn.
– Le fait que wα,n est d’ordre val(αp) et wβ,n est d’ordre val(βp) avec la condition (ii)
sont e´quivalents, par le the´ore`me 3.3.7, au fait que wn ∈ M
0(V (−h)).
– Le fait que les deux suites {‖wα,n‖val(αp)}n>0 et {‖wβ,n‖val(βp)}n>0 sont borne´es est
alors e´quivalent, par la proposition 3.3.8, au fait que la suite (wn)n>0 est borne´e pour la
topologie p-adique dans M0(V (−h)).
On voit donc que les conditions (i), (ii) et (iii) sont satisfaites si et seulement si
(wn)n>0 ∈ (lim←−ψ
M0(V (−h)))b. Le the´ore`me re´sulte alors du lemme 3.3.13, qui nous dit
que l’application (lim
←−ψ
D♯(V (−h)))b → (lim
←−ψ
M0(V (−h)))b est un isomorphisme (et de
l’identification de D♯(V ) a` D♯(V (−h))).
Le the´ore`me ci-dessus nous fournit une description de (lim
←−ψ
D♯(V ))b en termes de
fonctions analytiques ve´rifiant certaines conditions. Nous reviendrons la`-dessus plus loin
dans l’article.
Pour le moment, terminons ce paragraphe en de´finissant une action du groupe :
B(Qp)
de´f
=
{(
Q×p Qp
0 Q×p
)}
⊂ GL2(Qp)
sur (lim
←−ψ
D♯(V ))b. Nous allons aussi montrer que cette action est continue, topologique-
ment irre´ductible, et que le lemme de Schur est ve´rifie´.
On fixe un caracte`re lisse χ de Q×p et on munit (lim←−ψ
D♯(V ))b d’une action de B(Qp)
comme suit. Tout e´le´ment g ∈ B(Qp) peut s’e´crire comme produit :
g =
(
x 0
0 x
)
·
(
1 0
0 pj
)
·
(
1 0
0 a
)
·
(
1 z
0 1
)
,
ou` x ∈ Q×p , j ∈ Z, a ∈ Z
×
p et z ∈ Qp.
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De´finition 3.4.3. — Si v = (vi)i>0 ∈ (lim←−ψ
D♯(V ))b, alors on pose pour i > 0 :((
x 0
0 x
)
· v
)
i
= χ−1(x)vi;((
1 0
0 pj
)
· v
)
i
= vi−j = ψ
j(vi);((
1 0
0 a
)
· v
)
i
= γ−1a (vi), ou` γa ∈ Γ est tel que ε(γa) = a ;((
1 z
0 1
)
· v
)
i
= ψj((1 +X)p
i+jzvi+j), pour i+ j > −val(z).
On laisse le soin au lecteur de ve´rifier que les formules ci-dessus de´finissent bien une
action du groupe B(Qp) sur (lim←−ψ
D♯(V ))b. On de´finit aussi une structure de OL[[X ]]-
module sur (lim
←−ψ
D♯(V ))b en posant (1 +X)z · v
de´f
= ( 1 z0 1 ) · v pour z ∈ Zp.
Proposition 3.4.4. — L’application B(Qp) × (lim←−ψ
D♯(V ))b → (lim
←−ψ
D♯(V ))b est con-
tinue.
De´monstration. — On ve´rifie qu’il suffit de montrer que l’application ψ : lim
←−ψ
D♯(T ) →
lim
←−ψ
D♯(T ) est continue et que l’application B(Zp) × lim←−ψ
D♯(T ) → lim
←−ψ
D♯(T ) est con-
tinue. Si E et {Xi}i∈I sont des espaces topologiques et si pour tout i, on se donne une
application continue fi : E × Xi → E × Xi, alors l’application E ×
∏
i∈I Xi →
∏
i∈I Xi
donne´e par (e, (xi)i) 7→ (fi(e, xi))i est continue. En effet, la diagonale ∆E de
∏
i∈I E y
est ferme´e, et l’application (e, (xi)i) 7→ (fi(e, xi))i est la composition des applications :
E ×
∏
i∈I
Xi = ∆E ×
∏
i∈I
Xi ⊂
∏
i∈I
(E ×Xi)
∏
i∈I fi
−→
∏
i∈I
(E ×Xi)
∏
i∈I pri
−→
∏
i∈I
Xi.
On se rame`ne donc a` montrer que si chaque fi est continue, alors
∏
i∈I fi est continue
(pour la topologie produit) ce qui est laisse´ en exercice facile au lecteur.
Afin de montrer la proposition, il suffit donc de montrer que l’application ψ : D♯(T )→
D♯(T ) est continue, et que l’application B(Zp) × D
♯(T ) → D♯(T ) est continue. Com-
menc¸ons par montrer que si V est une repre´sentation apc, alors (a) l’ensemble {pjD(T )+
XkD♯(T )}j,k>0 est une base de voisinages de ze´ro pour la topologie faible et (b) l’ensemble
{pjD(T ) + ϕ(X)kD♯(T )}j,k>0 est aussi une base de voisinages de ze´ro pour la topologie
faible. La proposition 3.3.9 implique que N(T ) ⊂ D♯(T ) ⊂ ϕm(V )−1(X)−hN(T ), ce qui
montre le point (a) puisque N(T ) est un OL[[X ]]-module libre qui engendre D(T ) sur OE .
Pour montrer le point (b), et comme pjD(T )+ϕ(X)kD♯(T ) ⊂ pjD(T )+XkD♯(T ), il suffit
de montrer (par exemple) que pour tout k > 0, il existe ℓ tel que pjD(T ) +XℓD♯(T ) ⊂
pjD(T ) + ϕ(X)kD♯(T ). Pour cela, remarquons que si m > j est tel que pm > k, alors
pjD(T ) + Xp
m+1
D♯(T ) ⊂ pjD(T ) + ϕ(X)p
m
D♯(T ) ⊂ pjD(T ) + ϕ(X)kD♯(T ) et on peut
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donc prendre ℓ = pm+1. Le fait que l’ope´rateur ψ : D♯(T ) → D♯(T ) est continu pour la
topologie faible re´sulte alors du fait que ψ
(
pjD(T ) + ϕ(X)kD♯(T )
)
= pjD(T )+XkD♯(T ).
Montrons maintenant que l’application naturelle B(Zp)×D
♯(T )→ D♯(T ) est continue
(pour la topologie faible). Comme B(Zp) agit par multiplication par des e´le´ments de
OL[[X ]] ou par action de Γ, et que la topologie faible de D
♯(T ) est de´finie par une base de
voisinages de 0 qui sont des OL[[X ]]-modules stables par Γ, on voit pour chaque g ∈ B(Zp)
l’action de g sur D♯(T ) est continue. Il reste donc a` montrer que si W est un voisinage
de ze´ro dans D♯(T ), alors il existe un sous-groupe normal ouvert U de B(Zp) tel que
u(x)− x ∈ W pour tous (u, x) ∈ U × D♯(T ). Cela re´sulte des faits suivants :
– si a ∈ Zp et n > 0, alors (1 +X)
pna − 1 ∈ (p,X)n+1 ;
– il existe une constante c telle que si γ ∈ Γn(V ) et n > 1, alors (γ
pn − 1)N(T ) ⊂
(p,X)n−cN(T ),
que nous laissons en exercices au lecteur.
La proposition suivante est le « lemme de Schur » pour la repre´sentation de B(Qp) que
l’on vient de de´finir.
Proposition 3.4.5. — Toute application continue B(Qp)-e´quivariante :
f : (lim
←−
ψ
D♯(V ))b −→ (lim
←−
ψ
D♯(V ))b
est scalaire, i.e. est la multiplication par un e´le´ment de L.
De´monstration. — Par compacite´, on peut (quitte a` multiplier f par une puissance de p)
supposer que que f envoie lim
←−ψ
D♯(T ) dans lim
←−ψ
D♯(T ). Notons pr : lim
←−ψ
D♯(T )→ D♯(T )
l’application v = (vn)n>0 7→ v0. Commenc¸ons par montrer que si v = (vn)n>0, alors
pr ◦ f(v) ne de´pend que de v0 = pr(v). Soit Kn l’ensemble des v ∈ lim←−ψ
D♯(T ) dont
les n premiers termes sont nuls, ce qui fait que pour n > 1, Kn est un sous-OL[[X ]]-
module ferme´ et stable par ψ et Γ de lim
←−ψ
D♯(T ) et que ψ(Kn) = Kn+1. Si l’on pose
M = pr ◦ f(K1), alors ψ
n(M) = pr ◦ f(Kn+1). On a ∩n>1pr ◦ f(Kn) = {0} ; en effet, si
l’on peut e´crire y = pr ◦ f(kn) pour tout n, alors comme kn → 0, on a ne´cessairement
y = 0. On en de´duit que ∩n>1ψ
n(M) = 0 et donc par le lemme 2.2.10 que M = 0. Ceci
revient a` dire que si l’on se donne v = (vn)n>0, et que v0 = 0, alors f(v)0 = 0.
Pour tout w ∈ D♯(T ), soit w˜ un e´le´ment de lim
←−ψ
D♯(T ) tel que w˜0 = w. Les calculs
pre´ce´dents montrent que l’application h : D♯(T )→ D♯(T ) donne´e par h(w)
de´f
= pr◦f(w˜) est
bien de´finie, et qu’elle est OL[[X ]]-line´aire et commute a` ψ et a` l’action de Γ. Par [Col04a,
proposition 4.7], elle s’e´tend en une application de (ϕ,Γ)-modules h : D(V ) → D(V )
qui est ne´cessairement scalaire car V est irre´ductible. Comme f(v)n = h(ψ
−nv) car f
commute a` ψ−n, on en de´duit que f est aussi scalaire.
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Proposition 3.4.6. — L’action de B(Qp) sur (lim←−ψ
D♯(V ))b est topologiquement irre´-
ductible.
De´monstration. — C’est la re´union de la de´monstration du corollaire 4.59 et du (iii) de
la remarque 5.5 de [Col04a] (puisque V et donc V ∗ est absolument irre´ductible).
4. Repre´sentations apc irre´ductibles de GL2(Qp)
Le but de cette partie est de de´finir des espaces de Banach p-adiques B(V ) munis d’une
action line´aire continue de GL2(Qp) et d’en commencer l’e´tude. Les repre´sentations B(V )
sont associe´es aux repre´sentations irre´ductibles V de dimension 2 de Gal(Qp/Qp) qui
deviennent cristallines sur une extension abe´lienne de Qp.
4.1. Fonctions de classe Cr et distributions d’ordre r. — Le but de ce paragraphe
est de rappeler les de´finitions et e´nonce´s (classiques) d’analyse p-adique utilise´s dans la
suite. Pour les preuves, nous renvoyons a` [Col05].
Si f : Zp → L est une fonction quelconque, on pose pour n entier positif ou nul :
an(f)
de´f
=
n∑
i=0
(−1)i
(
n
i
)
f(n− i).
Soit r un nombre re´el positif ou nul.
De´finition 4.1.1. — Une fonction f : Zp → L est de classe C
r si nr|an(f)| → 0 dans
R>0 quand n→ +∞.
Rappelons que f est continue si et seulement si an(f) tend p-adiquement vers 0 quand
n tend vers l’infini, de sorte que les fonctions de classe C0 au sens de la de´finition 4.1.1
sont pre´cise´ment les fonctions continues sur Zp. Toute fonction de classe C
r est aussi de
classe Cs pour 0 6 s 6 r et est donc en particulier toujours continue. On note Cr(Zp, L)
le L-espace vectoriel des fonctions f : Zp → L de classe C
r.
Toute fonction continue f : Zp → L s’e´crit (de´veloppement de Mahler) :
(3) f(z) =
+∞∑
n=0
an(f)
(
z
n
)
ou` z ∈ Zp et
(
z
0
) de´f
= 1,
(
z
n
)
= z(z − 1) · · · (z − n + 1)/n! si n > 1. De plus, ‖f‖0
de´f
=
supz∈Zp|f(z)| co¨ıncide avec supn>0|an(f)|. On ve´rifie facilement que l’espace C
r(Zp, L) est
un espace de Banach pour la norme ‖f‖r
de´f
= supn>0(n+ 1)
r|an(f)|.
La terminologie « de classe Cr » provient du fait que, lorsque r est entier strictement
positif, les fonctions de Cr(Zp, L) sont aussi les fonctions sur Zp qui, moralement, ad-
mettent r de´rive´es avec la r-ie`me de´rive´e continue, ce qui explique la terminologie. Par
exemple, les fonctions localement analytiques sur Zp sont de classe C
r pour tout r ∈ R>0.
32 L. BERGER & C. BREUIL
The´ore`me 4.1.2 (Amice-Ve´lu, Vishik). — Soit d un entier tel que r − 1 < d. Le
sous-L-espace vectoriel Pold(Zp, L) de C
r(Zp, L) des fonctions f : Zp → L localement
polynomiales de degre´ (local) au plus d est dense dans Cr(Zp, L).
De´finition 4.1.3. — On appelle distribution tempe´re´e d’ordre r un e´le´ment de l’espace
C
r(Zp, L)
∗, c’est-a`-dire une forme line´aire continue sur l’espace de Banach des fonctions
de classe Cr.
On dit parfois aussi distribution tempe´re´e d’ordre 6 r. Nous donnons maintenant deux
descriptions des distributions tempe´re´es d’ordre r.
Par le the´ore`me 4.1.2, l’inclusion Pold(Zp, L) ( C
r(Zp, L) induit lorsque r − 1 < d une
injection :
C
r(Zp, L)
∗ →֒ Pold(Zp, L)
∗
ou` Pold(Zp, L)
∗ est l’espace vectoriel dual de Pold(Zp, L). Rappelons que si U est un ouvert
de Zp et 1U sa fonction caracte´ristique, alors on note
∫
U
f(z)dµ(z) pour µ(1U(z)f(z)).
The´ore`me 4.1.4 (Amice-Ve´lu, Vishik). — Soit µ ∈ Pold(Zp, L)
∗ et supposons que
r−1 < d. Alors µ ∈ Cr(Zp, L)
∗ si et seulement s’il existe une constante Cµ ∈ L telle que,
∀ a ∈ Zp, ∀ j ∈ {0, · · · , d} et ∀ n ∈ N :
(4)
∫
a+pnZp
(z − a)jdµ(z) ∈ Cµp
n(j−r)Ø.
Remarquons que le plus petit entier d tel que le the´ore`me 4.1.4 s’applique est la partie
entie`re de r. Lorsque µ est d’ordre r et r − 1 < d, on pose :
(5) ‖µ‖r,d
de´f
= supa∈Zpsupj∈{0,··· ,d}supn∈N
(
pn(j−r)
∣∣∣∣∣
∫
a+pnZp
(z − a)jdµ(z)
∣∣∣∣∣
)
.
On peut montrer que ‖µ‖r,d est une norme sur C
r(Zp, L)
∗ qui redonne la topologie d’espace
de Banach de Cr(Zp, L)
∗ et qui est e´quivalente a` la norme :
(6) ‖µ‖r
de´f
= supa∈Zpsupj,n∈N
(
pn(j−r)
∣∣∣∣∣
∫
a+pnZp
(z − a)jdµ(z)
∣∣∣∣∣
)
.
En particulier, la majoration (4) est e´quivalente a` la meˆme majoration pour tout j ∈ N
(et tout a ∈ Zp, n ∈ N), quitte peut-eˆtre a` modifier Cµ.
Nous aurons besoin du lemme suivant :
Lemme 4.1.5. — Soit r ∈ R>0 et d la partie entie`re de r. Soit n ∈ N et :
f(z)
de´f
=
∑
a∈{0,...,pn−1}
1a+pnZp(z)
d∑
i=0
λa,i(z − a)
i ∈ Pold(Zp, L)
REPRE´SENTATIONS POTENTIELLEMENT CRISTALLINES DE GL2(Qp) 33
ou` λa,i ∈ L. Alors :
(7) sup
µ∈Cr(Zp,L)∗
∣∣∣∫
Zp
f(z)dµ(z)
∣∣∣
‖µ‖r,d
= sup
a∈{0,...,pn−1}
sup
i∈{0,...,d}
|λa,i| p
n(r−i).
De´monstration. — Par (5), on voit que le re´el de gauche est plus petit que celui de
droite. Pour (a, i) ∈ {0, . . . , pn − 1} × {0, . . . , d}, il n’est pas difficile de construire une
forme line´aire µa,i ∈ Pol
d(Zp, L)
∗ a` support dans a + pnZp satisfaisant (4) telle que∫
a+pnZp
(z − a)jdµa,i(z) = 0 si j 6= i (j ∈ {0, . . . , d}),
∫
a+pnZp
(z − a)idµa,i(z) = p
n(i−r) et
‖µa,i‖r,d = 1 (les de´tails sont laisse´s en exercice au lecteur). En particulier :∣∣∣∫a+pnZp f(z)dµa,i(z)∣∣∣
‖µa,i‖r,d
= |λa,i| p
n(r−i)
est infe´rieur au re´el de gauche. Comme cela est vrai pour tout (a, i) ∈ {0, . . . , pn − 1} ×
{0, . . . , d}, on en de´duit le re´sultat.
L’espace vectoriel An(Zp, L) des fonctions localement analytiques sur Zp (muni de sa
topologie d’espace de type compact, cf. [Sch01, §16] ou [Col05, §1.4.3]), est a fortiori
dense dans Cr(Zp, L) et on dispose donc aussi d’une injection continue entre duaux con-
tinus :
C
r(Zp, L)
∗ →֒ An(Zp, L)
∗.
La transforme´e d’Amice-Mahler :
(8) µ 7−→
+∞∑
n=0
µ
((
z
n
))
Xn
induit un isomorphisme topologique entre An(Zp, L)
∗ et R+. Rappelons que (voir §2.1) :
R
+ de´f=
{
+∞∑
n=0
anX
n | an ∈ L, limn→∞|an|ρ
n = 0 ∀ ρ ∈ [0, 1[
}
et que cet espace est muni de la topologie d’espace de Fre´chet induite par la collection
des normes ‖ · ‖D(0,ρ) = supn>0(|an|ρ
n) pour 0 < ρ < 1. Rappelons e´galement (de´finition
2.1.1) qu’un e´le´ment w ∈ R+ est d’ordre r si, pour un (ou de manie`re e´quivalente tous
les) ρ ∈]0, 1[, la suite
(
p−nr‖w‖D(0,ρ1/pn)
)
n>0
est borne´e dans R>0.
Lemme 4.1.6. — Soit w =
∑+∞
n=0 anX
n ∈ R+.
(i) Un e´le´ment w =
∑+∞
n=0 anX
n ∈ R+ est d’ordre r si et seulement si {n−r|an|}n>1 est
borne´ (dans R>0) lorsque n varie.
(ii) Les normes supn>0
(
p−nr‖w‖D(0,ρ1/pn)
)
et supn>0 ((n+ 1)
−r|an|) sont e´quivalentes
pour tout ρ ∈]0, 1[.
De´monstration. — Voir [Col05, §2.1].
Le re´sultat suivant de´coule imme´diatement des de´finitions et du lemme 4.1.6 :
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Proposition 4.1.7. — Soit µ ∈ An(Zp, L)
∗. Alors µ ∈ Cr(Zp, L)
∗ si et seulement
l’e´le´ment
∑+∞
n=0 µ
((
z
n
))
Xn est d’ordre r dans R+.
On peut montrer que ‖µ‖′r
de´f
= supn((n + 1)
−r
∣∣µ ((z
n
))∣∣) est une norme sur Cr(Zp, L)∗
qui redonne la topologie d’espace de Banach de Cr(Zp, L)
∗ ([Col05, §2.3.1]).
4.2. De´finition de B(V ). — Le but de ce paragraphe est de donner une premie`re
de´finition de B(V ) comme espace fonctionnel.
Soit V une repre´sentation apc absolument irre´ductible comme au §2.4 (rappelons que V
a` pour poids de Hodge-Tate (0, k−1) avec ne´cessairement k > 2 sinon V n’est pas absol-
ument irre´ductible). Les valeurs propres α−1p et β
−1
p du semi-simplifie´ de ϕ sur Dcris(V ) =
D(αp, βp) sont alors telles que val(αp) > 0, val(βp) > 0 et val(αp) + val(βp) = k − 1.
Remarquons que ϕ est semi-simple si et seulement si α 6= β. Quitte a` e´changer α et β,
on suppose dans la suite val(αp) > val(βp).
Soit B(α) l’espace de Banach suivant. Son L-espace vectoriel sous-jacent est forme´ des
fonctions f : Qp → L ve´rifiant les deux conditions :
(i) f|Zp est une fonction de classe C
val(αp) ;
(ii) (βα−1)(z)|z|−1zk−2f(1/z)|Zp−{0} se prolonge sur Zp en une fonction de classe
Cval(αp).
Comme espace vectoriel, on a donc :
(9) B(α) ≃ Cval(αp)(Zp, L)⊕ C
val(αp)(Zp, L), f 7→ f1 ⊕ f2
ou`, pour z ∈ Zp, f1(z)
de´f
= f(pz) et f2(z)
de´f
= (βα−1)(z)|z|−1zk−2f(1/z). On munit B(α) de
la norme :
‖f‖
de´f
= max
(
‖f1‖val(αp), ‖f2‖val(αp)
)
,
qui en fait un espace de Banach en vertu du §4.1. On fait agir L-line´airement GL2(Qp) a`
gauche sur les fonctions de B(α) comme suit :
(10)
(
a b
c d
)
·f(z) = α(ad− bc)(βα−1)(−cz+a)|− cz+a|−1(−cz+a)k−2f
(
dz − b
−cz + a
)
.
Notons que ( a 00 a ) agit par la multiplication par ε
k−2(a)(αβ)(a)|a|−(k−1) ∈ Ø×.
Lemme 4.2.1. — Si f ∈ B(α) et g ∈ GL2(Qp), alors g · f ∈ B(α) et l’action de
GL2(Qp) sur B(α) se fait par automorphismes continus.
De´monstration. — On pose r
de´f
= val(αp), d la partie entie`re de r (donc d 6 k − 2) et on
munit l’espace de Banach Cr(Zp, L) de la norme induite par son bidual, c’est-a`-dire :
‖f‖
de´f
= sup
µ∈Cr(Zp,L)∗
∣∣∣∫
Zp
f(z)dµ(z)
∣∣∣
‖µ‖r,d
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qui redonne la topologie d’espace de Banach de Cr(Zp, L) par [Sch01, lemme 9.9] et les
re´sultats du §4.1. L’assertion du lemme est triviale si g est scalaire. Par la de´composition
de Bruhat et le cas scalaire, on est re´duit a` montrer la stabilite´ et la continuite´ pour les
matrices g de la forme
(
0 p
1 0
)
, ( 1 00 λ ) et (
1 λ
0 1 ) (avec λ ∈ Q
×
p ). Le premier cas est e´vident
puisqu’il envoie f = (f1, f2) ∈ B(α) sur (f2, f1) ∈ B(α) a` multiplication pre`s par des
scalaires (cf. (9)). Quitte a` conjuguer par
(
0 p
1 0
)
et a` multiplier par un scalaire convenable,
on peut prendre λ ∈ Zp − {0} dans le deuxie`me et g envoie alors (f1(z), f2(z)) ∈ B(α)
sur (f1(λz), f2(λz)) (a` multiplication pre`s par des scalaires). Il suffit donc de montrer
que l’application f(·) 7→ f(λ·) est bien de´finie et continue de Cr(Zp, L) dans C
r(Zp, L).
Elle est bien de´finie par [Col05, prop 1.38]. Pour la continuite´, par le the´ore`me 4.1.2,
il suffit de montrer qu’il existe c ∈ |L×| tel que, si f ∈ Pold(Zp, L) ⊂ C
r(Zp, L), alors
‖f(λ·)‖ 6 c‖f(·)‖. En e´crivant, pour un n ∈ N assez petit et des λn,a,i ∈ L convenables :
f(z) =
∑
a∈{0,...,pn−1}
1a+pnZp(z)
d∑
i=0
λa,i(z − a)
i,
un calcul donne :
f(λz) =
∑
a∈{0,...,pn−1}
val(a)>val(λ)
1 a
λ
+pn−val(λ)Zp(z)
d∑
i=0
λa,iλ
i
(
z −
a
λ
)i
.
On en de´duit graˆce a` (5) :
‖f(λ·)‖ 6 sup
a∈{0,...,pn−1}
val(a)>val(λ)
sup
i∈{0,...,d}
∣∣λa,iλi∣∣ p(n−val(λ))(r−i)
6 sup
a∈{0,...,pn−1}
sup
i∈{0,...,d}
|λa,i| p
n(r−i)p−rval(λ)
6 ‖f(·)‖
ou` la dernie`re ine´galite´ re´sulte du lemme 4.1.5 et du fait que val(λ) > 0. Passons au
dernier cas. Quitte a` conjuguer g = ( 1 λ0 1 ) par un e´le´ment convenable de
(
1 0
0 Q×p
)
, on
peut supposer λ = p et g envoie alors (f1, f2) sur (f1(z + 1), (1 + pz)
k−2f2(z/(1 + pz)))
(a` multiplication pre`s par des scalaires). Il suffit donc de montrer que les applications
f(·) 7→ f(· + 1) et f(·) 7→ (1 + pz)k−2f(·/(1 + p·)) sont bien de´finies et continues de
Cr(Zp, L) dans C
r(Zp, L). Elles sont bien de´finies encore par [Col05, §1.5]. La continuite´
se ve´rifie par un argument analogue au pre´ce´dent avec un calcul utilisant (5) et (6) dont
on laisse les de´tails au lecteur.
La repre´sentation B(α) doit eˆtre pense´e comme une induite parabolique. Sans donner
un sens formel a` ce qui suit, on a un isomorphisme GL2(Qp)-e´quivariant :(
Ind
GL2(Qp)
B(Qp)
α⊗ dk−2β| · |−1
)Cval(αp)
≃ B(α)
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ou` l’espace de gauche est celui des fonctions F : GL2(Qp)→ L qui sont de classe C
val(αp)
(oublions que nous n’avons pas de´fini de telles fonctions dans ce cadre !) telles que :
(11) F
((
a b
0 d
)
g
)
= α(a)β(d)|d|−1dk−2F (g)
avec action de GL2(Qp) donne´e par (g · F )(g
′)
de´f
= F (g′g). On passe de F a` une fonction
f ∈ B(α) en posant :
(12) f(z)
de´f
= F
((
0 1
−1 z
))
.
On de´finit de meˆme B(β) muni d’une action de GL2(Qp) par automorphismes en e´chan-
geant partout α et β.
Voici des exemples importants de fonctions dans B(α) :
Lemme 4.2.2. — Pour 0 6 j < val(αp) et a ∈ Qp, les fonctions z 7→ z
j et les fonc-
tions :
z 7−→ (βα−1)(z − a)|z − a|−1(z − a)k−2−j
(prolonge´es par 0 en a) sont dans B(α).
De´monstration. — En faisant agir ( 0 11 0 ) sur z
j , il suffit de traiter les deuxie`mes fonctions.
En faisant agir ( 1 a0 1 ), il suffit meˆme par le lemme 4.2.1 de traiter le cas a = 0 et comme
z 7→ zj est clairement de classe Cval(αp) sur Zp, il suffit de montrer que z 7→ f(z)
de´f
=
(βα−1)(z)|z|−1zk−2−j est de classe Cval(αp) sur Zp. Soit f0 la fonction nulle sur Zp et, pour
n ∈ Z, n > 0, posons fn(z)
de´f
= (βα−1)(z)|z|−1zk−2−j si val(z) < n, fn(z)
de´f
= 0 sinon. La
fonction fn est de classe C
val(αp) sur Zp puisqu’elle est localement polynomiale. Il suffit de
montrer que fn+1 − fn → 0 dans C
val(αp)(Zp, L) quand n→ +∞ (car
∑∞
n=0(fn+1 − fn) =
f ∈ Cval(αp)(Zp, L) puisque C
val(αp)(Zp, L) est complet). Par [Sch01, lemme 9.9], il suffit
de ve´rifier que fn+1 − fn → 0 dans (B(α)
∗)∗, i.e. que :
sup
µ∈Cval(αp)(Zp,L)∗
∣∣∣∫Zp(fn+1(z)− fn(z))dµ(z)∣∣∣
‖µ‖val(αp)
−→ 0 quand n→ +∞.
Si S ⊂ Z×p est un syste`me de repre´sentants des classes de (Z/p
m(V )Z)×, alors :∫
Zp
(fn+1(z)− fn(z))dµ(z) =
(
αpp
βp
)n∑
ai∈S
βα−1(ai)
∫
pnai+pn+m(V )Zp
zk−2−jdµ(z).
En e´crivant zk−2−j = (z − pnai + p
nai)
k−2−j et en de´veloppant, on obtient :∣∣∣∣∣
∫
Zp
(fn+1(z)− fn(z))dµ(z)
∣∣∣∣∣
6 p−n(2val(αp)−k+2) · sup
ai∈S
06j′6k−2−j
p−nj
′
∣∣∣∣∣
∫
pnai+pn+m(V )Zp
(z − pnai)
k−2−j−j′dµ(z)
∣∣∣∣∣ ,
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soit, en utilisant (6) :∣∣∣∣∣
∫
Zp
(fn+1(z)− fn(z))dµ(z)
∣∣∣∣∣
6 ‖µ‖val(αp)p
−n(2val(αp)−k+2) · sup
06j′6k−2−j
p−nj
′
p−(n+m(V ))(k−2−j−j
′−val(αp)),
soit encore : ∣∣∣∣∣
∫
Zp
(fn+1(z)− fn(z))dµ(z)
∣∣∣∣∣ 6 C‖µ‖val(αp)pn(j−val(αp)),
ou` C
de´f
= sup06j′6k−2−j p
−m(V )(k−2−j−j′−val(αp)). D’ou` le re´sultat puisque j < val(αp).
On a un lemme analogue en e´changeant α et β. On note L(α) l’adhe´rence dans B(α) du
sous-L-espace vectoriel engendre´ par les fonctions zj et (βα−1)(z−a)|z−a|−1(z−a)k−2−j
pour a ∈ Qp et j entier, 0 6 j < val(αp). De meˆme, on note L(β) l’adhe´rence dansB(β) du
sous-L-espace vectoriel engendre´ par les fonctions zj et (αβ−1)(z−a)|z−a|−1(z−a)k−2−j
pour a ∈ Qp et j entier, 0 6 j < val(βp). Notons que, lorsque α = β| · |, L(β) est de
dimension finie et s’identifie aux polynoˆmes en z de degre´ au plus k − 2.
Lemme 4.2.3. — Le sous-espace L(α) (resp. L(β)) est stable par GL2(Qp) dans B(α)
(resp. B(β)).
De´monstration. — Exercice.
De´finition 4.2.4. — On pose B(V )
de´f
= B(α)/L(α).
Il s’agit encore d’un L-espace de Banach (avec la topologie quotient) muni d’une
action de GL2(Qp) par automorphismes continus. Nous allons voir que l’application
GL2(Qp) × B(V ) → B(V ) est continue, que B(V ) est unitaire et que l’on a un mor-
phisme continu GL2(Qp)-e´quivariant Î : B(β)/L(β)→ B(V ) qui est un isomorphisme si
α 6= β| · |. En particulier, lorsque val(α) = val(β), les GL2(Qp)-repre´sentations B(α)/L(α)
et B(β)/L(β) sont topologiquement isomorphes et il n’y a donc pas d’ambiguite´ dans ce
cas sur la de´finition de B(V ).
4.3. Une autre description de B(V ). — Le but de ce paragraphe est de donner
une description plus intrinse`que de B(α)/L(α) pour en de´duire certaines proprie´te´s de
l’action de GL2(Qp) (continuite´, unitarite´, entrelacements) peu e´videntes sur la de´finition
pre´ce´dente. On conserve les notations du §4.2.
Soit :
π(α)
de´f
= Symk−2L2 ⊗L Ind
GL2(Qp)
B(Qp)
α⊗ β| · |−1
la repre´sentation de GL2(Qp) produit tensoriel de la repre´sentation alge´brique Sym
k−2L2
par l’induite parabolique lisse Ind
GL2(Qp)
B(Qp)
α ⊗ β| · |−1 (c’est-a`-dire l’espace des fonctions
localement constantes h : GL2(Qp)→ L ve´rifiant une e´galite´ analogue a` (11) avec action
38 L. BERGER & C. BREUIL
a` gauche de GL2(Qp) par translation a` droite). On munit π(α) de l’unique topologie
localement convexe (au sens de [Sch01]) telle que les ouverts sont les sous-Ø-modules
ge´ne´rateurs (sur L). La repre´sentation π(α) est dite localement alge´brique (cf. l’appendice
de [ST01]) et n’est autre que la repre´sentation Alg(V )⊗L Lisse(V ) de l’introduction.
On identifie Symk−2L2 a` l’espace vectoriel des polynoˆmes P (z) de degre´ au plus k − 2
a` coefficients dans L munis de l’action a` gauche de GL2(Qp) :
(13)
(
a b
c d
)
· P (z) = (−cz + a)k−2P
(
dz − b
−cz + a
)
.
Comme en (12), on identifie Ind
GL2(Qp)
B(Qp)
α ⊗ dk−2β| · |−1 a` l’espace vectoriel des fonctions
f : Qp → L localement constantes telles que (βα
−1)(z)|z|−1f(1/z) se prolonge sur Qp en
une fonction localement constante avec action a` gauche de GL2(Qp) comme en (10) mais
sans le facteur (−cz+ a)k−2. On en de´duit une injection GL2(Qp)-e´quivariante continue :
(14) π(α) →֒ B(α), P (z)⊗ f(z) 7→ P (z)f(z).
Par le the´ore`me 4.1.2, l’image de π(α) est dense dans B(α). En particulier, on a une
injection continue B(α)∗ →֒ π(α)∗. On de´finit de meˆme π(β) et une injection GL2(Qp)-
e´quivariante continue d’image dense π(β) →֒ B(β). Ces injections induisent des applica-
tions GL2(Qp)-e´quivariantes continues π(α)→ B(α)/L(α) et π(β)→ B(β)/L(β).
Si π0 est un sous-Ø-module ge´ne´rateur d’un L-espace vectoriel π, rappelons qu’on
appelle comple´te´ de π par rapport a` π0 l’espace de Banach :
B
de´f
= (lim
←−
n
π0/πnLπ
0)⊗Ø L.
On a un morphisme canonique d’image dense π → B qui n’est pas injectif en ge´ne´ral (si
π0 = π, on a B = 0). Le dual continu B∗ de B s’identifie en tant qu’espace de Banach a`
HomØ(π
0,Ø)⊗ØL (avec HomØ(π
0,Ø) comme boule unite´). Si π est un espace localement
convexe tonnele´ (cf. [Sch01, §6]) muni d’une action continue d’un groupe topologique
localement compact G telle que π0 est ouvert et stable par G, il est facile de ve´rifier en
utilisant le the´ore`me de Banach-Steinhaus (cf. [Sch01, proposition 6.15]) que B et B∗
sont des G-Banach unitaires et que la fle`che canonique π → B est continue.
The´ore`me 4.3.1. — L’application π(α) → B(α)/L(α) induit un isomorphisme
topologique GL2(Qp)-e´quivariant entre B(α)/L(α) et le comple´te´ de π(α) par rapport
a` un quelconque sous-Ø-module ge´ne´rateur de π(α) stable par GL2(Qp) et de type fini
comme Ø[GL2(Qp)]-module. On a le meˆme re´sultat en remplac¸ant α par β.
De´monstration. — Notons que le comple´te´ ne de´pend pas du choix du sous-Ø[GL2(Qp)]-
module de type fini ge´ne´rateur de π(α) car ces Ø-modules sont tous commensurables
dans π(α). En utilisant GL2(Qp) = B(Qp)GL2(Zp) et le fait que GL2(Zp) est compact,
REPRE´SENTATIONS POTENTIELLEMENT CRISTALLINES DE GL2(Qp) 39
on voit facilement qu’il suffit de comple´ter par rapport a` un sous-Ø[B(Qp)]-module de
type fini ge´ne´rateur quelconque, par exemple :
k−2∑
j=0
Ø[B(Qp)](1Zp(z)z
j) +
k−2∑
j=0
Ø[B(Qp)]
(
(βα−1)(z)|z|−11Qp−Zp(z)z
j
)
⊂ π(α)
ou` 1U est la fonction caracte´ristique de l’ouvert U . Le dual du comple´te´ cherche´ est donc
isomorphe au Banach :
(15) {µ ∈ π(α)∗ | ∀ g ∈ B(Qp), ∀ j ∈ {0, . . . , k − 2}, |µ(g(1Zp(z)z
j))| 6 1
et
∣∣µ(g(1Qp−Zp(z)(βα−1)(z)|z|−1zj))∣∣ 6 1} ⊗Ø L.
En utilisant l’inte´gralite´ du caracte`re central, il est e´quivalent de prendre g ∈
(
1 Qp
0 Q×p
)
dans (15). Pour f ∈ π(α), vue comme fonction sur Qp via (14), et U ouvert de Qp, on
e´crit
∫
U
f(z)dµ(z) pour µ(1U(z)f(z)). Un calcul donne alors que les conditions sur µ dans
(15) sont e´quivalentes a` l’existence d’une constante C ∈ L inde´pendante de µ telle que,
pour tout a ∈ Qp, tout j ∈ {0, . . . , k − 2} et tout n ∈ Z :∫
a+pnZp
(z − a)jdµ(z) ∈ Cpn(j−val(αp))Ø(16) ∫
Qp−(a+pnZp)
(βα−1)(z − a)|z − a|−1(z − a)k−2−jdµ(z) ∈ Cpn(val(αp)−j)Ø(17)
(si g =
(
1 λ
0 µ
)
, poser n = −val(µ) et a = λ/µ ; en fait, on peut prendre C = 1). En
e´crivant (a + pn−1Zp) − (a + p
nZp) = ∪ai∈Sa + p
n−1ai + p
n−1+m(V )Zp et en de´veloppant
(z − a)k−2−j = ((z − a − pn−1ai) + p
n−1ai)
k−2−j comme dans la preuve du lemme 4.2.2,
on de´duit facilement de (16) quitte a` modifier C :
(18)
∫
(a+pn−1Zp)−(a+pnZp)
(βα−1)(z − a)|z − a|−1(z − a)k−2−jdµ(z) ∈ Cpn(val(αp)−j)Ø.
En de´composant Qp − (a + p
nZp) = Qp − (a + p
n+1Zp) \ (a + p
nZp) − (a + p
n+1Zp),
puis Qp − (a + p
n+1Zp) = Qp − (a + p
n+2Zp) \ (a + p
n+1Zp)− (a + p
n+2Zp) etc. jusqu’a`
arriver a` Qp− (a+ p
n+mZp) avec n+m > 0, on de´duit de (18) que (17) pour j < val(αp)
de´coule de (16) et de (17) pour n > 0 (utiliser (18) pour les morceaux compacts dans la
de´composition et (17) avec n′ = n +m > 0 pour le restant). Si a 6= 0, en de´composant
Qp−(a+p
nZp) = Qp−(a+p
n−1Zp)∐(a+p
n−1Zp)−(a+p
nZp), puis Qp−(a+p
n−1Zp) =
Qp−(a+p
n−2Zp)∐(a+p
n−2Zp)−(a+p
n−1Zp) etc. jusqu’a` arriver a`Qp−(a+p
n−mZp) avec
n−m < val(a) et n 6 m, on de´duit de (18) que (17) pour a 6= 0 et j > val(αp) de´coule
de (16) et de (17) pour a = 0 et n 6 0 (utiliser (18) pour les morceaux compacts dans la
de´composition puis de´velopper (z − a)k−2−j et utiliser (17) avec a = 0 et n′ = n−m 6 0
pour le restant). Autrement dit, (16) et (17) sont e´quivalents a` :
(i) (16) ;
(ii) (17) pour n > 0 ;
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(iii) (17) pour a = 0 et n 6 0.
Par ailleurs, tout µ ∈ π(α)∗ s’e´crit µ = (µ1, µ2) ou` µi ∈ Pol
k−2(Zp, L)
∗ (si f ∈ π(α),∫
Qp
f(z)dµ(z) =
∫
Zp
f1(z)dµ1(z) +
∫
Zp
f2(z)dµ2(z)). Un calcul facile (laisse´ au lecteur)
montre que µ1 et µ2 ve´rifient (4) pour r = val(αp) et d = k − 2 avec ‖µi‖val(αp),k−2 6 C
(i.e. µ1, µ2 ∈ C
val(αp)(Zp, L) par le the´ore`me 4.1.4 avec leurs normes borne´es, i.e. µ est
dans une boule de B(α)∗ ⊂ π(α)∗) si et seulement si µ ve´rifie (quitte a` modifier C) :
(19)
∫
a+pnZp
(z − a)jdµ(z) ∈ Cpn(j−val(αp))Ø
pour tout a ∈ pZp, tout j ∈ {0, · · · , k − 2} et tout entier n > 1, puis :
(20)
∫
a−1+pn−2val(a)Zp
(βα−1)(z)|z|−1zk−2−j(1− az)jdµ(z) ∈ Cpn(j−val(αp))Ø
pour tout a ∈ Zp − {0}, tout j ∈ {0, . . . , k − 2} et tout entier n > val(a), et enfin :
(21)
∫
Qp−pnZp
(βα−1)(z)|z|−1zk−2−jdµ(z) ∈ Cpn(val(αp)−j)Ø
pour tout j ∈ {0, . . . , k − 2} et tout entier n 6 0. En de´veloppant zk−2−j = ((z − a−1) +
a−1)k−2−j dans (20), un calcul montre que, quitte a` modifier C, (19), (20) et (21) sont
e´quivalents a` :
(iv) (16) pour a 6= 0 ;
(v) (16) pour a = 0 et n > 0 ;
(vi) (17) pour a = 0 et n 6 0.
Si µ est comme en (15), i.e. si µ ve´rifie (i) a` (iii), alors a fortiori µ ve´rifie (iv) a` (vi) et
donc µ ∈ B(α)∗ ⊂ π(α)∗. Mais on a plus. En faisant tendre n vers −∞ dans (16) lorsque
a = 0, on voit que (16) pour j < val(αp) et a = 0 implique que µ annule les fonctions
zj ∈ B(α). En faisant tendre n vers +∞ dans (17), on voit que (17) pour j < val(αp)
implique que µ annule les fonctions (βα−1)(z−a)|z−a|−1(z−a)k−2−j ∈ B(α). Un examen
plus approfondi (sans difficulte´ mais que nous omettons pour ne pas allonger la preuve)
montre que les conditions (i) a` (iii) pre´ce´dentes sont en fait e´quivalentes aux conditions
(iv) a` (vi) avec les deux conditions supple´mentaires que µ annule les fonctions zj pour
j < val(αp) et les fonctions (βα
−1)(z−a)|z−a|−1(z−a)k−2−j pour a ∈ Qp et j < val(αp),
c’est-a`-dire les fonctions de L(α). Autrement dit, on obtient que le Banach dual du
comple´te´ cherche´ est isomorphe dans π(α)∗ au sous-espace de Banach de B(α)∗ forme´
des µ qui annulent L(α), c’est-a`-dire a` (B(α)/L(α))∗. En particulier, (B(α)/L(α))∗ est
un GL2(Qp)-Banach unitaire. Comme les Banach ne sont pas re´flexifs, nous allons devoir
faire un passage par les topologies faibles pour de´duire l’isomorphisme de l’e´nonce´. L’injec-
tion B(α)/L(α) →֒ ((B(α)/L(α))∗)∗ e´tant une immersion ferme´e GL2(Qp)-e´quivariante,
B(α)/L(α) est aussi un GL2(Qp)-Banach unitaire. Cela entraˆıne facilement que l’applica-
tion π(α)→ B(α)/L(α) induit un morphisme GL2(Qp)-e´quivariant continu du comple´te´
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unitaire ci-dessus de π(α) vers B(α)/L(α), donc un morphisme continu sur les duaux mu-
nis de leur topologie faible (qui sont des «modules compacts a` isoge´nie pre`s » au sens de
[ST02b]). Mais on vient de voir que ce morphisme sur les duaux e´tait bijectif (et meˆme un
isomorphisme topologique pour les topologies fortes). Par [Bre03b, lemme 4.2.2], on en
de´duit que c’est aussi un isomorphisme topologique pour les topologies faibles. Par dualite´
(cf. [ST02b, the´ore`me 1.2]), on obtient l’isomorphisme topologique GL2(Qp)-e´quivariant
de l’e´nonce´. Le cas β se traite de meˆme.
Rappelons qu’il existe, a` multiplication par un scalaire non nul pre`s, un unique mor-
phisme non nul GL2(Qp)-e´quivariant :
(22) I lisse : Ind
GL2(Qp)
B(Qp)
β ⊗ α| · |−1 −→ Ind
GL2(Qp)
B(Qp)
α⊗ β| · |−1
qui est un isomorphisme non trivial lorsque α 6= β et α 6= β| · |, qui est l’identite´ lorsque
α = β et qui a un noyau et un conoyau de dimension 1 lorsque α = β| · | (voir [Bum98,
§4.5] par exemple). En termes de fonctions localement constantes sur Qp, ce morphisme
lorsque α 6= β est donne´ explicitement par :
I lisse(h)(z) =
∫
Qp
(αβ−1)(x)|x|−1h(z + x−1)dx(23)
=
∫
Qp
(βα−1)(x)|x|−1h(z + x)dx
=
∫
Qp
(βα−1)(x− z)|x− z|−1h(x)dx
ou` dx est la mesure de Haar sur Qp (a` valeurs dans Qp ⊂ L). Comme la the´orie des
repre´sentations lisses est alge´brique, il n’y a pas de proble`mes de convergence dans les
inte´grales ci-dessus car on peut toujours remplacer les sommes infinies aux voisinages
de 0 ou de −∞ par des expressions alge´briques en pαpβ
−1
p parfaitement de´finies. En
tensorisant par l’application identite´ sur Symk−2L2, on en de´duit un morphisme non nul
GL2(Qp)-e´quivariant :
(24) I : π(β) −→ π(α)
qui est un isomorphisme lorsque α 6= β| · |.
Corollaire 4.3.2. — Les repre´sentations B(α)/L(α) et B(β)/L(β) sont des GL2(Qp)-
Banach unitaires et on a un diagramme commutatif GL2(Qp)-e´quivariant :
B(β)/L(β)
Î
−→ B(α)/L(α)
↑ ↑
π(β)
I
−→ π(α)
ou` I est le morphisme GL2(Qp)-e´quivariant de (24). Lorsque α 6= β| · |, les fle`ches I et Î
sont des isomorphismes.
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De´monstration. — Cela de´coule du the´ore`me 4.3.1 car l’image par une fle`che GL2(Qp)-
e´quivariante d’un Ø[GL2(Qp)]-module de type fini est aussi un Ø[GL2(Qp)]-module de
type fini.
Lorsque α = β| · | (ce qui implique val(βp) = (k − 2)/2), il est e´vident que B(β)/L(β)
est non nul puisque L(β) est dans ce cas une repre´sentation de dimension finie, isomorphe
via (13) a` (β ◦ det) ⊗L Sym
k−2L2. On verra quels sont alors l’image et le noyau de Î au
§5.4. Dans les autres cas, le the´ore`me 4.3.1 ne de´montre en rien que les espaces de Banach
B(α)/L(α) et B(β)/L(β) sont non nuls. Mais on a :
Proposition 4.3.3. — Si α 6= β| · |, le Banach B(α)/L(α) (resp. B(β)/L(β)) est non
nul si et seulement si π(α) (resp. π(β)) posse`de un Ø-re´seau stable par GL2(Qp). Si
α = β| · |, le Banach B(α)/L(α) est non nul si et seulement si π(α) posse`de un Ø-re´seau
stable par GL2(Qp).
De´monstration. — Rappelons qu’un Ø-re´seau est par de´finition un sous-Ø-module
ge´ne´rateur qui ne contient pas de L-droite. Supposons d’abord α 6= β| · |, de sorte que
les repre´sentations π(α) et π(β) sont (alge´briquement) irre´ductibles. Si B(α)/L(α) 6= 0,
l’application canonique π(α) → B(α)/L(α) est injective car non nulle (car d’image
dense) et une boule unite´ de B(α)/L(α) stable par GL2(Qp) induit un re´seau stable par
GL2(Qp) sur π(α). Inversement, supposons que π(α) posse`de un Ø-re´seau stable par
GL2(Qp), alors pour tout f non nul dans π(α), Ø[GL2(Qp)]f ⊂ π(α) est un Ø-re´seau de
π(α) de type fini comme Ø[GL2(Qp)]-module. Il est ge´ne´rateur car π(α) est irre´ductible
et il ne contient pas de Ø-droite car, a` multiplication pre`s par un scalaire, il est contenu
dans un Ø-re´seau stable par GL2(Qp) de π(α). L’application de π(α) dans son comple´te´
par rapport a` Ø[GL2(Qp)]f , qui est B(α)/L(α) par le the´ore`me 4.3.1, est alors injective
et en particulier B(α)/L(α) 6= 0. Lorsque α = β| · |, ce qui suppose k > 2, π(α) n’est
plus irre´ductible et a un quotient isomorphe a` (β ◦det)⊗L Sym
k−2L2. Si B(α)/L(α) 6= 0,
l’application non nulle π(α)→ B(α)/L(α) reste injective sinon elle induirait une injection
non nulle (β ◦ det) ⊗L Sym
k−2L2 →֒ B(α)/L(α) ce qui est impossible car, pour k > 2,
(β ◦ det)⊗L Sym
k−2L2 ne posse`de pas de Ø-re´seau stable par GL2(Qp).
Notons que, lorsque α = β| · |, π(β) ne peut posse´der de Ø-re´seau stable par GL2(Qp)
puisque sa sous-repre´sentation irre´ductible (β ◦det)⊗L Sym
k−2L2 n’en posse`de pas. Dans
ce cas, l’application π(β) → B(β)/L(β) est non injective (son noyau est pre´cise´ment
(β ◦ det) ⊗L Sym
k−2L2). Lorsque α et β sont non ramifie´s, via la proposition 4.3.3, on
peut montrer pour des petites valeurs de k ou pour les valeurs de (k, α, β) provenant
des formes modulaires que les Banach B(α)/L(α) et B(β)/L(β) sont non nuls, voir par
exemple [Bre03a], [Bre03b, §1.3], [Bre03c], [Eme04]. On va voir dans la suite que la
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non nullite´ pour tout k et tout α, β, au moins si α 6= β, de´coule de la the´orie des (ϕ,Γ)-
modules. Une autre approche possible, purement en termes de the´orie des repre´sentations,
est pre´sente´e dans [Eme04, §2] et [Eme05, §§5-6].
5. Repre´sentations de GL2(Qp) et (ϕ,Γ)-modules
Le but de cette partie est de de´montrer l’existence d’un isomorphisme topologique
canonique entre (lim
←−ψ
D(V ))b et le dual B(V )∗ (muni de sa topologie faible) lorsque
α 6= β et d’en de´duire que B(V ) alors est toujours non nul, topologiquement irre´ductible
et admissible. Ces e´nonce´s e´taient conjecture´s (et des cas particuliers de´montre´s) dans
[Bre03a] et [Bre03b]. Le fait remarquable est que ces e´nonce´s, entie`rement du coˆte´
GL2, se de´montrent en passant par le coˆte´ galoisien. On fixe une fois pour toutes une
repre´sentation apc irre´ductible V comme au §2.4 avec Dcris(V ) = D(α, β) et on suppose
jusqu’a` la fin que α 6= β.
5.1. Deux lemmes. — Le but de ce paragraphe est de de´montrer deux lemmes tech-
niques mais importants utilise´s dans les paragraphes suivants. On utilise sans commen-
taire certaines notations du §2.4.
Lemme 5.1.1. — Soit m ∈ N, m > m(V ), wα, wβ ∈ R
+ et µα, µβ les distributions
localement analytiques sur Zp correspondantes par (8). La condition :
ϕ−m(wα ⊗ eα + wβ ⊗ eβ) ∈ Fil
0(Lm[[t]]⊗L D(α, β))
est e´quivalente aux e´galite´s dans Qp : ∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)ηp
m−m(V )x
pm
αmp ∫
Zp
zjηzpmdµα(z) = β
m
p
∫
Zp
zjηzpmdµβ(z)
pour tout j ∈ {0, . . . , k − 2} et toute racine primitive pm-ie`me ηpm de 1 dans Qp.
De´monstration. — On a :
ϕ−m(X) = ζpmexp(t/p
m)− 1 = ζpm(exp(t/p
m)− 1) + ζpm − 1
dans Fm[[t]] (voir §2.4). En posant wα =
∑+∞
i=0 aiX
i et wβ =
∑+∞
i=0 biX
i (ai, bi ∈ L), la
condition sur Fil0 est e´quivalente a` :
(25) αmp
+∞∑
i=0
aiϕ
−m(X)ieα + β
m
p
+∞∑
i=0
biϕ
−m(X)ieβ ∈
Lm[[t]](eα +G(βα
−1)eβ)⊕ (exp(t/p
m)− 1)k−1(Lm[[t]]eβ)
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en notant que exp(t/pm)−1 engendre gr1(Qp[[t]]) = Qpt. On peut supposer L aussi grand
que l’on veut en (25), et en particulier contenant Fm. En utilisant :
Lm = Fm ⊗Qp L =
∏
Fm →֒L
L,
en de´veloppant ϕ−m(X)i = (ζpm(exp(t/p
m) − 1) + ζpm − 1)
i et en remplac¸ant eα par
(eα+G(βα
−1)eβ)−G(βα
−1)eβ dans le membre de gauche de (25), un calcul facile montre
que la condition (25) est e´quivalente aux e´galite´s dans L :
(26)
 ∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)ηp
m−m(V )x
pm
αmp +∞∑
i=j
ai
(
i
j
)
(ηpm − 1)
i−j
= βmp
+∞∑
i=j
bi
(
i
j
)
(ηpm − 1)
i−j
pour tout j ∈ {0, . . . , k−2} et toute racine primitive pm-ie`me ηpm de 1. Noter que les se´ries
en (26) convergent bien car val(ηpm − 1) > 0. En se souvenant que αi =
∫
Zp
(
z
i
)
dµα(z) et
en utilisant le de´veloppement de Mahler (3) :(
z
j
)
ηz−jpm =
+∞∑
i=j
(
i
j
)
(ηpm − 1)
i−j
(
z
i
)
on obtient :
+∞∑
i=j
ai
(
i
j
)
(ηpm − 1)
i−j =
∫
Zp
(
+∞∑
i=j
(
z
i
)(
i
j
)
(ηpm − 1)
i−j
)
dµα(z)
= η−jpm
∫
Zp
(
z
j
)
ηzpmdµα(z)
(la se´rie
∑n
i=j
(
i
j
)
(ηpm−1)
i−j
(
z
i
)
convergeant vers
∑+∞
i=j
(
i
j
)
(ηpm−1)
i−j
(
z
i
)
dans An(Zp, L)
(cf. [Col04a, §2.1.2]), on peut inverser
∫
et
∑
). On a la meˆme e´galite´ avec bi et µβ. Avec
(26), on en de´duit le re´sultat.
Via l’identification Qp/Zp = Z[1/p]/Z, on peut de´finir le nombre complexe alge´brique
e2iπz pour tout z ∈ Qp (par exemple, e
2iπz = 1 si z ∈ Zp). En fixant des plongements
Q →֒ C et Q →֒ Qp, on peut voir e
2iπz comme un e´le´ment de Qp. On obtient ainsi un
caracte`re additif localement constant Qp → Q
×
p , z 7→ e
2iπz trivial sur Zp. Ce que l’on fera
dans la suite ne de´pendra pas du choix de ce caracte`re, i.e. du choix des plongements.
Notons Pold(Qp, L) le L-espace vectoriel des fonctions localement polynomiales a` sup-
port compact f : Qp → L de degre´ (local) au plus d. Si µ est une forme line´aire
sur Pold(Qp, L), U un ouvert compact de Qp et f : Qp → L une fonction locale-
ment polynomiale de degre´ au plus d a` support quelconque, on note comme d’habitude∫
U
f(z)dµ(z)
de´f
= µ(1U(z)f(z)).
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Lemme 5.1.2. — Soient µα et µβ deux formes line´aires sur l’espace Pol
k−2(Qp, L). Les
e´nonce´s suivants sont e´quivalents :
(i) Pour tout j ∈ {0, . . . , k − 2}, tout y ∈ Q×p et tout N > val(y) +m(V ), on a :
(27)
∫
p−NZp
zje2iπzydµβ(z)
=
 ∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)e
2iπxy
pval(y)+m(V )
(βp
αp
)val(y) ∫
p−NZp
zje2iπzydµα(z).
(ii) Pour tout f ∈ π(α) a` support compact (comme fonction sur Qp via (14)) tel que
I(f) ∈ π(β) est aussi a` support compact (comme fonction sur Qp via (14)), on a :
(28)
∫
Qp
I(f)(z)dµα(z) = C(αp, βp)
∫
Qp
f(z)dµβ(z)
ou` :
C(αp, βp)
de´f
=
1− βp
pαp
1− αp
βp
si βα−1 est non ramifie´,
et
C(αp, βp)
de´f
=
(
βp
pαp
)m(V )
si βα−1 est ramifie´.
De´monstration. — Soit h : Qp → L une fonction localement constante a` support compact
et ĥ la transforme´e de Fourier (usuelle) de h. Rappelons que ĥ est aussi une fonction
localement constante sur Qp a` support compact telle que ĥ(x) =
∫
Qp
h(z)e−2iπzxdz et
h(z) =
∫
Qp
ĥ(x)e2iπzxdx ou` dx, dz de´signent la mesure de Haar sur Qp. Pour |z| ≫ 0, on
a par (23) :
I lisse(h)(z) = (βα−1)(z)|z|−1
∫
Qp
h(x)dx = (βα−1)(z)|z|−1ĥ(0)
et on voit que I lisse(h) est a` support compact dans Qp si et seulement si ĥ(0) = 0.
Supposons donc ĥ(0) = 0 et soit N ∈ N tel que h et I lisse(h) ont leur support dans p−NZp
et tel que ĥ|pNZp = 0. Pour j ∈ {0, . . . , k − 2} et z ∈ p
−NZp, on a :
I(zjh)(z) = zjI lisse(h)(z) = zj
∫
p−NZp
(βα−1)(x)|x|−1h(z + x)dx
= zj
∫
p−NZp
(βα−1)(x)|x|−1
(∫
Qp−pNZp
ĥ(y)e2iπy(z+x)dy
)
dx
= zj
∫
Qp−pNZp
ĥ(y)e2iπzy
(∫
p−NZp
(βα−1)(x)|x|−1e2iπxydx
)
dy.
On a : ∫
p−NZp
(βα−1)(x)|x|−1e2iπxydx =
+∞∑
ℓ=−N
pℓ
∫
pℓZ×p
(βα−1)(x)e2iπxydx
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ou`, avec les notations de la preuve du lemme 4.2.2 :∫
pℓZ×p
(βα−1)(x)e2iπxydx =
∑
ai∈S
∫
pℓai+pℓ+m(V )Zp
(βα−1)(x)e2iπxydx
=
(
αp
βp
)ℓ∑
ai∈S
(βα−1)(ai)
∫
pℓai+pℓ+m(V )Zp
e2iπxydx.
Si ℓ + m(V ) < −val(y), on ve´rifie facilement que
∫
pℓai+pℓ+m(V )Zp
e2iπxydx = 0 et si ℓ +
m(V ) > −val(y), on a
∫
pℓai+pℓ+m(V )Zp
e2iπxydx = p−ℓ−m(V )e2iπp
ℓaiy. Supposons d’abord
βα−1 ramifie´. Alors on a
∑
ai∈S
(βα−1)(ai)e
2iπpℓaiy = 0 si ℓ + m(V ) > −val(y) et, si
ℓ+m(V ) = −val(y) :∑
ai∈S
(βα−1)(ai)e
2iπpℓaiy =
∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)e
2iπxy
pval(y)+m(V ) .
Comme N > val(y) +m(V ), on a donc :∫
p−NZp
(βα−1)(x)|x|−1e2iπxydx
=
(
βp
pαp
)m(V )(
βp
αp
)val(y) ∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)e
2iπxy
pval(y)+m(V ) .
Supposons maintenant βα−1 non ramifie´. Alors on a
∑
ai∈S
(βα−1)(ai)e
2iπpℓaiy = p − 1
si ℓ + 1 > −val(y) et
∑
ai∈S
(βα−1)(ai)e
2iπpℓaiy = −1 si ℓ + 1 = −val(y) (rappelons que
m(V ) = 1). Comme N > val(y) +m(V ), on a donc :∫
p−NZp
(βα−1)(x)|x|−1e2iπxydx = −
1
p
(
αp
βp
)−val(y)−1
+
p− 1
p
+∞∑
ℓ=−val(y)
(
αp
βp
)ℓ
=
1− βp
pαp
1− αp
βp
(
βp
αp
)val(y)
.
Pour y ∈ Q×p , posons H(βα
−1)(y)
de´f
= 1 si βα−1 est non ramifie´ et :
H(βα−1)(y)
de´f
=
∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)e
2iπxy
pval(y)+m(V )
si βα−1 est ramifie´. On en de´duit :
(29) I(zjh)(z) = C(αp, βp)
∫
Qp−pNZp
ĥ(y)zje2iπzy
(
βp
αp
)val(y)
H(βα−1)(y)dy
pour z ∈ p−NZp et I(z
jh)(z) = 0 sinon. De meˆme, on a :
(30) zjh(z) =
∫
Qp−pNZp
ĥ(y)zje2iπzydy
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pour z ∈ p−NZp et z
jh(z) = 0 sinon. Notons que (29) and (30) sont en fait des sommes
finies sur le meˆme ensemble (fini) de valeurs de y. En remplac¸ant I(zjh)(z) et zjh(z)
dans (31) ci-dessous par les sommes finies (29) et (30), on voit que (i) entraˆıne (ii).
Re´ciproquement, supposons que pour tout j ∈ {0, . . . , k − 2}, tout N ∈ N et toute
fonction h comme ci-dessus localement constante a` support dans p−NZp, on a :
(31)
∫
p−NZp
I(zjh)(z)dµα(z) = C(αp, βp)
∫
p−NZp
zjh(z)dµβ(z).
Soit y ∈ Q×p tel que N > val(y) +m(V ), ĥ(z)
de´f
= 1y+pNZp(z) et :
h(z)
de´f
=
∫
Qp
ĥ(x)e2iπzxdx =
∫
pNZp
e2iπz(y+x)dx =
1
pN
1p−NZp(z)e
2iπzy.
Alors I(zjh) est aussi a` support compact car ĥ|pNZp = 0 et un calcul via (29) montre
que :
I(zjh)(z) = C(αp, βp)
1
pN
(
βp
αp
)val(y)
H(βα−1)(y)1p−NZp(z)z
je2iπzy.
On peut donc appliquer l’e´galite´ (31) a` h qui est alors exactement l’e´galite´ (27) multiplie´e
par p−N . Cela montre que (ii) entraˆıne (i) et ache`ve la preuve.
5.2. D’un monde a` l’autre. — Le but de ce paragraphe est de construire un isomor-
phisme topologique (lim
←−ψ
D(V ))b ≃ B(V )∗ (lorsque α 6= β).
Soit T ⊂ V un Ø-re´seau stable par Gal(Qp/Qp). On reprend les notations du §2.3,
en particulier on dispose du Ø[[X ]]-module de type fini D♯(T ) muni de la surjection
ψ : D♯(T )։ D♯(T ) et de l’action semi-line´aire de Γ qui commute a` ψ. On dispose aussi de
l’isomorphisme topologique de la proposition 2.3.6 qui permet de remplacer (lim
←−ψ
D(V ))b
par (lim
←−ψ
D♯(T )) ⊗Ø L et on sait par le the´ore`me 3.4.2 que (lim←−ψ
D♯(T )) ⊗Ø L co¨ıncide
avec les suites d’e´le´ments wα,n ⊗ eα + wβ,n ⊗ eβ de R
+ ⊗L Dcris(V ) telles que :
(i) ∀ n > 0, wα,n (resp. wβ,n) est d’ordre val(αp) (resp. val(βp)) dans R
+ et ‖wα,n‖val(αp)
(resp. ‖wβ,n‖val(βp)) est borne´ ;
(ii) ∀ n > 0 et ∀ m > 1, on a :
ϕ−m(wα,n ⊗ eα + wβ,n ⊗ eβ) ∈ Fil
0(Lm[[t]]⊗L Dcris(V ));
(iii) ∀ n > 1, ψ(wα,n) = α
−1
p wα,n−1 et ψ(wβ,n) = β
−1
p wβ,n−1.
Nous allons d’abord de´finir une application L-line´aire (lim
←−ψ
D♯(T ))⊗ØL→ π(α)
∗. Soit
µα,n et µβ,n les distributions sur Zp correspondant a` α
n
pwα,n et β
n
pwβ,n par la transforme´e
d’Amice-Mahler (8). On associe a` (µα,n)n et (µβ,n)n deux distributions localement analy-
tiques µα et µβ surQp a` support compact (i.e. deux formes line´aires continues sur l’espace
vectoriel des fonctions localement analytiques sur Qp a` support compact) en posant :
(32)
∫
U
f(z)dµα(z)
de´f
=
∫
Zp
1U(z/p
N )f(z/pN)dµα,N(z)
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(resp. avec β au lieu de α) ou` f : Qp → L est localement analytique (a` support quel-
conque) et U est un ouvert compact de Qp contenu dans p
−NZp.
Lemme 5.2.1. — La valeur
∫
Zp
1U(z/p
N)f(z/pN )dµα,N(z) ne de´pend pas du choix de
N tel que U est contenu dans p−NZp.
De´monstration. — Si µ est une distribution localement analytique sur Zp correspondant
a` w ∈ R+ par (8), il est facile de voir que la distribution localement analytique ψ(µ)
correspondant a` ψ(w) ve´rifie :
(33)
∫
Zp
f(z)dψ(µ)(z) =
∫
pZp
f(z/p)dµ(z).
On a donc :∫
Zp
1U(z/p
N )f(z/pN)dµα,N(z) =
∫
Zp
1U(z/p
N)f(z/pN )dψ(µα,N+1)(z)
(33)
=
∫
pZp
1U(z/p
N+1)f(z/pN+1)dµα,N+1(z)
=
∫
Zp
1U(z/p
N+1)f(z/pN+1)dµα,N+1(z),
en remarquant que 1U(z/p
N+1)f(z/pN+1) est a` support dans pZp.
Par le lemme 5.1.1, la condition (ii) pre´ce´dente sur (wα,n, wβ,n)n est e´quivalente aux
e´galite´s :
(34) ∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)ηp
m−m(V )x
pm
αm−np ∫
Zp
zjηzpmdµα,n(z) = β
m−n
p
∫
Zp
zjηzpmdµβ,n(z)
pour tout j ∈ {0, . . . , k − 2}, tout n > 0, tout m > m(V ) et toute racine primitive
pm-ie`me ηpm de 1 dans Qp.
Corollaire 5.2.2. — Avec les notations pre´ce´dentes, la condition (ii) ci-dessus sur
(wα,n, wβ,n)n est e´quivalente aux e´galite´s dans Qp :∫
p−NZp
zje2iπzydµβ(z) = ∑
x∈Z×p /(1+pm(V )Zp)
(βα−1)(x)e
2iπxy
pval(y)+m(V )
(βp
αp
)val(y) ∫
p−NZp
zje2iπzydµα(z)
pour tout j ∈ {0, . . . , k − 2}, tout y ∈ Q×p et tout N > val(y) +m(V ).
De´monstration. — Cela re´sulte de (32) et de (34) en remarquant que 1U(z/p
N ) = 1 si
U = p−NZp et z ∈ Zp, et en posant n = N et m = N − val(y) > m(V ).
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Par le lemme 5.1.2, on a donc :∫
Qp
I(f)(z)dµα(z) = C(αp, βp)
∫
Qp
f(z)dµβ(z)
pour f ∈ π(α) a` support compact tel que I(f) ∈ π(β) est aussi a` support compact.
Lemme 5.2.3. — Il y a une manie`re unique de prolonger µα et µβ comme e´le´ments
respectivement de π(α)∗ et π(β)∗ telle que, pour tout f ∈ π(β) (vue comme fonction sur
Qp par (14)) :
(35)
∫
Qp
I(f)(z)dµα(z) = C(αp, βp)
∫
Qp
f(z)dµβ(z)
De´monstration. — Il suffit de montrer que, si M est un entier suffisamment grand et si
j ∈ {0, . . . , k − 2}, alors les inte´grales :∫
Qp−p−MZp
(βα−1)(z)|z|−1zjdµα(z) et
∫
Qp−p−MZp
(αβ−1)(z)|z|−1zjdµβ(z)
sont uniquement de´termine´es. Si h(z)
de´f
= 1Zp, on a ĥ(z) = h(z) de sorte que ĥ(0) 6= 0 et
I lisse(h) n’est pas a` support compact dans Qp (cf. preuve du lemme 5.1.2). Ainsi, quitte a`
multiplier h par un scalaire non nul, on a un entierM tel que I lisse(h)(z) = (βα−1)(z)|z|−1
dans π(α) pour |z| > pM . L’e´galite´ (35) entraˆıne :∫
Qp−p−MZp
(βα−1)(z)|z|−1zjdµα(z) = C(αp, βp)
∫
Zp
zjdµβ(z)−
∫
p−MZp
I lisse(h)(z)zjdµα(z).
Cela permet de´ja` de prolonger µα a` tout π(α)
∗. Le prolongement de µβ a` tout π(β)
∗ s’en
de´duit alors par (35) encore puisque C(αp, βp) 6= 0.
Lorsque α = β| · |, on peut voir que la distribution µβ ∈ π(β)
∗ du lemme 5.2.3 est nulle
contre β ◦ det⊗LSym
k−2L2 ⊂ π(β).
Avec les notations pre´ce´dentes, on de´duit du lemme 5.2.3 une application L-line´aire :
(lim
←−
ψ
D♯(T ))⊗Ø L −→ π(α)
∗(36)
(wα,n ⊗ eα + wβ,n ⊗ eβ)n 7−→ µα prolonge´
et notons que la de´finition de cette application utilise l’existence de l’entrelacement I
(lemme 5.2.3).
Lemme 5.2.4. — Soit γ ∈ Γ tel que ε(γ) = a−1 ∈ Z×p , z ∈ Zp, (vn)n ∈ lim←−ψ
D♯(T ) et
µα ∈ π(α)
∗ l’image de (vn)n par (36). Alors :
(i) (ψ(vn))n s’envoie sur
(
1 0
0 p
)
· µα ;
(ii) (γ(vn))n s’envoie sur ( 1 00 a ) · µα ;
(iii) (ϕn((1 +X)z)vn)n s’envoie sur ( 1 z0 1 ) · µα.
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De´monstration. — Cela de´coule de (32) et de proprie´te´s simples de la transforme´e d’Ami-
ce-Mahler (voir par exemple [Col04a, §2.2.2]). Nous laissons les de´tails en exercice au
lecteur.
En particulier, le lemme 5.2.4 induit une action du groupe B(Qp) sur lim←−ψ
D♯(T ),
qui co¨ıncide bien suˆr avec celle de la de´finition 3.4.3 (en faisant agir les scalaires par
multiplication par le caracte`re central de π(α)∗).
Lemme 5.2.5. — L’application (36) se factorise par une injection continue B(Qp)-
e´quivariante :
(lim
←−
ψ
D♯(T ))⊗Ø L →֒ (B(α)/L(α))
∗
(continue pour la topologie faible sur (B(α)/L(α))∗).
De´monstration. — L’injectivite´ de´coule via (32) de l’injectivite´ de l’isomorphisme R+
∼
→
An(Zp, L)
∗ (cf. (8)) et la B(Qp)-e´quivariance du lemme 5.2.4. Montrons que l’application
lim
←−ψ
D♯(T ) → π(α)∗ est continue. Notons π(α)c ⊂ π(α) (resp. π(β)c ⊂ π(β)) le sous-L-
espace vectoriel des fonctions f ∈ π(α) (resp. f ∈ π(β)) a` support compact dans Qp.
La fle`che π(α)c ⊕ π(β)c
incl⊕I
−→ π(α) est surjective (voir e.g. la preuve du lemme 5.2.3) et
induit une immersion ferme´e entre espaces de Fre´chet :
π(α)∗ →֒ π(α)∗c ⊕ π(β)
∗
c.
Il suffit donc de montrer la continuite´ des deux applications lim
←−ψ
D♯(T ) → π(α)∗c et
lim
←−ψ
D♯(T ) → π(β)∗c, ce qui de´coule apre`s passage a` la limite projective via (32) de
la continuite´ de R+
∼
→ An(Zp, L)
∗ et de celle de l’injection D♯(T ) →֒ R+ ⊗L Dcris(V )
(cf. la proposition 3.3.8). Notons Π(V ) l’espace de Banach dual du module compact
lim
←−ψ
D♯(T ) par l’anti-e´quivalence de cate´gorie de [ST02b, §1]. Il est muni d’une action
continue unitaire de B(Qp) par la proposition 3.4.4 (on peut utiliser les arguments de
dualite´ de la preuve de [ST02b, proposition 1.6] pour la continuite´ de l’action) et on
a par ce qui pre´ce`de un morphisme B(Qp)-e´quivariant (continu) π(α) → Π(V ). Par
la proprie´te´ universelle du comple´te´ de π(α) par rapport a` un sous-Ø[B(Qp)]-module
ge´ne´rateur de type fini et par le the´ore`me 4.3.1, ce morphisme s’e´tend par continuite´ en
un morphisme B(Qp)-e´quivariant continu B(α)/L(α)→ Π(V ). En redualisant, ce dernier
induit un morphisme continu (lim
←−ψ
D♯(T )) ⊗Ø L → (B(α)/L(α))
∗ qui est le morphisme
de l’e´nonce´.
Nous construisons maintenant une application continue (B(α)/L(α))∗ → (lim
←−ψ
D(V ))b
inverse de la pre´ce´dente.
REPRE´SENTATIONS POTENTIELLEMENT CRISTALLINES DE GL2(Qp) 51
Soit µα ∈ (B(α)/L(α))
∗ et µβ
de´f
= C(αp, βp)
−1Î ◦ µα ∈ (B(β)/L(β))
∗ ou` Î est le mor-
phisme GL2(Qp)-e´quivariant du corollaire 4.3.2. On de´finit une suite (µα,n)n de distribu-
tions localement analytiques sur Zp en posant :
(37)
∫
Zp
f(z)dµα,n(z)
de´f
=
∫
p−nZp
f(pnz)dµα(z)
et on de´finit de meˆme (µβ,n)n. Soient wα,n, wβ,n ∈ R
+ les e´le´ments correspondant a`
α−np µα,n, β
−n
p µβ,n par (8).
Lemme 5.2.6. — La suite d’e´le´ments wα,n⊗ eα+wβ,n⊗ eβ de R
+⊗LDcris(V ) satisfait
les conditions (i), (ii) et (iii) du the´ore`me 3.4.2.
De´monstration. — La condition (iii) est e´vidente a` partir de (33) et la condition (ii)
de´coule des de´finitions, du lemme 5.1.2 et du corollaire 5.2.2. Ve´rifions la condition (i).
Revenant a` la preuve du the´ore`me 4.3.1, on a en particulier que µα satisfait (16) ce qui
entraˆıne :
α−Np
∫
a+pnZp
(z − a)jdµα,N(z) = α
−N
p p
Nj
∫
p−Na+pn−NZp
(z − p−Na)jdµα(z)
∈ Cµαp
−Nval(αp)pNjp(n−N)(j−val(αp))Ø
∈ Cµαp
n(j−val(αp))Ø
pour tout a ∈ Zp, tout j ∈ {0, . . . , k − 2} et tout n ∈ N. Avec les notations du §4.1, cela
entraˆıne pour tout N ∈ N :
‖α−Np µα,N‖val(αp),k−2 6 c|Cµα|
pour une constante c ∈ R>0. On a une borne analogue pour les µβ,N . On en de´duit (i).
Par le lemme 5.2.6 et le the´ore`me 3.4.2, on a une application L-line´aire :
(B(α)/L(α))∗ −→ (lim
←−
ψ
D♯(T ))⊗Ø L
et il est imme´diat a` partir des de´finitions et du lemme 5.2.3 de ve´rifier qu’elle est inverse
de celle du lemme 5.2.5.
The´ore`me 5.2.7. — Il y a un unique isomorphisme topologique (a` multiplication pre`s
par un scalaire non nul) entre les L-espaces vectoriels localement convexes (pour la topolo-
gie faible des deux coˆte´s) :
(lim
←−
ψ
D(V ))b
∼
−→ B(V )∗
tel que l’action de
(
1 0
0 pZ
)
sur B(V )∗ correspond a` (vn)n 7→ (ψ
Z(vn))n, l’action de
(
1 0
0 Z×p
)
a` celle de Γ et l’action de
(
1 Zp
0 1
)
a` (vn)n 7→ ((1 +X)
pnZpvn))n.
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De´monstration. — L’existence d’un tel isomorphisme de´coule des re´sultats pre´ce´dents,
sachant qu’une application bijective continue entre deux « modules compacts a` isoge´nie
pre`s » est un isomorphisme topologique (c’est la version duale par [ST02b] du the´ore`me
de l’image ouverte entre espaces de Banach). Il reste a` de´montrer l’unicite´ (a` scalaire
pre`s) mais cela re´sulte de la proposition 3.4.5.
Rappelons que H iIw(Qp, V )
de´f
= L ⊗Ø lim←−n
H i(Gal(Qp/Fn), T ) ou` T est un Ø-re´seau
quelconque de V stable par Gal(Qp/Qp) (voir le paragraphe §2.2).
Corollaire 5.2.8. — On a un isomorphisme de Ø[[Z×p ]]-modules :
H1Iw(Qp, V ) ≃ B(V )
∗
(
1 0
0 pZ
)
ou` Z×p agit via l’action de Γ a` gauche et via l’action de
(
1 0
0 Z×p
)
a` droite.
De´monstration. — Cela de´coule du the´ore`me 5.2.7 et de la proposition 2.2.9.
Remarque 5.2.9. — Le Ø[[Z×p ]]-module H
2
Iw(Qp, V ) s’identifie aussi aux coinvariants
de B(V )∗ sous l’action de
(
1 0
0 pZ
)
et en fait, ces deux espaces sont nuls par le (ii) de la
proposition 2.2.8 parce que V est irre´ductible. En effet, le the´ore`me 5.2.7 et le corol-
laire 2.3.8 nous disent que les coinvariants d’un re´seau de B(V )∗ sous l’action de
(
1 0
0 pZ
)
s’identifient a` H2Iw(Qp, T ).
5.3. Irre´ductibilite´ et admissibilite´. — Le but de ce paragraphe est de de´duire de
tous les re´sultats pre´ce´dents la non nullite´, l’irre´ductibilite´ (topologique) et l’admissibilite´
de B(V ) (pour α 6= β).
Corollaire 5.3.1. — L’espace de Banach B(V ) est non nul.
De´monstration. — Cela re´sulte du the´ore`me 5.2.7 et du corollaire 2.2.7 qui implique que
lim
←−ψ
D♯(T ) 6= 0.
Pour βα−1 non ramifie´, le corollaire 5.3.1 e´tait conjecture´ (via la proposition 4.3.3) et
de´montre´ pour k 6 2p si p 6= 2 et k < 4 si p = 2 dans [Bre03a, §3.3] par un calcul
explicite de re´seaux.
Corollaire 5.3.2. — Le GL2(Qp)-Banach unitaire B(V ) est topologiquement irre´ducti-
ble.
De´monstration. — Cela re´sulte du the´ore`me 5.2.7 et de la proposition 3.4.6.
La proposition 3.4.6 montre que B(V ) est en fait topologiquement irre´ductible comme
B(Qp)-repre´sentation.
Corollaire 5.3.3. — Le GL2(Qp)-Banach unitaire B(V ) est admissible.
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De´monstration. — On ignore si le Ø-module compact lim
←−ψ
D♯(T ) est stable par GL2(Zp)
dans B(V )∗ (via le the´ore`me 5.2.7) mais on peut le remplacer par le Ø-re´seau de B(V )∗ :
M
de´f
= ∩g∈GL2(Zp)g(lim←−
ψ
D♯(T )) ⊂ lim
←−
ψ
D♯(T )
qui est un sous-Ø[[X ]]-module compact stable par GL2(Qp) dans B(V )
∗ (on ve´rifie qu’il
est stable par B(Qp) en utilisant la de´composition d’Iwasawa de GL2(Qp)). Le Ø-module
M posse`de alors deux structures naturelles de Ø[[X ]]-modules : l’une est celle de´ja` de´finie
et l’autre est :
(λ, v) ∈ Ø[[X ]]×M 7→
(
0 1
1 0
)
λ
(
0 1
1 0
)
v.
La premie`re structure est telle que la multiplication par (1+X)Zp correspond a` l’action de(
1 Zp
0 1
)
et la deuxie`me est telle que la multiplication par (1 +X)Zp correspond a` l’action
de
(
1 0
Zp 1
)
. Soit pr : M → D♯(T ) la projection sur la premie`re composante et M
de´f
=
pr(M) : M est un sous-Ø[[X ]]-module (de type fini) de D♯(T ). Posons N
de´f
= Ker(pr) ( M.
L’application :
(38) N →M, v 7→ pr
((
0 1
1 0
)
v
)
est injective : si v a pour image 0, sa distribution associe´e µα ∈ B(α)
∗ ≃ Cval(αp)(Zp, L)
∗⊕
C
val(αp)(Zp, L)
∗ par (36) et (9) est nulle sur les deux copies de Cval(αp)(Zp, L), donc est nulle
dans B(V )∗. En pensant encore en termes de distributions, on voit que N est un Ø[[X ]]-
module pour la premie`re structure mais seulement un ϕ(Ø[[X ]])-module pour la deuxie`me
structure. De plus, pour cette deuxie`me structure, l’injection (38) est ϕ(Ø[[X ]])-line´aire.
Comme M est de type fini sur Ø[[X ]], donc sur ϕ(Ø[[X ]]), on obtient que le ϕ(Ø[[X ]])-
module N pour la deuxie`me action de ϕ(Ø[[X ]]) est de type fini. Fixons maintenant
des e´le´ments (e1, . . . , em) ∈ M (resp. (f1, . . . , fn) ∈ N) tels que les pr(ei) (resp. les fi)
engendrent M sur Ø[[X ]] (resp. N sur ϕ(Ø[[X ]])). Soit v ∈ M. Il existe λ1, · · · , λm
dans Ø[[X ]] tels que v −
∑
λiei ∈ N et il existe µ1, · · · , µn dans ϕ(Ø[[X ]]) tels que
v −
∑
λiei =
∑
( 0 11 0 )µi (
0 1
1 0 ) fi. Comme les λi correspondent a` l’action d’e´le´ments de
l’alge`bre de groupe de
(
1 Zp
0 1
)
et les ( 0 11 0 )µi (
0 1
1 0 ) a` l’action d’e´le´ments de l’alge`bre de
groupe de
(
1 0
pZp 1
)
, on voit que M est a fortiori de type fini sur l’alge`bre de groupe de
GL2(Zp), d’ou` l’admissibilite´.
Pour βα−1 non ramifie´, les corollaires 5.3.2 et 5.3.3 e´taient conjecture´s et de´montre´s
par un argument de re´duction modulo p pour k 6 2p (et k < 4 si p = 2) dans [Bre03b,
§1.3] avec l’hypothe`se supple´mentaire val(αp + βp) 6= 1 pour le premier.
On peut de´duire des re´sultats pre´ce´dents deux autres corollaires, l’un sur les re´seaux
dans π(α) et π(β), l’autre sur les vecteurs localement analytiques dans B(V ).
Corollaire 5.3.4. — Supposons α 6= β|·|, alors π(α) (resp. π(β)) posse`de des Ø-re´seaux
stables par GL2(Qp) et tous les Ø-re´seaux stables par GL2(Qp) dans π(α) (resp. π(β))
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sont commensurables entre eux. Supposons α = β| · |, alors on a le meˆme re´sultat pour
π(α).
De´monstration. — L’existence de tels Ø-re´seaux re´sulte du corollaire 5.3.1 et de la propo-
sition 4.3.3. Pour montrer qu’ils sont tous commensurables entre eux, il est e´quivalent de
montrer qu’ils sont tous commensurables aux Ø-re´seaux de type fini sur Ø[GL2(Qp)]. Le
Ø-dual d’un Ø-re´seau stable par GL2(Qp) est toujours contenu dans le Ø-dual d’un Ø-
re´seau de type fini sur Ø[GL2(Qp)]. Par le the´ore`me 4.3.1 et le corollaire 5.3.3, ce dernier
dual est de type fini sur l’alge`bre de groupe comple´te´e de GL2(Zp). Comme c’est une
alge`bre noethe´rienne, il en est de meˆme du premier dual. Cela entraˆıne que le comple´te´
de π(α) (ou π(β) si α 6= β| · |) par rapport a` un Ø-re´seau stable par GL2(Qp) quelconque
est aussi admissible, et donc topologiquement isomorphe a` B(V ) par le corollaire 5.3.2
et le fait que la cate´gorie des GL2(Zp)-Banach admissibles est abe´lienne ([ST02b, §3]).
Tous les Ø-re´seaux stables par GL2(Qp) induisent donc des normes e´quivalentes sur π(α)
(ou π(β) si α 6= β| · |) ce qui ache`ve la preuve.
Remarque 5.3.5. — Lorsque α = β, on s’attend a` ce que les corollaires 5.3.1 a` 5.3.4
restent vrais (cela se de´duit de [Bre03a] pour k 6 2p et k 6= 4 si p = 2 par un calcul direct,
cf. [Bre03b, Th.1.3.3]), mais on ignore si l’on a encore un isomorphisme (lim
←−ψ
D(V ))b
∼
−→
B(V )∗ comme au the´ore`me 5.2.7.
Comme dans [ST03, §7], on note B(V )an le sous-L-espace vectoriel de B(V ) des
vecteurs localement analytiques, i.e. des vecteurs v ∈ B(V ) tels que l’application or-
bite GL2(Qp) → B(V ), g 7→ g · v est localement analytique. Il est muni d’une topologie
naturelle d’espace localement convexe de type compact (cf. [ST03, §7]).
Soit :
A(α)
de´f
=
(
Ind
GL2(Qp)
B(Qp)
α⊗ dk−2β| · |−1
)an
l’induite parabolique localement analytique au sens de [ST02a]. On de´finit de meˆme A(β)
en e´changeant α et β. On a des injections naturelles continues GL2(Qp)-e´quivariantes
A(α) →֒ B(α) et A(β) →֒ B(β).
Corollaire 5.3.6. — Supposons α 6= β|·|. On a une injection continue GL2(Qp)-e´quiva-
riante :
A(β)⊕π(β) A(α) →֒ B(V )an
ou` π(β) s’envoie dans A(α) via l’entrelacement (24).
De´monstration. — Par [ST01, §4], π(α) (resp. π(β)) est le seul sous-objet topologique-
ment irre´ductible non nul dans A(α) (resp. A(β)). Par le the´ore`me 4.3.1, on de´duit que
les injections ci-dessus induisent encore des injections A(α) →֒ B(α)/L(α) et A(β) →֒
B(β)/L(β). Le re´sultat de´coule alors du corollaire 4.3.2.
Il est naturel de conjecturer :
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Conjecture 5.3.7. — Supposons α 6= β| · |. L’application A(β) ⊕π(β) A(α) →֒ B(V )an
du corollaire 5.3.6 est un isomorphisme topologique.
5.4. Le cas non ge´ne´rique. — On ache`ve ici l’examen complet du cas α = β| · |
(relations entre les Banach B(β)/L(β) et B(α)/L(α), vecteurs localement analytiques).
Rappelons que L(β) ≃ (β ◦ det) ⊗L Sym
k−2L2 ⊂ B(β) s’identifie au sous-espace des
polynoˆmes de degre´ 6 k − 2 a` coefficients dans L (voir §4.2). Notons K(β) ⊆ B(β)
l’adhe´rence du sous-L-espace vectoriel engendre´ par les fonctions de L(β) et les fonctions
f : Qp → L de la forme :
f(z) =
∑
j∈J
λj(z − zj)
njval(z − zj)(39)
ou` J est un ensemble fini, λj ∈ L, zj ∈ Qp, nj ∈ {⌊
k−2
2
⌋+1, . . . , k−2} et deg(
∑
j∈J λj(z−
zj)
nj) < (k − 2)/2. Pour que K(β) soit bien contenu dans B(β), il faut ve´rifier le lemme
suivant, dont on laisse les de´tails au lecteur (voir par exemple [Bre03c, lemmes 3.3.1 et
3.3.2]) :
Lemme 5.4.1. — Les fonctions f comme en (39) appartiennent a` B(β).
La proposition suivante donne pre´cise´ment le de´faut pour l’entrelacement Î du corol-
laire 4.3.2 d’eˆtre un isomorphisme dans ce cas.
Proposition 5.4.2. — On a une suite exacte GL2(Qp)-e´quivariante d’espaces de Ba-
nach :
0 −→ K(β)/L(β) −→ B(β)/L(β)
Î
−→ B(α)/L(α) −→ 0
ou` Î est le morphisme du corollaire 4.3.2.
De´monstration. — Notons St la repre´sentation de Steinberg de GL2(Qp), c’est-a`-dire(
Ind
GL2(Qp)
B(Qp)
1
)
/1. On a des extensions de repre´sentations localement alge´briques de
GL2(Qp) :
0→ L(β)⊗L St→ π(α)→ L(β)→ 0
et :
0→ L(β)→ π(β)→ L(β)⊗L St→ 0.
L’entrelacement π(β)/L(β) → π(α) induit par I (cf. §4.2) n’est autre dans ce cas que
l’injection L(β)⊗L St →֒ π(α). En proce´dant comme dans [Bre03b, §§2.1-2.2], on ve´rifie
que π(α) s’identifie aux fonctions H : Qp → L localement polynomiales de degre´ au plus
k − 2 telles que, pour | z| ≫ 0, on a H(z) = Q(z) − 2P (z)val(z) ou` P et Q sont des
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polynoˆmes en z de degre´ au plus k − 2 et ou` l’action de GL2(Qp) est donne´e par :[(
a b
c d
)
·H
]
(z)
de´f
= β(ad− bc)(−cz + a)k−2
[
H
(
dz − b
−cz + a
)
+ P
(
dz − b
−cz + a
)
val
(
ad− bc
(−cz + a)2
)]
(prolonge´ par continuite´ en z tel que −cz + a = 0). Dans cette identification, la sous-
repre´sentation L(β)⊗L St correspond au sous-espace des fonctions H telles que H(z) =
Q(z) pour | z| ≫ 0 (i.e. P = 0). Le comple´te´ de π(α) par rapport a` un quelconque
Ø-re´seau invariant de type fini sur Ø[GL2(Qp)] (s’il en existe) se calcule alors par dualite´
exactement comme dans la preuve de [Bre03c, the´ore`me 3.3.3], en remplac¸ant partout
les log
L
(z) par des val(z). En particulier, on obtient que l’injection L(β)⊗L St →֒ π(α)
induit une surjection sur les comple´te´s par rapport a` des re´seaux invariants de type fini,
i.e. l’application Î : B(β)/L(β) → B(α)/L(α) est surjective, et que le noyau de cette
surjection est exactement K(β)/L(β).
Lorsque α = β| · |, le Banach B(V ) admet donc trois descriptions diffe´rentes. La
premie`re comme B(α)/L(α), la deuxie`me comme comple´te´ de π(α) et la troisie`me comme
B(β)/K(β). En fait, dans ce cas, l’isomorphisme B(β)/K(β)
∼
−→ B(α)/L(α) de la propo-
sition 5.4.2 doit eˆtre vu comme remplac¸ant l’isomorphisme B(β)/L(β)
∼
−→ B(α)/L(α)
du cas α 6= β| · |.
Concernant les vecteurs localement analytiques dans B(V ), on a le re´sultat suivant
dont la preuve est analogue a` celle du corollaire 5.3.6 en remplac¸ant l’isomorphisme
B(β)/L(β) ≃ B(α)/L(α) par l’isomorphisme B(β)/K(β) ≃ B(α)/L(α) :
Corollaire 5.4.3. — Supposons α = β| · |. On a une injection continue GL2(Qp)-
e´quivariante :
A(β)/L(β)⊕L(β)⊗LSt A(α) →֒ B(V )an.
Comme en §5.3, on termine avec la :
Conjecture 5.4.4. — Supposons α = β| · |. L’application A(β)/L(β)⊕L(β)⊗LStA(α) →֒
B(V )an du corollaire 5.4.3 est un isomorphisme topologique.
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