Abstract. Tracking human pose in real-time is a difficult problem with many interesting applications. Existing solutions suffer from a variety of problems, especially when confronted with unusual human poses. In this paper, we derive an algorithm for tracking human pose in real-time from depth sequences based on MAP inference in a probabilistic temporal model. The key idea is to extend the iterative closest points (ICP) objective by modeling the constraint that the observed subject cannot enter free space, the area of space in front of the true range measurements. Our primary contribution is an extension to the articulated ICP algorithm that can efficiently enforce this constraint. Our experiments show that including this term improves tracking accuracy significantly. The resulting filter runs at 125 frames per second using a single desktop CPU core. We provide extensive experimental results on challenging real-world data, which show that the algorithm outperforms the previous state-of-the-art trackers both in computational efficiency and accuracy.
Introduction
Tracking human pose in real-time has been a computer vision challenge for decades. Automatic tracking is useful in a variety of domains including human computer interaction, surveillance, gait analysis, the film industry and entertainment. Yet, existing marker-less solutions are limited. They have difficulty with occlusion, unusual poses, sensor noise, and the challenging computational constraints of operation on embedded systems, running side-by-side with actual user applications at faster than real-time.
In this paper we focus on improving model-based tracking. Existing modelbased trackers use one of two likelihood formulations. ICP-style trackers treat the depth image as a point cloud. They alternate between updating pose to minimize the distance between points and their corresponding locations on the model, and updating the correspondences themselves. The other type of tracker treats the sensor as a camera, and models the ray casting process directly. Their goal is to find the pose that minimizes an error metric based on comparing the observed depth image to the expected depth image derived from the pose estimate. These two algorithms suffer opposing drawbacks: on the one hand, the ray-casting likelihood function is more complete, but is difficult and slow to optimize because of local maxima and plateaus; On the other hand, the ICP-style algorithm, while fast to converge, often converges to the wrong answer.
We propose an algorithm that combines elements of the ray-casting likelihood, specifically knowledge about free space, with the ICP likelihood. By using particular data structures and a suitable model representation, we are able to retain the speed advantages of the ICP method while achieving more accurate tracking. We also contribute a new pose tracking dataset that features more subjects, acrobatic maneuvers, and unusual movements than the currently used Stanford TOF benchmark [1] . As we demonstrate, our new algorithm is able to robustly track widely varying poses faster than real-time using one CPU core.
Related Work
Human motion tracking from camera data is a widely studied problem in computer graphics, computer vision and related fields [2] . One class of existing approaches requires multiple cameras to constrain the pose of the tracked person [3] , while our approach tracks with a single depth camera. Off-line multicamera approaches typically aim at achieving highly accurate pose reconstruction up to the surface mesh level [4] at the expense of long processing and inconvenient setups. Usually such systems require an accurate mesh model of the subject before it can be tracked [5] .
Learning-based approaches [6] [7] [8] require a large amount of training data to sample the large space of body configurations. Many papers have proposed to detect body parts from images as a preprocessing step for full-body pose reconstruction. Plagemann et al. [9] , Shotton et al. [10] and Girshick et al. [11] give algorithms for detecting parts from single depth images. These approaches are complementary to ours in that they focus on the part detection problem without exploiting temporal and skeletal constraints. As a result, they do not necessarily output consistent poses at each frame because they might include multiple detections of the same part or miss them entirely. These failures are problematic in a large variety of applications, and therefore such algorithms benefit from being combined with a tracking algorithm like the one we present in this paper.
A related class of algorithms are variants of the iterative closest point (ICP) algorithm, such as, Articulated ICP (AICP) [12] [13] [14] , Nonrigid ICP [15] , or those specifically focused on depth data [16] . To the best of our knowledge, none of the existing algorithms has been shown to be robust enough to track difficult maneuvers like hand-stands, cart-wheels, or even fast full-body movements. The most similar in flavor to our approach is that of Demirdjian et al. [14] , which updates the pose of individual body parts using ICP and applies constraint projection to enforce articulation and body pose constraints. Our algorithm goes further by introducing a more realistic likelihood function by adding free-space and self-intersection constraints to the ICP likelihood. We apply Chamfer distance transforms, as seen in algorithms that recover pose from silhouettes [17] , to efficiently enforce free-space constraints. Combining detection with tracking has been explored in order to avoid local minima and increase the robustness of global optimization of likelihood. Zhu and Fujimura [18] combine articulated ICP with part detection for improved robustness. Ganapathi et al. [19] and Siddiqui et al. [20] approach the markerless people tracking problem from a hypothesize-and-test angle, with hypotheses additionally generated from part detectors. Ganapathi et al. implement this using a GPU-accelerated generative model for synthesizing and evaluating large sets of hypothetical body configurations. Baak et al. [21] perform nearest-neighbor search in a database that maps features computed on depth images to poses. These poses are used as additional hypotheses for local optimization.
Compared to Ganapathi et al. [19] , our approach does not require a detailed mesh model of the person. Though our algorithm can benefit from part detectors, we are able to achieve better performance than Ganapathi et al. on the Stanford TOF dataset [19] even without detectors.
Human Motion Tracking
The objective is to track the pose of a human over time using a stream of monocular depth images
where N is the number of image pixels.
We model our system as the dynamic Bayesian network (DBN) depicted in Fig. 1(a) . Here, the state x denotes the pose of the human at time t (for ease of notation, the time index is omitted for the most recent frame) and the measurement D is the corresponding depth image. Our DBN encodes the Markov independence assumption that x is independent of D 1 . . . D t−1 given x t−1 . The model also contains the latent auxiliary variables b, m and c, which will be introduced later in this section.
Our goal is to estimate the most likely statex at time t given only the the MAP estimate of the previous frame, that is,x t−1 , which is determined by solving the inference problem x = argmax x log P (D|x) + log P (x|x t−1 ) .
In this paper, we do not deal with the image segmentation problem and rather assume that a pixel-wise background mask is given. We now describe the measurement model P (D|x) and transition model P (x|x t−1 ) in detail. 
Measurement Model
The choice of measurement model has a particularly strong influence on (a) how accurately the DBN is able to represent the human motion sequence and (b) how efficiently Eq. 1 can be solved. Before introducing our proposed measurement model, let us discuss the two most prominent alternatives from the literature as well as their respective shortcomings. As a running example, consider the situation illustrated in the left diagram of Fig. 2 . The task is to infer the pose of an object measured by a depth camera from a given initial estimate. Both measurement models make the assumption that the measurements are independent given state, P (D|x) = i P (d i |x).
ICP-based Model. Given the camera calibration, each distance measurement d j in the depth image can be converted to a point d j ∈ R 3 in the coordinate system of the camera. This makes it possible to understand the data as a 3D point cloud (rather than as an image-array of depth values). A well-known class of tracking approaches called Iterative Closest Point (ICP) take such 3D point clouds as input and seek to fit a geometric body model to the data by minimizing the length of a correspondence c j between model surface and data points; see the middle diagram in Fig. 2 for an illustration. We define S(x) to be a geometric representation of the object surface at pose x. In addition, S(x, c j ) → R 3 returns the closest point on S(x) according to the data correspondence c j . ICP-based approaches solve Eq. 1 by alternating between optimizing the correspondence variables and optimizing the state variables. Concretely, the measurement model that leads to the ICP algorithm is defined as
While ICP-based models allow for efficient gradient-based optimization, they fail to model an important aspect of the data. Each measurement d j not only provides evidence for the existence of model surface at point d j , but also for the non-existence of surface between d j and the camera. This "negative" information or free space constraint is non-trivial to use in ICP-based approaches and, thus, typically omitted. The middle diagram in Fig. 2 illustrates how ICP manages to "explain" the foreground points, but does not utilize the free space information provided by the measurement rays to infer the correct pose of the object.
Ray Casting Model. So-called Ray Casting Models are more flexible in this respect, since they model the image formation process directly, that is, they define how a certain scene and body configuration influences each pixel in the depth image. Concretely, for each hypothesized body pose x, a synthetic depth map r(x) is constructed by casting rays from the camera to S(x). The measurement model in these models is typically defined per-pixel in a form similar to
Here, r k (x) is the hypothetical (or synthesized) depth measurement for pixel k. While ray casting-based approaches model the object-measurement relationship more faithfully than ICP (including free space information provide by the rays), they are much harder to optimize. As the right diagram in Fig. 2 illustrates, approaches using ray casting [19, 20] often make use of the hypothesize-and-test paradigm, that is, they sample model configurations, synthesize the respective depth measurements and compare these to the actual measurements. Such a system is typically hard to optimize, because the direction of improvement of the optimization objective has to be estimated indirectly from samples in a high-dimensional space. In the depicted example, all sampled object poses have a similar measurement likelihood.
Ray-Constrained ICP Model. One of the main contributions of this paper is a novel measurement model, termed Ray-Constrained ICP Model that combines aspects of each model above. As with ICP, we instantiate a hidden correspondence variable c j for each measured point d j . Then we define our measurement likelihood for a given measurement d k as
where I E denotes the indicator function, which is 1 for all points that satisfy an expression E and 0 otherwise. This measurement likelihood essentially multiplies into the ICP likelihood an approximation of the ray-casting likelihood. This approximation assigns zero probability to poses that would receive extremely low probability according to the ray-casting likelihood, and uniform probability to all other states. As we show in Sec. 4, we can derive an efficient optimization scheme for this objective, even though it contains the valuable non-linear free space information acquired through the depth image.
Body Model and Pose Parametrization
The discussion so far applies to arbitrary 3D objects. For the purpose of tracking human subjects, we model the human body as a collection of linked 3D volumes; see Fig. 1(b) and (c). The body parts take the form of 3D capsules {s ij }, each of which connects a joint x i to another one, x j , see Fig 1 (b,c,d) . The resulting body model is flexible enough to represent a wide variety of human body shapes, while allowing for fast geometric operations such as collision checks and closest point calculations. Note that, unlike the ray-cast model, our measurement model introduced in the previous section does not require a highly accurate body model that fits the tracked subject precisely. The pose is parametrized by a set of joint positions x = {x 1 , . . . , x J }, x i ∈ R 3 , in the camera coordinate system. Each joint has an associated radius r i that defines the form of the connecting capsules.
Transition Model
The last component of the DBN is the transition model P (x|x t−1 ), which defines how states are allowed to evolve over time. Apart from motion constraints, such as how far a limb can move within one frame, this term also includes constraints on the intrinsic body configuration, such as limb lengths, and a component to allow larger jumps in state space to regain tracking after partial occlusions or after complete track loss.
Physical Constraints
We do not require the body model to be known precisely ahead of time. Rather, we constrain the tracked model to remain similar in shape to a prototypical human model scaled by a single scale variable h (which is estimated dynamically). The parameters of this scaled model are made explicit in the DBN as the latent auxiliary variable b; see Fig. 1(a) . Let l ij (x) = ||x i −x j || denote the length of a link s ij between joint i and j in our model. We then definē l ij to be this quantity calculated on the reference human model andl ij = hl ij to be the scaled version. Our transition model enforces the constraint that ∀s ij :
where is a fraction encoding our uncertainty on link length.
Since multiple rigid objects cannot occupy the same region in space, the transition model also enforces the constraint that capsules do not intersect one another. We prohibit two capsules from penetrating each other if they are not connected by a shared joint.
Motion model Apart from self-collision and limb constraints, the transition model includes a discrete set of admissible state transitions selected by a switching variable m; see Fig. 1(a) . m = 0 indicates regular, smooth human motion following a normal distribution on joint positions, P (x t |x t−1 ) ∝ N (0, σ 2 I). The modes m > 0 represent non-smooth state transitions from a library of partial poses followed by the regular smooth update. The non-smooth transitions, which are sampled with a low, uniform probability, ensure that the tracker can recover from partial track loss, e.g. due to temporary occlusion of body parts. In our experiments, we use a library of seven partial poses, including three configuration changes to the arms (left and right) as well as a full pose reset to the stored prototypical pose. For ease of notation, we denote with x m the pose after the potential non-smooth update that is applied to x t−1 .
Inference
We now describe how to perform efficient MAP inference at each frame, that is, how to solve Eq. 1 given the definition of its components in the previous section. We observe that both the measurement model as well as the transition model contain a likelihood term and a set of constraints. By denoting with C the intersection of all constraints and by making the latent switching variable m explicit, we can rewrite the optimization objective to
Our goal is to find x, c, m that maximize G subject to the constraint that the state satisfies the physical and ray-casting constraints, that is, x ∈ C. Since our library of partial poses is small, we employ a deterministic, frame-wise sampling strategy for m, i.e., in each frame we evaluate the setting m = 0 as well as exactly one setting from m > 0 using a fixed schedule. Even after fixing m, the remaining optimization problem is not solvable in closed form for the following three reasons: (1) the search space over data associations c is large, (2) the articulation and self-collision constraints are non-convex, and (3) the free space constraint requires ray casting the model, which depends on x. The first two reasons apply to existing articulated ICP approaches [14] , while the last is unique to our approach.
Fortunately, well justified approximations exist that allow us to optimize the problem efficiently and accurately, as detailed in the following.
Constrained Optimization
Articulated ICP-style algorithms maximize log likelihood by calculating a sequence of pose estimates {x
[0] , x [1] , . . . }. The basic algorithmic steps are estimating correspondences, updating the pose and projecting onto the feasible set [14] . We apply projected gradient ascent to interleave maximizing pose and satisfying constraints.
The first estimate is obtained from the prior x [0] = x m . The (n + 1)-th estimate is computed from the n-th one by the following 3-step algorithm.
Step 1. Holding x constant, maximize the objective with respect to correspondences c. We observe that the terms involving only c in the objective decomposes into a a sum of terms each involving only one correspondence variable
. This calculation is equivalent to finding the closest point in the model to the measurement (hence the name of the algorithm). If a measurement is too far from all existing points in the model, it is temporarily discarded as an outlier, which is equivalent to using a heavy-tailed Gaussian for the measurement likelihood P (p k |x, c k ).
Step 2. The pose estimate is updated by gradient ascent on the likelihood, holding c fixed,
where γ gives the strength of the "momentum" term and λ is the size of the gradient step.
Step 3. As a result of the gradient update, the state x may no longer satisfy the physical and ray-casting constraints. We therefore apply constraint projection. Formally, a projection operator for the constraint C, proj C is defined as proj C (x) = argmin x ∈C ||x − x|| 2 , taking a configuration x as argument and returning the closest configuration within C.
While it is difficult to project onto the intersection of all the physical constraints in closed form, it is easier to derive a projection operator for any individual constraint. In order to project onto the entire intersection of the articulation, self-collision and ray-casting constraints, we iterate through each constraint C i in an fixed order and apply the update x := αx+(1−α) proj Ci (x), where α ∈ [0, 1]. This iterative algorithm is related to well-known cyclical projection algorithms for finding the intersection of convex sets which are known to converge to the optimal value [22] .
This leaves the question of the individual projection operators. Consider an articulation constraint constraining the distance between two joints. To project into the constraint space for this constraint, the two affected joint positions can be moved in 3D space along the capsule center line until the constraint is met.
The projection operator for the ray-casting constraint is more involved. As a reminder, the function r(x) maps a pose estimate to a synthetic range map. This is the set of measurements a perfect sensor would produce for pose x. The ray-casting constraint states that r k (x) ≥ d k . We wish to design a data structure that helps us to efficiently project x onto this constraint.
The first key idea is that the constraint is equivalent to constraining all points on the model surface to lie in the 3D region of space behind the measurements, which we denote by A. Since our model surface is defined by symmetric capsules, we can reformalize this surface constraint in terms of joint positions: instead of constraining the surface to A, we constrain the line segments between joints to lie inside A shrunk by the radius of the capsule. We approximate the projection of entire line segments by projecting a finite set of points on the line segments.
One way to approach this problem would be to construct a 3D voxel grid and mark all cells inside the allowed space, and perform a 3D distance transform. Each voxel would then contain the distance and direction to the closest point of the allowed space. For our purposes, this is prohibitively expensive in both space and computational time.
Our approach instead splits the constraint into the intersection of two constraints with simpler projection operators, termed Silhouette and Z-Surface constraints. Embedded within the overall cyclical projection loop, this will achieve the effect of projection onto A, but much more efficiently. The first set is the foreground silhouette (Silhouette constraint) on which we compute a 2D distance transform. If a model point projects outside the silhouette, we project it to the closest point inside. If the model point lies inside the silhouette, we check if it is closer than the observed depth and project it backwards (Z-Surface constraint).
Using this approximation, the projection into the admissible space of the free space constraint becomes as efficient as an array lookup (precomputed distance transform). As we show in the following experimental evaluation, this model component leads to a large reduction in tracking error without causing substantial runtime overhead. Fig. 3 . Sample frames from the EVAL test data set. Our system tracks the human motion in real-time from just the stream of depth images.
Experiments
The full tracking system has been implemented in C/C++ and evaluated on a desktop computer running Linux using the following benchmark data sets:
• SMMC-10 : the Stanford markerless motion capture data set 2010 [1] and
• EVAL : a new evaluation data set (3 subjects, 8 sequences each).
EVAL was recorded using the Microsoft Kinect camera at approximately 30 fps.
The recording includes precise locations of artificial markers attached to the subjects body using the Vicon motion capture system. SMMC-10 has been recorded using a Mesa SwissRanger time-of-flight sensor.
The goal of this experimental evaluation is (a) to verify that our system is able to track a broad range of human motion in real-time using a single depth camera, (b) to show that the system outperforms Articulated ICP [12, 16] and existing ray-casting based approaches [19] on their evaluation data set in both accuracy by a large margin and (c) to analyze the practical role of individual elements incorporated in our algorithm including the ability to make use of body part detections. Articulated ICP has been implemented by deactivating the free space constraints and jump proposals in our system. All depth sequences start with the human subject facing the camera. The system is able to initialize tracking autonomously, because the person starts in a pose that is reasonably close to the standard reset pose.
Quantitative Tracking Performance
We compared our algorithm quantitatively to state-of-the-art approaches from the literature. Ganapathi et al. [19] introduced a model-based tracking algorithm for monocular depth data and published the evaluation data set [1] , which we call SMMC-10 in this paper. We compare experimentally against their results as well as against Articulated ICP on the same data set. SMMC-10 contains 28 depth image sequences of human motion and timesynchronized marker positions from PhaseSpace, a professional marker-based motion capture system. We calculated the true joint positions in 3D from the motion capture markers and compare these to the estimated 3D joint positions by our algorithm. Our evaluation metric is the joint prediction accuracy per joint. This is defined as the number of correctly predicted joints divided by the number of joints. We count a joint as detected correctly, if the algorithm estimates the 3D joint location within a 10cm sphere of the true joint location and as detected incorrectly, otherwise. The results are shown in Fig. 4 Ganapathi et al. report inference speed of 10 frames per second on a desktop computer using a GPU. The left table in Fig. 5 shows the distribution of runtime requirements over the different stages of the algorithm.
Comparison to Real Part Detectors
We compared the tracking accuracy against the state-of-the-art body part detector by Shotton et al. [10] as well as [11] on the SMMC-10 data set. In principle, these approaches cannot be compared directly to ours, since the purpose differs fundamentally (part detection vs. tracking) and they should be seen as complementary rather than competing. Nevertheless, in a comparison favorable to their approaches we can consider the tracking output of our tracker as a set of part detections (at confidence 1). Comparing our metric from above (tracking accuracy) with their average joint prediction precision (which again is disadvantageous for our approach since their average (a) includes low recall regimes while our measure just contains the one actual recall number (b) does not consider occluded parts), we find that our algorithm decreases the error by 44% for [10] (0.971 vs. 0.948) and 26% for [11] (0.971 vs. 0.961). At the same time, our algorithm runs approximately 16 times faster (based on the 50 fps reported in [10] using an 8-core CPU implementation).
Analysis of Model Components
In this experiment, we analyzed how important the individual model components are for tracking human motion successfully. To this aim, we ran the algorithm on a set of depth sequences and evaluated the tracking accuracy using the joint prediction accuracy as described for the previous experiment. We tested the influence of the model components Z-Surface constraints, Silhouette constraints, and Jump proposals by running the algorithm with all possible combinations of these settings. The data set used, termed EVAL in this paper, includes artistic motions, such as, hand stands, kicks, sitting down on the floor, see Fig. 3 and Fig. 7 . This new benchmark data set is available at http://ai.stanford.edu/~varung/eccv12. The quantitative results are given in Fig. 6 . Each component adds tracking accuracy to the results, whereby Z-Surface constraints provide the largest benefits, followed by Silhouette constraints, and Jump proposals.
Integration of Part Detectors
Our framework makes it easy to include bottom-up evidence about body part locations by simply defining an appropriate partial pose update to be considered as a jump proposal, see Sec. 3.3. Such a part detection can then be accepted or rejected by the algorithm automatically. In this experiment, we analyzed how the accuracy of a part detection algorithm influences the tracking accuracy. We consider Sequence 27 of the SMMC-10 data set, which is the most challenging in the set, featuring a fast tennis swing, partial body rotation and a significant amount of self occlusion. To analyze a broad spectrum of part detector quality levels (defined by two constants P precision , P recall ), we sample body part detections from the set of available motion capture markers. For each motion capture marker, we sample a detection proportional to the probability P recall and for each chosen detection, we sample a correctness variable according to P precision . If the detection has been sampled as incorrect, we assign it a wrong, randomly chosen marker location. This simulates the nature of a detector to confuse body parts and makes it especially difficult for our algorithm to filter out. Fig. 5 shows the quantitative results. The individual graphs represent recall levels ranging from 0.0 (no part detections) to 1.0 (all parts detected). Precision on the x-axis ranges from 0.0 (all part labels wrong) to 1.0 (all part labels correct) and the y-axis gives the resulting tracking accuracy of our full algorithm. While precise detectors (precision>0.6) lead to a large increase in tracking accuracy as expected, it should be noted that precisions as low as 0.2 (which means that up to 80% of parts are detected at wrong locations) still lead to improved performance. This shows that the algorithm is able to filter out bad detections.
Front view:
Side view: Fig. 7 . Sample frames from the EVAL test data set. The side view shows that the arms of the subject are not visible due to occlusion. Nevertheless, the algorithm outputs reasonable estimates for the arms, as other constraints limit the feasible set.
Conclusion
This paper proposed a technique for tracking human pose in real-time from range data through energy minimization. We parameterize human pose through the deformation of a flexible capsule model and derive a measurement model that represents free space constraints and can be optimized efficiently. We also describe a set of natural physical constraints on pose that limit the deformation of the body model and prevent self collision. To tackle the resulting constrained optimization problem efficiently we described an algorithm with the following key elements: data association, accelerated gradient descent, constraint projection, and reinitialization. Experimental results obtained on both a standard data set and a new data set show the speed and accuracy of our approach. We also performed experiments to show that our algorithm can benefit from body part detectors of varying quality. As our more difficult data set shows, there is still room for improvement. The parameters of the body model could be adapted to the specific subject being tracked. Discriminative partial pose detectors could be learned specifically for integration with this framework to focus on the remaining error modes. The framework could also be extended towards fully deformable surfaces meshes which can potentially capture finer configuration details such as cloth deformation.
