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We study the relation between quasi-normal modes (QNMs) and transmission resonances (TRs)
in one-dimensional (1D) disordered systems. We show for the first time that while each maximum
in the transmission coefficient is always related to a QNM, the reverse statement is not necessarily
correct. There exists an intermediate state, where only part of the QNMs are localized and these
QNMs provide a resonant transmission. The rest of the solutions of the eigenvalue problem (denoted
as strange quasi-modes) are never found in regular open cavities and resonators, and arise exclusively
due to random scatterings. Although these strange QNMs belong to a discrete spectrum, they are
not localized and not associated with any anomalies in the transmission. The ratio of the number of
the normal QNMs to the total number of QNMs is independent of the type of disorder, and deviates
only slightly from the constant
√
2/5 in rather wide ranges of the strength of a single scattering
and the length of the random sample.
Wave processes in open systems can be described in
terms of quasi-normal modes (QNMs), which are a gen-
eralization of the notion of normal modes for closed sys-
tems, to open structures, [1–9]. The corresponding eigen-
frequencies are complex, so that the imaginary parts
characterize the lifetime of the quasi-normal states. Re-
garding the transmission of radiation through random
media, it is more appropriate to use an alternative ap-
proach based on transmission resonances (TR): open
channels, through which the radiation transmits with
high efficiency [3, 10–22].
Recently, physicists came to realize that focusing radi-
ation into such channels could not only enhance the total
intensity transmitted through strongly-scattering media,
but also: significantly improve images blurred by ran-
dom scattering, facilitate the detection and location of
objects, provide optical tomography at very large depths,
etc.[13, 17, 18, 20, 23]. To efficiently excite transmission
resonances, it is preferable to treat them as superposi-
tions of QNMs, with which the incident signal can be
coupled by a properly-shaped wavefront [13, 14]. The
great potential of such algorithms for a host of prac-
tical applications is obvious. This is why the relation
between transmission resonances and QNMs have re-
cently attracted particular attention of both the physical
[12, 24–28] and mathematical communities [1].
It is now universally accepted that in open systems
(e.g., quantum potential wells, optical cavities, or mi-
crowave resonators) each maximum in the transmission
coefficient (i.e., transmission resonance) is associated
with a QNM, so that the resonant frequency is close to
the real part of the corresponding eigenvalue. QNMs
and TRs are often considered identical. For example,
the solutions of the eigenvalue problem (with no incom-
ing waves), which in physics are unambiguously called
QNMs, in the mathematical community dealing with
the scattering inverse problem, are termed transmission
eigenvalues [1]. However, the connection between QNMs
and TRs is not that simple and, despite extensive re-
search and much recent progress, still needs a better
physical understanding and mathematical justification,
at least for disordered systems.
To this end, it is instructive to look for insights the 1D
limit because its spectral and transport properties are
better understood. It is well-known [29] that the trans-
mission of a long enough 1D disordered system is typi-
cally (for most of the frequencies) exponentially small. At
the same time, there exists a set of frequencies where the
transmission coefficient has local maxima (resonances in
transmission), some of them close to one [30]. Each reso-
nance is a transmission channel and is always associated
with a QNM determined in a standard way as a solution
with outgoing boundary conditions. The reverse state-
ment, that each QNM manifests itself as a transmission
resonance, although never has been questioned, is usually
taken as obvious and self-evident, perhaps because it is
always the case in all regular (homogeneous or periodic)
quantum-mechanical and optical open structures.
Here we show, both numerically and analytically, that
in 1D disordered systems there exist two types of QNMs:
ordinary QNMs, that provide resonance transmission
peaks, and “strange” QNMs unrelated to any anoma-
lies in the transmission spectrum. These strange modes
exist exclusively due to random scatterings and arise al-
ready in the ballistic regime with weak disorder. Al-
though they belong to the discrete spectrum, their eigen-
functions are not localized. The imaginary parts of the
strange QNMs eigenfrequencies vary with increasing dis-
order in a highly unusual manner. Indeed, typically, the
stronger the disorder is, the more confined the system
becomes, which implies that the eigenfrequencies should
approach the real axis. However, the imaginary part of a
strange mode’s eigenfrequency either increases from the
onset of disorder, or goes down anomalously slowly. Most
2surprisingly, up to rather strong disorder, the average ra-
tio of the density (in the frequency domain) of strange
modes to the total density of QNMs, being independent
of the type of disorder, remains close to the constant√
2/5 in wide ranges of the strength of disorder and of
the total length of the system. The value
√
2/5 follows
from the general statistical properties of random trigono-
metric polynomials [31]. As the disorder keeps growing,
eventually all strange quasimodes turn normal. There-
fore these results can be interpreted as a manifestation
of the existence (in 1D random systems, at least) of an
intermediate regime, at which in any finite-frequency in-
terval, only a part of the quasimodes are localized and
provide resonant transmission.
We consider a generic 1D system composed of N + 1
scatterers separated by N intervals and attached to two
semi-infinite leads. Two problems are associated with
such systems. The first one is finding solutions ψ(x, t)
of the wave equation satisfying the outgoing boundary
conditions, which means that there are no right/left-
propagating waves in the left/right lead. The eigenfunc-
tion solution ψn(x, t) of this problem is the superposi-
tion of two counter-propagating monochromatic waves
ψn(x)
(±)e−iωnt. In any jth layer ψ
(±)
n (x) = ψ
(±)
n,j (x) =
a
(±)
n,j e
±iknx. The amplitudes a
(±)
n,j in adjacent layers are
connected by a transfer matrix. The wave numbers kn
are complex-valued and form the discrete set (poles of
the scattering matrix) k
(mod)
n = k′n − ik
′′
n, k
′′ > 0, and
frequencies ω
(mod)
n = ckn. The corresponding eigenfunc-
tions are the so-called QNMs. Note that all distances
hereafter are measured in optical lengths. The second
problem is the transmission of an incident wave through
the system. The set of wave numbers and corresponding
fields inside the system for which the transmission coef-
ficient reaches its local maximum are the so-called TRs.
Evidently these two problems are interrelated. In partic-
ular, the density of QNSs at a frequency ω is proportional
to the derivative with respect to frequency of the phase
of the complex transmission coefficient [32, 33].
The goal of this paper is to establish the relation be-
tween the spectra and wave functions of QNMs and TRs.
In what follows, the scatterers and the distances be-
tween them are characterized by the reflection coefficients
ri ≡ r0+ δri and lengths di ≡ d0+ δdi, respectively. The
random values δri and δdi are distributed in certain in-
tervals, and 〈δri〉 = 0 and 〈δdi〉 = 0. Here, 〈. . .〉 stands
for the value averaged over the sample. The last condi-
tion means that the total length L of the system is equal
to Nd0 and therefore any random realization with the
same N contains the same number of QNMs.
To explicitly introduce the tunable strength s of disor-
der, we replace all reflection coefficients, except for those
at the left, rL, and right, rR, edges of the system by sri,
and assume (unless otherwise specified) that the coeffi-
cients ri are homogeneously distributed in the interval
(−1, 1). This notation enables keeping track of the evolu-
tion of the QNM eigenvalues k
(mod)
n and of the resonant
wave vectors k(res) when the disorder increases from zero
(s = 0) while the reflection coefficients rL and rR at the
semitransparent boundaries remain constant.
When s = 0, (i.e., no disorder) the real and imaginary
parts of the QNM eigenvalues k
(mod)
n are
k′n =
1
2L
·
{
pi + 2pin, when rLrR > 0,
2pin, when rLrR < 0,
(1)
k′′n = −
1
2L
ln |rLrR|. (2)
The wave intensity, defined as In,j = |ψ
(+)
n,j |
2 + |ψ
(−)
n,j |
2 is
distributed along the system as In(xj) ∝ cosh[2k
′′(xj −
x∗)], where x∗ = L[1− ln(|rR/rL|)/ ln(|rRrL|)]/2. When
|rL| = |rR|, the minimum of the intensity is located at
the centre of the system, and in an asymmetric case shifts
to the boundary with a higher reflection coefficient. This
property will be used when analyzing the behavior of the
QNMs when the disorder parameter s grows.
It is easy to show that when s = 0 the wave num-
bers k
(res)
n of the transmission resonances coincide with
the real parts k′n given by Eq. (1). Thus, in the homo-
geneous resonator, there is a one-to-one correspondence
between QNMs and TRs. The same correlation exists
also in periodic systems (periodic sets ri and di) [34].
The question now is whether this relationship survives
in the disordered system, when s 6= 0. There is strong
evidence [3, 11–13, 15] that for every resonance there is
a corresponding QNM. However, as we show below, the
reverse statement is not valid: there are certain QNMs
which cannot be associated with any resonance.
Figure 1 shows the evolution of the eigennumbers kmodn
in the complex plane (k′, k′′) as s grows. Initially, when
s = 0, all eigenumbers are equidistantly located on the
line k′′ = const, in agreement with Eqs. (1, 2). As soon as
disorder arises (s 6= 0) and increases, the eigenvalues sep-
arate into two essentially different types. Indeed, with s
increasing, the points #1-3,5,7,8,10,12,13 in Fig. 1 move
towards the real axis (k′′i decrease) with approximately
the same “velocity” (ordinary QNMs). The rest of the
points (strange QNMs) either shift down substantially
more slowly (#0,6,9) or, even more surprisingly, move
away from the real axis (points 4 and 11). The latest
modes are highly unusual because disorder makes them
more leaky. This is quite the opposite to the hitherto
observed and well understood increase of the lifetime of
the eigenstates due to multiple scattering.
The difference between the ordinary and strange
QNMs goes beyond the evolution of the eigenvalues and
manifests itself also in the the spatial distribution of the
QNM intensity inside the system. As an example, the
spatial distributions along the system of the intensities
I5,j and I6,j of QNMs #5 and 6 are presented in Fig 2,
for different values of s. Note that the difference be-
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FIG. 1. (color online) Motion of the QNMs eigenvalues,
k
(mod)
n = k
′
n − ik
′′
n, as the degree s of disorder grows. Red
asterisks mark the initial positions with no disorder (s = 0).
Red open circles and blue solid circles show the positions of
the QNMs eigenvalues at s = 0.1 and s = 0.2, respectively.
Note that ordinary QNMs shift down when increasing disor-
der while some strange QNMs (e.g. #4 and 11) shift up.
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FIG. 2. (color online) Spatial distribution of the intensity
I(j) of QNMs #5 (solid curves) and #6 (dotted curves) for
different values of the disorder strength s. The dashed black
curve corresponds to a homogeneous resonator (s = 0, rL =
−rR = 0.005). The resonance intensity distribution for s =
0.3 is shown by circles.
tween the imaginary parts k′′ of the eigenvectors 5 and 6
increases as s increases (see Fig. 1). Despite the fact that
the initial (s = 0) distributions are identical, even small
disorder (s = 0.05) deforms the distributions I5,j and
I6,j in very different ways. The distribution I5,j |s=0.05 is
similar to I5,j |s=0, but has a much less pronounced min-
imum. By analogy with a homogeneous resonator, this
can be interpreted as the growth of the effective reflec-
tion coefficients rL and rR, which agrees well with the
statement that the wave lifetime increases when disorder
becomes stronger. For larger s, I5,j tends to manifest
the behaviour typical for QNM in the localized regime.
In contrast, the intensity evolution of QNM #6 is sim-
ilar to that in the homogeneous resonator, whose right
wall becomes more transparent. QNMs #4 and 11 also
demonstrate the same behaviour, but the effective trans-
parency of one of the “walls” increases much faster when
the degree of disorder s grows.
We also consider the propagation of a monochromatic
wave through the same system. When s = 0, the num-
ber of resonances Nres is equal to the number of QNMs,
Nmod, and all k
(res)
n coincide with the real parts k′n of
QNMs. When disorder is introduced, s 6= 0, each k
(res)
n
remains close to the k′n of the corresponding ordinary
QNM: k
(res)
n (s) ≃ k′n(s). The spatial intensity distribu-
tions of QNM #5 and of the corresponding TR are also
similar, up to small details (see Fig. 2).
However, the transmission resonances whose frequen-
cies at s = 0 are equal to the real parts of the eigenvalues
of the strange QNMs, disappear when the mean value of
the reflection coefficients s 〈ri〉 becomes of the order of
rL,R. Figure 3 demonstrates this behavior. Here, the
role of the reflection coefficients rR,L (rR = rL = 0.005
in Figs. 2 and 3) is only to specify the TRs and QNMs
at s = 0.
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FIG. 3. (color online) Dependencies kres(s) (thick blue solid
circles) and k′(s) (thin open red circles). QNMs are numbered
as in Fig. 2. It is seen that for ordinary QNMs, kres(s) and
k′(s) practically coincide, whereas there are no resonances
associated with strange QNMs (#0,4,6,9,11).
Thus, any TR has its partner among QNMs, but the
reverse is not true: there are strange QNMs that are not
associated with any maxima in the transmission, as it is
shown in Fig. 4, and therefore do not have co-partners
between resonances. In other words, in a given wave
number interval ∆k, the statistically-averaged number
of TRs, Nres, is smaller than the statistically-averaged
number of QNMs, Nmod = ∆kL/pi, and does not depend
on the degree of disorder. This fact was noticed in the
numerical calculations in [28].
Surprisingly, when s → 0, the ratio Nres/Nmod is a
universal constant
√
2/5, independent of the type of dis-
order, and remains practically independent on the degree
of disorder and the length L of the system in a rather
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FIG. 4. (color online) Transmission spectrum T (k) at s =
0.15. The black dashed (red solid) vertical lines indicate the
k′n values of ordinary (strange) QNMs.
broad range of these parameters.
Figure 5 shows the ratio Nres/Nmod as a function of s,
statistically averaged over 104 random realizations and
normalized by
√
2/5, for various lengths L in the case
rL,R = 0. It is important to note that the localiza-
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FIG. 5. (color online) Normalized ratio
√
5/2Nres/Nmod ver-
sus the degree of disorder s for systems of various lengths
L = Nd0 (N is the number of layers).
tion length (measured in numbers of layers) Nloc ∝ s
−2,
and this is less than 20 for s = 0.3. This means that
Nres/Nmod ≃
√
2/5 even when the system dimension ex-
ceeds considerably the localization length.
Figure 3 shows that the difference betweens Nres and
Nmod appears when s is very small so that Nloc ≫ N ,
and remains practically unchanged even when s is rather
large so that Nloc ≪ N . This means that the origin of
this phenomenon is not specifically related to localization
and can be studied when s is arbitrarily small.
To calculate the average number of TRs in the limit
s ≪ 1, we use the single-scattering approximation and
write the total reflection coefficient r(k) of the whole sys-
tem as:
r(k) = ΣNn=1rne
2ikxn , (3)
where xn is the coordinate of the n-th scatterer. The
values kmax, where the transmission coefficient, T (k) =
1− |r(k)|2, has local maxima, are defined as the zeros of
the function f(k) ≡ d|r(k)|2/dk = 2Re [r(k)dr∗(k)/dk]:
f(kmax) = 4ImΣ
N
n=1Σ
N
m=1rnrmxme
2ikmax(xn−xm) = 0.
(4)
Assuming first that δdi = 0, then f(k) becomes
f(k) ∝ ΣNn=1Σ
N
m=1rnrm(m− n) sin [2k(m− n)d0]
= ΣNl=1 sin (2kld0)
{
ΣN−ln=1rn+lrnl
+ΣNn=lrn−lrnl
}
≡ ΣNl=1 sin (2kld0) al. (5)
Eq. (5) is the trigonometric sum ΣNl=1al sin (νlk) with
“frequencies” νl = 2ld0 and random coefficients al. The
statistics of the zeroes of random polynomials have been
studied in [31], where it is shown that the statistically-
averaged number of real roots Nroot of the sum of this
type at a certain interval ∆k is
Nroot =
∆k
pi
√
Σν2l σ
2
l
Σσ2l
, (6)
where σ2l = Var(al) is the variance of the coefficients
aL = Σ
N−l
n=1rn+lrnl +Σ
N
n=lrn−lrnl. When N ≫ 1,
Var(al) ≃ 2(N − l)l
2σ40 , (7)
where σ20 = Var(r). The sums in Eq. (6) can be calcu-
lated using Eq. (7), which yields [35]:
ΣNl=1σ
2
l = 2σ
4
0Σ
N
l=1l
2(N − l) ≃
1
6
σ40N
4,
ΣNl=1ν
2
l σ
2
l = 8d
2
0Σ
N
l=1σ
4
0l
4(N − l) ≃
4
15
d20N
6σ40 . (8)
From Eqs. (6) and (8) we obtain
Nroot =
2∆kNd0
pi
√
2
5
= 2
∆kL
pi
√
2
5
, (9)
where L = Nd0. Since the number of minima of the
reflection coefficient is equal to the number of TRs,
Nres = Nroot/2, and the number Nmod of QNMs in the
same interval ∆k is Nres = ∆kL/pi, from Eq. 9 it follows
that
Nres/Nmod =
√
2/5 (10)
This analytically-calculated relation agrees perfectly
with the results of numerical calculations performed with-
out assuming any periodicity of the scatterers. To calcu-
late this ratio for more general situations, when the dis-
tances between the scatterers are also random (δdi 6= 0),
the frequencies ν = 2ldd in Eq. (5) should be replaced by
ν = 2|xm − xm±l|. Since the main contribution to the
sums in Eq. (6) is given by the terms with large l ∼ N ,
the mean value of |xm−xm±l| can be replaced by ld0, in
the case of a homogeneous distribution of the distances
5dn along the system. This ultimately leads to the same
result Eq. (10).
In summary, it is well known that there is a one-to-
one correspondence between the QNMs of a regular open
system (wave resonator or quantum cavity) and its trans-
mission resonances: each QNM is unambiguously associ-
ated with a TR, and vice versa. In this paper, we show
for the first time that in 1D random structures, this reci-
procity is broken: any weak disorder mutates part of the
eigenstates so that the corresponding resonances in the
transmission disappear and the density of TR becomes
smaller than the total density of states. Although the
strange modes belong to a discrete spectrum, the spa-
tial structure of the eigenfunctions differs drastically from
that of the ordinary states and show no sign of localiza-
tion. It is significant that while the strange modes do not
show up in the amplitude of the transmission coefficient,
in the phase of the transmitted field they manifest them-
selves in just the same way as the ordinary modes do.
Indeed, the numerical calculations show that the deriva-
tive of this phase with respect to the frequency gives the
total density of QNMs, which includes both the normal
ordinary and strange ones. When the disorder is weak
(but strong enough to localize the ordinary modes), the
ratio of the number of TRs to the total number of QNMs
in a frequency interval ∆ω → ∞ is independent of the
type of disorder and anomalously weakly deviates from a
universal constant,
√
2/5, when the strength of disorder
and the length of the random sample increase. This con-
stant coincides with the one analytically calculated in the
weak single-scattering approximation ensemble-averaged
ratio Nres/Nmod. If the strength s of disorder grows, ul-
timately all strange quasimodes become ordinary. This
means that in 1D random systems there exists an inter-
mediate, so far unknown regime, at which in any finite-
frequency interval, only a part of the quasimodes are lo-
calized and provide resonant transmission.
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