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We introduce a waveguide array model with alternating positive and negative couplings between adjacent
waveguides. Two different settings where such a model can be realized are identified as arrays of defects in Bragg
gratings and arrays with propagation constants that periodically vary along the propagation direction. We analyze
the properties of wave propagation in such waveguide arrays and find several interesting properties that have
no counterpart in the case of arrays with constant couplings. These include the beam self-splitting, self-induced
Talbot oscillations, symmetric evolution of Bloch oscillations, and new families of lattice solitons.
DOI: 10.1103/PhysRevA.81.053817

PACS number(s): 42.65.Tg, 42.82.Et

I. INTRODUCTION

The study of linear and nonlinear phenomena in waveguide
arrays has attracted a lot of attention over the past decade. Such
structures are associated with novel physical phenomena that
arise from the interplay between periodicity and nonlinearity
as well as with potential switching applications (see, for
example, Ref. [1] for a recent review). In the linear regime,
such waveguide settings have been studied ever since 1965
[2], but the field was pushed forward with new predictions
and findings in the nonlinear regime, especially after the
first prediction [3] and experimental demonstration [4] of
discrete solitons. The transition from one-dimensional to
two-dimensional structures [5] became possible later using the
so-called optical induction technique [6]. Since then linear and
nonlinear phenomena have been studied in a variety of discrete
settings, including lattice solitons [7,8], discrete diffraction
[9], Bloch oscillations [10–12], discrete Talbot patterns [13],
Rabi oscillations [14,15], and dynamic localization in curved
waveguide arrays [16–19]. More complicated structures such
as diatomic lattices or superlattices with alternating strong and
weak couplings can lead to phenomena such as multiband
diffraction relations [20–22], linear Shockley-type surface
states [23], and nonlinear superlattice solitons [24]. Recently,
three-dimensional lattices have been constructed using an
optical induction technique [25].
The coupling in waveguide lattices is mathematically
defined as a specific overlap integral between the linear modes
of adjacent waveguides, and so far it has been positive in most
of the works in this area. Negative coupling, however, has also
been proposed [26,27] in the literature. In particular, it was
shown [26] that negative coupling is possible in waveguide
arrays supported by a Bragg structure [28]. Furthermore, the
effective coupling can turn into zero in waveguides provided
that the propagation constants periodically vary along the
propagation direction in an out-of-phase fashion between
adjacent waveguides [29–31]. The possibility of eliminating
the coupling in double-well potentials was first analyzed in the
context of quantum mechanics [32].
In this article we consider a waveguide lattice in which the
magnitude of the coupling between successive waveguides is
constant but the sign switches periodically between positive
and negative values. We identify two different physical settings
1050-2947/2010/81(5)/053817(5)
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where such a configuration can be realized. We find several
features of such arrays by analyzing their linear and nonlinear
properties. In particular the diffraction dynamics lead to the
splitting of the initial beam into two beams with opposite group
velocities. Furthermore, Talbot patterns are spontaneously
generated during propagation without the requirement of particular waveguide excitation (as in regular waveguide arrays).
By introducing a linear variation in the propagation constant
along the array, the system supports Bloch oscillations. We find
that if the beam has an initial symmetric intensity profile, then
the evolution leads to Bloch oscillations with a symmetric
intensity pattern. Finally, the families of discrete solitons
supported are analyzed by applying a transformation to the
known solutions of the discrete nonlinear Schrödinger (DNLS)
equation.
II. PHYSICAL SETTINGS

The mathematical model based on the coupled mode theory,
which describes the light propagation in arrays with alternating coupling (AC), is given by the following normalized
AC-DNLS equation:
i

dun
+ (−1)n κ(un−1 − un+1 ) + γ |un |2 un = 0,
dz

(1)

where u is the amplitude of the optical wave, (−1)n κ is the
coupling coefficient between waveguides n − 1 and n, γ is the
Kerr nonlinear coefficient, and z is the propagation coordinate.
As so defined, the coupling coefficient switches between
positive and negative signs periodically across the waveguide arrays. Negative coupling coefficients are physically
equivalent to an additional phase shift of π caused by the
coupling. While this is not feasible for pure evanescent
coupling in conventional waveguide arrays, we have identified
two different physically realizable waveguide configurations
where the coupling can have the form given by Eq. (1).
The first setting is related to waveguide arrays supported
by a Bragg structure [26,28]. Let us briefly review how
such a configuration can be used to realize negative coupling
coefficients. We start from the paraxial wave equation
iψz + 12 ψxx + V (x)ψ + γ  |ψ|2 ψ = 0

(2)
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that describes the wave propagation in the presence of
diffraction, Kerr nonlinearity, and a periodic potential V (x).
Since the mode of the j th defect in isolation [Vj (x)] satisfies
the linear equation
−qj χj + 12 χj,xx + Vj (x)χj = 0,
we can expand the solution of Eq. (2) as

ψ(x,z) = eiqz
χj (x)uj (z).

i ψ̇n + κ0 (ψn−1 + ψn+1 ) +

(3)

(4)

j

An
cos(αz)ψn + γ |ψn |2 ψn = 0.
2
(6)

By applying the transformation


iAn
ψn (z) = φn (z) exp
sin(αz) ,
2α

(7)

we obtain the following equation:

The resulting equation is of the DNLS type with a coupling
coefficient between waveguides n and n − 1 equal to
 ∞
κn =
(5)
[V (x) − Vn−1 (x)] χn∗ (x)χn−1 (x)dx,
∞

between successive waveguides is constant and equal to κ0 ,
that is,

−∞

where −∞ |χj (x)| dx = 1. In total-internal-reflection waveguide arrays the index contrast V (x) − Vn−1 (x), as well as
the fundamental modes χn (x), are non-negative, and thus the
coupling coefficient is always positive.
Now consider a Bragg structure with a low-index defect
as shown in Fig. 1. The defect mode bifurcates from the
edge of the first Brillouin zone into the first band gap, and
for this reason its amplitude profile changes sign in adjacent
high-index regions of the grating. In addition V (x) − Vn−1 (x)
is less than or equal to zero. In [26] it is shown that
the value of the coupling coefficient between two successive defects oscillates between positive and negative as the
distance between the defects increases. Thus, positive and
negative couplings can be made possible inside the same
array by using two different spacings between the waveguides.
Furthermore, it is possible to keep the spacing constant and
use two different, appropriately engineered, Bragg structures
to achieve the alternating coupling coefficients of Eq. (1).
The second realization of Eq. (1) consists of waveguides
with propagation constants that vary periodically along the
propagation direction [29–31]. In particular let us assume
that the propagation constant of the nth waveguide varies
as (An /2) cos(αz) and that the natural coupling coefficient
2


i φ̇n + κn (z)φn−1 + κn+1
(z)φn+1 + γ |φn |2 φn = 0,

which has a z-dependent coupling coefficient


sin(αz)

κn (z) = κ0 exp i
(An−1 − An ) .
2α

(8)

(9)

This relation can be expanded using the Bessel generating
function

{J2n (σ ) cos(2nθ )
exp(iσ sin θ ) = J0 (σ ) + 2
n>0

+ J2n−1 (σ ) cos[(2n − 1)θ ]}.

(10)

If the oscillations of the propagation constants are fast enough
(α  1) only the z-independent term in this expansion is
significant and the effective coupling coefficient between
waveguides n − 1 and n becomes


An − An−1
κn = κ0 J0
.
(11)
2α
From Eq. (11) we see that the coupling becomes zero at the
zeros of the Bessel function. Also there are particular ranges of
parameters where the effective coupling is negative. In order
to obtain the alternating signs in the coupling coefficients the
amplitudes of the propagation constants of Eq. (6) are chosen
to be periodic and to follow the pattern [0,2A,A, −A]. Thus,
the appropriate values of ξ = A/α can be determined from the
equations κ = κ0 J0 (ξ ), −κ = κ0 J0 (2ξ ), or
J0 (ξ ) + J0 (2ξ ) = 0.

(12)

The first few roots of the algebraic Eq. (12) are given by
ξ1 ≈ 1.736, ξ2 ≈ 5.739, ξ3 ≈ 7.992, ξ4 ≈ 12.016.
We would like to point out that by applying the transformation
u2n = v2n (−1)n ,

u2n+1 = v2n+1 (−1)n+1

(13)

to Eq. (1), we find that vn satisfies the DNLS equation. Thus
there is a direct mapping between the DNLS equation and the
AC-DNLS equation. However, the transformation (13) leads
to initial conditions with complicated phase structures and for
this reason, in most of the cases, it is preferable to analyze the
properties of Eq. (1) from first principles.
III. LINEAR PROPERTIES
FIG. 1. Typical defect-mode field profile of a low-index defect
supported by a Bragg structure. Gray regions correspond to higher
refractive index.

In the linear case (γ = 0) Eq. (1) supports solutions of the
form
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un = exp{i[qn + φn − E(q)z]},

(14)
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FIG. 2. Different forms of the diffraction curve of the AC-DNLS
model as given (a) by Eq. (15) and (b) by Eq. (22).

E(q) = 2κ sin q

(15)

is the sinusoidal diffraction curve shown in Fig. 2(a), q
lies inside the first Brillouin zone −π  q  π , and φn =
(π/4)[1 + (−1)n ]. We would like to point out that, although
the coupling is periodically alternating along the array, the
diffraction relation does not have a gap which is a characteristic
property of diatomic systems [20–22]. Thus Eq. (1) cannot be
considered as a diatomic model. From Eq. (15) we can compute
the group velocity
∂E
= 2κ cos q
vg (q) =
∂q

(16)

and the second-order diffraction coefficient
d2 (q) =

∂ 2E
= −2κ sin q.
∂q 2

The general solution of Eq. (1) is given by
 π
un (z) =
C(q)ei[qn+φn −E(q)z] dq,

(17)

C(q) =

1  −i(qn+φn )
e
un (0),
2π n

(q)z

,

and left

(19)

(20)

we find that
e−iπ/2
[δ(q0 − q)eiπ/4 + δ(q0 − q− π )e−iπ/4 ]. (21)
21/2
Thus a continuous wave of the form (20) is going to equally
excite waves with Bloch momentum q = q0 and q = q0 + π
with an additional phase difference between them. Note that
these two waves are associated with opposite second-order
diffraction coefficients d2 = ∓sin q0 and opposite group velocities vg = ±2κ cos q. As a result an initial continuous wave
with q = q0 is going to excite one right-propagating wave and
one left-propagating wave inside the lattice that has opposite

uln

(22)
waves

uln = (−1)n eiqn eiφn e−iE (q)z ,
l

G(n,n0 ; z) = Jn−n0 (2κz)ei

n,n0

(23)

(24)

,

where
The
n,n0 = φn − φn0 = (π/4)[(−1) − (−1) ].
diffraction dynamics of more complicated initial conditions
un (0) can
 be exactly found by using the formula
un (z) = n un (0)G(n,n ; z). However, in many cases
the previous sum cannot be simplified.
Let us now consider a broad (M is large enough) Gaussian
beam as the initial condition
n

un (0) = eiq0 n e−(n/2M) .
2

and un (0) is the initial condition. Notice that the continuouswave solutions (14) are chirped due to the presence of the
phase term φn . We would like to see which of these waves are
excited when an initial unchirped continuous wave is launched
in the waveguide array. In particular, by assuming a continuous
wave which is incident at an angle q0 , that is,
un (0) = exp(iq0 n),

r

urn

and the Brillouin zone is now defined in the region −π/2 
q  π/2. This “physical” definition of the diffraction relations
has the property that a continuous wave with a tilt q0 equally
excites the right E r (q0 ) and the left E l (q0 ) waves. In Fig. 2
both interpretations of the diffraction relation are shown.
The diffraction dynamics of the AC-DNLS equation can
be obtained by solving Eqs. (18) and (19). In the case of a
single waveguide excitation un (0) = δn,n0 the beam evolution
is given by the following Green’s function:

(18)

−π

where

E l = −2κ sin q,

which are associated with the right
urn = eiqn eiφn e−iE

where

C(q) =

diffraction coefficients. In particular, when q0 = 0 the group
velocities take their maximum values ±2κ. By increasing the
angle q0 the group velocities decrease. Eventually for q0 =
π/2, or in the middle of the Brillouin zone, both velocities
become zero and the pulse does not split during propagation.
Although Eq. (15) is mathematically correct it does not
provide direct physical intuition. For this reason we give
an alternative definition of the diffraction curves [shown in
Fig. 2(b)]

n0

(25)

By following the relevant algebra it can be shown that
asymptotically
√
2 −iπ/2
e
[δM (q0 − q)eiπ/4 + δM (q0 − q ± π )e−iπ/4 ],
C(q) ≈
2
(26)
where
M
2
δM (x) = √ e−(Mx) .
π

(27)

Notice that, as M increases, limM→∞ δM (x) = δ(x) and this
result becomes exact (rather than asymptotic) and identical to
that of Eq. (21). From Eq. (26) we see that only a small part of
the spectrum around q = q0 and q = q0 + π is excited. As a
result, the diffraction relation can be approximated by keeping
the first three terms of its Taylor expansion around q1 = q0
and q1 = q0 + π , that is,
E(q) ≈ 2κ sin q1 + 2κ cos q1 (q − q1 ) − κ sin q1 (q − q1 )2 .
(28)
By utilizing Eq. (28) we find that
√
2 −iπ/2 iφn iπ/4
e
un (z) ≈
e [e F (q0 ) + e−iπ/4 F (q0 + π )],
2
(29)
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FIG. 3. Intensity diffraction patterns of a Gaussian beam with tilt
(a) q0 = 0 and (b) q0 = π/2.

where


M2
F (q0 ) = e e
M 2 − iκ sin(q0 )z


1 [n + 2κ cos(q0 )z]2
× exp −
.
4 M 2 + iκ sin(q0 )z
iq0 n −2iκ sin(q0 )z

1/2

(30)

Equations (29) and (30) are in agreement with the results
obtained using the diffraction relation. In particular, we see that
an initial beam splits into two waves propagating with opposite
velocities vg = ±2κ cos q0 and diffraction coefficients d2 =
∓2κ sin q. In the case q0 = 0 the group velocities take their
maximum values vg = ±2κ and both beams have zero secondorder diffraction. On the other hand, in the middle of the
Brillouin zone, q0 = π/2, both group velocities become zero
and the magnitude of the second-order diffraction is maximum,
d2 = ∓2κ (half of the beam experiences negative and half of
the beam experiences positive second-order diffraction). In
Fig. 3 the diffraction pattern of an initial beam of the form
exp[−(n/3)2 ] exp(iq0 n) is shown for q0 = 0,π/2.
An interesting property of Fig. 3(b) is the Talbot patterns
that are self-generated during propagation: Periodically, light
switches between the even and the odd waveguides. Note that
in regular arrays such Talbot oscillations are observed only
when periodically selective waveguides are excited in the array
[13]. Here the Talbot oscillations with a broad beam arise from
the alternating positive and negative couplings. Such a pattern
is more clearly shown in Fig. 4(a), where a broader Gaussian
beam is used (M = 5 and q0 = π/2) as the initial condition.
To analyze the dynamics, we can employ Laplace’s method for
the asymptotic evaluation of the integral (18) which is valid in
the limit of large M. However, the exact same result is obtained

FIG. 4. (a) Talbot pattern generated by a broad Gaussian beam
with a tilt π/2 and (b) Bloch oscillations of a Gaussian beam with
M = 3/2 and q0 = 0.

simply by assuming a continuous wave as an initial condition.
In particular, our calculations show that
π

√
(31)
u2n (z) = 2eiq0 2n cos
− 2κ sin(q0 )z ,
4

√ iq (2n+1)
π
− 2κ sin(q0 )z . (32)
u2n+1 (z) = 2e 0
sin
4
Equations (31) and (32) describe the oscillations depicted in
Fig. 4(a). Note that the period of the intensity oscillations is
given by z0 = π/(2κ sin q0 ). Thus, if q0 = π/2 the period is
minimum z0 = π/2κ. On the other hand, when q0 = 0 the
period becomes infinite and Talbot oscillations disappear.
By introducing an additional linear tilt in the propagation
constant βnun in Eq. (1), Bloch oscillations are expected
to take place. In this case the Green’s function for a single
waveguide excitation is given by
 
4κ
βz
sin
G(n,n0 ; z) = Jn−n0
β
2


i(n − n0 )
βz + i n,n0 . (33)
× exp
2
The normal modes of this system are the localized WannierStark modes ψn,n0 = An,n0 exp(−iEn0 z) with
 


2κ
π
An,n0 = Jn0 −n
exp i n,n0 + i (n0 − n)
(34)
β
2
and En0 = βn0 /κ. We would like to point out that A2n0 −n,n0 =
An,n0 (i.e., the mode An,n0 is an even function of n − n0 ).
Notice that 
the motion of the center of the beam, x =

2
2
n n|un | /
n |un | , remains unchanged, d x /dz = 0, for
initial profiles of the form un = vn exp(iφn), vn > 0, as
opposed to lateral oscillation in the case of arrays with constant
coupling.
IV. SOLITON SOLUTIONS

In the nonlinear case, it is straightforward to find the
characteristic amplitude profiles of the families of soliton
solutions supported by Eq. (1). This can be done by utilizing
Eq. (13) to transform the well-known solutions of the DNLS to
the solutions of the AC-DNLS equation. We focus in the case of
self-focusing nonlinearity (γ = 1), although these calculations
can be carried out also in the case of self-defocusing nonlinearity. In particular, there are two fundamental families of soliton
solutions of the self-focusing DNLS equation: (a) the on-site
solution that has a maximum on a lattice site [3] and (b) the
intrasite (or off-site) solution that attains its maximum between
two successive lattice sites [33]. Both of these solutions are
in phase (i.e., the phase difference between successive sites is
zero). Note that if vn is a solution of the DNLS equation then
vn−n0 is also a solution for arbitrary n0 .
The transformations given by Eqs. (13) introduce an
additional phase difference of the form 0, 0, π , π , 0, 0, π ,
π , . . . , into successive elements of the DNLS solitons. As a
result, if un is a solution of the AC-DNLS then un−2n0 is
also a solution, meaning that a single solution of the DNLS
transforms into two different solutions of the AC-DNLS.
However, only one of these solutions exists in each lattice site.
In particular, the on-site solution transforms to the solutions
shown in Figs. 5(a) and 5(b). According to the numbering
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(b)

−2 −1

0 1

2

−2
1 2
−1 0

n − n0

(c)

n − n0

(d)

−1

0 1

2

n − n0

−1 0

1 2

n0 and n0 + 1. In a similar fashion the intrasite solution of the
DNLS equation, which has maximum intensity between two
successive waveguides, transforms to the solutions shown in
Figs. 5(c) and 5(d). Furthermore, the power versus propagation
constant curves as well as the stability of these solutions are
identical to those of the DNLS equation. In particular, the
on-site mode is stable whereas the intrasite mode is unstable
due to oscillatory instabilities. The configurations presented in
this section are experimentally realizable. However, in the case
of relatively broad soliton solutions (occupying more than two
lattice sites) proper phase engineering of the excitation beam
might be required.

n − n0

V. CONCLUSIONS

shown in this figure, mode (a) exists in the cases of positive
coupling between waveguides n0 and n0 + 1 whereas mode (b)
exists in the cases of negative coupling between waveguides

We have introduced and analyzed a model that accounts
for alternating positive and negative couplings in waveguide
lattices. We have identified two different settings where such a
model can be applicable. Several interesting properties unique
to these waveguide lattices were found, including self-splitting
of an input beam into a right- and a left-propagating wave,
self-induced Talbot patterns, and symmetric evolution of Bloch
oscillations. In the nonlinear case, families of supported lattice
solitons were analyzed by directly transforming solutions
of the DNLS equation. Experimental investigation of these
intriguing phenomena is currently underway.
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FIG. 5. (Color online) Sketch of typical amplitude profiles, each
one belonging to a different family of soliton solutions, supported
by the AC-DNLS equation as a function of n − n0 . According to the
sign of the coupling between n0 and n0 + 1 either solutions (a) and
(c) or solutions (b) and (d) are supported.
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