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Abstract 
A vast amount of sequence data has been generated due to advancements in DNA sequencing technology. This exponential 
increase requires new and efficient methods for the analysis of DNA sequence data. Predicting genes in this newly sequenced 
data is an important and essential step towards genome annotation. Genome annotation helps in determining function of these 
genes. Accurate splice site prediction in DNA sequences leads to correct gene structure prediction in eukaryotes and it requires 
effective modelling of regions surrounding these sites. A large number of methods for splice site prediction are available in 
literature but very few of them are suitable to be incorporated as gene prediction module because of their complexity. In this 
paper, a splice site prediction method based on second order markov model and support vector machine is developed. This 
method shows improvement over most of the existing splice site predictors in use today. The experimental results suggest that 
second order markov model is an effective pre-processing approach. This approach when combined with support vector machine 
provides better classification accuracy in predicting splice sites. 
 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the 3rd International Conference on Recent Trends in Computing 
2015 (ICRTC-2015). 
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1. Introduction 
Various genome sequencing projects have resulted in huge amount of sequence data. Genome annotation is one of 
the fundamental objectives of these sequencing projects. It aids in understanding the basic structure and function of 
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a gene. Identification of complete genes in eukaryotes requires exact location of exon-intron boundaries. However, 
the size and complex structure of eukaryotic genes makes it a difficult task to deal with. Moreover, in eukaryotes the 
region that code for gene is only 3% of the total genomic region [1]. Genes in eukaryotes consist of exons and 
introns where exons form the coding part and introns form the non-coding part. The exons and introns are connected 
together using splice sites. Splice sites are found in introns only. The splice site residing at exon-intron boundary is 
known as donor site and it is represented with consensus GT. On the other hand, splice site residing at intron-exon 
boundary is known as acceptor site and it is represented with consensus AG. These splice sites are generally known 
as canonical splice sites and are shown in Figure 1. 
 
Figure 1: Illustration of Canonical Splice Sites 
Sites with variations such as GC and AC are termed as non-canonical splice sites. The dinucleotide GT and AG 
appear frequently in eukaryotic DNA sequences. Therefore, predicting real splice sites in DNA sequences is a 
difficult task. Significant research efforts have been made to predict both genes and splice sites. The prediction 
accuracy of these gene predictors is greatly influenced by their ability to correctly locate splice sites. Splice site 
predictors usually results in large number of false predictions. Any reduction in these false predictions will 
considerably improve overall gene prediction. Thus, a splice site predictor acts as an important module in gene 
prediction systems. 
A large number of computational methods have been developed for predicting splice sites. These methods can be 
divided into different categories mainly probabilistic methods [2–4], neural network and support vector machine 
(SVM) based methods [5–20], evolutionary algorithm and grammar based methods [21,22] and the methods based 
on discriminant analysis [23]. These methods use statistical measures to identify special sequences surrounding 
splice sites without using probability distribution. Unlikely, probabilistic methods compute position specific 
probabilities to predict splice sites. Neural network and SVM based methods tries to learn complex features present 
around true splice sites by encoding the corresponding consensus sequences. Evolutionary algorithm based methods 
optimize features used in splice site prediction. Grammar based methods use inference algorithms for producing 
correct predictions.  
 
In earlier times, splice sites are predicted using methods like weight matrix method (WMM), linear first order 
markov model (MM1), maximal dependence decomposition (MDD) algorithm. The limitations of these methods 
have motivated researchers to combine them with other techniques. Genesplicer is one such method where second 
order markov model (MM2) is combined with MDD [3]. On the similar lines, another method which combines 
MM1, MM2 and back-propagation neural network is proposed in [9]. This method shows better result than 
Genesplicer but the use of back-propagation neural network make it a computation intensive method. Another 
method based on the Combination of MM1 and SVM is presented in [20]. This method has achieved better 
prediction accuracy than previous methods. However, it uses MM1 which is unable to model codon composition of 
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coding region (i.e. exon). Modeling codon composition helps in further improving the predictions of splice sites. 
 
This paper focuses on the problem of splice site prediction. Here a method based on the combination of MM2 and 
SVM is proposed for splice site prediction. The rest of the paper is organized as follows. In section 2, the pre-
processing approach along with an introduction to SVMs is described. In section 3 the experimental setup and the 
results obtained are presented. Finally, a discussion of the results and conclusion derived from this study is provided. 
2. Methods Description 
The method proposed in this paper follows a two-step procedure. In the first step a combination of first and second 
order markov model is employed for the pre-processing of DNA sequence. This pre-processing approach was earlier 
used by Loi-Rajapakse in [9] for predicting splice sites. In the second step SVM is used for classifying the splice 
sites. In this work, MM1 is used with the intention to learn consensus sequences present in the surrounding regions 
of splice sites. As it is already mentioned in section 1 that splice sites exist at exon/intron boundaries and since 
MM2 considers three nucleotides at a time it can model codon composition present in exons. Therefore, MM2 is 
applied here to model the characteristics of coding (i.e. exon) and non-coding (i.e. introns) regions. The pre-
processing approach and SVM are described in detail in the following subsections. 
2.1. Pre-processing using Markov Models 
Here, the region surrounding splice site is modeled using MM1 and exon/introns are modeled using MM2. 
Markov model is represented as a sequence of states. The state variables belong to a set ∑DNA consisting of 
nucleotides: A, C, G and T. The number of states in a markov model directly relates to the number of nucleotides in 
the sequence. A single state is represented using a single nucleotide. Assume a sequence S of length Ɩ modeled by a 
markov chain: S = (s1, s2,………..sƖ), where each si Є ∑DNA and i Є (1,2,……Ɩ). The nucleotide si denotes the ith state 
variable and state transition is only allowed from state i to i+1. Thus, the model is serially ordered from one state to 
another and generates letters from the set ∑DNA. These states are characterized by a position specific probabilistic 
parameter. For a kth order markov model, the likelihood of a sequence given the model is: 
 
ܲ൫ݏଵǡ ݏଶǡǥǥǥǥǥǥǡݏ፸൯ ൌෑ ௜ܲሺݏ௜
௟
௜ୀଵ
หݏ௜ିଵǡݏ௜ିଶǡǥǥǥǥǥǥǥǥǥǥ ǡݏ௜ି௞൯ሺͳሻ 
 
Where P (si|si-1, si-2,………..si-k) denotes the conditional probability of nucleotide si at the ith state preceded by 
k nucleotides. This model is characterized by a set of parameters, {si, si-1, si-2,……,si-k Є ∑DNA, i=1,2,……..,Ɩ} where 
i denotes state of nucleotide s. 
The pre-processing approach followed in this work uses both MM1 and MM2. For MM1 the value of k is 1 
and the markov model parameters represented in terms of position specific conditional probabilities are given as: 
 
௜ܲ ሺݏ௜ሻ ൌ ܲሺݏ௜ȁݏ௜ିଵሻሺʹሻ 
 
Similarly, for MM2 the value of k is 2 and its parameters represented in terms of position specific conditional 
probabilities are given as: 
 
௜ܲሺݏ௜ሻ ൌ ܲሺݏ௜ȁݏ௜ିଵǡ ݏ௜ିଶሻሺ͵ሻ 
If the length of splice site region is denoted as Ɩs and the length of coding/ non-coding region is denoted as Ɩd then 
models MM1 and MM2 are characterized by the following sets of parameters: MM1={si, si-1 Є ∑DNA, 
i=1,2,……..,Ɩs}, MM2=={si, si-1,si-2 Є ∑DNA, i=1,2,……..,Ɩd}. To discriminate false splice sites from true sites, a false 
model is also defined on similar lines. 
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2.2. Support Vector Machine 
SVM is a powerful technique initially introduced by Vapnik and his group in 1995 [24]. Since then it has been 
applied to many machine learning tasks such as classification and regression. Classification problems are common 
in bioinformatics and many of them involve noisy data. SVM is a well-known technique for handling such data. 
Applications of SVM in bioinformatics ranges from protein structure prediction and classification, splice site 
prediction to microarray and gene expression data analysis. Now it is amongst the most popular machine learning 
methods. 
 The basic idea behind SVM is to map the feature vectors non-linearly into higher dimensional space and then 
perform the classification in this new space which results in nonlinear classifiers in the original space [25]. There are 
no constraints on the form of this mapping, which could even lead to infinite-dimensional spaces. The process of 
mapping makes it possible to use a linear hyper plane instead of a complex one to classify the objects. Another key 
idea is to find hyper planes that separate the data with large margins (i.e. as much space as possible).  
Mapping in SVM is performed through kernel function. The kernel function computes the inner product between 
points in feature space which implicitly map features to higher dimensional space. This process requires less 
computation and generally known as ‘Kernel Trick’. The kernel function denotes an inner product in feature space 
as follows: 
K(x,y) = <φ(x),φ(y)> 
Where x represents the input vector and y represents the label vector. The most commonly used kernel functions are 
linear kernel, polynomial kernel, radial basis function kernel and sigmoid kernel. The mathematical equations for 
these kernels are given below [26]. 
Linear:ܭ൫ ௜ܺǡ ௝ܻ൯ ൌ ௜்ܺ ௝ܻሺͶሻ 
Polynomial: ൫ ௜ܺǡ ௝ܻ൯ ൌ  ሺߛ ௜்ܺ ௝ܻ ൅ ݎሻௗǡ ߛ ൐ Ͳሺͷሻ 
Radial Basis Function (RBF):ܭ൫ ௜ܺǡ ௝ܻ൯ ൌ  ቀെߛฮ ௜ܺ െ ௝ܻฮ
ଶቁ ǡ ߛ ൐ Ͳሺ͸ሻ 
Sigmoid: ൫ ௜ܺǡ ௝ܻ൯ ൌ ൫ߛ ௜்ܺ ௝ܻ ൅ ݎ൯ሺ͹ሻ 
 
where γ, r, and d are kernel parameters. Researchers are proposing new kernels time to time for solving specific 
problems but most of the problems are solved using radial basis function and polynomial kernel. SVM classification 
can be expressed in terms of an optimization problem given in [27]: 
 
݉ܽݔ݅݉݅ݖ݁
ߙ ෍ߙ௜
௡
௜ୀଵ
െ ͳʹ෍෍ݕ௜
௡
௝ୀଵ
௡
௜ୀଵ
ݕ௝ߙ௜ߙ௝ൻ ௜ܺǡ ௝ܺൿሺͺሻ 
ܵݑܾ݆݁ܿݐݐ݋ ׷ ෍ݕ௜ߙ௜
௡
௜ୀଵ
ൌ ͲǡͲ ൑ ߙ௜ ൑ ܥǡ ݅ ൌ ͳǡǥǥǥǥ ǡ ݊ሺͻሻ 
Where, n is the number of training samples, X is the input vectors, y is class label and is either -1 or +1, α is the 
variable to be optimized and C is a parameter for performance. In this work, two SVM classifiers are designed, one 
for donor and one for acceptor. The class labels y indicates value +1 for true site and value -1 for false site for both 
the cases. Input X is always a vector obtained from the combination of MM1 and MM2 probabilities. 
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3. Experimental Setup and Results 
3.1. Dataset 
To evaluate the accuracy of the proposed method for splice site prediction separate datasets are prepared for training 
and testing. For training, DNA sequences are selected from a dataset originally used to train AUGUSTUS gene 
prediction program [28]. From this set, sequences consisting of single exons are filtered out. A total of 568 
sequences are chosen from the remaining data. The resulting dataset contains 3500 true donor and 3500 true 
acceptor sites. In addition to this, 361993 false donor sites and 508574 false acceptor sites with confirmed GT-AG 
are also collected from this set.  
For testing, 23 DNA sequences are selected from HMR dataset that was earlier used to evaluate gene prediction 
programs [29]. These sequences consist of 150 true donor and 150 true acceptor sites. Furthermore, 7554 false donor 
sites and 10937 false acceptor sites are also present in the testing set. Though the number of false sites is very large 
as compared to true sites, all the false sites are tested here. 
For donor site, a length of 16bp is taken for consensus sequence present around GT dinucleotide and a length of 80 
bp is taken each for exon and intron. Among 16bp, 6bp is from exon and 10bp is from intron. In case of acceptor site 
a length of 29 bp is taken for consensus sequence present around AG dinucleotide. Out of 29 bp, 21 bp is from 
intron and 8 bp from exon. The length for modeling exon-intron regions is same as in case of donor. These 
configurations are same as used by Loi-Rajapakse in [9].  
3.2. Training 
The training of the proposed method is carried out in two stages. In the first stage, the markov model parameters are 
estimated and then SVM is trained. Separate models are designed for donor and acceptor site prediction. First of all 
subsequences of length 176bp and 189bp present around true donor and acceptor sites are extracted from DNA 
sequences. Thereafter, first and second order markov model parameters are estimated from this data which resulted 
in two separate matrices. One for first order markov model and another is for second order markov model. 
Once the markov model parameters are estimated, the sequence probabilities are then generated from these matrices. 
Similarly, the sequence probabilities for false sites are also produced. The probability matrices obtained from true 
and false sites together forms the input of SVM. For the implementation of SVM, LIBSVM [30] is used which is 
freely available at [31]. This library provides different types of SVM including C-SVC, nu-SVC, one-class SVM, 
epsilon-SVR and nu-SVR. Each SVM type is supported by four basic kernels as mentioned in subsection 2.2. In this 
work, C-SVC with radial basis function kernel is employed for splice site classification. The output labels are set to 
1 and 0 depending on whether the site is true or false. 
There are some parameters associated with SVM type and kernel function. Cost is the parameter for SVM type and 
gamma is for kernel function. These parameters can have different values for different training instances. To get the 
best classification results, optimal values of these parameters must be known. For this some parameter selection 
method needs to be devised. Here, a grid search algorithm is used for this purpose. It internally applies five cross 
validation on training data and based on the accuracy obtained it return the parameters having highest accuracy. Grid 
search is applied individually to both donor and acceptor site.  
After getting the optimal parameters, SVM classifiers are trained on the training data. During training various kernel 
functions are used to see the classification output but best results are obtained with radial basis function. It is the 
default kernel function for the SVM type. Due to large imbalance between true and false sites in the training set, the 
training is performed on all of the true sites and a number of randomly selected false sites. Different number of false 
sites is taken during the training process to see the variations in the classification output. 
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3.3. Accuracy Measures 
To find the accuracy of the proposed method, four different and most popular accuracy measures are taken 
namely sensitivity (Sn), specificity (Sp), false positive ratio (FPR) and false negative ratio (FNR). Sensitivity is the 
ratio of true sites correctly predicted as true and specificity is the ratio of false sites correctly predicted as false. For 
ideal predictions, both Sn and Sp must be close to 1. FPR shows the value of 1-specificity and FNR shows the value 
of 1-sensitivity. These accuracy measures are defined as follows: 
 
ܵ݁݊ݏ݅ݐ݅ݒ݅ݐݕሺܵ݊ሻ ൌ ܶܲ ܶܲ ൅ ܨܰሺͳͲሻΤ  
 
ܵ݌݂݁ܿ݅݅ܿ݅ݐݕሺܵ݌ሻ ൌ ܶܰ ܶܰ ൅ ܨܲሺͳͳሻΤ  
 
ܨܴܲ ൌ ܨܲ ܶܰ ൅ ܨܲሺͳʹሻΤ  
 
ܨܴܰ ൌ ܨܰ ܶܲ ൅ ܨܰሺͳ͵Τ ሻ 
 
Where TP denotes true positives, is the number of true splice sites predicted as true; TN denotes true negatives, is 
the number of false splice sites predicted as false; FP denotes false positives, is the number of false splice sites 
predicted as true; FN denotes false negatives, is the number of true splice sites predicted as false. The value of TP, 
TN, FP and FN are calculated by comparing classification output of the proposed method with the annotated results.  
3.4. Results 
To train the proposed method different experiments are performed. The donor and acceptor classifiers are first 
trained on all true sites with an equal number of randomly selected false sites. Before training, the grid search is 
applied to this data. The optimal value received for cost and gamma are 2, 2 in case of donor. For acceptor, the 
optimal cost value is 2 and the optimal gamma value is 0.5000. Then the training is performed with these 
parameters. After that the number of false site is increased to two times of true sites. Now the number of true site is 
3500 whereas the number of false site is 7000. The grid search is applied again to get optimal parameters. This time 
the optimal value of cost is 8, 0.5000 for donor and acceptor respectively. The gamma value is 0.5000, 2 for donor 
and acceptor each. Thereafter, the models are trained with these new values. All simulations are carried out in 
matlab 7.11 (2010b) on a windows based system. 
After training, all the trained models are individually tested on the test set. The results of testing obtained from the 
first and second trained model are summarized in Table 1 and 2. To evaluate this method in context, its results are 
compared with MM1-SVM model. This method uses first order markov model for pre-processing and then SVM is 
used for classification. For comparison purpose the method is developed in this work. Same data is used to train and 
test this model.  
Table 1 Results of the proposed method obtained from model1 
 
Prediction 
Site 
Sensitivity 
(Sn) 
Specificity 
(Sp) FPR FNR 
Donor 0.966 0.908 0.092 0.033 
Acceptor 0.96 0.915 0.085 0.04 
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Table 2 Results of the proposed method obtained from model2 
 
Prediction 
Site 
Sensitivity 
(Sn) 
Specificity 
(Sp) FPR FNR 
Donor 0.906 0.944 0.056 0.093 
Acceptor 0.94 0.944 0.056 0.06 
In actual implementation, the method is developed for two different window length configurations. Here, the method 
is developed with both configurations and named as implementation (A) and (B). To train this method, similar 
procedure is adopted as that of proposed method. The optimal parameters found during training of model A are cost 
= 0.1250, gamma=8 for donor and cost=0.0313, gamma=2 for acceptor. In case of model B, the optimal parameters 
don’t affect the classification output. Therefore, the model is trained with default parameter values. Both the models 
are trained with polynomial kernel of degree 2 after trying all other options. As mentioned in subsection 2.2 in case 
of polynomial kernel there is one more parameter that is its degree. The trained models are separately tested for 
donor and acceptor. The results achieved from these experiments are given in table 3 and 4.  
Table 3 Results of MM1-SVM method obtained from model A 
 
Prediction Site Sensitivity (Sn) 
Specificity 
(Sp) FPR FNR 
Donor 0.886 0.937 0.063 0.113 
Acceptor 0.886 0.934 0.065 0.113 
 
Table 4 Results of MM1-SVM method obtained from model B 
 
Prediction Site Sensitivity (Sn) 
Specificity 
(Sp) FPR FNR 
Donor 0.833 0.92 0.08 0.167 
Acceptor 0.82 0.948 0.052 0.18 
 
The comparison results of the proposed method and MM1-SVM are shown in figure 2a and 2b. 
 (a)                  (b) 
Figure 2: Comparison of proposed method with MM1-SVM (a) donor site (b) acceptor site 
To further verify the prediction accuracy of the proposed method, its results are compared with some successful 
splice site predictors: Netgene2, NNSplice and GeneSplicer. The splice site predictors are evaluated on the test set. 
The comparison is done on the basis of two most popularly used accuracy measures sensitivity and specificity. 
Thesensitivity comparison for donor and acceptor site is shown in figure 3a and 3b. The specificity comparison is 
shown in figure 4a and 4b each for donor and acceptor. 
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(a)          (b) 
Figure 3: Sensitivity Comparison for (a) donor site (b) acceptor site 
 
(a)                                                                                             (b)        
Figure 4: Specificity Comparison for (a) donor site (b) acceptor site 
4. Discussion and Conclusion 
In this work, a splice site prediction method is developed which is able to detect donor and acceptor sites in DNA 
sequences. The proposed method shows better performance in most of the cases when tested on large DNA 
sequences. Different comparisons illustrated in subsection 3.4 are used to judge the efficacy of this method. From 
Table 1 and 2 it is clear that the proposed method has high sensitivity and specificity values. Tofind the best pre-
processing approach for SVM its results are compared with MM1-SVM model. Thecomparison depicts that MM2-
SVM has better prediction accuracy. Thus this approach is more suitable for pre-processing when SVM is used for 
classification. 
 
For overall performance comparison the proposed method is compared with three state-of-the-art splice site 
predictors. The comparison is demonstrated in figures 3-4. From these figures it is apparent that the proposed 
method has second highest sensitivity value for both donor and acceptor. Its specificity is comparable to NNSplice 
in case of donor and has second highest value in case of acceptor. In overall accuracy this method is at second 
position for donor and at first position for acceptor. In other words it is comparable to Netgene2 (best splice site 
predictor available) in its prediction ability. From the above discussion it is found that the proposed method 
outperforms most of leading splice site predictors.  
 
Markov chain models and SVM are well established methods and have been successfully used in the field of 
bioinformatics to solve various problems. Their use in the field of splice site prediction is not new. The individual 
application of these methods for splice site prediction doesn’t give satisfactory results.  However, the results can be 
improved by combining these methods. In most of the previous attempts where SVM is employed for classification, 
the DNA sequence data is directly provided as input through binary encoding scheme. These classifiers are not able 
to distinguish between true and false sites which suggest that SVM need more powerful information modeling 
approach than simply the sequence data.  
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The approach presented in this paper can help SVM to achieve better accuracy by modeling nucleotide dependence 
information. Moreover, it also takes into consideration the codon composition with the use of MM2. Here, 
nucleotide dependence information is given as input to SVM in terms of probabilistic parameters which further 
converted into higher order relationships through its non-linear transformations. MM1-SVM also produces 
satisfactory results but it does not model codon compositions. Therefore, its performance is not as good as that of 
MM2-SVM. In this work, it is shown that the combination of lower order markov model such as MM1, MM2 and 
SVM is able to produce a higher order markov model which otherwise requires large dataset for estimating its 
parameters. However, to get best out of SVM its parameters must be optimal. For this a grid search algorithm is 
applied.  
This paper presents an improved splice site prediction method for canonical splice site prediction in DNA 
sequences. The proposed method is simple and more accurate as compared to many existing splice site predictors. 
The simplicity of the approach suggests that it can be successfully included as a module of gene prediction system in 
large DNA sequences. This method can also help in the prediction of other regulatory regions like translation 
initiation sites and promoters. It can also be used to predict splice sites in newly sequenced genomes. In future, this 
method can be enhanced to predict less frequent non-canonical splice sites. 
References 
[1] Goel N, Singh S, Aseri TC. A Review of Soft Computing Techniques for Gene Prediction. ISRN Genomics 2013;2013:1–8. 
[2] Burge C, Karlin S. Prediction of Complete Gene Structures in Human Genomic DNA. J Mol Biol 1997;268:78–94. 
[3]Pertea M, Lin X, Salzberg SL. GeneSplicer : A New Computational Method for Splice Site Prediction. Nucleic Acids Res 2001;29:1185– 
    90. 
[4] Yin MM, Wang JTL. Effective Hidden Markov Models for Detecting Splicing Junction Sites in DNA Sequences. Inf Sci (Ny)  
     2001;139:139–63. 
[5]Brunak S, Engelbrecht J, Knudsen S. Prediction of Human mRNA Donor and Acceptor Sites from the DNA Sequence. J Mol Biol  
    1991;220:49–65. 
[6]Tolstrup N, Rouzé P, Brunak S. A Branch Point Consensus from Arabidopsis Found by Non-circular Analysis Allows for Better Prediction  
    of Acceptor Sites. Nucleic Acids Res 1997;25:3159–63. 
[7]Hatzigeorgiou A, Mache N, Reczko M. Functional Site Prediction on the DNA Sequence by Artificial Neural Networks. IEEE Int. Jt.  
    Symp. Intell. Syst., Rockville, MD: IEEE Computer Society; 1996, p. 12–7. 
[8]Reese MG, Eeckman FII, Kulp D, Haussler D. Improved Splice Site Detection in Genie. First Annu. Int. Conf. Comput. Mol. Biol., New  
    York: ACM Press; 1997, p. 232–40. 
[9]Ho LS, Rajapakse JC. Splice Site Detection with a Higher-Order Markov Model of Splice Sites. Genome Informatics 2003;14:64–72. 
[10]Rajapakse JC, Ho LS. Markov Encoding for Detecting Signals in Genomic Sequences. IEEE/ACM Trans Comput Biol Bioinforma  
      2005;2:131–42. 
[11]Cai T, Peng Q. Predicting the Splice Sites in DNA Sequences Using Neural Network Based on Complementary Encoding Method. Proc.  
       Int. Conf. Neural Networks Brain, vol. 146, Beijing: IEEE Xplore; 2005, p. 473–6. 
[12]Liu L, Ho Y, Yau S. Prediction of Primate Splice Site Using Inhomogeneous Markov Chain and Neural Network. DNA Cell Biol  
      2007;26:477–83. 
[13]Johansen Ø, Ryen T, Eftesøl T, Kjosmoen T, Ruoff P. Splice Site Prediction using Artificial Neural Networks. CIBB, Hiedelberg:  
      Springer-Verlag; 2009, p. 102–13. 
[14]Goel N, Singh S, Aseri TC. A comparative analysis of soft computing techniques for gene prediction. Anal Bochemistry 2013;438:14– 
       21. 
[15]Nassa T, Singh S, Goel N. Splice Site Detection in DNA Sequences using Probabilistic Neural Network. Int J Comput Appl 2013;76:1–4. 
[16]Zhang XH-F, Heller KA, Hefter I, Leslie CS, Chasin LA. Sequence information for the splicing of human pre-mRNA identified by  
       support vector machine classification. Genome Res 2003;13:2637–50. 
[17]Sun Y-F, Fan X-D, Li Y-D. Identifying splicing sites in eukaryotic RNA: support vector machine approach. Comput Biol Med  
       2003;33:17–29. 
[18]Zhang Y, Chu C-H, Chen Y, Zha H, Ji X. Splice Site Prediction using Support Vector Machines with a Bayes kernel. Expert Syst Appl  
       2006;30:73–81. 
[19]Huang J, Li T, Chen K, Wu J. An Approach of Encoding for Prediction of Splice Sites using SVM. Biochimie 2006;88:923–9. 
[20]Baten A, Chang BCH, Halgamuge SK, Li J. Splice Site Identification using Probabilistic Parameters and SVM Classification. BMC  
       Bioinformatics 2006;7(Suppl 5):1–15. 
[21]Kamath U, Compton J, Islamaj-do R, Jong KA De, Shehu A. An Evolutionary Algorithm Approach for Feature Generation from  
      Sequence Data and Its Application to DNA Splice Site Prediction. IEEE/ACM Trans Comput Biol Bioinforma 2012;9:1387–98. 
[22]Kashiwabara AY, Vieira DCG, Machado-Lima A, Durham AM. Splice Site Prediction using Stochastic Regular Grammars. Genet Mol  
      Res 2007;6:105–15. 
[23]Zhang MQ. Identification of Protein Coding Regions in the Human Genome by Quadratic Discriminant Analysis. Proc Natl Acad Sci  
     1997;94:565–8. 
367 Neelam Goel et al. /  Procedia Computer Science  57 ( 2015 )  358 – 367 
[24]Cortes C, Vapnik V. Support-vector networks. Mach Learn 1995;20:273–97. 
[25]Burges CJC. A Tutorial on Support Vector Machines for Pattern Recognition. Data Min Knowl Discov 1997;2:121–67. 
[26]Hsu C, Chang C, Lin C. A Practical Guide to Support Vector Classification. Bioinformatics 2003;1:1–16. 
[27]Ben-Hur A, Ong CS, Sonnenburg S, Schölkopf B, Rätsch G. Support vector machines and kernels for computational biology. PLoS  
      Comput Biol 2008;4:e1000173. 
[28]Stanke M, Waack S. Gene prediction with a hidden Markov model and a new intron submodel. Bioinformatics 2003;19:ii215–ii225. 
[29]Rogic S. HMR195 dataset http://srogic.wordpress.com/datasets/hmr195-dataset/. 
[30]Chang C-C, Lin C-J. LIBSVM: A library for support vector machines. ACM Trans Intell Syst Technol 2011;2:1–27. 
[31]Chang C, Lin C. LIBSVM -- A Library for Support Vector Machines http://www.csie.ntu.edu.tw/~cjlin/libsvm/. 
