Abstract. Bacteria are constantly being transported through the atmosphere, which may have implications for human health, agriculture, cloud formation, and the dispersal of bacterial species. We simulate the global transport of bacteria, represented as 1 µm and 3 µm diameter spherical solid particle tracers in a general circulation model. We investigate factors influencing residence time and distribution of the particles, including emission region, cloud condensation nucleus activity and removal by ice-phase precipitation. The global distribution depends strongly on the assumptions made about uptake into cloud droplets and ice. The transport is also affected, to a lesser extent, by the emission region, particulate diameter, and season. We find that the seasonal variation in atmospheric residence time is insufficient to explain by itself the observed seasonal variation in concentrations of particulate airborne culturable bacteria, indicating that this variability is mainly driven by seasonal variations in culturability and/or emission strength. We examine the potential for exchange of bacteria between ecosystems and obtain rough estimates of the flux from each ecosystem by using a maximum likelihood estimation technique, together with a new compilation of available observations described in a companion paper. Globally, we estimate the total emissions of bacteria-containing particles to the atmosphere to be 7.6×10 23 -3.5×10 24 a −1 , originating mainly from grasslands, shrubs and crops. We estimate the mass of emitted bacteria-to be 40-1800 Gg a −1 , depending on the mass fraction of bacterial cells in the particles. In order to improve understanding of this topic, more measurements of the bacterial content of the air and of the rate of surface-atmosphere exchange of bacteria will be necessary. Future observations in wetlands, hot deserts, tundra, remote glacial and coastal regions and over oceans will be of particular interest.
Introduction
The transport of microorganisms in the atmosphere could have important implications for several branches of science, including impacts on human health, agriculture, clouds, and microbial biogeography (Burrows et al., 2009) . Unraveling these effects has been difficult, partly because so little is known about the concentrations and sources of atmospheric microorganisms, or their transport pathways.
Bacteria are aerosolized from virtually all surfaces, including aerial plant parts, soil and water surfaces (Gregory, 1973; Jones and Harrison, 2004) . They can be removed from surfaces by gusts of wind or mechanical disturbances, such as shaking of leaves or surf breaking. Upon entering the air, they can be transported upwards by air currents and, due to their size, remain in the atmosphere for an average period of a few days (Sect. 3). They are eventually removed from the atmosphere by either "dry" deposition -adherence to buildings, plants, the ground and other surfaces in contact with the air -or "wet" deposition -the precipitation of rain, snow or ice that has collected particles while forming or while falling to the surface.
The potential for bacteria and other microorganisms to be transported over long distances through the air has long fascinated microbiologists and been a focus of the field of aerobiology. The average residence time of microorganisms in the atmosphere can range from several days to weeks, long enough for cells to travel between continents. Many microorganisms have defense mechanisms which enable them to withstand the environmental stresses of air transport, including exposure to UV radiation, dessication, and low pH within cloud water, so some microorganisms survive this long-range transport to new regions and arrive in a viable state.
Global circulation models and air mass back trajectories have previously been used to investigate the long-range transport of bioaerosols. Andreeva et al. (2002) and Pratt et al. (2009) 
used back-trajectories to investigate the source region
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of culturable microorganisms and biological ice nuclei, respectively. The long-range transport of fungal spores has been investigated in a model study by Heald and Spracklen (2009) , who also used the model to estimate potential global emissions of fungal spores to the atmosphere.
We focus on the transport of bacteria through the air on global scales. Using a general circulation model to simulate particle transport (Sect. 2), we estimate the relative likelihood of transfer of bacteria-sized particulate tracers between various ecosystems. We investigate how particle residence time depends on particle size, emission region and season (Sect. 3).
By adjusting the simulation results to observed concentrations, we estimated the emissions of bacteria from ten lumped ecosystem classes as a first step towards a simple model of emissions of biological particles to the atmosphere (Sect. 4). A realistic estimate of emission rates is an important step towards modeling realistic distributions in various regions. An additional advantage of this approach is that it allows insight into the transfer of genetic material between ecosystems, which has important implications for microbial biogeography. We discuss the estimated distributions and the implications of our results for the co-transport of bacteria and dust, and for ice nucleation (Sect. 5). Further details on the methodology can be found in the appendices, and supplementary tables and figures of simulation results are available in an online supplement: http://www.atmos-chem-phys.net/ 9/9281/2009/acp-9-9281-2009-supplement.pdf.
Model description
We simulated particle transport using the EMAC model (ECHAM5/MESSy1.5 Atmospheric Chemistry). EMAC is a model system consisting of the atmospheric general circulation model ECHAM5 (Roeckner et al., 2003) , coupled to various subprocess models via the Modular Earth Submodel System (MESSy) interface (Jöckel et al., 2005 . The system can be used to simulate both weather and climate, and study their effects on atmospheric chemistry and tracer transport. The model is available to the scientific community upon request (see http://www.messy-interface.org/).
We simulated the transport of aerosol tracers of 1 µm and 3 µm diameter and 1 g cm −3 density (see Sect. 3.3 .1 for a discussion of the choice of size). A separate tracer was emitted from each of ten lumped ecosystem classes. Bacteria tracers were initially emitted homogeneously within each region at a rate of 1 m −2 s −1 . This allowed us to determine the fate of bacteria tracers from each ecosystem source region. This rate of emission is arbitrary, and is chosen purely for mathematical convenience. Estimates of the true emission rates were obtained by fitting simulation results to literature estimates of concentrations, (Sect. 4). The bacteria tracers simulate the total concentration of bacterial aerosol found in the air, including both ice-nucleating and non-ice-nucleating species.
The model ran in T63L31 resolution for six simulated years without nudging of wind fields or other data assimilation. Initial meteorological fields were derived from the ECMWF ERA-15 reanalysis for 1 January 1990. Monthly prescribed sea surface temperatures were taken from the AMIP-II data set (available from http://www-pcmdi.llnl. gov/). Initially, no bacteria tracers were present in the air. The global atmospheric burden of the bacteria tracers reached quasi-equilibrium within the first three simulated years (spin-up). 1 The analysis was conducted using climatological averages of the bacteria tracer distribution during the last three years of the simulation.
The simulations included parameterizations of wet and dry removal processes, as well as transport by advection and parameterized convection. A detailed description of the model set-up is included in Appendix A.
The ecosystem classification was based on the Olson World Ecosystems data set (Olson, 1992) . It is illustrated in Fig. 1 , and the exact lumping scheme is given in the online supplement: http://www.atmos-chem-phys.net/9/ 9281/2009/acp-9-9281-2009-supplement.pdf. The choice of lumped ecosystem groups necessarily involves compromises. For the lumping used here, taigas were grouped with tundras, since both are boreal, cold and usually frozen regions. However, some other snowy or boreal forests were grouped with forests, a group that also includes forests in tropical, subtropical and moderate climates. Other ambiguous ecosystem types include rice paddies (which could be considered crops or wetlands), mangroves and tidal mudflats (wetlands or coastal), and the various mixed vegetation areas (such as field/woods types). Given the current limited state of knowledge regarding the emissions and distribution of bacteria in the air, it seemed appropriate to limit the number of lumped classes to a small number.
3 Sensitivity of residence time to source ecosystem, CCN activity, particle size and season 3.1 Available laboratory studies on CCN-and IN-activity of bacteria Bauer et al. (2003) found that bacteria in aerosol and cloud water samples were active as cloud condensation nuclei (CCN) at supersaturations between 0.07% and 0.11%, although insoluble wettable particles of comparable size would not have been activated at such low supersaturations. It therefore seems likely that all or most bacteria are CCN-active in the atmosphere. (Olson, 1992) .
We focus on the transport of bacteria through the air on global scales. Using a general circulation model to simulate particle transport (Section 2), we estimate the relative likelihood of transfer of bacteria-sized particulate tracers between various ecosystems. We investigate how particle residence time depends on particle size, emission region and season (Section 3).
By adjusting the simulation results to observed concentrations, we estimated the emissions of bacteria from ten lumped ecosystem classes as a first step towards a simple model of emissions of biological particles to the atmosphere (Section 4). A realistic estimate of emission rates is an important step towards modeling realistic distributions in various regions. An additional advantage of this approach is that it allows insight into the transfer of genetic material between ecosystems, which has important implications for microbial biogeography. We discuss the estimated distributions and the implications of our results for the co-transport of bacteria and dust, and for ice nucleation (Section 5). Further details on the methodology can be found in the appendices and supplementary tables and figures of simulation results are available in an online supplement (http://\@journalurl/\@pvol/\@fpage/ \@pyear/\@journalnameshortlower-\@pvol-\@fpage-\ @pyear-supplement.pdf).
We simulated particle transport using the EMAC model (ECHAM5/MESSy1.5 Atmospheric Chemistry). EMAC is a model system consisting of the atmospheric general circulation model ECHAM5 (Roeckner et al., 2003) , coupled to various subprocess models via the Modular Earth Submodel System (MESSy) interface (Jöckel et al., 2005; Jöckel et al., 2006) . The system can be used to simulate both weather and climate, and study their effects on atmospheric chemistry and tracer transport. The model is available to the scientific community upon request (see http://www.messy-interface.org).
We simulated the transport of aerosol tracers of 1 µm and 3 µm diameter and 1 g cm −3 density (see Section 3.3.1 for a discussion of the choice of size). A separate tracer was emitted from each of ten lumped ecosystem classes. Bacteria tracers were initially emitted homogeneously within each region at a rate of 1 m −2 s −1 . This allowed us to determine the fate of bacteria tracers from each ecosystem source region. This rate of emission is arbitrary, and is chosen purely for mathematical convenience. Estimates of the true emission rates were obtained by fitting simulation results to literature estimates of concentrations, as discussed in Section 4. The bacteria tracers simulate the total concentration of bacterial aerosol found in the air, including both ice-nucleating and non-ice-nucleating species.
The model ran in T63L31 resolution for six simulated years without nudging of wind fields or other data assimilation. Initial meteorological fields were derived from the ECMWF ERA-15 reanalysis for January 1, 1990. Monthly prescribed sea surface temperature were taken from the AMIP-II data set (Available from http://wwwpcmdi.llnl.gov/). Initially, no bacteria tracers were present in Ice nucleation (IN) activity is limited to very few bacteria (Yankofsky et al., 1981) . However, measurements of the scavenged aerosol fraction in mixed-phase clouds have shown that as much as 90% of the aerosol particles larger than 100 nm may be found within cloud particles in mixedphase clouds at temperatures above −6 • C, while at temperatures below −15 • C only about 10% of aerosol particles are found in cloud particles (Henning et al., 2004) . By contrast, it has long been clear that only a tiny fraction of aerosol particles (typically less than 1 in 1000) act as ice nuclei (e.g. Mossop, 1963) . Observations such as these make clear that non-IN aerosol particles are routinely scavenged by snow and ice, so that for example the observation that a particular particle type is commonly present in snow does not demonstrate that this particle is an active ice nucleator.
For the purposes of this study, we assume that bacteria are scavenged as efficiently by mixed-phase and ice clouds as are aerosol particles in general. The small fraction of bacteria that are IN active may be scavenged at a higher rate, but this should not affect the overall conclusions of this study, which deal with the total concentration of bacteria, rather than the IN-active fraction.
Dependence on CNN-and IN-activity
Model simulations were performed using three different sets of scavenging characteristics to investigate the effects of scavenging processes (removal from the atmosphere by precipitation) on the transport and residence times of bacteria tracers. Losses to dry deposition, and to scavenging by impaction and interception were included in all three simulations, while CCN activity and ice phase scavenging were varied among the three cases: CCN-ACTIVE, CCN-INACTIVE and NO-ICE-SCAV (Table 1 ). The scavenging parameterizations used for this study are further discussed in Appendix A3.
The mean global residence times calculated are shown in Table 2 . The residence times lie between 2 and 15 days for CCN-ACTIVE and CCN-INACTIVE bacteria tracers, consistent with expectations for particles of this size range (Roedel, 1992) . In contrast, the long residence times of over 140 days for bacteria tracers in the NO-ICE-SCAV simulation are unrealistically long. This is interesting in itself, as it demonstrates that ice-phase scavenging, a process crudely represented in many global models, plays a crucial role in determining simulated aerosol concentrations, at least for particles of this size range. For the purposes of this study, it 
Dependence on source region
The longest global mean residence times are simulated for particles originating in deserts, shrubs and grasslands, together with coastal particles during the boreal summer and tundra and land ice particles during the austral summer. Several of these ecosystems -deserts, shrubs, and grasslandsare predominantly located in drier, often tropical climates. Uptake into tropical convective systems and transport to the upper troposphere is likely, and low levels of precipitation in these source regions result in slower removal and thus in longer residence times. Particles emitted in these regions are therefore more likely to participate in long-distance transport. See Sect. 5.3 for further discussion of the co-transport of dust and bacteria.
Dependence on particulate diameter
Particles of about 1 µm diameter fall into the so-called "scavenging gap" and have atmospheric residence times among the longest for aerosol particles. For particles larger than about 1 µm, the residence time decreases, resulting in decreased inter-regional transport.
A typical size for a single bacterial cell is about 1 µm -E. coli, for instance, is 1.1 to 1.5 µm wide by 2.0 to 6.0 µm long (Prescott et al., 1996) . Atmospheric particles containing bacteria typically have a count median diameter of about 2-4 µm, these may be single cells or clumps of cells (e.g. Shaffer and Lighthart, 1997; Burrows et al., 2009, and references therein) . Recently, the first long-term, continuous online observations were conducted of the size distribution of fluorescent biological aerosol particles at a semi-urban site in Germany (Huffman et al., 2009 ). Huffman et al. (2009) found a strong, persistent peak in the size distribution occurring at 3 µm, as well as frequent peaks occurring around 1.5 µm, 5 µm, and 13 µm. The 5 µm and 13 µm peaks are too large to be bacterial, and can be explained by fungal spores and pollen, respectively. The 1.5 µm could be explained by single bacterial cells, and the 3 µm could be explained by either fungal spores or agglomerated bacteria.
To test the effect of particle size on transport, we simulated the atmospheric transport of both 1 µm and 3 µm CCN-ACTIVE and CCN-INACTIVE particles (Table 2) . For the homogeneous CCN-ACTIVE emissions, the mean residence time of 3 µm particles is 12% lower than that of the 1 µm particles. The reduction in residence time is smallest for the seas tracer (8%) and largest for the grasslands tracer (20%). For the CCN-INACTIVE tracers, the increase in size results in a greater relative decrease in lifetime.
Dependence on season
The strength of emissions of biological particles is likely tied to biological activity and thus dependent on season. This could influence the simulated annual mean concentrations of bacteria in two ways. First, if emissions are correlated (either positively or negatively) with atmospheric residence time for a particular ecosystem, overall mean concentrations would be affected. For example, if both emissions and residence times are highest during summer months, annual mean concentrations would be higher than if the same total emissions were distributed homogeneously in time. Second, if emissions from a particular ecosystem are correlated with seasonal changes in the direction of transport (e.g. the Indian monsoon), the patterns of transport between regions would shift.
To better understand the potential impacts of the seasonality of transport we estimated the change in residence time for each ecosystem tracer relative to its annual emissions. We calculated this separately for each hemisphere so that the signals from opposing hemispheric seasonality do not cancel each other (we assume that inter-hemispheric transport of bacteria tracers is very minor). The relative variations in atmospheric residence time for our bacteria tracers are up to about 20% (Fig. 2) .
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www.atmos-chem-phys.net/9/9281/2009/ Few field studies investigate the seasonality of atmospheric bacteria, especially of emissions. Those that do typically find higher concentrations of bacteria in the summer than in other seasons, although this is not always the case, and the shorter-term variability of atmospheric bacteria concentrations is at least as large as the differences in concentrations between seasons (Burrows et al., 2009 ).
Still, the simulated variation in atmospheric residence time can not fully explain the seasonality of concentrations in long-term observations, which show that seasonal mean concentrations of culturable bacteria can vary from at least 20%-200% of the annual mean (Safatov et al., 2006) . The remaining seasonal differences are presumably due to a combination of systematic variations in culturability (Tong and Lighthart, 2000) and in emission strength. Probably the seasonal variations in emissions are highest where biological activity dominates emissions and has a strong seasonality. This is supported by the observations of Miquel, who observed culturable bacteria concentrations at four locations in Paris daily from 1888 to 1897. Seasonal differences were smallest near a sewar (seasonal means up to 10% different from annual mean) and largest in a city park (seasonal means up to 50% different from annual mean).
In addition to seasonal variability, there may be significant diurnal variability in emissions, which would presumably correlate with atmospheric residence time. The greater turbulence and vertical mixing during the daytime result in a longer residence time for substances emitted during the day than for those emitted at night. This could be a potential aspect for future study.
In the absence of better information about temporal changes in bacterial emissions, we model emissions as constant in time, an assumption which allows straightforward interpretation of the results. Because the seasonal differences in residences times are no more than about 20%, we expect the seasonality of emissions to affect our results (simulated lifetimes, inter-regional exchange, estimated emissions) by no more than about 20%.
Inversion
This section discusses the estimation of bacterial emissions in each ecosystem class based on a synthesis of literature results (Table 3) and model results. Unless stated otherwise, all results in the remainder of the paper are for 1 µm diameter, CCN-ACTIVE bacteria tracers.
Observed concentrations
Our concentration estimates are presented in Table 3 and discussed in detail in a companion paper (Burrows et al., 2009 made to fill observational gaps; these are also noted in the table.
In the field studies used, values are based on average concentrations of airborne bacteria as observed over a period of a few days to a few weeks. In four of these studies, only the culturable bacteria were observed. Culturable bacteria are typically measured by collecting aerosol samples on a nutrient agar and counting the number of colonies that form during subsequent incubation. In environmental aerosol samples, the culturable bacteria are typically about 1% of the total aerosol sample, although this fraction also depends on environmental and experimental variables (Burrows et al., 2009) . In three studies, total atmospheric bacteria were observed (Tong and Lighthart, 1999; Bauer et al., 2002; Harrison et al., 2005) . Total bacteria can be counted by staining proteins in an aerosol sample with a fluorescent dye, and then counting the number of bacteria in a sample under an epifluorescent microscope.
Transport matrix
In the present model, bacteria tracer sources are constant in time and homogeneous within each region. Bacteria tracer sinks (dry and wet deposition) depend linearly on the bacteria tracer concentration. The average bacteria tracer concentration x m in the boundary layer of ecosystem m is given by a linear combination of the emission factors f n in the N ecosystems, weighted by a transport matrix W mn :
The transport matrix W nm can be calculated directly from the simulated distribution of each ecosystem tracer when emitted homogeneously at 1 m −2 s −1 ((f n =1,n = 1,..,N )). The transport matrix W nm is then given by
where x nm is the mean concentration of the tracer from ecosystem n in ecosystem m. This matrix is similar to the source-receptor matrix often used in transport studies. The source-receptor matrix relates emissions for a set of tracer sources to tracer deposition in a set of "receptor" regions, while our transport matrix W nm relates a set of tracer sources (the ecosystems) to the tracer concentrations in the lowest model level in a set of regions. Conceptually, this approach amounts to reducing the output of the global climate model to a ten-box equilibrium model. Mathematically, the approach is equivalent to Green's function synthesis (Enting, 2000) .
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Calculation of emission estimates
The free solution of Eq. 1 results in negative surface fluxes for some ecosystems (Fig. 4) and negative simulated total concentrations at some locations (not shown). Therefore, in addition to the free solution, we use a maximum likelihood method to fit the data iteratively while constraining fluxes to be non-negative (details in Appendix B). Physically, concentrations can not be negative, and mean emission fluxes may be negative only if the model underestimates deposition (because modelled particle sinks are implicitly included in the transport matrix W nm ). By constraining fluxes to be positive, we essentially assume that the deposition processes included in our simulations are accurate and that the remaining estimated flux includes only the emission.
Although there are also errors in the modelled deposition processes, we believe that the model processes have a higher level of confidence than the highly uncertain literature estimates of bacterial aerosol concentrations. Furthermore, the negative concentrations obtained in the free solution may just be the result of optimizing an unconstrained problem and therefore do not necessarily have a physical explanation.
For this reason, we place greater confidence in the results of the positive-constrained fit than in the free solution. However, because the free solution could potentially provide information about the areas where the deposition flux is underestimated by the model, we also include the free solution for completeness.
Simulated transport between ecosystems: transport matrix, external impact of emissions
We calculated the tranport matrix W nm for the simulated near-surface concentrations of the CCN-ACTIVE simulation (Table 4 ). The transport matrix can also be understood as the land-area-weighted impact of ecosystem emissions on concentrations. We also computed the cross-correlations of the columns of W nm (Fig. 3) . A large positive correlation between two ecosystems in Fig. 3 means that the distribution of the source ecosystem tracer among the ten ecosystem classes is similar, as is likely to occur for geographically adjacent regions. Notable positive correlations occur between seas and coastal regions, which are always contiguous, and between desert and shrub regions, which are almost always contiguous (Fig. 1) . All other large positive correlations (correlation >0.4) involve the forest ecosystem tracer, whose distribution is positively correlated with the distributions of the crops, grasslands, and wetland tracers. Inspection of Fig. 1 shows that these ecosystems are indeed often found adjacent to forested regions.
A large cross-correlation also means that the tracer distributions are significantly linearly dependent on each other. This could point to weaknesses in the ecosystem lumping. For example, for future studies it may be more meaningful land-area-weighted impact of ecosystem emissions on concentrations.
We also computed the cross-correlations of the columns of W (Figure 3) . A large positive correlation between two ecosystems in Figure 3 means that the distribution of the source ecosystem tracer among the ten ecosystem classes is similar, as is likely to occur for geographically adjacent regions. Notable positive correlations occur between seas and coastal regions, which are always contiguous, and between desert and shrub regions, which are almost always contiguous (Figure 1 ). All other large positive correlations (correlation > 0.4) involve the forest ecosystem tracer, whose distribution is positively correlated with the distributions of the crops, grasslands, and wetland tracers. Inspection of Figure 1 shows that these ecosystems are indeed often found adjacent to forested regions.
A large cross-correlation also means that the tracer distributions are significantly linearly dependent on each other. This could point to weaknesses in the ecosystem lumping. For example, for future studies it may be more meaningful to combine the coastal and seas regions, while splitting the forests into several groups that more accurately reflect the to combine the coastal and seas regions, while splitting the forests into several groups that more accurately reflect the diversity of forested ecosystems. A sensible alternate subdivision, however, would ideally also take into account the availability of observations.
Emissions estimate
The positive-constrained fit requires emissions from only six of ten ecosystem classes: coastal, crops, grasslands, shrubs, wetlands, and land ice. Concentrations obtained are within the bounds of literature estimates for each of the ten ecosystem classes (Table 3) . With the exception of land ice, these are the ecosystems with the highest estimated bacterial concentrations. Fitted concentrations are lower than literature estimates in four regions (coastal, crop, shrubs, and wetlands), higher in four regions (grasslands, deserts, forests and tundra) and close matches in two regions (land ice and seas). This observation makes clear why in certain regions, the estimated flux is zero in constrained fits and negative in unconstrained fits. The emissions in grassland, crop, and shrub regions are a numerical compromise between the competing goals of fitting high concentrations in those ecosystems and low concentrations elsewhere.
The land ice region is an unusual case. Dominated by the Antarctic continent, it is essentially dynamically decoupled (Table 3) , resulting in 3 10 =59049 ensemble members. Boxes show the 25%-ile to 75%-ile of the estimated fluxes, with marker at median (if the median is not shown, it is zero). Solid lines extend to the extrema.
are the ecosystems with the highest estimated bacterial con- (Table 3) , resulting in 3 10 =59 049 ensemble members. Boxes show the 25%-ile to 75%-ile of the estimated fluxes, with marker at median (if the median is not shown, it is zero). Solid lines extend to the extrema. from the other ecosystem classes. The result is a small exchange of tracers with the seas, and virtually zero tracer exchange with other land ecosystems (Table 4 ). In addition, particles emitted here have a long residence time (Table 2) , so despite low emission estimates, more than 90% of the aerosol found in the land ice regions is estimated to originate in that region.
In all other regions, contributions from the crop, grassland, and shrub tracers dominate, with these three sources making up about 80-90% or more of the near-surface load.
Ensemble estimate of uncertainty
Uncertainties were explored empirically by performing the inversion for an ensemble of vectors with elements taken from the low, middle and high concentration estimates for each region. The distribution of ensemble results is presented for both the free and the constrained solution ( Fig. 4 ; see caption for details of the ensemble simulations). The model predicts low emissions of bacteria from seas, a result which appears to be robust. The largest uncertainties are found in wetlands and coastal regions, ecosystems with small land areas, which contribute little to the particle content of the air elsewhere. Thus, the emissions in these regions are poorly constrained by concentration estimates elsewhere.
Analysis of adjusted model results

Geographic distribution
The estimated mean concentration of the total 1 µm diameter, CCN-ACTIVE bacteria tracer in the lowest model layer is shown in Fig. 5 . The horizontal distribution of the CCN-INACTIVE bacteria tracer (not shown) is qualitatively similar, with higher overall concentrations.
In the positive-constrained emissions estimate, there is no emission of bacteria tracer from seas. Still, in some marine regions the simulated concentration can be comparable to concentrations in continental areas without local sources. This continental outflow can be seen more clearly in the distribution of column density (Fig. 6) , consistent with a pattern of outflow located primarily higher in the troposphere (not in the boundary layer).
Concentrations are highest in polar regions, consistent with the long residence time of the land ice and tundra tracers (Table 2) . High concentrations in sub-Saharan Africa and northwestern Australia coincide with arid regions dominated by grasslands, shrubs and deserts, consistent with long particle residence times (deserts, shrubs) and large relative vertical transport rates (grasslands).
Estimated global load and annual emissions
Overall diagnostics comparing homogeneous emissions to the positive-constrained estimate (adjusted emissions) were calculated ( Table 6 ). The lack of emissions from seas and oceans results in an increased difference between higher concentrations over land and lower concentrations over the seas in the adjusted case. In addition, the global mean tracer residence time is longer for the adjusted emissions case (5.6 days) than for the homogeneous emissions case (3.4 days), with the difference mainly due to the short residence time of bacteria emitted from the ocean.
Taking the median of the ensemble as the best estimate and the 5%-ile-95%-ile range as an uncertainty estimate, we estimate that bacteria-containing particles are emitted from land surfaces at an average rate of 250 m −2 s −1 (range: 140-380), resulting in annual global emissions of bacteria-containing particles of 1.4×10 24 a −1 (7.6×10 23 -3.5×10 24 ).
To estimate the emitted mass of bacteria-containing particles, we calculate the total emitted mass of the 1 µm bacterial tracer, which is 0.52 pg per particle. We obtain 1400 (0-4000) Gg a −1 of bacteria-containing particles for the free solution and 740 (400-1800) Gg a −1 of bacteria-containing particles for the positive-constrained estimate with the constraint that fluxes must be greater than or equal to zero.
However, since airborne bacteria are often attached to larger particles or found as agglomerates (Tong and Lighthart, 2000) , the mass of the bacterial cells may be much smaller than the mass of the bacteria-containing particles. Sattler et al. (2001) found that bacteria collected from groundwater had an average volume of 0.052 m −3 , which would correspond to a mass of 0.052 pg per cell, one order of magnitude smaller than the mass of our simulated bacterial tracer. Depending on the actual composition of the bacterial particles (mass fraction of bacterial cells), the mass of bacterial cells emitted may range from 40-1800 Gg a −1 . This is only a very small fraction of the rough estimate of a total PBAP source of 1000 Tg a −1 (Jaenicke, 2005) .
By comparison, Elbert et al. (2007) estimate that global fungal spore emissions amount to a total of about 200 spores m −2 s −1 over land, comparable to these results. However, with a mean assumed diameter of 5 µm, a fungal spore has a mass of roughly 65 pg, 125 times greater than the approximately 0.52 pg we assume for bacteria-containing particles. For the larger fungal spores, Elbert et al. (2007) assume a mean residence time of 1 day, while bacteria have a mean simulated residence time in our model of between 2 and 10 days, depending on the source ecosystem. Thus, Elbert et al. (2007) estimate a global fungal spore burden of 140 Gg and a source of 50 Tg a −1 , much larger than our estimates for bacteria.
Relevance for the co-transport with dust and for atmospheric ice nuclei
The long-distance transport of bacteria together with dust has been discussed in several studies as a mechanism for the global dispersion of microbial species, with the potential to impact ecosystems and public health (Griffin et al., 2001b; Griffin, 2005; Kellogg and Griffin, 2006) . Bacteria are known to attach to dust particles and are routinely transported over long distances within dust clouds, where the attenuation of UV radiation by the cloud is believed to improve chances of survival (Griffin et al., 2001a,b) . Two recent field studies demonstrated that along with dust, biological particles generally can play an important role as ice nuclei, at least intermittently and at some locations Pratt et al., 2009 ).
Modeled near-surface concentration of bacteria Modeled column density of bacteria Fig. 6 . Column density of bacteria tracer (10 6 m −2 ), with emissions given by the median of the ensemble of positive-constrained emissions estimates. Modeled column density of bacteria Fig. 6 . Column density of bacteria tracer (10 6 m −2 ), with emissions given by the median of the ensemble of positive-constrained emissions estimates. Global emissions (a −1 ) 1.4×10 24 (7.6×10 23 -3.5×10 24 ) 1.4×10 24 Global emissions of bacteria-containing particles a (Gg a −1 ) 740 (400-1800) 740 a Assuming mass of 0.52 pg per particle, but note that the average mass of an airborne bacterial cell may be as little as 0.052 pg per cell, based on the mean cell volume of 0.052 µm 3 observed by Sattler et al. (2001) .
However, it is not yet completely understood how large the relative contributions of local sources and remote sources (particularly deserts) are to the concentration of airborne biological particles in different regions. For bacteria, our results suggest that in general, deserts likely play a less important role as a source of biological matter to the atmosphere than do biologically active regions (Table 5 and Fig. 4) . On the other hand, the atmospheric residence time of particles emitted from deserts is much longer than for most other source regions, so particles emitted there are more likely to participate in long-distance transport and be observed in other regions. This is a result of the combination of strong dry convection and a lack of removal by precipitation in desert regions, which have been identified as important factors in studies of dust transport processes in general (e.g. Schulz et al., 1998) .
This issue could be better understood through further observations of the concentrations and emission strength in various regions combined with further meteorological analysis of transport from those regions.
Limitations and sources of uncertainty
The approach taken here amounts to the reduction of the global emission and transport of particles to a ten-box system, with sink processes and exchange between the boxes implicitly contained in the transport matrix (Table 4) . This approach allows useful insights to be gained into a problem for which the level of knowledge is, at present, very low.
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However, such an approach has limitations, including the following main limitations: -The ecosystem classification chosen involves various compromises (as discussed in Sect. 1) and some ecosystem classes may not be well-defined for the current purposes. For example, considering the high positive correlation of the coastal and seas tracer distributions (Fig. 3) , it might be reasonable to combine these groups. The forest group, on the other hand, includes a variety of diverse regions, and in a future study it might be more meaningful to distinguish between the various types of forest ecosystems.
-Most of the literature estimates (Table 3) are based on a single study or on assumptions about the similarities among ecosystem types. Even in well-studied land types (such as croplands), the variability between sites is high, and the sites studied may not be representative of the entire class.
-We assume the bacteria to have a diameter of 1 µm; for larger bacteria, inter-region transport would be decreased. We expect the error to be less than about 20% (Sect. 3.3.1).
-The temporal profile of bacterial emissions is poorly characterized. If temporal variations in emission rates are correlated with residence times in the atmosphere, this correlation would impact the overall mean residence times and the emission estimates; we expect that the results would be affected by less than 20% (Sect. 3.3.2).
-Emissions of bacteria are likely to depend on temperature, wind, season, time of day, and other meteorological variables (Jones and Harrison, 2004; Burrows et al., 2009) , however, little is known about these dependencies at present.
In spite of these limitations, our approach takes advantage of the limited available experimental data to yield first guesses of many values that so far have remained unquantified. This work provides a framework for the interpretation and incorporation of future experimental findings.
Summary and conclusions
Model results: particle transport characteristics
Using a global chemistry-climate model, we investigated the transport of bacteria in the atmosphere and its sensitivity to scavenging and the source ecosystem. While the ecosystem approach was applied here specifically to study emissions of bacteria, it also provides information about the differences in transport experienced by particles emitted from various ecosystems, and thus may be applicable to other primary biogenic aerosols. We estimate the mean global atmospheric residence time of a homogeneously emitted bacteria tracer to be about 3.4 days for the CCN-ACTIVE simulation, 7.5 days for CCN-INACTIVE, and several months for NO-ICE-SCAV. These residence times are long enough for significant interecosystem transport to occur in the atmosphere (Table 4) . For tracers with the same scavenging characteristics, the residence time varies by up to about a factor of three depending on emission region and season ( Table 2 ). The seasonal variation in residence time is up to about 20% for 1 µm, CCN-ACTIVE tracers, and is insufficient to explain the observed seasonal variations in atmospheric concentrations of culturable bacteria, indicating that seasonal variations in culturability and emission strength must play an important role.
Estimation of global emissions of bacterial aerosol
The results of a literature review (Burrows et al., 2009) and the atmospheric transport simulations were synthesized to obtain a better understanding of the global distribution of bacteria in the atmosphere. Using a maximum likelihood estimation procedure, we estimated emission rates for each of ten ecosystem types. The mean global emissions of bacteria were estimated to be 50-220 m −2 s −1 (140-380 m −2 s −1 mean emission rate from land) or 40-1800 Gg a −1 of bacteria-containing particles, depending on the mass fraction of bacterial cells in the particles. The estimated emissions were mainly from biologically very active regions (grasslands, shrubs, and crops)
The estimated emissions from land are of the same order of magnitude by number as fungal spore emissions, which Elbert et al. (2007) estimated to be about 200 spores m −2 s −1 , while the mass flux is much smaller than the 50 Tg a −1 estimated for total fungal spores due to the smaller size of bacteria.
These emissions result in simulated concentrations consistent with literature measurements showing concentrations to be about 10 4 -10 5 m −3 in most regions. This is, based on the broad range of literature reviewed, the first estimate of global bacterial emissions to the atmosphere.
Outlook
Many open questions remain with respect to the role of bacteria in the atmosphere, including: Vali, 1973; Caristi et al., 1991; Sands et al., 1992; Bauer et al., 2003; Morris et al., 2005; Sun and Ariya, 2006) -To what degree are bacteria able to reproduce in the atmosphere? Does the atmosphere provide a niche for particular microorganisms? (Dimmick et al., 1979; Sattler et al., 2001; Amato et al., 2007) -Does the degradation of organic compounds by bacteria play a significant role in the chemistry of liquid particles in the atmosphere? (Herlihy et al., 1987; Ariya et al., 2002; Amato et al., 2007) The answer to each of these questions either depends on or enhances our knowledge of atmospheric bacterial concentrations. Quantifying the distribution of atmospheric bacteria will therefore remain an important goal of investigators seeking to understand interactions between bacteria and the atmospheric environment. Attention should be paid to quantifying total (as opposed to culturable) bacterial concentrations, emission fluxes and vertical profiles. Flux measurements of total bacteria are especially important for improving understanding of the origins of airborne bacteria. Past measurements of ambient bacterial concentration have tended to focus on urban sites and point sources, or on emissions from agricultural sources. As a result, many ecosystems have been neglected, especially those that are not easily accessible to researchers. Ecosystem types for which no published measurements of airborne bacterial concentrations were found include tropical rain-forests, wetlands, sandy deserts, tundra, and glaciated regions. Also, few measurements have been made over oceans and seas. Measurements of the total concentration, flux and ice-nucleating properties of bacteria over biologically active regions of the oceans would help to clarify whether the marine source makes a significant contribution to the high IN concentrations observed in these regions as argued by Schnell and Vali (1976) .
Further laboratory measurements are needed to investigate the activity of bacteria in droplet and ice crystal formation. While it is clear that some bacteria are highly effective ice nucleators, it remains unclear what percentage of environmental bacteria are IN-active or how to treat the CCN activity of environmental bacteria (CCN activities have been measured by Bauer et al., 2003 and Franc and DeMott, 1998) . Studies addressing uptake into cloud and rain droplets would help to quantify the scavenging efficiency for bacteria, and the potential effect of hydrophobic cell surfaces on uptake.
The microbiology of the atmosphere is a topic that presents challenges and opportunities for many disciplines. Atmospheric transport models can make a useful contribution to understanding the sources and distribution of bacteria in the atmosphere. However, there is a need for more measurements, particularly measurements of total (as opposed to viable) bacterial concentrations and fluxes, if further progress is to be made. Because of the many gaps in current knowledge of atmospheric microflora, this study can not be considered complete. Nevertheless, it is expected that the global overview obtained from the current approach, and the estimates of the mean global emissions and concentrations, should be useful in assessing the likely magnitude of effects resulting from the presence of bacteria in the air. Additionally, transport matrices such as the ones we calculate can be used to estimate the inter-ecosystem exchange of other types of biological particles, such as fungal spores (Elbert et al., 2007; Fröhlich-Nowoisky et al., 2009; Huffman et al., 2009 ).
Appendix A Model setup and data handling A1 Tracers in EMAC
In the EMAC system, the back-end for consistent handling of atmospheric constituents is the generic submodel TRACER (Jöckel et al., 2008) , which includes two sub-submodels, TRACER_FAMILY and TRACER_PDEF. The sub-submodel TRACER_FAMILY was used to correct small nonlinearities in tracer advection due to operator splitting. The subsubmodel TRACER_PDEF corrects small negative values due to numerical overshoots. The submodel PTRAC was used to define the tracers and their characteristics, including size, density, and CCN activity.
Tracer advection is calculated in EMAC using the Lin and Rood (1996) integration algorithm, which is massconserving, linear, and monotonic in its 1-D form.
The EMAC submodel ONLEM (Kerkweg et al., 2006b ,c) enables flexible online calculation of tracer emissions based on a combination of geographical data (e.g. land cover or soil type) and/or current meteorological conditions. ONLEM was extended by a subroutine to simulate the emission of the bacteria tracer.
Sedimentation and other dry deposition processes are simulated by the MESSy submodels SEDI and DRYDEP, respectively (Kerkweg et al., 2006a) , while wet deposition is simulated by the MESSy submodel SCAV .
A2 Dry deposition and sedimentation
The EMAC parameterization of dry deposition in the submodel DRYDEP is documented in Kerkweg et al. (2006a) . Dry deposition is calculated online, considering the effects of Brownian diffusion, impaction and interception onto vegetation, water, bare soil and snow surfaces. Dry deposition on vegetation is calculated using the "big-leaf" approach (Hicks et al., 1987) , as parameterized by Slinn (1982) and later modified by Gallagher et al. (2002) . Dry deposition on water surfaces is calculated following Slinn and Slinn (1980) over smooth waters and Hummelshøj et al. (1992) over choppy waters. Dry deposition over bare soil and snow surfaces is calculated according to Slinn (1976) .
Dry deposition due to surface interactions only occurs in the lowest model layer, as opposed to sedimentation, which occurs throughout the model and is independent of surface characteristics. For these reasons, sedimentation is treated separately in EMAC, in the SEDI submodel (Kerkweg et al., 2006a) . The settling velocity is given by the product of the Stokes settling velocity, multiplied by the Cunningham slip correction (Hinds, 1999) .
A3 Wet deposition
The wet deposition parameterizations used in EMAC are documented in Tost et al. (2006) and Tost (2006) . Aerosol scavenging rates were calculated online, in dependence on cloud droplet and raindrop size, rainfall and snowfall intensity and aerosol diameter.
A3.1 Scavenging during cloud droplet nucleation and growth
The uptake of aerosol particles into cloud droplets due to nucleation on the particles is parameterized by an empirical function for the scavenged fraction, which was derived from measurements presented by Svenningsson et al. (1997) and Martinsson et al. (1999) . The nucleation rate for CCN-active particles rises sharply from less than 1% for r aer =0.1 µm to 50% at r aer =0.2 µm and over 99% at r aer =0.4 µm. The particles in this study have a radius of 1 µm, and so are entirely taken up into cloud droplets if assumed to be CCN-active. CCN-inactive particles are not taken up by nucleation scavenging.
A3.2 Scavenging by falling raindrops
To estimate scavenging by falling raindrops (both within and below the cloud), SCAV uses a semi-empirical parameterization of the collision efficiency E first proposed by Slinn (1983) , that includes the effects of Brownian diffusion, interception and impaction scavenging. Its applicability has also been demonstrated by Andronache (2003 Andronache ( , 2004 . Removal by impaction and interception scavenging during transport to the upper troposphere is inefficient for the 1 µm particles considered in this study. This is because they fall into the so-called "scavenging gap": they are too large for diffusion to be efficient and too small for inertial effects and finite size to be important.
A3.3 Impaction scavenging by frozen hydrometeors
Although scavenging by falling raindrops is inefficient, impaction scavenging by falling snow and ice is significant, which contributes to the large differences in the simulations with and without ice-phase scavenging. The scavenging coefficient for impaction scavenging by snow and ice is set to 0.1.
A3.4 Nucleation scavenging by frozen hydrometeors
The ice content of clouds is represented in EMAC by a single bulk variable. For nucleation scavenging by ice, a constant scavenging ratio is applied (the same approach used in e.g. Stier et al., 2005) . For mixed-phase clouds warmer than 238.15 K (−35 • C), the scavenging coefficient is set to 0.8; otherwise it is set to 0.05. A smaller fraction of the aerosol is scavenged in mixed-phase clouds than in warm clouds. This has been attributed to the Bergeron-Findeisen effect, which leads to growth of a small number of ice crystals at the expense of the evaporation of a larger number of cloud droplets, which release particles (Henning et al., 2004) .
Ice phase scavenging was found to be an important removal process, but it is poorly understood at present and its representation in models is crude. For instance, differential scavenging due to the different ice-nucleating capabilities of particles is not considered in the model. Since bacteria are often good ice nucleators, they may be scavenged at higher rates than other aerosol particles, but this effect could not be considered in the current study. Future work is necessary to understand the sensitivity of simulated aerosol distributions to ice-phase scavenging rates and to develop improved scavenging parameterizations.
A3.5 Large scale clouds, deep convection, and vertical diffusion
In the model set-up used for this study, the vertical transport was parameterized with the submodel CVTRANS. Cumulus convection is calculated via the mass flux scheme of Tiedtke (1989) with modifications for penetrative convection according to Nordeng (1994) . Stratiform cloud microphysics is calculated using the parameterization of Lohmann and Roeckner (1996) and the statistical cloud cover scheme of Tompkins (2002) . The turbulent vertical flux in the boundary layer is calculated according to Roeckner et al. (2003) , Chapter 5.
A4 Data handling
Model results were output as averages over each six-hour time interval. In post-processing, this output was averaged to obtain "climatological" monthly mean values for mixing ratios and loss rates in each grid cell. The term "climatological" mean is used here to refer to the mean over a particular month of all years, such as the mean over the Januaries of all three simulation years. It is not intended to imply a longterm, truly climatological average. The analysis was done on the basis of the monthly mean data. Finally, ecosystem emission fluxes were adjusted to fit estimated concentrations from the literature. The numerical procedures used are described in Sect. 4.
The inversion analysis was performed using the opensource statistical programming language R and its standard libraries (R Development Core Team, 2009 
