Abstract. Let X and Y be separable Banach spaces and denote by SS(X, Y ) the subset of L(X, Y ) consisting of all strictly singular operators. We study various ordinal ranks on the set SS(X, Y ). Our main results are summarized as follows. Firstly, we define a new rank r S on SS(X, Y ). We show that r S is a co-analytic rank and that dominates the rank ̺ introduced by Androulakis, Dodos, Sirotkin and Troitsky [Israel J. Math., 169 (2009), 221-250]. Secondly, for every 1 ≤ p < +∞ we construct a Banach space Yp with an unconditional basis such that SS(ℓp, Yp) is a co-analytic non-Borel subset of L(ℓp, Yp) yet every strictly singular operator T : ℓp → Yp satisfies ̺(T ) ≤ 2. This answers a question of Argyros.
Introduction
An operator T : X → Y between two infinite-dimensional Banach spaces X and Y is said to be strictly singular if the restriction of T on every infinite-dimensional subspace Z of X is not an isomorphic embedding (throughout the paper by the term operator we mean bounded linear operator; all Banach spaces are over the real field). This is a wide class of operators between Banach spaces that includes the compact ones. A number of discoveries, especially after the work of W. T. Gowers and B. Maurey [17] , have revealed the critical role of strictly singular operators on the structure theory of general Banach spaces.
Notice that an operator T : X → Y is strictly singular if and only if for every normalized basic sequence (x n ) in X and every ε > 0 there exist a non-empty finite subset F of N and a norm-one vector x ∈ span{x n : n ∈ F } such that T (x) ≤ ε. This equivalence gives us no hint of where the set F is located and, in particular, of how "difficult" it is to find it. Recently, the notion of a strictly singular operator was refined in order to measure this difficulty. The refinement was achieved with the use of the Schreier families S ξ (1 ≤ ξ < ω 1 ) introduced in [1] .
Definition 1 ([4]
). Let X, Y be infinite-dimensional Banach spaces, T ∈ L(X, Y ) and 1 ≤ ξ < ω 1 . The operator T is said to be S ξ -strictly singular if for every normalized basic sequence (x n ) in X and every ε > 0 there exist a non-empty set F ∈ S ξ and a norm-one vector x ∈ span{x n : n ∈ F } such that T (x) ≤ ε.
For every T ∈ L(X, Y ) we set
(1) ̺(T ) = inf{ξ : T is S ξ -strictly singular} if T is S ξ -strictly singular for some 1 ≤ ξ < ω 1 ; otherwise we set ̺(T ) = ω 1 .
A basic fact, proved in [4] , is that if X and Y are separable, then an operator T : X → Y is strictly singular if and only if ̺(T ) < ω 1 (this equivalence fails if X and Y are non-separable; see [4] ). In particular, the map T → ̺(T ) is an ordinal rank 1 on the set SS(X, Y ) of all strictly singular operators from X to Y . It was further studied in [3, 8, 11, 23] .
In the present paper we continue the study of the rank ̺ by focusing on its global properties. These kind of questions are naturally studied within the framework of Descriptive Set Theory (we briefly recall in §2.1, §2.2 and §2.3 all concepts from Descriptive Set Theory related to our work). To put things in a proper perspective, let us first notice that if X and Y are separable Banach spaces, then the set L(X, Y ) carries a natural structure of a standard Borel space (see §2.2) and it is easy to see that SS(X, Y ) is a co-analytic subset of L(X, Y ). Once the proper framework has been set up, a basic problem is to decide whether the rank ̺ is actually a co-analytic rank on the set SS(X, Y ). Co-analytic ranks are fundamental tools in Descriptive Set Theory and have proven to be extremely useful in studying the geometry of Banach spaces (see, for instance, [5, 6, 9, 12, 13, 14] ).
As we shall see, the rank ̺ is not, in general, a co-analytic rank. Our first main result shows, however, that it is always sufficiently well-behaved. Theorem 2. Let X and Y be separable Banach spaces. Then there exists a coanalytic rank r S : SS(X, Y ) → ω 1 such that (2) ̺(T ) ≤ r S (T )
for every strictly singular operator T : X → Y . In particular, the rank ̺ satisfies boundedness; that is, if A is an analytic subset of SS(X, Y ), then sup{̺(T ) : T ∈ A} < ω 1 .
As a consequence we get the following.
Corollary 3 ([8])
. If X and Y are separable Banach spaces and
A natural problem, originally asked by S. A. Argyros, is whether the converse of Corollary 3 is true. In particular, it was conjectured in [8, §4.5] that if X and Y are separable Banach spaces and sup{̺(T ) : T ∈ SS(X, Y )} < ω 1 , then SS(X, Y ) is a Borel subset of L(X, Y ). Our second main result answers this question in the negative. 
In particular, the rank ̺ is not a co-analytic rank on SS(ℓ p , Y p ).
The paper is organized as follows. In §2 we gather some background material. In §3 we give a criterion for checking that ̺(T ) ≤ ξ when the spaces X and Y have Schauder bases. In §4 we give the proof of Theorem 2. In §5 we introduce a class of spaces Z p,q (1 ≤ p ≤ q < +∞) which are needed in the proof of Theorem 4. Finally, the proof of Theorem 4 is given in §6.
Background material
Our general notation and terminology is standard as can be found, for instance, in [21] and [20] . By N = {1, 2, ...} we shall denote the natural numbers. For every infinite subset L of N by [L] we denote the set of all infinite subsets of L. If F and G are two non-empty finite subsets of N we write F < G if max F < min G. Finally, for every set A by |A| we denote the cardinality of A. [N] <N ). We will use the letters s and t to denote elements of N <N . By ⊏ we shall denote the (strict) partial order on N <N of end-extension. If σ ∈ N N and k ∈ N, then we set σ|k = σ(1), ..., σ(k) ; by convention σ|0 = ∅.
A tree on N is a subset of N <N which is closed under initial segments. By Tr we denote the set of all trees on N. Hence S ∈ Tr ⇔ ∀s, t ∈ N <N (s ⊑ t and t ∈ S ⇒ s ∈ S).
Notice that Tr is a closed subset of the compact metrizable space 2
<N ∈ Tr. We will reserve the letters S and R to denote trees. The body of a tree S on N is defined to be the set {σ ∈ N N : σ|n ∈ S ∀n ∈ N} and is denoted by [S] . A tree S is said to be well-founded if [S] = ∅. By WF we denote the set of all well-founded trees on N. For every S ∈ WF we set S ′ = {s ∈ S : ∃t ∈ S with s ⊏ t} ∈ WF.
By transfinite recursion, we define the iterated derivatives S ξ (ξ < ω 1 ) of S. The order o(S) of S is defined to be the least ordinal ξ such that S ξ = ∅. By convention, we set o(S) = ω 1 if S / ∈ WF. Let S and R be trees on N. A map ψ : S → R is said to be monotone if for every s, s ′ ∈ S with s ⊏ s ′ we have ψ(s) ⊏ ψ(s ′ ). We notice that if there exists a monotone map ψ : S → R and R is well-founded, then S is well-founded and o(S) ≤ o(R).
2.2.
Standard Borel spaces. Let (X, Σ) be a standard Borel space; that is, X is a set, Σ is a σ-algebra on X and the measurable space (X, Σ) is Borel isomorphic to the reals. A subset A of X is said to be analytic if there exists a Borel map f : N N → X with f (N N ) = A. A subset of X is said to be co-analytic if its complement is analytic. A natural, and relevant for our purposes, example of a standard Borel space is the following. Let X and Y be separable Banach spaces and denote by Σ the σ-algebra on L(X, Y ) of all Borel subsets of L(X, Y ) where L(X, Y ) is equipped with the strong operator topology. It is well-known and easy to prove that the measurable space L(X, Y ), Σ is standard (see [20, page 80] for more details).
2.3.
Complete co-analytic sets and co-analytic ranks. Let B be a co-analytic subset of a standard Borel space X. The set B is said to be co-analytic complete if for every co-analytic subset C of a standard Borel space Y there exists a Borel map f : Y → X such that f −1 (B) = C. It is well-known that a complete co-analytic set is not Borel. We will need the following well-known fact. Its proof is based on the classical result that the set WF is co-analytic complete (see [20, Theorem 27 .1]).
Fact 5. Let B be a co-analytic subset of a standard Borel space X. Assume that there exists a Borel map h : Tr → X such that h −1 (B) = WF. Then B is complete.
As above, let B be a co-analytic subset of a standard Borel space X. A map ϕ : B → ω 1 is said to be a co-analytic rank on B if there exist two binary relations ≤ Σ and ≤ Π on X, which are analytic and co-analytic respectively, such that for every y ∈ B we have
A basic property of co-analytic ranks is that they satisfy boundedness; that is, if A is an analytic subset of B, then sup{ϕ(x) : x ∈ A} < ω 1 . For a proof as well as for a thorough presentation of Rank Theory we refer to [20, §34] .
We will also need the following.
Fact 6. Let X be a standard Borel space and P be an analytic subset of X × Tr. Then the set P ♯ ⊆ X defined by
is co-analytic. Moreover, there exists a co-analytic rank ϕ : P ♯ → ω 1 such that for every x ∈ P ♯ we have sup{o(S) : S ∈ Tr and (x, S) ∈ P} ≤ ϕ(x).
Proof. First notice that P ♯ is co-analytic since
The existence of the rank ϕ follows from the parameterized version of Lusin's Boundedness Theorem for WF. Indeed, by [20, page 365 ] (see also [5, Theorem 11] ), there exists a Borel map f : X → Tr such that
∈ WF if x ∈ P ♯ and sup{o(S) : S ∈ Tr and (x, S) ∈ P} ≤ o f (x) .
We set ϕ(x) = o f (x) for every x ∈ P ♯ . It is easy to check that ϕ is as desired.
Regular families.
Notice that every subset of N is naturally identified with an element of 2 N . We recall the following notions.
Definition 7. Let F be a family of finite subsets of N.
(1) The family F is said to be compact if F is a compact subset of 2 N .
(2) The family F is said to be hereditary if for every F ∈ F and every G ⊆ F we have that G ∈ F . (3) The family F is said to be spreading if for every F = {n 1 < ... < n k } ∈ F and every G = {m 1 < ... < m k } with n i ≤ m i for all i ∈ {1, ..., k} we have that G ∈ F . (4) The family F is said to be regular if F is compact, hereditary and spreading.
Regular families are basic combinatorial objects. They have been widely used in Combinatorics and Functional Analysis (see [7] for a detailed exposition). Notice that every regular family F is a well-founded tree on N, and so, its order o(F ) can be defined as in §2.1.
We will need the following.
and F be a regular family of finite subsets of N. Then the following are satisfied.
Proof. Part (i) follows readily from the relevant definitions. To see part (ii), notice
and the result follows.
2.5. Schreier families. The Schreier families S ξ (1 ≤ ξ < ω 1 ) are important examples of regular families. We recall the definition of the first two families S 1 and S 2 which are more relevant to the rest of the paper (for more details we refer to [1, 6, 7] ). The first Schreier family is defined by
while the second one is defined by
We will need the following facts.
. Let 1 ≤ ξ < ω 1 and F ∈ S ξ non-empty. Then we have that
Fact 9 and Fact 10 are both proved using transfinite induction. We leave the details to the interested reader.
A criterion for checking that ̺(T ) ≤ ξ
Let X and Y be two Banach spaces with Schauder bases, T ∈ L(X, Y ) and 1 ≤ ξ < ω 1 . The main result of this section is a simple criterion for checking that ̺(T ) ≤ ξ. To state it, we need to introduce the following definition.
Definition 11. Let X and Y be two Banach spaces with normalized bases (e n ) and (z n ) respectively and T ∈ L(X, Y ). We say that two sequences (x n ) and (y n ), in X and Y respectively, are T -compatible with respect to (e n ) and (z n ) if the following are satisfied.
(1) The sequence (x n ) is a normalized block sequence of (e n ).
(2) The sequence (y n ) is a seminormalized block sequence of (z n ).
If the bases (e n ) and (z n ) are understood, then we simply say that (x n ) and (y n ) are T -compatible.
We can now state the main result of this section.
Lemma 12. Let X and Y be two Banach spaces with normalized bases (e n ) and (z n ) respectively, T ∈ L(X, Y ) and 1 ≤ ξ < ω 1 . Then the following are equivalent.
(ii) For every pair (x n ) and (y n ) of T -compatible sequences with respect to (e n ) and (z n ) and every δ > 0 there exist a non-empty set F ∈ S ξ and reals (a n ) n∈F such that n∈F a n x n = 1 and n∈F a n y n ≤ δ.
For the proof of Lemma 12 we will need the following simple fact. It was also observed in [4] . Fact 13. Let X and Y be separable Banach spaces, T ∈ L(X, Y ) and 1 ≤ ξ < ω 1 . Also let (x n ) be a normalized basic sequence in X and ε > 0. Then there exist a non-empty set F ∈ S ξ and a norm-one vector x ∈ span{x n : n ∈ F } such that T (x) ≤ ε if and only if there exist a subsequence (x n k ) of (x n ), a non-empty set H ∈ S ξ and a norm-one vector
We proceed to the proof of Lemma 12.
Proof of Lemma 12. It is clear that (i) implies (ii). We work to prove the converse implication. The arguments are fairly standard, and so, we will be rather sketchy.
Let (e * n ) and (z * n ) be the bi-orthogonal functionals associated to (e n ) and (z n ) respectively. Let (v n ) be a normalized basic sequence in X and ε > 0. We need to find a non-empty set G ∈ S ξ and a norm-one vector v ∈ span{v n : n ∈ G} such that T (v) ≤ ε. To this end, by Fact 13, we are allowed to pass to subsequences of (v n ). Therefore, we may assume that for every k ∈ N the sequences e * k (v n ) and
By (a) and (b) and by passing to a subsequence of (v n ), it is possible to find a seminormalized block sequence (b
−n for every n ∈ N. Now we distinguish the following (mutually exclusive) cases.
Case 1:
There exists a subsequence of T (d n ) which is norm convergent to 0. In this case it is easy to see that there exist G ∈ S ξ with |G| = 2 and a norm-one vector v ∈ span{v n : n ∈ G} such that T (v) ≤ ε.
Case 2:
There exists a subsequence of T (d n ) which is seminormalized. In this case, by (c) above and by passing to a further subsequence of (v n ), we may find a seminormalized block sequence (b
every n ∈ N. Summing up, we see that it is possible to select an infinite subset N = {n 1 < n 2 < ...} of N such that, setting
for every k ∈ N, the sequences (w k ) and T (w k ) are both seminormalized and "almost block". Hence, using our hypotheses, we may find a non-empty set F ∈ S ξ and a norm-one vector v ∈ span{w k : k ∈ F } such that T (v) ≤ ε. By Fact 10, we see that G := n 2k+i−1 : k ∈ F and i ∈ {1, 2} ∈ S ξ and the result follows.
Proof of Theorem 2
Let X and Y be separable Banach spaces. Let B be the subset of X N defined by
It is easy to see that B is an F σ subset of X N . Hence, the set B equipped with the relative Borel σ-algebra of X N is a standard Borel space (see [20] ).
For every T ∈ L(X, Y ), every (x n ) ∈ B and every m ∈ N we introduce a tree S(T, (x n ), m) on N defined by the rule
<N and (6)
<N with
We notice the following simple facts. The proofs are left to the reader.
We proceed to analyze the above defined trees when the operator T is strictly singular.
Claim 16. Let T ∈ SS(X, Y ) with ̺(T ) = ξ. Also let (x n ) ∈ B and m ∈ N. Then the tree S(T, (x n ), m) is a regular family. Moreover,
Proof. For notational simplicity, let us denote by F the tree S(T, (x n ), m). It is clear from the definition that F is a hereditary and spreading family of finite subsets of N. It is easy to see that F is in addition well-founded. This implies that F is compact in 2 N . Hence, F is a regular family.
We work now to prove that o(F ) ≤ ω ξ+1 . We argue by contradiction. So, assume that o(F ) > ω ξ+1 . A result of I. Gasparis [18] asserts that if G and H are two hereditary families of finite subsets of N, then there exists
Applying this dichotomy to the families F and S ξ+1 we find
We claim that the first case is impossible. Indeed, assume on the contrary that
. By Fact 8(ii) and Fact 9, we see that
Introduce now the sequence (z n ) defined by the rule that z n = x ln for every n ∈ N. Clearly (z n ) is a normalized basic sequence in X. Let F ∈ S ξ+1 be arbitrary and non-empty. The family S ξ+1 is regular. Hence, by Fact 8(i), we get that
By the definition of F and the continuity of the operator T , we see that for every choice (a n ) n∈F of reals we have T n∈F a n z n = T n∈F a n x ln ≥ 1 m n∈F a n x ln = 1 m n∈F a n z n .
In other words, we conclude that for every non-empty set F ∈ S ξ+1 and every normone vector z ∈ span{z n : n ∈ F } we have T (z) ≥ m −1 . This implies that T is not S ξ+1 -strictly singular. By [4, Proposition 2.4], the operator T is not S ζ -strictly singular for every 1 ≤ ζ ≤ ξ + 1, and so, ̺(T ) > ξ + 1. This is a contradiction. Therefore, o(F ) ≤ ω ξ+1 and the proof is completed.
As a consequence we get the following result which shows that the family of trees {S(T, (x n ), m) : (x n ) ∈ B and m ∈ N} can be used to compute the ordinal ̺(T ) quite accurately.
Proof. The second inequality follows immediately by Claim 16. We work to prove the first inequality. Clearly we may assume that ξ > 1. Let ζ be an arbitrary countable ordinal with 1 ≤ ζ < ξ. Since ̺(T ) > ζ, the operator T is not S ζ -strictly singular. Therefore, we may find (x n ) ∈ B and ε > 0 such that for every non-empty set F ∈ S ζ and every x ∈ span{x n : n ∈ F } we have T (x) ≥ ε x . We select m ∈ N such that ε ≥ m −1 . The family S ζ is spreading and hereditary. Hence, by the definition of the tree S(T, (x n ), m), we see that F ∈ S(T, (x n ), m) for every F ∈ S ζ . In particular, the identity map Id : S ζ → S(T, (x n ), m) is a well-defined monotone map. Therefore, by Fact 9, we see that
Now, define P ⊆ L(X, Y ) × Tr by the rule (9) (T, R) ∈ P ⇔ ∃(x n ) ∈ B and ∃m ∈ N such that R = S(T, (x n ), m).
By Fact 14, we see that the set P is analytic. As in Fact 6, let P ♯ ⊆ L(X, Y ) be defined by
By Fact 15 and Claim 16, we get that P ♯ = SS(X, Y ). Let ϕ : P ♯ → ω 1 be the co-analytic rank on P ♯ obtained in Fact 6.
We define (10) r S (T ) = ϕ(T ) + 1 for every T ∈ SS(X, Y ) and we claim that r S is the desired rank. Clearly r S is a co-analytic rank on SS(X, Y ). It remains to check that ̺(T ) ≤ r S (T ) for every T ∈ SS(X, Y ). To this end, fix T ∈ SS(X, Y ). By Fact 6, we have that
while by the definition of the set P we get that
Finally, notice that
for every countable ordinal ξ. Combining inequalities (8), (11), (12) and (13) we conclude that ̺(T ) ≤ r S (T ) as desired. Finally, to see that the rank ̺ satisfies boundedness, let A be an analytic subset of SS(X, Y ). The rank r S is a co-analytic rank. Therefore, there exists a countable ordinal ξ such that r S (T ) ≤ ξ for every T ∈ A. Hence, sup{̺(T ) : T ∈ A} ≤ ξ < ω 1 .
The proof of Theorem 2 is completed.
The spaces
This section contains some results which are needed for the proof of Theorem 4 stated in the introduction. It is organized as follows. In §5.1 we introduce some pieces of notation. In §5.2 we define the space Z p,q (1 ≤ p ≤ q < +∞) and we gather some of its basic properties. Finally, in §5.3 we present a result concerning a class of sequences in Z p,q which we call "asymptotically sparse". 5.1. Notation. For the rest of the paper we fix a bijection χ : N <N → N satisfying χ(s) < χ(t) for every s, t ∈ N <N with s ⊏ t. 
If s is a segment of N <N , then by min(s) we denote the ⊑-minimal node of s.
Notice that two segments s and s ′ are incomparable if and only if the nodes min(s) and min(s ′ ) are incomparable. If σ is a branch of N <N and k ≥ 0, then the set {σ|n : n ≥ k} is said to be a final segment of σ while the set {σ|n : n ≤ k} is said to be an initial segment of σ.
Definitions and basic properties.
We start with the following.
Definition 18. Let 1 ≤ p ≤ q < +∞. We define Z p,q to be the completion of c 00 (N <N ) equipped with the norm
where the above supremum is taken over all families
The space Z p,q is a variant of James tree space JT [19] . We notice that spaces of this form have found significant applications and have been extensively studied by several authors (see, for instance, [5, 9, 10, 13, 15, 16] ). We gather, below, some elementary properties of the space Z p,q .
Let {z t : t ∈ N <N } be the standard Hamel basis of c 00 (N <N ) and (t n ) be the enumeration of N <N according to the bijection χ (see §5.1). The sequence (z tn )
defines an 1-unconditional basis of Z p,q . For every node t of N <N by z * t we shall denote the bi-orthogonal functional associated to z t . For every vector z in Z p,q the support supp(z) of z is defined to be the set {t ∈ N <N : z * t (z) = 0}. 
In particular, for every branch σ of N <N the subspace Z σ p,q of Z p,q is isometric to ℓ p and complemented via the norm-one projection P σ : Z p,q → Z σ p,q . Let X and E be infinite-dimensional Banach spaces. Recall that the space X is said to be hereditarily E if every infinite-dimensional subspace of X contains an isomorphic copy of E. We will need the following easy (and essentially known) fact concerning the structure of the space Z S p,q when S is a well-founded tree. The proof is sketched for completeness. Proof. We proceed by induction on the order of the tree S. If o(S) = 1, then the space Z S p,q is one-dimensional. Let S ∈ WF with o(S) > 1 and assume that the result has been proved for every R ∈ WF with o(R) < o(S). We set
For every n ∈ L S let S n = {t ∈ N <N : n t ∈ S} and notice that S n ∈ WF and o(S n ) < o(S). Therefore, by our induction hypothesis, the space Z Definition 20. Let 1 ≤ p ≤ q < +∞. We say that a bounded block sequence (y n ) in Z p,q is asymptotically sparse if for every k ∈ N and every σ ∈ N N we have
Notice that if (y n ) is an asymptotically sparse sequence, then P σ (y n ) → 0 for every σ ∈ N N . The main result of this subsection asserts that (essentially) the converse is also true. Precisely, we have the following.
Lemma 21. Let 1 ≤ p ≤ q < +∞ and (y n ) be a bounded block sequence in Z p,q such that P σ (y n ) → 0 for every σ ∈ N N . Then (y n ) has an asymptotically sparse subsequence.
Lemma 21 is a Ramsey-theoretical result and the arguments in its proof can be traced in the work of I. Amemiya and T. Ito [2] concerning the structure of normalized weakly null sequences in the space JT . We proceed to the proof.
Proof of Lemma 21. Let 1 ≤ p ≤ q < +∞ and fix a bounded block sequence (y n ) in Z p,q such that P (y n ) → 0 for every σ ∈ N N . We select C > 0 such that y n ≤ C for every n ∈ N.
Claim 22. For every θ > 0 and every
Granting Claim 22 the proof of Lemma 21 is completed. Indeed, by repeated applications of Claim 22, it is possible to find a sequence (L k ) of infinite subsets of N such that for every k ∈ N the following are satisfied.
Introduce the sequence (w k ) in Z p,q defined by w k = y min L k for every k ∈ N. By (a) above, we see that (w k ) is a subsequence of (y n ) while, by (b) and (c), the sequence (w k ) is asymptotically sparse. It remains to prove Claim 22. We will argue by contradiction. So, assume that there exist θ > 0 and M ∈ [N] such that for every L ∈ [M ] there exist m, k ∈ L with m < k and σ ∈ N N such that P σ (y m ) ≥ θ and P σ (y k ) ≥ θ. Therefore, applying the classical Ramsey Theorem [24] and by passing to a subsequence of (y n ), we may assume that for every m, k ∈ N with m < k there exists σ m,k ∈ N N such that P σ m,k (y m ) ≥ θ and P σ m,k (y k ) ≥ θ.
Fix k ∈ N with k ≥ 2. For every m ∈ N with m < k let s − m,k be the maximal initial segment of σ m,k which is disjoint from supp(y k ). As the sequence (y n ) is block, we see that
For every r > 0 let ⌈r⌉ be the least k ∈ N such that r ≤ k. Now we observe that (20) |{s
Indeed, let s 1 , ..., s d be an enumeration of the set {s − m,k : m < k}. Then for every i ∈ {1, ..., d} there exists m i < k such that
are mutually different, the final segments (s
are pairwise incomparable. To see this assume, towards a contradiction, that there exist i, j ∈ {1, ..., d} such that min(s Let m, k ∈ N with m < k and i ∈ {1, ..., D}. Let us say that k is i-good for m if P s i,k (y m ) ≥ θ. Notice that for every m ∈ N there exists i ∈ {1, ..., D} such that the set H i m = {k > m : k is i − good for m} is infinite. Hence, there exist j ∈ {1, ..., D} and N ∈ [N] such that H j m is infinite for every m ∈ N . We select τ ∈ N N such that s j is an initial segment of τ . Since s j,k → s j in 2 N <N and
This is clearly a contradiction. The proof of Lemma 21 is completed.
Proof of Theorem 4
Let 1 ≤ p < +∞. We set
and we define Y p to be the space Z p,q . By §5.2, the space Y p has a normalized 1-unconditional basis (z tn ). Let (e n ) be the standard unit vector basis of ℓ p . By I : ℓ p → Y p we shall denote the unique norm-one operator satisfying (22) I(e n ) = z tn for every n ∈ N. We proceed to show that the space Y p is the desired one.
6.1. The set SS(ℓ p , Y p ) is a complete co-analytic subset of L(ℓ p , Y p ). As we have already mentioned in the introduction, the set SS(X, Y ) is a co-analytic subset of L(X, Y ) for every pair X and Y of separable Banach space. Hence, what remains is to show that the set SS(ℓ p , Y p ) is actually complete. By Fact 5, it is enough to find a Borel map H : Tr → L(ℓ p , Y p ) such that for every S ∈ Tr we have
To this end, let S ∈ Tr be arbitrary. Let Z S p,q be the subspace of Y p defined in (16) and P S : Y p → Z S p,q be the natural norm-one projection. We define (23) H
Notice that H(S) = 1.
is equipped with the strong operator topology.
Proof. Let (S n ) be a sequence in Tr and S ∈ Tr such that S n → S. Notice that for every s ∈ N <N we have s ∈ S if and only if s ∈ S n for all n ∈ N large enough.
Let x ∈ ℓ p be arbitrary and set y = I(x). It follows from the above remarks that for every r > 0 there exists k ∈ N such that P S (y) − P Sn (y) ≤ r for every n ∈ N with n ≥ k and the result follows.
Claim 24. Let S ∈ Tr. Then S ∈ WF if and only if H(S) ∈ SS(ℓ p , Y p ).
Proof. First assume that S ∈ WF. Notice that the operator H(S) maps ℓ p onto Z S p,q . By Fact 19, the space Z S p,q is either finite-dimensional or hereditarily ℓ q . Since p = q, the operator H(S) is strictly singular. Now assume that S / ∈ WF and let σ ∈ [S]. Let χ : N <N → N be the bijection described in §5.1 and for every k ∈ N set n k = χ σ(k) . By the properties of χ, we see that n k < n k+1 for every k ∈ N. Let E be the subspace of ℓ p spanned by the subsequence (e n k ) of the basis (e n ). We claim that the operator H(S) restricted on E is an isometric embedding. Indeed, let d ∈ N and a 1 , ..., a d ∈ R and notice that
The claim is proved.
By Fact 5, Claim 23 and Claim 24, we conclude that
Let us fix a strictly singular operator T : ℓ p → Y p . We need to prove that ̺(T ) ≤ 2. To this end, we may assume that (P1) T = 1.
By Lemma 12, it is enough to show that for every pair (x n ) and (y n ) of T -compatible sequences (with respect to the bases (e n ) and (z tn ) of ℓ p and Y p respectively) and for every δ > 0 there exist a non-empty set F ∈ S 2 and reals (a n ) n∈F such that n∈F a n x n ℓp = 1 and n∈F a n y n Yp ≤ δ.
So, fix a pair (x n ) and (y n ) of T -compatible sequences and δ > 0. By Definition 11 and (P1) above, we see that the following are satisfied.
(P2) The sequence (x n ) is 1-equivalent to the standard unit vector basis of ℓ p . (P3) The sequence (y n ) is block and satisfies y n ≤ 2 for every n ∈ N.
We are going to refine the sequences (x n ) and (y n ) in order to achieve further properties. Observe that we are allowed to do so since the family S 2 is spreading. First we notice that, by Definition 11 and by passing to common subsequences of (x n ) and (y n ) if necessary, we may find a constant Θ ≥ 1 such that (P4) the sequences (y n ) and T (x n ) are Θ-equivalent. Now we make the following simple (but crucial) observation.
Lemma 25. For every σ ∈ N N we have P σ (y n ) → 0.
Proof. Assume, towards a contradiction, that there exist σ ∈ N N , a constant θ > 0 and L = {l 1 < l 2 < ...} ∈ [N] such that P σ (y ln ) ≥ θ for every n ∈ N. Since the sequence (y n ) is block and P σ = 1, this implies that for every d ∈ N and every a 1 , ..., a d ∈ R we have
a n y ln Yp .
Let E be the subspace of ℓ p spanned by the subsequence (x ln ) of (x n ). We claim that the operator T restricted on E is an isomorphic embedding. Indeed, let d ∈ N and a 1 , ..., a d ∈ R and notice that
a n x ln Yp .
Therefore, for every x ∈ E with x = 1 we have T (x) ≥ θ · Θ −1 . This is clearly a contradiction and the proof is completed.
By (P3) above, Lemma 25 and Lemma 21 and by passing to further common subsequences of (x n ) and (y n ), we may additionally assume that (P5) the sequence (y n ) is asymptotically sparse.
We fix N ∈ N with N ≥ 2 and such that
Such a natural number can be found since q = 2p and p ≥ 1. Recursively, for every i ∈ {1, ..., N } we will select (a) a natural number k i , (b) a positive real ε i and (c) a non-empty finite subset F i of N such that, setting µ 1 = 1 and
for every i ∈ {2, ..., N }, the following conditions are satisfied.
We proceed to the recursive selection. As the first step is identical to the general one, we may assume that for some i ∈ {1, ..., N − 1} the natural numbers k 1 , ..., k i , the positive reals ε 1 , ..., ε i and the sets F 1 , ..., F i have been selected so that conditions (C1)-(C4) are satisfied. In particular, the number µ i+1 can be defined (for the first step of the recursive selection, recall that we have already set µ 1 = 1). First we select k i+1 ∈ N such that k i+1 ≥ N and
Next we select ε i+1 > 0 such that
and we notice that with these choices condition (C4) is satisfied. By (P5), the sequence (y n ) is asymptotically sparse. Therefore, it is possible to find l ∈ N such that |{n ≥ l : P σ (y n ) ≥ ε i+1 }| ≤ 1 for every σ ∈ N N . We select a non-empty finite
and we observe that with these choices conditions (C1), (C2) and (C3) are satisfied. The recursive selection is completed. We define
Notice that for every n ∈ F there exists a unique i(n) ∈ {1, ..., N } such that n ∈ F i(n) . For every n ∈ F we define (28)
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We will show that the set F and the reals (a n ) n∈F are as desired.
Claim 26. We have F ∈ S 2 .
Proof. Follows immediately by (C1) and (C2).
Claim 27. We have n∈F a n x n ℓp = 1.
Proof. By (P2), the sequence (x n ) is 1-equivalent to the standard unit vector basis of ℓ p . Therefore,
The final claim is the following.
Claim 28. We have n∈F a n y n Yp ≤ δ.
For the proof of Claim 28 we need to do some preparatory work. For every i ∈ {1, ..., N } we introduce the vector z i in Y p defined by
Notice that
and that (ii) Fix a segment s of N <N . Clearly we may assume that s is non-empty. We pick σ ∈ N N such that s ⊆ σ and we notice that P s (y) ≤ P σ (y) for every vector y in Y p . Therefore, it is enough to show that P σ (z i ) ≤ µ −1 i · 2 −i . By (P3), we see that P σ (y n ) ≤ 2 for every n ∈ N. Hence,
We are ready to proceed to the proof of Claim 28.
Proof of Claim 28. We set So, fix such a family (s j ) d j=1 . We may assume that for every j ∈ {1, ..., d} there exists i ∈ {1, ..., N } such that s j ∩ supp(z i ) = ∅. We define recursively a partition (∆ i ) N i=1 of {1, ..., d} by the rule ∆ 1 = j ∈ {1, ..., d} : s j ∩ supp(z 1 ) = ∅ and ∆ i = j ∈ {1, ..., d} \ 
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Fix i ∈ {1, ..., N }. Let j ∈ ∆ i be arbitrary. Notice that if m ∈ {1, ..., N } with m < i, then P sj (z m ) = 0. Therefore, (36) P sj (z) = P sj (z i + ... + z N ) ≤ P sj (z i ) + N l=i+1 P sj (z l ) .
Let l ∈ {i + 1, ..., N } be arbitrary. By (26) As we have already indicated, having completed the proof of Claim 28, the proof of part (ii) of Theorem 4 is completed.
Finally, we notice that the map ̺ is not a co-analytic rank on SS(ℓ p , Y p ). The proof of Theorem 4 is completed.
