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ANILESH MOHARI
Abstract
We consider the translation dynamics on the C∗-algebra M = ⊗n∈ZM
(n)(C) of two sided infinite
tensor product of d dimensional matricesM (n)(C) =Md(C) over the field of complex numbers C
and its restriction to the maximal abelian C∗ sub-algebra De = ⊗n∈ZD
(n)
e (C) of M, where each
D
(n)
e (C) =Dd(C) is the algebra of d dimensional diagonal matrices with respect to an orthonormal
basis e = (ei) of Cd. We prove that any two translation invariant Kolmogorov pure states ofM give
unitarily equivalent dynamics in their Gelfand-Naimark-Segal spaces. Furthermore, for a class of
Kolmogorov pure states of M satisfying some additional invariant, we prove Kolmogorov states
give isomorphic translation dynamics if their restrictions to the maximal abelian C∗ sub-algebra
De of M are isomorphic.
On the other hand, we prove that the translation dynamics with two infinite tensor product
translation invariant faithful states of M are isomorphic if and only if their mean entropies are
equal.
1. Introduction
A stationary finite Markov chain gives a translation invariant Markov state on a
two sided classical spin chain. The set of translation invariant Markov states is a
closed subset in the set of all translation invariant states on the two sided classical
spin chain. One celebrated result in ergodic theory says that two such translation
invariant states with positive Kolmogorov-Sinai dynamical [CFS] entropies are iso-
morphic [Or70] if and only if their dynamical entropies are equal. This classification
program was primarily formulated [CFS] with a motivation to classify the symbolic
dynamics [Si] associated with automorphic systems of classical Hamiltonian dy-
namics with Kolmogorov property. Though the set of ergodic states is dense in the
set of two sided translation invariant states, all ergodic states need not be Markov
states. In other words, all symbolic dynamics are not associated with stationary
Markov chains [Or73] and a complete classification of automorphic systems remains
incomplete in the most general mathematical set up of classical dynamical systems.
Nevertheless these results found profound use in classical ergodic theory in special
situations of paramount importance and remains an active area of research over
the last few decades due to its diverse applications to other areas of mathematics
[CFS].
In this paper, we set a program aiming towards a classification of translation
invariant states of the two sided quantum spin chain motivated to understand
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properties of translation invariant factor and pure states that appear naturally
as temperature and ground states of quantum mechanical Hamiltonian systems
[BRII,Sim]. Though our results are similar in spirit with results in classical ergodic
theory, our technique and motivations are quite different. Before we specialize to
two sided quantum spin chain, we recall some standard terminologies and notations
used in operator algebras [Ta2]. We will also recall the classical situation of our
present problem in some details in the following for a comparison with its quantum
counter part.
Let B be a C∗-algebra over the field of complex numbers C. A linear functional
ω : B → C is called a state on B if it is positive i.e. ω(x∗x) ≥ 0 for all x ∈ B and
unital i.e. ω(I) = 1, where I is the unit element of B. The convex set B∗+,1 of states
on B is compact in weak∗ topology of the dual Banach space B∗ of B. A state ω of
B is called pure if the state can not be expressed as a convex combination of two
different states i.e. if ω is an extremal element in B∗+,1.
Let B1,B2 be two unital C∗-algebras [BR,Ta2] over the field of complex numbers
C. A unital linear map pi : B1 → B2 is called homomorphism if
(1) pi(x)∗ = pi(x∗) and pi(xy) = pi(x)pi(y)
for all x, y ∈ B1. An injective homomorphism β : B1 → B2 is called endomorphism.
For an unital C∗ algebra B, a linear bijective map θ : B → B is called automorphism
if the map is a homomorphism.
For an unital C∗ algebra B, a state ω of B is called invariant for an automorphism
θ : B → B if ω = ωθ. A triplet (B, θ, ω) is called a unital C∗-dynamical system if B
is a unital C∗-algebra and θ : B → B is an automorphism preserving a state ω of B.
For a given automorphism θ on a unital C∗-algebra B, the set of invariant states
Sθ = {ω ∈ B∗+,1 : ω = ωθ}
of θ is a non empty compact set in the weak∗ topology of the dual Banach space
B∗. An extremal element in the convex set Sθ is called ergodic state for θ. An
invariant state ω of θ is ergodic if and only if
(2)
1
2n+ 1
∑
−n≤k≤n
ω(yθk(x)z)→ ω(yz)ω(x)
as n→∞ for all x, y, z ∈ B.
Let (Hω , piω, ζω) be the Gelfand-Naimark-Segal (GNS) space associated with a
state ω of B, where piω : B → B(Hω) is a ∗-representation of B and ζω is the cyclic
vector for pi(A) in Hω such that
ω(x) = 〈ζω , piω(x)ζω〉
Let piω(B)
′ be the commutant of piω(B) i.e. piω(B)
′ = {x ∈ B(Hω) : xy = yx, ∀y ∈
piω(B)} and piω(B)′′ be the double commutant of piω(B) i.e. piω(B)′′ = {x ∈ B(Hω) :
xy = yx ∀y ∈ piω(B)′}. By a celebrated theorem of von-Neumann, piω(B)′′ is the
weak∗ completion of piω(B) in B(Hω) and it admits a pre-dual Banach space. The
pre-dual Banach space is often called normal functional on piω(B)′′. A state ω of B
is pure if and only if piω(B)′′ = B(Hω), the algebra of all bounded operators on Hω .
Given a unital C∗-dynamical system (B, θ, ω), we have a unitary operator Sω :
Hω → Hω extending the following inner product preserving map
(3) Sωpiω(x)ζω = piω(θ(x))ζω , x ∈ B
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and an automorphism Θω : piω(B)′′ → piω(B)′′, defined by
(4) Θω(X) = SωXS
∗
ω, X ∈ piω(B)
′′
Thus we have
Θω(piω(x)) = piω(θ(x)), x ∈ B
Furthermore, ω is ergodic for θ if and only if
{f : Sωf = f, f ∈ Hω} = {zζω : z ∈ C}
Though there is no direct meaning in the non commutative framework for ‘an
individual ergodic theorem’ [Pa] of G. D. Birkhoff for automorphism Θω on the
von-Neumann algebra piω(B)′′ with a normal invariant vector state given by the
unit vector ζω on piω(B)′′, it has a non commutative generalization in a more general
sense [La].
An invariant state ω for θ is called strongly mixing if
(5) ω(xθn(y))→ ω(x)ω(y)
as |n| → ∞ for all x, y ∈ B. A strongly mixing state is obviously ergodic, however
the converse is false. A simple application of Riemann-Lebesgue lemma says that
absolute continuous spectrum of Sω in the orthogonal complement of invariant
vector in Hω of Sω is sufficient for strong mixing property [Pa]. It is not known
yet, whether converse is true. In other words, no simple criteria on ω is known yet
for strongly mixing.
In case, B is a unital commutative C∗-algebra, then B is isomorphic to C(X),
where C(X) is the algebra of complex valued continuous functions on a compact
Hausdorff space X . An automorphism θ on C(X) determines a unique one to
one and onto continuous point map γθ : X → X such that θ(f) = f ◦ γθ, for all
f ∈ C(X). A state ω on B ≡ C(X) is determined uniquely by a regular probability
measure µω on X by ω(f) =
∫
fdµω and its associated GNS space Hω = L2(X,µω)
with representation piω(h)f = hf for all f ∈ C(X) with piω(X)′′ = L∞(X,FX , µω),
where FX is the Borel σ-field of X . Thus ergodic and strongly mixing properties
introduced in the non commutative framework of C∗ algebras are in harmony with
its classical counter parts and coincide once one restricts them to commutative
C∗-algebras.
Two unital C∗-dynamical systems (B1, θ1, ω1) and (B2, θ2, ω2) are said to be
isomorphic if there exists a C∗ automorphism β : B1 → B2 such that
(6) θ2β = βθ1, ω2β = ω1
on B1. It is clear that ergodic and strong mixing properties remain covariant with
respect to the isomorphism. One of the central problem in classical ergodic theory
is aimed to classify classical dynamical system of automorphisms upto the isomor-
phism. We replace automorphisms (θk : k = 1, 2) by unital endomorphisms in these
definitions to include more general C∗-dynamical systems of ∗-endomorphisms.
A state ω of B is called factor if piω(B)′′ is a factor i.e. if the centre piω(B)′′
⋂
piω(B)′
is equal to {zpiω(I) : z ∈ C}. An automorphism of B takes a factor state to another
factor state. Apart from ergodic and strong mixing properties, factor property is
also an invariant under the isomorphism of two dynamics. For a commutative C∗-
algebra B, the centre of piω(B)′′ is itself and thus ω is a factor state if and only
if Hω is one dimensional. In other words, ω is a Dirac measure on a point of X ,
where B ≡ C(X). Such a state plays no interest in classical dynamical system since
invariance property for the automorphism ensures that γθ has a fixed point in X .
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We introduce now one more invariant in the general set up of C∗-dynamical
system. For a family of C∗ sub-algebras (Bi : i ∈ I) of B, we use the notation ∨i∈IBi
for the C∗ algebra generated by the family (Bi : i ∈ I). For a C∗ sub-algebra B0 of
B, we set B′0 = {x ∈ B : xy = yx, ∀y ∈ B0} and B
′′
0 = {x ∈ B : xy = yx, ∀y ∈ B
′
0}.
A C∗-dynamical system (B, θ, ω) is said to have Kolmogorov property if there exists
a C∗ sub-algebra B0 of B such that the following hold:
(a) B′′0 = B0, θ
−1(B0) ⊆ B0;
(b) ∨n∈Zθn(B0) = B;
(c)
⋂
n∈Z θ
−n(B0) = {zI : z ∈ C}.
(d) For each n ∈ Z, let Fωn] be the projection [piω(θ
n(B0))ζω ] in Hω. Then
Fωn] ↓ |ζω〉〈ζω |
in strong operator topology as n → −∞. In short, such an element ω ∈ Sθ(B) is
called Kolmogorov state. When a fixed state ω ∈ Sθ(B) is under consideration, we
omit the superscript ω in the notation Fωn] and denote by Fn] for each n ∈ Z.
The relations (a)-(c) are state independent. In particular, for any translation
invariant state ω of B, properties (a) and (b) ensure that
Fn] ↑ IHω
as n ↑ ∞. Furthermore, Fn] ↓ F−∞] as n ↓ −∞ in strong operator topology for
some projection F−∞] ≥ |ζω〉〈ζω |. However, in general F−∞] need not be equal
to |ζω〉〈ζω | even when (c) is true. Thus the property (d) is crucial to determine
Kolmogorov property of the state ω. It is clear that Kolmogorov property is an
invariant for the dynamics (B, θ, ω).
For a Kolmogorov state ω and any x, y ∈ B0, we also have
|ω(xθn(y)|
= | < x∗ζω, Fn]θ
n(y)ζω > |
≤ ||Fn]x
∗ζω || ||θ
n(y)ζω ||
≤ ||Fn]x
∗ζω|| ||y||
→ 0
as n → −∞ once ω(x) = 0. Thus by linear property of the map θ, strong mixing
property (5) holds for all x, y ∈ B0. Going along the same line of the proof, we also
verify (5) for all x, y ∈ θ−m(B0), m ≥ 1. Since ∪m≥1θ−m(B0) is norm dense in B,
a standard density argument gives (5) for all x, y ∈ B. In other words, Kolmogorov
states are strongly mixing. By the argument used above, for each x ∈ B we have
(7) sup{y:||y||≤1}|ω(xθ
n(y))− ω(x)ω(y)| → 0
as n→ −∞.
The C∗ dynamical systems (B, θ, ω) is said to have backward Kolmogorov prop-
erty if (B, θ−1, ω) admits Kolmogorov property. Clearly the backward Kolmogorov
property is an invariant as well. A theorem of Rokhlin-Sinai [Pa] says that the Kol-
mogorov property for classical dynamical systems is equivalent to strictly positive
Kolmogorov-Sinai dynamical entropy. Since Kolmogorov-Sinai dynamical entropies
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are equal for (B, θ, ω) and (B, θ−1, ω), Kolmogorov property is time-reversible. How-
ever, in non commutative framework, such a time reversal property [Mo2] for a Kol-
mogorov state is not clear even though relations (a)-(c) hold for (B, θ−1, ω) with θ
and B′0 replacing θ
−1 and B0 respectively.
A vector subspace I of a C∗-algebra B is called ideal or two sided ideal of B if
(a) I is closed under conjugation i.e. x∗ ∈ I if x ∈ I;
(b) xy, yx ∈ I for all x ∈ I and y ∈ B.
A C∗ algebra B is called simple if B has no proper ideal i.e. other then B or {0}.
For a simple C∗ algebra B, any non trivial ∗-homomorphism β : B → B is
injective since the null space N = {x ∈ B1 : β(x) = 0} is a two sided ideal. Thus
x → ||β(x)|| is a C∗ norm on B. Since C∗ norm is unique on a C∗ algebra with a
given involution by Gelfand spectral theorem [BR1], we get
||β(x)|| = ||x||
for all x ∈ B. In particular, a homomorphism β : B → B is an automorphism for a
simple C∗ algebra B if the homomorphism β is onto.
In the following, we will investigate this abstract notion of Kolmogorov property
in more details in the context of one lattice dimension two sided quantum spin
chains studied in a series of papers [Mo1],[Mo2] and [Mo4]. We also find its relation
with the well known Kolmogorov property in classical dynamical systems [Pa].
In the following, we describe C∗ algebraic set up valid for quantum spin chain
[BR vol-II,Ru] and find its relation to classical spin chain [Pa] in details. Let
M = ⊗n∈ZM
(n)
d (C) be the C
∗ -completion of the infinite tensor product of the
algebraMd(C) of d by d matrices over the field of complex numbers. Let Q be a
matrix inMd(C). By Q
(n) we denote the element ...⊗Id⊗Id⊗Id⊗Q⊗Id⊗Id⊗Id⊗...,
where Q appears in the n-th component in the tensor product and Id is the identity
matrix ofMd(C). Given a subset Λ of Z, MΛ is defined to be the C
∗-sub-algebra
of M generated by elements Q(n) with Q ∈Md(C), n ∈ Λ. The C∗ M being the
inductive limit of increasing matrix algebras, it is a simple C∗-algebra [ChE],[SS].
We also set
Mloc =
⋃
Λ:|Λ|<∞
MΛ,
where |Λ| is the cardinality of Λ. An automorphism β on M is called local if
β(Mloc) ⊆ Mloc. Right translation θ is a local automorphism of M defined by
θ(Q(n)) = Q(n+1). We also simplified notations MR = M[1,∞) and ML = M(−∞,0].
Thus restriction of θ ( θ−1 ), θR (and θL) is a unital ∗-endomorphisms onMR (ML).
We say a state ω of M is translation invariant if ωθ = ω on M. The restriction
of ω to MΛ is denoted by ωΛ. We also set ωR = ω[1,∞) and ωL = ω(−∞,0]. In
such a case (MR, θR, ωR) and (ML, θL, ωL) are two unital dynamical systems of
∗-endomorphisms. In this paper, we are interested to deal with C∗ dynamical sys-
tems (M, θ, ω) and its restriction to sub-algebras (MR, θR, ωR). If (MR, θR, ωR) and
(MR, θR, ω
′
R) are isomorphic with an intertwining automorphism βR : MR → MR,
i.e. θRβR = βRθR and ω
′
R = ωRβ, then (M, θ, ω) and (M, θ, ω
′) are isomorphic with
intertwining automorphism β : M → M, where β is the inductive limit automor-
phism of βR : MR →MR determined by the universal property of inductive limit of
C∗ algebras [Sak]. However the converse question is more delicate even when ω and
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ω′ are two pure states of M since their restrictions to MR need not be isomorphic
[Mo4].
We begin with a simple technical result proved at the end of section 2.
Proposition 1.1. Let M0 be a C
∗ sub-algebra of M such that
(a) M′′0 =M0, θ
−1(M0) ⊆M0;
(b) ∨n∈Zθn(M0) =M;
(c)
⋂
n∈Z θ
n(M0) = C.
Then there exists an automorphism α onM commuting with θ with α(ML) =M0.
For a translation invariant state ω on M and the GNS space (Hω , piω, ζω) of
(M, ω), we set a sequence of increasing projections Fn], n ∈ Z defined by
(8) Fn] = [piω(θ
n(ML))
′′ζω]
and
F−∞] = limn→−∞Fn]
For a given C∗-dynamical system (M, θ, ω′) with Kolmogorov property, Propo-
sition 1.1 says that there exists an isomorphic C∗-dynamical system (M, θ, ω) with
Kolmogorov property, where ω = ω′α for an automorphism α on M commuting
with θ and
F−∞] = |ζω〉〈ζω |
Furthermore, it also shows that the Kolmogorov property for the equivalent class
is independent of the choice we make for C∗ sub-algebra M0 of M. Thus without
loss of generality while dealing with equivalence class of C∗ -dynamical system
(M, θ, ω), we say now onwards that (M, θ, ω) is Kolmogorov if F−∞] = |ζω〉〈ζω |.
The argument that we have used to prove strongly mixing property of Kolmogorov
states, as well gives a proof for factor property of Kolmogorov states by Theorem
2.5 in [Pow].
Simplest example of a Kolmogorov state is any infinite tensor product state ( in
particular, the unique normalized trace ) ω = ⊗n∈Zωn, where ωn = ωn+1 for all
n ∈ Z. In such a case, we have
(9) Fn]piω(x)Fn] = ω(x)Fn]
for all x ∈ M[n+1,∞). This clearly shows ω is Kolmogorov. In particular, any
two such tensor product states need not give isomorphic dynamics since the class
of states includes both pure and non pure factor states. Thus for isomorphism
problem, we need to deal with the class of Kolmogorov states with some additional
invariants. In this paper, our analysis aims to deal with isomorphism problem for
the classes of translation invariant Kolmogorov states with additional properties.
We also set a family of increasing projections En] = [piω(θ
n(MR))
′ζω], n ∈ Z i.e.
En] is the support projection of ω in piω(θ
n(MR))
′′. Thus we have En] ≤ En+1]
and En] ↑ IHω as n ↑ ∞. Let En] ↓ E−∞] as n ↓ −∞ for some projection E−∞] ≥
|ζω〉〈ζω |. It is clear that
(10) Fn] ≤ En]
for all n ∈ Z. The inequality (10) is strict if ω is a non pure factor state [Mo5].
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By a theorem in [Mo5], a translation invariant pure state ω of M admits Haag
duality property i.e.
(11) piω(ML)
′′ = piω(MR)
′
ThoughM′R =ML as C
∗ sub-algebras ofM, it is a non trivial fact that the equality
(11) holds for a translation invariant factor state ω if and only if the state ω is pure.
In such a case, for each n ∈ Z, we have Fn] = En]. Thus a translation invariant
pure state ω admits Kolmogorov property if and only if E−∞] = |ζω〉〈ζω |. Thus our
definition of Kolmogorov property for a translation invariant state is an extension
of Kolmogorov property for a translation invariant pure state studied in [Mo4].
However, for a pure ω, though Fn] = En] for all n ∈ Z [Mo5], the projection F−∞]
may not be equal to |ζω〉〈ζω |. In the appendix, we have included an example of a
pure state that fails to be Kolmogorov. Theorem 2.6 in [Mo4] says that the state ω
is pure Kolmogorov if ωR (ωL) is a type-I factor state ( piω(MR)
′′ is isomorphic to
the algebra of bounded operators on a Hilbert space. At this stage, it is not clear
whether the converse statement is also true for a pure Kolmogorov state.
Given a translation invariant state ω of M, one has two important numbers:
(a) Mean entropy s(ω) = limitΛn↑Z
1
|Λn|
SωΛn , where SωΛn = −trΛ(ρ
ω
Λlnρ
ω
Λ) is the
von-Neumann entropy of the state ωΛn(x) = trΛ(xρ
ω
Λ) and trΛ is the trace on MΛ
i.e. von Neumann entropy of the restricted state ω to local C∗ algebraMΛn , where
Λn = {−n ≤ k ≤ n} or more generally a sequence of finite subsets Λn of Z such
that Λn ↑ Z in the sense of Van Hove [Section 6.2.4 in BR2]. It is not known yet
whether s(ω) is an invariant for the translation dynamics (M, θ, ω) i.e. whether s(ω)
can be realized intrinsically as a dynamical entropy of (M, θ, ω) for all translation
invariant state ω.
(b) Connes-Størmer dynamical entropy: hCS(ω) [CS,CNT,OP,Stø2, NS] which is
a close candidate for such an invariant for the translation dynamics (M, θ, ω). It
is known that 0 ≤ hCS(ω) ≤ s(ω). In case ω is a product state then it is known
that hCS(ω) = s(ω). It is also known that hCS(ω) = 0 if ω is pure. However, no
translation invariant state ω of M is known in the literature for which hCS(ω) <
s(ω). This result in particular shows that there is no automorphism β on M such
that βθ = θ2β [CS]. At this point, we warn attentive readers that a different notion
of Kolmogorov dynamics is also studied in [NeS].
At this stage, we may raise few non trivial questions:
(a) Does the mean entropy give a complete characterisation for the class of infinite
tensor product states? In other words, does the equality in mean entropies of two
infinite tensor product states give isomorphic translation dynamics of M?
If answer for (a) is yes, then we may raise a more general question on isomorphism
problem for translation invariant factor states of M:
(b) Does the mean entropy give a complete characterisation for the class of trans-
lation invariant factor states? In other words, given a factor state ω ∈ Sθ(M), do
we have an automorphism α on M commuting with θ such that the translation
invariant state ω ◦ α is an infinite tensor product state of M?
Affirmative answers to both (a) and (b) in particular says that the mean entropy
is a complete invariant for the class of factor states. In this paper we include a
positive answer to question (a) in Theorem 5.1 which proves that the mean entropy
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is a complete invariant of translation dynamics for the class of infinite tensor product
faithful states. We also address the problem (b) under some additional restrictions
on the class of factor states.
Let Ω = {1, 2, ., d}, ΩZ = ×n∈ZΩ
(n) be the infinite product set with Ω(n) = Ω
for each n ∈ Z and C(ΩZ) be the algebra of continuous complex valued functions
on ΩZ. The commutative C∗-algebra C(ΩZ) is viewed as a C∗-sub-algebra of M
identified with the infinite tensor product De = ⊗n∈ZD
(n)
e (C) of diagonal matrices
D
(n)
e (C) ≡ Dd(C) ofMd(C) with respect to an orthonormal basis (ei) for Cd. For a
subset Λ of Z, let ΩΛ ⊆ ΩZ be the cylinder sets supported on Λ and DeΛ be the C
∗
sub-algebra of De spanned by the diagonal elements D
(n)
e , n ∈ Λ inM
(n)
d (C) with
respect to the orthonormal basis e = (ei) of C
d. Thus the isomorphism C(ΩZ) ≡ De
also identifies C(ΩΛ) ≡ DeΛ.
Let Sθ(De) be the compact convex set of translation invariant states on De.
Given an element ωc ∈ Sθ(De), we consider the non empty convex compact set
(12) Sθωc(M) = {ω ∈ S
θ(M), ω|D
e = ωc}
If ωc is an extremal element in the set of translation invariant states of D
e, i.e. if
ωc is an ergodic state for θ : D
e → De then Sθωc(M) is a convex face in the set of
translation invariant state of M and thus an extremal element in Sθωc(M) is also
ergodic. Question that arises at this point: how two extremal elements in Sθωc(M)
are related?
In particular, for a probability measure µ on Ω, we consider the Bernoulli measure
µ∞ = ⊗n∈Zµ(n) on C(ΩZ), where each µ(n) = µ. The state ωµ∞(f) =
∫
fdµ∞, f ∈
C(ΩZ) has several Hann-Banach extensions to M as translation invariant states of
M. As an explicit example, let ρ be a state onMd(C) so that ρ(|ej〉〈ej |) = µj and
ωρ = ⊗n∈Zρ(n), where ρ(n) = ρ for all n ∈ Z. One trivial possibility is to take
ρ(|ei〉〈ej |) = δijµj . In such a case ωρ is not a pure state ofMd(C) unless µj = 1 for
some j ∈ Ω and associated product state ωρ onM includes in particular, the unique
tracial state on M for a suitable choices of µj namely µj =
1
d for all 1 ≤ j ≤ d.
Furthermore for d = 2 if ρ(|ei〉〈ej) = δijµj for some 0 < µj <
1
2 , then we have
Pukansky’s type-IIIλ factor state ωρ = ⊗n∈Zρ(k) (where ρ(n) = ρ for each n ∈ Z)
for λ = 2µ1 ∈ (0, 1) [Pow]. More general we can ensure extensions of the Bernoulli
measure µ∞ to a product state of M so that its mean entropy takes value of a
prescribed number between 0 and
∑
j −µjln(µj).
On the other hand we can choose a unit vector λ = (λj) in C
d and set pure state
ρλ(|ei〉〈ej |) = λ¯iλj , where µj = |λj |
2. Associated tensor product state ωλ = ⊗ρ
(n)
λ
with each ρ
(n)
λ = ρλ is a pure state of M. A translation invariant state ω of M is
said to be pure Bernoulli if ω is a pure product state of M. Such a pure Bernoulli
state of M is equal to ωλ for some unit vector λ ∈ C. It is a simple observation
that two such pure product states of M give isomorphic translation dynamics.
Thus the set of extremal elements in Sθµ∞(M) contains both pure and non pure
product states. Thus two such extremal elements in Sθµ∞(M) are in general not
related by an automorphism. The question that arises now: does equality in mean
entropies of two such extremal elements give isomorphic translation dynamics of
M?
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Along the same line, instead of fixing a Bernoulli measure on ΩZ, we may fix a
more general classical stationary Markov state ωµ,p on Ω
Z as follows. Let p : Ω ×
Ω→ [0, 1] be a transition probability matrix which admits a stationary probability
measure µ : Ω→ [0, 1] i.e.
pij ≥ 0,
∑
j
pij = 1
and ∑
j
µj = 1,
∑
i
µip
i
j = µj
Let {Xn : n ∈ Z} be the two sided stationary Markov process or chain defined on a
probability space (ΩZ,F , ωµ,p), F be the σ−fields generated by the cylinder subsets
of ΩZ and Xn(ζ) = ζn for ζ = (ζn) ∈ ΩZ with
(13) ωµ,p{ζ;Xn+1(ζ) = j|Xn(ζ) = i} = p
i
j
Let Fn] be the σ−field generated by Xk upto time n i.e. Fn] is the minimal σ-field
that makes Xk : −∞ < k ≤ n measurable. The process (Xn) admits (Fn)-Markov
property and ωµ,p is called classical Markov state on Ω
Z. Such a Markov process
(Xn) is said to have Kolmogorov property if
⋂
n∈Z
Fn] = {Ω
Z, ∅}
Such a Markov process is also called Bernoulli shift if pij = µj for all i, j ∈ Ω. It
is well known [Pa,Or1,Or2] that a Bernoulli shift admits Kolmogorov property and
a deeper result in ergodic theory says that the converse is also true i.e. a Markov
chain with Kolmogorov property is isomorphic to a Bernoulli shift. A celebrated
result in ergodic theory [Or1] says much more giving a complete invariant for such a
class of Markov chain in terms of their Kolmogorov-Sinai dynamical entropy hµ(θ)
[Pa] of the shift. An isomorphism that inter-twins the Kolmogorov shifts with equal
positive KS dynamical entropy, need not inter-twin the filtrations generated by the
Markov processes. However, an isomorphism between two such classical probability
space is always local unlike an isomorphism onM. But the set of stationary Markov
states is a closed proper subset of Sθ(De). Furthermore, all translation invariant
states ωc on D
e are not isomorphic to Markov states ωµ,p [Or2].
In this paper as a first step, we essentially deal with two simpler problems.
Let (Hωc , piωc , ζωc) be the GNS space associated with a translation invariant state
ωc of D
e and Fn] = [piωc(D
e
Λn
)ζωc ] be the increasing projections in Hωc , where
Λn = (−∞, n], n ∈ Z. For any fixed element ω ∈ Sθωc , we have
(14) Fn] ≤ Fn] ≤ En], ∀n ∈ Z
We say ωc is a Kolmogorov state of D
e if
limn→−∞Fn] = |ζωc〉〈ζωc |
Thus for a pure Bernoulli state ω of M, for each n we have Fn] = En] = |ζω〉〈ζω |
and thus it admits Kolmogorov property. Furthermore, note also that for a given
pure Bernoulli state ω of M, the restriction ωc of ω toD
e is also Bernoulli in each
orthonormal basis e = (ei) of C
d with dynamical entropy with value in the range
between 0 and ln(d). More generally, for any Kolmogorov state ω of M, the state
ωc = ω|D
e is also Kolmogorov by the inequality (14).
Conversely, for a given Kolmogorov state ωc of D
e, all its extreme points in
Sθωc(M) are not pure in general though factor states with unequal mean entropies.
10 ANILESH MOHARI
Nevertheless, this give rises the following valid questions for a Kolmogorov state ωc
of De:
(a) Is there an extreme point in the non empty convex compact set Sθωc(M) with
Kolmogorov property?
(b) Are all extreme points in Sθωc(M) having Kolmogorov property?
(c) Are two extreme points in Sθωc(M) with pure Kolmogorov property related by
an automorphism of M commuting with θ?
A Kolmogorov state ofM give rises a system of imprimitivity [Mac] for the group
Z as follows: Let S : Hω → Hω be the unitary operator defined by extending
Spiω(x)ζω = piω(θ(x)ζω , x ∈M
Then we have
SnFm](S
∗)n = Fm+n], m, n ∈ Z
and so
SnF ′m](S
∗)n = F ′m+n], m, n ∈ Z,
where F ′n] = Fn] − |ζω〉〈ζω |, n ∈ Z. Kolmogorov property ensures that (−∞, n] →
F ′n] is a projection valued spectral measure on Z and (S
n, Fn] : n ∈ Z) once re-
stricted to |ζω〉〈ζω |⊥ = IHω − |ζω〉〈ζω | gives a system of imprimitivity for the group
Z. By a theorem of G. W. Mackey [Mac], IHω − |ζω〉〈ζω | can be decomposed into
copies of l2(Z) and the restriction of (Sn) is isomorphic to direct sum of the stan-
dard shift on l2(Z). We call the number of copies that appear in the direct sum
decomposition as Mackey index for ω. In the next section, we will prove Mackey
index is always ℵ0 for a Kolmogorov state. Furthermore, we prove the following
result.
Theorem 1.2. Any two pure Kolmogorov states of M give unitarily equivalent
translation dynamics i.e. there exists a unitary operator U : Hω1 → Hω2 so that
Uζω1 = ζω2 , UΘω1(X)U
∗ = Θω2(UXU
∗)
for all X ∈ piω1(M1)
′′.
In the proof of Theorem 1.2, the simplicity of M0 = ⊗n≥1M
(n)(C) plays an
important role and technique has a ready generalization to inductive limit states
of injective endomorphism on a simple infinite dimensional separable C∗-algebra
M0. For a Kolmogorov state ω, though the dynamics (M, θ, ω) and (M, θ
2, ω)
are unitarily equivalent but they are not isomorphic. This shows that unitary
equivalence is indeed weak, which fails to differentiate two dynamics θ and θ2.
In contrast we have the following result on isomorphism for translation invariant
pure state.
Theorem 1.3. Let ω and ω′ be two translation invariant pure states of M. Let
ζω and ζω′ be cyclic vectors for piω(D
e)′′ and piω′(D
e)′′ in Hω and Hω′ respectively.
If (De, θ, ωc) and (D
e, θ, ω′c) are isomorphic then (M, θ, ω) and (M, θ, ω
′) are iso-
morphic.
In the following we reformulate the isomorphism problem of translation dynam-
ics with a closely related problem in quantum dynamical systems with completely
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positive maps [St] on a von-Neumann algebra and deal with isomorphism prob-
lem for a class of translation invariant pure states [FNW1,FNW2,BJKW] satisfying
hypothesis of Theorem 1.3.
Let Od be the simple C
∗ algebra generated by d-many orthogonal isometries
(si, 1 ≤ i ≤ d) [Cun] i.e. satisfying Cuntz relations
(15) s∗i sj = δ
i
jI,
∑
1≤i≤d
sis
∗
i = I
and
(16) λ(x) =
∑
i
sixs
∗
i
be the canonical endomorphism on Od which extends the right shift θR on MR =
⊗n≥1M
(n)
d (C) and ψ be a λ-invariant state i.e. ψλ = ψ on Od. The universal
property of Cuntz algebra gives a natural group action of unitary matrices Ud(C)
on Od given by
(17) βg(si) =
∑
1≤j≤d
gijsj , 1 ≤ i ≤ d
and λβg = βgλ for all g ∈ Ud(C).
We also consider the following non-empty convex weak∗ compact set
Kω = {ψ state of Od : ψλ = ψ, ψ|UHFd = ωR}
where we have identified UHFd, the closed C
∗ algebra generated by {sIs∗J : |I| =
|J | <∞}, with MR by fixing an orthonormal basis (ei) for C
d which takes
sIs
∗
J → |ei1〉〈ej1 | ⊗ |ei2〉〈ej2 | ⊗ ...⊗ |ejn〉〈ejn | ⊗ Id ⊗ ...
and
βg(sIs
∗
J)→ ..⊗ g
∗ ⊗ g∗(..|ei1〉〈ej1 | ⊗ |ei2〉〈ej2 | ⊗ ..⊗ |ejn〉〈ejn | ⊗ Id ⊗ ..)g ⊗ g ⊗ ..
Let (Hψ, piψ , ζψ) be the GNS space of (Od, ψ). We set support projection
P = [piψ(Od)′ζψ ] for the state ψ in von-Neumann algebra piψ(Od)′′. Then by
invariance property ψλ = ψ, we have 〈ζψ , PΛ(I −P )Pζψ〉 = 0 and thus Λ(P ) ≥ P ,
where Λ(X) =
∑
1≤i≤d piψ(si)Xpiψ(s
∗
i ) for X ∈ piψ(Od)
′′. We set unital completely
positive map [St] τ :M→M defined by
(18) τ(a) = PΛ(PaP )P
for a ∈ M = Ppiψ(Od)′′P with faithful normal invariant state φ(a) = 〈ζψ, aζψ〉 for
a ∈M.
It is known [BJKW,Mo5] that ψ is a factor state of Od if and only if (M, τ, φ) is
ergodic i.e. no non-trivial invariant element inM for the unital completely positive
map τ . Lemma 7.4 in [BJKW] proves that any extremal element ψ in Kω is a factor
state if ω is a factor state and in such a case two extremal elements ψ, ψ′ of Kω
admits the relation ψ′ = ψβzId for some z ∈ S
1 = {z ∈ C : |z| = 1}. This shows
that there are one to one relations between these ergodic C∗-dynamical systems
modulo some gauge symmetry:
(C(ΩZ), θ, ωc)⇒ (M, θ, ω)⇐ (MR, θR, ωR)⇔ (Od, λ, ψ)⇔ (K,M, τ, φ)
and classification of any one of these dynamics are closely related with that of
others. However the restriction of a translation invariant state ω to De for a given
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orthonormal basis e = (ei), may not give a classical Markov chain [Na] unless
embedded into a larger quantum spin chain.
The paper is organized as follows. Section 2 gives a characterization of a local
automorphism of M which in particular gives a complete classification of one sided
dynamical systems (MR, θR, ωR) upto isomorphism and its relation classifying the
dynamical system (Od, λ, ψ). Section 3 gives the proof of Theorem 1.2. Section
4 gives proof of our main result Theorem 1.3. Section 5 is essentially devoted
to deal with a class of examples that fits as an application to Theorem 1.3. This
section largely follows recent work of [DJ] on Markov state and its associated monic
representation of Cuntz algebra. Section 6 includes a quick review of Tomita-
Takesaki theory [Ta2, BR] and Takesaki’s theorem on conditional expectation [Ta1].
As an application of our main tool developed in section 4, we prove that mean
entropy is a complete isomorphism for infinite tensor product faithful state for
translation dynamics of M. Section 7 is some what independent which includes a
variation of a result [Pow], needed for the main theorem proved in section 4. The
last section includes an appendix which gives a sketch of an example of a translation
invariant pure state of M which fails to have Kolmogorov property.
2. Norm one projections
Let M be a von-Neumann algebra acting on a Hilbert space H. A unit vector ζ
is called cyclic for M in H if [Mζ] = H. It is called separating for M if xζ = 0
for some x ∈ M holds if and only if x = 0. Let M′ be the commutant of M,
i.e. M′ = {x ∈ B(H) : xy = yx}, where B(H) is the algebra of all bounded linear
operators on H. An unit vector ζ is cyclic if and only if ζ is separating for M′.
The closure of the closable operator S0 : aζ → a∗ζ, a ∈ M, S possesses a polar
decomposition S = J∆1/2, where J is an anti-unitary and ∆ is a non-negative
self-adjoint operator on H. Tomita’s [BR1] theorem says that
(19) ∆itM∆−it =M, t ∈ R andJMJ =M′
We define the modular automorphism group σ = (σt, t ∈ T) on M by
σt(a) = ∆
ita∆−it
which satisfies the modular relation
ω(aσ− i2 (b)) = ω(σ
i
2
(b)a)
for any two analytic elements a, b for the group of automorphisms (σt). A more
useful modular relation used frequently in this paper is given by
(20) ω(σ− i2
(a∗)∗σ− i2
(b∗)) = ω(b∗a)
which shows that J aζ = σ− i2 (a
∗)ζ for an analytic element a for the automorphism
group (σt). The anti-unitary operator J and the group of automorphism σ =
(σt, t ∈ R) are called Tomita’s conjugate operator and modular automorphisms of
the normal vector state ωζ : x→ 〈ζ, xζ〉 on M respectively.
A faithful normal state ω ofM is called stationary for a group α = (αt : t ∈ R)
of automorphisms on M if ω = ωαt for all t ∈ R. A stationary state ωβ for (αt) is
called β-KMS state (β > 0) if there exists a function z → fa,b(z), analytic on the
open strip 0 < Im(z) < β, bounded continuous on the closed strip 0 ≤ Im(z) ≤ β
with boundary condition
(21) fa,b(t) = ωβ(αt(a)b), fa,b(t+ iβ) = ωβ(αt(b)a)
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for all a, b ∈ M. The faithful normal state ωζ given by the cyclic and separating
vector ζ is a 12 -KMS state for the modular automorphisms group σ = (σt). One
celebrated theorem of M. Takesaki [Ta2] says that the converse statement is also
true: If the normal state ωζ given by cyclic and separating vector ζ is a
1
2 -KMS
state for a group α = (αt) of automorphisms on M then αt = σt for all t ∈ R.
Let ζω1 and ζω2 be cyclic and separating unit vectors for standard von-Neumann
algebras M1 and M2 acting on Hilbert spaces Hω1 and Hω2 respectively. Let
τ : M1 → M2 be a normal unital completely positive map such that ω2τ = ω1.
Then there exists a unique unital completely positive normal map τ ′ :M′2 →M
′
1
([section 8 in [OP] ) satisfying the duality relation
(22) 〈bζω2 , τ(a)ζω2 〉 = 〈τ
′(b)ζω1 , aζω1〉
for all a ∈ M1 and b ∈M′2. For a proof, we refer to section 8 in the monograph [OP]
or section 2 in [Mo1]. We set the dual unital completely positive map τ˜ :M2 →M1
defined by
(23) τ˜ (b) = Jω1τ
′(Jω2bJω2)Jω1
for all b ∈M2. In particular, we have ω2 = ω1τ˜ .
If N = M2 is a von-Neumann sub-algebra of M = M1 with a faithful normal
state ω(a) = 〈ζω , aζω〉 and iN : N →M is the inclusion map of N into M. Then
the dual of iN with respect to ω, denoted by Eω :M→ N is a norm one projection
i.e.
(24) Eω(abc) = aEω(b)c
for all a, c ∈ N and b ∈ M if and only if σωt (N ) = N . For a proof we refer to [Ta1]
and for a local version of this theorem [AC].
We start with an elementary lemma.
Lemma 2.1. Let B be a unital C∗-algebra and τ : B → B be a unital completely
positive map preserving a faithful state ω. Then the following holds:
(a) Bτ = {x ∈ B : τ(x) = x} and Fτ = {x ∈ B : τ(x
∗x) = τ(x)∗τ(x), τ(xx∗) =
τ(x)τ(x)∗} are C∗ sub-algebras of M and Bτ ⊆ Fτ .
(b) Let E be norm-one projection on a C∗-sub-algebra B0 ⊆ B i.e. A unital com-
pletely positive map E : B → B0 with range equal to B0 satisfying bi-module property
τ(yxz) = yτ(x)z
for all y, z ∈ B0 and x ∈ B and ω be a faithful invariant state for E. Then for some
x ∈ B, E(x∗)E(x) = E(x∗x) if and only if E(x) = x;
(c) BE = FE.
Proof. Though (a) is well known [OP], we include a proof in the following. The
map τ being completely positive (2 positive is enough), we have Kadison inequality
[Ka] τ(x∗)τ(x) ≤ τ(x∗x) for all x ∈ B and equality holds for an element x ∈ B
if and only if τ(x∗)τ(y) = τ(x∗y) for all y ∈ B. This in particular shows that
Fτ = {x ∈ B : τ(x
∗x) = τ(x∗)τ(x), τ(x)τ(x∗) = τ(xx∗)} is C∗ -sub-algebra. We
claim by the invariance property that ωτ = ω and faithfulness of ω and Bτ ⊆ Fτ .
We choose x ∈ Bτ and by Kadison inequality we have x∗x = τ(x∗)τ(x) ≤ τ(x∗x)
but ω(τ(x∗x)−x∗x) = 0 by the invariance property and thus by faithfulness x∗x =
τ(x∗)τ(x) = τ(x∗x). Since x∗ ∈ Bτ once x ∈ Bτ , we get τ(x)τ(x∗) = τ(xx∗) = xx∗.
This shows that Bτ ⊆ Fτ and Bτ is an algebra by the polarization identity 4x∗y =
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∑
0≤k≤3 i
k(x+iky)∗(x+iky) for any two elements x, y ∈ B as Bτ is a ∗-closed linear
vector subspace of B.
For (b) let a ∈ B with E(a∗a) = E(a∗)E(a). We have by the first part of the
proof for (a), E(a∗)E(b) = E(a∗b) for all b ∈ B and thus
ω(E(a∗)b))
= ω(E(E(a∗)b))
(by the invariance property)
= ω(E(a∗)E(b))
(by bi-module property)
= ω(E(a∗b))
( by the first part of the argument used to prove (a) )
= ω(a∗b)
for all b ∈ B. So we have ω((E(a∗) − a∗)b) = 0 for all b ∈ B and thus by faithful
property of ω on B, we get E(a∗) = a∗ i.e. E(a) = a.
By (b), for x ∈ B with E(x∗)E(x) = E(x∗x) implies that E(x) = x and thus
NE ⊆ NE. Now by (a) we complete the proof for (c).
3. A characterization of local automorphism on M = ⊗n∈ZM
(n)
d
(C)
Let ω be a faithful state on a C∗ sub-algebra M and (Hω, piω , ζω) be the GNS
representation of (M, ω) so that ω(x) = 〈ζω , piω(x)ζω〉 for all x ∈ M. Thus the
unit vector ζω ∈ Hω is cyclic and separating for von-Neumann algebra piω(A)′′
that is acting on the Hilbert space Hω . Let ∆ω and Jω be the modular and
conjugate operators on Hω respectively of ζω as described in (19). The modular
automorphisms group σω = (σωt : t ∈ R) of ω is defined by
σωt (a) = ∆
it
ωa∆
−it
for all a ∈ piω(M)′′.
We are interested now to deal with faithful states ω on M = ⊗n∈ZM
(n)
d (C).
For a given faithful state ω, Nω = piω(MΛ)′′ is a von-Neumann sub-algebra of
Mω = piω(M)
′′. In general, (σωt ) may not keep Nω invariant. However, for an
infinite tensor product state ωρ = ⊗n∈Zρ(n) with ρ(n) = ρ for all n ∈ Z, σ
ωρ
t
preserves Nω .
In such a case, Eωρ,Λ :Mωρ → Nωρ satisfy bi-module property (24) and further-
more, we have
(25) Eωρ,Λ(piωρ(x)) = piωρ(EΛ(x))
for all x ∈ M, where EΛ is the norm one projection from M onto DΛ with respect
to the unique normalised trace ω0 of M. One can write explicitly
EΛ = ⊗n∈ZE
(n)
Λ ,
where E
(n)
Λ is the normalised trace tr0 on M
(n)
d (C) if n /∈ Λ, otherwise E
(n)
Λ is the
identity map onM
(n)
d (C) if n ∈ Λ.
Lemma 3.1. Let M = ⊗k∈ZM
(k)
d and MΛ be the local C
∗ algebra associated with
a subset Λ of Z. Then there exists a norm projection EΛ : M → MΛ preserving
unique tracial state of M and EΛ commutes with the group of automorphisms {βg :
g ∈ ⊗k∈ZUd(C)}, where g = ⊗ngn with all gn = Id except finitely many n ∈ Z.
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Proof. There exists a unique completely positive map EΛ :M→MΛ satisfying
(26) tr(zEΛ(x)) = tr(zx)
for all x ∈ M and z ∈ MΛ. It follows trivially by a theorem of M. Takesaki [Ta1]
since modular group being trivial preserves MΛ. For an indirect proof, we can
use duality argument used in [AC] to describe EΛ as the KMS-dual map of the
inclusion map iΛ : z → z of MΛ in M. The modular group being trivial we get
the simplified relation (26). That EΛ(z) = z for z ∈ MΛ is obvious by the faithful
property of normalised trace. We may verify the bi-module property (24) directly:
for all y, z ∈ MΛ and x ∈ M
tr(zEΛ(x)y)
= tr(yzEΛ(x))
= tr(yzx)
= tr(zxy)
= tr(EΛ(zx)y)
This shows that EΛ(zx) = zEΛ(x) for all z ∈ MΛ and x ∈ M. By taking adjoint,
we also get EΛ(xy) = EΛ(x)y for all y ∈ MΛ and x ∈ M. Thus we arrive at the
bi-module relation (24).
Since βg(MΛ) = MΛ for all Λ for g ∈ ⊗k∈ZUd(C), for all z ∈ MΛ and x ∈ M we
get
tr(zEΛβg(x))
= tr(zβg(x)) = tr(βg−1 (z)x)
= tr(βg−1 (z)EΛ(x))
= tr(zβgEΛ(x))
So we get βgEΛ = EΛβg for all g ∈ ⊗k∈ZUd(C).
Lemma 3.2. Let β be an ∗-automorphism on M so that βθ = θβ. Then β(MR) =
MR if and only if β = βg for some g ∈ SUd(C).
Proof. We claim that M′R = {x ∈ M : xy = yx, y ∈ MR} is equal to ML. For
a proof we use conditional expectation EΛ. Let Λn be the subset {k : −n ≤ k ≤ n}
of Z for each n ≥ 1. We fix any x ∈ M′R and note that the element EΛn(x) ∈ MΛn
and
yEΛn(x)
= EΛn(yx)
= EΛn(xy)
= EΛn(x)y
for all y ∈ MRn ⊂ MR, where Rn = {k : 1 ≤ k ≤ n}. Thus EΛn(x) ∈ MLn =
MΛn
⋂
M′Rn
, where Ln = {−n ≤ k ≤ 0}. Since ||x − EΛn(x)|| → 0 as n → ∞, we
conclude that x ∈ML.
Since θ commutes with β, we get β(θ(MR)) = θ(β(MR)) = θ(MR). β(ML) =
β(M′R) = β(MR)
′ = M′R = ML. This shows that β(θ(MR) ∨ML) = θ(MR) ∨ML.
Taking commutant we get β(M
(1)
d (C)) = M
(1)
d (C). Thus β = βg for some g on
M
(1)
d (C). Since β commutes with θ, we get β = βg on M.
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Lemma 3.3. Let ω and ω′ be two translation invariant states of M. Two dy-
namical systems of endomorphisms (MR, θR, ωR) and (MR, θR, ω
′
R) are isomorphic
if and only if there exists a g ∈ Ud such that ω′ = ωβg.
Proof. Let αR be a C
∗-isomorphism on MR such that θRαR = αRθR and
ω′ = ωαR. Commuting property clearly shows that αR takes C
∗-subalgebra θ(MR)
to itself. Thus we get an automorphism β : M → M, being the inductive limit of
endomorphism on C∗-algebra MR →θR MR, such that β|MR = αR and ω
′ = ωβ.
Now by Lemma 3.2 we complete the proof.
Corollary 3.4. Mean entropy s(ω) of a translation invariant state ω is a dy-
namical invariant for the dynamics (MR, θR, ωR).
Proof. Since s(ω) = s(ωβg) for any g ∈ SUd(C), result follows by Lemma 3.3.
Lemma 3.5. Let β : M → M be an automorphism such that ω′ = ωβ on M and
βθ = θβ. If β(MR) ⊆ θk
′
(MR) for some k
′ ∈ Z then β = θkβg for some g ∈ Ud(C)
and k′ ≤ k.
Proof. We choose k to be the largest possible value for k′ satisfying β(MR) ⊆
θk
′
(MR). We claim that β(MR) = θ
k(MR). Without loss of generality we assume
that k = 0, otherwise we reset β to θ−kβ as new automorphism. Thus we have
an automorphism β on M such that β(MR) ⊆ MR and β(MR) is not a subset of
θ(MR). We need to show β(MR) = MR. For a C
∗ sub-algebra A of MR, we write
in the following A′ = {x ∈ MR : xy = yx, y ∈ A} and A1 ∨ A2 is used to denote
C∗-algebra generated by A1 and A2. We consider the sub-algebra
M
(1) = β(MR)
⋂
θ(MR)
′ ⊆M
(1)
d (C)
We claim that
β(MR)
⋂
θ(MR)
′ 6= {zI
(1)
d : z ∈ C}
Since otherwise we would have β(MR)
′ ∨ θ(MR) =MR and so
(β(MR)
′ ∨ θ(MR))
⋂
θ(MR)
′ =M
(1)
d (C)
However
(β(MR)
′ ∨ θ(MR))
⋂
θ(MR)
′ ⊇ β(MR)
′
⋂
θ(MR)
′
β(MR) ∨ θ(MR) ⊆ M
(1)
d (C)
′ = θ(MR) which says that β(MR) ⊆ θ(MR). This
brings a contradiction and proves our claim.
We also claim that M(1) is a factor. To that end we compute commutant ofM(1)
which is equal to β(M′R) ∨ θ(MR) and any element in the centre of M
(1) is also an
element in β(M′R). Since MR is a factor, we conclude that M
(1) is a sub-factor of
M (1)(C).
Going along the same line, now we set sub-factor M(n)) = β(MR)
⋂
θn(MR)
′ ⊆
M
(1)
d (C)⊗M
(2)
d (C)..⊗M
(n)
d (C). M
(n) is a sub-factor of M(n+1) and we may write
M(n) = ⊗1≤k≤nN (k), where N (k) are sub-factors of M (k)(C) for each k ≥ 1. We
claim that ∨n≥1M(n) = β(MR). That ∨n≥1M(n) ⊆ β(MR) obvious. For the reserves
inclusion, we fix any element x ∈ β(MR) and consider the sequence of elements
EΛn(x) : n ≥ 1, where Λn = L
⋃
{1, 2, .., n} ⊂ Z. Since EΛ(β(MR)) = β(MR)
⋂
MΛ
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for any Λ ⊆ Z, we get EΛn(x) ∈ β(MR)
⋂
MΛn = β(MR)
⋂
θn(MΛR)
′. Since
||En(x)− x|| → 0 as n→∞, x ∈ ∨n≥1M
(n). Thus we deduce that
β(MR) = ⊗k∈RN
(k)
Furthermore, since θ(β(MR)) = β(θ(MR)), we get θ(N
(k)) ⊆ N (k+1).
However the inductive limit C∗ algebra of β(MR)→θ β(MR) is β(M) equal toM.
Thus we get N (k) =M (k)(C) for all k ≥ 1. This shows in particular β(MR) =MR.
Thus result follows by Lemma 3.2.
Theorem 3.6. Let β be an ∗-automorphism on M such that βθ = θβ. Then
β(Mloc) ⊆Mloc if and only if β = θ
kβg for some k ∈ Z and g ∈ Ud(C).
Proof. If part is trivial. For ‘only if’ part we fix an local automorphism β on
M. Since it preserves local ∗-algebra, we have β(M{1}) ⊆M[k,l] for some k ≤ l in Z.
Hence β(MR) ⊆ M[k,∞) by commuting property of θ with β. Now we use Lemma
3.5 to complete the proof.
Theorem 3.7. An automorphism β : Od → Od commutes with canonical endo-
morphism λ if and only if β = βg for some g ∈ SUd(C) on UHFd. Furthermore,
the following holds:
(a) β commutes also with (βz : z ∈ S1) if and only if β = βg for some g ∈ SUd(C);
(b) Let (Od, λ, ψ) and (Od, λ, ψ′) be two ergodic semi-group of endomorphisms so
that their restrictions to UHFd be also ergodic. Then they are isomorphic if and
only if there exists a g ∈ Ud(C) such that ψ′ = ψβg.
Proof. We claim that λ(Od)′ = {sis∗j : 1 ≤ i, j ≤ d}. That sis
∗
j ∈ λ(Od)
′
is obvious by Cuntz relation. For converse we take an element x ∈ λ(Od)′ i.e.
xλ(y) = λ(y)x for all y ∈ Od. Then by Cuntz relation s∗i xsjy = ys
∗
ixsj i.e.
s∗i xsj ∈ O
′
d. Since we have Od
⋂
O′d = C, we conclude that s
∗
i xsj = µ
i
jI for some
µij ∈ C. Thus x =
∑
µijsis
∗
j . Similarly λ
n(Od)′ = span of{sIs∗J : |I| = |J | = n}. So
for an automorphism β on Od which commutes with λ we have β(λ
n(Od)) = λ
n(Od)
and β(λn(Od)′) = λn(Od)′ for all n ≥ 1. Thus we have in particular β(UHFd) =
UHFd and β = βg for some g ∈ SUd(C) on UHFd. So we have an automorphism
β′ = βg−1β on Od commuting with λ and it is the identity map on its restriction
to UHFd.
We claim that β′ = βw for some w ∈ S1 if β and so β′ commutes with {βz : z ∈
S1). This follows by a simple application of Theorem 4.2 in [BE] since UHFd is the
fixed point C∗-sub-algebra of Od of the compact abelian group action (βz : z ∈ S1)
[Cun]. This completes the proof of (a).
For (b) let β be an automorphism that commutes with λ and ψ = ψ′β. Let ω and
ω′ be the restrictions of ψ and ψ′ respectively to UHFd. Then we have ω = ω
′βg′
on UHFd for some g
′ ∈ SUd(C) by first part of the statement of present corollary.
Now we apply Proposition 7.6 in [BJKW] ( Proposition 2.6 in [Mo5] ) for existence
of w ∈ S1 such that ψ′ = ψβg′βw. We take g = g′wId to complete the proof.
We end this section with a proof of Proposition 1.1.
Proof. Let M0 be a C
∗-algebra of M such that M′′0 =M0 and θ
−1(M0) ⊆M0.
Then the mutually commuting family of C∗-algebras M(n) = θn(M0)
⋂
θn−1(M0)
′
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are isomorphic copies of M0 with M(n) = θn(M(0)). We claim that
∨n∈ZM
(n) =M
For a proof, let x be an element in the commutant of ∨n∈ZM(n). Let E0 be the
conditional expectation onto M0 with respect to the normalized trace on M. Then
E0(x) ∈M0 and for any y ∈ M(0) we have
E0(x)y
= E0(xy)
= E0(yx)
= yE0(x)
So E0(x) ∈ M0
⋂
(M(0))′. We claim thatM0
⋂
(M(0))′ = θ−1(M0). That θ
−1(M0) ⊆
M0
⋂
(M(0))′ ⊆M0 is obvious. But
M0
⋂
(M(0))′
=M0
⋂
θ−1(M0)
′′
=M0
⋂
θ−1((M0)
′′)
=M0
⋂
θ−1(M0)
(since M′′0 =M0)
= θ−1(M0)
Thus E0(x) ∈ θ
−1(M0).
Now we may repeat the argument with elements y ∈ M(−1) to show that E0(x) ∈
θ−2(M0). Thus by mathematical induction we conclude that E0(x) ∈
⋂
n≤0 θ
n(M0).
By our assumption (c), we get E0(x) is a scaler.
Let En be the conditional expectation from M0 onto θ
n(M0) with respect to the
unique normalized trace. Then by the same argument use above, we get En(x) is a
scaler. However, by (b), we have
||En(x)− x|| → 0
as n → ∞. Thus we conclude that x is a scaler. This shows ∨n∈ZM(n) = M once
relations (a)-(c) in the statement of Proposition 1.1 hold.
Since M
⋂
M′ = C and any element x ∈ M(0)
⋂
(M(0))′ commutes with all ele-
ments in M(n) for each n ∈ Z, we have M(0)
⋂
(M(0))′ = C. We claim further that
the linear map which extends the following map
(27) x = Πn∈Zxn → x˜ = ⊗n∈Zx˜n
is a C∗ isomorphism between M and ⊗n∈ZM˜(n), where xn ∈ M(n), taking values
I except for finitely many n ∈ Z and M˜(n) are copies of M(0) with elements x˜n =
θ−n(xn) ∈M(0) for all n ∈ Z. The universal property of tensor products implies: as
a vector space M is isomorphic to ⊗n∈ZM˜(n). That the map is also C∗ isomorphic,
follows once we verify
(28) ||x|| = ||x˜||
for x = Πn∈Zxn. Note that M being a nuclear C
∗-algebra [ChE], there is a unique
C∗ norm determined by its cross norm [Pau]. For commuting self-adjoint elements
(xn), spectrum σ(x) of x = Πn∈Zxn is given by σ(x) = {Πn∈Zλn : λn ∈ σ(xn)},
where σ(xn) is the spectrum of xn. Thus
||x|| = supλn∈σ(xn)Πn∈Z|λn|
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= Πn∈Znsupλn∈σ(xn)|λn|
= Πn∈Z||xn||
So for the equality of norms in (28), we can use Gelfand theorem on spectral
radius for a self-adjoint element x = Πn∈Zxn and then use C
∗ property of the norms
to verify the equality (28) for all x = Πn∈Zxn. Thus the C
∗ algebraM is isomorphic
to ⊗n∈ZM˜(n), where we recall M˜(n) are copies of M(0).
This shows that there exists an automorphism α : M→ M that commutes with
θ taking M(n) to M˜(n) for each n ∈ Z. In particular, (M, θ, tr0) is isomorphic to
(⊗n∈ZM˜(n), θ, tr0), where we used the same notations tr0 for the unique normalized
traces on M and ⊗n∈ZM˜(n) respectively. Since Connes-Størmer dynamical entropy
is an invariant for C∗ dynamical system and is equal to mean entropy for the
unique normalised trace, we get M˜(n) = M
(n)
d (C). This shows the isomorphism
(20) is induced by an automorphism α : M→ M such that α(M0) = ML, where α
commutes with θ by our construction.
Remark 3.8. Proposition 1.1 says for a nuclear C∗ algebraM with a normalised
trace ω0, C
∗-dynamical system (M, θ, ω0) satisfying (a)-(c) is isomorphic to a two
sided translation on a quantum spin chain C∗-algebra. Furthermore, under the
same hypothesis, a more general C∗-dynamical system (M, θ, ω) is isomorphic to
translation dynamics on a two sided infinite tensor product ⊗n∈ZM˜(n), where M˜(n)
are copies of a C∗ sub-algebra of M.
4. Maximal abelian C∗ sub-algebras and automorphisms of M
We recall briefly our notions used in the following text. Let Ω = {1, 2, .., d} and
ΩZ = ×n∈ZΩ(n), where Ω(n) are copies of Ω and equip with product topology.
Thus C(ΩZ) can be identified with the C∗-sub-algebra De = ⊗n∈ZD
(n)
e (C), where
D
(n)
e (C) = Dd(C) for all n ∈ Z and Dd(C) is the set of diagonal matrices with
respect to an orthonormal basis e = (ei : 1 ≤ i ≤ d) for Cd. In other words, we
identify d × d diagonal matrices Dd(C) with the algebra C(Ω) of complex valued
continuous functions on Ω.
A commutative ∗-subalgebra D ofMd(C) is called maximal abelian if D′ = D.
In such a case D = Dd(C) for some orthonormal basis e for C
d. More generally,
an abelian C∗ sub-algebra D of a C∗ algebra B is called maximal abelian if D′ =
D. As a first step, we investigate some maximal abelian C∗-subalgebras of M =
⊗n∈ZM
(n)
d (C) those are θ invariant i.e. θ(D) = D. In the following we use norm
one projections EΛ : M → MΛ with respect to unique trace. We recall that EΛ
commutes with {βg : g ∈ ⊗Ud(C)} by Lemma 2.2.
Lemma 4.1. For a subset Λ of Z we have
(a) M′Λ =MΛ′ ;
(b) MΛ
⋂
De = DeΛ;
(c) De is a maximal abelian ∗-sub-algebra of M and De ≡ C(ΩZ), the algebra of
continuous functions on ΩZ;
(d) We set C∗-sub-algebra MeΛ =MΛ ∨ D
e of M. Then the following hold:
(i) (MeΛ)
′ = DeΛ′ ;
(ii) (DeΛ′ )
′ =MeΛ.
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Proof. For (a) we repeat the same idea used in the proof for M′R = ML in
Lemma 3.2. That MΛ′ ⊆ M′Λ is obvious. For the reverse inclusion, we fix any
element x ∈ M′Λ and consider the elements EΛ1 (x) for Λ ⊆ Λ1 so that Λ1
⋂
Λ′ is a
finite subset of Z. For any unitary element u ∈MΛ we have
uEΛ1(x)u
∗
= EΛ1(uxu
∗)
= EΛ1 (x)
ThusMΛ1 ∈MΛ1
⋂
M
′
Λ =MΛ1
⋂
Λ′ . Since ||x−EΛ1(x)|| → 0 as Λ1 ↑ Z in the sense
of van-Hove [BR2], we conclude that x ∈MΛ′ .
For (b) we can repeat ideas of the proof of (a) with obvious modification. To
prove the non trivial inclusion, we fix any element x ∈ MΛ
⋂
De and consider
EΛ1(x) for Λ ⊆ Λ1 such that Λ1
⋂
Λ′ is a finite subset of Z. For any unitary
element u ∈ MΛ1
⋂
Λ′ ∨D
e
Λ we have
uEΛ1(x)u
= EΛ1(uxu
∗)
= EΛ1 (x)
Thus EΛ1(x) ∈ MΛ
⋂
DeΛ = D
e
Λ. Taking von-Hove limit ||x − EΛ1 (x)|| → 0 as
Λ1 ↑ Z, we get x ∈ DeΛ. This completes the proof of (b).
For non trivial inclusion D′e ⊆ De, we fix an element x in the commutant of D
e.
Then we have
uEΛ(x)u
∗
= EΛ(uxu
∗)
= EΛ(x)
for all unitary element u ∈ DeΛ = ⊗k∈ΛD
(k)
e and thus EΛ(x) ∈ DeΛ since D
e
Λ is a
maximal abelian sub-algebra ofMΛ for |Λ| <∞. Since ||x−EΛ(x)|| → 0 as Λ ↑ Z as
van Hove limit, we conclude that x ∈ De as De is the norm closure of {DeΛ : Λ ⊂ Z}.
For (d), we have the following equalities:
(MeΛ)
′ =M′Λ
⋂
(De)′
=MΛ′
⋂
D
e
(by Lemma 4.1 (a) )
= DeΛ′
(by Lemma 4.1 (b) ), where Λ′ is the complementary set of Λ.
Furthermore, we claim also that
(DeΛ′)
′ =MeΛ
That MeΛ ⊆ (D
e
Λ′)
′ is obvious. For the reverse inclusion, let x ∈ (DeΛ′)
′ and consider
the sequence of elements xn = EΛn(x), where Λn is sequence of subsets containing
Λ and Λn ↑ Z as n→∞. Then for all y ∈ DeΛn
⋂
Λ′ , we have
yEΛn(x)
= EΛn(yx)
= EΛn(xy)
= EΛn(x)y
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and thus EΛn ∈ D
e
Λn
⋂
Λ′
⋂
MΛn ⊆ M
e
Λ. Taking limit n→ ∞ in ||x − xn|| → 0, we
get x ∈MeΛ.
Let P be the collection of orthogonal projections in M i.e. P = {p ∈ M :
p∗ = p, p2 = p}. So P is a norm closed set and ωρ(eII) =
1
dn , where e
I
I =
.. ⊗ Id ⊗ |ei1〉〈ei1 | ⊗ |ei2〉〈ei2 |.. ⊗ |ein〉〈ein | ⊗ Id.., where e = (ei : 1 ≤ i ≤ d) is an
orthonormal basis for Cd. This shows that P has no non-zero minimal projection
and range of the map ωρ : P → [0, 1] at least has all d−adic numbers i.e. Id =
{ jdn : 0 ≤ j ≤ d
n, n ≥ 1}.
An abelian sub-collection P0 of projections is called maximal if there exists an
abelian collection of projections P1 containing P0 then P1 = P0. As a set P0 is
a closed subset of P . It is simple to verify that P0 is maximal if and only if any
projection commuting with elements in P0 is an element itself in P0. It is less
obvious that the norm closure of the linear span of P0 i.e. S(P0) is a maximal
abelian C∗-subalgebra of M. In the following proposition we prove a simple result
first as a preparation for a little more deeper result that follows next.
Lemma 4.2. The set Pe = {p ∈ De : p∗ = p, p2 = p} is a maximal abelian set of
projections in M. Furthermore
Pe = {p ∈ D
e
⋂
MΛ : p
∗ = p, p2 = p, finite subset Λ ⊂ Z}
Proof. Let q be a projection in M that commutes with all the element of Pe.
Then q also commutes with De and De being maximal abelian by Lemma 4.1 we
get q ∈ De. Thus q ∈ Pe
By Lemma 4.1 De ≡ C(ΩZ) and so a projection p ∈ De can be identified with an
indicator function of a close set. The product topology on ΩZ being compact, any
closed set is also compact. Thus any close set in ΩZ is a finite union of cylinder
sets. So p ∈MΛ for a finite subset Λ of Z depending only on p.
We use the following notions S1 = {z ∈ C : |z| = 1} and (S1)d = S1 × S1... ×
S1(d-fold) in the text. For an element z ∈ (S1)d, we define automorphism βz on
Md(C) by
(29) βz(x) = DzxD
∗
z ,
where Dz is the diagonal unitary matrix ((δ
i
jzi)). We use notation β
(k)
z for auto-
morphism acting trivially on M except onM
(k)
d (C) as βz. For zk ∈ (S
1)d, k ∈ Z,
β = ⊗k∈Zβ
(k)
zk is an automorphism on M and β commutes with θ if zk = z for all
k ∈ Z. We use notation βz for ⊗β
(k)
z . If z = (z, z, .., z) then we simply use βz which
is consistent with our notation automorphism βz on Od. Note that βz = I on M
for any z ∈ S1.
Lemma 4.3. Let β be an automorphism on M such that β = I on De. Then
β = ⊗k∈Zβ
(k)
zk on M for some zk ∈ (S
1)d.
Proof. We fix a finite subset Λ of Z. For any x ∈ MeΛ = MΛ ∨ D
e, we have
xy = yx for all y ∈ DeΛ′ . Thus
β(x)y
= β(x)β(y)
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= β(xy)
= β(yx)
= β(y)β(x)
= yβ(x)
for all y ∈ DeΛ′ . This shows that β(M
e
Λ) ⊆ M
e
Λ since M
e
Λ = (D
e
Λ′)
′ by Lemma 4.1
(d). Furthermore, β being an automorphism and β−1(x) = x for all x ∈ De, we
also have β−1(MeΛ) ⊆M
e
Λ. Thus we have
β(MeΛ) =M
e
Λ
In particular, we have
β(MΛ) ∨ D
e
Λ′ =M
e
Λ
since β fixes all elements in De. The last identity clearly shows that β(MΛ) =MΛ.
Since β fixes all elements in De and so in particular all elements in DeΛ, we conclude
that
β = β(n)zn
for some zn ∈ (S
1)d on eachM
(n)
d (C), n ∈ Z. Thus β = ⊗n∈Zβ
(n)
zn on M by
multiplicative property of β.
We arrive at the following hyper-rigidity property of maximal abelian C∗ sub-
algebra De.
Corollary 4.4. If actions of two automorphisms α and β are equal on De then
βα−1 = ⊗n∈Zβ
(n)
z
n
for some zn ∈ (S
1)d, n ∈ Z.
Proof. The automorphism β−1α acts trivially on De and thus by Lemma 4.3
we get the required result.
Corollary 4.5. Let β be an automorphism onM such that βθ = θβ. If β(De) =
D
e and ββg = βgβ on D
e for all permutation g of the basis (ei) then β = θ
k for
some k ∈ Z.
Proof. Since β is a continuous map on De ≡ C(ΩZ), we get a continuous
map βˆ : ΩZ → ΩZ so that β(f(w)) = f(βˆ(w)) for all w ∈ ΩZ. The map βˆ
being one to and onto continuous, it takes open sets to open sets. In particular
(finitely supported) cylinder sets to cylinder sets. Since β is trace preserving, βˆ is a
Bernoulli measure preserving map. Thus βˆ(Ei0) = E
pi0(i)
n(i) , where E
i
n is the cylinder
set Ω × .. × {i}nth place × Ω... and pi0(i) ∈ {1, 2, .., d}. Since β commutes with
permutation of basis (ei) on D
e and θ, we conclude that n(i) = n and pi0(i) = i.
This shows that β = θn on De and hence βθ−n = ⊗n∈Zβnzn by Corollary 4.4.
Since both β and θ−n commutes with βg for any permutation matrices g of the
orthonormal basis (ei), we conclude that βθ
−n = βz for some z ∈ S1. However βz
on M is I for any z ∈ S1 and thus conclude β = θn for some n ∈ Z.
We are left to answer a crucial existence question on automorphisms, namely,
given an auto-morphism β0 : D
e → De, is there an auto-morphism β : M → M
extending β0? We begin with a lemma to that end.
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Lemma 4.6. Let P be a unital C∗ subalgebras of M such that θ(P) = P. Then
(P, θ, ω0) ≡ (⊗n∈ZP (n), θ, ω0), whereP (n) are isomorphic C∗-sub-algebra ofM
(n)
d (C)
with θ(P (n)) =P (n+1) and ω0 is the unique normalize trace on M.
Proof. We set
PR = P
⋂
MR = ER(P)
and
PRn = P
⋂
MRn = ERn(P),
where Rn = {k ∈ Z : k > n}. We also set a sequence of increasing C∗ algebras
defined by
M
(n)
P = PR
⋂
P
′
Rn
for n ≥ 1. We claim that
PR = ∨n≥1M
(n)
P
We need to show the non trivial inclusion PR ⊆ ∨n≥1M
(n)
P . We fix any x ∈ PR
and consider the sequence xn = EΛn(x), where Λn = {k ∈ Z : 1 ≤ k ≤ n}. Since
EΛ(PR) = PR
⋂
MΛ, we get xn ∈ PR
⋂
MΛn ⊆ PR
⋂
P′Rn
, where we have used
PRn ⊆ MRn and so MΛn = M
′
Rn
⊆ P′Rn . Since ||x − xn|| → 0 as n → ∞, we
conclude that x ∈ ∨n≥1M
(n)
P .
Since θ(P) = P, we get θ(PR) = P
⋂
θ(MR) ⊂ PR. Thus the C∗-inductive limit
of PR →θR PR is P and P = ∨n∈ZP(n) where P(n) = θn(PR)
⋂
θn+1(PR)
′ and P(n)
is a commuting family of C∗ sub-algebra of M with θ(P(n)) = P(n+1).
We consider the C∗ dynamical system (P, θ, ω0), where ω0 is the unique normalize
trace on M. The Connes-Størmer dynamical entropy of (P, θ, ω0) is less then equal
to the Connes-Størmer dynamical entropy of (M, θ, ω0) as P ⊆ M. The Connes-
Størmer dynamical entropy being an invariant of (P, θ, ω0), is equal to the mean
entropy i.e.
S(ω0|P
(0)) ≤ S(ω0|M
(0)) = ln(d),
where S(ω0|P(0)) and S(ω0|M(0)) are the total entropies of the states ω0 restricted
to P(0) and M(0) respectively. Thus P(0) is isomorphic to a C∗-sub algebra P (0) of
M (0)(C) ≡Md(C).
We set P (n) = θn(P (0)) and complete the proof that P ≡ ⊗n∈ZP (n) by evoking
the line of argument used in the proof of Proposition 1.1 to show that the map
pin∈Zxn → ⊗n∈Zx˜n
is an isomorphism, where i0 : x0 → x˜0 is the isomorphism between P(0) and P (0)
and x˜n = θ
n(i0(θ
−n(xn))) for all xn ∈ P(n).
Theorem 4.7. Let β0 be an automorphism on D
e commuting with θ then there
exists an automorphism β on M that commutes with θ. If α is an another auto-
morphism extending β0 then βα
−1 = βz for some z ∈ (S1)d.
Proof. For each n ∈ Z, we consider the orthogonal projections fkk (n) = β0(|ek〉〈ek|
(n))) :
1 ≤ k ≤ d} and the commutativeC∗ algebra C0 generated by elements {β0(|ek〉〈ek|(n)) :
1 ≤ k ≤ d, n 6= 0}. We claim that C∗ algebra C′0 is isomorphic to D
e ∨M
(0)
d (C).
By Lemma 4.2 the family of projections (fkk (0) : 1 ≤ k ≤ d) are elements in MΛ
for some finite subset Λ of Z and so C′0 ⊆MΛ ⊗ D
e
Λ′
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Furthermore, we find some local automorphism αΛ which acts trivially on MΛ′
such that
αΛ(C0) = θ
k(DeZ∗), Z∗ = {n ∈ Z, n 6= 0}
for some k ∈ Z. By taking the commutant of the equality, we get
θ−k(αΛ(C
′
0)) = D
e ∨M
(0)
d (C),
where we have used Lemma 4.1 (d). So C′0 is isomorphic to D
e ∨M
(0)
d (C).
Thus we can find elements (fkj (0) : 1 ≤ k, j ≤ d) in C
′
0 satisfying the matrix
relations namely
(f ij(0))
∗ = f ji (0) : f
i
j(0)f
k
l (0) = δ
k
j f
i
l (0)
extending the isomorphism β0 : D
e → De to
β0 : D
e ∨M
(0)
d (C)→ C
′
0
with
β0(e
i
j(0)) = f
i
j(0), 1 ≤ i, j ≤ d
We set β onM
(n)
d (C) by
β(x) = θnβ0θ
−n(x)
We extend β on Mloc by linearity and ∗-multiplicative property. Let β : M →
M be the unique bounded extension of β : Mloc → M. Thus β is a unital ∗-
homomorphism.
Since β0θ = θβ0 on D
e, we verify for x = θn(x0) with x0 ∈ D
e
{0} that
β(x) = θnβ0θ
−nθn(x0)
= θnβ0(x0)
= β0θ
n(x0)
= β0(x)
Thus the map β, which is linear and ∗-multiplicative on M, in particular satisfies
β = β0 on D
e.
We need to show β is an automorphism on M. The multiplicative property of β
on M says that N = {z : β(z) = 0} is a two sided ideal of M. M being a simple
[Pow,ChE,BR1], C∗ algebra N is either trivial null set or M. Since β(I) = I, we
conclude that N is the trivial null space i.e. β is injective. In particular the map
x→ ||β(x)|| is a C∗-norm on M where by ∗ homomorphism property of β we verify
that
||β(x)∗β(x)||
= ||β(x∗)β(x)||
= ||β(x∗x)||
for all x ∈ M. However, C∗ norm being unique on a ∗-algebra if it exists, we get
||β(x)|| = ||x|| for all x ∈ M.
Furthermore, the map β being norm preserving, β(M) is norm closed and thus
a C∗-sub algebra of M. Since βθ = θβ on M, we also have θ(β(M)) = β(θ(M)) =
β(M). So the equality β(M) =M follows by Lemma 4.6 once we show that β(M)′ =
C
ISOMORPHISM THEOREM FOR KOLMOGOROV STATES OF M = ⊗n∈ZM
(n)
d
(C) 25
Since β(De) = β0(D
e) = De and De is maximal abelian, an element x ∈ β(M)′ is
also in De and thus x = β0(y) for some y ∈ De. Now we verify the following simple
equalities for all z ∈M:
β(yz − zy)
= β(y)β(z)− β(z)β(y)
= β0(y)β(z)− β(z)β0(y)
= xβ(z)− β(z)x
= 0,
where x ∈ β(M)′. Thus we have yz−zy = 0 for all z ∈MΛ by the injective property
of β. So we conclude that y is a scaler multiple of identity. This shows x = β0(y)
is also a scaler multiple of the identity element of M i.e. β(M)′ = C.
5. A complete isomorphism theorem for Bernoulli states of M
Let ω be a faithful state on the C∗ algebra M = ⊗n∈ZM
(n)
d (C) and (Hω , piω, ζω)
be the GNS representation of (M, ω) so that ω(x) = 〈ζω , piω(x)ζω〉 for all x ∈ M.
Thus the unit vector ζω ∈ Hω is cyclic and separating for von-Neumann algebra
piω(A)′′ that is acting on the Hilbert space Hω. Let ∆ω and Jω be the modular and
conjugate operators on Hω respectively of ζω as described in section 2. We recall,
the modular automorphisms group σω = (σωt : t ∈ R) of ω is defined by
σωt (a) = ∆
it
ωa∆
−it
for all a ∈ piω(M)′′.
For a given faithful state ω of M, (σωt ) may not keep Nω invariant, where Nω =
piω(D
e)′′ is a von-Neumann sub-algebra ofMω = piω(M)′′. However, for an infinite
tensor product state ωρ = ⊗n∈Zρ(n) with ρ(n) = ρ for all n ∈ Z, σ
ωρ
t = ⊗n∈Zσ
ρn
t
preserves Nω if ρ is a diagonal matrix in the orthonormal basis e = (ei) of C
d. In
such a case, Eωρ :Mωρ → Nωρ satisfy the bi-module property (24) and furthermore,
we have
(30) Eωρ(piωρ(x)) = piωρ(Eω0(x))
for all x ∈ M, where Eω0 is the norm one projection from M onto D
e with respect
to the unique normalised trace ω0 of M. One can write explicitly
Eω0 = ⊗n∈ZE
(n)
0
where E
(n)
0 = E0 for all n ∈ Z and E0 is the norm one projection fromMd(C) onto
the algebra of diagonal matrices Dd(C) with respect to the basis (ei). The map
E0 :Md(C)→Dd(C) is given by
E0(x) =
∑
1≤i≤d
〈ei, xei〉|ei〉〈ei|
for all x ∈Md(C).
The map ρ → ρˆ is one to one and onto between the set of density matrices in
Md(C) and the set of states onMd(C), where
ρˆ(x) = tr(xρ)
for all x ∈Mn(C). We define entropy for a density matrix ρ inMd(C) by
S(ρ) = −tr(ρlnρ)
= −
∑
i
λiln(λi),
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where ρ =
∑
1≤i≤d λi|ei〉〈ei| for some λi ∈ [0, 1] with
∑
i λi = 1. One alternative
description of S(ρ) is given by a variational formula [OP]:
S(ρ) = inff=(fi) −
∑
i
ρˆ(|fi〉〈fi|)ln(ρˆ(|fi〉〈fi|)),
where infimum is taken over all possible orthonormal basis. Thus the variational
expression for S(ρ) achieves its values for the basis e = (ei) that makes ρ diagonal.
Theorem 5.1. Mean entropy is a complete invariant of translation dynamics
for the class of tensor product faithful states of M i.e. Two infinite tensor product
faithful states ωρ and ωρ′ give isomorphic translation dynamics if and only if S(ρ) =
S(ρ′).
Proof. For the time being, we assume both the faithful states ρ and ρ′ admit
diagonal representations with respect to an orthonormal basis e = (ei) of C
d. So
the restrictions of ωρ and ωρ′ are Bernoulli states on D
e with equal Kolmogorov-
Sinai dynamical entropies. Thus by a theorem of D. Ornstein [Or1], we find an
automorphism β0 : D
e → De such that β0θ = θβ0 on D
e and ωρ′ = ωρβ0 on D
e.
Let β be an automorphism on M that extends β0 : D
e → De and commutes with
θ :M→M. Such an automorphism exists by Theorem 4.7.
Now we consider the state ω = ωρβ on M. The state ω is faithful and its
modular automorphism group σωt : piω(M)
′′ → piω(M)′′ associated with the cyclic
and separating vector ζω for piω(M)
′′ satisfies the relation
(31) σωt βˆ = βˆσ
ωρ
t
on piωρ(M)
′′, where βˆ : piωρ(M)
′′ → piω(M)′′ is the automorphism defined by ex-
tending the map
(32) βˆ : piωρ(x)→ piω(β(x))
for all x ∈ M. For a proof, we can use uniqueness of the automorphisms group of
ω satisfying 12 -KMS condition (21) [BR2].
Since automorphism β is an extension of automorphism β0 of D
e, the equation
(31) says that σωt also preserves piω(D
e)′′. Thus once again by a theorem of M.
Takesaki [Ta2], there exists a norm one projection
Eω : piω(M)
′′ → piω(M)
′′
with range equal to piω(D
e)′′ satisfying
ω = ωEω
on piω(M)
′′.
The rest of the proof are done in the follows elementary steps:
(a) βˆ−1Eωρ βˆ = Eω;
Proof. It is obvious that both the maps Eω and βˆ
−1Eωρ βˆ are norm one projec-
tions satisfying bi-module property (24) from piω(M)
′′ onto piω(D
e)′′. Furthermore,
ωβˆ−1Eωρ βˆ
= ωρEωρ βˆ
= ωρβ
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= ω
Thus by uniqueness of the norm project with respect to ω, we get the equality in
(a).
(b) Eωpiω(x) = piω(Eω0(x)) for all x ∈M.
Proof. For any automorphism β, ω0β is also a normalised trace and thus by
the uniqueness of normalised trace, we get ω0β = ω0. Furthermore, β
−1Eω0β is
also the norm one projection with respect to the unique normalised trace ω0 and
thus we get β−1Eω0β = Eω0 on M by the uniqueness of the norm one projection
with respect to ω0. We now complete the proof of (b) by the covariant property
(a) and (30) valid for ωρ.
Let αp be the automorphism onM that extends linearly the map x = ⊗n∈Zxn →
⊗n∈Zxp(n), where p is a permutation on Z that keeps all but finitely many points
of Z unchanged.
We also define automorphism αˆp : piω(M)
′′ → piω(M)
′′ by extending the map
piω(x)→ piω(αp(x))
for all x ∈M to its weak∗-closer. In particular, we have
αpEω0 = Eω0αp
on M by (30).
(c) ωαp = ω for all permutation p on Z.
Proof. We verify the following equalities:
ω(x)
= 〈ζω , piω(x)ζω〉
= 〈ζω ,Eω(piω(x))ζω〉
(since ωEω = ω )
= 〈ζω , αˆp(Eω(piω(x))ζω〉
(since ωαp = ω on D
e
Z as ω = ωρ′ on D
e by our construction.)
= 〈ζω , αˆp(piω(Eω0(x)))ζω〉
( by (b) )
= 〈ζω , piω(αp(Eω0(x)))ζω
( by definition of αˆp )
= 〈ζω , piω(Eω0(αp(x)))ζω〉
( since Eω0αp = αpEω0 )
= 〈ζω ,Eω(piω(αp(x)))ζω〉
( again by (b) )
= 〈ζω , piω(αp(x))ζω〉
( since ω = ωEω )
= ω(αp(x))
(d) ω is an infinite tensor product state;
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Proof. It follows from (c) once we use a quantum version of classical de Finetti
theorem [Stø2], which says any translation invariant factor state with permutation
symmetry is an infinite product state.
The state ω being an infinite product translation invariant state of M, we may
write ω = ⊗n∈Zω(n), where ω(n+1) = ω(n) for all n ∈ Z and ω(0)(x) = tr(xρ0) for
some density matrix ρ0 inMd(C). The mean entropy being equal to CS dynamical
entropy for any infinite product state, we get S(ρ0) = S(ρ).
Since ω = ωρβ0 = ωρ′ on D
e by our construction, ρˆ0(|ek〉〈ek|) = ρˆ′(|ek〉〈ek|) for
all 1 ≤ k ≤ d. Thus
S(ρ0)
= S(ρ)
= S(ρ′)
= −
∑
k
ρˆ′(|ek〉〈ek|)lnρˆ′(|ek〉〈ek|)
= −
∑
k
ρˆ0(|ek〉〈ek|)ln(ρˆ0(|ek〉〈ek|))
By our starting assumption ρ′ is also diagonal with respect to the orthonormal
basis e = (ei). Thus ρ0 = ρ
′ once we show ρ0 is also diagonal in the basis e = (ei).
(e) For a density matrix ρ0 inMd(C) we have
(33) S(ρ0) = −
∑
i
ρˆ0(|ei〉〈ei|)ln(ρˆ0(|ei〉〈ei|))
if and only if ρ0 =
∑
i λi|ei〉〈ei| for some λi ∈ [0, 1] i.e. ρ0 admits a diagonal
representation in the basis e = (ei).
Proof. Let E0 be the norm one projection fromMd(C) on d dimensional diag-
onal matrices Dd(C) with respect to the orthonormal basis e = (ei). Then equality
in (33) says S(ρ0) = S(E0(ρ0)) as
ρˆ0 ◦ E0(x)
= tr(ρ0E0(x))
= tr(E0(ρ0)E0(x))
= tr(E0(ρ0)x)
for all x ∈Md(C). We compute now the relative entropy [OP]
S(ρˆ0, ρˆ0 ◦ E0))
= −tr(ρ0ln(ρ0 − E0(ρ0))
= S(ρ0) + trE0(ρ0lnE0(ρ0))
( by the bi-module property of E0)
= S(ρ0) + trE0(ρ0)ln(E0(ρ0))
= S(ρ0)− S(E0(ρ0))
= 0 by (33)
Thus ρˆ0 = ρˆ0E0 i.e. ρ0 = E0(ρ0). This completes the proof for ‘only if’ part. If
part is trivial.
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Thus we complete the proof by concluding ρˆ0 admits a diagonal representation
in e = (ei) and so ρ0 = ρ
′ since they equal values on |ei〉〈ei| for all 1 ≤ i ≤ d since
ω = ωρ′ on D
e. Thus ω = ωρ0 = ωρ′ .
For more general faithful states ρ and ρ′ ofMd(C) satisfying S(ρ) = S(ρ
′), we can
find an element g ∈ SUd(C) such that ρ and ρ′βg are simultaneously diagonalizable
with respect to an orthonormal basis (ei). Since S(ρ
′) = S(gρ′g∗) and βgθ = θβg
for any g ∈ SUd(C), we can complete the proof by the first part of the argument.
This completes the proof.
Note that the faithful property of states of M are also an invariant for transla-
tion dynamics and thus two infinite translation invariant product states with equal
entropy need not give isomorphic dynamics. This observation is a contrast to clas-
sical situation where De = C(ΩZ) are isomorphic as a topological space for all
values of d ≥ 2, where Ω = {1, 2, .., d}. In contrast C∗ algebras ⊗n∈ZM
(n)
2 (C) and
⊗n∈ZM
(n)
3 (C) are not isomorphic [Gl].
6. A weak complete invariant for Kolmogorov states of M = ⊗n∈ZM
(n)
d
(C)
Proposition 6.1. Let ω be a translation invariant pure state onM = ⊗n∈ZM
(n)
d (C)
with Kolmogorov property. Then its Mackey index of shift with respect to filtration
generated by E = [piω(MR)
′ζω] is equal to ℵ0. Same holds for filtration generated by
the projection F = [piω(ML)
′′ζω] for a translation invariant state with Kolmogorov
property.
Proof. Let E be the support projection of ω in piω(MR)
′′ , where (Hω , piω, ζω)
is the GNS space associated with the state ω on M, i.e. E = [piω(MR)
′ζω ]. By
Haag duality [Mo5] we also have E = [piω(MR)
′ζω ] = [piω(ML)
′′ζω ] and so θ(E) =
[piω(θ(ML))
′′ζω ]. We claim that θ(E)−E is infinite dimensional. That θ(E)−E 6= 0
follows as θn(E) ↑ I as n ↑ ∞ and θn(E) ↓ |ζω〉〈ζω | as n ↓ −∞. We choose a unit
vector g ∈ θ(E) − E and thus in particular g ⊥ ζω since θ(E)ζω = ζω. We set
temporary notation G = [piω(MR)
′g] and note that G ⊆ θ(E) as ML ⊆ θ(ML) and
G ⊥ E as g ⊥ ζω. Thus G ≤ θ(E)−E. We claim that G is an infinite dimensional
subspace as otherwise we find a finite dimensional representation of MR on G by
restricting the representation piω of ML to G. That contradicts the simplicity of
ML as a C
∗-algebra [Mu].
The proof uses Haag duality property but one may as well get a proof of Propo-
sition 2.1 without using it as follows. In the following we use filtration generated
by F to give an alternative proof.
Let F = [piω(ML)
′′ζω ] be the projection in the GNS space (Hω , piω, ζω). Thus
θn+1(F ) ≥ θn(F ) for all n ∈ Z and θn(F ) ↑ I by cyclic property of the GNS
representation. By Proposition 1.1, Kolmogorov property of ω is equivalent to
Fn = θ
n(F ) ↓ |ζω〉〈ζω | in strong operator topology as n ↓ −∞. Thus F ⊖ |ζω〉〈ζω |
rises to a system of imprimitivity with action of translation θ i.e.
0 ≤ θm(Fn − |ζω〉〈ζω |) = Fn+m − |ζω〉〈ζω |
and Fn − |ζω〉〈ζω | ↓ 0 as n ↓ −∞. By going along the same line of proof above,
we choose a unite vector g ∈ θ(F )− F and use simplicity of the C∗-algebra ML to
shows G = [piω(ML)
′′g] is an infinite dimensional projection and thus the Mackey
system generated by the projection F − ζω〉〈ζω | by shift is of index ℵ0.
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Theorem 6.2. Two translation invariant pure states on M with Kolmogorov
property gives unitarily equivalent shift on M.
Proof. Let ω, ω′ be two such states ofM. By Mackey’s theorem [Mac], as their
Mackey’s indices are equal to ℵ0 by Proposition 6.1, we get a unitary operator
U : Hω → Hω′ such that
(34) USU∗ = S′, UFU∗ = F ′
In particular we get UΘ(X)U∗ = Θ(UXU∗) for all X ∈ piω(M)′′.
Theorem 6.3. Let ω be a translation invariant pure state onM with Kolmogorov
property. Then (M, θ, ω) is unitarily equivalent to a Bernoulli dynamics (M, θ, ωλ),
where λ ∈ Cn is a unit vector.
Proof. A pure Bernoulli state on M admits Kolmogorov property and thus it
is a simple case and proof follows by Theorem 6.2.
It is already known [NeS] that Connes-Størmer dynamical entropy is zero for a
pure translation invariant state. In general for a translation invariant state on M,
hCS(ω) ≤ s(ω), where s(ω) is the mean entropy. One of the standing conjecture in
the subject about equality. In particular it is not known yet whether s(ω) is zero for
a translation invariant pure state. As a first step towards the conjecture it seems
worth to investigate this question for such a state with Kolmogorov property. Note
that mean entropy is yet to be interpreted as an invariant for the shift! However it
is not hard to verify mean entropies of translation invariant states ω1, ω2 are equal
if (M, θ, ω1) and (M, θ, ω2) are isomorphic provided the isomorphism β is local i.e.
preserves the algebra Mloc =
⋃
Λ:|Λ|<∞MΛ. Thus in contrast to classical situation
and Connes-Størmer’s theory of Bernoulli shifts we have the following.
Theorem 6.4. Let (M, θ, ω) be as in Theorem 6.3. Then (M, θ, ω) and (M, θk, ω)
are unitarily equivalent dynamics with Connes-Størmer dynamical entropy equal to
zero but not isomorphic as C∗ dynamics for k 6= 1.
Proof. By Theorem 6.2 (M, θ, ω) and (M, θk, ω) are unitarily equivalent since
each admits Kolmogorov’s property with Mackey’s index equal to ℵ0. For a trans-
lation invariant pure state, Connes-Størmer dynamical entropy is zero [NeS]. Since
Kolmogorov states are also pure states [Mo2], their dynamical entropies are equal
to zero. However Connes-Størmer dynamical entropy of (M, θ, ω0) is equal to mean
entropy s(ω0), where ω0 is the unique tracial state on M and Conees-Størmer dy-
namical entropy of (M, θk, ω0) is equal to ks(ω0). If these two dynamics were
equivalent i.e. θβ = βθk and ωβ = ω for some automorphism β then we also would
have ω0β = ω0, ω0 being the unique trace of M. Since Connes-Størmer dynamical
entropy is an invariant, as dynamics they are not equivalent since s(ω0) = ln(d) 6= 0.
Any isomorphism on two compact Hausdorff Bernoulli spaces ΩZd = ⊗n∈ZΩ
(n)
d ,
Ωd = {1, 2, .., d} and Ω
Z
d′ = ⊗n∈ZΩ
(n)
d′ , Ωd′ = {1, 2, .., d
′} equipped with the product
topologies is local i.e. it takes any open set O ∈ ΩZd with finite support to another
open set with finite support in ΩZd′ . An open set with finite support is a finite
union of open cylinder sets. An open cylinder set is also compact in ΩZd since Ω
is a finite set and a continuous map takes a compact set to another compact set.
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However any subset of ΩZd′ can be covered by the collection of open cylinder sets
and so in particular any compact subset of ΩZd′ can be covered by finitely many open
cylinder sets of ΩZd′ . This shows isomorphism is local. The isomorphism being local,
we can use covariance relation with respect to translation action to conclude that
isomorphism takes Fn] to Fn+k] for all n ∈ Z for some fixed k ∈ Z. Similarly it takes
backward filtration F[n to F[n+k′ for all n ∈ Z for some k
′ ∈ Z, where F[n is the
minimal σ−field generated by the process {Xk : n ≤ k <∞}. A family of classical
Bernoulli states with entropy between 0 and ln(d) are embedded continuously into a
Bernoulli state ωλ onM = ⊗n∈ZM
(n)
d (C) and Kolmogorov-Sinai dynamical entropy
is a complete invariant to determine a translation invariant maximal abelian von-
Neumann sub-algebra upto isomorphism. On the other hand an isomorphism on
M = ⊗n∈ZM
(n)
d (C) commuting with θ need not be local. We gave a precise answer
to this question in Theorem 3.6.
In contrast for a pure Kolmogorov state ω the unitary operator U : Hω → Hω ,
intertwining weakly the two dynamics (M, θ, ω) and (M, θ2, ω), does not preserve
local algebra Mloc. Otherwise, M being a simple C
∗ algebra, we would have
Upiω(x)U
∗ = piω(β(x)) for some C
∗-isomorphism β : M→ M by the faithful prop-
erty of the representation piω and further inter-twinning relation US
2 = SU would
have given θβ = βθ2 on M. Since such a relation is impossible, we get a contra-
diction. A unitary conjugation that makes two Bernoulli dynamics (M, θ, ωλ) and
(M, θ2, ωλ) unitarily equivalent does not make them C
∗-isomorphic. This feature is
a deviation from an isomorphism map between two compact Hausdorff spaces, rep-
resenting Bernoulli or Markov shifts [Or1]. Thus this feature is purely a quantum
phenomenon and a strong deviation of our intuitions valid for classical spin chains.
One natural question that arises here: when two translation dynamics (M, θ, ω)
and (M, θ, ω′) with Kolmogorov pure states ω, ω′ are isomorphic? It seems that this
problem is far from being understood even in its primitive form. In the following
we make a simple observation.
Proposition 6.5. Two pure Kolmogorov dynamical systems (M, θ, ω) and (M, θ, ω′)
are isomorphic if and only if there exists a unitary operator U : Hω → Hω with
Uζω = ζ
′
ω such that the following holds:
(a) USω = Sω′U ;
(b) U∗piω(x)U = piω′(β(x)), x ∈M for some automorphism β on M.
Since M is a UHF C∗-algebra and ω, ω′ are pure states of M, we can apply R.T.
Power’s theorem (Theorem 3.7 and Corollary 3.8 in [Pow]) to find an automorphism
β :M→M such that
ω(x) = ω′(β(x))
for all x ∈ M. The question of interest for ω 6= ω′ and β is not equal to any
order of translation i.e. β 6= θn for some n ∈ Z. There exists a unitary operator
U : Hω → Hω′ with Uζω = ζ′ω so that
Upiω(x)U
∗ = piω′(β(x))
On the other hand by Theorem 6.2, there exists U : Hω → Hω′ such that USω =
Sω′U . Proposition 3.5 says that we need both the relations to hold simultaneously
for some unitary U for isomorphic dynamics.
Proof. Assume (a) and (b). Then by (a) we get U∗piω(θ(x))U = piω′(θ(β(x))) =
piω′(β(θ(x)). M being a simple C
∗ algebra, any non degenerate representation is
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faithful. Thus θβ = βθ and ω′β = ω. The converse statement follows along the
same line by tracing back the argument.
7. Isomorphism theorem for pure Kolmogorov states
Proposition 7.1. Let ωc be an extremal element in the convex set of translation
invariant states of De. Then the non empty compact convex set
Sθωc = {ω :M→ C, a translation invariant state such that ω(x) = ωc(x)∀x ∈ D
e}
is a face in the convex set of translation invariant states of M and extremal elements
are ergodic states of M.
Proof. That Sθωc is a non-empty compact set follows by Krein-Hahn-Banach
theorem once clubbed with averaging method using θ and weak∗ compactness of
the set of states of M. For the face property of Sθωc , let ω be an element in S
θ
ωc .
If ω = λω1 + (1 − λ)ω0 for some λ ∈ (0, 1) and translation invariant states ω0, ω1,
then by extremal property of ω1 = ω0 = ωc on D
e. Thus Sωc is a face and any
extremal element in Sωc is also an extremal element in the convex set of translation
invariant states of M. Thus ω is an ergodic state of M by Theorem 4.3.17 in [BR1]
since the dynamics (M, θn : n ∈ Z) is asymptotically abelian i.e. for all x, y ∈ M
we have ||xθn(y)− θn(y)x|| → 0 as |n| → ∞.
Remark 7.2. Any two extremal elements in Sθωc are either same or orthogonal
[ES]. More generally for two translation invariant classical ergodic states ωc and
ω′c, two extremal states ω ∈ S
θ
ωc and ω
′ ∈ Sω′c are either same or orthogonal. By
taking restrictions of these two states ω and ω′ to De, we arrive at Kakutani type
of dichotomy theorem [Kak,ES] that says two extremal translation invariant states
on De is either same or orthogonal. However, Proposition 7.1 gives no information
about existence of a translation invariant pure state in Sθωc . An ergodic translation
invariant state ω need not be even a factor state in general. As an example we may
take stationary Markov state ωc on {1, 2}Z with transition function that exchange
position in each step it moves forward. By Power’s criteria [Pow] we easily show
non of the extremal elements in Sθωc is a factor state.
However, it is not clear, whether the cyclic property [piω(D
e)′′ζω] = [piω(M)ζω ] is
good enough for the factor and hence the purity property of an extremal element
ω in Sθωc . In the next section, under some additional hypothesis [piω(D
e
R)
′′ζω ] =
[piω(MR)
′′ζω ], we will show that ω is a pure state.
Proposition 7.3. Let ω and ω′ be two translation invariant pure states of M
such that ω = ω′ on De. If ζω and ζω′ are cyclic vector for piω(D
e)′′ and piω′(D
e)′′
in Hω and Hω′ respectively. Then ω = ω′βz for some z ∈ (S1)d.
Proof. For two extremal elements ω and ω′ for which ζω and ζω′ are cyclic vec-
tors for piω(D
e)′′ and piω′(D
e)′′ in Hω and Hω′ respectively, we set unitary operator
V : Hω → Hω′ defined by extending the linear map
piω(x)ζω → piω′(x)ζω′
for x ∈ De. Thus we have
(35) Sω′V = V Sω,
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where Sω and Sω′ are unitary operators on Hω and Hω′ respectively associated
with ω and ω′ as defined in (3). Furthermore, we have
V piω(M)
′′V ∗ = piω′(M)
′′
and
V piω(x)V
∗ = piω′(x), x ∈ D
e
In particular UHFd algebras N1 = V piω(M)V ∗ and N2 = piω′(M) are isomorphic
to M with their von-Neumann completions equal to B(Hω′) and both C∗ algebras
contain commutative C∗ algebra piω′(D
e).
Since ω and ω′ are pure, by Theorem 3.7 and Corollary 3.8 in [Pow], there exists
a unitary operator U such that
(36) UN1U
∗ = N2
and an automorphism β on M for which ω = ω′β satisfying
(37) UV piω(x)V
∗U∗ = piω′(β(x)), x ∈ M
However such a U and so β is not unique for two given pure states ω and ω′. We
include a proof for existence of β satisfying (36) and (37) with β(x) = x for all
x ∈ De in Appendix A. The proof uses the line of arguments used in the proof for
Corollary 3.8 in [Pow] clubbing with the present special situation, where both N1
and N2 contains C∗ -sub-algebra piω′(De).
Thus by Lemma 4.3, we have β = ⊗k∈Zβzk on M for some zk ∈ (S
1)d. However
ω = ωθ and ω′ = ω′θ. Thus ω = ω′βz for some z ∈ (S1)d i.e. zk = z ∈ (S1)d for all
k ∈ Z.
Corollary 7.4. Let ω be a translation invariant pure state of M and ωc be its
restriction to De such that ζω is cyclic for piω(D
e)′′. Let β0 be an auto-morphism
on De commuting with θ so that ωc = ωcβ0 and β be an automorphism on M
commuting with θ and extending β0. Then we have
ωβz = ωβ
for an extension of β0 to an automorphism β on M.
Proof. We take ω′ = ωβ and find unitary operator U : Hω → Hω′ that maps
piω′(x)ζω → piω(β(x))ζω . Since β(De) = De, we check that ζω′ is also cyclic for
piω′(D
e) in Hω′ . Now we apply Proposition 7.3 to complete the proof.
Proof. (of Theorem 1.2) Let β0 be an automorphism on D
e so that β0θ = θβ0
on De and ω′c = ωcβ0. Let β be an automorphism of M extending β0 of D
e so that
βθ = θβ. Such an automorphism is guaranteed by Theorem 4.7. Now we consider
pure states ω′ and ωβ of M which extends state ω′0 of D
e. Now by Proposition 7.3,
we conclude that ω′ = ωββz for some z ∈ (S1)d. This completes the proof as ββz
commutes with θ.
8. Monic representation of Cuntz state and Kolmogorov state
A representation pi : Od → B(H) is called monic if there is a cyclic vector ζ ∈ H
for the maximal abelian C∗ sub-algebra De i.e. the set
{pi(sIs
∗
I)ζ : |I| <∞}
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of vectors is total in H. A state ψ of Od is called monic and its associated cyclic
representation (Hψ , piψ, ζψ) is called monic representation if {piψ(sIs∗I)ζψ : |I| <
∞} is total in Hψ.
Given a monic state ψ of Od we get a probability measure ωµ on ΩR by defining
its values on cylinder sets E = ×1≤k≤nEk by
ωµ(E1 × E2...× En × Ω× Ω...) =
∑
I=(i1,...in):ik∈Ek
ψ(SIS
∗
I )
for all subsets Ek of Ω = {1, 2, .., d}. Cyclic property of ζψ for the von-Neumann
algebra {piψ(sIs
∗
I) : |I| <∞}
′′ ensures that
(38) ωµ◦σi << ωµ,
where
σi : (Ω
R,FR, ωµ)→ (Ω
R,FR, ωµ)
takes a word (w1w2.....) in Ω
R to (iw1w2....) in Ω
R, FR is the Borel σ−field gener-
ated by the discrete topology of ΩR and
dωµ◦σi
dωµ
= |fi|
2
for some functions fi ∈ L2(ΩR,FR, µ) with the property that
(39) fi(x) 6= 0 for µ -a.e x ∈ σi(Ω
R)
In particular, the property (39) ensures that orthogonal isometries
Sµi f(s) = fσi(s)
satisfying Cuntz relations (15) and associates canonically an iterated function sys-
tem [DJ] on the Borel measure space (ΩR,FR, ωµ). Such an iterated function system
(ΩR,FR, σi, µ) satisfying (38) and (39) is called [DJ] monic system. More generally,
a monic representation pi of Od is unitary equivalent to the Cuntz representation
given by a monic system
σi : (Ω
R,FR, ωµ)→ (Ω
R,FR, ωµ)
Sµi f(s) = f ◦ σi(s)
that associates canonically as an iterated function system [DJ] on the Borel measure
space (ΩR,FR, σi, ωµ) satisfying (38) and (39).
Following [DJ], we say that a monic system is non-negative if fi ≥ 0 for all i ∈ Ω.
So far the state ωµ on D
e
R need not be a right translation invariant. The following
observation says a little more when ωµ is also right translation invariant.
Proposition 8.1. Let ω be a translation invariant factor state of M and ψ be
an extremal element in Kω. If ψ is monic then the following statements are true:
(a) ζω is a cyclic vector for piω(D
e)′′ in Hω;
(b) ω is pure;
(c) ω is Kolmogorov if and only if the restriction of ω to De is Kolmogorov in the
classical sense.
Proof. Since ψ is monic, we have [piω(MR)
′′ζω ] = [piω(D
e
R)
′′ζω ] and ω be-
ing translation invariant we also have [piω(θ
n(MR))
′′ζω] = [piωθ
n((DeR))
′′ζω] Thus
[piω(D
e)′′ζω] = Hω i.e (a) is true.
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The unit vector ζω being cyclic for piω(D
e)′′, piω(D
e)′′ is maximal abelian i.e.
piω(D
e)′′ = piω(D
e)′ by Theorem 2.3.4 in [SS]. So for any element X ∈ piω(M)′, we
have in particular, X ∈ piω(De)′ i.e. by maximal abelian property X ∈ piω(De)′′.
Thus X ∈ piω(M)
′′ and so X is an element in the centre of piω(M)
′′. By our
hypothesis that ω is a factor state, we conclude X is a scaler. This completes the
proof for (b).
For (c) we consider the dual state ψ˜ [Mo5] on O˜d defined by
ψ˜(s˜I s˜
∗
J) = ψ(sI˜s
∗
J˜
),
where I˜ = (in, in1 , ..i1) if I = (i1, i2, .., in). The map
U : piψ˜(s˜I s˜j)ζψ˜ → piψ(sI˜sJ˜ )ζψ
extends to a unitary operator. It clearly shows that ψ˜ is monic if ψ is so. Thus for
a monic ψ, we have by (a)
[piω(ML)
′′ζω] = [piω(D
e
L)
′′ζω]
The state ω being pure by (b) and translation invariant, we have Haag duality
property [Mo5] i.e.
[piω(MR)
′ζω ] = [piω(ML)
′′ζω]
Thus
En = [piω(θ
n(MR))
′ζω ]
= [piω(θ
n(ML))
′′ζω]
= [piω(θ
n(DeL)ζω ]
for each n ∈ Z. This shows En → |ζω〉〈ζω| as n → −∞ if Fn = [piω(θn(DeL)ζω] →
|ζω〉〈ζω | as n→ −∞.
For a given translation invariant Markov state ωµ,p on C(Ω
Z) we consider the
non-empty weak∗ compact convex set Sωµ,p of translation invariant states of M
whose restriction on C(ΩZ) is ωµ,p. While dealing with the isomorphism problem
for states in Sωµ,p we will restrict ourselves to µ, p that satisfies:
(40) µi > 0, p
i
j > 0, ∀i, j ∈ Ω
This additional condition on µ and p ensures the following result:
Proposition 8.2. Let ωc = ωµ,p with µi > 0 and p
i
j > 0 for all 1 ≤ i, j ≤ d be
a stationary Markov state on C(ΩZ) which is identified with maximal abelian C∗
sub-algebra De of M. Then there exists a translation invariant pure state ω of M
extending ωc such that any extremal element ψ ∈ Kω is a monic state of Od and
restriction of ω to MR is also pure.
Proof. We consider the monic representation pi : Od → B(L2(ΩR,FR, dωRc )),
which is define by
pi(sj)f = fjf ◦ σ,
where
fj(x1, x2....) = δ
j
x1 [
µx2
µjp
j
x2
]
1
2
associated with ωRc , the restriction of ωc to C(Ω
R), in Lemma 3.3 [DJ] and σ is the
left shift defined by
σ((x1, x2, ..) = (x2, x3, ..)
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We set λ-invariant state of Od by
ψ(sIs
∗
J) = 〈ζψ , pi(sIs
∗
J)ζψ〉
where ζψ is the constant function identically equal to 1. Theorem 3.6 in [DJ] says
that ψ is a pure state of Od and Corollary 3.3 in [DJ] says that ψ is also a monic
state.
Let ω be the unique translation invariant state ω of M for which ωR is equal to
the restriction of ψ to UHFd algebra {sIs∗J : |I|, |J | < ∞}. That ω is pure follows
by Theorem 2.6 in [Mo4] since ωR is pure ( in particular type-I factor state ).
Since any other extremal element ψ′ in Kω is given by ψ
′ = ψ ◦ βz for some
z ∈ S1 [BJKW, Proposition 7.6], we conclude ψ′ is also a monic state of Od.
Corollary 8.3. Let ωµ,p and ω be as in Proposition 8.2. Then the following
statement hold:
(a) ωµ,p is Kolmogorov;
(b) ζω is cyclic for piω(D
e)′′ in Hω;
(c) ω is pure and Kolmogorov.
Proof. A classical state is Kolmogorov if and only if dynamical entropy of
(De, θ, ωµ,p) is strictly positive by Rokhline-Sinai Theorem [Pa]. We may recall dy-
namical entropy [Pa] of a stationaryMarkov state ωµ,p is hωµ,p(θ) = −
∑
i,j µip
i
jln(p
i
j)
which is strictly positive to complete proof for (a).
Now (b) and (c) follows by Proposition 8.1 since any extremal element ψ in Kω
is monic by Proposition 8.2.
We have the following result as an application of Theorem 1.2 and Proposition
8.2
Theorem 8.4. Let ωµ,p and ωµ′,p′ be two isomorphic stationary Kolmogorov
states on C(DZd ) satisfying condition (40). Then there exists two Kolmogorov states
ω ∈ Sωµ,p and ω
′ ∈ Sωµ′,p′ respectively giving isomorphic translation dynamics on
M.
Theorem 1.3 and Theorem 8.4 puts some more relevant future questions on
general mathematical structure of a Kolmogorov state of M. Since mean entropy
of a pure product state ω of M is zero and for a given ωµ,p of D
e we may fix a
pure product state ω ofM such that the Kolmogorov-Sinai entropies of ωc and ωµ,p
equal, we could prove s(ω′) is zero for any Kolmogorov state ω′ of M that extends
ωµ,p provided we had known that the mean entropy is an invariant for translation
dynamics i.e. does not change under isomorphism. On the contrary s(ω′) 6= 0 would
have proved that the mean entropy is not an invariant for translation dynamics.
In complete mathematical generality for two Kolmogorov states ω and ω′ of M
The following question remains to be answered.
Q. Given a Kolmogorov state ω ofM, does it admit a translation invariant maximal
abelian C∗-sub algebraD ofM and an automorphism α onM satisfying the following
statements:
(a) D = α(De) and αθ = θα;
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(b) ωα = ωµ,p on D
e for some stationary Markov state ωµ,p.
The main interesting point here, a translation invariant state ωc of C(Ω
Z) need
not be a classical Markov state ωµ,p [Or2] as the dynamics (C(Ω
Z), θ, ωc) may not
admit a square root i.e. another automorphism β on C(ΩZ) such that β2 = θ and
ωcβ = ωc. Nevertheless a Kolmogorov state ω of M extending ωc may admit a
square root i.e. an automorphism β :M→M with θ = β2, need not keep the same
maximal abelian C∗-subalgebra De invariant.
9. Appendix A
Theorem 9.1. Let pi and pi0 be two unital representations of M in B(H) with H
separable satisfying the following conditions:
(a) pi(M)′′ = pi0(M)
′′ = B(H);
(b) pi(x) = pi0(x) for all x ∈ De.
Then there exists an automorphism β onM such that pi0 = piβ for which β(x) = x
for all x ∈ De.
Proof. We fix any finite subset Λ of Z and consider C∗ sub-algebra MeΛ′ =
MΛ′ ∨ De =MΛ′ ∨ DeΛ, where Λ
′ is the complementary set of Λ in Z.
We claim that
(41) pi(MeΛ′ )
′′ = pi0(M
e
Λ′ )
′′
We have shown in Lemma 4.1 (d) that MeΛ′ = (D
e
Λ)
′. So
pi(MeΛ′ )
′′ = pi(MΛ′ )
′′ ∨ pi(DeΛ)
′′
Since pi(MΛ)
′′ is a finite type-I factor of B(H), we have
pi(MΛ)
′′ = pi(MΛ′ )
′
So
pi(MeΛ′ )
′
= pi(MΛ′ )
′
⋂
pi(DeΛ)
′
= pi(MΛ)
′′
⋂
pi(DeΛ)
′
= pi(DeΛ)
′′
Similarly
pi0(M
e
Λ′)
′ = pi0(D
e
Λ)
′′
Since pi and pi0 agrees on D
e and so in particular on DeΛ, we get the required
equality in (41). Since MeΛ′ is a hyper-finite C
∗ algebra equality in (41) holds,
Theorem 3.7 in [Pow] says that there exists an automorphism βΛ on M
e
Λ′ such that
pi0 = piβΛ
Since the automorphism βΛ preserves the centre of M
e
Λ′ , which is equal to D
e
Λ, we
get βΛ(D
e
Λ) = D
e
Λ.
Furthermore, M being a simple C∗-algebra, the representations pi and pi0 of M
is faithful. In particular, since pi and pi0 agrees on D
e, we get
pi(βΛ(x))
= pi0(x)
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= pi(x)
for all x ∈ DeΛ. Thus by the faithful property of pi, we get
βΛ(x) = x
for all x ∈ DeΛ. Furthermore, pi(MΛ) and pi0(MΛ) are isomorphic finite C
∗ algebra
and thus we find an extension of βΛ :M
e
Λ′ →M
e
Λ′ to an automorphism, still denoted
by the same symbol βΛ :M→M for which we have the following properties:
(a) βΛ(x) = x for all x ∈ DeΛ;
(b) βΛ(MΛ) =MΛ and βΛ = βz
i
on MΛ for some zi ∈ S1, i ∈ Λ;
(c) pi0 = piβΛ on M.
We choose a sequence of finite subset Λn ↑ Z as n ↑ ∞ in van Hove sense ( we
may take the sequence to be Λn = {k ∈ Z : −n ≤ k ≤ n} ) and for a finite subset
Λ of Z, we consider the restrictions of βΛn to MΛn →MΛn that satisfies (a) to (c).
By (c), we get pi0(x) = piβΛn(x) = piβΛn+1(x) for all x ∈ Λn. By faithful property
of pi, we get
(42) βΛn(x) = βΛn+1(x)
for all x ∈MΛn . Thus we may set a map β :Mloc →Mloc defined by
β(x) = βΛn(x)
for x ∈ MΛn . The map β is well defined and ∗-homomorphism from Mloc onto
Mloc by the consistency relation (42). Thus it has a unique bounded extension
still denoted by β : M → M such that β(M) = M. That β is injective follows by
simple property of M as the null space N = {x ∈ M : β(x) = 0 is a two sided
ideal by ∗-homomorphism property of β. Thus β is indeed an automorphism on M
satisfying pi = pi0β on M with β(x) = x for all x ∈ De. This completes the proof.
10. Appendix B
Here we give a sketch leaving details as it requires quite a different involved frame-
work to prove our claim that the unique ground state ωXY of HXY [AMa] model
when restricted to one side of the chain MR ( or ML ) is faithful. We refer to
Chapter 6 of the monograph [EvKa] for details on the mathematical set up for
the Fermion algebra and what follows now is based on [Ma]. Let H be a complex
separable infinite dimensional Hilbert space (H = L2(R)) and consider the uni-
versal simple unital C∗-algebra AF generated by {a(f) : f ∈ H} over H, where
a : H → AF is a conjugate linear map satisfying
a(f)a(g) + a(g)a(f) = 0
a(f)a(g)∗ + a(g)∗a(f) = 〈g, f〉1
For an orthonormal basis {ej : j ∈ Z} for H we fix a unitary operator U : ej →
ej if j ≥ 1 otherwise −ej. The universal property of CAR algebra ensures an
automorphism α− on AF via the second quantization a(f) → a(Uf) i.e. a(ej) →
a(ej) if j ≥ 1 otherwise a(ej) → −a(ej) for j < 1, where ej(i) = δ
i
j is the Dirac
function on j. Let AˆF = AF ⋊⋉ Z2 be the cross-product C∗-algebra.
Now we consider Pauli’s C∗-algebra AP = ⊗k∈ZM2(C) with grading α−(σkz ) =
σkz , α(σ
k
x) = −σ
k
x and α(σ
k
y ) = −σ
k
y , where σx, σy, σz are Pauli spin matrices if
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k < 1 and α−(σ
k
w) = σ
k
w for all w = x, y, z for k ≥ 1. We consider the cross-product
C∗-algebra AˆP = AP × |Z2. Jordan-Wigner transformation map J which takes
σiz → 2a(ej)
∗a(ej)− 1, σ
j
x → TSj(a(ej) + a(ej)
∗), σjy → TSji(a(ej)− a(ej)
∗)
, where T = ⊗k≤0σkz and Sj = 1 if j = 1, Sj = ⊗1≤k≤j−1σ
k
z if j > 1 and
Sj = ⊗j≤k≤0σ
k
z if j < 1 identifies AˆF with AˆP as the Jordan map is co-variant
with grading automorphism α− and thus via this map we have also identified A
+
P
with A+F . There is a one to one affine correspondence between the set of even states
of AP and AF .
XY model HXY = −
∑
k σ
k
xσ
k+1
x +σ
k
yσ
k+1
y is an even Hamiltonian and the KMS
state ωβ at inverse temperature being unique ωβ is also an even state. Thus the
low temperature limiting state is also even and the ground state being unique it is
also pure and translation invariant. The unique ground state ωXY of XY model
[AMa] once restricted to A+P can be identified as restriction of a quasi-free state on
AF to A
+
F .
Now by a lemma of Antony Wassermann [Wa] ( page 496 ) we have the following:
Since the closed real subspace K = {f ∈ H : f(x) = f(x)} which we identify with
the closed subspace generated by {ej : j ≥ 1} satisfies the condition K + iK dense
in H ( we have equality ) and K
⋂
iK = {0}, we get Ω is also cyclic and separating
for pi(A+F )
′′ i.e. [pi(A+F )
′′ζω] = [pi(AF )
′′ζω], where (H, pi,Ω) is the GNS space of
(AF , ωXY ) and ωXY is the unique quasi-free state associated with unique ground
state via Jordan map. Now going back to A+P , we find ωXY on A
+
P is faithful.
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