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Z U S A M M E N FA S S U N G
In der vorliegenden Arbeit werden vor allem gewöhnliche Differentialgleichun-
gen betrachtet, die chemische Reaktionen mit Massenwirkungskinetik modellie-
ren. Das hauptsächliche Interesse liegt bei dem Phänomen der Quasistationarität,
seiner mathematischen Beschreibung und Analyse. Ein verbreiteter Ansatz, Qua-
sistationarität chemischer Größen zu untersuchen, ist die Anwendung der Reduk-
tionstheorie von Tikhonov und Fenichel für Singuläre Störungsprobleme.
Eine unmittelbare Anwendung des Reduktionssatzes von Tikhonov ist im All-
gemeinen nicht möglich. Basierend auf geometrischen Interpretationen von Fe-
nichel, nutzen Nöthen [Nöt08], Nöthen und Walcher [NW11] Projektionseigen-
schaften reduzierter Gleichungen, um diese direkt, ohne Kenntnis einer von Tik-
honov vorausgesetzten Standardform, zu bestimmen. Der Projektionsvorschrift in
[NW11] fehlt eine praktikable Herangehensweise, was Gegenstand dieser Arbeit
ist. Für Systeme mit rationaler rechter Seite, insbesondere für Reaktionsgleichun-
gen, wird in Kapitel 2 ein algorithmischer Zugang für reduzierte Gleichungen
entwickelt, welcher im Wesentlichen auf einer geeigneten lokalen Beschreibung
einer Slow Manifold beruht. Es wird eine Produktzerlegung des schnellen Teilsys-
tems konstruiert, auf deren Grundlage eine geschlossene Reduktionsformel für die
Tikhonov-Fenichel-Reduktion, bestehend aus elementaren algebraischen Operatio-
nen, angegeben wird. Im Kontext schneller und langsamer Reaktionen bestimmt
die stöchiometrische Matrix des schnellen Systems eine kanonische Zerlegung.
Die Reduktionsformel wird ergänzt um die Angabe lokal eindeutiger Anfangs-
werte des reduzierten Systems auf der Slow Manifold. Da diese im Allgemeinen
nicht exakt bestimmbar sind, wird eine Iterationsvorschrift für approximierte Wer-
te entwickelt.
Eine breite Anwendungsklasse bilden enzymkinetische Reaktionen mit quasi-
stationären Zwischenprodukten, deren Gleichungen auf einen affinen Teilraum re-
duziert werden. Die Struktur der Slow Manifold bewirkt eine Vereinfachung der
Reduktionsformel, wie in Kapitel 4 gezeigt wird. Eine spezielle Folgerung erlaubt
es, einer in biologischer wie chemischer Literatur verbreiteten Ad-hoc-Methode
einen Gültigkeitsbereich zuzuordnen.
Im Unterschied zu bekannten Reduktionsformeln in der Literatur nutzt der
Zugang in Kapitel 2 weder eine explizite Transformation des Systems in eine
Tikhonov-Standardform noch eine Parametrisierung der Slow Manifold, was prak-
tische Rechnungen oft erst ermöglicht. Die Existenzbedingungen einer Tikhonov-
Fenichel-Reduktion vorausgesetzt, ermöglicht die neue Herangehensweise die ex-
plizite Berechnung reduzierter Gleichungen für beliebige rationale Systeme. An-
wendungen in Kapitel 5 und 6 umfassen Verallgemeinerungen und Korrekturen
von QSS-Reduktionen einer Reihe interessanter Reaktionssysteme. Insbesondere
können reversible Modellerweiterungen und höherdimensionale Systeme redu-
ziert werden. Kapitel 7 beinhaltet Reaktions-Diffusionssysteme, für deren räumli-
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che Diskretisierung eine Tikhonov-Fenichel-Reduktion berechnet wird. Dies liefert
eine Heuristik, um Kandidaten für reduzierte partielle Differentialgleichungen zu
bestimmen. Da in der Literatur kein Gegenstück zur Tikhonov-Fenichel-Reduktion
für partielle Differentialgleichungssysteme existiert, stellt bereits das Bestimmen
von möglichen reduzierten Gleichungen ein nicht triviales Problem dar.
Ein grundlegendes Resultat von Teil II der Arbeit ist die systematische Bestim-
mung aller Möglichkeiten für eine Tikhonov-Fenichel-Reduktion eines parameter-
abhängigen Systems. Tikhonov-Parameterwerte werden dadurch charakterisiert,
dass die Sätze von Tikhonov bzw Fenichel für kleine Störungen in jeder vorgege-
benen Richtung im Parameterraum gelten. Für starke Tikhonov-Parameterwerte
wird zusätzlich die Attraktivität einer Slow Manifold gefordert. Ausgehend von
den mathematischen Voraussetzungen des Tikhonov-Fenichel-Formalismus erhält
man ein exaktes Kriterium, welches die Bestimmung von Tikhonov-Parameter-
werten für Methoden der algorithmischen Algebra zugänglich macht. Unter an-
derem werden für die Gleichungen der klassischen irreversiblen und reversiblen
Michaelis-Menten Reaktion alle Tikhonov-Parameterwerte bestimmt. Speziell gibt
es im irreversiblen Michaelis-Menten-Modell keine Tikhonov-Fenichel-Reduktion-
en mit kleinem Parameter außer die in der Literatur bekannten. Bezüglich der
Struktur wird gezeigt, dass die starken Tikhonov-Parameterwerte eines Systems
eine semi-algebraische Menge bilden.
Für kompliziertere Systeme können notwendige Bedingungen einfach ausge-
wertet werden. Einfache Berechnungen für die Anwendungen in Kapitel 9 zeigen,
dass nur eine überschaubare Anzahl an Reduktionen möglich ist, abgesehen von
lösungserhaltenden Transformationen.
A B S T R A C T
This thesis deals with ordinary differential equations which model reacting sys-
tems obeying mass-action kinetics. We focus on the mathematical characterizati-
on and analysis of quasi-steady state. Frequently, singular perturbation methods
are used to model this biochemical phenomenon. Essentially, the reduction of di-
mension goes back to Tikhonov and Fenichel and their fundamental results for
singularly perturbed systems.
In general, an explicit application of Tikhonov’s theorem is impossible. But there
is a way to directly compute a reduced system, which does not require a so-called
Tikhonov standard form. Substantially this is a result of the geometrical interpre-
tation of Fenichel. To determine a reduced system, Nöthen [Nöt08], Nöthen and
Walcher [NW11] give a straightforward procedure based on a projection, but this
method is not feasible for practical purposes. We present a different approach in
Chapter 2 for differential equations with rational right hand side, especially for
reaction equations. Fundamentally, the method is based on a suitable local repre-
sentation of the Slow Manifold. We construct a product representation for the slow
system, which leads to a simple formula for the Tikhonov-Fenichel reduction. This
formula only requires elementary algebraic operations. In particular, for slow and
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fast reactions the stoichiometry of the fast system leads to a canonical product
representation.
Moreover, we specify locally unique initial values for the reduced system on
the slow manifold to complete the reduction. In general, these cannot be compu-
ted exactly. Therefore we develop an iterative procedure to generate approximate
values.
One area of application concerns enzymatic reactions with quasi-steady state as-
sumptions for intermediates whose reaction equations are reduced to a real affine
subspace. As described in Chapter 4, the special structure of the slow manifold
yields a simplification of the reduction formula. Moreover, we are able to determi-
ne a domain of validity for an ad-hoc method that is commonly used in chemical
literature.
The reduction procedure in Chapter 2 is neither based on an explicit transfor-
mation of a system in Tikhonov standard form, nor does it make use of a pa-
rametrization of the slow manifold. In this respect, the new approach extends
well-known reduction formulas in the literature. Frequently, a reduced equation
is computable only via this extension. Given that a Tikhonov-Fenichel reduction
exists, we are able to calculate a reduced equation explicitly for every autono-
mous differential equation with rational right hand side. Applications in Chapters
5 and 6 include generalizations and corrections of quasi-steady state reductions
for several important examples. In particular, we are able to reduce reversible mo-
del extensions and higher dimensional systems. Moreover, Chapter 7 examines
reaction-diffusion systems and the determination of a Tikhonov-Fenichel reduc-
tion for spatial discretization schemes. As a consequence, we obtain a heuristic
to find candidates for reduced partial differential equations. Since there exists no
conterpart to the Tikhonov-Fenichel reduction for systems of partial differential
equations in the literature, even this step provides an approach to the solution of
a nontrivial problem.
A systematic method to classify all possible Tikhonov-Fenichel reductions for a
parameter-dependent system is the central result of Part II. Thus, one is interested
in points of phase-parameter space such that the conditions for Tikhonov-Fenichel
hold for small perturbations along any fixed direction in the parameter space. We
take this as a defining property of a so called Tikhonov parameter value. Moreo-
ver, for a strong Tikhonov parameter value there is an attractive slow manifold.
The mathematical conditions for the existence of a reduction yield exact criteria
for Tikhonov parameter values. Consequently, methods of algorithmic algebra are
applicable. Among other results, all Tikhonov parameter values for the classical
irreversible and reversible Michaelis-Menten dynamics are determined. In parti-
cular, in the irreversible Michaelis-Menten-scheme a reduction with a small para-
meter is possible only for the well-known ones in the literature. Concerning the
structure we show that the strong Tikhonov parameter values of a system form a
semi-algebraic set.
Furthermore, it is easy to apply necessary conditions for more complicated sys-
tems. Our computations for the applications in Chapter 9 show that only a small
number of reductions is possible (apart from a solution preserving transformati-
on).
v

D A N K
Zuerst möchte ich meinem Doktorvater Herrn Prof. Dr. Sebastian Walcher Dank
sagen für das interessante Promotionsthema, die durchgehend engagierte und in-
tensive Betreuung und seine anhaltende Geduld, mathematische Probleme mit mir
zu erörtern. In zahlreichen Momenten hat er sein thematisches Interesse und eine
Vielzahl wertvoller Ideen mit mir geteilt. Herzlichen Dank für die große Unterstüt-
zung, das entgegengebrachte Vertrauen und die offene Art der Betreuung.
Frau Prof. Dr. Eva Zerz danke ich für die Übernahme des Koreferates sowie für ih-
re Diskussionsbereitschaft und konstruktiven Hinweise, besonders innerhalb des
gemeinsamen Oberseminars.
Ermöglicht wurde diese Arbeit durch eine Förderung im Graduierten Kolleg „Ex-
perimentelle und konstruktive Algebra“ im Rahmen einer DFG Finanzierung. Für
ihr zeitintensives Engagement und ihre akademischen Ratschläge gilt mein Dank
besonders unserer Sprecherin Frau Prof. Dr. Gabriele Nebe.
Herrn Prof. Dr. Aloys Krieg danke ich für die Anstellung am Lehrstuhl A für Ma-
thematik und somit für die Möglichkeit in angenehmer und produktiver Arbeit-
satmosphäre promovieren zu dürfen. Die Zeit hat mir sehr gut gefallen, wofür ich
mich bei allen Mitarbeitern vielmals bedanken möchte. Besonders lieb gewonnen
habe ich mein „tägliches Gegenüber“, Cornelia Wirtz, sowie meine Büronachbarn
Judith Kreuzer, Laura Neisius, Andrea Schmitz und Dr. Olaf Wittich, dem ein
besonderer Dank für viele inhaltliche Ratschäge und Diskussionen gilt.
Ebenfalls genossen habe ich die gemeinsame Zeit und Zusammenarbeit mit der
Arbeitsgruppe der Didaktik der Mathematik von Frau Prof. Dr. Johanna Heitzer,
auch hierfür herzlichen Dank.
Gleichzeitig hatte ich die Möglichkeit viel Zeit mit den Kollegen der Nachbarlehr-
stühle zu verbringen. Für die gute Versorgung mit fachlichen Diskussionen, reich-
lich Koffein und Kuchen danke ich der „Teerunde“ des Graduiertenkollegs. Ein
besonderes Dankeschön gilt Christian Schilli für die kompetente Sigular-Beratung
sowie Christian Lax und Björn Niehenke für das sorgfältige Korrekturlesen.
vii

I N H A LT S V E R Z E I C H N I S
1 Quasistationarität und (asymptotische) Reduktion 1
1.1 Quasistationarität in Reaktionsgleichungen . . . . . . . . . . . . . . . . 2
1.2 Die Tikhonov-Fenichel-Reduktion . . . . . . . . . . . . . . . . . . . . . 6
1.3 Struktur und Konstruktion von Reaktionsgleichungen . . . . . . . . . 19
i Reduktion von Reaktionsgleichungen 23
2 Bestimmung reduzierter Gleichungen 25
2.1 Praktische Berechnung reduzierter Gleichungen . . . . . . . . . . . . . 25
2.2 Reduktion für schnelle Teilreaktionen . . . . . . . . . . . . . . . . . . . 36
2.3 Projektion von Anfangswerten . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1 Anfangswerte einer reduzierten Gleichung . . . . . . . . . . . . 44
2.3.2 Approximative Bestimmung von Anfangswerten . . . . . . . . 49
3 Die Reduktionsformeln von Fenichel und Stiefenhofer 53
3.1 Die Projektionsmatrix von Fenichel . . . . . . . . . . . . . . . . . . . . . 53
3.2 Die Formel von Stiefenhofer . . . . . . . . . . . . . . . . . . . . . . . . . 56
4 Reduktion auf einen affinen Teilraum 59
4.1 Berechnung der Reduktion auf einen affinen Teilraum . . . . . . . . . 59
4.2 Anwendung in der Enzymkinetik . . . . . . . . . . . . . . . . . . . . . 62
5 Anwendungen I 65
5.1 Produktabfuhr im Michaelis-Menten-Modell . . . . . . . . . . . . . . . 66
5.2 Eine Variante der Michaelis-Menten-Reaktion . . . . . . . . . . . . . . 68
5.3 Kompetitive Inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 Allosterische Inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.5 Kooperative Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.6 Lineare Zerfallskette . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6 Anwendungen II 91
6.1 Dimerisierung und Isomerisierung . . . . . . . . . . . . . . . . . . . . . 91
6.2 Kommunizierende Schleimpilze . . . . . . . . . . . . . . . . . . . . . . 95
6.3 Ein Modell zum Maltosetransport . . . . . . . . . . . . . . . . . . . . . 101
7 Anwendungen III: Reaktions-Diffusionssysteme 109
7.1 Schnelle Reaktion im linearen Reaktor . . . . . . . . . . . . . . . . . . . 110
7.2 Schnelle Reaktion im rotationssymmetrischen Reaktor . . . . . . . . . 116
7.3 Schnelle Diffusion im linearen Reaktor . . . . . . . . . . . . . . . . . . 120
ix
xii Parameterwerte für (asymptotische) Reduktionen 123
8 Reduktion für Asymptotiken im Parameterraum 125
8.1 Eine Perspektive von Quasistationarität . . . . . . . . . . . . . . . . . . 126
8.2 Störungen im Parameterraum und Tikhonov-Parameterwerte . . . . . 130
8.3 Charakterisierung von Tikhonov-Parameterwerten . . . . . . . . . . . . 140
8.4 Anwendungen in Dimension 2 . . . . . . . . . . . . . . . . . . . . . . . 144
8.4.1 Lindemann-Hinsley-Modell . . . . . . . . . . . . . . . . . . . . . 144
8.4.2 Irreversibles Michaelis-Menten-Modell . . . . . . . . . . . . . . 149
8.5 Praktische Kriterien für Tikhonov-Parameterwerte . . . . . . . . . . . . 154
8.6 Strukturelle Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9 Anwendungen 165
9.1 Reversible Michaelis-Menten-Kinetik . . . . . . . . . . . . . . . . . . . . 166
9.2 Eine Variante des Michaelis-Menten Modells . . . . . . . . . . . . . . . 170
9.3 Kompetitive Inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
9.4 Kooperatives System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
9.5 Allosterische Inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
9.6 Lineare Zerfallskette . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
9.7 Ein Modell zum Maltosetransport . . . . . . . . . . . . . . . . . . . . . 183
9.8 Suicide Kinetik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
9.9 Ein Epidemiemodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
sachverzeichnis 192
literaturverzeichnis 195
1
Q U A S I S TAT I O N A R I TÄT U N D ( A S Y M P T O T I S C H E )
R E D U K T I O N
Gegenstand dieser Arbeit ist die Reduktion und asymptotische Reduktion auto-
nomer gewöhnlicher Differentialgleichungen, die ein singuläres Störungsproblem
beschreiben. In erster Linie werden Gleichungen betrachtet, die biochemische Re-
aktionen mit Quasistationaritätseigenschaften beschreiben. Prinzipiell bewirkt das
Phänomen der Quasistationarität eine Vereinfachung der Reaktionsabläufe inner-
halb relevanter Reaktionsphasen, was eine Reduktion der Reaktionsgleichungen
motiviert. Einen bewährten Ausgangspunkt bieten zentrale Resultate aus der sin-
gulären Störungstheorie von Tikhonov und Fenichel.
Ein Ziel dieses einleitenden Kapitels ist es, die Analyse singulärer Störungs-
probleme zu motivieren, welche eine geeignete Beschreibung für die Modellie-
rung vieler biochemischer Reaktionen mit Quasistationarität darstellen. Im ersten
Teilabschnitt 1.1 wird das Prinzip der Quasistationarität vorgestellt. Wie in der
Literatur üblich wird zwischen quasistationären Variablen und quasistationären
Reaktionen unterschieden. Den Ausgangspunkt für die Reduktionen in Teil I bil-
den primär die klassischen Reduktionssätze von Tikhonov [Tik52] und Fenichel
[Fen79] sowie die Ergebnisse von Nöthen [Nöt08], Nöthen und Walcher [NW11].
Eine Darstellung dieser Ansätze ist Inhalt von Abschnitt 1.2.
Während der Zustand einer chemischen Reaktion bestimmt ist durch die Kon-
zentrationen der reagierenden Stoffe, bieten dynamische Systeme eine Möglich-
keit, Reaktionsabläufe zu beschreiben. Mit Ausnahme der Reaktions-Diffusions-
systeme in Kapitel 7 werden im Rahmen dieser Arbeit Systeme betrachtet, die
folgenden Annahmen genügen:
• Die Reaktion laufe in einem abgeschlossenen Medium ohne räumliche Inho-
mogenitäten ab.
• Thermodynamische Parameter wie Druck und Temperatur seien konstant.
• Die Reaktion erfolge durch Massenwirkung, das bedeutet Reaktionsraten
sind konstant.
Aufgrund der Homogenitätsbedingungen können Stoffkonzentrationen als Funk-
tionen der Zeit angesehen und Reaktionsabläufe durch ein System gewöhnlicher
Differentialgleichungen modelliert werden. Unter einer Reaktionsgleichung verste-
hen wir ein parameterabhängiges autonomes gewöhnliches Differentialgleichungs-
system für die Konzentrationen miteinander reagierender Stoffe mit einer ratio-
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nalen rechten Seite. Die Rationalität wird durch die Massenwirkungskinetik ga-
rantiert. Neben einer Konstruktionsanleitung stellen wir in Abschnitt 1.3 einige
strukturelle Eigenschaften von Reaktionsgleichungen dar.
1.1 quasistationarität in reaktionsgleichungen
Definitionen und Interpretationen von Quasistationarität (QSS) in der Literatur ha-
ben unterschiedliche Schwerpunktsetzungen, wobei im Wesentlichen zwei Ansät-
ze unterschieden werden. Eine detaillierte Gegenüberstellung der Konzepte qua-
sistationärer Variablen und quasistationärer Reaktionen bieten Goussis [Gou12]
sowie Heinrich und Schuster [HS96, 4.2-4.3]. Wir möchten auf beide Modelle kurz
eingehen und Arbeitsdefinitionen für den Kontext dieser Arbeit formulieren.
Ein zentraler Ausgangspunkt für die Betrachtung quasistationärer Variablen ist
eine elementare Beobachtung von Michaelis und Menten [MM13] bezüglich der
Geschwindigkeiten enzymatischer Reaktionen. Zur Beschreibung der Eigenschaf-
ten kinetischer Enzyme begründen Michaelis und Menten das Modell enzymkata-
lysierter Produktbildung, abgebildet durch das Reaktionsschema
E + S
k1

k−1
C k2⇀ E + P. (1.1)
Ein Enzym E bindet reversibel an ein Substrat S; der resultierende Enzym-Substrat-
Komplex C stellt einen Zwischenzustand dar, welcher in einem zweiten Schritt zu
Reaktionsprodukt P und Katalysatorenzym zerfällt. Michaelis und Menten ma-
chen eine entscheidende Beobachtung: Ist zu Beginn der Reaktion besonders we-
nig Enzym vorhanden, so ändert sich die Konzentration des Zwischenkomplexes
während eines Großteils der Reaktion kaum. Man sagt, für kleine Enzymanfangs-
konzentrationen verhält sich der Zwischenkomplex C quasistationär. Während das
Michaelis-Menten-Modell mit der Standardannahme quasistationärer Komplex-
konzentration als Prototyp für QSS derweil vielfältig in Lehrbüchern wie [KS09],
[Mur02], [Seg91] diskutiert wird, stammt die erste mathematische Beschreibung
von Briggs und Haldane [BH25].
Quasistationarität für Variablen wird charakterisiert durch die Änderungsraten
der reagierenden Stoffe. Atkins und de Paula [AP06, 22.7 (b)] unterscheiden ei-
ne Anfangsphase der Reaktion, in der Konzentrationen von Zwischenprodukten
aufgebaut werden, von einem Hauptteil der Reaktion, während dessen die Än-
derungsraten entsprechender Konzentrationen vernachlässigbar klein sind. Die
Arbeitsdefinition von Nöthen [Nöt08, S. 14], welche wir im Folgenden zugrunde
legen, sieht von einem Bezug auf Zwischenkomplexe ab.
Arbeitsdefinition 1.1.1 (QSS für Variablen) Innerhalb eines chemischen Systems
heißt eine Variable quasistationär, wenn ihre Änderungsrate klein ist verglichen
mit den Änderungsraten der übrigen Reaktionsteilnehmer, zumindest für ein rele-
vantes Zeitintervall.
Man spricht von einer Quasistationaritätsannahme für eine (oder mehrere) Va-
riable(n). 
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Neben QSS-Annahmen für Variablen, werden in der Literatur schnelle und
langsame Reaktionen betrachtet. QSS für Reaktionen geht zurück auf Beobach-
tungen Anfang des 20. Jahrhunderts, wie dem zentralen Beitrag von Wegscheider
[Weg00]. Eine der ersten mathematischen Analysen von langsamer Produktbil-
dung innerhalb enzymkinetischer Reaktionsmechanismen ist von Heinrich und
Schauer [HS83]. Im Michaelis-Menten-Schema (1.1) bedeutet das: Eine kleine Ra-
tenkonstante k2  k1, k−1 bewirkt einen langsamen Aufbau des Reaktionsproduk-
tes, während die reversible Enzym-Substrat-Bindung schnell in einen Gleichge-
wichtszustand läuft.
Eine etablierte Weise, QSS für Reaktionen zu definieren, ist große und klei-
ne Reaktionsraten zu unterscheiden. Für eine Massenwirkungskinetik wird zwi-
schen großen und kleinen Ratenkonstanten unterschieden, die eine Einteilung in
schnelle und langsame Teilreaktionen definieren. Da Reaktionsgeschwindigkeiten
im Falle einer Massenwirkungskinetik proportional zu den Konzentrationen der
reagierenden Stoffe sind, läuft eine als schnell (langsam) deklarierte Reaktion in
der Regel nicht für den gesamten Reaktionszeitraum mit hoher (niedriger) Ge-
schwindigkeit ab. Dementsprechend bezieht sich eine QSS-Annahme für Teilre-
aktionen oft nicht auf den kompletten Reaktionsverlauf, vergleiche hierzu zum
Beispiel [HS96, S. 123-125] oder [LO09, S. 402-405]. Innerhalb gewisser Konzentra-
tionsbereiche bedeutet eine QSS-Einteilung: Schnelle Teilreaktionen nehmen nach
kurzer Zeit einen Gleichgewichtszustand an, für den langsame Prozesse den Re-
aktionsablauf dominieren. In der Literatur wird auch von Partieller oder Schnel-
ler Gleichgewichts-Approximation gesprochen, siehe Goussis [Gou12] beziehungs-
weise Heinrich und Schuster [HS96, 4.3].
In der Literatur sind vor allem Einteilungen in schnelle und langsame Reak-
tionspaare zu finden, das heißt eine reversible Reaktion ist in beide Richtungen
schnell oder langsam. Dies trifft unter anderem auf die QSS-Annahmen in [HS83],
[HS96, 4.3], [LO09, 7.1-7.4] und [Sti98] zu. Da eine paarweise Einteilung für eine
Reduktion nicht nötig ist, formulieren wir folgende allgemeine Arbeitsdefinition
quasistationärer Reaktionen.
Arbeitsdefinition 1.1.2 (QSS für Reaktionen) Für eine chemische Reaktion liege
eine Einteilung in große und kleine Ratenkonstanten vor. Die Teilreaktionen mit
kleinen Ratenkonstanten heißen quasistationär oder langsam, diejenigen zu großen
Ratenkonstanten heißen schnell.
Man spricht von einer Quasistationaritätsannahme für eine (oder mehrere) Teil-
reaktion(en). 
Die Quelle einer QSS-Annahme liegt in den meisten Fällen außerhalb der Mathe-
matik und basiert auf experimentellen Beobachtungen oder chemischen Intuitio-
nen. Eine Beschreibung und Modellierung dieses komplexen biochemischen Phä-
nomens wird untersucht aus der Perspektive unterschiedlicher (Natur-)Wissen-
schaften. Verbreitet in biologisch-chemischer Literatur ist eine Ad-hoc-Methodik,
die auf folgendem Ansatz beruht: Liegt eine QSS-Annahme für eine chemische
Variable vor, so wird ihre Änderungsrate gleich null gesetzt, mit der Intention,
die algebraische Gleichung nach der quasistationären Variable aufzulösen. In den
Fällen von (lokaler) Auflösbarkeit kann die quasistationäre Größe in Abhängigkeit
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der restlichen Systemvariablen ausgedrückt und in den Gleichungen für Letztere
ersetzt werden. Somit reduziert man die Anzahl der Gleichungen um die Anzahl
der Größen mit QSS-Annahme. Etwas allgemeiner können die Gleichungen für die
quasistationären Größen als implizite Bedingungen an die Systemvariablen gefor-
dert werden, wenn keine explizite Auflösbarkeit gegeben ist. Man betrachtet die
Nullstellenmenge der Änderungsraten quasistationärer Variablen und schränkt
die Dynamik auf diese Menge ein.
Definition 1.1.3 (Ad-hoc-Reduktion) Für ein System von Reaktionsgleichungen
x˙i = fi(x1, . . . , xn), x ∈ Rn für 1 ≤ i ≤ n
liege eine QSS-Annahme für ausgewählte Variablen x1, . . . , xr für 1 ≤ r ≤ n− 1 vor.
Definiere die Nullstellenmenge D := V( f1, . . . , fr) der Änderungsraten der qua-
sistationären Variablen. Eine Ad-hoc-Reduktion des Systems bedeutet, die Kon-
zentrationsänderungen aller übrigen Größen xr+1, . . . , xn auf die Menge D einzu-
schränken. Falls eine explizite Auflösung
x1 = g1(xr+1, . . . , xn)
...
xr = gr(xr+1, . . . , xn)
existiert, liefert die Ad-hoc-Reduktion das System
x˙r+1 = fr+1(g1(xr+1, . . . , xn), . . . , gr(xr+1, . . . , xn), xr+1, . . . , xn)
...
x˙n = fn(g1(xr+1, . . . , xn), . . . , gr(xr+1, . . . , xn), xr+1, . . . , xn). 
Ist die Menge D invariant, so liefert eine Ad-hoc-Reduktion offenbar eine konsis-
tente Gleichung. Ist dem nicht so, so liegen hingegen keine Konvergenzaussagen
für diese Methode vor. Existiert keine explizite Auflösung der Menge D, so ist D
im Allgemeinen nicht invariant für die „reduzierte“ Gleichung.
Für quasistationäre Reaktionen wird analog mit der Nullstellenmenge der Glei-
chungen für die schnellen Teilreaktionen verfahren, was der Annahme entspricht,
die schnellen Reaktionen seien im Gleichgewicht.
In diversen Beispielen liefert die Ad-hoc-Reduktion sinnvolle Ergebnisse, was
eine Verbreitung dieser Methode unter Anwendern mit sich bringt. Beispiele sind
unter anderem in [AP06], [KS09] und [Mur02] zu finden. In Abschnitt 4 untersu-
chen wir die Ergebnisse genauer und bestimmen einen Gültigkeitsbereich für die
Ad-hoc-Reduktion.
Ein Beispiel, in dem der Ad-hoc-Ansatz ein sinnvolles Ergebnis liefert, ist das
irreversible Michaelis-Menten-Modell.
Beispiel 1.1.4 (Irreversible Michaelis-Menten-Reaktion) Für das Reaktionssche-
ma (1.1) der irreversiblen Michaelis-Menten-Reaktion ergibt die Massenwirkungs-
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kinetik ein System von Differentialgleichungen zur Beschreibung der Reaktionsab-
läufe. Dieses lautet
s˙ = −k1es + k−1c e˙ = −k1es + (k−1 + k2)c
c˙ = k1es− (k−1 + k2)c p˙ = k2c
für (s, e, c, p)T ∈ R4+, wobei die Kleinbuchstaben die Konzentrationen der jeweili-
gen Spezies beschreiben und k1, k−1, k2 die nichtnegativen Ratenkonstanten. Ohne
Einschränkung kann angenommen werden, dass zu Beginn der Reaktion nur En-
zym e(0) = e0 > 0 und Substrat s(0) = s0 > 0 vorhanden sind. Das System besitzt
zwei lineare erste Integrale, es gelten
e + c = e0 und s + c + p = s0.
Das bedeutet, die Reaktionsgleichungen beschreiben ein zweidimensionales Sys-
tem und wir erhalten ein äquivalentes System
s˙ = −k1e0s + (k1s + k−1)c
c˙ = k1e0s− (k1s + k−1 + k2)c
(1.2)
in den Variablen s, c ≥ 0. Unter einer QSS-Annahme für den Komplex C liefert die
Ad-hoc-Reduktion
0 = k1e0s− (k1s + k−1 + k2)c
⇔ c = k1e0s
(k1s + k−1 + k2)
und wir erhalten die Gleichung
s˙ =
−e0k1k2s
(k1s + k−1 + k2)
, s ≥ 0. 
Im reversiblen Michaelis-Menten-Modell zerfällt das Reaktionsprodukt unter
Enzymbindung zurück in den Zwischenkomplex C mit einer nichtnegativen Rate
k−2. Auch in diesem Fall beobachtet man quasistationäres Verhalten der Kom-
plexvariable bei kleiner Enzymanfangskonzentration.
Beispiel 1.1.5 (Reversible Michaelis-Menten-Reaktion) Betrachte das reversible
Michaelis-Menten-Schema
E + S
k1

k−1
C
k2

k−2
E + P
mit einer QSS-Annahme für den Komplex C. Die reversiblen Reaktionsgleichun-
gen besitzen dieselben stöchiometrischen ersten Integrale wie die irreversiblen
Gleichungen. Setzen wir dieselben Anfangswerte wie in Beispiel 1.1.4 voraus, so
erhalten wir das zweidimensionale reversible System
s˙ = −k1e0s + (k1s + k−1)c
c˙ = k1e0s− (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − s− c− p), s, c ≥ 0.
(1.3)
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Mit der QSS-Annahme für C liefert der Ad-hoc-Ansatz eine quadratische Glei-
chung in c, gegeben durch
k1e0s− (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − s− c− p) = 0.
Auflösen und Substituieren liefert die dynamische Gleichung
s˙ =
(e0k−2(k−1 − k1s) + k2k−1 + (k1s + k−1)(k−2(s0 − s) + (k1s + k−1) +
√
p(s)))
2k−2
mit
p(s) = (s0 − s)(k2−2(s0 − s) + 2k−1k−2 − 2k2−2e0 + 2k2k−2) + 2k1k−2s(s0 − e0 − s)
+k−1(2k2 + 2k1s + k−1) + (k1s + k2)2 + k−2e0(2k1 + 2k2 + k−2e0)
für s ≥ 0. Es kann eine Gleichung angegeben werden, die Rationalität der rechten
Seite geht allerdings verloren. 
In den obigen Beispielen wurden mittels der Ad-hoc-Reduktion eindimensionale
Gleichungen angegeben; über einen Zusammenhang zum Ausgangssystem insbe-
sondere über Konvergenz der Lösungen wurde hingegen nichts ausgesagt. Wäh-
rend es der Ad-hoc-Methodik an mathematischer Fundierung fehlt, kann die Be-
trachtung störungstheoretischer Konvergenzaussagen zielführend für eine QSS-
Reduktion sein.
1.2 die tikhonov-fenichel-reduktion
Der vorliegende Abschnitt stellt die Reduktionssätze von Tikhonov und Fenichel
für singuläre Störungsprobleme vor, sowie die Problematik ihrer expliziten An-
wendung. Die Intention, eine reduzierte Gleichung ohne die Kenntnis einer Stan-
dardform, wie sie im Satz von Tikhonov vorausgesetzt wird, zu bestimmen, geht
unter anderem zurück auf Fenichel [Fen79], Heinrich und Schauer [HS83], Stiefen-
hofer [Sti98], sowie Nöthen und Walcher [NW11].
In erster Linie stellen wir die Ergebnisse von Nöthen [Nöt08], Nöthen und Wal-
cher [NW11] vor, welche den Ausgangspunkt für die Reduktionen in Teil I bilden.
Die Betrachtung der Linearisierung des ungestörten Systems samt einer direkten
Zerlegung in eine Bild- und Kernkomponente ermöglicht es, die Transformation
eines Systems in eine Tikhonov-Standardform zu umgehen und eine reduzierte
Gleichung direkt zu berechnen.
Die Dimensionsreduktion singulärer Störungsprobleme basiert auf dem klassi-
schen Ansatz von Tikhonov [Tik52]. Wir zitieren Verhulst [Ver05, S. 99, Thm. 8.1]
und formulieren folgende Version des Reduktionssatzes.
Satz 1.2.1 (Reduktionssatz von Tikhonov) Gegeben sei ein Anfangswertproblem in
einer sogenannten Tikhonov-Standardform
x˙ = f (x, y, t) + ε . . . , x(0) = x0, x ∈ D ⊂ Rs, t ≥ 0, (1.4)
εy˙ = g(x, y, t) + ε . . . , y(0) = y0, y ∈ G ⊂ Rr, (1.5)
mit hinreichend glatten Funktionen f und g, sowie glatten Termen „ . . . “ höherer Ord-
nung in ε. Es werden folgende Annahmen getroffen:
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a) Das Anfangswertproblem (1.4)-(1.5) sei eindeutig lösbar. Ebenfalls besitze die reduzier-
te Gleichung
x˙ = f (x, y, t), x(0) = x0 (1.6)
0 = g(x, y, t) (1.7)
eindeutige Lösungen x, y.
b) Gleichung (1.7) besitze eine isolierte Lösung y = Φ(x, t) in Form einer stetigen Funk-
tion Φ, welche ebenfalls eine asymptotisch stabile Lösung der autonomen Gleichung
dy
dτ
= g(x, y, t), (1.8)
konstant in den Parametern x ∈ D, t ∈ R+, sei.
c) Für die Parameter x = x(0) und t = 0 in Annahme (b) sei y(0) enthalten in einer
inneren Teilmenge des Einzugsgebietes von y = Φ(x, t).
Dann konvergieren die Lösungen (xε, yε) von (1.4)-(1.5) auf einem festen (von ε unabhän-
gigen) Intervall für ε → 0 gegen die Lösungen (x, y) von (1.6)-(1.7). Das bedeutet, es
existieren (von ε unabhängige) Konstanten d, L ∈ R+ mit
lim
ε→0
xε(t) = x(t), 0 ≤ t ≤ L,
lim
ε→0
yε(t) = y(t), 0 < d ≤ t ≤ L. 
Eine Teilmenge eines Gebietes heißt innere Teilmenge, wenn jeder ihrer Punkte
einen positiven (von ε unabhängigen) Abstand zum Rand des Gebietes besitzt.
Anstelle der Annahme (b) in Satz 1.2.1 wird häufig die stärkere Bedingung li-
nearer asymptotischer Stabilität gefordert, denn die Spektrumsanalyse der Funk-
tionalmatrix ist praktikabler [Ver05, S. 102 unten].
Bemerkung 1.2.2 Es sei V(g) die Nullstellenmenge von g. Hinreichend für die
Attraktivität einer Menge M0 ⊂ V(g) ist die lineare asympotische Stabilität in
1.2.1 (b), was äquivalent ist zu der Existenz eines µ > 0 mit
Re Spec D2g(x, y, t) ≤ −µ für alle (x, y) ∈ M0, t ≥ 0. (1.9)

Es gibt heuristische Ansätze, Quasistationarität in Form eines kleinen Parame-
ters zu modellieren, welcher einen Ausgangspunkt bietet, die Existenz einer Re-
duktion via Tikhonov zu prüfen. Für quasistationäre Reaktionen impliziert die
QSS-Annahme einen kleinen Parameter, gegeben durch die Ratenkonstanten der
langsamen Teilreaktionen. Für quasistationäre Variablen hingegen ist bereits das
Bestimmen von Kandidaten für kleine Parameter ein interessantes Problem.
Erste aufschlussreiche Ansätze, die den Reduktionssatz von Tikhonov 1.2.1 für
die Modellierung von Quasistationarität nutzen, bieten Heineken, Tsuchiya und
Aris [HTA67], Segel [Seg88] sowie Segel und Slemrod [SS89]. Der Ansatz in [Seg88],
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[SS89] etabliert eine QSS-Modellierung durch Zeitskaleneinteilung. Im Wesentli-
chen wird dabei unterschieden in eine kurze Anfangsphase einer Reaktion und
eine sogenannte quasistationäre Phase. Die Autoren betrachten das irreversible
Michaelis-Menten-Modell mit der Annahme einer nahezu konstanten Komplex-
konzentration während der Hauptreaktionsphase. Chemisch intendierte Abschät-
zungen führen auf den parameterabhängigen Ausdruck
ε =
k1e0
k1s0 + k−1 + k2
,
welcher klein sein muss, damit die Quasistationaritätsbedingungen erfüllt sind.
In [SS89] gelingt die Transformation der Reaktionsgleichungen in eine Tikhonov-
Standardform mit kleinem Parameter ε. Der Zeitskalenansatz ist zielführend für
einige weitere Beispiele, vergleiche [HTA67], [BBS96], [TE03] sowie [SD05]. Ein
anderer Ansatzpunkt, QSS-Annahmen in Form kleiner Parameter zu beschreiben,
ist die Theorie fast invarianter Mengen von Nöthen [Nöt08]. Da wir die Voraus-
setzungen für eine Reduktion in Teil II detailliert untersuchen, sei an dieser Stelle
auf Abschnitt 8.1 verwiesen, in dem wir näher auf einzelne Ansätze eingehen.
Wir gehen davon aus, dass nicht jede QSS-Annahme die Anwendbarkeit des Re-
duktionssatzes von Tikhonov (oder den Erweiterungen von Fenichel) impliziert,
zumal in der Literatur kein Konsens über eine einheitliche Definition von QSS be-
steht. Dies suggerieren verschiedene Ansätze, dazu verweisen wir an dieser auf
Kapitel 8.1 sowie auf [GSWZ12a, Abschnitt 4]. Wir betrachten Reduktionen un-
ter den Voraussetzungen für Tikhonov (beziehungsweise Fenichel). Indem wir die
Existenz einer Transformation der Gleichungen in eine Standardform vorausset-
zen, verlangen wir nicht, dass Letztere bekannt ist.
Während die Bestimmung von Störungstermen in Teil II analysiert wird, gehen
wir in Teil I der Arbeit von singulären Störungsproblemen mit einem bekannten
kleinen Parameter aus. Im vorliegenden Kontext legen wir die Definition eines
singulären Störungsproblems von Fenichel [Fen79] zugrunde. Nach Fenichel wird
ein singuläres Störungsproblem durch zwei Zeitskalen charakterisiert, eine lang-
same Skala t und eine schnelle τ. Die Skalierungen hängen in Form eines kleinen
Parameters ε voneinander ab, es gilt t = ετ. Wir betrachten Systeme, deren rechte
Seite in der langsamen Zeitskala eine Singularität in ε = 0 besitzen.
Definition 1.2.3 Es sei U ⊂ Rn offen. Die Funktion h : U×R+ → Rn sei analytisch
und definiere das autonome System
x′ = h(x, ε) = h0(x) + εh1(x) + . . . , x ∈ U, (1.10)
mit kleinem Parameter ε ≥ 0. In der langsamen Skala t = ετ lautet das System
x˙ =
1
ε
h0(x) + h1(x) + . . . , x ∈ U. (1.11)
Die Singularitäten von (1.11) erscheinen als stationäre Mannigfaltigkeiten von ei-
ner Tikhonov-Standardform des Systems in schneller Zeitskalierung, genauso wie
von dem System
x′ = h(x, 0), x ∈ U.
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Fenichel betrachtet die Nichtisoliertheit der stationären Mannigfaltigkeit als defi-
nierende Eigenschaft für singuläre Störungsprobleme [Fen79, S. 64]. 
Im vorliegenden Kontext bedeutet Reduktion die Einschränkung eines Systems
auf eine asymptotisch invariante Untermannigfaltigkeit, eine sogenannte „Slow
Manifold“. Letztere besteht aus der Nullstellenmenge des Störungsterms nullter
Ordnung h(0) beziehungsweise einer nichtisolierten Teilmenge. Auf dieser wird
eine Dynamik definiert, sodass die Lösungen von (1.11) auf einem festen Zeitinter-
vall für ε→ 0 gegen die des reduzierten Systems konvergieren.
Gleichung (1.10) definiert unsere Generalvoraussetzungen, auf die fortwährend
Bezug genommen wird. Auf die abweichende Notation ′ für die Differentiation be-
züglich der skalierten Zeitvariable wird im Folgenden verzichtet. Die Auslassung
„ . . . “ steht für Terme höherer Ordnung in ε, wobei ein Term ρ(x, ε) von Ordnung
O(εk) für ein k ∈ N sei, wenn ein von ε unabhängiger Term C(x) existiert mit
|ρ(x, ε)| ≤ |C(x)εk| für hinreichend kleine ε.
Für eine analytische Funktion h(0) setzen wir eine naive Definition von Varie-
tät als Nullstellenmenge der Funktion voraus und verwenden die Bezeichnung
V(h(0)).
Bemerkung 1.2.4 Einer Reaktionsgleichung liegt in der Regel ein kompakter De-
finitionsbereich zu Grunde [Fei79]. Wie wir in Bemerkung 1.2.17 feststellen, ist es
ohne Einschränkung möglich, die Gleichungen auf einer offenen Umgebung des
Kompaktums zu definieren. Die Reduktion nach Tikhonov und Fenichel erhält
den chemisch bedeutsamen kompakten Defintionsbereich als invariante Menge
der reduzierten Gleichung, sodass eine anschließende Einschränkung der Dyna-
mik wohldefiniert ist. 
Entscheidend für die Existenz einer Tikhonov-Standardform eines Systems (1.10)
sind die ersten Integrale des ungestörten Terms h(0). Ist ψ eine invertierbare lö-
sungserhaltende Abbildung von System (1.10) in eine Tikhonov-Standardform
(1.4)-(1.5) auf einer Menge M0 ⊂ U, so gilt in O(ε0)-Näherung
Dψ(x)h(0)(x) =
(
0
g(ψ(x))
)
, x ∈ M0. (1.12)
In einigen Beispielen kann explizit eine Transformation in eine Tikhonov-Stan-
dardform mit Hilfe der ersten Integrale von h(0) konstruiert und eine reduzierte
Gleichung angegeben werden. Bereits im Falle der irreversiblen Michaelis-Menten-
Reaktion ist dies sehr aufwändig, wie entsprechende Rechnungen in [Nöt08, 5.2]
zeigen.
Beispiel 1.2.5 (Irreversible Michaelis-Menten-Reaktion) Betrachte die Gleichun-
gen der irreversiblen Michaelis-Menten-Dynamik in Beispiel 1.1.4 mit kleinem Pa-
rameter e0. In [Nöt08] wird explizit eine Transformationsvorschrift der Reaktions-
gleichungen in eine Tikhonov-Standardform konstruiert. Dazu wird das erste In-
tegral des ungestörten Systems explizit hergeleitet, dieses lautet
ψ(s∗, c∗) = s∗ + c∗ +
k2
k1
1
s0 + M
ln(s∗ +
k−1
k1
1
s0 + M
)
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mit der Notation in [Nöt08] bezeichnen s∗ = ss0+M , c
∗ = cs0+M dimensionslose Grö-
ßen und M := k1k−1+k2 die Michaelis-Menten-Konstante [Nöt08, S. 144, Gl. (5.23)].
Die reduzierte Gleichung kann abgelesen werden, man erhält
s˙ =
−e0k1k2s
k1s + k−1 + k2
, s ≥ 0. (1.13)

Bemerkung 1.2.6 Im Allgemeinen ist eine explizite Transformation nicht möglich,
denn hierzu werden die ersten Integrale des ungestörten Systems x˙ = h(0)(x) in
der Nähe der stationären Mannigfaltigkeit benötigt. 
Insbesondere ist ein direktes Vorgehen bereits für die dreidimensionalen irrever-
siblen Modelle für Kooperativität oder Kompetitive Inhibition nicht zielführend,
wie [Nöt08, 5.3.1 und 5.3.2] entnommen werden kann.
Die Grundlage für die Bestimmung einer reduzierten Gleichung ohne die ex-
plizite Kenntnis einer Tikhonov-Standardform bildet der klassische Ansatz von
Fenichel über die Geometrie singulärer Probleme [Fen79], weshalb wir eine Re-
duktion basierend auf Satz 1.2.1 eine Tikhonov-Fenichel-Reduktion nennen. Diese
existiert, wenn das System invertierbar und lösungserhaltend in eine Tikhonov-
Standardform (1.4)-(1.5) transformierbar ist. Die direkten Zugänge von Fenichel
und Stiefenhofer werden in Kapitel 3 vorgestellt, hier folgen wir [NW11].
Proposition 1.2.7 Betrachte System (1.10). Auf einer offenen Menge U0 ⊂ V(h(0))
existiert eine invertierbare lösungserhaltende Transformation in eine Tikhonov-
Standardform (1.4)-(1.5) mit der Stabilitätsbedingung (1.9) genau dann, wenn fol-
gende zwei Bedingungen erfüllt sind:
a) Das ungestörte System x˙ = h(x, 0) besitzt s unabhängige erste Integrale auf U0.
b) Es existiert eine positive Konstante µ > 0, sodass D1h(x, 0) den Eigenwert 0
mit geometrischer (und algebraischer) Vielfachheit s besitzt für alle x ∈ U0,
und alle nicht trivialen Eigenwerte einen Realteil ≤ −µ haben. Insbesondere
ist U0 enthalten in einer s-dimensionalen Untermannigfaltigkeit. 
Die Übereinstimmung von geometrischer und algebraischer Vielfachheit des Ei-
genwertes 0 bezüglich D1h(·, 0) = Dh(0)(x) ist äquivalent zu einer direkten Zerle-
gung des Grundraums
Rn = Kern Dh(0)(x)⊕ Bild Dh(0)(x), x ∈ U0. (1.14)
Diese Zerlegung ist zentral für das Verständnis der Tikhonov-Fenichel-Reduktion,
aufgrund folgender Beobachtung in [NW11].
Folgerung 1.2.8 Gegeben sei System (1.10). Existiert (lokal) eine invertierbare lö-
sungserhaltende Transformation des Systems in eine Tikhonov-Standardform, so
ist die direkte Zerlegung (1.14) invariant unter der Transformation. Insbesondere
bleibt die Anzahl unabhängiger erster Integrale von h(0) erhalten. 
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Im Grundraum Rn ist die reduzierte Tikhonov-Standardform (1.4)-(1.5) gegeben
durch
˙(
x
y
)
=
(
f (x, y, 0)
−D2g(x, y, 0)−1D1g(x, y, 0) f (x, y, 0)
)
, (x, y)T ∈ V(g). (1.15)
Sie entspricht somit genau der Kernkomponente des Störungsterms erster Ord-
nung ( f , ∗)T ∈ Rn bezüglich der Zerlegung
Rn = Kern D
( 0
g
)
(x, y)⊕ Bild D ( 0g ) (x, y), (x, y)T ∈ V(g).
In Kombination mit der Invarianz der direkten Zerlegung (1.14) kann die Tikhonov-
Fenichel-Reduktion als Projektion verstanden werden. Auf diesem Weg bestim-
men Nöthen und Walcher [NW11] eine reduzierte Gleichung ohne die Kenntnis
einer Tikhonov-Standardform. Insbesondere existiert eine geschlossene Formel für
die Projektion in Abhängigkeit des Minimalpolynoms von Dh(0).
Satz 1.2.9 [NW11, S. 951] Gegeben sei System (1.10). In x0 ∈ V(h(0)) existiere eine
Tikhonov-Fenichel-Reduktion. Die reduzierte Gleichung ist gegeben durch die Projektion
von h(1)(x) auf die Kernkomponente der Matrix Dh(0)(x) längs ihrem Bild für alle x in
einer geeigneten Umgebung Ux0 von x0.
Bezeichnet σx das Minimalpolynom von Dh(0)(x), für x ∈ Ux0 , so lautet die reduzierte
Gleichung
x˙ = σx(0)−1σx
(
Dh(0)(x)
)
h(1)(x), für alle x ∈ Ux0 . (1.16)

Die Dimension der reduzierten Gleichung enstpricht der Kerndimension der Ma-
trix Dh(0) und stimmt als solche mit der Anzahl der unabhängigen Integrale von
h(0) überein. Für ein System mit rationaler rechter Seite, liefert die Tikhonov-
Fenichel-Reduktion ein ebenfalls rationales System, wie die Projektionseigenschaft
in Satz 1.2.9 impliziert. Insbesondere sind reduzierte Reaktionsgleichungen ratio-
nal, solange die reduzierten Gleichungen im Grundraum betrachtet werden. Übli-
cherweise wird eine Parametrisierung der Slow Manifold in die Gleichungen sub-
stituiert, was auf eine geschlossene Darstellung im niederdimensionalen Raum
führt; die Rationalität geht hierbei im Allgemeinen verloren.
Insbesondere ist Reduzierbarkeit im Sinne der Existenz einer Tikhonov-Fenichel-
Reduktion eine lokale Eigenschaft, was grundlegend für die Herangehensweise in
Kapitel 2 ist.
Im Rahmen dieser Arbeit zeichnen wir eine weitere Situation aus. Wir sprechen
von einer formalen Tikhonov-Fenichel-Reduktion, wenn eine reduzierte Gleichung
berechnet werden kann, die Bedingungen an die Attraktivtät der Slow Manifold
in Satz 1.2.1 hingegen nicht garantiert sind. Die Betrachtung einer formalen Re-
duktion hat zwei Gründe. Zum einen legen wir im Folgenden den Schwerpunkt
auf die Berechnung reduzierter Systeme, hierfür sind die Konvergenzbedingun-
gen nicht relevant. Zum anderen weist Fenichel Konvergenzeigenschaften von Lö-
sungen unter der schwächeren Voraussetzung normaler Hyperbolizität von Dh(0)
nach [Fen79, Thm. 9.1].
Eine formale Reduktion stellt keine Bedingungen an die nicht trivialen Eigen-
werte der Matrix Dh(0). Wir erhalten die folgende Definition.
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Definition 1.2.10 Ohne spezielle Forderungen an seine Lösungen bezeichnen wir
ein System der Gestalt
x˙ = f (x, y, t) + ε . . . , x(0) = x0, x ∈ D ⊂ Rs, t ≥ 0, (1.17)
εy˙ = g(x, y, t) + ε . . . , y(0) = y0, y ∈ G ⊂ Rr, (1.18)
mit analytischer rechter Seite und kleinem Parameter ε als formale Tikhonov-
Standardform. Ohne Konvergenzaussagen für die Lösungen zu treffen, kann eine
Gleichung
x˙ = f (x, y, t), x(0) = x0, (1.19)
0 = g(x, y, 0), (1.20)
niedrigerer Dimension angegeben werden, was wir als formale Tikhonov-Fenichel-
Reduktion bezeichnen. 
Wir formulieren eine einfache Folgerung von Proposition 1.2.7 für die formale
Reduktion.
Folgerung 1.2.11 Gegeben sei System (1.10).
a) Es sei ein x0 gegeben, enthalten in einer s-dimensionalen Untermannigfaltigkeit
M0 ⊂ V(h(0)) für s = n − Rang Dh(0)(x0) ≥ 1. In x0 existiert eine formale
Tikhonov-Fenichel-Reduktion genau dann, wenn gilt
Rn = Kern Dh(0)(x0)⊕ Bild Dh(0)(x0).
b) Das System (1.10) besitze eine rationale rechte Seite. Es sei x0 ∈ V(h(0)) ent-
halten in einer Komponente der Dimension s ≥ 1. Dann existiert eine formale
Tikhonov-Fenichel-Reduktion in x0 genau dann, wenn x0 ein einfacher Punkt
von V(h(0)) ist und die algebraische Vielfachheit von 0 als Eigenwert von Dh(0)
gerade s ist. 
Beweis
1. Die Aussage (a) ist ein Resultat in [NW11, S. 951].
2. Es sei ein rationales System (1.10) gegeben. Es sei 1 ≤ s ≤ n− 1 und x0 liege
in einer s-dimensionalen Komponete Y von V(h(0)). Laut (a) existiert eine
formale Tikhonov-Fenichel-Reduktion genau dann, wenn die algebraische
sowie die geometrische Vielfachheit des Eigenwertes 0 von Dh(0)(x0) gleich
s sind. Zudem ist die geometrische Vielfachheit durch n − Rang Dh(0)(x0)
gegeben. Somit folgt die Aussage aus der Identität
dimY = s = n− Rang Dh(0)(x0) = dim Θx0V(h(0)), nahe x0
für einen einfachen Punkt x0, wobei Θx0V(h(0)) den Tangentialraum der Va-
rietät V(h(0)) in x0 bezeichnet. 
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Die Argumentation in [NW11] basiert auf den Eigenschaften einer formalen Re-
duktion, insbesondere gilt Satz 1.2.9 für die formale Tikhonov-Fenichel-Reduktion.
Mit Hilfe der Reduktionsvorschrift in Satz 1.2.9 können zum Beispiel reduzierte
Systeme für die Michaelis-Menten-Gleichung sehr einfach berechnet werden, wie
[NW11, 3.1] und folgende Rechnungen zeigen.
Beispiel 1.2.12 (Reversible Michaelis-Menten-Dynamik) Wir betrachten die re-
versiblen Michaelis-Menten-Gleichungen aus 1.1.5 mit kleinem Parameter e0. Die
Störungsterme nullter und erster Ordnung sind gegeben durch
h(0)((s, c)T) =
(
(k1s + k−1)c
−(k1s + k−2 + k2)c− k−2(s0 − c− s)c
)
,
h(1)((s, c)T) =
(
−k1s
k1s + k−2(s0 − c− s)
)
.
Es existiert eine Tikhonov-Fenichel-Reduktion auf die attraktive Slow Manifold
M0 = {(s, 0)T; s ≥ 0} ⊂ V(h(0)),
denn die Jacobimatrix
Dh(0)((s, 0)T) =
(
0 k−1 + k1s
0 −(k1s + k−1 + k2 + k−2(s0 − s))
)
erfüllt offenbar die Eigenwertbedingungen in Proposition 1.2.7. Zudem gelten
Kern Dh(0)((s, 0)T) = 〈
(
1
0
)
〉,
Bild Dh(0)((s, 0)T) = 〈
(
k1s + k−1
−(k1s + k−1 + k2 + k−2(s0 − s))
)
〉
für s ≥ 0. Wir zerlegen den Störungsterm erster Ordnung in
h(1)((s, 0)T) = a
(
1
0
)
+ b
(
k1s + k−1
−(k1s + k−1 + k2 + k−2(s0 − s))
)
,
mit den Koeffizienten
a = − k1k2s + k−1k−2(s0 − s)
k1s + k−1 + k2 + k−2(s0 − s) und
b = − k1s + k−2(s0 − c− s)
k1s + k−1 + k2 + k−2(s0 − s) .
Die reduzierte eindimensionale Gleichung kann aus dieser Darstellung abgelesen
werden. Alternativ kann das Minimalpolynom
µ(τ) = τ · σ(τ) = τ(τ + k1s + k−1 + k2 + k−2(s0 − s))
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der Matrix Dh(0) bestimmt und die Formel in Satz 1.2.9 ausgewertet werden. Wir
erhalten das reduzierte System
˙(
s
c
)
=
1
σ(0)
σ
(
Dh(0)((s, 0)T)
)
h(1)((s, 0)T)
=
 k1k2s+k−1k−2(s−s0)k1s+k−1+k2+k−2(s0−s)
0
 , (a
b
)
∈ M0.
Speziell erhält man für den irreversiblen Fall k−2 = 0 das Ergebnis aus 1.2.5. 
Als weiteres Beispiel betrachten wir das irreversible Modell mit der Einteilung
in schnelle und langsame Reaktionen von Heinrich und Schauer [HS83].
Beispiel 1.2.13 (Michaelis-Menten mit langsamer Produktbildung) Die QSS-An-
nahme einer langsamen Produktbildung im Michaelis-Menten-Modell definiert
den kleinen Parameter k2. Für die irreversiblen Gleichungen in 1.1.4 erhalten wir
folgende Einteilung
˙(
s
c
)
= h(0)((s, c)T) + k2h(1)((s, c)T)
=
(
−k1(e0 − c)s + k−1c
k1(e0 − c)s− k−1c
)
+ k2
(
0
c
)
.
Gemäß Proposition 1.2.7 liefert der Tikhonov-Fenichel-Ansatz eine Reduktion auf
die attraktive Menge M0 = {(s, c)T; k1s(e0 − c) = k−1c}, denn die Matrix
Dh(0)((s, c)T) =
(
−k1(e0 − c) k1s + k−1
k1(e0 − c) −(k1s + k−1)
)
besitzt die Eigenwerte 0 und −k1(e0 − c)− k1s− k−1 < 0. Ferner erhalten wir eine
Zerlegung durch
Kern Dh(0) = 〈
(
k1s + k−1
k1(e0 − c)
)
〉 und Bild Dh(0) = 〈
(
1
−1
)
〉.
Für a = ck1(e0−c)+k1s+k−1 und b =
−(k1s+k−1)c
k1(e0−c)+k1s+k−1 gilt(
0
c
)
= a
(
k1s + k−1
k1(e0 − c)
)
+ b
(
1
−1
)
.
Auf der Slow Manifold M0 lautet die reduzierte Gleichung
s˙ =
e0k1s(k1s + k−1)
(k1s + k−1)2 + k1k−1e0
, s ≥ 0. 
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Die Reduktionsmethode in Satz 1.2.9 ist ebenfalls zielführend für etwas größere
Systeme; in [NW11, 4] wird eine Tikhonov-Fenichel-Reduktion der dreidimensio-
nalen Gleichungen für das irreversible Modell der Kooperativität zweier Kom-
plexe berechnet. Exemplarisch zeigen wir die Anwendung von Satz 1.2.9 auf die
Gleichungen der kompetitiven Inhibition.
Beispiel 1.2.14 (Kompetitive Inhibition) Viele kinetische Enzyme sind in der La-
ge Bindungen mit sogenannten Hemmstoffen einzugehen. Im einfachsten Fall
stoppt eine Inhibitorbindung die Produktbildung. Keener und Sneyd [KS09] be-
trachten den irreversiblen Mechanismus der kompetitiven Inhibition
E + S
k1

k−1
C1
k2

k−2
E + P
E + I
k3

k−3
C2.
Sinnvollerweise kann angenommen werden, dass zum Reaktionsstartpunkt nur
Enzym e(0) = e0, Substrat s(0) = s0 und Inhibitor i(0) = i0 vorhanden sind. Unter
Beachtung linearer erster Integrale erhalten wir das dreidimensionale System
s˙ = −k1s(e0 − c1 − c2) + k−1c1
c˙1 = k1s(e0 − c1 − c2)− (k−1 + k2)c1
c˙2 = k3(e0 − c1 − c2)(i0 − c2)− k−3c2
in der Variable (s, c1, c2)T ∈ R3+. Wir nehmen an, es liege eine QSS-Annahme
mit kleinem Parameter e0 vor und zeigen, hierzu existiert eine Tikhonov-Fenichel-
Reduktion auf die Menge {(s, 0, 0)T; s ≥ 0}. Es können Störungsterme nullter und
erster Ordnung
h(0)((s, c1, c2)T) =
 k1s(c1 + c2) + k−1c1−k1s(c1 + c2)− (k−1 + k2)c1
−k3(c1 + c2)(i0 − c2)− k−3c2
 ,
h(1)((s, c1, c2)T) =
 −k1sk1s
k3(i0 − c2)

abgelesen werden. Auf der Menge M0 ist die Jacobimatrix von h(0) gegeben durch
Dh(0)((s, 0, 0)T) =
0 k−1 + k1s k1s0 −k1s− k−1 − k2 −k1s
0 −k3i0 −k3i0 − k−3

und besitzt das Minimalpolynom
µ(τ) = τ · σ(τ)
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mit
σ(τ) = τ2 + (k1s + k−1 + k2 + k−3 + k3i0)τ + k−3(k1s + k−1 + k2) + k3i0(k−1 + k2).
Da die Nullstellen von σ negativen Realteil besitzen, sind die Bedingungen an die
Eigenwerte von Dh(0) für eine Tikhonov-Fenichel-Reduktion in Proposition 1.2.7
erfüllt. Wir werten die Formel in Satz 1.2.9 aus und erhalten die eindimensionale
reduzierte Gleichung
s˙ = − k1k2k−3s
k−3(k1s + k−1 + k2) + k3i0(k−1 + k2)
, s ≥ 0. 
Obige Beispiele 1.2.12–1.2.14 suggerieren den zunehmenden Aufwand der Reduk-
tionsmethodik aus [NW11] für höherdimensionale Systeme. Mit zunehmender Di-
mension steigt tendenziell der Grad des Minimalpolynoms der Jacobimatrix von
h(0). Die Auswertung ihres Minimalpolynoms für die Matrix Dh(0) wird zuneh-
mend aufwändiger und bietet daher keinen praktikablen Zugang für höherdimen-
sionale Gleichungen.
Wie wir in den Beispielen 1.1.4 und 1.2.5 gesehen haben, stimmen die Ergebnis-
se der Ad-hoc-Methode und der Tikhonov-Fenichel-Reduktion für die irreversible
Michaelis-Menten-Gleichung überein. Im Allgemeinen gilt dieser Zusammenhang
nicht, wie der reversible Fall in 1.1.5 und 1.2.12 zeigt. Wir werden diesen Zusam-
menhang in Kapitel 4 erklären. Vorweg kann ein Zusammenhang für die Gleichun-
gen schneller und langsamer Reaktionen einfach gesehen werden, denn für eine
Unterteilung in schnelle und langsame Raten lassen sich die Reaktionsgleichun-
gen als Summe der Gleichungen des schnellen und des langsamen Teilsystems
schreiben. Im Gesamtkontext stellt Korollar 1.2.15 ein Analogon zu der Aussage
in 4.2.3 dar.
Korollar 1.2.15 Es sei ein System schneller und langsamer Reaktionen
x˙ = h(0)(x) + εh(1)(x)
gegeben mit einem kleinen Parameter ε ≥ 0. Es existiere eine Tikhonov-Fenichel-
Reduktion auf eine Slow Manifold M0 ⊂ V(h(0)). Die reduzierten Gleichungen des
Tikhonov-Fenichel-Formalismus und der Ad-hoc-Methode stimmen genau dann
überein, wenn gilt
h(1)(x) ∈ Kern Dh(0)(x) für alle x ∈ M0. 
Betrachtet man die Gleichungen einer chemischen Reaktion, so geht der An-
wendung des Tikhonov-Fenichel-Formalismus in der Regel eine durch die Stöchio-
metrie bedingte lösungserhaltende lineare Transformation voraus. Dies entspricht
der Substitution linearer erster Integrale. In welcher Weise diese ersetzt werden
ist dabei unerheblich, was an den Invarianzeigenschaften der Tikhonov-Fenichel-
Reduktion liegt. Das folgende Lemma 1.2.16 zeigt das Verhalten einer Tikhonov-
Fenichel-Reduktion unter einer invertierbaren lösungserhaltenden Abbildung.
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Lemma 1.2.16 Sei U ⊂ Rn offen. Betrachte zwei analytische Systeme
x˙ = h1(x, ε), x ∈ U, (1.21)
und
x˙ = h2(x, ε), x ∈ U, (1.22)
mit kleinem Parameter ε ≥ 0, für die eine Tikhonov-Fenichel-Reduktion auf eine offene
Menge M0 ⊂ U existiert. Die Systeme stimmen bis auf eine invertierbare lösungserhal-
tende Abbildung η von x˙ = h1(x, ε) in x˙ = h2(x, ε) überein.
So existiert ebenfalls eine invertierbare lösungserhaltende Abbildung, welche die gemäß
Tikhonov-Fenichel reduzierte Gleichung von (1.21) in die reduzierte Gleichung von (1.22)
transformiert. 
Beweis
Es sei η : Rn → Rn invertierbar und lösungserhaltend von System (1.21) in (1.22),
so gilt
Dη(x, ε) · h1(x, ε) = h2(η(x), ε). (1.23)
Nach Voraussetzung existiert für beide Systeme eine Tikhonov-Fenichel-Reduktion
auf eine offene Menge M0 ⊂ U. Das bedeutet, es gibt lösungserhaltende Transfor-
mationen
ψ1 : x˙ = h1(x, ε) −→ x˙ =
(
f1(x, ε)
g1(x, ε)
)
, x ∈ M0,
ψ2 : x˙ = h2(x, ε) −→ x˙ =
(
f2(x, ε)
g2(x, ε)
)
, x ∈ M0,
wobei
(
fi(x, ε), gi(x, ε)
)T
für i = 1, 2 die jeweilige Tikhonov-Standardform be-
zeichne; ohne Einschränkung sei x passend separiert. Da autonome Systeme be-
trachtet werden, hängen die Transformationen ψ1,ψ2 nicht von der Zeitvariablen t
ab [NW11, 2.1].
Es sei nun x ∈ M0. Wir erhalten die Identitäten
Dψ1(x, ε) · h1(x, ε) =
(
f1(ψ1(x), ε)
g1(ψ1(x), ε)
)
, (1.24)
Dψ2(x, ε) · h2(x, ε) =
(
f2(ψ2(x), ε)
g2(ψ2(x), ε)
)
. (1.25)
Aufgrund der Invertierbarkeit von η ist Gleichung (1.24) äquivalent zu
Dψ−11 (x, ε) ·
(
f1(x, ε)
g1(x, ε)
)
= h1((ψ−11 (x), ε). (1.26)
Definiere η̂ := ψ2 ◦ η ◦ ψ−11 . Wir zeigen, η̂ ist lösungserhaltend zwischen den
Tikhonov-Standardformen. Dazu betrachten wir die Funktionalmatrix von η und
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nutzen die lösungserhaltenden Eigenschaften (1.23)-(1.26) aus. Für die Funktional-
matrix
Dη̂(x, ε) = Dψ2(η ◦ ψ−11 (x), ε) · Dη(ψ−11 (x), ε) · Dψ−11 (x, ε)
folgt
Dη̂(x, ε)
(
f1(x, ε)
g1(x, ε)
)
= Dψ2(η ◦ ψ−11 (x), ε) · Dη(ψ−11 (x), ε) · h1(ψ−1(x), ε) mit (1.26)
= Dψ2(η ◦ ψ−11 (x), ε) · h2(η(x), ε) mit (1.23)
=
(
f2(η̂(x), ε)
g2(η̂(x), ε)
)
mit (1.25).
Somit ist η̂ lösungserhaltend zwischen den Tikhonov-Standardformen der Syste-
me (1.21) und (1.22). Diese Eigenschaft gilt insbesondere im Grenzwert ε = 0. Wie
behauptet, existiert eine invertierbare lösungserhaltende Abbildung der reduzier-
ten Gleichung von (1.21) in die reduzierte Gleichung von (1.22), diese ist gegeben
durch η̂(x, 0). 
Schließlich weisen wir auf die Konsistenz von Definitionsbereichen chemischer
Gleichungen hin, auch wenn einzelne Begründungen erst im folgenden Abschnitt
1.3 nachgeliefert werden. Aufgrund der Nichtnegativitätsbedingung an die Raten-
funktionen impliziert eine Massenwirkungskinetik die positive Invarianz des posi-
tiven Orthanten für die Gleichungen einer chemischen Reaktionskinetik, wie zum
Beispiel [Fei79] zu entnehmen ist. Stöchiometrische Erhaltungsgrößen sind durch
ihre Anfangskonzentrationen beschränkt. Diese natürlichen Beschränkungen ent-
sprechen positiv invarianten Mengen der Reaktionsgleichungen. Im Michaelis-
Menten-Modell sind beispielsweise die Mengen {e + c ≤ e0} und {s ≤ s0} po-
sitiv invariant. Wichtig ist, positiv invariante Mengen bleiben bei der Tikhonov-
Fenichel-Reduktion erhalten.
Bemerkung 1.2.17 Sei U ⊂ Rn offen. Das analytische System
x˙ = h(x, ε), x ∈ U, (1.27)
mit kleinem Parameter ε ≥ 0 werde unter dem Tikhonov-Fenichel-Formalismus
auf eine attraktive Slow Manifold M0 ⊂ Rn reduziert.
Es sei Ω ⊂ M0 eine von ε unabhängige, abgeschlossene, für das System (1.27)
(positiv) invariante Menge. Wie der Satz von Tikhonov besagt, konvergieren die
Lösungen von (1.27) im Grenzwert ε → 0 gegen diejenigen des reduzierten Sys-
tems. Die Abgeschlossenheit von Ω garantiert, dass die Lösungen der reduzierten
Gleichung ebenfalls in Ω enthalten sind und sichert so ihre (positive) Invarianz
bezüglich der reduzierten Gleichung. 
Als polynomielle oder rationale Terme werden Reaktionsgleichungen oft auf Rn
definiert und reduziert. Betrachte eine positiv invariante Menge, zum Beispiel den
chemischen Definitionsbereich und schneide diese mit der formalen Slow Mani-
fold. Da Letztere positiv invariant für die reduzierte Gleichung ist, liefert die
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Schnittmenge ebenfalls eine positiv invariante Menge für die reduzierte Gleichung
und eignet sich als Definitionsbereich.
Der letzte Teilabschnitt zeigt einige Eigenschaften von Reaktionsgleichungen
auf. Spezielle Strukturen in der Chemie können genutzt werden, um mathemati-
sche Reduktionen zu vereinfachen. Konkret sei auf die Teilkapitel 2.2, 2.3 sowie
4.2 verwiesen.
1.3 struktur und konstruktion von reaktionsgleichungen
Reaktionsgleichungen weisen besondere strukturelle Eigenschaften auf, deren Ana-
lyse ein eigenes Arbeitsgebiet darstellt und im Wesentlichen zurückgeht in die
1960er-1970er Jahre. Übersichtsartikel von Anderson [And11], Feinberg [Fei87],
Heinrich und Schauer [HS83], Heinrich und Schuster [HS96] sowie Horn und
Jackson [HJ72] beinhalten eine Darstellung von Reaktionsgleichungen und grund-
sätzlichen Eigenschaften. Spezieller Gegenstand genannter Arbeiten ist die Kon-
vergenz gegen stationäre Zustände, wozu Feinbergs Lecture Notes [Fei79] eine
detaillierte Ausarbeitung bieten.
Die zu Beginn erwähnten Homogenitätsbedingungen vorausgesetzt, können
Konzentrationsänderungen ausgehend von einer Kinetik und der Stöchiometrie
eines Netzwerks beschrieben werden durch ein System gewöhnlicher Differential-
gleichungen. Im Modell der Massenwirkungskinetik sind Reaktionsgeschwindig-
keiten proportional zu den Konzentrationen der miteinander reagierenden Stof-
fe. Die nichtnegativen Proportionalitätskonstanten heißen Ratenkonstanten und
werden üblicherweise an die entsprechenden Reaktionspfeile notiert. Wir stellen
eine kurze Anleitung zur Konstruktion von Reaktionsgleichungen mit Massenwir-
kungskinetik dar, indem wir die Standardliteratur [Fei79], [HJ72] zugrunde legen.
Gegeben sei ein chemisches Netzwerk mit N Spezies und M Komplexen, welche
durch Massenwirkung miteinander reagieren. Standardmäßig werden die Spezies
durchnummeriert und mit den Standardbasisvektoren des RN identifiziert. Wie
Feinberg [Fei87] identifizieren wir ebenfalls einen Komplex mit einem Vektor des
RN , dessen i-ter Eintrag genau dem stöchiometrischen Koeffizienten der i-ten Spe-
zies bei der Komplexbildung entspricht. Hierbei werden die Koeffizienten der Spe-
zies die nicht im Komplex auftauchen als 0 definiert. Ein Reaktionsvektor ist die
Differenz zweier Komplexe, wobei der Reaktand einer Reaktion negativ und ihr
Produkt positiv gezählt werden.
Bezeichnen A1, . . . , AN die Spezies eines Systems, so besitzt die Reaktion
α1A1 + . . . + αN AN
kα,β
⇀ β1A1 + . . . βN AN
zweier Komplexe mit stöchiometrischen Koeffizienten αi, βi ∈ N0 für 1 ≤ i ≤ N
und Ratenkonstante kα,β ≥ 0 den Reaktionsvektor
(−α1 + β1, . . . ,−αN + βN)T ∈ RN .
Die Reaktion läuft mit der Geschwindigkeit kα,βaα = kα,βa1α1 · · · · · aNαN ab, wo-
bei ai die Konzentration der i-ten Spezies, a = (a1, . . . , aN)T ∈ RN den Konzen-
trationsvektor und α = (α1, . . . , αN)T ∈ RN den Vektor der stöchiometrischen
Koeffizienten des Reaktanden bezeichnen.
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Bemerkung 1.3.1 Ohne tieferen Einblick in die Struktur eines Netzwerks können
die Reaktionsgleichungen auf folgende Weise konstruiert werden.
• Stelle die Reaktionsvektoren auf.
• Multipliziere jeden Reaktionsvektor −α+ β mit der Rate kα,βaα.
• Die Summe dieser Terme definiert eine polynomielle Funktion f ∈ R[a]N
und beschreibt die rechte Seite der Reaktionsgleichungen
a˙ = f (a), a ∈ RN .
• Der positive Orthant RN+ ist positiv invariant, sodass Reaktionsgleichungen
sinnvollerweise auf diesem definiert werden können
a˙ = f (a), a ∈ RN+ . 
Man erhält ein parameterabhängiges System gewöhnlicher Differentialgleichun-
gen mit polynomieller rechter Seite für den Konzentrationsvektor a(t). Unter einer
Reaktionsgleichung verstehen wir etwas allgemeiner Systeme mit rationaler rech-
ter Seite; somit impliziert der Begriff ebenfalls reduzierte Reaktionsgleichungen.
Die Systemparameter entsprechen den Ratenkonstanten sowie den Anfangswer-
ten stöchiometrischer Erhaltungsgrößen.
Eine wichtige Eigenschaft chemischer Gleichungen ist die Stöchiometrie, welche
auf dem Prinzip der Massenerhaltung beruht. Gewichtet mit ihren stöchiometri-
schen Koeffizienten bleibt die Summe gewisser Stoffkonzentrationen erhalten. Im
Differentialgleichungssystem entsprechen diese Konstanten einem Anfangswert-
problem. Insofern ist jede Trajektorie enthalten in einer sogenannten stöchiome-
trischen Kompatibilitätsklasse. Eine stöchiometrische Erhaltungsgröße beschreibt
ein lineares erstes Integral im Differentialgleichungssystem. Aufgrund dessen ist
die Dimension einer Reaktionsgleichung n in der Regel kleiner als die Anzahl der
beteiligten Stoffe N.
Meistens sind Netzwerke für Massenwirkungsreaktionen von der Gestalt, dass
jeweils höchstens zwei Moleküle gleichzeitig miteinander reagieren. Diese che-
misch sinnvolle Annahme lässt im System der Reaktionsgleichungen nur Terme
von Totalgrad 2 zu, wir nutzen diese Eigenschaft in Abschnitt 4.2.
Strukturelle Einsicht in die Eigenschaften von Reaktionsgleichungen bieten ge-
wisse Zerlegungen der rechten Seite. Für ein Netzwerk von m Teilreaktionen, kön-
nen die Gleichungen zerlegt werden in das Produkt
f (a) = S ·W(a), a ∈ RN+ , (1.28)
einer stöchiometrischen Matrix S ∈ RN×m und einem Reaktionsvektor W ∈ R[a]m.
Hierbei sind die Einträge von W genau die Gleichungen der (reversiblen) Teilre-
aktionen und S enthält (bis auf Vorzeichen) die stöchiometrischen Koeffizienten.
Diese Zerlegung betrachten unter anderem Heinrich und Schauer [HS83], Goussis
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[Gou12] sowie Stiefenhofer [Sti98]. Die Zerlegung kann folgendermaßen erklärt
werden. Man betrachte jede Teilreaktion reversibel
α1,j A1 + . . . + α1,N AN
k j
+


k j
−
β1,j A1 + . . . + βN,j AN , 1 ≤ j ≤ m
mit Ratenkonstanten k j+, k j− ≥ 0. Die j-te Komponete von W enthält die Glei-
chung der j-ten Teilreaktion, gegeben durch
Wj(a) = −k j+
N
∏
i=1
aiαi,j + k j−
N
∏
i=1
aiβi,j , für 1 ≤ j ≤ m.
Die Koeffizienten von S = (Si,j)1≤i≤N,1≤j≤m werden durch die stöchiometrischen
Koeffizienten bestimmt, es gilt
Si,j = −αi,j + βi,j, für 1 ≤ i ≤ N, 1 ≤ j ≤ m.
Es können auch andere Darstellungen betrachtet werden, eine feinere Produkt-
zerlegung nutzt zum Beispiel Feinberg [Fei79]. Obiges Produkt via Heinrich und
Schauer eignet sich für die Untersuchung einer kanonischen Zerlegung für die
Reduktion in Kapitel 2.
Abschließend gehen wir auf einige Begriffe und Netzwerkeigenschaften ein, die
im Weiteren benötigt werden. In einem reversiblen Netzwerk existiert zu jeder
Reaktion auch eine entsprechende Rückreaktion. Kann ein Komplex A zu einem
anderen Komplex B reagieren, so auch vice versa. Eine schwächere Eigenschaft
ist schwache Reversibilität. In diesem Fall kann B zu A über Zwischenzustän-
de reagieren. Anders gesagt, zu jeder Teilreaktion gibt es eine Kette gerichteter
Reaktionspfeile, die von Produkt zu Edukt der Teilreaktion führt. Ein Netzwerk
kann zerlegt werden in separate Teilnetzwerke, die sogenannten Kopplungsklas-
sen, die untereinander nicht (durch Reaktionspfeile) verbunden sind. Es bezeichne
` die Anzahl der Kopplungsklassen. Der Rang r eines Netzwerks entspricht der
Dimension des stöchiometrischen Unterraums, welcher von den Reaktionsvekto-
ren erzeugt wird. Die Struktur eines Netzwerks mit M Komplexen definiert eine
charakteristische Größe, den Defekt
δ := M− `− s.
Der Defekt eines Systems zeichnet spezielle Eigenschaften aus. Ein besonderes Re-
sultat sind die Konvergenzeigenschaften eines Defekt-Null-Systems, wie Feinberg
[Fei79, Thm. 3.1] mit Verweis auf [HJ72] zeigt.
Satz 1.3.2 (Defekt-Null-Theorem) Gegeben seien die Reaktionsgleichungen einer Mas-
senwirkungskinetik für ein schwach reversibles chemisches Netzwerk mit Defekt 0. Es
gelten:
i) Jede stöchiometrische Kompatibilitätsklasse enthält genau einen stationären Punkt im
positiven Orthanten RN+ .
ii) Innerhalb seiner Kompatibilitätsklasse ist jeder stationäre Punkt lokal asymptotisch
stabil. 
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Feinberg [Fei79] behauptet eine stärkere Variante der zweiten Teilaussage und fol-
gert die globale asymptotische Stabilität. Was bislang als Vermutung gilt, wurde
von Anderson [And11] bewiesen für den Spezialfall einer einzigen Kopplungsklas-
se.
Im Folgenden erarbeiten wir einen praktischen Zugang für eine Reduktion, der
allgemein für rationale Systeme gilt. Die Anwendungen beziehen sich hauptsäch-
lich auf Systeme mit einer QSS-Annahme. Auf verschiedene Weise können wir ma-
thematische Besonderheiten beider Konzepte für die Berechnung einer Tikhonov-
Fenichel-Reduktion nutzen. Für schnelle und langsame Reaktionen ergibt die Pro-
duktzerlegung des Teilsystems für die schnellen Reaktionen in stöchiometrische
Matrix und Reaktionsvektor eine Vereinfachung der Reduktionsformel in Kapitel
2. Gleichzeitig bestimmt die Stöchiometrie des schnellen Teilsystems oft die ersten
Integrale von h(0). Dies bietet in Kapitel 2.3 Vorteile, um Anfangswerte auf einer
Slow Manifold anzugeben. Darüber hinaus werden Besonderheiten einer Redukti-
on für quasistationäre Variablen in Kapitel 4 herausgearbeitet.
Teil I
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B E S T I M M U N G R E D U Z I E RT E R G L E I C H U N G E N
P O LY N O M I E L L E R ( U N D R AT I O N A L E R ) S Y S T E M E
Ein Ziel dieser Arbeit ist die Anwendung der Tikhonov-Fenichel-Reduktion auf
chemische Systeme, deren Reaktionsgleichungen ein singuläres Störungsproblem
beschreiben, sei es in Form eines kleinen Parameters oder einer Einteilung in
schnelle und langsame Teilreaktionen. Das vorliegende Kapitel thematisiert die
praktische Berechnung reduzierter Gleichungen. Es wird eine Berechnungsmetho-
de für reduzierte Systeme entwickelt, deren Anwendungsrahmen alle Systeme mit
rationaler rechter Seite umfasst, für die eine Tikhonov-Fenichel-Reduktion exis-
tiert. Inwieweit dieser Zugang vorhandene Ergebnisse erweitert und verbessert
wird in Kapitel 3 erörtert, im Wesentlichen betrifft dies zwei Aspekte. Zum einen
verzichtet der erarbeitete Ansatz auf eine explizite Parametrisierung der Slow Ma-
nifold im Gegensatz zu einschlägigen Arbeiten von Fenichel [Fen79] oder Stiefen-
hofer [Sti98]. Zum anderen ist die konstruierte Produktdarstellung des nichtgestör-
ten Systems neu. Für diese wird die Tikhonov-Fenichel-Reduktion vollständig auf
elementare algebraische Operationen zurückgeführt. Insofern stellt die neue Re-
duktionsvorschrift eine methodische Bereicherung der Projektionsvorschrift von
Nöthen und Walcher [NW11] dar und wird dem Anspruch eines praktikablen
und algorithmischen Zugangs gerecht.
Überdies ist die Konstruktion einer geeigneten Zerlegung besonders einfach,
wenn Reaktionsgleichungen mit schnellen und langsamen Teilreaktionen betrach-
tet werden. In diesem Fall liefert die Stöchiometrie des schnellen Systems einen
kanonischen Ansatz, wie Abschnitt 2.2 beinhaltet.
Schließlich wird die Reduktion in Abschnitt 2.3 erweitert um die Betrachtung
der Anfangsphase. Einem beliebigen Anfangswertproblem im Einzugsgebiet der
Slow Manifold wird neben der reduzierten Gleichung ein Anfangswert auf der
Slow Manifold zugewiesen. Die zentralen Ideen von Fenichel [Fen79], Stiefenhofer
[Sti98] sowie Lee und Othmer [LO09] erhalten einen Anwendungsrahmen, welcher
durch die Entwicklung eines konstruktiven approximativen Ansatzes erweitert
werden kann. Tatsächlich wird ein Zugang geboten, der zumindest in linearer
Näherung praktikabel ist.
2.1 praktische berechnung reduzierter gleichungen
Ein Hauptresultat der Arbeit ist eine explizite Vorschrift für die Tikhonov-Fenichel-
Reduktion rationaler Systeme in Satz 2.1.4 auf Seite 29. Die Kernidee ist die Kon-
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struktion einer speziellen Produktzerlegung des ungestörten Systems, welche im
Wesentlichen auf der Bestimmung lokaler Parameter einer Slow Manifold basiert.
Die allgemeine Betrachtung der Funktionalmatrix dieser Produktdarstellung ein-
schließlich direkter Bild-Kern-Projektion resultiert in der Reduktionsformel in Satz
2.1.4, welche in [GW13, Teil 3] präsentiert wird. Die Auswertung der Reduktions-
formel benötigt lediglich elementare Rechenoperationen, wodurch sich der Zu-
gang in Satz 2.1.4 von der Reduktionsformel in [NW11] unterscheidet. Der verrin-
gerte Rechenaufwand erweist sich enorm vorteilhaft für praktische Anwendungen.
Dem Hauptergebnis in Satz 2.1.4 stellen wir ein paar Erläuterungen voran, die den
algebraischen Hintergrund erklären.
Ein Resultat der algebraischen Geometrie ist es, Varietäten nahe regulärer Punk-
te durch lokale Gleichungen zu beschreiben. Für eine rationale Funktion mit ir-
reduzibler Nullstellenmenge Y, die regulär in einem Punkt x ∈ Y ist, gibt es auf
Y eine Darstellung mit lokalen Parametern in x von Y [siehe Sch72, Satz 2.5, II
§3]. Diese Eigenschaft ergibt eine Produktzerlegung für eine vektorwertige ratio-
nale Funktion, welche eine einfache Analyse der Bild-Kern-Zerlegung bezüglich
ihrer Funktionalmatrix ermöglicht. Wie wir in Satz 2.1.4 zeigen, ermöglicht die-
se Zerlegung die allgemeine Bestimmung einer Tikhonov-Fenichel-Reduktion für
rationale Systeme. Die Zerlegung einer vektorwertigen rationalen Funktion folgt
aus der Aussage in Lemma 2.1.1 für skalare Terme, welches einer allgemeineren
Version von Schafarewitsch [Sch72, II §3 Satz 2.5] entnommen ist.
Die Untersuchung glatter Varietäten über C beruht auf dem Hilbertschen Null-
stellensatz und der eindeutigen Primfaktorzerlegung im lokalen Ring eines nicht-
singulären Punktes. Auf dieser Grundlage kann gezeigt werden, dass eine irredu-
zible Varietät der Kodimension 1 in der Umgebung eines einfachen Punktes eine
lokale Gleichung besitzt. Satz 2.5 [Sch72, II §3] verallgemeinert diesen Sachverhalt
auf glatte Varietäten beliebiger Kodimension. Der Beweis dieser Aussage beruht
auf einem Hilfsresultat, welches die Varietät Y′ einer Teilmenge von lokalen Pa-
rametern in einem einfachen Punkt x einer irreduziblen Varietät Y ⊃ Y′ nahe x
darstellt. Sind u1, . . . , un lokale Parameter in x der irreduziblen Varietät Y, so ist x
ebenfalls einfach bezüglich Y′ bestimmt durch die Gleichungen von u1, . . . , um für
ein m ≤ n (bei geeigneter Nummerierung). Insbesondere ist Y′ von der Dimension
n−m und um+1, . . . , un bilden lokale Parameter in x bezüglich Y′. Gleichzeitig gilt
aY′ = (u1, . . . , um) nahe x für das Verschwindungsideal von Y′ im lokalen Ring
von x. Satz 2.5 [Sch72, II §3] zeigt die Existenz lokaler Parameter mit eben dieser
letzten Eigenschaft für eine beliebige Teilvarietät. Lemma 2.1.1 beinhaltet eine kon-
struktive Version für den Fall einer prinzipal offenen Grundmenge X, das heißt
X ist das Komplement der Varietät eines nichtkonstanten Polynoms. Wir ergän-
zen den Beweis zu Satz 2.5 [Sch72, II §3] um die explizite Konstruktion lokaler
Parameter.
Schafarewitsch formuliert die Ergebnisse in einem allgemeineren Kontext qua-
siprojektiver (Unter-) Mannigfaltigkeiten [Sch72, II §3]. Für unsere Zwecke schrän-
ken wir die Betrachtung regulärer Funktionen definiert auf affinen Mannigfaltig-
keiten ein, auf rationale, lokal reguläre Funktionen auf Varietäten.
Primär beruht der Beweis von Satz 2.1.4 auf der lokalen Parametrisierung einer
irreduziblen Varietät in Lemma 2.1.1. Zur Beschreibung einer irreduziblen Varie-
2.1 praktische berechnung reduzierter gleichungen 27
tät der Kodimension r werden lokal r Gleichungen benötigt. Im Speziellen können
diese über unabhängige Erzeuger ihres Ideals definiert werden. Den Bezeichnun-
gen und Notationen in [Sch72] folgend, formulieren wir diesen Sachverhalt in
folgendem Lemma.
Lemma 2.1.1 Gegeben seien eine prinzipal offene Menge X ⊂ Cn und eine auf X reguläre
Funktion f = (µ1, . . . , µn)T ∈ C[X]n mit irreduzibler Varietät Y = V( f ) ⊂ X. Es
sei a ein einfacher Punkt von Y sowie von X. Es sei µi1 , . . . , µir ein maximales System
funktional unabhängiger Komponenten von f für 1 ≤ i1 ≤ . . . ≤ ir ≤ n.
Weiter sei η ∈ C[X] eine in a reguläre Funktion, welche auf einer Zariski-Umgebung Ua
von a die Inklusion Y ⊂ V(η) erfüllt . Dann existieren rationale, in a reguläre Funktionen
pi1, . . . ,pir ∈ C(X) mit
η = pi1µi1 + · · ·+ pirµir auf Ua. (2.1)

Beweis
Ohne Einschränkung nehmen wir
Rang

Dµ1(a)
...
Dµr(a)
 = r = Rang

Dµ1(a)
...
Dµn(a)
 (2.2)
an. Mit den Komponenten von f kann ein System lokaler Parameter in a auf X
konstruiert werden. Dazu seien xj und aj die j-te Komponente von x bzw a, be-
trachte die Koordinatenabbildungen
ψj ∈ C[X]n, x 7→ xj − aj, r + 1 ≤ j ≤ n.
Die Polynomfunktionen µi, ψj : X → C sind regulär und verschwinden in a für
alle 1 ≤ i ≤ r, r + 1 ≤ j ≤ n. Wegen Dψj
∣∣
x=a = e
T
j 6= 0 gilt ψj 6∈ m2a,X für
r + 1 ≤ j ≤ n. Gleichzeitig gilt µi 6∈ m2a,X für 1 ≤ i ≤ r, denn Dµi = 0 für ein
1 ≤ i ≤ r wäre ein Widerspruch zur Rangbedingung (2.2). Somit erhalten wir
{µ1, . . . , µr,ψr+1, . . . ,ψn} ⊂ ma,X
/
m2a,X. Die Rangbedingung (2.2) impliziert
Rang D
(
µ1(a), . . . , µr(a), ψr+1(a), . . . , ψn(a)
)T
= n, (2.3)
denn für die Reihenfolge der Variablen X kann ohne Einschränkung angenommen
werden
D

µ1(a)
...
µr(a)
ψr+1(a)
...
ψn(a)
 =

( Dµ1(a)
...
Dµr(a)
)
∗
0 E
 .
Da a einfacher Punkt von X ist, stimmt die Dimension des Raumes X mit der des
Tangentialraums ΘaX in a an X überein. Insofern wird letzterer von den Zeilen
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obiger Matrix erzeugt. Da die Differentiation einen Vektorraumisomorphismus
dx : ma,X
/
m2a,X → (ΘaX)∗ induziert, sind die Elemente
µ1, . . . , µr,ψr+1, . . . ,ψn ∈ ma,X
/
m2a,X
linear unabhängig und bilden eine Basis des Raumes ma,X
/
m2a,X. Die konstruierten
lokalen Parameter µ1, . . . , µr,ψr+1, . . . ,ψn in a auf X erfüllen die Eigenschaften im
Beweis von [Sch72, Satz 2.5].
Definiere nun Y′ := V(µ1, . . . , µr) über die Gleichungen der unabhängigen Ein-
träge von f . So hat die Varietät Y′ die Dimension n− r und besitzt a ebenfalls als
einfachen Punkt. Weiter gilt für ihr Ideal in Oa die Identität
aY′ = (µ1, . . . , µr) auf einer Zariski-Umgebung Va von a
[vergleiche Sch72, II §3 Satz 2.4]. Nach Konstruktion gilt Y ⊂ Y′. Analog zum
Vorgehen von Schafarewitsch werden wir über einen Dimensionsvergleich auf lo-
kale Gleichheit schließen. Als einfacher Punkt ist a in genau einer irreduziblen
Komponente Y0 ⊂ Y′ der Dimension n− r, identisch der des Tangentialraums
n− r = dim Y′ ≥ dim Y0 = dim ΘaY0 ≥ dim ΘaY = n− r.
Es existiert eine Zariski-Umgebung Wa von a auf der Y′ = Y0 gilt. Da a nach
Voraussetzung einfach in Y ist, haben Y und Y0 dieselbe Dimension und es folgt
Y = Y′ auf Wa.
Die Zariski-offene Menge Ua := Va ∩Wa erfüllt die besagte Identität
aY ∩Ua = (µ1, . . . , µr) ∩Ua
und wie behauptet existieren rationale, in a reguläre pi1, . . . ,pir ∈ C(X) mit
η = pi1µ1 + · · ·+ pirµr, auf Ua. 
Wir betrachten ein einfaches Beispiel, um zu zeigen, dass im Allgemeinen keine
Darstellung (2.1) von η mit polynomiellen Termen pi1, . . . ,pir ∈ C[X] existiert.
Beispiel 2.1.2 Die Polynome
p1(x, y, z) = y3 + 18(x− 1),
p2(x, y, z) = (x− 1)(xy− 1) und
p3(x, y, z) = (y3 + 17(x− 1))(x2 + xy + 2)
definieren ein Ideal I := 〈p1, p2, p3〉 im Koordinatenring C[x, y, z], welches die
eindimensionale algebraische Varietät
V(I) =
{
(1, 0, z)T ∈ C3
}
besitzt. Lokal genügen zwei Gleichungen zur Beschreibung von I, denn es gilt
p1(x, y, z) =
p3(x, y, z)
x2 + xy + 2
+
p2(x, y, z)
xy− 1 . (2.4)
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Man kann zum Beispiel mit Hilfe von Gröbnerbasen oder des Janet-Algorithmus
nachrechnen, dass p1 nicht in dem von p2 und p3 erzeugten Ideal in C[x, y, z]
enthalten ist. Das bedeutet, es existiert keine Darstellung (2.4) mit polynomiellen
Koeffizienten. 
Die Darstellung (2.1) von η in Lemma 2.1.1 ist nicht eindeutig. Für r ≥ 2
und eine Darstellung η = µ1pi1 + µ2pi2 + . . . mit Termen µ1, µ2, . . . ∈ C[X] und
pi1,pi2, . . . ∈ Oa, ist zum Beispiel η = µ1(pi1 + µ2) + µ2(pi2 − µ1) + . . . ebenfalls
eine gültige Darstellung mit pi1 + µ2, pi2 − µ1 ∈ Oa.
Bildet man den Realteil der Identität (2.1) in Lemma 2.1.1, so erhält man eine
analoge Aussage für Funktionen mit reellen Koeffizienten, welche für die Betrach-
tung von Reaktionsgleichungen interessant ist.
Korollar 2.1.3 Für f ∈ R(x1, . . . , xn)n und η ∈ R(x1, . . . , xn) in Lemma 2.1.1 exis-
tiert eine Darstellung von η mit reellen Koeffizienten
η = Re(pi1)µ1 + . . . + Re(pir)µr. (2.5)

Die Anwendung dieser Darstellung auf die Komponenten des nicht gestörten
Teilsystems resultiert in dem essentiellen Satz 2.1.4, einer Reduktionsformel für
rationale Gleichungen [In GW13, Satz 2].
Satz 2.1.4 (Reduktionssatz) Es sei U ⊂ Rn offen. Die Funktion h : U × (0,∞) → Rn
sei analytisch und beschreibe das System
x˙ = h(0)(x) + εh(1)(x) + ε2 . . . , x ∈ U, (2.6)
mit kleinem Parameter ε ≥ 0. Der Term h(0) sei rational und regulär in einem Punkt
a ∈ V(h(0)). Gleichzeitig existiere eine formale Tikhonov-Fenichel-Reduktion in a, was
gleichbedeutend dazu ist, dass a ein einfacher Punkt von V(h(0)) ist und
Rn = Kern Dh(0)(a)⊕ Bild Dh(0)(a).
Dann gelten:
a) Sei r = Rang Dh(0)(a). Es existieren eine Zariski-Umgebung Ua von a und Matrizen
µ(x) ∈ R(x)r×1, P(x) ∈ R(x)n×r, die eine Produktzerlegung
h(0)(x) = P(x)µ(x) für alle x ∈ Ua (2.7)
von h(0) definieren mit Rang P(a) = r und
V(h(0)) ∩ Ua = V(µ) ∩ Ua. (2.8)
b) Es existiert eine formale Tikhonov-Fenichel-Reduktion auf eine s-dimensionale Zariski-
Umgebung Ua ⊂ V(h0) von a gegeben durch
x˙ =
[
In − P(x)A(x)−1Dµ(x)
]
h(1)(x), x ∈ Ua, (2.9)
mit der invertierbaren Matrix
A(x) := Dµ(x)P(x) ∈ R(x)r×r, x ∈ Ua.
Die Dimension der reduzierten Gleichung s und die Dimension von A addieren sich
zur Raumdimension n = s + r. 
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Beweis
a) Als einfacher Punkt von V(h(0)) ist a in genau einer irreduziblen Komponente
enthalten. Ist V(h(0)) reduzibel, so existiert eine unverkürzbare Zerlegung
V(h(0)) = ⋃
0≤i≤l
Yi mit a ∈ Y0.
Es kann eine prinzipal-offene Menge X gewählt werden, auf der die Funktion
h(0) ∈ R[X]n ⊂ C[X]n regulär ist und⋃
1≤i≤l
Yi ⊂ Cn \ X
gilt. Bezüglich der Grundmenge X ist V(h(0)) = Y0 irreduzibel und die Pro-
duktdarstellung (2.7) von h(0) ist eine direkte Anwendung von Lemma 2.1.1
und Korollar 2.1.3 auf jede Komponente von h(0) ∈ C(X)n. Die Einträge der
Matrix P sind genau die rationalen Terme Re(pi1), . . . , Re(pir) in 2.1.3.
b) Für eine reguläre Funktion impliziert eine Rangänderung ihrer Funktionalma-
trix das Verschwinden eines Polynoms, genauer gesagt der Determinante einer
quadratischen Untermatrix. Somit existiert eine reduzierte Gleichung auf einer
Zariski-Umgebung von a. Ihr Schnitt mit Ua aus (a) beschreibt eine Zariski-
Umgebung Ua, auf der ebenfalls die Produktzerlegung (2.7) gültig ist. Auf Ua
bestimmen wir eine direkte Bild-Kern-Zerlegung bezüglich Dh(0) und die Kern-
komponente von h(1).
Für die Funktionalmatrix von h(0) gilt
Dh(0)(x) = P(x)Dµ(x) für x ∈ Ua.
Sei nun x ∈ Ua. Aufgrund der Rangbeschränkung
r = Rang Dh(0)(x) ≤ min {Rang P(x), Rang Dµ(x)} ≤ r
für das Matrixprodukt, haben die Matrizen Dµ(x) und P(x) vollen Rang r.
Basis für die Tikhonov-Fenichel-Reduktion ist die direkte Bild-Kern-Zerlegung
Rn = Kern Dh(0)(x)⊕ Bild Dh(0)(x) (2.10)
bezüglich der Matrix Dh(0)(x). Der volle Rang der Matrix P(x) sichert
Kern Dh(0)(x) = Kern Dµ(x). (2.11)
Da das Bild von Dh(0)(x) enthalten ist im Bild von P(x) und die beiden Matri-
zen denselben Rang besitzen, gilt
Bild Dh(0)(x) = Bild P(x). (2.12)
Um die Invertierbarkeit der Matrix A(x) nachzuweisen sei ϑ eine beliebige
Lösung der Gleichung
Dµ(x)P(x)ϑ = 0, ϑ ∈ Rr. (2.13)
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Aufgrund der Beziehungen (2.11) und (2.12) gilt (2.13) genau für
P(x)ϑ ∈ Kern Dh(0)(x) ∩ Bild Dh(0)(x) = {0}. (2.14)
Der volle Rang der Matrix P(x) garantiert ϑ = 0 und somit die Invertierbarkeit
der Matrix A(x).
Mit den Identiäten (2.11) und (2.12) definiert die Zerlegung (2.10) die reduzierte
Gleichung.
Zu y ∈ Rn existieren α ∈ Rr und z ∈ Kern Dh(0)(x) mit y = z + P(x)α. Die
Gleichung Dµ(x) (y− P(x)α) = 0 für das Kernelement z = y− P(x)α ist äqui-
valent zu α = A−1(x)Dµ(x)y.
Die Tikhonov-Fenichel-Reduktion des Systems (2.6) ist gegeben durch die Kern-
komponente von h(1) bezüglich (2.10) und lautet
x˙ =
[
In − P(x)A−1(x)Dµ(x)
]
h(1)(x), x ∈ Ua. 
Einige Aussagen in Satz 2.1.4, die Existenz und Wohldefiniertheit einer Tikhonov-
Fenichel-Reduktion betreffend, formulieren wir explizit in den nachstehenden Be-
merkungen.
Bemerkung 2.1.5 • Eine Tikhonov-Fenichel-Reduktion für ein rationales Sys-
tem existiert stets auf einer Zariski-offenen Menge. Sofern im Kontext nicht
anders vermerkt, sagen wir „nahe x“ wenn wir eine Zariski-Umgebung von
x betrachten für ein x ∈ Rn.
• Ohne Einschränkung kann in Satz 2.1.4 (a) eine Zerlegung mit einem polyno-
miellen µ ∈ R[x]r gefolgert werden. Die auftretenden Nennerterme werden
in P ∈ R(x)n×r geeignet ergänzt. Während eine derartige Zerlegung für die
Reduktion nicht nötig ist, erleichtert dies oft die Bestimmung von Dµ für die
Berechnung von (2.9).
• Als Kernelement von Dµ erfüllt die rechte Seite der reduzierten Gleichung
(2.9) die Identität
Dµ(x) ·
[
In − P(x)A−1(x)Dµ(x)
]
h(1)(x) = 0 für alle x ∈ V(h(0)),
welche besagt, dass jede Komponente von µ ein erstes Integral des Systems
(2.9) ist. Das bedeutet, die formale Slow Manifold V(µ) ist positiv invariant
bezüglich der reduzierten Dynamik (2.9). 
Die Zerlegung (2.7) von h(0) in Satz 2.1.4 (a) basiert auf der Wahl lokaler Para-
meter in a bezüglich V(h(0)). Definiert über ihre Basiseigenschaft, sind diese nicht
eindeutig. Zwei Zerlegungen (2.7) können lösungserhaltend ineinander transfor-
miert werden, somit existiert zwischen ihren reduzierten Gleichungen ebenfalls
eine invertierbare lösungserhaltende Abbildung laut Lemma 1.2.16. Insofern be-
einflusst die Wahl einer Zerlegung nicht das Ergebnis einer Reduktion, sondern
lediglich dessen Präsentation. Für höher dimensionale Gleichungen kann die Wahl
der lokalen Parameter interessant werden, indem Einfluss auf den Rechenaufwand
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genommen wird. Für unseren Rahmen, insbesondere für die Beispielklassen in
den Kapiteln 5 und 6 spielt diese Wahl eine untergeordnete Rolle.
Die Grundlage für die Reduktion in 2.1.4 bildet die Zerlegung in Teil (a). Wäh-
rend eine Zerlegung für Reaktionsgleichungen in der Regel direkt abgelesen wird,
kann ein allgemeingültiger algortihmischer Zugang aufgezeigt werden. Während
µ über unabhängige Komponenten von h(0) definiert wird, ist der Beweis von 2.1.4
(a) nicht konstruktiv hinsichtlich der Bestimmung von P.
Wir erläutern, wie die Matrix P grundsätzlich zu gegebenem µ algorithmisch
bestimmt werden kann. Dazu werden die Komponenten von µ zu einer Standard-
basis der Varietät V(h(0)) ergänzt. Der Divisionsalgorithmus von Mora stellt eine
konstruktive Anleitung zur Berechnung der rationalen Einträge von P dar, hierzu
kann beispielsweise eine vorhandene Implementation in Singular genutzt wer-
den. Praktische Hinweise geben Decker und Lossen [DL06, S. 245-247].
Bemerkung 2.1.6 Gegeben sei die Situation in Lemma 2.1.1. Wie in 2.1.1 gezeigt,
wird das Ideal I := aY ⊂ Oa von Y im lokalen Ring Oa von a von den unabhängi-
gen Polynomen µ1, . . . , µr erzeugt. Mit Hilfe des Divisionsalgorithmus von Mora
kann die Darstellung (2.1) von η konstruiert werden.
Die Menge {µ1, . . . , µr} kann durch sukzessives Hinzunehmen entsprechender
S-Polynome ergänzt werden zu einer Standardbasis des Ideals I, wie das Buch-
bergerkriterium über lokalen Ringen [DL06, Thm. 9.24] besagt. Dazu wird der
Buchberger-Algorithmus zur Berechnung von Gröbner-Basen erweitert auf ent-
sprechende Rechnungen im lokalen Ring Oa des Punktes a.
Der Buchbergeralgorithmus setzt folgendes Vorgehen um: Setze k := r und
hi := µi für 1 ≤ i ≤ r. Für alle 1 ≤ i 6= j ≤ k berechne das S-Polynom
s` := S(hi, hj) =
L(hj)
gcd(L(hj), L(hi))
hi − L(hi)gcd(L(hi), L(hj))hj ∈ Oa.
Falls s` 6∈ 〈{h1, . . . , hk}〉, setze k := k + 1 und hk+1 := s`. Berechne erneut alle
S-Polynome der Menge {h1, . . . , hk}. Der Algorithmus terminiert und liefert eine
Standardbasis {µ1, . . . , µr, sr+1, . . . , sk} des Ideals I überOa. Hierzu vergleiche zum
Beispiel [DL06, Thm. 1.42, Rem. 1.44].
Es seien k ∈ N und { f1, . . . fk} ⊂ I eine beliebige Teilmenge von I. Zu einem
beliebigen f ∈ I besagt der Satz von Mora die Existenz eines Polynoms h ∈ C[X]
und rationaler, in a regulärer Terme g1, . . . , gk ∈ Oa mit einer Darstellung
f =
r
∑
i=1
gi fi + h (2.15)
von f und den Eigenschaften der entsprechenden Leitterme
• (DIV 1): L( f ) ≥ L(gi fi), 1 ≤ i ≤ k, soweit beide Seiten von (2.15) nicht
verschwinden,
• (DIV 2): L(h) wird von keinem L( fi), 1 ≤ i ≤ k, geteilt, so denn h 6= 0.
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[DL06, Thm. 9.19, Cor. 9.20]. Betrachten wir nun eine entsprechende Darstellung
(2.15) bezüglich der konstruierten Standardbasis mit
fi =
µi, 1 ≤ i ≤ r,si, r + 1 ≤ i ≤ k,
so verschwindet der Rest h in Gleichung (2.15). Für
0 6= h = f −
r
∑
i=1
gi fi
würde h ∈ I folgen, denn sowohl die Terme µi sowie si liegen per Definition in I
für 1 ≤ i ≤ k. Aufgrund der Standardbasiseigenschaft ist L(h) somit enthalten im
Ideal I (L( f1), . . . , L( fn)) ⊂ Oa der fi, was im Widerspruch zu Bedingung (DIV 2)
steht.
Somit existieren g1, . . . , gk ∈ Oa mit der Eigenschaft
f =
r
∑
i=1
giµi +
k
∑
i=r+1
gisi. (2.16)
Zudem ist s` enthalten in I (µ1, . . . , µr, sr+1, . . . , sl−1) ⊂ Oa für alle k ≤ ` ≤ r + 1.
Sukzessiv können die S-Polynome si für i = k, . . . , r + 1 rücksubstituiert werden
und man erhält eine Darstellung
f =
r
∑
i=1
piiµi
mit geeigneten pii ∈ Oa für 1 ≤ i ≤ r.
Für eine praktische Umsetzung kann eine Implementation in Singular genutzt
werden. Dabei wird im Koordinatenring eines gewählten Körpers K gerechnet.
Unter dem Befehl “division“ liefert dieser polynomielle Terme g˜i ∈ K[X], 1 ≤ i ≤ r,
sowie eine Einheit u ∈ K[X], welche die Darstellung
u f =
k
∑
i=1
g˜i fi
für f , f1, . . . , fk ∈ K[X] wie oben erfüllen. Die Terme für die Darstellung über
Oa sind durch die Quotienten gi = g˜iu ∈ Oa gegeben [DL06, S. 247]. Mit Hilfe
der beschriebenen Erweiterung unter Nutzung einer Standardbasis erhält man die
gewünschten Terme pi1, . . . ,pir in Lemma 2.1.1. 
Schließlich ermöglicht die Berechnung der Einträge der Matrix P in 2.1.6 eine
algorithmische Konstruktion einer Zerlegung von h(0) der Gestalt (2.7).
Bemerkung 2.1.7 Eine mögliche Wahl für die Komponenten von µ sind r unab-
hängige Komponenten von h(0). Sei ohne Einschränkung vorausgesetzt, die ersten
r Zeilen von h(0) sind unabhängig, so entsprechen die ersten r Spalten von P un-
terschiedlichen Standardbasisvektoren. Die Zeilen r+ 1, . . . , n von P, das heißt die
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rationalen Terme zur Darstellung der übrigen Komponenten von h(0), liefert der
Divisionsalgorithmus von Mora, beziehungsweise die in Bemerkung 2.1.6 ausge-
führte Erweiterung.
Wie in Korollar 2.1.3 gesehen, ist die Darstellung in Satz 2.1.4 (a) gegeben durch
die Realteile der pii, welche zusammengesetzt die Matrix P(x) ∈ R(x)n×r bilden.
Zu unabhängigen Termen µ1, . . . , µr wurde eine Matrix P mit V(Pµ) = V(µ) kon-
struiert. Daher kann der Rang von P(x) nicht kleiner sein als r = n − dimV(µ)
und die Matrix P ∈ R(x)n×r erfüllt alle in 2.1.4 (a) besagten Eigenschaften.
Insgesamt wird die Reduktion in Satz 2.1.4 somit komplett algorithmisch er-
fasst. 
Mit Ausnahme der konstruktiven Aspekte, kann Satz 2.1.4 auf analytische, nicht
rationale Systeme übertragen werden.
Bemerkung 2.1.8 Für eine beliebige analytische Funktion h(0) in 2.1.4 existiert eine
Zerlegung mit den Eigenschaften in (a) gemäß dem Satz über implizite Funktionen
aus der Analysis. Auf einer Umgebung U (bezüglich der Standardtopologie) exis-
tiere eine formale Tikhonov-Fenichel-Reduktion. Ist eine Produktzerlegung (2.7)
von h(0) in analytische Terme mit der Eigenschaft (2.8) auf U bekannt, so ist (2.9)
die reduzierte Gleichung nach Tikhonov und Fenichel, wie aus dem Beweis zu
Aussage (b) hervorgeht.
Ein konstruktiver Ansatz, wie für rationale Terme, wird hingegen nicht erschlos-
sen. In Kapitel 3 sehen wir selbiges Problem im Zusammenhang mit einer Para-
metrisierung der Slow Manifold, wie sie Fenichel und Stiefenhofer benötigen. 
Satz 2.1.4 liefert eine praktische Berechnungsvorschrift für eine reduzierte Glei-
chung, basierend auf Matrizenoperationen. Zu erwarten ist, dass der Rechenauf-
wand mit der Kodimension der Slow Manifold, sprich dem Dimensionsabfall,
steigt. In der Tat wird der Rechenaufwand maßgeblich durch das Lösen eines in-
homogenen linearen Gleichungssystem zur Matrix A bestimmt, deren Dimension
r× r durch die Kodimension r < n der Slow Manifold festgelegt ist. Insbesondere
ist A skalar bei Reduktion auf eine Mannigfaltigkeit der Kodimension 1.
Bemerkung 2.1.9 Für die Reduktionsvorschrift in Satz 2.1.4 (b) ist es hinreichend
das Gleichungssystem
Dµ(x)P(x)α = Dµ(x)h(1)(x), α ∈ R(x)n,
in α zu lösen. Die reduzierte Gleichung berechnet sich via
x˙ = h(1)(x)− P(x)α(x), x ∈ Ua. 
Wir untersuchen die Voraussetzungen der Reduktionsformel (2.9) etwas genau-
er. Dazu bemerken wir vorab ein Hilfsresultat aus der linearen Algebra, auf das
wir uns in Korollar 2.1.11 beziehen.
Bemerkung 2.1.10 Gegeben seien zwei Matrizen A ∈ Rp×q und B ∈ Rq×p. Für die
Eigenwerte ihrer Produkte gilt: Ist 0 6= λ ein Eigenwert von AB ∈ Rp×p, so auch
von BA ∈ Rq×q. Insbesondere besitzen die verallgemeinerten Eigenräume zu λ
dieselbe Dimension.
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Für die Situation in 2.1.4 bedeutet das: Die nichttrivialen Eigenwerte der Ma-
trix Dh(0)(x) = P(x)Dµ(x) ∈ R(x)n×n entsprechen genau den Eigenwerten von
A(x) = Dµ(x)P(x) ∈ Rr×r für alle x ∈ V(h(0)). Aus diesem Grund können Exis-
tenzaussagen auch in Abhängigkeit von A getroffen werden. 
In Korollar 2.1.11 zeigen wir, im Falle der Existenz einer Zerlegung 2.1.4 (a)
ist die Invertierbarkeit der Matrix A hinreichend für die Existenz der formalen
Reduktion.
Korollar 2.1.11 Es sei U ⊂ Rn offen. Zu h(0) ∈ R(x)n existiere eine Zerlegung
h(0)(x) = P(x)µ(x) für alle x ∈ U
mit den Eigenschaften in 2.1.4 (a). Das heißt, es gelten P ∈ R(x)n×r hat vollen
Rang, µ ∈ R(x)r für r = Rang Dh(0)(x) und V(h(0)) ∩U = V(µ) ∩U.
So ist die Invertierbarkeit von A(x) = Dµ(x)P(x) ∈ R(x)r×r äquivalent zur
direkten Summenzerlegung
Rn = Kern Dh(0)(x)⊕ Bild Dh(0)(x), x ∈ U.
Wenn für das Spektrum von A zudem
Re (Spec A(x)) ≤ −β, x ∈ V(h(0)) ∩U
gilt für ein β > 0, so ist die Slow Manifold attraktiv. 
Beweis
Zu zeigen ist: Aus der Invertierbarkeit von A folgt die direkte Summenzerlegung
bezüglich Dh(0)(x) = P(x)Dµ(x), x ∈ U. Seien dazu x ∈ U und
z ∈ Kern Dh(0)(x) ∩Kern Dh(0)(x).
Dann existiert ein α ∈ Rn mit z = Dh(0)(x)α = P(x)Dµ(x)α. Gleichzeitig gilt
Dh(0)(x)z = P(x)Dµ(x)z = 0. Da P(x) als Abbildung injektiv ist, liefert Letzteres
0 = Dµ(x)z = Dµ(x)P(x)Dµ(x)α.
Die Invertierbarkeit von Dµ(x)P(x) liefert
Dµ(x)α = 0
und schlussendlich z = P(x)Dµ(x)α = 0. Somit ist
Kern Dh(0)(x) ∩ Bild Dh(0)(x) = {0}
gezeigt, was äquivalent zu besagter direkten Summenzerlegung ist. Die Attrakti-
vität der Slow Manifold folgt aus Bemerkung 2.1.10. 
Die Zerlegung für eine Tikhonov-Fenichel-Reduktion in Satz 2.1.4 lässt sich für
Reaktionsgleichungen in der Regel leicht ablesen. Handelt es sich um ein Sys-
tem schneller und langsamer Reaktionen, so ist dies durch die Stöchiometrie der
schnellen Reaktionen bedingt, was in Abschnitt 2.2 diskutiert wird.
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2.2 reduktion für schnelle teilreaktionen
Der vorliegende Abschnitt thematisiert die Konstruktion einer Zerlegung für die
Anwendung von Satz 2.1.4 für Reaktionsgleichungen mit einer QSS-Annahme für
Reaktionen. Für schnelle und langsame Teilreaktionen wird die Projektionsma-
trix für die Tikhonov-Fenichel-Reduktion ebenfalls bestimmt von Boulier et al.
[BLMM11]. Sie erhalten eine Reduktion mit linearer Vormatrix P einer Zelegung,
wie wir sie in diesem Unterkapitel 2.2 betrachten. Daneben gibt es für schnelle und
langsame Reaktionen die Reduktionsformel von Heinrich und Schauer [HS83] so-
wie die von Lee und Othmer [LO09].
Liegt eine Einteilung in schnelle und langsame Reaktionen vor, so beschreiben
h(0) und h(1) ebenfalls die Gleichungen eines chemischen Systems mit gewissen
Stöchiometrie- und Struktureigenschaften. Wie in Kapitel 1 gesehen, existiert für
die Gleichungen eines schnellen Teilsystems eine Zerlegung
h(0) = SW (2.17)
in eine stöchiometrische Matrix S ∈ Rn×m und einen Vektor W ∈ R[x]m mit den
Gleichungen der (reversiblen) Einzelreaktionen. An die Zerlegung stellen Heinrich
und Schauer [HS83, S. 126, Gl. (26)] eine Rangbedingung
Rang Dh(0) = Rang SDW = Rang S. (2.18)
Heinrich und Schauer zufolge, ist (2.18) erfüllt für Reaktionssysteme, deren schnel-
les Teilsystem ausschließlich aus reversiblen Reaktionen, mit ebenfalls schnellen
Rückreaktionen, besteht.
Die Rangbedingung von Heinrich und Schauer [HS83] vorausgesetzt, beschreibt
nachstehende Proposition, wie eine praktische Zerlegung im Sinne von Satz 2.1.4
ausgehend von einer chemischen Zerlegung konstruiert werden kann. Speziell
garantiert die Rangbedingung (2.18), dass die Slow Manifold aus Gleichgewichts-
punkten der schnellen Reduktion besteht.
Proposition 2.2.1 Gegeben seien die Gleichungen einer chemischen Reaktion mit
einer Einteilung in schnelle und langsame Teilreaktionen
x˙ = h(0)(x) + εh(1)(x), x ∈ U,
auf einer offenen Menge U ⊂ Rn. In a ∈ V(h(0)) existiere eine formale Tikhonov-
Fenichel-Reduktion. Es sei
h(0)(x) = SW(x), x ∈ U, (2.19)
eine Zerlegung des schnellen Systems in die stöchiometrische Matrix S ∈ Rn×m
und den Reaktionsvektor W ∈ R[x]m der Gestalt (2.17). Wir nehmen an, die Rang-
bedingung
Rang SDW(x) = Rang S, x nahe a,
von Heinrich und Schauer (2.18) sei nahe a erfüllt. Dann gelten:
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i) Es gibt eine Zerlegung
h(0)(x) = Pµ(x), x nahe a,
von h(0) mit den Eigenschaften in Satz 2.1.4 genau so, dass die Einträge von
µ den Gleichungen (funktional) unabhängiger Reaktionen entsprechen und
P eine konstante Matrix ist. Diese kann ausgehend von S und W in (2.19)
konstruiert werden.
ii) Das lineare Gleichungssystem
SDW(x)Sα = SDW(x)h(1)(x), α ∈ R(x)n, (2.20)
besitzt eine eindeutige Lösung α∗ ∈ R(x)n. Die reduzierte Gleichung lautet
x˙ = h(1)(x)− Sα∗(x), x ∈ U. (2.21)

Beweis
i) Durch elementare Spaltenumformungen kann S in die Gestalt (P, 0) transfor-
miert werden, für ein P ∈ Rn×r mit vollem (Spalten-)Rang r = Rang S. So
erhält man ein Zerlegung
S = (P, 0)Λ,
mit einer invertierbaren Matrix Λ ∈ Rm×m.
Es folgt
Dh(0)(x) = (P, 0)ΛDW(x) = (P, 0)D(ΛW(x)).
Es definiere µ ∈ R[x]r die oberen r Zeilen der Matrix ΛW(x), so gilt
Dh(0)(x) = PDµ(x).
Die Produktdarstellung h(0) = Pµ sichert V(h(0)) = V(µ) durch den vollen
Rang von P. Wegen Dh(0) = PDµ besitzt die Funktionalmatrix Dµ(x) eben-
falls vollen Rang r. Nach Voraussetzung ist a ein einfacher Punkt in V(h(0)),
daher folgt die Unabhängigkeit der Komponenten von µ nahe a. Insgesamt
erfüllt die Zerlegung die Eigenschaften in Satz 2.1.4 (a).
ii) Die zweite Behauptung wird analog zu der Reduktionsformel 2.9 in 2.1.4 ge-
zeigt. Es sei x ∈ U hinreichend nahe a. Das Bild von Dh(0)(x) = SDW(x) ist
enthalten im Bild von S. Aufgrund der Ranggleichheit (2.18) folgt die Identität
Bild Dh(0)(x) = Bild S.
Nach Voraussetzung existiert eine formale Reduktion in x und es folgt
Rn = Kern Dh(0)(x)⊕ Bild S. (2.22)
Das bedeutet, zu y ∈ Rn existieren eindeutig bestimmte z ∈ Kern Dh(0)(x)
und α∗ ∈ R(x)n mit
y = z + Sα∗.
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Nach Definition löst α∗ das lineare Gleichungssystem
SDW(x)Sα = SDW(x), α ∈ R(x)n.
Angenommen, es gäbe eine weitere Lösung α∗ 6= β∗ ∈ R(x)n, so wäre
0 6= S(α∗ − β∗) ∈ Kern Dh(0)(x) ∩ Bild S
ein Widerspruch zur direkten Zerlegung (2.22). Speziell für y = h(1)(x) erhal-
ten wir die reduzierte Gleichung
x˙ = h(1)(x)− Sα∗(x), x nahe a. 
Wie die zweite Teilaussage besagt, kann eine reduzierte Gleichung auch mit der
chemischen Zerlegung berechnet werden. Das Gleichungssystem 2.2.1 stellt jedoch
keinen praktischen Vorteil gegenüber einer Zerlegung in (i) dar, denn aufgrund
der Größe der Matrix SDWS ∈ R[x]n×r wird der Rechenaufwand im Allgemeinen
erhöht.
Aufgrund ihrer chemischen Relevanz sowie den in 2.2.1 gezeigten Eigenschaf-
ten, mag eine Forderung der Rangbedingung (2.18) sinnvoll sein. Dennoch ist sie
weder hinreichend noch notwendig für die Existenz einer (formalen) Tikhonov-
Fenichel-Reduktion, wie nachstehende Beispiele zeigen.
Beispiel 2.2.2 Es sei n = 2r. Für x = (x1, . . . , xn)T ∈ Rn definiere
P := (Ir, 0)T ∈ R2r×r und µ(x) := (xr+1, . . . , xn)T ∈ R[x]r.
So gilt Dµ(x) = (0, Ir) ∈ R[x]2r×r und wir rechnen nach, dass
P · Dµ(x) =
(
0 Ir
0 0
)
den Rang r = Rang P besitzt. Somit erfüllt das Produkt Pµ die Rangbedingung
(2.18). Aber die Matrix
A(x) = Dµ(x) · P = 0
ist nicht invertierbar, was im Widerspruch zu Satz 2.1.4 steht. Für ein System
mit dem ungestörten Term h(0) = Pµ existiert keine formale Tikhonov-Fenichel-
Reduktion. 
Obiges Beispiel zeigt, dass aus einer chemischen Zerlegung (2.17) mit der Rang-
gleichheit (2.18) nicht auf die Existenz einer formalen Tikhonov-Fenichel-Reduktion
geschlossen werden kann.
In Beispiel 2.2.3 betrachten wir einen Fall, in dem Reaktionsgleichungen un-
ter dem Tikhonov-Fenichel-Formalismus auf Gleichgewichtspunkte der schnellen
Reaktionen reduziert werden, die Rangbedingung (2.18) gleichzeitig verletzt ist.
Wir fassen die Suicide Kinetik [Mur02, S. 188] als schnelles Teilsystem eines che-
mischen Netzwerks auf. Unter der leitenden Fragestellung, welcher Anteil des
Substrats zu Produkt umgesetzt wird untersuchen unter anderem Waley [Wal80],
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Burke et al. [BMM90] und Tatsunami et al. [TYH81] das System mit störungstheo-
retischen Methoden. An dieser Stelle möchten wir keine Reduktion der Suicide
Kinetik untersuchen, dazu sei auf genannte Autoren und Abschnitt 9.8 in Teil II
verwiesen, sowie auf [GSWZ12b]. Hingegen nehmen wir an, das System der Sui-
cide Kinetik sei der schnelle Teil innerhalb eines chemischen Netzwerks.
Beispiel 2.2.3 (Suicide Kinetik) Unter dem Begriff „Suicide Kinetik“ versteht man
den Mechanismus
E + S
k1

k−1
X k2⇀ Y k3⇀ E + P, Y k4⇀ Ei
zwischen Substrat S, Enzymen E, Ei, Zwischenprodukten X, Y und Reaktionspro-
dukt P. Zusätzlich zur irreversiblen Michaelis-Menten-Reaktion mit zwei Komple-
xen ist es dem Enzym-Produkt-Komplex erlaubt irreversibel zu dem sogenannten
deaktivierten Enzym Ei zu reagieren. Das Substrat wird seinem Namen „Suicide
Substrat“ insofern gerecht, dass es sich wie ein Substrat an das Enzym bindet,
dabei aber zu einem Inhibitor konvertiert, welcher das Enzym deaktiviert und da-
durch die Produktbildung hemmt. Vergleiche zum Beispiel [Mur02, S. 188] oder
[BMM90, S. 81].
Gegeben sei nun ein chemisches Netzwerk, welches den Suicide Mechanismus
umfasst. Wir untersuchen eine QSS-Annahme für die komplette Suicide Reakti-
on. Es sei x = (e, s, x, y, p, ei)T ∈ R6+ der Konzentrationsvektor, mit h(0) ∈ R[x]6
bezeichnen wir die Reaktionsgleichungen der Suicide Kinetik. Eine Zerlegung
h(0)(x) = S ·W(x) mit stöchiometrischer Matrix S ∈ R6×4 und W ∈ R[x]4 ist
gegeben durch
˙
e
s
x
y
p
ei

=

−1 0 1 0
−1 0 0 0
1 −1 0 0
0 0 −1 −1
0 0 1 0
0 0 0 1


k1es + k−1x
k2x
k3y
k4y
 .
Wir berechnen die Funktionalmatrix
Dh(0)(x) =

−k1s −k1e −k−1 1 0 0
−k1s −k1e −k−1 0 0 0
k1s k1e k−1 − k2 0 0 0
0 0 0 −(k3 + k4) 0 0
0 0 0 k3 0 0
0 0 0 k4 0 0

von Rang 3. Die Matrix S besitzt den Rang 4, das bedeutet die Rangbedingung von
Heinrich und Schauer ist nicht erfüllt. Dies mag mit der Struktur des Netzwerks
zusammenhängen, welches nicht schwach reversibel ist und den Defekt 1 besitzt.
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Zudem gibt es ein nicht stöchiometrisches erstes Integral (auf dem die Analyse
das Phasenraums in [GSWZ12b] basiert).
Offenbar besitzt die Funktionalmatrix DW(x) ∈ R3×6 zwei linear abhängige
Zeilen und es gilt
Rang Dh(0)(x) = Rang DW(x), x ∈ R6+.
Analog zu dem Beweis von 2.2.4 (i), kann eine Zerlegung gemäß Satz 2.1.4 für
die Berechnung der Projektionsmatrix konstruiert werden. Die Idee greifen wir in
Bemerkung 2.2.4 auf. Die Terme
P :=

−1 0 1
−1 0 0
1 −1 0
0 0 −(k3 + k4)
0 0 k3
0 0 k4

von vollem Rang 3 und
µ(x) :=
k1es + k−1xk2x
y

erfüllen V(h(0)) ∩R6+ = V(µ) ∩R6+ und definieren eine Zerlegung h(0) = Pµ, wie
in 2.1.4 gefordert. Die Matrix
Dµ(x) · P =
−k1(e + s) + k−1 −k−1 k1sk2 −k2 0
0 0 −(k3 + k4)

besitzt die Determinante
det (Dµ(x)P) = −k1k2(k3 + k4)(e + s),
welche den Definitionsbereich einer reduzierten Gleichung bestimmt. Die Projek-
tionsmatrix
P :=

e
(e+s)
−e
(e+s)
e
(k3+k4)(e+s)
0 0
−s
(e+s)
s
(e+s)
s
(k3+k4)(e+s)
0 0
0 0 0 0 0
0 0 0 0 0
0 0 k3
(k3+k4)
1 0
0 0 k4
(k3+k4)
0 1

liefert eine reduzierte Gleichung durch Anwendung auf ein langsames Teilsys-
tem h(1). (Gegebenenfalls wird P hierzu um geeignete Nullzeilen und -spalten
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ergänzt.) Die linear abhängigen Zeilen von P entsprechen 3 linearen ersten Inte-
gralen von h(0). Unabhängig von den langsamen Gleichungen h(1), bleibt die Ko-
dimension der Slow Manifold erhalten, welche die Dimension einer reduzierten
Gleichung festlegt. 
Wir halten eine Beobachtung, den Rang von DW betreffend, fest. Ersetzt man
die Rangbedingung in Proposition 2.2.1 durch eine entsprechende Forderung an
die Jacobimatrix von W, so gelten analoge Aussagen.
Bemerkung 2.2.4 Betrachte die Situation in Proposition 2.2.1. Anstelle der Rang-
bedingung (2.18) setze nun voraus, das System werde (nahe a) auf die Nullstel-
lenmenge von W reduziert. Nehme also V(h(0)) = V(W) nahe a an. Wegen der
Regularität des Punktes a ist dies gleichbedeutend zu Kern Dh(0) = Kern DW
nahe a. In diesem Fall gelten analoge Aussagen zu Proposition 2.2.1.
In Analogie zu Aussage 2.2.1 (i) kann die Konstruktion einer Zerlegung für
Satz 2.1.4 gezeigt werden. Man konstruiert µ aus unabhängigen Einträgen von W,
wobei elementare Zeilenumformungen der Multiplikation mit einer invertierbaren
Matrix von links entsprechen. Mit diesem Argument definiert man eine Matrix
P ∈ R(x)n×r. Ebenfalls kann ein lineares Gleichungssystem für die Bestimmung
der reduzierten Gleichung angegeben werden, dieses hat die Dimension r× n. 
Unter den Voraussetzungen in Proposition 2.2.1 besteht die Slow Manifold wie
in 2.2.4 aus den Gleichgewichtspunkten der schnellen Reaktionen. In der Regel
ist dies die Intention einer QSS-Annahme schneller und langsamer Reaktionen.
Allerdings legt der Vektor der Teilreaktionen W nicht notwendigerweise die Slow
Manifold für eine Tikhonov-Fenichel-Reduktion fest. Denkbar sind auch Systeme,
in denen die Slow Manifold größer ist. Dazu betrachten wir ein Beispiel von Fein-
berg [Fei79, Lecture 3, S. 10].
Beispiel 2.2.5 Im Rahmen der Lecture Notes [Fei79] betrachtet Feinberg das Netz-
werk
∅ 1

1
A 3⇀ B, 2A + B 1⇀ 3A,
in dem mehr Teilreaktionen als Spezies auftreten Feinberg stellt einen Bezug der
Konstruktion dieses Netzwerks zu einem Brüsselatormodell in [GP71] dar, wo-
durch das Netzwerk chemisch interessant wird. Wir nehmen an, obiges Netzwerk
präsentiere das schnelle Teilsystem eines chemischen Mechansimus. Wie in (2.17)
bestimmen wir eine chemische Zerlegung der schnellen Reaktionsgleichungen
h(0)((a, b)T) =
(
−1 1 −1 1
0 0 1 −1
)
a
a
3a
a2b
 .
Die Terme
P :=
(
−1
1
)
und µ((a, b)T) := 3a− a2b
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definieren eine Zerlegung für die Berechnung der reduzierten Gleichung entspre-
chend Satz 2.1.4. Die formale Slow Manifold besteht aus zwei irreduziblen Kom-
ponenten
V(h(0)) = V(µ) = {(a, b)T ∈ R2; a = 0} ∪ {(a, b)T ∈ R2; ab = 3}.
Es existiert eine formale Reduktion auf die Komponente {(a, b)T ∈ R2; ab = 3},
auf der die Einträge von W, das heißt die Gleichungen der einzelnen Teilreak-
tionen, nicht verschwinden. Die Projektionsmatrix kann mit Satz 2.1.4 bestimmt
werden und lautet
P((a, b)T) = 1−a2 + 2ab− 3
(
−a2 −a2
2ab− 3 2ab− 3
)
.
Beide Komponenten der Slow Manifold haben die Kodimension 1. 
Bei den bisherigen Betrachtungen haben wir die Existenz einer (formalen) Ti-
khonov-Fenichel-Reduktion vorausgesetzt. In der Tat stellt man fest, dass die Vor-
aussetzungen im Satz von Tikhonov für die Gleichungen vieler chemischer Reak-
tionen erfüllt sind. Im Rahmen schneller und langsamer Reaktionen, ist dies auf
die strukturellen Eigenschaften von Reaktionsgleichungen zurückzuführen. Eine
interessante Fragestellung ist es, aus den chemischen Eigenschaften direkt auf
die Anwendbarkeit des Tikhonov-Fenichel-Formalismus zu schließen. Für eine
Tikhonov-Fenichel-Reduktion unter einer QSS-Annahme für Reaktionen verwei-
sen Lee und Othmer [LO09, S. 410, Rem. 1] auf die Eigenschaft, dass das schnelle
System den Defekt 0 besitzt. Heinrich und Schauer [HS83, S. 162-164] studieren
Bedingungen an ein vollständig reversibles schnelles Teilsystem. In [NW11, 2.1]
wird die Bestimmung einer Tikhonov-Standardform untersucht, welche auf ersten
Integralen des ungestörten Systems basiert. Die Stöchiometrie schneller Reaktio-
nen vereinfacht das Problem, wie [HS83] sowie [NW11, Rem. 1] zu entnehmen
ist. Ausgehend von der Stöchiometrie schneller Reaktionen nutzen Heinrich und
Schauer [HS83, S. 161] eine lineare Variablentransformation.
In [GW13, Prop. 3] zu finden ist folgendes Resultat, welches hinreichende Vor-
aussetzungen für eine Tikhonov-Fenichel-Reduktion im Kontext schneller und
langsamer Reaktionen angibt.
Proposition 2.2.6 Gegeben sei ein System
x˙ = h(0)(x) + εh(1)(x), x ∈ Rn+,
wobei die Funktion h(0) die Reaktionsgleichungen schneller Teilreaktionen be-
schreibe. Das schnelle Teilsystem sei schwach reversibel und habe den Defekt 0.
Weiter nehmen wir an, jeder stationäre Punkt des schnellen Systems x˙ = h(0)(x)
in Rn+ sei linear asymptotisch stabil innerhalb seiner stöchiometrischen Kompati-
bilitätsklasse. Dann gelten:
a) Für x0 ∈ V(h(0)) ∩Rn+ existiert eine Tikhonov-Fenichel-Reduktion auf eine at-
traktive Slow Manifold.
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b) Es existiert eine lineare Transformation der Gleichungen in eine Tikhonov-
Standardform. 
Beweis
a) Definiere eine Zerlegung
h(0)(x) = SW(x), x ∈ Rn+,
in eine stöchiometrische Matrix S ∈ Rn×m und W ∈ R[x]m×1. Der Rang der
Funktionalmatrix
Dh(0)(x) = SDW(x), x ∈ Rn+,
ist beschränkt durch die Dimension des stöchiometrischen Unterraums r, wel-
che dem Rang von S entspricht. Nach Voraussetzung ist das schnelle System
schwach reversibel und besitzt den Defekt 0. Wie das Defekt-Null-Theorem
1.3.2 besagt, existiert in jeder stöchiometrischen Kompatibilitätsklasse genau
ein stationärer Punkt, dessen lineare asymptotische Stabilität innerhalb einer
Kompatibilitätsklasse vorausgesetzt wird. Das bedeutet, die Matrix Dh(0)(x0)
besitzt r Eigenwerte mit negativem Realteil. Insgesamt folgt
Rang Dh(0)(x0) = r
und die Konvergenzbedingungen für eine Tikhonov-Fenichel-Reduktion auf
eine s-dimensionale Slow Manifold sind erfüllt.
b) Die Rangaussage in Teil (a) garantiert die Existenz unabhängiger Linearfor-
men λ1, . . . ,λs mit der Eigenschaft λ ◦ S = 0 für 1 ≤ i ≤ s. Diese können
linear ergänzt werden zu einer Transformationsvorschrift in eine Tikhonov-
Standardform, wie [NW11, 2.1] zu entnehmen ist. 
Satz 2.1.4 ermöglicht die Berechnung einer reduzierten Gleichung beliebiger ra-
tionaler Systeme. Ist ein Anfangswertproblem zu einem Startwert auf der Slow
Manifold gegeben, so erklärt der reduzierte Ausdruck in 2.1.4 ein wohldefiniertes
Anfangswertproblem. In Abschnitt 2.3 erweitern wir diese Aussage für beliebi-
ge Anfangswerte im Einzugsgebiet der reduzierten Dynamik. Speziell vereinfacht
auch hier die Stöchiometrie eines schnellen Teilsystems die Situation für Reakti-
onsgleichungen mit einer QSS-Annahme für Reaktionen.
2.3 projektion von anfangswerten
Unter gewissen Attraktivitätsbedingungen an ein analytisches dynamisches Sys-
tem
x˙ =
1
ε
h(0)(x) + h(1)(x) + ε . . . , x ∈ U (U ⊂ Rn offen), (2.23)
mit Singularität in ε = 0, definiert die Tikhonov-Fenichel-Reduktion eine Dynamik
auf einer nichtisolierten Teilmenge der Nullstellen V(h(0)) von h(0). Für asympto-
tisch kleine Werte ε→ 0 werden Lösungen hinreichend nahe einer Slow Manifold
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von dieser angezogen und verlassen diese, zumindest für ein festes Zeitintervall,
nicht wieder. Für eine reduzierte Dynamik innerhalb einer attraktiven Slow Ma-
nifold besteht zudem die Frage einer Zuordnung von Trajektorien. Hierzu unter-
sucht der vorliegende Abschnitt die schnelle Anfangsdynamik des Systems (2.23),
welche in der schnellen Zeitskala τ = tε dominant ist. Das schnell skalierte System
x˙ = h(0)(x) + εh(1)(x) + ε2 . . . , x ∈ U, (2.24)
beschreibt ein reguläres Störungsproblem, in dem die Anfangsdynamik für kleine
ε durch das ungestörte System x˙ = h(0)(x), x ∈ U, beschrieben wird.
Eine schnell skalierte autonome Tikhonov-Standardform lautet
x˙ = ε f (x, y) + ε2 . . . , x(0) = x0, x ∈ D ⊂ Rs, τ ≥ 0,
y˙ = g(x, y) + ε . . . , y(0) = y0, y ∈ G ⊂ Rr.
Für kleine Werte ε→ 0 wird das reguläre Problem beschrieben durch y˙ = g(x0, y)
bei konstanter Größe x = x0. Wird die Lösung zu einem Startwert x0 von der Slow
Manifold V(g) angezogen, so identifiziert der Schnitt der Lösungsbahn mit der
Slow Manifold einen Anfangswert für die reduzierte Dynamik. Jeder Anfangswert
im Einzugsgebiet der Slow Manifold wird somit auf eine Lösungsbahn des redu-
zierten Systems projeziert. Auf die Kenntnis einer Tikhonov-Standardform kann
verzichtet werden, indem die Slow Manifold mit der Niveaufläche der ersten In-
tegrale des ungestörten Terms h(0) geschnitten wird. Die Projektion von Anfangs-
werten bei einer Tikhonov-Fenichel-Reduktion wird in unterschiedlichem Umfang
thematisiert von Lee und Othmer [LO09], Fenichel [Fen79], Heinrich und Schau-
er [HS83] sowie Stiefenhofer [Sti98]. Ziel des ersten Abschnittes 2.3.1 ist eine ge-
ordnete Darstellung der Erkenntnisse. Insbesondere werden Existenz und (lokale)
Eindeutigkeit der Anfangswerte einer reduzierten Gleichung thematisiert. Da die
Anfangswerte im Allgemeinen nicht explizit erfassbar sind, wird im anschließen-
den Teil 2.3.2 eine approximative Berechnungsmethode entwickelt.
2.3.1 Anfangswerte einer reduzierten Gleichung
Im Kontext schneller und langsamer Reaktionen, bestimmen Lee und Othmer un-
ter der Spezifizierung von Stöchiometrie- und Netzwerkeigenschaften eine Trans-
formationsvorschrift für reduzierte Anfangswertprobleme [LO09, S. 408]. Bedingt
durch die Stöchiometrie der schnellen Reaktionen liegen lineare erste Integrale
für das ungestörte System h(0) vor, auf denen die Transformation basiert. Bezug-
nehmend auf die schnelle reduzierte Tikhonov-Standardform bestätigen Lee und
Othmer eine schnelle Dynamik auf den Niveauflächen der ersten Integrale des un-
gestörten Systems, transversal zu den Trajektorien der reduzierten Dynamik. Sie
folgern die Existenz einer direkten Summenzerlegung des Grundraums in die Ni-
veaumengen des schnellen Systems und den Tangentialraum der Slow Manifold.
Diese Zerlegung garantiert die Eindeutigkeit der Anfangswerte auf der Slow Ma-
nifold, was wir in Korollar 2.3.4 lokal erweitern für ein System (2.24) mit nicht
explizit bekannten ersten Integralen von h(0) [vergleiche LO09, S. 411-412].
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Die schnelle Anfangsphase als asymptotische Beschreibung in der schnellen
Zeitskala wird ebenfalls thematisiert von Stiefenhofer [Sti98, S. 596 und 599]. Im
Rahmen eines Maltosetransportmodells mit einer quasistationären Teilreaktion in-
teressiert Stiefenhofer der Auftreffpunkt von Lösungen auf die Slow Manifold,
welchen er als eindeutigen Schnittpunkt der Niveauflächen der ersten Integrale
des ungestörten Systems und seiner Varietät berechnet [Sti98, S. 607].
Zunächst formulieren wir eine Tikhonov-Standardform in der schnellen Zeit-
skala und die asymptotische Beschreibung für kleine Werte ε→ 0.
Korollar 2.3.1 Es seien die Voraussetzungen des Satzes von Tikhonov 1.2.1 erfüllt.
In der schnellen Zeitskala (τ = tε ) ist die Tikhonov-Standardform gegeben durch
das reguläre Problem
x˙ = ε f (x, y, t) + ε2 . . . , x(0) = x0, x ∈ D ⊂ Rs, τ ≥ 0, (2.25)
y˙ = g(x, y, t) + ε . . . , y(0) = y0, y ∈ G ⊂ Rr, (2.26)
welches asymptotisch für ε → 0 beschrieben wird durch die reduzierte Anfangs-
dynamik
x˙ = 0, x(0) = x0, x ∈ D ⊂ Rs, τ ≥ 0, (2.27)
y˙ = g(x, y, 0), y(0) = y0, y ∈ G ⊂ Rr. (2.28)

Die asymptotische Anfangsdynamik einer Tikhonov-Standardform (2.27)-(2.28) ist
einfach zu sehen. Die langsame Variable x ist konstant, während die schnelle Grö-
ße y durch die Funktion g beschrieben wird. Offenbar bilden die ersten s Koor-
dinatenfunktionen unabhängige erste Integrale der reduzierten Anfangsdynamik
(2.27)-(2.28). Das bedeutet, die Anfangsdynamik ist asymptotisch eingesperrt in
die r-dimensionale Untermannigfaltigkeit {x0} × G.
An dieser Stelle fixieren wir, was wir unter schneller und langsamer Dynamik
verstehen.
Definition 2.3.2 In System (2.24) bezeichne
x˙ = h(0)(x), x ∈ U, (2.29)
das schnelle und
x˙ = εh(1)(x), x ∈ U, (2.30)
das (in erster Ordnung) langsame Teilsystem. 
Die Einteilung in Definition 2.3.2 in ein schnelles und langsames Teilsystem ist
konsistent, denn im Grenzprozess für kleine ε ist (2.24) genau durch sein schnelles
System h(0)(x) gegeben. Zudem bilden die Gleichgewichtspunkte der schnellen
Dynamik die formale Slow Manifold von (2.24). Im Falle einer QSS-Annahme für
Reaktionen, entspricht das schnelle (langsame) Teilsystem genau den Gleichungen
der schnellen (langsamen) Reaktionen.
Die Eigenschaften einer lösungserhaltenden Transformation in eine Tikhonov-
Standardform (2.25)-(2.26) erlauben Rückschlüsse für den Übergang von einer
schnellen Anfangsdynamik in eine Slow Manifold, was Verhulst als „zeitliche
Grenzschicht“ [Ver05, Kap. 8] bezeichnet.
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Bemerkung 2.3.3 In einem Punkt x0 ∈ V(h(0)) existiere eine lösungserhaltende
Transformation von System (2.24) in eine Tikhonov-Standardform (2.25)-(2.26). Un-
ter den Voraussetzungen für eine Tikhonov-Fenichel-Reduktion überträgt sich das
qualitative Verhalten von System (2.27)-(2.28) auf die schnelle Anfangsdynamik
von (2.24), wie Folgerung 1.2.8 zu entnehmen ist. Nahe x0 bleibt die Anzahl s
unabhängiger erster Integrale von h(0) unter der Transformation in eine Tikhonov-
Standardform erhalten. Somit ist die asymptotische Anfangsdynamik von (2.24)
nahe x0 ebenfalls in eine r-dimensionale Untermannigfaltigkeit eingesperrt, gege-
ben durch den Schnitt der Niveaumengen der ersten Integrale von h(0). 
Bemerkung 2.3.3 charakterisiert das asymptotische Anfangsverhalten des Systems
(2.24) in der Nähe einer attraktiven Slow Manifold M0 ⊂ V(h(0)). Als Schnittpunk-
te der Integralflächen von h(0) mit der Slow Manifold hängen die Anfangswer-
te einer reduzierten Gleichung nur vom schnellen Teil h(0) des Systems ab und
nicht etwa vom Störungsterm h(1). Einem Startwert hinreichend nahe M0 kann ein
Anfangswert auf M0 zugeordnet werden. Insbesondere ist die Zuordnung lokal
eindeutig, wie folgendes Korollar besagt.
Korollar 2.3.4 Gegeben sei System (2.24) zu einem Anfangswert x(0) = x0 hinrei-
chend nahe M0. So ist der Anfangswert der reduzierten Gleichung lokal eindeutig
bestimmt durch den Schnitt der Slow Manifold mit den Niveauflächen der ersten
Integrale des schnellen Terms h(0). 
Beweis
Die Funktion ψ : Rs → Rs beschreibe s unabhängige erste Integrale von h(0). Dann
entsprechen die gesuchten Anfangswerte genau den Nullstellen der Funktion
(h(0),ψ)T : Rn → Rn+s.
Die Existenz einer Tikhonov-Fenichel-Reduktion in x0 impliziert
Rang Dh(0)(x) + dim V(h(0)) = n für x nahe x0.
Folglich hat die Funktionalmatrix D(h(0),ψ)T nahe x0 vollen Rang n, was die Ein-
deutigkeit der Nullstellen von h(0) garantiert. 
Eine globale Eindeutigkeitsaussage kann nicht getroffen werden, denn die globale
Existenz der ersten Integrale von h(0) ist im Allgemeinen nicht gegeben. Selbst im
Falle global existierender erster Integrale, ist der Schnittpunkt ihrer Niveaumenge
mit der Slow Manifold im Allgemeinen nicht eindeutig. In chemischen Beispielen
sind Anfangswerte global eindeutig, immer wenn die gefragten ersten Integrale
die Stöchiometrie des schnellen Systems beschreiben. Grund hierfür ist ihre Linea-
rität, vergleiche Bemerkung 2.3.5.
Eine explizite Parametrisierung der Slow Manifold ist für die exakte Bestim-
mung der Anfangswerte einer reduzierten Gleichung nicht notwendig, wie exem-
plarisch gefolgert werden kann. Für die Gleichungen eines Maltosetransportmo-
dells bestimmt Stiefenhofer einen expliziten Ausdruck der Anfangswerte auf einer
Slow Manifold, ohne diese zu parametrisieren [Sti98, S. 607]. Hingegen tritt das
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einleitend in Folgerung 1.2.6 erwähnte Problem einer expliziten Bestimmung ers-
ter Integrale von h(0) auf. Wie für die Bestimmung einer Transformationsvorschrift
in eine Tikhonov-Standardform, werden diese explizit benötigt, um Anfangswer-
te gemäß Korollar 2.3.4 zu bestimmen. Dennoch ist ihre explizite Kenntnis nicht
hinreichend für eine explizite Bestimmung der Anfangswerte, wie wir in Beispiel
2.3.8 aufzeigen.
Für Reaktionsgleichungen mit quasistationären Teilreaktionen ist die Stöchio-
metrie besonders hilfreich, denn sie liefert lineare erste Integrale des schnellen
Systems.
Bemerkung 2.3.5 Im Kontext schneller und langsamer Teilreaktionen sind häu-
fig alle ersten Integrale des schnellen Systems durch seine Stöchiometrie bestimmt
und als solche linear. Unter den Existenzvoraussetzungen einer Tikhonov-Fenichel-
Reduktion liefert der Kern der linearen ersten Integrale die Anfangswerte expli-
zit. 
Da die Anfangswerte einer reduzierten Gleichung nur vom schnellen Teilsystem
abhängen, gilt folgender Zusammenhang.
Bemerkung 2.3.6 Für ein reversibles System mit kleinen Raten der reversiblen
Rückreaktionen stimmen die Anfangswerte der irreversiblen und reversiblen re-
duzierten Dynamik überein. 
Als erstes Beispiel betrachten wir die Michaelis-Menten-Reaktion mit einer Eintei-
lung in schnelle und langsame Teilreaktionen.
Beispiel 2.3.7 (Michaelis-Menten mit langsamer Produktbildung) Wie in 1.2.13
betrachte die irreversible Michaelis-Menten-Reaktion mit der QSS-Annahme lang-
samer Produktbildung. Es seien σ,γ > 0 beliebig. Wir reduzieren das Anfangs-
wertproblem
˙(
s
c
)
=
(
−k1s(e0 − c) + k−1c
k1s(e0 − c)− k−1c
)
+ ε
(
0
−k2c
)
,
(
s(0)
c(0)
)
=
(
σ
γ
)
,
in den nichtnegativen Konzentrationen s, c. Offenbar besitzt der schnelle Aus-
druck genau ein unabhängiges erstes Integral, gegeben durch die Summe seiner
Komponenten s + c. Die Slow Manifold wird parametrisiert durch die Gleichung
c = k1e0sk1s+k−1 . Hieraus erhalten wir die Gleichung für einen Anfangswert (σ
∗, 0)T
auf der Slow Manifold
σ∗ +
k1e0σ∗
k1σ∗ + k−1
= σ+ γ
mit genau einer positiven Lösung
σ∗ =
1
2k1
k1(σ+ γ− e0)− k−1 + 12k1
√
(k1(σ+ γ− e0)− k−1)2 + 4k1k−1(σ+ γ).
Der reduzierte Ausdruck kann mittels Satz 2.1.4 berechnet werden, etwa mit der
Wahl
µ = −k1e0s + (k1s + k−1)c, P = (1,−1)T,
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oder vorausgehenden Arbeiten entnommen werden [Nöt08, S. 153]. Wir geben das
reduzierte Anfangswertproblem an
s˙ =
−e0k1k2s(k1s + k−1)
(k1s + k−1)2 + e0k1k−1
, s(0) = σ∗.
Betrachtet man die entsprechende reversible Reaktion, erweitert um einen langsa-
men Produktzerfall mit Rate εk−2 > 0, so wird auf dieselbe Slow Manifold redu-
ziert und σ∗ ist ebenfalls der Startwert für die reduzierte Gleichung. Entscheidend
ist der zusätzliche Reaktionsterm im reversiblen Modell, der nur den langsamen
Störungsterm beeinflusst. Im reversiblen Modell lautet dieser
h(1)(s, c) = (0 , −k2c + k−2(e0 − c)(s0 − s− c))T .
Die Zerlegung des nichtgestörten Systems, mit µ und P wie oben definiert, be-
stimmt ebenfalls die reversible reduzierte Gleichung
s˙ =
((k−1 + k1s)(k−1k−2(s0 − s)− k1k2))e0 − k−1k−2k1e20s
(k−1 + k1s)2 + k1k−1e0
, s(0) = σ∗. 
Weiterhin befassen wir uns mit der Situation, dass nicht alle ersten Integrale von
h(0) linear sind. Für ausgewählte Michaelis-Menten-Systeme werden erste Integra-
le von h(0) in [Nöt08, Kap. 5] explizit berechnet, im Rahmen der Konstruktion
von Tikhonov-Standardformen. Die Bestimmung der ersten Integrale ist relativ
aufwändig, wie den Ausführungen in [Nöt08] entnommen werden kann. Darüber
hinaus ist eine explizite Angabe im Allgemeinen nicht möglich, wie in 1.2.6 be-
merkt. Exemplarisch betrachten wir die reduzierte Michaelis-Menten-Dynamik,
für welche das in Frage stehende erste Integral bekannt ist.
Beispiel 2.3.8 (Irreversible Michaelis-Menten-Gleichung) Es seien σ,γ > 0. Wir
betrachten die irreversible Michaelis-Menten-Gleichung aus Beispiel 1.2.5 mit dem
kleinen Parameter e0 zum Anfangswert (s, c)T(0) = (σ,γ)T. Wie in Beispiel 1.2.5
angegeben, besitzt die nichtgestörte Gleichung genau ein unabhängiges erstes In-
tegral
ψ(s, c) = s + c +
k2
k1
ln
(
s
s0 + M
+
k−1
k1
1
s0 + M
)
.
Bis auf Proportionalität ist ψ aus [Nöt08, S. 144 Gl. (5.23)] entnommen. Ein An-
fangswert (σ∗, 0)T auf der Slow Manifold erfüllt die Identität
σ∗ +
k2
k1
ln
(
σ∗
s0 + M
+
k−1
k1
1
s0 + M
)
= ψ(σ,γ), (2.31)
welche nicht explizit nach σ∗ aufgelöst werden kann. Gleichung (2.31) bestimmt
den Anfangswert der reduzierten Gleichung zwar exakt, aber nur implizit. 
Beispiel 2.3.9 (Reversible Michaelis-Menten-Gleichung) Betrachte die reversible
Michaelis-Menten-Gleichung mit kleinem Parameter e0. Hierfür lautet ein erstes
Integral
ψ(s, c) =
(
s +
k−1
k1
)k−2 (
s + c− s0 − k2k−2
)k1
,
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[siehe Nöt08, S. 156, Gl. (5.48)]. Analog zur irreversiblen Gleichung in Beispiel
2.3.8 kann der Anfangswert einer reduzierten Dynamik nicht explizit angegeben
werden. Eine implizite Darstellung ist (σ∗, 0)T mit(
σ∗ +
k−1
k1
)k−2 (
σ∗ − s0 − k2k−2
)k1
= ψ(σ,γ),
wobei (σ,γ)T den Anfangswert des zweidimensionalen Systems bezeichnet. 
In Beispiel 2.3.7 geben wir die Startwerte der reduzierten Michaelis-Menten-
Gleichung explizit an. Dies misslingt, sobald die ersten Integrale unbekannt oder
nicht explizit auflösbar nach der gesuchten Variable sind. In Abschnitt 2.3.2 wer-
den wir einen alternativen Ansatz entwickeln, welcher die Invarianten von h(0) in
Form von Taylorpolynomen approximiert.
2.3.2 Approximative Bestimmung von Anfangswerten
Wie im vorausgehenden Abschnitt gesehen, erweist sich die explizite Angabe der
Anfangswerte einer Tikhonov-Fenichel-Reduktion im Allgemeinen als problema-
tisch. In Lemma 2.3.10 gelingt die Konstruktion einer approximativen Lösung, ba-
sierend auf einer Approximation der ersten Integrale von h(0) durch Taylorpoly-
nome, welche zusammen mit den Gleichungen der Slow Manifold eine Näherung
für die Anfangswerte der reduzierten Gleichung liefern.
Gegeben sei ein dynamisches System und eine Tikhonov-Fenichel-Reduktion
auf eine attraktive s-dimensionale Slow Manifold. Ziel ist es, Lösungen im Ein-
zugsgebiet der Slow Manifold Anfangswerte auf dieser zuzuweisen. Unter den
Voraussetzungen für den Tikhonov-Fenichel-Formalismus besitzt das schnelle Teil-
system h(0) nahe der Slow Manifold s unabhängige analytische erste Integrale
[NW11, Prop. 2]. Eine Konstruktionsvorschrift approximierter Anfangswerte für
das reduzierte System wird in Lemma 2.3.10 entwickelt.
Lemma 2.3.10 Gegeben sei System (2.24) zu einem beliebigen Anfangswert
x(t0) = y0 ∈ U \ V(h(0))
im Einzugsgebiet einer attraktiven Slow Manifold für ein t0 im Existenzintervall I(y0) zu
y0. Da h(0) nach Voraussetzung analytisch ist, existiert eine (Taylor-)Entwicklung
h(0)(x) = ρ0 + ρ1(x) + ρ2(x) + . . .
in homogene Terme ρi(x) von Grad i, i ∈ N0. Für ein analytisches erstes Integral ψ von
h(0) existiert eine Darstellung
ψ(x) = ψ1(x) + ψ2(x) + . . .
mit homogenen ψi von Grad i, i ∈N.
Als erstes Integral besitzt ψ folgende Eigenschaften: Es ist konstant längs Lösungen,
das heißt eine beliebige Lösung ϕ von (2.24) auf I(y0) erfüllt
ψ(ϕ(t)) = ψ(ϕ(t0)) = ψ(y0), t ∈ I(y0). (2.32)
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Zudem verschwindet die Lie-Ableitung von ψ, das heißt für x ∈ U (oder auf einer geeig-
neten Umgebung von y0) gilt
0 = Lh(0)ψ(x)
= Dψ(x)h(0)(x)
= Dψ1(x)ρ0︸ ︷︷ ︸
Grad 0
+Dψ1(x)ρ1(x) + Dψ2(x)ρ0︸ ︷︷ ︸
Grad 1
+
Dψ1(x)ρ2(x) + Dψ2(x)ρ1(x)︸ ︷︷ ︸
Grad 2
+ . . . .
Letzteres ist genau dann erfüllt, wenn alle homogenen Terme verschwinden. Ein Koeffizi-
entenvergleich letzterer Gleichung in den Potenzen von x bis zu einem Grad l liefert ein
l-tes Taylorpolynom des ersten Integrals ψ. Zusammen mit (2.32) bestimmt die Varietät
des Taylorpolynoms eine Approximation der Niveaufläche von ψ. Existieren s > 1 erste
Integrale von h(0), so ist die Schnittmenge ihrer approximierten Niveauflächen zu berech-
nen. Der Schnitt einer Slow Manifold mit der approximierten Niveaufläche bildet eine
Approximation der Anfangswerte der reduzierten Gleichung. 
In Lemma 2.3.10 sind die Niveauflächen von ψ mit den Nullstellen von h(0) zu
schneiden. Die Grad-0-Bedingung der verschwindenden Lie-Ableitung entfällt für
eine Auswertung auf der Slow Manifold.
Für die Beispiele in Kapitel 5 und 6 ermöglicht dieser Zugang die explizite
Angabe von Anfangswerten einer reduzierten Dynamik in linearer Näherung. Im
Allgemeinen hängt es von der Approximationsordnung und der Struktur der Slow
Manifold ab, ob die Anfangswerte explizit darstellbar sind. Die Betrachtungen
in Kapitel 5 und 6 sind insofern einfach, dass entweder eine QSS-Annahme für
Reaktionen oder eine Slow Manifold mit der Struktur eines Vektorraums vorliegt.
Im folgenden Beispiel 2.3.11 wenden wir Lemma 2.3.10 auf die Gleichungen
der irreversiblen Michaelis-Menten-Reaktion mit der Standard-QSS-Annahme klei-
ner Enzymanfangskonzentration an und konstruieren approximierte Anfangswer-
te der reduzierten Dynamik.
Beispiel 2.3.11 (Irreversible Michaelis-Menten-Reaktion) Betrachte das Anfangs-
wertproblem
s˙ = −e0k1s + (k1s + k−1)c, s(0) = σ ≥ 0,
c˙ = e0k1s− (k1s + k−1 + k2)c, c(0) = γ > 0,
(2.33)
mit kleinem Parameter e0 ≥ 0. Es existiert eine Tikhonov-Fenichel-Reduktion auf
die attraktive Slow Manifold M0 = {(s, 0)T; 0 ≤ s ≤ s0}. Wir nehmen eine Eintei-
lung der langsamen Dynamik h(0) in homogene Terme vor
h(0)((s, c)T) =
(
k−1c
−(k−1 + k2)c
)
+
(
k1cs
−k1cs
)
.
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Es sei ψ : R2+ → R ein analytisches erstes Integral von h(0) mit einer Taylorentwick-
lung
ψ(s, c) = ψ1(s, c) + ψ2(s, c) + . . . ,
in homogene Terme ψi von Grad i. Lemma 2.3.10 folgend sortieren wir ebenfalls
die Lie-Ableitung von ψ bezüglich h(0) in homogene Terme und erhalten die Inte-
gralbedingung
0 = L(ψ)
= Dψ1
(
k−1c
−(k−1+k2)c
)
︸ ︷︷ ︸
=0
+
(
Dψ1
(
k1cs
−k1cs
)
+ Dψ2
(
k−1c
−(k−1+k2)c
))
︸ ︷︷ ︸
=0
+ . . . .
Das lineare Taylorpolynom ψ1 hat die Form ψ1((s, c)T) = α1s + α2c für α1, α2 ∈ R.
Die Integralbedingung
L(ψ1) = α1k−1c− α2(k−1 + k2)c = 0
legt ψ1 durch die Beziehung α1k−1 = α2(k−1 + k2) bis auf Proportionalität fest,
setze
ψ(s, c) := (k−1 + k2)s + k−1c.
Wir approximieren einen Anfangswert (σ∗, 0)T ∈ M0 durch die lineare Näherung
des ersten Integrals
ψ1((σ
∗, 0)T) = ψ1((σ,γ)T)
⇔ (k−1 + k2)σ∗ = (k−1 + k2)σ+ k−1γ
⇔ σ∗ = σ+ k−1
k−1 + k2
γ.
Wir möchten die Approximation verbessern, indem wir ein Taylorpolynom zwei-
ten Grades ψ2(s, c) = β1s2 + β2c2 + β3sc für β1, β2, β3 ∈ R approximieren. Dabei
bleibt die Bedingung α1k−1 = α2(k−1 + k2) aus der linearen Näherung für die Ap-
proximation von ψ = ψ1 + ψ2 erhalten und wir setzen α1 = (k−1 + k2)ρ, α2 = k−1ρ
für ein ρ > 0. Zusätzlich muss der quadratische Term der Lie-Ableitung
0 = Dψ2
(
k−1c
−(k−1 + k2)c
)
+ Dψ1
(
k1cs
−k1cs
)
=
(
2β1s + β3c, 2β2c + β3s
)( k−1c
−(k−1 + k2)c
)
+ α1k1cs− α2k1cs
= (β3k−1 − 2β2(k−1 + k2))c2 + (2β1k−1 − β3(k−1 + k2) + k−1k2ρ)cs
unabhängig von den Variablen s und c verschwinden, was genau dann erfüllt ist,
wenn die Koeffizienten vor c2 und cs verschwinden. Mit der Proportionalitätskon-
stanten ρ erhalten wir
β1 =
−k1k−1k2 + 2(k−1 + k2)2
2k2−1
ρ, β2 = ρ, β3 =
(k−1 + k2)
k−1
ρ.
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Schließlich setze
ψ := (k−1 + k2)s + k−1c +
(k−1 + k2)2
k2−1
c2 + s2 +
k−1 + k2
k−1
cs.
Für einen Anfangswert (σ∗0 , 0)T ∈ M0 erhalten wir die Bedingung
ψ1((σ
∗, 0)T) + ψ2((σ∗, 0)T) = ψ1((σ,γ)T) + ψ2((σ,γ)T)
⇔ (k−1 + k2)σ∗ + σ∗2 = (k−1+k2)(k−1+γ)k−1 σ+ k−1γ+
(k−1+k2)2
k2−1
γ2
+σ2 + k−1+k2k−1 γσ
und somit genau eine positive Lösung
σ∗ = −(k−1 + k2)
2
+√√√√(k−1 + k2)2
(
1
4
+
γ2
k2−1
)
+ (k−1 + k2)σ
(
(k−1 + γ)
k−1
+
γ
k−1
)
+ σ2 + k−1γ.
Die reduzierte Gleichung kennen wir aus Beispiel 1.2.5, Gleichung (1.13). Insge-
samt wird das Anfangswertproblem (2.33) unter dem Tikhonov-Fenichel-Formalis-
mus reduziert auf das Anfangswertproblem
s˙ =
−e0k1k2s
k1s + k−1 + k2
, s(0) = σ∗, (c = 0). 
Bemerkung 2.3.12 In Beispiel 2.3.11, wie im Folgenden, wählen wir abweichende
Notationen für Anfangswerte außerhalb der Slow Manifold (σ,γ)T und für An-
fangswerten von Erhaltungsgrößen für die Substitution erster Integrale. Für die
zweidimensionalen Reaktionsgleichungen (2.33) lassen wir beliebige Anfangswer-
te zu. Insofern ist γ nicht zu verwechseln mit der Konstanten c0 des linearen ersten
Integrals e + c = e0 + c0, die wir standardmässig als 0 wählen. Der Fall c0 = γ ist
zwar zulässig, entspricht aber genau dem bekannten Anfangswert auf der Slow
Manifold. Wie Lemma 1.2.16 zeigt, ist die Tikhonov-Fenichel-Reduktion invariant
unter der Koordinatentranslation c 7→ c− c0. 
Praktisch können Computer-Algebra-Systeme approximierte Anfangswerte für hö-
herdimensionale Systeme problemlos berechnen, gleichermaßen kann die Appro-
ximationsordnung erhöht werden. Allerdings liefern Approximationen quadrati-
scher oder höherer Ordnung sehr unübersichtliche Ausdrücke, wie exemplarische
Rechnungen zeigen. Insofern sind diese von geringem praktischen Interesse, wes-
halb wir in Anwendungen lineare Näherungen vorziehen.
Zusammenfassend zeigen die präsentierten Ergebnisse die praktische Bestim-
mung einer reduzierten Gleichung gemäß Tikhonov und Fenichel auf, inklusive
approximierter Anfangswerte. Während lineare erste Integrale des schnellen Sys-
tems die Reduktion für schnelle und langsame Reaktionen vereinfachen, ist der
entwickelte Ansatz allgemein gültig, insbesondere somit für die Untersuchung
quasistationärer Variablen. Zudem konnte ein kompletter Verzicht auf eine expli-
zite Parametrisierung der Slow Manifold herausgearbeitet werden. Im folgenden
Kapitel 3 stellen wir diese Erkenntnisse in Beziehung zu den Resultaten von Feni-
chel und Stiefenhofer.
3
D I E R E D U K T I O N S F O R M E L N V O N F E N I C H E L U N D
S T I E F E N H O F E R
Wie in Kapitel 1 herausgestellt, ist die explizite Bestimmung einer Tikhonov-Stand-
ardform im allgemeinen nicht möglich, wenngleich ihre Existenzbedingungen ge-
sichert werden können. Ursprünglich geht der Ansatz, ein System ohne Kenntnis
einer Tikhonov-Standardform zu reduzieren, zurück auf Fenichel [Fen79]. In der
Arbeit [Fen79] über die Geometrie singulärer Störungsprobleme gibt Fenichel eine
reduzierte Gleichung allgemein an, in Form einer geschlossenen Reduktionsfor-
mel. Mit speziellem Fokus auf chemische Systeme mit schnellen und langsamen
Reaktionen, präsentiert Stiefenhofer [Sti98] ebenfalls eine geschlossene Redukti-
onsformel. Die folgenden Abschnitte 3.1 und 3.2 thematisieren die beiden Zugän-
ge und stellen einen Bezug zu der Reduktionsformel in Satz 2.1.4 her.
Die Reduktionsvorschrift von Fenichel wie die von Stiefenhofer setzen eine ex-
plizite Parametrisierung der Slow Manifold voraus. Besitzt eine formale Slow Ma-
nifold V(h(0)) die (lokale) Dimension s, so gilt (lokal) Rang Dh(0) = n − s. Der
Standardsatz über implizite Funktionen aus der Analysis garantiert die lokale Auf-
lösbarkeit der Gleichung h(0) = 0. Eine explizite Parametrisierung hingegen ist im
Allgemeinen nicht zugänglich. Insofern stellt die von Fenichel und Stiefenhofer
getroffene Annahme eine echte Einschränkung dar.
Die Ansätze von Fenichel und Stiefenhofer sind universell in der Hinsicht, dass
sie keine spezielle Struktur der Gleichungen erzwingen. Der Reduktionsformel
von Heinrich und Schauer [HS83] sowie der von Lee und Othmer [LO09] liegt ei-
ne andere Schwerpunktsetzung zugrunde. Sie betrachten speziell chemische Glei-
chungen mit schnellen und langsamen Reaktionen. Spezielle Stöchiometriebedin-
gungen sichern die Linearität aller ersten Integrale des schnellen Terms, sodass
genannte Autoren eine Tikhonov-Standardform angeben können.
3.1 die projektionsmatrix von fenichel
Ein Teilresultat des umfangreichen Artikels [Fen79] von Fenichel zur geometri-
schen Interpretation und Reduktion singulärer Störungsprobleme ist die Präsenta-
tion einer expliziten Reduktionsvorschrift. Hierzu setzt Fenichel lokal eine expli-
zite Parametrisierung der Slow Manifold voraus. Fenichel gibt eine Abbildungs-
matrix an, welche die Projektion auf den Kern der Jacobi-Matrix des ungestörten
Systems längs ihrem Bild ergibt. Diese wird auf den Störungsterm erster Ordnung
angewendet, was die reduzierte Gleichung liefert. Die bekannte Parametrisierung
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der Slow Manifold induziert eine Variablenseparation, der bezüglich partiellen
Ableitungen die Projektionsmatrix bestimmen. Insbesondere verlangt die Auswer-
tung von Fenichels Reduktionsformel partielles Differenzieren [siehe Fen79, S. 68].
Auf einer offenen Menge U ⊂ Rs ×Rr definiere ein System
x˙ = f (x, y, ε)
y˙ = g(x, y, ε), (x, y)T ∈ M, (3.1)
mit kleinem Parameter ε ≥ 0. Es sei (x0, y0)T ∈ U; in einer Umgebung U∗ von
(x0, y0)T existiere eine formale Tikhonov-Fenichel-Reduktion auf eine Slow Mani-
fold der Kodimension r. Im Sinne von Fenichel verstehen wir U∗ bezüglich der
Standardnormtopologie auf Rs+r. Definiere Ux0 = U
∗ ∩ Rs. Zudem bezeichne
u : Ux0 → U∗ ∩Rr eine Parametrisierung y = u(x) der Slow Manifold. Aus der
formalen Reduzierbarkeit folgt der passende Rang der Funktionalmatrix der rech-
ten Seite. Bei Differentiation nach der dynamischen Variable (x, y)T besitzt die
Jacobimatrix im Punkt (x0, u(x0))T genau die Kodimension der Slow Manifold als
Rang
Rang D(( f (x0, u(x0), 0), g(x0, u(x0), 0))T) = r.
Die lokale Auflösbarkeit von ( f , g)T = 0 nach y liefert für die Parametrisierungs-
vorschrift
Rang D2(( f (x0, u(x0), 0), g(x0, u(x0), 0))T) = r.
Die Einträge der Funktionalmatrix kürzen wir wie Fenichel ab durch(
α β
γ δ
)
=
(
D1 f (x0, u(x0), 0) D2 f (x0, u(x0), 0)
D1g(x0, u(x0), 0) D2g(x0, u(x0), 0)
)
.
Es sei κ : Ux0 → Rs×r definiert als partielle Ableitungsfunktion κ(x) = Du(x) = ∂u∂x .
Fenichel gibt die Projektionsmatrix(
I − β(δ− κβ)−1κ −β(δ− κβ)−1
κ + κβ(δ− κβ)−1κ −κβ(δ− κβ)−1
)
an, welche die reduzierte Gleichung
x˙ = (I + β(δ− κβ)−1κ)D3 f (x, u(x), 0)− β(δ− κβ)−1D3g(x, u(x), 0)
y˙ = (κ + κβ(δ− κβ)−1κ)D3 f (x, u(x), 0)− κβ(δ− κβ)−1D3g(x, u(x), 0)
(3.2)
für (x, y)T ∈ U∗ bestimmt.
Wir werden nun zeigen, dass Satz 2.1.4 dieselbe reduzierte Gleichung (3.2) lie-
fert. Unter den obigen Voraussetzungen existieren(
P1 P2
)T ∈ R((x, y)T)(s+r)×r und µ ∈ R[(x, y)T]r,
die eine Zerlegung (
f (x, y, 0)
g(x, y, 0)
)
=
(
P1(x, y)
P2(x, y)
)
µ(x, y)
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beschreiben mit der Eigenschaft V(( f (x, y, 0), g(x, y, 0))T) ∩U∗ = V(µ) ∩U∗, wie
Satz 2.1.4 (a) besagt. Im Falle eines nicht rationalen, analytischen Systems exis-
tiert die Zerlegung, wie in 2.1.8, wobei P und µ analytische Einträge besitzen. Im
vorliegenden Fall kann diese explizit angegeben werden mittels der bekannten
Parametrisierung u.
Satz 2.1.4 zufolge lautet die reduzierte Gleichung
˙(
x
y
)
=
I −(P1(x, y)
P2(x, y)
)
A(x, y)−1
(
D1µ(x, y)
D2µ(x, y)
)T(D3 f (x, y, 0)
D3g(x, y, 0)
)
,
(
x
y
)
∈ U∗,
was genau der Projektionsmatrix(
I − P1(x, y)A(x, y)−1D1µ(x, y) −P1(x, y)A(x, y)−1D2µ(x, y)
−P2(x, y)A(x, y)−1D1µ(x, y) I − P2(x, y)A(x, y)−1D2µ(x, y)
)
,
(
x
y
)
∈ U∗,
entspricht mit
A(x, y) = Dµ(x, y)P(x, y) = D1µ(x, y)P1(x, y) + D2µ(x, y)P2(x, y), (x, y)T ∈ U∗.
Nahe (x0, y0)T ist die Varietät von µ gleich der von ( f , g)T|ε=0, daher impliziert
ihre lokale Auflösbarkeit nach der Größe y die Invertierbarkeit der Matrix D2µ
sowie die Identität
D1µ(x, u(x)) = −D2µ(x, u(x))Du(x) = −D2µ(x, u(x))κ, x ∈ Ux0 . (3.3)
Aufgrund der Beziehung (3.3) gelten
P1A−1D1µ = P1(D1µP1 + D2µP2)−1D1µ
= −P1(D2µP2 − D2µκP1)−1D2µκ
= −P1(P2 − κP1)−1κ
= −P1D2µ(P2D2µ− κP1D2µ)−1κ
= −β(δ− κβ)−1κ,
sowie
P1A−1D2µ = P1(D1µP1 + D2µP2)−1D2µ
= P1(D1µP2 − D2µκP1)−1D2µ
= P1D2µ(P2D2µ− κP1)−1
= β(δ− κβ)−1,
wobei die Notation auf die Abhängigkeit von (x, u(x)) verzichtet.
Die x-Komponente der reduzierten Gleichung lautet
x˙ = (I + β(δ− κβ)−1κ)D3 f (x, u(x), 0)− β(δ− κβ)−1D3g(x, u(x), 0), x ∈ Ux0 .
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Der Term für y ergibt sich direkt aus der Eigenschaft y˙ = Du(x)x˙ der Parame-
trisierungsvorschrift u, was die Übereinstimmung mit dem reduzierten Ausdruck
von Fenichel liefert.
Aufgrund des Verzichts auf eine explizite Parametrisierung einer Slow Manifold
ist die in Satz 2.1.4 erarbeitete Vorschrift allgemeiner. Der praktische Rechenauf-
wand ist bei der Auswertung von Satz 2.1.4 geringer, zumindest immer wenn eine
geeignete Zerlegung bekannt ist, beispielsweise in Form chemischer Struktur.
3.2 die formel von stiefenhofer
Stiefenhofer [Sti98] betrachtet speziell Reaktionsgleichungen mit einer Einteilung
in schnelle und langsame Teilreaktionen. Dennoch wird dieser Kontext für die Re-
duktionsvorschrift in [Sti98] nicht notwendigerweise vorausgesetzt. Wie Fenichel
nimmt Stiefenhofer eine explizite Parametrisierung der Slow Manifold an. In die-
sem Rahmen leitet er aus dem Tikhonov-Fenichel-Formalismus eine geschlossene
Darstellung für reduzierte (Reaktions-)Gleichungen her. Aus der Parametrisierung
der Slow Manifold gewinnt er eine langsame Variable x, welche die reduzierte Dy-
namik ergibt, während der Gleichgewichtszustand einer schnellen Größe y die
Slow Manifold beschreibt. Stiefenhofer stellt die reduzierte Gleichung als Aus-
druck in partiellen Ableitungen des Systems bezüglich der Variablen y sowie dem
kleinen Parameter ε dar.
Stiefenhofer betrachtet ein System schnelle und langsame Reaktionen der Ge-
stalt
z˙ = SW(z) + εRV(z), z ∈ Rn,
in der schnellen Zeitskala mit kleinem Parameter ε ≥ 0 voraus. Hierbei bezeich-
nen (R, S) ∈ Rn×m eine stöchiometrische Matrix und (V(z), W(z))T ∈ R[z]m den
Vektor der Teilreaktionen für ein m ∈ N [Sti98, S. 595]. Stiefenhofer bezieht sich
auf dieselbe Zerlegung wie Heinrich und Schauer [HS83], welche in Kapitel 1 vor-
gestellt wird. Neben den Eigenwertbedingungen des Satzes von Tikhonov für eine
attraktive Slow Manifold, setzt Stiefenhofer eine explizite Darstellung selbiger vor-
aus, als Graph
(x, y) = (x, y(x)) (3.4)
für eine geeignet separierte Variable z = (x, y)T ∈ Rn. In dieser können die Reak-
tionsgleichungen wie folgt geschrieben werden
x˙ = S1W(x, y) + εR1V(x, y) =: f (x, y, ε)
y˙ = S2W(x, y) + εR2V(x, y) =: g(x, y, ε)
(3.5)
für geeignete Matrizen Si, Ri, i = 1, 2 [Sti98, (2.6)]. Unter diesen Voraussetzungen
leitet Stiefenhofer den reduzierten Ausdruck
x˙ = fε[·] + fy[·]
(
gy[·]− y′(x) fy[·]
)−1 (y′(x) fε[·]− gε[·]) (3.6)
mit der Variablenbezeichnung [·] = [x, y(x), 0] her. Den Notationen von Stiefenho-
fer folgend bezeichnen y′(x) die Ableitung Dxy der Parametrisierungsvorschrift
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in (3.4) und die übrigen Ausdrücke die partiellen Ableitungen in den Indexva-
riablen. Die Invertierbarkeit des Terms gy[·]− y′(x) fy[·] wird aus der geforderten
Hyperbolizität des schnellen Systems gefolgert [Sti98, S. 598].
Für Stiefenhofers reduzierte Gleichung (3.6) gelten die Identitäten
fy[·] = S1DyW((x, y)T), fε[·] = R1V((x, y)T),
gy[·] = S2DyW((x, y)T), gε[·] = R2V((x, y)T).
Stiefenhofer wählt einen analytischen Beweis unter Nutzung von Taylorreihen,
gleichzeitig kann seine Reduktionsformel (3.6) als Spezialfall der Gleichung von
Fenichel aufgefasst werden. Übersetzt man die Notationen von Fenichel und Stie-
fenhofer durch
D3 f (x, u(x), 0) = fε[·], D3g(x, u(x), 0) = gε[·],
β = fy[·], δ = gy[·],
κ = y′(x),
so entspricht die Gleichung (3.6) von Stiefenhofer genau der x-Komponente des
reduzierten Ausdrucks (3.2) von Fenichel.
Die Reduktionsvorschrift von Stiefenhofer kann auch direkt mit Satz 2.1.4 in
Zusammenhang gebracht werden. Wie die Reduktionsformel in Satz 2.1.4 auf ein
System (3.5) schneller und langsamer Reaktionen angewendet werden kann, wird
in Proposition 2.2.1 und Bemerkung 2.2.4 erläutert. Kann man eine geeignete Zer-
legung Pµ = SW für die Reduktionsformel in 2.1.4 konstruieren, so lässt sich (3.6)
für diese Terme bestätigen. Hierbei wird ausgenutzt, dass SiDW für i = 1, 2 im
reduzierten Term nur als Produkt vorkommt.

4
R E D U K T I O N A U F E I N E N A F F I N E N T E I L R A U M
Die Reduktionsvorschrift in Kapitel 2 erlaubt einfache Strukturanalysen, welche
einen Einblick in die Eigenschaften enzymkinetischer Gleichungen gewähren. Vie-
le Reaktionsgleichungen in der Enzymkinetik zeichnen sich dadurch aus, dass
eine Komponente der Varietät V(h(0)) des schnellen Systems die Struktur eines
affinen Unterraums besitzt. In diesem Fall führt eine kanonische Parametrisierung
der Slow Manifold auf einen einfachen Ausdruck für das reduzierte System.
Das vorliegende Kapitel zeigt, wie die Ergebnisse der Arbeit [GSWZ12a] aus
den Resultaten in Kapitel 2 gefolgert werden können. In Abschnitt 4.1 gelingt es,
die Tikhonov-Fenichel-Reduktion eines polynomiellen Systems beliebigen Grades
auf einen reellen affinen Unterraum allgemein zu formulieren, bevor in Abschnitt
4.2 die Situation in der Enzymkinetik fokussiert wird. Speziell führt die Parametri-
sierung der Slow Manifold auf eine einfache Zerlegung des ungestörten Systems
für die Reduktionsvorschift in 2.1.4 mit linearer Funktion µ. Darüber hinaus er-
klärt die Struktur eines affinen Teilraums die Ergebnisse der Ad-hoc-Reduktion.
4.1 berechnung der reduktion auf einen affinen teilraum
Der nachstehende Satz 4.1.1 erfasst die Tikhonov-Fenichel-Reduktion eines polyno-
miellen Systems auf einen attraktiven Untervektorraum, wie bereits in [GSWZ12a]
gezeigt. Während in [GSWZ12a] mit einer konkreten Kern-Bild-Zerlegung gearbei-
tet wird, kann Satz 4.1.1 nun als Spezialfall der Reduktion in Satz 2.1.4 aufgefasst
und mittels einer einfachen Zerlegung des ungestörten Systems bewiesen werden.
Die affine Unterraumstruktur der Slow Manifold bietet eine einfache Zerlegung
des schnellen Terms in Form einer kanonischen Wahl der Funktion µ als Koordi-
natenfunktion. Entsprechend folgt die reduzierte Gleichung als einfache Anwen-
dung von Satz 2.1.4. Es resultiert ein praktikabler Zugang zur Tikhonov-Fenichel-
Reduktion, in Form der allgemeinen reduzierten Gleichung (4.2).
Der nachstehende Satz 4.1.1 charakterisiert die Klasse polynomieller Systeme,
deren schnelles Teilsystem auf einem attraktiven reellen Untervektorraum ver-
schwindet.
Wir nutzen verbreitete Schreibweisen für Multiindizes. Für einen Multiindex
i = (i1, . . . , in), ij ∈ N0, 1 ≤ j ≤ n definieren wir den Betrag |i| := i1 + · · ·+ in
und die i-te Potenz xi :=
n
∏
j=1
x
ij
j von x.
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Satz 4.1.1 Es seien s, r ∈ N und A ∈ R[x]r×r, B ∈ R[x]s×r, u ∈ R[x]s und v ∈ R[x]r
polynomielle Matrizen in der Variable x ∈ Rs. Die Matrix A erfülle
Re(Spec A(x)) ≤ −β, für alle x ∈ Rs, für ein β > 0. (4.1)
Für jeden Index i = (i1, . . . , ir), ij ∈ N0, 1 ≤ j ≤ r mit |i| ≥ 2 seien ai ∈ R[x]s und
bi ∈ R[x]r gegeben. Für alle i = (i1, . . . , ir), ij ∈ N0, 1 ≤ j ≤ r mit |i| ≥ 1 seien Terme
ui ∈ R[x]s und vi ∈ R[x]r definiert.
Eine Tikhonov-Fenichel-Reduktion des polynomiellen Systems
x˙ = B(x)y + ∑
|i|≥2
bi(x)yi + ε ·
(
u(x) + ∑
|i|≥1
ui(x)yi
)
, x ∈ Rs
y˙ = A(x)y + ∑
|i|≥2
ai(x)yi + ε ·
(
v(x) + ∑
|i|≥1
vi(x)yi
)
, y ∈ Rr
mit dem kleinen Parameter ε ≥ 0 lautet
x˙ = ε
(
u(x)− B(x)A(x)−1v(x)
)
, x ∈ Rs, y = 0. (4.2)

Beweis
Definiere die Funktionen
h(0) : U → Rn+m,
(
x
y
)
7→
 B(x)y + ∑|i|≥2 bi(x)y
i
A(x)y + ∑
|i|≥2
ai(x)yi
 ,
h(1) : U → Rn+m,
(
x
y
)
7→
 u(x) + ∑|i|≥1 ui(x)y
i
v(x) + ∑
|i|≥1
vi(x)yi

und wähle die abkürzende Variablenbezeichnung z := (x, y)T. Nach Konstruktion
ist die Menge M0 = Rs × {0} enthalten in der Varietät V(h(0)). Die Definitionen
µ(z) := y ∈ R[z]r
und
P(z) :=
 B(x) + ∑|i|≥2 bi(x)y
i
A(x) + ∑
|i|≥2
ai(x)yi
 ∈ R[z]n×r,
erfüllen auf M0 die Identität h(0) = P · µ mit den in Satz 2.1.4 (b) geforderten Eigen-
schaften. Es gilt V(µ) = M0 und P ((x, 0)) =
(
B(x), A(x)
)T
besitzt vollen Rang
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r, da dies nach Voraussetzung für A gilt. Somit existiert eine Tikhonov-Fenichel-
Reduktion auf M0 und Satz 2.1.4 liefert die reduzierte Gleichung
˙(
x
y
)
=
[
In − P(z) (Dµ(z)P(z))−1 Dµ(z)
]
h(1)(z)
=
In − P(z)(( 0 Ir )
(
B(x)
A(x)
))−1
Dµ(z)
 h(1)(z)
=
[
In − P(z)A(x)−1Dµ(z)
]
h(1)(z)
=
[
In −
(
0 B(x)A(x)−1
0 Is
)]
h(1)(z)
=
(
Is −B(x)A(x)−1
0 0
)
h(1)(z)
=
(
u(x)− B(x)A(x)−1v(x)
0
)
, für alle z = (x, 0)T ∈ M0.

Die Eigenwertbedingung (4.1) garantiert die Reduktion auf eine attraktive Slow
Manifold. Formal wird das System in Satz 4.1.1 reduziert auf den reellen Un-
tervektorraum mit verschwindender y-Koordinate, wenn an dieser Stelle nur die
Invertierbarkeit von A gefordert wird.
Die Formulierung von Satz 4.1.1 ist in natürlicher Weise flexibel bezüglich Ko-
ordinatentransformation.
Bemerkung 4.1.2 Ein s-dimensionaler affiner Unterraum des Rs+r ist isomorph
zu dem s-dimensionalen Untervektorraum, gegeben durch das Verschwinden von
r ausgewählten Koordinaten und in Form einer Koordinatentransformation in die-
sen überführbar. Daher umfasst Satz 4.1.1 die Reduktion eines polynomiellen Sys-
tems auf einen beliebigen affinen Teilraum. 
Der Beweis von Satz 4.1.1 nutzt die Gradbeschränkung der rechten Seite nicht
aus, sodass die Reduktion ebenfalls für analytische Funktionen gilt.
Bemerkung 4.1.3 Gegeben sei ein System mit analytischer rechter Seite und ei-
ner Potenzreihenentwicklung der Gestalt in Satz 4.1.1, gegebenenfalls auf einem
eingeschränkten offenen Definitionsbereich U = D × G ⊂ Rs+r. Dann beschreibt
(4.2) die (formale) reduzierte Gleichung auf D × {0}. Die Attraktivität der Slow
Manifold wird durch (4.1) bestimmt. 
Satz 4.1.1 illustriert die Rolle eines Untervektorraums als Slow Manifold. Es re-
sultiert eine einfache Beschreibung der reduzierten Gleichung, ohne maßgeblichen
Einfluss auf den Rechenaufwand.
Bemerkung 4.1.4 Wie für die Anwendung von Satz 2.1.4 ist das Invertieren von A
nicht notwendig. Hingegen ist das lineare Gleichungssystem
Aα = v, α ∈ R(x)r
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der Größe r× r zu lösen, was ausschlaggebend für den Rechenaufwand der Reduk-
tionsformel (4.2) ist. Die Untervektorraumstruktur in Satz 4.1.1 liefert direkt eine
geschlossene Darstellung der reduzierten Gleichung im r-dimensionalen Raum. 
In Satz 4.1.1 gehen wir von einem System mit kleinem Parameter ε aus. Denkt
man an die Anwendung auf Reaktionsgleichungen, resultiert dieser in der Regel
aus einer Quasistationaritätsannahme. Umgekehrt, kann aus der Situation 4.1.1
auf quasistationäres Verhalten von Variablen geschlossen werden. Die Arbeitsde-
finition 1.1.1 von Nöthen [Nöt08], die wir in Kapitel 1 zitieren, ist weitgehend
offen formuliert. Die Fragestellung, inwieweit quasistationäres Verhalten und die
Voraussetzungen im Satz von Tikhonov zusammenhängen, wird exemplarisch auf-
gegriffen in [GSWZ12a, Abschnitt 4]. Hier beziehen wir uns auf den eindeutigen
Zusammenhang: Bildet die Varietät einer oder mehrerer Variablen eine attraktive
Slow Manifold im Sinne von Tikhonov, so verhalten sich diese Größen quasistatio-
när.
Bemerkung 4.1.5 Das polynomielle System in in Satz 4.1.1 wird auf die attraktive
Slow Manifold reduziert, die durch das Verschwinden der Variable y gegeben
ist. Das bedeutet, für asymptotisch kleine Störungen ε ist die y-Komponente der
Lösungen nahezu konstant, zumindest auf einem festen Zeitintervall. Im Sinne
der Definition 1.1.1 verhält sich die Variable y quasistationär für kleine ε. 
Mittels Satz 4.1.1 überblicken wir die Tikhonov-Fenichel-Reduktion beliebiger
polynomieller Systeme auf affine Teilräume. Praktischen Nutzen hat diese Situati-
on in der Enzymkinetik, für welche wir die Aussage von Satz 4.1.1 im Folgenden
vereinfacht erfassen. Zudem analysieren wir in Abschnitt 4.2 die Konsistenz der
Ad-hoc-Reduktion.
4.2 anwendung in der enzymkinetik
Ein Untervektorraum oder affiner Teilraum tritt für eine interessante Klasse von
Reaktionsgleichungen als Slow Manifold auf, darunter die Prototypen für Quasi-
stationarität aus der Enzymkinetik. Bevor wir in Kapitel 5 diverse Anwendungen
diskutieren, formulieren wir die Ausssage 4.1.1 für den chemisch relevanten Fall
eines polynomiellen Systems von Totalgrad zwei. Standardmäßig liegt für Reak-
tionsgleichungen im Bereich der Enzymkinetik eine Dynamik der Gestalt in Satz
4.2.1 vor, die unter dem Tikhonov-Fenichel Formalismus auf einen attraktiven Un-
tervektorraum reduziert wird.
Satz 4.2.1 Es seien s, r ∈ N. A ∈ R[x]r×r, B ∈ R[x]s×r von Totalgrad ≤ 1, u ∈ R[x]s,
v ∈ R[x]r von Grad ≤ 2 seien polynomielle Matrizen. Die Matrix A erfülle
Re(Spec A(x)) ≤ −β, für alle x ∈ Rs, für ein β > 0.
Zudem seien homogene Terme p ∈ R[y]s und q ∈ R[y]r von Grad 2 gegeben. Die Terme
u˜ ∈ R[x, y]s und v˜ ∈ R[x, y]r seien ebenfalls homogen von Grad 2 und verschwinden auf
Rs × {0}.
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Eine Tikhonov-Fenichel-Reduktion des Systems
x˙ = B(x)y + p(y) + ε · (u(x) + u˜(x, y)) , x ∈ Rs
y˙ = A(x)y + q(y) + ε · (v(x) + v˜(x, y)) , y ∈ Rr
mit dem kleinen Parameter ε ≥ 0 ist gegeben durch
x˙ = ε
(
u(x)− B(x)A(x)−1v(x)
)
, x ∈ Rs, y = 0. (4.3)

Wie ein Blick in die Praxis zeigt, wird in vielen Beispielen ein kleiner Parame-
ter erklärt durch die Anfangskonzentration einer Spezies. In diesem Fall verein-
facht die Annahme der Zweierreaktionen den Störungsterm erster Ordnung in
Satz 4.2.1.
Bemerkung 4.2.2 Gegeben seien die Voraussetzungen in Satz 4.2.1. Entspricht der
kleine Parameter ε der Anfangskonzentration einer Spezies, so existieren Matrizen
b1 ∈ Rs, B1 ∈ Rs×s, B2 ∈ Rs×r, a1 ∈ Rr, A1 ∈ Rr×s und A2 ∈ Rr×r, für die gelten
u(x)=b1 + B1 · x, u˜(x, y)=B2y,
v(x)=a1 + A1 · x, v˜(x, y)=A2y. 
Als Spezialfall von Satz 4.1.1 übertragen sich alle in 4.1.4–4.1.5 bemerkten Ei-
genschaften auf Satz 4.2.1. Insbesondere ist die Invertierbarkeit von A hinreichend
für eine formale Anwendung von Gleichung (4.3). Chemisch motiviert ist der De-
finitionsbereich Rs+r+ , was eine Reduktion auf die Schnittmenge eines affinen Un-
terraums mit dem positiven Orthanten Rr+s+ bedeutet. Wie Kapitel 5 exemplarisch
zeigt, wird in der Regel formal auf einen affinen Unterrraum (oder seinen Anteil
im positiven Orthanten) reduziert. Attraktiv ist hingegen nur eine positiv invari-
ante (kompakte) Teilmenge, die den chemisch relevanten, durch die Stöchiometrie
des Systems bedingten Bereich definiert.
In der chemischen Literatur werden enzymkinetische Reaktionen häufig unter
Verwendung einer reduzierten Gleichung zur vereinfachten Beschreibung chemi-
scher Mechanismen diskutiert. In Kapitel 1 wurde eine Übereinstimmung der
Tikhonov-Fenichel-Reduktion mit der in 1.1.3 vorgestellten Ad-hoc-Reduktion für
die Gleichungen der irreversiblen Michaelis-Menten-Reaktion registriert. Keener
und Sneyd analysieren die irreversiblen Mechanismen der enzymkinetischen Inhi-
bition oder Kooperativität [KS09, 1.4.3 und 1.4.4], für welche eben dieser Sachver-
halt beobachtet wird. Die reduzierten Systeme entsprechen ebenso dem Resultat
des Tikhonov-Fenichel-Formalismus wie dem der Ad-hoc-Methodik. Die Erklä-
rung der bemerkten Übereinstimmungen stellt einen besonderen Ertrag von Satz
4.2.1 dar. Ein Spezialfall fixiert den Konsistenzbereich der Ad-hoc-Reduktion.
Korollar 4.2.3 Gegeben seien die Voraussetzungen in Satz 4.2.1. Verschwinden die
Terme p, q für y = 0 und die Terme u˜, v˜ auf der Menge {0} ×Rs, so definieren
die Ad-hoc-Reduktion zu einer QSS-Annahme für die Größe y und der Tikhonov-
Fenichel-Formalismus zu dem kleinen Parameter ε dieselbe reduzierte Gleichung
auf Rs × {0}. 
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Beweis
Infolge der Invertierbarkeit von A(x) führt die QSS-Annahme für y ad-hoc auf die
Gleichungskette
0 = y˙
⇔ 0 = A(x)y + εv(x)
⇔ y = −εA−1(x)v(x).
Einsetzen dieser Identität in den Term für x˙ liefert das reduzierte s-dimensionale
System (4.3). 
Für diverse enzymkinetische Beispiele sind die Voraussetzungen in Korollar
4.2.3 konform mit der Annahme einer irreversiblen Produktbildung, wie Kapitel
5 zeigt. Die Übereinstimmung mit der ad-hoc reduzierten Gleichung kann analog
für die allgemeinere Situation in Satz 4.1.1 formuliert werden.
Bemerkung 4.2.4 Verschwinden in Satz 4.1.1 die Funktionen ai, bi, ui, vi auf Rs
für alle zulässigen Indizes i, so ist die Tikhonov-Fenichel Reduktion auf Rs × {0}
identisch der Ad-hoc-Reduktion unter einer QSS-Annahme für die Variable y. 
Die Qualität der bisherigen Ergebnisse zeigt sich insbesondere in den folgenden
Kapiteln 5-7, welche die Berechnung reduzierter Reaktionsgleichungen für diverse
praktische Anwendungen beinhalten. Es wird unterteilt in Reduktionen auf Un-
tervektorräume und Varietäten komplizierterer Struktur. Satz 4.2.1 gewährt eine
unproblematische Berechnung reduzierter Ausdrücke der enzymkinetischen An-
wendungen in Kapitel 5. Die jeweiligen irreversiblen Modelle ohne Produktzerfall
genügen dem Spezialfall in Korollar 4.2.3. Sowohl Keener und Sneyd [KS09] als
auch Heinrich und Schuster [HS83] stellen einen Zusammenhang zwischen Pro-
duktabbau und vernachlässigbarer Produktkonzentration im Michaelis-Menten-
Modell heraus. Diese werden wir im folgenden Kapitel exemplarisch aufgreifen,
was die Situation in Korollar 4.2.3 erneut hervorhebt.
5
A N W E N D U N G E N I
Das vorliegende Kapitel umfasst Anwendungen aus dem Bereich der Enzymkine-
tik, deren Reaktionsgleichungen unter dem Tikhonov-Fenichel-Formalismus auf
einen affinen Teilraum reduziert werden. Prototypen für quasistationäres Kom-
plexverhalten wie die Modelle der enzymatischen Inhibition oder kooperative Sys-
teme basieren auf dem Michaelis-Menten-Mechanismus. In einem derartigen Mo-
dell beschreibt die Varietät der Komplexkonzentrationen einen affinen Teilraum.
Die Enzymanfangskonzentration bewährt sich als geeigneter kleiner Parameter,
die Gleichungen auf diesen Raum zu reduzieren. Tatsächlich beschreiben die Null-
stellen der Komplexvariablen, geschnitten mit dem stöchiometrisch bedingten De-
finitionsbereich, eine attraktive Slow Manifold für die Tikhonov-Fenichel-Redukti-
on. Lösungen im Einzugsgebiet der Slow Manifold werden von dieser angezogen
und genügen, mit Ausnahme einer kurzen Anfangsphase, der Bedingung kon-
stanter Komplexkonzentrationen. Insofern wird den Komplexvariablen quasista-
tionäres Verhalten bei kleiner Enzymanfangskonzentration nachgewiesen, wie in
4.1.5 bemerkt. Darüber hinaus erlauben die Ergebnisse in Abschnitt 2.3.2 die Re-
duktion von Anfangswertproblemen. In linearer Näherung kann einem Problem,
hinreichend nahe der Slow Manifold, ein Anfangswert auf dieser explizit zugewie-
sen werden.
In [KS09, 1.4] werden diverse enzymkinetische Reaktionsgleichungen analysiert.
Durchgängig beziehen Keener und Sneyd sich auf die irreversiblen Modelle ohne
Produktzerfall. Die Abschnitte 5.2-5.5 umfassen die Reduktionen der reversiblen
Modelle, welche auch Inhalt von [GSWZ12a, Abschnitt 3] sind. Die reduzierten re-
versiblen Gleichungen werden ergänzt um die Konstruktion linear approximierter
Anfangswerte auf der Slow Manifold. Zudem stellen wir fest, dass die jeweiligen
irreversiblen Modelle die Voraussetzungen in Korollar 4.2.3 erfüllen. Das bedeutet,
die Tikhonov-Fenichel-Reduktion der irreversiblen Modelle liefert dasselbe Ergeb-
nis wie die Ad-hoc-Methode. Die reversiblen Gleichungen betreffend, greifen wir
eine Beobachtung von Keener und Sneyd [KS09], sowie Heinrich und Schuster
[HS83] auf. Exemplarisch zeigt sich, dass die irreversiblen Gleichungen und ei-
ne Ergänzung des reversiblen Modells um einen konstanten Produktabfuhrterm
asymptotisch übereinstimmen.
Für die Anwendungen in diesem und den folgenden Kapiteln 6 und 7 sei auf
einige Bezeichnungen und Notationen hingewiesen. Standardmäßig hat es sich
durchgesetzt, Konzentrationen chemischer Stoffe mit dem Kleinbuchstaben des
entsprechenden Elementsymbols zu bezeichnen. Soweit nicht anders bemerkt, fol-
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gen wir diesem Vorgehen. Einer Konzentration zum Zeitpunkt t = 0 geben wir
den Index 0. Die Ratenkonstanten stellen nichtnegative Systemparameter dar, wel-
che üblicherweise an den zugehörigen Reaktionspfeil geschrieben werden.
Reaktionsgleichungen können ohne Einschränkung auf dem positiven Orthan-
ten passender Dimension definiert werden, da dieser für Systeme unter Massen-
wirkungskinetik positiv invariant ist. Für die Bestimmung reduzierter Gleichun-
gen betrachten wir einen Grundraum Rn; für chemische Interpretationen ist die
Slow Manifold mit dem positiven Orthanten zu schneiden. Praktisch wird ein
chemisch relevanter Bereich in der Regel durch Anfangswerte stöchiometrischer
Erhaltungsgrößen beschränkt und bildet eine positiv invariante Menge der Dyna-
mik. Es kann interessant sein, eine formale und eine attraktive Slow Manifold zu
erkennen.
Konvergenzeigenschaften einer Reduktion können mit Hilfe des Routh-Hurwitz
Kriteriums, einer Methode für Spektrumsuntersuchungen reeller Matrizen, analy-
siert werden. In den nachstehenden Beispielen beziehen wir uns auf eine geläufige
Version, die Satz 5.0.5 beinhaltet [vergleiche Gan86, 16.6, Satz 5].
Satz 5.0.5 Gegeben sei das reelle Polynom
p(t) = a0tn + a1tn−1 + · · ·+ an−1t + an, a0 6= 0.
Setze ak = 0 für k > n und definiere
∆1 = a1, ∆2 = det
(
a1 a3
a0 a2
)
, ∆3 = det
a1 a3 a5a0 a2 a4
0 a1 a3
 , . . . ,
∆n = det

a1 a3 . . . a2n−1
a0 a2 . . . a2n−2
...
...
. . .
...
0 0 . . . an
 .
Ist a0 > 0, so gilt: Alle Nullstellen von p haben negativen Realteil genau dann, wenn
∆i > 0 für alle 1 ≤ i ≤ n. 
Für die Dimension n = 2 erhält man eine spezielle Aussage.
Folgerung 5.0.6 Eine reelle 2× 2 Matrix A = ( a bc d ) erfüllt Re(Spec A) < 0 genau
dann, wenn Spur A < 0 und det A > 0 gelten. 
Bevor komplexere Modelle betrachtet werden, wird die Rolle einer Produkt-
abfuhr mit konstanter Rate im reversiblen Michaelis-Menten-Modell untersucht.
Hier wird ein von Keener und Sneyd postulierter asymptotischer Zusammenhang
zwischen irreversibler und reversibler Gleichungen verfolgt.
5.1 produktabfuhr im michaelis-menten-modell
In [KS09, 1.4.5] betrachten Keener und Sneyd reversible enzymatische Reaktio-
nen. Bezugnehmend auf die Michaelis-Menten-Kinetik heißt es, der Produktzer-
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fall sei vernachlässigbar bei gleichmässiger Produktabfuhr [KS09, S. 20]. Die Re-
aktionsgeschwindigkeit entspricht der Produktkonzentrationsänderung, approxi-
miert durch eine QSS-Annahme. Für die reversible Reaktion verwenden Keener
und Sneyd die Ad-hoc-Reduktion [KS09, Gl. (1.78)] um einen Ausdruck für die
Reaktionsgeschwindigkeit V zu ermitteln. Die Reaktionsgeschwindigkeit ist bei
Vernachlässigung des Produktzerfalls gleich derjenigen des irreversiblen Modells
[KS09, Gl. (1.43)].
Wie in [GSWZ12a, 3.1] diskutieren wir den Einfluss einer Produktabfuhr mit
konstanter Rate auf die Tikhonov-Fenichel-Reduktion des reversiblen Modells. Wie
in [GSWZ12a] bemerkt, kann entsprechender Zusammenhang auch für die koope-
rativen und inhibitorischen Erweiterungen des Modells festgestellt werden, wor-
auf in folgenden Abschnitten genauer eingegangen wird.
Wir legen das reversible Michaelis-Menten-Reaktionsschema zugrunde und neh-
men an, das Produkt P werde mit konstanter Rate α > 0 abgeführt. Dies wird
abgebildet in dem Reaktionsschema
E + S
k1

k−1
C
k2

k−2
E + P, P α⇀ ∅.
In diesem Fall besitzen die Reaktionsgleichungen nur ein unabhängiges lineares
erstes Integral c + e = e0 und wir erhalten das dreidimensionale System
s˙ =
(
k1s + k−1 0
)(c
p
)
− e0k1s
˙(
c
p
)
= W(s)
(
c
p
)
+
(
−k−2 pc
k−2 pc
)
+ e0
((
k1s
0
)
+
(
k−2 p
−k−2 p
))
für (s, c, p)T ∈ R3 mit der Matrix
W(s) =
(
−(k1s + k−1 + k2) 0
k2 −α
)
.
Aufgrund des negativen Spektrums von W(s) für s ≥ 0 werden die Reaktions-
gleichungen mittels Satz 4.2.1 auf die attraktive Slow Manifold {(s, 0, 0)T; s ≥ 0}
reduziert. Der reduzierte Ausdruck
s˙ = −k1s−
(
k1s + k−1 0
)(−(k1s + k−1 + k2) 0
k2 −α
)−1(
k1s
0
)
= −k1s−
(
k1s + k−1 0
)(−α 0
−k2 −(k1s + k−1 + k2)
)(
k1s
0
)
α(k1s + k−1 + k2)
= −k1s− αk1s(k1s + k−1)
α(k1s + k−1 + k2)
= − k1k2s
k1s + k−1 + k2
, s ≥ 0
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stimmt mit der Tikhonov-Fenichel-Reduktion der irreversiblen Michaelis-Menten-
Reaktion (1.13) überein. Der ausführlichen Rechnung entnimmt man, an welcher
Stelle der Faktor α gekürzt wird. Für die Wahl eines sinnvollen Definitionsberei-
ches der reduzierten Gleichung betrachten wir folgende Invarianzbedingungen.
Die Summe der Komponenten κ((s, c, p)T) = s + c + p definiert eine Lyapunov-
Funktion der erweiterten Gleichung, denn für ihre Lie-Ableitung gilt
L(κ)((s, c, p)T) = −αp ≤ 0 für alle p ≥ 0.
Somit ist {s + p + c ≤ s0} ∩R3+ positiv invariant, woraus die Beschränktheit der
s-Komponente folgt sowie die positive Invarianz von {(s, 0, 0)T; 0 ≤ s ≤ s0}. Die
reduzierte Gleichung ist wohldefiniert auf dem Intervall [0, s0] beziehungsweise
(0, s0), genau wie das reduzierte irreversible Modell.
Tatsächlich lässt sich dieser Sachverhalt der asymptotischen Übereinstimmung
der irreversiblen und der reversiblen Gleichung mit Produktabfuhr für die enzy-
matischen Reaktionen in 5.2-5.5 verifizieren. In den diskutierten Modellen wird
die Dimension der Reaktionsgleichungen durch Hinzunahme eines Produktab-
fuhrterms um eins erhöht, denn es entfällt ein stöchiometrisches erstes Integral.
Gleichzeitig erhöht sich die Kodimension der Slow Manifold um eins. Somit sind
die reduzierten Terme mit und ohne Produktabfuhr von gleicher Dimension und
miteinander vergleichbar. Strukturell fällt auf: In allen Beispielen besitzt die Ma-
trix A(s) in Satz 4.2.1 den Eigenwert −α. Die durch Streichen von Zeile und Spalte
der zusätzlichen Dimension verbleibene Untermatrix entspricht genau dem Term
A in Satz 4.2.1 des niederdimensionalen Systems ohne Produktabfuhr für die ver-
schwindende Rate k−2 = 0. Die Gültigkeit der Spektrumsbedingung in Satz 4.2.1
für ein irreversibles System ohne Produktabfuhr impliziert somit selbige für das
entsprechend erweiterte reversible Modell mit Produktabfuhr.
5.2 eine variante der michaelis-menten-reaktion
Neben dem klassischen Michaelis-Menten-Schema ist die Modellierung der en-
zymkatalysierten Produktbildung in Form eines Drei-Stufen-Mechanismus ver-
breitet. Hierbei wird zwischen einem Enzym-Substrat- und einem Enzym-Produkt-
Komplex unterschieden. Die Umwandlung zwischen den beiden Komplexen stellt
eine dritte Teilreaktion dar und führt auf das Reaktionsschema
E + S
k1

k−1
C1
k2

k−2
C2
k3

k−3
E + P.
Diese Modifikation der klassischen Michaelis-Menten-Gleichung wird beispiels-
weise von Heinrich und Schuster [HS83, Seite 18-20] analysiert.
Es bezeichnen e0, s0 > 0 die Konstanten der stöchiometrischen Erhaltungsgrö-
ßen e + c1 + c2 = e0 und s + c1 + c2 + p = s0. Wir können diese zunächst als einfa-
che Anfangsbedingungen interpretieren, wenn zu Beginn der Reaktion nur Enzym
e(0) = e0 > 0 und Substrat s(0) = s0 > 0 vorhanden sind. Unter Berücksichtigung
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der Erhaltungsgrößen liefert das Massenwirkungsgesetz in den Variablen s, c1, c2
das System
s˙ =
(
k−1 + k1s k1s
)(c1
c2
)
− e0k1s
˙(
c1
c2
)
= A(s)
(
c1
c2
)
+
(
0
k−3(c1 + c2)2
)
+e0
((
k1s
−k−3(s− s0)
)
+
(
0
−k−3(c1 + c2)
)) (5.1)
für (s, c1, c2)T ∈ R3 mit der Matrix
A(s) =
(
−k1s− k−1 − k2 −k1s + k−2
k2 − k−3(s0 − s) −k−2 − k3 − k−3(s0 − s)
)
.
Da s ≤ s0 besitzt A(s) für den gesamten Reaktionsverlauf negative Spur und
positive Determinante
det A(s) = k−3(s0 − s)(k−1 + k2 + k−2) + (k3 + k−2)(k1s + k−1) + k2(k1s + k3).
Somit ist der Realteil des Spektrums der Matrix A(s) laut Kriterium 5.0.6 negativ
für alle 0 ≤ s ≤ s0. Unter kleiner Enzymanfangskonzentration bildet die Menge
M0 =
{
(s, 0, 0, )T ∈ R3; 0 ≤ s ≤ s0
}
Satz 4.2.1 zufolge eine attraktive Slow Mani-
fold, auf welcher die reduzierte Gleichung gegeben ist durch
s˙ = e0
(
−k1s−
(
k−1 + k1s k1
)
A(s)−1
(
k1s
−k−3(s− s0)
))
= − e0 (k−3k−2k−1(s− s0) + k1k2k3s)
det A(s)
, 0 ≤ s ≤ s0.
Sowohl für das reversible wie für das irreversible Modell rechtfertigt das Ergebnis
eine Quasistationaritätsannahme für beide Komplexe C1 und C2 unter der Bedin-
gung, dass e0 ein kleiner Parameter ist. Im Falle des irreversiblen Reaktionssche-
mas mit Ratenkonstante k−3 = 0 liefert Korollar 4.2.3 die Übereinstimmung von
Tikhonov-Fenichel- und Ad-hoc-Reduktion.
Ein Startwert auf der Slow Manifold entspricht genau der oben getroffenen In-
terpretation von e0 und s0, gegeben durch (s0, 0, 0)T. Es seien nun σ,γ1,γ2 ≥ 0.
Wir möchten das System (5.1) zu dem Anfangswert (s, c1, c2)T(0) = (σ,γ1,γ2)T
reduzieren, indem wir mit Hilfe von Lemma 2.3.10 eine lineare Näherung der An-
fangswerte der reduzierten Gleichung bestimmen. Hierzu stellen wir das schnelle
System h(0) als Summe homogener Terme dar, es gilt
h(0) =
 k−1c1−(k−1 + k2)c1 + k−2c2
k2c1 − (k−2 + k3)c2
+
 k1s(c1 + c2)−k1s(c1 + c2)
−k−3(s0 − s)(c1 + c2)− k−3(c1 + c2)2
 .
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Wir machen den Ansatz ψ((s, c1, c2)T) = α1s+ α2c1 + α3c2 für die lineare Approxi-
mation eines ersten Integrals. Die Bedingung der verschwindenden Lie-Ableitung
besagt
0 = L(ψ) = Dψ((s, c1, c2)T)
 k−1c1−(k−1 + k2)c1 + k−2c2
k2c1 − (k−2 + k3)c2

= α1k−1c1 − α2((k−1 + k2)c1 + k−2c2) + α3(k2c1 − (k−2 + k3)c2).
Ein Koeffizientenvergleich in den Variablen zeigt
0 = α1k−1 − α2(k−1 + k2) + α3k2,
0 = −α2k−2 − α3(k−2 + k3),
wodurch ψ bis auf Proportionalität bestimmt ist durch
ψ((s, c1, c2)T) = −((k3 + k−2)(k−1 + k2) + k2k−2)s− k−1(k−2 + k3)c1 + k−1k−2c2.
Die Bedingung ψ((σ∗, 0, 0)T) = ψ((σ,γ1,γ2)T) legt den Anfangswert auf der Slow
Manifold (σ∗, 0, 0)T eindeutig fest, es gilt
σ∗ = σ+ k−1(k−2 + k3)γ1 − k−1k−2γ2
(k3 + k−2)(k−1 + k2) + k2k−2
.
Wir verzichten auf eine genauere Approximation von σ∗, denn die Ausdrücke in
zweiter Ordnung werden relativ unübersichtlich und liefern geringen praktischen
Mehrwert.
Untersucht man die Rolle einer Produktabfuhr mit konstanter Rate analog zum
klassischen Michaelis-Menten-Modell in Abschnitt 5.1, so stellt sich für den drei-
stufigen Prozess ebenfalls die asymptotische Übereinstimmung des irreversiblen
Modells mit dem reversiblen zuzüglich Produktabfuhr heraus. In den folgenden
Modellen werden wir entsprechenden Sachverhalt explizit nachweisen. An dieser
Stelle wird auf analoge Ausführungen verzichtet.
5.3 kompetitive inhibition
Der Reaktionsmechanismus der kompetitiven Hemmung lautet
E + S
k1

k−1
C1
k2

k−2
E + P
E + I
k3

k−3
C2.
Zusätzlich zum Grundschema der enzymkatalysierten Michaelis-Menten-Reaktion
ist ein Hemmstoff I vorhanden, der ebenfalls an das Enzym binden kann. Eine
Enzym-Inhibitor-Verbindung C2 kann kein Substrat mehr an sich binden, wodurch
5.3 kompetitive inhibition 71
die Produktbildung verlangsamt wird. Wir betrachten die reversible Reaktion in-
klusive Produktzerfall mit einer nichtnegativen Rate k−2 ≥ 0. Der irreversible
Mechanismus mit verschwindender Ratenkonstante k−2 = 0 wird beispielsweise
von Keener und Sneyd [KS09, S. 13] diskutiert. Die Tikhonov-Fenichel-Reduktion
des reversiblen Modells kann mit Satz 4.2.1 berechnet und um passende Startwer-
te ergänzt werden. Weiterhin führen wir die Reduktion des reversiblen Modells,
erweitert um einen Produktabfuhrterm fester Rate, explizit aus.
Es seien e0, s0, i0 > 0. Unter Substitution der stöchiometrischen ersten Integrale
e + c1 + c2 = e0, s + c1 + p = s0 und i + c2 = i0 liefert die Massenwirkungskinetik
folgendes Differentialgleichungssystem von der in Satz 4.2.1 behandelten Struktur
s˙ =
(
k−1 + k1s k1s
)(c1
c2
)
+ e0(−k1s)
˙(
c1
c2
)
= A(s)
(
c1
c2
)
+
(
k−2(c21 + c1c2)
k3c2(c1 + c2)
)
+e0
((
k1s + k−2(s− s0)
k3i0
)
+
(
−k−2c1
−k3c2
)) (5.2)
für (s, c1, c2)T ∈ R3 mit
A(s) =
(
−k1s− k−1 − k2 − k−2(s0 − s) −k1s− k−2(s0 − s)
−k3i0 −k3i0 − k−3
)
.
Wir können die Konstanten e0, s0, i0 auffassen als einfache Anfangsbedingungen
e(0) = e0 > 0, s(0) = s0 > 0, i(0) = i0 > 0,
c1(0) = c2(0) = p(0) = 0.
(5.3)
Die positiv invariante Menge {(s, c1, c2)T ∈ R3+, s ≤ s0} stellt den chemisch rele-
vanten Konzentrationsbereich dar, hier besitzt die Matrix A(s) negative Spur und
positive Determinante
det A(s) = k1sk−3 + (k−1 + k2)(k3i0 + k−3) + k−2k−3(s0 − s).
Das Routh-Hurwitz-Kriterium 5.0.6 liefert Re(Spec A(s)) < 0 für 0 ≤ s ≤ s0. Für
kleine Enzymanfangskonzentration e0 existiert gemäß Satz 4.2.1 eine Tikhonov-
Fenichel-Reduktion auf die attraktive Slow Manifold
{
(s, 0, 0)T; 0 ≤ s ≤ s0
}
. Man
erhält das reduzierte Modell
s˙ = (−k1s)−
(
k−1 + k1s k1s
)
A(s)−1 ·
(
k1s + k−2(s− s0)
k3i0
)
= − k−3 (−k−2k−1(s− s0) + k2k1s)
det A(s)
, 0 ≤ s ≤ s0.
(5.4)
Für den irreversiblen Fall k−2 = 0 stimmt die reduzierte Gleichung laut Korollar
4.2.3 mit dem Ergebnis der Ad-hoc-Reduktion überein. Die Rechnungen rechtfer-
tigen eine Quasi-Stationaritätsannahme für die Komplexe C1 und C2 bei kleiner
Enzymanfangskonzentration e0 für den reversiblen wie für den irreversiblen Fall.
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Es sei (σ,γ1,γ2)T ∈ R3+ ein beliebiger Anfangswert des dreidimensionalen Sys-
tems (5.2). Wir bestimmen den Anfangswert der reduzierten Gleichung (5.4) in
linearer Näherung. Dazu sei
ψ((s, c1, c2)T) = α1s + α2c1 + α3c2, mit α1, α2, α3 ∈ R
ein erstes Integral des Ausgangssystem (5.2) für e0 = 0. Die verschwindende Lie-
Ableitung besagt
0 =
α1α2
α3

T  k−1 0−(k−1 + k2 + k−2s0) −k−2s0
−k3i0 −k3i0 − k−3

(
c1
c2
)
= (α1k−1 − α2(k−1 + k2 + k−2s0)− α3k3i0)c1 + (−α2k−2s0 − α3(k3i0 + k−3))c2.
Ein Koeffizientenvergleich in c1, c2 bestimmt ψ bis auf Proportionalität, es gilt
ψ = (k−2k3s0i0 − (k3i0 + k−3)(k−1 + k2 + k−2s0))s
−k−1(k3i0 + k−3)c1 + k−1k−2s0c2.
In erster Näherung wird der reduzierten Gleichung der Anfangswert (σ∗, 0, 0)T
auf der Slow Manifold zugewiesen mit
σ∗ = σ+
−k−1(k3i0 + k−3)γ1 + k−2k−1s0γ2
k−2k3s0i0 − (k3i0 + k−3)(k−1 + k2 + k−2s0) .
In Analogie zu Abschnitt 5.1 erweitern wir das Schema der reversiblen kompeti-
tiven Hemmung um eine Produktabfuhr mit konstanter Rate α > 0. Wir sehen, für
das erweiterte Modell existiert ebenfalls eine Tikhonov-Fenichel-Reduktion, wel-
che bestimmt ist durch die reduzierte Gleichung des irreversiblen Grundsystems.
Für das erweiterte Reaktionsschema existieren zwei lineare Erhaltungsgrößen; für
die Anfangswerte (5.3) gelten i + c2 = i0 und e + c1 + c2 = e0. Dementsprechend
erhält man die vierdimensionalen Reaktionsgleichungen
s˙ =
(
k−1 + k1s k1s 0
)c1c2
p
+ e0(−k1s)
˙c1c2
p
 = W(s)
c1c2
p
+
−k−2 p(c1 + c2)k3c2(c1 + c2)
k−2 p(c1 + c2)
+ e0

 k1sk3i0
0
+
 k−2 p−k3c2
−k−2 p


für (s, c1, c2, p)T ∈ R4. Die Matrix
W(s) =
−k1s− k−1 − k2 −k1s 0−k3i0 −k3i0 − k−3 0
k2 0 −α

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erfüllt Re(Spec(W(s))) < 0 für 0 ≤ s ≤ s0, was mit Hilfe der Folgerung 5.0.6 zu
sehen ist. Die 2× 2 Untermatrix
Ŵ(s) =
(
−k1s− k−1 − k2 −k1s
−k3i0 −k3i0 − k−3
)
entspricht genau der Matrix A(s) für k−2 = 0 und besitzt eine negative Spur und
eine positive Determinante für alle 0 ≤ s ≤ s0. Zusätzlich ist der dritte Eigenwert
−α von W(s) negativ, ihre Inverse lautet
W(s)−1 =
−(k3i0 + k−3) k1s 0k3i0 −(k1s + k−1 + k2) 0
−k2(k3i0+k−3)
α
k1k2s
α
−1
α
 .
Satz 4.2.1 zufolge beschreibt R+× {0} ⊂ R4 eine formale und die stöchiometrisch
relevante Menge {(s, 0, 0, 0) ∈ R4; 0 ≤ s ≤ s0} eine attraktive Slow Manifold für
die Reaktionsgleichungen. Ihre reduzierte Dynamik
s˙ = −k1s−
(
k−1 + k1s k1s 0
)
W(s)−1
 k1sk3i0
0

=
−k1k2k−3s
k1k−3s + (k−1 + k2)(k3i0 + k−3)
, 0 ≤ s ≤ s0
stimmt mit der reduzierten Gleichung (5.4) für den irreversiblen Fall k−2 = 0
überein. Die Wohldefiniertheit der reduzierten Gleichung auf der attraktiven Men-
ge R4 ∩ {0 ≤ s ≤ s0} folgt aus der positiven Invarianz der Menge, welche über
die Lyapunov-Funktion κ((s, c1, c2, p)T) = s + c1 + c2 + p begründet werden kann,
analog zu obigem Modell in Abschnitt 5.2. Insgesamt verifiziert das Ergebnis die
These von Keener und Sneyd [KS09, 1.4.5], der Produktzerfall sei vernachlässigbar
unter Produktabfuhr mit fester Rate, ebenfalls für das Modell der kompetitiven
Hemmung.
5.4 allosterische inhibition
Die Allosterische Hemmung wird modelliert durch den Reaktionsmechanismus
E + S
k1

k−1
C1
k2

k−2
E + P E + I
k3

k−3
C2
C2 + S
k1

k−1
C3 C1 + I
k3

k−3
C3.
Die enzymkatalysierte Produktbildung wird durch die Anwesenheit eines Inhibi-
tors I gehemmt, welcher an das Enzym sowie an den Enzym-Substratkomplex C1
binden kann. Ebenso kann das Substrat an das Enzym selbst und an den Komplex
C2 aus Enzym und Inhibitor binden. Im Gegensatz zur Kompetitiven Hemmung
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beeinflussen sich die reversiblen Substrat- und Inhibitorbindungen an das Enzym
nicht. Geeignet ist die Modellvorstellung eines Enzym mit zwei unabhängigen
Bindungsstellen für Substrat und Inhibitior. Die Reaktionsgeschwindigkeit wird
verringert, da der Komplex C3 aus Enzym, Substrat und Inhibitor nicht direkt in
Produkt und Enzym zerfallen kann. Auch hier erweitern wir die irreversible Versi-
on aus [KS09, S. 14] um den Produktzerfall, indem wir die Ratenkonstante k−2 ≥ 0
einführen.
Das Massenwirkungsgesetz liefert ein vierdimensionales Differentialgleichungs-
system für die Konzentrationen der beteiligten Stoffe. Sinnvolle Startwerte sind
e(0) = e0 > 0, s(0) = s0 > 0, i(0) = i0 > 0 und c1(0) = c2(0) = c3(0) = p(0) = 0.
Ersetzen der linearen ersten Integrale p = s0 − (s + c1 + c3), i = i0 − (c2 + c3) und
e = e0 − (c1 + c2 + c3) liefert das System
s˙ =
(
k−1 + k1s 0 k1s + k−1
)c1c2
c3
− e0k1s
˙c1c2
c3
 = A(s)
c1c2
c3
+
k−2(c1 + c2 + c3)(c1 + c3) + k3c1(c2 + c3)k3(c1 + c2 + c3)(c2 + c3)
−k3c1(c2 + c3)

+e0

k1s + k−2(s0 − s)k3i0
0
+
−k−2(c1 + c3)−k3(c2 + c3)
0


für (s, c1, c2, c3)T ∈ R4 mit der Matrix
A(s) =
( −k1s−(k−1+k2)−k−2(s0−s)−k3i0 −k1s−k−2(s0−s) −k1s−k−2(s0−s)+k−3
−k3i0 −k3i0−k−3−k1s −k3i0+k−1
k3i0 k1s −k−3−k−1
)
.
Das charakteristische Polynom von A(s) lautet
χ(τ) = (τ + k−3 + k3i0) · (τ2 + a1τ + a2),
wobei der quadratische Faktor die Koeffizienten
a1 = k3i0 + 2(k1s + k−1) + k−2(s0 − s) + k−3 + k2,
a2 = (k3i0 + k−3 + k1s + k−1)(k1s + k−1)
+(k−2(s0 − s) + k2)(k−3 + k−1 + k1s)
besitzt. Auf der positiv invarianten, für den Reaktionsverlauf bedeutsamen Menge
U := {(s, c1, c2, c3)T ∈ R4+; s ≤ s0}
sind a1 und a2 positiv. Weiter berechnen wir
∆1 = a1 und ∆2 = det
(
a1 0
1 a2
)
= a1 · a2.
5.4 allosterische inhibition 75
Dem Routh-Hurwitz-Kriterium 5.0.5 entsprechend, besitzt der quadratische Fak-
tor τ2 + a1τ + a2 von χ nur Nullstellen mit negativem Realteil. Da dies eben-
so auf den linearen Faktor von χ zutrifft, genügt A der Spektrumsbedingung
Re (Spec (A(s))) < 0 für alle 0 ≤ s ≤ s0. Somit existiert laut Satz 4.2.1 eine
Tikhonov-Fenichel-Reduktion der Reaktionsgleichungen für den kleinen Parame-
ter e0 auf die attraktive eindimensionale Slow Manifold
{
(s, 0, 0, 0)T; 0 ≤ s ≤ s0
}
.
Für die Anwendung der Reduktionsformel 2.1.4 berechnen wir die zu A(s) inverse
Matrix
A(s)−1 =
1
detA(s)
· (ai,j)1≤i,j≤3
mit den Abkürzungen
a1,1 = (k−3 + k−1 + k1s)(k3i0 + k−3),
a1,2 = −(k1s + k−1)(k−2(s0 − s) + k1s)− k−2k−3(s0 − s),
a1,3 = −(k1s + k−1)(k−2(s0 − s) + k1s) + k−3(k3i0 + k−3
−k−2(s0 − s)),
a2,1 = −a3,1 = −k3i0(k3i0 + k−3),
a2,2 = k−2(k3i0 + k−3 + k−1)(s0 − s) + (k1s + k−1 + k2)(k−1 + k−3)
+k3i0(k1s + k−1),
a2,3 = k−1(k1s + k−1) + k−1k−2(s0 − s) + k2(k−1 − k3i0)
−k3i0(k3i0 + k−3),
a3,2 = k1s(k1s + k−1 + k2) + k−2(k1s− k3i0)(s0 − s) und
a3,3 = k3i0(k3i0 + k−3 + k1s + k2 + k−1)+
(k1s + k2 + k−1 + k−2(s0 − s))(k3i0 + k−3).
Für die reduzierte Dynamik erhalten wir
s˙ =− k1s−
(
k−1+k1s
0
k1s+k−1
)T
A(s)−1
(
k1s+k−2(s0−s)
k3i0
0
)
=
−k−3(k−1 + k1s + k3i0 + k−3)(k1k2s + k−1k−2(s− s0))
det A(s)
(5.5)
für 0 ≤ s ≤ s0 mit der Determinante von A(s) als Nennerpolynom. Es gilt
det A(s) = (k3i0 + k−3)((k−1 + k1s)(k2 + k3i0 + k−3 + k−1 + k−2s0)
+k−3k2 + k−2(s0 − s)(k1s + k−1 + k−3)).
Entsprechend Korollar 4.2.3 sind die Tikhonov-Fenichel-Reduktion und die Ad-
hoc-Reduktion für das irreversible Modell k−2 = 0 identisch. Die Reduktion recht-
fertigt eine Quasistationaritätsannahme für die drei Komplexe unter kleiner Enzy-
manfangskonzentration e0, im reversiblen sowie im irreversiblen Modell.
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Nun betrachten wir das Modell der allosterischen Hemmung zu einem beliebi-
gen Anfangswert (σ,γ1,γ2,γ3) ∈ R4+ und erweitern die reduzierte Gleichung, wie
in Lemma 2.3.10 beschrieben, um linear approximierte Anfangswerte. Für e0 = 0
besitzen die Reaktionsgleichungen den linearen Anteil
p1((s, c1, c2, c3)T) =
 k−1 0 k−1−(k−1+k2+k−2s0+k3s0) −k−2s0 −k−2s0+k−3−k3i0 −k3i0−k−3 −k−3i0+k−1
k3i0 0 −(k−3+k−1)

c1c2
c3
 .
Die Linearform ψ((s, c1, c2, c3)T) = α1s+ α2c1 + α3c2 + α4c3 sei der lineare Anteil ei-
nes ersten Integrals der langsamen Dynamik. Aus der Integralbedingung erhalten
wir
0 = Dψ((s, c1, c2, c3)T)p1((s, c1, c2, c3)T)
=

α1
α2
α3
α4

T  k−1 0 k−1−(k−1+k2+k−2s0+k3s0) −k−2s0 −k−2s0+k−3−k3i0 −k3i0−k−3 −k−3i0+k−1
k3i0 0 −(k−3+k−1)

c1c2
c3

und ein Koeffizientenvergleich liefert die Bedingungen
k−1α1 − (k−1 + k2 + k−2s0 + k3i0)α2 − k3i0 + k3i0α4 = 0,
−k−2s0α2 − (k3i0 + k−3)α3 = 0,
k−1α1 − (k−2 + k−3)α2 + (k−1 − k−3i0)α3 − (k−1 + k−3)α4 = 0.
Diese Identitäten definieren ψ bis auf Proportionalität durch
α1 := (k3i0 + k−3 + k−2s0) ((k−1 + k2)(k−1 + k−3)− k3k−3i0)
+k−2s0k23i
2
0,
α2 := k−1(k3i0 + k−3)(k−1 + k−3 + k3i0),
α3 := −k−1k−2s0(k−1 + k−3 + k3i0),
α4 := k−1 ((k2 + k−1 + k−3)(k3i0 + k−3)− k−2s0(k−1 + (k3 − k−3)i0)) .
Mit diesen Definitionen lautet die lineare Approximation des Anfangswertes auf
der Slow Manifold (σ∗, 0, 0, 0)T mit
σ∗ = σ+
α2γ1 + α3γ2 + α4γ3
α1
.
Ferner untersuchen wir den Einfluss einer konstanten Produktabfuhr mit Rate
α > 0 auf das vorliegende Modell. Analog zu obigen Rechnungen für das kompeti-
tive System vergrößert sich die Dimension der Reaktionsgleichungen um eins, da
5.4 allosterische inhibition 77
die Größe p nicht mehr durch eine lineare Erhaltungsgröße ersetzt werden kann.
Die modifizierten Reaktionsgleichungen lauten
s˙ =
(
k−1 + k1s 0 k1s + k−1 0
)

c1
c2
c3
p
− e0k1s
˙
c1
c2
c3
p
 = W(s)

c1
c2
c3
p
+

−k−2(c1 + c2 + c3)p + k3c1(c2 + c3)
k3(c1 + c2 + c3)(c2 + c3)
−k3c1(c2 + c3)
k−2(c1 + c2 + c3)

+e0


k1s + k−2(s0 − s)
k3i0
0
0
+

k−2 p
−k3(c2 + c3)
0
−k−2 p


für (s, c1, c2,3 )T ∈ R5 mit der Matrix
W(s) =

−k1s− (k−1 + k2)− k3i0 −k1s −k1s + k−3 0
−k3i0 −k3i0 − k−3 − k1s −k3i0 + k−1 0
k3i0 k1s −k−3 − k−1 0
k2 0 0 −α
 .
Ein negativer Eigenwert von W ist −α, die restlichen drei entsprechen denen der
3× 3 Untermatrix, die durch Streichen der vierten Zeile und vierten Spalte ent-
steht. Diese ist identisch mit der Matrix A(s) für k−2 = 0, deren Spektrum wir
zuvor im Modell ohne Produktabfuhr betrachtet haben. Somit erfüllt W(s) für alle
0 ≤ s ≤ s0 die Spektrumsbedingung in Satz 4.2.1 und es existiert eine Tikhonov-
Fenichel-Reduktion auf die attrative Menge {0 ≤ s ≤ s0} × {0} ⊂ R5+. Die redu-
zierte Gleichung lautet
s˙ = e0
−k1s−

k−1 + k1s
0
k1s + k−1
0

T
W(s)−1

k1s + k−2(s0 − s)
k3i0
0
0


= − e0k−3k2k1s(k−1 + k1s + k3i0 + k−3)
(k3i0 + k−3)((k−1 + k1s)2 + (k−1 + k1s)(k3i0 + k−3) + k2(k−3 + k1s))
für 0 ≤ s ≤ s0 und stimmt mit Gleichung (5.5) für k−2 = 0, das heißt der Re-
duktion des irreversiblen Ausgangsmodells, überein. Wie in 5.1 und 5.3 folgt die
positive Invarianz des Definitionsbereichs {(s, 0, 0, 0, 0)T; 0 ≤ s ≤ s0} mit Hilfe
einer geeigneten Lyapunov-Funktion κ((s, c1, c2, c3, p)T) = s + c1 + c2 + c3 + p.
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5.5 kooperative systeme
Viele kinetische Enzyme können mehr als ein Substratmolekül binden. Begüns-
tigt eine Enzym-Substratbindung die Bindung weiterer Moleküle, so spricht man
von kooperativen Komplexen. Hierbei fungiert der Zwischenkomplex einer en-
zymkatalysierten Produktbildung ebenfalls als Katalysator der Produktbildung.
In diesem Abschnitt betrachten wir die Gleichungen der Kooperativität von m
Komplexen, erklärt durch das Reaktionsschema
S + C0
k1

k−1
C1
k2⇀ C0 + P
S + C1
k3

k−3
C2
k4⇀ C1 + P
...
S + Cm−1
k2m−1

k−(2m−1)
Cm
k2m⇀ Cm−1 + P.
Das Modell beschreibt ein Enzym C0 mit m Substratbindungsstellen. Der gebun-
dene Zustand mit i Substratmolekülen wird als i-ter Komplex Ci verstanden, der
unter Abgabe von Ci−1 zu Produkt zerfällt. So wirkt der Komplex Ci−1 katalytisch
auf die i-te Teilreaktion. Das Modell eines Enzyms mit beliebig vielen Bindungs-
stellen wird in verschiedenen Kontexten der Enzymkinetik genutzt. Hierzu sei auf
[Seg91, Kap. 2] verwiesen. Die Massenwirkungskinetik formuliert die Reaktions-
gleichungen in den nichtnegativen Konzentrationen der Reaktanden
s˙ =
m−1
∑
j=0
k−(2j+1)cj+1 − k2j+1scj
p˙ =
m−1
∑
j=0
k2j+2cj+1
c˙0 = (k−1 + k2)c1 − k1sc0
...
c˙l = k2l−1scl−1 + (k−(2l+1) + k2l+2)cl+1 − (k−(2l−1) + k2l + k2l+1s)cl
1 ≤ l ≤ m− 1
...
c˙m = k2m−1scm−1 − (k−2m−2 + k2m)cm
für (s, p, c0, . . . , cm)T ∈ Rm+3. Zu Reaktionsbeginn seien nur Enzym c0(0) = e0 ≥ 0
und Substrat s(0) = s0 > 0 vorhanden, dann gelten für die zwei stöchiometrischen
Integrale des Systems
c0 = e0 −
m
∑
j=1
cj und p = s0 − s−
m
∑
j=1
jcj. (5.6)
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Wir untersuchen die Anwendbarkeit des Tikhonov-Fenichel-Formalismus für den
kleinen Parameter e0. Das dreidimensionale System für zwei Komplexe wird zum
Beispiel in [KS09, S. 15-17] oder [Mur02, S. 197-201] analysiert. Die Erweiterung
für m Komplexe wird betrachtet in der Abschlussarbeit [Sch10, S. 41 ff], welche
sich mit der Tikhonov-Fenichel-Reduktion des zugehörigen reversiblen Systems
befasst. Lemma 5 [Sch10] trifft eine Aussage über die Struktur einer möglichen
reduzierten Gleichung. Für das irreversible Modell ermöglicht eine Anwendung
von Korollar 4.2.3 eine explizite Darstellung der reduzierten Gleichung. Hierzu
schreiben wir die Reaktionsgleichungen in folgender Gestalt
s˙ =

k−1 + (k1 − k3)s
...
k−2m+3 + (k1 − k2m−1)s
k−2m+1

T 
c1
...
cm
+ e0(−k1s)
˙
c1
...
cm
 = A(s)

c1
...
cm
+ e0

k1s
0
...
0

für (s, c1, . . . , cm)T ∈ Rm+1 mit der Matrix
A(s) =

−k−1−k2−k3s−k1s k−3+k4−k1s −k1s −k1s ···
k3s −k−3−k4−k5s k−5+k6
k5s −k−5−k6−k7s k−7+k8
. . . . . . . . .
k2m−3 −(k−(2m−3)+k2m−2) (k−(2m+1)+k2m+2)
k2m−1s −(k−(2m−1)+k2m)
 ,
oder eintragsweise definiert A(s) :=
(
ai,j
)
1≤i,j≤m mit
a1,j =

−k−1 − k2 − k3s− k1s, j = 1,
−k1s + k−3 + k4, j = 2,
−k1s, 3 ≤ j ≤ m,
i ≥ 2 : ai,j =

−k−(2i−1) − k2i − k2i+1s, j = i,
k2i−1s, j = i− 1,
k−(2i+1) + k2(i+1), j = i + 1,
0, sonst.
Entsprechend Korollar 4.2.3 ist eine formale Tikhonov-Fenichel-Reduktion, falls
diese existiert auf R+ × {0} ⊂ Rm+1+ identisch mit der Ad-hoc-Reduktion des
Systems unter einer QSS-Annahme für die Komplexe C1, . . . , Cm.
Die Ad-hoc-Methode schreibt vor, die Nullstellenmenge der Änderungsraten
der Komplexe C1, . . . , Cm betrachten und das resultierende Gleichungssystem nach
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den Variablen c1, . . . , cm aufzulösen. Zur Bestimmung der Ad-hoc-Reduktion las-
sen wir die linearen ersten Integrale (5.6) zunächst unberücksichtigt. Eine Substi-
tution von c0 durch Gleichung (5.6) ist für die Ad-hoc-Reduktion äquivalent zur
Bedingung c˙0 = 0, was einer QQS-Annahme für das Enzym C0 entspricht. Letzte-
res liefert die Gleichung c˙0 = (k−1 + k2)c1 − k1sc0 = 0, in der
c1 =
k1c0s
k−1 + k2
eliminiert werden kann. Induktiv erhalten wir die Gleichung
c` = c0s`
`
∏
i=1
k2i−1
(k−(2i−1) + k2i)
für alle ` ≥ 1. (5.7)
Angenommen Gleichung (5.7) gilt für 1 ≤ k ≤ ` für ein festes ` ∈ N, dann
lässt sich die Identität für ` + 1 leicht nachrechnen. Aus dem Verschwinden der
Konzentration von c` erhält man
c`+1 =
(k−(2`−1) + k2` + k2`+1s)c` − k2`−1c`−1s
k−(2`+1) + k2`+2
.
Durch Ersetzen von c` und c`−1 können wir die behauptete Identität für
c`+1 =
(k−(2`−1) + k2` + k2`+1s)c0s`
`
∏
i=1
k2i−1
k−(2i−1)+k2i
− k2`−1c0s`
`−1
∏
i=1
k2i−1
k−(2i−1)+k2i
k−(2`+1) + k2`+2
=
(
k−(2`−1) + k2` + k2`+1s− (k−(2`−1) + k2`)
)
c0s`
`
∏
i=1
k2i−1
k−(2i−1)+k2i
k−(2`+1) + k2`+2
= c0s`+1
k2`+1
k−(2`+1) + k2`+2
`+1
∏
i=1
k2i−1
k−(2i−1)+k2i
herleiten. Substitution der Beziehung (5.7) in die Identität
s˙ =
m−1
∑
j=0
k−(2j+1)cj+1 − k2j+1scj, s ≥ 0,
von oben liefert
s˙ = −c0
m−1
∑
j=0
k2j+1k2(j+1)
k−(2j+1) + k2(j+1)
j
∏
i=1
k2i−1
k−(2i−1) + k2i
sj+1, s ≥ 0,
wobei sich c0 aus der Anfangsbedingung (5.6) ergibt zu
c0 =
e0
1+
m
∑
j=1
sj
j
∏
i=1
k2i−1
k−(2i−1)+k2i
.
5.5 kooperative systeme 81
Insgesamt lautet die reduzierte Gleichung
s˙ = −
e0
m−1
∑
j=0
k2j+1k2(j+1)
k−(2j+1)+k2(j+1)
j
∏
i=1
k2i−1
k−(2i−1)+k2i
sj+1
1+
m
∑
j=1
j
∏
i=1
k2i−1
k−(2i−1)+k2i
sj
, s ≥ 0. (5.8)
Das explizite Ergebnis der Ad-hoc-Methode ist äquivalent zur Invertierbarkeit der
Matrix A, wie Korollar 4.2.3 impliziert. Demnach ist die Existenz einer formalen
Tikhonov-Fenichel-Reduktion nachgewiesen. Im Falle fester Dimension und kon-
kreter Parameterwerte kann das Spektrum von A konkret bestimmt werden. Im
Falle Re (Spec (A(s))) < 0 für alle (s, c0, . . . , cm)T ∈ {0} ×Rm+1+ bewährt sich eine
Quasistationaritätsannahme für alle Komplexe unter kleiner Enzymanfangskon-
zentration.
Im Folgenden betrachten wir das reversible Reaktionsnetzwerk
S + C0
k1

k−1
C1
k2

k−2
C0 + P
S + C1
k3

k−3
C2
k4

k−4
C1 + P
...
S + Cm−1
k2m−1

k−(2m−1)
Cm
k2m

k−2m
Cm−1 + P.
Die Reaktionsgleichungen für den reversiblen Mechanismus lauten
s˙ =
m−1
∑
j=0
k−(2j+1)cj+1 − k2j+1scj
p˙ =
m−1
∑
j=0
k2j+2cj+1 − k−2(j+1)pcj
c˙0 = (k−1 + k2)c1 − (k1s− k−2 p)c0
...
c˙l = (k2l−1s + k−2l p)cl−1 + (k−(2l+1) + k2l+2)cl+1
−(k−(2l−1) + k2l + k2l+1s + k−2(l+1)p)cl
1 ≤ l ≤ m− 1
...
c˙m = (k2m−1s + k−2m p)cm−1 − (k−2m−2 + k2m)cm
für (s, c1, . . . , cm)T ∈ Rm+1. Die linearen ersten Integrale (5.6) bleiben für die rever-
siblen Gleichungen bestehen, die Konstanten e0 und s0 seien wie oben definiert
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und werden interpretiert als Anfangswerte der Enzym- und Substratkonzentrati-
on. Die Reaktionsgleichungen des reversiblen Modells lauten
s˙ =

k−1 + (k1 − k3)s
...
k−2m+3 + (k1 − k2m−1)s
k−2m+1

T 
c1
...
cm
+ e0(−k1s)
˙
c1
...
cm
 = (A(s)− Z(s))

c1
...
cm
+

(
k−4c1 + k−2 ∑mj=1 cj
) (
∑mj=1 jcj
)
(k−6c2 − k−4c1)∑mj=1 jcj
(k−8c3 − k−6c2)∑mj=1 jcj
...

+e0
(

k1s + k−2(s0 − s)
0
...
0
+

−k−2
m
∑
j=1
jcj
0
...
0

)
für (s, c1, . . . , cm)T ∈ Rm+1 mit
Z(s) =

(k−2+k−4)(s0−s) k−2(s0−s) k−2(s0−s) ···
k−4(s0−s) k−6(s0−s)
k−6(s0−s) k−8(s0−s)
. . . . . .
k−2(m−1)(s0−s) k−2m(s0−s)
 ,
beziehungsweise Z(s) :=
(
zi,j
)
1≤i,j≤m mit
z1,j =
(k−2 + k−4)(s0 − s), j = 1,k−2(s0 − s), 2 ≤ j ≤ m,
i ≥ 2 : zi,j =

k−2(j+1)(s0 − s), j = i,
k−2j(s0 − s), j = i− 1,
0, sonst.
Nehmen wir an, die Matrix A(s) − Z(s) sei invertierbar, dann existiert eine for-
male Tikhonov-Fenichel-Reduktion auf den eindimensionalen Untervektorraum
R× {0} ⊂ Rm+1. Die Übereinstimmung mit der Ad-hoc-Reduktion geht für das
reversible Modell verloren, aber Satz 4.2.1 bestimmt die reduzierte Gleichung. Ist
der Untervektorraum attraktiv, so legitimiert das Ergebnis eine QSS-Annahme für
die Komplexe bei kleinem e0 auch für den reversiblen Fall.
Für beliebiges m scheitern wir gleichermaßen an der Bestimmung der Inversen
der Matrix A(s) − Z(s), wie an der Analyse ihres Spektrums. Nimmt s0 kleine
Werte an, so betrachten wir die Näherung A(s)− Z(s) ≈ A(0)− Z(0) für s nahe 0.
Zusätzlich approximieren wir für kleine s0 Werte den Term Z(s) nahe 0 durch die
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Nullmatrix. Für kleines s0 wird die Matrix A(s)− Z(s) für kleine Substratkonzen-
trationen s also approximiert durch die obere Dreiecksmatrix A(0) mit negativen
Diagonaleinträgen. Daher ist die Slow Manifold R+ × {0} ⊂ Rm+1+ in einer Umge-
bung von 0 attraktiv. Näherungsweise ist die Inverse von A(s) für kleine Werte s
gegeben durch
A(0)−1 =

−1
k−1+k2
−1
k−3+k4
−1
k−5+k6
−1
k−7+k8 . . .
−1
k−3+k4
−1
k−5+k6
−1
k−7+k8 . . .
−1
k−5+k6
−1
k−7+k8 . . .
. . .
 . (5.9)
Für s, s0 nahe 0 berechnen wir mit Satz 4.2.1 die Identität
s˙ = −k1s−

k−1 + (k1 − k3)s
...
k−2m+3 + (k1 − k2m−1)s
k−2m+1

T
A(0)−1

k1s + k−2(s0 − s)
0
...
0

=
k−2((k1 − k3)s + k−1)(s0 − s) + ((k1 − k3)s− k2)k1s
k−1 + k2
, s ≥ 0,
wobei ihre Aussagekraft im Sinne einer reduzierten Gleichung aufgrund der ge-
troffenen Approximationen in Frage gestellt sei.
Die Frage nach den Anfangswerten der Tikhonov-Fenichel-Reduktion, zielt auf
die Betrachtung der ersten Integrale des schnellen Systems ab, welches in linearer
Näherung gegeben ist durch
s˙ =
m
∑
i=1
(k−2i+1ci)
˙
c1
...
cm
 = (A(0)− Z(0))

c1
...
cm

für (s, c1, . . . , cm)T ∈ Rm+1. Die Linearform ψ((s, c1, . . . , cm)T) = α0s +
m
∑
i=1
αici ,
αi ∈ R für 0 ≤ i ≤ m, approximiere ein erstes Integral in erster Ordnung. Durch
die verschwindende Lie-Ableitung
α0
m
∑
i=1
(k−2i+1ci) +

α1
...
αm

T
(A(0)− Z(0))

c1
...
cm
 = 0
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wird das Gleichungssystem
k−1α0 − α1(k−1 + k2)− (α1k−2 + α2k−4)s0 = 0
k−3α0 + (α1 − α2)(k−3 + k4)− k−2s0α1 − k−6s0(α2 + α3) = 0
k−5α0 + (α2 − α3)(k−5 + k6)− k−2s0α2 − k−8s0(α3 + α4) = 0
...
bedingt. Die m Gleichungen identifizieren die Linearform ψ bis auf Proportionali-
tät. Die s-Komponente
σ∗ = σ+
m
∑
i=1
αi
α0
γi
bestimmt den Anfangswert (σ∗, 0, . . . , 0)T ∈ Rm+1 auf der Slow Manifold der Re-
duktion zum Anfangswert (σ,γ1, . . . ,γm)T ∈ Rm+1 in erster Näherung. Für die
irreversible Gleichung können die entsprechenden Ratenkonstanten k−2i = 0 für
1 ≤ i ≤ m einfach ersetzt werden.
Exemplarisch zeigen wir die explizite Anwendung von Satz 4.2.1 für die reversi-
ble kooperative Reaktion zweier Komplexe, deren Reaktionsgleichungen gegeben
sind durch
s˙ =
(
k−1 + (k1 − k3)s k1s + k−3
)(c1
c2
)
− e0 · k1s
˙(
c1
c2
)
= U(s)
(
c1
c2
)
+
(
((k−2 + k−4)c1 + k−2c2)(c1 + 2c2)
−k−4c1(c1 + 2c2)
)
+e0 ·
((
k1s + k−2(s0 − s)
0
)
+
(
−k−2(c1 + 2c2)
0
)) (5.10)
für (s, c1, c2)T ∈ R3 mit
U(s) =
( −(k−1+k2)−(k1+k3)s−(k−2+k−4)(s0−s) k−3+k4−k1s−k−2(s0−s)
k3s+k−4(s0−s) −(k−3+k4)
)
.
Für die irreversiblen Gleichungen existiert eine formale Reduktion auf den Unter-
vektorraum R+ × {0} ⊂ R3, welche in [NW11, Abschnitt 4] berechnet wird. Mit-
tels Satz 2.1.4 vereinfachen sich die Rechnungen erheblich, besonders für das Mo-
dell mit Produktzerfall. In (s, 0, 0)T ∈ R3 existiert eine formale Tikhonov-Fenichel-
Reduktion genau dann, wenn die Determinante
det U(s) = (k−3 + k4)(k1s + k−1 + k2 + k−2)
+(k3s + k−4(s0 − s))(k1s + k−2(s0 − s))
nicht verschwindet. Die für den Reaktionsverlauf gültige Annahme 0 ≤ s ≤ s0
bedingt eine positiv invariante Menge das Ausgangssystems. Ihr Schnitt mit der
formalen Slow Manifold ist gegeben durch {(s, 0, 0)T, 0 ≤ s ≤ s0} und positiv
invariant für die reduzierte Dynamik. Zudem ist diese Menge attraktiv, denn die
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Spur von U(s) ist negativ und ihre Determinante positiv für alle 0 ≤ s ≤ s0. Mittels
Satz 4.2.1 erhalten wir die reduzierte Dynamik
s˙ = e0
(
−k1s− ( k−1+(k1−k3)s, k1s+k−3 )U(s)−1
(
(k1s+k−2(s0−s)
0
))
= e0 · z(s)det U(s) , 0 ≤ s ≤ s0
mit dem Zählerpolynom
z(s) = s0(k−2 − k1)(k3k4 + k−3k−4)s2 + s0(k−3k−4(k1 − k−2)− k−2(k3k4 + k−3k−4)
−(k−3 + k4)(k1k2 + k−1k−2))s + s0k−2(k−1(k−3 + k4) + s0k−3k−4)
von Grad zwei, identisch dem Nennergrad. Kraft Satz 4.2.1 ist der Rechenaufwand
für die reversible und die irreversible Dynamik etwa gleich groß, dennoch ist die
reduzierte Gleichung für positive Raten k−2, k−4 komplizierter verglichen mit sel-
bigem Term für k−2 = k−4 = 0 [siehe auch NW11, S. 17].
Für das dreidimensionale Modell weisen wir der reduzierten Gleichung explizit
die linear approximierten Anfangswerte auf der Slow Manifold zu. Die Bedingun-
gen an ein erstes Integral sind gegeben durch
(
α0, α1, α2
) k−1 k−3−(k−1 + k2)− (k−2 + k−4)s0 k4 + k−3 − k−2s0
k−4s0 −(k−3 + k4)
 = 0.
Demzufolge gelten
α0 = (2k−2s0(2k−4s0 + k−3 + k4) + (k2 + k−1)(k−3 + k4))ρ,
α1 = (k−1(k−3 + k4) + 2k−3k−4s0)ρ,
α2 = (2s0(k−3(k−2 + k−4)− k−1k2) + k−3(2k−1 + k2) + k−1k4)ρ
für ein ρ ∈ R. Der Punkt (σ∗, 0, 0)T mit
σ∗ = σ+
α1γ1 + α2γ2
α0
bestimmt den Startwert der Tikhonov-Fenichel-Reduktion des Anfangswertpro-
blems (5.10) zum Startwert (σ,γ1,γ2)T ∈ R3.
Ferner können wir für das System fester Dimension ebenfalls den Zusammen-
hang von Zerfall und konstanter Abfuhr des Produktes untersuchen. Das lineare
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erste Integral e + c1 + c2 = e0 des erweiterten Modells reduziert die Reaktionsglei-
chungen auf das vierdimensionale System
s˙ =
(
k−1 + (k1 − k3)s k1s + k−3 0
)c1c2
p
− e0 · k1s
˙c1c2
p
 = W(s)
c1c2
p
+
−k−2 p(c1 + c2)− k−4 pc1k−4c1 p
k−2 p(c1 + c2)− k−4 pc1

+e0 ·

(k1s0
0
+
 k−2 p0
−k−2 p


für (s, c1, c2, p)T ∈ R4 mit
W(s) =
−(k−1 + k2)− (k1 + k3)s k−3 + k4 − k1s 0k3s −(k−3 + k4) 0
k2 k4 −α
 .
Die Untermatrix
Ŵ(s) =
(
−(k−1 + k2)− (k1 + k3)s k−3 + k4 − k1s
k3s −(k−3 + k4)
)
ist identisch der Matrix A(s) für k−2 = k−4 = 0 und der Realteil ihres Spektrums
ist negativ für alle Werte s ≥ 0. Da der dritte Eigenwert −α von W negativ ist,
erfüllt W die Spektrumsbedingung in Satz 4.2.1 für alle s ≥ 0. Wir berechnen
det W(s) ·W(s)−1 =(
α(k−3+k4) −(k1s−k−3−k4)α 0
k3sα ((k1+k3)s+k−1+k2)α 0
k3k4s+k2(k4+k−3) (k1s+k3s+k−1+2k2)k4+k2(k−3−k1s) k1k3s2+(k1s+k−1+k2)(k−3+k4)
)
für die Inverse der Matrix W. Satz 4.2.1 besagt eine Tikhonov-Fenichel-Reduktion
auf die attraktive Slow Manifold R+ × {0} ⊂ R4, wobei der reduzierte Term
s˙ = −k1s−
(
k−1 + (k1 − k3)s k1s + k−3 0
)
W(s)−1
k1s0
0

= − k1sα(k3k4s + k2(k−3 + k4))
det W(s)
= − k1s(k3k4s + k2(k−3 + k4))
k1k3s2 + k1(k−3 + k4) + (k−1 + k2)(k−3 + k4)
, s ≥ 0
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mit dem reduzierten Ausdruck des irreversiblen Modells k−2 = k−4 = 0 ohne Pro-
duktabfuhr übereinstimmt. Wie für die reduzierten Ergebnisse in 5.3 oder 5.4 zeigt
man, dass die Teilmenge {(s, 0, 0, 0)T; 0 ≤ s ≤ s0} der Slow Manifold eine positiv
invariante Menge für die reduzierte Dynamik darstellt. Es folgt die behauptete
asymptotische Übereinstimmung mit der irreversiblen Gleichung.
Abschließend diskutieren wir ein Beispiel, welches nicht der Enzymkinetik zu-
geordnet wird, dessen Gleichungen dennoch unter dem Tikhonov-Fenichel-Form-
alismus auf einen attraktiven Untervektorraum reduziert werden. Die Gleichun-
gen sind insofern interessant, als dass sie gleichzeitig eine Einteilung in schnelle
und langsame Reaktionen wie eine QSS-Situation für Variablen darstellen. Wir
beobachten die Eigenschaften beider Konzepte.
5.6 lineare zerfallskette
Zerfallsketten treten typischerweise bei der Modellierung radioaktiver Zerfälle auf.
Wir betrachten eine einfache Beschreibung eines Atomzerfalls mit beliebig vielen
Übergangszuständen. Hierzu seien Y1, ..., Yn Spezies, die in der Folge
Y1
λ1⇀ Y2
λ2⇀ ...
λp−1
⇀ Yp
λp
⇀ ...
λn−1
⇀ Yn
λn⇀ ∅
zerfallen mit nichtnegativen Raten λ1, ...,λn. Die Konzentrationen der Reaktanden
y1, . . . , yn werden beschrieben durch die linearen Reaktionsgleichungen
y˙ = M · y, M =

−λ1
λ1 −λ2
λ2 −λ3
. . . . . .

für den Reaktionsvektor y = (y1, . . . , yn)T ∈ Rn.
Wir betrachten eine QSS-Annahme für gewisse Teilreaktionen. Es bezeichne S
die Indexmenge der langsamen Teilreaktionen und F die der schnellen, sodass
eine disjunkte Zerlegung {1, . . . , n − 1} = S ∪ F resultiert. Für die Indizes i ∈
S der langsamen Reaktionen sei λi = εµi = O(ε); für j ∈ F sei λj = O(ε0).
Wir erhalten eine Einteilung der Dynamik in ein schnelles und ein langsames
Teilsystem, gegeben durch
y˙ = h(0)(y) + εh(1)(y)
= Ay + εBy, y ∈ Rn
für Matrizen A = (Ai,j)1≤i,j≤n und B = (Bi,j)1≤i,j≤n, welche eintragsweise definiert
werden durch
Ai,j =

−λi, i = j ∈ F,
λi, j = i− 1, i ∈ F,
0, sonst,
Bi,j =

−µi, i = j ∈ S,
µi, j = i− 1, i ∈ S,
0, sonst.
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Der Kern der Matrix A beschreibt die Slow Manifold, es gilt
Kern A = 〈ei, i ∈ S〉.
Zudem gelten
Bild A = 〈−ei + ei+1, i ∈ F〉, falls n ∈ S
und
Bild A = 〈en, −ei + ei+1, n 6= i ∈ F〉, falls n ∈ F.
Unabhängig davon, ob die n-te Teilreaktion schnell oder langsam ist, wird eine
direkte Summenzerlegung
Rn = Kern A⊕ Bild A
definiert und die Existenz einer formalen Tikhonov-Fenichel-Reduktion auf den
Untervektorraum 〈ei, i ∈ S〉 gesichert. Der Kern von A stellt eine attraktive Slow
Manifold dar, da alle nichttrivialen Eigenwerte −λi für i ∈ F von A negativ sind.
Die Dimension s = |S| der reduzierten Gleichung entspricht der Mächtigkeit der
Menge S, sprich der Anzahl langsamer Teilreaktionen.
Zu einem Index i ∈ S definieren wir den Abstand zur nächstfolgenden langsa-
men Reaktion
`i := min ({j, 1 ≤ j ≤ n− i, j + i ∈ S} ∪ {n− i}) .
In Abhängigkeit der Indizes `i, i ∈ S können wir die Zerlegung des Störungsterms
erster Ordnung h(1) in Kern- und Bildkomponente bezüglich A explizit angeben.
Dazu unterscheiden wir, ob n ∈ S oder n ∈ F gilt. Für en ∈ Kern A erhalten wir
h(1)(y) = ∑
n 6=i∈S
µiyi(−ei + ei+1)− µnynen
= ∑
n 6=i∈S
µiyi(−ei +
`i−1
∑
j=1
(ei+j − ei+j+1) + ei+`i)− µnynen
= ∑
n 6=i∈S
µiyi(−ei + ei+`i)− µnynen + ∑
n 6=i∈S
µiyi
`i−1
∑
j=1
(ei+j − ei+j+1).
Wir lesen ab
∑
n 6=i∈S
µiyi(
`i−1
∑
j=1
ei+j − ei+j+1) ∈ Bild A
und
∑
n 6=i∈S
µiyi(−ei + ei+`i)− µnynen ∈ Kern A.
Somit lautet die reduzierte Gleichung
y˙ = ∑
n 6=i∈S
µiyi(−ei + ei+`i)− µnynen, y ∈ Rn.
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Im Falle en ∈ Blid A ist die Zerlegung einfacher, es gilt
h(1)(y) = ∑
i∈S
µiyi(−ei + ei+1)
= ∑
i∈S
µiyi(−ei +
`i−1
∑
j=1
(ei+j − ei+j+1) + ei+`i)
= ∑
i∈S
µiyi(−ei + ei+`i) +∑
i∈S
µiyi
`i−1
∑
j=1
(ei+j − ei+j+1).
Aus dieser Darstellung können Kern- und Bildkomponente abgelesen werden, es
gelten
∑
i∈S
µiyi(
`i−1
∑
j=1
ei+j − ei+j+1) ∈ Bild A
und
∑
i∈S
µiyi(−ei + ei+`i) ∈ Kern A.
Somit erhalten wir die reduzierte Gleichung
y˙ = ∑
n 6=i∈S
µiyi(−ei + ei+`i), y ∈ Rn.
Definiere nun eine Matrix S, welche genau die Anteile der langsamen Reaktionen
enthält. Zu 1 ≤ i ≤ n definiere zi die i-te Zeile der Matrix M. Es durchlaufe
i = 1, . . . , n: Falls i ∈ F ersetze zi+1 durch zi+1 + zi und streiche die Zeile zi sowie
die i-te Spalte von M. So entsteht eine s × s Matrix, deren Einträge durch die
langsamen Zerfallsraten µi, i ∈ S, gegeben sind. Bezeichnet z = (yi1 , . . . , yis)T ∈ Rs,
i1, . . . , is ∈ S, den Vektor der langsam zerfallenden Spezies, so lautet die reduzierte
Gleichung
z˙ = Sz, z ∈ Rs.
Diese modelliert die langsamen Zerfallsprozesse, während die schnellen Reaktio-
nen im Gleichgewicht sind. Asymptotisch trägt eine langsam zerfallende Spezies
direkt zum Aufbau der nächst folgenden Spezies mit langsamer Zerfallsrate bei.
In diesem Sinne beschreibt die reduzierte Gleichung die intuitive Erwartung für
die getroffene QSS-Annahme.
Im Sinne der Bemerkung 4.1.5 legitimiert das reduzierte Ergebnis eine Quasista-
tionaritätsannahme für die Stoffe Yi, i ∈ F, unter kleinen Zerfallsraten λi, i ∈ S.
Insofern ist die Annahme schneller Teilreaktionen konform zu einer QSS-Situation
für Variablen.
Sinnvolle Startwerte liegen auf der Slow Manifold Rs × {0} ⊂ Rn. Für alter-
native Anfangswerte kann die Reduktion sehr einfach um Anfangswerte auf der
Slow Manifold vervollständigt werden, denn die Koordinatenfunktionen zu den
Variablen yi für i ∈ S erzeugen genau die ersten Integrale des schnellen Systems.
Gleichzeitig verschwinden die Komponenten yi, i ∈ F, eines Anfangswertes auf
der Slow Manifold.
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Wir betrachten noch zwei Spezialfälle, in denen die Zerfallskette aus einem
schnellen und einem langsamen Strang besteht. Sind die ersten s Zerfälle lang-
sam und alle folgenden schnell, so entsteht S durch Streichen der Zeilen und
Spalten i für i > s aus M und die reduzierte Gleichung lautet
z˙ =

−λ1
λ1 −λ2
. . . . . .
−λs
 z, z ∈ Rs.
Sind hingegen die ersten r Zerfälle schnell und alle folgenden langsam, so ist die
reduzierte Gleichung gegeben durch
z˙ =

−λr+1
λr+1 −λr+2
. . . . . .
−λn
 z, z ∈ Rn−r.
6
A N W E N D U N G E N I I
Während im ersten Anwendungsteil 5 Reaktionsgleichungen studiert wurden, die
einen affinen Unterraum als Slow Manifold besitzen, fokussiert dieser Abschnitt
Reduktionen auf kompliziertere Varietäten. Die Reduktionsmethode in Kapitel 2
wird auf drei Reaktionssysteme mit schnellen und langsamen Teilreaktionen ange-
wendet. Anhand der ausgewählten Beispiele zeigt sich der praktische Nutzen der
neuen Herangehensweise, besonders des Verzichts auf eine Parametrisierungsvor-
schrift für die Slow Manifold.
In Abschnitt 6.1 wird eine Anwendung von Lee und Othmer [LO09] vorgestellt.
Ausgehend von einer impliziten Darstellung der eindimensionalen reduzierten
Dynamik kann das Langzeitverhalten ihrer Lösungen vollständig erschlossen wer-
den. Selbiges gelingt in 6.3 für die höherdimensionalen Gleichungen eines Malto-
setransportmodells in [Sti98]; für dieses vierdimensionale System ist der Verzicht
auf die Parametrisierung der Slow Manifold entscheidend dafür, dass die redu-
zierte Gleichung berechnet werden kann. Des Weiteren wird in Abschnitt 6.2 ein
Modell zur Kommunikation von Schleimpilzen von Stiefenhofer [Sti98] diskutiert,
wobei der praktische Zugang mittels Satz 2.1.4 einen größeren Anwendungsrah-
men erlaubt.
6.1 dimerisierung und isomerisierung
Unter Dimerisierung versteht man den Zusammenschluss zweier Monomere zu
einem Dimer. Handelt es sich um identische Monomere, so spricht man von ei-
nem Homodimer. Isomerisierung bezeichnet die Umsetzung eines Isomers in ein
anderes mit meist nahezu gleicher Bindungsenergie. Zu diesen chemischen Bin-
dungsmodellen betrachten Lee und Othmer das Reaktionsschema
2A1
k1/ε

k−1/ε
A2
k2

k−2
A3
mit dem kleinen Parameter ε ≥ 0 [LO09, S. 423-429]. Der kleine Parameter mo-
delliert die Einteilung der Reaktionen in eine schnelle Dimerisierung gemessen
an einer langsamen Isomerisierung. Lee und Othmer berechnen eine Tikhonov-
Fenichel-Reduktion für diese QSS-Annahme [LO09, S.428 Gl. (92)]. Mittels Satz
2.1.4 lässt sich die Reduktion leicht nachvollziehen. Ausgehend von einer impli-
ziten Darstellung der reduzierten Dynamik lässt sich das Langzeitverhalten der
Lösungen in der Slow Manifold charakterisieren. Wie wir im Folgenden zeigen,
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beschreibt die formale Slow Manifold eine Parabel. Wir können eine rationale
Parametrisierung nutzen für eine einfache Darstellung der eindimensionalen re-
duzierten Gleichung.
Es bezeichnen c1 die Konzentration des Monomers A1, sowie c2 und c3 die
Konzentrationen der Isomere A2 und A3. In der schnellen Zeitskala lauten die
Reaktionsgleichungen
c˙1 = 2k−1c2 − 2k1c21
c˙2 = k1c21 − (k−1 + εk2)c2 + εk−2c3
c˙3 = εk2c2 − εk−2c3, (c1, c2, c3)T ∈ R3.
Wir eliminieren die Variable c1 durch das lineare erste Integral c1 + 2c2 + 2c3.
Die Konstante c ≥ 0 modelliere nichtnegative Anfangskonzentrationen und wer-
de definiert über die Erhaltungsgröße c1(0) + 2c2(0) + 2c3(0) = 2c, welche einen
positiv invarianten Definitionsbereich für den Reaktionsverlauf bestimmt. Wir de-
finieren K := {(c2, c3)T ∈ R3+; c2 + c3 ≤ c} und erhalten mittels der Substitution
c1 = 2(c− c2 − c3) die Reaktionsgleichungen in der Form
c˙2 = 4k1(c− c2 − c3)2 − (k−1 + εk2)c2 + εk−2c3
c˙3 = εk2c2 − εk−2c3, (c2, c3)T ∈ K.
Wir erhalten Störungsterme nullter und erster Ordnung
h(0)((c2, c3)T) =
(
4k1(c− c2 − c3)2 − k−1c2
) (1
0
)
,
h(1)((c2, c3)T) = (−k2c2 + k−2c3)
(
1
−1
)
.
Eine kanonische Zerlegung h(0) = µ · P des schnellen Teilsystems wird durch seine
Stöchiometrie beschrieben. Mit
µ((c2, c3)T) := 4k1(c− c2 − c3)2 − k−1c2, P :=
(
1
0
)
erhalten wir eine Zerlegung mit den Eigenschaften in Satz 2.1.4 (a). Die Slow Ma-
nifold ist durch V(µ) bestimmt und die Reaktionsgleichungen nehmen die Gestalt
˙(
c2
c3
)
= P · µ((c2, c3)T) + εh(1)((c2, c3)T), (c2, c3)T ∈ K, (6.1)
an. Auf der Nullstellenmenge V(µ) des schnellen Terms ist die Jacobi-Matrix von
µ gegeben durch
Dµ((c2, c3)T) =
(
−8k1(c− c2 − c3)− k−1 −8k1(c− c2 − c3)
)
.
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Für c2 + c3 ≤ c gilt
A((c2, c3)T) := Dµ((c2, c3)T) · P = −(k−1 + 8k1(c− c2 − c3)) < 0,
das bedeutet, es existiert eine Tikhonov-Fenichel-Reduktion auf die attraktive Slow
Manifold M = K ∩ V(µ). Die positive Invarianz von K bleibt bei Reduktion erhal-
ten und V(µ) ist positiv invariant für das reduzierte System als formale Slow
Manifold. Als Schnitt dieser Mengen, ist M ebenfalls positiv invariant für die re-
duzierte Dynamik. Satz 2.1.4 liefert die reduzierte Gleichung
˙(
c2
c3
)
=
(
I2 − (PA−1Dµ)((c2, c3)T)
)
h(1)((c2, c3)T)
= (−k2c2 + k−2c3)
( 1−1
)
+
(
1
0
) ( −8(c−c2−c3)−k−1
−8k1(c−c2−c3)
)T (
1−1
)
−(k−1 + 8k1(c− c2 − c3))

=
−8(k2c2−k−2c3)(c−c2−c3)8k1(c−c2−c3)+k−1
k2c2 − k−2c3
 , (c2, c3)T ∈ M,
(6.2)
was mit dem Resultat von Lee und Othmer [LO09, S.428, Gl. (92)] übereinstimmt
(berücksichtigt man die Gleichungen von µ).
Ungeachtet ihrer chemischen Bedeutsamkeit können die Reaktionsgleichungen
auf R2 definiert werden, anstelle der Einschränkung auf K. Formal existiert eine
Tikhonov-Fenichel-Reduktion auf V(µ) \ V(A). Wegen der Positivität der Raten-
konstanten rechnet man nach, dass V(µ) ∩ V(A) genau einen Punkt ι besitzt (mit
ι 6∈ K). Die eindimensionale Menge
V(µ) =
{
(c2, c3)T ∈ R2; 2k1(c− c2 − c3)2 − k−1c2 = 0
}
beschreibt eine Parabel im R2 und ist als solche irreduzibel. Auf V(µ) besitzt die
reduzierte Gleichung genau zwei stationäre Punkte. Wertet man die Bedingung
k2c2 = k−2c3 auf der Varietät V(µ) aus, so erhält man die quadratische Gleichung
c22 + pc2 + q = 0 mit
p = −
(
2k−2c
k−2 + k2
+
k2−2k−1
4k1(k−2 + k2)2
)
, q =
k2−2c
2
(k−2 + k2)2
,
deren Diskriminante wegen 4q < p2 positiv ist. Somit existieren zwei reelle Lösun-
gen für c2. Da p negativ ist, sind beide c2-Werte positiv. Mit k2c2 = k−2c3 erhält
man zwei stationäre Punkte im positiven Orthanten R2+. Die Funktionalmatrix des
reduzierten Systems kann berechnet und in den stationären Punkten ausgewertet
werden. In dem Punkt s1 :=
(
− p2 +
√
p2
4 − q, k2k−2
(
− p2 +
√
p2
4 − q
))T
besitzt die
Matrix genau einen nicht trivialen Eigenwert
λ =
8k1c(k2 + k−2) + a− k−2k−1
k1(8k1c(k2 + k−2) + a− k−2k−1)
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mit dem Wurzelterm a =
√
k−2k−1(k−1k−2 + 16ck1(k2 + k−2)). Da a > k−2k−1 gilt,
ist λ positiv und mit Hilfe von Normalformtheorie kann das Stabilitätsverhalten
von s1 bestimmt werden. Aus den Sätzen (3.1) und (3.2) in [Bib79, S. 14-18] folgt
die lokale Existenz einer konvergenten Transformation von System (6.2) in die
Linearisierung in dem stationären Punkt s1. Im eindimensionalen linearen System
ist s1 aufgrund des negativen Eigenwertes der Funktionalmatrix abstoßend, was
unter der konvergenten Transformation erhalten bleibt.
In Dimension 1 ist das qualitative Lösungsverhalten einer Differentialgleichung
einfach zu verstehen. Alle nichtkonstanten Lösungen sind streng monoton. Für be-
liebig große Zeiten konvergiert eine wachsende (fallende) Lösung gegen einen grö-
ßeren (kleineren) stationären Punkt, falls ein solcher existiert. Sonstige Lösungen
sind unbeschränkt. Hieraus ziehen wir eine Schlussfolgerung für die vorliegende
Situation.
Bemerkung 6.1.1 Gegeben sei ein gewöhnliches Differentialgleichungssystem auf
einer offenen Menge U ⊂ Rn der Dimension n ≥ 1. Eine kompakte eindimen-
sionale Teilmenge K ⊂ U sei positiv invariant und enthalte mindestens einen sta-
tionären Punkt. Darüber hinaus seien alle stationären Punkte in K nicht entartet.
Dann gilt für jede Zusammenhangskomponente K von K:
i) Es existiert ein anziehender stationärer Punkt in K.
ii) Wenn ein abstoßender stationärer Punkt in K existiert, so gibt es mindestens
zwei anziehende stationäre Zustände in K. 
Es sei Z eine Zusammenhangskomponente von M. Aufgrund der Parabelstruktur
und der positiven Invarianz von M folgt, dass Z einen stationären Punkt ent-
hält. Aus dem Stabilitätsverhalten von s1 schließen wir, dass der zweite stationäre
Punkt s2 :=
(
− p2 −
√
p2
4 − q, k2k−2
(
− p2 −
√
p2
4 − q
))T
in Z liegt und anziehend
ist. Da keine weiteren stationären Punkte existieren, gilt Z = M. Folglich ist M
zusammenhängend und jede Lösung in M konvergiert für große Zeiten gegen s2.
Als Parabel besitzt V(µ) eine rationale Parametrisierung. Wir betrachten die
transformierten Variablen x1 = c− c2− c3 und x2 = c2. Für den Definitionsbereich
der transfomierten reduzierten Gleichung erhalten wir
M = [0, c]2 ∩ V(µ) = {(x1, x2)T; 0 ≤ x1, x2 ≤ c, x2 = 2k1k−1 x
2
1}.
Ausgedrückt in der Variable x1 lautet die reduzierte Gleichung
x˙1 =
(8x1 − 16k
2
1
k−1 x
2
1 + k−1)(
2k2k1
k−1 x
2
1 − k−2( 2k1k−1 x21 + x1 + 1))
8k1x1 + k−1
(6.3)
für 0 ≤ x1 ≤ min
{
c,
√
k−1c
2k1
}
.
Im (nicht transformierten) Ausgangssystem stellt die c3-Komponente ein erstes
Integral des schnellen Systems dar, daher können Anfangswerte auf der Slow Ma-
nifold ihrer (nicht rationalen) Parametrisierung in der Variable c2 abgelesen wer-
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den. Zu einem Anfangswert (γ2,γ3)T ∈ K hinreichend nahe der Slow Manifold
M, ist (
γ2,−γ2 + c− 12
√
k−1
k1
γ2
)T
∈ M
ein Startwert für die reduzierte Gleichung (6.2). Die Vorschrift x1 = c − c2 − c3
liefert den Anfangswert für die parametrisierte Darstellung (6.3) der eindimensio-
nalen Gleichung
x1(0) =
1
2
√
k−1
k1
γ2.
Für die relativ einfachen Reaktionsgleichungen kann die reduzierte Gleichung
natürlich auch mit anderen Methoden [LO09] berechnet werden. Das Beispiel zeigt
die einfache Anwendbarkeit der Reduktionsformel 2.1.4. Aufgrund der speziellen
Struktur der Slow Manifold kann eine geschlossene Darstellung in einer Variablen
mit rationaler rechter Seite angegeben werden.
6.2 kommunizierende schleimpilze
Im vorliegenden Abschnitt wird ein Anwendungsbeispiel von Stiefenhofer [Sti98]
vorgestellt, zur Berechnung eines reduzierten Modells der biochemischen Kom-
munikation von Schleimpilzen. Mit der in 3.2 vorgestellten Reduktionsmethode
berechnet Stiefenhofer eine reduzierte Gleichung [Sti98, S. 603-604]. Mit Satz 2.1.4
und unter Nutzung einer Parametrisierung der Slow Manifold, stellen wir die
zweidimensionale reduzierte Gleichung explizit in zwei Variablen dar, wobei wir
auf die vereinfachte Wahl der Ratenkonstanten in [Sti98] verzichten. Ferner zeigen
wir, Stiefenhofers Annahme konstanter Substratkonzentration ist für die Anwen-
dung der Tikhonov-Fenichel-Reduktion nicht notwendig.
Der Dictyostelium discoideum stellt einen bekannten biologischen Modellorganis-
mus dar. Im Zuge verschiedener Entwicklungsstadien tritt diese Schleimpilzgat-
tung als Einzeller wie auch als Vielzeller auf. Die Kommunikation durch zykli-
sches Ausscheiden und Aufnehmen des Adenosinmonophosphats (cAMP) ermög-
licht die Bildung multizellulärer Amöben.
Ein vereinfachtes Reaktionsschema dieser Vorgänge wird in [Sti98, S. 600-605]
diskutiert. Das cAMP wird mit P bezeichnet und das Substrat Adenosintriphos-
phat (ATP) mit S. Zwei Transmembranrezeptoren D und R sind fähig cAMP zu
binden, D und R kennzeichnen ihre gebundenen Zustände. Der gebundene Zu-
stand R ist in der Lage, Substrat S zu aktivieren und somit die Bildung von cAMP
zu ermöglichen, welches aus der Zelle abtransportiert wird. Gleichzeitig sind die
Rezeptoren D und R reversibel ineinander zersetzbar. Inklusive konstanter Zu-
und Abfuhr von cAMP, werden die chemischen Abläufe beim zyklischen cAMP-
Austausch von Stiefenhofer durch folgendes Reaktionsschema beschrieben
D
εk1

εk−1
R S + R εk2⇀ P + R εk3⇀ P
εk−3
⇀
D
k4

k−4
D + 2P R
k5

k−5
R + 2P.
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Stiefenhofer wendet die Tikhonov-Fenichel-Reduktion unter der Annahme an, die
Bindung des cAMP an die Membranrezeptoren verlaufe schnell gegenüber den
übrigen Teilreaktionen [Sti98, Gl. (3.3)]. Die QSS-Annahme wird mit dem kleinen
Parameter ε ≥ 0 in den Ratenkonstanten der langsamen Teilreaktionen modelliert.
Die hohe Konzentration des Substrats ATP betrachtet Stiefenhofer als konstant
und definiert s(t) = S > 0 [Sti98, S. 601 oben]. Diese Annahme führt auf ein
vierdimensionales System von Reaktionsgleichungen
p˙ = −2k4dp2 + 2k−4(c− d− r− r)− 2k5rp2
+2k−5r + εk3 − εk−3 p + εk2Sr
d˙ = −k4dp2 + k−4(c− d− r− r)− εk1d + εk−1r
r˙ = −k5rp2 + k−5r + εk1d− εk−1r
r˙ = k5rp2 − k−5r
in der Variablen (p, d, r, r)T ∈ R4+. Das lineare erste Integral d = c− d− r − r ist
substituiert worden für eine von den Anfangswerten abhängige Konstante c ≥ 0.
Ferner definiert Stiefenhofer die Ratenkonstanten k1 = k−1 = ε1, k3 = ν, k−4 = k
und k2 = k−3 = k4 = k5 = k−1 = 1. Er leitet ein zweidimensionales reduziertes
System her, welches er in den Konzentrationen p, r und d präsentiert [Sti98, Gl.
(3.9)]. Die Reduktionsformel in Satz 2.1.4 kann für den allgemeineren Fall beliebi-
ger Ratenkonstanten angewendet werden, wie auch in [GW13, Ex. 8] gezeigt wird.
Mit den Definitionen
µ((p, d, r, r)T) :=
(
−k5rp2 + k−5r
−k4dp2 + k−4(c− d− r− r)
)
, P :=

2 2
0 1
1 0
−1 0
 ,
h(1)((p, d, r, r)T) :=

k3 − k−3 p + k2Sr
−k1d + k−1r
k1d− k−1r
0

drücken wir die Reaktionsgleichungen aus in der Form
˙
p
d
r
r
 = P · µ((p, d, r, r)T) + εh(1)((p, d, r, r)T), (p, d, r, r)T ∈ R4+. (6.4)
Die Matrix P hat vollen Rang 2 und µ verschwindet genau auf der stationären
Mannigfaltigkeit des schnellen Systems. Satz 2.1.4 folgend berechnen wir
Dµ((p, d, r, r)T) =
(
−2k5rp 0 −k5 p2 k−5
−2k4dp −k4 p2 − k−4 −k−4 −k−4
)
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und
A((p, d, r, r)T) := Dµ((p, d, r, r)T) · P
=
(
−k5 p(p + 4r)− k−5 −4k5 pr
−4k4 pd −k4 p(p + 4d)− k−4
)
.
Mit Kenntnis ihrer Determinante
det A((p, d, r, r)T) = k4k5 p4 + 4k4k5(r + d)p3 + (k5k−4 + k−5k4)p2
+4(k5k−4r + k−5k4d)p + k−5k−4
kann die Inverse von A abgelesen werden. Die Matrix A((p, d, r, r)T) besitzt ein
negatives Spektrum für alle (p, d, r, r)T ∈ R4+ aufgrund ihrer negativen Spur und
positiven Determinante. Es existiert eine Tikhonov-Fenichel-Reduktion auf die at-
traktive Slow Manifold M := V(µ) ∩R4+, welche Bemerkung 2.1.5 zufolge positiv
invariant ist. Die reduzierte Gleichung ist definiert durch
˙
p
d
r
r
 = 1det A

N1
N2
N3
N4
 (6.5)
mit den Polynomen
N1 := −k−3 p5k5k4 + k5k4 (k2Sr + k3) p4 − k−3 (k−5k4 + k−4k5) p3
+ (−k−4k5 + k−5k4)
(
(2 k1d− 2 k−1r) + (k−5k4 + k−4k5)
(Sk2r + k3
)
)p2 − k−3k−5k−4 p + k−5k−4(k3 + k2Sr),
N2 := 2 k4dp4k5k−3 + (−2 k3k5k4 − 2 k2Sr k5k4) dp3 +
((
2 k4k−5k−3
−k5k−4k1
)
d + k5k−4k−1r
)
p2 +
(− 4 k1d2k4k−5 + ((− 4 k5k−4k1
+4 k−1k4k−5
)
r− 2 k4k−5k2Sr− 2 k4k−5k3
)
d + k−4k54 k−1r2
)
p
+k−5k−4(−k1d + k−1r),
N3 := 2 k5rp4k4k−3 − 2 ( k3k5k4 + k2Sr k5k4) rp3 +
(
k−5k4k1d
+
(
2 k5k−4k−3 − k−1k4k−5
)
r
)
p2 +
(
4 k1d2k4k−5 + 4
(− k−1k4k−5
+ k5k−4k1
)
rd− 4 k−1r2k−4k5 − 2k5k−4
(
k3 + k2Sr
)
r
)
p
+k−5k−4(k1d− k−1r),
N4 := (k5k4(k1d− (k−1 + 2 k−3) r)) p4 +
(
2 k5k4
(
2k1d2 − 2k−1r2
+2
(− k−1 + k1)rd + (k2Sr + k3) r))p3 + k5k−4(k1d
−(k−1 + 2 k−3)r)p2 + (2 k5k−4(k2Sr + k3)) rp.
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Die Gleichungen der Slow Manifold können zum Beispiel auf folgende Weise auf-
gelöst werden, es gilt
M =
{
(p, d, r, r)T ∈ R4+; r =
k−5(−k4dp2 + k−4(c− d))
k−4(k−5 + k5 p2)
,
r =
k5 p2(−k4dp2 + k−4(c− d))
k−4(k−5 + k5 p2)
}
.
(6.6)
Wir nutzen diese Parametrisierung für eine geschlossene Darstellung der reduzier-
ten Dynamik in zwei Variablen
p˙ =
N˜1
Q˜
d˙ =
N˜2
Q˜
, p, d ∈W,
auf einer geeigneten positiv invarianten Menge W ⊂ R2+, welche aus der Parame-
trisierungsvoschrift bestimmt werden kann. Die Zähler- und Nennerterme lauten
N˜1 := −p10Sdk53k42k2 − p9k53k4 k−4 k−3 + p8k25k4(cSk5k−4k2
−2Sdk5k−4k2 − 2Sdk−5k4k2 + k−4k3) + p7k25k−4k−3(−k5k−4
−3k−5 k4) + p6(cSk53k−42k2 + 2 cSk52k−5 k4 k−4 k2
−Sdk53k−42k2 − 4 Sdk52k−5 k4 k−4 k2 − Sdk5 k−52k42k2+
3 k52k−5 k4 k−4 k3 − 2 dk53k−42k1 + 2 dk52k−5 k4 k−4 k1
−2 dk52k−5 k4 k−4 k−1 + 2 dk5 k−52k42k−1 + k53k−42k3)
−3p5k5k−5k−4k−3(k5 k−4 + k−5k4) + p4k−5(2 cSk52k−42k2
+cSk5 k−5k4 k−4 k2 − 2 Sdk52k−42k2 − 2 Sdk5 k−5k4 k−4 k2
+2 ck52k−42k−1 − 2 ck5 k−5k4 k−4 k−1 − 4 dk52k−42k1
−2 dk52k−42k−1 + 4 dk5 k−5k4 k−4 k1 + 2 dk−52k42k−1
+3 k5 k−5k4 k−4 k3)− k2−5k−4k−3 p3(3 k5k−4 + k−5k4)
+p2k−4(cSk5 k−52k−4k2 + 3 k52k−5 k−4k3 − Sdk5 k−52k−4k2
+2 ck5 k−52k−4k−1 − 2 ck−53k4 k−1 − 2 dk5 k−52k−4k1
−2 dk5 k−52k−4k−1 + 2 dk−53k4 k1 + 2 dk−53k4 k−1
+3 k5 k−52k−4k3 + k−53k4 k3)− pk−53k−42k−3 + k−53k−42k3,
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N˜2 := p9(2 Sd2k53k42k2) + p8(2 dk53k4 k−4 k−3) + 2p7k25k4(−cSdk5k−4 k2
+Sd2k5k−4 k2 + 2 Sd2k−5k4k2 − dk5k−4 k3) + p6k25k−4(−dk5k−4k1
+6 dk−5 k4 k−3 − dk−5 k4 k−1) + p5k5k−5k4(−6 dk5k−4 k3
−4 cSdk5 k−4 k2 + 4 Sd2k5 k−4 k2 + 2 Sd2k−5k4k2) + p4k5k−5k−4·
(ck5k−4k−1 − 3 dk5 k−4k1 − dk5k−4k−1 + 6 dk−5k4 k−3
−2 d k−5k4 k−1) + 2p3dk−5(4 dk52 k−42k1 − 4 dk5 k−5k4 k−4 k1
+4 dk5 k−5k4 k−4 k−1 − 4 dk−52k42k−1 − 6k5 k−5k4 k−4 k3
−2 cSk5 k−5k4 k−4 k2 + 2 Sdk5 k−5k4 k−4 k2 − 4 ck52k−42k1
−4 ck5 k−5k4 k−4 k−1) + p2k2−5k−4(2 ck5 k−4k−1 − 3 dk5 k−4k1
−2 dk5 k−4k−1 + 2 dk−5k4 k−3 − dk−5k4 k−1) + pk2−5k−4·
(4 c2k5 k−4k−1 − 4 cdk5 k−4k1 − 8 cdk5 k−4k−1 + 4 cdk−5k4 k−1
+4 d2k5 k−4k1 + 4 d2k5 k−4k−1 − 4 d2k−5k4 k1 − 4 d2k−5k4 k−1
−2 dk−5k4 k3) + k−53k−42(ck−1 − d(k1 + k−1))
und
Q˜ :=
(
p2k5 + k−5
)(
p6k52k4 k−4 + 4p5dk5k4(k5k−4 − k−5 k4)
+p4k5k−4(k5k−4 + 2 k−5 k4) + p3(4 ck5 k−5 k4 k−4)
+p2(2 k5 k−5 k−42 + k−52k4 k−4) + 4pk−5k−4(ck5 k−4
−d k5 k−4 + dk−5k4) + k−52k−42
)
.
Wie in Abschnitt 3.2 erläutert, benötigt die Reduktionsformel von Stiefenhofer
(3.6) eine Parametrisierung der Slow Manifold. Stiefenhofer schreibt die reduzier-
te Reaktionsgleichung in der Systemvariable (p, r, d)T [Sti98, Gl. (3.8) und (3.9)].
Er bewahrt die stöchiometrische Erhaltungsgröße des Ausgangssystems, was die
Parametrisierung vereinfacht. Für die Anwendung der Reduktionsformel (3.6) von
Stiefenhofer [Sti98, Gl. (2.13)] braucht man das lineare erste Integral nicht zu er-
setzen, denn es wird keine entsprechende Rangbedingung gestellt. Tatsächlich be-
sitzt die Slow Manifold Dimension zwei. Stiefenhofers Ergebnis wird durch den
invarianten stöchiometrischen Unterraum ergänzt, durch dessen Substitution Stie-
fenhofers Resultat eine geschlossene zweidimensionale Darstellung liefert.
Die getroffene Annahme einer konstanten Substratkonzentration ist für die Exis-
tenz einer Tikhonov-Fenichel-Reduktion nicht notwendig. Wir werden nun eine
reduzierte Gleichung für eine zeitlich variable Substratkonzentration s berechnen.
Das Substrat ist nur an den schnellen Teilreaktionen beteiligt, das bedeutet die
zusätzliche Variable s beeinflusst nur den Störungsterm erster Ordnung.
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Für die erweiterte Systemvariable (x, s)T = (p, d, r, r, s)T ergänzen wir die Glei-
chungen durch den Eintrag s˙ = −εk2sr =: g((x, s)T) und ersetzen in den anderen
Gleichungen S durch s. Wir erhalten die Reaktionsgleichungen
˙(
x
s
)
=
(
P
0
)
µ((x, s)T) +
(
h(1)((x, s)T)
g((x, s)T)
)
. (6.7)
Hierbei wird die Zerlegung von h(0) = P · µ übertragen, indem P um eine Null-
zeile ergänzt wird. Die Funktionalmatrix Dµ erweitert sich um eine Nullspalte,
wohingegen die zu invertierende Matrix
A =
(
Dµ 0
)
·
(
P
0
)
der Größe 2× 2 unverändert ist. Getreu Satz 2.1.4 ist die Tikhonov-Fenichel-Re-
duktion auf die dreidimensionale Varietät V(h(0)) definiert durch
˙(
x
s
)
=
(
h(1)
g
)
−
(
P
0
)
A−1
(
Dµ 0
)(h(1)
g
)
=
((
I4 − PA−1Dµ
)
h(1)
g
)
,
sodass keine weitere Rechnung erforderlich ist. Die Gleichungen der ersten vier
Komponenten sind in (6.5) gegeben, jetzt variabel in S := s. Insbesondere über-
trägt sich die Attraktivität der Slow Manifold M˜ := V(µ)∩R5+, da mit A die nicht
trivialen Eigenwerte von Dh(0) identisch sind. Ebenfalls kann die Parametrisierung
der Slow Manifold
M =
{
(p, d, r, r, s)T ∈ R5+; r =
k−5(−k4dp2 + k−4(c− d))
k−4(k−5 + k5 p2)
,
r =
k5 p2(−k4dp2 + k−4(c− d))
k−4(k−5 + k5 p2)
}
,
aus (6.6) übernommen und eine geschlossene Präsentation in drei Variablen
p˙ =
N˜1
Q˜
d˙ =
N˜2
Q˜
s˙ = −εk2s k5 p
2(−k4dp2 + k−4(c− d))
k−4(k−5 + k5 p2)
, (p, d, s)T ∈W ×R+,
gefolgert werden. Beim Rechnen entsteht praktisch kein Mehraufwand für die er-
weiterte Systemvariable. Sicher gewährt die Reduktion auf Dimension zwei von
Stiefenhofer mehr Einblick in das qualitative Lösungsverhalten, beispielsweise un-
ter Heranziehung der Poincaré-Bendixson-Theorie.
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Wir schließen mit einer Bemerkung zu den Anfangswerten der reduzierten Glei-
chungen. Wie in Abschnitt 2 2.3 analysiert, hängen diese nur von dem langsamen
Teilsystem h(0) ab. Daher können die Systeme konstanter und variabler Substrat-
konzentration gemeinsam diskutiert werden. Da die s-Komponente von h(0) im
fünfdimensionalen System mit zusätzlicher Variable s verschwindet, bildet diese
ein erstes Integral von h(0). Es gibt zwei weitere unabhängige erste Integrale, die
für konstante und variable Substratkonzentration identisch und im fünfdimensio-
nalen Modell unabhängig von der Komponente s sind. Im Modell mit Variable
s wird einem beliebigen Anfangswert ein Anfangswert auf der Slow Manifold
zugeschrieben, indem die s Komponente festgehalten wird und die übrigen Kom-
ponenten dem vierdimensionalen System entnommen werden.
Im vierdimensionalen System besitzt die schnelle Gleichung h(0) genau zwei un-
abhängige erste Integrale r + r und p− 2(d + r). Es bezeichne (pi, δ, ρ, ρ)T ∈ R4+
einen Startwert im Einzugsgebiet der reduzierten Gleichung. Der zugehörige An-
fangswert (pi∗, δ∗, ρ∗, ρ∗)T ∈ R4+ der Tikhonov-Fenichel-Reduktion wird bestimmt
durch die Konstanz der ersten Integrale und die Gleichungen der Slow Manifold.
Gesucht ist eine Lösung (p, d, r, r)T = (pi∗, δ∗, ρ∗, ρ∗)T ∈ R4+ des kubischen Glei-
chungssystems
r + r− ρ− ρ = 0
p− 2(d + r)− pi + 2(δ+ ρ) = 0
−k5rp2 + k−5r = 0
−k4dp2 + k−4(c− (d + r + r)) = 0.
Die Gleichungen lassen sich explizit nach der Größe (p, d, r, r)T auflösen. Sie besit-
zen genau eine Lösung in R4+, wobei man handhabbare Ausdrücke erhält sobald
man an konkreten Parameter- bzw. Anfangswerten interessiert ist. Für beliebige
Systemparameter verzichten wir auf eine explizte Angabe der Lösung.
Im Wesentlichen wurde die Reduktion in [Sti98] hinsichtlich zweier Aspekte er-
weitert. Zum einen wurden beliebige Ratenkonstanten zugelassen, zum anderen
wurde eine Modellergänzung mit zeitlich variabler Substratkonzentration betrach-
tet.
6.3 ein modell zum maltosetransport
Inhalt dieses Abschnittes sind die reduzierten Reaktionsgleichungen eines bioche-
mischen Maltosetransportmodells, welches in [Sti98] zu finden ist mit einer QSS-
Annahme für Reaktionen. Während Stiefenhofer nur die schnelle Anfangsphase
analysiert, gelingt eine explizite Angabe der eindimensionalen reduzierten Glei-
chung mit Satz 2.1.4. Ohne eine parametrisierte Darstellung kann das qualitative
Lösungsverhalten der reduzierten Gleichung erschlossen werden.
Stiefenhofer [Sti98] betrachtet ein bindeproteinabhängiges Maltosetransportmo-
dell basierend auf der selektiven Permeabilität einer Biomembran. Um eine Zell-
membran passieren zu können, werden Maltosemoleküle X zunächst von einem
Protein Z gebunden, dem sogenannten Bindeprotein. Der gebundene Maltosepro-
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teinkomplex Y1 ist in der Lage mit Membranrezeptoren R zu reagieren. Hierdurch
wird der Maltosetransport ermöglicht, modelliert durch den Zerfall E1 des entstan-
denden Komplexes Y2. Das Symbol Xi präsentiert Maltosemoleküle im Zellinne-
ren. Soweit beschreiben die Vorgänge ein Standardtransportmodell bindeprotein-
abhängiger Transportprozesse und werden durch folgendes Netzwerk dargestellt
E1 : Y2
k1⇀ R + Z + Xi E2 : Z + X
k2

k−2
Y1
E3 : Y1 + R
k3

k−3
Y2.
Unter der Annahme, Proteinmoleküle Z und Membranrezeptoren R seien in der
Lage direkt miteinander zu reagieren, wird in [Sti98] eine vierte Teilreaktion be-
trachtet
E4 : Z + R
k4

k−4
Y3.
Mit der Reaktion E4 kann eine beobachtete Abhängigkeit zwischen Transportge-
schwindigkeit und Anfangswerten modelliert werden. Aufgrund von Diffusions-
prozessen kann die Konzentration ungebundender Substratmoleküle im Periplas-
ma einer Zelle als konstant angesehen werden. Bei abgeschlossenen Zellkompar-
timenten, sogenannten Vesikeln, hingegen nimmt diese bei Proteinbindungen ab.
Im letzten Fall kann bei steigender Zahl an Bindeproteinen und konstanter Sub-
stratkonzentration tatsächlich eine Hemmung der anfänglichen Transportrate be-
obachtet werden. Eine Darstellung des Zusammenhangs ist in [GBSB95, S. 171-172]
zu finden.
Stiefenhofer zerlegt das System in schnelle und langsame Teilreaktionen. Er be-
trachtet die Freigabe von Maltose ins Vesikelinnere E1 als langsam verglichen mit
den übrigen Teilprozessen [Sti98, Gl. (4.4)]. Die Einteilung definiert eine kleine Ra-
tenkonstante k1 = ε. Gemäß seiner Leitfrage nach den Startwerten intendiert Stie-
fenhofer nicht die Bestimmung einer reduzierten Gleichung. Hingegen bestimmt
er die projezierten Startwerte auf der Slow Manifold, wie in Abschnitt 2.3 erwähnt.
Mit Hilfe der allgemeinen Reduktionsformel 2.1.4, die keine Parametrisierung
der Slow Manifold benötigt, gelingt an dieser Stelle die Berechnung einer reduzier-
ten Dynamik. Unter Berücksichtigung linearer Erhaltungsgrößen bilden die Re-
aktionsgleichungen ein vierdimensionales System, welches unter dem Tikhonov-
Fenichel-Formalismus auf eine eindimensionale Slow Manifold reduziert wird.
In folgenden Rechnungen beziehen wir uns auf die vereinfachten Ratenkonstan-
ten k2 = k−2 = k3 = k−3 = k4 = k−4 = 1 von Stiefenhofer, um weniger Schreib-
aufwand zu gewähren. Für beliebige Ratenkonstanten kann die Reduktionsformel
2.1.4 analog angewendet werden. Die Anwendung der Reduktionsformel in Satz
2.1.4 führt in diesem Fall auf eine Rechnung in insgesamt 14 Variablen (einschließ-
lich den Parametern; es kann c0 := x0 + ζ0 als eine Variable behandelt werden).
Konkret wurden diese Rechnungen mit Maple ausgeführt; auf eine Darstellung
der parameterabhängigen reduzierten Gleichung muss allerdings aus Übersichts-
gründen verzichtet werden.
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Orientiert an Stiefenhofers Notation, geben wir die Gleichungen der einzelnen
Teilreaktionen an
E1 := −y2 E2 := y1 − zx
E3 := y2 − y1r E4 := y3 − zr
und drücken hierüber die Reaktionsgleichungen aus
x˙ = E2
z˙ = − εE1 + E2 + E4
r˙ = − εE1 + E3 + E4
ξ˙ = − εE1
y˙1 = − E2 + E3
y˙2 = εE1 − E3
y˙3 = − E4
für (x, z, r, ξ, y1, y2, y3)T ∈ R7. Für die Anfangswerte x(0) = x0 > 0, z(0) = z0 > 0,
r(0) = r0 > 0, ξ(0) = ξ0 > 0 sowie y1(0) = y2(0) = y3(0) = 0 von Stiefenhofer
können wir aufgrund der drei linearen ersten Integrale des Systems die Ersetzun-
gen
z = z0 − (y1 + y2 + y3),
r = r0 − (y2 + y3),
x = x0 + ξ0 − ξ − (y1 + y2)
vornehmen und erhalten ein äquivalentes Differentialgleichungssystem in der Va-
riablen x = (ξ, y1, y2, y3)T ∈ R4. Die Annahme einer langsamen Maltosefreigabe
definiert ein schnelles Teilsystem
h(0)(x) =

0
−E2 + E3
−E3
−E4
 ,
wobei das langsame Teilsystem durch E1 beschrieben wird
h(1)(x) =

−E1
0
E1
0
 .
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Eine Zerlegung von h(0) entsprechend Satz 2.1.4 erhalten wir mit den Definitionen
µ(x) :=
E2E3
E4
 =
y1 − (z0 − (y1 + y2 + y3))(x0 + ξ0 − ξ − (y2 + y1))y2 − y1(r0 − (y2 + y3))
y3 − (z0 − (y1 + y2 + y3))(r0 − (y2 + y3))

und
P :=

0 0 0
−1 1 0
0 −1 0
0 0 −1
 .
Offenbar hat P vollen Rang und die Terme h(0) und µ verschwinden gleichzeitig.
Mit der Funktionalmatrix Dµ berechnen wir die Matrix
A(x) := Dµ(x) · P
=
(
ξ−ξ0+2(y1+y2)+y3−(x0+z0+1) 1 ξ−ξ0+y1+y2−x0
−(y2+y3)+r0 −y1+y2+y3−(r0+1) −y1
y2+y3−r0 y1+y2+y3−z0 y1+2y2+2y3−(r0+z0+1)
)
,
deren Invertierbarkeit die Existenz einer formalen Tikhonov-Fenichel-Reduktion
garantiert. Definieren wir
b(x) := Dµ(x) · h(1)(x) =
 y2(ξ − ξ0 + y1 + y2 − x0)−y2(y1 + 1)
y2(y1 + 2(y2 + y3)− (r0 + z0))
 ,
so ist
α(x) =
1
n(x)
 ξ − ξ0 + y1 + y2 − (x0 + 1)ξ − ξ0 + 2(y1 + y2) + y3 − (x0 + z0 + 1)
y2(y1 + y2 + y3 − z0)(y2 + y3 − r0)
 ,
mit dem Nennerpolynom
n(x) = ξ0 − ξ + (y1 + y2 + y3 − z0)(y2 + y3 − r0 − 1)− (y1 + y2) + 1+ x0,
die eindeutige Lösung des linearen Gleichungssystems
A(x)α = b(x), α ∈ R (x)3 .
Wie in 2.1.9 bemerkt, bestimmt h(1) − Pα die Tikhonov-Fenichel-Reduktion. Wir
erhalten die reduzierte eindimensionale Gleichung
ξ˙ = y2
y˙1 =
y2(y1 + y2 + y3 − z0)
n((ξ, y1, y2, y3)T)
y˙2 = −y2 − y2(ξ − ξ0 + 2(y1 + y2) + y3 − (x0 + z0 + 1))n((ξ, y1, y2, y3)T)
y˙3 =
y2((y2 + y3)(y1 + y2 + y3 − r0 − z0) + r0(z0 − y1))
n((ξ, y1, y2, y3)T)
(6.8)
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auf die formale Slow Manifold V(µ) \ V(det A). Aufgrund des Ranges von Dµ
existiert (implizit) eine Parametrisierung der Slow Manifold in Abhängigkeit ei-
ner Variablen, hingegen ist eine explizite Vorschrift nicht ersichtlich. Wie gesagt,
erlaubt die Reduktionsformel 2.1.4 die explizite Angabe einer reduzierten Dyna-
mik in Form rationaler Gleichungen im R4. Hier zeigt sich der Vorteil von Satz
2.1.4, der keine Parametrisierung der Slow Manifold erfordert.
Das Lösungsverhalten der eindimensionalen Gleichung kann qualitativ charak-
terisiert werden. Dazu schränken wir den Definitionsbereich zunächst auf ein che-
misch relevantes Kompaktum ein. Gemäß der Stöchiometrie der Gesamtreaktion,
beschreibt das positiv invariante Kompaktum
Q := {(ξ, y1, y2, y3)T ∈ R4+; y1 + y2 + y3 ≤ z0, y2 + y3 ≤ r0, ξ + y1 + y2 ≤ ξ0 + x0}
den Bereich für die chemische Modellierung. Innerhalb von Q ist die Invertierbar-
keit von A gesichert, denn es gilt
det A(x) = (2(y3 + y2)− z0 − r0 − 1)((ξ0 + x0 − ξ − y1 − y2) + (z0 − y1 − y2 − y3))
+(1+ (r0 − y2 − y3)(z0 − y1 − y2 − y3)).
Folglich ist die Menge K := Q ∩ V(µ) positiv invariant für die reduzierte Glei-
chung. Das System (6.8) ist stationär in genau den Punkten mit verschwindender
y2-Komponente. Setzen wir diese Bedingung in die Gleichungen von V(µ) ein, so
erhalten wir genau zwei stationäre Punkte auf der Slow Manifold
s1 :=
(
ξ0 + x0, 0, 0,
r0 + z0 + 1
2
+
√
(r0 + z0 + 1)2
4
− r0z0
)T
,
s2 :=
(
ξ0 + x0, 0, 0,
r0 + z0 + 1
2
−
√
(r0 + z0 + 1)2
4
− r0z0
)T
.
Für die nichtnegativen Systemparameter gilt tatsächlich s1 6= s2 ∈ R4, denn der
Wurzelausdruck erfüllt (r0 + z0 + 1)2 − 4r0z0 = (r0 − z0)2 + 2(r0 + z0) + 1 > 0.
Sei ci die y3-Komponente des stationären Punktes si, i ∈ {1, 2}. Wie sich leicht
nachrechnen lässt, gelten c1 ≥ z0 und c2 ≤ z0. Wir schließen die Lagebeziehungen
s1 6∈ K und s2 ∈ K, somit gibt es genau einen stationären Punkt in K. Trotz der
Einschränkung auf K bestimmen wir die Stabilität beider Gleichgewichtspunkte.
Es bezeichne g die rechte Seite der reduzierten Dynamik (6.8). Die Linearisierung
von (6.8) in den stationären Punkten ist bestimmt durch
Dg(si) =

0 0 1 0
0 0 ci−z0
(ci−r0−1)(ci−z0)+1 0
0 0 ci−z0
(ci−r0−1)(ci−z0)+1 0
0 0 ci−z0
(ci−r0−1)(ci−z0)+1 0
 , i = 1, 2.
Die Matrix Dg(si) besitzt den dreifachen Eigenwert 0 und den einfachen
λi := − (ci − r0)(ci − z0)(ci − r0 − 1)(ci − z0) + 1 = −
ci
z0 + 1
< 0, i = 1, 2.
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Für letztere Umformung werden die Ausdrücke für ci für i = 1, 2 ersetzt und
entsprechende Terme ausmultipliziert. Wie in Abschnitt 6.1 erläutert, können wir
auf Basis der Normalformtheorie von Bibikov die asymptotische Stabilität beider
stationärer Punkte folgern.
Das qualitative Lösungsverhalten eindimensionaler Gleichungen in R ist ein-
fach. Liegt zwischen dem Startwert einer beliebigen Lösung und einem anziehen-
den stationären Punkt kein weiterer stationärer Punkt, so läuft die Lösung mo-
noton in diesen. Durch lokale Karten überträgt sich dieser Sachverhalt auf die
vorliegende Varietät. Da nur zwei anziehende stationäre Punkte s1 und s2 vorhan-
den sind, müssen diese laut 6.1.1 in unterschiedlichen Zusammenhangskompo-
nenten von V(µ) \ V(detA) liegen. Mit Singular kann eine Zerlegung von V(µ)
in irreduzible Komponenten berechnet werden, in dem eine Primärzerlegung des
Ideals I(V(µ)) bestimmt, und die Radikale der Primärideale gebildet werden. Es
bezeichne
u =
√
(r0 + z0 + 1)2
4
− r0z0
den auftretenden Wurzelterm bei der Bestimmung der stationären Punkte. In-
dem über dem erweiterten Grundring Q[u] gerechnet wird, kann die Zerlegung
für beliebige Parameterwerte angegeben werden. Das bedeutet praktisch, man er-
gänzt das Ideal von µ um das Minimalpolynom von u. Eine irreduzible Zerlegung
V(µ) = W1 ∪W2 kann durch die Erzeuger der Primideale I(W1) und I(W2) dar-
gestellt werden.
Das Ideal I(W1) wird erzeugt von den Polynomen
ω1 = u2 − (r0 + z0 + 1)u + r0z0,
ω2 = y2 + y3 − u,
ω3 = r0(y1 + y2)− y3u + (r0 + z0 + 1)y3 − r0z0,
ω4 = r0z0ξy3 + z0y23u− z0(r0 + z0 + 1)y23 + (x0 + ξ0 − z0 + 1)zu2
+((z0 − 1)(r0 + 1)− (x0 + ξ0)(r0 + z0 + 1))y3u
+((r0 + z0 + 1)2 + r0z0)u− r0z0(r0 + z0 + 1)− (r0 + z0 + 1)u2
über Q[u] beziehungsweise mit Rücksubsititution von u =
√
(r0+z0+1)2
4 − r0z0 über
Q. Es gilt ωi(p1) = 0 für 1 ≤ i ≤ 4, das heißt der stationäre Punkt p1 liegt in W1.
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Analog geben wir das Ideal I(W2) an in Form von Erzeugerpolynomen
ω5 = u2 − (r0 + z0 + 1)u + r0z0,
ω6 = y2 + y3 + u− (r0 + z0 + 1),
ω7 = r0(y1 + y2) + y3u− r0z0,
ω8 = r0z0ξy3 − z0y23u + (x0 + ξ0 − z0 + 1)zu2 + (−(x0 + ξ0)·
(r0 + z0 + 1) + (z0 − 1)(r0 + 1))y3u + ((r0 + z0 + 1)2 − r0z0)u
−(r0 + z0 + 1)u2.
Der stationäre Punkt p2 liegt in W2. Wie schnell nachgerechnet werden kann, gel-
ten ωi(p2) = 0 für 5 ≤ i ≤ 8.
Chemisch interessante Definitionsbereiche sind durch W1 ∩ K und W2 ∩ K ge-
geben, somit also kompakt und positiv invariant. Wie in 6.1.1 bemerkt, kann das
Langzeitverhalten von Lösungen charakterisiert werden. Die Menge W1 enthält
nur den stationären Punkt p1 6∈ K. Angenommen K ∩W1 6= ∅, so entspricht die
Omega-Limesmenge einer Lösung in W1 ∩ K einer geschlossenen Lösungsbahn.
Lösungen in W2 ∩ K konvergieren gegen den stationären Zustand s1 oder ihre
Omegalimesmenge ist eine geschlossene Lösungsbahn.
Ausgangspunkt für die Phasenraumanalyse ist die Darstellung der reduzier-
ten Dynamik im vierdimensionalen Grundraum mit rationaler rechter Seite. Eine
Reduktion des Modells mit den Methoden von Fenichel und Stiefenhofer ist ver-
mutlich nicht möglich. Wenn doch, muss eine Parametrisierung der Varietät von
µ vorausgehen.

7
A N W E N D U N G E N I I I : R E A K T I O N S - D I F F U S I O N S S Y S T E M E
Eine Beschreibung chemischer Reaktionen durch gewöhnliche Differentialgleichun-
gen beruht auf der Annahme räumlich konstanter Konzentrationen. Können räum-
liche Inhomogenitäten nicht vernachlässigt werden, so sind unter anderem Diffu-
sionsprozesse zu berücksichtigen, welche durch partielle Differentialgleichungen
modelliert werden. Für partielle Differentialgleichungssysteme existiert kein Re-
duktionssatz ähnlich dem von Tikhonov für gewöhnliche Differentialgleichungen.
Bothe und Hilhorst [BH03] sowie Bothe und Pierre [BPR12] gelingt die Reduktion
von Reaktions-Diffusionsprozessen jeweils für eine QSS-Einteilung mit linearen
schnellen Reaktionen. In [KKK+07] wird eine Reduktion mit kleinem Parameter
e0
s0
für Diffusionsterme im Michaelis-Menten-Modell diskutiert. Im vorliegenden
Kapitel werden Reaktions-Diffusionssysteme einer einfachen Komplexbildung be-
trachtet, in denen Reaktions- und Diffusionsprozesse auf verschiedenen Zeitskalen
erfolgen. Mittels räumlicher Diskretisierung werden partielle Systeme durch ge-
wöhnliche Differentialgleichungen approximiert, für die eine Tikhonov-Fenichel-
Reduktion untersucht werden kann. Während die Konvergenz auf der Ebene der
gewöhnlichen Gleichungen durch die Theorie von Tikhonov gesichert ist, sind
Konvergenzaussagen für die Lösungen der partiellen Gleichungen im Allgemei-
nen nur sehr aufwändig zu treffen, wie in [BH03] und [BPR12] zu sehen. Hier wird
ein heuristischer Ansatz verfolgt. Es werden reduzierte diskretisierte Gleichungen
berechnet, welche in günstigen Fällen auf ein partielles System schließen lassen.
Betrachtet werden drei verschiedene Situationen, die Reaktormodelle und QSS-
Annahmen betreffend. In diesen Beispielen entspricht die reduzierte diskretisierte
Gleichung ebenfalls der räumlichen Diskretisierung einer partiellen Differential-
gleichung niedrigerer Dimension. Ohne den Anspruch, Konvergenzaussagen für
partielle Differentialgleichungssysteme zu treffen, verstehen wir das Ergebnis als
Kandidaten für eine reduzierte partielle Differentialgleichung.
Es sei eine reversible Komplexbildung
S + P
k+

k−
C (7.1)
der Spezies S, P und C mit Ratenkonstanten k−, k+ ∈ R+ gegeben. Gleichzei-
tig liege ein kontinuierlicher Konzentrationsausgleich durch Teilchendiffusion vor.
Das Reaktions-Diffusionssystem wird beschrieben durch die Stoffkonzentrationen,
welche als Funktionen in der Zeit t und einer Ortsvariablen r bestimmt sind durch
die Lösungen einer partiellen Differentialgleichung. Ein Standardverfahren für
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die Diskretisierung einer partiellen Differentialgleichung ist die Finite-Differenzen-
Methode. Es wird eine räumliche Diskretisierung vorgenommen, sodass Konzen-
trationen innerhalb eines Raumelements als räumlich konstant angesehen werden.
Die Diskretisierung ist abhängig vom Reaktor und seinen Randbedingungen. Für
die diskretisierten Diffusionsgleichungen verweisen wir auf Lehrbücher wie etwa
[DR06, S. 52-54, S. 464 ff]. Im Folgenden betrachten wir zwei Situationen, einen
linearen Reaktor mit Neumann-Randbedingungen, wie einen rotationssymmetri-
schen Reaktor mit Dirichlet-Randbedingungen.
Für die Reaktions-Diffusionsprozesse der Komplexbildung werden QSS-Annah-
men untersucht, in denen Reaktions- und Diffusionsprozesse auf unterschiedli-
chen Zeitskalen ablaufen. Wir zeigen, unter der Annahme einer schnellen Reaktion
bei langsamer Diffusion kann für beide Reaktormodelle eine Tikhonov-Fenichel-
Reduktion der diskretisierten Gleichungen berechnet werden. Die Slow Manifold
ist dadurch bestimmt, dass die Reaktion in jedem Raumsegment im Gleichgewicht
ist. In beiden Fällen lässt sich den Ergebnissen eine partielle Gleichung zuordnen,
für welche sich die Gleichgewichtspunkte der Reaktion als zeitlich invariante Men-
ge erweisen. Insofern liefert die Heuristik einen sinnvollen Kandidaten für eine
Reduktion des partiellen Ausgangssystems. In Abschnitt 7.3 wird die Einteilung
in schnelle Diffusion und langsame Reaktion im linearen Reaktormodell diskutiert.
Auch hier ist das heuristische Vorgehen zielführend.
7.1 schnelle reaktion im linearen reaktor
Zunächst liege ein eindimensionaler linearer Reaktor der Länge L mit Neumann-
Randbedingungen, das heißt mit für die Teilchendiffusion undurchlässigen Rän-
dern, vor. Die Diffusions-Reaktionsprozesse (7.1) modelliert werden durch das par-
tielle System
∂s
∂t
= −k+s(t, r)p(t, r) + k−c(t, r) + Ds ∂
2s
∂r2
∂p
∂t
= −k+s(t, r)p(t, r) + k−c(t, r) + Dp ∂
2 p
∂r2
∂c
∂t
= k+s(t, r)p(t, r)− k−c(t, r) + Dc ∂
2c
∂r2
mit den Randbedingungen
∂s
∂r
|r=0 = ∂s
∂r
|r=L = ∂p
∂r
|r=0 = ∂p
∂r
|r=L = ∂c
∂r
|r=0 = ∂c
∂r
|r=L = 0.
Eine Diskretisierung der Diffusionsterme erfolgt durch die Einteilung des Reak-
tors in n äquidistante Abschnitte der Länge ρ := Ln . Auf jedem Raumelement sind
die Stoffkonzentrationen nur von der Zeit abhängig. Das bedeutet, wir unterschei-
den 3n Reaktanden, deren Reaktionsschema gegeben ist durch
Si + Pi
k+

k−
Ci, 1 ≤ i ≤ n.
Diese n Teilreaktionen werden durch das Massenwirkungsgesetz modelliert. Der
Quotient der Ratenkonstanten definiert die Dissoziationskonstante K := k−k+ .
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Der Diffusionsterm einer chemischen Spezies X mit Konzentration x = x(r, t),
abhängig von Zeit t und Ort r, wird räumlich diskretisiert durch
Dx
∂2x
∂r2
= Dx
x`+1 − 2x` + x`−1
ρ2
mit einer Diffusionskonstanten Dx.
Die Neumann-Randwerte übersetzen sich für die Diskretisierung zu
s1 = s0, p1 = p0, c1 = c0, sn+1 = sn, pn+1 = pn, cn+1 = cn.
Die diskretisierten Reaktionsgleichungen bilden ein 3n-dimensionales System ge-
wöhnlicher Differentialgleichungen
s˙1 = −k+s1 p1 + k−c1 + Ds
ρ2
(s2 − s1)
p˙1 = −k+s1 p1 + k−c1 +
Dp
ρ2
(p2 − p1)
c˙1 = k+s1 p1 − k−c1 + Dc
ρ2
(c2 − c1)
...
s˙` = −k+s`p` + k−c` + Dsρ2 (s`+1 − 2s` + s`−1)
p˙` = −k+s`p` + k−c` +
Dp
ρ2
(p`+1 − 2p` + p`−1)
c˙` = k+s`p` − k−c` + Dcρ2 (c`+1 − 2c` + c`−1)
...
s˙n = −k+sn pn + k−cn + Ds
ρ2
(−sn + sn−1)
p˙n = −k+sn pn + k−cn + Dp
ρ2
(−pn + pn−1)
c˙n = k+sn pn − k−cn + Dc
ρ2
(−cn + cn−1)
(7.2)
für X = (s1, p1, c1, . . . , sn, pn, cn)T ∈ R3n+ .
Eine Quasistationaritätsannahme langsamer Diffusion bei schneller Reaktion
schreibt eine Einteilung der diskretisierten Gleichungen in ein schnelles und ein
langsames Teilsystem vor. Der schnelle Term h(0) besteht genau aus den Reak-
tionstermen, der langsame Term h(1) beschreibt die Diffusion. Die Varietät des
schnellen Terms
V(h(0)) =
{
X = (s1, p1, c1, . . . , sn, pn, cn)T ∈ R3n+ ; Kci = si pi, 1 ≤ i ≤ n
}
,
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ist dadurch bestimmt, dass die Reaktion in allen n Raumsegmenten im Gleichge-
wicht ist. In Abhängigkeit des Reaktionsvektors X ∈ R3n+ , definiere die Matrizen
P := k+

−1 0
−1 0
1 0
0 −1
0 −1
0 1
...
. . .
0 −1
0 −1
0 1

∈ R3n×n µ(X) :=

s1 p1−Kc1
...
s`p`−Kc`
...
sn pn−Kcn
 ∈ R[X]n,
welche eine Zerlegung h(0)(X) = Pµ(X), X ∈ R3n+ , des schnellen Terms beschrei-
ben, wobei P vollen Rang n besitzt und V(h(0)) = V(µ) gilt. Der Reduktionsvor-
schrift in Satz 2.1.4 folgend, berechnen wir schrittweise die folgenden Terme
Dµ(X) =

p1 s1 −K 0 0 0 ··· ··· 0 0 0
0 0 0 p2 s2 −K
0 0 0 0 0 0
. . .
...
... pn sn −K
 ,
A(X) := (Dµ · P)(X) = k+
 −(p1+s1)−K −(p2+s2)−K . . .
−(pn+sn)−K
 .
Für X ∈ R3n+ besitzt die Matrix A(X) paarweise verschiedene, negative Eigenwerte
λi = −k+(pi + si + K) = −k+(pi + si) − k−, 1 ≤ i ≤ n. Folglich existiert eine
Tikhonov-Fenichel-Reduktion auf die attraktive Untermannigfaltigkeit V(µ)∩R3n+ .
Wir erhalten
(P (DµP)−1 Dµ)(X) =

p1
p1+s1+K
s1
p1+s1+K
−K
p1+s1+K
p1
p1+s1+K
s1
p1+s1+K
−K
p1+s1+K−p1
p1+s1+K
−s1
p1+s1+K
K
p1+s1+K
. . .
pn
pn+sn+K
sn
pn+sn+K
−K
pn+sn+K
pn
pn+sn+K
sn
pn+sn+K
−K
pn+sn+K
−pn
pn+sn+K
−sn
pn+sn+K
K
pn+sn+K

.
Die Multiplikation der Projektionsmatrix
(I3n − P (DµP)−1 Dµ) =

s1+K
p1+s1+K
−s1
p1+s1+K
K
p1+s1+K
−p1
p1+s1+K
p1+K
p1+s1+K
K
p1+s1+K
p1
p1+s1+K
s1
p1+s1+K
s1+p1
p1+s1+K
. . .
sn+1
pn+sn+K
−sn
pn+sn+K
K
pn+sn+K
−pn
pn+sn+K
pn+K
pn+sn+K
K
pn+sn+K
pn
pn+sn+K
sn
pn+sn+K
sn+pn
pn+sn+K

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an die Diffusionsterme liefert das reduzierte System
s˙1 =
Ds(s1 + K)(s2 − s1)− Dps1(p2 − p1) + DcK(c2 − c1)
ρ2(p1 + s1 + K)
p˙1 =
−Ds p1(s2 − s1) + Dp(p1 + K)(p2 − p1) + DcK(c2 − c1)
ρ2(p1 + s1 + K)
c˙1 =
Ds p1(s2 − s1) + Dps1(p2 − p1) + Dc(s1 + p1)(c2 − c1)
ρ2(p1 + s1 + K)
...
s˙` =
Ds(s` + K)(s`+1 − 2s` + s`−1)− Dps`(p`+1 − 2p` + p`−1) + DcK(c`+1 − 2c` + c`−1)
ρ2(p` + s` + K)
p˙` =
−Ds p`(s`+1 − 2s` + s`−1) + Dp(p` + K)(p`+1 − 2p` + p`−1) + DcK(c`+1 − 2c` + c`−1)
ρ2(p` + s` + K)
c˙` =
Ds p`(s`+1 − 2s` + s`−1) + Dps`(p`+1 − 2pl + p`−1) + Dc(s` + p`)(c`+1 − 2c` + c`−1)
ρ2(p` + s` + K)
...
s˙n =
Ds(sn + K)(−sn + sn−1)− Dpsn(−pn + pn−1) + DcK(−cn + cn−1)
ρ2(pn + sn + K)
p˙n =
−Ds pn(−sn + sn−1) + Dp(pn + K)(−pn + pl−1) + DcK(−cn + cn−1)
ρ2(pn + sn + K)
c˙n =
Ds pn(−sn + sn−1) + Dpsn(−pn + pn−1) + Dc(sn + pn)(−cn + cn−1)
ρ2(pn + sn + K)
auf der Slow Manifold V(h(0)) = {X ∈ R3n; Kc` = s`p`, 1 ≤ ` ≤ n}.
Wir stellen fest, der reduzierte Ausdruck entspricht der diskretisierten Variante
der partiellen Differentialgleichung
∂s
∂t
=
Ds(s + K) ∂
2s
∂r2 − Dps
∂2 p
∂r2 + DcK
∂2c
∂r2
p + s + K
∂p
∂t
=
−Ds p ∂2s∂r2 + Dp(p + K)
∂2 p
∂r2 + DcK
∂2c
∂r2
p + s + K
∂c
∂t
=
Ds p ∂
2s
∂r2 + Dps
∂2 p
∂r2 + Dc(s + p)
∂2c
∂r2
p + s + K
(7.3)
zu den Neumann-Randbedingungen
∂s
∂r
|r=0 = ∂s
∂r
|r=L = ∂p
∂r
|r=0 = ∂p
∂r
|r=L = ∂c
∂r
|r=0 = ∂c
∂r
|r=L = 0.
Die Slow Manifold V(h(0)) = {Kc` = s`p`, 1 ≤ ` ≤ n} entspricht im nicht diskreti-
sierten Raum der Menge M∂ =
{
(s, p, c)T ∈ R3+; Kc = sp
}
, welche für Gleichung
(7.3) positiv invariant in der Zeit ist. Das bedeutet, eine Lösung mit Startkurve
(s, p, c)(0, r) ∈ M∂, r ∈ [0, L] ist für alle nichtnegativen Zeiten in der Menge M∂
enthalten. Definiere die Funktion ϕ : R3+ → R, ϕ(s, p, c) = Kc − sp. Die zeitlich
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positive Invarianz ihrer Nullstellenmenge M∂ kann leicht nachgerechnet werden,
es gilt
∂
∂t
(Kc− ps) = K ∂c
∂t
− p∂s
∂t
− s∂p
∂t
=
1
p + s + K
[
Ds
∂2s
∂r2
[Kp− p(s + K) + sp] + Dp ∂
2 p
∂r2
[Ks + ps− s(p + K)] + Dc ∂
2c
∂r2
[K(s + p)− Kp− Ks]
]
= 0.
Wir ersetzen Kc = sp in (7.3) und erhalten auf M∂ das äquivalente System
∂s
∂t
=
Ds(s + K) ∂
2s
∂r2 − Dps
∂2 p
∂r2 + Dc
∂2(sp)
∂r2
p + s + K
∂p
∂t
=
−Ds p ∂2s∂r2 + Dp(p + K)
∂2 p
∂r2 + Dc
∂2(sp)
∂r2
p + s + K
.
Die zeitlich positive Invarianz der Menge M∂ für System (7.3) gibt Anlass, das
Lösungsverhalten der partiellen Ausgangsgleichung und der niederdimensionalen
Gleichung (7.3) zu untersuchen. Insofern liefert obiges Vorgehen einen Kandidaten
für eine reduzierte partielle Gleichung.
Für den Fall linearer Reaktionen, ebenfalls unter einer QSS-Annahme für die
Diffusion, beweisen Bothe und Hilhorst [BH03], dass die niederdimensionale par-
tielle Gleichung tatsächlich ein reduziertes System der Ausgangsgleichung ist. Sie
weisen die Konvergenz der Lösungen der partiellen Ausgangsgleichung gegen die-
jenigen des reduzierten Systems direkt nach. Insbesondere umfasst die Diskussion
auch größere Raumdimensionen. Unter der QSS-Annahme, der Komplexzerfall in
beide Richtungen sei schnell, bestimmen Bothe und Pierre [BPR12] eine Reduk-
tion für die Gleichungen der Michaelis-Menten-Reaktion. Die Teilreaktionen für
Substrat- und Produktzerfall bilden zusammen mit den Diffusionsprozessen das
langsame System. Für diese Einteilung, in welcher der für die Reduktion entschei-
dende schnelle Term linear ist, weisen Bothe und Pierre [BPR12] ebenfalls Kon-
vergenzaussagen für die partiellen Systeme nach. Wie genannte Arbeiten [BH03],
[BPR12] suggerieren, ist das Nachweisen von Konvergenzeigenschaften partieller
Systeme, insbesondere Nichtlinearer, aufwändig, weshalb wir die Frage an dieser
Stelle vernachlässigen.
Wie gezeigt, liefert obiges Vorgehen eine sinnvolle niederdimensionale partielle
Gleichung, die eine mögliche Reduktion des partiellen Ausgangssystems sugge-
riert. Konvergenzaussagen liegen allerdings nur für die diskretisierten Gleichun-
gen vor. Es stellt sich die Frage, ob andere Reduktionsmethoden für die Diskretisie-
rungen ebenfalls niederdimensionale partielle Systeme nahelegen. Zum Vergleich
betrachten wir die Ad-hoc-Reduktion des diskretisierten gewöhnlichen Systems
(7.2), das heißt wir postulieren die Invarianz der Menge V(h(0)) und substituieren
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die Terme ci, 1 ≤ i ≤ n. Die ad-hoc reduzierte Gleichung entspricht genau den
Diffusionstermen der Variablen si, pi für 1 ≤ i ≤ n. Sie ist linear und lautet
˙(
s
p
)
=
Dsρ2 N 0
0 Dp
ρ2
N
(s
p
)
mit N =

−1 1
1 −2 1
1 −2 1
. . .
1 −1
 (7.4)
in der Variablen (s, p)T = (s1, . . . , sn, p1, . . . , pn)T. Das ad-hoc reduzierte System
(7.4) ist wohldefiniert auf dem positiven Orthanten R2n+ . Es liegt keine Überein-
stimmung mit der Tikhonov-Fenichel-Reduktion auf Seite 113 vor, welche auf der
Slow Manifold in der Variablen (s, p)T ∈ R2n+ ausgedrückt werden kann durch
s˙1 =
Ds(s1 + K)(s2 − s1)− Dps1(p2 − p1) + Dc(s2 p2 − s1 p1)
ρ2(p1 + s1 + K)
p˙1 =
−Ds p1(s2 − s1) + Dp(p1 + K)(p2 − p1) + Dc(s2 p2 − s1 p1)
ρ2(p1 + s1 + K)
...
s˙` =
Ds(s` + K)(s`+1 − 2s` + s`−1)− Dps`(p`+1 − 2p` + p`−1)
ρ2(p` + s` + K)
+
Dc(s`+1 p`+1 − 2s`p` + s`−1 p`−1)
ρ2(p` + s` + K)
p˙` =
−Ds p`(s`+1 − 2s` + s`−1) + Dp(p` + K)(p`+1 − 2p` + p`−1)
ρ2(p` + s` + K)
+
Dc(s`+1 p`+1 − 2s`p` + s`−1 p`−1)
ρ2(p` + s` + K)
...
s˙n =
Ds(sn + K)(−sn + sn−1)− Dpsn(−pn + pn−1)
ρ2(pn + sn + K)
+
Dc(−sn pn + sn−1 pn−1)
ρ2(pn + sn + K)
p˙n =
−Ds pn(−sn + sn−1) + Dp(pn + K)(−pn + pn−1)
ρ2(pn + sn + K)
+
Dc(−sn pn + sn−1 pn−1)
ρ2(pn + sn + K)
für (s1, p1, . . . , sn, pn)T ∈ R2n+ .
Es ist zu sehen, dass die ad-hoc reduzierte Gleichung (7.4) der diskretisierten
Variante der partiellen Gleichung
∂s
∂t
= Ds
∂2s
∂r2
,
∂p
∂t
= Dp
∂2 p
∂r2
,
∂c
∂t
= Dc
∂2c
∂r2
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entspricht, welche genau aus den Diffusionstermen besteht. Die zeitliche Ände-
rung der Funktion ϕ(s, p, c) = Kc− sp längs einer Lösung ist bestimmt durch ihre
zeitliche Lie-Ableitung
L(ϕ) = KDc
∂2c
∂r2
− sDp ∂
2 p
∂r2
− pDs ∂
2s
∂r2
.
Da dieser Ausdruck nicht unabhängig vom Konzentrationsvektor (s, p, c)T ver-
schwindet, ist ϕ nicht zeitlich konstant und wir können keine zeitlich positive
Invarianz der Menge M∂ garantieren. Demnach stellt das Resultat der Ad-hoc-
Methode keinen sinvollen Kandidaten für eine partielle reduzierte Gleichung dar.
7.2 schnelle reaktion im rotationssymmetrischen reaktor
Wie in dem vorausgehenden Abschnitt betrachten wir das Reaktions-Diffusions-
system zur Komplexbildung (7.1) unter der QSS-Annahme einer schnellen Re-
aktion bei langsamer Diffusion. Im Unterschied zu 7.1 liege ein rotationssym-
metrischer Reaktor mit Radius L und Dirichlet-Randbedingungen vor. Randbe-
dingungen nach Dirichlet modellieren einen Reaktor mit durchlässigen Rändern,
an denen sich Diffusionsprozesse ausgleichen. Das bedeutet, die Randkonzen-
trationen sind konstant und positiv. An dieser Stelle ist die Wahl der Dirichlet-
Randbedingungen motiviert durch ein laufendes Kooperationsprojekt mit der Bio-
logie. Im Rahmen einer Modellierung von Reizübertragungen zwischen Synapsen
betrachten Baumgartner, Lax, Walcher (RWTH) ähnliche Situationen. Das System
wird beschrieben durch eine partielle Differentialgleichung
∂s
∂t
= −k+s(t, r)p(t, r) + k−c(t, r) + Ds
(
∂2s
∂r2
+
1
r
∂s
∂r
)
∂p
∂t
= −k+s(t, r)p(t, r) + k−c(t, r) + Dp
(
∂2 p
∂r2
+
1
r
∂p
∂r
)
∂c
∂t
= k+s(t, r)p(t, r)− k−c(t, r) + Dc
(
∂2c
∂r2
+
1
r
∂c
∂r
)
mit den Dirichletschen Randbedingungensp
c
 (t, 0) =
s0p0
c0
 ∈ R3+,
sp
c
 (t, L) =
s
∗
p∗
c∗
 ∈ R3+, t ≥ 0. (7.5)
Wir betrachten nur rotationssymmetrische Lösungen, das heißt Lösungen, die (ne-
ben der Zeit t ≥ 0) nur vom Abstand zum Rotationszentrum 0 ≤ r ≤ L ab-
hängen. Dies hat ein eindimensionales Reaktormodell zur Folge. Eine Einteilung
der Reaktorfläche in n Ringe konstanter Breite ρ := Ln erwirkt eine Diskretisie-
rung in n Raumsegmente, sodass 3n Variablen unterschieden werden. Die Finite-
Differenzen-Methode liefert diskretisierte Diffusionsterme im rotationssymmetri-
schen Modell
Dx
(
∂2x
∂r2
+
1
r
∂x
∂r
)
=
Dx
ρ2
(
`+ 1
`
x`+1 − 2`+ 1` x` + x`−1
)
.
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Für die Diskretisierung übersetzen sich die Randbedingungen zu
s0 = s1, p0 = p1, c0 = c1, sn+1 = s∗, pn+1 = p∗, cn+1 = c∗.
Die Diskretisierung der Reaktionsgleichungen beschreibt ein 3n-dimensionales
System gewöhnlicher Differentialgleichungen
s˙1 = −k+s1 p1 + k−c1 + Ds
ρ2
(2s2 − 2s1)
p˙1 = −k+s1 p1 + k−c1 +
Dp
ρ2
(2p2 − 2p1)
c˙1 = −k+s1 p1 + k−c1 + Dc
ρ2
(2c2 − 2c1)
...
s˙` = −k+s`p` + k−c` + Dsρ2
(
`+ 1
`
s`+1 − 2`+ 1` s` + s`−1
)
p˙` = −k+s`p` + k−c` +
Dp
ρ2
(
`+ 1
`
p`+1 − 2`+ 1` p` + p`−1
)
c˙` = −k+s`p` + k−c` + Dcρ2
(
`+ 1
`
c`+1 − 2`+ 1` c` + c`−1
)
...
s˙n = −k+sn pn + k−cn + Ds
ρ2
(
−2n + 1
n
sn + sn−1
)
+
n + 1
n
Ds
ρ2
s∗
p˙n = −k+sn pn + k−cn + Dp
ρ2
(
−2n + 1
n
pn + pn−1
)
+
n + 1
n
Dp
ρ2
p∗
c˙n = −k+sn pn + k−cn + Dc
ρ2
(
−2n + 1
n
cn + cn−1
)
+
n + 1
n
Dc
ρ2
c∗
in der Variablen X = (s1, p1, c1, . . . sn, pn, cn)T ∈ R3n+ . Wie in 7.1 gesehen, teilt die
QSS-Annahme einer langsamen Diffusion die diskretisierten Gleichungen in ein
schnelles und langsames Teilsystem ein. Das schnelle System h(0), beschrieben
durch die Gleichungen der Reaktion, ist identisch mit demjenigen in Abschnitt
7.1. Insofern existiert eine Tikhonov-Fenichel-Reduktion auf die attraktive Slow
Manifold V(h(0)) = {X ∈ R3n+ ; Kc` = s`p`, 1 ≤ ` ≤ n}, bestimmt durch das
Gleichgewicht aller Teilreaktionen. Die Anwendung der in 7.1 bestimmten Projek-
tionsmatrix
(I3n − P (DµP)−1 Dµ) =

s1+K
p1+s1+K
−s1
p1+s1+K
K
p1+s1+K
−p1
p1+s1+K
p1+K
p1+s1+K
K
p1+s1+K
p1
p1+s1+K
s1
p1+s1+K
s1+p1
p1+s1+K
. . .
sn+K
pn+sn+K
−sn
pn+sn+K
K
pn+sn+K
−pn
pn+sn+K
pn+K
pn+sn+K
K
pn+sn+K
pn
pn+sn+K
sn
pn+sn+K
sn+pn
pn+sn+K

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auf den rotationssymmetrischen Diffusionsterm ergibt die 2n-dimensionale redu-
zierte Gleichung
s˙1 = 2
Ds(s1 + K)(s2 − s1)− Dps1(p2 − p1) + DcK(c2 − c1)
ρ2(p1 + s1 + K)
p˙1 = 2
−Ds p1(s2 − s1) + Dp(p1 + K)(p2 − p1)DcK(c2 − c1)
ρ2(p1 + s1 + K)
c˙1 = 2
Ds p1(s2 − s1) + Dps1(p2 − p1) + Dc(s1 + p1)(c2 − c1)
ρ2(p1 + s1 + K)
...
s˙` =
Ds(s` + K)( `+1` s`+1 − 2`+1` s` + s`−1)− Dps`( `+1` p`+1 − 2`+1` p` + p`−1)
ρ2(p` + s` + K)
+
DcK( `+1` c`+1 − 2`+1` c` + c`−1)
ρ2(p` + s` + K)
p˙` =
−Ds p`( `+1` s`+1 − 2`+1` s` + s`−1) + Dp(p` + K)( `+1` p`+1 − 2`+1` p` + p`−1)
ρ2(p` + s` + K)
+
DcK( `+1` c`+1 − 2`+1` c` + c`−1)
ρ2(p` + s` + K)
c˙` =
Ds p`( `+1` s`+1 − 2`+1` s` + s`−1) + Dps`( `+1` p`+1 − 2`+1` p` + p`−1)
ρ2(p` + s` + K)
+
Dc(s` + p`)( `+1` c`+1 − 2`+1` c` + c`−1)
ρ2(p` + s` + K)
...
s˙n =
Ds(sn + K)( n+1n s
∗ − 2n+1n sn + sn−1)− Dpsn( n+1n p∗ − 2n+1n pn + pn−1)
ρ2(pn + sn + K)
+
DcK( n+1n c
∗ − 2n+1n cn + cn−1)
ρ2(pn + sn + K)
p˙n =
−Ds pn( n+1n s∗ − 2n+1n sn + sn−1) + Dp(pn + K)( n+1n p∗ − 2n+1n pn + pn−1)
ρ2(pn + sn + K)
+
DcK( n+1n c
∗ − 2n+1n cn + cn−1)
ρ2(pn + sn + K)
c˙n =
Ds pn( n+1n s
∗ − 2n+1n sn + sn−1) + Dpsn( n+1n pn+1 − 2n+1n pn + pn−1)
ρ2(pn + sn + K)
+
Dc(sn + pn)( n+1n c
∗ − 2n+1n cn + cn−1)
ρ2(pn + sn + K)
für X = (s1, p1, c1, . . . sn, pn, cn)T ∈ R3n+ ∈ V(h(0)).
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Das reduzierte Modell entspricht der Diskretisierung der partiellen Gleichung
∂s
∂t
=
Ds(s + K)( ∂
2s
∂r2 +
1
r
∂s
∂r )− Dps( ∂
2 p
∂r2 +
1
r
∂p
∂r ) + DcK(
∂2c
∂r2 +
1
r
∂c
∂r )
p + s + K
∂p
∂t
=
−Ds p( ∂2s∂r2 + 1r ∂s∂r ) + Dp(p + K)(
∂2 p
∂r2 +
1
r
∂p
∂r ) + DcK(
∂2c
∂r2 +
1
r
∂c
∂r )
p + s + K
∂c
∂t
=
Ds p( ∂
2s
∂r2 +
1
r
∂s
∂r ) + Dps(
∂2 p
∂r2 +
1
r
∂p
∂r ) + Dc(s + p)(
∂2c
∂r2 +
1
r
∂c
∂r )
p + s + K
(7.6)
mit obigen dirichletschen Randbedingungen. Analog zum linearen Modell in 7.1
rechnen wir die zeitlich positive Invarianz von M∂ = {(s, p, c)T ∈ R3+; Kc = sp}
nach und erhalten
∂
∂t
(Kc− sp) = K ∂c
∂t
− p∂s
∂t
− s∂p
∂t
=
1
p + s + K
[
Ds(
∂2s
∂r2
+
1
r
∂s
∂r
) [Kp− p(s + K) + sp] + Dp(∂
2 p
∂r2
+
1
r
∂p
∂r
)
[Ks + ps− s(p + K)] + Dc(∂
2c
∂r2
+
1
r
∂c
∂r
) [K(s + p)− Kp− Ks]
]
= 0.
Somit ist Gleichung (7.6) zweidimensional und auf M∂ gegeben durch
s˙ =
Ds(s + K)( ∂
2s
∂r2 +
1
r
∂s
∂r )− Dps( ∂
2 p
∂r2 +
1
r
∂p
∂r ) + Dc(
∂2(sp)
∂r2 +
1
r
∂(sp)
∂r )
p + s + K
p˙ =
−Ds p( ∂2s∂r2 + 1r ∂s∂r ) + Dp(p + K)(
∂2 p
∂r2 +
1
r
∂p
∂r ) + Dc(
∂2(sp)
∂r2 +
1
r
∂(sp)
∂r )
p + s + K
.
(7.7)
Konvergenzaussagen für die partiellen Gleichungen bleiben offen. Dennoch stellt
Gleichung (7.6) einen geeigneten Ausgangspunkt für eine Reduktionsuntersuchung
dar.
Wie im vorherigen Abschnitt ausgeführt, kann für das rotationssymmetrische
Modell ebenfalls eine Ad-hoc-Reduktion bestimmt werden. Analoge ad-hoc Be-
rechnungen liefern die Diskretisierung des partiellen Systems
∂s
∂t
= Ds(
∂2s
∂r2
+
1
r
∂s
∂r
)
∂p
∂t
= Dp(
∂2 p
∂r2
+
1
r
∂p
∂r
)
∂c
∂t
= Dc(
∂2c
∂r2
+
1
r
∂c
∂r
),
gegeben durch die rotationssymmetrischen Diffusionsterme, welche offenbar nicht
mit Gleichung (7.6) übereinstimmt. Wie für die Ad-hoc-Variante im Falle des li-
nearen Reaktors verschwindet die Summe Kc˙ + p ∂s∂t + s
∂p
∂t nicht auf M∂ und wir
können keine zeitliche Invarianz folgern. Der Ansatz über die Ad-hoc-Methode
liefert keinen sinnvollen Kandidaten für eine reduzierte Gleichung des partiellen
Ausgangssystems.
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7.3 schnelle diffusion im linearen reaktor
Abschließend wird im vorliegenden Abschnitt die QSS-Annahme modifiziert. Es
sei der lineare Reaktor aus Teil 7.1 gegeben. Wir betrachten das partielle System
aus 7.1 mit Neumann-Randbedingungen für das Reaktions-Diffusionssystem. Es
liege eine QSS-Annahme für die Komplexbildung (7.1) bei schneller Teilchendiffu-
sion vor. Die diskretisierten Reaktionsgleichungen entsprechen genau denjenigen
aus 7.1, wobei wir eine Umsortierung der Variablen vornehmen, indem wir die
Größe X = (s1, . . . , sn, p1, . . . , pn, c1, . . . , cn)T ∈ R3n+ betrachten. In geänderter Sor-
tierung lautet das System
s˙1 = −k+s1 p1 + k−c1 + Ds
ρ2
(s2 − s1)
...
s˙n = −k+sn pn + k−cn + Ds
ρ2
(−sn + sn−1)
p˙1 = −k+s1 p1 + k−c1 +
Dp
ρ2
(p2 − p1)
...
p˙n = −k+sn pn + k−cn + Dp
ρ2
(−pn + pn−1)
c˙1 = k+s1 p1 − k−c1 + Dc
ρ2
(c2 − c1)
...
c˙n = k+sn pn − k−cn + Dc
ρ2
(−cn + cn−1) .
Im Unterschied zu den bisher betrachteten Fällen bilden nun die Diffusionsterme
den schnellen Term, dessen Funktionalmatrix auf eine Bild-Kern-Zerlegung zu
untersuchen ist. Die Diffusionsterme h(0)(X) verschwinden genau auf der Menge
V(h(0)) = {X ∈ R3n+ ; s` = s1, p` = p1, c` = c1, 1 ≤ ` ≤ n} .
Wir berechnen die Jacobimatrix des schnellen Teilsystems
Dh(0) =
1
ρ2
DSD DPD
DCD
 ∈ R3n×3n
mit
D :=

−1 1
1 −2 1
. . . . . . . . .
1 −2 1
1 −1

∈ Rn×n.
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Die Matrix Dh(0) ist eine symmetrische Kompartimentmatrix. Sie besitzt den drei-
fachen Eigenwert 0 und ausschließlich negative nichttriviale Eigenwerte. Dem-
nach existiert eine Tikhonov-Fenichel-Reduktion auf die attraktive Slow Manifold
V(h(0)). Es definiere h(1) ∈ R[X]3n das langsame Teilsystem, das heißt die Reak-
tionsterme. Wir stellen fest, auf der Slow Manifold sind die Komponenten von
h(1)(X) bis auf Vorzeichen identisch. Es gilt
h(1)(X) ∈ Kern Dh(0)(X) für X ∈ V(h(0)).
Als Kernkomponente von h(1)(X) bezüglich
Rn = Kern Dh(0)(X)⊕ Bild Dh(0)(X)
entspricht die reduzierte Gleichung genau dem langsamen Teilsystem
X˙ = h(1)(X), X ∈ V(h(0)).
Die einfache Parametrisierung der Slow Manifold ergibt die reduzierte Glei-
chung
s˙` = −k+s`p` + k−c`
p˙` = −k+s`p` + k−c`
c˙` = k+s`p` − k−c`, 1 ≤ ` ≤ n,
(7.8)
für X ∈ V(µ) = {X ∈ R3n+ ; s` = s1, p` = p1, c` = c1, 1 ≤ ` ≤ n}. Äquivalent
hierzu ist die geschlossene Darstellung
s˙1 = −k+s1 p1 + k−c1
p˙1 = −k+s1 p1 + k−c1
c˙1 = k+s1 p1 − k−c1, s1, p1, c1 ≥ 0.
Die reduzierte diskretisierte Gleichung (7.8) lässt auf eine nicht diskretisierte, par-
tielle Differentialgleichung schließen, gegeben durch
∂s
∂t
= −k+sp + k−c
∂p
∂t
= −k+sp + k−c
∂c
∂t
= k+sp− k−c
(7.9)
mit den obigen Neumann-Randbedingungen.
Unter der QSS-Annahme für die Komplexbildung liefert eine Ad-hoc-Reduktion
des diskretisierten Systems dasselbe Ergebnis wie die Tikhonov-Fenichel-Reduk-
tion, vergleiche Korollar 1.2.15. Das Ergebnis entspricht einer chemisch-intuitiven
Vermutung, dernach bei einer quasistationären Diffusion nur die Reaktionsterme
dominant sind. Ohne Konvergenzaussagen zu treffen, vermuten wir, das System
(7.9) beschreibt die Reaktions-Diffusionsdynamik bei asymptotisch langsamer Dif-
fusion. Jedenfalls stellt Gleichung (7.9) einen sinnvollen Kandidaten für eine parti-
elle reduzierte Gleichung dar.
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Da kein Reduktionssatz für partielle Differentialgleichungssysteme existiert, be-
stehen Reduktionen von Reaktions-Diffusionssystemen in der Literatur aus zwei
Schritten, der Bestimmung eines Kandidaten für eine reduzierte partielle Glei-
chung sowie dem Nachweis von Konvergenzeigenschaften. Die Reduktionen in
der Literatur behandeln QSS-Situationen, in denen der schnelle Term eine relativ
einfache Gestalt besitzt, siehe [BH03], [BPR12], [KKK+07]. Mit der Reduktionsme-
thode aus Kapitel 2 kann das Aufstellen eines Kandidaten, auch für kompliziertere
Systeme leicht umgesetzt werden, wie die oben verfolgte Heuristik zeigt.
Teil II
PA R A M E T E RW E RT E F Ü R ( A S Y M P T O T I S C H E )
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R E D U K T I O N F Ü R A S Y M P T O T I K E N I M PA R A M E T E R R A U M
In Teil I wurde die Berechnung reduzierter Gleichungen untersucht für einen
vorgegebenen kleinen Parameter. Im Folgenden wird die Bestimmung von Stö-
rungstermen für eine Tikhonov-Fenichel-Reduktion thematisiert. Die Bestimmung
kleiner Parameter ist Gegenstand zahlreicher Arbeiten. Abschnitt 8.1 gibt einen
Überblick der bekannten Ansätze, denen weitgehend chemische Überlegungen zu
Grunde liegen. Hier wird ein anderer Ansatz verfolgt. Ziel ist es, systematisch alle
Störungsterme einer Gleichung zu beschreiben, für die eine Tikhonov-Fenichel-
Reduktion existiert. Dies gelingt durch eine Analyse der Existenzvoraussetzungen
für eine Reduktion.
Das Vorgehen basiert auf folgender Idee: Unter dem Tikhonov-Fenichel-Form-
alismus wird ein System reduziert auf eine Untermannigfaltigkeit, die in der Null-
stellenmenge des ungestörten Systems h(0) enthalten ist. Damit eine Slow Manifold
positive Dimension besitzt, muss die Jacobimatrix Dh(0) einen nicht trivialen Kern
haben. Das bedeutet, das gemeinsame Verschwinden des ungestörten Teilsystems
und seiner Funktionaldeterminante auf einer nichtisolierten Menge ist notwendig
für die Existenz einer formalen Tikhonov-Fenichel-Reduktion.
Ausgangspunkt für eine störungstheoretische Reduktion im Sinne von Tikhonov
und Fenichel ist ein Differentialgleichungssystem mit kleinem Parameter. Darun-
ter verstehen wir ein System
x˙ = h(x, ε), x ∈ U ⊂ Rn (offen),
dessen rechte Seite von einem Parameter ε ∈ R abhängt und dessen Verhalten für
ε→ 0 untersucht werden soll. Eine interessante Fragestellung liegt vor, sobald die
rechte Seite eine Singularität in ε = 0 besitzt. Ein System von Reaktionsgleichun-
gen hängt in der Regel von mehreren Parametern ab. In einem System
x˙ = h(x,pi, ε), x ∈ U ⊂ Rn (offen),
dessen rechte Seite von insgesamt m + 1 Parametern pi ∈ Rm und ε ∈ R abhängt,
sprechen wir von einem kleinen Parameter ε, sofern das System für asymptotisch
kleine Werte ε→ 0 betrachtet wird für einen festen Wert pi ∈ Rm. Wie ein Blick in
die Literatur suggeriert, wird oft das Verhalten eines Systems studiert, in dem ein
parameterabhängiger skalarwertiger Term ϑ(pi, ε) verschwindet beziehungsweise
gegen 0 konvergiert. Für eine solche Funktion ϑ fordern wir im Weiteren die lokale
Auflösbarkeit nach mindestens einem der Systemparameter. In jedem Fall interes-
sieren wir uns für Systeme mit kleinem Parameter, sodass für ε = 0 beziehungs-
125
126 reduktion für asymptotiken im parameterraum
weise ϑ = 0 die Voraussetzungen für eine (formale) Tikhonov-Fenichel-Reduktion
erfüllt sind.
In 8.2 entwickeln wir einen systematischen Zugang, um alle Situationen für eine
Tikhonov-Fenichel-Reduktion zu beschreiben. Indes erweitern wir das Verständnis
von kleinen Parametern und betrachten Grenzwerte im höherdimensionalen Para-
meterraum. Wir führen wir den Begriff des Tikhonov-Parameterwertes ein, für
einen Parametersatz pi ∈ Rm, zu dem eine formale Tikhonov-Fenichel-Reduktion
existiert. Die systematische Herangehensweise erlaubt eine Klassifizierung aller
Störungsterme für eine Reduktion.
Es gelingt, Tikhonov-Parameterwerte weitgehend durch polynomielle Gleichun-
gen und Ungleichungen zu beschreiben. Aus dieser Charakterisierung gewinnen
wir praktische Kriterien für ihre Bestimmung. Der Fokus liegt auf der Auswer-
tung notwendiger Bedingungen, mit denen es gelingt, die Störungsterme für ei-
ne Reduktion auf eine überschaubare Anzahl an Möglichkeiten einzuschränken.
Praktisch ist eine punktweise Überprüfung hinreichender Bedingungen zielfüh-
rend. Daneben werden hinreichende Kriterien erarbeitet, deren allgemeine Aus-
wertung allerdings für höherdimensionale Systeme aufwändig wird. In Abschnitt
8.4 zeigen wir eine detaillierte Analyse der Lindemann-Hinsley- und der irreversi-
blen Michaelis-Menten-Gleichungen, bevor komplexere Anwendungen in Kapitel
9 studiert werden.
Des Weiteren beinhaltet Teil 8.5 praktische Kriterien für die Analyse von Tik-
honov-Parameterwerten. Insbesondere sehen wir einen Zusammenhang zwischen
Störungstermen reversibler und irreversibler Systeme.
Das Kapitel schließt mit einer Strukturanalyse von Tikhonov-Parameterwerten
in Abschnitt 8.6.
8.1 eine perspektive von quasistationarität
Die Literatur zur Analyse von Quasistationarität und ihrer Modellierung in Reak-
tionsgleichungen umfasst ein breites Spektrum chemischer Reaktionen, besonders
im Bereich der Enzymkinetik. Eine Vielzahl heuristischer Ansätze führt auf kleine
Parameter und Störungsgrößen, welche eine Anwendung der Theorie von Tikho-
nov und Fenichel erlauben. Die Bestimmung von Störungsgrößen kann auf che-
misch motivierten Analysen oder experimentellen Beobachtungen aufbauen. Mit
Ausnahme von [DR96] sind bekannte Arbeiten chemisch motiviert und basieren
auf einer Analyse quasistationären Verhaltens.
Das Forschungsgebiet der Untersuchung von Quasistationarität und ihrer ma-
thematischen Modellierung besteht seit den 1920er Jahren; der Prototyp für QSS
in chemischen Reaktionen ist die irreversible Michaelis-Menten-Reaktion. Einen
wichtigen Beitrag zur QSS-Analyse stellt der Ansatz von Segel [Seg88] sowie Segel
und Slemrod [SS89] dar. Die Autoren etablieren die Idee, QSS-Annahmen durch
einen kleinen Parameter zu modellieren und störungstheoretische Reduktionsme-
thoden, sprich den Reduktionssatz von Tikhonov, als Grundlage heranzuziehen.
Die Autoren nehmen eine Einteilung der Zeitskala in unterschiedliche Phasen der
Reaktion vor. Ein Vergleich der Dauer von vorstationärer und quasistationärer Pha-
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se resultiert in der Bestimmung eines kleinen Parameters. Im Michaelis-Menten-
Modell zeichnet sich die erste, vorstationäre Phase durch einen geringen Substra-
tabbau aus. Die Annahme konstanter Substratkonzentration s(t) = s0 führt auf ein
lineares Problem, dessen Lösung auf die Dauer tC der vorstationären Phase schlie-
ßen läßt. Die Dauer tS der quasistationären Phase wird über die Änderungsrate
des Substrates geschätzt. Abhängig von den Systemparametern leiten die Auto-
ren konkrete Terme für die Zeitdauer beider Phasen her [SS89, Gl. (13) und (15)].
Ausgehend von der Annahme, die vorstationäre Phase sei kurz, gemessen an der
quasistationären Reaktionsphase, sprich das Verhältnis tCtS sei klein, schließen sie
auf den kleinen Parameter
ε =
e0
s0 + M
mit der Michaelis-Menten-Konstanten M = k−1+k2k1 . Segel und Slemrod bestimmen
eine Tikhonov-Standardform der irreversiblen Michaelis-Menten-Gleichungen mit
dem kleinen Parameter ε [SS89, Gl.(20) und (21)]. Für das reversible Modell lie-
fert der Ansatz, bis auf vernachlässigbare Faktoren, denselben kleinen Parameter
ε [SS89, Gl. (35)]. Das irreversible Modell wird ebenfalls studiert von Heineken,
Tsuchiya und Aris [HTA67]. Für den kleinen Parameter
ε =
e0
s0
wird eine Tikhonov-Standardform in den skalierten Variablen ss0 ,
c
e0
hergeleitet
[HTA67, Gl. (12) und (13)].
Die Methode von Segel und Slemrod, zwischen Reaktionsphasen zu unterschei-
den, wird von verschiedenen Autoren adaptiert. Borghans, de Boer und Segel
[BBS96] betrachten die irreversible Michaelis-Menten-Gleichung mit einer modi-
fizierten QSS-Annahme, der sogenannten „totalen“ QSS-Annahme (TQSS). Hier
wird die transformierte Variable s = s + c betrachtet, welche die Gesamtsubstrat-
konzentration beschreibt. Für die vorstationäre Phase wird ein vernachlässigbarer
Abbau der Größe s postuliert. Eine Abschätzung der Zeitskala, analog zu [Seg88]
und [SS89], führt auf den kleinen Parameter
ε =
k2e0
k1(e0 + s0 + M)2
,
welcher eine schwächere Bedingung darstellt als der Parameter ε = e0s0+M von
Segel und Slemrod für die Standard-QSS-Annahme. Für das reversible Michaelis-
Menten-Modell wird die TQSS-Annahme von Tzafriri und Edelmann [TE03] un-
tersucht. Es wird zwischen geringer und hoher Enzymkonzentration unterschie-
den; mittels komplizierter Abschätzungen werden unterschiedliche Parameterbe-
dingungen gefolgert [TE03, Gl. (2.1.1) und (2.1.2)].
In [SDL04] wird das irreversible Michaelis-Menten-Modell, ergänzt um eine Sub-
stratzufuhr mit konstanter Rate I, untersucht. Die Methode von Segel und Slem-
rod, Zeitdauern für zwei Reaktionsphasen zu schätzen, liefert den kleinen Para-
meter
ε =
e0
s0 + Ŝ + M
, Ŝ =
MI
k2e0
.
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Für skalierte Größen wird in [SDL04, Gl. (3.20)] eine Tikhonov-Standardform her-
geleitet. Davidson und Stoleriu [SD05] erweitern die Quasistationaritätsanalyse
auf ein Modell mit periodischer Substratzufuhr. Eine analoge Betrachtung der
Reaktionszeiten führt auf denselben kleinen Parameter, wenn man I durch die
maximale Substratzufuhr I0 ersetzt [SD05, Gl. (3.3)].
Eine andere heuristische Methode, kleine Parameter zu bestimmen, bietet die
Theorie fast-invarianter Mengen von Nöthen [Nöt08] sowie von Nöthen und Wal-
cher [NW09]. Eine gemeinsame Nullstellenmenge von C1-Funktionen ϕ1, . . . , ϕr ist
fast-invariant bezüglich einer Dynamik, wenn ϕ1, . . . , ϕr näherungsweise konstant
sind, entlang Lösungen der Gleichung. Dies gilt, wenn die Lie-Ableitungen der
Funktionen bezüglich der Dynamik, ausgewertet auf der gemeinsamen Nullstel-
lenmenge, klein sind. Genauer heißt eine kompakte Teilmenge K der Nullstellen
von C1-Funktionen ϕ1, . . . , ϕr : U → R, K ⊂ U, U ⊂ Rn offen, ε-fast-invariant
bezüglich x˙ = f (x) auf U, wenn
|L f (ϕj(x))| ≤ ε · ||gradϕj(x)|| · || f (x)||, x ∈ K, für 1 ≤ j ≤ r
gilt und die Jacobi-Matrix von (ϕ1, . . . , ϕr)T konstanten positiven Rang besitzt, auf
jeder Zusammenhangskomponente einer relativ offenen, dichten Teilmenge von K
[NW09, S. 1343]. Während die Rangbedingung für Reaktionsgleichungen in der
Regel erfüllt ist, wird der normierte Ausdruck für die Lie-Ableitungen
|L f (ϕj(x))|
||gradϕj(x)|| · || f (x)||
in Abhängigkeit der Systemparameter möglichst weitgehend abgeschätzt. Die Ab-
schätzungen resultieren in der Definition eines kleinen Parameters. Interessant
sind fast-invariante Mengen, welche die Änderungsrate einer chemischen Größe
beschreiben. Der gewonnene Parameter modelliert quasistationäres Verhalten die-
ser Größe und stellt einen Ansatzpunkt dar, die Existenz einer Tikhonov-Fenichel-
Reduktion zu untersuchen. Für das irreversible Michaelis-Menten-Modell wird
der kleine Parameter
ε =
e0
M
gefolgert [Nöt08, Bsp. 3.1.16]. Neben der reversiblen Variante kann dieser Ansatz
auch für etwas größere Systeme ausgewertet werden [NW09, 5.1-5.4], [Nöt08, Bsp.
3.1.18-3.1.20].
Im Unterschied zu obigen Arbeiten basiert die Bestimmung eines Störungs-
terms in [DR96] nicht auf chemischen Erwägungen. Vielmehr orientieren Duchêne
und Rouchon sich an den mathematischen Voraussetzungen für eine Tikhonov-
Fenichel-Reduktion. Sie untersuchen die Reduktion eines CO/H2/Luft-Oxidations-
systems. Für die Anwendung der Tikhonov-Fenichel-Theorie ist es notwendig,
dass 0 ein Eigenwert der linearisierten Reaktionsgleichungen ist. Anhand einer
numerischen Analyse der Eigenwerte der Linearisierung, berechnen Duchêne und
Rouchon das Verhältnis von betragskleinsten zu -größten Eigenwerten. Aus der
Bedingung, das berechnete Verhältnis solle möglichst klein sein, schließen sie auf
eine Einteilung der Reaktionsgleichungen in schnelle und langsame Terme für ei-
ne Reduktion [DR96, S. 4667-4669, Tabelle 3 und 4].
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Die erwähnten, allesamt heuristischen Ansätze identifizieren kleine Parameter,
welche quasistationäres Verhalten modellieren. Sie sind als Kandidaten für kleine
Parameter zu einer Tikhonov-Fenichel-Reduktion zu verstehen. Die Anwendbar-
keit Letzterer ist nicht garantiert, aber die QSS-Analyse lässt diese vermuten. Die
Frage, ob eine QSS-Annahme generell auf die Anwendbarkeit von Tikhonov führt,
beschreibt ein interessantes Problem. Solange keine einheitliche präzise Definiti-
on des biologisch vielseitigen Phänomens der Quasistationarität existiert, kann
eine Antwort im Grunde nur negativ sein. Die Voraussetzungen für Tikhonov
und Fenichel bilden die Grundlage vieler Arbeiten, in denen kleine Parameter be-
stimmt werden. Insbesondere gilt dies für die Methode der Phaseneinteilungen
in [Seg88], [SS89], welche auf die Modellierung einer zeitlichen Grenzschicht zwi-
schen kurzer Anfangsphase und langsamer Prozesse abzielt. Hingegen sind die
Argumentationen von Heinrich und Schauer [HS79] nicht direkt auf eine Zeits-
kalenunterscheidung und die Eigenschaften einer Dynamik im Satz von Tikhonov
1.2.1 ausgerichtet. An ein System werden gewisse Invarianzbedingungen für quasi-
stationäres Verhalten gestellt. Für seine Lösungen wird gefordert, dass sie gewisse
Mengen nicht verlassen, beziehungsweise dass nur kleine Abweichungen vorlie-
gen. A priori wird keine Unterscheidung von Zeitskalen gefordert; die Argumen-
tationsgrundlage bildet eine (fast-)inavariante Menge. Insofern legt dieser Ansatz
ein erweitertes Verständnis von Quasistationarität zugrunde, welches nicht grund-
sätzlich auf eine Tikhonov-Fenichel-Reduktion führt. Die Grundidee der Herange-
hensweise von Heinrich und Schauer findet sich im Wesentlichen auch in [Nöt08],
[NW07] und [NW09].
Wenngleich eine Einschränkung von Quasistationarität auf Reaktionsgleichun-
gen, für die eine Tikhonov-Fenichel-Reduktion existiert, aus chemischer Perspekti-
ve zu restriktiv scheint, bietet dies praktische Vorteile. Die Frage, für welche Syste-
me und Parameter der Tikhonov-Fenichel-Formalismus angewendet werden kann,
beschreibt ein mathematisches Problem. Dieses kann exakt gelöst werden, wie wir
im Folgenden zeigen. Es sind keine Heuristiken nötig; für ein parameterabhän-
giges System können wir die Parameterwerte, zu denen eine Tikhonov-Fenichel-
Reduktion existiert, exakt bestimmen. In Teil I wurden bereits zwei hinreichende
Bedingungen für eine Tikhonov-Fenichel-Reduktion erarbeitet.
Im Kontext schneller und langsamer Teilreaktionen, stellt Proposition 2.2.6 hin-
reichende Kriterien für eine Reduktion heraus, abhängig von der Struktur des
schnellen Netzwerks. Hinreichend für eine Tikhonov-Fenichel-Reduktion auf die
Gleichgewichtspunkte der schnellen Reaktionen sind: Die schnelle Reaktion ist
schwach reversibel und besitzt den Defekt 0, zusätzlich ist jeder stationäre Punkt
linear asymptotisch stabil innerhalb seiner Kompatibiltätsklasse.
Für die Modellierung quasistationärer Variablen beinhaltet Satz 4.2.1 eine pas-
sende Aussage. Nehmen die Reaktionsgleichungen die Gestalt in Satz 4.2.1 für
einen Systemparameter ε an, so existiert eine Tikhonov-Fenichel-Reduktion für
den kleinen Parameter ε. Modelliert wird eine QSS-Annahme der Variablen y.
Ziel ist es, die Bedingungen für eine formale Tikhonov-Fenichel-Reduktion sys-
tematisch zu untersuchen. Zuvor erweitern wir das intuitive Verständnis von ei-
nem kleinen Parameter und betrachten Grenzprozesse im mehrdimensionalen Pa-
rameterraum. Im Gegensatz zur Konvergenz einer skalaren Größe gegen 0, unter-
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suchen wir das Verhalten für die Approximation eines Wertes im Parameterraum
entlang beliebiger Richtungen. Infolgedessen können alle Parameterwerte klassi-
fiert werden, in denen eine formale Reduktion existiert.
8.2 störungen im parameterraum und tikhonov-parameterwerte
Wie in Teil I betrachten wir ein parameterabhängiges System, dessen Parameter-
abhängigkeit wir nun explizit formulieren. Wir fassen die Systemparameter als
vektorwertige Variable auf, sodass der Definitionsbereich aller Parametervektoren
eine m-dimensionale Teilmenge Π ⊂ Rm beschreibt, den Parameterraum. Vor dem
Hintergrund einer QSS-Modellierung interessieren wir uns für Störungsterme von
Reaktionsgleichungen, die durch eine Massenwirkungskinetik beschrieben wer-
den. Daher setzen wir eine polynomielle rechte Seite voraus.
Es sei Π ⊂ Rm offen. Eine polynomielle Funktion h : Rn ×Π → Rn beschreibe
ein autonomes System
x˙ = h(x,pi), x ∈ Rn, (8.1)
abhängig von einem Parametersatz pi = (pi1, . . . ,pim)T ∈ Π.
Vorab motivieren wir kurz die gewählten Definitionsbereiche.
Bemerkung 8.2.1 • Ohne Einschränkung kann die polynomielle rechte Seite
auf der Grundmenge Rm ×Rn definiert werden; in der Regel betrachten wir
den Parameterraum Π = Rm. Für chemisch relevante Situationen wird die
Restriktion Π = Rm+ auf nichtnegative Systemparameter vorgenommen.
• Für den Definitionsbereich Rn der dynamischen Variable erhalten wir im
Allgemeinen auch Störungsterme, deren Slow Manifold chemisch unbedeut-
sam ist. Legt man einen chemisch interessanten Definitionsbereich U ⊂ Rn
zugrunde, so sind die Varietäten, welche wir im Folgenden im Zusammen-
hang mit Tikhonov-Parameterwerten untersuchen, mit U zu schneiden, denn
es sind nur Komponenten einer Slow Manifold interessant, die in U enthal-
ten sind.
• Zudem können die Betrachtungen erweitert werden auf nicht polynomielle
Gleichungen. Die Aussagen im vorliegenden Abschnitt gelten ebenfalls für
Systeme mit analytischer rechter Seite. Die Aussagen in 8.3 und 8.5 können
für rationale Systeme erweitert werden, indem lokale Ringe und Standard-
basen in Analogie zu Polynomringen und Gröbnerbasen betrachtet werden.
In Abschnitt 8.3 erhält man für analytische Terme weitgehend analoge Aus-
sagen, die praktischen Aspekte in 8.5 gehen für analytische Varietäten in der
Regel allerdings verloren. 
Wir möchten die Parameterwerte pi ∈ Π auszeichnen, für welche das System
die Voraussetzungen für eine formale Tikhonov-Fenichel-Reduktion erfüllt. Dazu
führen wir Tikhonov-Parameterwerte ein.
Definition 8.2.2 In dem parameterabhängigen System (8.1) heißt ein Parameter-
satz pi∗ ∈ Π ein Tikhonov-Parameterwert zur Dimension s für ein 1 ≤ s ≤ n − 1,
wenn gelten:
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• Die Nullstellenmenge der Funktion h(·,pi∗) besitzt eine irreduzible Kompo-
nente Y der Dimension s.
• Es gibt einen einfachen Punkt x0 ∈ Y mit
Rn = Kern D1h(x,pi∗)⊕ Bild D1h(x,pi∗), x nahe x0. 
Für 1 ≤ s ≤ n − 1 ist ein Parametersatz pi∗ ∈ Π genau dann ein Tikhonov-
Parameterwert zur Dimension s, wenn für das System x˙ = h(x,pi∗), x ∈ U ei-
ne formale Tikhonov-Fenichel-Reduktion auf eine s-dimensionale Slow Manifold
U0 ⊂ V(h(·,pi∗)) existiert. Die Nichtsingularität von x0 in Y sichert die Dimensi-
onsbedingung an die Slow Manifold, sprich s = n− Rang D1h(·,pi∗). Um die Ab-
hängigkeit zu betonen, sprechen wir auch von der Slow Manifold eines Tikhonov-
Parameterwertes. In Definition 8.2.2 wird die formale Reduzierbarkeit gefordert,
die Attraktivität der Slow Manifold hingegen wird nicht verlangt. Grund dafür
sind in erster Linie die praktischen Kriterien für Tikhonov-Parameterwerte, die
wir im Weiteren untersuchen.
Im Parameterraum kann ein Punkt pi∗ ∈ Π auf diverse Weisen approximiert
werden, denkbar sind zum Beispiel beliebige Kurven in Π. Lemma 8.2.3 zeigt, der
Reduktionssatz von Tikhonov 1.2.1 kann auf die Grenzwertbildung in Π ⊂ Rm er-
weitert werden, sofern ein Wert pi∗ ∈ Π entlang einer glatten Kurve approximiert
wird.
Lemma 8.2.3 Wie in (8.1) betrachten wir ein polynomielles System
x˙ = h(x,pi), x ∈ Rn, (8.2)
abhängig von einem Parametervektor pi ∈ Π ⊂ Rm offen. Es sei pi∗ ∈ Π ein Tikhonov-
Parameterwert. Zudem sei x0 ∈ V(h(·,pi∗)) mit
Rn = Kern D1h(x,pi∗)⊕ Bild D1h(x,pi∗), x nahe x0, (8.3)
sowie
Re (Spec D1h(x,pi) \ {0}) < −µ für ein µ > 0, x nahe x0. (8.4)
Es sei γ : R → Rm, δ 7→ γ(δ) eine glatte Kurve mit γ(0) = pi∗. Dann existiert ei-
ne Tikhonov-Fenichel-Reduktion für δ → 0. Das bedeutet, auf einem festen Zeitinter-
vall (dpi∗ , Lpi∗ ] mit 0 < dpi∗ < Lpi∗ konvergieren die Lösungen des Systems (8.2) für
δ→ 0 gegen die Lösungen der reduzierten Gleichung. Diese entspricht der Projektion von
D2h(x,pi∗)γ′(0) auf den Kern von D1h(x,pi∗) längs Bild D1h(x,pi∗) für x nahe x0. 
Beweis
Es sei x ∈ Rn. Eine Taylorentwicklung der Funktion h(x,γ(δ)) in der Variablen δ
um 0 ergibt
h(x,γ(δ)) = h(x,γ(0)) + δD2h(x,γ(0))γ′(0) + δ2 . . . , δ nahe 0,
mit Termen „. . .“ höherer Ordnung in δ. Der Satz von Tikhonov 1.2.1 liefert die
Konvergenzaussage. Die reduzierte Gleichung kann der Taylorentwicklung direkt
abgelesen werden. 
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In der skalierten Zeitvariable τ = δt ist die Taylorentwicklung im Beweis zu Lem-
ma 8.2.3 gegeben durch
h(x,pi) =
1
δ
h(x,pi∗) + D2h(x,pi∗)γ′(0) + δ . . . , δ nahe 0,
und besitzt eine Singularität in δ = 0. Im Zusammenhang mit Tikhonov-Parame-
terwerten betrachten wir singuläre Störungsprobleme eben dieser Art.
Bemerkung 8.2.4 • Wie Lemma 8.2.3 impliziert, hängt die Reduktion nur von
der Tangentenrichtung v = γ′(0) ∈ Rm der Kurve ab. Insofern genügt es für
einen offenen Parameterraum, Approximationen von pi∗ entlang beliebiger
Geraden zu betrachten. Für v ∈ Rm beschreibt
γ : R→ Rm, δ 7→ pi∗ + δv
eine Approximation für δ→ 0 von pi∗ in Richtung v.
• Für eine formale Reduktion darf Bedingung (8.4) verletzt sein. Für ein Sys-
tem mit Störungsterm längs γ kann für jeden Tikhonov-Parameterwert pi∗
eine reduzierte Gleichung berechnet werden, wie Lemma 8.2.3 besagt. 
Exemplarisch sehen wir schnell die Vorteile des mehrdimensionalen Ansatzes.
Beispiel 8.2.5 (Irreversibles Michaelis-Menten-Modell) Als Prototyp für QSS in
chemischen Reaktionen wird das Michaelis-Menten-Modell unter anderem so viel-
seitig diskutiert, weil der Tikhonov-Fenichel-Formalismus auf unterschiedliche
Weise angewendet werden kann, was auf diverse reduzierte Terme führt. Für die
Standardannahme kleiner Enzymanfangskonzentration, stellt
s˙ = − e0k1k2s
k1s + k−1 + k2
, s ≥ 0, (c = 0),
eine asymptotische Beschreibung der irreversiblen Michaelis-Menten-Dynamik dar,
wie einleitend in 1.2.5 beschrieben. Die Einteilung von Heinrich und Schauer
[HS83] in schnelle Komplex- und langsame Produktbildung entspricht dem klei-
nen Parameter k2. Unter dieser Annahme reduziert der Tikhonov-Fenichel-Form-
alismus das Modell auf den Ausdruck
s˙ =
−e0k1k2s(k1s + k−1)
(k1s + k−1)2 + e0k1k−1
, s ≥ 0, (c = 0),
wie in Beipiel 2.3.7 gesehen. Wie für die Modellierung unterschiedlicher Situatio-
nen zu erwarten, stimmen die reduzierten Terme nicht überein. Zudem unterliegt
beiden Reduktionen die Annahme, die übrigen Parameter seien nicht klein.
Nehmen wir hingegen an, die Parameter e0 und k2 sind gleichzeitig klein, so
deckt sich die Reduktion nicht mit obigen Ergebnissen. Wir erhalten die Einteilung
˙(
s
c
)
=
(
(k1s + k−1)c
(k1s + k−1)c
)
+
(
−k1e0s
k1e0s− k2c
)
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in schnelle und langsame Terme. Die Varietät der schnellen Gleichung zerfällt in
zwei Komponenten V1 = {(s, 0)T; s ∈ R} und V2 = {(− k−1k1 , c)T; c ∈ R}. Unab-
hängig von ihrer chemischen Relevanz berechnen wir die reduzierten Gleichungen
auf beiden Komponenten und erhalten
s˙ = 0, (s, c)T ∈ V1,
c˙ = −k2c, (s, c)T ∈ V2. 
Implizit setzt das intuitive Verständinis eines kleinen Parameters voraus, die restli-
chen Systemparameter sind nicht klein. A priori ist nicht klar, was geschieht, wenn
das simultane Grenzverhalten weiterer Parameter betrachtet wird. Insbesondere
bleiben die Voraussetzungen für eine (formale) Tikhonov-Fenichel-Reduktion un-
ter simultanen Grenzprozessen im Allgemeinen nicht erhalten, wie wir in Beispiel
8.4.1 für das Lindemann-Hinsley-Modell sehen werden. Im Weiteren werden wir
zeigen, dass die Betrachtung richtungsabhängiger Approximationen mehr Über-
sicht hinsichtlich Reduktionsmöglichkeiten liefert.
Mit der Betrachtung von Tikhonov-Parameterwerten und Richtungsapproxima-
tionen wird die Problematik in Beispiel 8.2.5 aufgeklärt. Offenbar besitzen die
Gleichungen der irreversiblen Michaelis-Menten-Reaktion einen Tikhonov-Para-
meterwert (0, k∗1, k
∗
−1, k
∗
2)
T ∈ R4. Für Tikhonov-Parameterwerte ist der Störungs-
term beziehungsweise seine Richtung unerheblich, da diese nur von der Existenz
einer Reduktion abhängen. Die reduzierte Gleichung hingegen, hängt von der Ap-
proximationsweise ab, wie Lemma 8.2.3 zu entnehmen ist. Für eine Störung der
irreversiblen Michaelis-Menten-Gleichung in fester Richtung berechnen wir eine
reduzierte Gleichung.
Beispiel 8.2.6 (Richtungsabhängige Störung für Michaelis-Menten) Gegeben sei
die irreversible Michaelis-Menten-Gleichung mit rechter Seite
h((s, c)T,pi) =
(
−k1e0s + (k1s + k−1)c
k1e0s− (k1s + k−1 + k2)c
)
, (s, c)T ∈ R2+,
abhängig von einem Parametersatz
pi = (e0, k1, k−1, k2)T ∈ Π = R4.
Offenbar gibt es einen Tikhonov-Parameterwert der Form (0, k∗1, k
∗
−1, k
∗
2)
T ∈ Π. Es
sei pi∗ ein solcher zur Dimension 1. Das ungestörte System lautet
h((s, c)T,pi∗) =
(
(k∗1s + k
∗
−1)c
−(k∗1s + k∗−1 + k∗2)c
)
mit {(s, 0)T; s ≥ 0} als Komponente von V(h(·,pi∗)). Mit Satz 2.1.4 kann die
Projektionsmatrix
P =
(
1 k1s+k−1k1s+k−1+k2
0 0
)
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für die Tikhonov-Fenichel-Reduktion berechnet werden. Wähle einen beliebigen
Vektor der Form
v =

e0
k1 − k∗1
k−1 − k∗−1
k2 − k∗2
 ∈ Π.
Wir berechnen die reduzierte Gleichung für ein System mit Störung entlang v. In
erster Ordnung lautet der Störungsterm
h(1)((s, c)T,pi) =
(
−k1e0s− (k1 − k∗1)(e0 − c)s + (k−1 − k∗−1)c
k1e0s + (k1 − k∗1)(e0 − c)s− (k−1 − k∗−1)c− (k2 − k∗2)c
)
.
Die reduzierte Gleichung auf der Menge {(s, 0)T; s ≥ 0} lautet
s˙ =
−(2k1 − k∗1)k2e0s
k1s + k−1 + k2
= − k1k2e0s
k1s + k−1 + k2
+
(k1 − k∗1)k2e0s
k1s + k−1 + k2
, s ≥ 0,
und stimmt bis auf Terme von quadratisch kleiner Ordnung mit dem bekannten
Ergebnis
s˙ = − k1k2e0s
k1s + k−1 + k2
, s ≥ 0,
bei kleinem Parameter e0 aus Beispiel 1.2.5 überein. 
Im folgenden möchten wir den Zusammenhang zwischen Tikhonov-Parame-
terwerten und kleinen Parametern erläutern. Entscheidend sind zwei Dinge: Ist
ein kleiner Parameter in Form einer Funktion der Systemparameter gegeben, so
kann unter gewissen, wenig restriktiven Bedingungen ein transformiertes System
bestimmt werden, welches besagten Term als Systemparameter besitzt. Die Trans-
formation ist invertierbar und lösungserhaltend; insbesondere werden Tikhonov-
Parameterwerte abgebildet auf Tikhonov-Parameterwerte der transformierten Glei-
chung. Zunächst zeigen wir diese Eigenschaften in Lemma 8.2.7 und 8.2.9. An-
schließend halten wir in Bemerkung 8.2.12 fest, Tikhonov-Parameterwerte beschrei-
ben genau die Reduktionen zu kleinen Parametern. Zudem kann ein Tikhonov-
Parameterwert identifiziert werden mit der Reduktion eines Systems mit kleinem
Parameter und vice versa.
Bisher haben wir ein intuitives Verständnis eines kleinen Parameters zu Grunde
gelegt. Ein Blick in verschiedene Arbeiten zu asymptotischer Reduktion suggeriert
ein Verständnis eines kleinen Parameters als (nicht allzu komplizierte) skalarwer-
tige Funktion in den Systemparametern pi1, . . . ,pim. Für einen solchen Ausdruck
ϑ : Π → R stellt eine Tikhonov-Fenichel-Reduktion eine asymptotische Beschrei-
bung des Systems für ϑ → 0 dar. Als Arbeitsdefinition eines kleinen Parameters
fordern wir partielle Differenzierbarkeit von ϑ sowie eine nicht verschwindende
Funktionaldeterminante. Die Bedingung Dϑ 6= 0 stellt insofern eine Einschrän-
kung dar, dass sie die lokale Auflösbarkeit der Gleichung ϑ = 0 nach mindestens
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einer der Variablen pi1, . . . ,pim erzwingt. Degenerierte Fälle, wie etwa ε = e0k1
im Michaelis-Menten-Modell werden ausgeschlossen, wenngleich eine Reduktion
existieren kann. Beispielsweise erhält man für e0k1 klein (k1, e0 nicht klein) densel-
ben schnellen Term h(0), wie für den kleinen Parameter e0.
Mit den wenigen Einschränkungen an ϑ versuchen wir dem intuitiven Verständ-
nis eines „kleinen Parameters“ weitgehend gerecht zu werden und bewährte klei-
ne Parameter für Reduktionen via Tikhonov zu erfassen, verwiesen sei etwa auf
die in 8.1 vorgestellten kleinen Parameter in [Seg88], [SS89] und anderen. Diese
Auffassung erlaubt es, alle kleinen Parameter bis auf eine invertierbare lösungser-
haltende Transformation als Systemparameter zu deklarieren.
Lemma 8.2.7 Gegeben seien das parameterabhängige polynomielle System
x˙ = h(x,pi), x ∈ Rn, pi ∈ Π ⊂ Rm, (8.5)
in (8.1) und eine skalarwertige C1-Funktion ϑ : Π → R, D1ϑ 6= 0. Es existiert ein
ebenfalls in x polynomielles System
x˙ = g(x, σ), x ∈ Rn, σ ∈ Σ ⊂ Rm, (8.6)
mit dem Parameterraum Σ = {(ϑ(pi),pi2, . . . ,pim)T; pi = (pi1, . . . ,pim)T ∈ Π} ⊂ Rm.
Die Systeme (8.5) und (8.6) sind äquivalent bis auf eine invertierbare lösungserhalten-
de Abbildung Γ : Rn × Π → Rn × Σ, (x,pi)T 7→ (x, σ)T, σ = (ϑ(pi),pi2, . . . ,pim)T
zwischen den Gleichungen, erweitert auf ihren Parameterraum
Γ :
˙(
x
pi
)
=
(
h(x)
0
)
7→
˙(
x
σ
)
=
(
g(x)
0
)
.

Beweis
Die Abbildung Γ ist lösungserhaltend, denn es gilt
(
g((Γ(x,pi)T))
0
)
=
˙(
x
σ
)
=

In 0
D1ϑ(pi) D2ϑ(pi) . . . Dnϑ(pi)
0 1
. . .
1

˙(
x
pi
)
= DΓ((x,pi)T)
(
h(x)
0
)
.
Die Invertierbarkeit von Γ folgt aus der Gestalt ihrer Funktionalmatrix DΓ und
daher letztlich aus der Forderung D1ϑ 6= 0. 
Die Auszeichnung der ersten Komponente des Parameters pi ∈ Π ist willkürlich;
analog kann Diϑ 6= 0 für ein beliebiges 1 ≤ i ≤ m vorausgesetzt und die i-te
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Komponente von pi substituiert werden. Die Voraussetzungen für eine formale
Tikhonov-Fenichel-Reduktion sind invariant unter einer Transformation Γ in 8.2.7,
wie wir in Lemma 8.2.9 zeigen.
Die Invarianz der Eigenschaften von Tikhonov-Parameterwerten unter Transfor-
mationen in abhängiger und unabhängiger Variable wird in Lemma 8.2.9 und Be-
merkung 8.2.10 thematisiert. Wir zeigen, Tikhonov-Parameterwerte werden abge-
bildet auf Tikhonov-Parameterwerte einer transformierten Gleichung, sobald die
Vorschrift bezüglich der dynamischen Variablen lokal invertierbar ist. Insbeson-
dere bleiben die Slow Manifold und die reduzierten Terme erhalten, bis auf An-
wendung der Transformationsvorschrift. Vorab vermerken wir das Verhalten einer
direkten Zerlegung in Kern- und Bildkomponente einer Matrix unter Matrixkon-
jugation. Das Produkt einer Matrix mit einer Menge sei wie üblich definiert durch
elementweise Operation.
Bemerkung 8.2.8 Für A ∈ Rn×n existiere eine direkte Zerlegung
Rn = Kern A⊕ BildA.
Es sei T ∈ GLn(A). Für die konjugierte Matrix A˜ = T−1AT gelten
• Kern A˜ = T−1Kern A
• Bild A˜ = T−1Bild A
und es existiert eine Zerlegung
Rn = T−1Kern A⊕ T−1BildA. 
Die Eigenschaften der Transformationsvorschrift haben keinen Einfluss auf den
Definitionsbereich einer Dynamik, daher die beliebige Wahl in 8.2.9. Insbesondere
ist die Transformation in 8.2.7 ein Spezialfall folgender Situation.
Lemma 8.2.9 Gegeben seien offene Mengen U, V ⊂ Rn, Π ⊂ Rm1 und Σ ⊂ Rm2 . Es
seien h : U ×Π → Rn und g : V × Σ → Rn rationale Funktionen. Ebenfalls rationale
Funktionen
Γ1 : U ×Π→ V, Γ2 : Π→ Σ
definieren eine Transformationsvorschrift Γ = (Γ1, Γ2)T der Gleichung
x˙ = h(x,pi), x ∈ U, pi ∈ Π, (8.7)
in das System
y˙ = g(y, σ), y ∈ V, σ ∈ Σ, (8.8)
die lösungserhaltend ist bezüglich der erweiterten Systeme
˙(
x
pi
)
=
(
h(x,pi)
0
)
, (x,pi)T ∈ U ×Π, und (8.9)
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˙(
y
σ
)
=
(
g(y, σ)
0
)
, (y, σ)T ∈ V × Σ. (8.10)
Für jeden Wert pi ∈ Π sei die Funktion Γ1(·,pi) : U → V invertierbar.
Dann gelten:
i) Sei 1 ≤ s ≤ n− 1. Ein Tikhonov-Parameterwert pi∗ ∈ Π zur Dimension s von (8.7)
wird abgebildet auf einen Tikhonov-Parameterwert σ∗ = Γ2(pi∗) ∈ Σ zur Dimension
s von (8.8).
ii) Es gibt eine invertierbare lösungserhaltende Abbildung zwischen den reduzierten Glei-
chungen von (8.7) zu pi∗ und (8.8) zu σ∗. Insbesondere wird die Slow Manifold von
(8.7) zu pi∗ abgebildet auf die Slow Manifold von (8.8) zu σ∗. 
Beweis
Aufgrund der lösungserhaltenden Eigenschaft von Γ gilt die Identität(
g(Γ(x,pi))
0
)
= DΓ(x,pi)
(
h(x,pi)
0
)
, (x,pi) ∈ U ×Π,
und somit insbesondere
g(Γ(x,pi)) = D1Γ1(x,pi)h(x,pi) für alle (x,pi) ∈ U ×Π. (8.11)
Die Invertierbarkeit von Γ1 garantiert die Konjugiertheit der Jacobimatrizen bezüg-
lich x von g ◦ Γ und h, via
D1g(Γ(x,pi))D1Γ1(x,pi) = D1Γ1(x,pi)D1h(x,pi) (8.12)
für alle (x,pi) ∈ (V(h(·,pi)) ∩U)×Π.
Sei nun 1 ≤ s ≤ n− 1 und pi∗ ∈ Π ein Tikhonov-Parameterwert zur Dimension
s der Gleichung (8.7). Dann gibt es eine s-dimensionale Untermannigfaltigkeit
U0 ⊂ U ∩ V(h(·,pi∗)) mit
Rn = Kern D1h(x,pi∗)⊕ BildD1h(x,pi∗), x ∈ U0. (8.13)
Wir zeigen, σ∗ = Γ2(pi∗) ist ein Tikhonov-Parameterwert von (8.8) mit der Slow
Manifold V0 = Γ1(U0,pi∗) = {Γ1(x,pi∗); x ∈ U0}. Wegen der Identität (8.11) ver-
schwindet g ◦ Γ für (x,pi∗), x ∈ U0 und es gilt V0 ⊂ V(g(·, σ∗)). Die Abbildung
Γ1(·,pi∗) : U → V beschreibt einen lokalen Diffeomorphismus, daher besitzt V0
dieselbe Dimension wie U0. Wie in 8.2.8 bemerkt, folgt aus (8.12) die direkte Zer-
legung
Rn = D1Γ1(x,pi) ·Kern D1g(x, σ∗)⊕D1Γ1(x,pi) ·Bild D1g(x, σ∗), x ∈ V0. (8.14)
Folglich ist σ∗ ein Tikhonov-Parameterwert zur Dimension s von (8.8).
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Eine reduzierte Gleichung
x˙ = h(x,pi∗), x ∈ U0, (8.15)
von (8.7) entspricht der Kernkomponente von D2h(x,pi∗) für x ∈ U0 bezüglich der
Zerlegung (8.13). Analog wird eine reduzierte Gleichung
x˙ = g(x, σ∗), x ∈ U0, (8.16)
von (8.8) beschrieben durch die Kernkomponente von D2g(x, σ∗) für x ∈ V0 be-
züglich (8.14). Somit folgt
D1Γ1(x,pi∗)h(x,pi∗) = g(Γ(x,pi∗)) = g(Γ1(x), σ∗), x ∈ U0,
und Γ1 ist eine invertierbare lösungserhaltende Abbildung von (8.15) in (8.16). 
Wir erhalten analoge Ergebnisse für eine Zeittransformation. Um die Autonomie
der Gleichung zu erhalten, werden nur Skalierungen der Zeitvariablen zugelassen.
Insbesondere besagt Bemerkung 8.2.10, Zeitskalierungen sind für die Existenz ei-
ner Tikhonov-Fenichel-Reduktion unerheblich, sofern nicht mit dem kleinen Para-
meter skaliert wird.
Bemerkung 8.2.10 Gegeben sei das System in (8.1) der Form
x˙ = h(x,pi), x ∈ U, pi ∈ Π. (8.17)
Es seien κ : Π → R und 1 ≤ s ≤ n − 1. Gegeben sei eine parameterabhängige
Zeitskalierung R → R, t 7→ κ(pi) · t mit κ(pi∗) 6= 0. In der Zeitskala τ = κ(pi) · t
ist Gleichung (8.17) gegeben durch
x′ = κ(pi)−1h(x,pi), (8.18)
wobei ′ die Differentiation nach τ ausdrückt. Ein pi∗ ∈ Π ist genau dann Tikhonov-
Parameterwert zur Dimension s für System (8.17), wenn selbiges für das skalierte
System (8.18) gilt. 
Beweis
Für einen Tikhonov-Parameterwert pi∗ ∈ Π mit einer Slow Manifold U0 ⊂ U von
(8.17) gilt
Rn = Kern D1h(x,pi∗)⊕ Bild D1h(x,pi∗), x ∈ U. (8.19)
Ist κ(pi∗) invertierbar, so verschwindet die rechte Seite von (8.18) für pi = pi∗ genau
auf V(h(·,pi∗)). Wie in 8.2.8 bemerkt, stellt die Zerlegung (8.19) bis auf Multipli-
kation mit κ(pi∗)−1 ebenfalls eine Zerlegung in Kern- und Bildanteil bezüglich
D1
(
κ(pi∗)−1h(x,pi∗)
)
für x ∈ U0 dar. Somit ist pi∗ ein Tikhonov-Parameterwert
zur Dimension s für das zeittransformierte System, ebenfalls mit Slow Manifold
U0. Die reduzierten Systeme sind identisch bis auf die Zeitskalierung. 
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Bemerkung 8.2.11 Die Analyse asymptotischer Reduzierbarkeit basierend auf der
Bestimmung von Tikhonov-Parameterwerten umfasst alle Elemente des Parame-
terraums Π, in denen eine formale Tikhonov-Fenichel-Reduktion existiert. Da-
neben sind auch unbestimmte Grenzwerte denkbar, wie etwa s0 → ∞ für die
Michaelis-Menten-Gleichungen. Derartige Grenzprozesse werden hier nicht be-
trachtet. In [GW13, 4.2] werden Probleme bei unbeschränkten Parametern am Bei-
spiel der Michaelis-Menten-Reaktion diskutiert.
Unabhängig davon, ob wir einen Tikhonov-Parameterwert pi∗ oder einen skala-
ren kleinen Parameter ε betrachten, beeinflusst eine parameterabhängige Transfor-
mation Γ(x,pi) mit den Eigenschaften in Lemma 8.2.9 die Existenz einer formalen
Tikhonov-Fenichel-Reduktion nicht. Für Skalierungen mit einem kleinen Parame-
ter, wie etwa in [HTA67], [SD05], [BMM90] oder [TYH81] zu finden, ist die In-
vertierbarkeit nicht gegeben. Über derartige Transformationen treffen wir keine
Aussage. 
Tikhonov-Parameterwerte stellen ein geeigneten Zugang dar, um die Reduktion
von Systemen mit kleinen Parametern systematisch zu untersuchen. Es gibt eine
einfache Zuordnung, wie sich durch Anwendung von Lemma 8.2.7 ergibt.
Bemerkung 8.2.12 Betrachte eine (polynomielle) parameterabhängige Gleichung
x˙ = h(x,pi), x ∈ Rn, pi ∈ Π ⊂ Rm. (8.20)
Für feste Parameterwerte pi∗2 , . . . ,pi∗m existiere eine Tikhonov-Fenichel-Reduktion
für pi1 → 0. Dann ist (0,pi∗2 , . . . ,pi∗m)T ∈ Π ein Tikhonov-Parameterwert der Glei-
chung (8.20).
Ist andererseits ein Tikhonov-Parameterwert (0,pi∗2 , . . . ,pi∗m)T ∈ Π für (8.20) ge-
geben, so definere den Vektor v := (1, 0, . . . , 0)T ∈ Rm. Die Gleichung
x˙ = h(x,pi∗ + δv), x ∈ Rn, (8.21)
beschreibt ein System mit kleinem Parameter δ, für das eine Tihkonov-Fenichel-
Reduktion für δ→ 0 existiert. 
Die Definition von v in (8.21) ist im Grunde willkürlich. Wie in 8.2.3 gesehen,
können wir einen Tikhonov-Parameterwert in beliebiger Richtung approximieren.
Dennoch werden interessante Richtungen ausgezeichnet.
Bemerkung 8.2.13 Es sei 1 ≤ s ≤ n− 1. Oft hat ein Tikhonov-Parameterwert zur
Dimension s einer Gleichung (8.1) die Form
pi∗ = (0, . . . , 0,pi∗k+1, . . . ,pi
∗
m)
T ∈ Π, 1 ≤ k ≤ m− 2,
für (pi∗k+1, . . . ,pi
∗
m)
T frei wählbar in einer Zariski-offenen Menge U∗ ⊂ Rm. Für
eine Tikhonov-Fenichel-Reduktion sind Approximationen in einer Richtung
v = (0, . . . , 0, vk+1, . . . , vm)T ∈ Π
für vk+1, . . . , vm 6= 0 in sofern uninteressant, als die Voraussetzungen für eine
Tikhonov-Fenichel-Reduktion nahe pi∗ dann längs v erfüllt sind.
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Insofern sind interessante Approximationsrichtungen von der Form
v = (v1, . . . , vk, 0, . . . , 0)T ∈ Π.
In diesem Sinne können Richtungen auch durch Überlegungen aus Modellper-
spektive eingeschränkt werden. 
Zusammenfassend bieten Tikhonov-Parameterwerte eine konsistente Beschrei-
bung von Störungstermen für eine formale Reduktion. Im Weiteren verfolgen wir
eine konstruktive Bestimmung dieser Werte.
8.3 charakterisierung von tikhonov-parameterwerten
In diesem Abschnitt werden Tikhonov-Parameterwerte weitgehend charakterisiert
in Form polynomieller Gleichungen und Ungleichungen. In Abhängigkeit von den
Nullstellen gewisser Polynome werden notwendige Bedingungen für Tikhonov-
Parameterwerte formuliert, die bis auf eine Nichtsigularitätsbedingung auch hin-
reichend sind. Während notwendige Bedingungen algorithmisch ausgewertet wer-
den können, bleiben hinreichende Kriterien in der Regel punktweise nachzuprü-
fen. Die Charakterisierung von Tikhonov-Parameterwerten beruht auf einer Unter-
suchung der Existenzbedingungen für eine Reduktion, was auf Rangbetrachtun-
gen der Funktionalmatrix D1h(·,pi∗) führt.
Vorab bemerken wir eine hilfreiche, aus der linearen Algebra bekannte Charak-
terisierung für den Rang einer Matrix. Für 1 ≤ k ≤ n sei ein k × k Minor einer
Matrix A ∈ Rn×n eine Untermatrix, die aus A durch Streichen n − k beliebiger
Zeilen und Spalten entsteht.
Bemerkung 8.3.1 Es seien A ∈ Rn×n und 1 ≤ r ≤ n.
i) Es ist Rang A ≤ r genau dann, wenn für alle k > r gilt: Jede k× k Unterdeter-
minante von A verschwindet.
ii) Es gelte (i). Dann ist Rang A = r genau dann, wenn es einen invertierbaren
Minor der Größe r× r gibt. 
Es sei (x,pi)T ∈ Rn ×Π. Wir legen die Notation
χ(τ) = τn + σn−1(x,pi)τn−1 + · · ·+ σ1(x,pi)τ + σ0(x,pi) (8.22)
für das charakteristische Polynom χ der Jacobimatrix D1h(x,pi) fest. Die Koeffizi-
enten σi ∈ R[x,pi] hängen polynomiell von x und pi ab, sofern h ∈ R[x,pi]. (Sie
entsprechen den elementarsymmetrischen Polynomen in den Eigenwerten von
D1h(x,pi).)
Proposition 8.3.2 Gegeben sei das polynomielle System
x˙ = h(x,pi), x ∈ Rn,pi ∈ Π,
wie in (8.1) definiert.
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a) Es seien 1 ≤ s ≤ n− 1 und pi∗ ∈ Π ein Tikhonov-Parameterwert zur Dimension
s. Dann gibt es ein x0 ∈ Rn mit den Eigenschaften
i) h(x0,pi∗) = 0;
ii) für k > n− s gilt, dass jede k× k Unterdeterminante von D1h(x0,pi∗) ver-
schwindet;
iii) σs(x0,pi∗) 6= 0.
b) Es sei Y eine Komponente der Varietät V(h(·,pi∗)) der Dimension s. Ist die
Bedingung (iii) erfüllt für ein pi∗ ∈ Π und ein x0 ∈ Y, so ist pi∗ ein Tikhonov-
Parameterwert zur Dimension s.
c) Es sei Y˜ eine Komponente von V(h(·,pi∗)) der Dimension s˜ < s. Gelten die
Bedingungen (i)-(iii) für ein pi∗ ∈ Π und ein x0 ∈ Y˜, so existiert nahe x0 keine
Reduktion von h(·,pi∗). 
Beweis
a) Gegeben sei ein Tikhonov-Parameterwert pi∗ ∈ Π zur Dimension s. Definition
8.2.2 zufolge existieren eine Komponente Y von V(h(·,pi∗)) der Dimension s
sowie ein x0 ∈ Y mit der Eigenschaft
Rn = Kern D1h(x,pi∗)⊕ Bild D1h(x,pi∗) für x nahe x0. (8.23)
Offenbar ist (i) erfüllt. Da V(h(·,pi∗)) eine Komponente positiver Dimension
umfasst, besitzt D1h(x0,pi∗) einen nicht trivialen Kern. Aus der Zerlegung (8.23)
folgt die Übereinstimmung von geometrischer und algebraischer Vielfachheit
des Eigenwertes 0 von D1h(x0,pi∗), nenne diese s˜ ≥ 1. Ebenso folgt aus (8.23)
und der Dimension von Y, dass x0 ein einfacher Punkt in Y ist. Somit gilt
s = dim Y = dim Kern D1h(x0,pi∗) = s˜.
Die direkte Summe 8.23 impliziert Rang D1h(x0,pi∗) = n− s, somit folgt Bedin-
gung (ii) aufgrund Bemerkung 8.3.1. Schließlich ist (iii) eine Folgerung aus der
algebraischen Vielfachheit s des Eigenwertes 0 von D1h(x0,pi∗). Wäre σs = 0,
so würde der Linearfaktor τ im charakteristischen Polynom (8.22) mit Potenz
> s auftreten.
b) Gegeben seien pi∗ ∈ Π sowie eine s-dimensionale Komponente Y der Varietät
V(h(·,pi∗)). Für ein x0 ∈ Y sei die Bedingung (iii) erfüllt. Wir zeigen, pi∗ ist ein
Tikhonov-Parameterwert zur Dimension s. Da die Dimension des Tangential-
raums Θx0Y von Y in x0 nicht kleiner als s ist, gilt Rang D1h(x0,pi
∗) ≤ n− s.
Somit besitzt 0 als Eigenwert von D1h(x0,pi∗) die geometrische Vielfachheit
s˜ ≥ s. Gleichzeitig ist ihre algebraische Vielfacheit ŝ ≤ s gemäß (iii) und wir
erhalten
s ≤ s˜ ≤ ŝ ≤ s.
Die Übereinstimmung von geometrischer s˜ und algebraischer Vielfachheit ŝ ist
äquivalent zur Existenz einer direkten Zerlegung und es folgt
dim Kern D1h(x0,pi∗) = dim V(h(·,pi∗)) nahe x0.
Insgesamt ist pi∗ somit ein Tikhonov-Parameterwert zur Dimension s.
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c) Es seien (i)-(iii) erfüllt für ein pi∗ ∈ Π und einen Punkt x0 ∈ Y˜ für eine Kom-
ponente Y˜ von V(h(·,pi∗)) der Dimension s˜ < s. Wie in 8.3.1 bemerkt, folgt
aus Bedingung (ii), dass Rang D1h(x0,pi∗) ≤ n− s gilt. Wie in (b) folgern wir
Rang D1h(x0,pi∗) = n− s aus der Bedingung (iii). Somit ist x0 kein einfacher
Punkt in V(h(·,pi∗)) und eine Tikhonov-Fenichel-Reduktion nahe x0 kann nicht
existieren. 
Die Bedingungen (i)-(iii) in 8.3.2 alleine sind nicht hinreichend für einen Tikhonov-
Parameterwert, wie folgendes Beispiel zeigt.
Beispiel 8.3.3 Es sei α ∈ R. Definiere die Funktion
h : R2 ×R→ R2,
x1x2
α
 7→
(
αx1
x21 − x22
)
und betrachte die Gleichung x˙ = h(x, α), x ∈ R2. Für die Jaobimatrix
D1h(x, α) =
(
α 0
2x1 −2x2
)
gelten
det D1h(x, α) = −2αx2
und
Spur D1h(x, α) = −α− 2x2.
Für das zweidimensionale System kann es nur Tikhonov-Parameterwerte zur Di-
mension 1 geben. Wir unterscheiden zwei Fälle.
1. Es sei α 6= 0. Für x = (0, 0)T verschwinden h und det D1h(x, α), gleichzeitig
gilt σ1(x,pi) = Spur D1h(x, α) = −α. Somit sind die Bedingungen (i)-(iii)
erfüllt. Dennoch ist α kein Tikhonov-Parameterwert, denn x = (0, 0)T ist
ein isolierter stationärer Punkt von h und als solcher singulärer Punkt in
V(h(·, α)).
2. Es sei α = 0. Die Varietät von h(·, 0) besteht aus zwei Komponenten
Y1 = V(x1 − x2) = {(x1, x1)T; x1 ∈ R2},
Y2 = V(x1 + x2) = {(x1,−x1)T; x1 ∈ R2}.
Mit Ausnahme von (0, 0)T sind alle Punkte regulär in V(h(·, 0)). Für x 6= 0
sind die Bedingungen (i)-(iii) erfüllt, denn die Determinante von D1h(x, 0)
verschwindet, während Spur D1h(x, 0) = −2x2 6= 0 gilt. Daher ist α = 0 ein
Tikhonov-Parameterwert.
Insgesamt erfüllt also jedes α ∈ R die Bedingungen (i)-(iii) in 8.3.2, aber nur α = 0
ist ein Tikhonov-Parameterwert. 
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Proposition 8.3.2 eignet sich als praktisches Kriterium, Tikhonov-Parameterwerte
eines Systems zu bestimmen. Zunächst werden alle Parameterwerte ermittelt, die
den Bedingungen (i)-(iii) in 8.3.2 genügen. Dies ist ein algebraisches Problem; zu
lösen sind polynomielle Gleichungen und Ungleichungen. Hierzu sind praktische
Methoden aus der Computeralgebra hilfreich; es können Resultanten und Elimina-
tionsideale untersucht werden. Anschließend ist die Regularitätsbedingung an x0,
sprich die Dimension der Varietät V(h(·,pi∗)) nahe x0 zu prüfen. Praktisch kann
hierzu auch die Krulldimension des Ideals von h(·,pi∗) in R[x] berechnet werden.
Wir werden praktische Aspekte kurz in 8.5 und anhand der Beispiele in Kapitel 9
thematisieren.
In vielen Anwendungen (siehe Kapitel 5 und 6) ist eine reduzierte Gleichung
eindimensional. Zudem ist die Situation besonders interessant im Sinne einer mög-
lichst großen Dimensionsreduktion. Für eine Slow Manifold der Dimension 1 ver-
einfachen sich die Bedingungen in Proposition 8.3.2.
Korollar 8.3.4 Gegeben sei System (8.1). Für einen Parameterwert pi∗ ∈ Π sind
die Bedingungen (i)-(iii) in Proposition 8.3.2 genau dann erfüllt, wenn es ein
x0 ∈ V(h(·,pi∗)) gibt, sodass D1h(x0,pi∗) die Determinante 0 besitzt, aber die
algebraische Vielfachheit von 0 als Eigenwert eins ist. 
In einem zweidimensionalen System gibt es nur Tikhonov-Parameterwerte zur
Dimension 1. In den nachstehenden Anwendungen nutzen wir das einfache Krite-
rium für zweidimensionale Systeme.
Korollar 8.3.5 Das polynomielle parameterabhängige System (8.1) sei zweidimen-
sional. Ein pi∗ ∈ Π ist genau dann ein Tikhonov-Parameterwert, wenn die Matrix
D1h(·,pi∗) halbeinfach ist und die Funktionen 0 6= h(·,pi∗) und det D1h(·,pi∗) eine
gemeinsame Nullstellenmenge positiver Dimension besitzten.
Äquivalent dazu ist, für eine nicht isolierte Nullstelle x0 ∈ V(h(·,pi∗)) gelten
det D1h(x0,pi∗) = 0 und Spur D1h(x0,pi∗) 6= 0. 
Wir formulieren notwendige Bedingungen an Tikhonov-Parameterwerte; Korol-
lar 8.3.6 ist eine schwache Folgerung aus Proposition 8.3.2, insbesondere wird
auf die Dimensionsunterscheidung verzichtet. Für die praktische Bestimmung von
Tikhonov-Parameterwerten stellen die schwachen Forderungen in der Tat ein hilf-
reiches Ausschlusskriterium dar.
Korollar 8.3.6 Gegeben sei System (8.1). Für einen Tikhonov-Parameterwert (zu
beliebiger Dimension) pi∗ ∈ Π gelten:
a) Es existiert eine positiv dimensionale Untermannigfaltigkeit Y ⊂ V(h(·,pi∗)).
b) Es gibt ein x0 ∈ Rn mit den Eigenschaften
• h(x0,pi∗) = 0 und
• det Dh1(x0,pi∗) = 0. 
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Beweis
Aussage (a) ist in der Definition 8.2.2 (i) von Tikhonov-Parameterwerten enthalten.
Behauptung (b) ist eine direkte Folgerung aus Proposition 8.3.2 (i) und (iii). 
Bevor praktische Hilfsmittel für die Bestimmung von Tikhonov-Parameterwerten
erläutert werden, betrachten wir zwei einfache zweidimensionale Systeme und ih-
re Tikhonov-Parameterwerte.
8.4 anwendungen in dimension 2
Der vorliegende Abschnitt präsentiert eine ausführliche Diskussion der Tikhonov-
Parameterwerte für die Gleichungen der Lindemann-Hinsley-Dynamik sowie des
irreversiblen Michaelis-Menten Modells. Hierzu nutzen wir das Korollar 8.3.5 für
die Tikhonov-Parameterwerte einer zweidimensionalen Dynamik genutzt. In 8.4.1
werden alle Tikhonov-Parameterwerte der zweidimensionalen Lindemann-Hinsley
Dynamik identifiziert, samt ihrer reduzierten Gleichungen entlang ausgewählter
Störungsrichtungen. In Abschnitt 8.4.2 gelingt selbiges für die Gleichungen der ir-
reversiblen Michaelis-Menten-Dynamik. Insbesondere verdeutlichen die ausführli-
chen Diskussionen, dass eine Unterscheidung zwischen den Approximationsrich-
tungen in der Tat wichtig ist.
8.4.1 Lindemann-Hinsley-Modell
Der Lindemann-Hinsley-Reaktionsmechanismus
2 A
k1

k−1
A + B , B k2⇀ P
modelliert einen unimolekularen Zerfall in Form eines Zweistufenprozesses. Der
Stoß zweier Moleküle A versetzt eines in einen aktivierten Zustand B, welcher in
ein Produkt P zerfallen kann. Die Reaktionsgleichungen
a˙ = −k1 a2 + k−1 ab
b˙ = k1 a2 − k−1 ab − k2 b , a , b ≥ 0,
werden beispielsweise von Calder und Siegel [CS] analysiert.
Wir betrachten den dreidimensionalen Parameterraum Π = R3. Die Funktion
h : R2+ × Π → R2 beschreibe die rechte Seite der Reaktionsgleichungen in der
Variablen ((a , b)T , pi ) ∈ R2+ × Π. Die Funktionalmatrix bezüglich der dynami-
schen Variablen (a , b)T ist gegeben durch
D1 h((a , b)T , pi ) =
(
k−1 b − 2k1 a k−1 a
2k1 a − k−1 b −k−1 a − k2
)
mit der Funktionaldeterminante
d((a , b)T , pi ) = det D1 h((a , b)T , pi )) = k2 (2k1 a − k−1 b) .
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Wir werden nun alle Tikhonov-Parameterwerte der Reaktionsgleichungen be-
stimmen. Nicht alle modellieren chemisch interessante Bedingungen, aber wir er-
fassen alle Situationen, in denen eine Tikhonov-Fenichel-Reduktion existiert. Wenn
eine QSS-Situation mit Tikhonov-Fenichel-Reduktion modelliert werden soll, dann
muss das System für einen der hier bestimmten Parameterwerte betrachtet wer-
den.
Korollar 8.3.5 folgend, untersuchen wir die gemeinsame Nullstellenmenge von
h und d in der Variablen (a, b)T, abhängig von Parameterwerten pi = (k1, k−1, k2)T.
Insbesondere muss die Summe der Komponenten von h, gegeben durch den Term
k2b verschwinden. Es sind zwei Fälle zu unterscheiden
b = 0 oder k2 = 0.
Für b = 0 lautet für die Funktionaldeterminante d((a, 0)T,pi) = 2k1k2a. Da gemäß
8.3.5 nur nicht isolierte Nullstellen in (a, b)T von Interesse sind, muss die k1- oder
die k2-Komponente eines Tikhonov-Parameterwertes verschwinden. Somit wissen
wir, jeder Tikhonov-Parameterwert hat die Form
pi∗ =
 0k∗−1
k∗2
 ∈ Π oder pi∗ =
 k
∗
1
k∗−1
0
 ∈ Π.
Hinreichende Bedingung ist, die Matrix D1h(x0,pi∗) ist halbeinfach und sowohl
ihr Rang als auch die Dimension von V(h(·,pi∗)) nahe x0 sind 1, für ein x0 ∈ R2+.
Die Bedingungen an D1h(x0,pi∗) können ihrer Determinante und Spur abgele-
sen werden, wie 8.3.5 besagt. Wir erhalten genau die nachstehend aufgeführten
Tikhonov-Parameterwerte.
Für einen Tikhonov-Parameterwert pi∗ = (k∗1, k
∗
−1, k
∗
2)
T ∈ R3+ beschreibt
˙(
a
b
)
=
(
−k∗1a2 + k∗−1ab
k∗1a
2 − k∗−1ab− k∗2b
)
+
(
−a2 ab 0
a2 −ab −b
) k1 − k
∗
1
k−1 − k∗−1
k2 − k∗2

eine Einteilung der Dynamik in ein schnelles und langsames Teilsystem, wie im
Beweis zu Lemma 8.2.3 gesehen. Für das zweidimensionale Modell erhält man die
reduzierten Systeme als simple Anwendung der Reduktionsformel 2.1.4. Um die
Attraktivität der Slow Manifold zu entscheiden, schränken wir die Betrachtung
auf nichtnegative Systemparameter ein, ergo betrachten wir den Parameterraum
Π = R3+. Entsprechend dem Definitionsbereich R
2
+ betrachten wir die Varietät
V(h(·,pi)) ∩R2+ zu einem pi ∈ Π im positiven Orthanten. Wir nehmen eine detail-
lierte Fallunterscheidung vor.
1. Sei pi∗ := (0, k∗−1, k
∗
2)
T, k∗−1, k
∗
2 > 0. Wir betrachten eine Approximation ent-
lang der Geraden
G :=

 0k∗−1
k∗2
+ δ
κ10
0
 ; δ ≥ 0
 für κ1 > 0;
146 reduktion für asymptotiken im parameterraum
hierfür erhalten wir die Einteilung des Systems in schnelle und langsame
Terme
h((a, b)T,pi∗) =
(
k∗−1ab
−k∗−1ab− k∗2b
)
+
(
−a2 ab 0
a2 −ab −b
)
δ
κ10
0

=
(
k∗−1ab
−k∗−1ab− k∗2b
)
+ δκ1
(
−a2
a2
)
.
Der schnelle Term verschwindet auf V0 := {(a, 0)T; a ≥ 0} und die Jacobi-
matrix
D1h((a, b)T,pi∗) =
(
0 k∗−1a
0 −k∗−1a− k∗2
)
, (a, b)T ∈ V0,
ist halbeinfach und besitzt Rang 1 auf der eindimensionalen Untermannigfal-
tigkeit V0. Wie in 8.3.5 bemerkt, existiert eine Tikhonov-Fenichel-Reduktion
auf V0. Die Slow Manifold V0 ist attraktiv aufgrund des negativen Eigenwer-
tes −k∗−1a− k∗2 < 0. Die Rechnung liefert
a˙ =
−δκ1k∗2a2
k∗−1a + k
∗
2
, b = 0.
In der gewohnten Notation lautet die reduzierte Gleichung
a˙ =
−k1k2a2
k−1a + k2
, b = 0,
und entspricht bis auf Skalierung der horizontalen Iskoline, sprich der QSS-
Approximation unter kleinem Parameter k−1k1 von Calder und Siegel [CS, S. 4,
Gl. (7)].
2. Für einen Parameter pi∗ := (0, 0, k∗2)T, k∗2 > 0 schreiben wir
h((a, b)T,pi∗) =
(
0
−k∗2b
)
+ δ
(
−a2 ab
a2 −ab
)(
κ1
κ−1
)
für ein System mit Störungsterm längs der Geraden
G :=

 00
k∗2
+ δ
 κ1κ−1
0
 ; δ ≥ 0
 für κ1, κ−1 > 0.
Die Reaktionsgleichungen werden reduziert auf die attraktive Slow Manifold
V0 = {(a, 0)T; a ≥ 0}, denn es gilt
D1h((a, b)T,pi∗) =
(
0 0
0 −k∗2
)
, (a, b)T ∈ V0.
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Die Eigenschaften in 8.3.5 auf der eindimensionalen Varietät V0 können der
Matrix abgelesen werden, zusätzlich ist der nichttriviale Eigenwert negativ.
Die reduzierte Gleichung lautet
a˙ = −δκ1a2 = −k1a2, b = 0.
3. Für einen Parameter pi∗ := (0, k∗−1, 0)
T, k∗−1 > 0 erhalten wir eine Untertei-
lung in schnelle und langsame Dynamiken
h((a, b)T,pi∗) =
(
k∗−1ab
−k∗−1ab
)
+ δ
(
−a2 0
a2 −b
)(
κ1
κ2
)
für einen Störungsterm längs
G :=

 0k∗−1
0
+ δ
κ10
κ2
 ; δ ≥ 0
 für κ1, κ2 > 0.
Der schnelle Term verschwindet auf den eindimensionalen Komponenten
V1 = {(a, 0)T; a ≥ 0} und V2 = {(0, b)T; b ≥ 0}. Mit Ausnahme des sin-
gulären Punktes 0 ∈ V(h(·,pi∗)) existiert eine formale Tikhonov-Fenichel-
Reduktion auf beide Komponenten, wobei nur V2 attraktiv ist. Die Matrizen
D1h((a, b)T,pi∗) =
(
0 k∗−1a
0 −k∗−1a
)
, (a, b)T ∈ V1,
D1h((a, b)T,pi∗) =
(
k∗−1b 0
−k∗−1b 0
)
, (a, b)T ∈ V2,
genügen Kriterium 8.3.5, insbesondere ist der nichttriviale Eigenwert negativ
für Werte in V2. Die reduzierten Gleichungen sind gegeben durch
b˙ = −δκ2b = −k2b, b > 0, a = 0,
und
a˙ = 0, a > 0, b = 0.
4. Sei pi∗ := (k∗1, k
∗
−1, 0)
T, k∗1, k
∗
−1 > 0. Für eine Approximation längs
G :=

 k
∗
1
k∗−1
0
+ δ
 00
κ2
 ; δ ≥ 0
 für κ2 > 0
lässt sich das System wie folgt unterteilen
h((a, b)T,pi∗) =
(
k∗−1ab− k∗1a2
−k∗−1ab + k∗1a2
)
+ δκ2
(
0
−b
)
.
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Die Varietät der schnellen Dynamik zerfällt in zwei Komponenten
V1 = {(0, b)T; b ≥ 0} und V2 = {
(
a,
k∗1a
k∗−1
)T
; a ≥ 0}.
Auf diesen gelten
D1h((a, b)T,pi∗) =
(
k∗−1b 0
−k−1 ∗ b 0
)
, (a, b)T ∈ V1,
D1h((a, b)T,pi∗) =
(
−k∗1a k∗−1a
k∗1a −k∗−1a
)
, (a, b)T ∈ V2.
Mit Ausnahme des Punktes (0, 0)T bestehen die eindimensionalen Kompo-
nenten aus einfachen Punkten, gleichzeitig besitzt D1h((a, b)T,pi∗) Rang 1
für 0 6= (a, b)T ∈ V1 ∪ V2. Folglich existiert eine formale Tikhonov-Fenichel-
Reduktionen auf V1 \ {0} wie auf V2 \ {0}. Die Menge V1 ist nicht attrakiv
für positive Zeiten, denn der nichttriviale Eigenwert von D1h((0, b)T,pi) ist
positiv. Da der nichttriviale Eigenwert der Matrix D1h((a,
k∗1 a
k∗−1
)T,pi∗) gegeben
ist durch −(k∗1 + k∗−1)a < 0, ist V2 attraktiv. Die reduzierten Gleichungen
eines längs G gestörten Systems sind
b˙ = −δκ2b = −k2b, b > 0, a = 0,
sowie
a˙ =
−δκ2k∗1a
(k∗1 + k
∗
−1)
, a > 0, b =
k∗1a
k∗−1
,
beziehungsweise in der Standardnotation
a˙ =
−k2k1a
(k1 + k−1)
, a > 0, b =
k1a
k−1
.
Der reduzierte Ausdruck auf V2 kann durch eine Skalierung mit der verti-
kalen Iskoline, sprich der „Rapid Equilibrium Approximation“ von Calder
und Siegel verglichen werden [CS, Gl. (7)].
5. Der Parameterwert pi∗ := (k∗1, 0, 0)
T, k∗1 > 0 ist kein Tikhonov-Parameterwert,
denn auf der Varietät V0 := {(0, b)T; b ≥ 0} des schnellen Terms
h((a, b)T,pi∗) =
(
−k∗1a2
k∗1a
2
)
verschwindet seine Funktionalmatrix.
Für den Parameterwert pi∗ = 0 verschwinden die Reaktionsgleichungen identisch,
somit sind die Dimensionsbedingungen für einen Tikhonov-Parameterwert nicht
erfüllt. Dies gilt allgemein für Gleichungen einer Reaktion mit Massenwirkungki-
netik.
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Wir fassen zusammen: Für die Lindemann-Hinsley-Dynamik gibt es genau die
Tikhonov-Parameterwerte
pi∗1 =
 0k∗−1
k∗2
 ∈ Π \ {0}, pi∗2 =
 k
∗
1
k∗−1
0
 ∈ Π \

k
∗
1
0
0
 ∈ Π
 .
Für die irreversible Michaelis-Menten-Reaktion erhalten wir ebenfalls überschau-
bare Ergebnisse, wie folgender Abschnitt zeigt.
8.4.2 Irreversibles Michaelis-Menten-Modell
Die irreversible Michaelis-Menten-Dynamik in der Variablen x = (s, c)T ∈ R2
und dem Parametervektor pi = (e0, k1, k−1, k2)T ∈ R4 wird beschrieben durch die
Funktion h : R2 ×R4 → R2 mit
h(x,pi) =
(
−k1e0s + (k1s + k−1)c
k1e0s− (k1s + k−1 + k2)c
)
.
Im Unterschied zu den Beispielen 1.2.5 oder 2.3.7 in Teil I liegt a priori kein kleiner
Parameter oder eine Einteilung in schnelle und langsame Terme vor. Ungeachtet
ihrer chemischen Relevanz, lassen wir negative Werte für Konzentrationen und
Ratenkonstanten zu. Wir schränken den Definitionsbereich der Dynamik nicht auf
R2+ ein, um auch Reduktionen auf Komponenten einer Slow Manifold zu betrach-
ten, die nicht in R2+ enthalten sind. Da der positive Orthant positiv invariant ist,
können die reduzierten Gleichungen ohne Weiteres auf diesen eingeschränkt wer-
den. Wir verzichten weiter auf eine Nichtnegativitätsbedingung an den Parame-
terraum Π = R4. Für die Bestimmung von Tikhonov-Parameterwerten sind die
Funktionalmatrix
D1h((x,pi)) =
(
−k1e0 + k1c k1s + k−1
k1e0 − k1c −k1s− k−1 − k2
)
von h sowie ihre Varietät V(h(·,pi)) als Funktion in x zu studieren. Laut Korollar
8.3.5 sind gemeinsame Nullstellen der Komponenten h1 und h2 von h und ihrer
Jacobideterminante
d(x,pi) = det D1h((x,pi)) = k1k2(e0 − c)
zu betrachten. Insbesondere muss h1(x,pi) + h2(x,pi) = k2c = 0 gelten. Für c = 0
liefert das Verschwinden der Determinante d die Bedingung
k1k2e0 = 0.
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An dieser Stelle folgt bereits, dass jeder Tikhonov-Parameterwert in einer der Kom-
ponenten e0, k1 oder k2 verschwindet, das bedeutet, jeder Tikhonov-Parameterwert
ist von der Form
pi∗ =

0
k∗1
k∗−1
k∗2
 ∈ Π, pi∗ =

e∗0
0
k∗−1
k∗2
 ∈ Π oder pi∗ =

e∗0
k∗1
k∗−1
0
 ∈ Π.
Hinreichende Bedingungen können hier leicht kraft 8.3.5 entschieden werden. Die
folgende Fallunterscheidung umfasst alle Tikhonov-Parameterwerte, samt Slow
Manifold. Wir zeigen, dass jede Tikhonov-Fenichel-Reduktion der irreversiblen
Michaelis-Menten-Reaktion (bis auf Transformation) einer der folgenden Reduk-
tionen entspricht. Für ausgewählte Richtungen berechnen wir reduzierte Glei-
chungen; nach Möglichkeit wählen wir chemisch ausgezeichnete Richtungen. Wie
im Lindemann-Hinsley-Modell, beschreiben auch hier sicher nicht alle Tikhonov-
Parameterwerte eine chemisch sinnvolle QSS-Situation.
Für einen Parameterwert pi∗ = (e∗0 , k∗1, k
∗
−1, k
∗
2)
T ∈ Π erhalten wir die Einteilung
˙(
s
c
)
=
(
−k∗1e∗0s + (k∗1s + k∗−1)c
k∗1e
∗
0s− (k∗1s + k∗−1 + k∗2)c
)
+
( −k∗1s −(e∗0−c)s c 0
k∗1s (e
∗
0−c)s −c −c
) e0−e∗0k1−k∗1
k−1−k∗−1
k2−k∗2

in ein schnelles und ein langsames Teilsystem. Die reduzierten Gleichungen kön-
nen leicht mittels (2.1.4) bestimmt werden. Betrachtet man die Eigenwerte von
D1h(x,pi∗), so stellt man fest, für viele Tikhonov-Parameterwerte ist die Slow Ma-
nifold attraktiv, sofern positive Parameter betrachtet werden. Wir verzichten dar-
auf, für jeden Wert die Attraktivität zu untersuchen.
1. Für pi∗ := (0, k∗1, k
∗
−1, k
∗
2)
T, k∗1, k
∗
2 > 0, k
∗
−1 ≥ 0 ist die Matrix D1h(·,pi∗)
halbeinfach und besitzt Rang 1 auf der eindimensionalen Slow Manifold
M0 := {(s, 0)T; s ≥ 0}. Somit ist pi∗ ein Tikhonov-Parameterwert.
Die Standardsituation des kleinen Parameters e0 zeichnet die Approximation
längs einer Geraden
G :=


0
k∗1
k∗−1
k∗2
+ δ

ε0
0
0
0
 ; δ ≥ 0
 für ε0 > 0,
aus. Für einen Störungsterm in dieser Richtung ist die reduzierte Gleichung
s˙ = − δε0k
∗
1k
∗
2s
k∗1s + k
∗
−1 + k
∗
2
= − e0k1k2s
k1s + k−1 + k2
, s ∈ R, c = 0
aus Beispiel 1.2.5 bekannt.
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2. Es ist pi∗ := (e∗0 , 0, k∗−1, k
∗
2)
T, e∗0 , k∗2 > 0, k∗−1 ≥ 0 ein Tikhonov-Parameterwert.
Auf der eindimensionalen Slow Manifold M0 := {(s, 0)T; s ≥ 0} verschwin-
det die Determinante von D1h(·,pi∗), aber ihre Spur nicht. Für k−1 > 0 mo-
delliert pi∗ einen langsamen Substratabbau, gemessen am Komplexzerfall.
Für k−1 = 0 ist die gesamte Teilreaktion zwischen Substrat und Komplex
langsam, anders ausgedrückt, die Produktbildung ist schnell im Vergleich
zur ersten Teilreaktion. Beide Situationen zeichnen eine Richtung für die Re-
duktion aus; wir bestimmen reduzierte Systeme für beide Richtungen. Die
erste Situation wird durch einen Störungsterm
G :=


e∗0
0
k∗−1
k∗2
+ δ

0
κ1
0
0
 ; δ ≥ 0
 für κ1 > 0
für δ→ 0 modelliert. Die reduzierte Gleichung lautet
s˙ = − δκ1e
∗
0k
∗
2s
k∗−1 + k
∗
2
= − k1e0k2s
k−1 + k2
, s ∈ R, c = 0.
Ein Störungsterm entlang der Geraden
G :=


e∗0
0
0
k∗2
+ δ

0
κ1
κ−1
0
 ; δ ≥ 0
 für κ1, κ−1 > 0
beschreibt einen Grenzprozess in zwei Komponenten und modelliert eine
schnelle Produktbildung bei langsamer Substrat-Komplex-Umsetzung, wie
oben gesehen. Die reduzierte Gleichung ist gegeben durch
s˙ = − δκ1e
∗
0k
∗
2s
δκ−1 + k∗2
= − k1e0k2s
k−1 + k2
, s ∈ R, c = 0.
3. Es ist pi∗ := (e∗0 , k∗1, k
∗
−1, 0)
T, e∗0 , k∗1 > 0, k
∗
−1 ≥ 0 ein Tikhonov-Parameterwert,
die Matrix D1h(·,pi∗) genügt den Kriterien in 8.3.5 auf der eindimensionalen
Slow Manifold M0 := {
(
s, k
∗
1e
∗
0 s
k∗1s+k
∗
−1
)T
; s ≥ 0}. Für k−1 > 0 modelliert pi∗
genau die Annahme langsamer Produktbildung von Heinrich und Schauer
[HS83], wie in Beispiel 2.3.7 betrachtet. Im Falle k−1 = 0 ist der Komplex-
zerfall in beide Richtungen langsam. Wie im vorherigen Fall werden zwei
Richtungen ausgezeichnet. Wir berechnen die Reduktion für die Annahme
von Heinrich und Schauer, sprich für einen Störungsterm längs
G :=


e∗0
k∗1
k∗−1
0
+ δ

0
0
0
κ2
 ; δ ≥ 0
 für κ2 > 0.
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Wir berechnen die reduzierte Gleichung
s˙ = − δκ2e
∗
0k
∗
1s(k
∗
1s + k
∗
−1)
k∗1e
∗
0k
∗
−1 + (k
∗
1s + k
∗
−1)2
, s ∈ R, c = k
∗
1e
∗
0s
k∗1s + k
∗
−1
;
in der Standardnotation erhalten wir
s˙ = − k2e0k1s(k1s + k−1)
k1e0k−1 + (k1s + k−1)2
, s ∈ R, c = k1e0s
k1s + k−1
.
4. Für pi∗ := (0, 0, k∗−1, k
∗
2)
T, k∗−1, k
∗
2 > 0 sind die Bedingungen an eine formale
Tikhonov-Fenichel-Reduktion auf die Slow Manifold {(s, 0)T; s ≥ 0} eben-
falls erfüllt. Für einen Störungsterm längs
G :=


0
0
k∗−1
k∗2
+ δ

ε0
κ1
0
0
 ; δ ≥ 0
 für ε0, κ1 > 0,
erhalten wir die reduzierte Dynamik
s˙ = −δ
2ε0κ1k∗2s
k∗−1 + k
∗
2
= − e0k1k2s
k−1 + k2
, s ∈ R, c = 0
von quadratisch kleiner Ordnung.
5. Für pi∗ := (e∗0 , k∗1, k
∗
−1, 0)
T, e∗0k∗1 ≥ 0, k∗−1 > 0 besteht die Slow Manifold aus
zwei irreduziblen, eindimensionale Komponenten V1 = {(s, 0)T; s ≥ 0} und
V2 = {(− k
∗
−1
k∗1
, c)T; c ≥ 0}. Mit Ausnahme des singulären Punktes (− k∗−1k∗1 , 0)
T
in V(h(·,pi∗)), ist Dh(·,pi∗) auf beiden Komponenten halbeinfach und besitzt
Rang 1. Unabhängig von der Approximationsrichtung, verschwindet für die
Reduktion auf V1 die rechte Seite der reduzierten Gleichung
s˙ = 0, s ∈ R, c = 0.
Auf V2 lautet die reduzierte Gleichung
c˙ = −δκ2c, c ∈ R, s = −
k∗−1
k∗1
,
beziehungsweise
c˙ = −k2c, c ∈ R, s = − k−1k1 ,
für ein System mit Störung längs
G :=


0
k∗2
k∗−1
0
+ δ

ε0
0
0
κ2
 ; δ ≥ 0
 für ε0, κ2 > 0.
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6. Für pi∗ = (e∗0 , k∗1, 0, 0)
T, e∗0 ≥ 0, k∗1 > 0 existiert eine formale Tikhonov-
Fenichel-Reduktion auf zwei Komponenten, die durch V1 = {(s, e∗0)T; s ≥ 0}
(= {(s, e0)T; s ≥ 0}) und V2 = {(0, c)T; c ≥ 0} gegeben sind. Mit Ausnahme
des singulären Punktes 0 ∈ V1 ∩ V2 ist die Jacobi-Matrix D1h(·,pi∗) halbein-
fach auf beiden Komponenten und hat Rang 1. Die reduzierten Gleichungen
sind
s˙ = −δκ2e∗0 = −k2e0, (s, c)T ∈ V1,
und
c˙ = −δκ2c = −k2c, (s, c)T ∈ V2,
bei einem Störungsterm längs
G :=


e∗0
0
k∗−1
0
+ δ

0
κ1
0
κ2
 ; δ ≥ 0
 für κ1, κ2 > 0.
Hier wird ein in beide Richtungen langsamer Komplexzerfall bei schnellem
Substratabbau beschrieben.
7. Es ist pi∗ := (0, 0, 0, k∗2)T, k∗2 > 0 ein Tikhonov-Parameterwert, für die Slow
Manifold M0 = {(s, 0)T; s ≥ 0} ist Kriterium 8.3.5 erfüllt. Die Tikhonov-
Fenichel-Reduktion liefert den Ausdruck
s˙ = −δ2κ1ε0s = −k1e0s, s ∈ R, c = 0
quadratisch kleiner Ordnung, wenn in Richtung (ε0, κ1, κ−1, 0)T gestört wird,
für positive Werte ε0, κ1, κ−1.
8. Für pi∗ := (0, 0, k∗−1, 0)
T, k∗−1 > 0 verschwindet h auf der eindimensionalen
Menge M0 = {(s, 0)T; s ≥ 0}. Gleichzeitig genügt D1h(x,pi∗) den Bedingun-
gen in 8.3.5 für x ∈ M0. Wir erhalten die reduzierte Dynamik
s˙ = 0, s ≥ 0, c = 0
deren rechte Seite unabhängig von der Störungsrichtung verschwindet.
9. Im Falle k1 = k−1 = k2 = 0 verschwindet das System identisch, somit liegt
definitionsgemäß kein Tikhonov-Parameterwert vor.
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Wir fassen zusammen: Für die irreversible Michaelis-Menten-Gleichung gibt es
genau die Tikhonov-Parameterwerte
pi∗1 =

0
k∗1
k∗−1
k∗2
 ∈ Π \ {0}, pi∗2 =

e∗0
0
k∗−1
k∗2
 ∈ Π \ {pi ∈ Π; k−1 = k2 = 0},
pi∗3 =

e∗0
k∗1
k∗−1
0
 ∈ Π \ {pi ∈ Π; k1 = k−1 = 0}.
Mit höheren Dimensionen der Dynamik oder des Parameterraums wird eine
Analyse zunehmend aufwändiger. Aus diesem Grund thematisiert Abschnitt 8.5
einige Hilfsmittel für die praktische Bestimmung von Tikhonov-Parameterwerten.
8.5 praktische kriterien für tikhonov-parameterwerte
Bevor in Kapitel 9 die Tikhonov-Parameterwerte einiger Reaktionsgleichungen un-
tersucht werden, beinhaltet der vorliegende Abschnitt praktische Formulierungen
für die in 8.3 erarbeiteten Kriterien. Für die Untersuchung der notwendigen Bedin-
gungen aus Korollar 8.3.6 (b) kann das Ideal der rechten Seite des Systems und
seiner Jacobideterminante im Polynomring R[x,pi] betrachtet werden. Für einen
Tikhonov-Parameterwert muss das Ideal bei Elimination der dynamischen Varia-
blen x verschwinden. Exemplarisch erweist sich diese Herangehensweise als sehr
hilfreich, wie wir in Kapitel 9 sehen werden.
Neben algebraischen Hilfsmitteln kann die Betrachtung chemischer Struktu-
ren hilfreich sein. Lemma 8.5.5 impliziert einen Zusammenhang zwischen den
Tikhonov-Parameterwerten irreversibler und reversibler Reaktionsgleichungen. Ist
ein Tikhonov-Parameterwert eines irreversiblen Systems bekannt, so kann auf
einen Tikhonov-Parameterwert des reversiblen Systems geschlossen werden, wel-
cher die reversiblen Gleichungen auf dieselbe Slow Manifold reduziert.
Einen algebraischen Zugang, polynomielle Systeme zu lösen, bietet die Betrach-
tung von Eliminationsidealen bezüglich lexikographischer Termordnung in einem
Polynomring. Ist man an der Varietät V(I) eines Ideals I im Koordinatenring
k[x1, . . . , xn] in n Variablen über einem Körper k interessiert, so wird
I` := I ∩ k[x`+1, . . . , xn]
das `-te Eliminationsideal von I genannt. Jede Lösung (a1, . . . , an) ∈ V(I) besitzt
eine sogenannte partielle Lösung (a`+1, . . . , an) ∈ V(I`). Bezüglich lexikographi-
scher Termordnung ist G ∩R[x`+1, . . . , xn] eine Gröbnerbasis von I` für jede Gröb-
nerbasis G von I. Grundsätzlich kann auch von partiellen Lösungen auf erweiterte
Lösungen geschlossen werden, indem die Leitkoeffizienten von Gröbnerbasen ent-
sprechender Eliminationsideale betrachtet werden. Dazu gibt es den Erweiterungs-
satz über einem algebraisch abgeschlossenen Körper k. Für die Untersuchung von
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Tikhonov-Parameterwerten nutzen wir nur die einfache Richtung, das heißt die
Existenz von partiellen Lösungen. Aufgrund ihrer Eigenschaften wird die lexiko-
graphische Termordnung auch Eliminationsordnung genannt. Für Näheres sei auf
Standardliteratur zur algebraischen Geometrie wie [CLO05, S. 24-26] verwiesen.
Ohne Einschränkung kann das polynomielle System (8.1) mit dem Parameter-
raum Π = Rm betrachtet werden. Ab sofort gelte Π = Rm, das heißt, wir betrach-
ten eine polynomielle Gleichung
x˙ = h(x,pi), x ∈ Rn, pi ∈ Rm. (8.24)
Wir erhalten eine praktische Formulierung der notwendigen Kriterien für Tikho-
nov-Parameterwerte aus Korollar 8.3.6.
Korollar 8.5.1 Gegeben sei System (8.1). Es sei I = 〈h, det D1h(x,pi)〉 das von h
und seiner Funktionaldeterminante bezüglich x erzeugte Ideal im Polynomring
R[x,pi]. Für einen Tikhonov-Parameterwert pi∗ (zu beliebiger Dimension) gelten:
a) Das Ideal In = I ∩ R[pi], welches aus I bei Elimination der dynamischen
Variablen entsteht, verschwindet für pi = pi∗.
b) Das von h(x,pi∗) in R[x] erzeugte Ideal besitzt positive Krulldimension. 
Für die Gleichungen der irreversiblen Michaelis-Menten-Reaktion liefert Teilaus-
sage 8.3.6 (a) direkt die notwendige Bedingung an Tikhonov-Parameterwerte: eine
der Komponenten e0, k1 oder k2 muss verschwinden.
Beispiel 8.5.2 (Irreversibles Michaelis-Menten-Modell) Wir betrachten die Glei-
chungen der irreversiblen Michaelis-Menten-Dynamik aus 8.4.2. Im Polynomring
R[x,pi] erzeugen die Komponenten h1 und h2 der Reaktionsgleichungen mit ihrer
Funktionaldeterminante d ein Ideal
I = 〈h1, h2, d〉,
welches bezüglich lexikographischer Ordnung eine reduzierte Gröbnerbasis mit
den Polynomen
g1(x,pi) = e0k1k2,
g2(x,pi) = k2c,
g3(x,pi) = −k1se0 + (k1s + k−1)c
besitzt. Das Ideal bei Elimination der dynamischen Größe In = I ∩R[pi] wird von
g1 erzeugt. Aus Korollar 8.5.1 folgt, es gibt nur drei Möglichkeiten für Tikhonov-
Parameterwerte
pi∗1 =

0
k∗1
k∗−1
k∗2
 , pi∗2 =

e∗0
0
k∗−1
k∗2
 , pi∗3 =

e∗0
k∗1
k∗−1
0
 .

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Aus der Bedingung (ii) in Proposition 8.3.2 an das Verschwinden gewisser Un-
terdetermianten der Funktionalmatrix folgern wir ein notwendiges Kriterium an
Tikhonov-Parameterwerte zu einer festen Dimension s. Dazu halten wir folgende
Notation fest. Gegeben sei System (8.1). Es sei 1 ≤ s ≤ n − 1. Zu k > s gibt es(
n
k
)2
Minoren der Größe k× k. Definiere `s =
n−1
∑
k=s+1
(
n
k
)2
, dann gibt es Polyno-
me γ1, . . . ,γ`s ∈ R[x,pi], welche die Determinanten der k × k Minoren für k > s
beschreiben. Insbesondere ist γ1 die Funktionaldeterminante von h bezüglich x.
Korollar 8.5.3 In System (8.1) sei pi∗ ∈ Π ein Tikhonov-Parameterwert zur Dimen-
sion s für ein 1 ≤ s ≤ n− 1. Es bezeichne I = 〈h,γ1, . . . ,γ`s〉 das Ideal von h und
γ1, . . . ,γ`s in R[x,pi]. Dann verschwindet das Eliminationsideal In = I ∩R[pi] für
pi = pi∗. 
Zudem listet Lemma 8.5.4 einige Eigenschaften von Tikhonov-Parameterwerten
auf.
Lemma 8.5.4 Gegeben sei System (8.1). Es sei pi∗ ein Tikhonov-Parameterwert zur Di-
mension s. Weiter sei Y eine s-dimensionale Komponente von V(h(·,pi∗)), auf die eine
Tikhonov-Fenichel-Reduktion von x˙ = h(x,pi∗) nahe x0 ∈ Y existiert.
Dann sind folgende Größen festgelegt:
• Es gilt dim Kern D1h(x0,pi∗) = s.
• In R[x] beschreibt 〈h(·,pi∗)〉 ein Ideal mit Krulldimension ≥ s.
• Nahe x0 besitzt die Varietät des Ideals 〈h(·,pi∗)〉 ⊂ R[x] die Dimension s.
• Der Linearfaktor τ teilt das charakteristische Polynom von D1h(x0,pi∗) genau mit
der Potenz s.
• Es gelten σi(x0,pi∗) = 0 für 1 ≤ i ≤ s− 1 und σs(x0,pi∗) 6= 0. 
Sind die aufgezählten Identitäten in Lemma 8.5.4 erfüllt für einen Parameterwert
pi∗ ∈ Rm und ein x0 enthalten in einer Komponente von V(h(·,pi∗)) der Dimension
s, dann ist pi∗ ein Tikhonov-Parameterwert zur Dimension s.
Abschließend untersuchen wir, wie die spezielle Struktur von Reaktionsglei-
chungen zur Bestimmung von Tikhonov-Parameterwerten beiträgt. Einfache Be-
obachtungen liefern einen nützlichen Zusammenhang zwischen den Tikhonov-
Parameterwerten für eine Reaktionsgleichung und solchen für die Gleichungen
gewisser Teilreaktionen.
Lemma 8.5.5 Betrachte ein System
x˙ = ĥ(x,pi), x ∈ Rn, pi ∈ Rm1 , (8.25)
mit polynomieller rechter Seite ĥ : Rn ×Rm1 → Rn sowie ein erweitertes System
x˙ = h(x,pi, ρ), x ∈ Rn, (pi, ρ)T ∈ Rm1+m2 , (8.26)
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für h : Rn ×Rm1+m2 → Rn mit der Identität
ĥ(x,pi) = h(x,pi, 0), x ∈ Rn. (8.27)
Dann ist (pi∗, 0)T ∈ Π× P ein Tikhonov-Parameterwert zur Dimension s der Gleichung
(8.26) für jeden Tikhonov-Parameterwert pi∗ ∈ Π zur Dimension s der Gleichung (8.25),
für beliebiges 1 ≤ s ≤ n− 1. 
Im Falle von Reaktionsgleichungen kann h eine chemische Reaktion beschreiben
und ĥ ein System von Teilreaktionen. Die Gleichungen ĥ erhält man aus h in-
dem entsprechende Ratenkonstanten 0 gesetzt werden. Wir nutzen den Zusam-
menhang in Lemma 8.5.5 für reversible und irreversible Reaktionsgleichungen.
In konkreten Beispielen stellen wir fest, während Tikhonov-Parameterwerte irre-
versibler Systeme problemlos untersucht werden können, lassen sich die entspre-
chenden reversiblen Gleichungen rechnerisch nur schlecht lösen. Die stellt man
bereits für die reversiblen Gleichungen von Inhibition oder Kooperativität fest,
im Zuge der gefragten Eliminationsrechnungen mit Singular. Lemma 8.5.5 er-
möglicht zumindest die Angabe spezieller Tikhonov-Parameterwerte. Zu einem
Tikhonov-Parameterwert einer irreversiblen Gleichung, kann direkt auf einen sol-
chen für die reversiblen Gleichungen geschlossen werden, indem alle zusätzlich
auftretenden Systemparameter klein gewählt werden. Anders ausgedrückt, alle
reversiblen Rückreaktionen werden dem langsamen Teilsystem beigefügt.
Insbesondere werden die (ir-)reversiblen Gleichungen für pi∗ respektive (pi∗, 0)T
auf dieselbe Slow Manifold reduziert. In diesem Sinne modellieren die Reduktio-
nen ähnliche Situationen. Wenn die Tikhonov-Parameterwerte eine QSS-Annahme
für Reaktionen modellieren, dann gehen diese für pi∗ und (0,pi∗)T konform, sofern
die reversiblen Reaktionen als langsam erachtet werden. Als direkte Anwendung
erhalten wir einige Tikhonov-Parameterwerte der reversiblen Michaelis-Menten-
Dynamik.
Beispiel 8.5.6 (Reversibles Michaelis-Menten-Modell) In Anschluss an die Ana-
lyse der irreversiblen Dynamik in 8.4.2 betrachten wir das reversible Michaelis-
Menten-Modell, definiert durch die Terme
η1(x,pi, ρ) = −k1se0 + (k1s + k−1)c und
η2(x,pi, ρ) = k1se0 − (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − s− c)
in der Variablen x = (s, c)T ∈ R2 und den Parametern
(pi, $)T = (e0, k1, k−1, k2, k−2, s0)T ∈ R6.
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Kraft Lemma 8.5.5 erhalten wir folgende Tikhonov-Parameterwerte der reversiblen
Dynamik
(
pi∗1
ρ∗1
)
=

0
k∗1
k∗−1
k∗2
0
0

∈ R6 \ {0},
(
pi∗2
ρ∗2
)
=

e∗0
0
k∗−1
k∗2
0
0

∈ R6 \ {pi ∈ R4; k−1 = k2 = 0},
(
pi∗3
ρ∗3
)
=

e∗0
k∗1
k∗−1
0
0
0

∈ R6 \ {pi ∈ R4; k1 = k−1 = 0}.

Wie zu erwarten, liefert Lemma 8.5.5 nicht alle Tikhonov-Parameterwerte des
reversiblen Systems. Wir haben bereits in Beispiel 1.2.12 gesehen, dass es auch
Tikhonov-Parameterwerte der Form (pi∗1 , ρ
∗)T ∈ R6 mit pi∗1 wie oben und ρ∗ 6= 0
gibt. Für das Michaelis-Menten-Modell zeigen wir eine vollständige Untersuchung
der reversiblen Gleichungen in Kapitel 9.
Ferner können gewisse Parameterwerte direkt ausgeschlossen werden für eine
Reduktion, indem die in Lemma 8.2.9 gezeigte Invarianz der Eigenschaften eines
Tikhonov-Parameterwertes unter Transformationen ausgenutzt werden.
Bemerkung 8.5.7 Drückt man die irreversible Michaelis-Menten-Gleichung in den
Variablen s und p aus, so taucht der Parameter s0 zusätzlich in den Gleichungen
auf; die Dimension des Parameterraums erhöht sich um eins. Lemma 8.2.9 zufolge,
kann die s0-Komponente eines Parametervektors nicht entscheidend sein für seine
Eigenschaft als Tikhonov-Parameterwert. Das heißt, unabhängig von der System-
präsentation kann s0 kein kleiner Parameter für eine Tikhonov-Fenichel-Reduktion
sein. 
Selbiges kann für die irreversiblen Gleichungen der kooperativen Erweiterung
des Michaelis-Menten-Modells beobachtet werden.
Bemerkung 8.5.8 Das kooperative System haben wir in Abschnitt 5.5 studiert. Be-
trachten wir den irreversiblen Mechanismus für zwei Komplexe, so hängen die
Reaktionsgleichungen nicht von der Substratanfangskonzentration s0 ab. Dies gilt
etwa für die Variablenwahl s, c1, c2, wie in 5.5 gesehen. Für kleine Werte s0 existiert
eine s0-fast invariante Menge, welche eine Quasistationaritätsannahme bezüglich
des zweiten Komplexes C2 modelliert, wie in [NW09, 5.2] und [Nöt08, S. 83-84] ge-
zeit wird. Dieses Resultat wirft die Frage nach einer Tikhonov-Fenichel-Reduktion
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auf, welche mittels Lemma 8.2.9 direkt ausgeschlossen werden kann. Unabhängig
von einer (invertierbaren linearen) Koordinatentransformation ist s0 kein kleiner
Parameter für eine Tikhonov-Fenichel-Reduktion. 
8.6 strukturelle eigenschaften
Intention dieses abschließenden Unterabschnittes ist es, die Struktur von Tikhonov-
Parameterwerten zu untersuchen. Hierzu definieren wir starke Tikhonov-Parame-
terwerte eines parameterabhängigen Systems, für die eine strukturelle Beschrei-
bung mit Hilfe von Proposition 8.3.2 gelingt. Ein Tikhonov-Parameterwert heißt
stark, wenn die Eigenwertvoraussetzungen in Bemerkung 1.2.2 und somit die Kon-
vergenzbedingungen im Satz von Tikhonov erfüllt sind. Das bedeutet, für star-
ke Tikhonov-Parameterwerte zu einer Dimension 1 ≤ s ≤ n − 1 existiert eine
Tikhonov-Fenichel-Reduktion auf eine attraktive s-dimensionale Slow Manifold.
Definition 8.6.1 Betrachte das parameterabhängige polynomielle System
x˙ = h(x,pi), x ∈ Rn, pi ∈ Rm.
Ein pi∗ ∈ Rm heißt starker Tikhonov-Parameterwert zur Dimension s, wenn gelten:
• Die Varietät V(h(·,pi∗)) besitzt eine Komponente Y der Dimension s.
• Es gibt einen einfachen Punkt x0 ∈ Y mit
Rn = Kern Dh(x0,pi∗)⊕ Bild Dh(x0,pi∗) (8.28)
und
Re (Spec D1h(x0,pi∗) \ {0}) < 0. (8.29)

Die Lösungsmenge eines Ungleichungssystems kann als geometrisches Objekt
verstanden werden. Untersucht werden sogenannte semi-algebraische Mengen in
der reellen algebraischen Geometrie. Eine Menge Q ⊂ Rn heißt semi-algebraisch,
wenn sie darstellbar ist als endliche Vereinigung, Durchschnitt oder Komplement
von Mengen der Gestalt
Q∗ := {x ∈ Rn, p1(x) > 0, . . . , pm(x) > 0}
für endlich viele Polynome p1, . . . , pm ∈ R[x]. Insbesondere sind Zariski-offene
und -abgeschlossene Mengen semi-algebraisch.
Die Definition starker Tikhonov-Parameterwerte ist primär motiviert durch fol-
gende Struktureigenschaft.
Proposition 8.6.2 Gegeben sei System (8.1). Die starken Tikhonov-Parameterwerte
zu einer festen Dimension bilden eine semi-algebraische Menge. Als endliche Ver-
einigung semi-algebraischer Mengen ist die Menge aller starken Tikhonov-Para-
meterwerte ebenfalls semi-algebraisch. 
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Für den Beweis dieser Aussage führen wir vorab ein paar Notationen und Vorbe-
merkungen ein.
Die Eigenwertbedingung (8.29) impliziert, dass zwischen den nicht trivialen Ei-
genwerten λ1, . . . ,λn−s der Matrix Dh(x0,pi∗) keine Resonanz besteht. Das bedeu-
tet, für jede Wahl m1, . . . , mn−s ∈ Z>0 gilt
m1λ1 + · · ·+ mn−sλn−s 6= 0.
Zunächst bemerken wir eine Dimensionsaussage für die ersten Integrale linearer
Teilsysteme, die wir im Folgenden verwenden.
Bemerkung 8.6.3 Gegeben sei ein analytisches System x˙ = h(x), x ∈ Rn. Es sei
x0 ∈ Rn so, dass die Matrix Dh(x0) genau n− s nicht triviale Eigenwerte besitzt,
welche keine Resonanz besitzen. Ohne Einschränkung nehmen wir x0 = 0 an. Es
bezeichne h1 den linearen Anteil von h.
Die Linearformen ω1, . . . ,ωs seien eine Basis des Vektorraums aller linearen
ersten Integrale von h1. Eine Basis des Vektorraums der ersten Integrale vom Grad
≤ 2 ist gegeben durch
ωi, 1 ≤ i ≤ s, ωi ·ωj, 1 ≤ i, j ≤ s.
Iterativ kann eine Basis für die ersten Integrale vom Grad ≤ d für beliebiges d
angegeben werden, bestehend aus
ωm11 · · ·ωmss , (m1, . . . , ms) ∈Ns0, 0 ≤ m1 + · · ·+ ms ≤ d
[vergleiche Wal91, Prop (1.8)]. Insbesondere existieren für h1 genau
ϑs,d :=
d
∑
j=1
(
s + j− 1
j
)
linear unabhängige erste Integrale vom Grad ≤ d. 
Es sei nun pi∗ ∈ Π fest. Bezüglich einer analytischen Funktion ϕ : Rn → R
betrachten wir eine Approximation der Lie-Ableitung von h(·,pi∗) bis zu einem
Grad d als lineare Abbildung auf der Menge aller Polynome in R[x] von Grad ≤ d,
aufgefasst als Vektorraum. Schreibe dazu
h(x,pi∗) = h1(x,pi∗) + h2(x,pi∗) + . . .
als Summe homogener Terme hi vom Grad i, i ≥ 1. Im Falle einer polynomiellen
Funktion h existiert ein t > 0 mit hi = 0 für alle i > t. Für ϕ betrachte eine
Entwicklung
ϕ(x) = ϕ1(x) + ϕ2(x) + . . .
in homogene Terme ϕi vom Grad i, i ≥ 1. So gilt für die Lie-Ableitung von h
bezüglich ϕ
Lh(ϕ) = Dϕh
= Dϕ1h1 + (Dϕ2h1 + Dϕ1h2) + · · ·+ (Dϕ1hd + · · ·+ Dϕdh1) + . . .
= Lh1(ϕ1)︸ ︷︷ ︸
Grad 1
+ Lh1(ϕ2) + Lh2(ϕ1)︸ ︷︷ ︸
Grad 2
+ · · ·+ Lh1(ϕd) + · · ·+ Lhd(ϕ1)︸ ︷︷ ︸
Grad d
+ . . .
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Es bezeichne Si den Vektorraum der homogenen Polynome vom Grad i. Zu d ∈N
definieren die Terme der Lie-Ableitung von h bis zu Grad d eine lineare Abbildung
L(d)h : S1 ⊕ · · · ⊕ Sd → S1 ⊕ · · · ⊕ Sd,
ϕ 7→ Lh1(ϕ1)︸ ︷︷ ︸
Grad 1
+ Lh1(ϕ2) + Lh2(ϕ1)︸ ︷︷ ︸
Grad 2
+ · · ·+ Lh1(ϕd) + · · ·+ Lhd(ϕ1)︸ ︷︷ ︸
Grad d
.
Nun beweisen wir die Strukturaussage in Proposition 8.6.2. Ausgehend von der
Struktur der Paare (x,pi)T ∈ Rn ×Rm bestehend aus gefragten Parameterwerten
und Punkten ihrer Varietät, liefert die strukturerhaltende Projektionsabbildung in
den Parameterraum das gewünschte Resultat.
Beweis (zu Proposition 8.6.2)
Betrachte ein festes 1 ≤ s ≤ n. Zunächst führen wir die definierenden Eigenschaf-
ten eines starken Tikhonov-Parameterwertes zur Dimension s zurück auf polyno-
mielle Gleichungen und Ungleichungen für Polynome inR[x,pi]. Laut Proposition
8.3.2 (b) ist pi∗ ein Tikhonov-Parameterwert , wenn folgende Bedingungen gelten:
i) Es gibt eine s-dimensionale Komponente Y von V(h(·,pi∗)) und ein x0 ∈ Y
mit:
ii) σs(x0,pi∗) 6= 0, für σs ∈ R[x,pi] wie in (8.22),
iii) alle nicht trivialen Eigenwerte der Matrix Dh(x0,pi∗) besitzen negativen Real-
teil.
Die Bedingungen (i) und (ii) implizieren, dass 0 als Eigenwert von Dh(·,pi∗) die
algebraische Vielfachheit s besitzt, was gleichbedeutend ist zu
ii*) σs(x0,pi∗) 6= 0 und σs+1(x0,pi∗) = · · · = σn(x0,pi∗) = 0, für σi ∈ R[x,pi],
s ≤ i ≤ n wie in (8.22).
Unter der Annahme, dass (ii*) erfüllt ist, liefert das Routh-Hurwitz-Kriterium eine
passende Aussage, um (iii) durch algebraische Ungleichungen auszudrücken. We-
gen (ii*) gibt es genau n− s nicht triviale Eigenwerte λ1, . . . ,λn−s von D1h(x0,pi∗).
Es sei χ(τ) = τs · χ˜(τ) das charakteristische Polynom von D1h(x0,pi∗). Das Routh-
Hurwitz-Kriterium in Satz 5.0.5 auf χ˜ liefert Polynome ∆1, . . . ,∆n−s ∈ R[x,pi],
sodass (iii) genau dann gilt, wenn
∆i > 0, für alle 1 ≤ i ≤ n− s.
Zu untersuchen bleibt die Dimensionsbedingung (i) an die Varietät. Wir folgern
die Äquivalenz der Aussagen
DIM1: Es gilt dim V(h(·,pi∗)) = s nahe x0.
DIM2: Die Funktion h besitzt genau s unabhängige erste Integrale nahe x0.
DIM3: Es gilt dim Kern L(d)h = ϑs,d für alle d ≥ 1.
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Die Äquivalenz von DIM1 und DIM2 ist ein Resultat von [NW11, Prop 1], wie in
Satz 1.2.9 dargestellt.
Um die Äquivalenz von DIM2 und DIM3 zu zeigen, nutzen wir Eigenschaften
von Poincaré-Dulac-Normalformen, siehe [Wal91], [Wal93] sowie [LPW12]. Dazu
nehmen wir an, dass die Bedingungen (ii*) und (iii) erfüllt sind. Somit gibt es n− s
nicht triviale Eigenwerte, die gemäß (iii) keine Resonanz besitzen. Damit sind die
Voraussetzungen in [LPW12, Abschnitt 5] erfüllt und es gibt s linear unabhängige
Linearformen ω1, . . . ,ωs, die erste Integrale des linearen Anteils h1 von h sind.
Insbesondere hat jedes erste Integral von h1 eine Reihendarstellung in den Termen
ω1, . . . ,ωs.
Nehmen wir nun an, die Funktion h besitzt genau s unabhängige erste Integra-
le, dann gilt dies ebenso für ihre Poincaré-Dulac-Normalform h˜. Aufgrund der
Nicht-Resonanzbedingung an die Eigenwerte λ1, . . . ,λn−s ist jedes erste Integral
von h1 auch ein solches von h˜ [vergleiche LPW12, Thm. 13, Cor. 14]. Insbesondere
sind also ω1, . . . ,ωs erste Integrale von h˜. An die invertierbare lösungserhaltende
Abbildung von h in ihre Poincaré-Dulac-Normalform kann ohne Einschränkung
Ψ(x) = x + T.h.O. angenommen werden. Folglich gibt es unabhängige erste Inte-
grale von h der Form
ϕ1 = ω1 + T.h.O., . . . , ϕs = ωs + T.h.O..
Aufgrund der Ringstruktur erster Integrale und da h nach Voraussetzung genau s
unabhängige erste Integrale hat, besitzt jedes erste Integral von h eine Reihendar-
stellung in den ϕi, 1 ≤ i ≤ s. Für jede Wahl d1, . . . , ds ∈N0 besitzt
s
∏
i=1
ϕdii =
s
∏
i=1
ωdii + T.h.O.
einen Term kleinsten Grades, der ein erstes Integral von h1 ist. Für jedes d ≥ 1 gibt
es Bemerkung 8.6.3 zufolge genau ϑs,d viele erste Integrale von h1 vom Grad ≤ d
und wir erhalten
dim Kern L(d)h = ϑs,d für alle d ≥ 1.
Sei die Dimensionsbedingung DIM3 erfüllt. Jedes Monom der Form ∏si=1 ω
di
i
mit d1, . . . , ds ∈N0 tritt als Term kleinsten Grades eines ersten Integrals von h auf
und ist erstes Integral von h1. Insbesondere bilden
ϕ1 = ω1 + T.h.O., . . . , ϕn = ωn + T.h.O.
eine maximale Teilmenge unabhängiger erster Integrale von h.
Nun kann Bedingung DIM3 durch endlich viele polynomielle Gleichungen be-
schrieben werden. Sei zunächst d fest. Analog zu Proposition 8.3.2 kann die Kern-
dimension von L(d)h durch Unterdeterminanten der Abbildungsmatrix und Koeffi-
zienten ihres charakteristischen Polynoms bestimmt werden. Bemerkung 8.3.1 (i)
gibt endlich viele Unterdeterminanten δ1, . . . , δk der Abbildungsmatrix an, deren
Verschwinden auf
dim Kern L(d)h ≤ ϑs,d
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schließen läßt. Zudem betrachten wir das charakteristische Polynom der Abbil-
dungsmatrix und seine Koeffizienten, welche den elementarsymmetrischen Poly-
nomen in den Eigenwerten der Abbildungsmatrix entsprechen. Die Eigenwerte
von L(d)h sind gleich den Eigenwerten von L
(d)
h1
, also genau von der Form
s
∑
i=1
miλi, m1, . . . , mn ∈ Z, 1 ≤
n
∑
i=1
mi ≤ d.
Der Eigenwert 0 tritt genau mit algebraischer Vielfachheit ϑs,d auf. Die nicht tri-
vialen Eigenwerte von L(d)h erfüllen keine Resonanzbedingung, da selbiges nach
Voraussetzung für λ1, . . . ,λn−s gilt. Demnach ist σϑs,d 6= 0 erfüllt und das Ver-
schwinden der Terme δ1, . . . , δk ∈ R[x,pi] ist äquivalent zu der Identität
dim Kern L(d)h = ϑs,d.
Die Terme δ1, . . . , δk sind polynomiell in R[x,pi], da selbiges für h gilt.
Zuletzt ist die Vereinigung der polynomiellen Gleichungen über alle d ≥ 1 zu
betrachten, deren Ideal im Polynomring R[x,pi] endlich erzeugt ist. Insgesamt
haben wir zu einem festen 1 ≤ s ≤ n − 1 die Bedingungen (i)-(iii) auf endlich
viele polynomielle Gleichungen und Ungleichungen zurückgeführt. Somit ist ge-
zeigt, die Paare (x0,pi∗)T, welche (i)-(iii) erfüllen, bilden eine semi-algebraische
Menge in Rn+m. Die Menge aller starken Tikhonov-Parameterwerte zur Dimensi-
on s entspricht der Projektion dieser Menge in den Parameterraum Rm. Bei der
Projektionsabbildung
P : Rn ×Rm → Rm
bleiben semi-algebraische Mengen erhalten, wie der Satz von Tarski-Seidenberg
[BP98, Thm 1.5] besagt.
Die endliche Vereinigung über alle Dimensionen 1 ≤ s ≤ n ergibt ebenfalls
eine semi-algebraische Menge, die aus allen starken Tikhonov-Parameterwerten
des Systems besteht. 
Die Einschränkung, dass h endlichen Grad besitzt ist im Grunde nicht nötig, wie
obigem Beweis entnommen werden kann.
Der strukturelle Ansatz taugt nicht für eine praktische Herangehensweise, denn
dazu wären die Funktionen L(d)h und ihre Nullstellen explizit zu betrachten.

9
A N W E N D U N G E N
Das vorliegende Kapitel umfasst die Bestimmung von Tikhonov-Parameterwerten
für ausgewählte Anwendungen. Während die Auswertung notwendiger Bedin-
gungen für Tikhonov-Parameterwerte sehr starke Aussagen liefert, ist eine voll-
ständige Klassifizierung in der Regel sehr aufwändig und weniger aussagekräftig.
Dies gilt insbesondere für höherdimensionale Systeme.
Für die Gleichungen der erweiterten Michaelis-Menten-Reaktion mit zwei Kom-
plexzuständen existieren Tikhonov-Parameterwerte zur Dimension 1, wie zur Di-
mension 2. Mit der Charakterisierung in Proposition 8.3.2 gelingt es in Abschnitt
9.2, alle Tikhonov-Parameterwerte dimensionsabhängig zu identifizieren. Selbiges
zeigen wir in 9.3 für das Modell der irrversiblen kompetitiven Inhibition. Grund-
sätzlich kann der algorithmische Ansatz in 8.5 zur Klassifizierung aller Tikhonov-
Parameterwerte auf alle Beispiele angewendet werden. Exemplarisch stellen wir
jedoch die Grenzen seiner praktischen Umsetzung fest. Hingegen können die
notwendigen Kriterien in Korollar 8.3.6 beziehungsweise 8.5.1 auch für höher-
dimensionale Systeme in 9.5 und 9.7, wie die allosterische Inhibition oder das
Maltosetransportmodell, sehr leicht ausgewertet werden. Es gelingt, die Tikhonov-
Parameterwerte auf eine überschaubare Anzahl an Möglichkeiten einzuschränken.
Bei der Betrachtung enzymkinetischer Gleichungen fällt auf, irreversible Glei-
chungen sind relativ einfach auf ihre Tikhonov-Parameterwerte hin zu analysie-
ren. Selbiges wird sehr kompliziert, sobald entsprechende reversible Gleichungen
betrachtet werden. Lemma 8.5.5 stellt eine Möglichkeit dar, auf spezielle Tikhonov-
Parameterwerte der reversiblen Systeme zu schließen. Für die reversible Michaelis-
Menten-Gleichung können alle Tikhonov-Parameterwerte auf elementarem Weg
bestimmt werden, wie wir in Abschnitt 9.1 zeigen.
A priori definieren wir den Parameterraum eines Systems alsRm und betrachten
somit auch negative Werte der Systemparameter. Daneben wird die chemische
Perspektive nichtnegativer Parameterwerte häufig eingenommen, um Tikhonov-
Parameterwerte stärker einzuschränken.
Primär basieren die folgenden Untersuchungen auf der Auswertung polyno-
mieller Gleichungen und Ungleichungen, die wir aus Proposition 8.3.2 erhalten.
Während einige Einträge entscheidend sind für die Eigenschaften eines Tikhonov-
Parameterwertes, sind andere Komponenten weitgehend frei wählbar. Eine hin-
reichende Analyse führen wir dahingehend durch, dass wir zeigen, es gibt Tik-
honov-Parameterwerte einer gewissen Gestalt. Hier nutzen wir die Eigenschaft,
dass der Schnitt endlich vieler nicht leerer Zariski-offener Mengen ebenfalls nicht
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leer ist, und beziehen uns auf die in solch einem endlichen Durchschnitt enthal-
tenen „generischen“ Punkte. Für die Auswertung der Dimensionsbedingung an
eine Slow Manifold beschränken wir uns in der Regel auf generische Punkte; eine
detailliertere Analyse ist in der Regel weniger interessant.
9.1 reversible michaelis-menten-kinetik
In Beispiel 8.5.6 wurden spezielle Tikhonov-Parameterwerte der reversiblen Micha-
elis-Menten-Gleichung bestimmt. An dieser Stelle zeigen wir, wie alle Tikhonov-
Parameterwerte ermittelt werden können. Hier ist eine elementare Herangehens-
weise besonders hilfreich. Wir nutzen aus, dass die Funktionaldeterminante der
rechten Seite des Systems nicht von s abhängt. Die Polynome
h1(x,pi) = −k1e0s + (k1s + k−1)c,
h2(x,pi) = k1e0s− (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − s− c),
d(x,pi) = (e0 − c)(k1k−2(2c− e0 − s0)− k1k2 − k−1k−2)
beschreiben die reversiblen Reaktionsgleichungen und ihre Funktionaldeterminan-
te bezüglich der dynamischen Variable x = (s, c)T ∈ R2. Notwendig für einen
Tikhonov-Parameterwert pi = (e0, k1, k−1, k2, k−2, s0)T ∈ R6 ist die Existenz einer
gemeinsamen nicht isolierten Nullstelle der drei Polynome. Wir nutzen die Fak-
torisierung der Funktionaldeterminante, indem wir verlangen, dass einer ihrer
Faktoren verschwindet. Da beide linear von c abhängen, erhält man für k1k−2 6= 0
zwei mögliche c-Werte
c = e0 oder c =
k1k−2(e0 + s0) + k1k2 + k−1k−2
2k1k−2
.
Hier können wir die geforderte positive Dimension der Nullstellenmenge ausnut-
zen, denn für diese c-Werte müssen die Polynome h1 und h2 unabhängig von s
verschwinden. Ein Koeffizientenvergleich in den Potenzen von s liefert notwen-
dige Bedingungen an Tikhonov-Parameterwerte. Für die weitere Analyse werden
die Funktionalmatrix
D1h(x,pi) =
(
−k1(e0 − c) k1s + k−1
(k1 − k−2)(e0 − c) −(k1s + k−1 + k2)− k−2(s0 − s + e0 − 2c)
)
sowie der mittlere Koeffizient ihres charakteristischen Polynoms
σ1(x,pi) = Spur D1h(x,pi) = k1(e0 − c) + k1s + k−1 − k2 + k−2(s0 − s + e0 − 2c)
betrachtet. Wie in Korollar 8.3.5 erläutert, ist die Analyse für das zweidimensionale
System relativ einfach. Für eine gemeinsame Nullstelle (x0,pi∗)T ∈ R8 von h1, h2
und d sind
σ1(x0,pi∗) 6= 0 und dim V(h(·,pi∗)) = 1 nahe x0
hinreichend, um pi∗ als Tikhonov-Parameterwert zu identifizieren. Insgesamt sind
die folgenden vier Fälle zu berücksichtigen.
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1. Es gelte c = e0. In diesem Fall verbleiben die Polynome
h1(x,pi) = k−1e0,
h2(x,pi) = −(k−1 + k2)e0,
deren gemeinsames Verschwinden auf die notwendige Bedingung
e0 = 0 oder k2 = k−1 = 0
schließen lässt.
a) Für den Parametersatz pi∗ = (0, k∗1, k
∗
−1, k
∗
2, k
∗−2, s∗0)T ∈ R6 gilt
{(s, 0)T; s ∈ R} ⊂ V(h(·,pi∗)),
daher ist pi∗ genau dann ein Tikhonov-Parameterwert, wenn ein s ∈ R
existiert mit
σ1((s, 0)T,pi∗) = k∗1s + k
∗
−1 − k∗2 + k∗−2(s∗0 − s) 6= 0.
Ergo ist jedes 0 6= pi∗ = (0, k∗1, k∗−1, k∗2, k∗−2, s∗0)T ∈ R6 ein Tikhonov-Para-
meterwert.
b) Für pi∗ = (e∗0 , k∗1, 0, 0, k
∗−2, s∗0)T ∈ R6 gilt
{(s, e0)T; s ∈ R} ⊂ V(h(·,pi∗)).
Sofern
Spur D1h((s, e0)T,pi∗) = −k∗1s− k∗−2(s∗0 − s− e∗0) 6= 0
für ein s ∈ R gilt, ist pi∗ ein Tikhonov-Parameterwert. Das bedeutet,
pi∗ = (0, k∗1, k
∗
−1, k
∗
2, k
∗−2, s∗0)T ∈ R6 ist ein Tikhonov-Parameterwert, es
sei denn k∗1 = k
∗−2 = 0.
2. Im Falle k1 = 0 gelten
h1(x,pi) = k−1c,
h2(x,pi) = −(k−1 + k2)c + k−2(e0 − c)(s0 − s− c),
d(x,pi) = −k−1k−2(e0 − c).
Wegen Fall 1 können wir ohne Einschränkung c 6= e0 annehmen und erhalten
zwei Möglichkeiten
k−1 = 0 oder k−2 = 0.
a) Im Falle k−1 = 0 verschwindet h1 und für generische Parameterwerte
pi∗ = (e∗0 , k∗1, 0, k
∗
2, k
∗−2, s∗0)T ∈ R6 besitzt das Polynom
h2(x,pi∗) = −k∗2c + k∗−2(e∗0 − c)(s∗0 − s− c)
eine eindimensionale Varietät, welche einfache Punkte (s, c)T ∈ R2 ent-
hält. Es gibt derartige generische Werte, denn die Bedingungen h2 6= 0
und σ1 6= 0 beschreiben jeweils eine nichtleere, Zariski-offene Menge.
Somit ist ihr Schnitt ebenfalls nicht leer und die Werte pi∗ in diesem
beschreiben Tikhonov-Parameterwerte.
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b) Für k−2 = 0 erhalten wir die Polynome
h1(x,pi) = k−1c und h2(x,pi) = −(k−1 + k2)c.
Sofern k∗−1+ k
∗
2 6= 0 gilt, ist pi∗ = (e∗0 , 0, k∗−1, k∗2, 0, s∗0)T ∈ R6 ein Tikhonov-
Parameterwert. Einerseits ist gemeinsame Nullstellenmenge von h1, h2
und d gegeben durch {(s, 0)T; s ∈ R}, andererseits rechnen wir nach
Spur D1h((0, s)T,pi∗) = −(k−1 + k2) 6= 0.
3. Im Falle k−2 = 0 gilt d(x,pi) = −k1k2(e0 − c). Zudem muss die Summe
h1(x,pi) + h2(x,pi) = k2c verschwinden, woraus notwendigerweise folgt
k2 = 0 oder c = 0.
a) Es sei k2 = 0. Entsprechend oben erwähnten Dichtheitsargumenten in
Fall 2.1 gibt es generische Werte pi∗ = (e∗0 , k∗1, k
∗
−1, 0, 0, s
∗
0)
T ∈ R6, für die
das Polynom h1(x,pi∗)(= −h2(x,pi∗)) = −k∗1e∗0s+ (k∗1s+ k∗−1)c eine ein-
dimensionale Nullstellenmenge in R[x] besitzt, welche einfache Punkte
enthält. Diese Werte pi∗ sind Tikhonov-Parameterwerte.
b) Betrachte die Bedingung c = 0 an eine Slow Manifold. Da eine eindi-
mensionale Nullstellenmenge gefordert wird, muss das Polynom
h1(x,pi)(= −h2(x,pi)) = −k1e0s = 0
für alle s-Werte gelten. Wir haben das Verschwinden von h1 bereits dis-
kutiert. Zum einen ist c = e0 = 0 in Fall 1 enthalten, zum anderen
entspricht k1 = 0 dem Fall 2. Folglich erhalten wir keine zusätzlichen
Tikhonov-Parameterwerte.
4. Es bleibt das Verschwinden des zweiten Faktors von d zu betrachten. Sei nun
k1k−2 6= 0 und c = k1k−2(e0+s0)+k1k2+k−1k−22k1k−2 . Substituieren wir diesen Wert in
die Polynome h1 und h2, so gibt es folgende drei Möglichkeiten für gemein-
same Nullstellen.
a) Es gilt e0 = 0 und −k1k−2s0 = k−1k−2 + k1k2. Dann gilt bereits c = 0 und
es handelt sich um einen Spezialfall von 1.
b) Gleichzeitig seien die Bedingungen −k2k21s2 = k−1k−2(s0k−1 + s2k1) und
e0k21s
2 = (k21s
2 + 2k−1k1s + k2−1)s0 erfüllt. Wir werten diese Bedingungen
durch einen Koeffizientenvergleich in den Potenzen von s aus und erhal-
ten notwendige Bedingungen
k1(k−1k−2 + k2k1) = 0, (9.1)
k2−1k−2s0 = 0, (9.2)
k21(s0 − e0) = 0, (9.3)
k1k−1s0 = 0, (9.4)
k2−1s0 = 0. (9.5)
Aus Gleichung (9.5) folgt
k−1 = 0 oder s0 = 0.
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Im Falle k−1 = 0, liefert Gleichung (9.1), dass k1 oder k2 verschwinden
muss. Beide Fälle haben wir bereits diskutiert in Fall 2 und 3. Ist hingegen
s0 = 0, so folgt aus (9.3) das notwendige Verschwinden von k1 oder e0.
Den Fall k1 = 0 haben wir unter 2 studiert. Für s0 = e0 = 0 und k1 6= 0
impliziert (9.1) bereits c = 0, somit liegt ein Spezialfall von Fall 1 vor.
c) Schließlich betrachte den Fall k−1 = k1s, −k−2e0 = 4(k−2s + k2) und
−k−2s0 = k−2s + k2. Ein Koeffizientenvergleich in den Potenzen von s
liefert die Bedingungen
k−1 = k1 = 0, k−2 = 0, k−2e0 + 4k2 = 0 und k2 + k−2s0 = 0,
was äquivalent zum Verschwinden des Systems wäre. Somit ist dieser Fall
hinfällig.
Obige Fallunterscheidung nutzt keine Positivitätsbedingung an die Parameter. Mit
einer Einschränkung der Analyse auf chemisch interessante Fälle vereinfacht sich
besonders die Auswertung von Fall 4.
Insgesamt haben wir gezeigt, es gibt Tikhonov-Parameterwerte der Formen
pi∗1 =

0
k∗1
k∗−1
k∗2
k∗−2
s∗0

, pi∗2 =

e∗0
k∗1
0
0
k∗−2
s∗0

, pi∗3 =

e∗0
0
0
k∗2
k∗−2
s∗0

, pi∗4 =

e∗0
0
k∗−1
k∗2
0
s∗0

, pi∗5 =

e∗0
k∗1
k∗−1
0
0
s∗0

.
Gleichzeitig haben nachgewiesen, jeder Tikhonov-Parameterwert entspricht einem
pi∗i für ein 1 ≤ i ≤ 5.
Tikhonov-Parameterwerte der Form pi∗1 modellieren die Standard-QSS-Annahme
für die Komplexvariable im Michaelis-Menten-Modell. Die anderen Tikhonov-Pa-
rameterwerte beschreiben eine Einteilung in schnelle und langsame Teilreaktio-
nen. Für die Werte pi∗3 und pi∗5 werden Vor- und Rückreaktionspaare als schnell
oder langsam betrachtet. Diese Einteilungen sind üblicherweise in der Literatur zu
finden [HS96, 4.2], [HS83]. Die Annahme, die gesamte erste Teilreaktion des Sub-
stratabbaus verlaufe langsam bei schnellem Produktaufbau und -zerfall, wird von
Parameterwerten der Form pi∗3 modelliert. Die gegenteilige Einteilung in schnelle
und langsame Teilreaktion repräsentiert ein Wert der Art pi∗5 . Im Unterschied zu
den aus der Literatur bekannten Reduktionen, beschreiben die Terme pi∗2 und pi∗4
eine Einteilung, in der Hin- und Rückreaktion einer Teilreaktion auf verschiede-
nen Zeitskalen dominieren. Ein Wert der Gestalt pi∗2 modelliert die Annahme, der
Komplex zerfalle langsam in beide Richtungen. Ein Wert der Form pi∗4 hingegen,
beschreibt einen in beide Richtungen schnellen Komplexzerfall.
Wie in Bemerkung 8.2.12 erläutert, besteht ein Zusammenhang zwischen Tikho-
nov-Parameterwerten und kleinen Parametern in einem System. Nachstehende Ta-
belle 9.1 bietet eine Übersicht der bisherigen Ergebnisse, indem kleine Parameter
für eine Tikhonov-Fenichel-Reduktion im Lindemann-Hinsley- sowie Michaelis-
Menten-Modell angegeben sind. Die Ausdrucksweise „kleiner Parameter“ ist hier,
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wie auch in Tabelle 9.2 auf Seite 181 so zu verstehen, dass Nullsetzen des klei-
nen Parameters für generische Werte der restlichen Parameter einen Tikhonov-
Parameterwert ergibt.
Modell „kleine Parameter“
Lindemann-Hinsley k1
q k2
Michaelis-Menten irreversibel e0
q k1
q k2
Michaelis-Menten reversibel e0
q k−1, k2
q k1, k−1
q k1, k2
q k2, k−2
Tabelle 9.1: Kleine Parameter für Lindemann-Hinsley und Michaelis-Menten
Für höherdimensionale Systeme wird die detaillierte Analyse von Tikhonov-
Parameterwerten wesentlich aufwändiger. Weitgehend untersuchen wir im folgen-
den Abschnitt alle Tikhonov-Parameterwerte für die dreidimensionale modifizier-
te Michaelis-Menten-Gleichung.
9.2 eine variante des michaelis-menten modells
In diesem Abschnitt analysieren wir Störungsterme der erweiterten Michaelis-
Menten-Gleichung aus Teil 5.2. Wir betrachten zunächst die irreversiblen Reakti-
onsgleichungen, das heißt System (5.1) in Kapitel 5.2 mit k−3 = 0 in den Variablen
x = (s, c1, c2)T ∈ R2 und pi = (e0, k1, k−1, k2, k−2, k3)T ∈ R6.
Die Polynome
h1(x,pi) = −k1s(e0 − c1 − c2) + k−1c1,
h2(x,pi) = k1s(e0 − c1 − c2)− (k−1 + k2)c1 + k−2c2,
h3(x,pi) = k2c1 − (k−2 + k3)c2,
d(x,pi) = k1k2k3(c1 + c2 − e0)
beschreiben die rechte Seite h = (h1, h2, h3)T des Systems und seine Funktionalde-
terminante d(x,pi) = det D1h(x,pi). Es bezeichne I ihr Erzeugnis im Polynomring
R[x,pi]. Das bezüglich lexikographischer Termordnung dritte Eliminationsideal
I3 ⊂ R[pi] von I wird erzeugt von einem Polynom, es gilt
I3 = I ∩R[pi] = 〈e20k1k2k3〉.
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Die Varietät von I3 in R[pi] enthält alle Tikhonov-Parameterwerte des Systems; sie
besteht aus vier irreduziblen Komponenten. Diese sind genau die Varietäten der
Primärideale von I. Letztere sind genau die Ideale, die von einer der Variablen
e0, k1, k2 oder k3 erzeugt werden. Für die Untersuchung hinreichender Kriterien
nehmen wir eine Fallunterscheidung nach den Primäridealen von I vor. Wir be-
stimmen Tikhonov-Parameterwerte zur Dimension 1 sowie zur Dimension 2. Ab-
hängig von der Dimension einer Slow Manifold ist das Verschwinden der Einträge
und Unterdeterminanten der Matrix
D1h(x,pi) =
−k1(e0 − c1 − c2) k1s + k−1 k1sk1(e0 − c1 − c2) −k1s− k−1 − k2 k1s + k−2
0 k2 −(k−2 + k3)

zu beachten. Das charakteristische Polynom hat Grad 3. Der lineare Koeffizient
lautet
σ1(x,pi) = (k−2 + k2 + k3)(c1 + c2 − k1(e0 + s))− k−2k−1 − k−1k3 − k2k3
und der quadratische
σ2(x,pi) = k1(e0 + s− c1 − c2) + k−2 + k−1 + k2 + k3.
Es gibt 9 Minoren des Formates 2 × 2. Ihre Determinanten sind Polynome in
R[x,pi] gegeben durch
d1 = d4 = −d7 = k1k2(e0 − c1 − c2),
d2 = −k1k−2(e0 − c1 − c2),
d3 = k1s(k2 + k−2) + k−1k−2,
d5 = −d8 = d2 − k1k3(e0 − c1 − c2),
d9 = d3 − k3(k1s + k−1),
d6 = −d9 + k3k2.
Wir definieren 6 unabhängige Polynome
e1 = k1k2(e0 − c1 − c2),
e2 = k1k−2(e0 − c1 − c2),
e3 = k1s(k2 + k−2) + k−1k−2,
e4 = k1k3(e0 − c1 − c2),
e5 = k3(k1s + k−1),
e6 = k3k2.
Die Determinanten aller 2× 2 Minoren von D1h(x,pi) verschwinden genau dann,
wenn selbiges für e1, . . . , e6 gilt. Wie oben erwähnt, unterscheiden wir alle Mög-
lichkeiten für das Verschwinden von I3.
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1. Es sei k1 = 0. Dann gelten
h1(x,pi) = k−1c1,
h2(x,pi) = −(k−1 + k2)c1 + k−2c2,
h3(x,pi) = k2c1 − (k−2 + k3)c2.
Es gibt generische Werte pi∗ = (e∗0 , 0, k∗−1, k
∗
2, k
∗−2, k∗3)T ∈ R6, für die h genau
auf der eindimensionalen Menge {(s, 0, 0)T; s ∈ R} verschwindet und
σ1((s, 0, 0)T,pi∗) = −k−2k−1 − k−1k3 − k2k3 6= 0
gilt. Diese Werte pi∗ sind Tikhonov-Parameterwerte zur Dimension 1. Zum
Beispiel erfüllt pi∗ alle Eigenschaften für k∗−1, k
∗
2, k
∗−2, k∗3 > 0.
Ebenfalls gibt es Tikhonov-Parameterwerte zur Dimension 2 mit verschwin-
dender k1-Komponente. Dafür müssen die Determinanten der 2× 2-Minoren
verschwinden. Für k1 = 0 gelten e1 = e2 = e4 = 0 und
e3 = k−1k−2,
e5 = k3k−1,
e6 = k3k2.
Somit muss mindestens eine der folgenden drei Möglichkeiten erfüllt sein.
a) Es sei k1 = k−1 = k3 = 0. So gelten h1 = 0 und
h2(x,pi) = −h3(x,pi) = −k2c1 + k−2c2.
Sofern nicht k2 = k−2 = 0 gilt, ist die gemeinsame Nullstellenmenge
zweidimensional. Gleichzeitig gilt σ2(x,pi) = k−2 + k2 6= 0, daher ist
pi∗ = (e∗0 , 0, 0, k∗2, k∗−2, 0)T ∈ R6 für k∗2 6= 0 oder k∗−2 6= 0 ein Tikhonov-
Parameterwert zur Dimension 2 gemäß Proposition 8.3.2.
b) Es gelte k1 = k−2 = k3 = 0. Die gemeinsame Nullstellenmenge der Po-
lynome h1(x,pi) = k−1c1, h2(x,pi) = −k−1c1 − k2c1 und h3(x,pi) = k2c1
entspricht der Varietät V(c1), sofern nicht k−1 = k2 = 0 gilt. Ebenfalls ist
in diesem Fall σ2(x,pi) = k−1 + k2 6= 0. Das bedeutet, für k−1 6= 0 oder
k2 6= 0 ist pi∗ = (e∗0 , 0, k∗−1, k∗2, 0, 0)T ∈ R6 ein Tikhonov-Parameterwert
zur Dimension 2.
c) Im Falle k1 = k−1 = k2 = 0 erhalten wir die Polynome h1(x,pi) = 0,
h2(x,pi) = k−2c2 und h3(x,pi) = −(k−2 + k3)c2, deren gemeinsame Null-
stellenmenge gegeben ist durch V(c2), solange k−2 6= 0 oder k3 6= 0 gilt.
In diesen Fällen stellt pi∗ = (e∗0 , 0, 0, 0, k∗−2, , k∗3)T ∈ R6 einen Tikhonov-
Parameterwert zur Dimension 2 dar, denn es gilt σ2((s, c1, 0)T,pi∗) 6= 0.
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2. Es sei k2 = 0. Zunächst folgt
h1(x,pi) = −k1s(e0 − c1 − c2) + k−1c1,
h2(x,pi) = −h1(x,pi) + k−2c2,
h3(x,pi) = −(k−2 + k3)c2.
Sind beispielsweise alle übrigen Systemparameter positiv, so besitzt die Va-
rietät der Polynome V := V(c2,−k1s(e0 − c1) + k−1c1) die Dimension 1. Es
gibt Werte in V, für die σ1 6= 0 und d3 6= 0 erfüllt sind. Aufgrund des-
sen gibt es, laut Propostion 8.3.2, Tikhonov-Parameterwerte zur Dimension
1 der Form
pi∗ = (e∗0 , k∗1, k
∗
−1, 0, k
∗−2, k∗3)T ∈ R6.
Gleichzeitig gibt es Tikhonov-Parameterwerte zur Dimension 2 mit verschwin-
dender k2-Komponente. Dazu müssen die Terme
e2 = −k1k−2(e0 − c1 − c2),
e3 = k−2(k1s + k−1),
e4 = k1k3(e0 − c1 − c2),
e5 = k3(k1s + k−1)
verschwinden. Wegen Fall 1 kann ohne Einschränkung k1 6= 0 angenommen
werden. Die Bedingung e3 = 0 liefert
k−2 = 0 oder k1s + k−1 = 0.
a) Sei zunächst k1s + k−1 6= 0 und k−2 = 0. Dann folgt k3 = 0 aus
der Bedingung e5 = 0. Für k2 = k−2 = k3 = 0 gelten h3 = 0 und
h1(x,pi) = −h2(x,pi) = −k1s(e0 − c1 − c2) + k−1c1. Wegen k1 6= 0
hat V(h1(·,pi)) die Dimension 2 und besitzt Punkte, in denen weder
σ2(x,pi) = k1(e0 + s− c1 − c2) + k−1 noch D1h(x,pi) verschwinden. Pro-
position 8.3.2 zufolge, ist pi∗ = (e∗0 , k∗1, k
∗
−1, 0, 0, 0)
T ∈ R6 für k1 6= 0 ein
Tikhonov-Parameterwert zur Dimension 2.
b) Der Fall k−1 = 0 und s = 0 liefert keine zusätzlichen Tikhonov-Pa-
rameterwerte zur Dimension 2, denn für k1 6= 0 und k−2 6= 0 muss
e0 = c1 + c2 gelten, damit e1 verschwindet. Dann ist die Dimension
einer Slow Manifold aber kleiner als 2.
3. Im Falle k3 = 0 gelten
h1(x,pi) = −k1s(e0 − c1 − c2) + k−1c1,
h2(x,pi) = −h1(x,pi)− h3(x,pi),
h3(x,pi) = k2c1 − k−2c2.
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Es gibt Parameterwerte pi ∈ R6, für die h1 und h3 eine gemeinsame Varietät
der Dimension 1 besitzen, welche Punkte enthält, in denen
σ1(x,pi) = (k2 + k−2)(c1 + c2 − k1(e0 + s))− k−1k−2 6= 0 und d3 6= 0
gelten. Beispielsweise gilt dies für wenn bis auf k3 alle Systemparameter
positiv sind. Dann ist
pi∗ = (e∗0 , k∗1, k
∗
−1, k
∗
2, k
∗−2, 0)T ∈ R6
ein Tikhonov-Parameterwert zur Dimension 1. Ferner existieren Tikhonov-
Parameterwerte dieser Form zur Dimension 2; notwendige Bedingung hier-
für ist das Verschwinden der Terme
e1 = k1k2(e0 − c1 − c2),
e2 = k1k−2(e0 − c1 − c2),
e3 = k1s(k2 + k−2) + k−1k−2.
Ohne Einschränkung nehmen wir k1, k2 6= 0 an. Dann folgt die Bedingung
e0 = c1 + c2 an die Slow Manifold aus dem Verschwinden von e1. Da eine
Slow Manifold der Dimension 2 gefragt ist, muss e3 für alle s-Werte ver-
schwinden. Es folgt k−2 = −k2 6= 0 und somit k−1 = 0. Unter diesen Bedin-
gungen gilt h3 = e0k2, woraus e0 = 0 folgt. Die Beziehung c1 + c2 = e0 = 0
betrachten wir in Fall 4.
4. Es sei e0 = 0. Es gibt keine nicht zuvor bestimmten Tikhonov-Parameterwerte
zur Dimension 2, denn k2, k3 6= 0 wäre ein Widerspruch zu e6 = 0. Tikhonov-
Parameterwerte zur Dimension 1 der Art pi∗ = (0, k∗1, k
∗
−1, k
∗
2, k
∗−2, k∗3)T ∈ R6
haben sich bereits in 5.2 bewährt.
Insgesamt haben wir gezeigt, es gibt Tikhonov-Parameterwerte der Formen
pi∗1 = (0, k
∗
1, k
∗
−1, k
∗
2, k
∗−2, k∗3)T ∈ R6,
pi∗2 = (e∗0 , 0, k∗−1, k
∗
2, k
∗−2, k∗3)T ∈ R6,
pi∗3 = (e∗0 , k∗1, k
∗
−1, 0, k
∗−2, k∗3)T ∈ R6,
pi∗4 = (e
∗
0 , k
∗
1, k
∗
−1, k
∗
2, k
∗−2, 0)T ∈ R6.
Alle Tikhonov-Parameterwerte entsprechen einem pi∗i für ein 1 ≤ i ≤ 4, wie obige
Fallunterscheidung zeigt.
Es ist ein Zusammenhang der Tikhonov-Parameterwerte mit denen der klassi-
schen Gleichung zu erkennen, der chemisch intuitive Erwartungen widerspiegelt.
Einander entsprechende Systemparameter verschwinden in beiden Modellen zu-
gleich. Zusätzlich erhalten wir Tikhonov-Parameterwerte der Form pi∗3 mit ver-
schwindener k2-Komponente, das heißt mit kleiner Ratenkonstante für den Über-
gang von Enzym-Substrat-Komplex C1 zu Enzym-Produkt-Komplex C2.
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Eine Untersuchung des reversiblen Systems ist wesentlich aufwändiger. Den-
noch erhalten wir einige spezielle Tikhonov-Parameterwerte mit Hilfe von Lemma
8.5.5. Die reversiblen Gleichungen werden definiert durch die Terme
η1(x,pi, ρ) = −k1s(e0 − c1 − c2) + k−1c1,
η2(x,pi, ρ) = k1s(e0 − c1 − c2)− (k−1 + k2)c1 + k−2c2,
η3(x,pi, ρ) = (k2 − k−3(s0 − s))c1 − (k−2 + k3 + k−3(s0 − s))c2
in Abhängigkeit der Parameter
(pi, $)T = (e0, k1, k−1, k2, k−2, k3, k−3, s0)T ∈ R6 ×R2 = R8.
Gemäß Lemma 8.5.5 existieren Tikhonov-Parameterwerte für die reversiblen Glei-
chungen der Form
(pi∗1 , 0)
T = (0, k∗1, k
∗
−1, k
∗
2, k
∗−2, k∗3, 0, 0)T ∈ R8,
(pi∗2 , 0)T = (e∗0 , 0, k∗−1, k
∗
2, k
∗−2, k∗3, 0, 0)T ∈ R8,
(pi∗3 , 0)T = (e∗0 , k∗1, k
∗
−1, 0, k
∗−2, k∗3, 0, 0)T ∈ R8,
(pi∗4 , 0)
T = (e∗0 , k∗1, k
∗
−1, k
∗
2, k
∗−2, 0, 0, 0)T ∈ R8.
Ist pi∗i ein Tikhonov-Parameterwert zur Dimension 1 oder 2 im irreversiblen Mo-
dell, so gilt selbiges für (pi∗i , 0)
T im reversiblen Modell.
Obige Herangehensweise ist ebenfalls zielführend für das kompetitive Inhibiti-
onsmodell. Wir sehen, auch hier bleibt die Analyse von Tikhonov-Parameterwerten
zur Dimension 1 und 2 relativ übersichtlich.
9.3 kompetitive inhibition
Wir betrachten die Reaktionsgleichungen der irreversiblen kompetitiven Inhibition
aus 5.3 in der dynamischen Variable x = (s, c1, c2)T ∈ R3 und den Systemparame-
tern pi = (e0, k1, k−1, k2, k3, k−3, i0)T ∈ R7. Die rechte Seite des Systems besteht aus
den Polynomen
h1(x,pi) = k−1c1 − k1s(e0 − c1 − c2),
h2(x,pi) = k1s(e0 − c1 − c2)− (k−1 + k2)c1,
h3(x,pi) = k3(e0 − c1 − c2)(i0 − c2)− k−3c2,
deren gemeinsames Ideal mit der Jacobideterminante
d(x,pi) = −k1k2(e0 − c1 + c2)(k−3 + k3(i0 + e0)− k3(2c2 − c1))
im Polynomring R[x,pi] wir I nennen. Bei Elimination der dynamischen Größe x
erhält man ein Ideal I3 mit einer einelementigen Gröbnerbasis, es gilt
I3 = 〈e0k1k2k−3(k23(e0 − i0)2 + k−3(k−3 + 2k3(e0 + i0))〉.
176 anwendungen
Ist pi∗ ein Tikhonov-Parameterwert, so muss einer der Faktoren des Erzeugerpoly-
noms verschwinden. An dieser Stelle schränken wir die Betrachtung auf nichtne-
gative Parameterwerte ein. Unter dieser Annahme ist der letzte Faktor nicht weiter
relevant, denn er verschwindet nur für
k3 = k−3 = 0 oder k−3 = 0, e0 = i0,
während die Bedingung k−3 = 0 schon hinreichend für das Verschwinden von I3
ist. Als Tikhonov-Parameterwert (mit nichtnegativen) Einträgen kommen folgende
Werte in Frage
pi∗1 =

0
k∗1
k∗−1
k∗2
k∗3
k∗−3
i∗0

, pi∗2 =

e∗0
0
k∗−1
k∗2
k∗3
k∗−3
i∗0

, pi∗3 =

e∗0
k∗1
k∗−1
0
k∗3
k∗−3
i∗0

, pi∗4 =

e∗0
k∗1
k∗−1
k∗2
k∗3
0
i∗0

∈ R7+.
Die Gleichungen können auf eine ein- sowie auf eine zweidimensionale Men-
ge reduziert werden. Wie wir nachstehend zeigen, gibt es tatsächlich Tikhonov-
Parameterwerte obiger Formen, jeweils zu beiden möglichen Dimensionen. Dazu
berechnen wir die Jacobimatrix
D1h(x,pi) =
( −k1(e0−c1−c2) k−1+k1s k1s
k1(e0−c1−c2) −k1s−(k−1+k2) −k1s
0 −k3 −k3(e0+i0−c1−2c2)−k−3
)
und ihr charakteristisches Polynom χ(τ) = τ3 + σ2(x,pi)τ2 + σ1(x,pi)τ + d(x,pi)
mit den Koeffizienten
σ1 =k1(e0 − c1 − c2)(k2 + k−3 + k3i0 + k3s) + k1k3(c1 + c2)2 + k1k3(e0 − c2)2
+ (k−1 + k2)(k3i0 + k3e0 − 2k3c2 − k3c1 + k−3)
+ k1(k−3s + k3c1c2 − k3e0(2c1 + c2)) und
σ2(x,pi) =(k1 + k3)(e0 − c1 − c2)− k3(c2 − i0) + k1s + k−3 + k−1 + k2.
Das Verschwinden der Determinanten der 2 × 2-Minoren der Matrix D1h(x,pi)
wird erfasst durch die Nullstellenmengen der Terme
e1 = k1k2(e0 − c1 − c2),
e2 = k1k2s,
e3 = k1k3(e0 − c1 − c2),
e4 = k1(e0 − c1 − c2)(k3(e0 + i0 − c1 − 2c2) + k−3),
e5 = k2(k3(e0 + i0 − c1 − 2c2) + k−3),
e6 = (k1s + k−1)(k3(e0 + i0 − c1 − 2c2) + k−3) + k1k3s.
Separat betrachten wir die Werte pi∗i für 1 ≤ i ≤ 4.
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1. Es sei k1 = 0. Wir erhalten h1(x,pi) = k−1c1 und h2 = −(k−1 + k2)c1. Sub-
stitution von c1 = 0 in h3 liefert das Polynom k3(e0 − c2)(i0 − c2) − k−3c2.
Für generische Werte pi besitzen die Polynome eine eindimensionale Varie-
tät, auf welcher das Polynom σ1 nicht verschwindet. Somit gibt es Tikhonov-
Parameterwerte zur Dimension 1 der Art pi∗2 . Für eine Reduktion auf Dimen-
sion 2 ist das Verschwinden der Terme e1, . . . , e6 zu beachten. Für e1 = e6 = 0
gibt es zwei Möglichkeiten.
a) Im Falle k−1 = k2 = 0 gelten h1 = h2 = 0. Für generische Werte pi
verschwinden h3 und σ2(x,pi) = k3(e0 − c1 − 2c2 + i0) + k−3 nicht, so-
dass Tikhonov-Parameterwerte zur Dimension 2 der folgenden Form
existieren
pi∗2,1 = (e
∗
0 , 0, 0, 0, k
∗
3, k
∗−3, i∗0)T ∈ R7+.
b) Im Falle k3(e0 + i0− c1− 2c2) + k−3 = 0 gelten h2(x,pi) = −(k−1 + k2)c1
und σ2(x,pi) = k−1 + k2. Da eine zweidimensionale Varietät gefragt ist,
muss das Polynom h3((s, 0, c2)T,pi) = k3(e0 − c2)(i0 − c2) − k−3c2 für
alle c2-Werte verschwinden, woraus k3 = k−3 = 0 folgt. Folglich gibt es
Tikhonov-Parameterwerte zur Dimension 2 der Gestalt
pi∗2,2 = (e∗0 , 0, k∗−1, k
∗
2, 0, 0, i
∗
0)
T ∈ R7+.
2. Im Falle k2 = 0 gilt h1 = −h2. Für generische Werte pi besitzen h1 und h3
eine eindimensionale gemeinsame Varietät, auf der σ1 6= 0 gilt. Diese Werte
sind Tikhonov-Parameterwerte zur Dimension 1 der Gestalt pi∗3 .
Es gibt auch Tikhonov-Parameterwerte zur Dimension 2 mit verschwinden-
der k2-Komponente. Nehmen wir k1 6= 0 an, so erfordert die Bedingung
e3 = 0, dass k3 = 0 oder c1 + c2 = e0 gilt.
a) Für c1 + c2 = e0 erhalten wir h1(x,pi) = k−1c1, h3(x,pi) = −k−3c2, wel-
che für eine zweidimensionale Slow Manifold identisch verschwinden
müssen. Gilt k−1 = k−3 = 0, so verschwindet das System komplett und
es liegt kein Tikhonov-Parameterwert vor.
b) Im Falle k3 = 0 liefert die Bedingung e4 = 0 direkt k−3 = 0. Es ver-
bleibt ein unabhängiges Ploynom h1(x,pi) = k−1− k1s(e0− c1− c2). Für
generische Werte gelten σ2(x,pi) = k1(e0 − c1 − c2 + s) + k−1 + k2 6= 0
und h1 6= 0. Diese Tikhonov-Parameterwerte zur Dimension 2 haben
die Form
pi∗3,1 = (e
∗
0 , k
∗
1, k
∗
−1, 0, 0, 0, i
∗
0)
T ∈ R7+.
3. Es sei k−3 = 0, dann ist die Menge {(s, 0, e0)T; s ∈ R} enthalten in der
Nullstellenmenge von h1, h2 und h3. Da σ1(x,pi) = k3(k−1 + k2)(i0 − e0) gilt,
gibt es Tikhonov-Parameterwerte zur Dimension 1 der Form pi∗3 .
Nehmen wir an, es gelte k1, k2 6= 0. Dann folgt bereits aus der Forderung
e1 = e2 = 0, dass s = 0 und e0 = c1 + c2 gelten müssen, weshalb keine
zweidimensionale Slow Manifold existiert.
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4. Betrachte abschließend den Fall e0 = 0. Tikhonov-Parameterwerte zur Di-
mension 1 der Form pi∗1 haben wir in Abschnitt 5.3 gesehen.
Genau wie in Fall 3 steht das Verschwinden von e1 und e2 im Widerspruch
zu einer zweidimensionalen Varietät, sobald k1, k2 6= 0 ist.
Wir haben gezeigt, jeder Tikhonov-Parameterwert hat die Form pi∗1 , . . . ,pi
∗
4 . Gleich-
zeitig gibt es von jeder der vier Möglichkeiten einen Tikhonov-Parameterwert
zur Dimension 1. Ebenfalls kann das System auf Dimension 2 reduziert werden.
Ein entsprechender Tikhonov-Parameterwert muss mindestens in der k1- oder k2-
Komponente verschwinden, es gibt drei Möglichkeiten
pi∗2,1 =

e∗0
0
0
0
k∗3
k∗−3
i∗0

, pi∗2,2 =

e∗0
0
k∗−1
k∗2
0
0
i∗0

, pi∗3,1 =

e∗0
k∗1
k∗−1
0
0
0
i∗0

∈ R7+.
Wie wir gezeigt haben, existieren in der Tat Tikhonov-Parameterwerte zur Dimen-
sion 2 der Formen pi∗2,1, pi
∗
2,2 sowie pi
∗
3,1.
Lemma 8.5.5 liefert spezielle Tikhonov-Parameterwerte für die reversiblen Glei-
chungen. Der erweiterte Parametersatz im reversiblen Modell lautet
(pi, ρ)T = (e0, k1, k−1, k2, k−2, k3, k−3, i0, s0)T ∈ R9.
Wie Lemma 8.5.5 besagt, ist (pi∗, 0)T ∈ R9 ein Tikhonov-Parameterwert für jeden
Tikhonov-Parameterwert pi∗ ∈ R7 der irreversiblen Gleichungen. Folglich gibt es
Tikhonov-Parameterwerte zur Dimension 1 der Formen (pi∗i , 0)
T für 1 ≤ i ≤ 4 und
welche zur Dimension 2 der Gestalten (pi∗2,1, 0)
T, (pi∗2,2, 0)T und (pi∗3,1, 0)
T.
Die Gleichungen des kooperativen Modells mit zwei Komplexen sind von glei-
cher Dimension; eine dimensionsabhängige Auswertung der Eigenschaften von
Tikhonov-Parameterwerten kann analog zu den beiden obigen Modellen durchge-
rechnet werden. Unterscheidet man nicht zwischen den Dimensionen einer Slow
Manifold, so wird die Untersuchung etwas kürzer, wie folgender Abschnitt zeigt.
9.4 kooperatives system
Die Gleichungen der Kooperativität zweier Komplexe sind aus Abschnitt 5.5 be-
kannt. Das irreversible Modell für k−2 = k−4 = 0 wird beschrieben durch die
Polynome
h1(x,pi) = −k1e0s + (k−1 + k1s− k3s)c1 + (k1s + k−3)c2,
h2(x,pi) = k1e0s− (k−1 + k2 + k1s + k3s)c1 + (k−3 + k4 − k1s)c2,
h3(x,pi) = k3sc1 − (k−3 + k4)c2
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in der dynamischen Variablen x = (s, c1, c2)T ∈ R3 und der Parametergröße
pi = (e0, k1, k−1, k2, k3, k−3, k4)T ∈ R7.
Das charakteristische Polynom der Jacobimatrix von h = (h1, h2, h3)T bezüglich x
ist gegeben durch
χ(τ) = τ3 + σ2(x,pi)τ2 + σ1(x,pi)τ + σ0(x,pi)
mit den Termen
σ0(x,pi) = −k1k3s(k2c1 + k4c2 − k4e0) + k3k4(k2 + k−1)c1
+k1k2(k4 + k−3)(c1 + c2 − e0),
σ1(x,pi) = −k1(k3s + k4 + k−3)(c1 + c2 − s− e0) + k1(k2 − k3s)(c1 + c2 − e0)
+k3c1(k1s + 2k−1 + k2 + k4) + (k−3 + k4)(k−1 + k2),
σ2(x,pi) = k1(c1 + c2 − e0)− (k−3 + k4 + k−1 + k2 + k1s + k3s + k3c1).
Es sei I das Erzeugnis von h und σ0 in R[x,pi]. Das dritte Eliminationsideal bei
lexikographischer Termordnung lautet
I3 = 〈e0k1k22(k−3 + k4)2〉.
Nehmen wir eine Einschränkung auf chemisch bedeutsame Parameterwerte vor,
so muss jeder Tikhonov-Parameterwert pi ∈ R7 eine der Bedingungen e0 = 0,
k1 = 0, k2 = 0 oder k−3 = k4 = 0 erfüllen. Wir zeigen, nicht jede dieser Bedingun-
gen ist hinreichend für einen Tikhonov-Parameterwert. Während die notwendigen
Bedingungen sowohl für eine Reduktion auf Dimension 1 als auf Dimension 2 gel-
ten, werten wir hinreichende Bedingung nur für Tikhonov-Parameterwerte zur
Dimension 1 aus und untersuchen nicht weiter, ob es Tikhonov-Parameterwerte
zur Dimension 2 gibt.
1. Ein Parameterwert
pi∗1 = (0, k
∗
1, k
∗
−1, k
∗
2, k
∗
3, k
∗−3, k∗4)
T ∈ R7+
kann so gewählt werden, dass V(h(·,pi∗1)) = V({c1, c2}) ≤ R3 gilt. Diese
haben sich bereits in 5.5 als Tikhonov-Parameterwerte bewährt.
2. Für generische Werte
pi∗2 = (e∗0 , 0, k∗−1, k
∗
2, k
∗
3, k
∗−3, k∗4)
T ∈ R7+
erhält man eine Reduktion auf dieselbe Slow Manifold V({c1, c2}) wie in Fall
1 und es gilt σ1((s, 0, 0)T,pi∗2) = (k−3 + k4)(k−1 + k2) 6= 0. Folglich handelt es
sich um Tikhonov-Parameterwerte zur Dimension 1.
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3. Für pi∗3 ∈ R7+ mit Komponenten
pi∗3 = (e∗0 , k∗1, k
∗
−1, k
∗
2, k
∗
3, 0, 0)
T ∈ R7+
gilt V({s, c1}) ⊂ V(h(·,pi∗3)). Sofern σ1((0, 0, c2)T,pi∗3) = k∗1k∗2(c2 − e∗0) 6= 0
gilt, liegt ein Tikhonov-Parameterwert zur Dimension 1 vor.
4. Für k2 = 0 sind weitere Bedingungen an die Parameter nötig, um eine po-
sitivdimensionale Slow Manifold zu erhalten. Notwendig ist das Verschwin-
den der Summe h1 + h2 + 2h3 = −k4c2. Wir unterscheiden das Verschwin-
den der Faktoren. Für k4 = 0 verbleiben zwei unabhängige Gleichungen
h1(x,pi) = 0 und h3(x,pi) = k3sc1 − k−3c2 = 0. Für generische Werte
pi∗4 = (e
∗
0 , k
∗
1, k
∗
−1, 0, k
∗
3, k
∗−3, 0)T ∈ R7+
besitzen diese Polynome eine eindimensionale gemeinsame Nullstellenmen-
ge, auf der (lokal) σ1 6= 0 gilt.
Substitution von c2 = 0 in die Gleichungen von h liefert h3(x,pi) = k3sc1.
Einer der Faktoren muss verschwinden.
a) Für s = 0 muss das verbleibende System unabhängig von c1 verschwin-
den, woraus k−1 = 0 folgt. Dann gilt V(s, c2) ⊂ V(h(·,pi)). Es gibt Para-
meterwerte
pi∗5 = (e∗0 , k∗1, 0, 0, k
∗
3, k
∗−3, k∗4)
T ∈ R7+,
sodass gelten V(h(·,pi∗)) = {(0, c1, 0)T; c1 ∈ R} und
σ1((0, c1, 0)T,pi∗5) = −k1(k4 + k−3)(c1 − e0) + k3k4c1 6= 0.
b) Für c1 = 0 muss h für alle Werte für s verschwinden, woraus e0 = 0 oder
k1 = 0 folgt. Somit liegt einer der Fälle pi∗1 oder pi
∗
2 vor.
c) Für k3 = 0 verbleibt für das System genau ein unabhängiger Term, dieser
ist gegeben durch h1(x,pi) = −k1e0s+(k−1 + k1s)c1. Für generische Werte
pi∗6 = (e∗0 , k∗1, k
∗
−1, 0, 0, k
∗−3, k∗4)
T ∈ R7+
besitzt h1 eine eindimensionale Varietät, auf der (lokal) σ1(x,pi∗6) 6= 0 gilt.
Zusammenfassend gibt es sechs Möglichkeiten für einen Tikhonov-Parameterwert
(beliebiger Dimension), diese lauten
pi∗1 = (0, k
∗
1, k
∗
−1, k
∗
2, k
∗
3, k
∗−3, k∗4)
T ∈ R7+,
pi∗2 = (e∗0 , 0, k∗−1, k
∗
2, k
∗
3, k
∗−3, k∗4)
T ∈ R7+,
pi∗3 = (e∗0 , k∗1, k
∗
−1, k
∗
2, k
∗
3, 0, 0)
T ∈ R7+,
pi∗4 = (e
∗
0 , k
∗
1, k
∗
−1, 0, k
∗
3, k
∗−3, 0)T ∈ R7+,
pi∗5 = (e∗0 , k∗1, 0, 0, k
∗
3, k
∗−3, k∗4)
T ∈ R7+,
pi∗6 = (e∗0 , k∗1, k
∗
−1, 0, 0, k
∗−3, k∗4)
T ∈ R7+.
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Wir haben zusätzlich gezeigt, zur Dimension 1 existieren tatsächlich Tikhonov-Pa-
rameterwerte aller sechs Möglichkeiten.
Ein Ergebnis der Arbeit in den Abschnitten 9.2-9.4 sind gefundene kleine Para-
menter für eine Tikhonov-Fenichel-Reduktion. Zusammenfassend stellen wir ge-
fundene kleine Parameter der irreversiblen Modelle in Tabelle 9.2 dar.
Modell „kleine Parameter“
Variante Michaelis Menten irreversibel e0
q k1
q k2
q k3
Irreversible Kompetetive Inhibition e0
q k1
q k2
q k−3
Irreversible Kooperativität e0
q k1
q k−3 und k4
q k2 und k4
q k−1 und k2
q k2 und k3
Tabelle 9.2: Übersicht kleiner Parameter
Nachstehend betrachten wir Modelle größerer Dimension. Aufgrund der zuneh-
menden Komplexität verzichten wir weitgehend auf die Auswertung hinreichen-
der Bedingungen einer Reduktion.
9.5 allosterische inhibition
Wir betrachten das Modell der irreversiblen allosterischen Inhibition, das heißt
die Gleichungen aus Abschnitt 5.4 für k−2 = 0. Die rechte Seite des Systems wird
beschrieben durch die Polynome
h1(x,pi) = k−1(c1 + c3)− k1s(e0 − c1 − c3),
h2(x,pi) = −(k−1 + k2)c1 + k1s(e0 − c1 − c2 − c3)− k−3c3 − k3c1(i0 − c2 − c3),
h3(x,pi) = k3(e0 − c1 − c2 − c3)(i0 − c2 − c3)− (k−3 + k1s)c2 + k−1c3,
h4(x,pi) = k3c1(i0 − c2 − c3)− (k−3 + k−1)c3 + k1sc2
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in den Variablen x = (s, c1, c2, c3)T ∈ R4 und pi = (e0, k1, k−1, k2, k3, k−3, i0)T ∈ R7+.
Die Funktionaldeterminante des Systems bezüglich x lautet
d(x,pi) = k1k2(k3(2c2 + 2c3 − e0 − i0)− k−3)·
((c1 + c2 + c3 − e0)(k1s + k−1 + k−3)− k−3c2).
Es sei I das von h = (h1, h2, h3, h4)T und d erzeugte Ideal in R[x,pi]. Elimination
der dynamischen Größe x liefert
I4 = I ∩R[pi] = 〈e0k1k2k−3q(pi)r(pi)〉
mit den Polynomen
q(pi) = (e0k3 + k−3)2 + k3(k3i0 + 2i0(k−3 − k3e0)) und
r(pi) = (e0k3 + k−3)2 + k3i0(k3 − 2k3e0 + 2k−3).
Wir wissen, für einen Tikhonov-Parameterwert muss das Eliminationsideal I4 in
R[pi] verschwinden, was gleichbedeutend mit dem Verschwinden eines Faktors
des Erzeugerpolynoms ist.
Berechnen wir eine Primärzerlegung von I in R[x,pi] mit Singular, so erhal-
ten wir 13 Primärideale. Wir betrachten die Varietät jedes Primärideals separat.
Nehmen wir eine Einschränkung auf Parameterwerte mit nichtnegativen Einträ-
gen vor, so stellen wir für jedes Primärideal fest, es gibt genau dann eine nicht
isolierte Nullstellenmenge der Erzeuger, wenn einer der Werte e0, k1, k2 oder
k−3 verschwindet. Somit liefern die Terme q, r keine wichtigen Informationen
für Tikhonov-Parameterwerte. Festzuhalten ist, für jeden Tikhonov-Parameterwert
pi∗ = (e∗0 , k∗1, k
∗
−1, k
∗
2, k
∗
3, k
∗−3, i∗0)T ∈ R7+ gilt
e∗0 = 0, k∗1 = 0, k
∗
2 = 0 oder k
∗−3 = 0.
Es ist zwischen Tikhonov-Parameterwerten zu den Dimensionen 1, 2 und 3 zu un-
terscheiden. Wir verzichten auf eine genauere Analyse, welche die Dimensionsbe-
stimmung einer Slow Manifold verlangen würde sowie eine genauere Betrachtung
der Funktionalmatrix.
9.6 lineare zerfallskette
Obgleich die Tikhonov-Parameterwerte einer linearen Zerfallskette eher von theo-
retischem Interesse sind, stellen die Gleichungen aufgrund ihrer Einfachheit ein
schönes Beispiel dar. Für die lineare Zerfallskette aus Abschnitt 5.6 in Kapitel 5
kann die Menge aller Tikhonov-Parameterwerte sehr einfach erfasst werden. Der
Zerfallsprozess wird modelliert durch die lineare Gleichung y˙ = My für den Reak-
tionsvektor y = (y1, . . . , yn)T ∈ Rn und den Parametersatz λ = (λ1, . . . ,λn)T ∈ Rn
mit der Matrix
M =

−λ1
λ1 −λ2
. . . . . .
λn−1 −λn
 .
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Ein 0 6= λ∗ = (λ∗1 , . . . ,λ∗n)T ∈ Rn ist genau dann ein Tikhonov-Parameterwert,
wenn λ∗i = 0 für mindestens ein 1 ≤ i ≤ n gilt. Die parameterabhängige Funktio-
naldeterminante des System bezüglich y lautet
det M = (−1)n
n
∏
i=1
λi,
weshalb das Verschwinden einer Komponente von λ∗ notwendig für einen Tikhon-
ov-Parameterwert ist. In 5.6 haben wir gesehen, die Bedingung ist auch hinrei-
chend. Ferner beschreibt ein Tikhonov-Parameterwert λ∗ einen solchen zur Di-
mension s genau dann, wenn M den Rang n− s besitzt. Letzteres gilt, wenn genau
s Einträge von λ∗ verschwinden.
9.7 ein modell zum maltosetransport
Wir betrachten die Gleichungen des Maltosetransportmodells aus 6.3. Die rechte
Seite der Gleichungen wird beschrieben durch die Polynome
h1(x,pi) = −y1 + (z0 − (y1 + y2 + y3))(x0 + ζ0 − ζ − (y1 + y2))
+y2 − y1(r0 − (y2 + y3),
h2(x,pi) = −εy2 − y2 + y1(r0 − (y2 + y3)),
h3(x,pi) = −y3 + (z0 − (y1 + y2 + y3))(r0 − (y2 + y3)),
h4(x,pi) = εy2
für x = (y1, y2, y3, ζ)T ∈ R4 und Parameter pi = (ε, x0, z0, r0, ζ0)T ∈ R5. Es sei
I ⊂ R[x,pi] das Erzeugnis der Funktion h = (h1, h2, h3, h4)T und ihrer Funktional-
determinante
d(x,pi) = det D1h(x,pi) = ε(y2+ y3− r0)(2(y2+ y3)+ z0− r0+ 1)(y1+ y2+ y3− z0).
Bei Elimination von x verschwindet I in R[pi], daher betrachten wir
I3 = I ∩R[ζ,pi]
das bezüglich lexikographischer Termordnung dritte Eliminationideal von I in
R[x,pi]. Eine Primärzerlegung von I3 liefert fünf Primärideale
I1 = 〈ε〉,
I2 = 〈z0〉,
I3 = 〈r0〉,
I4 = 〈2z0 − 2r0 + 1〉,
I5 = 〈(r0 − 1)2 + z0(z0 + 2r0 + 2), ζ − ζ0 − x0〉.
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Für einen Tikhonov-Parameterwert pi∗ ∈ R5 muss eines der Primärideale ver-
schwinden, für mindestens einen Wert ζ ∈ R. Wir betrachten drei der fünf Fälle,
für welche wir einfache interessante Schlussfolgerungen ziehen können.
1. Nur das Ideal I5 besitzt ein von ζ abhängiges Erzeugerpolynom. Der Aus-
druck (r0− 1)2 + z0(z0 + 2r0 + 2) verschwindet nicht für nichtnegative Werte
z0 und r0. Insofern liefert I5 keine chemisch interessanten Tikhonov-Parame-
terwerte im positiven Orthanten des Parameterraums R5+.
2. Wie in 6.3 gesehen, gibt es Tikhonov-Parameterwerte zur Dimension 1 der
Form
pi∗1 = (0, x
∗
0 , z
∗
0 , r
∗
0 , ζ
∗
0)
T ∈ R5+.
3. Betrachte das Verschwinden von I2. Für einen Parameterwert
pi∗2 = (ε∗, x∗0 , 0, r∗0 , ζ∗0)T ∈ R5+,
verschwindet I2 auf dem Untervektorraum V({y1, y2, y3}) ≤ R4 der Dimen-
sion 1. Wir können die Reaktionsgleichungen in der Gestalt von Satz 4.2.1
ausdrücken
˙y1y2
y3
 = A(ζ)
y1y2
y3
+
(y1 + y2)(y1 + y2 + y3) + y1(y2 + y3)−y1(y2 + y3)
(y1 + y2 + y3)(y2 + y3)

+z0
x0 + ζ0 − ζ − (y1 + y2)0
0

ζ˙ = εy2
mit der Matrix
A(ζ) =
ζ − (1+ x0 + r0 + ζ0) ζ + 1− x0 − ζ0 ζ − x0 − ζ0r0 1− ε 0
−r0 −r0− −1− r0−
 .
Für generische Werte der Parameter x0 = x∗0 , r0 = r∗0 , z0 = z∗0 und ζ0 = ζ∗0 ist
die Matrix A(ζ) invertierbar. In diesem Fall existiert, Satz 4.2.1 zufolge, eine
formale Tikhonov-Fenichel-Reduktion des Systems mit kleinem Parameter
z0 auf den Untervektorraum V({y1, y2, y3}) ≤ R4. Somit gibt es Tikhonov-
Parameterwerte zur Dimension 1 der Form pi∗2 = (ε∗, x∗0 , 0, r∗0 , ζ∗0)T ∈ R5.
Insgesamt wurde gezeigt, es gibt Tikhonov-Parameterwerte zur Dimension 1 der
Gestalten
pi∗1 =
(
0, x∗0 , z∗0 , r∗0 , ζ∗0
)
und pi∗2 =
(
ε∗, x∗0 , 0, r∗0 , ζ∗0
)
.
Ferner kann es weitere Tikhonov-Parameterwerte pi∗ = (ε∗, x∗0 , z∗0 , r∗0 , ζ∗0)T ∈ R5
geben. Entweder besitzt ein solcher einen negativen Eintrag und ist damit nicht
von chemischem Interesse, oder es gilt eine der Bedingungen
r∗0 = 0 oder 2z∗0 − 2r∗0 = 1.
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9.8 suicide kinetik
Wir betrachten die Reaktionsgleichungen aus Beipiel 2.2.3 der Suicide Kinetik
E + S
k1

k−1
X k2⇀ Y k3⇀ E + P, Y k4⇀ Ei.
Mit den Standardnotationen für Konzentrationen lauten sinnvolle Anfangsbedin-
gungen e(0) = e0 > 0, s(0) = s0 > 0 und x(0) = y(0) = ei(0) = p(0) = 0. Die
Stöchiometrie der Reaktion liefert zwei lineare erste Integrale e + x + y + ei = e0
und p + s + x + y + ei = s0. Hiermit erhält man das vierdimensionale Differential-
gleichungssystem
s˙ = −k1(e0 − x− y− ei)s + k−1x
x˙ = k1(e0 − x− y− ei)s− (k−1 + k2)x
y˙ = k2x− (k3 + k4)y
e˙i = k4y
(9.6)
für (s, x, y, ei)T ∈ R4. Im Folgenden schränken wir uns auf den Fall k3 + k4 6= 0 ein.
So existiert ein weiteres lineares erstes Integral
k3ei + k4s− k4e = k4(s0 − e0), (9.7)
welches nicht auf der Stöichiometrie des Systems beruht, und (9.6) vereinfacht zu
s˙ = −k1(e0 − x− y− k4k3 + k4 (s0 − s− x− y))s + k−1x
x˙ = k1(e0 − x− y− k4k3 + k4 (s0 − s− x− y))s− (k−1 + k2)x
y˙ = k2x− (k3 + k4)y
(9.8)
in der Variablen χ = (s, x, y)T ∈ R3, abhängig von den Parametern
pi ∈ Π := {(e0, k1, k2, k3, k4, s0)T ∈ R6, k3 + k4 6= 0}.
Man erkennt, dass die Standardannahme kleiner Enzymanfangskonzentration e0
für enzymkinetische Reaktionen hier nicht zielführend für eine Tikhonov-Fenichel-
Reduktion ist, da die stationäre Mannigfaltigkeit für e0 = 0 nur aus isolierten
Punkten besteht.
Die Reaktionsgleichungen sind rational in den Parametern, nicht polynomiell,
wie in den bisher gezeigten Beispielen. Wie in Kapitel 8 bemerkt, können die Kri-
terien auf rationale Systeme erweitert werden. An dieser Stelle betrachten wir ei-
ne vereinfachte Situation, indem wir speziell nach einer Reduktion im Nullpunkt
0 ∈ R3 fragen, welcher für beliebige Parameterwerte einen Gleichgewichtszustand
darstellt. Wie in [GSWZ12b] gezeigt wird, konvergiert zudem jede Lösung in R3+
für große Zeiten gegen 0, sofern k4s0 ≤ (k3 + k4)e0 gilt. Das bedeutet, wir beabsich-
tigen keine vollständige Untersuchung von Tikhonov-Parameterwerten. Hingegen
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fragen wir, ob es Tikhonov-Parameterwerte gibt, sodass 0 in der Slow Manifold
enthalten ist. Die Funktionalmatrix des Systems lautet
D f (s, x, y) =
 −k1(e0−x−y− k4k3+k4 (s0−s−x−y)− k1k4k3+k4 s k1s− k1k4k3+k4 s+k−1 k1s− k1k4k3+k4 sk1(e0−x−y− k4k3+k4 (s0−s−x−y)+ k1k4k3+k4 s −k1s+ k1k4k3+k4 s−(k−1+k2) −k1s+ k1k4k3+k4 s
0 k2 −(k3+k4)
 .
Wenn wir uns für eine Reduktion im Nullpunkt interessieren, muss die Funktio-
naldeterminate im Nullpunkt verschwinden. Es gilt
D f (0) =
 α k−1 0−α −(k−1 + k2) 0
0 k2 −(k3 + k4)
 ,
mit der Abkürzung α := −k1e0 + k1k4k3+k4 s0. Ein Eigenwert von D f (0) ist gegeben
durch λ1 = −(k3 + k4); die übrigen Eigenwerte entsprechen genau den Lösungen
der quadratischen Gleichung
x2 + x(k−1 + k2 − α)− k2α = 0.
Da λ1 6= 0 vorausgesetzt wurde, muss notwendigerweise k2α = 0 gelten, was
äquivalent ist zu
k1k2((k3 + k4)e0 + k4s0) = 0.
Interessant sind Tikhonov-Parameterwerte mit nichtnegativen Einträgen, für diese
muss eine der Bedingungen
k1 = 0, k2 = 0, e0 = k4 = 0 oder e0 = s0 = 0
erfüllt sein. Das bedeutet, jeder Tikhonov-Parameterwert in R6+, zu dem eine Re-
duktion im Punkt 0 existiert, nimmt eine der folgenden Gestalten an
pi∗1 =

e∗0
0
k∗2
k∗3
k∗4
s∗0

, pi∗2 =

e∗0
k∗1
0
k∗3
k∗4
s∗0

, pi∗3 =

0
k∗1
k∗2
k∗3
k∗4
0

, pi∗4 =

0
k∗1
k∗2
k∗3
0
s∗0

.
Substituiert man k1 = 0 in die Gleichungen (9.8), so sieht man leicht, es gibt zumin-
dest Tikhonov-Parameterwerte von der Art pi∗1 zur Dimension 1. Die Gleichungen
werden reduziert auf die attraktive Slow Manifold {(s, 0, 0)T; s ∈ R}.
Burke et al. wenden eine Transformation
Θ : (s, x, y, ei)T →
(
s0s,
e0s0
s0 + K
x, e0y, e0ei
)T
, K =
k−1 + k2
k1
auf System (9.6) an. Sie erhalten eine Tikhonov-Standardform mit kleinem Para-
meter ε = e0s0+K [BMM90, Gl. (20)-(23)]. Unter den Voraussetzungen in Lemma
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8.2.9 ist die Betrachtung einer transfomierten Gleichung nicht relevant für die Un-
tersuchung der Reduktionsvoraussetzungen. Die Parameterwahl der Autoren ent-
spricht keiner der oben angegebenen Möglichkeiten für Tikhonov-Parameterwerte.
Grund dafür ist, dass die Transformationsvorschrift Θ nicht den Bedingungen in
Bemerkung 8.2.11 genügt. Die Matrix
D1Θ(χ,pi) =

s0 0 0 0
0 e0s0s0+K 0 0
0 0 e0 0
0 0 0 e0

ist nicht invertierbar im Falle ε = 0.
Unter dem Tikhonov-Fenichel-Formalismus kann das System der Suicide Kine-
tik auf eine eindimensionale Slow Manifold reduziert werden. Wie gesehen, gilt
dies für den kleinen Parameter k1. Während eine Analyse der Reduktionsvoraus-
setzungen schnelle und langsame Prozesse im System erkennen lässt, kann die Fra-
gestellung in [BMM90] und [TYH81] auf elementarem Weg beantwortet werden.
In [GSWZ12b] wird die Rate der Produktbildung durch eine Phasenraumanalyse
untersucht, ohne die Nutzung singulärer Störungstheorie. In Abhängigkeit der Sy-
stemparameter kann das Langzeitverhalten des Systems eindeutig bestimmt und
der Anteil von gebildetem Produkt zu inaktiviertem Enzym eruiert werden. We-
sentlich für die Resultate in [GSWZ12b] ist die Ausnutzung des nicht stöchiome-
trischen ersten Integrals.
9.9 ein epidemiemodell
Ein Arbeitsfeld der Biomathematik umfasst die Modellierung und Analyse von
Epidemieverläufen. Verbreitete Modelle sind in der Standardliteratur zu finden,
wie in [Mur02, Kap. 10]. An dieser Stelle beziehen wir uns auf ein Modell mit
Mortalitätsrate c aus persönlicher Mitteilung von Prof. Dr. K. P. Hadeler. Die Ge-
samtpopulation wird in drei Gruppen unterteilt, die nicht infizierten, gesunden
Lebewesen x, die Infizierten y und die Geheilten z. Dieses spezielle Epidemiemo-
dell wird beschrieben durch das Gleichungssystem
x˙ = µN − βxy
N
− µx
y˙ =
βxy
N
− µy− αy
z˙ = (1− c)αy− µz
(9.9)
in der Variablen (x, y, z)T ∈ R3+, wobei N := x + y + z die Gesamtpopulation be-
schreibt. Die Konstante c, welche die Sterberate in der infektiösen Phase beschreibt,
ist beschränkt. Betrachtet werden die Parameter
pi = (µ, β, α, c)T ∈ Π := R3+ × [0, 1].
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Die Gleichung (9.9) ist homogen in (x, y, z)T, also symmetrisch bezüglich der Grup-
pe der Dilatationen. Eine Symmetriereduktion liefert ein zweidimensionales Sys-
tem für die Variable χ = (S, I)T ∈ R2+ gegeben durch
S˙ = h1(χ,pi) =
(µN − βxyN − µx)N + cαyx
N2
= µ(1− S)− (β− cα)SI,
I˙ = h2(χ,pi) =
( βxyN − µy− αy)N + cαy2
N2
= βSI − (µ+ α)I + cαI2.
Unter der Annahme R0 =
β
α+µ > 1 existiert im Grenzfall c = 0 genau ein statio-
närer Punkt in R2+. Interessant wäre eine Reduktion für Grenzfall c → 1 auf die
Gerade, gegeben durch die konstante Summe S+ I. Wir untersuchen, ob eine der-
artige Tikhonov-Fenichel-Reduktion existiert. Die Jacobimatrix von h = (h1, h2)T
bezüglich χ lautet
D1h(χ,pi) =
(
−µ− I(β− cα) −S(β− cα)
βI −(µ+ α) + 2cαI
)
und hat die Determinante
d(χ,pi) = −(µ+ I(β− cα))(2cαI − (µ+ α) + βSI(β− cα)).
Der lineare Koeffizient des charakteristischen Polynoms von D1h(x,pi) lautet
σ1(χ,pi) = Spur D1h(χ,pi) = 2µ+ α− 2cαI + I(β− cα).
Wir betrachten die Reduktion eines zweidimensionalen Modells, was die Situation,
wie in Korollar 8.3.5 erläutert, vereinfacht. Es sei I das von h und d erzeugte Ideal
in R[χ,pi]. Wir betrachten das Ideal bei Elimination der dynamischen Größe
I2 = I ∩R[pi],
welches von einem Polynom w = w1w2w3 erzeugt wird, mit den Faktoren
w1 = µ, w2 = µ+ α,
w3 = c2µβα2(4µ− 9β+ 4α) + c2α4(µ− 2β+ α)− 4cµ2β2α− 2cµ2βα2 + 9cµβ3α
−4cµβα3 + 4cβ2α3 − 2cβα4 + µ3β2 − 2µ2β3 + 3µ2β2α− 4µβ3α
+3µβ2α2 − 2β3α2 + β2α3.
Nach Korollar 8.5.1 muss einer der Faktoren wi verschwinden für einen Tikhonov-
Parameterwert pi∗ ∈ Π.
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1. Im Falle µ = 0 verschwindet die Funktion h auf der Menge {(S, 0)T; S ≥ 0}.
Korollar 8.5.1 zufolge gibt es Tikhonov-Parameterwerte zur Dimension 1 der
Gestalt
pi∗1 = (0, β
∗, α∗, c∗)T ∈ R3+ × [0, 1]
für α∗ 6= 0 mit einer Reduktion auf die Slow Manifold V(I) ∩R2+, denn es
gilt σ1((S, 0)T,pi∗1) = α
∗.
2. Der zweite Faktor w2 verschwindet für pi ∈ Π genau für α = µ = 0.
Damit handelt es sich um einen Spezialfall von Fall 1. Die Varietät von
h wird größer, sofern zusätzlich α = 0 gilt. In diesem Fall verbleibt eine
unabhängige Gleichung h1(χ,pi) = −h2(χ,pi) = −βSI des Systems. Für
β 6= 0 besteht die Varietät von h aus zwei Komponenten V(S) und V(I).
Für einen Parameterwert pi∗ = (0, β∗, 0, c∗)T ∈ Π mit β∗ 6= 0 ist die Bedin-
gung σ1(χ,pi∗) = β∗ I 6= 0 hingegen nur auf V(S) erfüllt. Folglich existieren
Tikhonov-Parameterwerte der Form
pi∗2 = (0, β∗, 0, c∗)T ∈ R3+ × [0, 1], β∗ 6= 0
mit Slow Manifold V(S) ∩R3+.
3. Das Verschwinden von w3 wird an dieser Stelle nicht ausführlich diskutiert.
Wir möchten einen Spezialfall von pi∗1 genauer diskutieren, welcher eine Tikhonov-
Fenichel-Reduktion der Reaktionsgleichungen (9.9) auf eine Gerade bewirkt, so-
dass S + I konstant ist. Definiere
pi∗ = (0, c∗α∗, α∗, c∗)T ∈ R3+ × [0, 1], α∗ 6= 0.
Hierbei handelt es sich um einen Tikhonov-Parameterwert der Gestalt von pi∗1 .
Zudem wird die Varietät von h für die betrachtete β-Komponente größer, es gilt
h1(x,pi∗) = 0 und
h2(x,pi∗) = cα(S− I)I − αI.
Die Varietät von h umfasst neben V(I) die Komponente
V∗ = {(S, I)T ∈ R2; S + I = 1
c∗
}.
Für einen Störungsterm längs der Geraden
G :=
pi
∗ + δv =

0
α∗c∗
α∗
c∗
+ δ

m
b
0
0
 ; δ ≥ 0
 für m, b > 0
berechnen wir eine reduzierte Gleichung auf V∗ ∩R2+. Gemäß Lemma 8.2.3 be-
rechnen wir die Kernkomponente von h(1)(χ,pi∗) = D2h(χ,pi∗)v bezüglich einer
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direkten Bild-Kern-Zerlegung des R2 der Matrix D1h(χ,pi∗). Wir nutzen Satz 2.1.4
und definieren µ(χ,pi∗) = cα(S− I)− αI und P = (0, 1)T, dann gilt
h(χ,pi∗) = Pµ(χ,pi).
Wir berechnen A(χ,pi∗) = D1µ(x,pi∗)P = c∗α∗(S− 2I)− α∗ und
PD1µ(χ,pi∗) =
(
0 0
cαI cα(S− 2I)− α
)
.
Der Störungsterm lautet
h(1)(χ,pi∗) =
(
1− S −SI cSI α∗SI
−I SI −I + c∗ I2 α∗ I2
)
m
c∗α∗ + b
α∗
c∗

=
(
m(1− S)− (b + α∗c∗)SI + α∗c∗SI + c∗α∗SI
−mI + (b− α∗c∗)SI + α∗(−I − c∗ I2) + c∗α∗ I2
)
.
Für A(χ,pi∗) 6= 0 erhalten wir die reduzierte Gleichung
˙(
S
I
)
=
(
I2 − 1A(χ,pi∗)PD1µ(χ,pi
∗)
)
h(1)(χ,pi∗)
=
1
A(χ,pi∗)
(
c∗α∗(S− 2I)− α∗ 0
−c∗α∗ I 0
)
h(1)(χ,pi∗)
=
 1 0
−c∗α∗ I
c∗α∗(S−2I)−α∗ 0
 h(1)(χ,pi∗)
=
µ(1− S)− (β+ α∗c∗)SI + 2α∗c∗SI−c∗α∗ I(µ(1−S)−(β+α∗c∗)SI+2α∗c∗SI)
c∗α∗(S−2I)−α∗
 für (S
I
)
∈ V∗.
Wir nutzen die Parametrisierung der Slow Manifold I = 1c∗ − S und erhalten die
reduzierte Gleichung in einer Variablen
S˙ = µ(1− S) + S(S− 1
c∗
)(β− α∗c∗), S ≥ 0.
Die Slow Manifold {(S, I)T ∈ R2+; S + I = 1c∗ } ist attraktiv, denn der nichttriviale
Eigenwert der Matrix D1h(χ,pi∗) entspricht A(χ,pi∗) = c∗α∗(S− 2I)− α∗ und es
folgt
A(χ,pi∗) = α∗(c∗(
1
c∗
− 3I)− 1) = −3α∗ I < 0
für alle χ ∈ {(S, I)T ∈ R2+; S + I = 1c∗ }.
Im Unterschied zu den vorherigen Anwendungen ist der Grenzprozess für die
Reduktion nicht dadurch bestimmt, dass einzelne Komponenten des Parameter-
vektors asymptotisch klein sind. Insofern zeigt das Epidemiemodell, dass auch
nicht kanonische Grenzprozesse im Parameterraum interessante Reduktionen be-
wirken können.
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