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Abstract-we obtain a decreasing sequence of upper bounds for the Perron root of a nonnegative 
matrix. These upper bounds are new and readily computable. For any nonnegative matrix with zero 
trace, the mentioned sequence converges to the Perron root. We apply these results to the adjacency 
matrix of a graph. 
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1. INTRODUCTION 
Let A be a nonnegative matrix of order n by n, denoted A 2 0. By the Perron-Frobenius 
Theorem, A has a real eigenvalue equal to its spectral radius. This eigenvalue is usually denoted 
by T(A) and it is called the Perron root of A. Bounds for r(A) have been obtained by several 
authors. Prom the Gerschgorin Theorem and the Perron-F’robenius Theory, we have: Let A > 0 
be a matrix such if x > 0 then Ax > 0. Let x(P+r) = AX(~), where x(O) > 0 is an arbitrary 
vector. Let 
Then, 
&, 5 A1 5 . . . < r(A) <_ . . . i 1, I 30. (2) 
Let 
r(A) = l~inn 2 aij and ok = [y (A"*)] 2-k . 
- - j=l 
(3) 
Yamamoto [l] showed that 
70 I 71 I -. . I ,yh < r(A). (4) 
Recently, Szyld [2] and Kolotilina [3] have obtained others increasing sequences of lower bounds 
for r(A). The results of these two last authors are given in terms of the geometric symmetrization 
of powers of 2 of the matrix A. The geometric symmetrization of a nonnegative matrix A is 
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defined as the matrix S(A) whose entries are sij = ,/w. They proved that r(S(A)) 5 r(A) 
and got lower bounds for the Perron root of r(S(A)). Let 
(5) 
where e = (1, 1,. . . ,l) T. Kolotilina proved that 
Eo I El I ... 5 E& 5 T (S(A)). (6) 
Let 
Pk = [r(S(A2'))12? (7) 
Szyld showed that 
PO I p1 L **. 5 pk 2 T (S(A)) and&k 5 Pk. (3) 
In this paper, we are interested in finding new and progressively better upper bounds for r(A). 
By using some results obtained in [4], we arrive at a decreasing sequence of upper bounds for r(A). 
If we know that the spectrum of A is a real set, then the sequence can be computed without 
any more information about the eigenvalues. Otherwise, we bound from above the Perron root 
of M(A), where M(A) = (l/2) (A+AT), M(A) is called the arithmetic symmetrization of A. 
By using a field of values argument one can prove that r(A) 5 ~-(44'(A)). In both cases, the 
upper bounds for r(A) are new, progressively better and readily computable. In Section 2, we 
summarize some of the main results of [4]. Section 3 is devoted to the construction of the above 
mentioned sequences. In Section 4, we apply our results to the adjacency matrix of a graph in 
order to find new upper bounds for its spectral radius or index of the graph. Some problems in 
physics and chemistry can be studied using graphs. The largest eigenvalue plays an special role 
and its determination or estimate is very important. Numerical examples are given in Section 3 
and Section 4. 
2. RECTANGLES CONTAINING THE 
EIGENVALUES OF A COMPLEX MATRIX 
In [4], a decreasing sequence of rectangles (&,) is constructed in such a way that all the 
eigenvalues of a complex matrix A are contained in each rectangle. In this section, we give a 
brief summary, without proofs, of the main results obtained in the above mentioned work. Let A 
be a complex matrix of order n by n with eigenvalues X1, X2, . . . , A,. Then, 
Rex. _ Re(trA) < &
3 n -’ 
and Im A, _ wr A) 3 n I PPI 
forj = 1,2,..., n, where p E N and 
and 
Rex, _ R4tr.A) 
2 n 
[ 
2pl 7Z 
pp = ~,'"_~)Z-l-+~ i=l ' n 
CC 
*mX,_ Im(trA) 
zp 1/(2P) 
)I 
(9) 
01) 
This result tell us that the eigenvalues of A lie in the rectangle R, = X, x Yp, with X, and Yp 
defined by 
x 
P - Qp, 
Re(tr A) + a n P 1 (12) 
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and 
y = WrA) 
P n 
-Pp, 
Im(tr A) 
n +&I . 1 (13) 
The sequences (aP) and (&) are both decreasing, and therefore, the sequence of rectangles I& 
is also decreasing. That is, 
a~+l 5 ap, flp+l 5 &, X,+1 C X, and yp+l c yp, 
Moreover, 
a=~~nc+=rnax ReXi- 
Re(tr A) 
z n ’ 
p= lim &=max ImXi- 
Im(tr A) 
P-+00 i n * 
In particular, if Xi,. . . , A, are real numbers, then each Xj lies in the interval 
trA trA 
- -op, 
n 
n+o, , 1 
where 
2p 1/(2p) 
)I ' 
The sequence (crp) is decreasing and 
trA 
0 = lim op =max Xi - - . 
p-00 i I I n 
3. UPPER BOUNDS FOR THE PERRON 
ROOT OF A NONNEGATIVE MATRIX 
(14 
(15) 
(16) 
(17) 
08) 
In this section, we assume that A is a nonnegative matrix of order n by n. Upper bounds for 
r(A) can be found by using the fact r(A) I ljAll f or any matrix norm; for example, r(A) 5 JJA(I, 
and r(A) I llAl11. S ome of these bounds are easy to compute but they do not give in general 
good estimations for r(A). Other upper bounds are given in (2). We observe that $ = llAlloo if 
x(O) = (1, 1,. . . , l)T. The arithmetic symmetrization of A is the matrix M(A) = (1/2)(A+AT). 
There exists a nonzero vector x such that Ax = r(A)x. Then, (xTiV(A)x)/(xTx) = r(A). 
Therefore, r(A) belongs to the field of values of M(A), and thus r(A) 5 r(M(A)). If, in 
addition, A is a normal matrix, then r(A) = r(M(A)). In fact, being A a normal matrix, the 
eigenvalues of M(A) are real parts of the eigenvalues of A and then r(M(A)) < r(A). Therefore, 
r(A) = r(M(A)) if A is a nonnegative normal matrix. The converse is not true. For example, 
for the nonnormal matrix 
A= [i i 81, M(A)= [i J 0051 andr(M(A))=r(A). 
From (14), we observe that cr = limp_,oo op = maxi I ReXi = r(A) for any nonnegative matrix 
with zero trace. 
Now, we look for upper bounds for r(A). We consider the following cases: 
CASE 1. We know that the spectrum of A is a real set. From (16) and (17) we have 
(19) 
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for each eigenvalue Xj of A and for all natural p, with 
1 (n - 1)2P_1 n CC 
trA 2p 1/(2p) 
ap = (n- 1)2p-‘+1 i=l xi - n )I * 
Clearly, r(A) 2 (trA)/n. Therefore, from (19) we obtain 
trA 
r(A) I - n + op for all p. 
Let 
F’rom the decreasing monotonicity of the sequence (ap), we have 
From (20), it follows that 
op = 
[ 
(n - 1)2p-1 
(n _ 1)2P-1 + 1 
tr(A-~I)2p]1’~2p), 
(20) 
(21) 
(23) 
(24 
Therefore, if we know that the spectrum of A is a real set then sequence of upper bounds up 
can be computed without knowing more information about the eigenvalues of A. We are in this 
case when, for example, the nonnegative matrix A is symmetric. 
CASE 2. We do not know that the spectrum of A is a real set. In this case, we apply the results 
of Section 2 to the arithmetic symmetrization M(A) of A. Since the spectrum of M(A) is a real 
set, from (16) and (17), we have 
I,,-?1 57, (25) 
for each eigenvalue pj of M(A) and for all natural p, with 
. 
From (25) we obtain 
trA 
r (M(A)) I - n + rp for all p. 
Let 
trA 
VP = T + 7,. 
From the monotonicity of the sequence (yp), we get 
r(A) 5 r (M(A)) 2 ‘i& 5 . . . 5 212 5 VI. 
From (26), we see that 
(n - 1)@-’ 
(n_ 1)2p_1 +I tr . 
(26) 
(27) 
(28) 
(29) 
(30) 
Therefore, if we do not that the spectrum of A is a real set then a decreasing sequence of upper 
bounds for r(A) can be obtained using the upper bounds vP for the Perron root of the arithmetic 
symmetrization of A. 
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We see from (24) and (30) that the sequences of upper bounds (up) and (Q) for r(A) are readily 
computable. We remark that working only with power of 2 for p, we can go faster in the process 
of improving the upper bounds for the Perron root of A. Since tr Bzk+’ = c;=r cj”=, @;“)b?*) 3% ’ 
U2k and v2k can be computed each with a cost of only O(n2) flops, while each of the terms 
Q,~2,fJZ~,*.., u2k-1 in the sequence (wsq) requires 0(n3/2) flops. We observe that if A is a 
symmetric matrix, then up = 21~ for all p. As the examples illustrate, vs is often very good 
approximation to r(A), especially when A is a normal matrix. Since the matrix (A - v8)-’ has 
eigenvahres l/(Xi - Vs) the shifted inverse iteration will yield the eigenvahre closest to us, which 
is r(M(A)), and the corresponding eigenvector. Then, if a higher accuracy is needed the shifted 
inverse iteration can be used. 
We observe that each step of the method given in (2) requires 0(n2) flops plus an additional 
time for searching the maximum of a vector. 
EXAMPLE 3.1. Let us consider the matrix 
4 1 1 3 1 
1 5 1 1 1 
The Perron root of this matrix is 10.4971. From (24), we obtain 
p up = +$+c$ 
1 10.9131 
2 10.6372 
4 10.5069 
8 10.4971 
16 10.4971 
EXAMPLE 3.2. Let us now consider the nonsymmetric matrix 
4 1 1 3 1 
0 0 0 0 0 
For this matrix r(A) = 9.8463. From (30), we have 
P up = $$ + rp 
1 10.8513 
2 10.2690 
4 9.9212 
8 9.8567 
16 9.8524 
We observe that for this example the method given in (2) cannot be applied. 
4. UPPER BOUNDS FOR THE INDEX OF A GRAPH 
Let G be a finite undirected graph without loops and multiple edges. The adjacency matrix 
A = (aij) of G with n vertices is the n by n matrix in which aij = 1 if the vertex ui is adjacent 
with the vertex Vj and oij = 0 otherwise. Note that aii = 0 for all i. Then, A is a symmetric 
and nonnegative matrix with zero trace. Let 
Xl 1 x2 r x3 2 *. . 2 A, (31) 
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be the eigenvalues of A. These eigenvalues are independent of the ordering of the vertices of G. 
The largest eigenvalue Xr of the adjacency matrix is called the index of the graph. From the 
Perron-Robenius Theorem, Xi = r(A). 
Let G be a graph with vertices ~1, ~2, . . . , v, and e edges. The degree of a vertex Ok, denoted 
by dk, corresponds to the numbers of edges incident with Vk. It is easy to see that 
kAf=2e=cdk=tr(A2). 
i=l k=l 
(32) 
Several works in finding estimates for Xr have be done. The paper of D. Cvetkovic and P. Rowl- 
inson [5] is an excellent survey of results concerning the index of a graph. We mention some of 
the main results concerning upper bounds for Xi. 
Wilf [6]: For any graph 
(33) 
Stanley [4]: For any graph 
Xl I - ; (-1+ (1+ 8e)‘/2) . (34) 
Yuan [8]: For any connected graph 
Xi I (2e - n + 1)li2. (35) 
For any adjacency matrix we have 2e 5 n(n - 1). Using this fact one can easily prove that if 
the graph is connected the result of Yuan improves the result of Stanley and that for any graph 
the result of Stanley gives better information than the result of Wilf. 
Clearly, we can apply the results of Case 1 of Section 3 to the adjacency matrix of a graph. 
From (22) and (24), we have 
1/(2P) 
UP =aP = 
cn- 1)2p-1 +2P) 
(n_ 1)2p-l+ 1 1 , 
and from (18), we get that 
cz= lim cyp=Xi. 
P--r00 
We observe that ~1 is the upper bound of Wilf. 
EXAMPLE 4.1. Let us consider the adjacency matrix 
0 
1 
A= I 1 
1 10 1- 
0 1 0 0 
1 0 1 0 . 
0 0 1 0 1 
1 0 0 1 o_ 
From (33), (34) and (35), we have, respectively, the following upper bounds for X1: 
xi I 3.0984, 
xi I 3.0000, 
Xl 5 2.8284. 
The Perron root of this matrix is 2.4812. Prom (24), we obtain 
P UP = ayp 
1 3.0984 
2 2.7250 
4 2.5332 
8 2.4860 
16 2.4813 
(37) 
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