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1第1章 序 論
1.1 研究背景
1.1.1 非ホロノミックシステムとは
非ホロノミックシステムとは非線形システムに分類されるものであり，その中
でも積分不可能な速度拘束などをもつシステムの事である [1]．車の運転で考えて
みると，車両は車体の位置座標 (x; y)と車体の姿勢角 という 3つの一般化座標を
持つ．したがって操作などによる制御入力は，アクセルとブレーキによる車体速
度，および，ハンドル操作による操舵角の 2つである．これを人は技能を身につ
け 3つの一般化座標を任意の目的値に整定制御できる．このような機械システム
を劣駆動システムという．そして車両の運動として車輪が横滑りしない．つまり
車輪と垂直方向である車軸方向には速度が発生しない．そのため以下のようにモ
デル化できる．
x˙ sin    y˙ cos  = 0 (1.1)
この 3変数に関する速度拘束は積分不可能であり，x，y，の代数方程式には変換
できない．このような拘束を非ホロノミック拘束という．この非ホロノミック拘
束をもつシステムが非ホロノミックシステムである．なお，積分できる拘束をホ
ロノミック拘束という．この非ホロノミック拘束は一般化座標 x 2 Rnと時間に対
して
g (x; x˙; x¨; t) = 0 2 Rm (1.2)
のような微分方程式を含む拘束の条件式で表される．非ホロノミックシステムは
主に 2つのクラスに分けることができる．1つが 1階の非ホロノミックシステムで
あり，運動方向が限定されるなどの速度拘束を持つ．もう 1つが 2階の非ホロノ
ミックシステムであり、こちらは速度だけでなく加速度方向までもが限定される
加速度拘束を持つ．これらの非ホロノミックな拘束を持つ代表的なものとして以
下があげられる．
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1. 車輪が横滑りしないという速度拘束を受ける
車両，トレーラー，蛇ロボット
2. 体側方向に推進力がないか，あるいは，横滑りがないという拘束を受ける
水中移動ロボット
3. 角運動量保存則による回転速度拘束を受ける
宇宙ロボット，ねこひねりロボット
4. 一端が設置している場合に加速度拘束を受ける
劣駆動マニピュレータ，振り子の振り上げ，倒立制御，ホッピングロボット
この中でも我々の生活空間で利用されている車両やトレーラーの研究は最も盛ん
である [2, 3, 4]．水中移動ロボットは後方のスクリューで推進力を得るようなもの
がこのような条件を持つ．回転速度拘束の研究としては宇宙ロボット [5]，浮遊ロ
ボット，ねこひねりロボット [6, 7]等があげられる．ねこひねりは，空中で姿勢を
変える制御である [8]．劣駆動マニピュレータはアクチュエータ―を持たない受動
関節を持ち，それを制御するものである [9]．アクチュエーターの数の減少を目指
すエコロジカルなロボット技術や劣駆動特性を持つ動物の運動を模したロボット
の実現といったバイオミメティックの分野など [10]，非ホロノミック制御の考え方
は今後活発な研究分野において不可欠である．このようなことから現在，非ホロ
ノミックシステムの研究はロボット制御の分野において盛んに行われている．
非ホロノミックシステムが研究の話題となりだしたのは，1987年頃からである
[12, 13]．しかし非ホロノミックという言葉自体は以前から力学的拘束を分類する
用語として文献にも表れている．ホロノミックな拘束とは拘束条件が一般化座標
と時間を変数にもつ代数方程式で表されるものである．それ以外の拘束条件は全
て非ホロノミックな拘束と呼ばれる．Goldsteinの古典力学の教科書では非ホロノ
ミックな拘束として次の例が挙げられている [11]．
1. 閉じた器の中の気体分子の運動
2. 水平面上を滑らずに転がる鉛直な円盤の運動
1.1. 研究背景 3
前者では器の壁が不等式拘束条件を作る．後者では円盤の運動が一般化座標の積
分不可能な微分方程式で表される．本研究ではこの積分不可能な微分方程式で表
される拘束を受けるロボットに関するものである．非ホロノミックシステムとい
うものが認識され始めると，金山らの移動ロボットの非線形トラッキング・コント
ローラの研究 [14, 15]や中村らの宇宙ロボットの非ホロノミックな問題に関する研
究 [16]などがされるようになった．その後，ロボットの指の転がり接触が非ホロ
ノミックな拘束であることの議論が Salisbury[18]やKerr，Roth[19]，Li, Cannyと
Heinzinger[20]などによりされている．また中村と Mukherjeeは 1989年に宇宙ロ
ボットの角運動量保存則が非ホロノミックな拘束であることを証明し，非ホロノ
ミックな拘束を受ける運動に対し Lyapunov関数を用いた計画をした [17]．この頃
から数学的な背景や非線形制御理論との関係が意識されるようになったとされる．
ここで非ホロノミックシステムに関する研究には，大きく分けると 3種類の研
究背景がある [12]．第一に移動ロボット，マニピュレーター，多関節多指ロボット
ハンド，宇宙ロボット等の個々の具体的なシステムから，直面する問題に順次取り
組むもの．第二に微分幾何学を用いた非線形制御理論の応用として取り組むもの．
第三に非線形力学の問題として取り組むものである．本論文の 2輪独立駆動型移
動ロボット車における研究は，このうち第一のグループに属する．
1.1.2 非ホロノミックシステムの制御
非ホロノミックシステムの特徴として，制御が困難であることが挙げられる．
Brockettは非線形システムの漸近安定化についての必要条件を与えている [21]．こ
れによると 1階の非ホロノミックシステムは連続な時不変フィードバックで安定
化できないことが知られている．そのため時変や切換えによるフィードバックに
加え，時不変のフィードバックを与えるための変換や擬似連続フィードバック等
の方法が考案されている．
一方で，非線形制御理論には線形化を行い線形制御理論を利用するという方法
がある [22]．そのため非線形制御理論は，リアプノフの安定論 [23, 24]に基づく制
御系設計論などの非線形システムに対しそのまま制御系設計するものと [25, 26]，
制御対象を線形系や類似のシステムに変換した後で制御系設計するもの [27, 28]に
分けられる．これにより非ホロノミックシステムも同じように分類することが出
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非ホロノミックシステム
正準形式
制御系設計
変換
不連続・時変・切換え
フィードバック制御
連続フィードバック
Etc..
Fig. 1.1: control classification of nonholonomic system
来る．非ホロノミックシステムに対してはシステムを双線形系に変換する正準形
式を用いる．これによって非ホロノミックシステムに対しそのまま制御系設計す
る方法と正準形式に一度変換し制御系設計する方法に分けられる．非ホロノミッ
クシステムの制御の分類を Fig. 1.1に示す．
前者の非ホロノミックシステムに対し正準形式への変換を用いない方法としては，
主に不連続フィードバック制御となる．例えば状態をスライディングモードという状
態超平面に収束し拘束させながら状態量を 0に収束させる方法がある [29]．このス
ライディングモード制御はロバスト性が高く，研究が盛んな分野の一つである．状
態超平面の利用としては他に，美多らの可変拘束制御などがある [30, 31, 32, 33, 34]．
これは拘束条件を利用した不変多様体を構成し不変多様体への収束と状態の収束
の 2段階の不連続フィードバック制御を行うものである．このメリットとして，制
御対象の拘束条件に基づく不変多様体を導出するため，制御対象が変わっても設
定しやすいということにある．そのため拡張性の高い方法として主張されている．
これは制御則に拘束条件を利用しているので特異点には向かわない．しかし，2段
階制御の切替え時には特異状態が生じる可能性が示唆されている．これらの制御
は不連続なフィードバック制御ということになり，切換え制御とも言える．ただ
し，切換え制御として主なものとしては，状態量などによりいくつかの制御則を
設定しそれらの制御則を選択しながら制御を行うもの等がある [35, 36]．正準形式
を用いない方法では，時不変のフィードバック制御により安定化させる手法もあ
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る．これはAstolfiによって提案されたものである [37, 38]．前述のとおりBrockett
の定理より非ホロノミックシステムは時不変の連続フィードバックでは安定化さ
れない．しかし，制御対象のモデルを不連続化して変換しておくことで，逆に連
続なフィードバックによって原点の安定化が出来るというものである．しかしこ
のような連続フィードバック制御可能な不連続化は制御対象に依存する為これを
満たす変換を見つけ出すのは一般的に困難である．ただし，これらの方法は正準
形式への変換を用いていない為，拘束による特異状態に陥いる可能性がある．美
多らの可変拘束においても拘束条件は考慮されているが，2段階の制御の切替え時
に特異状態になる可能性がある．これらは制御モデルとしては拘束条件を解決で
きていない．そのため特異状態に陥らないための別の設計や運動計画によってこ
れを避ける必要がある [39]．運動計画によって考慮できれば，金山らの誘導制御
法など，追従制御などを実現しているものも多くある [14]．
次に正準形式に変換した後の制御系設計について述べる．まず第一に，正準形式
に変換後に不連続なフィードバック制御を用いる方法がある [40, 41, 42, 43, 44, 45]．
正準形式に基づき複数の制御則を切り換え制御する手法がある．これは例えば，
ファジィ切換え制御によって正準形式に基づき設定されたエネルギー領域に従い，
制御則の切替を行う．第二に，制御対象をチェインドフォーム等の正準形式に変換
し，時変もしくは区分解析的なフィードバック制御則等を用いる時変状態フィー
ドバックによる安定化がある [46, 47, 48]．Sordalenらは入力として周期関数を採
用し，各周期で少しずつ指数関数的に減少させる手法を提案している [49, 50]．入
力が変化する関数を用いた方法としては Samson[51]や pomet[52]も提案している．
ただし，これらの方法では独特な証明法が用いられ，制御則も複雑である．加えて
減衰特性が悪い欠点を持つ．他にも三平らは時間軸状態制御系という概念に基づ
く方法を提案している [53, 54]．しかしここまで紹介したいずれも時変のフィード
バック制御であることから，追従制御などの実用的な利用には向かない．第三に，
制御対象をチェインドフォームなどの正準形式に変換した後に，不変多様体を構成
し不連続フィードバック制御により安定化する方法がある [55, 56, 57, 58, 59, 60]．
これは，正準形式によって 2入力 3状態となったシステムに対して 2つの入力で 3
つの一般化座標を制御する必要がある．そのため不変多様体を用いて 2段階制御
を行うものである．さらにこの 2段階制御を不変多様体を巧く利用する事により
擬似連続指数安定化制御器として連続的なフィードバック制御を可能にしたもの
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が提案されている [61, 62]．これによってこの手法は特異状態を回避し，連続的な
フィードバック制御によって実現される．追従制御といった実用的な要求に対し
最も条件を満たしている．
正準形式を用いた第三の手法は，拘束条件を考慮している上に連続的な制御が
行える．非ホロノミックシステムを扱い追従制御を行う事を考えるとこの 2つの要
素が重要である．このような理由から本論文では第三の手法による制御を考える．
1.2 本論文の目的と概要
本研究では運動学モデルに基づいた非ホロノミック移動ロボットの追従制御を
目的としている．追従制御や軌道設計には目標速度の設定が関わってくる．この
ため一般的には動力学モデルによるロボットの制御設計が必要となってくる．現
在，人間の作業空間内で稼働する大半のロボットは運動学モデルに基づく静的な
運動制御を前提として設計されている．この安全性が十分考慮されているものが，
広く普及している．例として 2輪独立駆動型移動ロボット車の構造を持つ自動掃除
ロボット”Roomba”がある．2輪独立駆動型移動ロボット車も，その簡単な構造と
エコロジカルな特性などから，実用化されたロボットの構造としても選択されや
すい．また，動力学モデルでは慣性モーメントなどの計算が必要となるが，これ
を得るためには，より正確な情報が必要となる．そのため例えば同じ 2輪独立駆
動型移動ロボット車でも全く違うパラメーター設計が必要になることもある．し
かし，運動学モデルによる制御ではロボットの幾何学的なパラメーターのみでよ
い．したがって別のシステムに対しての拡張しやすさが利点となる．このように，
運動学モデルに基づく追従制御を導出することは，現在存在している多くのロボッ
トに活用が期待できるものと考える．一方で，非ホロノミックシステムの運動学
モデルに基づく研究として，以前から 2輪独立駆動型移動ロボット車の研究は盛
んであり，様々な制御手法が提案されている．このような意味でも 2輪独立駆動
型移動ロボット車の研究はシステムの実現や他のシステムへの拡張の可能性が期
待できるものであると考える．
ここで追従制御の実現には，本来定値制御を前提とした運動学モデルに基づく
正準形式を利用する．この実現のためにはまず，正準形式を偏差系正準形式とし
原点への安定化問題を目標値への整定問題として扱えるようにする．これまで正
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準形式の中でもチェインドフォームとパワーフォームは修正偏差系が導出されて
いる．しかし非ホロノミック 2重積分器モデルについてはまだ導出されていなかっ
た．そこで，この非ホロノミック 2重積分器モデルについて修正偏差系を導出し，
目標値への定値制御と，目標値がステップ変化する追値制御の実現をシミュレー
ションで確認した [63]．次にこの修正偏差系の安定化として，擬似連続指数安定
化制御を考える．擬似連続指数安定化制御について，2段階の制御である内の不変
多様体への吸引制御について着目した．まず，不変多様体を用いた 2段階の制御と
は，第 1ステップで 2つの入力を巧みに使って不変多様体を構成し，第 2ステップ
で 2つの入力を使って安定化するものである．このとき，第 2ステップでのフィー
ドバック制御では 2つの入力が必要である．しかし，不変多様体への吸引制御で
ある第 1ステップに関しては，安定性を保てていれば 2入力でなくてもよい．これ
まで従来法では 2入力での吸引制御が一般的であった．そこで第 1ステップに関
して，1入力の吸引制御を考える．さらに 1入力の不変多様体吸引制御を用いる 2
段階制御について，1段階にまとめ擬似連続指数安定化制御を満たす．導出した 3
つの擬似連続指数安定化制御について，シミュレーションを行う．シミュレーショ
ン結果よりエネルギーに関する評価関数と整定時間を設定し，この 2つの観点か
ら制御器の特性を検証する．これによって特性の異なる安定化制御器が導出でき，
目的によって制御器の選択のパターンが増える [64]．ここで，制御器におけるゲ
インの設計について考える．追従制御等を行う際，入力飽和や定常特性等を考慮
しなければならなくなる．こうした問題に対してゲインによる挙動を解析する事
は重要である．また，定値制御においても擬似連続指数安定化制御に対するゲイ
ンの設計法はこれまで提案出来ていなかった．そこで，この擬似連続指数安定化
制御に対するゲイン設計法を提案し，その有効性を評価する．さらに追従制御を
前提とした修正偏差系非ホロノミック正準形式を考える．この修正偏差系の導出
過程における修正目標値について，目標速度と目標角加速度を考慮し設定する事
で，追従制御を考慮した修正偏差系として構成する．具体的には修正目標値の式
計算に今まで出てこなかった微分値と積分値を考慮する事により実現する．導出
した修正偏差系にて追従制御に関してシミュレーションを行い確認する．
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1.3 論文の構成
本論文の構成を以下に述べる．本論文では，非ホロノミック移動ロボットの追
従制御を行う際に，運動学モデルのみで制御系の構成を設計可能とすることを目
指して，運動学モデルに基づく正準形式を用いた非ホロノミック移動ロボットの
追従制御法を提案する．追従制御や軌道設計には目標速度の設定が関わってくる
ため，正準形式を用いる方法としてこれを考慮した時，速度と角速度を状態量と
して扱う動力学モデルに基づく拡張正準形式を用いるのが一般的である．しかし，
運動学モデルによる制御を前提として設計された移動ロボットの制御としては運
動学モデルを用いた制御が出来ることがシステムの導出や設計構造からも望まれ
る．一般的に運動学モデルに基づく正準形式の修正偏差系では目標速度を 0とし
て扱い，それを利用する事で実現している．しかし，追従制御ではこれを 0と出
来ない．提案する手法では，修正偏差系の導出時に設定する修正目標値によって
目標速度を持たせることで解決する．
第 1章では，非ホロノミックシステムとその制御について説明し，正準形式に
おける不変多様体を利用した擬似連続指数安定化制御の必要性を明らかにし，研
究の目的を示す．第 2章では，本研究を進めるために用いた制御理論についての
基礎知識による準備を行う．不変多様体を用いる利点とその定義を示す．第 3章
では，正準形式を用いる利点とその定義や修正目標値設計と修正偏差系導出の定
理を示す．本研究における制御対象について説明と各パラメータ定義から運動学
モデルを述べる．さらに研究対象とした正準形式，非ホロノミック 2重積分器モ
デルの定義と運動学モデルのこの正準形式への変換を示す．第 4章では，非ホロ
ノミック 2重積分器モデルの修正偏差系を導出する．追値や追従を前提とするだ
けでなく，定値制御においても実用性を考えるなら，偏差系を導出し，目標値へ
整定できる必要がある．修正目標値の導出によっては定常偏差が残る場合があり，
これを解析的に検証する．第 5章では，擬似連続指数安定化制御の不変多様体へ
の吸引制御を導出しその特性を検証する．第 6章では，擬似連続指数安定化制御
に対して与えるゲインによる制御器の振る舞いを検証し，ゲインの設計法を提案
する．提案した手法でゲインを設計し，その有効性をシミュレーションにて確認
する．第 7章では，第 4章で求めた修正目標値を追従制御を考慮して導出する．シ
ミュレーションと実機実験により一つの修正目標値を用いて追従制御を実現する
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1章 序論
2章不変多様体に基づく制御
3章非ホロノミック正準形式
4章非ホロノミック2重積分器モデルの
修正偏差系
5章 擬似連続指数安定化制御
7章 追従制御に対する
修正偏差系
8章結論
6章 擬似連続指数安定化
制御に対するゲイン設計
Fig. 1.2: Flow chart of the organization of the thesis
ことを確認する．ここで第 7章と第 4章で導出する修正目標値はそれぞれ第 5章
の擬似連続指数安定化制御を用いて収束させる．第 8では本研究の成果をまとめ
るとともに，将来への展望や課題を述べる．本論文の構成を Fig. 1.2に示す．
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2.1 不変多様体とは
不変多様体とは，ある状態フィードバック制御上で変化しないような状態関数
の事であり，この状態関数は状態変数による超平面となっている．ここで，最も
基本的な方法である，非ホロノミックシステムにおける拘束条件に基づく不変多
様体の構成について述べ，不変多様体について説明する．今回とりあげるシステ
ムとして 2輪独立駆動型移動ロボット車を用いる．まずイメージしやすいように，
車などの車両の運転を考える．非ホロノミック拘束については，第 1章の非ホロ
ノミックシステムについてのところで説明したが，もう一度簡単に述べる．車両
は車体の位置座標 (x; y)と車体の姿勢角 という 3つの一般化座標を持つ．操作な
どによる制御入力は，アクセルとブレーキによる車体速度，および，ハンドル操
作による操舵角の 2つである．非ホロノミックシステムではこの 2つの入力で，3
つの一般化座標を任意の目的値に整定制御しなければならない．このような機械
システムを劣駆動システムという．車両の 2輪車モデルを Fig. 2.1に示す．この車
両の運動では車輪が横滑りしない．つまり車輪と垂直方向である車軸方向には速
度が発生しない．これが非ホロノミック拘束である．モデル化すると
x˙ sin    y˙ cos  = 0 (2.1)
である．この 3変数に関する速度拘束は積分不可能であり，x，y，の代数方程式
には変換できない．
もし代数方程式に変換できてしまえば，x，y，，に，たとえば，x+ y+ sin  = 0
というような位置拘束が現れる．こうなると 3つの変数を独立な値に制御できな
い．逆にいうと劣駆動特性によって積分できないことが制御の余地を残している
といえる．積分できる拘束はホロノミック拘束という．
ここで，一つ制御方法を説明することで不変多様体について述べる．このため
に，(xr，yr，r)を (x，y，)の目標値としておく．
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Fig. 2.1: nonholonomic robot
たとえば，最初に車体の姿勢角 を目標の値 rに固定してみる．この時，式 (2.1)
は
x˙ sin r   y˙ cos r = 0 (2.2)
となり，変形すると
dy
dx = tan r (2.3)
のホロノミック拘束に変わる．そのため積分でき
y = x ˙tanr + c (2.4)
という代数方程式を得る．積分定数 cによって変わるが，x，yは Fig. 2.2のよう
な直線上にあることになる．ここでもし，何らかの方法で積分定数まで調整でき，
これがちょうど crとなるとき，直線が (xr，yr)を通るとする．つまり
x˙ sin r   y˙ cos r = 0 (2.5)
が成り立つとする．すると今度は， = r，c = cr を保ちつつ xを xr まで移動し
てやれば，yも yrに到達する．これを制御則にすると次のようになる．第 1ステッ
プで
H =    r = 0; F   cr = 0 : (F = y   x tan r) (2.6)
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Fig. 2.2: invariant manifold
とする制御を行う．そして，第 2ステップで
H =    r = 0; N   xr = 0 : (N = x) (2.7)
とする制御を行う．第 2ステップで積分定数が crに保たれることは， = rが保
たれてさえいれば，式 (2.2)から
˙F = y˙   x˙ tan r = 0 (2.8)
が成り立ち，一度 F = crとなればその状態が保持されるからである．このように
微分値が 0のスカラ関数を不変多様体という．このとき式 (2.7)の積分定数 cの方
程式 Fが不変多様体であることになる．ここに説明した制御則は可変拘束制御に
基づくものであり，積分定数 crに収束させるための第 1ステップの収束点で特異
状態を生ずるという問題もある．
不変多様体を図で表すと Fig. 2.2の cは直線となっている．しかし，正準形式を
用いた手法などでは不変多様体は 3変数以上で構成される．このようなときの不
変多様体のイメージは Fig. 2.3のようになり，状態は超平面となる. 不変多様体を
用いた制御はこの不変多様体に沿って収束させるものである．
不変多様体を用いる利点としては主に，例えば 2入力 3状態などの入力に対し
状態量の多いシステムを扱うことができる．
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2.2 不変多様体に基づく制御
不変多様体を用いた制御では，その不変多様体の構成方法として，可変拘束制
御のように非ホロノミック拘束条件から導出する方法や，ある一定のフィードバッ
ク制御上にできる正準形式に基づいた導出方法などがある．構成された不変多様
体に対して，安定化する方法は，不変多様体への収束制御とそれ以外の収束との 2
段階に設計するのが一般的である．これに対し，Khennoufらの擬似連続指数安定
化制御は，さらにもうひとつの不変多様体を構成するなどして巧みに利用し 2段
階の制御をひとつにまとめたものが提案されている [61]．他にも，不変多様体に
基づくエネルギー領域を設定するなどの独自に収束関数をいくつか設定しこれを
離散的に切り換えて収束させる方法などもある．この方法としてはファジィ切換
え制御を用いた安定化制御などがある．
2.3 本章のまとめ
本章では不変多様体と不変多様体を用いた制御について述べた．また制御対象
に対する不変多様体の導出方法を示した．本研究で用いる制御方法は不変多様体
への収束と状態フィードバックの収束の 2段階の制御で構成されており，この制
御の構成をいくつかの制御法と共に示し，本制御理論の概念を明らかにした．こ
れにより本研究で用いる制御理論の利点と概要を明らかにした．
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3.1 正準形式について
非ホロノミックシステムが属する非線形制御の流れとしては，リアプノフの安
定論に基づく制御系設計論が知られている [23, 25]．もう一つの柱として制御対象
を線形系や類似のシステムに変換した後で制御系設計をする，構造論に基づくも
のがある．この延長線上に非線形システムの線形化があり，非ホロノミックシステ
ムに対してはチェインドフォームを始めとする正準形式への変換がある．線形系
に変換する事で線形制御理論で得られた成果を利用しようとするものである．正
準形式の変換には拘束条件が用いられており，予め特異状態に陥らないように設
計されている．これによって非線形系を干渉のある 2入力 (u1，u2)2サブシステム
(1，2)に変換している．この変換された正準系は入力 u1を非零の一定値に固定
すると，2が完全な線形系となるものである．
3.2 各正準形式
チェインドフォームは正準形式の中でも基本的な形として広く用いられている．特
に正準形式を利用する方法の中には制御対象をチェインドフォームやパワーフォー
ムに特定したものが多い．このチェインドフォームのシステムについて以下に述
べる．チェインドシステムとは
z˙1 = u1
z˙2 = u2
z˙3 = z2u1
z˙4 = z3u1
:::
z˙n = zn 1u1
(3.1)
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であらわされる系であり，パワーフォームとは
z˙1 = u1
z˙2 = u2
z˙3 = z1u2
z˙4 =
1
2
z21u2
:::
z˙n =
1
(n   2)!z
n 2
1u2
(3.2)
で表される系である．
3.3 修正偏差系
チェインドフォームやパワーフォームは平衡点は原点である．例としてチェイ
ンドフォームに関して原点の安定化問題を目標値への整定問題とする修正偏差系
を求める．ここで，チェインドフォームの状態 zの目標値が r , 0で与えられた
場合を考える．このとき，まず修正目標値を
rˆ1 = r1
rˆ2 = r2
rˆ3 = r3 + r2(z1   r1)
rˆ4 = r4 +
1
2
r2(z1   r1)2 + r3(z1   r1)
:::
rˆi = ri + 
i 1 j=2
1
(i   j)!r j(z1   r1)
i  j
(3.3)
とおく．修正偏差変数として
e = z   rˆ (3.4)
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を定義すると
e˙1 = u1
e˙2 = u2
e˙3 = e2u1
e˙4 = e3u1
:::
e˙n = en 1u1
(3.5)
となり，修正偏差変数は再びチェインドフォームを満たす．これにより，e = 0は
z = rˆであり，さらに z = rˆになったとき z1 = r1となることより z = rとなる．
3.4 制御対象の正準形式変換
3.4.1 2輪独立駆動型移動ロボット車
制御対象である非ホロノミックシステムとして 2輪独立駆動型移動ロボット車
を用いる．2輪独立駆動型移動ロボット車は，2入力 3状態となる基本的な非ホロ
ノミックシステムである．入力と状態数は他の非ホロノミックシステムに比べ比
較的少なく，状態方程式や制御器の導出が比較的容易である．ここで非ホロノミッ
クシステムは，積分不可能な速度拘束あるいは加速度拘束を有するシステムであ
る．またその中でも，制御入力数以上の一般化座標を制御するシステムを劣駆動
システムと呼ぶ．2輪独立駆動型移動ロボット車は一般的に車軸方向に速度を発生
することが出来ないという拘束を持つ．このロボット車は左右 2つの車輪をそれ
ぞれ独立して回転させることによって目標とする状態にする．このとき，左右輪
の回転角速度である入力が 2つであり，移動ロボット車の位置座標と姿勢角度で
ある出力が 3つである．このことから，2輪独立駆動型移動ロボット車は非ホロノ
ミックシステムにおける劣駆動システムであることがわかる．またこのシステム
により導出された制御法は，より多い状態数の非ホロノミックシステム等へ拡張
されることが多く，将来的にこの研究の非ホロノミックシステム全般への適用が
期待できるものと考える．この 2輪独立駆動型移動ロボット車のモデルを Fig. 3.1
に示す．移動ロボット車は 2つの独立な駆動輪を有する．絶対座標系O,X,Yにお
ける移動ロボット車の位置 Pは車軸の中心とし，その座標を x; y，移動ロボット車
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P
X
Y
O
θ
r2
ω
R2
v
Fig. 3.1: A nonholonomic robot platform
の進行方位角を ，並進速度を vおよび進行方位角速度を!とし，車輪間の距離を
2Rおよび車輪半径を rとする．
3.4.2 運動学モデル
2輪独立駆動型移動ロボット車の状態変数 x(t) 4= [x(t) y(t) (t)]T とすると，運動
学モデルは
x˙(t) =
266666666664
x˙(t)
y˙(t)
˙(t)
377777777775 =
266666666664
cos (t) 0
sin (t) 0
0 1
377777777775
266664v(t)
!(t)
377775 (3.6)
である．左右輪の回転角速度を!l，!rとすると266664v(t)
!(t)
377775 = r2
2666641 11
R   1R
377775 266664!r(t)
!l(t)
377775 (3.7)
となる．式 (3.6)から
x˙ sin    y˙ cos  = 0 (3.8)
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なる非ホロノミック拘束を導出できる．これは車軸方向に速度を発生できないこ
とを意味する．
x˙ cos  + y˙ sin  = v (3.9)
が成立する．
3.4.3 非ホロノミック 2重積分器モデルの導出
運動学モデルから非ホロノミック 2重積分器モデルに式変換する．x(t)の非線形
状態変数変換を
z(t) =
266666666664
z1(t)
z2(t)
z3(t)
377777777775 4=
266666666664
(t)
x(t) cos (t) + y(t) sin (t)
x(t) sin (t)   y(t) cos (t)
377777777775 (3.10)
とした状態変数 z(t)に対して，さらに状態変数変換を
(t) =
266666666664
1(t)
2(t)
3(t)
377777777775 4=
266666666664
z1(t)
z2(t)
 2z3(t) + z1(t)z2(t)
377777777775 (3.11)
とした状態変数を (t)とする．(t)を時間微分し，2輪独立駆動型移動ロボットの
非ホロノミック 2重積分器モデルの入力変換
u(t) =
266664u1(t)
u2(t)
377775 4= 266664 !(t)
v(t)   z3(t)!(t)
377775 (3.12)
を定義する．式 (3.6)～(3.11)を用いて整理すると
˙(t) =
266666666664
˙1(t)
˙2(t)
˙3(t)
377777777775 =
266666666664
u1(t)
u2(t)
1(t)u2(t)   2(t)u1(t)
377777777775 (3.13)
を得る．
3.5 本章のまとめ
本章では非ホロノミックシステムを扱う上で基本となる非ホロノミック正準形
式について説明し，実際の制御対象である 2輪独立駆動型移動ロボット車の運動
学モデルから正準形式のひとつである非ホロノミック 2重積分器モデルの導出を
行った．また他の基本的な正準形式であるチェインドフォームとパワーフォーム
についてモデルを示している．2輪独立駆動型移動ロボット車については，その特
性と本研究に用いる意義を示した．
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ルの修正偏差系
4.1 本章の概要
システムに対し正準形式へ変換した後，モデルを不連続化してから連続フィード
バック制御を行う手法やいくつかの制御則を離散的に切り換える手法などが知ら
れている．しかしこれらは設定する状態変数の原点への収束を実現するものであ
る．実用性を考えると目標値を設定できないこの制御法は汎用性に欠ける．特に追
値制御や追従制御においては目標値が設定出来なくては実現が不可能である．そ
こで本章では，正準形式の偏差を用いた閉ループ系を構成することを目的とする．
これまでチェインドフォームおよびパワーフォームの修正偏差系が導出されて
いるが，非ホロノミック 2重積分器モデルの修正偏差系は未知であった．そこで
この修正偏差系非ホロノミック 2重積分器モデルを導出する．正準形式の偏差系
の導出では状態変数の目標値を単純に設定するだけでは，閉ループ系の構造は非
ホロノミック 2重積分器モデルを満たさない．そこで，非ホロノミック 2重積分
器モデルとなる閉ループ系を導出できる修正目標値を提案する．これによって原
点への安定化問題を目標値 rへの整定問題として扱えるようになる．このとき修
正目標値の導出によっては定常偏差が残る場合があり，これを解析的に検証した．
さらにこの定常特性についてシミュレーションを行い比較した．提案する定常偏
差問題を解決した修正目標値に基づく修正偏差系を用いて追値制御を行い，いく
つかのパターンをシミュレーションし目標値への整定を検証した．
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4.2 修正目標値の導出
偏差系に基づく閉ループ系を導出する．運動学モデルの一定目標値を xd 4= [xd yd d]T
とする．xdの非線形状態変数変換を
zd =
266666666664
zd1
zd2
zd3
377777777775 4=
266666666664
d
xd cos d + yd sin d
xd sin d   yd cos d
377777777775 (4.1)
とした状態変数 zdに対して，状態変数変換を
d =
266666666664
d1
d2
d3
377777777775 4=
266666666664
zd1
zd2
 2zd3 + zd1zd2
377777777775 (4.2)
とした状態変数を dとする．まず，この状態変数を単純に目標値と設定し偏差系
e target
e target(t) =
266666666664
e target1(t)
e target2(t)
e target3(t)
377777777775 4=
266666666664
1(t)   d1
2(t)   d2
3(t)   d3
377777777775 (4.3)
を定義する．このとき e˙ target3は
e˙ target3(t) = ˙3   ˙d3
=  2z˙3 + z˙1z2 + z1z˙2   ( 2z˙d3 + z˙d1zd2 + zd1z˙d2)
=  z˙1z2 + z1z˙2   ( z˙d1zd2 + zd1 ˙zd2)
=  z˙1z2 + z1z˙2 + z˙d1zd2   zd1z˙d2
(4.4)
となる．一方，非ホロノミック 2重積分器モデルを満たすときの目標の偏差系を
e modelと定義し，e˙ model3を式 (3.13)の正準形式より計算すると
e˙ model3 = e˙3 = e1u2   e2u1
= e1e˙2   e2e˙1
= (z1   zd1)(z˙2   z˙d2)   (z2   zd2)(z˙1   z˙d1)
= z1z˙2   z1z˙d2   zd1z˙2 + zd1z˙d2   z˙1z2 + z˙d1z2 + z˙1zd2   z˙d1zd2
(4.5)
を得る．このとき式 (4.4)と式 (4.5)を比較すると式 (4.4)が非ホロノミック 2重積
分器モデルを満たさないことがわかる．式 (4.4)の e˙d3に足りない項は
  z1z˙d2
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  zd1z˙2
 z˙d1z2
 z˙1zd2
となる．また，符号が逆になっている項は
 zd1z˙d2
  z˙d1zd2
となる．基本的には微分方程式であるこれらの項を満たすように修正目標値を設
定する．ただし，この式を積分した形である eの各項は偏差系の形になっている必
要がある．ここで実際に計算を進めていくうえで，定値制御を前提としていること
とする．この時，目標値は一定値のためその微分値は 0となる．つまり，z˙d1 = 0，
z˙d2 = 0，z˙d3 = 0となる．そのため，式 (4.5)の考慮すべき項は
  zd1z˙2
 z˙1zd2
となる．e˙ target3にこれらの項を加えるためには，その積分である式 (4.4)の e target
に  zd1z2 + z1zd2を与えればよく，目標値 etad3に zd1z2   z1zd2を加え修正目標値と
して設定すればよい．これらを 2重積分器モデルの変数で考えると d12   1d2で
ある．しかしこの加えられる項は偏差系の形にならない．そこで，偏差系を満た
しつつこの項を加えた式として，修正目標値 ˆd
ˆd(t) =
266666666664
ˆd1
ˆd2
ˆd3(t)
377777777775
4
=
266666666664
d1
d2
d1(2(t)   d2)   d2(1(t)   d1)
377777777775
(4.6)
として定義する．これは非ホロノミック 2重積分器モデルを十分に満たしている．
また e1，e2の偏差系についても満たしている．しかし，これでは 3の成分が偏差
系になっておらず，解が複数存在する場合があり目標値も複数存在してしまう．挙
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動としては d3 = 0のときのみしか収束できないものと考えられる．そのため定常
偏差を残す可能性が高い．そこで，この修正目標値に d3を加え，
ˆd(t) =
266666666664
ˆd1
ˆd2
ˆd3(t)
377777777775
4
=
266666666664
d1
d2
d3 + d1(2(t)   d2)   d2(1(t)   d1)
377777777775
(4.7)
と新たに定義する．このとき全ての項が偏差系になる．これによって解は一つに絞
られる．この d3は一定目標値のため微分したら 0となる．そのため非ホロノミッ
ク 2重積分器モデルを満たす．
4.3 非ホロノミック2重積分器モデルの修正偏差系
変数変換して得られた式 (3.11)の変数 (t)と修正目標値の偏差を用いた非ホロ
ノミック 2重積分器モデルを満たす閉ループを構成する．修正偏差 e(t)
e(t) =
266666666664
e1(t)
e2(t)
e3(t)
377777777775 4=
266666666664
1(t)   ˆd1
2(t)   ˆd2
3(t)   ˆd3(t)
377777777775 (4.8)
を定義する．e(t)を時間微分し，2輪独立駆動型移動ロボット車の非ホロノミック
2重積分器モデルの入力変換
u(t) =
266664u1(t)
u2(t)
377775 4= 266664 !(t)
v(t)   z3(t)!(t)
377775 (4.9)
を定義する．式 (3.6)～(4.8)を用いて整理すると非ホロノミック 2重積分器モデル
の修正偏差系
e˙(t) =
266666666664
e˙1(t)
e˙2(t)
e˙3(t)
377777777775 =
266666666664
u1(t)
u2(t)
e1(t)u2(t)   e2(t)u1(t)
377777777775 (4.10)
を得る．
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4.4 定常偏差の検証
4.4.1 シミュレーション条件
安定化制御器
導出した修正偏差系の検証のためには安定化制御が必要である．正準形式を利
用した安定化方法の具体的な説明は第 5章に記載する．第 5章では不変多様体を
利用した擬似連続指数安定化制御器として 3つの制御器を導出しているが，定常
偏差の検証における定値制御や追値制御に用いるのに，どの制御器を使っても問
題はない．ここでは定値制御シミュレーションに，第 5章で提案する 3つの制御
器のうち，不変多様体への収束制御ループで正準形式に基づく入力 u1を 0とした
Case1の擬似連続指数安定化制御器を用いることとする．また追値制御シミュレー
ションには，不変多様体への収束制御ループで正準形式に基づく入力 u1と u2を両
方利用する Case3の擬似連続指数安定化制御器を用いることとする．
シミュレーションの種類
本章では修正目標値を 2種類導出している．式 (4.6)の修正目標値では定常偏差
が残る可能性がある．この式 (4.6)の修正目標値を用いた修正偏差系によるシミュ
レーションをCase1とする．式 (4.7)の修正目標値ではこの定常偏差の解決を試み
ている．この式 (4.7)の修正目標値を用いた修正偏差系によるシミュレーションを
Case2とする．これらの修正偏差系を用いることで目標値を設定することが出来る
ようになった．これによって目標値への整定が行える．そこでまず，定常偏差の
検証がわかりやすく出来るように定値制御のシミュレーションを行う．位置座標
と姿勢角から定常偏差を確認する．
定値制御では，Case1，Case2どちらの修正偏差系でも収束したパターンを Sim-
ulation Ac，Case1に主に x方向の定常偏差が残るパターンを Simulation Bc，Case1
に主に y方向の定常偏差が残るパターンを Simulation Ccとする．
次に追値制御のシミュレーションを行い，どのポジションからも追値が行える
か同様に位置座標と姿勢角と移動ロボットの運動軌道から確認する．追値制御で
はいくつかの目標値を設定し，ステップ時間で目標値を変化させる．4つのパター
ンを Simulation A f～Simulation D f とする．シミュレーションの種類をTable 4.1に
示す．
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Table 4.1: Simulation value
Constant-value control Follow-up control
Simulation Ac Bc Cc A f B f C f D f
Case1 ○ ○ ○
Case2 ○ ○ ○ ○ ○ ○ ○
Table 4.2: Constant-value control target value
xd yd d
Simulation Ac 7:0 6:0 =2:46
Simulation Bc 7:0 6:0 =2
Simulation Cc 7:0 6:0 0:0
シミュレーションパラメータ
シミュレーションの移動ロボットの幾何学パラメータは自動掃除機”Rommba”を
モデルにし，車輪半径を 0:035 [m]および車輪間距離を 0:233 [m]とする．サンプリ
ング間隔は 0:01 [s]とし定値制御ではシミュレーション時間を 20:0 [s]とする．追
値制御ではシミュレーション時間を 60:0 [s]とする．シミュレーションにおけるゲ
インは，全ての制御器に対して統一し f = 3:0，k = 1:0とする．
定値制御では，初期座標と目標座標そして初期姿勢角度と目標姿勢角度の組合
せで軌道が変わる．必ずしも同じになるわけではないが，軌道の形は初期座標と
目標座標を固定して初期姿勢角度と目標姿勢角度の組合せを変更してみれば大体
のパターンが確認できる．そこで検証のため，各座標を固定し姿勢角度を変更し
てシミュレーションパターンを設定する．実際には初期座標と目標座標の組合せ
についても様々なパターンを検証しているが，今回のシミュレーションでは以下
のように初期座標と目標座標を固定し角度を変更し調整する．まず Simulation Ac
では，初期値を [x y ]T = [1 2 ]とし，目標値を [xd yd d]T = [7 6 =2:46]T とする．
次に Simulation Bcでは，初期値を [x y ]T = [1 2 ]とし，目標値を [xd yd d]T =
[7 6 =2]T とする．Simulation Ccでは，初期値を [x y ]T = [1 2 ]とし，目標値を
[xd yd d]T = [7 6 0]T とする．これらのパラメーターを Table 4.2に示す．
追値制御では，原点を中心とした各象限にいくつかの目標値を設定し，その目
標値を選択する 4パターンのシミュレーションを行う．設定した目標値を Fig. 4.1
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Table 4.3: Target value
xd yd d
2:0 3:0 =2
 2:0 4:0 
 4:0  3:0 3=2
 2:0 3:0 =2
 1:0  3:0 3=2
2:0  2:0 =2
 2:0  3:0 3=2
2:0  1:0 0
1:0 2:0 =2
3:0  2:0 0
 2:0 1:0 
とTable 4.3に示す．Fig. 4.1中に示されている点が x，y軸上の座標を示している．
このとき横軸が x軸，縦軸が y軸である．また，点から伸びる矢印がロボットの姿
勢を示しており，矢印の向きに姿勢角を設定している．平均して各事象に 3つの目
標値を設定している．第一象限の目標値については 1つだけ原点に座標を置いて
いる．これに対し初期値 x 4= [0 0 0]T とし，Table 4.4～Table 4.7に示すように，目
標値を 20 [s]ごとに時間変化する．このときの各シミュレーションを Simulation A f
～Simulation D f と設定する．
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Table 4.4: Follow-up target value of Simulation A f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd 2:0  2:0  4:0
yd 3:0 4:0  3:0
d =2  3=2
Table 4.5: Follow-up target value of Simulation B f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd  2:0  1:0 2:0
yd 3:0  3:0  2:0
d =2 3=2 =2
Table 4.6: Follow-up target value of Simulation C f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd  2:0 2:0 1:0
yd  3:0  1:0 2:0
d 3=2 0 =2
Table 4.7: Follow-up target value of Simulation D f
0 [s] t  20 [s] 20 [s]< t  40 [s] 40 [s]< t  60 [s]
xd 3:0 1:0  2:0
yd  2:0 2:0 1:0
d 0 =2 
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4.4.2 定値シミュレーション結果
Simulation Acではどちらの修正目標値でも定常偏差が残らないパターンである．
Fig. 4.2に位置姿勢の各状態を，Fig. 4.3に修正偏差 eを示す．これにより状態と修
正偏差系によって導出した制御の対象である eの収束について検証する．実際の
軌道を直観的に捉えやすくするためにFig. 4.4とFig. 4.5にロボットの軌道を示す．
これによりロボットが目標値へ向かう様子がわかる．最後に式 (4.6)から d3につ
いて計算し検証する． Simulation Acではどちらの修正目標値でも定常偏差が残ら
ないパターンである．位置姿勢の各状態はFig. 4.2にあるように，目標値へ収束し
ている．Fig. 4.3の修正偏差 eもすべて 0に収束していることが確認できる．これ
により状態の目標値への収束に対して設定した修正偏差 eが 0に収束しているこ
とがわかる．ロボットの軌道である Fig. 4.4と Fig. 4.5を確認してみても定常偏差
が残らず，目標値に収束していることが確認できる．軌道はどちらも同じような
軌道になっている．式 (4.6)を確認してみると，Case1においては d3が 0の時しか
収束できないことがわかる．そこで，d3を計算してみると
d3 =  2zd3 + zd1zd2
=  2(xd sin d   yd cos d) + d(xd cos d + yd sin d)
= ( 2xd + dyd) sin d + (2yd + d xd) cos d
= ( 6:337578894  0:957171727) + (20:93949129  0:289520784)
=  6:066151335 + 6:06247954
=  0:00373381 , 0:004
(4.11)
となる．d3 < 0:005となり，これは位置座標の単位で考えると 0:5 [mm]以下の精
度になるため十分に小さいものと考える．そのため d3はほぼ 0となることからこ
のCase1の修正目標値において d3が 0のときのみ収束するという考えは正しいこ
とがわかる．次に，定常偏差が残るパターンを 2パターン示す．
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Fig. 4.2: State variable of simulation Ac
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Fig. 4.3: e of simulation AC
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Fig. 4.4: State of simulation Ac using Case1
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Fig. 4.5: State of simulation Ac using Case2
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Simulation Bcでは Case1において定常偏差が残るパターンである．位置姿勢の
各状態は Fig. 4.6にあるように，Case2では目標値へ収束しているが，Case1では
x方向の成分が収束していないことが確認できる．しかし，Fig. 4.7の修正偏差 e
はどちらの修正目標値もすべて 0に収束していることが確認できる．これにより
Case1において状態の目標値への収束に対して設定した修正偏差 eが 0に収束して
いないことがわかる．ロボットの軌道を Fig. 4.8より確認してみても x方向成分の
定常偏差が，残っていることが確認できる．それに対し，Case2では Simulation Ac
と同様に目標値へ収束していることが確認できる．Case2の軌道を Fig. 4.9から確
認しても問題なく収束していることがわかる．また式 (4.6)より Case1の d3につ
いて計算してみると
d3 =  2zd3 + zd1zd2
=  2(xd sin d   yd cos d) + d(xd cos d + yd sin d)
= ( 2xd + dyd) sin d + (2yd + d xd) cos d
= ( 4:57522039  1:0) + (22:99557429  0:0)
=  4:575222039
(4.12)
となる．d3 < 0:005となり，誤差が大きく 0にはなっていない．Simulation Acの
時と比べてもかなり大きい数値となっている．
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Fig. 4.6: State variable of simulation Bc
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Fig. 4.7: e of simulation Bc
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Fig. 4.8: State of simulation Bc using Case1
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Fig. 4.9: State of simulation Bc using Case2
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Simulation CcもCase1において定常偏差が残るパターンである．こちらは Sim-
ulation Bcと違い y方向成分に定常偏差が残った．位置姿勢の各状態は Fig. 4.10に
あるように，Case2では目標値へ収束しているが，Case1では y方向の成分が収束
していないことが確認できる．しかし，Fig. 4.11の修正偏差 eはどちらの修正目標
値もすべて 0に収束していることが確認できる．これにより Case1において状態
の目標値への収束に対して設定した修正偏差 eが 0に収束していないことわかる．
ロボットの軌道を Fig. 4.12より確認してみても x方向成分の定常偏差が，残って
いることが確認できる．それに対し，Case2では Simulation Ac Bcと同様に目標値
へ収束していることが確認できる．Case2の軌道を Fig. 4.13から確認しても問題
なく収束していることがわかる．また式 (4.6)より Case1の d3について計算して
みると
d3 =  2zd3 + zd1zd2
=  2(xd sin d   yd cos d) + d(xd cos d + yd sin d)
= ( 2xd + dyd) sin d + (2yd + d xd) cos d
= ( 14:0  0:0) + (12:0  1:0)
= 12:0
(4.13)
となる．d3 < 0:005となり，誤差が大きく 0にはなっていない．Simulation Acの
時と比べてもかなり大きい数値となっている．
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Fig. 4.10: State variable of simulation Cc
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Fig. 4.11: e of simulation Cc
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Fig. 4.12: State of simulation CC using Case1
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Fig. 4.13: State of simulation Cc using Case2
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Table 4.8: Follow-up target value of Simulation B f
Simulation Ac Simulation Bc Simulation Cc
d3 0:0037  4:5752 12:0
これらすべてのシミュレーション時の d3の数値についてTable 4.8にまとめる．
Table 4.8にあるように，Case1において定常偏差が残らない条件は d3が 0である
かないかであった．Case2では，この定常偏差が残らないようにするため 3が d3
に収束するように修正目標値を設定した．これによってすべてのシミュレーショ
ンで Case2は目標値に収束できることが確認できた．これによりすべての初期値
と目標値で定常偏差は収束できるとものと考える．実際にシミュレーションして
みてもCase2が定常偏差が残るパターンは確認できなかった．
4.4.3 追値シミュレーション結果
追値シミュレーションでは前述のように初期値を x 4= [0 0 0]T とし，20 [s]ごと
に変化する目標値を追値させる．追値のパターンを Simulation A f～D f まで 4つ示
す．Fig. 4.14に Simulation A f～D f の移動ロボットの位置座標と進行方位角を示す．
これにより各シミュレーションでロボットが目標値へ収束していることがわかる．
Fig. 4.15に修正目標値，Fig. 4.16に修正偏差のシミュレーション応答を示す．修正
目標値は 20 [s]ごとのステップに変化し修正偏差もそのたびに大きな変化がある
が，0に収束していることが確認できる．Fig. 4.17に Simulation A f～D f の移動ロ
ボットの軌道を示す．軌道をみても問題なく追値が行えていることが確認できる．
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Fig. 4.14: Simulation results of coodinates in follow-up control
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Fig. 4.15: Simulation results of ˆ in follow-up control
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Fig. 4.16: Simulation results of e in follow-up control
40 第 4章 非ホロノミック 2重積分器モデルの修正偏差系
−8 −4 0 4
−8
−4
0
4
x [m]
y
 [
m
]
Start
Goal
:Target
Simulation A f
−4 −2 0 2
−4
−2
0
2
x [m]
y
 [
m
] Start
Goal
:Target
Simulation B f
−3 0 3
−2
0
2
4
x [m]
y
 [
m
]
Start
Goal
:Target
Simulation C f
−4 −1 2
−2
0
2
4
x [m]
y
 [
m
]
Start
Goal
:Target
Simulation D f
Fig. 4.17: Simulation results of state in follow-up control
4.5. 本章のまとめ 41
4.5 本章のまとめ
システムの安定化とは具体的には状態の 0への収束である．それを今回正準系
に基づく偏差系閉ループシステムを構築する事で目標値への整定が行えるように
試みた．導出に用いる正準形式は，これまで導出されていたチェインドフォーム
やパワーフォームに加えて非ホロノミックシステムに広く用いられ，さらにまだ
修正偏差系が導出されていなかった非ホロノミック 2重積分器モデルとした．修
正偏差系の導出には，修正目標値を設定する事で正準形式を満たす事を目指した．
さらにこの修正目標値の設定において定常偏差が残らない条件を考察し検証した．
これによって，定常偏差問題を解決した．この導出した修正偏差系非ホロノミッ
ク 2重積分器モデルで，追値制御が行えるかをシミュレーションによって確認し
た．シミュレーションでは 20 [s]ごとに変化する各目標値を原点を中心に各象限に
偏りなく設定し，それを選択したいくつかのパターンで行った．シミュレーショ
ンにより全て目標値へ収束し，定常偏差の残るパターンは確認できなかった．こ
れによって非ホロノミック 2重積分器モデルの修正偏差系を導出した．このシス
テムはさらに追従制御などに拡張が期待できるものである．
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第5章 擬似連続指数安定化制御
5.1 本章の概要
前章までに修正偏差系正準形式を導出した．この正準形式を利用した制御の中
で，追従制御を目的とし考慮すると，連続的な制御方法として擬似連続指数安定
化制御が知られている．これは正準形式に基づく不変多様体を利用した方法であ
る．不変多様体とは，あるフィードバック制御上で微分値が 0になりいくつかの
状態を固定できる特性を持つ．これを正準形式を利用して導出する．この不変多
様体を用いることで状態量に対して少ない入力数で制御が出来るようになる．不
変多様体を用いた制御としては，リアプノフの安定論に基づき不変多様体への吸
引制御とフィードバック制御を段階的に行うものや，不変多様体に基づくエネル
ギー領域を設定し離散的に切り換え制御を行うものなどがある．しかし追従制御
や実時間制御を考えると前者は 2段階の不連続制御であること，後者の切換えは
状態フィードバック制御にならない事やチャタリング問題などがあった．ここで，
Khennoufらは前者の 2段階制御を，1段階にまとめた擬似連続指数安定化制御と
して提案している．
擬似連続指数安定化制御を実現する為には，2段階制御で満たしたリアプノフの
安定性などの条件に加え，さらに厳しい条件がある．本章ではまずこの条件に関
し制御入力と不変多様体の関係式から検証を行い定義した．次に，このように定
義した擬似連続指数安定化制御の導出について 2段階の制御であるうちの不変多
様体への吸引制御について着目した．まず，不変多様体を用いた 2段階の制御と
は，第 1ステップで 2つの入力を巧みに使って不変多様体を構成し，第 2ステップ
で 2つの入力を使い安定化するものである. このとき，第 2ステップでのフィード
バック制御では 2つの入力が必要である．しかし，不変多様体への吸引制御であ
る第 1ステップに関しては，これまで 2入力での吸引制御が一般的であったが，安
定性を保てていれば 2入力でなくてもよい．そこで第 1ステップに関して，1入力
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の吸引制御を考える．ここで吸引制御だけで考えるとリアプノフ関数を評価する
事で，不変多様体への収束を満たす制御器がいくつも設定できる．しかし実用的
に 2つの制御を 1つにまとめる時，そのほとんどの制御器が定常偏差を残したり，
発散を起こすなどする．これを定義した擬似連続指数安定化制御を実現するため
の条件を用いることで導出する．
一方，本論文では前章までに 2重積分器モデルの修正偏差系を導出してきた．そ
こで今回用いる正準形式としては，この修正偏差系 2重積分器モデルとする．ま
た１入力の不変多様体への吸引制御は，2入力あるうちの 1入力を用いるため 2パ
ターン導出ができる．これに従い，1入力の不変多様体への吸引制御を用いた擬
似連続指数安定化制御を 2つ導出する．導出した 2つの制御と，2入力の不変多様
体への吸引制御を用いた擬似連続指数安定化制御についてその特性を比較，検証
する．
まずこれらの制御器の安定性について導出した式から検討する．さらにこれら
3つの擬似連続指数安定化制御についてシミュレーションを行う．シミュレーショ
ン結果よりエネルギーに関する評価関数と整定時間を設定し，この 2つの観点か
ら制御器の特性を検証する．
5.2 不変多様体に基づく2段階制御
最初に不変多様体の導出を行う．不変多様体は 3つの変数を 2変数からなる 1次
元の不変多様体と残りの 1変数に分け，2つの組の変数を 2入力で制御する．不変
多様体の導出については，非ホロノミック 2重積分器モデルについて述べる．制
御対象を
e˙1(t) = u1(t)
e˙2(t) = u2(t) (5.1)
e˙3(t) = e1(t)u2(t)   e2(t)u1(t)
とし，e(t) = [e1(t) e2(t) e3(t)]T を t ! 1で零に整定する安定化問題を扱う．
不変多様体の導出するために，式 (5.1)に
u1(t) =  ke1(t)
u2(t) =  ke2(t)
(5.2)
44 第 5章 擬似連続指数安定化制御
からなる状態フィードバック則を適用するものとする．このとき閉ループ系の時
間応答を求めると
e1(t) = e1(0)e kt
e2(t) = e2(0)e kt
(5.3)
を得る．よって e3(t)は
e˙3(t) = e1(0)e ktu2   e2(0)e ktu1
= e1(0)e kt[ ke2(t)]   e2(0)e kt[ ke1(t)]
=  ke1(0)e2(0)e 2kt + ke1(0)e2(0)e 2kt
 0
(5.4)
より
e3(t) = e3(0) (5.5)
となる．この e3(t)の定数項より
s(e) = e3(t) (5.6)
を 1つの不変多様体の候補として導出可能である．以上のもとで，実際に式 (5.1)
に k > 0とするフィードバック則
u1 =  ke1(t)
u2 =  ke2(t)
(5.7)
を適用する．このとき，上の s(e)(t)の時間微分をとると
s˙(e) = e˙3(t)
= e1(t)u2   e2(t)u1
=  ke1(t)e2(t) + ke1(t)e2(t)
 0
(5.8)
となり，式 (5.7)のフィードバック則のもとでは
s(e) = Const: (5.9)
が成り立ち，s(e)は 1つの不変多様体になっていることが確認できる．これらか
ら，ある時刻 t = T で s(e) = 0が確保できれば，t ! T でも s(e) = 0が成り立つの
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Fig. 5.1: Feedback loop
で，その後式 (5.7)を適用し
e˙1(t) =  ke1(t)
e˙2(t) =  ke2(t)
(5.10)
より e1(t)，e2(t)は漸近安定となり t ! 1で e1(t) ! 0，e2(t) ! 0を得る．もちろ
ん，すでに s(e) = 0が満たされているので式 (5.6)より e3(t) ! 0も言える．不変
多様体を用いた運動学制御は 2段階に分かれており，1段階目で u1と u2の 2つの
入力より不変多様体を形成し，2段階目でもまた 2つの入力で不変多様体を確保し
ながら安定化する．制御の流れをFig. 5.1に示す．この安定化を実際に行うときの
制御上の手順を考えると，1段階目で不変多様体 sを 0に安定化し十分に時間が経
過した後，2段階目で式 (5.7)のフィードバック制御を実行するのみである．ここ
で，2段階目の制御は決まっているので 1段階目の不変多様体への吸引制御を考え
る必要がある．2段階目の制御入力と区別しわかりやすくするためこのセクション
では，不変多様体の収束に用いる入力を u1 f と u2 f とする．まず s(e) = 0を実現す
る第 1段階の制御則を求めるために入力に対する s(e)についてののリアプノフの
安定論を用いることで評価する．s(e)のリアプノフ関数として
V(e) = 1
2
s2(e) (5.11)
を設定する．このリアプノフ関数に u1(t)，u2(t)の入力が入ったときの Vの変化で
ある ˙Vの式
˙V(e) = s(e)s˙(e)
= s(e)[e1(t)u2(t)   e2(t)u1(t)]
(5.12)
が負定となれば安定化できる．このとき， ˙V が単純に負定になるためには定数と
符号で括った残りの変数が 2乗和もしくは 1であるようになればよい．そこで，与
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える入力の形として 2パターンの方法が考えれる．まず 1つ目は
[u1 f (t)oru2 f (t)] =   f s(e)M(t) (5.13)
である．このとき f はゲイン係数で f > 0とする．Mは負定を実現するための調
整項であり，e1，e2等で構成される関数とする．この形は s2の形を括りだすこと
を目指して設定している．次に 2つ目のパターンは
[u1 f (t)oru2 f (t)] =   f M(t)
s(e) (5.14)
である．この形は sを打ち消し ˙V の式に sが表れないことを目指して設定してい
る．この 2つの与え方でリアプノフ関数の負定は実現できる．しかし，制御入力
の応答を考えると式 (5.14)のやり方には問題がある．式 (5.14)では入力の応答に 1
s
の形が出てくる．しかし不変多様体を利用した制御理論としてはまず不変多様体
が先に収束しなければならない．そのため式 (5.14)で sが先に収束すると式 (5.14)
は無限大に漸近となり発散してしまう．さらに入力の応答として f は正の定数な
ので f をどのように調整しても分母側にある sは減少に向かわないことになる．こ
のため，与えられる入力のパターンとしては式 (5.18)で考えなければならない．
5.3 擬似連続指数安定化制御
5.3.1 擬似連続指数安定化制御の入力設計
不変多様体を用いた制御は，不変多様体に収束させる制御と不変多様体上で収
束させる 2つの制御を行う．2段階で制御する際，不変多様体への吸引制御は様々
な入力方法が考えられる．2段階で制御を行うのに対し，2つの制御を 1つの制御
として統合した制御が擬似連続指数安定化制御である．2つの制御を 1つの制御で
実現する場合，その吸引制御方法にはいくつかの条件が存在する．そのため吸引
制御の導出が困難になる．この 2つの制御を同時に実現するためには，これらの
条件を満たす入力を設計しなければならない．そこで，どのような入力の設計を
どうするべきか，我々は次のように条件を設定できるものとした．まず，擬似連
続指数安定化制御を実現するための条件は
1. フィードバック制御上で不変多様体 sは変化がない
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2. 不変多様体の吸引制御上で s˙が負定であり不変多様体の変化は減少に向かう
3. 不変多様体の制御入力の式で必ず sが先に収束する条件式を組み込む
である．特に 3つ目の条件を満たすことを考えなければならない．この条件を実
現するためには，組み込んだ条件式が不変多様体の吸引制御上で一定値で尚且つ
フィードバック制御上では 0に収束する必要がある．つまり不変多様体の吸引制御
上で，もう一つの不変多様体を導出する事になるともいう．ここで，M1(t)，M2(t)
は e1(t)，e2(t)等で構成される関数とし，式 (5.18)より入力を
u1 f (t) =   f s(e)M1(t)
u2 f (t) =   f s(e)M2(t)
(5.15)
と与えたとすると不変多様体の応答は
s˙(e) = e˙3(t) = e1(t)u2 f (t)   e2(t)u1 f (t)
=   f s(e)(e1(t)M2(t)   e2(t)M1(t))
(5.16)
となる．このときもうひとつの不変多様体を wと設定したとき，  f s以外の成分
を用いて
w(t) = (e1(t)M2(t)   e2(t)M1(t)) (5.17)
と得る．このとき 3つ目の条件より w˙がフィードバック制御上で負定で，なおか
つ不変多様体の吸引制御上で一定であるように関数M1，M2を設定すればよい. 最
後に不変多様体の吸引制御入力に対し
u1 f (t) =   f s(e)M1(t)
w(t)
u2 f (t) =   f s(e)M2(t)
w(t)
(5.18)
と設定しなおし，擬似連続指数安定化制御上で分母にある wより先に分子の sが
収束するようにゲイン f と kを設定する事で実現できる．
5.3.2 不変多様体への 1入力吸引制御
不変多様体への吸引制御は，u1(t)，u2(t)を利用する．ここで，このどちらか 1つ
を利用する方法を考える．しかし，どちらか 1つとなると 2通りの制御が考えら
れることになる．そこでまず，u1(t)の入力を 0と設定して考える．このとき不変
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多様体への吸引制御を考える．条件として e1(0) , 0とし，s(e) = 0を実現する第 1
ステップの制御則を求める．s(e)のリアプノフ関数として
V(e) = 1
2
s2(e) (5.19)
をとり，制御入力は f > 0を用いて
u1(t) = 0
u2(t) =   f s(e)
e1(t)
(5.20)
eとすると
˙V(e) = s(e)s˙(e) = s(e)[e1(t)u2(t)   e2(t)u1(t)]
=  s(e)[ f s(e)]
=   f s2(e)
 0
(5.21)
となり，s(e)  0以外では v˙(e)は常に負定となるので，t ! 1のとき漸近的に
s(e) ! 0が得られる．このとき，u1(t) = 0としているため不変多様体の収束以外
の成分については，吸引制御のもとで 0であるように設定出来ている．これより
擬似連続指数安定化制御の入力は
u1(t) =  ke1(t)
u2(t) =   f s
e1(t)   ke2(t)
(5.22)
とする．このとき
s˙(e) = e˙3(t) = e1(t)u2(t)   e2(t)u1(t)
= e1(t)(  f s(e)
e1(t)   ke2(t))   e2(t)( ke1(t))
=   f s(e)
(5.23)
となり，その時間応答は
s(t) = s(e(0))e  f t (5.24)
となり，t ! 1で s(t) ! 0となる．よって，e3(t)は原点へ漸近収束する．一方，
式 (5.22)の入力を有限に保つためには s(e)e1(t)
 < 1 (5.25)
5.3. 擬似連続指数安定化制御 49
でなくてはならない．式 (5.22)を使用したときの式 (5.1)から，e1(t)は漸近安定で
あることがわかり，また式 (5.24)より s(e)e1(t)
 =
 s(e(0))e  f te1(0)e kt
 
 s(e(0))e1(0)
 e ( f k)t (5.26)
と書ける．従って， f   k > 0，つまり f > kならば s(e)=e1(t)は指数係数 f   kで指
数的に減衰する．つまり， f  kならば e3(t)は指数係数 kで零に収束することがい
える．
さらにこの手法でもう一つ吸引制御が求められる．次は，u2(t)を 0と設定して
考える．このとき，条件として e2(0) , 0とし，s(e) = 0を実現する第 1ステップの
制御則を求める．s(e)のリアプノフ関数として
V(e) = 1
2
s2(e) (5.27)
をとり，制御入力は f > 0を用いて
u1(t) = f s(e)
e2(t)
u2(t) = 0
(5.28)
とすると
˙V(e) = s(e)s˙(e) = s(e)[e1(t)u2   e2(t)u1]
=  s(e)[ f s(e)]
=   f s2(e)
 0
(5.29)
となり，s(e)  0以外では v˙(e)は常に負定となるので，t ! 1のとき漸近的に
s(e) ! 0が得られる．このとき，u2 = 0としているため不変多様体の収束以外の
成分については，吸引制御のもとで 0であるように設定出来ている．このときの
擬似連続指数安定化制御の入力は
u1(t) = f s
e2(t)   ke1(t)
u2(t) =  ke2(t)
(5.30)
とする．このとき
s˙(t) = e˙3(t) = e1(t)u2(t)   e2(t)u1(t)
= e1(t)( ke2(t))   e2(t)( f s
e2(t)   ke1)
=   f s
(5.31)
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となり，同じように応答から計算すると，式 (5.30)の入力を有限に保つためには s(e)e2(t)
 < 1 (5.32)
でなくてはならない． f  kならば s(e)=e2(t)は指数係数 kで零に収束することが
いえる．
5.3.3 不変多様体への 2入力吸引制御
次に比較の為，一般的な 2入力の吸引制御について導出を行う．s(e)のリアプノ
フ関数として
V(e) = 1
2
s2(e)s(e) (5.33)
をとり，制御入力として
u1(t) = f s(t)e2(t)
u2(t) =   f s(t)e1(t) (5.34)
としてみると
˙V(e) = s(e)s˙(e)
= s(e)[e1(t)u2(t)   e2(t)u1(t)]
=  s(e)[ f s(e)]
=   f s2(e)
 0
(5.35)
となり，s(e)  0以外では v˙(e)は常に負定となる．ただし
w(e) = e12(t) + e22(t)  0 (5.36)
を得る．ここでw(e)は，式 (5.34)の制御のもとで
w˙(e) = 2(e1(t)u1(t) + e2(t)u2(t)) = 0 (5.37)
となる性質を持っている．つまり 2つめの不変多様体を構成する．よって，w(e) , 0
の限り式 (5.36)は負定となる．したがって t ! 1のとき漸近的に s(e) ! 0が得ら
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れる．これらの吸引制御を用いて一つの制御にまとめるために，擬似連続指数安
定化制御を 266664u1(t)
u2(t)
377775 = f s(e)
w(e)
266664 e2(t) e1(t)
377775   k 266664e1(t)
e2(t)
377775 (5.38)
としてみる．このとき
w˙(e) = 2(e1(t)u1(t) + e2(t)u2(t)) =  2kw(e) (5.39)
および
s˙(e) = e1(t)u2(t)   e2(t)u1(t) =   f s(e) (5.40)
が成り立つ．その時間応答は
w(e) = w(e(0))e 2kt (5.41)
s(t) = s(e(0))e  f t (5.42)
となり，t ! 1で s(t) ! 0となる．一方，式 (5.38)の入力を有限に保つためには s(e)w(e)
 < 1 (5.43)
でなくてはならない．しかし s(e)w(e)
 =
 s(e(0)e)  f tw(0)e 2kt
 
 s(e(0))e1(0)
 e ( f 2k)t (5.44)
と書ける．従って， f   2k > 0，つまり f > 2kならば s(e)=w(e)は指数係数 f   2k
で指数的に減衰する．これによって式 (5.22)，式 (5.30)，式 (5.38)の 3つの擬似連
続指数安定化制御が導出できた．
5.4 シミュレーション
5.4.1 シミュレーション条件
本研究では 1入力の吸引制御を前提に，2つの擬似連続指数安定化制御を導出し
た．さらに一般的な 2入力の吸引制御での擬似連続指数安定化制御を修正偏差系 2
重積分器モデルで導出している．これら 3つの制御をシミュレーションする．シ
ミュレーションを行う上で，式 (5.22)によるシミュレーションをCase1とする．同
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様に式 (5.30)によるシミュレーションをCase2，式 (5.38)によるシミュレーション
をCase3とする．なお，移動ロボットの幾何学パラメータは自動掃除機”Rommba”
をモデルにし，車輪半径を 0:035 [m]および車輪間距離を 0:233 [m]とする．ただ
し，サンプリング間隔を 0:01 [s]としシミュレーション時間を 20:0 [s]とする．初
期値は [x y ] = [1 2 0]とし，目標値は [xd yd d] = [7 6   0:5]とする．シミュレー
ションにおけるゲインは，全ての制御器に対して統一し f = 3:0，k = 1:0とする．
5.4.2 シミュレーション結果
まず，Case1におけるシミュレーション応答を検証する．Fig. 5.2および Fig. 5.3
にに移動ロボットの軌跡および修正偏差 eの応答結果を示す. Fig. 5.4に入力 u，
Fig. 5.5に入力の積算値 usの応答を示す．次に，Case2におけるシミュレーション
応答を検証する．Fig. 5.6および Fig. 5.7にに移動ロボットの軌跡および修正偏差
eの応答結果を示す. Fig. 5.8に入力 u，Fig. 5.9に入力の積算値 usの応答を示す．
次に，Case3におけるシミュレーション応答を検証する．Fig. 5.10およびFig. 5.11
にに移動ロボットの軌跡および修正偏差 eの応答結果を示す. Fig. 5.12に入力 u，
Fig. 5.13に入力の積算値 usの応答を示す．
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Table 5.1: Inputs summation
Case1 Case2 Case3
usi 15.62 7.47 7.52
これによりすべての制御器で，各状態が目標値に収束していることがわかる．こ
れらの制御器の不変多様体への収束応答性は変わらないため，収束性に大きな差
はなかった．しかし，制御器の時間応答はそれぞれCase1は式 (5.25)に，Case2は
式 (5.32)に，Case3は式 (5.43)に依存する．そのため入力応答は制御によって違い
が出る．このシミュレーション結果について入力の総エネルギーに対する検証を
行う．今回は制御器評価の為，まず
u(t) =
q
u21(t) + u22(t) (5.45)
とし，
us =
T=20[s]X
t=0
u(t) (5.46)
を比較する．シミュレーションごとの usの変化を Fig. 5.5，Fig. 5.9，Fig. 5.13に
示している．このときシミュレーションごとの usの比較をTable 5.1に示す．ここ
で iは Case番号とする．今回の実験は 2次元平面を移動する事を前提としており
角度の設定範囲は，     の関係となる．そのため，目標角度との角度誤差
は jj  2である．このとき usの関係は，jusj < 1:0を近似すると j   dj  の
条件下では
us1 & us3 & us2 (5.47)
となる．今回のシミュレーションでは，us2と us3は差がわかりやすく出ているが，
多くの場合で us2 ' us3となり，Case2と Case3の軌道も似たものとなる．
また，2  j   dj  の条件下では，usの関係は，
us1 & us2 & us3 (5.48)
となる．範囲によって us2と us3の関係は逆転する．これは式 (5.32)だけが e1の制
御がフィードバックのみで行われるためだと考えられる．しかしいずれにしても
多くの場合で us2と us3に差はほぼない．これにより j   dj，つまり je1jによって
制御の評価が変わることがわかる．あらかじめ je1jの範囲が定めらている場合やわ
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Table 5.2: Settling time
Case1 Case2 Case3
tesi 3.66 [s] 1.94 [s] 1.75 [s]
Table 5.3: Settling time
Case1 Case2 Case3
tusi 6.71 [s] 7.23 [s] 7.04 [s]
かっている場合に制御器を選択することが出来る．また us1は e1が極小の場合，他
の制御よりも過渡応答が大きくなる特性がある．その点 us2，us3は us1ほど大きな
過渡応答は起こらなかった．
次に e1，e2および e3が 0:05内に収まるまでの時間を整定時間 tesとし，Case1
の整定時間を tes1，Case2を tes2，Case3を tes3として検証する．シミュレーション
時の整定時間 tesの比較をTable 5.2に示す．ここで iはCase番号とする．eの整定
時間の関係は基本的にどのシミュレーションにおいても
ues1 & ues2 & ues3 (5.49)
となった．これをみると ues3は 2入力を用いているため最も速く安定しているこ
とがわかる．これは入力総和の大きさに関係なくこの関係となる．しかし整定時
間を eとせず，入力 u1，u2からみるとまた異なる関係が表れる．例え eが安定化し
ても実際にその状態を保ちながら正準形式の他の変数が安定化するまでに入力が
入り続けていることなどが考えられる．今回まず，入力の総エネルギーに対する
検証を行ってきた．そこで，この入力の整定時間についても検証する事を考えた．
ここで u1および u2が0:05内に収まるまでの時間を整定時間 tusとし，Case1の整
定時間を tus1，Case2を tus2，Case3を tus3として検証する．シミュレーション時の
整定時間 tsuの比較をTable 5.3に示す．ここで iはCase番号とする．これら tsuの
関係は，基本的には usが大きいほど，整定時間 tusは減少し速応性が高くなる．例
えば目標角度と現在角度の誤差が 2  j   dj  の条件下では，tusの関係は
tus2 & tus3 & tus1 (5.50)
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となる．しかし角度誤差が j   dj  =8の条件下では，
tus1 & tus2 & tus3 (5.51)
となる．これは Case1の tus1について je1jが 1=8より小さい値の時は，軌道が伸
びるため usが大きくなっても収束時間は大きく速応性は高くならないためである．
しかし e1に十分な大きさがある場合は us1が大きくなり，他の 2つよりも tus1が小
さくなり速応性が高まる．
ここまで収束の応答について検証してきた．ここで各制御器の入力を有限に保
つための条件式から安定性を考えてみる．まず式 (5.25)をみると分母にあたる変
数は e1となる．これは，のみの変数しか関わっておらず，   d = 0であると，
入力の有限を保てない．次に式 (5.32)をみると分母にあたる変数は e2となる．こ
れは，x,y,の 3つの変数が関わっており式 (5.25)の Case1に対してより安定であ
るといえる．最後に，式 (5.43)をみると分母にあたる変数は e21 + e22となる．これ
は他の 2つの式よりも変数が多い．また，たとえ片方が 0となっても片方が 0でな
ければ入力は有限を保てる．そのため最も安定であると言える．もちろん，実際
に制御をかける際は，各制御器において分母が 0のときはこれを避けるため，補
助入力を与えることとしている．
5.5 本章のまとめ
本章では連続フィードバック制御を目的として擬似連続指数安定化制御の導出
について考えた．擬似指数連続指数安定化制御には，2つの制御を 1つにし同時に
行うための条件があった．この条件のためには不変多様体への吸引制御上で構成
されるもう一つの不変多様体を導出する必要がある．加えて，このもう一つの不
変多様体はさらにフィードバック制御によって安定化する必要がある．この条件
を満たす不変多様体を構成するような入力を設計したのち，さらに入力に対し不
変多様体を利用し，不変多様体への吸引制御が先に安定化するよう設計しなおす．
これによって擬似連続指数安定化制御を実現することを定義した．
次にこの定義を用いて修正偏差系正準形式の擬似連続指数安定化制御を導出し
た．このとき擬似連続指数安定化制御について，2段階制御のうちの不変多様体へ
の吸引制御について着目した．一般的に 2入力であるところを，1入力での不変多
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様体への吸引制御を用いた擬似連続指数安定化制御を導出した．非ホロノミック
正準形式には修正偏差系非ホロノミック 2重積分器モデルを用いた．
導出した 1入力の不変多様体への吸引制御を用いた 2パターンの制御とこれま
での 2入力の不変多様体への吸引制御について，安定化の検証をした．これら 3つ
の制御を施したシミュレーションをそれぞれに行い，すべての制御器での安定化
を確認した．シミュレーションの結果からエネルギーと整定時間に基づく評価を
設定し制御器の特性を調べた．各制御器はそれぞれに異なる特性を持っていた．1
つの制御入力でも，Case2については多くの場合でCase3とほぼ変わらない評価で
あった．また範囲条件はいくつかあるものの，整定時間のみで評価するとCase1が
最も良いといえる．これより，1入力の不変多様体への吸引制御を用いた擬似連続
指数安定化制御でも，2入力の場合と比較しても十分に安定化可能であることが示
された．この制御器を用いることによって制御対象や目的によって特性を考慮し
制御器の選択が期待できるものと考える．ただし特性にこだわる必要がない場合，
入力関数の変数がより多い制御器の方が安定しているといえる．この場合 2入力
の不変多様体への吸引制御を用いたものが最も安定する事となる．
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6.1 本章の概要
前章までに修正偏差系の擬似連続指数安定化制御器を導出した．これによって
定値制御と追値制御が可能な制御器が導出できている．しかしこれらの制御器の
振る舞いはゲインの設定によって大きく変動する．これは場合によっては入力飽和
やチャタリングといった問題の原因になり得る．そのため制御器の振る舞いをあ
る程度予期出来るようなゲインの設計方法を考えなければならない．また，この
ゲインの設計についての検証は将来的に追従制御を実現した場合，入力飽和対策
などに活用が期待できるものと考える．そこでゲインの設計方法を提案する．し
かし，非ホロノミックシステムでは非線形な変換を行っているため単純にはゲイ
ンを算出することはできない．ゲインの組み合わせによって複数のパラメーター
に影響するため，その振る舞いは様々に変化する．本章では，目標の整定時間か
らゲインを設計する手法を提案する．設計する制御器は第 5章で導出した式 (5.22)
とした．これは，他の 2つの制御器に比べて入力式中の分母に使われる状態変数が
少なく，そのため制御器の挙動も比較的切返しが少ないなど単純であることなど
から，ゲインの設計がし易いと考えたためである．ゲインの算出には整定時間と
距離を基にした評価関数を用い，ゲインの組み合わせと評価値から近似式を得る．
まず最初に，目標値によるばらつきを考慮するために 3状態の正負の組み合わせ
をすべて満たすよう 8つの目標値を設定する．次にゲイン設計のための評価関数
を設計する．そして各ゲインの組み合わせに対して 8つの目標値のシミュレーショ
ンを行いゲインの組み合わせに対する評価値を決定する．最後に，目標の整定時
間ごとに評価値が最小になったゲインの組み合わせから，目標整定時間に対する
ゲイン kと f の近似式を求める．提案した手法により設計したゲインを用いてシ
ミュレーションを行い評価関数を用いて検証し，提案手法の有効性を確認する．
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6.2 ゲイン設計
6.2.1 評価関数に基づくシミュレーション結果
導出した制御器に対して設定するゲインの関係は f > kを満たせば良い．しか
し，与えたゲインによって制御器の挙動が変わる．そのため，目的の制御によっ
てゲインを適切に決める必要がある．しかしゲインの決定は非線形な変換を行っ
ているためそのままではゲインを算出する事が出来ない．そこでまず，目標値の
違いによる影響を無くすため複数の目標値を設定する．この複数の目標値に対し
て一組の kと f で全てシミュレーションする．目標値ごとのシミュレーションを評
価した後，合計する事で一組のゲインに対する評価値を求める．これをさらに評
価関数を変えて，各評価関数ごとにシミュレーションを行う．各評価関数ごとに
評価値が最小になるゲインの組合せを選択し，評価関数の変数とこのゲインから
最適なゲインを決定する近似式を求める．
まずは，目標値ごとの評価関数を考える．評価関数はゲイン k， f，目標の整定
時間 Tdと実際の整定時間 Ti，ロボットの移動距離 Liを用いて
di = Li + jTi   Tdj (6.1)
とする．このとき iは目標値番号，diは目標値ごとの評価となり，評価値は低いほ
ど良い．また目標値は，3つの状態がそれぞれ正負の関係を全て満たすように 8つ
設定した．このとき，評価の基準に移動距離が含まれるため，初期値と目標値と
の距離を全て同じに設定している．これらの設定した目標値を Table 6.1に示す．
次に，ゲインの組合せごとの評価として見るために
J =
8X
i=1
di (6.2)
とする．このとき Jはゲインの組合せごとの評価である．式 (6.1)を見ると目標の
整定時間 Tdによって評価が変わることがわかる．Tdは初期値であるので，この Td
を変えて，各 Td に対する評価値が最小になるゲインの組合せを探す．この Td ご
とのゲインの組合せから最適なゲインの組合せの関係を近似式で導く．
ここで，ゲインの組合せを考える．まず式 (5.44)を見ると，ゲイン f の関わる
不変多様体への吸引制御が先に収束する．その後ゲイン kの関わるフィードバック
制御が収束しなければならない事がわかる．つまり整定時間に大きく関わるゲイ
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Table 6.1: Desired value
i 1 2 3 4 5 6 7 8
xd 7.0 7.0 7.0 7.0  5.0  5.0  5.0  5.0
yd 6.0 6.0  2.0  2.0 6.0 6.0  2.0  2.0
d  0.0  0.0  0.0  0.0
Table 6.2: Gain f
a = 1 a = 2 a = 3 a = 4 a = 5 a = 6 a = 7 a = 8 a = 9
n =  1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
n = 1 10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0
ンは最後に収束する入力のゲイン kである．そこで今回はまず，kを 0:05から 0:85
まで 0:01刻みに設定した．
次にこの各 kに対する f の組合せを考える．また式 (5.3)や式 (5.24)の時間応答
を見ると各ゲインが応答に指数的に関わることがわかる．これによって，kに対し
て f の影響は f が大きくなるにしたがって小さくなり指数的に変化する事になる．
一方，ゲインを大きくしすぎるとハイゲインになり不安定になる．そこで f の上
限をサンプリング間隔 0:01 [s]の逆数より小さくなるよう，90までとした．これら
の条件と前提条件である f > kを満たすように
f = a  10n (6.3)
として組合せた．aを 1 ! 9まで nを 1 ! 1まであて，それぞれ組み合わせて f
とした．この時のゲイン f を全てTable 6.2に示す．初期値は [x y ] = [1:0 2:0 90:0]
とした．
整定の判定は je1j < 0:000872，je2j < 0:05，je3j < 0:05を全て満たすこととする．
je1jについては角度の変数によって構成されるため，0:05 [deg]以下になる数値とし
て変換し定義している．目標整定時間 Tdは Td = [10:0; 20:0; 30:0; 40:0; 50:0] [s]
の 5つを設定した．各シミュレーション時間 T は T = 2Td [s]とする．シミュレー
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Table 6.3: Simulation parameter
Parameter Radius of wheel Distance between wheel Sampling interval
Value 0.035 [m] 0.233 [m] 0.01 [s]
ション条件を Table 6.3に示す．
シミュレーションの結果を kと f に対する式 (6.2)の評価値 Jの関係として 3次
元グラフにして示す．ただし，関係性を見やすくするため，kの範囲は Tdに対し
て最小になる評価値の kから 0:10とする．また f の軸は対数スケールにし，J
は Td のグラフ毎に範囲を指定している．まず Td = 10:0のグラフを Fig. 6.1に，
Td = 20:0のグラフを Fig. 6.2に，Td = 30:0のグラフを Fig. 6.3，Td = 40:0のグ
ラフを Fig. 6.4，Td = 50:0のグラフを Fig. 6.5に示す．これらの図を見ると目標整
定時間 Tdによって適切な kが存在する事がわかる．ある特定の kに従って評価値
が低くなっており，特定の kから離れるに従い評価値が高くなっていく．これに
よって kの軸から見ると特定の kを底にしてV字型のような形が見えてくる．この
ような性質は Tdが比較的大きいときのシミュレーションである Fig. 6.3，Fig. 6.4，
Fig. 6.5では，よりわかりやすく表れている．Fig. 6.1，Fig. 6.2においても同じ傾
向が出ているが，前者に比べて変化量が少ない．これは前のセクションで述べた
ように，ゲインが応答に対して指数的に関わっているためだと考えられる．kと Td
の関係に着目すると，この 2つには相反する関係がある．これは，式 (5.22)のよ
うに入力がゲインの大きさに比例するためである．つまり目標整定時間 Tdが小さ
いとゲイン kは大きくなる．逆に Tdが大きいと kは小さくなる．一方ゲイン f に
ついては， f の軸からみるとどの Tdのシミュレーションも大体 f ' 2kの付近が最
小となりそれ以降は値が上がっていく傾向にある．また f ' 2kより前は高い数値
になっている．これより f > 2kである方がより安定であることが窺える．
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Fig. 6.1: Evaluation value with simula-
tion (Td = 10)
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Fig. 6.2: Evaluation value with simula-
tion (Td = 20)
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Fig. 6.3: Evaluation value with simula-
tion (Td = 30)
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Fig. 6.4: Evaluation value with simula-
tion (Td = 40)
evaluate value (Td=50[s])
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Fig. 6.5: Evaluation value with simula-
tion (Td = 50)
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Table 6.4: Cocient of approximate equation and approximate evaluation for gain k
Fig. name a b c  r
Fig. 6.6  1:380  10 2 7:560  10 1 3:084  10 1 8:989  10 1
Fig. 6.7 5:286  10 4  4:551  10 2 1.126 1:871  10 1 9:869  10 1
Fig. 6.8 7.483 3:040  10 4 4:896  10 2 9:999  10 1
Fig. 6.9 3.330 7.073 9:246  10 3 3:834  10 2 9:999  10 1
6.2.2 ゲイン kの設計
Fig. 6.1  6.5のシミュレーションによって得られた評価値 Jよりゲインの決定
を考える．各 Tdにおいてシミュレーションでの評価値 Jが最小になるときの kの
値は Tdとの関係性が強いことがわかっている．そこでまず，Tdから評価値 Jが最
小になるときの kを求める関係式を求める．関係式は Jが最小の時の kと Tdのグ
ラフから最小二乗法による近似式を用いて導出する．近似に用いるモデルは一次
方程式と二次方程式とし，関係式に用いるモデルは標準偏差 と相関係数 rを参
考に決定する．標準偏差はデータのばらつきの指標であり，近似式との散布度を
示すことが出来る．この数値は小さいほどに精度が良いとされる．また，相関係
数は相互依存の程度を見ることが出来，jrjがより 1に近いほどより高い相関があ
ると言える．
まず横軸に Td，縦軸に kを取った一次方程式の近似をFig. 6.6に，二次方程式の
近似を Fig. 6.7に示す．次に，横軸に 1=Td,縦軸に kを取った一次方程式の近似を
Fig. 6.8に，二次方程式の近似をFig. 6.9に示す．また，各近似式を k = aTd2+bTd+c
とした時の係数 a,b,cと標準偏差，相関係数 rの値をTable 6.4に示す．尚，有効
数字は 4桁とする．
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Fig. 6.6: Approximate equation with de-
sired settling time and gain k by linear
equation
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Fig. 6.7: Approximate equation with de-
sired settling time and gain k by quadratic
equation
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Fig. 6.8: Approximate equation with the
reciprocal of desired settling time and
gain k by linear equation
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Fig. 6.9: Approximate equation with the
reciprocal of desired settling time and
gain k by quadratic equation
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Tdと kをそのままの関係で近似したFig. 6.6と，Fig. 6.7を見ると，データの座標
と近似線のずれが比較的大きい．これに対し，Tdと kの関係を逆数にしたFig. 6.8と
Fig. 6.9は近似線がデータ座標を通る，もしくはより近くの座標を通っていること
がわかる．Table 6.4より標準偏差と相関係数 rの数値で見てもFig. 6.8，Fig. 6.9
の方が精度が高いことがわかる．標準偏差 でみると 10倍近い差がある．次に，
一次方程式と二次方程式の比較をしてみると，どちらのパターンも次数が多い分
二次方程式の方が標準偏差が小さくなっている．しかし Fig. 6.8と Fig. 6.9のの
差は小さく，相関係数 rでみると有効数字 4桁でみても同じ 0:9999となりほぼ 1
であるためどちらも高い相関関係があると言える．このことより近似には一次方
程式で十分と考える．従って，kの近似式は Fig. 6.8を用いて
k = 7:483 1
Td
+ 3:040  10 4 (6.4)
とする．
6.2.3 ゲイン f の設計
次に，前述の kから f を決定する近似式を求める． f の決定には Tdごとに評価
値 Jが最小になるときの kと f を用いる．このときの kと f の関係から近似式を
求める．しかし f は，Table 6.2に示すように指数的な関係を見るために設定して
いる．そこで kに対し log10 f としてこの関係をグラフにする．またこれに対し一
次方程式で近似したものを Fig. 6.10に，二次方程式で近似したものを Fig. 6.11に
示す．このときの各近似式を k = aTd2 + bTd + cとした時の係数 a,b,cと標準偏差
，相関係数 rの値を Table 6.5に示す．尚，有効桁数は 4桁とする．Fig. 6.10と
Fig. 6.11を比較してみると，Fig. 6.11の方の近似した線がよりデータ座標の近く
を通っていることがわかる．またTable 6.5より，標準偏差を見てもFig. 6.11の
Table 6.5: Cocient of approximate equation and approximate evaluation for gain f
Fig. name a b c  r
Fig. 6.10 1.121  5:164  10 1 1:887  10 1 9:895  10 1
Fig. 6.11 -1.093 2.131  6:824  10 1 9:374  10 2 9:994  10 1
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Fig. 6.10: Approximate equation with
gain f and gain k by linear equation
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Fig. 6.11: Approximate equation with
gain f and gain k by quadratic equation
方が小さい．相関係数 rでみても Fig. 6.11は 0:994と高い相関関係があることが
わかる．従って， f は Fig. 6.11の二次方程式で近似した式を用いて
log10 f =  1:093k2 + 2:131k   6:824  10 1 (6.5)
とする．
6.3 提案するゲイン設計法の検証
6.3.1 提案手法によるゲイン設計
式 (6.4)と式 (6.5)を用いて実際にゲインを設計してみる．まず，ゲインを設計の
ため Tdを設定する．Tdを決めるにあたり，各パラメーターを決める．シミュレー
ションでは自動掃除機 “Roomba”をモデルとし，この仕様に基づきパラメーター
を決める．まず “Roomba”の最高速度は 0:5 [m/s]である．今回のロボットの初期
値と目標値の距離は 8つとも全て等しく，最短距離は約 7:2 [m]である．しかし最
短距離をとることはほとんどないため，今回はおよそ 10 [m]の距離を走行すると
想定する．この 10 [m]を “Roomba”の最高速度 0:5 [m/s]を超えない 0:35 [m/s]で
等速で進むと仮定すると整定時間は 35 [s]になる．これに従い目標整定時間 Tdを
35 [s]と設定する．次に目標整定時間からゲイン kと f を設計する．今回求めるゲ
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インの有効桁数は 3桁とする．まず kを Tdと式 (6.4)より計算すると
k = 7:483 1
Td
+ 3:040  10 4
= 0:214104
' 0:214
となる．
次に f を kと式 (6.5)より計算すると
log10 f =  1:093k2 + 2:131k   6:824  10 1
=  0:050055028 + 0:456034   0:6824
=  0:276421028
f ' 0:529
となる．これによって Td=35 [s]に対するゲイン kと f は k = 0:214, f = 0:529と設
計できる．
6.3.2 設計されたゲインに対するシミュレーション
求めたゲインを用いてシミュレーションを行う．シミュレーションのパラメーター
はTable 6.3とする．また，評価関数は式 (6.1)と式 (6.2)から構成される．初期値
[x y ] = [1:0 2:0 90:0]に対して目標値はTable 6.1の 8つの目標値とする．このとき
の評価値をTable 6.6に示す．ここでゲインの設計が有効であるか確認の為，シミュ
レーションで得た各 Tdにおける最小になるときの評価値 Jとその時のゲインの組
合せをTable 6.7に示す．Table 6.7をみると Jの最小値は 92:4 . J . 87:6で変動
している．平均は ¯J ' 89:1である．Table 6.6からこれらの値と比較すると，今回ゲ
インを設計したシミュレーションの評価値はこれらの中で最も低い値となっている．
これによって，最適なゲインの設計が出来ていると考える．この時のシミュレー
ションの様子として，初期値 [x y ] = [1:0 2:0 90:0]，目標値 [x y ] = [7:0 6:0 180:0]
の時を 1つ選び示す．まずFig. 6.12に修正偏差 eの応答を示す．Fig. 6.13，Fig. 6.14
に入力 uの応答を示す．Fig 6.15に移動ロボットの並進速度 vおよび角速度!のシ
ミュレーション結果を示す．
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Table 6.6: Evaluation value of simulation with the designed gain
Td k f J
35 0.214 0.529 87.417
Table 6.7: Evaluation minimum value of simulation each desired settling time
Td k f J
10 0.75 2.0 88.175
20 0.37 0.9 89.175
30 0.25 0.6 87.664
40 0.19 0.5 92.403
50 0.15 0.4 88.319
Fig. 6.12を見ると各状態 eが 0に収束していることがわかる．これによって
Fig. 6.13をみると目標の状態へ整定していることが確認できる．軌跡は目標値に
よって変わる．このシミュレーションでは切返しが起こり走行距離は約 13:9 [m]と
なった．しかし，切返しが起こらないパターン等では約 7:9 [m]程になった．8つ
の目標値によるシミュレーションの平均走行距離は約 10:9 [m]となった．最初に
想定した走行距離 10 [m/s]に比較的近い値となっていると考える．これにより走
行距離の想定は最短距離の 1:5倍等のように大目に見積もる方が良いと思われる．
Fig. 6.14の入力をみると状態の収束に合わせ 0に収束していることがわかる．こ
の入力によって出力される速度と角速度は Fig. 6.15となっており入力の応答と対
応していることがわかる．
最大速度は 0:50 [m/s]を大きく超えているが，これは初期状態量の方が大きいた
めである．これについては入力飽和対策を行うことで解決できると考える．この
時の平均速度は約 0:40 [m/s]となっている．想定した平均速度より大きくなった原
因として，制御器の挙動によって移動距離が伸びたためであると考えられる．別
の目標値でのシミュレーションでは最大速度約 0:8 [m/s]程で平均速度約 0:23 [m/s]
程度になるものもある．8つのシミュレーションの平均速度を全て平均すると約
0:31 [m/s]となる.これは想定した 0:35 [m/s]と近い値にあると考える．これらの結
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Fig. 6.13: Orbit of mobile robot
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果から,提案した設計法を用いて得たゲインの有効性を示せた．
6.4 本章のまとめ
本章では擬似連続指数安定化制御についてその制御ゲインである kと f の設計
法について提案した．この設計のために，各ゲインによるシミュレーションの評
価関数を移動距離と目標の整定時間と実際の整定時間を基に構成した．この評価
関数では初期値による影響を考慮する為に，3つの状態変数に対し正負の関係を全
て満たす 8つの目標値を設定し，これらに対し総合評価している．この評価関数
の値からゲインを求める近似式を導出した．ゲイン kの導出はゲイン kと目標の
整定時間 Tdの逆数 1=Tdとの関係を用いた 1次方程式による近似式とした．また，
ゲイン f の導出はゲイン f の対数 log10 f と上述のゲイン kとの関係を用いた 2次
方程式による近似式とした．これによって，近似式を用いたゲイのン組み合わせ
の設計が行える．具体的には，この評価関数に与える値である目標整定時間 Td与
えることで近似式からゲイン kおよびゲイン f を求めることが出来る．この設計
法によって実際に想定したシステムについてのゲインを求め，シミュレーション
を行った．このゲインを用いたシミュレーションの評価値は手法を用いないいく
つかのシミュレーションと比較して最も低い値となった．このときの 8パターン
のシミュレーションの平均走行距離 10:9 [m]，平均速度は 0:31 [m/s]であった．こ
れに対し，想定した走行距離は 10 [m]，平均速度は 0:35 [m/s]であった．それぞれ
90 [%]に近い相関性が得られた．これらの結果に基づいて検証し，設計法の有効
性を示すことができた．第 5章で導出した他の 2つの制御器に対しても，評価関
数の設計を考えるなどして，同じような手法で設計できるものと考える．
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第7章 追従制御に対する修正偏差系
7.1 本章の概要
第 4章で導出し，第 5章で安定化させた修正偏差系非ホロノミック 2重積分器モ
デルは，定値制御または追値制御を前提としたシステムである．そもそも運動学
モデルに基づく正準形式の修正偏差系は目標速度を 0とする位置制御である．こ
れを拡張し動力学に基づく正準形式として拡張正準形式というものがある．しか
し，現在の人間の生活空間にある移動ロボットの多くは静的な安定性を前提とす
るものであり運動学モデルに基づく制御である．そのため動力学は考慮されてい
ない例が多くある．その様なロボットには運動学に基づく正準形式による制御が
望ましいと考える．また，運動学モデルによる制御方法の導出は動力学モデルよ
りも導出が容易になりやすく，他のロボットやシステムにより広く拡張しやすい
ものとなると考える．
本章ではこのことから，運動学に基づく正準形式による追従制御を考える．追
従制御するにあたりこれまでの修正偏差系では問題がある．これまで導出してき
た修正偏差系正準形式では，目標値が定値であることから目標速度は 0と置かれ，
微分値を 0として扱ってきた．しかし，追従制御を前提とすると追従制御におい
ては軌道設計などを考えなければならず目標速度を持つためその条件は利用でき
ない．そこで，この目標速度を持つ事を前提に修正目標値の導出を考える．導出
した修正目標値を用いて追従制御に対する修正偏差系を構成する．この修正偏差
系に対してシミュレーションを行い追従制御を確認する．
7.2 追従制御に対する修正目標値の導出
第 4章にて 2輪独立駆動型移動ロボット車の修正偏差系非ホロノミック 2重積分
器モデルを導出しているが，これは修正偏差系の導出時に目標値の微分値である
目標速度成分が 0になることを前提とし扱っている．しかし，追従制御などの目標
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速度を設計する制御においては，この条件は用いることができない．第 4章にて導
出した式を参照しもう一度定義すると運動学モデルの一定目標値を xd 4= [xd yd d]T
とする．xdの非線形状態変数変換を
zd =
266666666664
zd1
zd2
zd3
377777777775 4=
266666666664
d
xd cos d + yd sin d
xd sin d   yd cos d
377777777775 (7.1)
とした状態変数 zdに対して，状態変数変換を
d =
266666666664
d1
d2
d3
377777777775 4=
266666666664
zd1
zd2
 2zd3 + zd1zd2
377777777775 (7.2)
とした状態変数を dとする．まず，この状態変数を単純に目標値と設定し偏差系
e target
e target(t) =
266666666664
e target1(t)
e target2(t)
e target3(t)
377777777775 4=
266666666664
1(t)   d1
2(t)   d2
3(t)   d3
377777777775 (7.3)
を定義する．このとき e˙ target3は
e˙ target3(t) = ˙3   ˙d3
=  2z˙3 + z˙1z2 + z1z˙2   ( 2z˙d3 + z˙d1zd2 + zd1z˙d2)
=  z˙1z2 + z1z˙2   ( z˙d1zd2 + zd1 ˙zd2)
=  z˙1z2 + z1z˙2 + z˙d1zd2   zd1z˙d2
(7.4)
となる．一方，非ホロノミック 2重積分器モデルを満たすときの目標の偏差系を
e modelと定義し，e˙ model3を式 (3.13)の正準形式より計算すると
e˙ model3 = e˙3 = e1u2   e2u1
= e1e˙2   e2e˙1
= (z1   zd1)(z˙2   z˙d2)   (z2   zd2)(z˙1   z˙d1)
= z1z˙2   z1z˙d2   zd1z˙2 + zd1z˙d2   z˙1z2 + z˙d1z2 + z˙1zd2   z˙d1zd2
(7.5)
を得る．このとき式 (7.4)と式 (7.5)を比較すると式 (7.4)が非ホロノミック 2重積
分器モデルを満たさないことがわかる．式 (4.4)の e˙d3に足りない項は
  z1z˙d2
  zd1z˙2
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 z˙d1z2
 z˙1zd2
となる．また，符号が逆になっている項は
 zd1z˙d2
  z˙d1zd2
となる．第 4章ではここで目標値の微分値が 0であることから，，z˙d1 = 0，z˙d2 = 0，
z˙d3 = 0であることを利用し修正目標値を導出した．しかし本章ではこの条件は利
用できない．この時，修正目標値を rとしたとき修正目標値 r˙の r˙3は
r˙3 = ˙3   ( 2z˙d1zd2 + 2zd1z˙d2   z1z˙d2   zd1z˙2 + z˙d1z2 + z˙1zd2) (7.6)
の形になるように与えなければならない．ここで目標値の微分値である目標速度
の成分が 0にならない代わりに，導出のため目標値の 2階の微分値である目標加
速度の成分を 0とする．この場合，修正目標値 r3には部分的に微分式と積分式が
表れることになる．これにより今までのように r3には単純な変数式では表せない
ことがわかる．
目標速度を持つとき，修正目標値は微分値と積分値が必要となり単純な変数式
で表せない．そこで，修正目標値の微分値である r˙3をオイラー法によって積分計
算し r3として与えることとする．このとき，式 (7.6)より積分計算する r˙3を整理
すると
r˙3 = ˙3   ( 2z˙d1zd2 + 2zd1z˙d2   z1z˙d2   zd1z˙2 + z˙d1z2 + z˙1zd2)
= ˙d3 + 2˙d1d2   2d1˙d2 + 1˙d2 + d1˙2   ˙d12   ˙1d2
=  ˙d1d2 + d1˙d2 + 2˙d1d2   2d1˙d2 + 1˙d2 + d1˙2   ˙d12   ˙1d2
= ˙d1d2   d1˙d2 + 1˙d2 + d1˙2   ˙d12   ˙1d2
(7.7)
となる．これにより修正目標値 r3は
r3 =
Z
r˙3dt (7.8)
となる．これは正準形式を満たす修正目標値から導出されているので修正偏差系
eは非ホロノミック 2重積分器モデルを満たすことになる．
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しかし導出した式 (7.8)では，修正偏差系から見たとき 3についての偏差が現れ
ない．そのため積分定数による誤差を処理できないため定常偏差が残ることにな
る．これは第 4でも検証していることである．そこで，式 (7.7)をベースに計算が
出来る範囲で修正目標値 rにすべて変数で与え，余った項をオイラー法にて導出す
る方法を考える．もう一度，式 (7.4)と式 (7.5)を比較すると式 (4.4)の e˙d3に足り
ない項は
  z1z˙d2
  zd1z˙2
 z˙d1z2
 z˙1zd2
となる．また，符号が逆になっている項は
 zd1z˙d2
  z˙d1zd2
となる．まず，符号が逆になっている項について整理すると目標値に対する修正
目標値に
 2d1d2 + 4˙d1
Z
d2dt (7.9)
を加えると，この微分値より e˙3に
 2z˙d1zd2 + 2zd1 ˙zd2 (7.10)
を与えることになり，符号が逆になっている項を調整する事ができる．次に，足
りない項について考える．これらの項を変数について着目し整理すると
  z1z˙d2 + z˙1zd2
  zd1z˙2 + z˙d1z2
の二組に分けられる．先に上の  z1z˙d2 + z˙1zd2の項を考えるとこれ以上計算できな
いので修正目標値に Z
(1˙d2   ˙1d2)dt (7.11)
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を加えることとする．次に下の  zd1z˙2 + z˙d1z2の項を考えると修正目標値に
d12   2˙d1
Z
2dt (7.12)
を加えると，この微分値より e˙3に
 zd1z˙2 + z˙d1z2 (7.13)
を与える事になる．式 (7.9)，(7.11)，(7.12)をまとめると修正目標値 r3は
r3 = d3   2˙d1d2 + 4˙d1
Z
d2dt +
Z
(1˙d2   ˙1d2)dt + d12
  2˙d1
Z
2dt
= d3   2˙d1d2 + d12 + 2˙d1
Z
(2d2   2)dt +
Z
(1˙d2 + ˙1d2)dt
(7.14)
となる．このとき積分の項はオイラー法によって計算する．これは 2重積分器モ
デルを満たし，なおかつ eの項について 3   d3と偏差項が出来る．これによっ
て e3について 0に収束する．
7.3 追従制御に対する修正偏差系
求めた r3を含む修正目標値 rと非ホロノミック 2重積分器モデルの変換による
状態 の偏差 e
e(t) =
266666666664
e1(t)
e2(t)
e3(t)
377777777775 4=
266666666664
1(t)   r1
2(t)   r2
3(t)   r3(t)
377777777775 (7.15)
と定義する．e(t)を時間微分し，2輪独立駆動型移動ロボット車の非ホロノミック
2重積分器モデルの入力変換
u(t) =
266664u1(t)
u2(t)
377775 4= 266664 !(t)   !d(t)
v(t)   vd(t)   z3(t)!(t) + zd3(t)!d(t)
377775 (7.16)
を定義する．これによって追従制御に対する非ホロノミック 2重積分器モデルの
修正偏差系
e˙(t) =
266666666664
e˙1(t)
e˙2(t)
e˙3(t)
377777777775 =
266666666664
u1(t)
u2(t)
e1(t)u2(t)   e2(t)u1(t)
377777777775 (7.17)
を得る．
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7.4 シミュレーション
7.4.1 シミュレーション条件
本章では目標速度をもつ修正目標値の導出を行った．単純に偏差系が正準形式
を満たす修正目標値の微分値をオイラー法で計算して与えた式 (7.8)では，3の偏
差項が表れない．そこで定常特性を考慮し d3の偏差項がでてくるように計算した
修正目標値である式 (7.14)を用いた手法を利用する．
この修正目標値による修正偏差系に対して追従のシミュレーションを行う．な
お安定化には第 5章の式 (5.38)の 2入力による擬似連続指数安定化制御器を用い
るものとする．これは 3つの制御器の中で最も安定して収束するためである．
追従シミュレーションの目標軌道は，目標値の初期値 [xdo ydo do]から y軸方向
に+1.0 [m]の点を中心とした等速円運動を行うものとする．このときの目標値の
式は 266666666664
d(t)
xd(t)
yd(t)
377777777775 =
266666666664
do + !d(t)
xdo + sin d(t)
ydo + 1   cos d(t)
377777777775 (7.18)
となる．ここで vdは目標速度，!dは目標角速度とする．まず，初期値を [x y ]T =
[0:0 0:0 0:0]T とし，目標値の初期値を [xdo ydo do]T [0:05 0:05   =180]T，目標速
度を vd = 0:1 [m/s]，目標角速度を !d = 0:1 [rad/s]とする．シミュレーションの
移動ロボットの幾何学パラメータは自動掃除機”Rommba”をモデルにし，車輪半径
を 0:035 [m]および車輪間距離を 0:233 [m]とする．サンプリング間隔は 0:01 [s]と
し定値制御ではシミュレーション時間を 20:0 [s]とする．追値制御ではシミュレー
ション時間を 60:0 [s]とする．シミュレーションにおけるゲインは，全ての制御器
に対して統一し f = 3:0，k = 1:0とする．
7.4.2 追従シミュレーション
追従シミュレーションの結果を以下に示す．Fig. 7.1にロボットの軌跡を示す．
ロボットの時間ごとの座標と姿勢角をFig. 7.2に示す．これらの結果を見ると各座
標と姿勢角が目標軌道に追従していることがわかる．次に Fig. 7.3に修正目標値 ˆ
を，Fig. 7.4に修正偏差 eの時間ごとの応答を示す．修正目標値 ˆは座標と姿勢角
と同じように波状に振幅していることがわかる．これによってロボットの軌道が
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この修正目標値で設計出来ているということがわかる．これは 3の偏差項のおか
げであると考える．
Fig. 7.5にロボットの速度，Fig. 7.6に角速度を示す．速度，角速度は初期段階
で大きく出て後半になるにつれ穏やかに振幅し 0:1付近に落ち着く．目標速度と目
標角速度の数値はどちらも 0:1となるが，これを見ると，初期段階では最大でこの
0:1の 6倍程度にもなっている．ここでゲインを変えるとこの振幅の大きさは変わ
る．例えば f と kのゲインを関係比を変えずに小さくすると vと !の応答の振幅
は小さくなる．入力飽和について考慮する場合このゲインを設定する事で振幅の
幅を調整する事ができる．
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Fig. 7.1: Simulation results of state tracking control
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Fig. 7.2: Simulation results of coodinates in tracking control
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Fig. 7.4: Simulation results of e in tracking control
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Fig. 7.6: Simulation results of ! in tracking control
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7.5 本章のまとめ
本章では運動学モデルに基づく正準形式を用いた追従制御を実現した．追従制
御のため修正偏差系を考えると，これまで目標速度を 0として導出されてきた．こ
れに対し，目標速度を持つことを前提とし修正目標値を導出する事で，追従制御
を考慮した．このために式中ではロボットの移動距離を考慮する必要があること
がわかった．導出した修正目標値に対して第 5章にある擬似連続指数安定化制御
を用いて安定化を行った．最後にシミュレーションによって追従制御を行い，追
従制御を実現したことを確認した．
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本論文では，非ホロノミック移動ロボットの追従制御を行う際に，運動学モデ
ルのみで制御系の構成を設計可能とすることを目指して，運動学モデルに基づく
正準形式を用いた非ホロノミック移動ロボットの追従制御法を提案した．追従制
御や軌道設計には目標速度の設定が関わってくるため，正準形式を用いる方法と
してこれを考慮した時，速度と角速度を状態量として扱う動力学モデルに基づく
拡張正準形式を用いるのが一般的であった．しかし，運動学モデルによる制御を
前提として設計された移動ロボットの制御としては運動学モデルを用いた制御が
出来ることがシステムの導出や設計構造からも望まれる．一般的に運動学モデル
に基づく正準形式の修正偏差系では目標速度を 0として扱い，それを利用する事
で実現している．しかし，追従制御ではこれを 0と出来ない．提案する手法では，
修正偏差系の導出時に設定する修正目標値によって目標速度を持たせることで解
決した．これらの提案する手法により運動学モデルに基づく正準形式を用いた擬
似連続指数安定化制御による追従制御をシミュレーションにて実現した．以下に
本研究の各章における要約を述べる．
第 1章では，非ホロノミックシステムとその制御について説明し，正準形式にお
ける不変多様体を利用した擬似連続指数安定化制御の必要性を明らかにした．こ
れによって本研究の目的を示した．
第 2章では，本研究を進めるために用いた制御理論についての基礎知識による
準備を行った．不変多様体についての導出とこれを用いた制御法について示した．
第 3章では，正準形式を用いる利点とその定義を述べ，修正目標値設計と修正
偏差系導出の定理を示した．また，本研究における制御対象について説明と各パ
ラメータ定義から運動学モデルを述べた．さらに研究対象とした正準形式，非ホ
ロノミック 2重積分器モデルの定義と制御対象の運動学モデルに対する正準形式
への変換を示した.
第 4章では，非ホロノミック 2重積分器モデルの修正偏差系を導出した．追値や
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追従を前提とするだけでなく，定値制御においても実用性を考えるなら，偏差系
を導出し，目標値へ整定できる必要がある．修正目標値の導出によっては定常偏
差が残る場合があり，これを解析的に検証した．さらにこの定常特性についてシ
ミュレーションを行い比較した．この定常偏差問題解決のためには，修正目標値
の設定により構成される修正偏差系の閉ループシステムが正準形式を満たすだけ
でなく，各要素についても偏差系を実現する必要があることを明らかにした．こ
れにより定常偏差問題を解決した修正偏差系の導出を行った．導出した修正偏差
系非ホロノミック 2重積分器モデルを用いて追値制御を行い，検証するすべての
パターンで目標値への整定を確認した．
第 5章では，擬似連続指数安定化制御の不変多様体への吸引制御を導出しその
特性を検証した．追従制御といった軌道設計が関わる制御としては，連続的フィー
ドバック制御になる必要がある．しかし，不変多様体を用いた制御は元々フィード
バック制御と不変多様体への吸引制御の 2段階の不連続フィードバク制御である．
これを擬似連続指数安定化制御として扱うにはそれを満たす条件があった．この
条件を検証し定義した．この条件のためには不変多様体への吸引制御上で構成さ
れるもう一つの不変多様体を導出する必要があった．加えて，このもう一つの不
変多様体はさらにフィードバック制御によって安定化する必要がある．この条件
を満たす不変多様体を構成するような入力を設計したのち，さらに入力に対し不
変多様体を利用し，不変多様体への吸引制御が先に安定化するよう設計しなおす．
これによって擬似連続指数安定化制御を実現する．この定義により導出した 3つ
の擬似連続指数安定化制御をシミュレーションし特性を検証した．シミュレーショ
ンの結果，導出した全ての制御器で目標値への収束を確認した．特性の評価には
正準形式の定義に基づく入力のエネルギー総和と整定時間から検証した．これに
よって特性の異なる制御器の導出が出来たことを確認した．
第 6章では，擬似連続指数安定化制御に対するゲインの設計方法を提案した．ゲ
インは連続フィードバック制御より先に不変多様体への吸引制御が収束するよう，
例えば 2 f > kなどの条件を満たせば良いとされてきた．ゲインと制御器の振る舞
いとの関係性は複雑で導出も困難である．しかしゲインによる制御器の振る舞い
の変化は大きく，指針となるゲインの設計方法が求められる．また追従制御の実
現の先には入力飽和対策や速応性の調整などの必要性が考えられる．そのために
もゲインと制御器の振る舞いの関係性を知っておく必要がある．そこで擬似連続
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指数安定化制御に対して与えるゲインによる制御器の振る舞いを検証し，ゲイン
の設計法を提案した．ゲインの設計では，目標の整定時間と移動距離を基にした
評価関数を定義し，この評価値からゲインを求める近似式を導出した．評価値に
基づき検証してみると，ゲイン kと整定時間に関する関係性が明らかになった．ま
た一定のゲイン k上でのゲイン f は主に軌道などに影響を与え，移動距離と整定
時間に作用する事がわかった．このことからゲイン k， f と入力との関係性が明ら
かになった．またこの関係から，まず目標の整定時間からゲイン kを設計し次に
ゲイン f を設計する事が順当であることがわかった．これによって提案する手法
により，目標の整定時間を与えるだけでゲインを決定することが出来た．提案し
た手法でゲインを設計し，その有効性をシミュレーションにて確認した．
第 7章では，運動学モデルに基づく正準形式を用いた追従制御を実現した．こ
れまで導出されてきた修正偏差系を考えると，目標速度を 0とされていた．しか
しモデル式を導出すると目標速度が 0では追従できないことがわかる．またこれ
を考慮する為には，移動ロボットの移動距離を考慮する必要があることがわかっ
た．これに対し，目標速度を持つことを前提とし修正目標値を導出する事で，追
従制御を考慮した．導出した修正目標値に対して擬似連続指数安定化制御を用い
て安定化を行った．シミュレーションによって追従制御を行い，追従制御を実現し
たことを確認した．本手法は運動学モデルから導出した修正目標値を用いた．そ
のため，本システム以外においても広く活用が期待できるものと考える．
最後に，運動学モデルに基づく正準形式の擬似連続指数安定化制御器には今後
の課題として入力飽和問題が挙げられる．追従制御においては入力がある程度設
計されているため，ゲインの調整を行うことによって入力飽和を抑えることが出
来る．しかし，定値制御においては目標値によって入力の差が大きくこれが入力
飽和となる．追従制御においても目標値によってはゲインを調整しても予期せぬ
入力飽和が起きる可能性があることになる．よって実機適用を目標とすると入力
飽和の対策が必要不可欠である．入力飽和の解決には様々な提案がされているが，
これらの手法はその導出が各制御器に依存するところが大きい．そのため本論文
の手法においても，この非ホロノミック修正偏差系に基づいた飽和対策を構成し
なければならないものと考える．考えられる手法として，本論文の第 6章にてゲ
インと入力の関係が明らかになっており，これに基づいた入力飽和対策も有効で
あると考察する．
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