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Abstract
For the practical estimation of the error of Gauss–Laguerre and Gauss–Hermite quadrature formulas, it is well known
that real positive Kronrod formulas do not exist. Among the alternatives which are available in the literature, the strati"ed
rules introduced by Laurie are of particular interest. In this note, we determine the degree optimal strati"ed extensions
for the Gauss–Laguerre and Gauss–Hermite formulas, and we investigate their properties. c© 2002 Elsevier Science B.V.
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1. Introduction
For a given nonnegative and integrable weight function ! on R, a quadrature formula Qn and
the corresponding remainder Rn of (algebraic) degree of exactness s are linear functionals on C(R)
de"ned by
Qn[f] =
n∑
=1
a;nf(x;n); Rn[f] =
∫
R
!(x)f(x) dx − Qn[f];
deg(Rn)= s ⇔ Rn[mk]
{
= 0; k =0; 1; : : : ; s;
= 0; k = s+1; mk(x)= x
k ; (1)
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with nodes −∞¡x1; n ¡ · · ·¡xn;n ¡∞ and weights a;n ∈ R. In the following, we omit the second
index in x;n; a;n whenever the meaning is clear from the context. A quadrature formula is called
positive if all weights a;n are nonnegative, and it is called interpolatory if deg(Rn)¿ n − 1. The
unique quadrature formula with n nodes and highest possible degree of exactness 2n − 1 is the
Gaussian formula with respect to the weight !,
QGn [f] =
n∑
=1
aG f(x
G
 ):
For an overview on Gaussian formulas, cf. [3,4,8,24]. In this paper, we are particularly interested in
the Gaussian formula QGLn associated with the generalized Laguerre weight
w(x)=
{
0; x6 0;
xe−x; x¿ 0;
¿− 1;
(Gauss–Laguerre formula) and in the Gaussian formula QGHn associated with the Hermite weight
w(x)= e−x2 (Gauss–Hermite formula).
An important but diDcult task in practical calculations is the estimation of the error of Gaussian
quadrature formulas. A linear combination of point evaluations which approximates the error of
a quadrature formula Qn is called a stopping functional for Qn. A typical method, used in most
of the standard software libraries, consists of computing a second quadrature formula with more
nodes, typically 2n+1, and to use its diEerence to the Gaussian formula as an error estimate for
the Gaussian or, with some modi"cations, for the 2n+1 point formula (see, e.g., QUADPACK
[22]). DiEerences in quadrature formulas are important examples of stopping functionals. For a
more general approach, see [7]. For a recent survey on stopping functionals for Gaussian formulas,
cf. [6], while for the computational aspects cf., in particular, [12,22]. Following an idea of Kronrod
[13,14], for economical reasons most often the function values which were used to compute QGn
are used again by the 2n+1 point formula, such that only n+1 new function values have to be
considered. Note that for a nontrivial extension of Gaussian formulas, n+1 is the minimum number
of nodes. Conversely, n+1 is a natural number of new nodes, in particular if these interlace with
the n nodes of the Gaussian formula. One may consider the n+1 new nodes as free parameters and
choose them in such a way that the degree of exactness of the 2n+1 point formula is as high as
possible. This leads to the so called Gauss–Kronrod formulas implemented in QUADPACK for the
Legendre weight wL≡ 1 on [− 1; 1]. For this weight function, and for many other weight functions
on compact intervals, Gauss–Kronrod formulas with 2n+1 points and degree of exactness at least
3n+1, are known to exist, i.e. to have real zeros inside the integration interval that interlace with
the nodes of the Gaussian formula, and to have positive weights. The polynomial of degree n+1
which vanishes at the n+1 additional nodes; the so called Stieltjes polynomial is characterized by
an orthogonality relation with respect to a sign changing weight. For more details on Gauss–Kronrod
formulas and Stieltjes polynomials, cf. the surveys [5,9,18,19] and the papers cited therein.
For the Laguerre and Hermite weight functions, it was proved in [10,17] that real positive Gauss–
Kronrod formulas with degree of exactness ¿ 2rn+ l, with r ¿ 1 and l = l(n) integer, do not exist
for all n∈N. Moreover, numerical results led to the conjectures that the corresponding Stieltjes
polynomials have complex zeros for all n¿ 2 in the Laguerre case (=0) and for all n =1; 2; 4 in the
Hermite case. While these conjectures are still open, several authors considered modi"ed quadrature
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extensions of Gauss–Laguerre and Gauss–Hermite formulas. In [2,11,20,21], diEerent variations on
the theme of Gauss–Kronrod formulas as well as heuristic strategies for their constructions were
proposed, and explicit extended formulas were constructed for speci"c values of n. However, among
many other questions, it is still an open problem as to which maximum degree of exactness can be
reached in general by extending Gauss–Laguerre formulas QGLn or Gauss–Hermite formulas Q
GH
n by
suitably chosen n+1 additional nodes, and what properties the corresponding quadrature formulas
have.
An interesting approach, introduced by Laurie [15,16], and investigated further by Patterson [21], is
to construct, for given ∈R, a new quadrature formula Qn+1 for the functional I[f] : =
∫
R w(x)f(x)
dx − QGn , and to use
Q2n+1 = QGn +Qn+1 (2)
for the estimation of the error of QGn . The so called strati"ed quadrature formulas have the compu-
tational advantage that not all function values used for QGn have to be stored for the computation
of Q2n+1, but only the value of QGn . As a special case, the so called Anti-Gaussian formulas Q
AG
n+1
were introduced by Laurie in [16],
RAGn+1[mk] = − (1+ )RGn [mk]; k ==0; 1; : : : ; 2n+1: (3)
Laurie’s de"nition in [16] is for =0. The more general de"nition in (3) will be used here to
construct modi"ed formulas. The averaged formula
Q2n+1 =
1
2+ 
((1+ )QGn +Q
AG
n+1); ¿− 1; (4)
also introduced in [16] for =0, is of strati"ed type and has at least the degree of exactness 2n+1.
The following results were proved by Laurie [16] for =0 and can be proved for all ¿ − 1 by
obvious modi"cations of the proofs in [16].
Proposition 1 (Laurie [16]). Let w be an integrable weight on R; and let (pn)n∈N be the corre-
sponding set of monic (i.e. with leading coe7cient 1) orthogonal polynomials. Let hn=
∫
R w(x)
(pn(x))2 dx. The (generalized) Anti-Gauss formula QAGn+1; de:ned in (3); is the interpolatory quadra-
ture formula based on the zeros of the polynomial
qn+1 =pn+1 − (1+ ) hnhn−1pn−1:
For all ¿− 1; the zeros of qn+1 are real and interlace with the zeros of pn.
For the Laguerre and Hermite weights, Q2n+1 in (4), for =0, has the precise degree of exactness
2n+1. From the above remarks, we cannot expect extensions with a higher degree than 2n+ o(n).
However, note that Laurie’s averaged Gauss and Anti-Gauss formulas are presently the best general
constructions of quadrature extensions for the Gauss–Laguerre and Gauss–Hermite formulas, in the
sense that no other known construction leads to a higher degree extension for all n∈N.
In this note, we improve the construction in the sense of a higher degree of exactness for the
Laguerre and Hermite weight functions. To this aim, we generalize Laurie’s de"nition of the Anti-
Gauss and averaged formulas in the way indicated in (4), and we choose  such that the degree of the
294 S. Ehrich / Journal of Computational and Applied Mathematics 140 (2002) 291–299
extension is increased. The properties of these formulas are investigated in Section 2. By construction,
these modi"ed averages are also strati"ed extensions, and among all strati"ed extensions they are the
unique formulas with highest possible degree of exactness. The proofs of the results can be found
in Section 3.
2. Main results
For simplicity of the presentation, in Section 1, the normalization of the orthogonal polynomials
was such that the leading coeDcient is 1. In this section, for the same reason, we use the standard
normalizations
L()n (0)=
(
n+ 
n
)
and Hn(x)=
√
2nn!xn+ · · · :
We "rst consider Anti-Gauss formulas QAGLn+1, as de"ned in (3), for the generalized Laguerre weight,
as well as the corresponding averaged formulas QL2n+1. The following theorem summarizes their
properties.
Theorem 2. For ¿− 1 and n∈N; let qLn+1 =L()n+1− (1+ )(n+ =n+1)L()n−1. The zeros of qLn+1
are nonnegative for all ;  such that ¿ n − 1; while for all all ;  such that ¡n − 1; one
zero of qLn+1 is negative and all other zeros are positive. The zeros of q
L
n+1 are the nodes of Q
AGL
n+1.
Both QAGLn+1 and Q
L
2n+1 are positive for all ¿− 1 and all ¿− 1.
For the special case =0, Theorem 2 yields that all nodes of QAGLn+1 are positive, as Laurie already
showed in [16]. A diEerent choice of , in fact of order O(1=n), gives an averaged formula of type
(4) of higher degree of exactness.
Theorem 3. For n∈N; the (n+1) point strati:ed extension QL∗2n+1 of the highest possible degree
of the Gauss–Laguerre formula is unique and is obtained for = Ln :=2n+ +1=n(n+ ). We have
deg(QL∗2n+1)= 2n+2.
Remark 4. From Theorem 2 we obtain that all nodes of QL∗2n+1 are nonnegative for ¿ 1, while
for −1¡¡ 1 there is precisely one negative node.
The remark shows that for −1¡¡ 1, and in particular for the classical Laguerre case =0,
the strati"ed extensions of higher degree of exactness might not be useful for practical calculations.
We now consider extensions of Gauss–Hermite formulas. The corresponding Anti-Gauss and av-
eraged formulas are denoted by QAGHn+1 and Q
H
2n+1.
Theorem 5. The nodes of QAGHn+1 are the zeros of q
H
n+1 =Hn+1 − 2n(1+ )Hn−1. For all ¿ − 1;
all weights of QAGHn+1 and Q
H
2n+1 are positive.
As Theorem 5 shows, the generalized Anti-Gauss–Hermite formulas and the corresponding aver-
aged formulas are real, positive and have the interlacing property for all ¿ − 1. However, there
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is a unique value of  for which we obtain a higher degree of exactness. By symmetry, here the
increase is higher than in the Laguerre case.
Theorem 6. For n∈N; the (n+1) point strati:ed extension QH∗2n+1 of the highest possible degree of
the Gauss–Hermite formula is unique and is obtained for = Hn :=1=n. We have deg(Q
H∗
2n+1)= 2n+3.
As mentioned in the introduction, the above results are of some interest because there are very few
alternatives of high degree extensions of Gauss–Laguerre and Gauss–Hermite formulas. Moreover,
the optimal strati"ed formulas may provide some insight that may lead to general constructions of
(optimal) higher degree (nonstrati"ed) extensions of Gauss–Laguerre and Gauss–Hermite formulas.
3. Proofs
Proof of Theorem 2. Using Proposition 1 and modifying the normalization according to the statement
in Theorem 2, we obtain that the zeros of qLn+1 are the nodes of Q
AGL
n+1. We have
qLn+1(0)=L
()
n+1(0)− (1+ )
n+ 
n+1
L()n−1(0)¡ 0 ⇔ ¡n− 1: (5)
Since qLn+1(x) → +∞ for x → −∞, there must be a zero of qLn+1 in (−∞; 0) if (5) is satis"ed,
otherwise all zeros of qLn+1 are nonnegative. For the positivity of Q
AGL
n+1 and Q
L
2n+1, note that
0=QL2n+1[mk]− QGLn [mk] =
1
2+ 
(−QGLn [mk] +QAGLn+1[mk])=
2n+1∑
=1
byk ;
for k =0; 1; : : : ; 2n− 1 with an obvious de"nition of y1¡ · · ·¡y2n+1. Hence, the diEerence in the
quadrature formulas is a constant multiple of a divided diEerence, and we conclude that bb+1¡ 0,
=1; 2; : : : ; 2n. In view of the interlacing of the zeros of L()n and qLn+1 and the positivity of the
weights of QGn , the weights of Q
AGL
n+1 must be positive, and hence also the weights of Q
L
2n+1 for
¿− 1.
In the following lemma, we collect some results for general weights w needed for the computation
of the errors of Gauss and Anti-Gauss formulas for monomials.
Lemma 7. For n; k ∈N∪{0}, let pn(x)=
∑n
i=0 Ai;nx
i. We have
RAGn+1[m2n] = − (1+ )RGn [m2n] = − (1+ )hn;
RAGn+1[m2n+ k] =
∫
R
w(x)qn+1(x)xn+ k−1 dx − An;n+1RAGn+1[m2n+ k−1]
−
n−1∑
i= n−k +1
(
Ai;n+1 − (1+ ) hnhn−1Ai;n−1
)
RAGn+1[mn+ k + i−1];
RGn [m2n+ k] =
∫
R
w(x)pn(x)xn+ k dx −
n−1∑
i= n−k
Ai;nRGn [mn+ k + i]:
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Proof. The assertion follows from
RAGn+1[m2n] = − (1+ )RGn [m2n] = − (1+ )
∫
R
w(x)(pn(x))2 dx= − (1+ )hn
and, for the Anti-Gaussian formula,∫
R
w(x)qn+1(x)xn+ k−1 dx
= RAGn+1[qn+1mn+ k−1]=An+1; n+1R
AG
n+1[m2n+ k] +An;n+1R
AG
n+1[m2n+ k−1]
+
n−1∑
i= n−k +1
(
Ai;n+1 − (1+ ) hnhn−1Ai;n−1
)
RAGn+1[mn+ k + i−1]:
For the Gaussian formula, the result follows along similar lines with obvious modi"cations (see also
[23]).
The recursions in Lemma 7 can conveniently be implemented using computer algebra software.
The technical computations in the following proofs have been assisted by an implementation in
Mathematica.
Lemma 8. For n; k ∈N∪{0}; we have∫ ∞
0
xe−xL()n (x)x
n+ k dx=(−1)n
(
n+ k
n
)
&(n+ k + +1):
Proof. Set
L()m (x)=
m∑
i=0
Ai;mxi; Ai;m=
(−1)i
i!
(
m+ 
m− i
)
:
We have
0=
∫ ∞
0
xe−xL()n (x)L
()
n+ k(x) dx=
k∑
i=0
An+ i; n+ k
∫ ∞
0
xe−xL()n (x)x
n+ i dx;
such that∫ ∞
0
xe−xL()n (x)x
n+ k dx
= −
k−1∑
i=0
An+ i; n+ k
An+ k;n+ k
∫ ∞
0
xe−xL()n (x)x
n+ i dx
=
k−1∑
i=0
(−1)i−k +1
(
n+ k + 
k − i
)
(n+ k)!
(n+ i)!
∫ ∞
0
xe−xL()n (x)x
n+ i dx:
Now the result follows by induction.
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Lemma 9. For ¿− 1 and n¿ 1; we have
RAGn+1[m2n] = − (1+ )RGn [m2n] = − (1+ )n!&(n+ +1);
RL2n+1[m2n+2]= − (n2 − (2− )n− − 1)n!&(n+ +1);
RL2n+1[m2n+3] = (−2n4 + 2(2− 3− 2)n3 + (18+6− − 9− 22)n2
+ (16n+18+22 − − 32)n+5+8+32)n!&(n+ +1):
Proof. By a straightforward application of Lemma 7, using Lemma 8.
Proof of Theorem 3. Using Lemma 9, the equation
RL2n+1[m2n+2]= − (n2 − (2− )n− − 1)n!&(n+ +1)=0
has the unique solution
=
2n+ +1
n(n+ )
¿ 0:
Moreover, again by Lemma 9 and straightforward computations,
RL∗2n+1s[m2n+3]= 4(n+1)!&(n+ +2) =0;
such that 2n+2 is the precise degree of exactness.
Remark 10. Note that the case =0 is also singled out since the leading coeDcients of the poly-
nomial parts of both RL2n+1[m2n+2] and R
L
2n+1[m2n+3] vanish.
Proof of Theorem 5. The "rst part follows from Proposition 1 by a change of notation, and for the
second part we use the same argument as in the proof of Theorem 2.
Lemma 11. For n; k ∈N∪{0}; we have∫
R
e−x
2
Hn(x)xn+ k dx=


0; k odd;
√

(n+ k)!
2k(k=2)!
; k even:
Proof. The proof is analogous to the proof of Lemma 8, using the respective expressions for the
Hermite polynomials in [1].
Lemma 12. For n¿ 1; we have
RAGHn+1[m2n] = − (1+ )RGn [m2n] = −
√
n!
2n
(1+ );
RHn+1[m2n+2]=
√
n!
2n+1
(1− n);
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RHn+1[m2n+3]= 0;
RHn+1[m2n+4]= −
√
n!
2n+2
(n3 + (2 + 4− 1)n2 − (+7)n− 3):
Proof. By a straightforward application of Lemma 7, using Lemma 11.
Proof of Theorem 6. Using Lemma 12, we have
RAGHn+1[m2n+2]= 0 ⇔ = Hn :=
1
n
:
Moreover, RHn+1[m2n+3]= 0 and
RHn+1[m2n+4]= 3
√
(n+1)!
2n+2
by a straightforward computation, such that 2n+3 is the precise degree of exactness.
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