Multinomial logit models which are most commonly used for the modeling of unordered multi-category responses are typically restricted to the use of few predictors. In the high-dimensional case maximum likelihood estimates frequently do not exist. In this paper we are developing a boosting technique called multinomBoost that performs variable selection and fits the multinomial logit model also when predictors are high-dimensional. Since in multicategory models the effect of one predictor variable is represented by several parameters one has to distinguish between variable selection and parameter selection. A special feature of the approach is that, in contrast to existing approaches, it selects variables not parameters. The method can distinguish between mandatory predictors and optional predictors.
Introduction
The multinomial logit model is the most frequently used model in regression analysis with categorical response.
Typically, the maximum likelihood method is used for estimating the parameters. However, the use of maximum likelihood estimation severely limits the number of predictors in the multinomial logit models. As the number of covariates increases relative to the sample size, problems with the convergence of parameter estimates arise and the usual ML estimates will not exist for p > n. To overcome the problem, one alternative is to rely on penalization techniques. One of the oldest penalization techniques is ridge regression which was extended to generalized linear models (GLM) by Nyquist (1991) , Segerstedt (1992) . In contrast to ridge regression which shrinks the parameter estimates towards zero but does not enforce subset selection, Lasso (Tibshirani (1996) ) does not only shrink the parameter estimates but also enforces subset selection by setting some of the parameter estimates exactly equal to zero.
An extension to GLMs was proposed by Park and Hastie (2007) . However, for multicategory responses, not much literature is available. Multinomial logistic regression with Lasso type estimates was considered by Krishnapuram et al. (2005) . Friedman et al. (2010) considered L1 (Lasso), L2 (ridge) penalties and the elastic net (mixture of the L1 and L2 penalty). Zahid and Tutz (2009) used ridge regression with symmetric side constraints, which makes the ridge estimates invariant to the choice of a reference category. A general alternative to maximum likelihood estimation is likelihood-based boosting. Boosting was originally developed in the machine learning community to improve classification (e.g., Schapire (1990) and Freund and Schapire (1996) ). Friedman et al. (2000) showed that boosting can also be viewed as an approximation to additive modeling using the appropriate likelihood function. Bühlmann and Yu (2003) used the L 2 loss function instead of the LogitBoost cost function within the context of linear models. Bühlmann (2006) showed the relation to Lasso which also does variable selection and shrinkage without making any assumptions about the correlation structure of the predictors. For an overview on boosting see Bühlmann and Hothorn (2007) . Likelihood-based boosting based on one step of Fisher scoring for variable selection in generalized additive models (GAM) was proposed by Tutz and Binder (2006) .
In this article we are using the likelihood based boosting technique with one step of Fisher scoring for variable selection in multinomial logit models. For the weak learners we are using the ridge penalty. When seeking for a parsimonious model, one frequently considers some of the covariates as an essential part of the model. For example, in a treatment study one is interested in particular in the treatment effect, which is considered a mandatory covariate.
The other covariates which might be of relevance are considered as optional. Similar to Tutz and Binder (2007) our method distinguishes between mandatory and optional predictors.
When working with categorical covariates it is essential that selection does not refer to parameters but to covariates (comprising the group of parameters associated with the categorical covariate). Consequently, our approach performs variable selection in terms of covariates rather than parameters. For this purpose our approach differentiates among the categorical predictors that contain a group of parameters (for each logit) in the parameter space and those predictors having only one parameter for each logit of the multinomial logit model e.g., binary or metric predictors. Moreover, in the case of ordinal covariate(s), rather than penalizing the parameters, our approach penalizes the differences between the paramters of the adjacent categories.
In Section 2 the side constraints for the multinomial logit model and the regularization for different types of covariates are discussed . Boosting is discussed in Section 3, Section 4 gives empirical results of a simulation study. The algorithm is applied to real life data set and the results are compared with those obtained from the Lasso approach in Section 5. 2
Predictor Space, Side Constraints and Regularization
In this section we describe the different types of candidate predictors (candidates to become part of a parsimonious logit model) which will be used in Section 3, and how they are incorporated into the boosting algorithm for subset selection. For simplicity, we assume in this section that the multinomial logit model has only one predictor with K parameters to be estimated for each of the k categories of the response variable. If the predictor is metric or binary then K = 1, and K > 1 if the predictor is a multicategory variable with the K + 1 categories labeled as 1, . . . , K, K + 1.
Although the intercept is part of the model, for simplicity in the following the intercept is omitted.
Side Constraints for the Multinomial Logit Model
Let the response variable Y ∈ {1, . . . , k} have k possible categories. The generic form of the multinomial logit model is
where β β β for r = 1, . . . , q.
with q = k − 1. Alternatively one can work with the symmetric side constraint. With β β β * s denoting the parameter vector for category s, it is given by k s=1 β β β * s = 0.
Then the multinomial logit model has the form
for r = 1, . . . , q
With symmetric side constraint, the median response defined by the geometric mean can be viewed as the reference category. The parameters β β β * have a different interpretation than β β β obtained with a reference category constraint. Here β β β * r reflects the effects of x on the logits when P(Y = r|x) is compared to the median response GM(x) = k k s=1 P(Y = s|x).
In the following, let β β β
where T is a q × q matrix (q=k-1) with diagonal elements q k and off-diagonal elements as − 1 k . The matrix T −1 , then, has the diagonal enteries as 2 and all off-diagonal elements are 1. For likelihood (or penalized likelihood) estimation, the complete design matrix X of order q(n × K) is given by X T = X 1 X 2 . . . X n . The matrix X i is a q × K design matrix composed of x i and is given by
. . .
Since the parameters β β β * is a reparameterization of the parameters β β β, the computation of maximum likelihood estimates of β β β * needs a transformation of the design matrix X as
q×q ⊗ I K×K , where ⊗ is the Kronecker matrix product. If not mentioned otherwise we will use the symmetric side constraint.
Regularization and Type of Predictors
In the version of componentwise boosting used in Section 3, the effect of one predictor variable, that is all the parameters linked to that variable, will be updated within one step of the algorithm. Updating of the predictor will be performed by regularized estimates with the regularization depending on the type of predictor.
Nominal Predictors
Let the predictor X take values 1, . . . , K, K + 1 and X be the only variable in the predictor. The parameter values for response category r have length K and are given by β β β * T r = (β * r1 , . . . , β * rK ). Regularization will be based on ridge type estimates. For the multinomial logit model it is advisable to use the symmetric side constraint, otherwise shrinkage is determined by the choice of the reference category (see Zahid and Tutz (2009) ). The corresponding ridge estimators can be motivated by maximization of the penalized log-likelihood
where l i (β β β) is the log-likelihood contribution of the ith observation, λ is a tuning parameter and k r=1 β * r j = 0. The underlying penalty can also be given by
4 with shortened vector β β β * T
. j = (β * 1 j , . . . , β * q j ). It should be noted that the use of matrix T −1 in place of an identity matrix I, implicitly penalizes the size of parameters for all k response categories while working with the q = k − 1 logits.
In matrix notation, one obtains the ridge penalty with symmetric side constraint, for a complete design matrix for the multinomial logit model in the form
where β β β * is a qK × 1 vector given by β β β * T = (β β β * T 1 , . . . , β β β * T q ) and the matrix T * = T −1 q×q ⊗ I K×K , is same as discussed in Section 2.1.
Ordinal Predictors
In regression analysis, ordinal predictors are often part of the predictor space but proper treatment is found rarely. If the multinomial logit model has some ordinal predictors, penalization should account for the order of the categories.
With ordinal predictors, it is advantageous to penalize the differences between the coefficients of adjacent categories rather than penalizing the size of the parameters themselves. By penalizing such differences, one gets a smoother coefficient vector and avoid the high jumps among the parameter estimates corresponding to the ordinal covariate (see Gertheiss and Tutz (2009) ). Let again the ordinal predictor take K + 1 categories 1, . . . , K, K + 1 and let the first category serve as reference category such that β .1 = 0. Then for ordinal predictor with K + 1 categories an appropriate penalty with symmetric side constraint is
If one works with a reference category constraint then the penalty is simply given as
But we are proceeding with symmetric side constraint where we have to penalize the differences between the parameters of adjacent categories for all k categories of the response variable, while working with q logits. In such case the penalty term for the complete design matrix is given as
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where β β β * is a qK × 1 vector given by β β β * T = (β β β * T 1 , . . . , β β β * T q ) and the matrix Ω Ω Ω
handle implicitly the penalization of differences between the adjacent categories for k categories while working with the q logits.
In the next section where we are using the ridge type penalties to obtain weak learners in the boosting algorithm. Two types of penalty matrices are used for the expression J(β β β * ). If the candidate predictor is ordinal, the penalty matrix Ω Ω Ω * is used to penalize the differences among the coefficients of adjacent predictor categories for k response categories and if the candidate predictor is nominal, the penalty matrix T * is used to penalize the size of the parameters. Although we are working with q logits both penalty matrices implicity perform the penalization for the k logits under symmetric side constraint.
Boosting
The method proposed in this section is based on likelihood-based boosting with quadratic penalties for regularization to obtain weak learners. Let us consider the multinomial logit model with side constraint given by (3) and the penalty term given by (6) or (8) according to the nature of predictors. Then the penalized log-likelihood is
with penalty matrix P * which will be replaced by T *
or Ω * depending on the nature of the predictors. The corresponding penalized score function s p (β β β * ) is given by
where β β β * is a vector of parameters of length q × (p + 1) and X * is the transformation of the actual design matrix as discussed in Section 2.2. The matrix
is the covariance matrix of ith observation of y given parameter vector β β β * . For the full design matrix, in matrix notation y and h(η η η * ) are given by y
For the boosting algorithm, let the the whole predictor space be dichotomized into two non-overlapping groups.
One group contains the mandatory/obligatory covariates (including the intercept) which are the essential part of the model and are necessarily re-estimated in each of m boosting iterations. The second group consists of the candidate predictors each of which is a candidate to become a part of the final parsimonious model decided after m boosting iterations. Let the predictor variable indices V = {1, . . . , p} be partitioned into disjoint sets as
where V o represents the obligatory predictors (each predictor may have one or more parameters associated with it) and V 1 , . . . , V g are g predictors, among which we want to make a subset selection. Let K j denote the number of 6 parameters/dummies for one logit associated with the predictor V j , ( j = 1, . . . , g). So the total predictor space is partitioned into two disjoint sets of obligatory and candidate predictors i.e., V = V o ∪ V c , where
and the split of complete parameter vector is then given as β β β * T = (β β β * T o β β β * T c ). For the re-fitting process a combination of mandatory and some candidate predictor is considered i.e., V o ∪ V j , j ∈ {1, . . . , g}, will be considered in a refitting process in a particular boosting iteration. If among the candidate predictors, V j is considered for re-fitting in a boosting iteration then for likelihood/penalized-likelihood estimation we use the q(n × K j ) design matrix X j from the full design matrix of order q(n × ( p j=1 K j + 1)). The design matrix X j is based on the parameters/columns associated with V j and is given as
The multinomBoost algorithm can be described as follows:
Step 1 is computed with one-step Fisher scoring as
Step 2B: For candidate predictors
, with offsetη η η * m and X * j is the design matrix corresponding to V j . With one-step Fisher scoring by maximizing penalized log-likelihood, β β β * F1 j is computed as
where ν = d f j λ with ridge penalty λ. The penalty matrix Λ Λ Λ is given as:
otherwise.
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(ii) From the candidate predictors V 1 , . . . , V g , select the predictor say V best , which improves the fit maximally and
In the above algorithm, for regularization, multiplying the ridge penalty λ with d f j accounts for the number of parameters, d f j , involved in the candidate predictor. The parameter λ is chosen large in order to obtain a weak learner.
If it is chosen large enough, as usually in boosting, the performance does not depend on the choice of the value of λ, it only influences the needed number of iterations. In step 2B of the algorithm, the deviance can be used for selecting a candidate predictor for refit. In the mth boosting iteration, that candidate predictor will be considered for the refit which has minimum deviance i.e., Dev(η η η * m ). As the candidate predictors may have a varying number of parameters, an alternative criterion for predictor selection is Akaike's information criterion (AIC) or Bayesian information criterion (BIC) because both of these measures also take the the number of parameters into account. The AIC criterion is given The stopping criteria can be based on deviance based cross-validation, which we are using. Alternative but more time-consuming options are AIC or BIC.
One possible drawback of boosting is that the parameters corresponding to some predictors may be updated only once or twice within the boosting iterations. It is recommended to select only those variables whose estimates are not too small compared to the other estimates. The multinomBoost algorithm sets all the parameter estimates corresponding to the ith predictor equal to zero, if
after m boosting iterations. For boosting, by using approximate hat matrix H m at the end of mth boosting iteration, AIC and BIC criteria are given as AIC = Dev(η η η * m ) + 2 tr(H m ) and BIC = Dev(η η η * m ) + log(qn) tr(H m ) respectively. The approximate hat matrix used in the mth boosting iteration is discussed in the following proposition.
Proposition: In the mth boosting iteration, an approximate hat matrix for whichμ µ µ * m ≈ H m y is given by
where for the multinomial logit models with
Proof: At the end of mth boosting iteration, let V j = V best is selected. For multinomial logit models with
. By using the first order Taylor approximation of first order i.e.,
Expanding in the same way, for mth boosting iteration, the general form of the approximate hat matrix is 
Simulation Study
The performance of multinomBoost algorithm is evaluated using simulated data. For a response variable with three categories (unordered), the covariates are drawn from a p−dimensional multivariate normal distribution with mean 0 and the covariance among the covariates (among the columns of covariate matrix) x j and x k is ρ (1) 10 (2) 20 (4) Categorical (with three unordered categories):
Categorical (with four unordered categories):
Categorical (with three ordered categories):
Categorical (with four ordered categories):
For the first four settings we performed S = 50 simulations per setting and S = 30 simulations per setting for the last four high dimensional settings. For the subset selection in boosting we use three criteria, deviance, AIC and BIC. For each criterion, in each setting, a fixed value of the rigde penalty λ is used for all S simulations. We chose that value for which the optimal number of boosting iterations was between 50 and 200. The optimal number of iterations in each case are decided on the basis of 10−fold cross-validation. The results obtained with these three criteria are compared to the MLE(oracle), which refers to the usual ML estimate for the model that contains the informative covariates only.
Therefore MLE(oracle) has the big advantage of using the variables that carry information. In addition we consider ridge estimation (ssc-Ridge) with symmetric side constraint obtained for the model that contains all covariates. The performance of multinomBoost algorithm is evaluated in terms of mean squared error of the parameter estimatesβ β β, mean deviance of the fit, i.e. deviance(π π π), prediction error and the identification of influential observations. The MSE ofβ β β is computed using the estimates of all k logits as:
Prediction performance is evaluated by drawing a new sample (test data) of 1000 observations. In generalized linear models, the mean deviance is an appropriate measure than mean squared prediction error. For the test data set the Mean Prediction Error (MPE) based on the deviance measure is given as:
The deviance for the fit is computed as
with y i j log Figure 1 shows the results for the low dimensional settings in terms of MSE. Figure 2 shows the corresponding results for the high-dimensional settings where the model involves categorical covariates also. For setting 8, which involves only categorical covariates, the results of MLE(oracle) are not given because of its non-existence. The solid circles within the boxes represent the mean over observations for which the box-plots were drawn. It is seen that boostingstrongly outperforms ridge (exception setting 8 for MSE). More surprisingly mean and median values are smaller than the corresponding values of the oracle. The oracle shows much larger variation, for some data sets its performance is very bad for some rather good. But given that it uses information that is not available in practice the performance is weak.
MSE and Prediction Performance
In setting 8 which contains only categorical covariates, the results of boosting regarding MSE(β β β) and the fit are disturbed but still give better prediction performance. It should be noted that the results for boosting procedure in this case (with all covariates categorical) could be improved by using smaller value of signal-to-noise ratio. Table 1 shows the mean of log(MSE(β β β)), mean deviance of the fit i.e., deviance(π) and the mean prediction error (MPE). The values appearing in boldface indicate the best results among all considered methods. In summary, Table 1 shows that boosting is a much better technique than its competitors not only when there is small correlation but also with high correlation among the covariates. We are not comparing the results of multinomBoost with estimates of Lasso or elastic net such as given by Friedman et al. (2010) , because our algorithm is working in a different way and performs predictor selection (selecting a group of parameters at a time associated with a predictor) rather than parameter selection.
Identification of Informative Predictors
In addition to small prediction error (MPE) a selection procedure should yield a parsimonious model that includes all informative covariates. To identify whether the correct informative covariates are part of the final parsimonious model or not, we are using "hit rate" and "false alarm rate" as criteria. The hit rate is defined as the proportion of correctly identified informative predictors, given as hit rate = p j=1 I(β β β true, j 0).I(β β β j 0)
The false alarm rate is defined as the proportion of non-informative predictors dubbed as informative, and is given as false alarm rate = p j=1 I(β β β true, j = 0).I(β β β j 0)
.
Here β β β true, j , j = 1, . . . , p is a vector that comprises the true parameter values for the k logits associated with the jth predictor andβ β β j are the corresponding estimates. The indicator function I(expression) assumes the value 1, if "expression" is true and 0 otherwise. To evaluate the performance of multinomBoost algorithm concerning selection hit rates and false alarm rates are given in Table 2 for all settings considered in the simulation study. It is seen that the procedure performs very well. Even is setting 8, which contains only categorical variables, hit rate is high and false alarm rate low.
The last four columns of The values with boldface represent the best result among the competitors in a particular setting. The deviance as a variable selection criterion is performing best for selecting the relevant covariates in almost all settings even when we have a small sample size relative to the number of covariates and with high correlations. AIC is a strong competitor of deviance than BIC and giving almost the same level of accuracy regarding the selection of the relevant predictors. In high dimensional setting when the model contains only binary or categorical predictors, hit rate with BIC as selection criteria is not so much appealing because it is ignoring most of the relevant predictors. But as for as the inclusion of non-relevant predictors is concerned, BIC is giving the best "false alarm rate" in all situations. From the result of Table 2 , AIC seems to be a good choice as criterion for variable selection when the both measures i.e., hit rate and false alarm rate for identification of the influential predictors are taken into account. Figure 1 : Illustration of the simulation study for first four settings without categorical covariates: Box plots for comparing Boosting (using the criteria deviance, AIC and BIC) with MLE(oracle) and ssc-Ridge in terms of log(MSE(β β β)) (top panel) and in terms of Mean Prediction Error i.e., log(MPE) (bottom panel). The solid circles within the boxes represent the mean of the data for which box plot is drawn. Figure 2 : Illustration of the simulation study for high dimensional settings: Box plots for comparing Boosting (using the criteria deviance, AIC and BIC) with MLE(oracle) and ssc-Ridge in terms of log(MSE(β β β)) (top panel) and in terms of Mean Prediction Error i.e., log(MPE) (bottom panel). The solid circles within the boxes represent the mean of the data for which box plot is drawn. Table 2 : Hit rates (HR) and false alarm rates (FAR) for identifying the informative predictors when deviance, AIC and BIC are used as criteria for selecting a predictor in a boosting iteration. Deviance is used as stopping criterion with 10−fold cross-validation. Last four columns represent the relative efficiency (R.E.) of different approaches with respect to MLE(oracle) in terms of Mean Prediction Error (MPE). A value less than one means that a particular approach is performing better than MLE(oracle). The boldface figures represent the best result among all competitor methods. 
Application
In this section two data sets are used to illustrate variable selection by use of the multinomBoost algorithm and to show how it differs from the Lasso approach which focuses on parameter selection rather than variable selection. Both of the data sets are taken from the UCI machine learning repository.
Glass Identification Data
The first data set concerns the identification of type of glass (Blake et al. (1998) For the identification of influential covariates, the multinomBoost algorithm is used. Three measures i.e., deviance, AIC and BIC are used to select a variable for updating in a boosting iteration. With all these three criteria, while using 10−fold cross-validation for deciding the optimal number of boosting iterations, only three covariates i.e., Na, Mg and Al are identified as potential covariates whereas the rest of the covariates are found non-informative with zero parameter estimates for all six response categories. The same data set is also analyzed by using the lasso approach.
For this purpose the glmnet package of R (Friedman et al. (2010) ) is used. The optimal value of L1-penalty decided on Table 3 . The results in Table 3 show that the lasso approach does parameter selection but not variable selection. With lasso, all predictors are found relevant because at least one estimate for some response category is non-zero for each predictor. The boosting approach suggests only three predictors as relevant and the rest of the predictors as non-informative. In contrast to lasso, the boosting approach is selecting (or ignoring) the whole block of category-specific parameter estimates for each predictor with non-zero (or zero) values of the parameter estimates for all response categories. The coefficients build-up for relevant predictors for each response category resulting from boosting are plotted in Figure 3 . The names of all non-informative predictors are overlapped against zero value on the right side of each plot. Figure 3 is showing the coefficients build-up only for the informative covariates because the multinomBoost algorithm sets parameter estimates to zero for all those predictors which fulfill the criteria given in (10) at final boosting iteration.
Contraceptive Method Choice Data
The second data set considered provided by Lim et al. (2000) For this data set, we used the deviance for variable selection among the candidate predictors. For large samples using
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boosting iteration number βAIC or BIC as variable selection criterion increases the computational burden and can slow the algorithm because of computation of hat matrix at each boosting iteration for each of the candidate predictors. The optimal number of boosting iterations was decided by deviance with 10−fold cross-validation. For computation of lasso estimates again the glmnet package (Friedman et al. (2010) ) of R was used. The optimal value of penalty term decided with 10−fold cross-validation was 0.001016358. The lasso estimates with this penalty are given in Table 4 along with corresponding boosting estimates. As in Section 5.1, again the difference between parameter selection (by lasso approach) and variable selection (boosting approach) becomes obvious from Table 4 . Here the process is one step more complex in the sense that categorical covariates are included. So with variable selection all parameters associated with dummies of the categorical covariate for all response categories should be selected or rejected at the same time. From the results of Table 4 it is clear that the boosting approach is following that rule but lasso is not. Once again with the lasso approach all the variables are found relevant when at least one predictor (or dummy associated with the categorical predictor) had non-zero estimate(s) for at least one response category. In contrast boosting is recommending just four informative predictors by selecting all of the parameters associated with the predictors for all response categories. The informative covariates include two continuous predictors i.e., wife's age and number of children ever born, and two categorical predictors (with all of their categories) i.e., wife's education and husband's education. The coefficients build-up for boosting is shown in Figure 4 . The names of all non-informative predictors/dummies are overlapped against zero value on the right side of each plot. Although some of the predictors appearing in Table 4 or Figure   4 with zero parameter estimates, were considered for updating at some boosting iteration but at the final (optimal) boosting iteration multinomBoost algorithm set all those estimates to zero which fulfilled the criteria given in (10).
Concluding Remarks
In multinomial logit models, where the response variable has k un-ordered categories, there are k − 1 parameters ( or (k − 1)(K − 1) parameters in the case of a categorical predictor with K categories) that are associated with one predictor variable. Subset selection means that the selection should not refer to the parameters but to the block/group associated with one predictor. When the predictor is categorical, the complexity goes one step farther and selection refer to the blocks/groups of all parameters associated with all dummies of the predictor for all response categories.
Unfortunately existing techniques such as lasso do not work in that way but focus on individual parameters rather than predictors. One more issue with subset selection is that sometimes the experimenter wants to include particular variables in the model in such a way that they must be a part of the selected model. The lasso approach can discard
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boosting iteration number βFigure 4: Coefficient build-up in boosting for "contraceptive method choice" data. The vertical dotted line represents the optimal boosting iteration number decided on the basis of 10−fold cross-validation when deviance is used as a stopping criterion as well as for predictor selection. The names of all non-informative predictors/dummies are overlapped against zero value on the right side of each plot.
such variable during the subset selection process suggesting them as non-informative. The multinomBoost algorithm considered addresses both issues. It allows mandatory covariates to be a necessary part of the sparse model. Also, in contrast to lasso, predictors (not parameters) which form a group of parameters are considered candidates for updating in the next boosting iteration. As a result, in the final estimates either the complete block of parameters comprising a predictor is part of the sparse model or not. In addition our algorithm treats ordinal predictors properly. Instead of penalizing the parameters associated with dummies of the ordinal predictors, the difference between the parameters of adjacent categories is penalized. The effect is that also ordered predictors that contain many categories can be included in the model while simple maximum likelihood frequently fails when many categories are involved.
