A weighted Shiryaev-Roberts change detection procedure is shown to approximately minimize the expected delay to detection as well as higher moments of the detection delay among all change-point detection procedures with the given low maximal local probability of a false alarm within a window of a fixed length in pointwise and minimax settings for general non-i.i.d. data models and for the composite post-change hypothesis when the post-change parameter is unknown. We establish very general conditions for the models under which the weighted Shiryaev-Roberts procedure is asymptotically optimal. These conditions are formulated in terms of the rate of convergence in the strong law of large numbers for the log-likelihood ratios between the "change" and "no-change" hypotheses, and we also provide sufficient conditions for a large class of ergodic Markov processes. Examples, where these conditions hold, are given.
Introduction and basic notation
A substantial part of the development of quickest (sequential) change-point detection has been directed towards establishing optimality and asymptotic optimality of certain detection procedures such as CUSUM, Shiryaev, ShiryaevRoberts, EWMA and their mutual comparison in various settings (Bayesian, minimax, etc.) . See, e.g., (Baron and Tartakovsky, 2006; Basseville and Nikiforov, 1993; Fuh, 2003; Girshick and Rubin, 1952; Hawkins and Olwell, 1998; Lai, 1998; Lorden, 1971; Mason and Young, 2001; Moustakides, 1986; Moustakides et al., 2009; Pergamenchtchikov and Tartakovsky, 2018; Polunchenko et al., 2014; Pollak and Tartakovsky, 2009a; Polunchenko and Tartakovsky, 2010; Shiryaev, 1963; Srivastava and Wu, 1993; Tartakovsky, 2017 Tartakovsky, , 2018 Tartakovsky et al., 2014 Tartakovsky et al., , 2011 Tartakovsky and Veeravalli, 2005) . The present article is concerned with the problem of minimizing the moments of the detection delay, R r ν,θ (τ ) = E ν,θ [(τ − ν) r | τ > ν], in pointwise (i.e., for all change points ν) and minimax (i.e., for a worst change point) settings among all procedures for which the probability of a false alarm P ∞ (k τ < k + m|τ k) is fixed and small. Hereafter τ is a detection procedure (stopping time) and ν is a point of change.
To be more specific, observations X 1 , X 2 , . . . are random variables on a probability space (Ω, F ), which may change statistical properties at an unknown point in time ν ∈ {0, 1, 2, . . . }. For a fixed change point ν = k and a parameter θ ∈ Θ, there is a measure P k,θ on this space, which in the case of no change (ν = ∞) will be denoted by P ∞ . We use the convention that X ν is the last pre-change observation. Write X n = (X 1 , . . . , X n ) for the concatenation of the first n observations. Joint probability densities of X n are taken with respect to a σ-finite measure and denoted by p k,θ (X n ) = p(X n |ν = k, θ) when the change point ν = k is fixed and finite (i.e., joint post-change density) and p ∞ (X n ) = p(X n |ν = ∞) stands for the pre-change joint density (when the change never occurs). Let {f 0,n (X n |X n−1 )} n 1 and {f θ,n (X n |X n−1 )} n 1 be two sequences of conditional densities of X n given X n−1 with respect to some non-degenerate σ-finite measure. We are interested in the general non-i.i.d. case that
f θ,i (X i |X i−1 ) for ν < n.
(1.1)
In other words, {f 0,n (X n |X n−1 )} n 1 and {f θ,n (X n |X n−1 )} n 1 are the conditional pre-change and post-change densities, respectively, so that if the change occurs at time ν = k, then the conditional density of the (k + 1)-th observation changes from f 0,k+1 (X k+1 |X k ) to f θ,k+1 (X k+1 |X k ). Note that the post-change densities may depend on the change point ν, i.e., f θ,n (X n |X n−1 ) = f (ν) θ,n (X n |X n−1 ) for n > ν. We omit the superscript ν for brevity. In many applications the pre-change distribution is known but the parameter θ of the post-change distribution is unknown. In this case, the post-change hypothesis "H ϑ k : ν = k, θ = ϑ", ϑ ∈ Θ is composite. Let E k,θ denote the expectation under P k,θ when ν = k < ∞, and let E ∞ denote the same when there is no change, i.e., ν = ∞. Obviously, the general non-i.i.d. model given by (1.1) implies that under the measure P ∞ the conditional density of X n given X n−1 is f 0,n (X n |X n−1 ) for all n 1 and under P k,θ , for any 0 k < ∞, the conditional density of X n is f 0,n (X n |X n−1 ) if n k and is f θ,n (X n |X n−1 ) if n > k. A sequential detection procedure is a stopping (Markov) time τ for an observed sequence {X n } n 1 , i.e., τ is an extended integer-valued random variable, such that the event {τ n} belongs to the σ-algebra F n = σ(X 1 , . . . , X n ). We denote by M the set of all stopping times. A false alarm is raised whenever the detection is declared before the change occurs, i.e., when τ ν. (Recall that X ν+1 is the first post-change observation.) The goal of the quickest change-point detection problem is to develop a detection procedure that guarantees a stochastically small delay to detection τ − ν provided that there is no false alarm (i.e., τ > ν) under a given (typically low) risk of false alarms.
The present paper extends the results of (Pergamenchtchikov and Tartakovsky, 2018) to the case of the composite post-change hypothesis when the parameter θ is unknown. Specifically, we show that the mixture version of the Shiryaev-Roberts procedure (referred in this paper to as the weighted SR procedure) is asymptotically optimal in the class of procedures with the prescribed maximal conditional probability of false alarm when it is small, minimizing moments of the detection delay pointwise (for all change points) as well as in a minimax sense (for the worst change point). An important feature of the weighted SR procedure is applicability of a simple upper bound on the probability of false alarm, which is particularly useful in a general non-i.i.d. case (1.1).
The rest of the paper is organized as follows. In Section 2, we specify the weighted (mixture) Shiryaev-Roberts (WSR) procedure and formulate the asymptotic optimization problem of interest. In Section 3, we consider the Bayesian version of the problem in the class of procedures with the given weighted probability of false alarm. Based on the recent results of (Tartakovsky, 2018) we establish asymptotic pointwise and minimax properties of the WSR procedure. These results allow us to establish main theoretical results in Section 4 regarding asymptotic optimality in the class of procedures with the local false alarm probability constraint (in a fixed window). In Section 5, we find certain sufficient conditions for asymptotic optimality for the class of ergodic Markov processes. In Section 6, we provide two examples.
Problem formulation and the detection procedure
In this paper, we consider the Weighted Shiryaev-Roberts (WSR) detection procedure (or mixture SR) given by the stopping time
where A > 0 is a threshold controlling for the false alarm risk and Λ k n (W ) is the weighted (average) LR defined as
Here W (θ) is a weight function, which without loss of generality will be assumed to be integrable to 1:
In what follows, we assume that W (θ) is quite arbitrary satisfying the condition (C W ) For any δ > 0, the measure W (u) is positive on {u ∈ Θ : |u − θ| < δ} for any θ ∈ Θ, i.e., W {u ∈ Θ : |u − θ| < δ} > 0.
This condition means that we do not consider parameter values of θ from Θ of the measure null. Write
for the weighted SR statistic, where
is the SR statistic tuned to θ ∈ Θ. Then the stopping time (2.1) is
(2.5)
In definitions of stopping times we always set inf{∅} = +∞.
Our goal is to show that the WSR detection procedure T a is first-order asymptotically optimal in two problems (pointwise and minimax) described below.
For any 0 < β < 1, m * 1, and k * > m * , introduce the following class of change detection procedures that upperbounds the local conditional probability of false alarm (LCPFA)
For r 1 and θ ∈ Θ, we consider the risk associated with the conditional r-th moment of the detection delay
and the following two optimization problems: the pointwise minimization, i.e.,
for every ν 0 and θ ∈ Θ (2.8) and the minimax optimization, i.e.,
The parameters k * and m * will be specified later. In addition, we consider a Bayesian-type problem of minimizing the risk (2.7) in a class of procedures with the given weighted probability of false alarm. This problem is formulated and solved in the next section. It is necessary for obtaining main optimality results in Section 4.
3. Asymptotic optimality under weighted PFA constraint 3.1. The non-i.i.d. case
In order to solve asymptotic optimization problems (2.8) and (2.9) it is constructive to consider a Bayesian-type class of change detection procedures that upper-bounds a weighted probability of false alarm
imsart-bj ver. 2014/10/16 file: Pergam_Tartak_BERN24_07_2018.tex date: July 26, 2018 assuming that the change point ν is a random variable independent of the observations with prior distribution P(ν = k), k = 0, 1, 2, . . . , and the optimization problems 
where 0 < α < 1 is a prespecified (usually relatively small) number. In what follows, for our purposes it suffices to assume that the prior probability distribution P(ν = k) of the change point ν is geometric with the parameter 0 < ̺ < 1, i.e.,
Now, for some fixed 0 < ̺, α < 1, define the following Bayesian class of change-point detection procedures with the weighted PFA not greater that the given number α:
(3.4)
For a fixed θ ∈ Θ, introduce the log-likelihood ratio (LLR) process {Z k n (θ)} n k+1 between the hypotheses H θ k
Assume that there is a positive and finite number I θ such that the normalized LLR n
Then it follows from (Tartakovsky, 2017) that in the Bayesian setting, when one wants to minimize the r-th moment of the delay to detection (3.1) and when the parameter θ is known, the asymptotically (as α → 0 and ̺ = ̺ α → 0) optimal detection procedure in class (3.4) is the Shiryaev-Roberts detection procedure that raises an alarm at the first time such that the SR statistic R n (θ) exceeds threshold (1 − ̺)/̺α. This result was extended by (Tartakovsky, 2018) to the case where θ is unknown. Below we will use the results obtained in (Tartakovsky, 2018) to show that the WSR procedure (2.5) is asymptotically optimal in problems (3.1) and (3.2) under condition (3.6) and some other conditions. The following condition is sufficient for obtaining the lower bounds for all positive moments of the detection delay in class ∆(α) = ∆(α, ̺ α ):
(A 1 ) Assume that there exists a positive and finite number I θ > 0 such that for any k 0 and ε > 0
Indeed, by Lemma 1 in (Tartakovsky, 2018) , we have that if condition (A 1 ) is satisfied then for every ν 0, θ ∈ Θ, and r 1 lim inf
(3.8)
Note that condition (A 1 ) holds whenever Z k n (θ)/(n − k) converges almost surely to I θ under P k,θ :
This is always true for i.i.d. data models with
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being the Kullback-Leibler information number. The first question we ask is how to select the threshold in the WSR procedure to imbed it into class ∆(α, ρ). The following lemma answers this question.
Lemma 3.1. For all a > 0 and any prior distribution of ν with finite meanν = ∞ j=1 jP(ν = j), the PFA of the WSR procedure T a given by (2.5) satisfies the inequality
Proof. Note that under P ∞ the WSR statistic R W n is a submartingale with mean E ∞ [R W n ] = n. Thus, by Doob's submartingale inequality, for j = 1, 2, . . .
(3.10) and P ∞ (T a 0) = 0. Hence, for any prior distribution (not necessarily geometric)
Therefore, assuming thatν < ∞, we obtain that setting a = a α = log(ν/α) implies PFA(T aα ) α. If particularly, the prior distribution is geometric, then
In order to study asymptotic approximations to risks of the WSR procedure and for establishing its asymptotic optimality, we impose the following left-tail condition:
(A 2 (r)) There exists a positive continuous Θ → R function I(θ) = I θ such that for every θ ∈ Θ, for any ε > 0, and for some r 1
To check this condition it is sufficient to check the following condition: (A * 2 (r)) There exists a positive continuous Θ → R function I(θ) such that for every compact set K ⊆ Θ, for any ε > 0, and for some r 1 Υ *
In what follows, we assume that the parameter ̺ is a function of α such that
Moreover, let k * be a function of α such that
, where ̺ α satisfies condition (3.14), then a α ∼ | log α| and, by Lemma 3.1 , PFA(T aα ) α, i.e., this choice of the threshold guarantees that T aα ∈ ∆(α, ̺ α ) = ∆(α) for every 0 < α < 1.
The following theorem establishes first-order asymptotic optimality of the WSR procedure in class ∆(α, ̺ α ) = ∆(α).
Theorem 3.1. Assume that right-tail and left-tail conditions (A 1 ) and (A 2 ) hold for some 0 < I θ < ∞, the parameter 0 < ̺ = ̺ α < 1 of the geometric prior distribution satisfies conditions (3.14), and conditions (3.15) hold for k
Thus, the WSR procedure T aα is first-order asymptotically uniformly pointwise optimal and minimax in class ∆(α, ̺ α ) = ∆(α) with respect to the moments of the detection delay up to order r.
Proof. Assertion (i) follows from Theorem 3 in (Tartakovsky, 2018) and asymptotic approximations (3.17) in (ii) from Theorem 4 in (Tartakovsky, 2018) . It remains to prove asymptotic approximations (3.18). Using inequality (3.10) we obtain that for any 0 ν k * α ,
Since under conditions (3.14) and (3.15) (Tartakovsky, 2018) .
It is also interesting to ask whether the WSR procedure is asymptotically optimal with respect to the following double minimax criterion:
The following theorem gives an affirmative answer for compact subsets Θ 1 ⊂ Θ.
Theorem 3.2. Assume that the right-tail condition (A 1 ) is satisfied for some 0 < I θ < ∞, the parameter 0 < ̺ = ̺ α < 1 of the geometric prior distribution satisfies conditions (3.14), and conditions (3.15) hold for k * = k * α . Assume further that for any ε > 0 there exists δ = δ ε > 0 such that W (Γ δ ) > 0, where Γ δ = {ϑ ∈ Θ : |ϑ − θ| < δ}, and for every ε > 0 and some r 1 sup
where Proof. Using inequalities (3.8), we obtain that under condition (A 1 ) the following asymptotic lower bound holds:
To prove the theorem it suffices to show that the right-hand side in (3.22) is attained for the risk sup θ∈Θ1 max 0 ν k * α I r θ R r ν,θ (T aα ) of the WSR procedure. Using inequality (A.25) in (Tartakovsky, 2018) , we obtain that for an arbitrary 0 < ε < I θ
By condition (3.20), the second term on the right side is finite, which immediately implies that
Next, using inequality (3.19), we obtain
which along with the previous inequality and the fact that a α ∼ | log α| yields the upper bound
and the proof is complete.
The case of LLR with independent increments
We now show that condition (A 2 ) can be substantially relaxed in the case where observations are independent, but not necessarily identically distributed, i.e., f θ,i (X i |X i−1 ) = f θ,i (X i ) in (1.1). More generally, we may assume that the increments ∆Z i (θ) of the LLR Z k n (θ) = n i=k+1 ∆Z i (θ) are independent, which is always the case if the observations are independent. This slight generalization is important for certain examples with dependent observations that lead to the LLR with independent increments. Theorem 3.3. Assume that the LLR process {Z k k+n (θ} n 1 has independent, not necessarily identically distributed increments under P k,θ , k 0. Suppose that condition (3.7) holds and the following condition is satisfied: for any ε > 0 there exists δ = δ ε > 0 such that W (Γ δ ) > 0, where Γ δ = {ϑ ∈ Θ : |ϑ − θ| < δ}, and for all ℓ ν and all ν 0
If parameter ρ = ρ α of the geometric prior distribution goes to zero as α → 0 at rate defined in (3.14), then relations (3.17) and (3.18) hold for all r > 0, i.e., the WSR procedure is asymptotically optimal with respect to all positive moments of the detection delay.
Hereafter ⌊x⌋ denotes the integer number less than or equal to x. We begin with showing that the asymptotic upper bound
holds for all r 1 under condition (3.23). To this end, note that we have the following chain of equalities and inequalities:
Consider the intervals (cycles) of the length N and let K n (ν, N ) = K n = ν + nN and
Since for any n 1 log R W ν+nN log Λ
we obtain
where we used the fact that, by Jensen's inequality,
Since the increments of the LLR are independent, the random variables λ Kn−1 Kn (W ), n = 1, . . . , ℓ, are independent, and hence,
By condition (3.23), for a sufficiently large a there exists a small δ a such that
Therefore, for any ℓ 1,
Combining this inequality with (3.25) and using the fact that L r,a = ∞ ℓ=1 ℓ r−1 δ ℓ a → 0 as a → ∞ for any r > 0, we obtain
(3.26)
Since ε ∈ (0, I θ ) is an arbitrary number, this implies the upper bound (3.24). Setting a α = log[(1 − ̺ α )/̺ α α] or more generally a α ∼ | log α| in (3.26) yields the upper bound (for all r 1, all ν 0, and all θ ∈ Θ)
Applying this upper bound together with the lower bound (3.8) (which holds due to condition (3.7)) proves (3.17). The proof of (3.18) is essentially analogous to that in the proof of Theorem 3.1(ii) above.
Asymptotic optimality under local PFA constraint
We now proceed with the pointwise and minimax problems (2.8) and (2.9) in the class of procedures with given LCPFA H (β, k * , m * ) defined in (2.6). Note that the asymptotic optimality results of the previous section are essential, since asymptotic optimality in class H (β, k * , m * ) is obtained by imbedding this class in class ∆(α, ρ) with specially selected parameters ρ and α.
The non-i.i.d. case
For any 0 < β < 1, m * 1 and k * > m * , define
(4.1) and
where ̺ 2,β =δ β ̺ 1,β and the functions 0 < ̺ 1,β < 1 and 0 <δ β < 1 are such that
For example, we can take
To find asymptotic lower bounds for the problems (2.8) and (2.9) in addition to condition (A 1 ) we impose the following condition related to the growth of the window size m * in the LCPFA: 
Proof. First, recall that by Lemma 3 in (Tartakovsky, 2018) , under condition (A 1 ) the lower bounds (3.8) hold for any r 1 and ν 0. Second, we show that for any 0 < β < 1, m * | log(1 − β)|/[| log(1 − ̺ 1,β )|] − 1 and k * m * , the following inclusion holds:
Indeed, let τ be from H(β, k * , m * ). Then, using definition of class H(β, k * , m * ), we obtain that P ∞ (τ m * ) β. Therefore, taking in (3.3) ̺ = ̺ 1,β , we obtain
Inclusion (4.7) implies that for all ν 0 and for a sufficiently small β > 0
Now, lower bounds (4.6) follow from lower bounds (3.8) and condition (H 1 ).
To establish asymptotic optimality properties of the WSR procedure with respect to the risks R Denote by T β the WSR procedure T a β with threshold a β given by 
Therefore, the WSR procedure T β is first-order asymptotically uniformly poitwise optimal and minimax in class H (β, k * , m * ), minimizing moments of the detection delay up to order r.
Proof. By Lemma 3.1, the WSR procedure T aα(̺) ∈ ∆(α, ̺) for any 0 < α, ̺ < 1. Now, definition (4.11) yields
* , the following inclusion holds:
Indeed, by definition of class ∆(α, ̺), we have that for any 0 < α, ̺ < 1 and any i 1
Let τ ∈ ∆(α 2 , ̺ 2,β ). Then, taking into account the latter inequality with i = k * and using definition of α 2 , we obtain that
i.e., τ belongs to H(β, k * , m * ). Using inclusion (4.14), we obtain that the stopping time T β belongs to H (β, k * , m * ) for any 0 < β < 1. Next, in view of definition of a β in (4.11) and of the form of the function ̺ 2,β in (4.3) we obtain, using condition (H 2 ), that lim β→0 log a β /| log β| = 1. Thus, by (3.16) in Theorem 3.1,
for all ν 0 and all θ ∈ Θ.
Comparing to the lower bound (4.6) implies (4.12).
To prove (4.13) it suffices to show that lim sup
(4.15)
Note that
where min Also, by inequality (A.25) in (Tartakovsky, 2018) , for an arbitrary 0 < ε < I θ
As a result, we obtain
This obviously yields the upper bound (4.15) and the proof is complete.
The following theorem establishes minimax properties of the WSR procedure with respect to the risk sup θ∈Θ1 max 0 ν k * α I r θ R r ν,θ (τ ) for compact subsets Θ 1 of Θ. It is absolutely similar to Theorem 3.2 and its proof follows almost immediately from Theorem 3.2 and Theorem 4.2, and for this reason it is omitted. 
The case of LLR with independent increments
As in Subsection 3.2, we now consider a particular (still quite general) case where the LLR process has independent increments. The following theorem is similar to Theorem 3.3.
Theorem 4.4. Assume that the LLR process {Z k k+n (θ)} n 1 has independent, not necessarily identically distributed increments under P k,θ , k 0. Suppose that conditions (H 1 ), (H 2 ), (A 1 ), and (3.23) are satisfied. Then asymptotic relations (4.12) and (4.13) hold for all r > 0, i.e., the WSR procedure T β is first-order asymptotically uniformly poitwise optimal and minimax in class H (β, k * , m * ) with respect to all positive moments of the detection delay.
Proof. The proof is almost immediate from Theorem 3.3 and Theorem 4.2 and is omitted.
Uniform concentration inequalities and sufficient conditions of asymptotic optimality for Markov processes
In this section, we obtain sufficient conditions for homogeneous Markov processes in order to verify condition (A 2 ) for this class of processes in particular examples. Let (X θ n ) n 1 be a class of time homogeneous Markov processes with values in a measurable space (X , B) defined by a family of the transition probabilities (P θ (x, A)) θ∈Θ for some fixed parameter set Θ ⊆ R p . In the sequel, we denote by E θ x (·) the expectation with respect to this probability. In addition, we assume that this process is geometrically ergodic, i.e., (B 1 ) For any θ ∈ Θ there exist a probability measure λ on (X , B) and the Lyapunov X → [1, ∞) function V θ with λ θ (V θ ) < ∞, such that for some positives constants 0 < R < ∞ and κ > 0,
Now, for some r > 0, we set υ * r (x) = sup
Let g be a measurable Θ × X × X → R function such that the following integrals exist 
Now for any measurable measurable Θ × X × X → R function g for which there exist the integrals (5.2) we introduce the deviation processes
Similarly to (5.1), we define for some r > 0
Proposition 1 of (Pergamenchtchikov and Tartakovsky, 2018) implies the following result.
Proposition 5.1. Assume that conditions (B 1 ) − (B 3 ) hold. Then for any r 2, for which υ * r (x) < ∞, g * r (x) < ∞ and h * r (x) < ∞, one has
Proposition 5.2. Assume that conditions (B 1 ) − (B 3 ) hold and υ * r (x) < ∞, g * r (x) < ∞ and h * r (x) < ∞ for some r 2. Then for any ε > 0 there exists δ 0 > 0 such that
Proof. First note that sup
Therefore, for any
we obtain that
Applying the bound (5.6) we obtain (5.7). Hence Proposition 5.2.
We return to the detection problem for Markov processes, assuming that the sequence of observations (X n ) n 1 is a Markov process, such that (X n ) 1 n ν is a homogeneous process with the transition (from x to y) density f 0 (y|x). In the sequel, we denote byP the distribution of this process when ν = ∞, i.e., when the Markov process (X j ) j 1 has transition density f 0 (y|x). The expectation with respect to this distribution we denote byĚ(·). Moreover, (X n ) n>ν is homogeneous positive ergodic with the transition density f θ (y|x) and the ergodic (stationary) distribution λ θ . The densities f 0 (y|x) and f θ (y|x) are calculated with respect to a sigma-finite positive measure µ on B.
In this case, we can represent the process Z k n (u) defined in (3.5) as
Therefore, in this case,
Moreover, if we assume that the density f u (y|x) is continuously differentiable with respect to u in a compact set K ⊆ Θ, then the inequality (5.3) holds with γ = 1 and for any function h(y, x) for which
(5.10) (C 1 ) Assume that there exists a set C ∈ B with µ(C) < ∞ such that
• For some 0 < ρ < 1 and D > 0 and for all x ∈ X and θ ∈ Θ,
where the function υ * r (x) is defined in (5.1), g * r (x) and h * r (x) are given in (5.5).
Theorem 5.1. Assume that conditions (C 1 ) − (C 2 ) hold for some compact set K ⊆ Θ. Then for any 0 <ř < r/2 condition (A * 2 (ř)) holds with I(θ) = λ θ ( g).
Proof. First note that it follows from Theorem A.1 in the appendix that the conditions (C 1 ) imply the property (B 1 ). So Proposition 5.2 yields that there exists a positive constant C * such that for any x ∈ X
where U * (x) = 1 + υ * r (x) + g * r (x) + h * r (x). Note now that
In view of the homogeneous Markov property we obtain that for I θ = λ θ ( g) the last probability can be represented as
Now condition (C 2 ) implies the property (A * 2 (ř)) for any 0 <ř < r/2.
Note that condition (C1.1) does not always hold for the chain (X n ) n 1 directly. Unfortunately, this condition does not hold for the practically important autoregression process of the order more than one. For this reason, we need to weaken this requirement. Similarly to (Pergamenchtchikov and Tartakovsky, 2018) we assume that there exists p 2 for which the chain ( X ι,n ) n ν for ν = ν/p − ι defined as X ι,n = X np+ι satisfies the following properties:
• For some 0 < ρ < 1 and D > 0 and for all x ∈ X , θ ∈ K, and 0 ι p − 1
(5.14)
Theorem 5.2. Assume that conditions (C2) and (C ′ 1 ) hold. Then for any 0 <ř < r/2 condition (A * 2 (ř)) holds with
Proof. Note again that by Theorem A.1 (see Appendix) conditions (C 1 ) yield condition (B 1 ) for ( X ι,n ) n ν , i.e., for some positive constants 0 < R ι < ∞ and κ ι > 0,
So, for any n p we can write that n = mp + ι for some 0 ι p − 1 and we obtain that
Now, the upper bound (5.12) implies
where R * = υ * max 0 ι R ι and κ = min 0 ι p−1 κ ι /p. Thus, using bound (5.13) we obtain condition (B 1 ) with R = e κ * p (υ * + υ * 1 ) + R * . Using now the same argument as in the proof of Theorem 5.1 we obtain Theorem 5.2.
Examples
We now present several examples that illustrate the general theory developed in Sections 3 and 4.
6.1. Example 1: Change in the parameters of the multivariate linear difference equation
Consider the multivariate model in R p given by X n = Ǎ n 1l {n ν} + A n 1l {n>ν} X n−1 + w n , (6.1) whereǍ n and A n are p × p random matrixes and (w n ) n 1 is an i.i.d. sequence of Gaussian random vectors N (0, Q 0 ) in R p with the positive definite p × p matrix Q 0 . Assume also thatǍ n = A 0 + B n , A n = θ + B n and (B n ) n 1 are i.i.d. Gaussian random matrixes N (0 , Q 1 ), where the p 2 × p 2 matrix Q 1 = E B 1 ⊗ B 1 is positive definite. Assume, in addition, that all eigenvalues of the matrix
are less than one in module. Define
where e j (A) is the jth eigenvalue of the matrix A, and assume further that the matrix θ ∈ Θ. In this case, the processes (X n ) n 1 (in the case ν = ∞) and (X n ) n>ν (in the case ν < ∞) are ergodic with the ergodic distributions given by the vectors [ (Klüppelberg and Pergamenshchikov, 2004) ]
i.e., the corresponding invariant measuresλ and λ θ on R p are defined aš
for any Γ ∈ B(R p ). According to (Feigin and Tweedie, 1985) we define the Lyapunov function as
where υ * 1,Ǐ m is the identity matrix of order m. As shown in (Feigin and Tweedie, 1985) , in this case for any x ∈ R p the quadratic form x ′ T (θ)x |x| 2 . Hence all eigenvalues of the matrix T (θ) are more than one. Let now K ⊂ Θ be some compact set. For some fixed N * > 1, define the set
By direct calculculation we can obtain that
Taking into account that the function T (θ) is continuous, we obtain that for any non-zero vector x ∈ R p and θ ∈ K 1 e min x ′ T (θ)x |x| 2 e max < ∞ , where e min = min
From here it follows that, for x ∈ C c , |x| 2 > N * /e max and, therefore, Now we choose N * > 1 sufficiently large to obtain positive term in the right side of the last inequality. So we obtain the drift inequality (5.11) for the the Lyapunov function defined in (6.3) with any coefficient υ * 1. The function g(u, y, x) can be calculated for any x, y from R p and u ∈ Θ as
where
Taking into account that the matrixes Q 0 and Q 1 are positive definite, we obtain that there exists some constant c * > 0 for which sup
(6.6) From this we obtain that condition (B 2 ) holds with γ = 1 and h(y, x) = c * (2θ max + |y|) and θ max = max u∈Θ |u| .
(6.7)
Moreover, note that in this case
The bound (6.6) implies that g * = sup x∈R p sup θ∈K g(θ, x) < ∞. Now, as in Example 4 in (Pergamenchtchikov and Tartakovsky, 2018) choosing V (x) = υ * (1 + x ′ T x δ ) with υ * = 1 + g * and any fixed 0 < δ 1 yields condition (C 1 ). Moreover, similarly to (6.8) we obtain that for any r > 0 and δr 2 |X j | δr < ∞ , (6.8)
whereĚ denotes the expectation with respect to the distributionP when ν = ∞. This implies (C 2 ). Therefore, taking into account that δ can be very close to zero and using Theorem 5.1 we get that for any r > 0 and any compact set K ⊂ Θ \ {A 0 } condition (A * 2 (r)) holds with I θ = E θ g(θ, ς θ ).
Example 2: Change in the correlation coefficients of the AR(p) model
Consider the problem of detecting the change of the correlation coefficient in the pth order AR process, assuming that for n 1 X n = a 1,n X n−1 + . . . + a p,n X n−p + w n , (6.9)
where a i,n = a i 1l {n ν} + θ i 1l {n>ν} and (w n ) n 1 are i.i.d., not necessarily Gaussian random variables with E w 1 = 0, E w 2 1 = 1. In the sequel, we use the notations a = (a 1 , . . . , a p ) ′ and θ = (θ 1 , . . . , θ p ) ′ . The process(6.9) is not Markov, but the p-dimensional process Φ n = (X n , . . . , X n−p+1 ) ′ ∈ R p (6.10)
is Markov. Note that for n > ν Φ n = AΦ n−1 + w n , Assume that the vectors a and θ belong to the set Θ = {u ∈ R p : max 1 j p |e j (A(u))| < 1} , (6.12)
where e j (A) denotes the jth eigenvalue for the matrix A. Note that, in this case, for any u from some compact set K ⊂ Θ and any y = (y 1 , . . . , y p ) ′ ∈ R p and x = (x 1 , . . . , x p ) ′ ∈ R p the function g(u, y, x) = y 1 (u − a) where θ max is defined in (6.7) It is clear that for any θ ∈ Θ the process (Φ n ) n>ν+p is ergodic with the ergodic distribution
(6.14)
Obviously, condition (C1.1) does not hold for the process (6.10). To fulfill this condition we replace this process by the embedded homogeneous Markov process Φ ι,n = Φ np+ι for some 0 ι p − 1. This process can be represented as Clearly, ζ n is Gaussian with the parameters (0, Q), where
One can check directly that this matrix is positive definite. Moreover, one can check directly that for any θ ∈ Θ and for any 0 ι p − 1 the process (6.15) is ergodic with the same ergodic distribution given in (6.14). Now for any fixed 0 < δ 1 we define the R p → R function V θ as Obviously, t max > 1. Note that, by the Jensen inequality, for any 0 ι < p
