We report molecular simulation studies of the freezing behavior of fluids in nano-porous media. The effect of confinement is to induce spatial constraints as well as energetic heterogeneity on the confined fluid, thereby altering the bulk phase behavior drastically. We consider the effect of the fluid-wall interaction energy on the shift of the freezing temperature and on the fluid structure, using a novel approach to calculate the free energy surface based on Landau theory and order parameter formulation. Corresponding states theory is then used to map out the global freezing behavior of a Lennard-Jones ͑LJ͒ fluid in model slit-shaped pores of varying fluid-wall interaction strengths. Using LJ parameters fitted to thermophysical property behavior, we predict the qualitative freezing behavior for a variety of fluids and nano-porous materials, based on a global freezing diagram. We have attempted to verify these predictions by comparing with experimental data for several systems, and show that in these cases, the experimental observations and the predictions are in agreement.
I. INTRODUCTION
Numerous experimental studies have been reported for freezing of fluids in pores. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] Most of the studies 1-17 using silica-based porous materials show a depression of the freezing temperature when compared with the bulk (⌬T f ϭT f ,pore ϪT f ,bulk Ͻ0). For a porous medium with an average pore size that is much greater than the size of the fluid molecules ͑large pore limit͒, the Gibbs-Thomson equation, 18 relates the shift in the freezing temperature (⌬T f ) to the average pore diameter (H) and the surface tensions of the pore wall with the confined fluid (␥ wl ) and the confined solid (␥ ws ). The Gibbs-Thomson equation is the freezing analogue of the Kelvin equation for condensation, and is based on classical thermodynamics. Experiments done on silicabased pores followed a linear relationship between ⌬T f and 1/H in accordance with the Gibbs-Thomson equation, in the limit of large pores. For a particular range of values of ␥ wl and ␥ ws , the Gibbs-Thomson equation predicts an elevation in freezing temperature of the confined fluid (⌬T f Ͼ0). This possibility was investigated in a simulation study that looked at the effect of confinement on freezing of simple fluids in slit pores by Miyahara and Gubbins. 19 Miyahara and Gubbins studied freezing of the Lennard-Jones ͑LJ͒ methane in slit-shaped pores with different pore-wall interactions. The authors defined ''attractive pores'' as those for which the potential energy of interaction of the pore wall with the confined fluid is more attractive than the potential energy of interaction that would result if the pore wall were to be made up of the solid phase of the fluid molecules that are confined; ''repulsive pores'' were defined as those in which the inverse is true. Their study found that the hysteresis freezing temperature was increased for attractive pores and lowered for repulsive pores, relative to the bulk material. The hysteresis freezing temperature, as opposed to the thermodynamic freezing temperature, is defined as the limit of metastability of the liquid phase during freezing. Maddox and Gubbins 20 studied freezing and melting of simple fluids in pores of cylindrical geometry, and reached similar conclusions. However, they found important differences because of the increased confinement in a cylindrical geometry. In particular, the additional confinement led to downward shifts in the freezing temperatures when compared to confinement in a slit geometry. The predictions of Miyahara and Gubbins were confirmed by rigorous free energy studies, in which the thermodynamic freezing temperature in confined systems was calculated. 21, 22 These studies also established that the freezing transition was first order in such confined systems.
Recently, Kaneko et al. 23, 24 studied freezing of CCl 4 in activated carbon fibers using differential scanning calorimetry ͑DSC͒, and reported an elevation in T f for the confined system, thus verifying the prediction made by simulations. 19, 22 The authors argued that, due to the high density of covalently bonded carbon atoms in graphite, the fluid-wall interaction is large and hence the observation is consistent with the previous simulation studies. In a different study, Sliwinska-Bartkowiak et al. 17 studied the effect of confining CCl 4 in silica-based pores ͑CPG and VYCOR͒ that have a rather weak fluid-wall interaction, and observed a depression of the melting temperature. These experimental studies provided an overall picture of the effect of the fluid-wall interaction on the melting of confined CCl 4 , drawing a parallel with the simulation study of Miyahara and Gubbins. In order to further elucidate the effect of the pore-wall interaction it is necessary to understand the inhomogeneity of the fluid structure in the confined space. In the free energy study by Radhakrishnan and Gubbins of LJ methane in a graphite slit pore, 22 the presence of a thermodynamically stable intermediate phase lying between the liquid phase and the solid phase was established in a rigorous manner. The study led to the conclusion that the contact layers ͑the layers closest to the pore walls͒ freeze at a higher temperature than the inner layers, and thus the intermediate phase has the structure such that the contact layers are crystalline while the inner layers are liquidlike. The effect of the freezing of the contact layers at an elevated temperature compared to the inner layers causes a significant deviation from the linear behavior predicted by the Gibbs-Thomson equation in the case of smaller pores 24 (HϽ5 f f ). There have been experimental reports that investigated the structure of the confined phases through NMR and x-ray diffraction techniques. Overloop and Van Gervan 14 studied freezing of water in porous silica using NMR, and they suggest that in the confined solid phase up to three molecular layers adjacent to the pore wall ͑which they term ''bound water''͒ have a structure that is different from the crystal phase and from that of the free liquid. The rest of the water molecules in the pore interior were in the form of cubic ice (I c ) and the freezing temperatures were consistent with the Gibbs-Thomson equation. Morishige and Nabuoka 12 used x-ray diffraction to study water in siliceous MCM-41 having a range of pore sizes, and also confirmed the existence of a disordered layer of water molecules near the pore wall, with the inner region being the I c phase. Morishige and Kawano 13 also studied water in Vycor glass and found evidence for both the cubic I c phase as well as the ordinary hexagonal (I h ) phase. Baker et al. 15 studied the nucleation of ice in sol-gel silicas and MCM-41 and found that the crystal structure depends strongly on the conditions and nature of the porous material, showing characteristics of both I h and I c forms. Morishige and Kawano 13 have reviewed other experimental studies of the freezing/melting behavior of water in porous silicas and glasses.
In a recent study, Booth and Strange 16 examined the melting of cyclohexane in porous silica using the NMR technique. The melting temperature was below the bulk melting point, and in the confined solid phase there were two distinct components of the transverse relaxation time. The short component ͑15-30 s, comparable to the crystal phase in the bulk͒ was attributed to the crystal phase in the interior of the pore, and the long component was attributed to a liquidlike contact layer ͑the layer adjacent to the pore walls͒. Further lowering of temperature led to the freezing of the surface ͑contact͒ layer as well.
Sliwinska-Bartkowiak and co-workers attempted to characterize the melting/freezing transition for a dipolar fluid, nitrobenzene confined in controlled pore glass of different pore sizes, using DSC and dielectric relaxation spectroscopy. 17 The depression in the melting temperature followed the Gibbs-Thomson equation for pore sizes larger than 7.5 nm; however, significant deviation was observed for a smaller pore width. The results from both experiments were in good agreement. The authors also made a quantitative estimate of the rotational relaxation time in the fluid and crystal phases by fitting the complex permittivity ⑀* ϭ⑀Ј()Ϫi⑀Љ() measurements to the Debye dispersion equation. In addition to the liquid and crystal phase relaxation, a third relaxation component was observed, that supported the existence of a contact layer with dynamic properties that were more liquidlike, and different from the inner layers as found in the previous studies.
The experimental studies involving x-ray diffraction as well as NMR methods, and the simulation studies involving free energies, establish the presence of a stable intermediate inhomogeneous confined phase that has important consequences for the nature of the phase transition, as well as the shift in the freezing temperatures. Experiments done on silica based pores ͑weaker wall-fluid interaction͒ 17, 25 conclude that the contact layers freeze at a lower temperature than the inner layers while the simulation studies involved graphite pores ͑strong wall-fluid interaction͒ predict that the contact layers freeze at an elevated temperature compared to the inner layers.
In this paper, we use an order parameter formalism combined with Landau theory 22 to investigate the effect of varying pore width, fluid-fluid and fluid-solid interactions on the shift in the freezing temperature, the presence or absence of a contact layer phase and the structure of these phases. Based on these calculations we develop a global freezing diagram that predicts the freezing behavior for a variety of fluids in common porous systems.
II. METHODS

A. Simulation
We performed grand canonical Monte Carlo ͑GCMC͒ simulations of Lennard-Jones methane adsorbed in slitshaped pores of width Hϭ7.5 f f , H being defined as the perpendicular distance between the planes passing through the nuclei of the first layer of molecules that make up the pore walls of the slit-shaped pore. The interaction between the adsorbed fluid molecules is modeled using the LennardJones ͑12,6͒ potential with size and energy parameters chosen to describe methane ( f f ϭ0.381 nm, ⑀ f f /k B ϭ148.1 K͒. The pore walls are modeled as a continuum of LJ molecules using the''10-4-3'' Steele potential 26, 27 given by
͑1͒
Here, the 's and ⑀'s are the size and energy parameters in the Lennard-Jones ͑LJ͒ potential, the subscripts f and w denote fluid and wall, respectively, ⌬ is the distance between two successive lattice planes of graphite, z is the coordinate perpendicular to the pore walls and k B is the Boltzmann's constant. For a given pore width, H, the total potential energy from both walls is given by
The strength of attraction of the pore walls relative to the fluid-fluid interaction is determined by the coefficient
Throughout the study the fluid-fluid interaction was kept fixed and the parameters for the wall potential were varied. Six different sets of parameters were chosen for pore-wall interaction that ranged from a purely repulsive wall to a strongly attractive wall; see Table I . The simulation runs were performed in the grand canonical ensemble, fixing the chemical potential , the volume V of the pore and the temperature T. The dimensions of the rectilinear simulation cell were 10 f f ϫ10 f f ϫH for the most part of the study, however, we also performed a system size scaling study that involved system sizes as large as 40 f f ϫ40 f f ϫH. The system typically contained up to 700 adsorbed molecules ͑up to 12 000 molecules for the case of the largest system used in the system size scaling analysis͒. Periodic boundary conditions were employed in the two dimensions defining the plane of the pore walls. The simulation was set up such that insertion, deletion and displacement moves were attempted with equal probability, and the displacement step was adjusted to have a 50% probability of acceptance. Thermodynamic properties were averaged over 100-1000 million individual Monte Carlo steps. The length of the simulation was adjusted such that a minimum of 50 times the average number of particles in the system would be inserted and deleted during a single simulation run. We note that the geometry of the simulation box in our study is not commensurate with the crystal structure in the confined solid phase. However, it was ensured that the simulation box size was large enough to avoid any artifacts due to the incommensurability between the shape of the simulation box and the crystal structure.
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B. Free energy
The method to calculate the free energy relies on the calculation of the Landau free energy as a function of an effective bond orientational order parameter, ⌽, using GCMC simulations. The Landau free energy is defined by 28 
⌳͓⌽͔ ϭ Ϫk
where P͓⌽͔ is the probability of observing the system having an order parameter value between ⌽ and ⌽ϩ␦⌽. The probability distribution function P͓⌽͔ is calculated in a GCMC simulation by collecting statistics of the number of occurrences of a particular value of ⌽ in the form of a histogram, with the help of umbrella sampling. 29 For a particular phase, for instance phase A, the grand free energy ⍀ A is related to the Landau free energy by
The grand free energy at a particular temperature can be calculated by numerically integrating over the order parameter range (⌽ min,A -⌽ max,A ) that corresponds to the particular phase A in consideration. More complete details of the method for confined systems are given elsewhere. 22, 30, 31 We use a two-dimensional order parameter previously introduced by Mermin 32 to characterize the order in each of the molecular layers:
⌽ j measures the hexagonal bond order within each layer j. Nearest neighbors in the same layer of a given molecule were identified as those molecules that were less than a cutoff distance r nn away. We used a cutoff distance r nn ϭ1.3 f f , corresponding to the first minimum in the g(r) function. Each nearest neighbor bond has a particular orientation in the plane of the given layer, with respect to a reference axis, and is described by the polar coordinate . The index k runs over the total number of nearest neighbor bonds N b in layer j. The overall order parameter ⌽ is an average of the hexagonal order in all the layers:
͑6͒
For molecules with isotropic interaction potential the only two-dimensional closed packed structure is the hexagonal crystal. The quantity ⌽ is invariant under rotation about the z axis. We expect ⌽ϭ0 when all the layers have the structure of a two-dimensional liquid, ⌽ϭ1 in the solid phase and 0Ͻ⌽Ͻ1 in the orientationally ordered hexatic phase.
C. Dielectric relaxation spectroscopy
The capacitance, C, and the tangent loss, tan(␦), of the capacitor filled with nitrobenzene between the plates were measured in the frequency range, between 1 Hz and 10 MHz, for various temperatures. 17 For the case of nitrobenzene confined in activated carbon fibers ͑ACF͒, the sample was introduced between the capacitor plates as a suspension of porous particles in pure nitrobenzene. The contributions to the complex relative permittivity *ϭЈϪiЉ were determined. The electrodes were blocked using a dielectric ͑te-flon͒ for samples containing the ACF, as the suspension was conducting. The Debye dispersion relation for an isolated dipole rotating in a viscous medium under alternating electric field was used to calculate the orientational relaxation time from the premittivity dispersion spectrum.
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III. RESULTS
A. Phase behavior
The Landau free energy for the confined methane was calculated as a function of the order parameter ⌽ for different temperatures and different pore models. The different phases are identified by the different minima in the Landau free energy curves. Each phase is characterized by calculating the average value of the order parameter and the twodimensional, in-plane pair correlation functions in each of the molecular layers by constraining the phase space trajectory such that only configurations whose average value of the order parameter lie in the range ⌽ min,phase and ⌽ max,phase of the particular phase in consideration, is sampled. The calculated averages and pair correlation functions are insensitive to the exact values of ⌽ min,phase and ⌽ max,phase chosen, as both of them will lie close to the corresponding local maximum in the Landau free energy function. The region around the local maximum in the Landau free energy corresponds to low probability configurations that have negligible contributions to the average value of the thermodynamic property in question.
The systems studied here are summarized in Table I . The Landau free energy functions are plotted for four different models of the pore walls in Fig. 1 . The minimum that occurs at the values of order parameter near zero corresponds to the liquid phase. The minimum close to an order parameter value of 1.0 corresponds to the crystalline phase. For certain pore models an intermediate phase lies between the liquid and the crystalline phase. The temperature in each case is chosen such that the free energy difference between the intermediate phase and the liquid phase or the crystalline phase ͑which ever has a lower free energy͒ ⌬ min is a minimum:
In Eq. ͑7͒ ''liq,'' ''cry'' and ''int'' refer to liquid, crystal and intermediate phases, respectively, and the function Min͕ f ͖ T minimizes f with respect to T. For repulsive and weakly attractive walls, the intermediate phase is at best metastable. For strongly attracting walls, the intermediate phase exists as a thermodynamically stable phase for a certain range of temperatures. The plot of ⌬ min versus the relative strength of the fluid-wall to the fluid-fluid interaction ␣ is shown in Fig. 2 . For values of ␣ less than 0.48, ⌬ min is always positive, and thus only two thermodynamically stable phases exist, liquid and crystalline. For values greater than 0.48, three stable phases exist in the system. For the case of the purely repulsive pore, the disordered phase exists as a three-dimensional liquid and the ordered phase is a fcc crystal. The increase in the ␣ value for the pore model induces layering in the system, distinct molecular layers forming parallel to the plane of the pore walls. In these cases the individual molecular layers exist as a quasi-twodimensional liquid in the disordered phase and as twodimensional hexagonal crystal in the crystalline phase. The intermediate phase is a partially ordered phase. In the case of a weakly attractive pore, the contact layers ͑i.e., the layers adjacent to the two pore walls͒ are liquidlike while the inner layers are crystalline ͓see Fig. 3͑a͔͒ ; thus the contact layers freeze at a lower temperature compared to the inner layers. For the case of a strongly attractive pore, the intermediate phase is characterized by crystalline contact layers and liquidlike inner layers; in this case the contact layers freeze at a   FIG. 1 . The Landau free energy as a function of the order parameter for LJ methane in four different pore models: ͑a͒ ␣ϭ0 at Tϭ60K; ͑b͒ ␣ϭ0.34 at Tϭ84 K; ͑c͒ ␣ϭ0.68 at Tϭ96 K; ͑d͒ ␣ϭ2.14 at Tϭ113 K.
higher temperature compared to the inner layers ͓Fig. 3͑b͔͒. The reversal of the freezing behavior of the contact layers occurs for ␣ values between 0.85 and 1.15. The crossover of the branches of the grand free energy of the liquid, intermediate and the crystal phases determines the freezing temperature of the contact layers as well as the inner layers. The values of the freezing temperature as a function of the strength of the fluid-wall interaction parameter ␣ are summarized in Table I . The bulk freezing temperature of LJ methane is 101.4 K. It is also observed that for weakly attractive pores (␣Ͻ0.85) there is a depression in the freezing temperature and for strongly attractive pores (␣Ͼ1.15) there is an elevation in the freezing temperature, when compared to the bulk.
For a LJ fluid confined in a slit pore having a continuum ''10-4-3'' potential walls, the configurational partition function in the canonical ensemble Q config (N,V,T), is given by
where the integration is over all r i , i.e., r 1 ,r 2 ,r 3 , etc., N is the number of molecules in the system, V is the volume of the system, r i represents the spatial coordinates of molecule i, ''f '' accounts for the fluid-fluid interaction and ''g'' accounts for the fluid-wall interaction. Thus,
Typical fluid and pore systems have similar f f and f w values for small adsorbate molecules, and for a narrow range of these size parameters, g is a weak function of f f and f w . Thus, from the principle of corresponding states, 33 to a good approximation for small adsorbates, ⌳*Ϸ ⌳*͓N,V*,T*,␣,H*͔ ͑10͒
and T f *ϷT f *͓␣H*͔.
For a LJ fluid confined in a model slit pore with ''10-4-3'' potential, Eq. ͑10͒ implies that the complete phase behavior including the freezing temperature is predictable from the knowledge of the Landau free energy as a function of the order parameter and temperature. The value of ␣ together with results such as those in Fig. 1 , in reduced variables, can be used to predict the freezing properties of the particular LJ system under consideration. In order to predict the freezing properties of realistic fluid/pore systems, the respective fluid-fluid and fluid-wall interactions are approximated using the LJ potential and the slit pore model. The LJ parameters for the fluid are chosen to reproduce thermophysical data ͑second virial coefficients or viscosity͒ of the bulk gas. The pore model parameters, ww ,⑀ ww , w and ⌬, are chosen such that molecular simulation results of adsorption of LJ nitrogen matches the experimental results at 77 K. Based on the fitted potential parameters, the calculated value of ␣ is used to predict the freezing temperatures of the contact layers as well as that of the inner layers, and also the structure of the confined fluid in various phases. Three different categories of fluids were chosen: Table II . For dipolar and hydrogen bonding fluids the approximation of the fluid-fluid interaction by a LJ potential is a drastic one, however, the predicted freezing behavior is expected to be qualitatively correct. Two different models of slit pores are considered: a strongly attractive pore with interaction parameters chosen to model graphitic carbon pores, and a weakly attractive pore modeled on silica walls. The size parameter f w to be used in the 10-4-3 potential is taken to be ( f f ϩ ww )/2. For simple fluids, the energy parameter ⑀ f w is calculated as (⑀ f f ⑀ ww ) 0.5 , consistent with the Lorentz-Berthlot mixing rule. For dipolar and hydrogen bonded fluids, the LJ fluidfluid parameters given in Table II include, in some approximate, averaged fashion, the effects of direct electrostatic and induction interactions. The use of the ⑀ f f values given in Table II in , to estimate ⑀ f w is therefore not appropriate. We expect direct electrostatic and induction interactions between such fluid molecules and the wall to be small, and we therefore neglect them. The LJ fluid-wall energy parameter is taken to be
where ⑀ f f dispersion is the LJ parameter value that represents only the dispersion contribution. For HCl, HI, C 6 H 5 NO 2 and NH 3 , the values of ⑀ f f dispersion fitted to the Stockmayer potential 34 were used in Eq. ͑11͒, while for H 2 O the value fitted to the SPC-E model was used. These values are given in Table III . Interaction parameters that characterize the pore walls are given in Table IV. The global freezing diagram for typical fluid/pore systems is given in Fig. 4 . Each fluid is placed on the vertical axis depending on the porous material in which it is confined and the ␣ value. The systems that lie in region 1 (␣ Ͼ1. 15 
IV. DISCUSSION
The global freezing diagram ͑Fig. 4͒ predicts the freezing temperatures of the contact and the inner layers and the confined fluid structure in the different phases for a variety of fluids in slit pores with model parameters to suit silica and graphite interactions. It is clear that the strength of the fluidwall interaction relative to the fluid-fluid interaction (␣) plays a very important role in determining the freezing temperature as well as the structure of the confined fluid. The estimates of the freezing temperature for many systems are to be regarded as approximate, because of the simplicity of the pore models and the interaction potentials used to predict the phase diagram. Comparison between simulation and experiment is expected to be in nearly quantitative agreement for the case of simple fluids in graphite pores, for which the pore model and interaction potentials are best suited. In the case of polar and H-bonding fluids, approximating the fluidfluid potential as LJ can lead to quantitative differences; however, we expect qualitative agreement with experiment. For the case of silica based pores, the freezing temperature in Fig. 4 is expected to be an overestimation of the actual experimental values, as most silica based porous materials ͑CPG, VYCOR, MCM-41, etc.͒ have cylindrical pore geometry instead of slit pore geometry. The additional confinement due to the cylindrical geometry has the same effect as reduction in ␣ values, due to additional steric constraints on the formation of the confined crystal phase. 20, 25 Experimental studies have been reported that confirm the predictions of the global freezing diagram. Radhakrishnan et al. 23, 24 studied freezing of CCl 4 in activated carbon fibers using differential scanning calorimetry, and observed a large increase ͑57 K͒ in the freezing temperature of the confined fluid compared to the bulk, which is consistent with the predictions of Fig. 4 . Other experimental reports on freezing of CCl 4 in CPG and VYCOR pores ͑silica glasses͒ using DSC 17 find a depression in the freezing temperature when compared to the bulk. These trends are consistent with the weak potential of interaction experienced by the CCl 4 molecules due to the silica walls, and agree qualitatively with the predictions of the global phase diagram. The authors also studied freezing of nitrobenzene in silica based pores using dielectric relaxation spectroscopy ͑DS͒ 17 and found similar trends on the depression of the freezing temperature, which again confirms to the predictions of the global phase diagram. In addition to the freezing temperature, the DS measurements of the rotational relaxation times of the dipolar molecules also showed that the contact layers have different dynamic and structural properties compared to the pore interior. The authors found that the freezing temperature of the contact layers ͑as measured by the jump in the value of the dielectric relaxation time͒ was less than that of the inner layers ͑as measured by the jump in the value of the dielectric constant 25, 36 ͒. This behavior implies that the structure of the confined intermediate phase in the silica based pores is the same as that of the intermediate phase described by Fig. 3͑b͒ . Following the study of Sliwinska-Bartkowiak et al., 17 we performed dielectric relaxation spectroscopy studies on the freezing of nitrobenzene in activated carbon fibers. Due to the conducting nature of the pore material, the electrodes were blocked us- ing a thin film of teflon before studying the frequency response. The experimental procedure is outlined in Sec. II C, and in more detail in Ref. 17 . A plot of the dielectric relaxation times as a function of temperature is shown in Fig. 5 for nitrobenzene confined in the micropores of the ACF material. The bulk melting temperature for nitrobenzene is 5.6°C and is denoted by the dashed vertical line. For the confined fluid, the corresponding freezing and melting temperatures are 3°C and 8°C, respectively, as seen from the discontinuities in values of the dielectric relaxation times during the freezing and melting runs. We can therefore conclude that the shift in the freezing temperature due to confining the nitrobenzene molecules in ACF is nearly zero in the experiments, which is consistent with the predictions of Fig. 4 . Figure 4 shows that the nitrobenzene/graphite system lies in the boundary of regions 1 and 2, and is therefore expected to have a very small shift if any in the freezing temperature due to confinement. We note that the relaxation times for the liquid in the confined system is much larger than the typical bulk liquid, because the measured relaxation time is that of the contact layers of nitrobenzene that experience a deep potential energy well due to the pore walls and hence are in a orientationally ordered hexatic state. 22, 35 The relaxation times for the inner layers in their liquid state are in the range of nano-seconds, and are outside the frequency range of our measurements. On freezing, the crystalline phase relaxation in the bulk as well as in the pore are of the order of milli-seconds. 17, 36 Experimental studies performed using the surface force apparatus are most suited for direct comparison with the predictions of the global phase diagram. The surface force apparatus consists of two parallel plates with mica surfaces in which the spacing between the mica surfaces can be controlled at the scale of an angstrom or less. Such a system can be modeled using the slit pore approximation as we have done in our study. Klein and Kumacheva 37 studied freezing of cyclohexane between parallel mica surfaces ͑slit shaped geometry͒ and observed a significant increase in the melting temperature on confinement. There has been contradicting reports on the nature of the shift in the freezing temperature of cyclohexane between parallel mica surfaces in a surface force apparatus. 38 However, a recent simulation study 39 based on the experimental system of Klein and Kumacheva, also predicted an elevation in the freezing temperature. The model parameters used to mimic the mica interaction in the study 39 yielded an ␣ value of 2.47 for cyclohexane confined between the mica surface, which falls in region 1 in the global phase diagram ͑Fig. 4͒, consistent with the elevation in the freezing temperature. A more convincing evidence that supports the verification of the global phase diagram is based on the experimental study of Watanabe et al., 40 which reported an elevation of freezing temperature for benzene confined in activated carbon fibers. The ␣ value for a LJ benzene ͑fitted to reproduce the melting point of benzene in the bulk͒ in graphite is 2.15; thus, the freezing temperature elevation is again consistent with the global phase diagram.
The simulation results reported in Figs. 1-4 are for a fixed pore width H of 7.5 f f . As the pore width is reduced the confinement effect on the freezing behavior is enhanced. In addition, there is an effect due to variation in the interlayer distance ͑average distance between the confined molecular layers͒, which depends on the pore width H. The ease with which the fluid freezes in the pore and the extent of the hysteresis loops depend crucially on the inter-layer separation d; Refs. 19, 22, 24, 41 . For d/ f f у0.95 the fluid freezes into a defect free crystal in our simulations, with hysteresis loops observed during adsorption and desorption spanning 2-10 K. The defects in the crystal structure increase in the range 0.90рd/ f f р0.95, with the extent of hysteresis loops increasing to about 10-30 K; the thermodynamic freezing temperature of the inner layers decreases as d decreases. For dр0.90, the inner layers of the confined fluid do not undergo a freezing transition. Thus, the thermodynamic freezing temperature is not a smooth function of pore width and shows oscillatory behavior because of its crucial dependence on d. There are windows of pore widths where the fluid does not freeze because of the lower bound in the value of d ϭ0.90 f f that supports freezing.
24 Figure 6 shows the Lan- dau free energy curves for LJ methane in two graphite pores which have the same number of confined molecular layers but different values for the inter-layer separation d, i.e., slightly different pore widths. The hysteresis loops resulting from the freezing and melting curves are very different for the different pore widths ͑about 8 K for the 7.5 f f pore, and about 25 K for the 7.2 f f case͒. It is evident from the Landau free energy plots that the barrier to nucleation in Fig.  6͑b͒ is much larger than in Fig. 6͑a͒ . The obvious explanation is that the steric hindrance for the formation of the confined crystal phase is much larger in the slightly smaller pore. The extent of the hysteresis loops depends on the temperature span between the limit of metastability of the melting and freezing processes, i.e., the difference in temperatures between the state point at which the minimum corresponding to the liquid phase turns into a shoulder, and the state point at which the minimum corresponding to the crystalline phase becomes a shoulder. From Fig. 6 it is clear that the free energy fluctuation required to nucleate a new phase within an existing phase is greater for the slightly smaller pore width and hence the temperature span between the limits of metastability of the liquid phase and the crystalline phase is correspondingly large; it is also evident that the thermodynamic melting/freezing transition temperature for the 7.2 f f pore ͑which is close to 101 K͒ is less than for the 7.5 f f pore ͑which is 113 K͒. Since the real porous material is networked and has a pore size distribution, 24, 42, 43 the freezing transition tends to be smeared out ͑less sharp͒ because of the effect the interlayer separation has on the freezing temperature, T f (H). Other factors that have been neglected in our model are the anisotropic polarizability of the graphite walls, 44 which is expected to have a negligible effect on the interaction energy for simple fluids, it can account for 5%-10% of the fluid-wall potential energy for strongly dipolar molecules such as water.
In conclusion we comment on the methodology used to calculate the freezing temperature and characterize the phase behavior. The Landau free energy formalism was used to calculate the grand free energy of the fluid and crystalline states as a function of temperature, for LJ CCl 4 confined in slit-shaped pores. The free energy difference between the ordered and the disordered state is directly calculated. In addition to the free energy, a quantitative estimate of the free energy barrier to nucleation is obtained, although such a quantity is sensitive to system size effects. However, the absolute value of the free energy difference is only a weak function of system size, and is estimated to an accuracy of 1k B T, as shown by Lynden-Bell et al. 31 The exact location of the equilibrium transition temperature by free energy calculation is an improvement over methods that use the jump in density to locate the freezing/melting points in terms of accuracy, as it is independent of the width of the hysteresis loops. Previously existing methods to calculate the free energy of a confined solid phase in simulations are all based on thermodynamic integration. 21, 45 This method involves a numerical integration of the Gibbs free energy starting from a known reference phase ͑the Einstein crystal for the solid phase and the ideal gas for the liquid phase͒ to the state point of interest. It relies on finding a suitable path of integration which is thermodynamically reversible, i.e., the path does not intersect any phase boundary characterized by a first order transition. Thus, the free energy study in Ref. 21 was limited to confined systems with repulsive or weakly attractive wall-fluid potentials ͑pore models for which ␣Ͻ0.48 so that the intervening intermediate phase is never a thermodynamically stable phase, hence the path of integration does not run into a first order phase transition͒. For the more ubiquitous case of a wall-fluid potential that is moderately or strongly attractive (␣Ͼ0.48), this method breaks down. This is because the intermediate phase becomes a thermodynamically stable phase. This makes it impossible to find a reversible path from the ideal gas phase to the fluid phase, since any such path runs into a first order transition leading to the formation of the intervening intermediate phase. Thus one should exercise great caution in using the thermodynamic integration methods in confined systems ͑or inhomogeneous systems in general͒ because of the subtle phase transitions driven by the external potential that lead to formations of inhomogeneous phases that are thermodynamically stable. Such problems are circumvented by the use of the order parameter formulation and the Landau approach.
The level of the Landau theory used in this study is still an approximation as it does not allow the order parameter to be explicitly spatially inhomogeneous. Instead, an average order parameter is used that takes into account the spatial fluctuations at a crude level but does not take into account the orientational fluctuations in the order parameter. In this sense, the field theoretic method used in this study comes under the general class of mean field approximations. This approximation is expected to give reliable and quantitative correct results in studying crystalline phases in which there is a very strong coupling between the phase of the orientational order parameters in different molecular layers ͓since the order parameter ⌽ in Eq. ͑5͒ is a complex number, it has a magnitude as well as a phase associated with it͔. This prevents spatial variations in the phase of the orientational order parameter. However, when studying other systems with hexatic order, the level of mean field theory used here fails to capture the spatial variations in the phase of the order parameter. In such cases a more generic form of the order parameter formalism ͑the Landau-Ginzburg approach͒ is more appropriate, as the free energy can be calculated as a function of the spatially varying order parameter. 46, 35 The other main approximation in the methodology is the use of corresponding states theory in relation to freezing transitions. Although this principle is valid for the LJ model systems that we have used in this study, it should be noted that the global freezing diagram ͑Fig. 4͒ is based on Eq. ͑10͒, which is derived on the assumption that the Landau free energy function is a weak function of the LJ size parameters. Thus, the global freezing diagram is not expected to work very well for predicting the freezing temperatures of large molecules like butane and higher alkanes ͑nor for any other functional derivatives of these large molecules like alcohols, amines, etc.͒.
The corresponding states theory is known not to work as well with freezing transitions as with vapor-liquid transitions in real laboratory systems. The primary reason for the poor performance of the corresponding states theory for freezing transitions is the importance of three body effects in the formation of the crystalline phase; this is not captured by simple two-parameter models like Lennard-Jones. 47 However, the qualitative trends we have obtained from such a principle are still reliable, as the predictions are consistent with numerous experimental studies.
