Abstract-A nonparametric anomalous hypothesis testing problem is investigated, in which there are totally n observed sequences out of which s anomalous sequences are to be detected. Each typical sequence consists of m independent and identically distributed (i.i.d.) samples drawn from a distribution p, whereas each anomalous sequence consists of m i.i.d. samples drawn from a distribution q that is distinct from p. The distributions p and q are assumed to be unknown in advance. Distribution-free tests are constructed by using the maximum mean discrepancy as the metric, which is based on mean embeddings of distributions into a reproducing kernel Hilbert space. The probability of error is bounded as a function of the sample size m, the number s of anomalous sequences, and the number n of sequences. It is shown that with s known, the constructed test is exponentially consistent if m is greater than a constant factor of log n, for any p and q, whereas with s unknown, m should have an order strictly greater than log n. Furthermore, it is shown that no test can be consistent for arbitrary p and q if m is less than a constant factor of log n. Thus, the order-level optimality of the proposed test is established. Numerical results are provided to demonstrate that the proposed tests outperform (or perform as well as) tests based on other competitive approaches under various cases.
I. INTRODUCTION

I
N THIS paper, we study an anomalous hypothesis testing problem (see Fig. 1 ), in which there are totally n sequences out of which s anomalous sequences need to be detected. Each typical sequence consists of m independent and identically distributed (i.i.d.) samples drawn from a distribution p, whereas each anomalous sequence contains i.i.d. samples drawn from a distribution q that is distinct from p. The distributions p and q are assumed to be unknown. The goal is to build distribution-free tests to detect the s anomalous data sequences generated by q out of all data sequences.
Solutions to this problem are very useful in many applications. For example, in cognitive wireless networks, channel measurements follow different distributions p or q depending on whether the channel being measured is busy or vacant. A major issue in such networks is to identify vacant channels out of a large number of busy channels that can then be used to improve spectral efficiency. This problem was studied in [2] and [3] under the assumption that p and q are known, whereas in this paper, we study the problem with unknown p and q. Other applications include detecting anomalous events in sensor monitoring networks [4] , distinguishing diseased groups with aberrant genetic markers [5] , identifying differently expressed genes from gene expression profiles [6] , distinguishing virus infected computers from other virus free computers [7] , detecting rare objects from astronomical data that might lead to scientific discoveries [8] , and distinguishing slightly modified images from other untouched images.
The parametric model of this problem has been well studied, e.g., [2] , [3] , in which it is assumed that p and q are known in advance. However, the nonparametric model is less explored, in which it is assumed that p and q are unknown and can be arbitrary. Recently, Li, Nitinawarat and Veeravalli proposed the nonparametric divergence-based generalized likelihood tests in [9] , and characterized the error decay exponents of these tests.
However, only the case when p and q are discrete with finite alphabets was studied in [9] , and their tests utilize empirical probability mass functions of p and q.
In this paper, we study the fully nonparametric model, in which p and q are arbitrary, i.e., not necessarily discrete. The major challenges to solve this problem (compared to the discrete case studied in [9] ) lie in: (1) accurately estimating distributions that may be continuous with limited numbers of samples for further anomalous hypothesis testing; (2) designing low complexity tests with distributions that may be continuous; and (3) building distribution-free consistent tests and further guaranteeing exponential error decay for arbitrary distributions.
Our approach adopts the maximum mean discrepancy (MMD) introduced in [10] as the distance metric between two distributions. The idea is to map probability distributions into a reproducing kernel Hilbert space (RKHS) (as proposed in [11] , [12] ) such that the distance between the two probability distributions can be measured by the distance between their corresponding embeddings in the RKHS. MMD can be easily estimated based on samples, and hence yields low-complexity tests. In this paper, we apply MMD as a metric to construct our tests for detecting anomalous data sequences. In contrast to consistency analysis in classical theory as in [9] , which assumes that the problem dimension (i.e., the number n of sequences and the number s of anomalous sequences) is fixed and the sample size m increases, our focus is on the regime in which the problem dimension (i.e., n and s) increases. This is motivated by those applications, in which anomalous sequences are required to be detected out of a large number of typical sequences. It is clear that as n becomes larger (even with fixed s), there is a greater chance that some typical sequences generated by p exhibit statistical behavior deviating from p and may be mistakenly classified as anomalous sequences. The situation with increasing s makes it even more challenging to consistently detect all anomalous sequences. It then requires that the sample size m increase correspondingly in order to guarantee accurate detection. Hence, we are interested in characterizing how the sample size m should scale with n and s in order to guarantee consistent detection.
In this paper, we adopt the following notation to express asymptotic scaling of quantities with n:
A. Main Contributions
We summarize our main contributions as follows. 1) We construct MMD-based distribution-free tests, which enjoy low computational complexity and are proven to be powerful for nonparametric detection. 2) We analyze performance guarantees for the proposed MMD-based tests. We bound the probability of error as a function of the sample size m, the number s of anomalous sequences, and the total number n of sequences. We then show that with s known, the constructed test is exponentially consistent if m scales at the order Ω(log n) for any p and q, whereas with s unknown, m should scale at the order ω(log n) (i.e., strictly larger than Ω(log n)). Thus, the lack of the information about s results in an order-level increase in sample size m needed for consistent detection. 3) We further derive a necessary condition which states that for any test to be consistent for arbitrary p and q, m needs to scale at the order Ω(log n), and further establish the order-level optimality of the MMD-based test. 4) We provide an interesting example study, in which the distribution q is the mixture of the typical distribution p and an anomalous distributionq. In this case, anomalous sequences contain only sparse samples from the anomalous distribution. Our results for this model quantitatively characterize the impact of the sparsity level of anomalous samples on the scaling behavior of the sample size m to guarantee consistency. 5) We provide numerical results to demonstrate our theoretical assertions and compare our tests with other competitive approaches. Our numerical results demonstrate that the MMD-based test has better performance than the divergence-based generalized likelihood test proposed in [9] when the sample size m is not very large. We also demonstrate that the MMD-based test outperforms (or performs as well as) other competitive tests including the t-test, FR-Wolf test [13] , FR-Smirnov test [13] , Hall test [14] , kernel density ratio (KDR) test [15] , kernel Fisher discriminant analysis (KFDA) test [16] , one-class support measure machine (OCSMM) [8] and k-means clustering [17] .
B. Related Work
In this subsection, we review relevant problems and explain their differences from our model.
The parametric model of our problem with known p and q has been studied, e.g., in [2] and [3] . In fact, in [2] and [3] , this problem was studied under a sequential setting which allows adaptive sampling to achieve an optimal tradeoff between the false alarm rate and the expected sample size. In this paper, we focus on the case with fixed and equal number of samples for each data stream. It is also of interest to generalize our current results to the sequential setting. As noted above, the nonparametric model with unknown p and q was studied recently in [9] , where p and q are assumed to be discrete distributions. Our study addresses the general scenario in which p and q can be arbitrary (not necessarily discrete) and unknown. Furthermore, we allow the sample size to scale with the total number n of sequences (which goes to infinity), whereas [9] studies the regime in which n is fixed and only the sample size goes to infinity.
As a generalization of the classical two-sample problem, which tests whether two sets of samples are generated from the same distribution, our problem involves much richer ingredients and more technical challenges. Our problem involves the interplay of the number n of sequences, the number s of anomalous sequences, and the sample size m to guarantee test consistency, whereas the two sample problem involves only the sample com-plexity. Furthermore, test consistency in our problem depends on the knowledge of the number of anomalous sequences, whereas the two sample problem does not have such an issue. These new issues naturally require considerably more technical effort such as analysis of the MMD estimator via samples from mixed distributions, bounding the asymptotic behavior of the difference between two MMD estimators, and development of necessary condition on sample complexity.
A type of outlier detection problem that has been widely studied in data mining, e.g., [18] , [19] , is that in which a number of data samples are given and outliers that are far away from other samples (typically in Euclidean distance) need to be detected. This formulation typically does not assume underlying statistic models for data samples, whereas our problem assumes that data are drawn from either p or q. Thus, our problem is to detect an outlier distribution rather than an outlier data sample.
Another related but different model has been studied in [20] - [22] , which tests whether a new sample is generated from the same distribution as a given set of training samples. This problem is a binary composite hypothesis testing problem, whereas our problem involves multi-hypothesis testing, detecting anomalous sequences out of a set of sequences that contain both typical and anomalous sequences. Furthermore, this problem assumes availability of a training set of (typical) samples, whereas our problem does not assume that any sample is known to be typical in advance.
Our problem is also closely related to the group anomaly detection problem [8] , [22] - [24] , which is a generalization of the outlier detection problem [18] , [19] with each sample being a group of data. The goal is to detect groups of data that do not conform to the behavior of the majority data samples, i.e., to detect anomalous aggregated behavior of data points out of several groups of data. This problem is related to ours in the sense that the anomaly refers to certain behavior captured by a group of data.
C. Organization of the Paper
The rest of the paper is organized as follows. In Section II, we describe the problem formulation. In Section III, we present our tests and theoretical analysis of these tests. In Section IV, we present a necessary condition to guarantee test consistency. In Section V, we provide numerical results. Finally in Section VI, we conclude the paper.
II. PROBLEM STATEMENT
We study an anomalous hypothesis testing problem (see Fig. 1 ), in which there are in total n data sequences denoted by Y k for 1 ≤ k ≤ n. Each data sequence Y k consists of m i.i.d. samples y k 1 , . . . , y km drawn from either a typical distribution p or an anomalous distribution q, where p = q. In the sequel, we use the notation Y k := (y k 1 , . . . , y km ). We assume that the distributions p and q are arbitrary and unknown in advance. Our goal is to build distribution-free tests to detect data sequences generated by q. In fact, in practice, it is quite common that typical sequences follow a single distribution p, but outlier sequences can follow multiple distributions q 1 , . . . , q k . In this paper, we focus on the simple case with only a single q to present the major approach for this type of nonparametric detection problem. The tests and analysis developed here can be naturally extended to more general situations with multiple anomalous distributions.
We assume that s out of n data sequences are anomalous, i.e., are generated by the anomalous distribution q. We study both cases with s known and unknown. We are interested in the asymptotic regime, in which the number n of data sequences goes to infinity. We assume that the number s of anomalous sequences satisfies s n → α as n → ∞, where 0 ≤ α ≤ 1. This includes the following three cases: (1) s is fixed, and nonzero as n → ∞; (2) s → ∞, but s n → 0 as n → ∞; and (3) s n approaches a positive constant, which is less than or equal to 1. Some of our results are also applicable to the case with s = 0, i.e., the null hypothesis in which there is no anomalous sequence. We will comment on this case when the corresponding results are presented.
We next define the probability of detection error as the performance measure of tests. We let I denote the set that contains indices of all anomalous data sequences. Hence, the cardinality |I| = s. We letÎ n denote a sequence of index sets that contain indices of all anomalous data sequences claimed by a corresponding sequence of tests.
Definition 1: A sequence of tests is consistent if
We note that the above definition of consistency is with respect to the number n of sequences instead of the number m of samples. However, as n becomes large (and possibly as s becomes large), it is increasingly challenging to consistently detect all anomalous data sequences. This then requires that the number m of samples become large enough in order to more accurately detect anomalous sequences. Therefore, the limit in the above definition in fact refers to the asymptotic regime, in which m scales fast enough as n goes to infinity in order to guarantee asymptotically small probability of error.
Furthermore, for a consistent test, it is also desired that the error probability decays exponentially fast with respect to the number m of samples.
Definition 2: A sequence of tests are exponentially consistent if
(2) In this paper, our goal is to construct distribution-free tests to detect anomalous sequences, and characterize the scaling behavior of m with n (and possibly s) so that the developed tests are consistent (and possibly exponentially consistent).
Example with sparse anomalous samples: In this paper, we also study an interesting example, in which the distribution q is a mixture of the typical distribution p with probability 1 − and an anomalous distributionq with probability , where 0 < ≤ 1, i.e., q = (1 − )p + q. It can be seen that if is small, the majority of samples in an anomalous sequence are drawn from the distribution p, and only sparse samples are drawn from the anomalous distributionq. The value of captures the sparsity level of anomalous samples. Here, can scale as n increases, and is hence denoted by n . We will study how n affects the number of samples needed for consistent detection.
III. TEST AND PERFORMANCE GUARANTEE
We adopt the MMD introduced in [10] as the distance metric to construct our tests. More specifically, suppose each distribution p belonging to P (a set of probability distributions) is mapped to an element in the RKHS H as follows:
where k(·, ·) is the kernel function associated with H. It was shown in [25] and [26] that the above mean embedding mapping is injective for characteristic kernels such as Gaussian and Laplace kernels. The MMD between p and q is defined to be the distance between μ p and μ q in the RKHS given by
Due to the reproducing property of the kernel, it can be shown that
where x and x are independent and have the same distribution p, and y and y are independent and have the same distribution q. An unbiased estimator of MMD 2 [p, q] based on l 1 samples of X and l 2 samples of Y is given as follows:
In this section, we design and analyze MMD-based tests for both cases with s known and unknown, respectively. We then study an example with sparse anomalous samples.
A. Known s
In this subsection, we consider the case with s known. We start with a simple case with s = 1, and then extend to the general case, in which
Consider the case with s = 1. For each sequence Y k , we use Y k to denote the (n − 1)m dimensional sequence that stacks all other sequences together, as given by
, which is a positive constant. On the other hand, if Y k is a typical sequence, Y k is composed of n − 2 sequences generated by p and only one sequence generated by q. As n increases, the impact of the anomalous sequence on Y k is negligible, and MMD
is asymptotically close to zero. Based on this understanding, we construct the following test when s = 1. Sequence k * is claimed to be anomalous if
The following proposition characterizes conditions under which the above test is consistent.
Proposition 1: Consider the anomalous hypothesis testing model with one anomalous sequence, i.e., s = 1. Suppose the test (6) applies a bounded characteristic kernel with 0 ≤ k(x, y) ≤ K for any (x, y). Then, the probability of error is upper bounded as follows:
Furthermore, the test (6) is exponentially consistent if
where η is any positive constant that does not depend on any other parameters of the model. Proof: See Appendix A. Proposition 1 implies that for the scenario with one anomalous sequence, Ω(log n) samples are sufficient to guarantee test consistency.
As we can see from Proposition 1, the choice of kernel affects the upper bound on the error probability. And the kernel should be chosen such that
is maximized. A heuristic approach is to maximize the following quantity using methods analogous to those in [27] and [28] :
, which can be viewed as an empirical estimate of MMD 2 [p, q] . In practice, we need a train-test split of the samples, i.e., splitting each sequence of samples into two groups, and then using the first group as training samples to choose the kernel and using the second group as testing samples to detect anomalous data streams.
We next consider the case with s ≥ 1. We consider the case with 
The following theorem characterizes conditions under which the above test is consistent.
Theorem 1: Consider the anomalous hypothesis testing model with s anomalous sequences, where s n → α as n → ∞ and 0 ≤ α < 1 2 . Assume the value of s is known. Further assume that the test (9) applies a bounded characteristic kernel with 0 ≤ k(x, y) ≤ K for any (x, y). Then the probability of error is upper bounded as follows:
Furthermore, the test (9) is exponentially consistent for any p and q if
where η is any positive constant that does not depend on any other parameters of the model. Proof: See Appendix B. We note that log((n − s)s) = Θ(log n), for 1 ≤ s < n. Hence, Theorem 1 implies that even with s > 1 anomalous sequences, the test (9) requires only Ω(log n) samples in each data sequence in order to guarantee test consistency. Hence, increasing s does not affect the order-level requirement on the sample size m. We further note that Theorem 1 is also applicable to the case α > 1 2 with the roles of p and q exchanged. Remark 1: The computational complexity of (9) can be reduced significantly by caching the intermediate results. Consider the matrix G defined as (5), and G k,l is the scaled cross-similarity term in (5) . It can be easily verified that MMD
, which is reduced substantially. A more computationally efficient test can be constructed using the distance metric proposed in [29] which is based on using a J-dimensional vector to represent each of the n sequences, which can be computed in O(nmJ 3 ) time, with J typically being small. Then using the same idea as in designing (9), the total computational complexity is O(nmJ 3 ), which is a significant improvement compared to O(m 2 n 2 ). The techniques used in this paper can also be applied to analyze the consistency and scaling behavior of this test.
We note that Theorem 1 (which includes Proposition 1 as a special case) characterizes conditions that guarantee test consistency for a pair of fixed but unknown distributions p and q. Hence, the condition (11) depends on the underlying distributions p and q. In fact, this condition further yields the following condition that guarantees that the test will be universally consistent for arbitrary p and q.
Proposition 2 (Universal Consistency): Consider the anomalous hypothesis testing problem with s anomalous sequences. Assume that s is known. Further assume that the test (9) applies a bounded characteristic kernel with 0 ≤ k(x, y) ≤ K for any (x, y). Then the test (9) is universally consistent for any arbitrary pair p and q if m = ω(log n).
Proof: This result follows from (11), log((n − s)s) = Θ(log n) and the fact that MMD[p, q] is constant for any given p and q.
B. Unknown s
In this subsection, we consider the case in which s is unknown, and we focus on the scenario in which 
where δ n → 0 and 
We note that the scaling behavior of s as n increases needs to be known in order to choose δ n . In practice the scale of anomalous data sequences can be estimated based on domain knowledge.
The following theorem characterizes the condition under which the test (13) (x, y) . Then the probability of error is upper bounded as follows:
Furthermore, the test (13) is consistent if
where η is any positive constant that does not depend on any other parameters of the model.
Proof: See Appendix C. We note that Theorem 2 is also applicable to the case with s = 0, i.e., the null hypothesis when there is no anomalous sequence. We further note that the test (13) . In this case, the test (13) is exponentially consistent if m = Ω(log n), which can be shown similarly to Theorem 2. And it does not require knowledge of s, nor even of the scaling behavior of s.
In fact when there is no null hypothesis (i.e., s ≥ 1), an exponentially consistent test can be built similarly as in [30] . The basic idea is to reformulate the anomalous data stream detection problem as a problem of clustering the data streams based on their generating distributions. Using this idea, we first construct two clustering centers by choosing the two data streams with the largest MMD, then assign the remaining data streams by comparing the distances to the two clustering centers. It can be shown that this test is exponentially consistent if m = Ω(log n). This test does not require knowing s, nor even of the scaling behavior of s. However, this test depends on the assumption that s ≥ 1 such that the two clustering centers constructed are from the typical and anomalous distributions, respectively. Hence, this test does not work if s = 0.
Theorem 2 implies that m should be of the order ω(log n) to guarantee test consistency, because s n → 0 and δ n → 0 as n → ∞. Compared to the case with s known (for which it is sufficient for m to scale at the order Θ(log n)), the threshold on m has an order-level increase due to the lack of knowledge of s. Furthermore, the above understanding about the order-level condition on m also yields the following sufficient condition for universal test consistency.
Proposition 3 (Universal Consistency): Consider the anomalous hypothesis testing problem in which
Assume that s is unknown in advance. Further assume that the test (13) adopts a threshold δ n such that δ n → 0 and 
A comparison of Proposition 3 and Proposition 2 indicates that the knowledge of s does not affect the order-level sample complexity to guarantee universal consistency.
C. Example with Sparse Anomalous Samples
We study the example with the anomalous distribution q = (1 − n )p + nq as introduced in Section II. The following result characterizes the impact of the sparsity level n on the scaling behavior of m to guarantee consistent detection.
Corollary 1: Consider the model with the typical distribution p and the anomalous distribution q = (1 − n )p + nq , where
where η is any positive constant that does not depend on any other parameters of the model. If s is unknown, then the test (13) is consistent if
where η is any positive constant that does not depend on any other parameters of the model, sequences with s sequences generated byq and the remaining sequences generated by p. Proof: The proof follows from Theorems 1 and 2 by substituting as follows:
where x and x are independent with the same distribution p, y and y are independent with the same distribution q, andỹ and y are independent with the same distributionq. Corollary 1 implies that if n is a constant, then the scaling behavior of m needed for consistent detection does not change. However, if n → 0 as n → ∞, i.e., anomalous sequences contain more sparse anomalous samples, then m needs to scale faster with n in order to guarantee consistent detection. This is reasonable because the sample size m should have a higher order to offset the impact of the increasingly sparse anomalous samples in each anomalous sequence. Corollary 1 explicitly captures the tradeoff between the sample size m and the sparsity level n of anomalous samples in addition to n and s.
IV. NECESSARY CONDITION AND OPTIMALITY
In this section, we provide a necessary condition for any test to be consistent.
Proposition 4: Consider the anomalous hypothesis testing problem with s anomalous sequences. For any test to be consistent for arbitrary p and q, the sample size m must satisfy
Furthermore, for any test to be universally consistent, the sample size m must satisfy
Proof: See Appendix D. The sufficient and necessary conditions on sample complexity that we have derived thus far establish the following optimality of the MMD-based test.
Theorem 3 (Optimality): Consider the nonparametric anomalous hypothesis testing problem with s ≥ 1. For s being known and unknown, the MMD-based test (9) (under the conditions in Propositions 2) and the test (13) (under the conditions in Proposition 3) are order-level optimal in sample complexity required to guarantee universal consistency for any p and q.
Proof: The proof follows by comparing Propositions 2 and 3 with Proposition 4.
V. NUMERICAL RESULTS
In this section, we provide numerical results to demonstrate our theoretical assertions, and compare our MMD-based tests with other approaches. We also apply our test to real datasets. We note that although the following experiments are performed for chosen distributions p and q, our tests are nonparametric and do not exploit the information about p and q.
Previous works in kernel-based anomaly detection have shown that the Gaussian kernel is more suitable than some other kernels such as polynomial kernels [31] . Thus, we will focus on the Gaussian kernel given by k(x, x ) = exp(− x−x 2 2σ 2 ), where σ > 0 is the bandwidth parameter. We first study how changing σ affects the performance of our tests. We choose the distributions p = N (0, 1) and q = N (1.2, 1), and set s = 2, n = 10 and m = 20. We plot the probability of error as a function of σ in Fig. 2 . We also plot the analytically-derived value of MMD 2 [p, q] as a function of σ in Fig. 2 . It can be observed that if σ is chosen such that the analytical value of MMD 2 [p, q] is maximized, the corresponding probability of error is almost minimized. This suggests that a good choice of σ can be set by maximizing the empirical estimate max 1≤i,j ≤n MMD
. We also note that as σ increases, the probability of error approaches a constant. This is consistent with the result in [32] that for the two-sample test between distributions with different means, any bandwidth higher than a certain threshold yields equal asymptotic power. This fact will not hold for other distributions p and q. For example, if p is the Laplace distribution with mean 0 and variance 1, and q = N (0, 1), then the probability of error increases when σ becomes very large.
We then demonstrate our theorems on the sample complexity. We choose the distribution p to be N (0, 1), and choose the anomalous distribution q to be the Laplace distribution with mean one and variance one. In the experiment, we use the Gaussian kernel, and choose the bandwidth parameter σ by maximiz-
We set s = 1. We run the test for cases with n = 40 and 100, respectively. In Fig. 3 , we examine how the probability of error changes with m. For illustrational convenience, we normalize m by log n, i.e., the horizontal axis represents m log n . It is clear that when m log n is above a certain threshold, the probability of error converges to zero, which is consistent with our theoretical results. Furthermore, for these two values of n, the two curves drop to zero at almost the same threshold. This observation confirms Proposition 1, which states that the threshold on m log n depends only on the bound K of the kernel and MMD of the two distributions. Both quantities are constant for the two values of n.
We next compare the MMD-based test with the divergencebased generalized likelihood test developed in [9] . Since the test in [9] is applicable only when the distributions p and q are discrete and have finite alphabets, we set the distributions p and q to be Bernoulli distributions with p having probability 0.3 to take "0" (and probability 0.7 to take "1"), and q having probability 0.7 to take "0" (and probability 0.3 to take "1"). We let s = 1 and assume that s is known. We let n = 50, and use the Gaussian kernel, again choosing the bandwidth parameter σ using the same method as in Fig. 3 . In Fig. 4 , we plot the probability of error as a function of the sample size m. It can be seen that the MMD-based test outperforms the divergence-based generalized likelihood test. We note that it has been shown in [9] that the generalized likelihood test converges at an optimal rate in the limiting case when n is infinite. Our numerical comparison, on the other hand, demonstrates that the MMD-based test performs as well as or even better than the generalized likelihood test for moderate n.
We then compare the performance of the MMD-based test with two other tests using kernel mean embedding. We choose p = N (0, 1), q = N (1.2, 1) , n = 20, s = 2, and for a fair comparison, we fix the kernel to be a Gaussian kernel with σ = 1 for all three tests. We plot the probability of error as a function of the sample size m in Fig. 5 for the three algorithms: OCSMM, k-means using kernel mean embedding and our MMD-based approach.
It can be observed from Fig. 5 that MMD outperforms OC-SMM and k-means. More specifically, the probability of error of OCSMM is one. This can be explained as follows. First, OCSMM does not fully exploit the knowledge of the number s of anomalous data streams. The number of anomalous data streams detected by OCSMM is not necessarily equal to the true s. Second, OCSMM detects only a subset of the anomalous sequences, and mislabels some typical sequences as anomalous ones. A possible explanation is that OCSMM is trained on the dataset in which both typical and anomalous sequences are mixed together, and the trained hyperplane is further used to detect the anomaly in the training data. Although it can label a large fraction of data streams correctly, it cannot detect all the anomalous sequences correctly (which is counted as an error event under our definition of the error). The k-means approach is implemented by first mapping the distributions into the RKHS, and then running the k-means algorithm using the distance in the RKHS. The k-means algorithm is usually used to solve the clustering problem and it is well-known that the k-means algorithm only performs well on balanced clusters [17] .
We then compare the performance of the MMD-based test with a few other competitive tests on a Syracuse-Hawaii temperature dataset. We choose the collection of daily maximum temperatures in Syracuse (New York, USA) in July from 1993 to 2012 as the typical data sequences, and the collection of daily maximum temperatures in Makapulapai (Hawaii, USA) in May from 1993 to 2012 as anomalous sequences. Here, each data sequence contains daily maximum temperatures of a certain day across twenty years from 1993 to 2012. In our experiment, the dataset contains 32 sequences in total, including one temperature sequence from Hawaii and 31 sequences from Syracuse. The probability of error is averaged over all cases with each using one sequence from Hawaii as the anomalous sequence. Although it seems easy to detect the sequence from Hawaii out of the sequences from Syracuse, the temperatures we compare for the two places are in May for Hawaii and July for Syracuse, during which the two places have approximately the same mean temperature. Thus, it may not be easy to detect the anomalous sequence (in fact, some tests do not perform well as shown in Fig. 6 ). We first compare the performance of the MMD-based test with the t-test, FR-Wolf test, FR-Smirnov test, and Hall test on the above Syracuse-Hawaii temperature dataset. For the MMDbased test, we use the Gaussian kernel with σ = 1. In Fig. 6 , we plot the probability of error as a function of the sequence length m for all tests. It can be seen that the MMD-based test, Hall test, and FR-wolf test have the best performances, and all three tests are consistent with the probability of error converging to zero as m goes to infinity. Furthermore, comparing to the Hall and FRwolf tests, the MMD-based test has the lowest computational complexity.
We further compare the performance of the MMD-based test with the kernel-based tests KFDA, KDR, OCSMM and k-means for the same dataset. For all the tests, we choose the Gaussian kernel with σ = 1 for a fair comparison. In Fig. 7 , we plot the probability of error as a function of the sequence length for all tests. It can be seen that for all the tests the probability of error decreases as m increases, and the MMD-based test has the best performance among these tests.
We then compare the performance on a climate-type dataset. We obtained data taken at various weather statinos from the National Center for Atmospheric Research data archive [33] . The climate type of each station is labeled according to the Köppen-Geiger climate classification [34] . For each station, we extract the average temperate and precipitation of each month from the dataset, i.e., the dimension of each data point is two. The data at each station across months forms a sequence. We randomly choose 18 stations in southeast China and southeast North America to construct the typical sequences (191 stations in total in the chosen temperate area), and randomly choose two stations in north Africa and central Australia (13 stations in total in the chosen tropical area) to construct the anomalous sequences. We randomly choose m months from 1987 till now, and let m vary. We plot the probability of error as a function of m in Fig. 8 . It can be seen that the MMD-based approach outperforms the other approaches.
VI. CONCLUSION
In this paper, we have investigated a nonparametric anomalous hypothesis testing problem. We have built MMD-based distribution-free tests to detect the anomalous sequences. We have characterized the scaling behavior of the sample size m as the total number n of sequences goes to infinity in order to guarantee consistency of the developed tests. We have further provided a necessary condition for any test to be consistent, and thus established that our proposed tests are order-level optimal. Our study of this problem demonstrates a useful application of the mean embedding of distributions and MMD, and we believe that this approach can be applied to solving various other nonparametric problems.
APPENDIX
A. Proof of Proposition 1
We first introduce McDiarmid's inequality which is useful in bounding the probability of error in our proof. 
Then for all probability distributions p and every > 0,
where X denotes (x 1 , . . . , x m ), E X denotes the expectation over the m random variables x i ∼ p, and P X denotes the probability over these m variables. In order to analyze the probability of error for the test (6), without loss of generality, we assume that the first sequence is the anomalous sequence generated by the anomalous distribution q. Hence,
For notational convenience, we stack
. . , y km }, and we define n = (n − 1)m. We then have,
We define
It can be shown that,
where x and x are independent but have the same distribution p, and y and y are independent but have the same distribution q. We next divide the entries in {y 1 , . . . , y nm } into three groups: 
k(y a , y j ). (27) Hence, for 1 ≤ a ≤ m, we have
Hence, for (k − 1)m + 1 ≤ a ≤ km, we have
We further derive the following probability:
Combining (28), (30) and (32), and applying McDiarmid's inequality, we have,
Hence,
We then conclude that if
where η is any positive constant, then P e → 0 as n → ∞. It is also clear that if the above condition is satisfied, P e converges to zero exponentially fast with respect to m. This completes the proof.
B. Proof of Theorem 1
We analyze the performance of the test (9) . Without loss of generality, we assume that the first s sequences are anomalous and are generated from distribution q. Hence, the probability of error can be bounded as,
Using the fact that s n → α, where 0 ≤ α < 1 2 , and using (25) and (26), we can show that for 1 ≤ l ≤ s,
and for
Therefore, we obtain,
Applying McDiarmid's inequality, we obtain,
where η is any positive constant, then P e → 0, as n → ∞. It is also clear that if the above condition is satisfied, P e converges to zero exponentially fast with respect to m.
C. Proof of Theorem 2
We analyze the performance of the test (13) . Without loss of generality, we assume that the first s sequences are the anomalous sequences. Hence,
For 1 ≤ l ≤ s, we derive,
For large enough n, −(1 − 
for large n.
Using the fact that 
where η is any positive constant, then P e → 0, as n → ∞.
D. Proof of Proposition 4
Without loss of generality, we assume that s < n 2 . We first construct the set of index set S as follows. Let I n i = {1, 2, . . . , s − 1, s + i − 1}, for i = 1, . . . , n − s. And let S = {I n i : i = 1, . . . , n − s}. We note that the cardinality of each index set in S is s.
Let P denote the joint distribution of I n and {Y 1 , . . . , Y n }, where I n is sampled uniformly from S. The following Markov chain condition holds:
The worse-case error probability is lower bounded as follows:
By Fano's inequality, and the assumption that s < 
where 
which implies that for any consistent test, the following condition must be satisfied:
Furthermore, due to the fact that D(p||q) + D(q||p) is a constant for any given p and q and can be arbitrarily close to zero, for any universally consistent test, the following condition must be satisfied: m = ω(log n).
(57)
