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Abstract 
Identifying the integrative aspects of brain structure and function, specifically how the connections and interactions among 
neuronal elements (neurons, brain regions) result in cognition and behavior, is one of the last great frontiers for scientific 
research. Unraveling the activity of the brain’s billions of neurons and how they combine to form functional networks has 
been and remains restricted by both technological and ethical constraints; thus, researchers are increasingly turning to 
sophisticated data search techniques such as complex network clustering and graph mining algorithms to further delve into 
the hidden workings of the human mind. By combining such techniques with more traditional inferential statistics and then 
applying these to multichannel Electroencephalography (EEG) data, it is believed that it is possible to both identify and 
accurately describe hidden patterns and correlations in functional brain networks, which would otherwise remain 
undetected. The current paper presents an overview of the application of such approaches to EEG data, bringing together a 
variety of techniques, including complex network analysis, coherence, mutual information, approximate entropy, computer 
visualization, signal processing and multivariate techniques such as the one-way analysis of variance (ANOVA). This study 
demonstrates that the integration of these techniques enables a depth of understanding of complex brain dynamics that is not 
possible by other methods as well as allowing the identification of differences in system complexity that are believed to 
underscore normal human cognition. 
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1. Introduction 
Cognition refers to the workings of the human mind and as defined by Reber [1] includes “…any class of 
mental behaviors where the underlying characteristics are of an abstract nature and involve symbolizing, 
insight, expectancy, complex rule use, imagery, belief, intentionality, problem-solving and so forth”. Cognition 
can therefore, be considered as a series of physical processes which sub-serve human mental activity and 
behavior. 
Although cogitating about cognition dates back thousands of years, empirical research into human cognition 
is relatively recent. This is due to at least three constraining factors. Firstly, the ability to directly examine the 
neural network substrates of cognitive function has been restricted by the technology of the time; thus, it has 
only been in the past three decades that deep brain neuro-imaging techniques such as functional magnetic 
resonance imaging (fMRI) have been available to cognition researchers [2]. Prior to this, most research into 
cognition was observational or behavioral. While this laid the foundation for a clearer theoretical understanding 
of cognition, what appears at a behavioral level is not necessarily a valid indicator of the deeper neural activity 
underlying such behavior. Secondly, as shown by Herculano-Houzel and Lent [3], the human brain has in 
excess of 86 billion neurons each capable of communicating both bio-electrically and bio-chemically 
(neurotransmitters) and each capable of contributing to different cognitive functions both serially and in 
parallel. Thus, the sheer complexity of human cognition remains, to date, beyond complete scientific 
understanding with even everyday cognitive processes such as memory and language not well understood nor 
clearly defined. Finally, ethical restraints on human experimentation such as those mandated by the World 
Health Organisation [4] and Australian Government [5] mean that the bulk of research into human cognition is 
inferential or taken from clinical populations (such as epileptics by Mukamel et al. [6]).  
Despite the advent of fMRI and other modern technologies, electroencephalography (EEG) remains the most 
useful tool for investigating cognitive activity within the brain. As described by Dumermuth [7], this is partly 
due to EEG being completely non-invasive, but mainly because of EEG’s superior temporal resolution; thus, as 
suggested by Savoy [2], fMRI may be able to identify the where of brain activity with mm3 accuracy, but EEG 
can still identify the where with cm3 accuracy whilst also identifying the when with ms accuracy. EEG may not 
be able to measure deep brain function like fMRI, but allowing that cognitive activity is primarily associated 
with cortical, outer brain activity, it is clearly the superior choice for studying cognition.  
No single neuroimaging technique is, however, the complete answer to understanding complex brain 
function so cognitive research is increasingly turning towards mathematical modeling such as that proposed by 
Fagg and Arbib [8] and Atallah [9]. For example, complex networks can be studied and modeled with 
sophisticated techniques such as linear and nonlinear metrics that measure correlation and similarity; 
multivariate analysis with descriptive and inferential procedures; graph-theoretic analysis; and information 
theory as demonstrated by researchers such as Bullmore and Sporns [10], Zhang [11], and Newman [12]. The 
essential challenge remains, however, the extraction of accurate, replicable information that characterizes the 
behavior of a normal brain during its various functional states. In this paper we explore the identification and 
analysis of such functional brain states and networks through the aforementioned approaches using 
multichannel EEG data.  
The human brain is one of the most complex, chaotic systems known, thus the essential challenge lies in 
extracting valid information that characterizes the various functional states. The anatomical structure of the 
brain network constructed by billions of neurons indirectly determines the functional connectivity of any given 
network. As a result, sophisticated data search capabilities, statistical methods, and complex network and graph 
mining algorithms are needed to unfold and discover hidden patterns and correlations in functional brain 
networks as indicated by Newman [12] and Smit et al. [13]. In this paper we explore the relationship between 
structural and functional brain networks and demonstrate the implied impact of structural adjacency on the 
dynamics of neuronal interactions during various cognitive states. 
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2. Review of Computational Techniques to Identify Cognitive Activity using EEG Data 
Several studies have investigated the complexity of EEG data using various complexity measures.  A review 
of the measures that have been used in this study are presented from literature in the following subsections. 
2.1. Graph Theoretic Approach 
The graph based computational network analysis quantitatively characterizes the structural and functional 
architectures of the brain by considering the electrodes (covering brain regions) as nodes (vertices), and the 
physical connections (synapses or axonal projections) or functional association among brain regions as edges 
(links) between them as presented by Bullmore and Sporns [10], Newman [12] and Smit et al. [13]. Effective 
connectivity can be attributed to variations in weighted relationships between regions as a result of condition or 
state. This work considers measures of functional connectivity at rest as baseline/resting activity that are 
typically measured by correlations between time-varying signals as extensively studied by Zhang [11], 
Fingelkerts and Kahkonen [15], Smit et al. [13],  and Friston  et al. [14]. 
By using a blend of graph theoretic approaches, grouping of the brain regions based on Voronoi tessellations 
as elucidated by Fortune [16], and estimating the interactions between these groups, it has been possible to 
compare them across different brain states. The problem of quantifying an individual’s brain activity and level 
of cognition has been addressed by detecting the changes between various states of the brain. The various 
approaches to quantify the degree of synchronization between two signals thereby attempting to detect changes 
during cognition will be discussed further. 
2.1.1. Pearson Correlation Coefficient 
Of the various techniques available, the Pearson Correlation Coefficient (r) is used for characterizing the 
strength and dynamics of the neuronal interactions between pairs of electrodes [23]. It measures the linear 
relationship between two signals in terms of the covariance of the variables divided by their standard 
deviations. Given electrodes x and y, the r value is computed as shown in equation (1). 
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where, n is the sampling rate/number of data points in the signals per second and the r values depict the degree 
of correlation of the channels in the range -1 to +1. Since it measures only the linear dependency between two 
signals, it fails to reveal the nonlinear dynamics of the functional brain network. Moreover, unlike all other 
estimates for continuous dependent variables, r is influenced by the distribution of the independent variable in 
the sample. Earlier the linear connectivity of brain networks in time domain had been analyzed using cross-
correlation between every pair of EEG signals. Stronger functional connectivity is indicated by higher 
correlation between the signals and vice-versa. The linear correlation function called coherence (magnitude 
squared coherence) which is a function of frequency came in to existence after Fast Fourier Transform (FFT) 
was made available. While the conventional spectral methods are used to study the changing behavior of 
signals in the frequency domain, powerful nonlinear measures such as mutual information and different types 
of entropy studies such as approximate entropy enable us to understand the underlying complex dynamics of 
the brain functioning. 
2.1.2. Mutual Information 
Adding to graph-based computational network analysis, mutual information (MI) theory allows the 
identification of mutual information of two random variables X and Y and is a nonlinear quantity that measures 
the mutual dependence between them; that is, MI measures the information that X and Y share and shown in 
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equation (2). It is a measure of the inherent dependence expressed relative to the joint distribution of X and Y 
under the assumption of independence.  
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where p(x,y) is the joint probability distribution function of X and Y, and p(x) and p(y) are the marginal 
probability distribution functions of X and Y respectively. If X and Y are independent variables, then knowing X 
does not give any information about Y and vice versa. I(X,Y) = 0 since, p(x,y) = p(x) p(y). If X and Y are 
identical, then all information conveyed by X is shared with Y: knowing X determines the value of Y and vice 
versa. So, the mutual information is the same as the uncertainty contained in Y (or X) alone, and they have 
equal entropy. The mutual information between two random variables is bounded above by the minimum of 
their entropies. As the entropy of a feature could vary greatly, this measure should be normalized before 
applying it to a global set of features. Normalized variants of the mutual information are provided by the 
coefficients of constraint by Pablo et al. [17].  
2.1.3. Voronoi Diagrams 
Voronoi diagrams are used to identify the structural adjacency of the brain networks by considering the 
bounding region as the boundary of human scalp and the electrodes as the site points. The functional 
interactions among the brain regions are modeled as a graph database which is constructed using the non-linear 
statistical metric of Mutual Information. The empirical results are likely to provide a better relationship 
between the structural adjacency of the electrodes on the scalp and their functional interactions computed from 
EEG signals with the help of Voronoi diagrams and thereby estimate cognition. 
2.2. Entropy as a Measure  of  Cognitive Function 
The nonlinear dynamics metric, approximate entropy (ApEn), measures the probability of a recurrent pattern 
occurring within a time series thereby quantifying regularity and complexity of the system states Pincus [18]. It 
serves as a statistical discriminator of sequential interrelationships to quantify the regularity of time series data. 
Johnson et al. [19] state that the significance of ApEn is its ability to consistently quantify the regularity of 
finite length time series even in the presence of noise and measurement inaccuracy. Hence, it has been used in 
various researches on nonlinear dynamic characters since it is nonlinear, scale-invariant and model-independent 
measure [20]. High ApEn values reflect greater independence of sequential data. Thus, a higher probability of 
remaining regular yields smaller ApEn values, whereas greater independence among sequential values of a time 
series, yields larger ApEn values.  
Given N data points in a time series, u(1), u(2),...,u(N),  the set of N - m + 1 possible vectors, x(i), are 
formed with m consecutive u values such that x(i)=[u(i+m-1)] T, i=1,2,...,N-m+1. The distance between 
vectors x(i) and x(j), d[x(i),x(j)], is defined as the maximum absolute difference between corresponding 
elements of the respective vectors. For each of the vectors N - m + 1, vectors x(i), the value for Cm(r) is 
computed  as in equation (3) by comparing all N - m + 1 vectors x(j) to vector x(i) such that  
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These N- m + 1Cm(r) values measure the frequency with which patterns are encountered that are similar to 
the pattern given by x(i) of length m within tolerance r. All values of Cm(r) are positive. Approximate entropy is 
given by the following equation (4). 
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It is essential to decide the appropriate values for the parameters m and r. This paper considers m as 1 and a 
tight bound of value for r as the standard deviation of the data points in the respective chunks for better 
optimization of the results. 
3. Proposed Methodology to Characterizing Functional Brain Networks During Cognitive Activity 
Our approach includes graph theoretical analysis, information theory and statistical measures of complex 
networks to provide quantitative insights into detecting patterns and identifying significant changes in 
functional brain networks during normal and cognitive load conditions. It also details methodologies to process 
multichannel EEG data and construct graph and temporal databases in time and frequency domains using 
efficient graph pattern mining and statistical measures. The empirical and statistical analyses used here clearly 
show changing patterns over time and during different brain states demonstrating the behavior of functional 
brain networks. Visualization of the resulting graphs also shows neural interactions of the multiple channels of 
electrodes thereby providing a better understanding of the functional association of various brain regions. A 
number of different estimators have been used to quantify the characteristics of the recorded EEG data.  
3.1. Participants and Data Acquisition 
Continuous EEG was recorded at 1000Hz from four healthy adult males (age 25-50) as they undertook four 
tasks, each of two minutes duration. Task 1 required staring at a fixation cross; task 2 required the participant 
sitting quietly with eyes closed. In task 3 (Mild Cognitive Load) participants heard pre-recorded auditory 
stimuli (e.g. ‘2A’) read by a male or female voice; depending on voice gender participants were required to 
indicate, via button press, if the number was odd/even or the letter consonant/vowel. Task 4 (Heavy Cognitive 
Load) saw the addition of visual stimuli where participants were additionally required to indicate if the number 
was odd/even or the letter consonant/vowel according to font colour (green or red). Data was collected via 30 
sintered silver/silver chloride (Ag/AgCl) electrodes (FP1, FP2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, 
T7, C3, Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, T5, P3, Pz, P4, P8, O1, Oz, O2) mounted in a Neuroscan 
Quikcap connected to a Nuamps EEG amplifier. All EEG was acquired and post-processed using Curry V7 
with no recording undertaken until all impedances were < 20kΩ. Stimulus presentation was controlled using 
STIM2 V4.1. 
3.2. Pre-processing 
Pre-analysis processing of the EEG data was done by band pass filtering from 0.5Hz to 70Hz. A 50Hz notch 
filter was also applied to prevent electrical interference and all data was down sampled from 1000 to 500Hz. 
Eye-blink artifacts were reduced using a VEOL threshold during recording of approximately 105 μV and 
further corrected post-recording in Curry using Independent Component Analysis (ICA) as used by Delorme 
and Makeig [23]. Bad blocks were removed manually, with further bad data removal done with EEGLAB 
software from UCSD which runs with MATLAB in the background as exercised by Jung et al. [24]. Further 
data analysis of EEG was done in MATLAB in both time and frequency domains. 
3.3. Signal and Information Processing - Application of Techniques  
The pre-processed EEG data from the four tasks (eyes open (EOP), eyes closed (EC), mild cognitive load 
(Cog1), heavy cognitive load (Cog2)) were used for this study. The Fast Fourier Transform (FFT) was used to 
transform the multichannel EEG data into frequency domain. The framework of the methodology is shown in 
Figure 1. 
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Figure 1.  Cognitive Analysis Framework 
The threefold objectives of the proposed methodology to estimating the cognitive behavior and the 
respective methods used are described below. 
(i) To measure/compare cognition using the association between all pairs of the transformed multichannel 
EEG data by constructing graph databases with emphasis given to the phase; 
(ii) To determine the changing brain system complexity using approximate entropy (ApEn) over time; and 
(iii) To compare/quantify the different levels of interactions of the electrodes of left and right hemispheres 
during cognitive load. 
The 30 channels of EEG data were considered as transactions constituting the nodes of the graph. The pair-
wise association between each node(electrode) with every other node measured using the linear/non-linear 
statistical measures of Pearson product-moment correlation coefficient (r)/magnitude squared coherence 
(MSC)/Normalised Mutual Information (NMI) are considered as the edges. The resulting phase correlation 
graphs of eyes open and cognitive load events were then stored in a graph database and were analysed to 
identify and quantify the changing neuronal patterns during the cognitive load condition. Powerful network 
measures including Voronoi tessellations were used to estimate and visualize the neuronal patterns and trends 
across the different states of the brain.  
As Pincus [20] has suggested, ApEn heuristically measures the likelihood that patterns that are close remain 
close on the next incremental comparisons. It can therefore be used when the means and standard deviations of 
the evolving systems show little change with system evolution and hence is considered useful for studying the 
changing rate of complexity in the signals. ApEn was computed for a time series consisting of 1 second EEG 
data for 10 consecutive seconds. ApEn is computed for a time series consisting of 1 second EEG data for 10 
consecutive seconds which was then used as a measure of system complexity quantification. The ApEn 
increases during the cognitive load condition when compared to the baseline activity.  
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A comparison and quantification of the different levels of interactions of the electrodes of left and right 
hemispheres during cognitive load was then performed. The average/total MI of interactions of each electrode 
was compared with other electrodes within its own hemisphere and between hemispheres. One-way analysis of 
variance (ANOVA) was subsequently used to compare the means of the groups. A multiple comparison 
procedure was used to provide an upper bound on probability significance.  
4. Results and discussion 
An extensive analysis of the graph and temporal database values obtained from the various metrics has been 
performed. In the first instance, Pearson’s correlation of averaged r results was conducted. The results revealed 
information about the varying degrees of activity taking place at different brain regions while comparing 
normal eyes open (EOP) and the two cognitive load conditions. Graph analysis of the EEG data identified high 
degrees of correlation between certain brain regions during the various tasks. Figure 2 demonstrates the 
variations of phase correlations due to new positive neural connections, missing neural connection, and 
strengthening of phase correlations between many of the associations. Weakened neural connections were also 
identified during the mild cognitive load condition when compared to the baseline EOP state. The functional 
connections of brain regions are represented on the brain image for better visualization showing the 
development of various neural clusters. 
 
Figure 2.  Positive phase correlations(computed using r) demonstrating neuronal clusters formed during cognition for a subject   
Further investigation of strong correlations and frequent pattern mining algorithms revealed highly cohesive 
interactions taking place in the right hemisphere during cognition forming many cliques. Furthermore, 
normalized MI matrices were constructed for all the pairs of electrodes for various states to allow comparison. 
This demonstrated that MI values were comparatively higher during cognitive load (Cog2). The results are 
portrayed in Figure 3. 
 
Figure 3.  Comparison of NMI of Electrodes across various states 
To measure cognition using a nonlinear metric, ApEn was then computed for 10 consecutive chunks of 10 
seconds each in both the EOP and cognitive load states. The high average ApEn values computed for all 
electrodes, with m=1 and r=standard deviation of each chunk for EOP and cognitive load conditions of two 
subjects were compared. The time series plots of the average ApEn values of all electrodes for the consecutive 
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10 chunks of EEG data in Figure 4 shows that ApEn is higher during cognition across many of the electrodes 
when compared to the baseline activity. It is also worth noting that the ApEn values were comparatively higher 
(0.2 to 0.3 during Cog2 when compared to 0.14-0.22 during EOP) at right hemisphere electrodes during 
cognitive load. The consolidated view of ApEn computed for EOP versus Cog2 for two different subjects is 
shown in Figure 4. Figure 4(a) shows the average ApEn values of all the electrodes across time and 4(b) 
interprets the ApEn values averaged over the 10 chunks plotted across electrodes.  
 
 
                                                      (a)                                                                            (b) 
Figure 4.  (a) Average ApEn of all the electrodes across time (b) ApEn values averaged over 10 chunks for all electrodes for two subjects 
An extensive analysis was performed to evaluate and measure the different intensities of interactions of the 
electrodes of left and right hemispheres during cognitive load. The steps of the algorithm used are outlined as 
follows.  
For each state, perform step 1 through step 3. 
Step 1: Compute normalized MI values for all pairs of the 30 electrodes to obtain NMI Matrices for each 
participant.  
Step 2: Construct three sub-matrices from NMI Matrix to represent (a) interactions between electrodes in 
Left Hemisphere (LH), (b) interactions between electrodes in Right Hemisphere (RH), and (c) 
interactions between electrodes in LH vs. RH.  
Step 3: Compute total NMI for each electrode from the NMI sub-matrices obtained in step 2. For instance, 
Total NMI for FP1 in Step 2. (a) = Sum(NMI) for all the other electrodes in row 1.  
Step 4: Compare the results to determine the various levels of interactions of different electrodes during 
eyes open and cognitive load conditions for each participant. 
The 12 Electrodes of LH (FP1, F7, F3, FT7, FC3, T3, C3, TP7, CP3, T5, P3, O1), RH (FP2, F4, F8, FC4, 
FT8, C4, T4, CP4, TP8, P4, T6, O2), and LH vs. RH (electrode pairs across LH and RH) of different states 
were plotted against the total NMI Values. Figure 5 displays each group (EOP vs. Cog2) mean represented 
by a line and an interval around it for two subjects. Two means are significantly different if their intervals 
are disjoint, and are not so if their intervals overlap. The statistical relevance of the results shown in Table 2 
has also been verified using a multicomparison test. The results show that the interaction of electrodes 
across the hemispheres is moderately different from that of right hemisphere at the confidence interval of 
0.95. 
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Figure 5.  Graph showing group mean(LH, LH Vs RH, and RH) for two subjects using total normalised MI 
The problem of quantifying the brain activity of the individuals has been addressed by detecting the changes 
between various states of the brain for the corresponding subjects.  
Table 2. Statistical validation using multicompare procedure to find effective interations. 
Subject Hemispheres Compared Mean Difference 
95% Confidence 
Interval 
P2 LH LH-RH -0.5457 [-0.8523, -0.2392] 
  LH RH 0.0608 [-0.2458, 0.3674] 
  LH-RH RH 0.6066* [0.3000, 0.9132] 
P3 LH LH-RH -0.5870 [-0.7987, -0.3754] 
  LH RH -0.0095 [-0.2212, 0.2022] 
  LH-RH RH 0.5775* [0.3659, 0.7892] 
*Mean difference is significant at p<.05 level. 
 
The normalised MI matrix representing the functional brain network was thresholded by the average of the 
MI matrix + O(a constant), and the following values were computed with O=0.025: (i) Number of edges 
remained after thresholding the MI matrix (Lr) (ii) Number of Voronoi edges retained after thresholding (Lv). 
From the plots for four participants shown in Figure 6, it is apparent that more than 70% of the links in the 
functional brain network after thresholding are voronoi links and in some cases 100%. The structural 
orientation of the electrodes influences the communication between them and thereby influences the co-
ordinate electrical activity of the brain. The results clearly demonstrate that adjacent brain regions transfer more 
information to each other when compared to more distant regions. The results also show that even cortically 
distant areas communicate indirectly and it is a combination of near and far neuronal communication that 
results in the co-ordinated brain activity which is considered as cognition.  
 
Figure 6.  Comparison between the number of links and number of voronoi links after thresholding across states for all the subjects 
5. Conclusion and Future Work 
This study examined the application of various computational techniques to identify and quantify cognition 
using EEG. By using the concepts of information theory, graph data mining, and the study of the role of 
structural adjacency of the electrode sites in estimating cognition using Voronoi diagrams, it was clearly shown 
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that both the linear and nonlinear behavior of functional brain networks can be measured. Further research 
including an increased sample size and more tightly controlled variations of the cognitive load tasks is expected 
to provide further insights into the hidden neuronal patterns that represent cognition. This has enormous 
implications for the better understanding of normal human brain function which, in turn, may provide a sound 
basis for understanding and thereby treating human brain dysfunction. 
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