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Recent experiments on cold atoms in optical lattices allow for a quantitative comparison of the
measurements to the conductivity calculations in the square lattice Hubbard model. However, the
available calculations do not give consistent results and the question of the exact solution for the
conductivity in the Hubbard model remained open. In this letter we employ several complementary
state-of-the-art numerical methods to disentangle various contributions to conductivity, and identify
the best available result to be compared to experiment. We find that at relevant (high) temperatures,
the self-energy is practically local, yet the vertex corrections remain rather important, contrary to
expectations. The finite-size effects are small even at the lattice size 4 × 4 and the corresponding
Lanczos diagonalization result is therefore close to the exact result in the thermodynamic limit.
Theoretical study of transport in condensed matter sys-
tems with strong interactions is very difficult. In many
cases there are no long-lived quasi-particles, and the
conventional Boltzmann theory of transport provides
little insight. Progress can only be made using bona
fide many-body approaches to simplified lattice mod-
els or effective field theories, where approximations are
made in a controlled manner.1–9 Even then, as only a
few specifics of a real system enter the model, the com-
parison to relevant experiments can only be made at
a qualitative level. This changed very recently, when
Ref. 10 reported a measurement of transport in a quan-
tum simulator of the fermionic Hubbard model in two
dimensions (2D). The experiment is performed on cold
lithium atoms in an optical lattice, a controllable setup
free from disorder, phonons and other complications of
realistic materials. It is well justified to compare at the
quantitative level such experimental result for conduc-
tivity with the Hubbard model calculations.
Ref. 10 found that two state-of-the-art methods namely
the finite-temperature Lanczos method (FTLM) and
the dynamical mean field theory (DMFT) give con-
ductivities that differ by up to a factor 32 , and only
FTLM shows a solid agreement with the experiment. At
high temperatures T & t relevant to these observations
(for instance, in cuprates where the hopping parameter
t ≈ 0.3eV the corresponding temperature is well above
the melting temperature) one expects the correlation
lengths to be short, and the approximations made in the
two methods to apply. Our aim is to reveal the physical
origin of this discrepancy and to establish a numerically
exact solution in the regime T/t & 1 relevant for op-
tical lattice experiments, as well as other narrow band
systems, such as organic superconductors11, low tem-
perature phase of TaS2
12, twisted bilayer graphene13,
and monolayer transition metal dichalcogenides14, such
as 1T-NbSe2
15.
It is useful to recall that the mentioned numerical meth-
ods belong to two distinct general approaches: A) one
solves an isolated finite cluster of lattice sites, as repre-
sentative of the thermodynamic limit;7,8,16 B) one solves
an effective, self-consistently determined “embedded”
cluster, which provides propagators of infinite range,
yet limits the range of electronic correlations.17–25 The
diagrammatic content of the self-energy in the two ap-
proaches is sketched in Fig. 1a. Approach B captures
longer distance quantum fluctuations, and is therefore
assumed to converge more quickly with cluster size at
the price of an iterative solution of the (embedded) clus-
ter, as opposed to the “single-shot” calculation in the
approach A. FTLM solves a 4×4 isolated cyclic cluster
and belongs to A. DMFT is an embedded cluster cal-
culation (B) with the cluster size one, and therefore it
approximates the self-energy by a purely local quantity.
Therefore, there are three possible sources of discrep-
ancy between the DMFT and FTLM results for resistiv-
ity: (i) non-local correlations which are encoded in the
non-local corrections to self-energy, present in FTLM
but beyond the DMFT approximation; (ii) quantum
fluctuations at distances beyond the linear size of the
FTLM cluster; DMFT captures them through an ef-
fective fermionic bath; (iii) vertex corrections, included
within FTLM, but neglected within DMFT where one
calculates only the bubble contribution . We recall that
the two-particle correlation functions can be split into
the disconnected part (“the bubble”) and the connected
part (“vertex corrections”), as shown in Fig. 1b. The
bubble captures only the single-particle scattering off
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FIG. 1. (a) Illustration of the type of self-energy diagrams
that are captured by isolated cluster and embedded cluster
(in particular cellular DMFT), and the respective difference
in the Brillouin zone (discrete vs. continuous). (b) Sep-
aration of a susceptibility into the bubble and the vertex
corrections part.
the medium, described by the self-energy which enters
the full Green’s function. The collective excitations
come from the particle-hole scattering, and are present
only in the vertex corrections. Whereas the contribution
of the connected part is always important for charge sus-
ceptibility 26–28, in the large dimensionality limit the
vertex corrections to conductivity cancel 29 (the full
vertex F loses kk′-dependence and the current vertex
is odd v−k = −vk, unlike the charge vertex which is
even). In finite dimensions, however, the vertex correc-
tions do contribute to conductivity, as discussed previ-
ously in several approximative approaches at low tem-
peratures30–36. Based on the Ward identity one could
think that when the correlations are approximately lo-
cal, the vertex corrections become negligible30,32. We
show that this expectation is not satisfied37, and that
despite the non-local self-energy being practically neg-
ligible at T & 0.3D, the vertex corrections still amount
for a sizable shift in dc-resistivity. Additionally, we show
that long-distance quantum fluctuations have little ef-
fect on dc conductivity, thus rendering a 4× 4 isolated-
cluster calculation sufficient to obtain exact results for
the bulk model.
Model. We consider the Hubbard model on the square
lattice
H = −t
∑
σ,〈i,j〉
c†σicσj + U
∑
i
n↑in↓i − µ
∑
σ,i
nσi, (1)
where c†σi/cσi create/annihilate an electron of spin σ
at the lattice site i. The hopping amplitude between
the nearest neighbors is denoted t, and we set D = 4t
as the unit of energy. We also take lattice spacing
a = 1, and ~ = e = 1. The density operator is
nσi = c
†
σicσi, the chemical potential µ, and the on-site
Hubbard interaction U . Throughout the paper, we keep
U = 2.5D, which corresponds to the (doped) Mott insu-
lator regime, and assume paramagnetic solutions with
full lattice symmetry.
Formalism. The conductivity is defined in terms of the
current-current correlation function
Λxxq (iνn) ≡
∑
i
e−iq·ri
∫
dτeiνnτ 〈jxi (τ)jxi=0(0)〉, (2)
where τ is imaginary time, iνn = 2inpiT is bosonic Mat-
subara frequency, ri = (xi, yi) denotes the real-space
vector of the site i. The current operator j is defined as
jxi = −it
∑
σ c
†
σicσ,n.n.(i;x)+h.c. where n.n.(i;x) denotes
the nearest neighbor in the x direction. We are inter-
ested in longitudinal, uniform conductivity σxxq=0(ω), so
we adopt a shorthand notation Λ(iνn) ≡ Λxxq=0(iνn) and
σ(ω) ≡ σxxq=0(ω). The optical conductivity is given by38
σ(ω) = −(i/ω) [Λ(ω)− Λ(ω = 0)], where Λ(ω) is the an-
alytical continuation of Λ(iνn) to the real axis, i.e. the
inverse of the Hilbert transform
Λ(iν) =
1
pi
∫
dω
ImΛ(ω)
ω − iν =
1
pi
∫
dω
ωReσ(ω)
ω − iν . (3)
The second equality in Eq. (3) is due to ImΛ(ω = 0) = 0.
The direct-current (dc) conductivity is defined as σdc =
Reσ(ω = 0) = ImΛ′(ω = 0), and the dc resistivity is
then ρdc = 1/σdc.
In order to better identify and understand the impor-
tance of various processes for the transport, we also cal-
culate the charge susceptibility χc = d〈n〉/dµ, which
corresponds to the charge-charge correlation function39.
Both χc and Λ and can be separated into the bubble and
the vertex corrections part40, Fig. 1. In all quantities,
the superscript “disc” denotes the bubble contribution,
and the superscript “conn” the vertex corrections part.
Methods A. We solve an isolated cyclic 4× 4 cluster us-
ing the FTLM41,42 method and both 4×4 and 8×8 using
quantum Monte Carlo (the continuous-time interaction-
expansion algorithm, CTINT20,43) Both methods yield
numerically exact solutions of the representative finite-
size model. In FTLM we calculate σ(ω), while CTINT
yields Λ(iνn), as well as the self-energy Σij(iωn) and the
Green’s function Gij(iωn)
44. Note that both CTINT
and FTLM allow for a direct calculation of the full
current-current correlation function, and that we need
not evaluate the full vertex function F at any stage of
the calculation.
In the isolated cluster calculations one faces several
finite-size effects stemming from the finite range of the
bare electronic propagator41,42. Most importantly, this
not only limits the range of electronic correlations, but
also affects the diagrammatic content of short range cor-
relations: diagrams with distant interaction vertices are
not captured (Fig. 1). One may see this equivalently
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FIG. 2. Charge susceptibility (upper) and dc resistivity (lower) as a function of temperature, at different levels of doping.
The color between the curves denotes the physical origin of the difference. Dashed curves denote just the bubble contribution,
solid lines the full result.
in the k-space as a discretization of the Brillouin zone,
which affects the internal momentum summations in all
self-energy and full vertex diagrams.
Methods B. We solve the embedded clusters of size
2 × 1 and 2 × 2 within the cellular DMFT scheme
(CDMFT)45 and the 4 × 4 cluster within the dynam-
ical cluster approximation (DCA) scheme46, both us-
ing CTINT. (Unlike the isolated cluster case, the bare
propagator entering CTINT here takes into account the
effective medium.) The single-site DMFT calculations
(cluster size Nc = 1) are done using both the CTINT
and the approximative real-frequency numerical renor-
malization group method (NRG) as impurity solvers.
In CDMFT, an electron can travel infinitely far between
two scatterings, but a self-energy insertion in the corre-
sponding diagrammatic expansion can only be of limited
range (see Fig. 1). In DCA, the approximation is made
in reciprocal space and amounts to allowing the elec-
tron to visit k-states otherwise not present in the finite
cluster.24
Results. Top panels of Fig. 2 show the temperature
dependence of χc for several values of doping p = 1−〈n〉.
One sees that in the high-temperature regime T & 0.3D,
the results of different methods (solid curves) all agree
and tend toward the atomic limit, as expected for a
thermodynamic quantity.
At lower temperatures, the non-local correlations show
up. Away from half-filling, FTLM and DCA yield a
charge susceptibility that increases with lowering tem-
perature, yet in DMFT, it saturates instead. The en-
hancement of charge susceptibility at low T comes from
the antiferromagnetic fluctuations7. The difference be-
tween the DCA and the DMFT is used to characterize
the importance of non-local correlations (green shad-
ing). They manifest themselves also in the growth
of non-local self-energy at low T (thin dashed-dotted
lines). The DCA and the FTLM result do not com-
pletely coincide; the difference (pink shading) comes
from the longer-distance quantum fluctuations. The dis-
cretization of the Brillouin zone in FTLM can be some-
what ameliorated by the twisted-boundary conditions
scheme (TBC)47. As expected, TBC is closer to DCA
(black line), but one needs a better method to capture
the full effect of longer-range processes.
We have also evaluated separately the bubble contribu-
tion χdisc to χc (dashed lines) and observe it is substan-
tially larger than the full result χc.
Bottom panels of Fig. 2 show the temperature depen-
dence of resistivity ρdc as calculated from the bubble
term in the DMFT (dashed line) and the full result from
FTLM (solid line). Strikingly, even in the temperature
range T & 0.3D where the behavior of χc collapsed
to that of the atomic limit, the DMFT and FTLM are
shown to yield significantly different results with a lower
value of resistivity found in the FTLM.
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FIG. 3. All panels: p = 0.1, T = 0.5D. a) Benchmark
of self-energy and inspection of its leading non-local com-
ponent. b) Comparison of the optical conductivity between
various methods. c) See text. d) Real-space resolution of
the vertex corrections along two spatial directions (CTINT
8× 8 result).
To understand the origin of this difference we take a
closer look of the data at T = 0.5, p = 0.1 that we
show in Fig. 3. In panel a) we compare the self-energies
found in the DMFT, CDMFT 2x1 and the CTINT cal-
culation for the isolated 4 × 4 and 8 × 8 clusters. Not
only is the nearest neighbor self-energy (top) found to
be two orders of magnitude smaller than the local one
(bottom), but also the local parts of the self-energies
show excellent agreement. Thus, neither non-local cor-
relations (neglected in DMFT) nor long-range processes
(neglected in 4× 4) play an important role for the self-
energy at this temperature.
Might long-range processes play a more important role
for the conductivity? One can readily investigate the
role of long-range processes for the bubble part of the
conductivity. This is done by calculating the conductiv-
ity in the DMFT formulated for the 4× 4 lattice, which
amounts to discretizing the Brillouin zone (in both the
self-consistency condition, and internal bubble summa-
tion (Fig. 1b). Fig. 3b compares the optical conductivity
obtained in this way (denoted by DMFT 4 × 4) to the
infinite lattice DMFT result and to the FTLM one. The
DMFT and the DMFT 4 × 4 are close: the long-range
processes clearly do not account for the discrepancy be-
tween the DMFT and the FTLM either. The most of
the difference between the DMFT and the FTLM con-
ductivity thus comes from the vertex corrections.
To further verify this result we have evaluated the
current-current correlation function Λ(iνn) also in
CTINT 4 × 4, and deduced the connected part by
Λconn(iνn) = Λ(iνn) − Λdisc(iνn), which is shown by
the blue squares in Fig. 3c. These points fall on the
blue line which is obtained by the Hilbert transform
to the imaginary axis (Eq. 3) of the difference in σ(ω)
between the FTLM and the DMFT 4 × 4 (see Supple-
mental Material (SM) for details and other p, T ). Note
that the magnitude of Λconn at the Matsubara frequen-
cies is rather small, consistent with the Ward identity
Λconn(iν = 0) ∼ ∑k vk∑iωn G2k(iωn)∂kxΣk(iωn), that
associates Λconn(iν0) with ∂kxΣk (see SM for further dis-
cussion). The conductivity is, however, determined by
the slope, −∂νReΛ(iν)|ν=0+ = σ(ω = 0) = σdc, and the
contribution from Λconn is not small, but comparable to
the bubble term. The slope of the red line which corre-
sponds to the DMFT 4× 4 - DMFT difference is small,
reflecting the practically negligible finite-size effects in
the bubble.
The shape of Λconn is difficult to reconstruct with ana-
lytical continuation from noisy data at the Matsubara
frequencies (see SM), which we circumvented by using
FTML.
Might the impact of vertex corrections change if larger
systems are considered? The added longer distance
components of Λconnr could be sizeable, and even the
short distance components might change due to im-
proved diagrammatic content captured by the bigger
cluster. We have performed the CTINT 8 × 8 compu-
tation to address this question. In Fig. 3c we compare
Λconn(iνn) between 4×4 and 8×8 clusters (blue squares
and black stars) and observe they are equal within the
statistical error bars (about the size of the square sym-
bol). As for the longer distance components, we analyze
the vertex corrections term as a function of real-space
vector Λconnr (iνn) and present the results in Fig. 3d.
Indeed, the values drop rapidly with distance and the
range of Λconn is clearly captured by the 4 × 4 cluster.
Furthermore, the difference in the full Λ between 4× 4
and 8 × 8 clusters (purple crosses) appears to coincide
with the finite size effects in the bubble (red line/dots)
obtained entirely independently with DMFT.
Small finite-size effects are also indicated from a com-
parison of the frequency moments of FTLM σ(ω) in the
high-T limit with the exact values from Ref. 8, where
we find an excellent agreement within . 0.2% (see SM).
It is important to note that apart from reducing the dc
resistivity, the vertex corrections have a characteristic
effect on the frequency dependence of optical conduc-
tivity (see Fig. 3b and SM). The high-frequency peak
in σ(ω) obtained from DMFT is centered at precisely
5ω = U = 2.5D. This peak describes single-particle
transitions between the Hubbard bands. The inclusion
of vertex corrections brings about multi-particle excita-
tions which move this peak towards lower frequencies,
as noted previously in a slightly different context (see
Refs. 48–50).
Conclusions. In the high-temperature T & t, (doped)
Mott insulator regime of the Hubbard model, the single-
particle self-energy is almost local, yet the vertex correc-
tions to dc resistivity persist. This finding applies to the
optical lattice investigation in Ref. 10, and explains why
the DMFT results disagree with the experiment. On
the other hand, we demonstrate that the long-distance
quantum fluctuations play a negligible role, and thus the
4×4 isolated cluster becomes representative of the ther-
modynamic limit. The corresponding FTLM result is
therefore close to exact, and is an important benchmark
for the experiment in Ref. 10 and future cold atoms ex-
periments.
We cannot access with the same confidence the regime
below T ∼ t. Determinantal Quantum Monte Carlo al-
gorithms in principle allow access to larger lattices and
thus lower temperatures (see Ref. 8), but the analyti-
cal continuation presents a possible source of system-
atic error which is difficult to detect and estimate (see
SM for a detailed analysis using the implementation of
Maximum Entropy method taken from Ref. ? ). Our
results highlight the need for developing real-frequency
diagrammatic methods, like the one proposed recently
in Ref. 51.
Finally, our results suggest that proper account of the
vertex corrections is needed at all temperatures. The
discrepancies between the experimental observations
and the DMFT, such as those observed in the case of
hcp-Fe52 or in Sr2RuO4
53 should not be interpreted only
in terms of non-local correlations. Very recently36, this
conclusion has been shown to be valid even at much
weaker coupling and in various other models.
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Here we present a detailed analysis of the numerical
results that we perform to disentangle the different con-
tributions to the optical conductivity and identify the
source of discrepancy between DMFT and FTLM. The
analysis is performed on the imaginary axis where we
can obtain the results from CTINT. Note that at high
temperature, the Matsubara frequencies are far apart
and the values of Λ(iνn) are insensitive to the details
of σ(ω). We illustrate this in Fig. S1 where we show
that, on the Matsubara axis, the FTLM and DMFT
Λ(iνn) results are almost indistinguishable. However,
the discrepancy is not below the level of noise in our
numerics and we are able to reconstruct this difference
from three different contributions, namely the finite-size
effects, non-local self-energy effects and vertex correc-
tions, all obtained independently using combinations of
other methods. However, in the present context, we find
the CTINT method useful only as a tool for benchmark-
ing, since the analytical continuation from the imagi-
nary to the real axis introduces a systematic error, and
a precise σdc value is difficult to extract from Λ(iνn).
In Section I we present our imaginary axis analysis of
the results, and in Section II we discuss the difficulty of
analytical continuation. Then, in Section III we bench-
mark our FTLM result against analytically computed
frequency moments of the optical conductivity. In Sec-
tion IV we discuss the details of the pole-broadening
procedure used in FTLM.
I. DETAILED BENCHMARK
In Fig. S2 we show the detailed comparison and cross-
checks between the different methods in 12 doping-
temperature (p, T ) points in the Hubbard model phase
diagram at U = 2.5D = 10t. The continuous lines are
obtained by the Hilbert transform from the real-axis to
the continuous imaginary variable σ(ω) → Λ(iν), and
then taking the difference between the different meth-
ods, as written in the legend. The question we are ad-
dressing in the main text and that is considered in fur-
ther detail here is the physical origin of the difference
difference between DMFT and FTLM 4 × 4, presented
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FIG. S1. Current-current correlation function Λ(iνn) in
FTLM and DMFT (the dashed and dotted lines are guides
to the eye).
on Fig. S2 by the orange lines.
We can readily inspect the effect of finite cluster size
on the bubble Λdisc. This is given by the red line
which presents the difference between DMFT 4× 4 and
DMFT. Red circles are obtained independently on the
Matsubara axis without any analytical continuation, di-
rectly from DMFT data (DMFT here is performed with
CTINT solver), and present an additional cross-check of
our analytical continuation of the self-energy which was
used to obtain σ(ω) in DMFT. We note that the statis-
tical noise coming from CTINT in the single-site DMFT
solution is very small, and the Pade´ analytical contin-
uation of Σ(iωn) can be successfully performed. The
optical conductivities agree closely (within few percent)
between QMC and NRG solution.
We can also compare the red line with the difference
between the full Λ from CTINT 8× 8 and 4× 4 (purple
crosses). The agreement is solid: it appears that the
only difference between the 8 × 8 and 4 × 4 clusters is
the finite-size effects in the bubble Λdisc, and that the
finite-size effects disappear entirely already at cluster
size 8× 8. Note, however, that finite-size effects mostly
pertain to the overall integral of σ(ω) (i.e. Λ(iν = 0)),
and have little impact on σdc.
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FIG. S2. Comparison of various parts of the current-current correlation functions Λ(iν) on the imaginary axis (see text).
3The blue line presents the difference between FTLM
4× 4 and DMFT 4× 4, which is by construction the or-
ange line minus the red line, i.e. the difference between
DMFT and FTLM 4× 4, up to the finite-size effects in
the bubble.
The blue squares and black stars are the vertex correc-
tions Λconn as obtained from CTINT 4×4 and 8×8: at
T ≥ 0.5D their agreement is excellent, and even at the
lowest temperature it is likely within the statistical error
bars of the method. At the lowest temperature there is
some discrepancy but mostly due to increased statistical
error in CTINT. The problem particularly pronounced
at the biggest doping, where our CTINT 8 × 8 calcu-
lation suffers from the sign problem and failed to con-
verge properly in the available computational time (384
cpu*days per point).
We have inspected also the self-energies and found ex-
cellent agreement between CTINT 8× 8 and 4× 4 (see
Fig.3a in main text, other data not shown). We ob-
serve that the range of Σr is at most 2 lattice spacings,
which means that the longer distance components that
are captured by the 8× 8 cluster are unlikely to have a
measurable effect on any observable.
We cross check our results by calculating Λconn(iν = 0)
from the Ward identity1.
Λconn(iν = 0) = −2T
∑
k
vk
∑
iωn
G2k(iωn)∂kxΣk(iωn)
and present it using the dark-green cross. Here we have
constructed Σk(iωn) on the lattice (64×64 grid Brillouin
zone) using the Fourier transform of the short-distance
Σr components available on the 4×4 cluster, which also
allowed us to take the derivative analytically. Again, the
agreement with the corresponding blue square and black
star is within the roughly estimated statistical error of
CTINT at all temperatures.
In most cases the blue line (difference between FTLM
4×4 and DMFT 4×4) passes through the blue squares
(vertex correction from CTINT 4×4). However, at iν =
0 there appears to be a systematic deviation, and the
blue line passes below the blue square. This we can link
to the effect of non-local self-energy on the bubble which
we calculate from the CTINT 4× 4 results and present
as green color triangles. Indeed, the green triangles are
mostly negligible except at ν = 0 where they are slightly
negative.
We check our decomposition by summing the green tri-
angles, blue squares and red circles, and comparing
them to the orange line. Within statistical error bars,
the total difference between FTLM4×4 and DMFT ap-
pears to come from 1) finite-size effects in the bubble,
2) effects of non-local self-energy in the bubble and 3)
vertex corrections.
Note, however, that the effects of non-local self-energy
on the bubble are small and visible only at the lowest
temperature, and related only to the overall integral of
σ(ω), i.e. the kinetic energy. The only measurable effect
on σ(ω = 0) = −∂νΛ(iν)|ν→0+ appears to come from
the vertex corrections. We additionally cross check this
by analytically continuing Σr6=0 from CTINT 4× 4 and
using it together with DMFT Σloc(ω) that we already
have on the real-axis from NRG solver, to construct
Σk(ω) and calculate σ
disc(ω = 0) . The difference from
the pure DMFT result is negligible in relative terms
except at p = 0 and lowest T where σdc becomes very
small. We present the corresponding slope in Λ(iν) with
green color dashed lines and see that it is much smaller
that the slope of the blue line, and even in the opposite
direction.
Based on the above analysis we conclude that at T &
0.3D, finite-size effects and the effect of non-local self-
energy on σdiscdc become negligible, and that the vertex
corrections σconndc are already well converged with re-
spect to the cluster size at the size 4 × 4. This builds
confidence that our FTLM 4×4 is close to exact solution
of the bulk Hubbard model.
II. UNCERTAINTIES IN THE ANALYTICAL
CONTINUATION OF Λ(iνn)
In this section we thoroughly test the Maximum En-
tropy analytical continuation (MaxEnt) of the Matsub-
ara current-current correlation function Λ(iνn)→ σ(ω).
We find that the result is strongly biased towards the
model function used in MaxEnt continuation, and there-
fore discard the CTINT results for σ(ω) in favor of
FTLM 4× 4 which requires no analytical continuation.
In Fig. S3 we compare σ(ω) and Λ(iν) between FTLM
and DMFT. As a function of continuous imaginary vari-
able, Λ(iν) is displayed by a line, and the Matsubara
frequencies are indicated with crosses. Note that only
the values at the Matsubara frequencies Λ(iνn) serve as
the input for MaxEnt. We see that most of the differ-
ence between FTLM and DMFT is encoded between the
first two Matsubara frequencies in Λ(iν). In particular,
the dc conductivity is given by σdc = −∂νΛ(iν)|ν→0+ ,
which is hard to estimate based on Λ(iνn). Although
there is a one-to-one correspondence between any given
function on the real axis and its Hilbert transform on
the imaginary axis, any amount of noise in Λ(iνn) and
a truncation of Matsubara frequencies is likely to lead
to loss of critical information necessary to distinguish
between two similar σ(ω).
Fig. S4 shows the optical conductivity obtained by the
analytical continuation of the current-current correla-
tion function Λ(iνn) from CTINT. We use the im-
plementation of the Maximum Entropy method from
Ref. 2. We put the error bar dΛ(iνn) = 10
−4. Below
this value the MaxEnt σ(ω) starts to acquire noisy and
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FIG. S3. Optical conductivity and current-current correlation function (see text).
5manifestly wrong features, due to overfitting. This value
of 10−4 also agrees with the deviation in Λ(iνn) between
CTINT 4 × 4 and FTLM, attributed to the statistical
noise in CTINT. We perform annealing similar to Ref. 3:
we apply MaxEnt at temperature T = 0.5D, using ei-
ther FTLM (left column) or DMFT (middle column)
σ(ω) at T = 0.7 as the default model. MaxEnt is then
done at T = 0.3D, using the result of previous MaxEnt
as the default model. The right column in Fig. S4 shows
the resulting dc resistivities.
We see that the result of the analytical continuation
strongly depends on the initial model function at high
temperature. Furthermore, when the initial model is
given by FTLM, the result at T = 0.3 still tends to de-
viate towards the DMFT solution. The reason for this
is that the Drude-like peak in DMFT is broader than in
FTLM, and the MaxEnt generally tends to make the
spectrum smoother. This means that even with the
correct default model at the highest temperature, the
error bar introduced by annealing can easily erase any
information about the vertex corrections and produce a
result comparable to just the bubble contribution that
one can safely obtain from DMFT(NRG). When the ini-
tial default model is taken to be DMFT, the error bar
goes up to 50 percent, and the results typically resemble
the DMFT solution.
Instead of choosing as the default model the FTLM re-
sults, which are computationally expensive to obtain
(around one month on 32 cores with 80 GB of RAM
for single choice of boundary conditions), it may ap-
pear reasonable to try and start the annealing using the
high-T expansion4 result at the highest temperature.
However, as shown in Ref. 3 even high-T expansion is
not trivial to calculate, and can only yield σ(t) results
up to t ≈ 1 (t here is real time). In Fig. S5 we illustrate
how the short time conductivity holds little information
about σdc as σdc ∼
∫
dtReσ(t). The error made in the
high-T expansion then propagates in MaxEnt, and can
lead to wrong results.
Finally, it should be noted that with increasing tem-
perature, Matsubara frequencies spread out, leaving
less and less information to be extracted from even a
slightly noisy Λ(iνn). We conclude that doing MaxEnt
on CTINT 8 × 8 even with the corresponding FTLM
4 × 4 default model would not bring any information
other than what is already contained in FTLM. Our
analysis highlights the importance of developing meth-
ods that calculate the current-current correlation func-
tion directly on the real frequency axis.
III. COMPARISON WITH THE MOMENTS
FROM THE HIGH-TEMPERATURE
EXPANSION
In the high-T limit with σ(ω) ∝ 1/T , the frequency
moments µk =
1
2pi
∫∞
−∞ σ(ω)ω
kdω can be calculated re-
liably or even analytically3,4 as the expectation values of
certain commutators between the Hamiltonian and the
current operator. Despite the difficult to reconstruct
σ(ω), and in particular σdc from such moments with
high confidence3, the moments still provide a firm test
of the numerical approaches.
By using the real frequency σ(ω) obtained with FTLM,
we calculate frequency moments in the high-T limit for
U = 1.5D and p = 0.2. Such moments can be com-
pared to the exact values reported in Ref. 3. We find
that our FTLM moments µk for k = 0− 8, which have
main contributions from σ(ω) in the regime |ω| . 4D
(i.e. up to ω about 2D above the upper edge of the
Hubbard band), deviate from the exact moments by
. 0.2%. Some lower moments show even smaller de-
viation (see Table S1), which suggest FTLM correctly
reproduces high-T behavior with small finite size effects.
Our higher moments (k & 10) show systematic larger
deviation from the exact results due to high frequency
cutoff at ω > 5D in our FTLM results.
T → ∞ values of the FTLM moments are obtained by
fitting T dependence of 2Tµk to a + b/T
2 in the tem-
perature range between 5D and 10D. The numerical
uncertainties given in brackets in the Table S1 are ob-
tained as a standard deviation in the fitting procedure.
k 2Tµk (exact) 2Tµk (FTLM)
0 0.96 0.96001(9)
2 16.5888 16.554(4)
4 879.206 879.4(2)
6 71350.4 71525(20)
8 7.95719·106 7.963(2)·106
TABLE S1. Exact frequency moments 2Tµk taken from
Ref. 3 and the moments from integrating FTLM σ(ω) (here
the units of t = D/4 = 1 are used). The numbers in the
brackets are estimates of numerical uncertainty for the last
digits. Small deviations of FTLM moments from exact val-
ues suggest small finite size effects in the high-T limit.
IV. BROADENING IN FTLM
Optical conductivity calculated with FTLM on a finite
cluster is strictly a set of delta functions in frequency
space. The number of such delta functions grows with
the number of many-body states, leading to a high den-
sity for the used cluster sizes. Still, the delta functions
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FIG. S4. Optical conductivity obtained by MaxEnt analytical continuation of the CTINT Λ(iνn) (solid lines in the first
and the second column). The annealing method is used, where the initial model function, used for MaxEnt at T = 0.5, is
the FTLM (first column), and DMFT (second column) at T = 0.7. At T = 0.3 the model function is the MaxEnt result
from T = 0.5. The dashed (dotted) lines are FTLM (DMFT) data. The right column shows the MaxEnt resistivities,
ρ = 1/σ(ω = 0), in comparison with FTLM and DMFT ρ(T ) curves. The four rows correspond to different doping levels
p = 0.15, 0.1, 0.05, 0. The crosses are the dc resistivity corresponding to the initial model function.
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FIG. S5. Optical conductivity and its Fourier transform at
p = 0.1, T = 0.5D. The dc conductivity has contributions
from up to t ∼ 10. DMFT and FTLM practically coincide
at t < 1.
need to be broadened to get a smooth spectra, repre-
sentative of the thermodynamic limit. The value of the
broadening needs to be appropriate: sufficiently large
to remove the finite-size artifacts, but not large enough
to over-broaden the real features of the spectrum5,6.
In our case we use Gaussian broadening, with the broad-
ening parameter chosen as the parameter for which σdc
is not changing or shows smallest change with broaden-
ing, a choice to which we refer as the optimal one. See
Fig. S6. This prescription works also for finite and
high frequencies, where the delta functions are denser
and the spectra are smooth even with smaller broaden-
ing parameter. The used optimal broadening parame-
ter is substantially smaller than the width of the Drude
peak and we estimate the broadening uncertainty of ρdc
within FTLM to be below 10%.
It is worth noting that that with increasing broadening
the σdc drops monotonically. Since in all cases σdc in
DMFT is lower, there must always be a certain broaden-
ing level that reproduces the DMFT result for σdc, but
not simultaneously σ(ω) at all frequencies. We have
checked that the broadening level needed to reproduce
σdc from DMFT is about 10 times the optimal one, and
becomes comparable to the width of the Drude peak.
This choice of broadening leads to sever modification
in the shape of σ(ω), especially of the high-frequency
peak which is otherwise well determined already by a
fine binning of delta functions or with a tiny broaden-
ing. Therefore, we exclude such large broadening from
consideration.
Finally, we note that for the calculation of Λ(iνn) from
σ(ω) obtained by FTLM with Hilbert transform, Eq. (3)
in the main text, no broadening is needed due to integra-
tion and that even if the broadened σ(ω) is used, Λ(iνn)
change by the order of 10−5, which is smaller than the
symbol size in Fig. 3 (main text) and in Fig. S2 and is
also below the CTINT noise level.
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FIG. S6. Representative dependence of σdc from FTLM on
the broadening parameter and the optimal parameter ac-
cording to the minimal change of σdc with broadening. Data
are for p = 0.1 and T = 0.5D.
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