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Chapter 1. Introduction 1
Chapter 1
Introduction
It occurs often that researchers discover effects or coherences in nature, which are either
not exploited or even completely ignored for decades. Frequently, discoveries have a
deep impact on science or they first lay at rest for some years before their application
potential is recognized. Sometimes, however, the impact of research on our lives and on
society leaves us stunned. Single findings can develop into an own scientific field with
thousands of researchers feeding a billion-dollar industry, such as it is the case with
several discoveries in genetics (immunology, virology, and cancer research). Another
example is the use of light in technology. While the first coherent visible light source was
realized in 1960 byMaiman [1], nowadays, we find laser diodes in every home. Displays
of various kinds, optical methology, and optical material processing are together with
information technologies booming areas in both, science and industry. All these fields
require suitable optical materials for generation, transmission, handling, and storage
of light. Some years ago, it has been recognized that polymers are promising: They
are easy to handle and have many degrees of freedom for controlling their properties.
Conducting organic materials, for example, are used for light emitting devices [2, 3],
solar cells [4, 5], and photorefractive composites [6, 7, 8]. The linear electro-optic
response, a change of the refractive index induced by an electric field, is stronger
than in conventional crystalline materials. Furthermore, electro-optic modulation in
polymers was shown to reach as far as the Terahertz range [9], far beyond what crystals
are capable of due to the existence of phonons. However, even though the material
properties in focus have been discovered many years ago, a broad exploitation has not
yet occurred.
In order to use polymers, for many applications a specific structure has to be
generated in the material, such as an optically written volume index grating or an
electrically induced break of the inversion symmetry. In contrast to crystals, disor-
dered materials exhibit a glass transition temperature causing dynamics to take place
at all temperatures. When considered for technical application, however, temperature
stability is often the most crucial characteristic feature. Usually, extrapolations of ex-
periments at higher temperatures are performed to gain this kind of information. As
an example, telecommunication devices are required to pass stability tests at 85 ◦C for
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several weeks [10]. In addition to this experimental approach and also to understand
polymer dynamics more profoundly, there is an ongoing effort to describe mathemati-
cally the dynamics of electro-optic dipolar molecules immersed in or covalently bound
to a polymer matrix. Interactions of these chromophores with an external field [11] or
the molecular surroundings of the matrix [12, 13] have been modeled to predict and ex-
plain polymer dynamics. However, so far dipole-dipole interaction has not been taken
into account, even though a strong interaction is known from cooperative movements
in polymers with high chromophore concentration [14]. It is not fully understood how
chromophore-chromophore interaction and the dynamics in polymeric materials can be
described efficiently in practice.
In many polymeric applications and processes, the conductivity of the material
plays a central role. While a much broader interest is brought to highly conducting
polymers, conduction is also important in nominally insulating polymers. Only if the
electrical properties are completely understood and controlled, a more efficient way of
processing insulating polymers is possible, such as for electro-optic applications. In
order to exploit the electro-optic effect, for example, first it is required to break the
inversion symmetry of the chromophore orientation by electric-field poling. It is an open
and demanding question whether this orientation of the insulating material will enhance
the electrical conductivity [15]. Strong orientation and high chromophore densities can
even lead to liquid-crystalline phases of head-to-tail oriented chromophores [16], which
may increase the conductivity significantly. This is of scientific interest, but also of
practical relevance. In electro-optic devices AC and DC voltages are applied to such
polymer films. Conductivity can cause unwanted drain currents that require excess
power and generate heat. Furthermore, conductivity can even lead to a screening of
the externally applied field and hence reduce the effective electro-optic coefficients [17].
This thesis with the title Molecular Orientation in Optical Polymer Films has to
be seen as continuation and cross link between two lines of research activities: On the
one hand, it has its origin in the tradition of a group at the Risø National Laboratory
in Denmark, where cross feedback between fundamental optical experiments and the
development of mathematical models were used to gain a deeper understanding of
polymer dynamics [13]. This thesis intends to follow up those lines and to indulge into
detailed investigation of dipole-dipole interactions in dye doped polymers. On the other
hand, it is a collaboration and strong involvement with the polymer project of a research
group at the university of Bonn, where mainly material properties of photoaddressable
polymers and their technical applications, such as for integrated optics and a large area
Fabry-Pe´rot modulator have been investigated [18]. In this tradition, this thesis
intents to emphasize the fundamental research on the materials, which, with high and
varying chromophore concentrations, show large dipole-dipole interaction and even
crystallization.
In order to get a more profound understanding of the dipole-dipole interactions
and the dynamics in polymers as well as of their impact on material properties, a
variety of questions is asked and experiments are combined. For investigation of the
dynamics and how they can be properly described, theoretical considerations are un-
3dertaken using empirical functions. These are compared with the temporal behavior
of the birefringence in polymer films recorded with a special ellipsometer. For more
detailed information about orientation, the results of free beam electro-optic interfer-
ometry and linear dichroism measurements are combined and used to calculate the
chromophore orientation distribution as a function of several poling temperatures and
chromophore concentrations. In order to do so, the second order electro-optic coeffi-
cients and the angle-resolved absorption spectra in photoaddressable bis-azo copoly-
mer thin films are measured. Density-functional calculations have been carried out on
representative bis-azo monomers in several configurations and geometries to compare
calculated absorption spectra with those obtained experimentally. Subsequently, the
calculations on parallel and anti-parallel aligned dipole molecules (head-to-head and
head-to-tail orientation) allow to study the influence of chromophore-chromophore in-
teractions on absorption spectra and on the orientation. The partial order visible in
the orientation distribution function of the chromophores is then confirmed with graz-
ing incidence wide-angle X-ray scattering. Furthermore, the conductivity properties
of polymers with a high density of bis-azo chromophores is analyzed. The influence
of the chromophore orientation and of a transition to a liquid-crystalline phase are
studied. Finally, charge carrier transport Monte-Carlo simulations are performed
and compared with the experimentally obtained conductivity properties.
In order for the reader to understand easily the outline of the thesis, the following
structure is chosen: After this introduction, in one chapter basic considerations are
presented. Physical properties, such as photoisomerization, phase transition, electrical
conductivity, mathematical descriptions of molecular orientation, and relaxation dy-
namics in polymers are introduced. The third chapter is dedicated to numerical calcula-
tions, where density functional calculations andMonte-Carlo transport simulations
are explained. In the fourth chapter, the sample preparations and the experimental
methods are described. Chapter five combines the presentation of the experimental
results and the data analysis, such as curve fits and the calculation of distribution
functions. In chapter six those results are interpreted and discussed. The main part of
the thesis closes with a summery and an outlook.
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Chapter 2
Basic considerations
2.1 Polymers
2.1.1 Structure
The materials used in this thesis contain azo benzene dye molecules (chromophores)
either as a guest-host system (immersed in a containing polymer matrix [19]) or cova-
lently bonded as side groups to the polymer main chain [20]. These molecules do not
only show an electro-optic effect (if the molecular orientation is not inversion symmet-
ric), but are also photosensitive. This means that a change of the refractive index can
be induced by the application of an external electric field making use of the optical
nonlinearity, as well as by the absorption of light [21], as it will be explained in the
following.
A typical and very commonly used azo benzene dye molecule is 4-[N-Ethyl-N-(2-
Hydroxyethyl)] Amino-4′-Nitroazobenzene (Disperse Red 1 or DR1), the structure of
which is shown in Fig. 2.1. It consists of two polar end groups (an electron donator and
an electron acceptor) connected by a delocalized, conducting pi-electron system. This
configuration creates a large permanent dipole moment. The chromophore molecules
are in first approximation of a rod-like shape, which is why there is one dominating
dipole component along the main axis of the molecule. It is convenient and justified
to neglect the dipole moments perpendicular to it.
It has been discovered already in 1937 [22] that azo benzene can occur in two
different geometries, a linear, stretched trans configuration and an angular cis config-
uration. The existence of these two isomeric configurations of the azo (NN) group are
the origin of the photosensitivity. Figure 2.2 shows schematically those two geometries
and the energy states of DR1. If the molecule absorbs a photon with a suitable energy
it gets excited from a stable trans ground state S0,t to a higher state S1,t, which can
relax through a triplet state T1,t into the ground state. The two triplet states of the
trans and the cis configuration, however, are energetically very close. Therefore, there
is a high probability of a transition between them. The excited cis triplet state T1,c
relaxes thermally into the cis ground state S0,c, which, again, is not stable and relaxes
2.1. Polymers 5
Figure 2.1: Schematic composition of Disperse Red 1 as an example for an azo dye.
further into the ground state of the trans configuration. Due to the shape differences
of the two configurations, there is a non-vanishing probability that the final angular
orientation of a molecule is after such a process not anymore the same as before [23].
The absorption probability of a photon is highest, if its polarization direction is
parallel to the molecule’s main axis and almost vanishes for a perpendicular orientation,
because of the rod-like shape of the pi-electron orbitals. Consequently, the repetition
of several absorptions of linearly polarized photons and subsequent relaxations by an
ensemble of chromophores results into an averaged overall orientation perpendicular
to the direction of the light polarization. Thus, molecular orientation can be optically
induced in such a polymer, which is therefore referred to as a photoaddressable material.
Strong interaction between the chromophores can furthermore entail coopera-
tive movements, where the vibration of one chromophore effects the alignment of its
neighbor chromophores, too [21]. Due to the geometrical and electrical anisotropy of
the single molecules, an orientation also results into an anisotropy of the macroscopic
absorption coefficient. This causes a change of the refractive index of the material
(Kramers-Kronig relation). It shows dichroism and becomes birefringent. In the
photoaddressable materials used, a birefringence of up to ∆n = 0.5 could be veri-
fied [14, 24].
2.1.2 Phase transition
Disordered materials, such as polymers, do in the general case not solidify at a specific
temperature, but undergo a continuous transition from a liquid or viscoelastic phase
to a glassy or rubber-like phase over an extended region of temperatures when cooled
down. Figure 2.3 shows schematically the behavior of the volume as a function of the
temperature. The material possesses two different expansion coefficients and two dif-
ferent specific heat capacities, one each before and a distinct one after the transition.
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Figure 2.2: Photoisomerization of Disperse Red 1. Left: schematic representation of
the molecule’s trans and cis configuration. Right: simplified scheme of the
energy states - ground and excited singlet states S0 and S1, as well as the
excited triplet states T1.
A possible definition of the glass transition temperature is where the two extrapolated
dependences intersect. One way to measure this material property is differential scan-
ning calorimetry (DSC), where the specific heat capacity is measured as a function of
the temperature. However, this point is not always well defined, because the volume
of a disordered material also depends on its history. If such a material is, for example,
cooled down from the viscoelastic phase very slowly, then the material is much more
compact in the glassy phase. The reason for this is that the polymer main and side
chains have more time to move into and fill local free volumes in the material, which
otherwise stay empty.
When polymeric materials undergo this phase transition under cooling, the poly-
mer’s main chains are no longer able to move, and their relaxation time diverges. In
contrast to crystalline materials, not the first, but the second derivative of the volume
to the temperature is discontinuous. This is why the glass transition is called a second
order phase transition.
Besides the viscoelastic and glassy phase, polymers with a very high chromophore
concentration can also be found in a liquid crystalline phase, if neighboring rod-like
dipoles order in domains of, for example, head-to-tail orientation. These micro crys-
tallites can, in fact, be very stable. Only by melting well above the glass transition
temperature TG and subsequent fast freezing [26, 27] or by solving in a suitable solvent
and drying, the material can be transformed into the glassy phase again.
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Figure 2.3: Schematic dependence of the volume V of a polymer as a function of tem-
perature T in the region of the glass transition temperature TG [25].
2.2 Orientation
2.2.1 Orientation distribution function
In isotropic (actually already non-inversion symmetric) materials, the second order
nonlinear optical effects vanish. This can be easily illustrated with the example of the
second order term of the polarization, for which the following expression can be given
in the case of inversion symmetry
~P = ²0χˆ(2) ~E ~E = ²0(−χˆ(2))(− ~E)(− ~E) = − ~P , (2.1)
where ~P is the macroscopic polarization, ²0 the electric permittivity of free space, and
~E the electric field. This equation is, of course, only correct, if also the hyperpolar-
izability tensor χˆ(2) vanishes. Thus, in order to enable a second order effect, such as
the Pockels effect, the inversion symmetry of the orientation in the material has to
be broken, such as by molecular orientation or by strong electric fields (e.g. in electric-
field-induced second harmonic generation [28]).
For describing the orientation dynamics of nonlinear chromophores, a time-
dependent orientation distribution function g(θ, ϕ, t) of the orientation solid angles
(θ, ϕ) of chromophores immersed into a polymer matrix is introduced [11, 13] (see
Fig. 2.4), with t being the time. Normalization requires for the integration over the
entire solid angle that ∫ 2pi
0
∫ pi
0
g(θ, ϕ, t) sin θ dθ dϕ = 1. (2.2)
In a disordered poled or nonpoled material, this distribution reduces to g(θ, t), be-
cause of having a rotational symmetry with the axis that points along the direction
of the externally applied electric field ~E. Furthermore, far below the glass transition
temperature, the distribution can be considered to be independent of time.
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Figure 2.4: Angles in the macroscopic coordinate system.
Assuming a Maxwell-Boltzmann distribution function
g(θ) =
1
4pi
exp
(
− U
kBT
)
=
1
4pi
exp
(
µ0zE3
kBT
cos θ
)
=
1
4pi
exp(E cos θ), (2.3)
with an interaction potential U = −~µ · ~E of the dipole moment ~µ in the externally
applied poling field ~E, simple orientation distribution functions of the chromophores
can be predicted. Here kB is the Boltzmann constant, T the poling temperature, and
E the dipole-external field interaction energy normalized by the thermal energy. This
case, in which the interactions of the chromophores with the containing matrix, as well
as dipole-dipole interactions between the chromophores are neglected, is referred to as
the oriented gas model [11]. Figure 2.5 shows orientation distribution functions for
three values of E using Eq. 2.3. It can be clearly seen that even strong poling fields
do not manage to align all molecules. The distribution is still comparatively broad,
though showing peaks at the solid angle’s north pole (θ = 0).
Because of the rotational symmetry, it is convenient to expand the distribution
function in terms of Legendre polynomials Pj,
g(θ) =
∞∑
j=0
ij
i0
2j + 1
2
Pj(cos θ), (2.4)
where j is the counting index and ij are the modified spherical Bessel functions
ij(E) = 1
2
∫ pi
−pi
exp(E cos θ)Pj(cos θ) d cos θ. (2.5)
The order parameters an = ij/i0 can be introduced and obtained by averaging the j
th
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Figure 2.5: NormalizedMaxwell-Boltzmann orientation distribution function g(θ)
as a function of the polar angle θ for three values of E = 0 (dotted line),
E = 1 (solid line), and E = 2 (dashed line), a parameter that quantifies the
orientational energy of the chromophore in an electrical field normalized to
the thermal energy.
Legendre polynomials,
P0(cos θ) = 1,
P1(cos θ) = cos θ,
P2(cos θ) =
1
2
(3 cos2 θ − 1),
P3(cos θ) =
1
2
(5 cos3 θ − 3 cos θ),
(2.6)
over the entire solid angle with respect to the orientation of the chromophores,
aj =
∫ 2pi
0
∫ pi
0
Pj(cos θ) g(θ) sin θ dθ dϕ
=< Pj(cos θ) > .
(2.7)
The first order parameter ranges from −1 to 1, and the second order parameter from
−0.5 to 1. Often the first order parameter is just called order parameter, while the
second one is called alignment parameter. To be able to also address higher orders,
such as the third one, in this thesis they will be simply numbered.
2.2.2 First and third order parameter
Considering a glassy polymer with rod-like nonlinear optical molecules having a dom-
inant hyperpolarizability along the z-axis of the molecule, βzzz, and restricting the
discussion to the linear electro-optic effect (Pockels effect, second-order nonlinear
electro-optic process), the induced microscopic polarization pωz is given by
pωz = βzzzE
ω
z E
0
z , (2.8)
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where Eωz and E
0
z are the electric field components of the light wave with the frequency
ω and the externally applied DC field, respectively, both in the z-direction (see Fig. 2.4).
Integrating the orientation distribution of the molecular polarizations with the
optical field parallel or perpendicular to the externally applied DC field leads to two
components of the macroscopic polarization. From these relations the electro-optic
susceptibility χ(2) can be obtained as [11]
χ
(2)
333 = fNβzzz < cos
3 θ > and (2.9)
χ
(2)
333 = fNβzzz
1
2
(< cos θ > − < cos3 θ >), (2.10)
where N is the chromophore density and <cos θ> the averaged cosine the orientation
of all molecules. The local field factor f is added. Its use has been discussed controver-
sially [13] and it has been described for regular crystal lattices by the Lorentz law as
f = (²33 + 2)/3. However, it also proved to be a good approximation for experimental
systems consisting of dipolar molecules [29, 30].
Now, if birefringence is neglected, the Pockels coefficients can be written as [31]
r = −2χ
(2)
n4
, (2.11)
where n is the refractive index. Contracting the first two indices and using Eqs. (2.6)-
(2.10), one can calculate the order parameters from the measured Pockels coefficients
to be
a1 = − n
4
2fNβzzz
(2r13 + r33) and (2.12)
a3 =
n4
2fNβzzz
(3r13 − r33). (2.13)
2.2.3 Second order parameter
Optical properties that are anisotropic, but inversion symmetric, such as birefringence
or linear dichroism (anisotropic absorption), do not require a non-vanishing first order
parameter. Considering a material with an anisotropic, rotational symmetric distri-
bution g(θ, t) of anisotropically absorbing chromophores, a linearly polarized beam
with the electric field vector parallel to the symmetry axis is consequently absorbed
differently than one with a polarization perpendicular to it.
In the case of a polymer film (with the symmetry axis being the film normal 3-axis)
tilted at an angle of γ1 with respect to an incident laser beam, perpendicularly polarized
light (with respect to the incident plane) has the electric field vector completely in
the film plane and is subject to the absorption A⊥ (see Fig. 2.6). Light polarized
parallelly to the plane of incidence has the electric field vector at an internal angle of
γ2 = pi/2− arcsin(sin γ1/n) with respect to the film normal and experiences a different
absorption A‖ due to the out-of-plane component of the electric field vector. For
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Figure 2.6: Transmission of differently polarized light through a film sample. This page
is the plane of incidence. The film plane is perpendicular to it on top of
the arrow marking the 2-direction.
the described constellation the second order parameter can be determined using the
following expression for the dichroic ratio R [32]
R =
A‖
A⊥
= 1 +
3〈P2〉
(1− 〈P2〉)n2 cos
2 γ2, (2.14)
the derivation of which can be found in Ref. [33]. Typically, an anisotropic absorption
most generally also requires an anisotropic refractive index. Thus, Eq. 2.14 is, of course,
not strictly true, because the system is presumed to be uniaxially anisotropic. However,
Johansson et al. gave a detailed calculation with the inclusion of the difference in
the refractive indices, which makes the calculation incomparably more tedious, and he
proved Eq. 2.14 to be applicable even for lipidic membranes [34, 35]. Estimating the
deviation not to exceed a few percent, this first approximation gives the possibility for
at least qualitative conclusions, which is the reason why, in this thesis, birefringence is
neglected for simplicity. When restricting our experiments to a constant external angle
γ1 = pi/4, the order parameter can, with Eqs. (2.6), (2.7), and (2.14), be reduced to
the form
a2 =
2n4(R− 1)
2n4(R− 1) + 3 . (2.15)
2.3 Conduction in polymers
An investigation of the complex conductivity σ∗(ν), of the complex permittivity or
of the dielectric coefficient ²∗(ν), respectively, as a function of the frequency ν of the
applied electrical field ~E can give insights into structure and electrical properties on a
molecular scale. Dielectric spectroscopy measures these properties.
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Figure 2.7: Charge carrier transport in polymers: a) free band conduction, b) charge
carrier hopping using the conduction band c) thermally activated hopping.
2.3.1 Electronic conduction in disordered materials
In crystalline solid materials, conduction can be explained by considering the free
electrons as propagating waves in a periodic lattice potential and disturbed by Bragg
reflection. The probability to find an electron at a certain location can be calculated
using the Schro¨dinger equation. At Bragg reflections, wavelike solutions to the
Schro¨dinger equation do not exist. Energy bands (valence band and conduction
band) and a band gap in between form with charge carriers delocalized over the entire
crystal [36].
In disordered materials, however, there is no crystalline structure and thus no
periodicity. Therefore, the band model can not be used for describing the electronic
properties. However, it has been suggested to modify the model by introducing traps
or localized sites energetically positioned within the band gap, which simulate the
non-periodicity of the system [37].
In polymers, a certain periodicity can exist locally, for example one-dimensionally
in the polymer main chain, where a description using the band model can make sense.
In delocalized pi-electron orbital systems, such as a simple benzene ring or conjugated
polymers like the light emitting poly(p-phenylene vinylene) (PPV) [2], even conduction
of delocalized (free) charges within the whole molecule is possible. Since the conduction
properties of the entire material are not governed by something like a conduction band
or a valence band the terms highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO) are used [38].
The major problem when modeling the conduction processes in disordered ma-
terials is to describe the distribution of traps. Several suggestions have been made
for a distribution of the energy states, such as a Gaussian distribution function [39].
Generally, however, an exponential distribution falling off from the HOMO is assumed.
The classical band gap is replaced by a pseudo band gap with a low density of energy
states. The energetic distance of a trap to the LUMO is referred to as the depth of the
trap. The more disordered a material is, the bigger are the trap depths.
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Figure 2.8: Charge carrier transport in polymers: a) inter-molecular electron or hole
hopping, b) ion drift.
For conduction in polymers, one can distinguish between three types of charge
carriers: electrons, holes, and ions. The most important conduction processes are
schematically shown in Fig. 2.7 [40]. A free band conduction (Fig. 2.7a) like in metals
requires a non-vanishing charge carrier density in the conduction band. This, however,
is only given in conjugated polymers. Apart from the electron conduction displayed in
Fig. 2.7a), also holes can contribute to the conduction in the HOMO. In electrolumi-
nescent polymers, they are even required for light emission, because they have to form
excitons with the electrons to enable electron-hole recombination with the emission of
photons.
In polymers, however, the conductivity is often dominated by the ability of the
charge carriers to hop from one localized hopping site to another. Ions can use the
local free volumes between the polymer chains. Electrons and holes hop (or tunnel)
from one electron orbital in a molecule to another orbital or to an orbital in another
molecule. Charge transport in these materials is, thus, governed by diffusive motion in
contrast to Bloch electrons with well-defined wave vectors. These hopping processes
can occur involving the conduction band (Fig. 2.7b) or by pure thermal activation
(Fig. 2.7c) depending on the density of hopping sites.
The polymers investigated in this thesis are insulators. The DC conductivity is
mainly governed by inter-molecular hopping processes shown in Fig. 2.8a). In these
processes, the distance between the molecular orbitals plays a key role. Additionally,
ionic conduction can occur, caused by ionic impurities from solvent residuals (Fig. 2.8b).
These ions are not bound to the polymer molecules. However, their drift through the
material is hindered by the polymer molecules. Thus, the ionic conductivity depends
not only on the ion concentration, but also on the ability of the polymer side groups
to move and to give way.
Conduction in conjugated polymers is basically governed by charge carrier hop-
ping between delocalized pi-electron orbitals that extend over the entire polymer back
bone [2]. It is clear that basically film quality and orientation of molecular orbitals
define the conduction properties of those polymers. As shown, e.g. in tetracene, the
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conductivity along oriented polymer chains can be enhanced by several orders of mag-
nitude with respect to the one perpendicular to them. However, conduction does not
only play a key role in conjugated conducting polymers. The nature of conduction has
also to be understood in all kinds of other polymers in order to optimize their fabri-
cation and processing, such as chemical composition or poling procedures necessary to
break the inversion symmetry in organic disordered electro-optic materials [8].
In insulating polymers, all sites are usually assumed to be localized [41]. However,
photorefractive and nominally insulating electro-optic materials, such as the ones used
in this thesis, contain a substantial amount of chromophores. There is no reason to
assume that these molecules and their delocalized molecular orbitals do not participate
as charge carrier hopping sites in conduction processes. These rod-like molecules can
be assumed in a first approximation to be one-dimensional. The hopping distance
to the next site in chromophore-doped systems and the number of hops required to
cover a specific distance depend on the orientation distribution. Therefore, hopping
probability and time of flight depend on the orientation distribution as well. This can
be changed by poling, relaxation or a change into a liquid crystalline phase.
The electric conductivity of insulators in an externally applied AC field is mainly
determined by the macroscopic polarization ~P of the material, which again depends
on the density and orientation of the permanent dipole moments ~µ as well as on the
molecular polarizability αˆ. Even though the dominating dipoles in the materials used
for this investigation are localized in covalently bonded polymer side groups, their
orientation with respect to the polymer main chain, however, is flexible. Movements
and reordering of both the main and the side chains can contribute to an overall change
of the macroscopic polarization.
2.3.2 Dielectric relaxation
Dipolar relaxation has been described by Debye in 1912 [42]. Since then, dielectric
spectroscopy has been proven useful to give deep insight into composition, structure,
and dynamics of materials, and has been developed to a standard method in the field
of material research. The principle is to apply an electric AC field to a sample and
to measure the amplitude of the current as well as its phase. With this information,
the complex permittivity ²∗ and the complex conductivity σ∗, respectively, can be
determined. Nowadays, frequency regions from 10−6 to 109 Hz in combination with
temperatures between −180 to 400 ◦C are accessible. In this case, the term (dielectric)
relaxation corresponds to resonances in the frequency space and is not to be confused
with a relaxation (such as a decay) of a material from a perturbed state into an equi-
librium.
The macroscopic polarization ~P of a material as a function of the electric field ~E
is given by
~P(ν) = ²0χˆ(ν) ~E(ν) = (²∗(ν)− 1) ²0 ~E(ν), (2.16)
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with ν being the frequency of the electric field. The permittivity
²∗(ν) = ²′(ν)− i²′′(ν) (2.17)
consists of a real part (²′) and an imaginary part (²′′). Both have, of course, a physical
meaning. The quantity ²′ determines how much energy can be reversibly accumulated
in the material, while the imaginary part ²′′ is proportional to the absorbed energy.
Therefore, ²′′ is referred to as the loss factor [43].
As already mentioned, the relative dielectric permittivity ² depends on the macro-
scopic polarizability of the material and thus on the dipole moment µ, the molecular
polarizability, and the density N of the chromophores. The relation is given by the
Debye equation [42]
²− 1
²+ 2
=
ρNA
3²0M
(
α +
µ2
3kBT
)
= Pi + Po, (2.18)
where ρ is the mass density of the material, NA is Avogadro’s constant, M the mo-
lar mass, and α the microscopic polarizability. The equation consists of an induced
polarization part Pi = αρNA/3²0M and an oriented one, Po = µ2ρNA/9²0MkBT . Ne-
glecting the atomic contribution to the polarizability, reduces Eq. 2.18 to the electronic
polarization. This is applicable for very high frequencies and gives
Pi = ²∞ − 1
²∞ + 2
. (2.19)
Setting ρNA/M equal to the chromophore density N , the expression
²− 1
²+ 2
− ²∞ − 1
²∞ + 2
=
Nµ2
9²0kBT
(2.20)
is derived. This equation is, of course, only a good approximation for gases. In order
not to fail for liquids, Onsager added a term to describe an additional cavity field,
which represents the polarization that originates from a reaction field acting on the
dipoles that is a result of the electric displacement caused by its own presence. The
extended version of the Onsager model delivers [44, 45, 46]
²− 1
²+ 2
− ²∞ − 1
²∞ + 2
=
3²(²∞ + 2)
(2²+ ²∞)(²+ 2)
Nµ2
9²0kBT
. (2.21)
Figure 2.9 shows an ideal behavior of the permittivity as a function of frequency [43]
for one relaxation process. Beyond both sides of the relaxation region, the real part ²′
shows constant behavior. In between, however, it decreases with increasing frequency
from the low frequency limit value ²′l to the high frequency limit value ²
′
∞ (ν → ∞)
(Fig. 2.9 above). In this region, the imaginary part shows a characteristic relaxation
peak with an amplitude ∆²′′ at the frequency ν0 (Fig. 2.9 below). There have been
several empirical functions offered for describing the spectrum of the permittivity, such
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Figure 2.9: Frequency dependence of the real (²′) and the imaginary (²′′) part of the
permittivity for one ideal dielectric relaxation, with the relaxation parame-
ters ²′l, ²
′
∞, ν0, and ∆²
′′.
as the ones by Debye, by Cole and Cole, as well as by Davidson and Cole [43].
For polymers, most often the Havriliak-Negami function is used [47, 48]:
²∗(ν) = ²∞ +
∆²′′
[1 + (2piiντHN)κ1 ]
κ2 , (2.22)
where κ1 and κ2 are two shape parameters defining the slopes of the peak. The response
or relaxation time τHN is connected to the relaxation frequency ν0 by the relation
τHN = (2pi ν0)
−1 and specifies the position of the maximum.
Figure 2.10i shows schematically a typical dielectric spectrum of a real polymer.
Besides two relaxation peaks [49] centered at the frequencies να and νβ, a conduction
contribution appears at low frequencies in the form of a straight line with the slope of
−1. The two relaxation processes can be interpreted as resonances of the main polymer
chain (primary or α-relaxation) and of the side groups (β- or Johari-Goldmann re-
laxation [50]). Exchanging side groups chemically or immersing plasticizing monomers
generally changes the position and the broadness of both peaks, letting them sometimes
only appear as shoulders of each other or of the conduction term in the graph. However,
also polymers without side chains show a peak for a secondary relaxation. Therefore,
one can also assign the two peaks to non-locally defined (α) and locally defined (β)
relaxation processes. The dependence of the according relaxation times τα and τβ on
the temperature is shown schematically in Fig. 2.10ii. The faster β-relaxation is less
temperature dependent than the α-relaxation, which diverges below the glass transition
temperature TG where the material freezes. Both processes merge together above the
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Figure 2.10: Schematically, Left: imaginary part of the permittivity ²′′ with a con-
duction contribution (slope −1, at low frequencies) and two relaxation
peaks at να and νβ, Right: relaxation times τα and τβ as a function of
temperature.
glass transition. Besides the DSC measurements mentioned in section 2.1.2, another
possibility to define the glass transition temperature TG is where the structural (α-)
relaxation has a relaxation time of 100 s.
The conductivity σ∗ can be directly deduced from the permittivity ²∗ using the
relation
σ∗ = 2piiν²0²∗(ν). (2.23)
The real part of the conductivity σ′ and the imaginary part of the permittivity ²′′
are linked to each other. Besides the peaks of the relaxation processes, a slope of −1
appears in the low frequency range of the permittivity, if the charge carrier conductivity
asymptotically approaches a constant value being identical with the DC conductivity
σ′DC. In practice, however, such a value does not exist for all materials. In Fig. 2.11
both cases are shown. In materials with certain energetic distributions of traps, such
a constant behavior can occur, if all the traps get filled with charge carriers at low
frequencies and no more charge carriers can be captured, thus, leaving the charge
carrier density constant.
Several microscopic models describe qualitatively the frequency dependence of
the conductivity [51, 52, 53]. Assuming a conduction exclusively governed by hopping
processes between hopping sites that follow the random energy landscape model [54],
Dyre [55] provides the formula
σ∗(ν, T ) = σ′DC(T )
(
2piiντt
ln(1 + 2piiντt)
)
, (2.24)
for the complex AC conductivity σ∗ based on the Continuous-Time-Random-Walk
approximation [54], where σDC is the direct current value of the conductivity and τt is
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Figure 2.11: Typical conductivity spectra with (i) and without (ii) asymptotical ap-
proach to a constant value σ′DC, while νt marks the transition frequency
between the two regions of different behavior.
the time corresponding to a transition frequency νt between two regions of increment
(slope +1) and leveling, when the largest energy barrier has been overcome [56].
Of course, the conductivity also depends on the temperature T . In materials
with a high density of deep traps, such as in PMMA, poly(methyl methacrylate), a
complete saturation of all traps with charge carriers does not occur. The conductivity
does not show such a constant behavior for low frequencies. Even after a long drift
time, additional charge carriers can still get caught in deep traps, constantly decreasing
the number of carriers and therefore also the conductivity.
Since the number of free charge carriers in a material also depends on the tempera-
ture, temperature dependent measurements of the conductivity can reveal information
about the conduction process and the material structure. Considering a simple diffu-
sion model for the movement of the charge carriers [57, 58], the temperature depen-
dence of the DC conductivity is described by the Vogel-Fulcher-Tammann (VFT)
relation [59, 60, 61]:
σ′DC(T ) ∝ exp
(
− Ea, σ
kB(T − TV)
)
, (2.25)
where T is the absolute temperature and TV the so-called Vogel temperature. At this
temperature, the time constant for physical processes τ , such as structural relaxation,
diverges adn the dynamics freeze. The activation energy Ea, σ is the averaged energy
needed in order to create free charge carriers.
Analysis of the spectra of the permittivity ²′′ for different temperatures allows to
gather information about properties of the ionic conduction processes. Because of the
fact that the free ions are hindered by the polymer molecules in their motion through
the material, a change in structure of the material will most likely result in a change of
the ionic conductivity. The structural relaxation time τHN from Eq. 2.22 is correlated
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with the temperature by [62]
1
τHN
∝ exp
(
−Ea, τ
kBT
)
, (2.26)
following an Arrhenius behavior. Here Ea, τ is an activation energy for the relaxation.
If the activation energies of the relaxation and of the conduction show a correlation in
their behavior as a function of, for example, material, poling temperature or frequency,
the dominating conduction process is limited by the movement of the side chains and
can therefore assumed to be ionic.
2.4 Dynamics
If a system, that does not solidify by crystallization and remains in a disordered glassy
state [63], is perturbed, then it shows strong non-exponential dynamics on the way
to equilibrium. In this section, the question will be treated, how relaxation dynam-
ics can be described correctly and which mathematical functions are suitable for the
description.
Some theoretical models have been developed, such as the oriented gas model [11]
or the Dissado-Hill many-body relaxation model [64]. But they remain either too
simple or are based on rather intuitive ideas. Thus, the dynamics is not yet fully un-
derstood. Nevertheless, it has become common to describe experimentally recorded,
time-dependent responses φ(t) of relaxing systems, such as the optical birefringence,
electric-field-induced second harmonic generation or photorefractive signals, by em-
pirical functions, of which the most widely accepted is the Kohlrausch-Williams-
Watts (KWW) stretched exponential function [65, 66, 67],
φK(t) = φK(∞)
[
1− exp[−(t/τK)ξK ]
]
. (2.27)
Here, ξK is the temperature dependent stretching exponent that can take values be-
tween zero and unity, τK is a characteristic relaxation time and the index K denotes
the affiliation to the KWW function. Even though this function still behaves at long
times approximately only like an exponential function, in many cases its universality
seems striking. This feature has lead to attempts of explaining its physical origin [68].
However, dielectric experiments with polymers reveal the existence of two relax-
ation processes. Because of the existence of these two distinct relaxation processes it is
investigated in this thesis, why in certain cases a single KWW function is not suitable
for describing relaxation data, even though it is frequently used in literature.
Generally, a non-exponential relaxation behavior can be interpreted as a super-
position of microscopic exponential decays in individual molecular environments and
therefore with individual relaxation times τ [69],
φ(t) = φ(∞)
[
1−
∫ ∞
0
exp(−t/τ)ρ(τ)dτ
]
. (2.28)
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Macroscopically, the statistical ensemble of these relaxation times leads to a relaxation
time distribution (RTD) ρ(τ). Normalization requires
∫∞
0
ρ(τ)dτ = 1. Setting Eq. 2.28
equal to Eq. 2.27, it becomes clear that the KWW function is not capable of describing
any arbitrary RTD ρ(τ). This is only possible for distinct distributions ρK(τ, τK, ξK),
which then depend on the two parameters τK and ξK of the specific KWW function
they describe. An explicit expression for such an RTD with ξK = 0.5 has been given
in Ref. [70],
ρK(τ, τK, 0.5) =
1
2
√
piττK
exp
(
− τ
4τK
)
. (2.29)
This RTD is displayed as the long-dashed curve (a) in the upper graph of Fig. 2.12 with
τK = 1 s. It consists of one peak and it falls monotonically off to zero on both sides.
The curve is asymmetric on the logarithmic time scale approaching zero for long times
more rapidly than for short times. It has been shown [70] that two relaxation functions
with substantially different RTDs can both fit the same physical process equally well
(Cole-Davidson function vs. KWW function). Nevertheless, it still depend on how
much the real RTD of the physical system differs from the assumed one of the KWW fit
function, whether a curve fit of the KWW relaxation function to specific experimental
data will be of good quality.
The question is, in which cases the KWW function can be applied and what
the limitations are. For a better understanding of the relation between a response
φ(t) and its particular RTD, we consider Fig. 2.12 again. Besides the curve (a), the
top graph shows four additional Gaussian distributions: with respect to the full-
width-at-half-maximum, a narrow (dashed b), a broad (dash-dotted c), the sum of
two narrow and well separated (thick solid d), and the sum of two broad and merging
(dotted e) Gaussian functions on double-logarithmic scale. Due to the logarithmic
time scale, normalization of these distribution functions with peaks in different regions
of time results in amplitudes differing by orders of magnitude. Therefore, in order to
be able to compare the distribution functions, they are displayed in the upper graph in
Fig. 2.12 on double-logarithmic scale. Of course, Gaussian distributions differ from
the KWW RTDs. However, their comparability (a relation between the broadness of
theGaussian and a value of ξK) has been shown by Xia [71]. Consequently, Gaussian
distributions can be used to illustrate the central arguments in this thesis in an easier
way.
The lower graph in Fig. 2.12 displays the response calculated using Eq. 2.28
together with the normalized distributions from the top graph. The one narrow
Gaussian distribution (top graph, b) results in a decay still quite similar to a simple
exponential function (short-dashed b and solid f, pair to the left). This means that
even if the RTD does not consist of a single relaxation time (Dirac’s delta distrib-
ution), it can still easily be described by a simple exponential relaxation, if it is just
sufficiently narrow. The pair of curves in the center shows the relaxation with the
one broad Gaussian RTD (dash-dotted c) and a stretched exponential behavior with
ξ = 0.45 (solid g). So, in the case where the real RTD of a physical system is broad
and consists of one peak, a stretched exponential function can describe the behavior.
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Figure 2.12: The top graph shows relaxation time distributions (RTDs) ρ(τ) on double-
logarithmic scale. The long-dashed line represents the KWW RTD for
τK = 1 and ξK = 0.5 (a); a narrow Gaussian (short-dashed, b), one broad
Gaussian (dash-dotted, c), a sum of two narrow (solid, d) and a sum
of two broad (dotted, e) Gaussians. Below, the according relaxations
(along Eq. 2.28, using the same line types as above; b, c, and e) are
shown together with (thin solid lines) a simple exponential relaxation (f),
two KWW functions one with ξK = 0.45 (g) and one with ξK = 0.38
(h), and the relaxation with the RTD with the two narrow and separated
peaks (wavelike thicker solid line, d).
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To the right, the two curves display the relaxation with an RTD consisting of the two
broad and merging peaks (dotted, e) and a KWW fit with ξ = 0.38 (solid h). This
means that even if a relaxation behavior consists of several processes with more than
one peak in the combined RTD, this example demonstrates that, as long as the peaks
are low, broad and merging, it can still be seen as only one distribution, and the re-
laxation integral can become similar to a KWW function. However, the existence of
two peaks in the RTD can be noticed already in the response by the dotted curve (e)
wiggling more often around the KWW fit (h). Finally, the thick solid line shows the
relaxation with the RTD of two narrow peaks (d). It results in a wavelike shape and
it is clear that it cannot be represented with a single KWW function any more.
The temperature behavior of the stretching exponent ξ of the KWW function has
been previously suggested in the form of a hyperbolic tangent [72]
ξ(T ) = ξ0 +
1− ξ0
2
[
1− tanh
(
A
kB
T0 − T
T0T
)]
, (2.30)
with T0 a characteristic material temperature and ξ0 the zero temperature value of
ξ(T=0).
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Numerical calculations
3.1 Density functional calculations
The specific visible light absorption behavior of molecules, such as the dependence on
wavelength and polarizations, has its origin in the size and the shape of the electron
orbitals. Consequently, the different shapes of azo benzene molecules in different iso-
meric (trans or cis) geometries also cause different absorption behaviors. Furthermore,
electromagnetic intermolecular forces can provoke an approach of the molecules, such
as in a liquid-crystalline phase, and a subsequent deformation. This deformation also
results most likely in a change of the absorption. In order to interpret experimentally
obtained absorption spectra, a comparison with numerically derived spectra can be
helpful.
Density-functional calculations have been carried out on a simplified model mole-
cule in various configurations shown in Fig. 3.1i -v. In those molecules, either both
azo groups adopt a trans configuration (Fig. 3.1i) or only one azo group takes on a
trans configuration (Fig. 3.1iv and 3.1v), while the other one takes on a non-planar
gauche configuration. A local minimum in the energy of the geometry of the molecule,
which corresponds to a planar cis type configuration has not been found. This type of
gauche configuration will nevertheless be labeled cis. The optimizations of the geome-
try of the molecules have been carried out using the B3LYP exchange-correlation func-
tional [73, 74], which is one of the most popular ones for molecular calculations. This
is done in combination with a correlation-consistent basis set of polarized double-zeta
quality [75]. It is known that good geometries for organic molecules can be achieved
with this method. The Gaussian 03 program has been used for these calculations [74].
Based on the optimized geometry of the isolated trans,trans chromophore (both
NN groups of the molecule are in a trans configuration, see Fig. 3.1i), several con-
figurations have been created, in which two chromophore molecules are arranged in a
relative parallel or anti-parallel orientation. This is done without further optimization
of the molecule geometry. Calculations have been executed with distances of d = 0.3,
0.35, and 0.4 nm between the parallel molecular planes of the individual monomer
molecules. These simple arrangements of chromophore dimers can be seen as a simple
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Figure 3.1: Chemical structures of chromophore monomers used for computation in a
trans,trans configuration (i), schematic drawings of their relative positions
with the distance d between molecules lying in parallel planes, with dipoles
in parallel (ii) and anti-parallel (iii) orientation, in a cis,trans configuration
(iv) and in a trans,cis configuration (v), and for comparison schematic
drawings of the polymers used for the experiments (statistical compositions
of the units vi and vii).
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model in order to investigate the influence of chromophore-chromophore interactions
on the optical properties.
With this set of monomer and dimer geometries, the optical absorption spectrum
has been obtained using density-functional calculations with an exchange-correlation
functional. Vertical electronic excitation energies and corresponding intensities are cal-
culated within time-dependent density-functional theory (TD-DFT) [76, 77] as imple-
mented into the Amsterdam Density Functional program (ADF) [78, 79]. The quality
of the results is limited by two major approximations: the quality of the one-electron
basis set employed on one hand and the choice of the exchange-correlation functional
on the other hand. Here, an exchange-correlation potential and kernel is used, because
of the local density approximation (LDA). This is done in combination with a basis set
of polarized double-zeta quality (DZP basis set). With the chosen level of computa-
tion and the kind of larger molecules studied, the errors are expected to not to exceed
approximately 0.5 eV for valence excitations. In order to obtain a higher accuracy of
the results, a more sophisticated approach could be used at the cost of higher demands
in computational resources.
3.2 MONTE-CARLO transport simulation
In the past, there have been attempts to mathematically describe and numerically sim-
ulate the conduction in insulating disordered materials with isolated localized sites and
traps, as well as in conjugated polymers with extended pi-electron orbitals. For simu-
lation of conduction behavior it has proved valuable to apply random walk Monte-
Carlo simulations. Here, we are in particular interested in the influence of the orien-
tation of rod-like chromophores serving as hopping sites.
In order to describe the orientation of the chromophores, again, the orientation
distribution function g(θ, ϕ, t) as introduced in section 2.2.1 is adopted as well as the
above-mentioned oriented gas model. The normalized interaction energy E (Eq. 2.3)
can usually not exceed a value of about unity in disordered systems, due to the limits of
the field strengths applicable and the influence of thermal agitation kBT . However, E
can be used as a parameter for describing the degree of orientation, which increases far
beyond that limit when undergoing a transition into a liquid crystalline phase. Thus,
E is referred to as the orientation degree, in a wider range of values and meanings.
For simulation, the conduction properties, the polymer film is described three-
dimensionally with periodic boundary conditions in 1- and 2-direction, while the 3-
direction defines the film normal (see also Fig. 2.4). Chromophores are placed at
random position and with a specific orientation. While the azimuthal angles ϕ are
completely random, the polar angles θ follow a distribution according to those displayed
in Fig. 2.5. However, the orientation of neighboring molecules does not have any
correlation. For each chromophore i, the hopping direction
−→
lij and the effective minimal
distances ‖−→lij‖ = lij to neighboring sites j is calculated. Figure 3.2 shows the three
possibilities for shortest distances: (a) between the ends of two sites, (b) between the
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Figure 3.2: Schematic jump geometries between delocalized hopping sites. Shortest
distances can occur (a) between the ends of two chromophores, (b) between
an end and a middle part, and (c) between skew chromophores.
end of one and a middle part of another site, and (c) between two middle parts in a
general skew geometry. Then the hopping probabilities to the adjacent transport sites
are calculated. Generally, hopping rates W over a distance l can be defined as [68]
W (l) = u exp(−2l/r0), (3.1)
where u is an l-independent prefactor and r0 the localization radius of the electron wave
function. In the case with an electric field ~E applied across the film, the probability to
hop along the field is increased, the one for moving against the field is decreased, and
those to hop perpendicular (in the film plane) is constant. This is due to the energy
barrier being raised or lowered, but can also be modeled in the equation by increasing
or decreasing the effective distance lij as a function of the applied field E and the
hopping direction
−→
lij . Therefore, an empirical factor
d(
−→
lij , E) = exp
(
−D(E) lij,3
lij
)
(3.2)
is proposed, which fulfills precisely these requirements and has to be a function of
the applied field E via the prefactor D. This is only one possible way to describe the
dependence caused by higher energy barriers or longer tunneling distances. In our case,
the hopping probability is consequently set to
Wij(
−→
lij , E) = u exp
(
− 2d(−→lij , E) lij
r0
)
. (3.3)
The parameters that can be varied are the chromophore density ρ, the orientation
degree E , and the driving field D.
For the simulation, electrons are placed on the hopping sites closest to the bottom
electrode. Then, a random walk simulation is started. The drift of the charge carriers
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caused by the externally applied field results in a time-dependent current. Each step
of the random walk corresponds to a time unit δt in arbitrary units. The total current
at each time t is given by [80]:
I(t) =
δ
δt
d∑
Z=0
ρ(Z) +
1
d
δ
δt
d∑
Z=0
Zρ(Z), (3.4)
where Z is the position in 3-direction and ρ(z) is the charge density integrated in the
1- and 2-directions. The first term of Eq. 3.4 gives the conduction current, whereas the
second term corresponds to the displacement current, for which detailed investigation
has shown that it is a small correction to the conduction term [81]. As the charge car-
riers move, the injected Delta-distribution centered at the bottom electrode disperses
and typically propagates in a Gaussian package across the film, if an electric field is
applied. The mean transit time tT can be defined as the time when the peak of the
spatial Gaussian charge distribution has reached the other electrode, that is when
half of the charges have accumulated at the other electrode. The transit time is related
to the effective charge carrier mobility m and the external field E via the relation
m =
v
E
= dtTE, (3.5)
where v is the velocity, and this is how m is derived in time-of-flight measurements.
The mobility, again, is linked to the conductivity σ by the equation σ = qmN , where
q is the charge and N the carrier density.
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Chapter 4
Experimental methods
4.1 Materials and samples
For the various experiments, two types of materials and sample geometries are used.
For the investigation of the polymer dynamics in the ellipsometry measurements, drop-
casted (thick) guest-host polymer films are applied. The samples investigated in all
other experiments consist of spin-coated thin film copolymers.
4.1.1 Guest-host thick films
The azo benzene dye Disperse Red 1 (DR1, see Fig. 2.1), is mixed with the material of a
matrix of poly(methyl methacrylate) (PMMA), as well as a plasticizer ethylcarbozole
(ECZ), with wich one is able to tune the glass transition temperature. The three
materials used consist of 80% PMMA and then additionally either (material 1) 15%
DR1 and 5% ECZ, (material 2) 5% DR1 and 15% ECZ, or (material 3) 20%DR1,
respectively. The three mixtures in the form of powder are solved in tetrahydrofuran
(THF) using a supersonic bath, after which the solvent is evaporated. The samples are
produced by drop casting the polymer between glass substrates using glass beads of
100 µm diameter as spacers and a heating plate. The substrates are each coated with a
layer of indium tin oxide (ITO) partly etched in order to obtain stripe electrodes from
one side to an area in the middle.
4.1.2 Copolymer thin films
The polymers investigated are one homopolymer and four copolymers, the synthesis
of which can be found in Refs. [82] and [83]. The homopolymer consists of 100 %
of the unit shown in Fig. 4.1i, which is functionalized with a side-chain bis-azo chro-
mophore and has an averaged molar mass of 11500. The copolymers are statistically
built up by the two monomer units shown in Fig. 4.1i and Fig. 4.1ii. Copolymers
with 20, 40, 60 and 80 mol% of unit i are polymerized with averaged molar masses
of 10500, 12700, 13300, and 12500, respectively. The chromophore shown in Fig. 4.1i
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Figure 4.1: Chemical structure of the monomer units of the investigated photoaddress-
able bis-azo polymers used for the thin films.
has an approximate dipole moment of µ = 7 D (1 Debye = 3.336 × 10−30 Cm) as es-
timated by density-functional calculations using the chromophore shown in Fig. 3.1i,
and a hyperpolarizability βzzz = 8.36× 10−38 Vm4 measured using Hyper-Rayleigh-
Scattering (SHG, λ = 1500 nm→ 750 nm, where λ is the wavelength of the light) [84].
The chromophore density has been estimated to be N = 1.575× 1027 m−3 for the poly-
mer with 100 % chromophore content. For the series of the electro-optic and absorption
measurements as a function of the poling temperature a fraction of the 100%-material
with a higher glass transition temperature (120 ◦C) is used [85].
The polymers are dissolved in cyclopentanone with a concentration of 100 mg/ml
and spin coated in different film thicknesses onto ITO coated glass substrates of 25 ×
25 mm size. The rotation speed is of the order of 3000 rpm and is varied in order
to obtain several film thicknesses. The films are dried in a vacuum oven at 80 ◦C for
several hours. Typical film thicknesses are 0.5 - 2.0 µm measured using a profilometer
(Dektak). For the investigation of the conduction properties (see section 4.6), it was
tried to reach larger film thickness in order to match capacity requirements for the
highest accuracy of the dielectric spectrometer (10−9 F for the frequency region used
of 10−3 − 107 Hz). Unfortunately, the films show crinkles up from 2 µm thickness.
The films with 100 % chromophore content are corona poled [86] at 84, 94, 99, 102,
104, 109, 114, and 124 ◦C with an electric potential of +5 kV applied perpendicular
to the film plane by a corona tip positioned 7 mm above the film plane, while the
polymer films with different chromophore concentrations are each corona poled at their
individual, previously determined, optimal poling temperature with respect to highest
Pockels coefficients (see Table 4.1).
Finally, the sample is covered by a top electrode. For the dielectric measurements
to each sample, an adhesive conductive pad with 3 mm diameter is attached. The
diameter of the adhesive conductive pads is chosen to match the above mentioned
capacitance requirements of the dielectric spectrometer in order to achieve high mea-
surement accuracy. Other types of electrodes have been tried out, but have proved to
be disadvantageous: (1) A sputtered gold electrode penetrates into microscopic surface
defects, which then dominate the current or may short-circuit the sandwich. (2) Elec-
trically conducting silver paint, if not also showing effects like sputtered electrodes,
contains solvents and hence cannot be used on the polymers. (3) Geometrically de-
fined metal plates under pressure can damage the thin film or do not result in a defined
contact area due to air gaps between the electrode and the film. (4) One may propose
to stack two polymer-coated glass plates with the films facing each other. Then the
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cchr cchr TG Tpol r13
[mol%] [wt%] [◦C] [◦C] [pm/V]
20 54 101 106 13.5
30 67 104 114 14.3
40 76 120 122 23.3
60 88 100 110 42.5
100 100 94 102 40.3
100 100 120 110 16.7
100 100 120 116 24.4
100 100 120 118 33.4
100 100 120 128 18.8
100 100 120 135 12.4
Table 4.1: Chromophore contents cchr, glass transition temperatures TG, poling tem-
peratures Tpol, and Pockels coefficients r13 of the materials used.
Figure 4.2: Sample geometry.
two ITO electrodes can be used to measure the conductivity. However, the process-
ing requires to heat up the sandwich under pressure in order to fuse the two polymer
films, but this would cause either a decay of any orientation previously induced or a
crystallization.
For the other measurements (absorption and electro-optic), the final step of the
sample preparation is the deposition of finger gold electrodes by sputtering. This
is done by using an aluminum mask leaving some areas transparent for absorption
measurements in transmission, while the other areas can be used in the reflection
interferometer (see Fig. 4.2).
4.2 Electro-optic measurements
In order to measure the electro-optic coefficients, the samples are investigated at room
temperature in a free-beam Mach-Zehnder interferometer first proposed by Nor-
wood et al. [87]. This technique allows to determine the components of the Pockels
tensor independently. The coefficients are obtained by measuring phase changes due
to electric-field-induced refractive index changes and calculating the electric suscepti-
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bility. The actual experimental setup, measurement procedure, and calculations are
described in greater detail in Ref. [88].
4.3 Refractive index measurements
For later analysis, the dispersion of the refractive index of the material is needed.
Therefore, two complementary measurements are performed. For the first one, a prism
coupler (Metricon) is used for waveguide spectroscopy [89]. The values are measured
in TE mode (polarization in the film plane) and determined by the transmitted modes
in the polymer film. The values for the TM mode are around 0.05 smaller due to a
slightly anisotropic chromophore orientation caused by the spin coating process, while
each corona poling procedure induces, again, minor changes. However, because of
possible scratches from the prism coupler and resulting short cuts, the measurements
cannot be performed for each sample after the spin coating and before the sputtering.
Therefore, an nonpoled sample is chosen to be used as a reference.
In order to obtain the entire spectrum of the index values from 335 to 2240 nm,
the Kramers-Kronig relation is used. For this purpose, the absorption spectrum of
a dilute solution of the polymer contained in a cuvette is measured. A Varian Cary
500 spectrometer is employed.
4.4 Dichroism measurements
For determining the second order parameter the method of linear dichroism is ap-
plied [90]. The spectrometer used for investigation is, again, the Varian Cary 500. The
absorption of the sample films is measured in transmission and with a beam incidence
angle of α = pi/4 with light polarized parallelly and perpendicularly with respect to
the incident plane over a wavelength region from 300 to 800 nm. This range is chosen,
because there are significant absorption peaks of the rod-like chromophore side-chains,
such as those that induce the photoisomerization. An ITO-coated glass plate is placed
in the reference arm of the spectrometer to correct the absorption of the substrate.
Prior to these measurements, the spectra of the reflectivities of the air-glass, the air-
ITO and the air-polymer interfaces are measured in a modification of the same spec-
trometer for measurements in reflection mode. They are used to correct the recorded
absorption spectra of the polymer films.
4.5 X-ray scattering
In order to confirm the experimentally obtained information about orientation with an
independent source, X-ray scattering measurements have been done. The details are
presented here, because the experimental results have been analyzed, interpreted and
used for comparison in this thesis.
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Figure 4.3: Grazing incidence wide-angle X-ray scattering setup.
Grazing-incidence wide-angle X-ray scattering (GIWAXS, Fig. 4.3) is measured.
Copper Kα,β radiation is generated by a rotating anode operating at 10 kW and is
then focused, collimated, and filtered (only Cu Kα is selected) by a multilayer X-ray
mirror. Scattering from the sample substrate is suppressed, except from the topmost
layers, by setting the sample surface to a very small angle with respect to the X-
ray beam [91]. In this manner scattering measurements of nanometer thin films are
feasible. The scattered signal was recorded on photo-stimulable image plates and later
scanned. The three samples used in this experiment are made of the polymer with
100 % chromophore concentration and a glass transition temperature of 94 ◦C. The
films are poled at 84 ◦C, 102 ◦C (the optimal temperature with respect to highest
Pockels coefficients), and 124 ◦C.
4.6 Dielectric spectroscopy
The dielectric experiments [49] are performed using a high-resolution broadband di-
electric spectrometer (Novocontrol, Alpha) over the frequency range 10−2 to 107 Hz.
The sample is positioned into the sample holder (Fig. 4.4) and contacted via the ITO
coating and the adhesive conductive pad. The spectra are measured at temperatures
of 0, 20, 40, 60, 80, 90, and 100 ◦C and for some samples also at 110, 120, and 130 ◦C.
Then the measurement is repeated at 40, 20, and 0 ◦C. It is interesting to observe the
relaxation of the structure induced by poling during the sequence when the samples
are heated up. However, there is no such kind of information to be gathered when
the sample is cooled down again. Therefore, measurements are performed only at
three lower temperatures in order to be able to extract the activation energy after the
structural relaxation. The temperature of the samples is controlled using a cryostat
with an accuracy of ± 0.1 K. Between each measurement, 15 minutes pass to allow
temperature equilibration.
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Figure 4.4: Sample holder of the dielectric spectrometer (left: photography; right:
schematic depiction) to be positioned in an accurately temperature-
controlled cryostat.
4.7 Ellipsometry
The experimental setup for measuring the time dependence of the birefringence is a
single wavelength transmission ellipsometer [92], a modified version of the commonly
employed measurement in reflection [93] proposed by Teng and Man [94]. The setup
is schematically displayed in Fig. 4.5. A pi/4 tilted sample (with respect to the laser
beam) transmits a pi/4 linearly polarized He-Ne laser beam (5 mW, λ=632.8 nm) (with
respect to the incident plane of the sample). Using a quarter wave plate, a Wollaston
prism, and two photodetectors, the change in refractive index of the polymer in the
film plane and in the direction pi/4 in between the film plane and the film normal
is measured. Temperature regulation is enabled by mounting the sample on top of a
Peltier element. In order to ensure an initial random orientation of the chromophores
the sample is heated up to 10 K above glass transition temperature for a few minutes
without poling before each measurement. Chopper triggered Lock-in detection is used
to reduce the noise level.
4.8 Glass transition temperature
For the plasticized materials (containing ECZ), the glass transition could not be mea-
sured by the commonly used differential scanning calorimetry (DSC), because the phase
transition is so smooth that a specific transition temperature cannot be explicitly de-
termined. A second possibility to define the glass transition temperature, as mentioned
in section 2.4, is to spot where the structural relaxation time is of the order of 100 s [95].
Therefore, dielectric measurements are performed with the dielectric spectrometer at
25 temperatures over a range, in which the glass transition temperature is expected to
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Figure 4.5: Schematic ellipsometric setup.
be found.
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Chapter 5
Results and data analysis
5.1 Dipole-dipole interaction
5.1.1 Refractive index measurements
The refractive indices measured by using the prism coupler in TE mode are determined
to be 1.88 at a wavelength of 685 nm, 1.74 at 1300 nm, and 1.72 at 1550 nm. In order
to obtain the entire spectrum, the absorption coefficient of a solution of the material
is measured. With the optical path length and the concentration of the solution,
the absorption coefficient of the bulk material can be inferred. Then the Kramers-
Kronig relation is applied. A constant offset value has to be added to the spectrum
to match the three values obtained with the prism coupler, because the integration is
performed over the limited measured region of wavelengths and not over the complete
electromagnetic spectrum, as required for an exact calculation. The result is shown in
Fig. 5.1.
5.1.2 Density-functional calculations
Graphs i and ii of Fig. 5.2 show the absorption spectra obtained using density-
functional calculations (see section 3.1). The calculations only yield peak positions and
oscillator strengths (cross sections). For the illustrations, a Lorentzian line broad-
ening with a uniform FWHM (full-width-at-half-maximum) of 0.4 eV has been used.
The oscillator strengths associated with the excitation energies are computed from
the associated transition dipole moment vectors. These vectors are dominated by the
z-component, which coincides with the principal molecular axis of the chromophores.
The computed absorption cross sections therefore correspond to experimental ones mea-
sured with polarized light, the electric field vector of which is parallel to the principal
molecular axis. According to the present calculations, the major absorption peak of a
single trans,trans chromophore has a position around 450 nm. Photochemical trans/cis
isomerization results in a blue-shift of the major absorption lines. A cis,trans configu-
ration with the trans NN group close to the CN group (Fig. 3.1v) results in a second
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Figure 5.1: The absorption coefficient α of the polymer (dotted line) and the refractive
index n (solid line) as a function of the wavelength λ. The circles indicate
the values measured using the prism coupler.
major peak (now two peaks at about 410 and 360 nm, see Fig. 5.2i), while an isomer-
ization of the other NN bond (Fig. 3.1iv) changes the shape of the curve by adding
a shoulder for shorter wavelengths (peak at around 430 nm). When two trans,trans
molecules are placed close to each other the change in the calculated absorption spec-
trum is very small for distances of 0.4 and 0.35 nm or for a skew configuration (data not
shown). The two special cases, which are focussed on here, are a parallel (head-to-head,
Fig. 3.1ii) and an anti-parallel (head-to-tail, Fig. 3.1iii) alignment with a distance of
d = 0.3 nm. In the first case there is one main absorption peak at 420 nm (a shift
to shorter wavelengths with respect to an isolated monomer, see Fig. 5.2ii) and in the
second case there are two major peaks at 470 and at 420 nm.
5.1.3 Orientation distribution function
The Pockels coefficients measured show the ratio r33 : r13 = 3 : 1. Assuming the
orientated gas model [11], the Pockels coefficients have been shown to follow this
relation [96]. Even though higher values have been measured for this ratio [87], the
approximation has proved valid for many polymers [97], especially for the ones under
investigation in this thesis [88]. This leads us from the Eqs. (2.12) and (2.13) to
a1 =
1
fNβzzz
5r13 and (5.1)
a3 = 0. (5.2)
The first order parameters, calculated with these Eqs. are displayed in Fig. 5.3 as
functions of the chromophore concentration (graph i, open circles) and as a function
of the poling temperature (graph ii, open circles). The first order parameter is lower
in materials with low chromophore concentrations, increases until about 90 wt%, and
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Figure 5.2: Spectra of absorption A as a function of the wavelength λ and as a function
of the photon energy Ea, all with same scaling; graph i : of a trans,trans
chromophore (solid curve; see Fig. 3.1i), of a trans,cis chromophore (dot-
ted curve; see Fig. 3.1v), and of a cis,trans chromophore (dashed curve;
see Fig. 3.1iv); graph ii : again, of an isolated single trans,trans chro-
mophore (solid, same as in graph i), of a dimer in parallel (head-to-head)
orientation (dashed, see Fig. 3.1ii), and of a dimer in anti-parallel (head-
to-tail) orientation (dotted, see Fig. 3.1iii); graph iii : of the material with
100 % chromophore concentration poled at 135 ◦C measured with paral-
lelly (solid) and perpendicularly (dash-dotted) polarized light and of the
one poled at 110 ◦C measured with parallelly (dash-dot-dotted) and per-
pendicularly (dashed) polarized light. The dotted line represents a curve
fit with the calculation results of the anti-parallel dimer.
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Figure 5.3: The first (open circles) and second (filled squares) order parameter a1 and
a2 as functions of the chromophore concentration cchr with each optimal
poling temperature (graph i) and as functions of the previous poling tem-
perature Tpol (graph ii). TG marks the glass transition temperature. The
dotted and dashes lines are guides to the eye representing intuitive behav-
iors.
then falls off again for 100 %. For the material with 100 % chromophore content corona
poled at different temperatures the first order parameter rises as the poling temperature
increases. However, above the glass transition temperature, the coefficients decrease
again.
Graph iii in Fig. 5.2 shows examples of the absorption spectra of two polymer
films, one previously poled well below and the other one well above the glass transi-
tion temperature, measured with light of parallel and perpendicular polarization. All
spectra show strong absorption for wavelengths between 380 and 600 nm. The sample
poled at 135 ◦C (solid and dash-dotted curve) shows broader peaks than the one poled
at 110 ◦C (dashed and dash-dot-dotted curve). With light polarized parallelly to the
plane of incidence, apart from the peak noticed in all other curves at around 470 nm, a
second large peak at shorter wavelengths (around 420 nm) appears in the spectrum of
the sample poled at high temperature leaving the first one like a shoulder of the curve.
One should note that the dichroic ratios of the two samples, calculated by dividing the
absorption of parallelly polarized light by the absorption of perpendicularly polarized
one, are qualitatively inverse to each other.
In the following, the shape of the measured spectra is described. The density-
functional calculations performed provide excitation energies and corresponding oscil-
lator strengths. While the former trivially give information about peak positions, the
latter ones correspond to the integral over a peak in an absorption spectrum. Informa-
tion about the line width of a peak is not given, since line shapes depend highly on the
molecular environment and other influences. Of course, peaks in the measured spectra
also occur for wavelengths shorter than 380 nm, but they are not required for eval-
uation of the orientation of the dipolar side-chains, since the absorption peaks under
investigation are known to correspond to the rod-like pi-orbitals of the chromophores.
A curve fit is performed to the absorption spectrum measured with parallelly polarized
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light on a film poled at 135 ◦C (solid curve in Fig. 5.2iii), using the calculated line spec-
trum for an anti-parallel dimer (represented as the dotted curve in Fig. 5.2ii with an
FWHM of 0.4 eV). Only the two most pronounced calculated lines are used (actually,
two clusters of two and three lines, respectively; one at around 2.62 eV and the other
one at around 2.96 eV). While the two peak positions and the ratio of their integrals is
kept constant, only the two line widths (FWHM), and therefore the maxima, are left
to be free curve fit parameters. The result is plotted as the dotted curve in graph iii
in Fig. 5.2.
The analysis of the absorption data and the calculations of the second order para-
meters is performed as follows. The dichroic ratio has to be calculated for wavelengths,
to which mainly the rod-like chromophores respond. However, for the different samples
and the two polarizations, the peaks are at distinct positions with varying amplitudes.
Therefore, this cannot be done at a single wavelength. The absorption peaks are in-
tegrated over windows consisting of the combined full width range of the individual
spectra measured with parallelly and perpendicularly polarized light at the empirically
chosen value of 1/e of the peak maximum. Peaks at wavelengths shorter than 400 nm
are neglected.
Then, the calculation of the order para Eqs. (2.14) and (2.15) is done with those
values. The results are also shown in Fig. 5.3. At low chromophore concentrations
and at low temperatures, the second order parameters are low, yielding even negative
values for low temperatures. As the concentration rises to higher than 70 wt%, higher
values for a2 are obtained. The behavior is even stronger pronounced as the poling
temperature is increased in the high concentration material having a significant rise
from the almost smallest possible to the largest possible values of a2 within only a few
degrees.
Subsequently, the orientation distribution functions (ODFs) are calculated using
Eq. (2.4) up to the third order. They are displayed in Fig. 5.4. In all samples with
different chromophore concentrations poled at the optimal temperature with respect to
the highest Pockels coefficient (graph i) more chromophores point into the direction
of the externally applied electric field (θ = 0) than opposite to it (θ = pi). However,
head-to-tail orientation (neighboring chromophores pointing into the opposite direc-
tions) is clearly notable. Even more interesting is the set of curves in graph ii. At
the lowest poling temperatures 110 ◦C and 116 ◦C, a peak or a shoulder, respectively,
appears at θ = pi/2. At the highest poling temperatures, 128 ◦C and 135 ◦C, almost
as many chromophores point in the direction of the external electric field as against it.
The error bars displayed in Fig. 5.3 represent statistical errors. For the first order
parameters they are all of the order of 10 %. For the second order parameter they
depend highly on the magnitude, ranging around 5 % for the highest values, but ex-
ceeding unity for the small ones (such as for the value at 116 ◦C poling temperature,
see Fig. 5.3). This is very understandable and due to the fact that the target of the
dichroism measurements is to record a very small difference in absorption within a
wavelength range, where the material is by many orders of magnitude stronger ab-
sorbing than in other wavelength regions. Another reason for the high error values is
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Figure 5.4: Chromophore orientation distributions as functions of the polar angle θ;
graph i : for polymers with different chromophore concentrations, previ-
ously corona poled at each one’s individual optimal poling temperature
(gc(θ)); graph ii : for a polymer with 100 % chromophore concentration
previously corona poled at different poling temperatures (gT(θ)).
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the specific mathematical kind of interrelation between the experimentally measured
properties and the calculated parameters. In special cases, it leads from rather small
deviations of the absorption to large ones of the second order parameter. In order to
reduce the statistical error for the crucial samples, up to 20 spectra with integration
times of several seconds per recorded wavelength are measured and averaged. At the
same time, the systematic errors of properties, such as the chromophore densities, are
very difficult to estimate. The negative values of the orientation distributions, which
are physically not meaningful, might be attributed to these systematic errors (see
Fig. 5.4). However, the errors give only an offset to all second order parameters and
leave the values still sufficiently accurate to be able to make qualitative comparisons
of the different samples.
5.1.4 X-ray scattering
In all samples, diffuse scattering from the glass substrate is observed, as well as powder
rings from cubic ITO (d211 = 0.413 nm, d222 = 0.292 nm, d400 = 0.253 nm). Figure 5.5
shows diffraction patterns of polymer samples corona poled at three different temper-
atures. Besides the recorded scattering signals, ordering is schematically proposed in
the right column of the figure. Graph i shows the scattering from the sample poled at
84 ◦C, well below glass transition temperature. A phase with in-plane order is observed
with a periodicity of 1.35 nm. The scattering signal is not a single peak, but rather
broad and very weak, however still detectable. The material is largely disordered. The
diffracting structures are small and distributed over a wide angle. Graph ii shows the
scattered X-ray pattern of a sample, which has been poled at 102 ◦C (the optimal pol-
ing temperature). A phase with out-of-plane order is observed. Again, the diffracted
signal does not consist of single peaks, but broad quarter circles implying a distribu-
tion of diffracting structures around a perpendicular position with respect to the film
normal. However, the signal is stronger. The positions of the signals correspond to
the first and the second order of diffraction from these structures with a periodicity of
2.7 nm. The diffracting structures are bigger and, again, distributed over a wide angle.
Finally, shown in graph iii, the sample poled at 124 ◦C yields the sharpest peaks, both
azimuthal and radial, revealing the highest order, again, out-of-plane with a structure
periodicity of 2.7 nm. The diffracting structures are bigger (smaller radial broadness)
and more oriented (smaller azimuthal broadness). All graphs are shown with the same
scaling. The gray scale has been adjusted suitably for each graph in order to be able
to identify the diffraction maxima.
5.2 Conductivity
In order to estimate the influence of the adhesive conductive pad, the measurement
sequence is performed on a pad attached to an ITO glass plate without a polymer film.
The results show very high conductivities. Thus, in the real measurements, indeed the
polymer limits the conductivity and is studied.
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Figure 5.5: X-ray scattering images (left) of polymer films with 100 % chromophore
content and a glass transition temperature of 94 ◦C poled at 84 ◦C (graph
i), 102 ◦C (graph ii), and 124 ◦C (graph iii). The right column schemat-
ically represents according diffracting structures with respect to the hori-
zontal film pane: very small domains with very few diffracting planes and a
large angular distribution with in-plane order (i ), small domains with few
diffracting planes and still a large angular distribution with out-of-plane
order (ii), and larger domains with more diffracting planes and a small
angular distribution, again, with out-of-plane order (iii).
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Figure 5.6: Real part of the conductivity of a polymer film poled at 104 ◦C and mea-
sured at 0, 20, 40, 60 (before being heated up to 100 ◦C, arrow up), and
40, 20, and 0 ◦C (after cooling down, arrow down) as a function of the
frequency on a double-logarithmic scale. The thin solid line is a curve fit of
Eq. 2.24 to the experimental data for 60 ◦C (thick dash-dotted line) with
typical fit quality.
The choice of solvent has a noticeable effect on the measured conductivities. Films
cast from a tetrahydrofuran (THF) solution show low conductivities and often, the
conductivity does not become a constant at low frequencies, hence no DC conductivity
can be determined. Films cast from cyclopentanone, however, show DC conductivity
levels at least an order of magnitude higher than those of corresponding films cast from
THF.
5.2.1 Heating up to the glass transition
From the dielectric measurements, the complex conductivity is extracted. Figure 5.6
shows a typical example of the real part of the conductivity as a function of the fre-
quency when the sample is not heated much above the glass transition temperature.
The different curves represent measurements at various temperatures with a sample
previously corona poled at a temperature of 104 ◦C. As expected, the curves show
an increase for higher frequencies and approach a constant DC value as the frequency
decreases. While the curves largely overlap in the high frequency regime, the levels at
low frequencies order by the measurement temperature. A higher temperature gener-
ally yields a higher conductivity. After having been heated up to the glass transition
temperature TG and subsequently cooled down again, the levels are significantly lower
than those measured at the same temperature before heated up. However, not for all
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Figure 5.7: Frequency dependence of the imaginary part of the dielectric response ² for
a sample with 100% chromophore content poled at 102 ◦C.
samples that are poled at different temperatures and for all measurement temperatures,
an asymptotic approach towards a frequency-independent DC value of the current can
be observed within the frequency region measured. In some cases the real part of the
conductivity continues to decrease with the frequency.
Figure 5.7 shows the imaginary part of the dielectric permittivity, which is pro-
portional to σ/(2pi²0ν). The same data as in Fig. 5.6 is displayed, but it shows new
important features. Besides an increase towards lower frequencies with a slope of -1,
which can be attributed to a frequency-independent conductivity behavior, dielectric
relaxation loss peaks are observed more clearly in this plot. In this case, the term
relaxation corresponds to resonances in the frequency space and is not to be confused
with a relaxation of the material from a poled state into an equilibrium, which only
occurs in the glass transition region. After cooling the sample down again, this con-
ductivity increase is diminished, while the loss peak moves to higher frequencies, being
less temperature dependent. Except from the curve representing the measurement at
40 ◦C after cooling down, where an additional shoulder can be observed, only one peak
is visible.
5.2.2 Heating above the glass transition
If the sample is heated up to higher temperatures, the conductivity shows the behavior
displayed in Fig. 5.8. Above a certain temperature, the conductivity rises by several or-
ders of magnitude for frequencies around 100 Hz. After cooling down, the conductivity
does do not fall any more to the values lower than those before heating. Moreover, the
levels at the lower temperatures after heating are substantially closer together (dotted
and solid curve in Fig. 5.8).
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Figure 5.8: Real part of the conductivity of a film poled at 106 ◦C, measured at 0,
60, 110, and 120 ◦C (arrow up), after cooling down again at 40 and 0 ◦C
(arrow down).
5.2.3 DC conductivity
The differences in conductivity properties between samples produced with THF and
cyclopentanone, respectively, suggest that even after many hours of drying the film in
a vacuum oven at 80 ◦C, ionic impurities from residuals of at least one of the solvent
species must be still present in the polymer after the solvent has been evaporated.
While this fact is not relevant for most applications and might pass unrecognized, for
conductivity measurements in insulating polymers this can make a difference.
As already mentioned, not for all temperatures and for all samples, an asymptot-
ically approached DC value exists in the conductivity spectra (such as not for Fig. 5.8,
0 ◦C↑). However, if the conductivity does level off, the DC value is extracted by fitting
Eq. 2.24 to the experimental data, such as those shown in Figs. 5.6 and 5.8. The re-
sults are displayed in Figure 5.9 and show a typical behavior of the natural logarithm
of this DC conductivity σ′DC as a function of the inverse measurement temperature.
At low temperatures the curve follows nearly linear, Arrhenius or Vogel-Fulcher-
Tammann (VFT) behavior. After having been heated up to above the glass transition
temperature and subsequently cooled down again, the samples do show different values
of the direct current conductivity. This leads to the conclusion that the polymer films
do not relax into identical isotropically disordered states. Thus, the samples cannot
be calibrated with respect to their final low-temperature conductivities. However, the
slopes of the two curves before and after heating up to 100 ◦C are similar. As the
temperature increases, the behavior changes dramatically in a non-linear way to lower
values such that the values for the highest measured temperatures (90 and 100 ◦C) ap-
pear on the linear fit to the curve measured after cooling down again. This dependence
is observed for all samples, although the conductivities themselves differ from film to
film by up to two orders of magnitude.
It is not easy to estimate the errors, since systematic errors of the high resolution
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Figure 5.9: Natural logarithm of the real part of the DC conductivity σ′DC obtained
by fitting Eq. 2.24 to the measured frequency-dependent conductivity data
(Figs. 5.6 and 5.8), here displayed as a function of the inverse temperature
for a sample poled at 84 ◦C. Two VFT curve fits are plotted as well.
spectrometer and the data analysis are much lower than any random error induced by
the film production and processing, such as the spin coating or the corona poling. Thus,
it is certain that the values obtained for each sample match the real properties within
a few percent. In how far the values are representative for samples of given processing
can, unfortunately, only be speculated. However, experiences with measurements on
many films can give us an intuitive estimation of about 10− 15% error.
Assuming the system to follow an VFT behavior within the low temperature
region and fitting Eq. 2.25 to the DC conductivities, the activation energy of the
conduction Ea,σ can be extracted. Figure 5.10 displays those activation energies as a
function of the poling temperature before heating up to the glass transition temperature
(squares). With higher poling temperature the activation energy increases slightly.
5.2.4 Relaxation and conduction
Ionic conduction depends on structural changes in the molecular environment of the
material: Side groups have to give way to moving ions. The imaginary part of the
Havriliak-Negami-function (Eq. 2.22) is fitted to the peak region of the data shown
in Fig. 5.7 (105 to 107 Hz). The obtained loss peak height ∆²′′ in the imaginary part
has an averaged value of 6.4, a standard deviation of 0.27, and represents the decrease
of the permittivity ²s to ²∞, when the frequency moves from small to infinite values
and the material cannot respond to the electric AC field anymore. Of course, besides
the dielectric and the electronic response, there are also vibrational and intermolecular
relaxations in the microwave region, as well as atomic relaxations. However, these
frequency regions cannot be covered with a dielectric spectrometer. Moreover, their
influence on the dielectric permittivity can be estimated as rather small, because the
measurements performed show already low values of ². Thus, as the best approximation
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Figure 5.10: Activation energies as a function of the previous poling temperature ob-
tained from the VFT curve fits of the DC conductivities (squares) and of
the relaxation times (circles).
Figure 5.11: Natural logarithm of the inverse relaxation time as a function of the inverse
temperature for a sample poled at 102 ◦C and an Arrhenius fit.
here possible, atomic relaxation and relaxation in the microwave range are neglected.
The value of ²∞ can be estimated from measurements of the refractive index (see
section 5.1.1) to be ²∞ = 2.9. Using Eq. 2.21 and the values for ²∞, ² (²∞ + ∆²), N ,
and T , a dipole moment of µ = 3.4 D causing the loss peak in the dielectric spectrum
of Fig. 5.7 (105 − 107 Hz) is derived.
Figure 5.11 shows the natural logarithm of the inverse relaxation times τHN versus
the inverse temperature. The behavior is as expected up to 60 ◦C, when it drops
dramatically. When cooled down again, an Arrhenius behavior cannot be noticed
any more. The values are very close together. However, the relaxation peaks for those
curves are close to the frequency limit of the apparatus (curve for 40 and 0 ◦C after
cooling down in Fig. 5.7 at 107 Hz) and their data cannot be entirely trusted, except
from the fact, that the relaxation occurs faster than in the cases when still being heated
48 Chapter 5. Results and data analysis
up.
A strong dielectric relaxation observed for liquid side-chain polymers is often re-
lated to the fluctuation of dipole moments around the local director axis [98]. It is
also observed for azo benzene mesogenics [99]. The relaxation observed at MHz fre-
quencies (Fig. 5.7) can likely be assigned to the same kind of mechanism. In order to
investigate whether a correlation exists between the observed behavior of conductiv-
ity and the structural relaxation, the activation energies Ea,τ and Ea,σ of the relax-
ation process and the conduction, respectively, are derived and compared. Therefore,
Eq. 2.26 (Arrhenius behavior) is fitted to the data in the low temperature regime
of Fig. 5.11 before heating up to the glass transition. Here τ0 is the zero temperature
relaxation time. The extracted activation energies Ea,τ are also displayed in Fig. 5.10
(circles). A correlation between the two data sets can be clearly noted as the ratio
between the two activation energies stays rather constant.
Within the scope of this investigation, also a series of measurements have been
executed to acquire the conductivity as a function of the chromophore concentration.
Unfortunately, the results have not been clearly interpretable and consistent enough
for the author to decide to present them in this thesis. Of course, it can be assumed
that a change of the chemical composition of the material, such as of the chromophore
concentration, also modifies properties like the electric conductivity.
5.3 Glass transition temperature
For the guest-host materials, the glass transition temperature is determined using
dielectric spectroscopy. A conductivity contribution and the imaginary part of two
Havriliak-Negami-functions [47] (Eq. 2.22, see also Fig. 2.9) are fitted to the imagi-
nary part of the dielectric permittivity spectra at various temperatures. The relaxation
times for the material 1 (see on page 28) obtained from the curve fits are shown in
Fig. 5.12, where a dashed line marks 100 s. The α-relaxation passes this value at
71.5 ◦C.
5.4 Polymer dynamics
In the following, the ellipsometry measurement results are presented of temporal relax-
ation behavior in the guest-host polymer thick films when perturbed from an unpoled
equilibrium by a strong externally applied electric field. Figures 5.13i and ii show a
curve displaying the normalized evolution of the birefringence of a film consisting of
guest-host material 1 at a temperature of 75 ◦C when a voltage of 3 kV/µm is ap-
plied (solid line). The material undergoes a transition from being isotropic towards an
asymptotic approach of a constant value. Figure 5.13iii exhibits curves for different
temperatures and for the other material mixtures containing more or less plasticizer
while keeping the amount of PMMA constant.
The data is analyzed in different ways: graph i shows a curve fit on linear time
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Figure 5.12: Relaxation times τα (circles) and τβ (squares) of the α- and β-relaxation
obtained from dielectric spectroscopy.
scale (experimental data equally spaced on linear scale) using a stretched exponential
function shown in Eq. 2.27. The same curve fit appears also as the dotted line in
the lower graph. The value for the characteristic relaxation time is determined to
τK,lin = 3.2 s. Furthermore, two other curve fits are performed: both with data equally
spaced on a logarithmic time scale. The first one, again, with only one KWW function
(Eq. 2.27, dash-dotted line) and the other one (dashed line, almost overlapping the
solid line) with a sum of two KWW terms given by
φ(t) = φ(∞)
[
(1 − A exp(−(t/τK,α)ξK,α)−
(1−A) exp(−(t/τK,β)ξK,β)
]
,
(5.3)
where the indices α and β represent an affiliation to the corresponding relaxation
process. Here, in order to be able to make a statement about the entire relaxation, one
KWW function is assigned to each process (α- and β-relaxation). One might object
that using a function like this, including a higher number of free parameters, gives,
of course, a better curve fit. However, the main objective is to extract the stretching
parameter ξ and the characteristic relaxation time τK for each process. The values
obtained are τK,log = 0.75 s, τK,α = 18.4 s, and τK,β = 0.029 s, where the index log
means that the according curve fit is done with data equally spaced on logarithmic
time scale.
The stretching exponents ξ obtained by the curve fits are shown in Fig. 5.14. The
parameter of the fits with Eq. 2.27 to data equally spaced on logarithmic time scale
(ξK,log, crosses) does not show a notable temperature dependence at all. The other
two parameters are obtained using Eq. 5.3 assigning ξK,α (squares) to the α- and ξK,β
(circles) to the β-relaxation process.
As already observed previously in literature it a zero temperature value different
from zero exists, ξ approaches a minimum value. However, comparing the three highest
values for ξK,β with the temperature behavior of Eq. 2.30, it appears that, furthermore,
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Figure 5.13: Normalized birefringence as a function of time at 75 ◦C. Graph i and
ii : solid lines (a) on a linear (graph i) and on a logarithmic (graph ii)
time scale. The dotted lines (b) are one curve fit with one KWW function
(Eq. 2.27) to data equally spaced on linear scale displayed once in linear
time scale (graph i) and on logarithmic time scale (graph ii). The dash-
dotted (c) and the dashed lines (d) are curve fits to data equally spaced
on logarithmic time scale with one KWW function (Eq. 2.27) and with a
sum of two KWW terms (Eq. 5.3), respectively. Graph iii shows data
at 60, 65, 70, and again 75 ◦C (solid lines from bottom up) and for a
material of 80% PMMA, 5% DR1, and 15% ECZ at 85 ◦C (dashed line)
and of 80% PMMA and 20% DR1 at 100 ◦C (dotted line).
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Figure 5.14: Stretching exponents ξK,log (Eq. 2.27, crosses), ξK,α (Eq. 5.3, squares),
and ξK,β (Eq. 5.3, circles) from the curve fits with one and the sum of two
KWW functions. The solid line is a fit of Eq. 2.30 and the dashed line of
Eq. 5.4 to the values of ξK,β.
for high temperatures a leveling-off occurs below the value of 1. All other curves
measured in the frame of this thesis, as well as the data in Ref. [72], in which Eq. 2.30
was suggested, show exactly this feature. With values obtained from the very good
curve fits using Eq. 5.3 and covering a comparatively wide temperature range, β(T )
can be suggested to be of the form
ξ(T ) = ξ0 +
ξ∞ − ξ0
2
[
1− tanh
(
A
kB
T0 − T
T0T
)]
, (5.4)
where an upper limit ξ∞ is introduced. Hereby, the averaged standard deviation drops
by a factor of 4. The limiting values obtained are ξ∞=0.85 and ξ0=0.32.
5.5 MONTE-CARLO transport simulation
The results of the simulation are shown in Fig. 5.15 in three graphs displaying the
charge carrier velocity v as a function of the orientation degree E (graph i), of the
hopping site density ρ (graph ii), and of the driving field D(E) (graph iii), while in
each case the other parameters are kept constant. The constant driving field D for the
data in graph i and graph ii implies that the data is identical to the normalized charge
carrier mobility m.
As a function of the orientation degree, the mobility shows a lower and a higher
limit. Such an increase of the conductivity has been experimentally observed in the
bis-azo copolymers when undergoing a transition from a disordered to a highly ordered
phase (see section 5.2.4). As the curve fit in Fig. 5.15i shows, the behavior can be
52 Chapter 5. Results and data analysis
Figure 5.15: Graph i : Normalized electron velocity v and normalized electron mobil-
ity m as a function of the interaction energy E , where the curve marks
the curve fit using Eq. 5.5, graph ii : v and m as a function of the chro-
mophore density ρ for two different orientation degrees, and Graph iii :
v as a function of the driving field D(E).
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surprisingly well described by a sigmoid function
m(E) = m0 + m∞ −m0
2
[
1− tanh(a(E0 − E))
]
, (5.5)
where m0 and m∞ are the lower and the upper limit, respectively, E0 the orientation
degree of the transition, and a a shape parameter. For low hopping site densities ρ,
the influence of the orientation on the mobility vanishes (see left side of Fig. 5.15ii).
Furthermore, the dependence on the density decreases as the sites get closer appearing
to asymptotically approach an upper limit. Finally, the charge carrier velocity v is
plotted as a function of the driving field D(E) (Fig. 5.15iii). Over most of the lower
two orders of magnitude it shows nearly a linear behavior. In the region of high fields,
a saturation occurs with even a slight decrease.
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Chapter 6
Discussion
6.1 Dipole-dipole interaction
By comparing the absorption spectra obtained by density-functional calculations with
the measured ones (both in Fig. 5.2) the following statements can be made: The cal-
culations support the view that the amount of molecules being in a cis configuration is
either not existent or negligible. All molecules appear to be in a trans,trans configura-
tion. At room temperature and at the low light intensity used by the spectrometer this
is expected. The case of a cis,cis configuration is not considered for obvious reasons.
The measured absorption curves for low poling temperatures and those for high
poling temperatures measured with perpendicularly polarized light match the single
calculated peak of the trans,trans molecule with a deviation of about 0.1 eV. The dou-
ble peak of the anti-parallel alignment is not present in the experimental spectra and
the single peak of the parallel configuration shows a deviation of more than 0.3 eV.
However, a quantitative agreement of the present model calculations with the exper-
imental results should not be assumed. From these results one can deduce a weak
dipole-dipole interaction after poling at low temperatures.
The spectrum for high poling temperatures measured with parallelly polarized
light can be described surprisingly well with the results of the calculations for anti-
parallel (head-to-tail) alignment considering that all values used are taken from gas-
phase density-functional calculations (peak positions and peak integrals) and only two
fit parameters (line broadenings) are left free. The broader peak positioned at lower
energy (470 nm) is now only visible as a shoulder to the main peak at 420 nm (see
dotted curve in Fig. 5.2iii). Of course, at first glance, the curve fit does not resemble
the dotted curve in Fig. 5.2ii. However, it uses the same calculated line spectrum with
the mere difference that now not all peaks have the identical FWHM of 0.4 eV. Since
the spectrum of the parallel dimer (dashed curve in Fig. 5.2ii) does not contain a major
second peak within the wavelength region in question, the necessary shoulder in the
measured absorption could not be obtained and the fit (not shown) is substantially
worse. Of course, one could also assume the superposition of absorption peaks caused
by isolated chromophores and those in parallel orientation. However, there are three
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reasons why this seems to be inappropriate: First, the ratio of the integrals of the two
major peaks in all spectra measured at high temperatures with parallel polarization
match the calculated ones of the anti-parallel orientation. Only one is plotted in this
thesis. Second, the chromophores are already in a higher energy state when oriented
parallelly (head-to-head) and favor relaxation towards a random orientation. The
force from the dipole-dipole interaction makes an anti-parallel (head-to-tail) dipole
orientation rather favorable. And third, there is no obvious reason why the absorption
peak should broaden, if the majority of the chromophores goes into a head-to-head
liquid-crystalline phase decreasing the overall disorder in the material. Because of
all that, it can be assumed that after poling at a high temperature, the majority of
the chromophores stick out of the film plane in an anti-parallel orientation, not being
detected with perpendicularly polarized light, giving less absorption (dash-dotted curve
in Fig. 5.2iii).
The results for the order parameters (Fig. 5.3) are not entirely as expected. One
would think that for low chromophore concentrations the first order parameter must
be at least as high as for higher concentrations (graph i, circles), because the dipole-
dipole interaction is smaller. This is not observed and it can only be speculated about
the reasons. All other results are consistent with the intuitive picture: As the poling
temperature increases, and therefore the rotational mobility, at first the first order
parameter increases, the chromophores can align better in the externally applied elec-
tric field. However, at even higher temperatures, the dipole-dipole interaction forces
the chromophores into a head-to-tail orientation, forming a liquid crystalline phase,
diminishing the inversion symmetry and therefore the first order parameter, while the
second order parameter increases steadily. An increasing amount of chromophores
in anti-parallel arrangement can also be seen for higher chromophore concentrations,
where dipole-dipole interactions also increase the second order parameter.
Figure 5.4 shows the orientation distribution functions. This way of displaying
the results clarifies the intuitive picture obtained in the previous paragraph and from
Fig 5.3. After spin coating, the chromophores are largely disordered (with a broad
distribution) in the film plane (θ = pi/2) (lowest temperature in graph 5.4ii). In fact,
the ordering of side groups can be attributed to the mechanical features of the spin-
coating process itself. This effect has been investigated for other polymers and various
film thicknesses by, for example, comparing orientation in spin coated films with the
one in Langmuir-Blodgett films [100, 101]. As expected, the anisotropy vanishes
when the film is heated up to the glass transition region of the material [102]. Poling at
high enough temperatures increases the orientation along the field (θ = 0), while still
keeping opposite orientation (θ = pi) low. Increasing the rotational mobility at higher
poling temperatures makes a second peak against the field appear. The strong dipole-
dipole interaction leads to crystalline head-to-tail orientation. Choosing the optimal
distributions for different chromophore concentrations with respect to the electro-optic
response (graph 5.4i), there is a trade-off between obtaining the largest response by
increasing the chromophore concentration and decreasing it, when the dipole-dipole
interaction dominates.
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Figure 6.1: Schemes of diffracting elements. Graph i : atactic head-to-tail orientation
of the chromophore side groups bound by spacer groups to the polymer
main chains, approx. lengths and distances. The light grey arrows in the
background represent the X-ray diffraction. Graph ii : periodic ordering
of the chromophores in a plane. Graph iii : non-periodic ordering of the
chromophores.
It should be mentioned that the cooperative movements and the high chromophore
density may exhibit a large birefringence in the material. Additionally, the chro-
mophores are not cylindrically symmetric. These two properties can, in fact, result
in an orientation distribution function being non-uniaxially. This biaxial orientation,
where the dependence on the azimuthal angle ϕ cannot be neglected anymore, has been
investigated in other photoaddressable bis-azo polymers [103].
Finally, the attention is drawn to the complementary X-ray scattering (Fig. 5.5).
The results reveal that presumably the back bones of the polymers or just planes of
oriented chromophores standing side by side and having higher electron densities than
inter-plane space diffract the X-rays (see Fig. 6.1i). One can estimate the length of the
representative monomer to be of the order of just below 2.0 nm. In combination with
the derived values from the X-ray scattering, predictions about the diffracting element
can only be speculations. However, with the space, which the polymer backbone occu-
pies, and an intermolecular distance of the order of 0.3 nm, one reaches, in fact, a value
of 2.7 nm for a distance of diffracting planes possibly consisting of the polymer main
chains while the side chains act as spacers. In such a constellation, these side chains
attached to one polymer main chain could point atactic into opposite directions and
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alternate anti-parallel with every other side chain of the adjacent polymer molecule in
order to form the liquid crystalline phase. The results also reveal that it cannot be
a periodic ordering, as schematically displayed in Fig. 6.1ii, that diffracts the X-rays.
The chromophores stand up in planes, but do not show sufficient periodicity for efficient
diffraction. An intuitive picture can be the one shown in Fig. 6.1iii.
Comparing the orientation distribution functions for different poling temperatures
(Fig. 5.4ii) with the schemes drawn from the X-ray scattering results (Fig. 5.5), both
give the same information about order in the material. Order, in this sense, can
be associated with the number of diffracting planes within single domains and the
angular distribution of the domains’ orientation (schematically displayed also in the
right column of Fig. 5.5), observed as the sharpness of a peak or line in the recorded
diffraction diagram. First, the highest order is obtained at the highest temperatures
(with many planes parallel to the film plane). Second, at medium temperatures the
order gets less pronounced (fewer diffracting planes, broader angular distribution),
while the orientation of the order keeps the same (still with order out of the film plane).
Third, leaving the material largely disordered, such as at the low temperatures, the
order is even much less pronounced (even fewer diffracting planes) and perpendicular to
the ones in the other two cases (diffracting planes perpendicular to the film plane, that
is in-plane order). It is puzzling that the periodicity of the diffracting structures differs
between the lowest temperature and the other two. The center in Fig. 5.5i is blurred,
and a first diffraction order of possible structures with a periodicity of 2.7 nm cannot
be detected even though it might be there. Furthermore, the diffracting distances have
precisely a ratio of 2. This can indicate that, in the highly ordered material, a different
phase builds up. An example for such a change is a crystallization in a centered unit-
cell. Thus, the intermolecular packing distance would be still the same. However, the
axis’ periodicity is effectively doubled. Concluding, it can be said that the dynamics
is, at least qualitatively, understood.
6.2 Conductivity
The first result found is that the choice of solvent has a noticeable effect on the mea-
sured conductivities. Films cast from a THF solution show different conductivity be-
havior than those cast from cyclopentanone. Several explanations may be speculated:
(1) the cyclopentanone introduces ionic impurities in the polymer, which are retained
in the film after all the solvent is evaporated; (2) although THF and cyclopentanone
have similar overall solubility parameters, their dipole moments differ vastly, and the
choice of solvent could influence the structure of the cast film; (3) either the THF or the
cyclopentanone is not fully evaporated influencing the mobility of the poled film and re-
sulting in either low stability (THF) or better charge carrier mobility (cyclopentanone)
in the poled film. Certainly, the influence of the casting solvent on the electronically
related properties have been observed for conjugated polymer films [104].
There is no evidence that support one explanation rather than the others and so
it is chosen to report only the results for films cast from a cyclopentanone solution,
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because they are more reproducible.
Secondly, it is, of course, not self evident that the electric conductivity as a func-
tion of the frequency of the applied electric field approaches a constant value for low
frequencies. In the case of an insulating disordered material, the limiting factor is the
buildup of a space charge field. Mobile charges, which can be ions, electrons or holes,
hop (or tunnel) from one site to another and eventually they get trapped. The time
a charge is confined to a hopping site is basically determined by the overlap integral
of the wave functions. In the case of a random energy landscape, decreasing the fre-
quency of an externally applied electric field allows the charge carriers to travel longer
and longer until they get finally trapped. No matter how long a current has flown, the
space charge field can still increase leading to no leveling-off of the frequency-dependent
conductivity.
Figure 5.9, the natural logarithm of the DC conductivity as a function of the
inverse temperature, does not only show, that for temperatures from 0 up to 40−60 ◦C
a VFT behavior can be assumed, but, furthermore, that the high temperature values
appear on the same line as the conductivity values after cooling down again. In all
cases when the sample is only heated up to 100 ◦C, these are lower than the initial ones
after the corona poling. As already mentioned in section 2.3.2, generally found for DC
conductivity is the empirical Vogel-Fulcher-Tammann relationship (Eq. 2.25). For
real materials (metals, insulators), more different dependences on the temperature are
possible besides the one suggested in this equation. However, in our case, the deviation
from the linear behavior towards lower values at higher temperatures is so dramatic
that it cannot be explained with a different exponent of the temperature dependence.
When the material is heated up substantially above the glass transition temper-
ature, it does not relax into a random orientation state, but undergoes a microcrys-
tallization process, in which the densely packed chromophores are sufficiently movable
to respond with a stable head-to-tail orientation. As explained above, this order is
observed by a series of experiments leading to the chromophore orientation distribu-
tion function, as well as by complementary X-ray scattering. The only two ways to go
back into a disordered state is dissolving the polymer or shock freezing it from a liquid
phase [27]. The induced microcrystalline order obviously entails a conductivity larger
by some orders of magnitude. This means that in all our samples, even those corona
poled at 124 ◦C, microcrystallization, if initiated, has not completed. Furthermore,
if orientation is responsible for the difference of conductivities between the differently
poled samples then it is to some extend able to relax when the samples are heated up
to the glass transition temperature.
However, the conductivities of the polymer films after heating to the glass tran-
sition are not the same for all samples. This leads to the conclusion that after cooling
down, the samples cannot be in a random disordered state like before the poling process.
The only reason one can think of, that prevents the chromophores from relaxing entirely
into an identical (possibly isotropic) orientation at the glass transition temperature,
is a possible microcrystallization to a low extent already induced during the poling
process even at low poling temperatures. It has not been investigated whether all sam-
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ples reach the same microcrystalline phase when heated up sufficiently. A chemical
modification during the sample preparation and the experiments can be ruled out.
Regarding the dielectric spectra (Fig. 5.7), except from the curve representing
the measurement at 40 ◦C after cooling down, where an additional shoulder can be
observed, only one peak is visible. The existence of the shoulder and the temper-
ature behavior of these peaks suggest that they are not connected to the primary
(α)-relaxation, which appears to be very weak, but rather to the secondary (β or
Johari-Goldmann) relaxation caused by the dipolar bis-azo side groups.
A dipole moment causing the loss peak in the dielectric spectrum of Fig. 5.7 is
calculated to be µ = 3.4 D. As mentioned earlier, another numeric value for the dipole
moment of 7 D has been obtained by functional density calculations on an isolated
molecule. While the chromophore is bound to the polymer back bone on one end,
also a partial head-to-tail orientation has been verified, which both reduce the possible
orientation enhancement even further. Considering all this, a mismatch of only a
factor of two is a strong indication that the loss peak in the spectra is indeed caused
by a relaxation of the bis-azo side chains. Thus, the loss peak positions (Fig. 5.7),
corresponding to the relaxation times τHN obtained by fitting Eq. 2.22 to the data, give
information about the activation energy of the relaxation of the chromophores Ea,τ .
The activation energies of the relaxation Ea, σ and of the conduction Ea, τ obtained by
curve fitting, again, do show a correlation in their behavior as a function of the poling
temperature (see Fig. 5.10). Thus, the dominating conduction process is limited by
the movement of the side chains and can therefore assumed to be ionic.
The DC conductivity in disordered materials occurs by hopping of free charge
carriers. If this kind of conduction is not ionic, in polymers it is due to hole hopping,
because the energy band gap is too big for electrons to move. However, in a disor-
dered material there are defect sites on intermediate levels, into which the electrons
can be lifted and the holes can move. This happens by hopping from one molecular
orbital to another. By volume the biggest amount of our material consists of bis-azo
side chains, which have delocalized rod-like highest occupied and lowest unoccupied
molecular orbitals of around 1.5 nm length. The probability of hopping being defined
by the overlap integral will change with the orientation. A not completely occupied or-
bital might have a tendency to bind the hole rather at the molecule end of the electron
donator. However, it will not be completely localized at one atom. No matter whether
the chromophores point parallelly or anti-parallelly, orientation increases conductivity.
The behavior noted in Fig. 5.8 is typical for mixtures close to the percolation
limit [105, 106], as there is a much higher leveling-off at higher temperatures. Fur-
thermore, in our case the behavior is even more pronounced. In contrast to insulator-
metal-compounds, the microcrystallites in the polymer film still grow beyond the per-
colation level and the conductivity jumps up without ever decreasing to original levels.
Thus, conduction occurs much stronger in the liquid-crystalline phase. However, the
head-to-tail orientation leaves less mobility to the ions. Conduction is dominated by
hole-hopping through the pi-orbitals of the oriented chromophores. For pure and ran-
domly oriented polymers, we one can expect no leveling-off as also in PMMA. Different
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film thicknesses result in different diffusion of the solvent. Comparison of the samples
is therefore very critical.
6.3 Polymer dynamics
First, in order to obtain the glass transition temperature of the plasticized material,
DSC measurements are found to be unsuitable. Dielectric relaxation data is used to
estimate at which temperature the structural α relaxation passes with its time constant
a value of 100 s. In the dielectric spectra, it can be noticed that the α-relaxation does
not diverge below the glass temperature as strongly as expected and observed in other
materials. This means that the material does not freeze immediately when cooled
down through that region, but it undergoes a transition over a much larger region of
temperatures. This smooth transition observed also by DSC measurements causes the
difficulty to measure TG by using the DSC method.
Performing curve fits to relaxation data on linear time scale is a method frequently
applied in the literature [72, 107]. However, comparing the agreement between the fit
using one stretched exponential function on linear time scale (dotted line in Fig. 5.13i
and ii) and the experimental data (solid line in Fig. 5.13i and ii) in one graph and
the other, it is clearly seen that the short time behavior is not covered. This kind of
fit yields a value τK,lin = 3.2 s deviating from the reasonable one of the α-relaxation,
τK,α = 18.4 s. This can be attributed to the fact that the short time behavior (the
β-relaxation) is completely ignored by describing with this function in this way. There-
fore, it influences the value τ of the slow α-relaxation when obtained by curve fitting
with only one term. The value τK,log = 0.75 s from the curve fit of data equally spaced
on a logarithmic scale falls in between the two values of τK,α and τK,β and it does not
show any representative value for either relaxation process. However, separating the
analysis into the two processes in Eq. 5.3 (sum of two KWW functions) can produce
reasonable results and all features (also at short times) are adequately included. The
averaged standard deviation drops by two orders of magnitude as compared to the one
of a fit using Eq. 2.27 (one KWW function). As mentioned earlier, modeling with two
relaxation functions, one for each process, is common in the field of dielectric spec-
troscopy [49]. For all those reasons, it can be assumed that the values obtained for ξ
to be the most representative using Eq. 5.3.
With the extreme experimental example shown, it can be argued that curve fitting
using Eq. 2.27 does not lead to the temperature behavior of ξ previously suggested
(Eq. 2.30). The fact that ξ as a function of temperature levels off below the value of 1
indicates that the real RTD of our physical system always remains with a non-vanishing
broadness even at high temperatures. To achieve two well separated relaxation peaks
is not uncommon and has been obtained using dielectric spectroscopy [50]. Analyzing
experimental data in a limited region of time or on an unsuitable time scale may conceal
the nature of both processes and the data analysis results in unrealistic or erroneous
parameter values.
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Figure 6.2: Schematic jump geometries between delocalized hopping sites. Disordered
orientation and spatial distribution of chromophores (Graph i) the se-
quence of the most probable jumps (a) consists of more and farther ones
than among the highly oriented chromophores at the same center locations
(Graph ii), path (b). Voids (”dead ends”, after jump (c)) act as traps
when subsequent jumps would have to go too far (d). High fields can
strengthen this influence, when ”escape” paths (e) become less probable.
6.4 MONTE-CARLO transport simulation
The increase of the mobility m with the orientation E can be explained as follows: Fig-
ures 6.2i and 6.2ii show in 2D schematically cases of different hopping site orientations
with the centers of the sites being at the same locations. As the hopping sites orient,
the number and the average distance of hops can decrease (path b) with respect to the
disordered case (path a). This is due to the fact the with increased orientation in the
direction of the current, the distances between the ends of the rod-like hopping sites
approach each other.
The influence of the orientation on the mobility decreases for low hopping site
densities. This is as expected, because the hopping distance is relatively not changed
substantially when the chromophores orient. The approach of an upper limit of the
mobility for high densities can be explained by the fact that the number of hops in-
creases that are necessary to cover the same distance, even though averaged hopping
distances decrease, thus, making jumps more probable.
The nearly linear behavior of the velocity v as a function of the driving field D(E)
over two orders of magnitude and the subsequent constant values can be explained as
follows: In the region of high fields, a saturation occurs with even a slight decrease
of the mean velocity of the charge carriers as some of them get trapped. At densities
not too high, some jumps to adjacent sites (Fig. 6.2ii d) are improbable due to the
distance disregarding the applied field. However, if the field is substantially increased,
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escape paths (e) become less probable, thus trapping the carrier in a dead end.
The nature of the dependence of D on the electric field E can be speculated
about and there are two scenarios, which are presented here: (1) Considering the linear
behavior of v as a function of D, the assumption of a constant real DC conductivity
σ′DC = qmN = qvN/E leads to the relation D ∝ E. (2) A different dependence
can be deduced when assuming the theoretically explained [108] and experimentally
observed [109] universal Poole-Frenkel behavior [110], m ∝ E1/2, characteristic for
conduction in disordered materials. This leads to the dependence D ∝ E3/2.
6.5 Outlook
The initial idea of investigating dipole-dipole interactions in chromophore-containing
polymers has been quite fruitful, and a lot of insight has been gathered. Following this
line of intentions, it would be interesting to employ the acquired knowledge one day
for the development of a mathematical model describing orientation dynamics – again,
as for all the other models mentioned in the introduction, by using an orientation dis-
tribution function, again plugging it into a rotation diffusion equation, and again all
this using an interaction potential of the dipoles with their environment – this time,
however, not only including the externally applied electric field and a local molecular
field, but also the dipole-dipole interaction. For sure, a deeper understanding of dielec-
tric and orientation relaxation will be the result, maybe bringing us also closer to an
understanding of even more general phenomena, such as viscosity.
This all does not sound very practical. In connection with optical polymers and
the thesis presented, the main relevant issues for applications are about the temperature
stability of molecular orientation, the optimization of the orientation degree without
crystallization, and its influence on material parameters, such as the conductivity,
which plays a key role in many optical polymeric applications. The information given
in this thesis can help to optimize those material parameters, be it geometrical or
chemical ones.
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Summary
Within the last two decades polymers have attracted attention because of their per-
formance and flexibility. Using these materials for optical, such as electro-optic, pho-
torefractive or light emitting applications, orientation dynamics as well as electric con-
duction play key roles and influence each other. For these reasons, models have been
developed to mathematically describe both.
In this thesis, experiments are made to investigate the relaxation dynamics in
polymers, the orientation distribution of chromophores, as well as the influence on the
various resulting conductivities. The data of the dynamics is recorded by monitoring
the time dependent birefringence with the material being subject to a strong deviation
from the equilibrium by an externally applied electric field. Within this frame, the abil-
ity and the limitations of the most commonly used Kohlrausch-Williams-Watts
(KWW) function to describe such a type of dynamics are investigated. It is found
that even if the KWW-function is suitable for representing a variety of very different
relaxation processes, using such an empirical function without theoretical justification
requires consideration of its applicability. By including only a single relaxation process
into the description, one can obtain useful information such as the characteristic relax-
ation time τK or the stretching exponent ξK. However, even if the dependence (such as
on temperature) follows the expectations, one has to be aware of the fact that small
influences from other processes can still change the true values. Therefore, one has to
focuss on only one relaxation process. This can be done by, e.g., choosing the appro-
priate time region. It should be clear that due to the fact that dynamics in disordered
materials occur over many orders of magnitude, an analysis on a linear time scale
does not make sense, since it always conceals the short time behavior. For accurately
describing a more complex dynamic behavior, the KWW function is not sufficient.
Furthermore, the orientation distribution in high-chromophore-density electro-
optic photoaddressable polymers is investigated. Electro-optic and linear dichroic ab-
sorption measurements, density-functional calculations, and grazing incidence wide-
angle X-ray scattering are combined. For the influence of dipole-dipole interaction on
the orientation distribution, the following conclusions can be consistently made: After
the spin coating process, the chromophores lay in the film plane, but the material is
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still largely disordered. An electric field aligns the chromophores in the direction of
the poling field perpendicular to the film plane. As the mobility or the chromophore
concentration are raised, a higher order is reached with a head-to-tail orientation of
the chromophores, which becomes more and more pronounced for higher chromophore
concentrations and poling temperatures. Finally, a liquid crystalline phase can be
reached.
Moreover, in order to investigate the influence of orientation on practically relevant
material properties, the electric conductivity of polymer films corona poled at various
temperatures are measured below and well above the glass transition region, as well
as after cooling down again. From the results, the following physical picture can be
drawn: In contrast to the general expectation, even after drying the films in a vacuum
oven for several hours, there are still residual ionic impurities from the solvent present.
In the poled materials, still largely disordered, the conduction is dominated by ions
and can be connected to the relaxation of the chromophore side groups, which have
to give way in order for the ions to move through the material. This is concluded
by comparing the activation energy of the structural relaxation with the one of the
conduction process. When heated up to the glass transition temperature, a relaxation
of the orientation occurs and the resulting conductivity decreases, while the activation
energy of the conduction stays constant. When heated to higher temperatures, a liquid
crystalline phase is formed, that causes two competing processes: On the one hand,
the ions get more and more frozen in, because the dipolar attraction forces grow much
stronger between the chromophores in the head-to-tail orientation. On the other hand,
the percolation level of the much better conducting micro-crystallites is reached. The
dominating charge carrier transport process is then hole hopping.
In addition, random walk charge carrier transportMonte-Carlo simulations are
applied in order to be able to compare intuitive physical pictures with experimentally
obtained results. This is done with randomly distributed, rod-like shaped, oriented
one-dimensional hopping sites. The simulation results show that a higher orientation
degree enhances the conductivity in the direction of the orientation with the existence
of a lower limit in the disordered and higher limit in the ordered state. The influence
of the orientation degree on the conductivity decreases with increasing hopping site
density. The conductivity as a function of a driving voltage shows a leveling-off. Voids
can act as traps. The increase of conductivity with orientation order is found both in
the experiments as well as in the numerical simulations.
In the frame of this thesis, deep insights in the behavior of orientation distrib-
utions of chromophores in polymers, as well as their influence on electric conduction
properties could be obtained. This knowledge can be useful to optimize materials and
processing for applications on the one hand. On the other hand, the fundamental fea-
tures found and the physical pictures drawn can help to develop mathematical models
describing orientation dynamics and conduction to a more elaborate level. The poten-
tial of combining very different experiments in order to gain broader information about
very specific properties could be emphasized.
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