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A stochastic sub-grid model is often used to accurately represent particle dispersion in turbulent flows using
Large Eddy Simulations. This type of models have a free parameter, the dispersion coefficient, which is not
universal and is strongly grid-dependent. In the present paper, a dynamic model for the evaluation of the
coefficient is proposed and validated in decaying homogeneous isotropic turbulence. The grid dependence
of the static coefficient is investigated in a turbulent mixing layer and compared to the dynamic model.
The dynamic model accurately predicts dispersion statistics and resolves the grid-dependence. Dispersion
statistics of the dynamically calculated constant are more accurate than any static coefficient choice for a
number of grid spacings. Furthermore, the dynamic model produces less numerical artefacts than a static
model and exhibits smaller sensitivity in the results predicted for different particle relaxation times.
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I. INTRODUCTION
A “particle” can be understood in its broadest sense as
a solid, liquid or gaseous entity, with length scales much
smaller than those of the “continuous” phase in which the
particle is immersed; for example, droplets, solid parti-
cles, and bubbles. Particles understood in such man-
ner can interact with each other and with the surround-
ings. Both types of interactions can become of central
importance in numerous applications ranging from large-
scale chemical reactors and pulverized coal burners1, to
the small-scale nanoparticle and soot formation and ag-
glomeration in Internal Combustion Engines2 and Gas
Turbines3,4.
A. A contextualization of the study: the need for sgs
modelling in particle dispersion
A number of experimental studies5–8 have investigated
the characteristics of such two-phase flows, concluding
that the dispersion process and resulting concentration
field are highly dependent on particle size.
Reynolds averaged Navier-Stokes equation (RANS)
modelling has been extensively used and is one of the
dominant methods employed in industrial CFD codes.
Numerical studies9–11 have shown that in turbulent mul-
tiphase flows the large scales dominate the dispersion pro-
cess of the particulate phase. Although it is a useful tool
in the area of particle dispersion, RANS creates compli-
cated closure issues to model the effects of the larger more
energetic scales. Arguably, recent work, as for example
by Menter and Egorov12 on Scale Adaptive Simulations
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(SAS), has shown that RANS modeling may resolve ener-
getic eddies using an improved length-scale equation, as
derived by Rotta13, yet a Large Eddy Simulation (LES)
treatment to obtain the energy spectrum of the unre-
solved sub grid-scales (SGS) is required.
On the other hand, Direct Numerical Simulation
(DNS) involves the direct solution of the Navier-Stokes
equations. DNS is an extremely powerful tool for fun-
damental studies14. However, it has a very high compu-
tational cost and it is currently infeasible to investigate
large geometries and mixtures at high Reynolds numbers.
LES provides a good compromise between RANS and
DNS, giving sufficient and relevant information for the
motion of the dispersed phase. The main advantages of
LES, apart from computational efficiency, are its abil-
ity to provide instantaneous values of the field and to
directly resolve the most energetic eddies without a clo-
sure model. In the context of particle motion, Berrouk
et al.15 have shown that LES demonstrates a superiority
compared to RANS in predicting dispersion statistics.
A number of studies using LES have been carried out
in the context of particle dispersion9,16,17, where it is
assumed that the sub grid-scale effects are negligible for
Stokes numbers much greater than one (St >> 1). Miller
and Bellan18 carried out an a priori analysis and con-
cluded that for St ∼ 1 neglecting the sub grid-scale ve-
locity fluctuations may lead to significant errors. Kuerten
and Vreman19 used an a priori DNS and LES to simu-
late and compare turbophoresis in a particle laden flow.
Fede and Simonin20 also used a DNS and a filtered-DNS
in their study of unresolved fluid turbulence effects on
the disperse phase and concluded that although the most
energetic eddies are mainly responsible for the particle
dispersion process, within a range of Stokes numbers
(0.5 < St < 5) the sub grid turbulence acts as a ran-
dom force which should be accurately taken into account.
Shotorban and Mashayek21 concluded that including the
unresolved velocities is critical when large filter sizes are
employed and/or particles have a fast relaxation time.
More recently, Berrouk et al.15, Bini and Jones22, Po-
zorksi and Apte23, and Pozorski et al.24 confirmed that
a model to compensate for the sub grid continuous phase
2velocity fluctuations is required to reproduce the disper-
sion statistics of the particulate phase in an LES.
Summing up, one may say with sufficient certainty that
the resolved LES velocity field cannot (on its own) ac-
curately predict particle dispersion and particle velocity
statistics. This is particularly relevant in situations with
combustion, where the dispersion must be predicted cor-
rectly relative to other (gaseous, liquid, or solid) reac-
tants. Therefore, a model to compensate for the effects
of the unresolved scales is required. This study focuses
on a Lagrangian stochastic model implementation for the
incorporation of sub grid velocity effects on the particu-
late phase.
Alternative methodologies exist, such as the Approx-
imate Deconvolution Method25 (ADM) proposed by
Kuerten26 and Shotoban and Mashayek27. ADM is a
deterministic alternative to stochastic methods; the fluid
velocity seen by the particle is de-convoluted in a series of
steps using a filtering operator which approximates the
inverse of the LES filtering function. Although it im-
proves results for particle dispersion in a turbulent shear
layer –compared to no use of a model– ADM cannot re-
construct scales smaller than the LES grid without the
use of alternative deconvolution functions27.
B. Incorporating the sub grid effects: The Lagrangian
Stochastic Model
A promising effort to incorporate the sub grid-scale
contribution to the particle motion has been attempted
with the use of Lagrangian Stochastic (LS) models. The
LS models were initially developed for non-inertial fluid
particle tracers in RANS but the implementation was
readily extended to inertial particles. The methodology
stems from a basic assumption for the evolution of the
Lagrangian fluid velocity, namely that it is equivalent to
a continuous Markov Process28.
In high Reynolds number flows the Lagrangian accel-
eration correlation is small over time increments much
larger than the Kolmogorov time-scale and the Marko-
vian assumption is justified. In that case, the changes of
the velocity between two successive increments are nearly
independent and depend only on local conditions.
The LS models have been extended to model the evo-
lution of the dispersed phase concentration probability
density function (pdf) in a turbulent flow both in RANS
and LES studies. The LS models offer a great advantage
to an Eulerian solution of the evolution of the particu-
late phase in that non-linear advection terms are implic-
itly included without approximation when following the
particle motion29. Haworth30 and Pope31 offer an exten-
sive review of pdf methods in turbulent flows including
particle dispersion in a Lagrangian framework32.
Some fundamental work on LS models was conducted
by Thomson33, who introduced suitable criteria for the
selection of stochastic models to represent ‘marked fluid
particle’ (i.e. non-inertial particle) trajectories in turbu-
lent flows. Thomson argued that at a high Reynolds
number, molecular diffusion effects can be considered
negligible, and fluid particles can be assumed to travel
with the local velocity of the fluid. Any changes in the
concentration field occur due to the redistribution of fluid
particles29. Therefore a correct description of the particle
trajectories would allow the reconstruction of the concen-
tration statistics, as for example the ensemble mean con-
centration field. He introduced the well mixed condition
as the sole criterion required for the physical consistency
of the model.
Using the Markov assumption for the evolution of the
particle tracer velocity, a generalized Langevin stochastic
differential equation (SDE) can be formulated28:
dvf = Afdt+ Bf · dW (1)
where vf is the fluid particle Lagrangian velocity, Af
is the deterministic contribution to the acceleration, Bf
is a diffusion tensor and dW is the incremental Wiener
vector28. The second term of equation (1) is the stochas-
tic contribution to the fluid particle acceleration.
From the well mixed condition a suitable equation is
derived for the deterministic component to the fluid par-
ticle acceleration Af (also called the damping function,
or drift term). The Markovian evolution of the parti-
cle velocity serves as the modeling assumption for the
stochastic diffusion tensor Bf .
For locally isotropic turbulence and time increments
dt larger than the Kolmogorov time-scale and within
the inertial range of turbulence, Kolmogorov’s similar-
ity theory34 suggests that the statistics of dvf take a
universal form:
< dvifdv
j
f >= δijC
∗
o dt (2)
The Lagrangian velocity structure function of a fluid
particle, equation (2), depends only on the time incre-
ment and the mean rate of dissipation of turbulent ki-
netic energy , where δij is the Kronecker delta. The
constant of proportionality is the universal Kolmogorov
constant C∗o . The structure function is equivalent to the
variance of the velocity and therefore its square root can
be used as the standard deviation of the diffusion process
of equation (1) i.e.
dvif = A
i
fdt+
√
C∗o dW
i (3)
At this point it is important to note two aspects of the
LS model briefly described so far. Firstly, the model de-
scribes non-inertial particles in a RANS framework. The
model compensates for the temporal fluctuations of the
continuous phase velocity using a stochastic Lagrangian
forcing quantified by the diffusion coefficient in equation
(3). In the context of LES the stochastic contribution is
required to simulate the unresolved turbulent scales, i.e.
3to compensate for the fluid phase spatial velocity fluctua-
tions. Therefore, Kolmogorov’s theory cannot be readily
applied to derive the diffusion tensor Bf from first prin-
ciples. On the other hand, models are heuristic and their
constant of proportionality –equivalent to C∗o– is not uni-
versal, but is rather a modelling parameter scattered in
the interval of 2− 8 depending on the test case32,35. The
true particle trajectory is assumed to be approximated
by a model trajectory.
The LS models described stem from the concept of a
fluid particle, i.e. a notional parcel of fluid with a con-
stant concentration. Physical particles are somewhat dif-
ferent as they may influence, or be influenced by the flow,
due to their inertia or mass exchange with the continu-
ous phase. Hereafter and unless stated otherwise, the
term particle will be used to denote physical particles
dispersed in a carrier fluid phase.
In a fair amount of literature the LS model for a fluid
tracer is employed to acquire the fluid velocity at the
particle location, i.e. the velocity ‘seen’ by the inertial
particle vf@p
21,23,24, or the incremental change of the
unresolved fluid velocity seen by the particle20. One of
the main problems arising from such LS-LES models is
the evaluation of the eddy interaction time-scale seen by
the particle and the dispersion coefficient C∗o required
to evaluate the turbulent diffusion coefficient of equation
(3). The aforementioned parameters exhibit a depen-
dence on the Stokes number and the grid spacing and an
effort has been made to fit empirical curves for the eddy
interaction time-scale such as in the work of Jin et al.36.
However, to the authors’ knowledge, there has not been
a comprehensive evaluation of the dispersion coefficient
C∗o .
The LS models mentioned thus far are somewhat dif-
ferent to the one employed in this study, the main dif-
ference being the fact that in the method of Bini and
Jones22,37,38, the stochastic contribution is directly ac-
counted for in a SDE for the particle acceleration fol-
lowing a heuristic procedure. On the other hand, the
aforementioned LS models use the Langevin equation to
simulate the Lagrangian fluid phase velocity viewed by
the particle starting from the Lagrangian description of
the Navier-Stokes equations. Bini37 proposes an equa-
tion for the particle equation of motion which stems from
the Lagrangian solution (Itoˆ equivalent) of the spray-pdf
equation of Williams39 (outlined in the following section).
Bini’s model has shown good agreement in particle ac-
celeration statistics38 and dispersion characteristics in a
turbulent shear layer22.
The present study aims at extending the applicability
of this model by proposing a methodology for the dy-
namic evaluation of the dispersion constant Co. The pa-
per is structured as follows: First the methodology is in-
troduced, followed by validation against a DNS database
of particle laden shear-flow. Finally, the proposed model
is compared with experimental data in a droplet-laden
mixing layer; where the the results are compared with
several static dispersion coefficients at different grid spac-
ings.
II. METHODOLOGY
A. Spray-pdf equation
Williams39 introduced a conservation equation for the
particle distribution function. The particle distribution
function consists of the joint probability of the realization
of M variables that represent the state of the particulate
phase (e.g. position, velocity, temperature, density, ra-
dius and their equivalent rates of change). In theory,
all the microscopic variables relevant to the state of a
particle within a two-phase flow should be taken into ac-
count. For example, in a flow with N particles one would
require an N th order distribution function with 3N ve-
locity and spatial coordinates and a number of coordi-
nates that would provide the particle size, shape, and
their relevant rates of change. Such an exact solution
would be intractable; an approximate model is therefore
pursued by choosing a state vector Φ consisting of a num-
ber of selected variables considered sufficient to represent
the disperse phase in a given application (e.g. spray at-
omization). Any effects caused by the excluded micro-
scopic variables can then be modelled by the addition of
stochastic terms to the deterministic component of the
Lagrangian equation for the rate of change of the prop-
erty in question40.
For a set of M independent variables the state vec-
tor of the jth particle for a given location in space x
and time t is Φj = {φj1(x, t), ..., φjM (x, t)}. It is possi-
ble to characterize the random variables’ phase space Ψ
(with realizations Φj for every j − indexed particle) of
an ensemble of N particles using the fine-grained density
F(Ψ; x, t), defined41 as:
F(Ψ; x, t) =
N∑
j=1
M∏
i=1
δ[ψi − φji (x, t)] (4)
where δ is the Dirac delta function, ψi the i
th random
variable of the phase space, and φji is its realization by the
jth particle. To clarify, a realization of the phase space
means that a particle acquires a specific set of values for
its state vector.
Now one may formulate an expression for the fine-
grained probability density function P(Ψ; x, t) as the ex-
pectation of the fine-grained density function. Assum-
ing that the particles are independently distributed and
using the central limit theorem the expectation can be
written as a sum over an infinite number of realizations
(i.e. particles):
P(Ψ; x, t) = lim
N→∞
N∑
j=1
M∏
i=1
δ[ψi − φji (x, t)] (5)
4To comply with the characteristics of a probability den-
sity, the fine grained pdf must be integrated to unity: a
result that is approached as the number of realizations
increases. The assumption of independently distributed
particles has been used in the derivation of Bini37 for
simplicity; Subramaniam42 has shown that it is not a
necessary condition to define the pdf of the population
of the particles. Finally, by differentiating (5) with re-
spect to time following the motion of the phase space the
evolution of the spray pdf can be obtained:
∂
∂t
P(Ψ; x, t) = −
M∑
i=1
∂
∂ψi
[
E[ψ˙i|Ψ=Φ]P(Ψ; x, t)
]
(6)
where E[ψ˙i|Ψ=Φ] is the expectation of the rate of change
of the random variable ψi of the phase space Ψ con-
ditioned upon the local state vector Φ. As mentioned,
from the central limit theorem the expectation can be
expressed as an ensemble average over independent real-
izations of the particle state vector.
In the context of LES, equation (6) is filtered spatially
with a filtering kernel G of width ∆ as shown in equation
(7). Where the filtering kernel has to be positive definite
in order to maintain non-negative probabilities. In this
way the pdf can be evaluated at the LES grid points and
depends only on the local conditional filtered variables.
Note that in the literature this equation is sometimes
termed the filtered density function or filtered spray-pdf,
for consistency, the term pdf will be used here.
P˜(Ψ; x, t) =
∫
P(Ψ; x′, t) ·G∆(x,x′)dx′ (7)
For a state vector with a single variable, here the parti-
cle velocity as a function of time and position vp(x, t), the
following LES spray-pdf equation may be derived from
the appropriate conservation equations for the evolution
of the equivalent phase space random variable Vp(x, t)
37:
∂P˜(Vp; x, t)
∂t
+
∂
∂Vp
(aP˜(Vp; x, t)) = 0 (8)
The first term of equation (8) represents the local rate
of change of the sub grid probability density in physi-
cal space. The second term incorporates the advection
process due to the conditional rate of change ‘a’ of par-
ticle velocity. In general, the rate of change of the jth
variable of the phase space ψ˙j is conditioned upon the
phase space being equal to the state vector (i.e. its real-
ization) at any point within the filter volume E[ψ˙j |Ψ=Φ].
The conditional filtered particle acceleration is not read-
ily available and depends on the full spectrum of turbu-
lent motion; a model is therefore required for its closure.
B. Lagrangian Stochastic Dispersion
Itoˆ’s equivalent SDE for inertial particles is solved in-
stead of the spray-pdf equation (8) following the solu-
tion proposed by Jones et al.22,38,43. Individual particle
paths and velocities are computed from which the rele-
vant fields can be calculated by ensemble averaging. In-
ertial effects are combined with the drag force, and it
is assumed that the gravitational and buoyancy effects
for Froude number of the particle are insignificant for
Fr >> 1, and that thermo- and electro-phoresis can be
neglected. With these assumptions, the particles’ equa-
tion of motion can be described by the Lagrangian equa-
tions (9) and (10)44.
dxp = vpdt (9)
dvp
dt
=
Uf − vp
τI
(10)
where xp, vp are the position and velocity vectors of the
particle, Uf is the gas velocity, and τI is a time-scale
representative of the inertial effects governed by the as-
sumed type of forcing between the gaseous and disperse
phases.
The RHS of equation (10) is equivalent to a single real-
ization of the acceleration a (i.e. the acceleration of one
particle) in the spray-pdf equation (8). One may notice
that it is a function of the full spectrum of the gaseous
velocity, which can be decomposed into a filtered and
sub-filter component (Uf = U˜f + Usgs). By equivalence
to a stochastic diffusion process28, the influence of the
unresolved SGS velocity fluctuations, Usgs, on the parti-
cle acceleration is modeled by adding a stochastic forcing
to the resolved/deterministic component of (10).
Miller and Bellan18 and Okong’o and Bellan45 pro-
posed that for a scalar, this contribution can be related
to the realization of a normally distributed random vari-
able with a standard deviation proportional to the sub
grid scalar fluctuation.
Jones and Bini22,38 model the unresolved contribu-
tion by a Wiener term taken as dW = ξ
√
dt, where
ξ ∼ N (0, 1), and scaled by a ‘turbulent’ diffusion co-
efficient; see equation (11). By dimensional analysis this
coefficient is expected to be proportional to the time- and
length-scales of the unresolved stresses quantified by the
sub grid kinetic energy, ksgs, and the time-scale of turbu-
lent interactions between the two phases, τt. This results
in:
dvp =
(U˜f − vp)
τp
dt+
√
Co
ksgs
τt
dW (11)
where, Co is the dispersion constant. Following Bini
38,
the unresolved kinetic energy of the gas phase is calcu-
lated as: ksgs = 2∆
2C
4/3
s S˜ijS˜ij where S˜ij is the filtered
strain tensor, τp finally is the particle relaxation time:
5τ−1p =
3
4
ρfCD
ρpdp
|U˜f − vp| (12)
where ρp and ρf are the particle and continuous phase
densities, dp is the particle diameter, and CD is the drag
coefficient. The relaxation time τp indicates the time it
will take for a particle to adjust to a change in the carrier
phase velocity U˜f (or to come to rest in a stationary
flow).
The drag coefficient, CD, is evaluated using an em-
pirical relation to the particle Reynolds number Rep =
(ρpdp|U˜f − vp|)/µ (where µ is the viscosity of the con-
tinuous phase), defined by the drag law of Yuen-Chen46
assuming spherical particles.
CD =
{
24
Rep
(1 +
Re2/3p
6 ) 0 < Rep < 100
0.424 Rep > 1000
(13)
For the solution of the above equations the continuous
phase properties at a given particle’s position are pro-
vided from the Eulerian LES simulation using a bi-linear
interpolation. The turbulent time scale, τt, proposed by
Bini and Jones38 depends on the constant α, which de-
termines the degree of non linearity introduced in the
model.
τt = τp
(
τpk
1/2
sgs
∆
)2α−1
(14)
Following a detailed evaluation of the parameter α,
Bini and Jones22 concluded that a value of 0.8 is required
to produce suitable levels of kurtosis in turbulent flow
acceleration pdfs. The limits of α = 0 and α = 1 cor-
respond to normal and log-normal pdfs of acceleration,
respectively38. Finally, a proportionality constant is re-
quired for the stochastic diffusion term, in this case Co,
which scales the stochastic contribution to the velocity
of the Lagrangian particles.
The ensemble average of all particle paths should give
the Eulerian equivalent of the positions and velocities of
the particles, Up =< vp >n, where the brackets <>
indicate averaging over an ensemble of n particle paths.
Hereafter, unless stated otherwise, upper case letters will
be used to represent Eulerian velocities and lower case
for the Lagrangian velocities.
C. Dynamic model for the evaluation of the dispersion
coefficient
The expression (11) is heuristic and uses the Marko-
vian assumption to model the sub grid contribution with
a Brownian diffusion term. The scaling of the Lagrangian
forcing to the sub-grid kinetic energy is controlled by Co.
However, this dispersion coefficient cannot be related to
the Kolmogorov constant arising from the velocity struc-
ture function33. Moreover, Co cannot be evaluated ana-
lytically from a spectral analysis as performed by Lilly47
for the Smagorinsky constant.
Results of Jones et al.43 have shown that the choice of
Co influences the dispersion process and in this work it
is shown that the coefficient exhibits significant grid and
particle relaxation time dependence.
As in the turbulent stress model implementation of
Piomelli48, a test-filtering process is suggested by convo-
lution of a LES generic variable φ˜ with a test filtering
kernel G∆ˆ, viz:
ˆ˜
φ(x) =
∫
φ˜(x′) ·G∆ˆ(x,x′)dx′ (15)
Where ·ˆ signifies a test-filtered quantity for a test-filter
size ∆ˆ = 2∆. At this point, one must make a clarifica-
tion in terms of what is test-filtered in the context of
the proposed model. The drift and diffusion terms of the
SDE, equation (11), are functions of local interpolated
LES Eulerian quantities (U˜f , ksgs) and Lagrangian par-
ticle properties. The test filter is applied to all the Eu-
lerian quantities used for the calculation of the drift and
diffusion terms prior to their interpolation to the local
particle position.
For simplicity ·ˆ will imply both test-filtered and test-
filtered derived quantities, i.e. d̂vp is the change in La-
grangian particle velocity due to its interaction with the
test-filtered Eulerian field within an increment d̂t (where
·ˆ is included to specify that the integration is over the
time-step dictated by the CFL condition applied to the
test-filtered Eulerian velocity field).
Similarly the test-filtered drift Aˆ and diffusion Bˆ terms
are functions of the interpolated test-filtered Eulerian
values ( ̂˜Uf , k̂sgs), the test-filter derived relaxation and
turbulent interaction time-scales (τ̂p, τ̂t), and the La-
grangian filter-independent quantities i.e. the particle ve-
locity vp and mass mp. Therefore, one may formulate an
equation for the test-filtered derived acceleration:
d̂vp =
( ̂˜Uf − vp)
τ̂p
d̂t+
√
Co
k̂sgs
τ̂t
dW
= Aˆd̂t+
√
CoBˆdW (16)
It must be stressed that, unless stated otherwise, the
parameters in (16) are not explicitly test-filtered, but are
derived from the Eulerian test-filtered quantities. Also
note that for simplicity, in the derivation that follows
the dispersion coefficient has been taken out of the diffu-
sion term Bˆ. The diffusion and drift terms could then be
replaced without any loss of generality to a phenomeno-
logical, SDE based, model different to the one proposed
by Bini37.
6Having established the filtering process, one must for-
mulate an assumption on which the comparison (between
LES filtered and test-filtered quantities) is based. The
evident difficulty in direct comparison of acceleration
arises from the Wiener process. Since it is stochastic
in nature with a zero mean, the ensemble average accel-
eration of all particles within a given cell should not be
a function of the diffusion coefficient (given the number
of samples/particles is sufficiently high).
In the present work it is assumed that the ensemble-
averaged change in kinetic energy of particles, < dKp >,
with same initial conditions within a cell should be the
same for the two filtering levels (Eulerian LES and the
a posteriori test-filtered equivalent). Physically, this
means that the total energy transfer from the Eulerian
to the Lagrangian phase within a given time increment
should be grid independent and only a function of the
flow characteristics.
Equation (17) gives the kinetic energy of a single par-
ticle, which at a time t0 is the same for the two filtering
levels:
Kp =
1
2
mpv
2
p =
1
2
mp(v
2
p1 + v
2
p2 + v
2
p3). (17)
To calculate the variation of particle kinetic energy
dKp from t0 to t0 +dt it should be noted that the kinetic
energy is a function of the random variable vp, which
is continuous but not differentiable in time. Therefore
traditional calculus cannot be employed, and the varia-
tion of kinetic energy is retrieved using Itoˆ’s Lemma for
a time-dependent function of a stochastic process:
dKp =
[
Ai · dKp
dvpi
+
1
2
CoB
2 d
2Kp
dv2pi
]
dt
+
√
CoB
dKp
dvpi
· dWi (18)
Taking the ensemble average of equation (18) and
assuming a large number of particles, such that <
dW >n→ 0 the following equations can be written for
the variation of particle phase kinetic energy derived from
the LES (19) and test-filtered (20) velocities:
〈dKp〉 =
〈[
mpAi · vpi +
3
2
mpCoB
2
]
dt
〉
(19)〈
d̂Kp
〉
=
〈[
mpÂi · vpi +
3
2
mpCoB̂
2
]
d̂t
〉
(20)
Note that all the terms in the RHS of (18) are eval-
uated at t0; therefore the Lagrangian particle velocity
and mass is the same for the two filtering levels. More-
over note that because the diffusion tensor is isotropic,
the summation over all directions reduces to the second
terms of the RHS of equations (19) and (20). Equat-
ing (19) and (20) for a common time increment one may
formulate the following expression for the dynamically
derived dispersion coefficient Cdyn:
Cdyn =
∣∣∣∣∣∣
〈
mp
[
vp1
(
frA1 − Aˆ1
)
+ vp2
(
frA2 − Aˆ2
)
+ vp3
(
frA3 − Aˆ3
)]〉
〈
3
2mp
(
Bˆ2 − frB2
)〉
∣∣∣∣∣∣ (21)
Where the factor fr relates the time increments of the
two differential equations to compare the transfer of ki-
netic energy from the Eulerian phase to the particulate
phase in the same time-step. For simplicity this time-
step is chosen, to be that from the LES, for which val-
ues are readily available. The CFL number49 is assumed
to be the same for both filters, and therefore the factor
fr = d̂t/dt = ∆ˆ/∆ = 2. The absolute value in equa-
tion (21) is taken to enforce a positive constant, since
its square root is required for the evaluation of the SDE
equation (11). Similar to the Germano model for the
evaluation of the Smagorinsky constant, the dispersion
coefficient is test-filtered to ensure smoothness.
Although the methodology for the evaluation of Cdyn
is similar to that of the dynamic Germano model, Cdyn
does not have to acquire a value of 0 in a laminar flow
(unless U˜f ≈ vp); instead Cdyn has to attain a finite
value. It can be shown that in the limit of the test filtered
relative velocity approaching the filtered relative velocity
ˆ˜Uf → U˜f , Cdyn is proportional to α(U˜f − vp)2(1−α). Yet,
the stochastic contribution at the filtering level in the
limit of a laminar flow
√
Cdynksgs/τt → 0 will vanish as
ksgs → 0. These results were confirmed on a laminar
mixing layer (not shown).
III. VALIDATION OF THE DYNAMIC MODEL
A. Configuration and Modelling Parameters
For the purpose of validating the model the simple
DNS test case of Ahmed and Elghobashi50 was chosen.
It consists of a uniform shear flow, where decaying ho-
mogeneous isotropic turbulence is superimposed to the
constant shear. The carrier phase is subsequently seeded
with particles to measure their dispersion statistics.
Figure 1 depicts the configuration of the test case.
The domain is periodic in x and z, and a shear-periodic
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FIG. 1. Schematic diagram of the case of Ahmed and
Elghobashi50. A constant shear, S, is applied in the
y−direction to which a decaying homogeneous isotropic tur-
bulent field is superimposed. 222 particles are seeded on each
of the NS = 22 planes placed at equidistant positions in the
direction of the shear.
boundary condition is used in the direction of the im-
posed mean velocity gradient (y). Details for the imple-
mentation of the shear-periodic condition can be found
in Gerz et al.51.
The dimensionless velocity gradient S is equal to 1 for a
unity length scale L and velocity difference ∆U¯f , where
the over-bars signify temporal means. The velocity in
x−direction at a given location is derived by the mean
shear and superimposed turbulence, viz:
Uf,1(x, y, z) = Sy + U
′
f,1(x, y, z) (22)
where U ′f is the turbulent velocity field. The initial tur-
bulent velocity fields, U ′f are generated from the pre-
scribed initial energy spectrum, E0(k),
E0(k) =
16
2pi1/2
3
2
Urms0
k4
k5p
exp(−2(k/kp)2) (23)
where kp = 5 is the wave number around which the
maximum energy is concentrated. The initial root mean
square velocity is Urms0 = 0.03530, which gives an initial
total kinetic energy of ET0 = 0.0018696. The initial In-
tegral and Kolmogorov length scales are l0 = 0.072980
and ηk,0 = 0.006761 respectively. The initial turbulent
Reynolds number based on the integral length scale is
Ret = 24.5. All quantities are dimensionless; normalized
with the mean velocity difference ∆U¯f and length scale
L.
The simulation solves the continuous phase in an Eu-
lerian LES using the in-house PsiPhi code52,53. The ini-
tial turbulent fields where generated from the prescribed
energy spectrum (23) using the HIT3D pseudo-spectral
code54. The velocity fields were a-posteriori filtered into
an LES with 80×40×40 cells for the domain dimensions
2L × L × L (see Fig 1). This is equivalent to a ratio
of ∆/ηk,0 = 1.85 suggesting that more than 90% of the
energy spectrum is resolved.
The unknown sub grid-scale stresses of the momentum
equation are closed using the Smagorinsky eddy-viscosity
model55 with the model constant of Cs = 0.173 suggested
by Lilly56. A Central Differencing Scheme second order
accurate in space is used for the convective momentum
fluxes; and a third order Runge-Kutta Scheme is used for
integration in time. The time-step width is set accord-
ing to the CFL condition49, with CFL = 0.3. The code
uses implicit filtering with equally sized cubic cells, thus
ensuring numerical accuracy and efficient parallelization.
The peak skewness, Sku, based on the gaseous velocity
derivatives is defined as:
Sku(t) =
3∑
i=1
− 13
〈
(∂ui/∂xi)
3
〉
[ 13 〈(∂ui/∂xi)2〉]3/2
(24)
where 〈·〉 implies ensemble averaging over all the cells of
the domain. The first peak in Sku (at approximately t =
1) is used as the particle injection criterion, following the
same conditions as the DNS studies50. The peak signifies
that a fully developed turbulence is established50.
Therefore, at this time particles are initialized on Ns =
22 planes positioned at equidistant locations in the y-
direction. On each (x, z) plane, Nps = 22
2 particles are
seeded randomly with initial velocities equal to those of
the uniform phase. A total of Np = 22
3 particles are
tracked using equation (10) for the DNS of50 from which
equation (11) is derived and used in the LES of this work.
Two different particle sizes are considered. The first case
consists of particles with dp = 40 µm (case A) and the
second with dp = 125 µm (case B). The ratio of disperse
to continuous phase density is the same for both cases
and equal to ρp/ρf = 19000. Ahmed and Elghobashi
50
assume a constant particle relaxation time, un-correlated
to the particle relative velocity, of τp = 0.1 and τp = 1.0
for the first and second case respectively. For consistency,
their definition for the particle relaxation time is also
used here.
The particle positions are tracked in time and their
8mean-square displacement,
〈
x2pi(t)
〉
, is calculated using:
〈
x2pi(t)
〉
=
1
Np
Ns∑
j=1
Nps∑
k=1
{[xpi(t)− xpi(t0)]k
− [〈xpi(t)〉]j}2 (25)
where 〈·〉 imply ensemble averaging over all particles, and
with
[〈xpi(t)〉]j =
1
Nps
Nps∑
k=1
[xpi(t)− xpi(t0)]k . (26)
Particles released in different planes have different ini-
tial velocities due to the imposed mean shear. To remove
this bias from the dispersion variance, the corresponding
mean displacement [〈xpi(t)〉]j of particles released from
a given plane j is subtracted as shown in (25). The dis-
placement variance takes into account only the effects of
turbulence50.
B. Results
Figure 2 presents the variation of the total kinetic en-
ergy ET (t) (bottom), and skewness Sku(t) (top), of the
Eulerian phase as a function of time. Good agreement
was found with the DNS values of the total kinetic energy.
The initial dip in ET can be attributed to a faster dissipa-
tion rate compared to the forcing on large scales induced
by the mean shear. As the flow evolves the Integral and
Kolmogorov length scales increase in size and the cascade
of energy from the forced wave numbers proceeds50. The
rate of dissipation of the –now increased– ηk(t) is lower
than the energy input from the mean shear effecting in
the gradual increase of the ET . The slight underestima-
tion of the LES-ET can be attributed to the cut-off of
the filtering process resulting to a –nearly constant– loss
of the order of 5% which is in accordance with the as-
sumption that the grid spacing chosen resolves over 90%
of the energy spectrum.
The Skewness of the velocity derivatives, Sku, follows a
similar trend to the DNS results with peaks and throughs
dampened. The dampening can also be attributed to
the filtering process as velocity gradients are smoothened
over the domain due to the reduced resolution compared
to this of the DNS. A first peak is observed at approxi-
mately 1 s after the simulation is initialized. At this time
instance the particles are injected in the domain with the
Eulerian phase velocities.
Figure 3 presents the displacement variance for the two
particle sizes in cases A (small particles) and B(large par-
ticles). Statistics were available for directions x and z,
and four particle transport methodologies where used for
each case, namely: no dispersion model Co = 0, static
coefficient with values Co = 1, 2, and the dynamic model
for Cdyn.
For both cases, the span-wise displacement variance,〈
z2p
〉
, is an order of magnitude lower than this of the axial
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FIG. 2. Temporal variation of the normalized Skewness (top)
and Total Kinetic Energy (bottom), for our LES and the DNS
of Ahmed and Elgobashi50.
direction. Results for case A nearly collapse on the same
line for all dispersion implementations. Similarly for case
B there are small visible differences in the various models,
the common trend being to produce good results for case
A and slightly over-estimate the dispersion levels in case
B.
The effect of modelling the sub grid-scale contribution
becomes visible for the dispersion variance in the axial
direction. Ignoring the SGS contribution to the particle
transport (Co = 0) results to a significant underestima-
tion of the mean dispersion variance. The value of a con-
stant dispersion coefficient has no analytical solution, as
discussed in the previous section, but it is suggested37,57
that it lies in the range of 0.5−2. For this particular grid
spacing, it seems that the Co = 1 would be the most ap-
propriate choice. The dispersion levels are overestimated
for both the light (case A) and heavier (case B) particles
with Co = 2.
As a first order validation, the proposed dynamic
model performs very well. The dispersion levels produced
are closest to the DNS equivalent for both cases. When
the dynamic model is employed, the solution
〈
x2p(t)
〉
lies
between the two static choices of Co = 1 and 2. Such
boundedness in conjunction with the produced levels of
dispersion suggests that the phenomenological assump-
tion of the model is sound.
The two cases of figure 3 suggest that dispersion results
depend on particle diameter and consequently relaxation
time. For light particles, the Co = 1 and Cdyn results
are very similar, however for heavier particles there is
a noticeable divergence. In the Lagrangian Stochastic
model of Bini and Jones22 the diffusion term is a func-
tion of the particle relaxation time, which depends on
the particle diameter, and the assumption of linear scal-
ing of Co for all diameters is made intrinsically. In the
present work, the dynamic coefficient is calculated from
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FIG. 3. Temporal variation of the displacement variance in directions x and z compared to the DNS of50 (points) for case A
(top) and case B (bottom).
a local mass weighted ratio, (21), making its evaluation
size-dependant.
From the results shown, it can be concluded that the
correct prediction of particle motion requires a model to
incorporate the sub-grid effects. The dynamic model ac-
curately predicts the dispersion variance of the disperse
phase. Moreover, the size-weighting of the dynamic co-
efficient results in smaller variations in the dispersion
statistics between particles of different size compared to
the static model.
IV. INVESTIGATING GRID DEPENDENCE OF Co IN A
SHEAR MIXING LAYER:
A. Experimental Configuration and Modelling Parameters
In this section, the static and dynamic model grid de-
pendence in steady state statistics (temporally averaged
dispersion levels) are investigated. A mixing layer seeded
with particles in chosen for the investigation. The mix-
ing layer thickness grows monotonically in the axial di-
rection and therefore the ’resolution’ of the mixing layer
increases linearly (provided a constant grid spacing is
used). This configuration enables the investigation of
the dispersion model’s performance in scenarios of not
fully-resolved shear with regards to temporally-averaged
dispersion levels.
The case considered here was studied experimentally
by Tageldin and Cetegen58, and numerically by Jones et
al.57. It consists of a shear mixing layer produced by two
parallel air flows within a 200 × 150 × 150 mm domain
in the x, y, and z directions respectively as depicted in
figure 4. The two flows have a bulk velocity of Uslow = 2
and Ufast = 7.1 ms
−1. The two streams are separated
prior to the test section with a splitter plate. Honeycomb
straighteners and mesh screens are used to create a uni-
form velocity profile for each stream. Wires of 1.5 mm
diameter are used to trip the boundary layers produced
on either side of the splitter plate in order to achieve
self-similarity in a shorter distance. A Reynolds num-
ber, based on air properties and momentum thickness of
Reθ = 225 was measured at the splitter plate.
The fast stream is homogeneously seeded with water
droplets with diameters ranging from 2 to 50 µm with a
number mean diameter of approximately 15 µm as shown
in figure 5. The Stokes number for the mean particle di-
ameter varies from St = 0.08 near the exit of the domain
to St = 1.2 in the near field of the mixing layer57,58.
The resulting spray can be considered dilute, with a vol-
umetric void fraction of the order of 5.5 · 10−6; therefore,
droplet interactions are considered negligible. In addi-
10
200m
m
UslowUfast
y
x
150mm
Test Section
FIG. 4. Experimental configuration of58. Particles are seeded
in the fast stream.
tion, the streams are at ambient temperature and evap-
oration rates are assumed to be very small. An average
concentration of 4 million droplets in the domain is con-
served by injecting the number of droplets that have left
the domain upstream of the mixing layer.
Fully developed turbulence is considered with an inten-
sity of 2% and 4−5%, in the fast and slow streams respec-
tively, based on the mean velocity of the droplet seeded
stream. The Kolmogorov length- and time-scales were
estimated from the experiment58 to be ηk = 0.15 mm
and τk = 0.2 ms respectively in the shear layer.
The same LES PsiPhi code is used with the param-
eters mentioned in Section III. Pseudo-turbulent in-
flow boundary conditions are created with Klein’s inflow
generator59,60 with the experimental values of rms veloc-
ities and length-scales, The computational time varied
from 180 to 5000 CPU hours for the finest case.
For the investigation of the effects of the dispersion
constant Co, two well-documented downstream spread-
ing measures where considered: the mixing layer thick-
ness, δ0.8, and the momentum layer thickness, θu. The
dimensionless velocity u∗ is defined:
FIG. 5. Probability Density (PDF) and Cumulative Density
(CDF) functions of the particle diameter in the test section
of the flow.
u∗ =
Up − Uslow
Ufast − Uslow (27)
From which the thicknesses δ0.8 and θu are defined as:
δ0.8(x) = y|u∗=0.1 − y|u∗=0.9 (28)
θu(x) =
∫ ∞
−∞
u∗(1− u∗)dy (29)
For the definition of u∗ the Eulerian particle velocity
field, Up(x, y), constructed from the Lagrangian particle
velocities vp (see Section B), is used. For a given cell,
the average velocity of all particles passing through it in
a given time interval ∆Tn is calculated. The time ∆Tn
is a generic temporal interval equal to 2000×∆t, where
∆t is the simulation time-step width. The final Eulerian
particle velocity Up is calculated by averaging the values
from each temporal interval.
The mixing layer thickness δ0.8 at a given axial loca-
tion x, is defined as the position on the y-axis where the
particle normalized velocity equals to 0.1, minus the po-
sition where it is 0.9 (for the co-ordinate system shown
in figure 4). Therefore, the mixing layer thickness is a
positional measure on a velocity basis.
The momentum layer thickness (29) definition of
Tageldin and Cetegen58 is retained to allow for direct
comparison with the experimental results. Evaluating
θu involves the integration over the entire range of cells
that contain particles, i.e. the entire particle domain.
This integration method is used to avoid negative val-
ues of momentum thickness at positions where there are
no particles (i.e. Up = 0) since the normalizing velocity,
Uslow, used in the experiment is constant and positive.
For the normalized velocity plots of both the gaseous
and fluid phases the dimensionless height y∗ = (y −
y0.5)/θu is used. It must be noted here that for the nor-
malization of y∗ the same baseline momentum thickness
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FIG. 6. Comparison of the Smagorinsky model and the Ger-
mano model for the evaluation of Cs in a medium grid spacing
(∆ = 2 mm) simulation.
is used for all the different Co cases at a given grid spac-
ing. The reason for the choice of a constant normaliza-
tion is to allow for a direct comparison of the different
velocities of the various Co cases.
B. Results
The discussion of the results begins by analyzing the
effects of the static dispersion coefficient Co on the mo-
mentum and mixing layer thickness for the fine (0.8 and
1.5 mm) and coarse (2 mm) grid cases. To investigate the
sufficiency of the Smagorinsky model, a simulation using
the dynamic Germano implementation of Piomelli and
Liu48 was carried out for a grid spacing with ∆ = 2 mm,
showing that the Smagorinsky model produces adequate
results for the continuous phase (figure 6). In addition
to a reduced computational cost, the Smagorinsky model
allows a direct evaluation of the sub grid kinetic energy.
Moreover, the influence of a dynamic Cs on the particle
dispersion coefficient is removed, facilitating the inves-
tigation of the grid spacing dependence of the stochas-
tic dispersion coefficient Co. Therefore, the Smagorinsky
model was used for the remaining simulations.
Figure 7 shows instantaneous snapshots of a passive
scalar to represent the mixing process in the test sec-
tion for different grid spacings. The scalar is equiva-
lent to a mixture fraction, and is transported using the
LES code with boundary conditions of 1 for the slow
stream and 0 for the fast stream. One may note the abil-
ity of the LES to capture instantaneous fields, but also
FIG. 7. Instantaneous snapshot of a passive scalar with:
(a) ∆ = 4 mm, (b) ∆ = 2 mm, (c) ∆ = 1.5 mm, (d)
∆ = 0.8 mm. A passive scalar to illustrate the mixing pro-
cess is assigned as 1 in the slow stream (red) and 0 in the fast
stream (blue).
FIG. 8. The position where self-similarity is reached for the
velocity (red line in normalized sketches) and a linear mixing
layer thickness, δ0.8(X), starts developing, is strongly depen-
dent on the transition length, Xss. A virtual origin, X, is
set at the position, Xss, where the dotted line of normalized
velocites u∗ coincides with the self similar solution (red line).
the pivotal effect of the grid spacing on the flow. The
4 mm and 0.8 mm filter widths are arguably the equiva-
lent of a poorly-resolved and a well-resolved LES respec-
tively; in the coarsest ∆/ηk ≈ 26.6 and in the finest mesh
∆/ηk ≈ 5.3. Due to the low resolution of the 4 mm filter
width results are presented for the remaining cases.
Present simulations with ∆/ηk ≤ 7.25 will resolve more
than 80% of the energy spectrum in an equivalent ho-
mogenous isotropic turbulence and can therefore be con-
sidered good LES as suggested by Pope31. Although this
result must be taken with caution as we are consider-
ing shear flow, it suggests that both fine meshes are well
resolved and the coarsest mesh is not.
From figure 8, it can be seen that the position where
self-similarity in velocity is reached is defined as the tran-
sition length, Xss. This depends on the grid spacing
12
for numerical simulations, and the flow configuration and
splitter plate properties in the experiment. The ability to
predict the exact distance Xss requires a highly resolved
simulation of the splitter plate and experimental configu-
ration, which is outside the scope of this work. Therefore,
experimental data are compared to the self-similar re-
sults. A normalized dimensional value X = x−Xss is em-
ployed, where Xss is used to compensate for the splitter-
plate-to-test-section distance and the position where self
similarity is reached, and x is the absolute distance from
the inflow of the simulation.
C. Dispersion with a static coefficient Co
Figure 9 shows plots of the momentum and mixing
layer thicknesses increasing with normalized axial posi-
tion. For the two fine cases (figures 9(a-b)), the mixing
layer is better predicted when the stochastic dispersion
is included (i.e. Co > 0) whereas the Co = 0 cases under-
predict the two thicknesses (apart from the position fur-
thest upstream). The stochastic contribution is higher
on the 1.5 mm grid than on the 0.8 mm grid.
The momentum thickness exhibits a significant corre-
lation with Co seen mainly in the pre-developed region
of the flow (where self-similarity of the gas-phase veloc-
ity has not been reached, i.e. x < Xss). Once the flow
reaches a self-similar solution the effect of Co decays as
exhibited by the converging lines for Co = 0− 8 in figure
9a2.
On the coarser grid (∆ = 2 mm) it is found that the
effect of Co has a decisive role on the dispersion. It can
be seen that a stochastic dispersion contribution must
be employed to give results near the experimental levels.
Such results are expected since a wider range of scales are
unresolved, which contribute to the sub grid-transport.
Therefore, the lack of a model will cause an underesti-
mation of the particle dispersion.
Addition of the model overestimates the mixing layer,
but provides fairly accurate levels for the momentum
thickness. Such a result can be understood by consid-
ering the definitions of the two thicknesses. The mixing
layer thickness is defined on a positional basis by calcu-
lating the cell where the averaged particle velocity fulfills
the conditions of (28), and therefore the error is directly
proportional to the grid spacing. On the other hand, the
momentum thickness is based on the velocity.
In the pre-developed region, the effect of Co is to in-
crease/enhance momentum. Particles move from inter-
face between the streams to the top (slow) stream with
a higher vertical velocity than in lower or zero Co cases.
The sharp velocity gradient of the flow upstream trans-
lates into high turbulent diffusion of the particles, in-
creasing Co enhances this effect on particle motion, as
the stochastic contribution increases with the static coef-
ficient. The velocity gradient seen by a particle is steeper,
inducing a higher stochastic contribution. Depending on
the magnitude of the vertical particle velocity (governed
by Co) and the relaxation time τp, the particles will re-
adjust downstream to the velocity of the flow. Down-
stream, the overall stochastic contribution decreases (as
the gas velocity gradient smoothens) and the dispersion
levels of the various static Co cases converge.
Figures 10 and 11 illustrate the “numerical advance-
ment” of the particle velocity distribution. The down-
stream over-prediction of θu apparent in Fig. 9 may be
understood by comparing the normalized velocity plots
for the two fine grids (Figs. 10-11). The LES gas veloc-
ity of the ∆ = 0.8 mm case converges to the self-similar
solution of the experimental data faster than that of the
∆ = 1.5 mm grid. In addition, it is noticeable that the
effects of the model constant differ depending on the po-
sition of the flow. Upstream, it is clear that for higher
values of Co, particles have moved further into the slow
stream. In the ∆ = 0.8 mm cases the deeper penetration
of the particles is only clear up to x = 50 mm, whereas for
the 1.5 mm cases it is clearly visible even at x = 150 mm.
Finally, note the negative values of the normalized ve-
locities in the results of the experiment and simulations,
signifying that the particle velocity Up is less than Uslow
in the slow stream. Depending on the particle relaxation
time and vertical velocity component, the particle ax-
ial velocity gradually adjusts to the free stream velocity
downstream. The tails of the normalized velocity plots
tend to u∗ = −Uslow/(Ufast − Uslow), i.e. where there
are no particles and Up = 0.
Similar patterns are observed in the development of
the two thicknesses in the coarser grid. In the cases of
Fig. 9(c-d) the numerical overshoot is much higher. Ar-
guably, this is an outcome of the inability of the coarse
grid to capture flow phenomena. Fig. 12 reveals that the
mixing layer is captured by a few cells only. Therefore
the velocity gradients between each cell are much steeper,
(with respect to cell spacing not physical space), causing
high sub grid shear levels and thus increasing the momen-
tum thickness, while at the same time also increasing the
positional error of the mixing layer thickness.
From the normalized velocities of Fig. 12, the effect
of the dispersion coefficient is clear in the tails of the
profiles. The penetration level increases proportionally
to Co. Lack of a stochastic dispersion model influences
the coarse cases in that particles do not move into the
slow stream; the Co = 0 lines lead the other cases until
they intersect them. This intersection is caused by the
steeper particle velocity gradient, which translates into
narrower mixing and momentum layer thicknesses.
From the analysis thus far we can argue that a model to
incorporate the sub grid-scale effects must be employed
to produce the observed dispersion levels. Both the mix-
ing and momentum layer thicknesses require Co > 1 for
all grid spacings. Secondly, it can be argued that the
choice of Co is not universal. It seems that the optimal
dispersion coefficient is subject to the grid spacing.
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FIG. 9. Mixing (δ0.8, left) and momentum (θu, right) thicknesses versus normalized axial position X for different dispersion
coefficients Co=0-3,8 : (a) ∆ = 0.8 mm, (b) ∆ = 1.5 mm, (c) ∆ = 2 mm
D. Dispersion with a dynamic coefficient Co
In the finest case of ∆ = 0.8 mm, shown in Fig. 9a,
the dynamic model produces accurate dispersion levels
for the mixing and momentum thicknesses. Arguably,
the mixing layer thickness is similar to the simulation
without a model for the sub grid-scale, but the Co = 0
case underestimates the momentum thickness. By com-
paring the two thicknesses shown in Figs. 9a1 and 9a2,
one may conclude that even though the particles reach
the correct dispersion levels, the velocity distribution is
underestimated in the Co = 0 case. It is clear that the
use of the dynamic model provides better results than
with Co = 0.
Moreover, it is interesting to note that for the same
post processing methodology the simulations using a dy-
namic model for the evaluation of the dispersion coef-
ficient have a smaller fluctuation amplitude about the
mean mixing and momentum layer thickness when com-
pared to any choice of non-zero static dispersion coeffi-
cient, for any grid size. Such a result suggests a faster
convergence to the correct dispersion levels compared to
the static model implementations. One may therefore
conclude that a dynamic dispersion field can enhance sta-
bility by varying the stochastic contribution depending
on local flow characteristics, as opposed to a global static
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FIG. 10. Normalized velocity u∗ versus normalized height
y∗ for ∆ = 0.8 mm for different dispersion coefficients and
LES gas filtered velocity. Measurements are shown for x =
1, 5, 10 and 15 cm in the axial direction and compared with
the experimental results of58. The same baseline momentum
thickness at a given position is used for all the different Co
cases and the dynamic coefficient Cdyn.
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-10 -5  0  5  10
u*
 a
t 
x=
1c
m
y*
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-10 -5  0  5  10
u*
 a
t 
x=
5c
m
y*
Experiment GAS
Experiment Particles
LES gas
Co=0
Co=1
Co=2
Co=3
Co=8
Cdyn
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-10 -5  0  5  10
u*
 a
t 
x=
10
cm
y*
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-10 -5  0  5  10
u*
 a
t 
x=
15
cm
y*
FIG. 11. Normalized velocity u∗ versus normalized height y∗
for ∆ = 1.5 mm for different dispersion coefficients and LES
gas filtered velocity.
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FIG. 12. Normalized velocity u∗ versus normalized height y∗
for ∆ = 2 mm for different dispersion coefficients and LES
gas filtered velocity.
Co choice. Most importantly, it seems that the dynamic
model can predict the dispersion coefficient at various
locations in the flow. Some over-predictions are still ob-
served at upstream positions, but this may be attributed
to the fact that the gas phase shear is only resolved by a
few cells.
For ∆ = 1.5 mm, depicted in Fig. 9b, the dynamic
model produces comparatively better results than any
choice of static coefficient. The difference between no
model and the dynamic model in terms of the two thick-
ness measures is greater compared to that of the finer
mesh. The momentum layer thickness, with the excep-
tion of the first point, is considerably underestimated
in the simulation without a stochastic dispersion model.
Equivalently the mixing layer thickness is also underes-
timated when the sgs are not incorporated.
At a grid spacing of 2 mm the dynamic model gives
good agreement, though, closer agreement was found
overall in the static model with Co = 2. However, from
Fig. 9c the dynamic model still gives significantly better
results than the simulation with Co = 0, which highly
under-estimates dispersion levels for both mixing and
momentum layer thicknesses. Moreover, the dynamic
model produces less ‘noisy’ results suggesting faster con-
vergence relative to any Co > 0 case. Thirdly, it can be
argued that dynamic models tend to fail as the grid spac-
ing becomes too coarse, as both the filter and test-filter
widths need to be within the turbulence inertial range to
allow for a valid comparison between, the two rates of
change of particle kinetic energy.
Figures 13 and 14 show the average absolute and
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FIG. 13. Mixing and momentum layer thickness absolute errors versus the dispersion coefficient Co, for various grid spacings
∆. The solid line for each grid spacing represents the absolute error of the dynamic model. The error is a mean difference
between the simulated and experimental results in the range of x = 80−150 mm. It can be observed that the use of a dispersion
model decreases the levels of error for all grid spacings. The dynamic dispersion coefficient produces good results compared to
a static Co.
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FIG. 14. Mixing and momentum layer thickness maximum errors versus the dispersion coefficient Co, for various grid spacings
∆. The solid line for each grid spacing represents the maximum error of the dynamic model. The error represents the maximum
deviation of the simulations from the experimental results in the range of x = 80− 150 mm. It can be observed that the use of
a dispersion model (Co > 0) decreases the maximum error for coarse (∆ = 2 mm) and increases it for finer (∆ = 0.8, 1.5 mm)
grid spacings. The dynamic dispersion coefficient produces good results compared to a static Co.
maximum errors in the mixing and momentum layer
thicknesses. The average error was calculated as the
mean deviation between simulation results and linearly-
interpolated experimental data. The on/off effect of the
dispersion coefficient is obvious, as in all cases the mean
error decreased when the model was implemented. Af-
ter this initial drop there are slight fluctuations which
do not suggest a monotonic behavior, i.e. a constant de-
crease of error as Co increases, yet it may be suggested
that with regards to the momentum layer a minimum
error is achieved for Co ≈ 1.
The dynamic model predicts better results for both
mixing and momentum thickness compared to simula-
tions without a stochastic dispersion model. Absolute
errors are lower than the the majority of choices of a
static coefficient and are close to the minimum error pro-
duced by the investigatory choice of Co.
An additional advantage of the dynamic model arises
when investigating the maximum error of the two thick-
nesses. This error measurement represents the maxi-
mum deviation from the expected experimental disper-
sion statistics. Figure 14 shows that the inclusion of a
dispersion model affects the maximum error differently
depending on the grid spacing.
The dynamic model has lower mixing layer thickness
maximum errors compared to all non-zero static disper-
sion coefficient choices for the finest cases and coarsest
case. Secondly, the level of maximum deviation from
the experimental data is similar for the 0.8 and 1.5 mm
grid spacings, for both the momentum and mixing layer
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thicknesses. For ∆ = 2 mm, the dynamic model produces
lower maximum errors than the Co = 0 simulation, but
it does not give the best results. Arguably, however, the
error levels are similar to those produced by the static
coefficients on the same grid spacing.
We believe that the main reason for which the dynamic
results are less ‘noisy’, and provide lower levels of max-
imum error lies in its flow adaptive calculation. As op-
posed to the static coefficient, the dynamic method en-
hances or reduces the dispersion coefficient according to
the local flow conditions. Consequently, using the pro-
posed methodology one may obtain a more stable solu-
tion for the particle dispersion statistics.
From what follows, the dynamic coefficient can be rep-
resented by an Eulerian field. The instantaneous ensem-
ble averages of Cdyn are calculated for each Eulerian node
at every time-step. Therefore, a time averaged Cdyn can
be readily calculated.
Figure 15 depicts the instantaneous (particle ensemble-
averaged) and time-averaged dynamic coefficient distri-
bution for the different grid spacings investigated. Fig-
ure 15a depicts the average and instantaneous Cdyn field
of the finest grid spacing. The Eulerian fields presented
clearly show that the coefficient is far from constant. The
instantaneous plots have a structure that clearly indi-
cates a correlation with the flow vortices. The level of
resolution is directly related to the values of the Cdyn
field.
Figure 16 shows the variation of the dynamic disper-
sion coefficient in the y-direction at x = 100 mm. The
dispersion coefficient acquires its highest value in the fast
stream where the turbulent rms velocity is higher com-
paratively to the the slow stream. An increase in the
grid spacing from 1.5 to 2 mm results in a 30% increase
in Cdyn in the fast stream, as opposed to the (more than)
threefold increase from the 0.8 to 1.5 mm grid spacing.
Within the mixing layer, unlike a turbulent stress dy-
namic model, there is a sharp drop in the dispersion co-
efficient. It is the whole stochastic diffusion term that
increases and not the coefficient in particular. What the
model suggests is that the increase in
√
ksgs/τt, due to
the sharp velocity gradient, is in fact over-predicted, thus
requiring a smaller dispersion coefficient to realistically
represent the energy transfer from the gaseous phase to
the particulate phase. This has an additional dissipative
effect, which can be related to the reduced fluctuations
of the results from the dynamic model. Given the same
flow conditions, a constant Co would over-predict the lo-
cal energy transfer, thus ‘shooting’ the particle with a
higher velocity towards the slow stream. The particle
would then reach the next cell and, depending on the
local conditions, its velocity will re-adjust.
V. CONCLUSIONS
The Lagrangian Stochastic model of Bini and
Jones22,37 has previously shown very good predictions for
particle velocity and acceleration statistics. However, the
dispersion constant was found to be very grid dependent.
In this work, using similar assumptions to scale simi-
larity models, we have derived a model that dynamically
evaluates the dispersion coefficient. The method uses
a test-filtering process for the Eulerian variables of the
continuous phase to derive a test-filtered equivalent par-
ticle acceleration SDE. Assuming that the average rate of
change of the particle kinetic energy does not vary with
the filter width for a given time increment, an equation
for the dispersion coefficient was derived.
The model was first validated on a shear flow with de-
caying homogenous turbulence, where the uniform phase
was seeded with particles. LES predictions of particle
dispersion statistics were compared with DNS data. It
was shown that using a model to incorporate SGS effects
is required for the correct prediction of particle motion.
The dynamic model accurately predicts the dispersion
variance of the particle phase of two different particle
sizes.
For the investigation of grid dependence and
temporally-averaged dispersion statistics, a series of LES
of a droplet-laden mixing layer were carried out with dif-
ferent grids and static dispersion coefficients. The mix-
ing layer and momentum layer thicknesses are under-
predicted without a model, and the results suggested that
the stochastic dispersion model is required for an accu-
rate prediction of the experimental results. The static
coefficient model increases the particle accelerations de-
pending on the grid spacing, and consequently the levels
of motion intended to represent the unresolved scales.
In both fine and coarse grids the normalised velocities
of the particulate phase at upstream locations approach
the self-similar solution faster than the continuos phase.
This creates an ‘overshoot’ that reduces only at a posi-
tion where the simulation sufficiently resolves the con-
tinuous phase velocity profile. From that point onwards
the stochastic contribution decreases, and the solution
becomes weakly dependent on Co.
Using the dynamic model, the predicted levels of mix-
ing and momentum layer thicknesses are significantly
better than any single choice of static dispersion coef-
ficients when the LES is well resolved. The ability of
the dynamic model to predict correct levels of dispersion
is impeded at very coarse grid spacings, where the test-
filter width lies outside the inertial range. Even so, the
dispersion statistics were similar to those produced by
the static coefficient models.
Although it was used here in the model proposed by
Bini and Jones, the dynamic model could, in theory, be
extended to different choices of drift and diffusion coef-
ficients. A possible application would be in Lagrangian
Stochastic dispersion models of fluid particles, where the
same underlying assumption about particle energy could
be imposed. The main difference would be that in the
latter case the dynamic coefficient would not be mass
weighted since all fluid particles are assumed to carry
the same weight.
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FIG. 15. Contour plots of ensemble-averaged (top) and instantaneous (bottom) dynamic dispersion coefficient for: (a) 0.8 mm,
(b) 1.5 mm, (c) 2 mm grid spacings.
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FIG. 16. Average dynamic coefficient versus height in the
mixing layer for the three grid spacings investigated, at x =
100 mm. Cdyn = 0 where particles do not exist.
Finally, the dynamic model offers advantages to the
static equivalent. It does not require to choose the value
of the static coefficient. It provides better results than
the static coefficient when the only parameter varied is
the particle size. Moreover, due to its coupling with the
flow, it produces smoother results than static coefficients.
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