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Abstract 
Two criteria for a tree to have an f-factor and (g, f)-factors are presented, respectively. They 
simplify, respectively, Tutte’s condition for a graph to havef-factors and Lov~sz’s condition for 
a graph to have (g,f)-factors. An O(j V(T)/) algorithm and an O(l V(T)I’) algorithm for 
f-factor and (g, f)-factor problems for trees are given, respectively. 
1. Introduction 
Undefined terminology in graph theory can be found in [3]. For a graph G, we 
write N,(X) to denote the neighborhood of a vertex x in G, i.e., the set of vertices 
adjacent to x in G. The degree of vertex x, i.e., 1 N,(x) 1, is denoted d,(x). We denote the 
vertex-set and edge-set of G by V(G) and E(G), respectively. A vertex-function of G is 
a mapping of V(G) into the set of integers. Given a vertex-functionfof G, we define an 
f-factor of G as a spanning subgraph F of G such that dF(x)=f(x) for all XE V(G). If 
f(x)= 1 for each vertex x, anf-factor is called a l-factor. With an additional vertex- 
function g given, we define a (g, f)-factor of G as a spanning subgraph F such that 
g(x)<ddF(x)<f(x) for all XEV(G). 
Tutte [14,15] established criteria both for a graph to have l-factors and 
for a graph to have f-factors. His criterion for the existence of an f-factor is the 
following. 
The f-Factor Theorem. The graph G has an f-factor if and only iffor every pair of 
disjoint subsets S and T of V(G), 
zsf(s)+tz(d4t)-f(t))-e(S, T)-26 T)>O, 
where e(S, T) is the number of edges between S and T, z(S, T) is the number of 
components C of G-(SuT) such that CXEvcc,f(x)+e(V(C), T) is odd. 
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Lo&z [lo] gave a criterion for a graph possessing a (g, j-)-factor, which can be 
stated as follows. 
The (g, f)-Factor Theorem. The graph G has a (g, f)-factor if and only iffor every pair 
of disjoint sets S and T, 
~f(s)+~~(d,(t)-g(t))-e(S, T)-4( T)M, 
where +(S, T) denotes the number of components C of G-(SU T) such that 
e(T, VC))+LV&X x is odd and f(x)=g(x)for all XE V(C). ) 
Several people independently gave the same condition (cf. Corollary 2.3, let us call it 
the l-factor theorem of trees) for a tree to have a l-factor. Examples are Caro and 
Schonheim [4], Clarke [S] and Chungphaisan [3, p. SO]. Other characterizations of 
trees with l-factors were obtained by Jamison [7], Little [S], Mowshowitz et al. (cf. [9, 
Problem 11.41) and Simion [12]. Amahashi and Kano [l] gave a condition for a tree 
to have a kind of component factor, which generalizes the l-factor theorem of trees. 
Moon [ 1 l] and Simion [13] studied enumerative aspects of trees having a l-factor. 
Recently, Heinrich et al. [6] simplified Lovasz’s criterion for the existence of (g, f)- 
factors for the special case when the graph G is bipartite. 
The Bipartite (g, f)-Factor Theorem. Zf G is a bipartite graph, G has a (g, f)-factor if 
and only Yfor every subset S of V(G), 
~smax(O,g(x)-dcs(x))~Cf(s). 
SSS 
The condition is simpler than Lovasz’s condition since the formula involves only one 
arbitrary vertex set S rather than a pair of sets in Lovkz’s formula. Anstee [2] developed 
0( 1 V(G)1 3, algorithms both for thef-factor and for the (g, f)-factor problems for general 
graphs. In this paper we characterize trees with f-factors (Theorem 2.2) and (g, f)- 
factors (Theorem 3.6), respectively. The first characterization generalizes naturally the 
l-factor theorem of trees and is simpler than Tutte’s condition and the (g,f)-factor 
theorem for bipartite graphs. It leads to an 0( 1 VI) algorithm forf-factor problem for 
trees. The second one may not be conceptually simple, but, as the first characteriza- 
tion, it maintains the feature that only one (arbitrary) vertex is involved in its formula. 
It also gives rise to an 0( 1 VI’) algorithm for the (g,f)-factor problem for trees. 
2. f-Factors 
Let T be a tree and f be a vertex-function of T. For any vertex v of T, we denote by 
T-U the graph obtained from T by deleting u and all edges incident to u. 
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Let C be a component of T-u, we write Jr(u,f, C)=C,,v&(c) and say that C is 
odd or even, with respect to u andf, according as Jr(u, f, C) is odd or even. We denote 
the number of odd components of T-u, with respect to u andf, by hr(n, f), or simply 
h(v,f). The following lemma is obvious. 
Lemma 2.1. Let T be a tree with a vertex-function f: Zf h(v,f )=f(u) for all VE V(T), 
then 06 f(u) <d,(u) for each vertex u of T. 
Theorem 2.2. Let T be a tree, f be a vertex-function of T. Then T has an f-factor if and 
only iffor each uertex VE V(T), the number of components of T- u for which the sum of 
the function values is odd equals f(v), i.e., 
h(u, f)=f(u), for each DE V(T). (1) 
Proof. Suppose that T has an f-factor, say F. Let u be an arbitrary vertex of T. We 
denote the components of T-u by C1 , . . . , C,. For each Ci, there is an edge, denoted 
by ei, in T, joining u and Ci. If eiEE(F), then 
~E~c,)ftC)=ct~c,~tC)=21E(FnCi)l + 1 z 1 (mod% 
if ei$E(F), then 
Thus Ci is an odd component of T-v if and only if eieE(F). Hence 
h(u,f)=d,(4=f(u). 
Conversely, suppose that (1) holds for T andf: We proceed by induction on I V(T) I 
to prove that T has an f-factor. It is obviously true when I V( T)I = 1. Suppose it is true 
for all trees T with I V( T)l <n. Consider a tree T with I V(T) I = n > 1. 
Let a be a pendant vertex of T, i.e., d,(a) = 1. Let b be the only vertex of T adjacent 
to a. By Lemma 2.1, we distinguish two cases. 
Case 1: f(u) =O. Consider the tree T-u. Define a vertex-functionJof T-u as the 
restriction off on V( T- a). Since f(a) = 0, T has an f-factor if and only if T-a has an 
f-factor. Let u be an arbitrary vertex of T-Q, and Cr, Cz, . . . , C, be the components of 
T-a-u. Since a is a pendant vertex, T-u has the same components as T-a-u 
except for one corresponding pair, say C1 and C, with C, = C1 -a. 
If v = b, then T-b has the same components with same parities as T-a-b except 
that T-b has one more component {u}. But JT(b,f;{a})=O, so {a} is an even 
component of T-b w.r.t. T and f: Therefore h,_,(b, 7) =hT_Jb, f)=h,(b, f)= 
f(b) =7(b). 
If u # b, then since f(a)=O, .JT_Ju, f, c,)=J,(u, f; Cl). Hence Cr and C, have the 
same parity. Therefore, hT_,(u, f) = h=(u, f) =f (v) =7(u). 
We have proved that T-a and f satisfy (1). By induction hypothesis, T-u has an 
f-factor, so T has an f-factor. 
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Case 2: f(a)= 1. Define a vertex-function Jof T-a as follows. 
f(v)=f(v)- 1, if U= b and f(u) =f(~), otherwise. 
It is clear that T has an f-factor if and only if T-a has an Jfactor. Similar to Case 1, 
we need only to show that T-a andfsatisfy (1). 
Consider an arbitrary vertex v of T-a. If v = b, then T-v has exactly one more 
component {a} than T-a-u, and because f(a)= 1, {a} is an odd component of T. 
Thus we have h,_,(b, 7) = hT(b, f) - 1 =f(b) - 1 =f(b). 
If u # b, among all corresponding pairs of components of T-v and T-a-v, exact 
one pair of components, say C1 and cl, are distinct. We have c, = C1 -a and 
bE V(c,) E V(C,). Therefore, 
JT-a(dx,,= 1 f(c)= c f(c)-1 
ceV(C,) ceV(C,) 
=cE~clfW-2-J~(u,fi Cd (mod2). 
Hence, &_Ju,f)= &(v, f)=f(o)=f(v). Thus in either cases T-a andJsatisfy (l), 
and now the induction step is complete. 0 
If we takef(v)E 1 in Theorem 2.2, we obtain the following corollary. 
Corollary 2.3. A tree T has a l-factor if; and only if, o(T-v)= 1 for each VE V(T), 
where o(T-v) is the number of components of T-v having odd number of vertices. 
One can easily see from the above proof that if a tree has an f-factor, the factor must 
be unique. Given a tree T and a vertex-function f of T, the following algorithm, by the 
proof of Theorem 2.2, either finds an f-factor of a tree or else demonstrates the 
nonexistence of such a factor. 
Algorithm 1. 
Step 0. Set F=@. 
Step 1. If 1 V(T)l=l, stop - F forms an f-factor iff(v)=O (V(T)=(v)) and the 
original tree has no f-factor otherwise; if 1 V(T) I> 1, find a pendant vertex a of T. 
Step 2. If f(a) #O or 1, stop - T has no f-factor; if f(a)=O, let f be the restriction 
off on T-a and T= T-a, then go to Step 1; if f(a)= 1, add the edge incident to 
a to F, and set T= T-a and f =x where f is defined as in Case 2 in the above proof, 
go to Step 1. 
Note that Step 1 can be carried out in 0( 1 V(T)I) time and Step 2 can be done in 
a constant number of operations. Thus the complexity of the algorithm is O(l V(T)l). 
We conclude this section with an observation that Theorem 2.2 describes a charac- 
teristic property of trees, in the sense that Theorem 2.2 is no longer true if trees are 
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replaced by arbitrary connected graphs. To see this, given any connected graph 
G which is not a tree, we can construct a vertex-function f of G so that G and f do not 
satisfy (1) but G has anf-factor. Let C be a cycle of G. Define f by 
f(u)=2, if UE V(C) and f(o)=O, otherwise. 
Clearly C itself forms an f-factor of G, but for any vertex, say v, on C, we have, 
0 = hG(r.4 f ) #f(v) = 2. 
3. (g, f)-Factors 
In this section we consider the (g, f)-factor problem for trees. Given a vertex- 
function g, we define an associated vertex-function g’ by the following rule, 
g’(x)=&(x)-g(x) for all XEV(G). 
In light of Theorem 2.2 and Lovasz’s theorem, one would naturally come up with 
the following plausible condition. 
h0(4~f(4 h&)~g’(o) for all oEV(T), 
where h,(u) (h,(v)) is the number of components C such that CCEV(c)f(c) is odd (even) 
andf(c)=g(c) for all CE V(C). 
Unfortunately though this condition is necessary for a tree to have a (g, S)-factor, it 
is not sufficient, as shown in Fig. 1, where the tree with the indicated (g, f)-functions 
satisfy the above condition but has no (g,f)-factor. 
In what follows we will present a criterion for the existence of a (g,f)-factor in 
a tree, which, described recursively, is not conceptually as simple as condition (l), but 
is still computationally very simple. In fact, it produces an 0( 1 VI’) algorithm for the 
(g, f)-factor problem for trees. 
Definition 3.1. Let T be a tree with n vertices. An ordering of V(T) CJ = v1 .-. u, is called 
a shekng order of T, if for each k = 1,2, . . . , n - 1, { uk + 1, . . . , u,} forms a vertex-set of 
a subtree of T. 
Lemma 3.2. Thefollowing three statements are equivalentfor any tree Twith n vertices. 
(1) 6’01 ... v, is a shelling order of T. 
(2) Foreachk=l,..., n-l,{uk,uk+i ,..., v,} is the vertex-set of a subtree of Tand uk 
is a pendant vertex of it. 
(3) For each k= 1, . . . . n-l, exactly one vertex in NT(uk) is in (v~+~,...,u~}. 
Proof. Obvious. 0 
In the sequel, we will denote by e(uk) the edge joining uk to one of {u,, 1, . . . . v,} for 
each k<n. 
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Definition 3.3. Let T be a tree with n vertices, f and g be two integer vertex- 
functions on V(T) such that 0 <g(x) d f(x) for all XE V(T) and ~=vr 3.. v, be any 
shelling order of T. We define inductively the vertices of T to be of A-type, B-type, 
C-type and barrier vertices, respectively, as follows. For 1 <k < n, let hA(vk), ha(~) and 
hc(vk) be the numbers of A-type, B-type and C-type vertices in Nr(z&) n { vl, . . . , ok_ 1}. 
Note that hA(vl) = hB(vl) =hc(vl)=O. 
. If hB(vk)=g’(vk), then vk is said to be of A-type. 
. If hA(ak)=f(vk), Ok is of B-type. 
. If hA(Vk)< f(vk) and ha(uk)<g’(Uk), uk is of C-type. 
. If otherwise hA(vk) >f(&) or &(Vk) > g’(u&, ok is called a barrier vertex, or barrier 
(here we allow k=n, i.e., v, could be a barrier). We denote the number of barrier 
The following lemma justifies the above definition. 
L+XllIIla 3.4. For k<n, if hf,(vk)=g’(Uk), then hA(Vk)<f(Vk); if hA(vk)=f(Uk), then 
hB(uk) <g’(v,). So the above four types of vertices with k < n form a partition of 
v(T)-{vn>. 
Proof. For each k<n, by Lemma 3.2(3), 
hA(Uk)+ha(Vk)+hc(Vk)+B(Uk)=dT(Vk)-1. 
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So if hB(Vk)=g’(uk), we have 
if hA(uk)=f(uk), then 
hB(Uk)<dT(uk)-hA(uk)=dT(Uk)-f(uk)~dT(uk)-g(uk)=g’(Uk). q 
Lemma 3.5. Under the assumptions in Definition 3.3, for any (g, f)factor F of T and 
each k < n, we have the following. 
(1) If uk is of A-type, ‘Z(U,)EE(F). 
(2) If uk is of B-type, e(U,)@(F). 
Proof. By induction on k. When k = 1, by Lemma 3.2, u1 is pendant. If ui is of A-type, 
then 
dF(ul)~g(Ul)=dT(Ul)-g’(ul)= 1 -Mud= 1, 
so e(u&E(F); if vi is of B-type, then 
dF(u1)~f(u1)=hA(u1)=0, 
thus e(uI)$E(F). 
Suppose the lemma is true for u _ k 1 with 1 <k <n. If uk is of A-type, then by 
Lemma 3.2(3), 
By induction hypothesis, there are at most hA(uk) + hC(uk) + fl(uk) edges joining uk to 
NT(Uk)n{U13 . . . . Uk_1) in E(F), SO e(U,)EE(F). 
If uk is of B-type, then dr(uk) d f (uk) = hA(uk). So by induction hypothesis, it must be 
that e(U,)@(F). 0 
For convenience, we will use F to denote both a factor of a tree and its edge set E(F). 
Theorem 3.6. Let T be a tree with n vertices, g and f be two integer vertex-functions on 
V(T) such that g(x)< f(x) for all XE V(T) and ut... u, be any shelling order of T. Then 
T has a (g, f )-factor if and only if 
h,(Uk) < f (uk) and h&k) d g’(f&), for all k < n, (2) 
i.e., there exists no barrier vertex. 
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Proof. Necessity. If T has a (g, f)-factor F, then T has no barrier. This is because for 
each k= 1 , . . . . n, by Lemma 3.5 
hA(nk)GdF(tk)G-(ak) and hB(21k)~~T(Uk)-dF(uk)~dT(uk)-g(Uk)=g’(Uk), 
i.e., uk is not a barrier. 
Sufficiency. We proceed by induction on n to prove that any tree T with g and 
f satisfying (2) has a (g,f)-factor. If n = 1, then condition (2) says that f(ul) 20, 
g’(ul)= -g(vl)30. So the assertion is true. If n=2, (2) implies that f(u1)80, g(ul)<O 
and g(uz)<O iff(ur)=O; f(vz)al if g(ur)=l. In each case T has a (g,f)-factor. 
Suppose the assertion is true for n - 1, we consider the case of n > 2. 
Let r= T- ul. Clearly u2 . . . u, is a shelling order of T. By Lemma 3.2, u1 is a pendant 
vertex of T, let b be the vertex adjacent to u1 in T. We define two vertex-functions 
g and fan V(r) by 
g(x) = g(x) > f(x) =m for all XE V(T)- {b} 
and leaving g(b) andf(b) to be defined in the sequel. There are three possibilities. 
(i) ur is of A-type. Then O=hB(ul)=g’(ul)= 1 -g(ul), i.e., g(ul)= 1. By (2),f(b)> 1. 
Define 
f(b) =f@) - 1, Lj(b)=g(b)- 1. 
Then T has a (g, f)-factor if and only if r has a (9, f)-factor. Moreover, if 
hA, &,, hc are the corresponding functions of T with respect to g and 1 we have 
EA(b)=hA(b)-1, for u1 is of A-type in T. Also f(b)=f(b)--1, g’(b)=&(b)-g(b)= 
d,(b)- 1 -(g(b)- 1) =g’(b) and all other parameters of r w.r.t. g and f, remain the 
same as those of T. So b has the same status in r as in T and therefore (2) holds for 
T w.r.t. g and f if and only if it holds for T w.r.t. g and f: By induction hypothesis, 
T has (g, f)-factors if and only if (2) holds for T. Thus the sufficiency is true for T. 
(ii) vi is of B-type. Thenf(u,)=h,(ui)=O and by Lemma 3.4, hB(ul)<g’(ul)= 1 -g(uJ, 
i.e., g(ul) < 0. Define 
f(b)=f(b) and g(b)=g(b). 
Then T has a (g,f)-factor if and only if r has a (9, f)-factor. Since u1 is of B-type 
in T, h,(b)=h,(b)-1. We also have g’(b)=d,(b)-1 -g(b)=g’(b)-1 and all other 
parameters remain the same in T as in T. Therefore, (2) holds for T if and only if it 
holds for T. 
(iii) u1 is of C-type. Thenf(ul)> 1, g(ul)<O and we always have hA(b)=hA(b) and 
h,(b) = h,(b). We distinguish three subcases. 
(a) b is of A-type in T, i.e., h,(b)=g’(b). Letf(b)=f(b)- 1, g(b)=g(b)- 1. Then b is 
still of A-type in T, since g’(b)=g’(b). So (2) holds for T if and only if it holds for z 
Also, since b is of A-type in T, by the proof of Lemma 3.5, if F were a (g, f)-factor of T, 
we would have d,(b)ah,(b)+h,(b)+ 1, if b#u.; or d,(b)>h,(b)+h,(b), if b=u,. So by 
Lemma 3.5(2), (ul, b)EF. Thus T has a (g,f)-factor, say F, if and only if r has 
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a (9, f)-factor F - { (ul, b)} . Thus the sufficiency is true for T if and only if it is true 
for i? 
(b) b is of B-type in T. Let 
f(b) =f (b), g(b)=g(b). 
If F is a (g, f )-factor of T, we would have, by the proof of Lemma 3.5, hA(b)=dF(b), 
so (vl, b).$F. Therefore F is also a (& f)-factor of 7. Thus T has a (g, f )-factor if and 
only if r has a (J, f)-factor. And since b is still of B-type in i;, (2) holds for T if and only 
if it holds for T. 
(c) b is of C-type in T. Let 
f(b) =fV4 g(b)=g(b)-1. (3) 
Then fiA(b)=hA(b)< f(b)=f(b), &,(b)=hB(b)<g’(b)=&(b)-g(b)=g’(b). So b is still of 
C-type in i! Hence (2) holds for Tif and only if it holds for T. On the other hand, T has 
a (g, f )-factor, say F, if and only if r has a (9, r)-factor, say F. This is because that, 
given F, F=F- {(v,, b)} (it is possible that F= F) will be a desired factor of i? 
Conversely, given F, if d,-(b) = g(b) =g(b) - 1 < f(b), F = F+ (ul, b) is a desired factor of 
T, if d,-(b) >g(b), then F = F is also a (g, f )-factor of T. So the sufficiency is true 
for T. 0. 
We now convert the above proof into an algorithm to find a (g,f)-factor of a tree 
T or else demonstrate that no such factors exist. Note that the algorithm generates 
a special shelling order of T. Suppose n = 1 V(T)j. 
Algorithm 2. 
Step 0. Let F =8 and k= 1. Find all pendant vertices ui, u2, . . ., u, (r32) of 
T and determine their status according to Definition 3.3. 
Step 1. If ok is a barrier, stop - Thas no (g, f )-factor; otherwise check if k <n. 
If k=n, go to Step 2; otherwise determine the status of the vertex b adjacent to 
vk. Set uI+l=b, r=r+l and k=k+l. If both uk and b are of C-type, set 
g(b)=g(b)- 1 then go to the beginning of Step 1; otherwise set T= T-Q. If uk is 
of A-type or, uk is of C-type but b is of A-type, set f(b)= f(b)- 1, g(b)=g(b)- 1 
and (uk,b)EF. Repeat Step 1. 
Step 2. The algorithm will halt with a (g, f )-factor after performing this step. 
Let Ci,C,, . . . . C, be the components with at least 2 vertices induced by the 
C-type vertices and u,. For each Ci with V(Ci) = {Ui,, Ui2) .. . , ui4), where ai, < ui, if 
a<?, do the following until q= 1: 
If g(Ui,) < 0, set Ci = Ci - Ui, and q = q - 1; otherwise add all edges incident to 
Ui, in Ci to F, and set g(u) =g(a)- 1 for each u adjacent to Ui, in Ci, Ci= Ci- Ui, 
and q=q-1. 
It is clear that the performance of the algorithm directly follows the proof of 
Theorem 3.6, except Step 2, which we now explain. If g(q)>O, by (3), we have 
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f(Ui,) 2g(Vi,) + dci(Ui4)>dCi(Uiq). Also since hi, is not a barrier, g(iq) Q dci(l)i,). Thus 
adding all edges incident to Zli, to F makes F satisfy the degree constraints at ui,. 
For complexity, it is easy to see that Step 0, Step 1 for each k, and Step 2 can all be 
done in O(n) time, so the algorithm has complexity O(l VI’). 
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