Multi-task optimization algorithm is an emergent paradigm which solves multiple self-contained tasks simultaneously. It is thought that multi-factorial evolutionary algorithm (MFEA) can be seen as a novel multi-population algorithm, wherein each population is represented independently and evolved for the selected task only. However, the theoretical and experimental evidence to this conclusion is not very convincing and especially, the coincidence relation between MFEA and multi-population evolution model is ambiguous and inaccurate. This paper aims to make an in-depth analysis of this relationship, and to provide more theoretical and experimental evidence to support the idea. In this paper, we clarify several key issues unsettled to date, and design a novel across-population crossover approach to avoid population drift. Then MFEA and its variation are reviewed carefully in view of multi-population evolution model, and the coincidence relation between them are concluded. MFEA is completely recoded along with this idea and tested on 25 multi-task optimization problems. Experimental results illustrate its rationality and superiority. Furthermore, we analyze the contribution of each population to algorithm performance, which can help us design more efficient multi-population algorithm for multi-task optimization. MTO paradigm [6]. If the optimization tasks happen to bear some commonality or complementarity, then the inclusion of knowledge transfer often leads to significant performance improvements relative to conventional EAs alone.
INTRODUCTION
Evolutionary algorithms (EAs) inspired by Darwinian's principle of "natural selection or survival of the fittest, " are a class of genetic population-based metaheuristics [1] . Through computational analogues of sexual reproduction or mutation, they are capable of producing the offspring who can survive to the next generation and likely move together towards fitter regions of the search landscape. Over the past decades, EAs have been successfully applied to solve a wide variety of complex optimization problems in science and engineering. These problems can essentially be divided into two main categories: single-objective optimization and multi-objective optimization [2] .
Multi-task optimization (MTO) is an emergent paradigm in evolutionary computation, that focuses on dealing with multiple selfcontained tasks simultaneously using a single run of EA [3] . Note that it is classified into one of three distinct conceptual realizations developed for transfer optimization [4] . Part of the original motivation behind the idea came from the observation that real-world problems seldom exist in isolation and every human being possesses the most remarkable ability to effectively manage and execute multiple tasks at the same time, for example, talking while walking or driving [5] . Inspired by the well-established model of multi-factorial inheritance, multi-factorial evolutionary algorithm (MFEA) was recently proposed to efficiently realize the In past decades, many multi-population techniques were developed to improve the optimization performance of EAs and swarm intelligence algorithms [7] . The original population is divided into multiple small homogeneous or heterogeneous populations to tackle various optimization problems. Existing results demonstrate that multi-population method is able to search different spaces simultaneously, and in favor of population diversity. Note that the concept of multi-population is also described using other terms such as multi-swarm, parallel, cooperative, co-evolution, island, and so on.
A key cornerstone of MFEA is the unified representation scheme of solutions in a uniform search space. All individuals have the chance to evolve through a common law. On the other hand, each individual in a population has its own task, which means that the whole population can be viewed as being divided into multiple populations by task assignment. Thus, MFEA can be naturally explained as a special multi-population evolution model and some features, which are different from the standard island model, were also outlined in [8] . However, the evidence for this conclusion is not abundant enough, although it seems like that this conclusion is widely accepted. For example, in algorithm analysis, the coincidence relation between MFEA and multi-population evolution model is not clear. Furthermore, there is no experimental verification to support this conclusion.
In this paper, four key questions are answered firstly to clear up any misunderstandings, including performance evaluation, evaluation numbers, population drift, and population size. In view of multipopulation evolution model, the algorithm details of MFEA are explained carefully and then the coincidence relation between them are concluded. Furthermore, other MTO paradigms currently proposed are also reviewed by a similar measure. These analysis results indicate a way to design efficient MTO algorithms with novel evolutionary operators. Next, the basic structure of MFEA is reframed following multi-population evolution model, and some key operators and parameters are redefined in order to ensure the consistency with the original MFEA. Experimental results demonstrate its rationality. What's more, with the help of new multi-population MFEA, we can analyze the evolution process precisely and then design more efficient multi-population EA algorithm for MTO.
Within this context, the contribution to evolutionary computation of this paper is some solid evidence to support, both theoretically and experimentally, that MFEA can be explained and executed as multi-population evolution model. More specifically, the innovative work contains threefold. First, the conventional MFEA is explained in view of multi-population evolution model, and the coincidence relation between them is also summarized. Second, following the same idea, other variations of MFEA are reviewed to indicate potential scheme of new operator in MTO paradigm. Third, experimental results on three test suites containing 25 MTO benchmark problems illustrate two versions (namely single-population and multi-population) of MFEA have equal efficacy, and multi-population evolution model facilitates designing more efficient EAs for MTO.
The rest of this paper is organized as follow. Section 2 describes the related background, including single-population evolution model, multi-population evolution model, detailed description of MFEA, and related works on MTO. In Section 3, we first answer some key issues, which are very confused and not solved by Hashimoto [8] or other researchers. Then MFEA and its variation are reviewed carefully in view of multi-population evolution model. The basic structure of multi-population MFEA is proposed in Section 4, and then two MFEA algorithms are compared in order to reveal our work's rationality and superiority. Finally, the work in this paper is concluded and the future works are discussed in Section 5.
BACKGROUND

Single-Population Evolution Model
The canonical EA model is run based on one population, as shown in Figure 1 . The evolution model starts from an initial population of individuals (solutions) generated randomly. Then it incorporates standard steps of offspring reproduction (through genetic operators like crossover and mutation) followed by a computational analogue of natural selection. As a result, it can gradually guide an evolving Figure 1 Single-population evolution model for a single task. population towards favorable regions, which are characterized by high fitness values in the search space [9] .
Multi-Population Evolution Model for MTO
For MTO, multiple tasks should be well approached at the same time. Solving this optimization in a natural way is the multipopulation evolution strategy, which allows each subpopulation to exploit separate search space in order to solve the corresponding task. As an example, in Figure 2 , a multi-population evolution model is depicted to solve two tasks.
In multi-population evolution model, two subpopulations evolve independently according to different (or same) evolutionary schemes, and then export their best solutions as the final solution of each task. Compared with Figure 1 , a core feature of multipopulation evolution model is the across-population reproduction operator, which is deemed to help exchange information and assist to find the promising solutions.
Another important feature is that the parent and its child individual must belong to and evolve in the same subpopulation. One of the advantages of it is to maintain population stability as far as possible.
To depict this feature in Figure 2 , solid line and dotted line represent different evolution process of two subpopulations. Of course, the child individual (R 1 t ) in subpopulation 1 may be produced with the help of the individuals (P 2 t ) from subpopulation 2, and vice versa.
Multi-Factorial Evolutionary Algorithm
As the first implementation, MFEA corporates genetic algorithm (GA) into the MTO paradigm [6] . To efficiently tackle the acrosstask knowledge, the feasible solutions are encoded into a unified search space Y by the uniform random-key scheme [10] . Generally, if there are K tasks to be optimized, Y is normalized to [0, 1] D , where the dimension number D should be max{D j } and j = 1, 2, . . . , K. To compare the individuals for multi-tasking optimization, the following properties are assigned to each individual.
Factorial Cost:
In general, the factorial cost f j i of individual p i is its fitness value on a particular task T j .
Factorial Rank: The factorial rank r j i is simply defined as the index of p i in the list of population members sorted in ascending order with respect to their factorial cost on specific task T j .
Figure 2
Multi-population evolution model for a simple case comprising two tasks.
Scalar Fitness:
The scalar fitness of i is defined based on its best factorial rank over all tasks, which is given by i = 1 min j∈{1,2,⋯,K}
Skill Factor: The skill factor i refers to the most effective task on which individual p i possesses the strongest competence among all other tasks in MTO, which is computed as by i = argmin j {r i j }. The basic structure of MFEA is shown in Algorithm 1 [6] . Similar to other classical EAs, it also stars with a randomly generated population (line 1), and all individuals are evaluated on all tasks (line 2). All individuals are distributed across this space, and each individual is assigned a skill factor in population initialization (line 3). Assortative mating: For the two randomly selected parents p a and p b , if they possess the same skill factor ( a = b ) or a prescribed rmp is satisfied, they can undergo crossover. Otherwise, they will perform mutation independently. The notion of assortative mating guarantees that the individuals from the same task have a high probability to mate and generate the offspring.
Vertical cultural transmission:
For a given offspring c generated by assortative mating, if it is generated by the crossover of two parents p a and p b , its skill factor c will be a or b with a equal probability. On the contrary, c is generated by the mutation of one parent, and its skill factor will be assigned as the same as its parent. Following vertical cultural transmission in MFEA, the phenotype of offspring is directly inherited by the phenotype of its parents.
At the end of each iteration, MFEA adopts an elitist selection strategy (lines 6-9) that ensures that the fittest individuals will survive through the generations.
Related Works on MTO
Since the first invention of MFEA in 2016, intensive research efforts have been devoted to this area. For the sake of clarity, these works can be divided into three categories: algorithm framework, algorithm improvement, and typical application [11] . Several ways of algorithm improvement will be discussed in Section 3.3, and influential results in terms of algorithm framework and typical application are mentioned here to reflect the latest progress of the discipline.
A general framework, the evolution of biocoenosis through symbiosis (EBS), was proposed for EAs to deal with many-tasking problems [12] . This framework has two main features, i.e., the adaptive control of knowledge transfer among tasks and the selection of candidates for evaluation from concatenate offspring. Another multipopulation evolution framework (MPEF) was first established for MTO, wherein each population addresses its own optimization task and genetic material transfer can be implemented and controlled in an effective manner [13] . A multi-task bi-level evolutionary algorithm (M-BLEA) was provided as a promising paradigm to enhance the performance of bi-level optimization [14] . In M-BLEA, lower level optimization is a multi-task problem, which can speed up the convergence to high quality solutions and also promote solving the upper level problem. Recently, MTO with dynamic resource allocation (MTO-DRA) was proposed [15] . It can allocate and control computational resources to each task adaptively according to the requirements.
In the literature, there exist a lot of works to apply MFEA to tackle real-world problems, such as complex supply chain network management [16] , bi-level optimization problem [14] , double-pole balancing problem [17] , composites manufacturing problem [14, 18] , branch testing in software engineering [19] , cloud computing service composition problem [20] , pollution-routing problem [21] , operational indices optimization of beneficiation process [22] , and time series prediction problem [23] .
ANALYSIS OF MFEA AND ITS VARIANTS IN TERMS OF MULTI-POPULATION EVOLUTION MODEL
As the most famous MTO paradigm, MFEA has wide applications in complex scientific and engineering optimization problems, and lays an important basis for later progress in evolutionary computation area [24] . Thus, a deep analysis of it can help us to understand other existing MTO paradigms and design novel ones in terms of multi-population evolution model.
Notice that, more theoretical and experimental evidence are provided in this paper to support the idea that the canonical MFEA can be explained and executed as multi-population evolution model. Thus, MFEA and its variants are analyzed carefully, but we don't try to improve or modify MFEA in any way in this section.
Key Issues to be Settled
In MFEA, each individual in a population has its own task and the task assignment is based on its relative strength (skill factor) for each task [8] . As a result, a population can be viewed as being divided into multiple subpopulations by the task assignment. In other word, individuals with the same skill factor can be regarded as a subpopulation. The number of subpopulations is the same as that of tasks to be solved. Under this assumption and consensus, four specious questions are explained firstly as following.
Question 1: How to properly evaluate the individual's performance?
In evolutionary computation theory, direct fitness is a good measure of an individual's ability to survive and reproduce. In contrast, an individual's performance is evaluated by the scalar fitness in MFEA, not the objective function value as usual. The scalar fitness is calculated based on factorial rank, and the factorial rank further comes from factorial cost, which is equal to the objective function value. Clearly, the intention of these concepts is that it is possible to thoroughly evaluate an individual for all optimization tasks.
However, an interesting observation from algorithm implementation is, in order to reduce the total number of function evaluations as many as possible, an individual generated in MFEA is evaluated by objective function on one valid task only [6] . This means that the scalar fitness and the objective function value are in one-to-one correspondence. In short, the objective function value is an ideal alternative of the scalar fitness in algorithm implementation.
Question 2: How to reduce the potentially large number of function evaluations per iteration?
In multi-population evolution model, in view of each individual assigned in one subpopulation, it is evaluated only once in its search space. In theory, each individual in a uniform search space must be evaluated for all tasks, and then it is assigned to one subpopulation based on its skill factor. However, it requires a prohibitively large number of function evaluations to achieve a good result.
In the actual implementation process, instead of evaluating an offspring for every task, the offspring is evaluated only for one task that is its parent's skill factor. As mentioned above, the incorporation of cultural effects can significantly reduce the total number of function evaluations required as noted in [6] .
Question 3: How to avoid population drift during acrosspopulation crossover?
In MFEA, by vertical cultural transmission, the algorithm allows the offspring to imitate the skill factor of any one of their parents. When the offspring undergoes across-population crossover, it has half chance to drift to other subpopulation, and the parent and his child may be attached to the different subpopulations. This result doesn't coincide with the basic feature of multi-population evolution model.
In order to avoid population drift, a new simulated binary crossover (SBX) approach across subpopulations P k and P r (k ≠ r) is proposed as follows:
, u follows a uniform distribution within [0, 1], distribution index = 1, x k i , x k j and x k i * are the i-th, j-th individual and the i-th corresponding updated individual in subpopulation P k (i ≠ j), and x r i and x r j are the i-th and j-th individuals in subpopulation P r , respectively. Obviously, according to Eq. (1), the parent (
belong to the same subpopulation (P k ). What's more, based on experimental results shown in Section 4, it has the same effectiveness as the original acrosspopulation crossover used in [6] .
Question 4:
How to control the population size during population evolution?
General speaking, for multi-population evolution, a fixed size of each subpopulation is given in the initialization stage. Based on the definition of skill factor in MFEA, the subpopulation size depends on the skill factor of individuals and varies over population evolution period. The more the number of individuals with the same skill factor, the larger its subpopulation size.
It is seemingly a contradiction. In fact, if the algorithm strictly follows the original intention, we will get out of control MFEA algorithm. Therefore, in order to avoid it happening, in the population iteration process, the number of the fittest individuals is fixed to form the next subpopulation [6] . That is to say, the subpopulation size is equal to the total population number divided by the number of tasks to be solved.
Micro-Level Analysis of MFEA
After answering these key and easily confused questions, now we can reexamine MFEA operators in view of multi-population evolution model as follows.
Population initialization (lines 1-3 in Algorithm 1) is understood lightly as a multi-population approach and omitted here for simplicity. Population iteration (lines 4-10 in Algorithm 1) is the focus of our research in this section. We start from the current-pop
, in which two subpopulations (P 1 t and P 2 t ) with the same size (as explained later in this section) will evolve and solve two desired task, respectively.
Initially, assortative mating (line 5 in Algorithm 1) is applied on current-pop to generate an offspring-pop. According to the definition of assortative mating in MFEA, two parent candidates (p a and p b ) selected randomly from current-pop may undergo one of three genetic operators as follows. First, two individuals from the same task will crossover and mutate as single-population reproduction in Figure 2 . Second, two individuals from two different tasks may crossover and mutate as across-population reproduction in Figure 2 . Lastly, two individuals from two different tasks may only mutate independently of each other as other single-population reproduction in Figure 2 .
After that, vertical cultural transmission is run in MFEA. One of the following three operations will happen corresponding to the above three cases. For the first and third cases, two offspring individuals belong to their parent populations evidently, which are unique and definite. However, the second case becomes complicated. At this time, it is possible that the offspring individuals belong to the opposing parent subpopulation, which means this result does not coincide with multi-population evolution model. Fortunately, this inconsistency can be prevented simply, as explained in Section 3.1, by novel crossover operator described in Eq. (1) . As a result, the child and his parent individuals are in the same subpopulation.
After reproduction (crossover and mutation), two subpopulations (R 1 t and R 2 t ) are reserved and constitute the offspring-pop. Then this population will concatenate with current-pop to form an intermediate-pop. It is called concatenation (line 7 in Algorithm 1). The next step is to update the scalar fitness and skill factor (line 8 in Algorithm 1). As mentioned above, all individuals are only evaluated on a special task only (the fitness value is infinite for other tasks), which means the skill factor does not change from one task/subpopulation to another. Therefore, this step can be skipped for multi-population evolution model.
The last iterative step is to select the fittest individuals to form the next current-pop
) (line 9 in Algorithm 1). According to the source code of MFEA written by Gupta et al. [6] , the number of individuals selected for different tasks is equal. As shown in Figure 2 , two new subpopulations (P 1 t+1 and P 2 t+1 ) with the same size are generated to solve two tasks simultaneously. This is why they are set equally at the very beginning of algorithm analysis in this section.
In a word, the conventional MFEA can be explained reasonably in terms of multi-population evolution model, even though it is originally designed as single-population EA strategy. Accordingly, it is essential to indicate explicitly the comparison relationship of each element, operator, and parameter between MFEA and multipopulation evolution model, as listed in Table 1 .
Other Works Analysis
To make multi-population method more efficient, several basic issues of the algorithm design should be solved, including the number of subpopulations, the communication between subpopulations, the search area of each subpopulation, and the search strategy of each subpopulation [7] . Considering the particularity of MTO, the number of subpopulations is fixed as the number of tasks, Table 1 The comparison relationship between MFEA and multi-population evolution model.
MFEA
Multi-Population Evolution Model
Population (P t ) Subpopulations and the search area is a unified search space for each subpopulation in general. Therefore, in order to plan a new multi-population EA for MTO as shown in Figure 2 , it is crucial to design the reproduction operator (including single-population reproduction, across-population reproduction, occurrence intensity of knowledge transfer, etc.) and selection operator (including evaluation method, comparison level, selection strategy, etc.), respectively. Each new operator, in a sense, often leads to a novel EA for MTO. The purpose of this section is twofold. We argue that (1) other variants of MFEA can also be explained as multi-population evolution model; and (2) these existing operators facilitate and inspire more innovative and efficient operator, or even algorithm.
Although not clearly stated, up to now, several interesting approaches were proposed to follow along with multi-population evolution model.
(1) Single-population reproduction. It is the same as the normal reproduction in single-population evolution model shown in Figure 1 . As a core search operator, it can significantly affect the performance of multi-population EAs, and be used to distinguish them.
The most widely utilized one is probably genetic mechanisms, namely crossover and mutation. Specifically, several typical genetic strategies include SBX [6, 17] , ordered crossover [25] , one-point crossover [26] , guided differential evolutionary crossover [27] , Gaussian mutation [6] , swap mutation [25] , polynomial mutation [17, 28] , and swap-change mutation [29] . The other three EAs, differential evolution (DE) [13, [30] [31] [32] , particle swarm optimization (PSO) [31, [33] [34] [35] , and genetic programming (GP) [23] , are also utilized as fundamental algorithm for MTO paradigms.
(2) Across-population reproduction. The prominent difference between Figures 1 and 2 is across-population reproduction operator in MPEF. Its major function is knowledge transfer between different subpopulations, which may help accelerate the search process and find global solutions. The most natural and direct way is a similar operation as single-population reproduction.
Take MFEA as an example, knowledge transfer is done by acrosspopulation SBX crossover as below [6] :
Compared with single-population SBX crossover, two parents come from two different subpopulations (P k and P r ). For MT-CPSO (multi-tasking coevolutionary PSO), the across-population reproduction is provided as follows [33] :
where x k i and x k i * are the position of the i-th particle and its corresponding updated particle in subpopulation P k , respectively, x r gb is the current global best position in subpopulation P r , and rand is a random number within 0 and 1. For AMFPSO (adaptive multi-factorial PSO), the velocity is updated using the following equation [35] :
where v k i and v k i * are the velocity of the i-th particle and its corresponding updated particle in subpopulation P k , respectively, x k i and x k lb are the position of the i-th particle and its found-so-far best particle in subpopulation P k , respectively, x k gb is the current global best position in subpopulation P k , r1 and r2 are random and mutually exclusive integers, c 1 , c 2 , c 3 , and are four parameters to adapt to problems, and rand is a random number within 0 and 1. For MPEF-SHADE (MPEF -success-history based adaptive DE), the mutation operator with genetic materials transfer is defined as following [13] :
where x k i and x k i * are the i-th individual and the corresponding updated individual in subpopulation P k , respectively, x r gb is the current best individual in subpopulation P r , F i is the scaling factor, and r1 and r2 are random and mutually exclusive integers.
In addition to these routine operations, another interesting reproduction approach is called explicit genetic transfer across tasks and proposed recently [36] . By configuring the input and output layers to represent two task domains, the hidden representation provides a possibility for conducting knowledge transfer across task domains. In particular, let P and Q represent the set of solutions uniformly and independently sampled from the search space of two different tasks T 1 and T 2 , respectively. Then the mapping M from T 1 to T 2 is given by
Therefore, the transfer of useful genetic solutions can be conducted simply by multiplication operation with the learned M. It is very recently that a novel genetic transform strategy has been proposed [37] . Given two tasks T 1 and T 2 , two mapping vectors M 12 (from T 1 to T 2 ) and M 21 (from T 2 to T 1 ) are calculated as follows:
where mean T1 and mean T2 are mean vectors of some selected individuals specific to the two tasks, respectively, and represents a small positive number. The operator. / performs element-wise division of two vectors. Based on the two vectors, two parent individuals can be mapped to the vicinity of the other solutions.
In many-task optimization environment, a task may be only helpful to some tasks. Therefore, it is important to choose the most suitable task (or assisted task) to be paired with the present task (or target task) for knowledge transfer. An adaptive selection mechanism of choosing suitable task was proposed by simultaneously considering the similarity between tasks and the accumulated rewards of knowledge transfer during the evolution [38] .
(3) Occurrence intensity of knowledge transfer. As illustrated in Figure 2 , the offspring can be generated in two ways: singlepopulation reproduction and across-population reproduction. On one hand, some inductive biases provided by another task/subpopulation are helpful to improve performance. On the other hand, excessive across-population reproduction may lead to negative genetic transfer and bad algorithm performance [5] . Thus a natural question in multi-population evolution model is how to adjust the intensity of knowledge transfer.
In classic MFEA, parameter rmp is used to balance the diversity and convergence capability of obtained solutions and is set as a constant of 0.3 [6] . A larger value of rmp induces more exploration of the entire search space, thereby facilitating population diversity. In contrast, a smaller value would encourage the exploitation of current solutions and speed up the population convergence. In TMO-MFEA, a larger rmp is used for diversity-related variables to enhance its diversity, while a smaller rmp is designed for convergence-related variables to achieve a better convergence [22, 39] .
In fact, knowledge transfer across tasks can also occur with a fixed generation interval along the evolution search. In EMT (evolutionary multi-tasking), the interval of across-population reproduction is set to 10 generations [36] . Experimental results based on island model reveal that better results are observed from small transfer intervals than large transfer intervals [8] .
In MT-CPSO, if a particle does not improve its personal best position over a prescribed consecutive generation, the acrosspopulation reproduction operator is then triggered [33] . Obviously, the greater the value of the prescribed iterations, the smaller the probability of across-population reproduction.
Another potential research direction is parameter control or adaptation, especially for rmp. If a task can be improved more times by the offspring from other tasks, the probability of knowledge transfer should be increased; otherwise, we will decrease this rate [12] . Thus the probability is defined by
where R s k and R o k are the proportions of times that the current best solution in subpopulation P k is improved by the offspring of the same task and other tasks, respectively. In MPEF, this parameter is adaptively determined based on the evolution status [13] :
where sr k is the success rate of the subpopulation P k , tsr k is the success rate of that offspring generated with the genetic material transfer, and c is a constant parameter. A simple random searching method was introduced to adjust this parameter [35] . The current rmp is stored in the candidate list when at least one of K best solutions is updated by a better solution. Otherwise, the parameter is adapted as follows:
where is a constant parameter, and N(0, 1) is a Gaussian noise with zero mean and unit variance. It is very recently reported that an online rmp estimation technique was proposed in order to theoretically minimize the negative interactions between distinct optimization tasks [17] . Specifically, the extent of transfer parameter matrix is learned and adapted online based on the optimal blending of probabilistic models in a purely data-driven manner.
(4) Evaluation method. General speaking, the complete definition of a good selection operator is composed of evaluation, comparison, and selection method. The individual's performance can be evaluated directly or indirectly. As an indirect method, the scalar Pdf_Folio:1126 fitness was originally proposed in MFEA [6] . On the other hand, the fitness value of objective function is a nature and typical direct method [12, 13, 32, 33] . As indicated in Section 3.1, scalar fitness and function fitness are equivalence relation in multi-population evolution model.
(5) Comparison level.
After evaluating all individual's performance (function fitness or scalar fitness), the next question is the scope or level of comparison objects. In MFEA, the offspring-pop (R t ) and current-pop (P t ) are concatenated and then a sufficient number of individuals are selected to yield a new population [6] . This approach can be called population-based (or all-to-all) comparison. As a contrast, individual-based (or one-to-one) comparison is also utilized [13, 23, 30, 33] . Once the off-spring individual is generated by single-population or across-population reproduction, it is compared with its parent directly and then the better one can remain in the next generation.
(6) Selection strategy. For the case of population-based comparison, some alternative strategies are proposed to select the fittest individuals from the joint population. For example, MFEA and its variation follow elitist selection [6] , level-based selection [28] , and self-adaptive selection [40] . Furthermore, it may remove the worse or redundant individuals so as to create more population diversity [23] .
EXPERIMENTAL VERIFICATION AND DISCUSSION
Algorithm Implementation
In order to illustrate the rationality of multi-population evolution model, the most classic MTO paradigm is completely recoded as shown in Algorithm 2 and its flowchart is also depicted in Figure 3 .
In fact, two versions of MFEA were proposed by Gupta [6] and Da [41] , respectively. They differ on (1) the relation between crossover and mutation, and (2) the mutation method performed. In consideration of rich experimental results and simple structure, MFEA proposed by Da in [41] is confirmed as the baseline algorithm in this paper.
In population initialization (lines 1-5 in Algorithm 2), K subpopulations (P 1 , P 2 , , P K ) are generated randomly and evaluated based on each task T k (k = 1, 2, . . . , K). This process corresponds to lines 1-3 of Algorithm 1. Note that, as mentioned above, function fitness based on task T k is the evaluation object for each individual in subpopulation P k .
In population evolution (lines 6-23 in Algorithm 2), each individual x k i in subpopulation P k undergoes one of three crossover approaches with a certain probability (lines 9-15 in Algorithm 2) and then polynomial mutation (line 16 in Algorithm 2). Their function corresponds to assortative mating and vertical cultural transmission of MFEA. The first approach (lines 9-11 in Algorithm 2) is SBX in subpopulation P k with a probability of 50% as follows:
Algorithm 2: Multi-population MFEA.
Input: K tasks (T 1 , T 2 , , T K ) Parameter: across-population reproduction probability (arp) Output: K best solutions (S 1 , S 2 , , S K ) 1: for each task T k do 2: Generate an initial subpopulation P k randomly 3: Evaluate all individuals in subpopulation P k based on task T k 4: Find the best solution S k for task T k 5: end for 6: while stopping conditions are not satisfied do 7: for each task T k do 8: for each individual x i k in subpopulation P k do 9: if rand < 0.5 then 10: Select j-th individual x j k in subpopulation P k randomly 11: Generate an offspring individual based on (12) 12: elseif rand < arp + 0. The second (lines 12-14 in Algorithm 2) is SBX across subpopulations (P k and P r ) with a probability of arp as described by (1) . The last way is to remain unchanged temporarily.
Similar to the single-population MFEA, in order to update each next subpopulation (P k + 1 ), multi-population MFEA also adopts an elitist selection strategy (lines 19-21 in Algorithm 2) according to the scalar fitness. Following that, we will update the best solution set for the current task T k .
What needs to be pointed out is that no separate local search step is performed in Algorithm 2. In contrast, in MFEA proposed by Gupta, all individuals undergo a simple local search (quasi-newton algorithm) to improve solution quality [6] . Thus, it is the third difference between two MFEA versions in algorithm design and implementation.
Experimental Setup
Single-population MFEA proposed by Da in [41] is abbreviated as sp-MFEA in this section. To express conveniently, multi-population MFEA as shown in Algorithm 2 is abbreviated as mp-MFEA.
In this section, we present the details of MTO benchmark problems and parameter setting in our experiments.
Benchmark problems
Three test suites containing 25 MTO problems are employed in the experiment. These MTO problems possess different degrees of latent synergy between their involved component tasks.
The first benchmark suite contains nine standard single-objective MTO problems, which details can be referred to the technical report [41] . The second benchmark suite contains ten complex singleobjective MTO problems, and each task is a benchmark function from 2014 IEEE Congress on Evolutionary Computation (CEC 2014). They are both provided by Feng et al. in the Competition on Evolutionary Multi-task Optimization, CEC 2019, and are available at http://www.bdsc.site/websites/MTO/index.html. Each of the standard and complex MTO problems consists of two continuous optimization tasks, while each MTO problem in the third suite consists of three component tasks. To generate six 3-task MTO problems, six standard 2-task MTO problems are employed as base functions while adding the third base function different from the two existing ones. All of the 25 MTO problems used in this paper are summarized in Table 2 .
Parameter setting
While rmp is utilized in MFEA, arp is utilized in Algorithm 2. Their values are set equal to 0.3 and 0.15, respectively. Figure 4 describes the role of these key parameters in two MFEA algorithms vividly.
To make a fair comparison, other parameters used in SBX and polynomial mutation are the same for sp-MFEA and mp-MFEA. Furthermore, 100,000 function evaluations (the total population size is 100, and the number of maximum iteration is 1000) is adopted as the termination condition. In order to eliminate statistical errors, each algorithm conducts 100 independent runs on each MTO problem. Ackley (T 1 ), Rastrigin (T 2 ) 3
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Figure 4
Role of two key parameters in different multi-factorial evolutionary algorithm (MFEA) algorithms.
Experimental Results
It is emphasized again that, the main purpose of this paper is to provide theoretical and experimental evidence to support the idea that sp-MFEA can be explained and executed as multi-population evolution model. Thus, it is not necessary to compare mp-MFEA separately with the state of the art other EAs. That is to say, if sp-MFEA is superior to any other competitor, we have every reason to believe that mp-MFEA is also superior to that one.
The experimental results on 25 MTO problems are provided in Table 3 .
Pdf_Folio:1128 From Table 3 , the average best results obtained by two algorithms, sp-MFEA and mp-MFEA, are similar to each other. Not surprisingly, the same conclusion applies to all test suites: standard MTO problems, complex MTO problems, and 3-task MTO problems. In most cases, the relative error is less than 5% as shown in the last column of Table 3 . The performance difference between the two algorithms over all MTO benchmark problems is not statistically significant at p < 0.05 (Wilcoxon rank-sum). These results demonstrate that multi-population evolution model is very credible within an easy-to-understand configuration.
More Discussion
Compared with sp-MFEA, the other advantage of mp-MFEA is that it provides an opportunity to analyze the evolution process of subpopulations. For instance, for each individual x k i in subpopulation P k , before generating an offspring, it will undergo one of three reproduction processes: (1) single-population crossover and mutation (called group 1); (2) across-population crossover and mutation (called group 2); and (3) only mutation (called group 3). A natural and interesting question is what are their contributions to algorithm performance.
In order to answer this question exactly, take MTO problem 1 as an example, the number of individuals and improved individuals (its function fitness is smaller than its parent's) and the ratio of improved individuals in three groups are recorded as shown in Figures 5-7 , respectively. As is clear from Figure 5 , each event's probability fluctuates slightly over generations (population size is 100 in this paper). The average probability for each group is 50%, 15%, and 35%, respectively, which coincide with the theoretical probability as shown in Figure 4 . Figure 6 reveals the number of improved individuals also changes continually over generations. It declines slowly during the initial 400 generations and then moves towards stabilization. Comparatively speaking, both the number and the ratio of improved individuals in group 1 is the largest among three groups from Figures 6 and 7. In this run, the average number and the average ratio is 8.91 and 17.75%, respectively. As a result, we can conclude that individuals underwent single-population crossover and mutation have the greatest contribution to improve the algorithm performance.
Notice from Figure 7 , at the beginning of population evolution, the ratio of improved individuals underwent across-population crossover and mutation is high (although unstable). However, the number of improved individuals in group 2 is almost zero at the end of this run, as shown by Figure 5 , which means it has zero (even negative) effect to advance the algorithm performance. Thus a research direction in future is to adjust the occurrence probability of different reproduction operators adaptively.
Unfortunately, for classic sp-MFEA, each individual may come from any tasks and change over and over during population evolution. Therefore it is impossible to analyze the corresponding contribution of each group as shown above. 
CONCLUSION
While some people agree that MFEA is seen as a novel multi-population EA for MTO, wherein each subpopulation is represented independently and evolved for its own task only, it is an intuitive or even mediumistic idea. In this study, we make an in-depth analysis of the coincidence relation between multipopulation evolution model and MFEA.
Firstly, in order to clear up potential misunderstandings, we answer several key questions unsettled to date, and design a novel acrosspopulation crossover approach to avoid population drift. Then MFEA and its variation are reviewed carefully in view of multipopulation evolution model, and the coincidence relation between them are concluded. These analysis results provide more evidence to support the opinion by Hashimoto in [8] .
Massive experimental results on sp-MFEA and mp-MFEA also reveal our work's rationality and superiority. What is even more important is that, with the help of it, we can analyze the evolution process precisely and then design more efficient multi-population EA for MTO. From experimental results, we notice that individuals from a different group may have positive, zero, or negative contribution to improve the algorithm performance.
We will seek the hidden reason and find an effective way to adjust the intensity of knowledge transfer adaptively. In the future, following multi-population evolution model, we also hope to predict theoretically the effect of the parameters and genetic operators of MFEA on the quality of global solutions.
