Abstract While computer processing power, storage capacity, and bandwidth are continuing to experience exponential growth, individual human processing capabilities are not increasing significantly. Pervasive computing offers an opportunity for applications to interact with the physical environment and to provide a task-centric and mobile infrastructure for the user. However, this rich environment can also be distracting, in part because of a lack of convergence between the physical infrastructure observed by users and the information space seen by applications. In this paper we introduce AIPIS, an architecture that bridges the physical and informational realms of the human and the computer, respectively. The purpose of AIPIS is two-fold: (1) provide users with a hands-free computing environment that automates much of the drudgery associated with the use of computers; and (2) require human attention for only critical aspects of task execution that require their input. We also describe the Aura desktop, a first prototype of the AIPIS architecture.
Introduction
Much of today's computing systems and software are application centred. Commercial pressures demand well-defined, shrink-wrapped products that can be readily and repeatedly marketed to consumers partly drive this situation. With great diversification in the software market, the typical computer is loaded with software from dozens of different vendors. Some application integration is available, but typically it is within a select bundle of applications from a major vendor with proprietary interfaces. The problem with this model is that while performing tasks, users typically do not work within the framework of a single application or even an application bundle. On the contrary, users typically co-ordinate diverse applications in the daily execution of tasks and projects under their charge. For example, the preparation of a multi-author conference paper typically involves e-mail and phone applications, spreadsheets, word processors, schedulers, scientific simulation and mathematics packages, photo editing, typesetters, etc. The user wants a seamless interface between applications that can be tailored to each particular task and configured with the current set of user preferences. Even with the recent, rapid progress resulting in increasingly powerful computing platforms and software, the state-of-the-art in system-wide, tasklevel interfaces to computing and software applications from distinct vendors is somewhere between ftp and file copy. The level of distraction and frustration associated with using a computer to co-ordinate a reasonably complex task can be disconcerting for the veteran and novice user alike.
An application-centred approach can never achieve the level of efficiency and utility necessary to liberate people from computer drudgery in a task-based world. This is a natural consequence of an approach that attempts to satisfy the needs of an average user base with a common, commercial software base. In Aura [1], we embrace an approach that attempts to weave applications into an infrastructure that is pliable enough to represent user preferences, mobile enough to support users on the go, and intelligent enough to operate as a practical resource in the execution of day-to-day tasks [2] . Our approach to realising this vision centres on the following principles:
• Embedded users. Users are embedded in a physical world and Aura must operate within the limitations, constraints, and distractions of that world.
• Mobile users. Users are mobile and move within the physical world during the execution of tasks.
• Task-centred. Most users are not application or even bundle centred; they are task centred and we currently lack an intelligent interface that helps in the automated execution of comprehensive user tasks.
Bridging the gap between the informational and physical domains is challenging because applications and users operate in different spaces: applications interact with various sources and sinks of information streams, while users interact with devices that have certain properties (physical location, capabilities). Typically, these domains are not tightly coupled and as a consequence, current computer interfaces inhibit the optimal benefit to the user. In this paper, we present an architecture called AIPIS, for Architecture for Integrating Physical and Informational Spaces, that bridges the physical and informational spaces in such a way that it becomes easier to develop applications that can interact with humans in a more natural manner.
In the next section, we first give an overview of the CMU Aura project, which provided the motivation for AIPIS. We then present the AIPIS architecture and we describe a prototype implementation, the Aura Desktop. We conclude with a discussion of related work and conclusions.
Aura: ubiquitous invisible computing
The CMU Aura project [1] is developing a ubiquitous invisible computing infrastructure that supports mobile users in performing every day tasks. Ubiquitous means that Aura is present everywhere, although the level of support may vary significantly. For example, device-rich smart rooms will offer a wider range of modes of interaction than elevators and parks. Invisible means that Aura minimizes the level of distraction that it imposes on users. For example, it will only interrupt the user when necessary.
In this section we give a short overview of Aura, starting with a motivating example. The rest of the paper focuses on one aspect of Aura, the integration of physical and informational space.
Motivating example
Bob is on a plane, working on a large project that involves multiple documents. When the captain announces that they are about to land, he logs out. Aura automatically saves all the documents that are part of the task, and transmits them to a server.
When Bob walks into his office, he uses a finger print reader to authenticate himself. Aura knows that he is alone in the office and restores all the files that are part of the task he was working on, on the large display in his office. The files are opened at the same point so Bob can immediately continue his work. Aura also opens his mail, since Bob always reads mail first. Although Bob was using a keyboard and mouse on the plane, Aura switches to voice control since it is more appropriate for interacting with the applications in the privacy of his office. Aura can synthesize speech to provide an audio alert to Bob for certain events or even for more complex operations such as reading back e-mail so Bob can have additional interaction with Aura while moving around in his personal space.
At this point, Bradley walks towards Bob's office. Aura recognises Bradley since he is wearing an RF badge. However, since badges do not provide strong authentication 1 , Aura decides that the physical environment is no longer secure, and it iconifies Bob's e-mail client, thus hiding the confidential message that was being displayed.
Bradley drops by to work with Bob on a presentation that accompanies the joint project. Bob and Bradley continue to use voice control to navigate the PowerPoint presentation. In addition, Bob uses the touch screen for modifications, while Bradley uses his PDA to annotate Bob's changes. When Bob and Bradley leave for lunch, Aura captures the state of the project and stores it on a server so it is ready to be restored wherever Bob decides to work on it next.
The current Aura prototype supports this scenario in a controlled environment. In the rest of this paper, we elaborate on the specific mechanisms used.
Overview of Aura
The motivating example illustrates many of the features of Aura. First, we want to support a rich set of I/O interfaces for users to interact with the computer system. This makes it possible to pick the most appropriate form of interaction for the job at hand (voice, keyboard/ mouse, touchscreen, PDA). However, the change between modes of interaction should be seamless. Secondly, the system should be 'context aware': it should know about the environment so it can automatically take appropriate actions, e.g. select the appropriate I/O device or hide confidential information. Thirdly, the system has a notion of what the user is trying to achieve. In Aura this is explicitly represented in the form of a task, which is a first class object.
Aura also has a number of goals that are not explicit in the example and that are not central to this paper. For example, applications in Aura automatically adapt to resource availability in the computational environment, e.g. by using servers if the cycles are not available
