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Abstract
Two conjectures about homology groups, K-groups and topological full groups of
minimal e´tale groupoids on Cantor sets are formulated. We verify these conjectures
for many examples of e´tale groupoids including products of e´tale groupoids arising
from one-sided shifts of finite type. Furthermore, we completely determine when
these product groupoids are mutually isomorphic. Also, the abelianization of their
topological full groups are computed. They are viewed as generalizations of the higher
dimensional Thompson groups.
1 Introduction
One can construct e´tale groupoids from various topological dynamical systems on Cantor
sets. Minimal Z-actions (i.e. minimal homeomorphisms) provide the most important
example of dynamical systems on Cantor sets. The study of these dynamics was initiated
by T. Giordano, I. F. Putnam and C. F. Skau [14], in which they classified minimal Z-
actions up to orbit equivalence. The associated e´tale groupoids and their topological full
groups have been also studied extensively ([15, 26, 20]). Another fundamental example of
dynamical systems on Cantor sets is the class of shifts of finite type (also called topological
Markov shifts). These dynamical systems give symbolic representations of hyperbolic
dynamical systems through Markov partitions. The e´tale groupoids of one-sided shifts of
finite type (SFT) and the associated topological full groups were studied in [28].
With an e´tale groupoid G, we can associate the reduced groupoid C∗-algebra C∗r (G).
This construction has played an important role in the theory of C∗-algebras. When G is a
groupoid of a minimal Z-action on a Cantor set, the C∗-algebra C∗r (G) is known to be an
AT algebra with real rank zero ([32, 14]). When G is a groupoid of a one-sided SFT, the
C∗-algebra C∗r (G) is the so-called Cuntz-Krieger C∗-algebra ([10]). In general, when G is
minimal and essentially principal, C∗r (G) is a simple C∗-algebra. It is a central problem
to classify simple C∗-algebras by the K-groups. The study of the K-groups Ki(C∗r (G)) of
the groupoid C∗-algebra has importance from this standpoint.
In the present paper, we discuss relationship between theK-groupsKi(C
∗
r (G))) and the
homology groups Hn(G). More precisely, we conjecture that
⊕
nH2n+i(G) is isomorphic
to Ki(C
∗
r (G))) for any minimal essentially principal e´tale groupoid G whose unit space is
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a Cantor set (Conjecture 2.6), and verify it for many examples. Especially, the conjecture
is true for minimal Z-actions, one-sided SFT and any products of them (Theorem 2.8).
The other conjecture states that the sequence
H0(G)⊗ Z2 −−−−→ [[G]]ab −−−−→ H1(G) −−−−→ 0
is exact for any minimal essentially principal e´tale groupoid G whose unit space is a
Cantor set (Conjecture 2.9), where [[G]]ab is the abelianization of the topological full
group [[G]]. Topological full groups provide many interesting examples of discrete groups
from the viewpoint of combinatorial and geometric group theory. For minimal Z-actions,
various properties of the topological full groups were studied in [15]. Among others, it
was shown that the isomorphism class of topological full groups is a complete invariant
for flip conjugacy. Later, in [26], it was shown that the commutator subgroup D([[G]])
is simple and that D([[G]]) is finitely generated if and only if the Z-action is expansive.
K. Juschenko and N. Monod [20] proved that [[G]] is amenable. By these results, we
obtained infinitely many countable infinite groups which are simple, finitely generated
and amenable. When G is a groupoid of one-sided SFT, in [28], it was proved that [[G]] is
of type F∞ (in particular, finitely presented) and thatD([[G]]) is simple. They are regarded
as generalizations of the Higman-Thompson groups (see [29, 28]). Also, K. Matsumoto and
the author [25] completely determined when these [[G]] are mutually isomorphic. In this
paper, we will prove that Conjecture 2.9 holds for many e´tale groupoids, which include
almost finite groupoids (Theorem 3.6) and purely infinite groupoids with property TR
(Theorem 4.4).
The latter half of the paper is devoted to the study of product groupoids G of finitely
many SFT groupoids. Topological full groups [[G]] of these groupoids are thought of as
generalizations of the higher dimensional Thompson groups nVk,r (see Remark 5.13). First,
we find a necessary and sufficient condition so that two such groupoids become isomorphic
to each other (Theorem 5.12). This is an extension of the classification result of W. Dicks
and C. Mart´ınez-Pe´rez [11]. Furthermore, we compute the abelianization [[G]]ab of the
topological full group (Theorem 5.23). As a special case, the abelianization of nVk,r is
given explicitly (Theorem 5.20).
2 Preliminaries
2.1 E´tale groupoids
The cardinality of a set A is written #A and the characteristic function of A is written 1A.
The finite cyclic group of order n is denoted by Zn = {r¯ | r = 1, 2, . . . , n}. We say that a
subset of a topological space is clopen if it is both closed and open. A topological space is
said to be totally disconnected if its topology is generated by clopen subsets. By a Cantor
set, we mean a compact, metrizable, totally disconnected space with no isolated points.
It is known that any two such spaces are homeomorphic. The homeomorphism group of
a topological space X is written Homeo(X). The commutator subgroup of a group Γ is
denoted by D(Γ). We let Γab denote the abelianization Γ/D(Γ).
In this article, by an e´tale groupoid we mean a second countable locally compact
Hausdorff groupoid such that the range map is a local homeomorphism. We refer the
reader to [33, 34] for background material on e´tale groupoids. For an e´tale groupoid G,
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we let G(0) denote the unit space and let s and r denote the source and range maps. For
x ∈ G(0), G(x) = r(Gx) is called the G-orbit of x. When every G-orbit is dense in G(0), G
is said to be minimal. For a subset Y ⊂ G(0), the reduction of G to Y is r−1(Y ) ∩ s−1(Y )
and denoted by G|Y . If Y is clopen, then the reduction G|Y is an e´tale subgroupoid of G
in an obvious way. For x ∈ G(0), we write Gx = r−1(x) ∩ s−1(x) and call it the isotropy
group of x. The isotropy bundle of G is G′ = {g ∈ G | r(g) = s(g)} = ⋃x∈G(0) Gx. We say
that G is principal if G′ = G(0). When the interior of G′ is G(0), we say that G is essentially
principal. The set of interior points (G′)◦ of G′ forms an e´tale subgroupoid. The quotient
of G by the equivalence relation
g ∼ h ⇐⇒ gh−1 ∈ (G′)◦
becomes an essentially principal e´tale groupoid. We call it the essentially principal part
of G.
A subset U ⊂ G is called a G-set if r|U, s|U are injective. Any open G-set U induces
the homeomorphism (r|U) ◦ (s|U)−1 from s(U) to r(U). We write θ(U) = (r|U) ◦ (s|U)−1.
When U, V are G-sets,
U−1 = {g ∈ G | g−1 ∈ U}
and
UV = {gg′ ∈ G | g ∈ U, g′ ∈ V, s(g) = r(g′)}
are also G-sets. A probability measure µ on G(0) is said to be G-invariant if µ(r(U)) =
µ(s(U)) holds for every open G-set U . The set of all G-invariant probability measures is
denoted by M(G).
Let ϕ : Γ y X be an action of a countable discrete group Γ on a locally compact
Hausdorff space X by homeomorphisms. We let Gϕ = Γ × X and define the follow-
ing groupoid structure: (γ, x) and (γ′, x′) are composable if and only if x = ϕγ′(x′),
(γ, ϕγ
′
(x′)) · (γ′, x′) = (γγ′, x′) and (γ, x)−1 = (γ−1, ϕγ(x)). Then Gϕ is an e´tale groupoid
and called the transformation groupoid arising from ϕ : Γy X.
We would like to recall the notion of topological full groups for e´tale groupoids.
Definition 2.1 ([27, Definition 2.3]). Let G be an essentially principal e´tale groupoid
whose unit space G(0) is a Cantor set. The set of all α ∈ Homeo(G(0)) for which there
exists a compact open G-set U satisfying α = θ(U) is called the topological full group of
G and denoted by [[G]].
For α ∈ [[G]] the compact open G-set U as above uniquely exists, because G is essentially
principal. Obviously [[G]] is a subgroup of Homeo(G(0)). Since G is second countable, it
has countably many compact open subsets, and so [[G]] is at most countable.
In [27, Section 7], we introduced the index map I : [[G]] → H1(G), where H1(G) is
the homology group of G (see Section 2.2 or [27, Section 3]). For α ∈ [[G]], let U ⊂ G be
the compact open G-set such that α = θ(U) = (r|U) ◦ (s|U)−1. Then the characteristic
function 1U ∈ Cc(G,Z) is a cycle, and I(α) is the equivalence class of 1U in H1(G). The
index map I is a homomorphism. We let [[G]]0 denote the kernel of the index map I.
Evidently D([[G]]) is contained in [[G]]0.
The following theorem says that the groups [[G]], [[G]]0 and D([[G]]) ‘remember’ the
e´tale groupoid G.
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Theorem 2.2 ([28, Theorem 3.10]). For i = 1, 2, let Gi be an essentially principal e´tale
groupoid whose unit space is a Cantor set and suppose that Gi is minimal. The following
conditions are equivalent.
(1) G1 and G2 are isomorphic as e´tale groupoids.
(2) [[G1]] and [[G2]] are isomorphic as discrete groups.
(3) [[G1]]0 and [[G2]]0 are isomorphic as discrete groups.
(4) D([[G1]]) and D([[G2]]) are isomorphic as discrete groups.
Recently, V. V. Nekrashevych [31] introduced two normal subgroups A(G) ⊂ S(G) ⊂
[[G]]. Roughly speaking, S(G) is the subgroup generated by all elements of order two,
and A(G) is the subgroup generated by all elements of order three (see [31] for the precise
definitions). They are analogs of the symmetric and alternating groups. He proved that the
same statement as the theorem above is true for A(G) and S(G). Furthermore, he proved
that A(G) is simple if G is minimal, and that A(G) is finitely generated if G is expansive.
When G is minimal and almost finite (or purely infinite), we can verify A(G) = D([[G]]).
When G is principal and almost finite, we can verify S(G) = [[G]]0.
For an e´tale groupoid G, we denote the reduced groupoid C∗-algebra of G by C∗r (G)
and identify C0(G(0)) with a subalgebra of C∗r (G). J. Renault’s theorem [34, Theorem 5.9]
tells us that two essentially principal e´tale groupoids G1 and G2 are isomorphic if and only
if there exists an isomorphism ϕ : C∗r (G1)→ C∗r (G2) such that ϕ(C0(G(0)1 )) = C0(G(0)2 ) (see
also [27, Theorem 5.1]).
2.2 Homology groups and the Ku¨nneth theorem
The homology groups Hn(G) of an e´tale groupoid G were first introduced and studied by
M. Crainic and I. Moerdijk in [9]. In the case that the unit space G(0) is a Cantor set, we
investigated connections between the homology groups and dynamical properties of G in
[27, 28]. Let us recall the definition of Hn(G).
Let A be a topological abelian group. For a locally compact Hausdorff space X, we
denote by Cc(X,A) the set of A-valued continuous functions with compact support. When
X is compact, we simply write C(X,A). With pointwise addition, Cc(X,A) is an abelian
group. Let pi : X → Y be a local homeomorphism between locally compact Hausdorff
spaces. For f ∈ Cc(X,A), we define a map pi∗(f) : Y → A by
pi∗(f)(y) =
∑
pi(x)=y
f(x).
It is not so hard to see that pi∗(f) belongs to Cc(Y,A) and that pi∗ is a homomorphism
from Cc(X,A) to Cc(Y,A). Besides, if pi
′ : Y → Z is another local homeomorphism to a
locally compact Hausdorff space Z, then one can check (pi′ ◦ pi)∗ = pi′∗ ◦ pi∗ in a direct way.
Thus, Cc(·, A) is a covariant functor from the category of locally compact Hausdorff spaces
with local homeomorphisms to the category of abelian groups with homomorphisms.
Let G be an e´tale groupoid. For n ∈ N, we write G(n) for the space of composable
strings of n elements in G, that is,
G(n) = {(g1, g2, . . . , gn) ∈ Gn | s(gi) = r(gi+1) for all i = 1, 2, . . . , n−1}.
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For i = 0, 1, . . . , n, we let di : G
(n) → G(n−1) be a map defined by
di(g1, g2, . . . , gn) =

(g2, g3, . . . , gn) i = 0
(g1, . . . , gigi+1, . . . , gn) 1 ≤ i ≤ n−1
(g1, g2, . . . , gn−1) i = n.
When n = 1, we let d0, d1 : G(1) → G(0) be the source map and the range map, respectively.
For j = 0, 1, . . . , n, we let sj : G
(n) → G(n+1) be a map defined by
sj(g1, g2, . . . , gn) =

(r(g1), g1, g2, . . . , gn) j = 0
(g1, . . . , gj , r(gj+1), gj+1, . . . , gn) 1 ≤ j ≤ n−1
(g1, g2, . . . , gn, s(gn)) j = n.
Clearly the maps di and sj are local homeomorphisms. The spaces (G(n))n≥0 together with
the face maps di and the degeneracy maps sj form a simplicial space, which is called the
nerve of G (see [17, Example I.1.4] for instance). Applying the covariant functor Cc(·, A)
to the nerve of G, we obtain the simplicial abelian group (Cc(G(n), A))n≥0. Define the
homomorphisms ∂n : Cc(G(n), A)→ Cc(G(n−1), A) by
∂n =
n∑
i=0
(−1)idi∗.
The abelian groups Cc(G(n), A) together with the boundary operators ∂n form a chain
complex, which is called the Moore complex of the simplicial abelian group (Cc(G(n), A))n
(see [17, Chapter III.2] for instance).
Definition 2.3 ([9, Section 3.1],[27, Definition 3.1]). We let Hn(G, A) be the homology
groups of the Moore complex above, i.e. Hn(G, A) = Ker ∂n/ Im ∂n+1, and call them
the homology groups of G with constant coefficients A. When A = Z, we simply write
Hn(G) = Hn(G,Z). In addition, we define
H0(G)+ = {[f ] ∈ H0(G) | f(x) ≥ 0 for all x ∈ G(0)},
where [f ] denotes the equivalence class of f ∈ Cc(G(0),Z).
When G = Gϕ is the transformation groupoid arising from a group action ϕ : Γ y X
on a Cantor set X, Hn(G) is naturally isomorphic to the group homology Hn(Γ, C(X,Z)).
For the homology groups Hn(G, A), the following Ku¨nneth theorem holds.
Theorem 2.4. Let G and H be e´tale groupoids. For any n ≥ 0, there exists a natural
short exact sequence
0 −→
⊕
i+j=n
Hi(G)⊗Hj(H) −→ Hn(G ×H) −→
⊕
i+j=n−1
Tor(Hi(G),Hj(H)) −→ 0.
Furthermore these sequences split (but not canonically).
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Proof. The family of abelian groups Cc(G(m),Z)⊗Cc(H(n),Z) form a bisimplicial abelian
group A (see [17, Chapter IV.2.2] for instance). We will apply the generalized Eilenberg-
Zilber theorem [17, Theorem IV.2.4] to this bisimplicial abelian group A. Its diagonal
simplicial abelian group d(A) is canonically identified with the simplicial abelian group
(Cc((G ×H)(n),Z))n, because
Cc(G(n),Z)⊗ Cc(H(n),Z) ∼= Cc(G(n) ×H(n),Z) ∼= Cc((G ×H)(n),Z).
On the other hand, we consider the Moore bicomplex for the bisimplicial abelian group A.
Evidently its total complex Tot(A) is equal to the tensor product of the Moore complex
of (Cc(G(m),Z))m and the Moore complex of (Cc(H(n),Z))n. It follows from [17, Theorem
IV.2.4] that the Moore complex of d(A) is chain homotopy equivalent to Tot(A). Hence
the chain complex (Cc((G×H)(n),Z))n is chain homotopy equivalent to the tensor product
of (Cc(G(m),Z))m and (Cc(H(n),Z))n. Then, the usual Ku¨nneth formula applies and yields
the desired conclusion.
Corollary 2.5. Let G = G1 × G2 × · · · × Gm be a product groupoid of e´tale groupoids
G1,G2, . . . ,Gm. We have
H0(G) ∼= H0(G1)⊗H0(G2)⊗ · · · ⊗H0(Gm)
and
H1(G) ∼=
⊕
i1+i2+···+im=1
Hi1(G1)⊗Hi2(G2)⊗ · · · ⊗Him(Gm)
⊕
m−1⊕
p=1
H0(G1)⊗ · · · ⊗H0(Gp−1)⊗ Tor(H0(Gp),H0(Gp+1 × · · · × Gm)).
Proof. Repeated use of the Ku¨nneth theorem yields the conclusions. We remark that (1)
can be shown directly from the definition without appealing to the Ku¨nneth theorem.
2.3 Conjectures
In this subsection, we formulate two conjectures, namely the HK conjecture (Conjecture
2.6) and the AH conjecture (Conjecture 2.9). The first conjecture says that the homology
groups Hn(G) agree with the K-groups of the C∗-algebra C∗r (G).
Conjecture 2.6 (HK conjecture). Let G be an essentially principal minimal e´tale groupoid
whose unit space G(0) is a Cantor set. Then we have
∞⊕
i=0
H2i(G) ∼= K0(C∗r (G))
and ∞⊕
i=0
H2i+1(G) ∼= K1(C∗r (G)).
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Recall that two minimal e´tale groupoids G1 and G2 are said to be Morita equivalent
(or Kakutani equivalent) if there exists a clopen subset Yi ⊂ G(0)i for i = 1, 2 such that
G1|Y1 ∼= G2|Y2 (see [27, Definition 4.1] for instance).
Proposition 2.7. Let G and H be essentially principal minimal e´tale groupoids whose
unit spaces are Cantor sets. If G and H are Morita equivalent and G satisfies the HK
conjecture, then so does H.
Proof. Let G be an essentially principal minimal e´tale groupoid and let Y ⊂ G(0) be
a clopen subset. Then C∗r (G|Y ) is canonically isomorphic to the hereditary subalgebra
1Y C
∗
r (G)1Y of C∗r (G). Therefore, if G and H are Morita equivalent, then C∗r (G) is strongly
Morita equivalent to C∗r (H). It is well-known that K-groups of C∗-algebras are invariant
under strong Morita equivalence. On the other hand, by [9, Corollary 4.6] (see also [27,
Theorem 4.8]), homology groups of e´tale groupoids are invariant under Morita equivalence.
Hence we get the conclusion.
As an immediate consequence of Theorem 2.4, we get the following.
Theorem 2.8. Let G and H be e´tale groupoids whose unit spaces are Cantor sets. Suppose
that C∗r (G) is nuclear and satisfies the UCT. If the HK conjecture is true for G and H,
then it is also true for the product groupoid G ×H.
Proof. This follows from Theorem 2.4 (the Ku¨nneth theorem for groupoids) and [3, The-
orem 23.1.3] (the Ku¨nneth theorem for C∗-algebras).
The second conjecture says that the abelianization [[G]]ab has a close connection to the
homology groups H0(G) and H1(G).
Conjecture 2.9 (AH conjecture). Let G be an essentially principal minimal e´tale groupoid
whose unit space G(0) is a Cantor set. Then there exists an exact sequence
H0(G)⊗ Z2 −−−−→ [[G]]ab I−−−−→ H1(G) −−−−→ 0.
Especially, if H0(G) is 2-divisible, then we have [[G]]ab ∼= H1(G).
Indeed, in many examples we can verify that there exists a short exact sequence
0 −−−−→ H0(G)⊗ Z2 −−−−→ [[G]]ab I−−−−→ H1(G) −−−−→ 0.
In such a case, we say that G satisfies the strong AH property.
Remark 2.10. At the beginning of this research, I had expected that this stronger version
of AH might be true in general. But V. V. Nekrashevych kindly informed me that this
is not the case. For every locally expanding self-covering map f : M → M of a compact
path connected metric space M , he introduced a finitely presented group Vf ([30]). The
group Vf can be regarded as a topological full group of an e´tale groupoid on a Cantor
set. The abelianization of Vf is computed in [30, Section 5.3], and it shows that the map
H0(G) ⊗ Z2 → [[G]]ab is not always injective (see [30, Proposition 5.8]). The reader may
find its detailed description in [31, Example 7.1]. After this communication with him,
I noticed that product groupoids of SFT groupoids do not always have the strong AH
property. We discuss it in Section 5.5.
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The homomorphism H0(G)⊗Z2 → [[G]]ab appearing in the AH conjecture is described
as follows. Let f ∈ C(G(0),Z) and let A = {x ∈ G(0) | f(x) /∈ 2Z}. Then f − 1A is in
2C(G(0),Z). Since G is minimal, for any x ∈ A, there exists a compact open G-set U such
that x ∈ s(U) ⊂ A and r(U)∩s(U) = ∅. Using the compactness of A, we can find compact
open G-sets U1, U2, . . . , Un such that {s(Ui) | i = 1, 2, . . . , n} is a clopen partition of A and
r(Ui) ∩ s(Ui) = ∅. Define τi ∈ [[G]] by
τi(x) =

θ(Ui)(x) x ∈ s(Ui)
θ(U−1i )(x) x ∈ r(Ui)
x otherwise.
The homomorphism H0(G)⊗ Z2 → [[G]]ab is defined by sending the equivalence class of f
to the equivalence class of τ1τ2 . . . τn. Notice that it is not clear at all if this is well-defined.
One can find a proof of the well-definedness in [31].
We introduce two properties of G which are related to the AH conjecture. We call
τ ∈ [[G]] a transposition if τ2 = 1 and {x ∈ G(0) | τ(x) = x} is clopen. By [27, Lemma 7.7
(3)], any transposition belongs to [[G]]0.
Definition 2.11. Let G be an essentially principal e´tale groupoid whose unit space G(0)
is a Cantor set.
(1) We say that G has cancellation if for any clopen sets A1, A2 ⊂ G(0) with [1A1 ] = [1A2 ]
in H0(G) there exists a compact open G-set U ⊂ G such that s(U) = A1 and r(U) =
A2.
(2) We say that G has property TR if the group [[G]]0 is generated by transpositions.
When G has cancellation, it is easy to see that for any A1, A2 as above we can find a
transposition τ such that τ(A1) = A2 and τ(x) = x for x ∈ G(0) \ (A1 ∪A2).
3 Almost finite groupoids
In this section we show that Conjecture 2.9 holds for principal, minimal, almost finite
groupoids.
Let us recall the notion of AF (approximately finite) groupoids ([33, Definition III.1.1],
[16, Definition 3.7]).
Definition 3.1. Let G be an e´tale groupoid whose unit space is compact and totally
disconnected.
(1) We say that G is elementary if G is compact and principal.
(2) We say that G is an AF groupoid if there exists an increasing sequence (Kn)n of
elementary subgroupoids of G such that K(0)n = G(0) and
⋃
nKn = G.
Let G be a (not necessarily minimal) AF groupoid. The topological full group [[G]] is
written as an increasing union of finite direct sums of symmetric groups ([26, Proposition
3.3]). In particular, [[G]] is locally finite (actually, its converse also holds, i.e. if [[G]] is
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locally finite, then G is AF, see [26, Proposition 3.2]). The C∗-algebra C∗r (G) is an AF
algebra. By [27, Theorem 4.10, 4.11], Hn(G) is trivial for n ≥ 1 and H0(G) is isomorphic
to K0(C
∗
r (G)) (as a unital ordered group). Hence, the HK conjecture holds for G. When
every G-orbit contains more than one point, by [26, Lemma 3.5], [[G]]ab is isomorphic to
H0(G)⊗Z2. Thus, G has the strong AH property. Moreover, when G is minimal, D([[G]])
is simple ([26, Lemma 3.5]).
Next, we would like to recall the definition of almost finite groupoids.
Definition 3.2 ([27, Definition 6.2]). Let G be an e´tale groupoid whose unit space is a
Cantor set. We say that G is almost finite if for any compact subset C ⊂ G and ε > 0
there exists an elementary subgroupoid K ⊂ G such that
#(CKx \ Kx)
#(Kx) < ε
for all x ∈ G(0). We also remark that #(K(x)) equals #(Kx), because K is principal.
The following are known for almost finite groupoids.
Theorem 3.3. Let G be an almost finite groupoid.
(1) If G is minimal, then D([[G]]) is simple.
(2) The index map I : [[G]]→ H1(G) is surjective.
(3) If G is minimal, then G has cancellation.
(4) If G is principal, then G satisfies property TR.
Proof. (1) is [28, Theorem 4.7]. (2) is [27, Theorem 7.5]. (3) is [27, Theorem 6.12].
(4) By [27, Theorem 7.13], any element of [[G]]0 is a product of four elements of finite
order. Since G is principal, any element of finite order is elementary in the sense of [27,
Definition 7.6 (1)]. Therefore it is a product of transpositions.
For a G-invariant probability measure µ ∈ M(G), we can define a homomorphism
µˆ : H0(G)→ R by
µˆ([f ]) =
∫
f dµ.
It is clear that µˆ([1G(0) ]) = 1 and µˆ(H0(G)+) ⊂ [0,∞). Thus µˆ is a state on (H0(G),H0(G)+, [1G(0) ])
(see [3, Definition 6.8.1] for instance). It is also easy to see that the map µ 7→ µˆ gives an
isomorphism from M(G) to the state space.
Theorem 3.4. Let G be a minimal almost finite groupoid.
(1) (H0(G),H0(G)+) is a simple, weakly unperforated, ordered abelian group with the
Riesz interpolation property.
(2) The homomorphism ρ : H0(G) → Aff(M(G)) defined by ρ([f ])(µ) = µˆ([f ]) has uni-
formly dense range, where Aff(M(G)) denotes the space of R-valued affine continuous
functions on M(G).
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Proof. (1) is [27, Proposition 6.10]. By (1), H0(G)/Tor(H0(G)) is a simple dimension
group (see [3, Section 7.4] for instance). Besides, H0(G)/Tor(H0(G)) is not equal to Z. It
follows that ρ has uniformly dense range in Aff(M(G)).
By using these properties of almost finite groupoids, we can show the AH conjecture
(Theorem 3.6).
Lemma 3.5. Let G be a minimal almost finite groupoid. Let f ∈ C(G(0),Z). For any
non-empty clopen set A ⊂ G(0), there exists a clopen subset B ⊂ A such that f and 1B
have the same equivalence class in H0(G)⊗ Z2.
Proof. There exists c > 0 such that µ(A) ≥ c for any µ ∈ M(G). By Theorem 3.4 (2),
there exists g ∈ C(G(0),Z) such that
µˆ(f)− c < 2µˆ(g) < µˆ(f)
for all µ ∈ M(G). It follows that 0 < µˆ(f − 2g) < c holds for all µ ∈ M(G). Hence, by
[27, Lemma 6.7], we can find a clopen subset B ⊂ A such that [1B ] = [f − 2g] in H0(G),
which means that 1B and f have the same equivalence class in H0(G) ⊗ Z2.
Theorem 3.6. Let G be a principal, minimal, almost finite groupoid. Then, Conjecture
2.9 is true for G.
Proof. By Theorem 3.3 (2), the map [[G]]ab → H1(G) is surjective.
For a compact open G-set U satisfying r(U) ∩ s(U) = ∅, we define τU ∈ [[G]] by
τU (x) =

θ(U)(x) x ∈ s(U)
θ(U−1)(x) x ∈ r(U)
x otherwise.
First, we claim that the equivalence class [τU ] of τU in [[G]]ab depends only on the equiva-
lence class [1s(U)] of 1s(U) in H0(G)⊗Z2. Suppose that [1s(U)] is zero in H0(G)⊗Z2. By the
results of [27, Section 6.2], we can find a clopen subset U1 ⊂ U such that [1s(U)] = 2[1s(U1)]
in H0(G). Let U2 = U \ U1. By Theorem 3.3 (3), there exists a compact open G-set V
such that s(V ) = s(U1) and r(V ) = s(U2). Put W = V ∪ U2V U−11 . Then we have
τU = τU1τU2 = τU1τW τU1τW ∈ D([[G]]),
and so [τU ] is trivial in [[G]]ab. Suppose that two G-sets U1 and U2 satisfy r(Ui)∩s(Ui) = ∅
and [1s(U1)] = [1s(U2)] in H0(G) ⊗ Z2. We would like to prove that τU1 and τU2 have
the same equivalence class in [[G]]ab. In view of Lemma 3.5, we can find clopen G-sets
Vi ⊂ Ui such that [1s(Ui)] = [1s(Vi)] in H0(G) ⊗ Z2 and [1s(V1)] = [1s(V2)] in H0(G). Since
the equivalence class of 1s(Ui\Vi) = 1s(Ui)\s(Vi) is trivial in H0(G) ⊗ Z2, by what we have
shown above, τUi\Vi = τUiτVi belongs to the commutator subgroup D([[G]]). By Theorem
3.3 (3), there exists a compact open G-set V ′ such that s(V ′) = s(V1) and r(V ′) = s(V2).
Hence, in the same way as above, one can show that τV1 is conjugate to τV2 . Therefore,
we get [τU1 ] = [τV1 ] = [τV2 ] = [τU2 ] in [[G]]ab.
We define the homomorphism j : H0(G)⊗ Z2 → [[G]]ab as follows. Let f ∈ C(G(0),Z).
Using Lemma 3.5, one can find a non-empty compact open G-set U such that r(U)∩s(U) =
10
∅ and [f ] = [1s(U)] in H0(G) ⊗ Z2. We set j([f ]) = [τU ]. By the claim above, the map j
is well-defined. Moreover, for any f1, f2 ∈ C(G(0),Z), we may choose the G-sets U1, U2 so
that (r(U1) ∪ s(U1)) ∩ (r(U2) ∪ s(U2)) = ∅. Then
j([f1] + [f2]) = j([f1 + f2]) = [τU1∪U2 ]
= [τU1τU2 ] = [τU1 ] + [τU2 ]
= j([f1]) + j([f2]),
which means that j is a homomorphism.
Let us prove that Ker I is contained in the image of j. Assume that γ ∈ [[G]] is in
Ker I = [[G]]0. By Theorem 3.3 (4), γ is a product of transpositions. Consequently, the
equivalence class of γ is contained in the image of j.
In [27, Lemma 6.3], it was shown that when ϕ : ZN y X is a free action of ZN on a
Cantor set X, the transformation groupoid Gϕ is almost finite. When N = 1 and ϕ : Z y
X is minimal, it is well known that H0(Gϕ) ∼= K0(C∗r (Gϕ)), H1(Gϕ) ∼= K1(C∗r (Gϕ)) ∼= Z
and Hn(Gϕ) = 0 for n ≥ 2. Hence, Conjecture 2.6 holds for Gϕ. Furthermore, the strong
AH property also holds ([26, Theorem 4.8]). When N is greater than one, it is not known
whether Conjecture 2.6 is true for Gϕ. We remark that the Chern character implies the
isomorphisms
∞⊕
i=0
H2i(Gϕ)⊗Q ∼= K0(C∗r (Gϕ))⊗Q
and ∞⊕
i=0
H2i+1(Gϕ)⊗Q ∼= K1(C∗r (Gϕ))⊗Q
(see [13, Section 4], [27, Section 3.1]).
By Theorem 3.6, the AH conjecture holds for Gϕ. But, we do not know whether the
groupoid Gϕ has the strong AH property.
In general, it is not known if every almost finite groupoid G satisfies the strong AH
property or not. In other words, we cannot prove that the homomorphism j : H0(G)⊗Z2 →
[[G]]ab is always injective, and cannot find an example such that the map j has nontrivial
kernel. (For purely infinite groupoids, we know that j is not always injective. See [31,
Example 7.1] and Section 5.5 of the present paper.) However, for a minimal free action
ϕ : ZN y X, one can prove that the kernel of j is at least ‘contained’ in the infinitesimal
subgroup of H0(Gϕ) (Proposition 3.7).
Let us recall the definition of the de la Harpe-Skandalis determinant from [18]. Let
A be a unital C∗-algebra and let T (A) be the space of tracial states on A. The de la
Harpe-Skandalis determinant is a homomorphism
∆ : U(A)0 → Aff(T (A))/DA(K0(A)),
where U(A)0 is the connected component of the identity in the unitary group U(A) of A
and DA : K0(A) → Aff(T (A)) is the homomorphism defined by DA([p])(σ) = σ(p). For
u ∈ U(A)0, ∆(u) is defined as follows. Let ξ : [0, 1] → U(A)0 be a piecewise smooth path
such that ξ(0) = 1 and ξ(1) = u. Then the function
T (A) ∋ σ 7→ 1
2pi
√−1
∫ 1
0
σ(ξ′(t)ξ(t)∗) dt ∈ R
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belongs to Aff(T (A)), and ∆(u) is defined as the equivalence class of this affine function
in Aff(T (A))/DA(K0(A)). It is known that ∆ is a well-defined homomorphism.
Let G be an essentially principal e´tale groupoid whose unit space is a Cantor set. For
any µ ∈ M(G), there exists a tracial state σµ on C∗r (G) such that σµ(1C) = µ(C) for
every clopen set C ⊂ G(0). The map µ 7→ σµ gives an isomorphism between M(G) and
T (C∗r (G)). The infinitesimal subgroup of H0(G) is defined by
Inf(H0(G)) =
{
[f ] ∈ H0(G) |
∫
f dµ = 0 ∀µ ∈M(G)
}
.
Proposition 3.7. Let ϕ : ZN y X be a minimal free action of ZN on a Cantor set X. The
kernel of the homomorphism j : H0(Gϕ)⊗Z2 → [[Gϕ]]ab is contained in Inf(H0(Gϕ))⊗Z2.
In particular, when Inf(H0(Gϕ))⊗ Z2 is trivial, Gϕ has the strong AH property.
Proof. Because Gϕ is principal, minimal and almost finite, Conjecture 2.9 holds for Gϕ by
Theorem 3.6. Put A = C∗r (Gϕ).
Let U ⊂ Gϕ be a compact open Gϕ-set such that r(U) ∩ s(U) = ∅. Set
V = U ∪ U−1 ∪ (G(0)ϕ \ (r(U) ∪ s(U))),
so that θ(V ) ∈ [[Gϕ]] is the transposition corresponding to [1s(U)]. Suppose that θ(V ) is
in D([[Gϕ]]). It suffices to show that the equivalence class of 1s(U) is in Inf(H0(Gϕ))⊗ Z2.
By [27, Proposition 5.6], there exists a short exact sequence
1 −−−−→ U(C(X)) −−−−→ N(C(X), A) −−−−→ [[Gϕ]] −−−−→ 1,
where N(C(X), A) denotes the group of unitary normalizers of C(X) in U(A). Moreover,
the homomorphism N(C(X), A) → [[Gϕ]] has the right inverse ρ : [[Gϕ]] → N(C(X), A)
defined by ρ(θ(W )) = 1W . By Theorem 3.3 (4), Gϕ has property TR. Hence any element
of [[Gϕ]]0 is a product of transpositions, and so we get ρ([[Gϕ]]0) ⊂ U(A)0. Thus
∆ ◦ ρ : [[Gϕ]]0 → Aff(T (A))/DA(K0(A))
is a well-defined homomorphism. Thanks to [28, Theorem 4.7], we can conclude that
D([[Gϕ]]) is contained in the kernel of ∆◦ρ. Therefore we obtain 0 = ∆(ρ(θ(V ))) = ∆(1V ).
The unitary 1V ∈ U(A)0 is clearly conjugate to the unitary u = −1s(U) + (1 − 1s(U)) ∈
U(C(X)). Define ξ : [0, 1] → U(A)0 by ξ(t) = epi
√−1t1s(U) + (1 − 1s(U)) so that ξ(0) = 1
and ξ(1) = u. One has
1
2pi
√−1
∫ 1
0
σµ(ξ
′(t)ξ(t)∗) dt =
1
2
µ(s(U)).
for all µ ∈M(G). It follows that the affine function σµ 7→ µ(s(U))/2 belongs to the image
of the dimension map DA. The gap labeling theorem ([1, 2, 21]) tells us that DA(K0(A))
equals DA(K0(C(X))). As a result, there exists f ∈ C(X,Z) such that
1
2
µ(s(U)) =
∫
X
f dµ
for all µ ∈ M(G). Thus, [1s(U)] − 2[f ] is in the infinitesimal subgroup Inf(H0(Gϕ)), and
whence [1s(U)]⊗ 1¯ is in Inf(H0(Gϕ))⊗ Z2.
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Remark 3.8. Let G be a principal, minimal, almost finite groupoid. It is natural
to ask if the gap labeling theorem holds for G. Put A = C∗r (G) and consider DA :
K0(A) → Aff(T (A)). Let ι : C(G(0)) → A be the inclusion map. Evidently we have
DA(ι∗(K0(C(G(0)))) ⊂ DA(K0(A)). The gap labeling asks whether or not the other inclu-
sion holds. If this is the case, the proposition above is true for G.
4 Purely infinite groupoids
In this section we discuss purely infinite groupoids.
Definition 4.1 ([28, Definition 4.9]). Let G be an essentially principal e´tale groupoid
whose unit space is a Cantor set.
(1) A clopen set A ⊂ G(0) is said to be properly infinite if there exist compact open
G-sets U, V ⊂ G such that s(U) = s(V ) = A, r(U) ∪ r(V ) ⊂ A and r(U)∩ r(V ) = ∅.
(2) We say that G is purely infinite if every clopen set A ⊂ G(0) is properly infinite.
It is easy to see that if G is purely infinite, then for any clopen set A ⊂ G(0) the
reduction G|A is also purely infinite. It is also clear that if G(0) is properly infinite, then
there does not exist a G-invariant probability measure. When G(0) is properly infinite, the
topological full group [[G]] contains a subgroup isomorphic to the free product Z2 ∗Z3 ([28,
Proposition 4.10]). In particular, [[G]] is not amenable.
Theorem 4.2. Let G be a purely infinite groupoid.
(1) If G is minimal, then D([[G]]) is simple.
(2) The index map I : [[G]]→ H1(G) is surjective.
(3) If G is minimal, then G has cancellation.
Proof. (1) is [28, Theorem 4.16]. (2) is [28, Theorem 5.2].
Let us prove (3). Suppose that two clopen sets A,B ⊂ G(0) satisfy [1A] = [1B ] in
H0(G). Since G is minimal, there exists a compact open G-set W ⊂ G such that r(W ) ⊂ B
and s(W ) ⊂ A. Let A′ = A \ s(W ) and B′ = B \ r(W ). Then, [1A′ ] = [1A] − [1s(W )] =
[1B ]− [1r(W )] = [1B′ ]. Hence there exist compact open G-sets U1, U2, . . . , Un such that
1A′ − 1B′ =
n∑
i=1
(
1r(Ui) − 1s(Ui)
)
.
Put
f = 1A′ +
n∑
i=1
1s(Ui) = 1B′ +
n∑
i=1
1r(Ui).
Let m = max{f(x) | x ∈ G(0)}. We can choose compact open G-sets V1, V2, . . . , Vm so that
s(Vj) = {x ∈ G(0) | j ≤ f(x) ≤ m}
and r(Vj) are mutually disjoint, because G is purely infinite and minimal. Let E =
⋃
l r(Vl).
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For i = 1, 2, . . . , n and j = 1, 2, . . . ,m, we define clopen sets Ci,j and Di,j by
Ci,j =
{
x ∈ s(Ui) |
(
1A′ +
i∑
k=1
1s(Uk)
)
(x) = j
}
and
Di,j =
{
x ∈ r(Ui) |
(
1B′ +
i∑
k=1
1r(Uk)
)
(x) = j
}
.
For any i, it is easy to see that {Ci,j | j = 1, 2, . . . ,m} is a clopen partition of s(Ui)
and that {Di,j | j = 1, 2, . . . ,m} is a clopen partition of r(Ui). For any j, we can verify
Ci,j ∩ Ck,j = Di,j ∩Dk,j = ∅ whenever i 6= k. Moreover,
n⋃
i=1
Ci,j =
{
s(V1) \A′ j = 1
s(Vj) j > 1
and
n⋃
i=1
Di,j =
{
r(V1) \B′ j = 1
r(Vj) j > 1.
Consider
V˜ =
⋃
i,k,l
VlDi,lUiCi,kV
−1
k .
Evidently V˜ is a G-set, and
V˜ V˜ −1 =
⋃
i,k,l
VlDi,lUiCi,kV
−1
k
⋃
j,p,q
VpCj,pU
−1
j Dj,qV
−1
q

=
⋃
i,j,k,l,q
VlDi,lUiCi,ks(Vk)Cj,kU
−1
j Dj,qV
−1
q
=
⋃
i,k,l,q
VlDi,lUiCi,kU
−1
i Di,qV
−1
q
=
⋃
i,l,q
VlDi,lUis(Ui)U
−1
i Di,qV
−1
q
=
⋃
i,l,q
VlDi,lr(Ui)Di,qV
−1
q
=
⋃
i,l
VlDi,lV
−1
l
=
(⋃
l
r(Vl)
)
\ V1B′V −11 = E \ V1B′V −11 .
Similarly, we obtain V˜ −1V˜ = E \ V1A′V −11 . Since G is purely infinite and minimal, there
exists a compact open G-set T such that s(T ) ⊂ s(W ) and r(T ) = s(V˜ ). Define a compact
open G-set U by
U = (B′V −11 ∪WT−1V˜ −1)(V1A′ ∪ T ).
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Then we get
U−1U = (A′V −11 ∪ T−1)(V1B′V −11 ∪ r(V˜ ))(V1A′ ∪ T )
= (A′V −11 ∪ T−1)E(V1A′ ∪ T )
= A′ ∪ s(T )
and
UU−1 = (B′V −11 ∪WT−1V˜ −1)(V1A′V −11 ∪ s(V˜ ))(V1B′ ∪ V˜ TW−1)
= (B′V −11 ∪WT−1V˜ −1)E(V1B′ ∪ V˜ TW−1)
= B′ ∪Ws(T )W−1.
Therefore, U˜ = U ∪W (s(W ) \ s(T )) is a compact open G-set satisfying s(U˜) = A and
r(U˜) = B.
Lemma 4.3. Let G be a minimal purely infinite groupoid. Let f ∈ C(G(0),Z). For any
non-empty clopen set A ⊂ G(0), there exists a clopen subset B ⊂ A such that f and 1B
have the same equivalence class in H0(G).
Proof. This immediately follows from [28, Lemma 5.3, Proposition 4.11].
In the same way as Theorem 3.6 we can prove the following.
Theorem 4.4. Let G be a minimal purely infinite groupoid. If G has property TR, then
Conjecture 2.9 holds for G.
Proof. The proof of Theorem 3.6 works by using Theorem 4.2 and Lemma 4.3 instead of
Theorem 3.3 and Lemma 3.5.
It is not known if all minimal purely infinite groupoids have TR. Here, we describe a
situation where property TR is inherited from a smaller groupoid to a larger groupoid.
Our setting is as follows. Let G be a minimal e´tale groupoid. Let c : G → Z be a
continuous surjective homomorphism and let H = Ker c, which is a subgroupoid of G with
H(0) = G(0). Choose a non-empty compact open G-set U ⊂ c−1(1). Then, U induces an
isomorphism pi : H|r(U) → H|s(U) such that {pi(h)} = U−1hU . By [27, Proposition 3.5,
Theorem 3.6], there exist natural isomorphisms Hn(H) ∼= Hn(H|r(U)) ∼= Hn(H|s(U)).
Therefore, we obtain isomorphisms
δn : Hn(H) ∼= Hn(H|r(U)) Hn(pi)−→ Hn(H|s(U)) ∼= Hn(H).
By [27, Proposition 3.7, Theorem 3.8], there exists a spectral sequence
E2p,q = Hp(Z,Hq(H))⇒ Hp+q(G).
Hence, H0(G) ∼= Coker(id−δ0), and for any n ≥ 1 there exists a short exact sequence
0 −−−−→ Coker(id−δn) −−−−→ Hn(G) −−−−→ Ker(id−δn−1) −−−−→ 0. (4.1)
For f ∈ C(G(0),Z), we denote its equivalence class in H0(H) by [f ]H. When V ⊂
c−1(n) is a compact open G-set, we have δn0 ([1r(V )]H) = [1s(V )]H.
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Proposition 4.5. Let G be a minimal e´tale groupoid. Let c : G → Z be a continuous
surjective homomorphism and let H = Ker c. Assume either of the following conditions.
(1) H is a principal, minimal, almost finite groupoid with M(H) = {µ}, and there
exists a real number 0 < λ < 1 such that, for any compact open G-set U ⊂ c−1(1),
µ(r(U)) = λµ(s(U)) holds.
(2) H is a minimal, purely infinite groupoid satisfying property TR.
Then, G is purely infinite and satisfies property TR.
In order to prove this proposition, we need two lemmas. Write X = G(0). For α ∈
Homeo(X), we let supp(α) be the closure of {x ∈ X | α(x) 6= x}. Let T ⊂ [[G]]0 denote
the set of all transpositions and let 〈T 〉 ⊂ [[G]]0 denote the subgroup generated by T .
Lemma 4.6. Under the same hypothesis as Proposition 4.5, the following holds. For any
n ∈ Z and any non-empty clopen sets A,B ⊂ X, if δn0 ([1A]H) = [1B ]H, then there exists a
compact open G-set V ⊂ c−1(n) such that A = r(V ), B = s(V ).
Proof. Let us consider the case (1). Choose a non-empty compact open G-set U ⊂ c−1(n).
Since H is minimal, there exist compact open H-sets W1,W2, . . . ,Wk ⊂ H such that
{r(W1), r(W2), . . . , r(Wk)} is a partition of A and s(Wi) ⊂ r(U). We have
k∑
i=1
[1s(WiU)]H =
k∑
i=1
δn0 ([1r(WiU)]H) =
k∑
i=1
δn0 ([1r(Wi)]H) = δ
n
0 ([1A]H) = [1B ]H.
It follows from [27, Lemma 6.7] and Theorem 3.3 (3) that we can find compact open
H-sets W ′1,W ′2, . . . ,W ′k ⊂ H such that {s(W ′1), s(W ′2), . . . , s(W ′k)} is a partition of B and
s(WiU) = r(W
′
i ). Then V =
⋃
iWiUW
′
i is a compact open G-set such that V ⊂ c−1(n),
r(V ) = A and s(V ) = B.
In the case (2), almost the same proof works by replacing [27, Lemma 6.7] and Theorem
3.3 (3) with [28, Proposition 4.11] and Theorem 4.2 (3).
Lemma 4.7. Under the same hypothesis as Proposition 4.5, the following holds. If α ∈
[[H]] satisfies I(α) = 0 in H1(G), then α is in 〈T 〉.
Proof. Let us consider the case (1). Choose a non-empty compact open G-set U ⊂ c−1(1).
By replacing U with its suitable clopen subset, we may assume that r(U) ∩ s(U) = ∅.
We let IH : [[H]] → H1(H) denote the index map for H. Since I(α) = 0 in H1(G), from
the short exact sequence (4.1), we conclude that IH(α) is trivial in Coker(id−δ1). Thus,
there exists z ∈ H1(H) such that IH(α) = z − δ1(z). It follows from Theorem 3.3 (2)
that there exists β ∈ [[H]] such that IH(β) = z. By [27, Lemma 7.10] and its proof, we
can find an elementary homeomorphism β0 ∈ [[H]] (see [27, Definition 7.6 (1)]) such that
µ(supp(β0β)) < µ(r(U)). It follows from [27, Lemma 6.7] that, by replacing U again,
we may assume supp(β0β) ⊂ r(U). Define the transposition τU ∈ T as in the proof of
Theorem 3.6. Then, by the definition of δ1, one has IH(τUβ0βτU ) = δ1(IH(β0β)). Hence,
IH
(
(β0β)τU (β0β)
−1τU
)
= IH(β0β)− δ1(IH(β0β))
= IH(β)− δ1(IH(β)) = z − δ1(z).
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Clearly γ = (β0β)τU (β0β)
−1τU belongs to 〈T 〉, and IH(αγ−1) = IH(α) − (z − δ1(z)) = 0
in H1(H). Since H satisfies property TR, αγ−1 is in 〈T 〉. Therefore α is in 〈T 〉.
In the case (2), the same proof works by replacing Theorem 3.3 (2) and [27, Lemma
6.7] with Theorem 4.2 (2) and [28, Proposition 4.11].
Proof of Proposition 4.5. First, let us consider the case (1).
We will show that G is purely infinite. Let A,B ⊂ X be non-empty clopen subsets.
For sufficiently large n ∈ N, we have λnµ(A) < µ(B). By [27, Lemma 6.7], there exists
C ⊂ B such that [1C ]H = δ−n0 ([1A]H). By Lemma 4.6, there exists a compact open G-set
U ⊂ G such that s(U) = A, r(U) = C ⊂ B. By [28, Proposition 4.11], G is purely infinite.
We will show that G has property TR. The proof goes exactly as that of [28, Lemma
6.10]. For α ∈ [[G]], we take the compact open G-set U ⊂ G satisfying α = θ(U) =
(r|U) ◦ (s|U)−1, and define clopen subsets S(α, n) ⊂ X by S(α, n) = s(U ∩ c−1(n)). Note
that S(α, n) is empty except for finitely many n ∈ Z.
Suppose that α ∈ [[G]]0 \ {1} is given. In the same way as [28, Lemma 6.10], we may
assume that A = supp(α) is not equal to X. We have
[1X ]H =
∑
n∈Z
[1S(α,n)]H
in H0(H), because {S(α, n) | n ∈ Z} is a clopen partition of X. Since {α(S(α, n)) | n ∈ Z}
is also a clopen partition of X, one obtains
[1X ]H =
∑
n∈Z
[1α(S(α,n))]H =
∑
n∈Z
δ−n0
(
[1S(α,n)]H
)
in H0(H). Therefore, we get ∑
n∈Z
(id−δ−n0 )
(
[1S(α,n)]H
)
= 0. (4.2)
For n ∈ Z, we define homomorphisms δ(n)0 : H0(H)→ H0(H) by
δ
(n)
0 =

id+δ0 + · · ·+ δn−10 n > 0
0 n = 0
−(δ−10 + δ−20 + · · ·+ δn0 ) n < 0,
so that (id−δ0)δ(n)0 = id−δn0 hold. It follows from (4.2) that∑
n∈Z
(id−δ0)
(
δ
(−n)
0
(
[1S(α,n)]H
))
= 0,
which means that
∑
n∈Z δ
(−n)
0 ([1S(α,n)]H) is in Ker(id−δ0). The proof of [27, Theo-
rem 4.14] implies that, in the exact sequence (4.1), the element I(α) ∈ H1(G) maps
to
∑
n δ
(−n)
0 ([1S(α,n)]H) ∈ Ker(id−δ0) (see [28, Lemma 6.8]). Since we assumed I(α) = 0,
we get ∑
n∈Z
δ
(−n)
0 ([1S(α,n)]H) = 0
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in H0(H). Set P = {n ∈ N | S(α, n) 6= ∅} and Q = {n ∈ Z | n < 0, S(α, n) 6= ∅}. Then
−
∑
n∈P
δ
(−n)
0
(
[1S(α,n)]H
)
=
∑
n∈Q
δ
(−n)
0
(
[1S(α,n)]H
)
. (4.3)
Put
z = [1A]H + δ0
∑
n∈Q
δ
(−n)
0
(
[1S(α,n)]H
) ∈ H0(H).
We have
µˆ(z) = µ(A) +
∑
n∈Q
(λ−1 + λ−2 + · · · + λn)µ(S(α, n)),
where the homomorphism µˆ : H0(H)→ R is defined by
µˆ([f ]H) =
∫
f dµ
for f ∈ C(X,Z). Choose m ∈ N so that
λmµ(A) < µ(X \A) and λmµˆ(z) < 1
hold. Then we can find a clopen set B ⊂ X \A such that [1B ]H = δ−m0 ([1A]H). It follows
from Lemma 4.6 that there exists a compact open G-set V ⊂ c−1(m) such that r(V ) = B
and s(V ) = A. Define the transposition τV ∈ T as in the proof of Theorem 3.6. Set
β = τV ατV . It suffices to show that β belongs to 〈T 〉. Notice that supp(β) = τV (A) = B,
S(β, n) = τV (S(α, n)) and
[1S(β,n)]H = δ−m
(
[1S(α,n)]H
)
for every n ∈ Z. Hence, by (4.3), we get
−
∑
n∈P
δ
(−n)
0
(
[1S(β,n)]H
)
=
∑
n∈Q
δ
(−n)
0
(
[1S(β,n)]H
)
. (4.4)
Then, in the same way as the proof of [28, Lemma 6.10], we can construct γ ∈ 〈T 〉
such that S(γ, n) = S(β, n) for all n ∈ Z. Then we obtain S(βγ−1, 0) = X, which implies
βγ−1 ∈ [[H]]. Since I(βγ−1) = I(β) = I(α) = 0, by Lemma 4.7, we get βγ−1 ∈ 〈T 〉. It
follows that β belongs to 〈T 〉, as desired.
In the case (2), almost the same proof works by replacing [27, Lemma 6.7] and Theorem
3.3 (3) with [28, Proposition 4.11] and Theorem 4.2 (3). We omit it.
5 Products of SFT groupoids
5.1 Preliminaries
We first recall the definition of e´tale groupoids arising from one-sided shifts of finite type.
Let (V, E) be a finite directed graph, where V is a finite set of vertices and E is a finite
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set of edges. For e ∈ E , i(e) denotes the initial vertex of e and t(e) denotes the terminal
vertex of e. Let A = (A(ξ, η))ξ,η∈V be the adjacency matrix of (V, E), that is,
A(ξ, η) = #{e ∈ E | i(e) = ξ, t(e) = η}.
We assume that A is irreducible (i.e. for all ξ, η ∈ V there exists n ∈ N such that
An(ξ, η) > 0) and that A is not a permutation matrix. Define
XA = {(xk)k∈N ∈ EN | t(xk) = i(xk+1) ∀k ∈ N}.
With the product topology, XA is a Cantor set. Define a surjective continuous map
σA : XA → XA by
σA(x)k = xk+1 k ∈ N, x = (xk)k ∈ XA.
In other words, σA is the (one-sided) shift on XA. It is easy to see that σA is a local
homeomorphism. The dynamical system (XA, σA) is called the one-sided irreducible shift
of finite type (SFT) associated with the graph (V, E) (or the matrix A).
The e´tale groupoid GA for (XA, σA) is given by
GA = {(x, n, y) ∈ XA × Z×XA | ∃k, l ∈ N, n = k−l, σkA(x) = σlA(y)}.
The topology of GA is generated by the sets {(x, k−l, y) ∈ GA | x ∈ P, y ∈ Q, σkA(x) =
σlA(y)}, where P,Q ⊂ XA are open and k, l ∈ N. Two elements (x, n, y) and (x′, n′, y′) in
G are composable if and only if y = x′, and the multiplication and the inverse are
(x, n, y) · (y, n′, y′) = (x, n+n′, y′), (x, n, y)−1 = (y,−n, x).
We identify XA with the unit space G(0)A via x 7→ (x, 0, x). We call GA the SFT groupoid
associated with the matrix A.
The following is a classification theorem of SFT groupoids. For an N×N matrix A with
entries in N ∪ {0}, the Bowen-Franks group BF(A) is the abelian group ZN/(id−A)ZN .
We let uA denote the equivalence class of (1, 1, . . . , 1) ∈ ZN in BF(At).
Theorem 5.1 ([25, Theorem 3.6]). Let (XA, σA) and (XB , σB) be two irreducible one-
sided shifts of finite type. The following conditions are equivalent.
(1) (XA, σA) and (XB , σB) are continuously orbit equivalent.
(2) The e´tale groupoids GA and GB are isomorphic.
(3) There exists an isomorphism Φ : BF(At) → BF(Bt) such that Φ(uA) = uB and
sgn(det(id−A)) = sgn(det(id−B)).
The following is an immediate consequence of the theorem above.
Corollary 5.2. Let (XA, σA) and (XB , σB) be two irreducible one-sided shifts of finite
type. The following conditions are equivalent.
(1) The e´tale groupoids GA and GB are Morita equivalent.
(2) BF(At) ∼= BF(Bt) and sgn(det(id−A)) = sgn(det(id−B)).
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The following are known for the SFT groupoids.
Theorem 5.3 ([28]). Let (XA, σA) be an irreducible one-sided shift of finite type and let
GA be the associated SFT groupoid.
(1) GA is purely infinite and minimal.
(2) The homology groups of GA are
Hn(GA) ∼=

BF(At) n = 0
Ker(id−At) n = 1
0 n ≥ 2,
and the equivalence class of 1XA in H0(GA) is equal to uA ∈ BF(At). In particular,
the HK conjecture (Conjecture 2.6) holds for GA.
(3) GA has the strong AH property, and the group [[GA]]ab is isomorphic to (H0(GA) ⊗
Z2)⊕H1(GA).
(4) [[GA]] has the Haagerup property.
(5) [[GA]] is of type F∞.
5.2 HK and AH
For i = 1, 2, . . . , n, let (XAi , σAi) be an irreducible one-sided shift of finite type and let
GAi be the associated SFT groupoid. We consider the product groupoid G = GA1 ×GA2 ×
· · · × GAn . It is clear that G is purely infinite and minimal.
The homology groups of G can be computed by using Theorem 5.3 (2) and the Ku¨nneth
theorem (Theorem 2.4).
Proposition 5.4. Let G = GA1 ×GA2 ×· · ·×GAn be a product groupoid of SFT groupoids.
Then,
Hk(G) ∼=
(
Z(
n−1
k ) ⊗H0(GA1)⊗H0(GA2)⊗ · · · ⊗H0(GAn)
)
⊕
(
Z(
n−1
k−1) ⊗H1(GA1)⊗H1(GA2)⊗ · · · ⊗H1(GAn)
)
,
where
(n
k
)
denote the binomial coefficients and they are understood as zero unless 0 ≤ k ≤
n. The equivalence class of the constant function 1G(0) in H0(G) = H0(GA1)⊗· · ·⊗H0(GAn)
is uA1 ⊗ · · · ⊗ uAn.
Proof. For an abelian group P , we let Ptor denote the torsion subgroup of P . When P and
Q are finitely generated abelian groups, we have Tor(P,Q) ∼= Ptor ⊗ Qtor. By Theorem
5.3 (2), H0(GAi) is a finitely generated abelian group and H1(GAi) is isomorphic to the
torsion free part of H0(GAi). Thus, H0(GAi) ∼= H1(GAi)⊕H0(GAi)tor.
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The proof is by induction on n. Assume that the proposition is true for n−1. Theorem
2.4 implies
Hk(GA1 × · · · × GAn) ∼=
(
Hk−1(GA1 × · · · × GAn−1)⊗H1(GAn)
)
⊕ (Hk(GA1 × · · · × GAn−1)⊗H0(GAn))
⊕Tor(Hk−1(GA1 × · · · × GAn−1),H0(GAn))
∼= (Hk−1(GA1 × · · · × GAn−1)⊗H1(GAn))
⊕ (Hk(GA1 × · · · × GAn−1)⊗H0(GAn))
⊕ (Hk−1(GA1 × · · · × GAn−1)tor ⊗H0(GAn)tor) ,
which is isomorphic to(
Z(
n−2
k−1) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k−2) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k ) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H0(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H0(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗ (H0(GA1)⊗ · · · ⊗H0(GAn−1))tor ⊗H0(GAn)tor
)
∼=
(
Z(
n−2
k−1) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k−2) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k ) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H0(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H0(GAn)tor
)
⊕
(
Z(
n−2
k−1) ⊗ (H0(GA1)⊗ · · · ⊗H0(GAn−1))tor ⊗H0(GAn)tor
)
∼=
(
Z(
n−2
k−1) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k−2) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k ) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H0(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H0(GAn)tor
)
∼=
(
Z(
n−2
k−1) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H0(GAn)
)
⊕
(
Z(
n−2
k−2) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
⊕
(
Z(
n−2
k ) ⊗H0(GA1)⊗ · · · ⊗H0(GAn−1)⊗H0(GAn)
)
⊕
(
Z(
n−2
k−1) ⊗H1(GA1)⊗ · · · ⊗H1(GAn−1)⊗H1(GAn)
)
.
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Since
(n−2
k−1
)
+
(n−2
k
)
=
(n−1
k
)
and
(n−2
k−2
)
+
(n−2
k−1
)
=
(n−1
k−1
)
, we obtain the desired conclusion.
Theorem 5.5. Let G = GA1 × GA2 × · · · × GAn be a product groupoid of SFT groupoids.
Then, G satisfies Conjecture 2.6.
Proof. By Theorem 5.3 (2), the SFT groupoid satisfies Conjecture 2.6. The C∗-algebra
associated with the SFT groupoid is the so-called Cuntz-Krieger algebra, which is known
to be nuclear and satisfy the UCT ([10]). The theorem then follows from Theorem 2.8 by
induction.
Next, let us consider the AH conjecture for G = GA1 × GA2 × · · · × GAn .
A matrix A with entries in N ∪ {0} is said to be primitive if there exists k ∈ N such
that every entry of Ak is positive. The one-sided shift (XA, σA) is topologically mixing if
and only if the matrix A is primitive ([23, Proposition 4.5.10]).
Lemma 5.6. Any irreducible one-sided shift of finite type is continuously orbit equivalent
to a one-sided shift of finite type which is topologically mixing.
Proof. The proof is by a slight modification of the construction given in [25, Lemma 3.7].
The N × N matrix A considered there is clearly primitive. The equivalence class uA of
(1, 1, . . . , 1) ∈ ZN is zero in BF(At). For a given u ∈ BF(At), we choose (c1, c2, . . . , cN ) ∈
(N ∪ {0})N whose equivalence class in BF(At) equals u, and then construct a matrix
B. When choosing (c1, c2, . . . , cN ), we may assume that the greatest common divisor of
ci+1’s is one, by adding a suitable multiple of (1, 1, . . . , 1). Then, the matrix B becomes
primitive, which completes the proof.
Lemma 5.7. Let G = GA1 × GA2 × · · · × GAn be a product groupoid of SFT groupoids.
Then, G has property TR.
Proof. The proof is by induction on n. We know that the SFT groupoid has property TR
([28, Lemma 6.10]). Assume that the lemma is true for n−1. Suppose that we are given
G = GA1 × GA2 × · · · × GAn . By the lemma above, we may assume that the matrix An is
primitive. The induction hypothesis implies that GA1×GA2×· · ·×GAn−1 has property TR.
Let c : GAn → Z be the continuous homomorphism defined by c(x,m, y) = m. Since An is
primitive, H = Ker c is a minimal AF groupoid. Therefore, GA1 × GA2 × · · · × GAn−1 ×H
is purely infinite, minimal, and has property TR. The kernel of the homomorphism
G = GA1 × · · · × GAn −→ GAn c−→ Z
equals GA1×GA2×· · ·×GAn−1×H. Hence, Proposition 4.5 applies and yields the conclusion.
This lemma, together with Theorem 4.4, implies the following.
Theorem 5.8. Let G = GA1 × GA2 × · · · × GAn be a product groupoid of SFT groupoids.
Then, G satisfies the AH conjecture (Conjecture 2.9).
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5.3 Classification
In this subsection, we determine when two product groupoids of SFT groupoids are iso-
morphic to each other (Theorem 5.12).
Let G be an e´tale groupoid. A closed subset Y ⊂ G(0) is called G-e´tale if the reduction
G|Y is an e´tale groupoid with the relative topology from G. The following lemmas are
easy to prove and is left for the reader.
Lemma 5.9. Let G be an e´tale groupoid whose unit space is a Cantor set and let Y ⊂ G(0)
be a closed subset. The following are equivalent.
(1) Y is G-e´tale.
(2) For any g ∈ G|Y , there exists a compact open G-set U such that g ∈ U and
(r|U)−1(Y ) = (s|U)−1(Y ).
Lemma 5.10. Let G be an e´tale groupoid whose unit space is a Cantor set and let U ⊂ G
be a compact open G-set. Then Y = r(U ∩ G′) is G-e´tale.
In [25, Section 3], we introduced the notion of attracting elements. Here we weakened
its definition a little bit, namely we do not require that the limit set of the dynamics is a
singleton.
Definition 5.11. Let G be an e´tale groupoid whose unit space is a Cantor set and let
g ∈ G′, i.e. r(g) = s(g). We say that g is an attracting element if there exists a compact
open G-set U such that g ∈ U and r(U) is a proper subset of s(U). For such U , we call
the closed set
Y =
∞⋂
n=1
r(Un)
a limit set of g. Notice that r(g) is contained in every limit set of g.
For any SFT groupoid GA and x ∈ XA, the isotropy group (GA)x is either 0 or Z,
and (GA)x ∼= Z if and only if x ∈ XA is eventually periodic (see [25, Lemma 3.3]). When
(GA)x ∼= Z and g ∈ (GA)x is attracting, there exists a compact open G-set U such that {x}
is the limit set and U ∩ G′ = {g}.
Theorem 5.12. Let G = GA1×GA2×· · ·×GAm and H = GB1×GB2×· · ·×GBn be product
groupoids of SFT groupoids. Then G ∼= H if and only if the following are satisfied.
(1) m = n.
(2) There exist a permutation σ of {1, 2, . . . , n} and isomorphisms ϕi : BF(Ati) →
BF(Btσ(i)) such that det(id−Ai) = det(id−Bσ(i)) and
(ϕ1 ⊗ ϕ2 ⊗ · · · ⊗ ϕn)(uA1 ⊗ uA2 ⊗ · · · ⊗ uAn) = uBσ(1) ⊗ uBσ(2) ⊗ · · · ⊗ uBσ(n) .
In particular, GAi and GBσ(i) are Morita equivalent.
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Proof. Let us prove the ‘if’ part. By permuting indices, we may assume that σ is the
identity. Choose a clopen set Yi ⊂ XBi so that [1Yi ] = ϕi(uAi) in H0(GBi) ([28, Lemma
5.3]). It follows from [28, Theorem 6.2] that GAi is isomorphic to GBi |Yi. Hence G is
isomorphic to
(GB1 |Y1)× (GB2 |Y2)× · · · × (GBn |Yn)
which is canonically identified with
(GB1 × GB2 × · · · × GBn)|(Y1 × Y2 × · · · × Yn) = H|(Y1 × Y2 × · · · × Yn).
Since
[1Y1×Y2×···×Yn ] = ϕ1(uA1)⊗ ϕ2(uA2)⊗ · · · ⊗ ϕn(uAn) = uB1 ⊗ uB2 ⊗ · · · ⊗ uBn
in H0(H), Theorem 4.2 (3) tells us that H|(Y1×Y2×· · ·×Yn) is isomorphic to H. Therefore
we get G ∼= H.
Let us prove the ‘only if’ part. Suppose that pi : G → H is an isomorphism. For
x = (x1, x2, . . . , xm) ∈ XA1 ×XA2 × · · · ×XAm = G(0),
the isotropy group Gx is isomorphic to Zk, where k = #{i | xi is eventually periodic}.
For any x ∈ G, we have pi(Gx) = Hpi(x), and so m must be equal to n. Take a point
x = (x1, x2, . . . , xn) ∈ G(0) such that Gx ∼= Zn. Let y = (y1, y2, . . . , yn) = pi(x). We have
Hy ∼= Zn. Let gi ∈ (GAi)xi be the unique attracting generator of (GAi)xi ∼= Z. Define
g˜i ∈ Gx by
g˜i = (x1, . . . , xi−1, gi, xi+1, . . . , xn).
Analogously we define hi ∈ (GBi)yi and h˜i ∈ Hy. Consider the subset
P = {g ∈ Gx | g is attracting}
of Gx ∼= Z. Evidently one has
pi(P ) = {h ∈ Hy | h is attracting}.
Clearly P is generated by g˜1, g˜2, . . . , g˜n as a semigroup, that is,
P =
{
g˜k11 g˜
k2
2 . . . g˜
kn
n | k1, k2, . . . , kn ∈ N ∪ {0}
}
.
Moreover, such a set of generators is unique. The same is also true for {h˜1, h˜2, . . . , h˜n} ⊂
pi(P ). Hence we obtain {pi(g˜1), pi(g˜2), . . . , pi(g˜n)} = {h˜1, h˜2, . . . , h˜n}. To simplify notation,
by permuting indices, we may assume pi(g˜i) = h˜i for every i = 1, 2, . . . , n.
Since hi ∈ GBi is attracting, we can find a compact open GBi-set Vi ⊂ GBi such that
hi is in Vi, r(Vi) is a proper subset of s(Vi) and
∞⋂
k=1
r(V ki ) = {yi}.
Let D = s(V1) × s(V2) × · · · × s(Vn). For each i = 1, 2, . . . , n, we define a compact open
H-set V˜i ⊂ H by
V˜i = V1 × · · · × Vi−1 × s(Vi)× Vi+1 × · · · × Vn.
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One has
s(V˜i) = D, h˜1 . . . h˜i−1h˜i+1 . . . h˜n ∈ V˜i
and ∞⋂
k=1
r(V˜ ki ) = r(V˜i ∩H′) = {y1} × · · · × {yi−1} × s(Vi)× {yi+1} × {yn}.
By Lemma 5.10, r(V˜i ∩ H′) is H-e´tale. It is easy to see that the reduction H|r(V˜i ∩ H′)
is isomorphic to Zn−1 × (GBi |s(Vi)), and its essentially principal part (see Section 2.1) is
GBi |s(Vi).
In the same way, since gi ∈ GAi is attracting, we can find a compact open GAi-set
Ui ⊂ GAi such that gi is in Ui, r(Ui) is a proper subset of s(Ui) and
∞⋂
k=1
r(Uki ) = {xi}.
Let C = s(U1) × s(U2) × · · · × s(Un). For each i = 1, 2, . . . , n, we define a compact open
G-set U˜i ⊂ G by
U˜i = U1 × · · · × Ui−1 × s(Ui)× Ui+1 × · · · × Un.
One has
s(U˜i) = C, g˜1 . . . g˜i−1g˜i+1 . . . g˜n ∈ U˜i (5.1)
and
∞⋂
k=1
r(U˜ki ) = r(U˜i ∩ G′) = {x1} × · · · × {xi−1} × s(Ui)× {xi+1} × {xn}. (5.2)
By Lemma 5.10, r(U˜i ∩ G′) is G-e´tale. It is easy to see that the reduction G|r(U˜i ∩ G′) is
isomorphic to Zn−1 × (GAi |s(Ui)), and its essentially principal part is GAi |s(Ui).
It follows from (5.1) and (5.2) that pi(U˜i) is a compact open H-set satisfying
s(pi(U˜i)) = pi(C), h˜1 . . . h˜i−1h˜i+1 . . . h˜n ∈ pi(U˜i)
and ∞⋂
k=1
r(pi(U˜i)
k) = r(pi(U˜i) ∩H′).
By replacing each Ui with a smaller subset if necessary, we may assume pi(U˜i) ⊂ V˜i.
Furthermore, we may also assume [1s(Ui)] = uAi in H0(GAi). We can find a clopen subset
Yi ⊂ s(Vi) such that
r(pi(U˜i) ∩H′) = {y1} × · · · × {yi−1} × Yi × {yi+1} × {yn}.
The isomorphism pi : G → H induces an isomorphism between G|r(U˜i∩G′) and H|r(pi(U˜i)∩
H′), and hence induces an isomorphism pii between their essentially principal parts GAi |s(Ui)
and GBi |Yi. Therefore we obtain BF(Ati) ∼= BF(Bti) and det(id−Ai) = det(id−Bi) by
Corollary 5.2.
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Let ϕi : BF(A
t
i) → BF(Bti) be the isomorphism induced by the isomorphism pii :
GAi |s(Ui) → GBi |Yi. One has ϕi(uAi) = ϕi([1s(Ui)]) = [1Yi ]. We would like to show
pi(C) = Y1 × Y2 × · · · × Yn. For any z = (z1, z2, . . . , zn) ∈ C, it is easy to see that
lim
k→∞
θ(U˜i)
k(z) = (x1, . . . , xi−1, zi, xi+1, . . . , xn)
holds. Similarly, for any w = (w1, w2, . . . , wn) ∈ D,
lim
k→∞
θ(V˜i)
k(w) = (y1, . . . , yi−1, wi, yi+1, . . . , yn)
holds. We note that pi(U˜i) is contained in V˜i and that pi(C) is contained in D. Hence, for
z = (z1, z2, . . . , zn) ∈ C,
lim
k→∞
θ(V˜i)
k(pi(z))
= lim
k→∞
θ(pi(U˜i))
k(pi(z))
= pi
(
lim
k→∞
θ(U˜i)
k(z)
)
= pi(x1, . . . , xi−1, zi, xi+1, . . . , xn)
= (y1, . . . , yi−1, pii(zi), yi+1, . . . , yn),
which implies pi(z) = (pi1(z1), pi2(z2), . . . , pin(zn)). Thus, pi(C) = Y1 × Y2 × · · · × Yn. Then
we get
ϕ1(uA1)⊗ ϕ2(uA2)⊗ · · · ⊗ ϕn(uAn)
= [1Y1 ]⊗ [1Y2 ]⊗ · · · ⊗ [1Yn ]
= [1Y1×Y2×···×Yn ]
= [1pi(C)]
= H0(pi)([1C ])
= H0(pi)([1s(U1)]⊗ [1s(U2)]⊗ · · · ⊗ [1s(Un)])
= H0(pi)(uA1 ⊗ uA2 ⊗ · · · ⊗ uAn)
= H0(pi)([1G(0) ])
= [1H(0) ]
= uB1 ⊗ uB2 ⊗ · · · ⊗ uBn ,
which completes the proof.
Remark 5.13. Let (V, E) be a directed graph consisting of a unique vertex and k edges
(i.e. loops), where k ≥ 2. The associated shift space is called the full shift over k symbols.
The adjacency matrix of (V, E) is the 1× 1 matrix [k]. The groupoid C∗-algebra C∗r (G[k])
of the SFT groupoid G[k] is the Cuntz algebra Ok. V.V. Nekrashevych proved that the
Higman-Thompson group Vk is identified with a certain subgroup of the unitary group
U(Ok) (see [29, Proposition 9.6]). This identification yields an isomorphism between the
Higman-Thompson group Vk,1 and the topological full group [[G[k]]]. Therefore, when
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(XA, σA) is a shift of finite type which is not necessarily a full shift, [[GA]] can be thought
of as a generalization of Vk,1 (see [28, Remark 6.3]).
M. G. Brin introduced the notion of higher dimensional Thompson groups nVk,r in
[5, Section 4.2]. These groups can be considered as an n-dimensional analogue of the
Higman-Thompson group Vk,r = 1Vk,r. In [5, 6], he proved that Vk,r and 2V2,1 are not
isomorphic, 2V2,1 is simple and 2V2,1 is finitely presented. He also proved that nV2,1 is
simple for all n ∈ N in [7]. In [4], C. Bleak and D. Lanoue showed that nV2,1 ∼= n′V2,1
if and only if n = n′. W. Dicks and C. Mart´ınez-Pe´rez [11] generalized this result and
proved that nVk,r ∼= n′Vk′,r′ if and only if n = n′, k = k′ and gcd(k−1, r) = gcd(k′−1, r′).
Define an r × r matrix Ak,r by
Ak,r =

0 0 . . . 0 k
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 .
The topological full group [[GAk,r ]] of the SFT groupoid Ak,r is naturally isomorphic to the
Higman-Thompson group Vk,r (see [28, Section 6.7.1]). By Theorem 5.3 (2), H0(GAk,r) ∼=
Zk−1, Hn(GAk,r) = 0 for n ≥ 1 and the equivalence class of the characteristic function
of XAk,r corresponds to r¯ ∈ Zk−1. It is not so hard to see that the higher dimensional
Thompson group nVk,r is isomorphic to the topological full group [[G]] of the product
groupoid
G = GAk,r ×
n−1︷ ︸︸ ︷
GAk,1 × · · · × GAk,1 .
It follows from Theorem 4.2 (1) that the commutator subgroup D([[G]]) is simple. By
Proposition 5.4, we get Hl(G) ∼= (Zk−1)(
n−1
l ). Therefore, Theorem 5.8 tells us that [[G]] is
simple if and only if k = 2. This reproves the result of Brin [7]. Also, by applying Theorem
5.12, we get a new proof of the classification theorem by Dicks and Mart´ınez-Pe´rez [11].
Finiteness conditions of (generalized) Higman-Thompson groups are studied by many
authors. K. S. Brown [8] proved that Vk,r is of type F∞. By using his method, we proved
that the topological full group [[GA]] of any SFT groupoid GA is of type F∞ ([28, Theorem
6.21]). As for the higher dimensional Thompson groups, D. H. Kochloukova, C. Mart´ınez-
Pe´rez and B. E. A. Nucinkis [22] showed that 2V2,1 and 3V2,1 are of type F∞. This was
later generalized to all nV2,1 by M. Fluch, M. Marschler, S. Witzel and M. C. B. Zaremsky
[12]. Recently, C. Mart´ınez-Pe´rez, F. Matucci and B. E. A. Nucinkis [24] proved that
nVk,1 (and many other relatives) are of type F∞. We do not know if the same holds for
topological full groups of product groupoids of SFT groupoids G = GA1 ×GA2 × · · · ×GAn .
5.4 An embedding theorem
Let (XA, σA) be a one-sided irreducible SFT associated with a finite directed graph (V, E)
(A is the adjacency matrix of the graph). For every edge e ∈ E , we define the clopen set
Ce ⊂ XA by
Ce = {(xk)k∈N ∈ XA | x1 = e},
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so that {Ce | e ∈ E} is a clopen partition of XA. Define a compact open GA-set Ue ⊂ GA
by
Ue = {(x, 1, y) ∈ GA | x ∈ Ce, σA(x) = y}.
One has
r(Ue) = Ce, s(Ue) =
⋃
t(e)=i(f)
Cf .
Since
1Ue1
∗
Ue = 1r(Ue) and 1
∗
Ue1Ue = 1s(Ue)
in C∗r (GA), we get ∑
e∈E
1Ue1
∗
Ue = 1XA and 1
∗
Ue1Ue =
∑
t(e)=i(f)
1Uf 1
∗
Uf
,
which are called the Cuntz-Krieger relations. The Cuntz-Krieger algebra C∗r (GA) is char-
acterized as the universal C∗-algebra generated by partial isometries {1Ue | e ∈ E} subject
to the Cuntz-Krieger relations ([10]). We remark that the Cuntz-Krieger algebra C∗r (GA)
is simple and purely infinite.
Proposition 5.14. Let GA be an SFT groupoid and let H be a minimal, purely infi-
nite e´tale groupoid. Suppose that ϕ : H0(GA) → H0(H) is a homomorphism satisfying
ϕ([1G(0)
A
]) = [1H(0) ]. Then there exists a unital homomorphism pi : C
∗
r (GA) → C∗r (H) such
that the following hold.
(1) pi(C(G(0)A )) ⊂ C(H(0)).
(2) For any compact open GA-set U , there exists a compact open H-set V such that
pi(1U ) = 1V .
(3) For any clopen set C ⊂ G(0)A , [pi(1C)] = ϕ([1C ]) in H0(H).
In particular, pi induces an embedding of [[GA]] into [[H]].
Proof. Let (V, E) be a finite directed graph whose adjacency matrix is A. For e ∈ E , let
Ce ⊂ XA and Ue ⊂ GA as above. By Theorem 5.3 (2), the elements [1Ce ] generate H0(GA).
We have ∑
e∈E
ϕ([1Ce ]) = ϕ([1XA ]) = [1H(0) ].
It follows from [28, Lemma 5.3] that there exists a clopen partition {De | e ∈ E} of H(0)
such that [1De ] = ϕ([1Ce ]) in H0(H). Since
[1De ] = ϕ([1Ce ]) =
∑
t(e)=i(f)
ϕ([1Cf ]) =
∑
t(e)=i(f)
[1Df ],
by means of Theorem 4.2 (3), we can find a compact open H-set Ve ⊂ H satisfying
r(Ve) = De, s(Ve) =
⋃
t(e)=i(f)
Df .
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Hence we obtain the Cuntz-Krieger relations∑
e∈E
1Ve1
∗
Ve = 1H(0) and 1
∗
Ve1Ve =
∑
t(e)=i(f)
1Vf 1
∗
Vf
.
Therefore there exists a unital homomorphism pi : C∗r (GA) → C∗r (H) such that pi(1Ue) =
1Ve .
The Cartan subalgebra C(G(0)A ) = C(XA) is generated by projections of the form
(1Ue11Ue2 . . . 1Uek )(1Ue11Ue2 . . . 1Uek )
∗,
which is mapped by pi to
(1Ve11Ve2 . . . 1Vek )(1Ve1 1Ve2 . . . 1Vek )
∗ ∈ C(H(0)).
This proves (1).
Any compact open GA-set can be written as a finite disjoint union of compact open
GA-sets of the form
U = (Ue1Ue2 . . . Uek)(Uf1Uf2 . . . Ufl)
−1.
For such U ⊂ GA, put
V = (Ve1Ve2 . . . Vek)(Vf1Vf2 . . . Vfl)
−1.
It is easy to see that the homomorphism pi sends 1U to 1V . This proves (2).
(3) is clear from the construction.
Theorem 5.15. Let G = GA1 × GA2 × · · · × GAn be a product groupoid of SFT groupoids.
Let H1,H2, . . . ,Hn be minimal, purely infinite e´tale groupoids and let H = H1×H2×· · ·×
Hn. For each i = 1, 2, . . . , n, suppose that ϕi : H0(GAi) → H0(Hi) is a homomorphism
satisfying ϕi([1G(0)
Ai
]) = [1H(0)i
]. Then there exists a unital homomorphism pi : C∗r (G) →
C∗r (H) such that the following hold.
(1) pi(C(G(0))) ⊂ C(H(0)).
(2) For any compact open G-set U , there exists a compact open H-set V such that
pi(1U ) = 1V .
(3) For any clopen set C ⊂ G(0), [pi(1C)] = ϕ([1C ]) in H0(H), where ϕ = ϕ1⊗ϕ2⊗· · ·⊗
ϕn.
In particular, pi induces an embedding of [[G]] into [[H]].
Proof. By the proposition above, we can construct unital homomorphisms pii : C
∗
r (GAi)→
C∗r (Hi) satisfying the properties described there. Then the unital homomorphism pi =
pi1 ⊗ pi2 ⊗ · · · ⊗ pin from C∗r (G) to C∗r (H) meets the requirement.
Corollary 5.16. Let G = GA1 ×GA2 × · · · × GAn be a product groupoid of SFT groupoids.
Then the topological full group [[G]] is embeddable into the higher dimensional Thompson
group nV2,1.
Proof. LetH be the n-fold product of G[2]. As discussed in Remark 5.13, [[H]] is canonically
isomorphic to nV2,1. It follows from the theorem above that [[G]] is embeddable into
nV2,1.
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5.5 Abelianization
In this subsection, we would like to determine the abelianization [[G]]ab of the topological
full group [[G]] for product groupoids G = GA1 × GA2 × · · · × GAn of SFT groupoids. By
Theorem 5.8, we have already known that G satisfies the AH conjecture, i.e.
H0(G)⊗ Z2 j−−−−→ [[G]]ab I−−−−→ H1(G) −−−−→ 0
is exact. We will show that G has the strong AH property when n = 2, and that G may
fail to have the strong AH property when n ≥ 3.
Let n ≥ 2 be a natural number and let k : {1, 2, . . . , n} → N \ {1} be a map. First, we
would like to begin with the groupoid G = G[k(1)] × G[k(2)] × · · · × G[k(n)] ([k(d)] is a 1× 1
matrix). By Theorem 5.3 (2) and Proposition 5.4, we have
H0(G) ∼= Zg and H1(G) ∼= (Zg)n−1,
where g = gcd(k(1)−1, k(2)−1, . . . , k(n)−1). In later discussion, we actually need to work
with the following three cases.
Case 0 k is constant and k(1) = k(2) = · · · = k(n) = l for l ∈ N \ {1}.
Case 1 k(1) = 3 and k(2) = · · · = k(n) = 5.
Case 2 k(1) = k(2) = 3 and k(3) = · · · = k(n) = 5.
So, the reader may restrict the attention to these special cases, but we proceed with the
discussion for arbitrary k for the moment. As mentioned in Remark 5.13, the topological
full group of G[2] × G[2] is the two dimensional Thompson group 2V2,1. Presentations of
the group 2V2,1 was given by M. G. Brin [6], and later it was extended to nV2,1 by J.
Hennig and F. Matucci [19]. We have to generalize some arguments of these works to
G = G[k(1)] × G[k(2)] × · · · × G[k(n)].
Fix n ≥ 2 and k : {1, 2, . . . , n} → N \ {1}. Let X[k(d)] = {0, 1, . . . , k(d)−1}N for
d = 1, 2, . . . , n. With the product topology, X[k(d)] is the Cantor set. The shift map
σ[k(d)] : X[k(d)] → X[k(d)] is given by
σ[k(d)](x)m = xm+1 m ∈ N, x = (xm)m ∈ X[k(d)].
The dynamical system (X[k(d)], σ[k(d)]) is the full shift over k(d) symbols. Let Zn,k be the
product space of X[k(d)], i.e.
Zn,k = X[k(1)] ×X[k(2)] × · · · ×X[k(n)].
For d ∈ {1, 2, . . . , n}, we define σd : Zn,k → Zn,k by
σd = id× · · · × id×σ[k(d)] × id× · · · × id,
where σ[k(d)] acts on the d-th coordinate. For all i ∈ N and d ∈ {1, 2, . . . , n}, we define
homeomorphisms si,d, τi ∈ Homeo(Zn,k × N) by
si,d(z, j) =

(z, j) j < i(
σd(z), j + z
(d)
1
)
j = i
(z, j+k(d)) j > i,
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and
τi(z, j) =

(z, j) j 6= i, i+1
(z, i+1) j = i
(z, i) j = i+1,
for z = (z(1), z(2), . . . , z(n)) ∈ Zn,k and j ∈ N, where z(d)1 denotes the first coordinate of
z(d) ∈ X[k(d)]. Set Sn,k = {si,d, τi | i ∈ N, d = 1, 2, . . . , n}. Let Wn,k ⊂ Homeo(Zn,k × N)
denote the subgroup generated by Sn,k. It is easy to see that these generators satisfy the
following set Rn,k of relations.
Rn,k

si,dsj,d′ = sj+k(d)−1,d′si,d i < j, 1 ≤ d, d′ ≤ n
τ2i = 1 i ∈ N,
τiτj = τjτi |i− j| ≥ 2,
τiτi+1τi = τi+1τiτi+1 i ∈ N,
si,dτj = τj+k(d)−1si,d i < j,
si,dτi = τ˜i,dsi+1,d, i ∈ N,
si,dτj = τjsi,d i > j + 1,
si,d′si+1,d′ . . . si+k(d)−1,d′si,d
= αi,d,d′si,dsi+1,d . . . si+k(d′)−1,dsi,d′ i ∈ N, d 6= d′,
where τ˜i,d is τi+k(d)−1 . . . τi+1τi and αi,d,d′ is any word in {τi | i ∈ N} satisfying
αi,d,d′(z, j) =
{
(z, i+qk(d′)+p) j = i+pk(d)+q for some 0≤p<k(d′), 0≤q<k(d)
(z, j) else.
Clearly one has
• the permutation on N induced by τ˜i,d is odd if and only if k(d) is odd,
• when k(d) = k(d′) = l, the permutation on N induced by αi,d,d′ is odd if and only if
l ∈ 4Z + 2 or l ∈ 4Z+ 3,
• when {k(d), k(d′)} = {3, 5}, the permutation on N induced by αi,d,d′ is even.
Proposition 5.17 ([6, Theorem 2],[19, Theorem 1.1]). The group Wn,k is presented by
using the generators Sn,k and the relations Rn,k.
Proof. We can prove this proposition exactly in the same way as [6] and [19], using k(d)-ary
trees instead of binary trees.
In the same way as nV2,1, the topological full group [[G]] of
G = G[Ak(1),r ] × G[k(2)] × · · · × G[k(n)]
is canonically isomorphic to the subgroup of Wn,k consisting of elements γ satisfying
γ(z, j) = (z, j) unless j ∈ {1, 2, . . . , r} (see Remark 5.13 for the definition of the matrix
Al,r). Especially, in Case 0, the subgroup of Wn,k consisting of elements γ satisfying
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γ(z, j) = (z, j) unless j ∈ {1, 2, . . . , r} is canonically isomorphic to the higher-dimensional
Thompson group nVl,r. In what follows, we identify the topological full group [[G]] with this
subgroup of Wn,k. It is easy to see that s
−1
1,d′s1,d and s
−1
1,dτ1s1,d are in [[G]]. The element
s−11,dτ1s1,d is the transposition corresponding to the generator of H0(G[k(d)]) ∼= Zk(d)−1.
For d 6= d′, the element s−11,d′s1,d ∈ [[G]] is called the baker’s map. When n = 2 and
k(1) = k(2) = l, as observed in [5, Lemma 8.1], the homeomorphism s−11,2s1,1 on 2Vl,1 is
conjugate to the two-sided full shift over l symbols.
Remark 5.18. The groupoid C∗-algebra C∗r (G[l]) of G[l] is the Cuntz algebra, which is
generated by l isometries t1, t2, . . . , tl satisfying
l∑
i=1
tit
∗
i = 1.
It is well-known that the unitary
u =
l∑
i=1
t∗i ⊗ ti ∈ C∗r (G[l])⊗ C∗r (G[l])
is a generator of K1(C
∗
r (G[l]) ⊗ C∗r (G[l])) ∼= Zl−1. The automorphism of C(X[l] × X[l])
induced by u corresponds to the baker’s map s−11,2s1,1 ∈ 2Vl,1.
Lemma 5.19. Let G = G[Ak(1),r] × G[k(2)] × · · · × G[k(n)].
(1) In Case 0, suppose that k(1) = · · · = k(n) = l is in 4Z + 1. Then, there exists a
homomorphism ρ : [[G]] → Z2 such that ρ(s−11,d′s1,d) = 0¯ and ρ(s−11,d′τ1s1,d) = 1¯ for
any d, d′.
(2) In Case 1, there exists a homomorphism ρ : [[G]]→ Z2 such that ρ(s−11,d′s1,d) = 0¯ and
ρ(s−11,d′τ1s1,d) = 1¯ for any d, d
′.
(3) In Case 2, there exists a homomorphism ρ : [[G]] → Z4 such that ρ(s−11,ds1,1) = 1¯ for
any d 6= 1 and ρ(s−11,dτ1s1,d) = 2 for any d.
Proof. (1)(2) By the proposition above, we can find a homomorphism ρ :Wn,k → Z2 such
that ρ(si,d) = 0¯ and ρ(τi) = 1¯.
(3) By the proposition above, we can find a homomorphism ρ : Wn,k → Z4 such that
ρ(si,1) = 1¯, ρ(si,d) = 0¯ for any d 6= 1 and ρ(τi) = 2.
Let G be the product groupoid of n copies of G[l]. Then, [[G]] is isomorphic to nVl,1.
When l is even, H0(G)⊗Z2 ∼= Zl−1⊗Z2 is trivial, and so [[G]]ab is isomorphic to H1(G) ∼=
(Zl−1)n−1 via the index map. When l is in 4Z+1, by Lemma 5.19 (1), the homomorphism
j : H0(G) ⊗ Z2 → [[G]]ab is injective. Thus, G has the strong AH property. Moreover,
Lemma 5.19 (1) tells us that the extension is trivial. Hence we obtain [[G]]ab ∼= (Zl−1)n−1⊕
Z2. When n = 2 and l ∈ 4Z + 3, in the same way as Lemma 5.19 (3), one can show that
there exists a surjective homomorphism [[G]] → Z2l−2. Therefore, G has the strong AH
property, and the extension does not split. When n ≥ 3 and l ∈ 4Z + 3, by virtue of
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Lemma 5.22 below, we can conclude that the homomorphism j : H0(G) ⊗ Z2 → [[G]]ab
vanishes. In other words, G does not have the strong AH property and [[G]]ab ∼= (Zl−1)n−1.
These arguments are summarized as follows. This can be regarded as a special case of
Theorem 5.23.
Theorem 5.20. For n ≥ 1, k ≥ 2 and r ≥ 1, the following hold.
(1) When n = 1,
(1Vk,r)ab ∼=
{
Z2 k ∈ 2Z
0 k ∈ 2Z+ 1.
(2) When n = 2,
(2Vk,r)ab ∼=

Zk−1 k ∈ 2Z
Zk−1 ⊕ Z2 k ∈ 4Z+ 1
Z2k−2 k ∈ 4Z+ 3.
(3) When n ≥ 3,
(nVk,r)ab ∼=
{
(Zk−1)n−1 k ∈ 2Z or k ∈ 4Z+ 3
(Zk−1)n−1 ⊕ Z2 k ∈ 4Z+ 1.
We turn, now, to the consideration of the general case.
In order to state Lemma 5.21, we introduce some notations. Let G and H be minimal
purely infinite groupoids. For γ ∈ [[G]] and a clopen set F ⊂ H(0), we define γ ⊙ idF ∈
[[G ×H]] by
(γ ⊙ idF )(x, y) =
{
(γ(x), y) y ∈ F
(x, y) y /∈ F.
It is easy to see that I(γ ⊙ idF ) = I(γ) ⊗ [1F ], where H1(G) ⊗ H0(H) is regarded as a
subgroup of H1(G ×H).
Let g ∈ N. Let a ∈ H0(G) and b ∈ H0(H) be such that ga = 0 and gb = 0. Choose
nonempty clopen sets E ⊂ G(0) and F ⊂ H(0) so that E 6= G(0), F 6= H(0), [1E ] = a and
[1F ] = b. There exist compact open G-sets U0, U1, . . . , Ug such that s(Ui) = E for every
i = 0, 1, . . . , g and {r(Ui) | i = 0, 1, . . . , g} is a partition of E. In the same way, we can
find compact open H-sets V0, V1, . . . , Vg such that s(Vi) = F for every i = 0, 1, . . . , g and
{r(Vi) | i = 0, 1, . . . , g} is a partition of F . Then, we define a homeomorphism β ∈ [[G×H]]
associated with g, a, b by
β(x, y) =
{
θ(Ui × V −1i )(x, y) x ∈ E, y ∈ r(Vi)
(x, y) otherwise.
This may be thought of as a variant of the baker’s map s−11,2s1,1 ∈ 2Vl,1.
Lemma 5.21. In the setting above, one has the following.
(1) If two proper nonempty clopen sets F1, F2 ⊂ H(0) satisfy [1F1 ] = [1F2 ] in H0(H),
then γ ⊙ idF1 and γ ⊙ idF2 are conjugate in [[G ×H]].
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(2) If F ⊂ H(0) is a nonempty clopen set with [1F ] = 0 in H0(H), then γ ⊙ idF belongs
to the commutator subgroup D([[G ×H]]).
(3) β is uniquely determined by g, a and b up to conjugacy in [[G ×H]].
(4) The equivalence class of βg in [[G ×H]]ab is equal to the image of
g(g + 1)
2
a⊗ b⊗ 1¯ ∈ H0(G)⊗H0(H)⊗ Z2.
Proof. (1) By Theorem 4.2 (3), there exists α ∈ [[H]] such that α(F1) = F2. Then
(id×α)(γ ⊙ idF1)(id×α−1) equals γ ⊙ idF2 .
(2) Suppose F 6= H(0). We can find disjoint nonempty clopen sets F1, F2 such that
F1 ∪ F2 = F and [1F1 ] = [1F2 ] = 0. It follows from (1) that γ ⊙ idF and γ ⊙ idFi are
conjugate for each i = 1, 2. Since (γ⊙ idF1)(γ⊙ idF2) = γ⊙ idF , γ⊙ idF is in D([[G×H]]),
as desired. When F = H(0), we can apply the same argument for F1, F2 as above.
(3) This can be proved in the same way as (1).
(4) Define a transposition τ ∈ [[G ×H]] by
τ(x, y) =
{(
θ(Uj × Vi) ◦ θ(Ui × Vj)−1
)
(x, y) x ∈ r(Ui), y ∈ r(Vj), i 6= j
(x, y) otherwise.
It is not so hard to see that τβ is a product of g+1 elements with mutually disjoint support
and each of them is conjugate to β. This means τβ−g is in D([[G ×H]]). We have∑
i<j
[1r(Ui) × 1r(Vj )] =
g(g + 1)
2
a⊗ b
in H0(G ×H), which implies the conclusion.
Lemma 5.22. Let k be a natural number such that k ∈ 4Z+3 and let G = G[k]×G[k]×G[k].
The index map I : [[G]] → H1(G) induces an isomorphism [[G]]ab ∼= H1(G). In particular,
G does not have the strong AH property.
Proof. By Theorem 5.8,
H0(G)⊗ Z2 j−−−−→ [[G]]ab I−−−−→ H1(G) −−−−→ 0
is exact. Since k is odd, H0(G) ⊗ Z2 ∼= Zk−1 ⊗ Z2 = Z2. Let X[k] = {0, 1, . . . , k−1}N and
let (X[k], σ[k]) be the full shift over k symbols. As in Section 5.4, we define the clopen set
Ci ⊂ X[k] by
Ci = {(xn)n∈N ∈ X[k] | x1 = i}.
Define a compact open G[k]-set Ui ⊂ G[k] by
Ui = {(x, 1, y) ∈ G[k] | x ∈ Ci, σ[k](x) = y}.
Let t ∈ [[G]]ab be the image of the generator of H0(G) ⊗ Z2 ∼= Z2. We would like to show
t = 0. Define β12 ∈ [[G]] by
β12(x, y, z) = θ(Ui × U−1i ×X[k])(x, y, z) when y ∈ Ci
34
for (x, y, z) ∈ G(0) = X[k]×X[k]×X[k]. The homeomorphism β12 is the baker’s map acting
on the first and second coordinates of X[k] × X[k] × X[k]. By Lemma 5.21 (4), one sees
(k−1)[β12] = t in [[G]]ab. We can define β23 ∈ [[G]] in the same way by
β23(x, y, z) = θ(X[k] × Ui × U−1i )(x, y, z) when z ∈ Ci.
Again one has (k−1)[β23] = t. It is easy to see that β12β23 is equal to the baker’s map acting
on the first and third coordinates of X[k]×X[k]×X[k]. Therefore, we get (k−1)[β12β23] = t.
Consequently, we obtain 2t = t, thus t = 0.
Let G = GA1 ×GA2 × · · · × GAn be a product groupoid of SFT groupoids. We compute
the abelianization [[G]]ab. By Corollary 2.5, H1(G) is isomorphic to⊕
q1+q2+···+qn=1
Hq1(GA1)⊗Hq2(GA2)⊗ · · · ⊗Hqn(GAn)
⊕
n−1⊕
p=1
H0(GA1)⊗ · · · ⊗H0(GAp−1)⊗ Tor(H0(GAp),H0(GAp+1 × · · · × GAn)).
We write
Tp = H0(GA1)⊗ · · · ⊗H0(GAp−1)⊗ Tor(H0(GAp),H0(GAp+1 × · · · × GAn)).
For each d = 1, 2, . . . , n, we assume
H0(GAd) ∼=
h(d)⊕
i=1
Zm(d,i)
for h(d) ∈ N ∪ {0} and m(d, i) ∈ {0, 2, 3, . . . }, where Z0 is understood as Z. Set
J = {(i1, i2, . . . , in) ∈ Nn | 1 ≤ id ≤ h(d)}.
The set J is empty if and only if there exists d such that H0(GAd) = 0. In such a
case one has H0(G) = H1(G) = 0 and [[G]] = D([[G]]). For (i1, i2, . . . , in) ∈ J and
p ∈ {1, 2, . . . , n−1}, we write
S(i1, i2, . . . , in) = Zm(1,i1) ⊗ Zm(2,i2) ⊗ · · · ⊗ Zm(n,in) ⊂ H0(G)
and
Tp(i1, i2, . . . , in)
= Zm(1,i1) ⊗ · · · ⊗ Zm(p−1,ip−1) ⊗ Tor(Zm(p,ip),Zm(p+1,ip+1) ⊗ · · · ⊗ Zm(n,in))
⊂ Tp.
Then one has
H0(G) =
⊕
(i1,i2,...,in)∈J
S(i1, i2, . . . , in)
and
Tp =
⊕
(i1,i2,...,in)∈J
Tp(i1, i2, . . . , in).
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Let J0 ⊂ J be the subset consisting of (i1, i2, . . . , in) such that m(d, id) ∈ 2Z for all d and
#{d | m(d, id) ∈ 4Z+2} is less than three. Let S0 ⊂ H0(G) be the subgroup
S0 =
⊕
(i1,i2,...,in)∈J0
S(i1, i2, . . . , in).
We have
Ext
n−1⊕
p=1
Tp, S0 ⊗ Z2

=
n−1⊕
p=1
⊕
(i1,i2,...,in)∈J
⊕
(i′1,i
′
2,...,i
′
n)∈J0
Ext
(
Tp(i1, i2, . . . , in), S(i
′
1, i
′
2, . . . , i
′
n)⊗ Z2
)
and each summand Ext(Tp(i1, . . . , in), S(i
′
1, . . . , i
′
n)⊗ Z2) is either 0 or Z2. We let
e(A1, A2, . . . , An) ∈ Ext
n−1⊕
p=1
Tp, S0 ⊗ Z2

be the element whose Ext(Tp(i1, . . . , in), S(i
′
1, . . . , i
′
n)⊗ Z2) summand is nontrivial if and
only if
• id=i′d for all d,
• m(d, id) ∈ 4Z for all d ≤ p−1,
• m(p, ip) ∈ 4Z+ 2,
• #{d | d > p, m(d, id) ∈ 4Z+2} = 1.
Making use of this notation, we can describe [[G]]ab in the following way.
Theorem 5.23. Let G = GA1 × GA2 × · · · × GAn be a product groupoid of SFT groupoids.
Let the notation be as above. Then
0 −−−−→ S0 ⊗ Z2 j−−−−→ [[G]]ab I−−−−→ H1(G) −−−−→ 0
is exact. The quotient map [[G]]ab → H1(G) has a right inverse on the subgroup⊕
q1+q2+···+qn=1
Hq1(GA1)⊗Hq2(GA2)⊗ · · · ⊗Hqn(GAn) ⊂ H1(G).
The extension of the remaining part
n−1⊕
p=1
H0(GA1)⊗ · · · ⊗H0(GAp−1)⊗ Tor(H0(GAp),H0(GAp+1 × · · · × GAn))
is given by the element e(A1, A2, . . . , An) described above.
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Proof. Assume
H0(GAd) ∼=
h(d)⊕
i=1
Zm(d,i)
as above. Let ad,i ∈ Zm(d,i) ⊂ H0(GAd) be a generator. Let Yd,i ⊂ XAd be a proper
nonempty clopen subset such that [1Yd,i ] = ad,i.
First, we determine the kernel of the homomorphism j : H0(G) ⊗ Z2 → [[G]]ab. Let
(i1, i2, . . . , in) ∈ J \ J0. We would like to show that S(i1, . . . , in) ⊗ Z2 is contained in the
kernel. If m(d, id) is odd for some d, then S(i1, . . . , in)⊗Z2 = 0. Suppose that m(d, id) is
even for all d and that #{d | m(d, id) ∈ 4Z+2} is not less than three. To simplify notation,
we assume m(d, id) ∈ 4Z+2 for d = 1, 2, 3. Let ϕd be a homomorphism ϕd : Z2 → H0(GAd)
such that
ϕd(1¯) =
m(d, id)
2
ad,i ∈ Zm(d,id)
for d = 1, 2, 3. Set
H = G[3] × G[3] × G[3] × (GA4 |Y4,i4)× · · · × (GAn |Yn,in)
and
Y = Y1,i1 × Y2,i2 × · · · × Yn,in ⊂ G(0).
Applying Theorem 5.15 to H and G|Y , we get a unital homomorphism pi : C∗r (H) →
C∗r (G|Y ). Let τ ∈ [[G[3] × G[3] × G[3]]] be a transposition corresponding to the nontriv-
ial element of Z2. By Lemma 5.22, τ is in the commutator subgroup. Consider the
transposition τ × id ∈ Homeo(H(0)), which is in D([[H]]). The homomorphism pi induces
an embedding [[H]] → [[G|Y ]], which maps τ × id to a transposition corresponding to
a1,i1 ⊗ · · · ⊗ an,in ⊗ 1¯ ∈ H0(G) ⊗ Z2. Therefore the image of a1,i1 ⊗ · · · ⊗ an,in ⊗ 1¯ by j is
zero in [[G]]ab.
Assume (i1, i2, . . . , in) ∈ J0. For each d ∈ {1, 2, . . . , n}, we define a homomorphism ϕd
fromH0(GAd) to a finite cyclic group. Whenm(d, id) is in 4Z, we define ϕd : H0(GAd)→ Z4
by
ϕd(ad,i) =
{
1¯ i = id
0¯ i 6= id.
When m(d, id) is in 4Z+2, we define ϕd : H0(GAd)→ Z2 by the same formula. Set
H = G[k1] × G[k2] × · · · × G[kn],
where
kd =
{
3 m(d, id) ∈ 4Z+2
5 m(d, id) ∈ 4Z.
Applying Theorem 5.15 to G|Y and H, we get a unital homomorphism pi : C∗r (G|Y ) →
C∗r (H). Let τ ∈ [[H]] be a transposition corresponding to the nontrivial element ofH0(H)⊗
Z2 ∼= Z2. Since #{d | m(d, id) ∈ 4Z+2} is less than three, by Lemma 5.19, there exists
a homomorphism ρ from [[H]]ab to a finite cyclic group such that ρ([τ ]) is nonzero. The
homomorphism pi induces an embedding [[G|Y ]] → [[H]], and hence a homomorphism
pi∗ : [[G|Y ]]ab → [[H]]ab. The composition ρ ◦ pi∗ satisfies
ρ(pi∗(j(a1,l1 ⊗ · · · ⊗ an,ln ⊗ 1¯))) 6= 0¯ ⇐⇒ (l1, l2, . . . , ln) = (i1, i2, . . . , in).
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Hence we can conclude
Ker j =
⊕
(i1,i2,...,in)/∈J0
S(i1, i2, . . . , in)⊗ Z2,
which implies that
0 −−−−→ S0 ⊗ Z2 j−−−−→ [[G]]ab I−−−−→ H0(G) −−−−→ 0
is exact.
Next, let us determine the equivalence class of the extension above. Let q1+ q2+ · · ·+
qn = 1 and consider the subgroup
Hq1(GA1)⊗Hq2(GA2)⊗ · · · ⊗Hqn(GAn) ⊂ H1(G).
We would like to show that the quotient map [[G]]ab → H1(G) has a right inverse on this
subgroup. To simplify the notation, we may assume q1 = 1 and q2 = q3 = · · · = qn = 0.
The group
H1(GA1)⊗H0(GA2)⊗H0(GA3)⊗ · · · ⊗H0(GAn)
is isomorphic to the direct sum of S(i1, i2, . . . , in) for (i1, i2, . . . , in) such that m(1, i1) = 0.
If m(d, id) = 0 for all d, then S(i1, i2, . . . , in) is Z, and so the exact sequence clearly splits
on it. Suppose that m(d, id) > 0 for some d ≥ 2. Let g be the greatest common divisor
of {m(d, id) | d ≥ 2}. Then S(i1, i2, . . . , in) is isomorphic to Zg. Let γ ∈ [[GA1 ]] be an
element whose index is equal to a1,i1 ∈ Zm(1,i1) ⊂ H1(GA1). Set
Y = Y2,i2 × Y3,i3 × · · · × Yn,in .
It follows that γ⊙ idY ∈ [[G]] (or its equivalence class in the abelianization) is a lift of the
generator of S(i1, i2, . . . , in). By Lemma 5.21 (1) and (2), γ ⊙ idY ∈ [[G]] is of order g in
[[G]]ab. Therefore, the exact sequence splits on S(i1, i2, . . . , in).
Lastly, let us consider the subgroup Tp ⊂ H1(G) for p = 1, 2, . . . , n−1. Take (i1, i2, . . . , in) ∈
J . When m(p, ip) = 0 or m(d, id) = 0 for all d > p, then Tp(i1, i2, . . . , in) is zero. So, we
may assume that m(p, ip) > 0 and m(d, id) > 0 for some d > p. Let g0 be the greatest
common divisor of {m(d, id) | d > p}, so that Zm(p+1,ip+1) ⊗ · · · ⊗ Zm(n,in) ∼= Zg0 . Let
g = gcd(m(p, ip), g0) and let
a =
m(p, ip)
g
ap,ip , b =
g0
g
(ap+1,ip+1 ⊗ ap+2,ip+2 ⊗ · · · ⊗ an,in).
One has ga = 0 and gb = 0. Let β ∈ [[GAp ×GAp+1 × · · · × GAn ]] be the element associated
with g, a and b (see the construction stated before Lemma 5.21). Set
Y = Y1,i1 × Y2,i2 × · · · × Yp−1,ip−1 .
We can verify that idY ⊙β ∈ [[G]] is a lift of the generator of Tp(i1, i2, . . . , in). Let g1
be the greatest common divisor of {m(d, id) | d < p} and let g2 = gcd(g1, g). Then
Tp(i1, i2, . . . , in) is isomorphic to Zg2 . There exist u, v ∈ Z such that g2 = ug1+ vg. When
g1 > 0, g1[1Y ] is zero in H0(GA1 × · · · × GAp−1). It follows from Lemma 5.21 (1) and (2)
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that g1[idY ⊙β] is zero in [[G]]ab. When g1 is zero, g1[idY ⊙β] is clearly zero. Hence, we
have
g2[idY ⊙β] = ug1[idY ⊙β] + vg[idY ⊙β] = vg[idY ⊙β]
in [[G]]ab. This value is zero if and only if the extension splits on Tp(i1, i2, . . . , in). By
Lemma 5.21 (4), we get
g[idY ⊙β] = g(g + 1)
2
j([1Y ]⊗ a⊗ b⊗ 1¯)
=
g(g + 1)
2
m(p, ip)
g
g0
g
j(a1,i1 ⊗ a2,i2 ⊗ · · · ⊗ an,in ⊗ 1¯).
We have already shown that j(a1,i1⊗a2,i2⊗· · ·⊗an,in⊗1¯) 6= 0 if and only if (i1, i2, . . . , in) ∈
J0, i.e.
• m(d, id) ∈ 2Z for all d,
• #{d | m(d, id) ∈ 4Z+2} is less than three.
Assume (i1, i2, . . . , in) ∈ J0. If m(p, ip) ∈ 4Z and g0 ∈ 4Z, then g is also in 4Z. It follows
that g(g+1)/2 is even, which implies g[idY ⊙β] = 0. Ifm(p, ip) ∈ 4Z and g0 ∈ 4Z+2, then
g is in 4Z+2. It follows that m(p, ip)/g is even, which again implies g[idY ⊙β] = 0. In the
same way, if m(p, ip) ∈ 4Z+2 and g0 ∈ 4Z, then g[idY ⊙β] = 0. Assume m(p, ip) ∈ 4Z+2
and g0 ∈ 4Z + 2. Then, #{d | d > p, m(d, id) ∈ 4Z+2} = 1 and m(d, id) ∈ 4Z for every
d < p. Also, g is in 4Z+ 2, which implies
g[idY ⊙β] = g(g + 1)
2
m(p, ip)
g
g0
g
j(a1,i1 ⊗ a2,i2 ⊗ · · · ⊗ an,in ⊗ 1¯)
= j(a1,i1 ⊗ a2,i2 ⊗ · · · ⊗ an,in ⊗ 1¯).
Moreover, one has g1 ∈ 4Z and g2 ∈ 4Z+ 2. Therefore v is odd. Consequently, we obtain
g2[idY ⊙β] = vg[idY ⊙β] = vj(a1,i1 ⊗ · · · ⊗ an,in ⊗ 1¯)
= j(a1,i1 ⊗ · · · ⊗ an,in ⊗ 1¯) 6= 0,
which completes the proof.
Corollary 5.24. Let G = GA1 ×GA2 × · · · × GAn be a product groupoid of SFT groupoids.
(1) If n = 1 or n = 2, then G has the strong AH property.
(2) When n ≥ 3, G has the strong AH property if and only if the number of d ∈
{1, 2, . . . , n} such that H0(GAd) contains Z2 as a direct summand is less than three.
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