Active noise control (ANC) in a three-dimensional sound field (e.g., in an office) is investigated in this paper. Since the size of the controlled area generally depends on the wavelength of the target noise, it is difficult to control the noise in a whole room using ANC. Instead, noise control in the vicinity of a subject's head (referred to as around-head control) is investigated in this paper. To realize around-head control, an evaluation point that mimics head movement is required. However, movement of the evaluation point during controlling has not been considered in conventional ANC. A new algorithm is proposed in this paper to address this issue. The algorithm calculates filters as a function of position by using a time-delay filter and a distance-attenuation coefficient, which are calculated from the position of the evaluation point. Computer simulations of acoustic characteristics in an anechoic chamber and an ordinary office are conducted. The results of these simulations demonstrate the effectiveness of the proposed algorithm.
Introduction
Noise reduction is studied because noise represents a form of pollution (1) . Passive noise control (PNC; using a silencer and/or noise-absorbing materials) and active noise control (ANC) are both used to reduce noise levels. In ANC, noise is cancelled by generating a control sound that interferes with the noise. In general, PNC is effective against mid-and high-frequency noises and it can be used for large areas. By contrast, ANC is effective against low-frequency noises and it enables noise control over small areas. In this paper, ANC in the vicinity of a subject's head (referred to as around-head control) is investigated because it is difficult to control noise in large areas using simple devices. The filtered-x least-mean square (LMS) algorithm is generally used in ANC. This algorithm is very simple and is highly stable. However, it requires the prior identification of the secondary path characteristics (i.e., the acoustic characteristics from a secondary sound source to an evaluation point). Moreover, control becomes impossible if the error between the actual secondary path characteristics and the identified characteristics becomes large. For this reason, the filtered-x LMS algorithm cannot be applied if the evaluation point moves.
The direct adaptive algorithm (DAA) proposed by Sano et al. can be used to control noise if the evaluation point moves because it simultaneously performs noise control and identification of the secondary path characteristics. However, the adaptive speed of DAA is too slow for practical applications because DAA incorporates the LMS algorithm.
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Vol. 2, No.6, 2008 To overcome the problems associated with movement of the evaluation point, Iida et al. proposed a time-delay separation method, which involves updating the adaptive filter with the time-delay characteristic and the main characteristic separately. Matsuhisa et al. proposed a method using transfer function interpolation, in which the secondary path characteristic at the evaluation point is calculated from the previously measured secondary path characteristic. Both these methods are effective for a moving evaluation point. However, they both treat a one-dimensional acoustic field and require prior measurements to be performed.
In this paper, ANC with a moving evaluation point for a three-dimensional acoustic field is investigated by applying the DAA and the time-delay separation method. By combining these two methods, the method proposed in this paper prevents the control effect from deteriorating. Prior measurement is unnecessary in this method because it is based on the DAA. A device for detecting the position of the evaluation point (e.g., a CCD camera) is necessary and the position of the evaluation point is used to update the adaptive filters.
Nomenclature a d
Distance 
Direct Adaptive Algorithm
When using the conventional filtered-x LMS algorithm, it is necessary to identify the secondary path characteristic. If the identifying error is large, the controller will not function properly. The DAA has proposed to prevent this problem. This algorithm simultaneously updates three filters C, D and K using the LMS algorithm, as shown in Fig.1 . Since filter K is identified as the secondary path characteristic G during ANC, prior estimation of G is unnecessary. The DAA can continue to control the noise when G changes because filter K is updated adaptively. However, even when using the DAA, the identification accuracy becomes
Journal of System Design and Dynamics
Vol. 2, No.6, 2008 worse if the evaluation point moves. To consider this problem, acoustic characteristics are measured in an anechoic chamber and an ordinary room. Optimal filters at every measurement point are then identified using numerical simulations. An appropriate filter-updating method is considered based on the features of optimal filters.
Measurement in an anechoic chamber
The measurement equipment is arranged as shown in Fig. 2 . The coordinate system used is also shown in this figure. The measurements of the primary path characteristic (acoustic characteristic from the noise source to the evaluation point) and secondary path characteristic are carried out every 0.02 m in a 0.4 m×0.4 m area. The measurement conditions in the anechoic chamber are shown in Table 1 . After the measurement, numerical ANC simulations using the measurement results are carried out to calculate the optimal filter at each measurement point. The simulation parameters are shown in Table 2 . In Table 2 , "DAA-SAM" refers to DAA-applied step-size auto-adjustment method (SAM). The method used for updating the formula of this algorithm is given in the following section.
The primary path characteristics W, secondary path characteristics G, optimal filters C opt , D opt and K opt are shown in Figs. 3-7. Although W and G are identified as FIR filters with lengths of 512 and C opt , D opt and K opt have lengths of 256, these figures give filter coefficients of these characteristics for sampling numbers up to 100. From these results, we can see that mainly the time delay and amplitude of the optimal filters change with the measurement point. This is because the time delay and attenuation of filters W and G depend on the positions of the evaluation point and the noise source and the secondary sound source. The time delay and attenuation are the time delay and distance attenuation of the noise and the control sound that can be calculated from the positions of the noise source, the secondary sound source and the evaluation point.
Measurement in an ordinary room
Measurements in an ordinary room are carried out to confirm that the same features of Tables 1 and 2 are the same as those used for the anechoic chamber. 
Journal of System Design and Dynamics
Figures 10-14 show the primary path characteristic, the secondary path characteristic and the optimal filters in the room. Figures 10 and 11 reveal that the ordinary room has long reverberation, in contrast with the anechoic chamber. However, the optimal filters for the ordinary room (see Figs. 12, 13 and 14) are similar to those for the anechoic chamber (see Figs. 5, 6 and 7) in that the main changes are seen in their time delay and attenuation.
The results in this section show that it is necessary to update the time delay and attenuation of adaptive filters when the evaluation point moves. An updating algorithm is proposed in the following section.
Geometrical Adjustment Method
Adaptive filters in DAA are updated by an LMS algorithm. Since this algorithm treats acoustic characteristics as time invariant, a sufficiently fast convergence speed cannot be obtained when the evaluation point moves, because the acoustic characteristics are time variant in this case. The filter updating formulae using the acoustic characteristics given in §3 are as 
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where C s , D s and K s are the convergence filters at the movement starting point, a dC , a dD and a dK are the distance-attenuation coefficients, h C , h D and h K are the time-delay filters, γ is a step size parameter calculated by SAM, e 1 
where μ is a weighting coefficient (an arbitrary constant).
In the following subsection, methods for calculating the distance-attenuation coefficient a d and time-delay filter h are described. The position of the secondary sound source (x 2 , y 2 ) and the position of the evaluation point (x, y) are given.
Calculating distance-attenuation coefficient
In this subsection, the distance-attenuation coefficient a d in Eq. (1) is derived. In the calculations, for simplicity, the noise is assumed to be a planar wave propagating in the xdirection since the noise source is far from the evaluation point, while the control sound is assumed to be a spherical wave because the secondary sound source is near the evaluation point.
The distance from the secondary sound source to the starting point of movement l s and the distance from the secondary sound source to the evaluation point l are given by
From the block diagram of DAA (see Fig.1 ), the optimal filter coefficients C opt , D opt and K opt are represented as
The distance attenuation coefficients for adaptive filters C, D and K are calculated respectively by Eqs. 3-5 as follows,
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Calculating time-delay filter
In this subsection, the time-delay filter h is derived. This filter produces an adaptive filter delay.
The time delay of the optimal filters is represented as follows:
where t 1 is the time delay of W, t 2 is that of G and t re f is that of W re f . The difference in the time delay in Eq. (7) at the starting point of movement and at the evaluation point are calculated from the following formulae by using the sound velocity V,
From Eq. (8), the positions of the reference microphone and the noise source are not required to calculate the difference of the time delay because the noise is assumed to be a planar wave. Time delay filters are calculated from Eq. (8) as follows,
Simulation with moving evaluation point
The effectiveness of the geometrical adjustment method (GAM) for a moving evaluation point is demonstrated by a numerical simulation. Although this method is valid just after movement begins, the noise control deteriorates when the evaluation point moves. To overcome this problem, control using a filter map is proposed in this section.
Control with geometrical adjustment method
An ANC simulation with a moving evaluation point is carried out to determine the effectiveness of the GAM. The conditions of this simulation are shown in Table 3 . To mimic Table 3 
where e is the error signal and y is the desired signal. Figure 16 shows the simulation results. The control effect by DAA-SAM is also shown in this figure for comparison. From Fig. 16 , the GAM prevents the control effect from deteriorating immediately after movement begins. However, the control effect by GAM becomes worse with movement of the evaluation point because the error of the adaptive filter becomes large when only the time delay and distance-attenuation coefficient are updated. However, acceptable control is achieved using the GAM for a shorter time than by the DAA-SAM once the movement stops. The results of this simulation demonstrate that the GAM is effective if the evaluation point moves. However, sufficient control cannot be obtained even using the GAM during movement. More accurate updating of the gain characteristics of adaptive filters is necessary to obtain more effective control. To overcome this problem, control with a filter map is proposed in the following subsection.
Control with Filter Map
The simulation in §5.1 shows that it is difficult to obtain sufficient control by using only the GAM. To overcome this problem, control with a filter map is proposed in this subsection and its effectiveness is demonstrated.
In this method, the controlled space is subdivided into small grids. A filter map is produced by storing and updating filters in each grid using the GAM. The filters at grid point (m, n) are updated by
The adaptive filter at the evaluation point is calculated by linearly interpolating the filter map when the point moves.
The effectiveness of control with a filter map is confirmed by a simulation. The parameters used in the simulation are the same as those in Table 3 , except for the filter updating method. The size of each grid is set to 0.02 m. Figure 16 shows the results. Almost the same degree of control is obtained initially. More effective control will be obtained if the filter map is updated appropriately. 
Applying ANC with a moving evaluation point in an ordinary room
The effectiveness of both the GAM and control using a filter map in an ordinary room is confirmed by simulations. The simulation parameters are the same as those given in Table 3 , except for the acoustic characteristics. Figure 17 shows the simulations results.
Although the control effectiveness is not so high, the GAM and control with filter map prevent the effectiveness deteriorating just after the movement of the evaluation point. However, the effectiveness of control becomes worse irrespective of which method is used. This is because the variations in the acoustic characteristics in an ordinary room are more complex than those in an anechoic chamber. Even so, ANC with a filter map has the potential to achieve sufficient control if the filter map is updated appropriately as the evaluation point moves.
For using the GAM or a filter map, a device to determine the position of the evaluation point and a lot of memory (filter length × number of filters × number of nodes) are required to generate the map. Moreover, the filter map must be updated within the sampling period. In the future, we intend to develop solutions to these problems.
Conclusion
In this paper, various methods were considered to prevent the effectiveness of control of ANC by DAA from deteriorating when the evaluation point moves.
( 1 ) The acoustic characteristics in both an anechoic chamber and an ordinary room were measured. Optimal filters at each measuring point were then calculated. The measurement results demonstrate that time delay and attenuation of both the noise and the control sound should be considered when updating the filters.
( 2 ) The GAM was proposed. In this method, time delay and distance attenuation of both the noise and the control sound are considered when updating the filters. The effectiveness of this method was demonstrated by numerical ANC simulations using the measured acoustic characteristics. This method prevents the effectiveness of the control from deteriorating just after the evaluation point moves, although it is reduced the more the point moves.
( 3 ) Control with a filter map was proposed to overcome this problem. The filter map is produced by storing and updating filters by the GAM. Similar results as those obtained using the GAM are obtained using this method for simulations using acoustic characteristics in an anechoic chamber or an ordinary room. In the future, a method for updating the filter map will be considered.
