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ABSTRACT
This thesis investigates the utilization of mathematically exact solutions of common
structural models for structural analysis and control design. The solutions developed in this
research are mathematically exact at all frequencies, unlike modal solutions derived from finite
element models. As a result, control designs based on these exact solutions are presumed to be
less susceptible to spillover and instability.
Two methods of manipulating the exact solutions of the governing partial differential
equations are presented. In the first (called Transform Element Modelling, or TEM), the Laplace
transform is utilized to transform the equation describing the dynamics behavior of the structural
element into the frequency-domain. This leads to mathematically exact dynamic stiffness matrices,
which can be assembled to form an exact global structural model. This approach is applied to
general one-dimensional and axisymmetric two-dimensional structural elements. The TEM
methodology is shown to be, in some cases, superior to traditional finite element techniques in
terms of both numerical accuracy and computation speed. Based on this approach, an open-loop
optimal control algorithm for small angle slews of flexible structures is developed. The numerical
solution of the optimal control problem is obtained by expressing the control inputs in terms of a
finite set of basis functions. The algorithm is applied to two structural models and succeeds in
minimizing the post-maneuver residual kinetic energy. The issue of closed-loop control using the
TEM methodology is also addressed.
The second technique presented (called the direct approach) deals with the original partialdifferential equations describing the dynamics of the structural elements, expressed in the time-domain. An extended state-space representation is used to develop a distributed full state feedback
control solution for simple one-dimensional systems, and numerical algorithms are formulated todetermine the distributed feedback gains. The control solution is applied to a Bernoulli-Euler
beam, and the feedback gains are determined for various control and deformation penalties. The
results are validated with both discrete structural models and analytical results for a beam of infinitelength. A novel algorithm for simulating the closed-loop response of the controlled beam ispresented. The distributed control theory is also applied to a plate of infinite extent.
A hybrid control design, which takes advantage of the favorable properties of both
modelling methods, is proposed. In this design, the distributed controller exerts low-authority
control to achieve active damping augmentation. The TEM-based controller exerts high-authority
control, and is designed to meet the performance specifications for the structural system.
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1 INTRODUCTION
This thesis examines the use of exact solutions of structural dynamics models for structural
analysis and control design. The structural systems are modelled with sets of partial differential
equations (PDE's), and their solutions are expressed in either the frequency or time domain,
depending on the representation used. Each representation has motivated a structural control
methodology in a natural way. The Transform Element Method (TEM) uses the Laplace transform
to obtain exact, frequency-domain structural element models. An assembly procedure is then used
to create a mathematically exact global model. Several open-loop control algorithms have been
developed based on the TEM models generated. Alternatively, the direct PDE approach deals
specifically with the underlying time-domain partial differential equations describing the structural
behavior. For this approach, an extended state-space representation describes the dynamics. This
methodology leads to a distributed control theory, which is analogous to traditional state-space
control. These two representations are alternatives to conventional structural models used for
control design. They are intended to alleviate the problems associated with control-structure
interaction, which is described in the next section.
1.1 The Control-Structure Interaction (CSI) Problem
The requirements for many military and civilian structures applications both in space and on
earth call for the use of large, high performance, lightweight structures. In most cases, the
structural weight must be kept as small as possible to avoid excessive transport costs. However,
the flexibility associated with large, lightweight structures increases the likelihood of troublesome
structural behavior. The vibrational modes generally begin at low frequency, and are excited by
exogenous disturbances. Potential sources of these disturbances include rotating machinery for
terrestrial applications and attitude control, antenna retargeting and payload shifting for space
applications. Often, the structure, disturbance and control bandwidths are close or overlapping,
causing undesirable vibration to propagate through the structure. In systems with stringent
pointing requirements (such as space-based telescopes, interferometers, lasers, etc.), this can
severely degrade performance. Similarly, for systems requiring pilot isolation or flutter control,
performance degradation occurs if unwanted vibration is present. When these problems arise,
some sort of vibration suppression, either active or passive, is required.
Passive damping techniques alone are usually insufficient to meet performance
requirements. In order to achieve significant modal damping (on the order of 50%, say), an
unacceptably large mass of damping material must be added to the structure. As a general rule,
passive damping can only provide about 5% to 10% damping for a 5% increase in structural mass.
(See, for example, Reference 1.) Consequently, these techniques provide low levels of vibration
suppression and are well suited for addressing steady-state disturbances arising from on-board or
environmental sources. Active control techniques are required for suppressing transient behavior
and large, disturbance-induced structural responses.
Large, lightweight structures have three basic characteristics which make active control -
design difficult. First, the structures are difficult to model precisely. The structural dynamics
solutions obtained from finite element techniques only approximately reproduce the high frequency
behavior contained in the models. Typically, only the first few modes are known to any degree of
accuracy. As a result, the active control design must be extremely robust. Unfortunately,
robustness often leads to very conservative designs which sacrifice performance for stability.
Second, these structures are modally dense and lightly damped. This makes the closed-loop
system extremely sensitive to parameter variations, and often leads to instability. Third, the
underlying dynamics are of infinite order. As a result, traditional full-order linear quadratic
regulator (LQR) and linear quadratic gaussian (LQG) control designs are not directly applicable to
these types of systems.
These structural characteristics lead to a phenomenon described by Balas [2] as "spillover,"
and can be explained as follows. In a typical control design procedure, the approximate finite
element model is first truncated to include only those modes which are known to a good degree of
accuracy. This becomes the evaluation model, against which various control designs are judged.
Typically, the evaluation model is of too high an order to achieve an equivalent order controller.
As a result, a reduced order controller is designed, either directly from the evaluation model [3], or
based on a further truncation of the evaluation model [4] [5]. In either case, the action of the
controller excites all the modes of the evaluation model to some degree. This is referred to as
control spillover. Likewise, the sensors associated with the controller also respond to the modes
truncated from the evaluation model, leading to observation spillover. Additional control and
observation spillover occurs when the reduced order controller is applied to the actual infinite order
structure.
1.2 The Current Control Design Approach
Currently, the methodology generally employed in most structural control problems is the
High-Authority Controller/Low-Authority Controller (HAC/LAC) approach [6]. This is a
hierarchical control architecture that addresses many of the issues presented in the previous section.
The design procedure usually involves three distinct procedures. In addition to developing the
HAC and LAC active control systems, passive damping augmentation is usually designed. In
many cases, prefiltering of command inputs is also required to minimize excitation of structural
modes. The modal-based command shaping method developed by Singer [7] is an example of the
prefiltering concept.
A passive damping treatment is almost always required in the active control design of
infinite order, lightly damped systems. The closed-loop system is guaranteed to be unstable for
undamped infinite order systems and any physically realizable controller (i.e., any controller with
some amount of phase lag). This phenomenon is explained in Fig. 1-1. The figure on the left
shows, qualitatively, the effect of ideal positional feedback on an undamped system. We see that
the natural frequencies of the system can be altered, but the modes remain undamped. Any
nonideality (phase lag) in the controller will cause some of the poles to move into the right half-
plane. The lower modes can be damped by applying rate feedback to the structure, as shown in the
figure on the right. However, any implementable controller will, above some frequency,
s-plane
Fig. 1-1: Collocated feedback for an undamped system: (a) Position feedback
alters the modal frequencies, but the system remains marginally stable. (b) Rate
feedback, with controller dynamics modelled by a double pole on the real axis.
Instability first occurs in the locus with approximate radius corresponding to the
radius of the poles of the controller.
s-plane
Fig. 1-2: Collocated feedback for a damped system. The passive damping, in
this case, is sufficient to prevent instability, and the damping in the lower modes
can be increased significantly. In an actual LAC design, many actuators and
sensors are used, which enables greater damping of higher modes.
k o)
t
s-plane
contribute sufficient phase lag to the system to cause instability. Furthermore, even slightly
damped systems can be made unstable by increasing the gain of the controller sufficiently. As a
result, passive damping is usually required for all high performance structures. For some
applications, adequate passive damping may be inherently present in the structure, due to material
friction, viscoelasticity, and/or joint hysteresis. High performance applications will likely require
careful tailoring of the passive design in order to meet performance goals. By shifting the open-
loop poles of the system into the left half-plane, passive damping has the added benefit of
desensitizing the controller to modelling errors, thereby increasing robustness. Though attractive
for practical and theoretical reasons, mass penalties place an upper limit to the amount of passive
damping that can be implemented.
The LAC (also called active damping augmentation) is usually an ad hoc design, as the
primary objective is to achieve robust control with a large number of simple controllers [8].
Typically, collocated rate feedback is employed. The effect of this form of feedback on the modes
of the structural system is shown in Fig. 1-2. In this figure, we see that the damping of the higher
modes is sufficient to prevent instability. The main objective of active damping augmentation is, as
the name implies, to increase modal damping significantly, so that the HAC does not destabilize the
system in the presence of modelling errors.
The primary design objectives are accomplished via the HAC. It is usually a dynamic
compensator of high order, and utilizes information from sensors located throughout the structure.
Multiple actuation is also commonplace. These actuators and sensors need not be distinct from
those used in active damping augmentation. As the name implies, the HAC exerts high gain
control on the structure, moving the closed-loop pole locations considerably.
Many factors determine the performance of the closed-loop system, but the accuracy of the
underlying structural model is clearly critical. Typically, uncertainties in the dynamics of the
structure lead to conservative control designs which have relatively low bandwidths. This ensures
closed-loop stability in the presence of modelling errors, at the expense of reduced performance.
For example, MacMartin [9] describes a method for minimizing the power imparted to the structure
at an interface using H*o techniques. However, only the near field effects are considered.
Reflections of the disturbances at other boundaries of the structure are not modelled. This
represents a worst case design, with the assumption that nothing is known about the structure
except in the immediate vicinity of the controller. Miller [10] uses a wave propagation approach to
design controllers that absorb power at structural interfaces. Again, the lack of a far field model
results in a conservative design. Clearly, then, a more accurate structural modelling approach
would be beneficial. In particular, it is desirable to develop a representation that avoids the modal
truncation and spatial discretization associated with finite element modelling while retaining the
ability to model the dynamics at structural element interfaces. This is the basis for Partial
Differential Equation (PDE) modelling approaches. The equations describing the structure are
solved exactly, and remain mathematically exact at all frequencies. The issue of modelling error is
then confined to knowledge of the physical parameters for the system and the actual choice of the
mathematical equations describing the dynamics of the structural elements.
1.3 Summary of Related Research
Figure 1-3 displays some typical solution approaches to structural dynamics models and
their relations to each other. Associated with each is a representative list of authors who have
utilized these models in control design strategies. The most widely used modelling methodology is
the finite element modelling (FEM) approach, which can be used to obtain either a modal model of
the structure or a direct state-space model. A great deal of literature exists in the field of state-space
control. For example, Stein and Athans [11] develop a formal algorithm for multivariable feedback
control which essentially allows the designer to shape the singular values of the open-loop system,
thereby ensuring certain robustness and performance characteristics. Likewise, Doyle [12]
develops iterative design algorithms for Ho controllers expressed in state-space form. Most of the
literature on modal control has been generated by Meirovich. In Reference 13, for example, the
sensitivity of modal-based controllers to the number of retained modes is studied. The method of
asymptotic expansions has also found use as an approximate dynamics analysis tool [14] [15].
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This method has been used, for example, to determine the stability of a deformable mirror structure
[16] [17].
Control designs based on exact structural models have a more limited range of applicability
than state-space designs, due primarily to the complexity of the mathematical description of the
dynamics. Using the exact time-domain description of the system dynamics, two classes of
control design have been developed. In the first, a Green's function approach is used to determine
the system response to control and disturbance excitation. The works of Brogan [18] [19] [20]
proceed along these lines. In the second, a differential description of the problem is used, resulting
in partial differential equations of motion. The works of Butkovskii [21], Lions [22] and Gibson
[23], among others, describe the design of distributed controllers for such systems. Using
frequency-domain analysis techniques, two types of representation have also found use in
structural control. The travelling wave approach has been used to develop wave-absorbing
controllers for simple structures. The works of Mace [24] [25], von Flotow [26], Miller [27] [28],
MacMartin [29], and Signorelli [30] apply travelling wave techniques to determine and/or control
power flow through the structure. The dynamic stiffness (TEM) approach has also found limited
use in closed-loop control. Piche [31] uses the dynamic stiffness matrix of a simple torsional
structure to rigorously determine the stability of controllers acting at the boundaries of the
structure.
1.4 Overview of the Thesis
The primary goal of this thesis is to examine the benefits and limitations of using
mathematically exact solutions to structural dynamics models for control design. Ideally, we
would like to develop new control algorithms which supplement those mentioned in the previous
section. In this thesis, the use of both the TEM and the direct PDE representations for control
design is demonstrated. The TEM representation is employed to obtain open-loop control
solutions for arbitrary frame-like structures. Likewise, the direct PDE representation for simple
structural systems is utilized to obtain closed-loop distributed controllers.
It should be mentioned here that the modelling errors associated with many structural
systems are often larger in magnitude than the errors introduced by approximate solutions to such
models (such as finite element analysis). These modelling errors arise from many sources. The
physical dimensions and mass properties of the structure are often not known to great precision.
Moreover, these properties may change with time due to thermal cycling and aging. In addition,
nonlinear behavior is always present to some degree in an actual structure, while the structural
models are often linear for mathematical simplicity. This is indeed the case for the models
presented throughout this thesis. For example, a physical structural junction is never perfectly
clamped nor pinned. Rather, joint compliance and free-play between members lead to complex
nonlinear behavior. A linear dynamics model for such a system is therefore subject to errors.
Also, nonlinear constitutive relations are often modelled with the linearized equations of elasticity.
Finally, it must be stated that no physical system can be represented exactly by the partial
differential equations of continuum mechanics, as the dynamics at the molecular level are ultimately
governed by quantum mechanics.
Nevertheless, linear structural models continue to find use as control models, primarily
because they capture the essential physical behavior of the structure, and because analysis and
control design is simplified considerably by assuming a linear plant model. The use of exact
solutions to these linear models can be useful in determining qualitative characteristics of the
structural response as well as qualitative features of the structural control systems required to
improve the performance of such structures. If, in addition, modelling errors are reasonably small
(in comparison with the truncation errors arising from approximate solution techniques),
quantitative predictions of structural behavior can also be extracted from the exact solutions. It is
for these reasons that this thesis explores the use of exact solutions techniques for structural
dynamics models.
The underlying philosophy regarding the formulations presented in this thesis is to delay
numerical approximation and/or spatial discretization in the structural design until it is absolutely
necessary. This is in contrast with existing approaches designed to handle a broad range of
systems where, in most cases, a finite order dynamics model is required. For these approaches,
the designer carries the additional burden of determining the extent to which the discretization
contributes to modelling error, in exchange for the ability to apply a generally accepted design
algorithm. This thesis demonstrates that, for certain classes of problems, the mathematically exact
representation can be retained when deriving the necessary conditions for optimality.
Approximations are required only when solving the equations that arise from these necessary
conditions. Thus, the necessary conditions correspond precisely with the exact mathematical
model of the system, and reflect the underlying physical mechanisms from which such models are
derived.
It is important to point out the difference between what is meant by a model and what is
meant by a representation in this thesis. A model corresponds to the specific mathematical
equations that describe (approximately) the dynamics of the structure. It is assumed throughout the
following developments that the dynamics model for a particular structure has been determined a
priori. While a model can never be considered exact, such a model may indeed have an exact
solution. A representation is the form in which the dynamics equations are presented and/or
manipulated. Thus, a given model can have more than one representation. In particular, a
dynamics equation can be expressed in either the time domain (direct PDE representation) or in the
frequency domain (TEM representation). Both representations convey the same information, as
they both possess the differential equations dictated by the structural model. In light of this, we
say that the finite element approach is a modelling methodology, while the TEM and direct PDE
approaches are different representations of the same "exact" model. Nevertheless, the term model
will sometimes be used in place of the word representation when describing the two exact
approaches presented in this thesis.
The next three chapters address the TEM representation of structural models. Chapter 2
introduces the TEM methodology and its applications to structural analysis problems. The
extension of the TEM approach to systems which experience large angular motions is addressed in
Chapter 3. Open-loop control designs, based on TEM models, are presented in Chapter 4. The
extension to closed-loop -control is also discussed. The subsequent chapters examine the use of
direct structural model representation. Chapter 5 develops the direct PDE approach for one- and
two-dimensional structural elements. The direct simulation of a simple one-dimensional system is
also presented. The direct PDE approach leads naturally to a distributed control theory, which is
developed in Chapter 6. The possibility of a hybrid approach for HAC/LAC control designs,
which incorporates both TEM and direct PDE representations, is discussed in Chapter 7. Finally,
conclusions and recommendations are presented in Chapter 8.
2 THE TRANSFORM ELEMENT MODELLING
APPROACH
In this chapter, we introduce the Transform Element Modelling (TEM) method of structural
analysis. This approach begins with the partial differential equations describing the dynamics of
the individual elements that comprise the structure. The Laplace transform is then utilized to
express these equations in the frequency-domain. Mathematically exact, frequency-dependent
stiffness matrices, which relate a set of generalized forces to a set of generalized displacements at
the element boundaries, are then derived. These stiffness matrices are then assembled to form a
global model, in a manner similar to the traditional finite element assembly procedure. The
advantages of this approach are described in Section 2.1. The procedure for converting frequency-
domain data back into the time-domain is described in Section 2.2. The general theory for one-
dimensional elements, and some simple representative examples, are presented in Section 2.3,
while Section 2.4 applies the TEM methodology to two-dimensional structural element models.
The assembly procedure is described in Section 2.5, and several applications of the TEM approach
are presented in Section 2.6.
The TEM representation is not unique to this thesis. Earlier works by Wittrick [32], Piche
[33], Langley [34] and Hagood [35], as well as many others, utilize the frequency-domain
representation under such names as the dynamic stiffness method, the exact finite element method,
and the continuum method. The developments presented in Sections 2.3 through 2.5 are intended
to familiarize the reader with the notation presented herein, as well as introducing additional
features of the TEM representation specific to this thesis. In particular, the nonhomogeneous terms
arising from initial conditions and distributed forcing within structural elements are included in the
framework, and require additional consideration. This is in contrast with most other frequency-
domain research, where the analysis is confined to the imaginary axis and is usually restricted to
steady-state sinusoidal motion. In some developments presented below, the nonhomogeneous
terms are ignored, primarily for clarity in presenting complicated expressions. It is nonetheless a
simple matter to carry out the mathematics with these terms retained.
2.1 Advantages of the Transform Element Method
The TEM approach has several important advantages over the traditional Finite Element
Method (FEM), as measured in terms of numerical accuracy and computational efficiency. The
dynamics of the one-dimensional element models that comprise the global structural model to be
analyzed are represented exactly in the TEM approach. This is made possible by the Laplace
transform operation, which converts the time-domain partial differential equation of a structural
element into a frequency-dependent ordinary differential equation. As a result, analytical general
solutions to these equations are available for most common element models, such as Bernoulli-
Euler and Timoshenko beams, and axial and torsional rods. More complicated elements can be
handled by special numerical modelling approaches. This is in marked contrast to FEM modelling,
where each element is typically divided into smaller subsections, each of which is constrained to
deform with a finite number of degrees of freedom. For simple elements, the interpolation
functions associated with the FEM deformational degrees of freedom satisfy the underlying
differential equation exactly for the static case, but only approximate the exact solution in the
dynamic case. Consequently, for dynamics problems, the FEM analysis can only yield
approximate results. Conversely, the TEM approach, which utilizes frequency-dependent
(generally transcendental) interpolation functions, is mathematically exact at all frequencies.
Furthermore, since only one mathematical element is required for each physical structural element,
the TEM approach is superior to the FEM methodology (in terms of computational speed) for
certain applications.
For two-dimensional structural elements, general mathematically exact solutions are not
available, but the TEM methodology makes it possible to approximate the solutions in terms of
finite series of displacement functions. Each of these functions satisfies the underlying differential
equation in the interior of the element exactly, and approximations are made only at the boundaries.
A comparison between the TEM and FEM methods in terms of speed and accuracy for two-
dimensional elements has not yet been attempted.
Another important advantage of the TEM approach is its ability to incorporate general linear
viscoelastic damping models in a straightforward manner. Using the correspondence principle, as
described by Hughes [36], the physical parameter of interest is simply replaced with a frequency-
dependent counterpart. For example, the Voigt damping mechanism is easily expressed by
E(s) = 1 +v 0, Eo (2.1)
where E is the modulus of elasticity of the material, Eo is its static value, s is the (generally
complex) frequency, ow is a characteristic frequency, and a, is an empirically determined
nondimensional parameter. A more general damping model, suggested by Hughes, is
s2+2jcois
E(s) = 1 + i2+2o EO (2.2)
where, for each value of i, ai is a characteristic scaling factor, oi is a characteristic frequency, and
ýi is a characteristic damping ratio, all of which are empirically determined. However, the
advantage of the TEM approach lies in its ability to model damping mechanisms of infinite order,
such as the fractional derivative models discussed by Bagley [37]. Such models require the use of
fractional calculus techniques when employed in the time domain, but are easily cast in the
frequency-domain as fractional powers of the complex frequency. For example, the square root
damping model is written as
E(s) = 1 + Ts ,:]Eo (2.3)
where ws is a characteristic frequency and ,s is empirically determined. Thus, since all linear
viscoelastic damping models have frequency-domain representations, any such model can be used
in the TEM formulation. This capability has been exploited by many researches, the work of
Hagood [35] being one example.
Yet another advantage of the TEM approach is the ability to take derivatives of time-domain
functions. All that is required is multiplication of the function by the complex frequency variable.
Similarly, additional multiplications by s yield higher order derivatives. Thus, given a set of
frequency-domain data representing a time-domain response, it is a simple matter of multiplying
the data by the complex frequency before invoking the inverse Laplace transform to obtain the
derivative of the response.
2.2 Inverse Laplace transform algorithm
In any frequency-domain modelling approach, it is of paramount importance to have the
ability to convert data back into the time-domain in a computationally efficient manner. This is the
basis for many inverse Laplace transform algorithms. The first complete work on the subject was
presented by Bellman [38]. Other specific approaches, such as the method of expansion by
Laguerre functions described by Weeks [39] and Wing [40], have found limited application. A
detailed comparison of several other approaches may be found in Davies [41]. These algorithms
are primarily useful for determining the response at a single point in time with extreme accuracy,
and are generally inefficient at generating an entire time-domain history. The reason is that these
methods cannot be manipulated into a form amenable to fast Fourier transform (FFT) techniques.
The most straightforward, stable and accurate method for general functions which does utilize the
efficient FFT algorithm appears to be the numerical approach of Wilcox [42]. It is this method that
has been used exclusively and extensively in this research, and it therefore deserves mention here.
The inverse Laplace algorithm is utilized in lieu of modal expansion of the frequency
domain data primarily for convenience, as it can be applied directly to the frequency domain data
and does not require any a priori knowledge of the modes of the system to be analyzed. This is
important for the TEM representation, as modal frequencies and associated residues must be
computed iteratively (in contrast to finite element models, where the mode shapes are obtained via
direct eigenvector decomposition).
The Laplace transform pair is expressed as
g(s) = g(t) e-st dt
U (2.4a,b)
g(t) = jg(s) est ds
where the contour C is generally taken as a line parallel to the imaginary axis, lying to the right of
all the singularities of g(s), as shown in Fig. 2-1. We will assume that g(s) has no poles with real
parts greater than a, where a is a small positive number. The inverse transform then reduces to
g(t) = 2 g(s)eut do , s = a +jcO (2.5)
Since the path of integration is displaced to the right of the imaginary axis, marginally stable and
slightly unstable functions can be inverted. Because g(t) is assumed to be real-valued, it follows
from Equation (2.4a) that g(s*) = g(s)*. As a result, Equation (2.5) reduces to
g(t) = eat Re { (s) eOt do (2.6)
The numerical computation of g(t) involves calculating g(s) at N evenly-spaced complex
frequencies along the integration contour, as shown in Fig. 2-2. These values are given by
wO = (2k+l)Aco, k = 0, ..., N-1 (2.7)
The algorithm yields 2N values of g(t) at evenly-spaced time intervals, given by
2m+ltm - 2mN T, m=0,...,2N-1 (2.8)
I= pole of g(s)
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interval extends from t=O-0 to t=T. Wilcox [42] shows that, for reciprocity (i.e., in
exist a one-to-one relationship between the sampled functions and their
following relationship must hold:
Ao) = -T (2.9)
a (2.6) can be approximated by the midpoint rule as follows:
g(tm) e t Re j g (Sk) ejn(k+1/2)(m+1/2)/N
k=0
instant terms from within the summation and simplifying yields
g(tm) team Re ZI [g (sk)( 2 k+L)/ 4] km
k=0
Z = wiN
(2.10)
(2.11)
(2.12)
.e gk and gm by
g(tm) = e Re Zg 2 gm
gm gk Z k m
k=0
ial efficiency, it is useful to write Eq. (2.14) in a form amenable to fast Fourier
iques. This is accomplished by separating the time-domain samples into even and
gn =g2n
gn = 82n+
n-O, ..., N-11}
where
gk = g(sk) Z(2k+1)/4
)becomes
(2.13a,b)
(2.14)
(2.15)
and the inverse transform is applied twice, yielding
gn =  k Wkn , gn =g k Wkn (2.16a,b)
k=-- k=O
where
gk = gk Zk, W = Z2 = e2nji/N (2.17a,b)
Thus, given a series of samples, g(sk), in the frequency-domain, the algorithm is as
follows: Use Eq. 2.13a to obtain gk and Eq. 2.17a to obtain gk. Next, apply the fast Fourier
transform, as described by Cooley [43], to obtain gn and gn. Upon reordering the data, which
yields gm, use Eq. 2.13b to obtain g(tm). Wilcox [42] shows that, as a general rule of thumb, it is
best to take ca=2nIT'. Using this rule, the author has determined the algorithm to be accurate to
0.1% for the first 75% of the simulation for all test functions, with some deterioration occuring
after this time. This can be overcome by increasing the simulation time slightly and discarding the
later data.
It should be noted that the inverse Laplace transform algorithm does not require zero-
padding of the data to avoid aliasing, as is required by direct FFT methods. This is a consequence
of the path along which the frequency domain data is sampled. Heuristically speaking, placing the
integration path a units to the right of the imaginary axis has the equivalent effect of moving the
poles of the system a units to the left, if the integration path is taken as the new imaginary axis.
For example, if the frequency response has a pole at the origin, then the samples (gm) given by
Equation (2.14) would correspond to a pole at s = -a. Consequently, the sequence gm would
contain a decaying exponential envelope, with time constant equal to 1/a. It is this envelope which
suppresses the undesirable effects of aliasing. The exponential factor in Equation (2.13b) serves to
remove this envelope from the final output sequence. Using the rule of thumb for determining a,
we observe that the original sequence is attenuated by a factor of e-2n = 0.00187 at t = T. Thus,
aliasing contributes no more than 0.2% error to the output sequence, provided that the magnitude
of the frequency response decreases with increasing frequency or, in the worst case, remains more
or less constant.
In cases where the time-domain response contains step discontinuities, it is useful to scale
the frequency-domain data by a Gibbs' oscillation suppression factor, given by
sin[(2k+ 1)7c/2N]
fk (2k+1)x/2N (2.18)
This has the equivalent effect in the time-domain of passing the signal through a finite-time
integrator with time constant equal to the time between samples, as explained by Lanczos [44].
Consequently, this scaling does not affect the response where it is continuous in time, while it
reduces Gibbs' oscillations considerably at discontinuities (at the expense of slightly increased rise
time). Fig. 2-3 shows some time-domain responses generated by the inverse Laplace transform
algorithm, both with and without the Gibbs suppression factor. The favorable effect of the scaling
is obvious. Worthy of note in the figure are the rapid oscillations near the end of the time interval.
These arise from the partitioning of the time-domain data into even and odd sets. The upper and
lower envelopes of the oscillations represent the individual data sets if each were plotted
individually. For the first 90% of the time interval, at least, the Gibbs suppression factor does a
good job of ensuring that these data sets agree. Beyond this point, the data should be considered
inaccurate.
2.3 One-dimensional element models
We now proceed to develop the TEM formulation for one-dimensional elements. The
general equation of motion for a one-dimensional structural element can be written as
kuLx[v(x,t)] + kT,(x,t) = fd(x,t), x e [0,L], t e [0,**) (2.19)
where v(x,t) is a generalized displacement, fd(x,t) is a generalized distributed forcing function, Lx
is a linear spatial differential operator of order n, and (') denotes differentiation with respect to
time. The constants ku and kT are physical parameters related to the internal potential and kinetic
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energy of deformation of the structural element, respectively. They can be thought of as
generalized stiffness and mass parameters. The boundary conditions are as yet unspecified. The
equation of motion is such that all relevant internal states (force resultants, moments, etc.) can be
obtained via spatial differential operations on v(x,t).
2.3.1 Stiffness matrix formulation
For a one-dimensional element, it is possible to obtain an exact, frequency-dependent
stiffness matrix relating generalized boundary forces and displacements. This is possible because
the Laplace transform operation converts the partial differential equation into an ordinary
differential equation, whose solution can be expressed analytically (usually in the form of
transcendental functions of the complex frequency). Taking the Laplace transform of Eq. (2.19)
leads to
Lv(x,s)] + x2 [(,s) 1 d(x,s) + kT ~o(x) + kT s vo(x) (2.20)
where s is the (generally complex-valued) Laplace variable, (') denotes the transform of a function,
and vo(x) and v•(x) represent the initial conditions. From this point on, the overbar on
transformed functions will be assumed, so as to simplify the notation. Also, the right hand side of
Eq. (2.20) will be lumped into a single function, fd(x,s), in the frequency-domain. This leads to
x[v(x,s)] + 2v(x,s) = fd(x,s) (2.21)
We wish to express the solution to the preceeding equation in terms of generalized
displacements and forces at the boundaries of the structural element. This facilitates the assembly
of these structural elements into a general structural model, as will be discussed later. Thus, the
general solution is expressed as
v(x,s) = vH(X,s)Ta(s) + Jvp(x,,s) d(,s) dt (2.22)
where VH(X,S) is an n-vector of homogeneous solutions to Eq. (2.21) and a(s) is an n-vector of
arbitrary constants. The Green's function, vp(x,4,s), corresponds to the operator Lx + (kT/ku) s2
and satisfies the essential homogeneous boundary conditions at both boundaries.
We must now express the generalized boundary displacements, w(s), and generalized
boundary forces, q(s), in terms of a(s). Since knowledge of v(x,s) implies knowledge of the
entire state throughout the element, these boundary conditions are obtained by simply evaluating
v(x,s) (and its derivatives) as given in Eq. (2.22) at the boundaries. This leads to linear
relationships between the boundary states and the arbitrary constants, which can be expressed as
w(s) = T(s) a(s) (2.23)
and
q(s) = T(s) a(s) + qd(s) (2.24)
where TY(s) and TP(s) are n-by-n matrices, and qd(s) is an n-vector arising from the integral term on
the right hand side of Eq. (2.22). Because vp(x,k,s) satisfies (by construction) the homogeneous
essential boundary conditions, there is no term in Eq. (2.23) corresponding to qd(s). Combining
Eqs. (2.23) and (2.24) leads to the desired relationship between the boundary forces and
displacements, given by
q(s) = K(s)w(s) + qd(s) (2.25)
where K(s) is referred to as the dynamic stiffness matrix, and is given by
K(s) = '(s) [T(s)]1 (2.26)
It should be noted that, at any complex frequency, Eq. (2.25) is mathematically exact. This
is in contrast to traditional finite element stiffness matrices, which are usually derived from an
approximate solution to the equation of motion describing the dynamics of the structural element.
2.3.2 Interpolation
The exact representation of the structural element model is not restricted to the boundary
forces and displacements. In addition, the internal states of the element at an arbitrary location can
be computed exactly. This is accomplished by first expressing the n-dimensional internal state
vector, u(x,s), in terms of v(x,s):
Iu(x,s) = Lx[v(x,s)] (2.27)
Here, Lx is an n-dimensional spatial differential operator vector, and the superscript (I) indicates
that the elements of u(x,s) are expressed with respect to an inertial frame. Making use of Eq.
(2.22), we obtain
Iu(x,s) = Q((x,s) a(s) + up(x,s) (2.28)
where the following definitions have been employed:
((x,s) = Lx[VH(x,s)T], up(x,s) = L x[vp(x,,s)] f d(,s) d (2.29)
Using Eq. (2.23) to eliminate a(s) yields
lu(x,s) = 4(x,s) [P(s)] 1 w(s) + Up(x,S) (2.30)
Thus, the internal states are easily expressed in terms of the boundary displacements.
It is usually more desirable to express the internal states in a frame fixed to one of the
boundaries of the structural element. This is useful, for example, if the structure is undergoing a
rigid motion in addition to experiencing internal deformation. Expressing the internal states with
respect to such a frame would then indicate the amount of internal structural deformation only,
rather than the absolute internal displacements and rotations. The internal generalized forces are
invariant with respect to the coordinate frame used and are therefore not affected by this change of
reference. The general linearized relationship between the state vector expressed in the two frames
is given by
u(x,s) = Iu(x,s) - 8(x) w(s) (2.31)
where u(x,s) is the state vector expressed in the moving frame and E(x) is an n-by-n matrix which
is independent of frequency. Collecting the previous two equations yields
u(x,s) = F(x,s) w(s) + Up(X,S) (2.32)
where
F(x,s) = = 4(x,s) ['(s)]- - 8(x) (2.33)
A particular element of the internal state vector is then given by
ui(x,s) = yi(x,s)T w(s) + upi(x,s) (2.34)
The interpolation matrix, F, is analogous to the set of interpolation functions used in finite
element analysis. In either case, once the boundary displacements have been determined, the
internal states are interpolated using these functions. For example, a Bernoulli-Euler beam finite
element has as its interpolation functions the four cubic splines. In the static case, when loads are
restricted to the boundary points, these cubics are mathematically exact. However, for dynamic
analysis, they only approximately satisfy the beam equation. In contrast, F satisfies the underlying
equation of motion at all frequencies, and indeed reduces to the cubic spline functions as the
complex frequency approaches zero. Thus, once the generalized displacements at the boundaries
are known, it is a simple matter to obtain the internal states. Once again, the formulation is
mathematically exact, and no modal truncation or finite element approximations have been made.
2.3.3 Internal energy. formulation
A useful scalar measure of the state of deformation of a flexible element is the total energy
due to deformation. It is particularly useful in control applications, as it is a quadratic function of
deformation amplitude and is therefore well suited for linear quadratic regulator problems. For
finite element models, the internal energy for the system (or for an element) is obtained by pre- and
post-multiplying the global (or local) stiffness matrix by the global (or local) displacement vector.
Such a direct procedure is not available in the TEM representation. Consequently, the exact
representation is sometimes replaced by an equivalent finite-order system for which parameters
such as natural frequency and damping ratio may be determined. For steady-state sinusoidal
motion, the approximate energy is then easily expressed in terms of these parameters. The work of
Hagood and Crawley [45] takes this approach. However, in an effort to retain the mathematically
exact representation of the dynamics of the individual structural elements, an alternative approach is
presented here. The goal in this case, rather that to derive an approximate finite-order working
model, is to obtain an expression for the internal energy at a prescribed time (in terms of a
frequency-domain integral) which can be used for transient analysis.
The internal energy within a particular structural element is obtained by integrating the sum
of the potential and kinetic energy densities over the length of the element. This leads to an
expression of the form
E(t) = kuu2(x,t) + kTux,'t)] dx (2.35)
where E(t) is the internal energy at time t, and uu(x,t) and uT(x,t) are components of the internal
state vector related to the potential and kinetic energies, respectively. (For a Bernoulli-Euler beam,
uU would be the curvature, since it is directly related to internal bending energy, while uT would be
the transverse displacement) Note that these components are now expressed in the time-domain.
In order that the internal deformational energy be independent of rigid motion, it is imperative that
uT(x,t) be expressed with respect to one of the boundaries of the element, as described in the
previous section. The second term in Eq. (2.35) then corresponds to the component of the kinetic
energy associated with the relative deformation rate of the structural element, and excludes energy
associated with rigid translational and rotational velocities.
The terms uu(x,t) and UT(X,t) are now expressed as the inverse Laplace transforms of the
corresponding frequency-domain functions. This is accomplished via Eq. (2.5) and leads to
E(t) = k u) fsdx (2.3)E(t) = ku ( uU(x,s)ejetd(.) + kT ( s uT(x,s)eJetdo) dx (2.36)
where
2at
k(t) - 42 (2.37)
We seek an exact expression for the total energy of deformation. It is therefore necessary to
replace the squared integrals with double integrals, so that the order of integration with respect to
space and frequency may be reversed. This makes it possible to perform the spatial integration
analytically. Thus, by writing each inverse transform integral next to itself, using different dummy
variables of integration, and grouping the integrals together, we obtain
E(t) = • ku rfuU(x,s 1) uu(x,s2) ej(1+2)tdcoI dio2
+ kT Ts I s2 uT(x,sl)UT(x,s2)eJ(0l1+2)tdcol dco2  dx (2.38)
where
si = a+joi (2.39)
For simplicity, we have assumed that the initial conditions are zero and that no distributed forcing
occurs in the interior of the element. Interchanging the order of the spatial and frequency
integrations in Eq. (2.38) yields
E(t) = k(t) ku ru(x,s l ) U(x,s2)dx
+kTs S2 l uT(X,S 1)uT(X,s2) e ( l+(0 )tddO 2  (2.40)
We are now able to express the spatial integrals in terms of the boundary displacements. Making
use of Eq. (2.34) leads to
[U(xUi ) (x, 2) dx = w(sl)Ti(s1,s2)w(s 2) (2.41)
where
i(s1,s2) = Yi(x,sl) Ti(x,s 2 )T dx (2.42)
Since Yu(x,sl) and yr(x,s1 ) are expressed analytically, the matrices 6U(s1,s2) and E~r(sl,2) can
also be computed exactly at each frequency. Finally, substituting Eq. (2.41) into Eq. (2.40) yields
E(t) -= f(s l,2) w(s 2 ) ej(01+(02)t dcl d- 2  (2.43)
where
=(sl,s2) = kuvu(s1,s2) + kTsls2.T(s1,s2) (2.44)
Thus, given the boundary displacements in the frequency-domain, the energy of
deformation is computable via a double integral. For general motions, an analytical solution does
not exist, and E(t) must be computed numerically. The computation time is reduced by a factor of
two by exploiting the following symmetry properties of E:
2 = (ss (2.45b,c)(sl,s2) = E(sl,s2)
Using these properties makes it possible to reduce the integral to
E(t) = k(t) f w(s 1) '(s,) w(s 2) ej(•l+w2)t
+ W(sl)T (Si,s2) w(s2)* ej(l -(2)t] dco1 dro2  (2.46)
In the actual implementation of this formula, the integrals are replaced with summations, the upper
limits are replaced with finite frequencies, and a simple midpoint rule algorithm is invoked.
2.3.4 Axial rod example
We first consider a uniform rod constrained to deform axially, as shown in Fig. 2-4. For
this element, the simplest model that describes its dynamic behavior is the wave equation, given by
a2
- EA x v(x,t) + pAv(x,t) = fd(x,t) (2.47)
where v represents the axial deflection of the cross section, A is the cross sectional area, and p and
E are the material density and modulus of elasticity, respectively. Implicit in this model is the
assumption that the deformation of the element is uniform across the cross section. Also,
Poisson's ratio effects are ignored. The internal state at any location, x, is therefore completely
characterized by two components:
w l(s)=v(O,s)
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Fig. 2-4:
w2(s)=O(O,s)
w (s)=v(0,s)
Axial rod model. Deformation is uniform over cross-section.
w4(s)=O(L,s)
w3 (s)=v(L,s)
Fig. 2-5: Bernonlli-Euler beam model. Planar cross sections remain planar
and perpendicular to deformed beam axis.
W2(s)=v(L,s)
u(xs) = F( = EA v(x,s) (2.48)
Here, F represents the net force resultant within the rod. The generalized boundary forces and
displacements are just these quantities evaluated at x=0 and x=L:
w(s) = v(,s) q(s) F(O,s) = EA v(,s) (2.49a,b)
The homogeneous solution vector is simply
H.(X,S)T = [e X ex], X = s (2.50)
and the Green's function kernel is
[sinh P(L- )3 sinh lx x • 4
vp(x,,s) = sinh .L ,x(2.51)!3sinh 04 sinh P(L-x) x >03 sinh OL
Equations (2.49a,b) and (2.50) can be combined to determine the dynamic stiffness matrix, which
is given by
EAj [cosh l3L -1 (2.52)
sinh 13L 1 -1 cosh jPL
As expected, the elements of K are transcendental functions of the complex frequency. Also, this
stiffness matrix reduces to the finite element static stiffness matrix for the axial rod in the limit as s
approaches zero. The effects of initial conditions and distributed forcing are computed via
qd(s) -= -EA sinh P3(L-x) ] ?d(x,S)dx (2.53)
d(S) = sinh J3L sinh 3x
and the interpolation matrix used to determine internal states is given by
1 sinh P(L-x) sinh Px] [13x (2.54)s inh OL 1- cosh (L-x) coshx - (0 0
The internal energy matrices are quite complex, but they are nonetheless expressible in an
analytical form. The kinetic energy kernel can be expressed as the sum of the following four
matrices:
1 F(01+02) F(PI-02) L 0T(s1,s2) A A(II)T PF( 1+02) F(-0313 2) A(02) + 0
AA1 [F(-PI) 0] 2 0 0
while the potential energy kernel is given by
SAA(Is2)T[P+12 ( I2) -F(-1 1" 2) A(0 2 ) (2.56)
where the following definitions have been made:
A() = [-eL (2.57a)
Ai = 2 sinh 1iL (2.57b)
i = 'E\si (2.57c)
F(P) = [ePL  1] (2.57d)
It is clear that, for even the simplest of structural element models, the internal energy expressions
become quite complex. However, this is to be expected, as the energy is a quadratic function of
deflection amplitude, and represents an integrated effect over the entire domain of the element.
The preceeding expressions for the stiffness and interpolation matrices are well suited for
numerical computation, provided that the dimensionless complex frequency at which they are
evaluated is neither too large nor too small in magnitude. For these extreme situations, numerical
accuracy and overflow errors become issues. These problems are readily handled by using
asymptotic approximations to the stiffness and interpolation matrices. A low frequencies, the
approximations are obtained by replacing the trigonometric and hyperbolic functions with
appropriate series expansions, and truncating higher order terms. At high frequencies, the
trigonometric functions are replaced by their (complex) exponential forms. A growing exponential
is factored out of the numerator and denominator of each term, leaving an expression which
involves only decaying exponentials. It should be noted that this asymptotic approximation cannot
be made with all frequency-domain representations. Because the TEM approach involves
interpolation between element boundaries, the interpolation functions are always bounded and
well-behaved.
2.3.5 Bernoulli-Euler beam example
For bending elements, the simplest model is the Bernoulli-Euler beam, shown
schematically in Fig. 2-5. The basic assumptions of the model are that planar cross sections of the
beam remain planar and normal to the center-line after deformation, and that differential cross
sections have negligible rotary inertia. Under these assumptions, the equation of motion becomes
;4
EIx4v(x,t) + pAv(xt) = fd(x,t) (2.58)
where v is the transverse deflection, E and p are the modulus of elasticity and density of the
material, respectively, and A and I are the cross sectional area and moment of inertia, respectively.
Taking the Laplace transform, we obtain
v(xs) - a4v- 4v(x,s) = fd(x,s), 4 = As (2.59a,b)
For this element, the structural state vector has four elements, given by
V(X m ax1
0u(x,s) - I(xs) _ a 2  v(x,s) (2.60)I M(x,s) EIx
LS(x,s) J a3
ax3
where 0 is the rotation of the cross section, and M and S are the internal moment and shear
resultants, respectively. The generalized boundary displacements and forces are then
vos)0, s)
w(s) = v(L,s) I -/v(O,s) 'v(L,s) L v(L,s)
a(Ls) v(L )j
Lax
-S(O,s)
q(s) = I -M(O,s) IS(L,s)
L M(LS).J
a3EI ax3 v(0,s)
a2
- EI v(0,s)
a3
- El I a- v(L,s)
E2El 2v(L,s)
The homogeneous solution vector contains four elements as well, and is given by
vH(X,S)T = [e x e-ax ejax e-jax]
and the Green's function kernel follows as:
gl(A,s) S'(ax) + g2(9,s) C'(cx)
4a 3 (1 - ch ct)
vp(x,5,s) = g3(4,s) S-(a(L-x)) + g4(4,s) C'(a(L-x))
4a 3 (1 - ch ct)
x<
(2.63)
gl(t,s) = - C+(a) + ch cos(a(L-t)) - sh sin(a(L-t)) + ct cosh(a(L-t)) + st sinh(a(L-t))
g2(9,s) = S +(c) + ch sin(a(L-4)) - sh cos(a(L-4)) + ct sinh(a(L-4)) - st cosh(a(L-4))
g3(9,s) = - C+(a(L-4)) + ch cos(ac) - sh sin(ac) + ct cosh(at) + st sinh(a~)
g4(t,s) = S+(a(L-4)) + ch sin(a4) - sh cos(at) + ct sinh(ca•) - st cosh(oa)
and the following trigonometric definitions have been made:
C+(a0) = cosh(a4) + cos(a4)
S+(a) = sinh(a4) + sin(a4)
ch = cosh(aL)
sh = sinh(aL)
C-(a4) = cosh(a4) - cos(a4)
S-(a4) = sinh(a4) - sin(a4)
ct = cos(aL)
st = sin(aL )
For the beam element, the stiffness matrix is four-by-four, and is expressed as
K(s) = EI
) K4(s)
K2(s)
-K3(s)
KI (s)
-K5 (s)
-K3(s)
K6(s)
-K4(s)
K3(s)1
-K4(S)
K2(s)J
(2.61a,b)
(2.62)
where
(2.64a)
(2.64b)
(2.64c)
(2.64d)
(2.65a-h)
(2.66)
where
KI(s) = - (sh - st)
K 2 (s) = ~ (ch st - sh ct)
K 3 (s) = -I (ch - ct)
K 4 (s) = -- sh st (2.67a-g)
K 5 (s) = 1 (sh + st)1
K 6 (s) = 1 (ch st + sh ct)1
A(s) = (1 - ch ct)
This stiffness matrix also reduces to the static, finite element stiffness matrix as the complex
frequency approaches zero. The effects of distributed forcing and initial conditions are determined
via
El -g 2(x,s)qd(s) = 2a(cht) a g3(x,s) fd(x,s) dx (2.68)
f- 4(x,s)
and the interpolation matrix is most easily expressed by
(xs(x,s) = (x,s)[(s)]-1  0 0 0 (2.69)0000
where
eeax e-ax eax e-jax
(x) - x -aex jaaejax -jae-jaxD(x,s) Ela 2e ax Ela 2e-ax EIa 2e jax -Ela2e-jax (2.70)
L.EIa 3eax EIa 3e-ax jEIa3ejax 
-jEIa3e-jax
m
I
F ap1
s-l 1 teaLP4[4(s)] (1 -ch ct) ap5
cejaLp8
P2 aP4 P3
-eaLp3  1eaLp - eaLP2
-JP6 aP8 -jP7
jeaLp7 aejaLp5 jeiaLp 6
In this last equation, the following definitions have been used:
P1 = 1 - e-aL(ct-st)
P2 = 1 - e-aL(ct+st)
P3 = eaL - (ct-st)
P4 = eaL - (ct+st)
P5 = 1 - e-jaL(ch-jsh)
P6 = 1 -e-aL(ch+jsh)
P7 ejaL - (ch-jsh)
P8 = e-jaL - (ch+jsh)
As was the case with the axial rod, the expressions for the internal energy of deformation
are complex, but nonetheless expressible analytically. The potential energy matrix is
F(0P1)
2 2 2 j )-T F(-0 2)
.U(sl,s2) = 01• 2  (sl) -F(j34)
L-F(-jP3)
F(k3)
F(-Ol)
-F(jf3 )
-F(-jP34)
-F(P3)
-F(-04)
F(jPI)
F(-j 2)
-F(04)1
F(j3 2) (s2)-
F(-jl)..
while the kinetic energy matrix is
=,T(S1,S2) = I(s 1 )-T F
F(al)
-T F(-al)
' F(al)
LF(-ja l )
F(01) F(02)
F(-02)  F(-O1)
F(j4) F(j3 3)(-j3 3) F(-j3 4)
G(al) 0 01
G(-al) 0 0
G(jal) 0 0
G(-jxal) 0 0
F(O3) F(134)
F(-034) F(-033) is-1
F(j3 1) F(j 2) (S2) +
F(-jf 2) F(-j 1) J
F(a
G(a
L
L 2
26
0 0Io
2) F(-2) F(ja2) F(-ja 2)
o0 0 0 0 (s2)
0 0 0 01
where
G(3) = LepL + [I-e3L]Sp2I
and
(2.71)
(2.72)
(2.73)
0 0
0 0
0 0
o
(2.74)) 2 G(-a2) G(ja2) G(-ja2)
(2.75)
P1 = al + a2
P2 = a 1 - X2
3 =  + J2 (2.76)
N4 = 01-ja2
a 4 pA S21- P-- siI El I
As was the case for the axial rod, high and low frequency asymptotic approximations are
required for the beam element as well. These approximations allow efficient numerical
computation of the required quantities without sacrificing numerical accuracy.
2.3.6 Higher order elements
In many cases, the simple axial rod and Bernoulli-Euler beam models are insufficient to
capture the high frequency characteristics of the structural system. This is particularly noticeable
when analyzing the wave-like propagation of energy associated with impulsive disturbance
sources. For these situations, more accurate structural models are required.
The simple axial rod model presented in Section 2.3.4 predicts dispersion-free propagation
of elastic waves at all frequencies. We know from experience, however, that the propagation of
axial stress waves through rods is always dispersive to some degree. For certain applications we
may wish to introduce this phenomenon into the mathematical model in order that the simulated
response be more realistic, in a manner that reflects the physics of the rod element to some degree.
For rods of circular cross section, this can be achieved if a radial degree of freedom is introduced,
as shown in Fig. 2-6. This is the basis for the Mindlin-Herrmann axial rod theory, which can be
expressed mathematically by the following system:
- a2 (%+2G)_x 2 vl(x,s) + pa 2s2 Vl(x,s) = 2a0k xv 2 (x,s) (2.77a)
a2K2G2 v2 (x,s) - [8il~+G) + pa 2s 2]v 2 (x,s) = 4alc~ x- v1(x,s) (2.77b)2 1 1 ax
and
Fig. 2-6: Mindlin-Herrmann rod model. Two deformational degrees of
freedom are allowed. Poisson's ratio couples axial and radial deformation
modes.
I
0
i
Normalized Wavenumber ka
Dispersion curves associated with the Mindlin-Herrmann model.
rux = V2(xt) ur = a "I(x,t)
Fig. 2-7:
In these equations, v1 and v2 are the axial and radial displacements, respectively, a represents the
radius of the rod, X and G are the Lame constants of the material, and iK and K1 are empirically
determined parameters. This model yields the dispersion curves shown in Fig. 2-7, and
reproduces the dispersion characteristics of the rod more accurately than the simple rod model.
The modified stiffness matrix for the Mindlin-Herrmann model is given in Appendix A.
A more realistic beam model is the Timoshenko beam, shown in Fig. 2-8. This model
allows for shearing of the cross sections with respect to the center-line of the beam, and accounts
for rotary inertia. The equation of motion is given by
a4 Ek 2 2-EIx4 v(x,t) + pAv(x,t) - pI [X+ G] v(x,t) + Pk(x,t) = fd(x,t) (2.78)
where G is the shear modulus of the material and k is an empirically determined correction factor.
The Timoshenko model is capable of supporting both a shear and a bending mode of propagation,
as shown in the dispersion curves in Fig. 2-9. This model also places a finite upper limit on the-
flexural propagation speed, which is unrealistically unbounded in the Bernoulli-Euler model.
While the enhanced equation of motion may not significantly reduce modelling error, it does
introduce these physically realistic characteristics into the model in a manner motivated by physical
arguments. Details on the stiffness matrix for the Timoshenko model are presented in Appendix A.
w2(s)=O(O,s) w4 (s)=O(L,s)
w3(s)=v(L,s)
Fig. 2-8: Timoshenko beam model. Shearing of cross-sections is allowed, and
cross-section rotary inertia is modelled.
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Fig. 2-9: Timoshenko beam dispersion characteristics (al=4x10-4 , aE=2 .8 ):
(a) Dispersion curves, (b) Frequency spectrum.
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2.4 Two-dimensional elements
Two dimensional elements are modelled using partial differential equations with three
independent variables (two spatial dimensions and time). Therefore, the modelling of two-
dimensional elements using the TEM methodology cannot produce mathematically exact results, as
was the case for one-dimensional models. The reason is that the dynamics equation remains a
partial differential equation in two spatial variables after the Laplace transform operation. As a
result, there exist an infinity of homogeneous solutions for any particular element model. To this
infinite set, there corresponds an infinity of points along the boundary (which spans a one-
dimensional domain) on which boundary conditions must be satisfied. Nevertheless, by using a
sufficiently large number of homogeneous solutions and considering only a sufficiently large, but
finite, set of boundary points, an accurate TEM solution is possible. An example of boundary
discretization, for the case of in-plane deformation, is shown in Fig. 2-10. It is conjectured that,
for a given amount of computational capability, this approach yields results superior in accuracy-to
the traditional FEM methodology. In the following sections, we consider two two-dimensional
elements: a plate bending element and a plane stress element. However, we first study a special
case of a two-dimensional element, where application of the TEM approach does indeed yield an
ordinary differential equation.
2.4.1 Axisymmetric Elements
When both the geometry of and the forcing on a two-dimensional element are
axisymmetric, it is possible to reduce the spatial dependence of the problem to one dimension.
This is accomplished by using polar coordinates. As an example, consider a flexible membrane of
uniform thickness under a uniform tension, T. Its equation of motion is
TV 2v(r,0,t) = mv(r,0,t) - f(r,0,t) (2.79)
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Fig. 2-10: Typical two-dimensional element with three generalized
displacements and forces at each boundary point. In-plane deformation is
assumed. The numbering scheme shown continues along the entire boundary of
the element.
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where m is the density per unit area of the membrane and f is the distributed applied transverse
force. Assuming axial symmetry and taking the Laplace transform of both sides of the equation,
we obtain
r2 2 -
r2  v(r,s) + r v(r,s) + (ar)2 v(r,s) T f(r,s) (2.80)
where
a 2 M= m2 (2.81)T
As observed earlier, the initial conditions can be lumped in with the forcing function if they are
nonzero. This ODE has the homogeneous solution
vh(r,s) = A(s) Jo(ar) + B(s) Yo(ar) (2.82)
where J0 and Yo are Bessel functions of order zero, and A and B are arbitrary constants. To obtain
the complete solution, which includes the effects of forcing, we utilize the method of variation of
parameters, letting both A and B vary as functions of r. We then substitute the modified
homogeneous solution into the equation of motion, differentiating as needed. By construction,
many terms cancel, and we are left with
a a a a
2
a2[ A(r,s) J0 (ar) + B(r,s) ]Yo(ar) = -f(r,s) (2.83)
subject to the imposed constraint
a aA(r,s) Jo(ar) + B(r,s) Yo(0 r) = 0 (2.84)
These last two equations suffice to solve for the derivatives of A and B, as we have two equations
in two unknowns. Expressing the solution in matrix form, we have
rA'(r,s)l J,(ar) Yo(ar) 2 0
B'(r,s) = Lar2Jo(r) ar (ar)J - f(r,s)
f(r,s) Yo(cXr)
aT [Jo(ar)Yo(ar) - Jo(ar)Yo(ar)] J- 0o(r)]
i r f(r,s) [ Yo(ar) (2.85)
2T -_ Jo(ar)j
The last expression is a consequence of the fact that the Wronskian appearing in the denominator of
the second expression has the value 2/(nar). This can be verified in any reference on mathematical
functions [46]. The general solution for the membrane problem then follows as
vg(r,s) = [Jo(ar) Yo(r)] + [Jo(r) Yo(r) - (aP f(p,s) dp (2.86)
In order that the solution be well-behaved at the origin, we must have B(0) = 0. The other constant
is determined from the boundary conditions for the problem. Let us assume that the membrane is
supported along a circle of radius R, so that v(R,s) = 0 for all s. We can then use this information
to solve for A(O) and substitute the result back into Equation (2.86). The complete solution then
becomes, after much algebraic manipulation,
v(r,s) = 2TJ•aR) [Jo(r)Yo(aR) - Yo(ar)Jo(aR) Jo(ap) f(p,s) p dp
+ Jo(ar)[Jo(ap)Yo(acR) - Yo(ap)Jo(aR)] f (p,s) p dp (2.87)
r
Figure 2-11 displays the deflection of a membrane as a function of radial distance at
consecutive time frames. The forcing input in this case is impulsive in time, and is distributed
uniformly over the area r < 0.1 R. From the plots, we can identify the wavelike propagation of the
disturbance, which diminishes with distance from the origin. Also evident is the reflection of the
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Fig. 2-11: Response of a membrane impacted at center (r=O): (a) Development
of disturbance pulse, (b) Propagation of pulse to fixed boundary at r=R, (c)
Reflection of disturbance at boundary, (d) Return pulse.
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disturbance at the support location r = R (where the pulse is inverted) and the "reflection" as the
pulse returns to the center of the membrane (where it is not inverted).
Unfortunately, this type of structural element model cannot be utilized in the analysis of a
more complex structure due to the assumption of axial symmetry. Additional elements attached at
arbitrary points along the boundary destroy the symmetry. The resulting solution depends on
azimuthal as well as radial position, and the transformed equation of motion remains a PDE. As a
result, an exact analytical solution is not available. To handle such cases in an approximate sense,
we now turn to general two-dimensional element models.
2.4.2 Plate bending element
The TEM formulation for plate elements bears some resemblance to previous work by
Kulla [47]. The transformed equation of motion for a plate in bending is
DV4v(x,y,s) + ms2 v(x,y,s) = 0 (2.88)
where v is the deflection normal to the plane of the element, m is the mass per unit area, and V4 is
the biharmonic operator. Also, D is the bending rigidity, given by
Eh 3
D Eh3  (2.89)12(1-v 2)
where h is the thickness of the plate and v is the Poisson's ratio of the material. Note that we have
assumed no distributed forcing and zero initial conditions. The homogeneous solution vector is of
infinite dimension, with each entry having the form
VHi(X,y,s) = eaix+piy (2.90)
Substituting this equation into Eq. (2.88) yields the characteristic equation
+2  2 2 + = 0 (2.91)[i il D
Y(s) A I, (s) =
rT
(2.95a,b)
rT
Thus, for each complex-valued a (or 0), there exist four independent homogeneous solutions
corresponding to the four complex-valued O's (or a's) obtained from the characteristic equation.
To obtain an approximate plate solution, we must select a finite set of values for a (or 0).
A general method of selecting this set has not been developed in this research. From this set, we
obtain a truncated solution vector, and the approximate expression for the deflection field becomes
v(x,y,s) = vH(x,y,s)Ta(s) (2.92)
The problem has now been reduced to determining the coefficient vector, a(s), in terms of the
boundary conditions. A finite set of boundary points on the element is therefore selected. The
total number of boundary conditions specified at these points, n, must equal the dimension of the
homogeneous solution vector, so that the problem is not underspecified. (Typically, three
boundary conditions are imposed at each point.) The boundary condition constraints can be
written in the form
L0i)y , (i) T
wi(s) L= y[v(xiyi,s)]= Ly[vH(ii,s) a(s) , i=l,...,n (2.93a)
qi(s) = D x[v(xi,yi,s)] = DXy[H(Xii,s)] a(s) , i=l,...,n (2.93b)
where L i is a linear spatial differential operator (independent of s) relating the approximate
solution, v, to the i'th generalized displacement on the boundary, wi. Similarly, D relates v to
the corresponding dual generalized force, qi. Grouping Eqs. (2.93a) and (2.93b) into matrix form
yields
w(s) = T(s) a(s) , q(s) = T(s) a(s) (2.94a,b)
where
Finally, the dynamic stiffness matrix follows from eliminating a from Eqs. (2.94a) and (2.94b):
K(s) = W(s) [(s)] "1 (2.96)
Obviously, the choice of boundary points affects the accuracy of the solution, and should
depend on the geometry of the element. A quantitative relationship between the boundary point
locations and the solution accuracy has not yet been developed for the TEM approach, but would
probably follow the same general guidelines used in finite element and boundary element
techniques. A general rule of thumb is to space the boundary points more closely together near
corners of the element, where internal stress gradients are large.
The distinguishing feature of this approach (as compared with finite element modelling
methods) is that the finite dimensional solution vector has frequency dependence. Furthermore,
these basis solutions satisfy the underlying PDE exactly, and a linear combination of these
functions is chosen to minimize (in some sense) the error along the boundary. In the above
development, point collocation is used, and we require that there exist as many boundary
conditions as basis solutions. Should there exist more boundary points than basis solutions, a
least-squares approach could be utilized. Similarly, if fewer boundary points exist, there exist an
infinity of linear combinations that satisfy the boundary conditions, and the optimal combination
could be determined based on some other criterion. The TEM methodology is therefore a Galerkin
approach, and requires solving a family of PDE's parametrized by the complex frequency. On the
other hand, finite element shape functions almost never satisfy the dynamics equations, particularly
in the case of two-dimensional elements. Hence, at higher frequencies, a finer discretization is
required to reproduce the detail of the structural deformation arising from shorter characteristic
wavelengths. By relaxing the requirement that the dynamics equations be satisfied exactly, very
simple functions can be chosen, and the entire modelling procedure can be computerized. Thus, in
contrast with the TEM methodolgy, finite element modelling is a Rayleigh-Ritz approach.
Ex = E- - v y))
Y = ( - v ox)
1 +v
ExY - 2G axy - E - Y
(2.97a)
(2.97b)
(2.97c)
where E,G, and v are the extensional modulus, shear modulus and Poisson's ratio of the material,
respectively. The equations of force equilibrium, expressed in the frequency-domain, are
x + _ ps2Ux  - + Y ps 2y (2.98a,b)
ax ay ax ay =
where p is the density of the material
we must add the geometric relations
Ex ax 'u
and the compatibility constraint
Substituting Eqs. (2.97a) and (2.97b)
a2a a2a
ay2 aX2
and s is the (generally complex) Laplace variable. To these,
(2.99a,b,c)l(Lux +Ey = X 2, i = y x
a2x L2 = 2 a2e x
ay2 Ox2 axay
into equation (2.100) yields
a- a2  2(+v)
X) = 2(1 v axay
(2.100)
(2.101)
2.4.3 Plane stress element
For plane stress problems, the difficulty lies in expressing the state of deformation in terms
of a single scalar function, as there are two in-plane deformational degrees of freedom. To remedy
this situation, it becomes necessary to derive a frequency-dependent stress function, from which all
internal stresses and both in-plane displacements can be determined. This is accomplished by
working directly with the basic plane stress relations, expressed in the frequency-domain. For
linear, isotropic, plane stress problems, the stress-strain relations are
while adding the derivative of Eq. (2.98a) with respect to x to the derivative of equation (2.98b)
with respect to y produces
2 ++ 20x  = a + (2.102)
axay 2  y2 ) =  x ay
Eliminating txy between the previous two relations results in
a2 + a2 + a2a+ (+v)ps2 +u a- - (2.103)
ay2  ax2  ax2  ay2  ax ay
Substituting Eqs. (2.97a), (2.97b), (2.99a) and (2.99b) into equation (2.103) yields
2x+a2a. + 2-x +_F 
-2 (l+v) (l-v)s x+y2 x 2 y2 (1+v) (1-v)-- ( + y) (2.104)
which reduces to
[V2 - (1- 2) j (x + ) = 0 (2.105)
where V2 is the two dimensional spatial Laplacian operator. Because ax and oy are independent
variables, we still need one additional equation, so as to uniquely identify ax and Oy. The second
equation is obtained by subtracting the derivative of Eq. (2.98b) with respect to y from the
derivative of Eq. (2.98a) with respect to x, yielding
2_ a2 a -2 (2.106)(1+v) E (ax - ay) = a 2  (2.106)
This relation is equivalent to
a2ax 2 _ _ (2.107)
2(1+v) ( - y) V2 ((x- y) + a - a 2  ax2  y2(2.107)
from which we obtain
V2 - 2(1+v) O'x- -a, - 2 ya] (a x y+ ay) (2.108)
Equations (2.105) and (2.108) represent two linear partial differential equations in two
variables (the sum and difference of the normal stresses). This system can be reduced to a single
equation by defining a frequency dependent stress function, (D, so that the following relations hold:
(~x+ ay =v2 -2(1+v) o (2.109a)[ a2  a2
(GOx-  ) - a x2 + y2 D (2.109b)
Then, in terms of D, Eq. (2.108) is identically satisfied, while Eq. (2.105) becomes
V 2 - ý2 2 - = 0 (2.110)
where
cc =  - , Cs = c0 = (2.11 la,b,c)
The constants cc, cs and co are readily identified as the propagation velocities of compression and
shear waves in a plane and compression waves in a three dimensional medium, respectively. It is
interesting to note that, under static conditions (s-0O), equation (2.110) reduces to the familiar
biharmonic equation associated with the Airy stress function.
It remains to determine the physical entities of interest in terms of (. In the traditional
stress function formulation, the stresses are expressed as derivative operators on (. In order to
obtain similar differential operator expressions in this development, it is necessary to define a
related function, v, such that the following relationship holds:
Sa = 2  (2.112)axay
The final form of Eq. (2.110) then becomes
a•y V 2 - V2 - 2 v = 0 (2.113)
Equations (2.109) and (2.112) can then be used to determine the normal stresses in terms of v:
a2  a2 2 v a2  a2  S2  (2.114ab)
ox- = ay 2- v - xay x2 - jv (2.114a,b)
Now, combining Eqs. (2.97a), (2.99a) and the derivative of Eq. (2.98a) with respect to x leads to
S24 _ 2 2O,S s2 ( - vy) - (2.115)axay - E ( x Vx 2Oy
Substituting Eqs. (2.114a) and (2.114b) into equation (2.115) and integrating with respect to both
x and y yields
S= - x + a 2 V 2 _s4 v (2.116)
Thus, Eqs. (2.114) and (2.116) are the desired relations between the stresses and v. Furthermore,
making use of Eqs. (2.97) and (2.99) leads to
I a a2 a2  2
x - E- v - v (2.117a)
I a a2 a2  s2
u - EvaxL 2 a - (2.117b)
Thus, unlike the traditional stress function formulation, this development also expresses the
displacements in terms of the frequency dependent function, v.
We are now in a position to apply the same methodology as was used for the plate bending
element. Once again, the assumed form of the homogeneous solution is
VHi(x,y,s) = ea ix+fiY, i=l,...,n (2.118)
where a and p are functions of s. This leads to the characteristic equation:
qti[(ai2+i2)- 2 [(i2+i2) s- = 0 , i=1,..,n (2.119)
Of the four solutions to this equation, two (aO-0 and --=0) are spurious. The other two determine
the relationship that must hold between a and 0 for each basis solution. The rigid body modes are
accounted for by setting s equal to zero. As is the case for the plate bending element, the actual
choices for ai and Pi vary depending on the geometry of the element and are not discussed here.
2.5 Assembly Procedure
The assembly of individual elements to form a global structural model is performed in a
manner similar to traditional FEM techniques. The element equations are first collected into a
large, unreduced matrix equation, given by
=j K (s) 1 [+ (2.120)
qN(s) O KN(s) LwN(s) s)
where the superscripts identify the individual elements. The geometry of the interconnections
between elements is specified by a connectivity matrix, C, which relates the local boundary
displacements of the elements to a set of global displacements, w0(s), that define the global model:
= C wG(s) (2.121)
Lwv(s)J
Figure 2-12 presents a simple planar structural system and the associated connectivity matrix. The
system consists of two physical elements, each of which is modelled by an axial element and a
bending element. Each physical element has three degrees of freedom at each boundary. (If out-
of-plane motion is to be included, each physical element would require an additional bending
element as well as a torsional element. Six degrees of freedom would then exist at each physical
element boundary.) Piche [33] and Hagood [35] (among others) show that, for small, linear
displacements, the following dual relationship holds:
qG(s) = CT  s) (2.122)
Using these connectivity relations in Eq. (2.120) yields the unreduced system model
q0(s) = K(s) W(s) + qo0(s) (2.123)
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where
K (s) 0 d(s)
S(S) = CT K 2 s) s) q. (s) =C (2.124a,b)
0 KN(s) q(s)
At this point, if there are any global displacements that are constrained, they are removed from the
unreduced model. This produces the desired global model, given by
qG(s) = KG(S) wG(s) + qG(s) (2.125)
Equation (2.125) represents the global dynamic stiffness matrix for the structural model. It
is mathematically exact, and must be calculated at each frequency of interest. To compute the
response of the model to various excitations, we must solve for the global displacements. Thus,
WG(s) = G(s) [qG() - qG(s)] , G(s) = [KG(s)] -1  (2.126a,b)
Here, G(s) represents the global transfer function matrix for the model. If, in addition, the local
boundary displacements for a particular element are desired, a partition of the connectivity matrix
must be used:
wi(s) = C G(s) [qG(s) - qG(s)] (2.127)
Finally, the internal states of a particular element are available via
ui(x,s) = Ji(x,s) C , G(s) [qG(s) - q(s) + (x,s) (2.128)
In practice, the matrix multiplications are never performed literally. The connectivity and
unreduced stiffness matrices are highly structured, making it possible to write specialized
algorithms for each equation given above. This dramatically increases the overall computation
speed of the assembly process.
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2.6 Applications
This section discusses some of the applications of the TEM modelling approach. All
applications require global model assembly, and, consequently, a general TEM structural
modelling code has been developed. Currently available TEM software, such as the DISTEL code
written by Poelaert [48], could not be used, as the transform variable is typically restricted to the
imaginary-axis.
2.6.1 Modal frequencies
In many cases, all that is required from a structural model is a set of modal frequencies.
While the TEM methodology provides significantly more information, it is nonetheless possible to
obtain modal frequencies using an algorithm developed by Wittrick [32]. This robust algorithm
uses information about the stiffness matrix, evaluated at a trial frequency, to determine the number
of modes whose frequencies are below the trial frequency. Also required by the algorithm are the
modal frequencies of the individual elements with all boundary displacements constrained to zero.
The algorithm is designed for undamped structures only, and additional root searching techniques
are required in the analysis of damped structures. Even in damped cases, however, the algorithm
provides a reasonable initial estimate of the location of the damped modal frequencies. This
algorithm was not implemented in this research, as adequately accurate modal information was
available from plots of appropriate transfer functions, as described below.
2.6.2 Frequency response and transfer functions
The primary advantage of the TEM approach is its ability to provide the exact transfer
function matrix at any frequency of interest. This is obtained by numerically inverting the dynamic
stiffness matrix. The stiffness matrix, K(s), represents a matrix of complex impedances relating
generalized boundary forces to boundary displacements. Consequently, G(s) is a matrix of
complex admittances, and is often called the dynamic flexibility matrix.
The transfer functions of cantilevered axial rods and Bernoulli-Euler beams with various
damping models are shown in Fig. 2-13. For the rod, the input is an applied force on the free end
and the output is the axial deflection at that end. Similarly, for the beam, the input is an applied
transverse force on the free end and the output is the transverse deflection at that end. It should be
noted that the accuracy of these transfer functions extends arbitrarily high in frequency, insofar as
the mathematical models represent the actual physical system.
In order to demonstrate the capabilities and advantages of the TEM methodology, a
reasonably complex structure was analyzed. The Spacecraft COntrol Laboratory
Experiment (SCOLE) model is a three dimensional asymmmetric structure proposed by
NASA as a design challenge [49]. It consists of a rigid shuttle and hexagonal truss antenna
connected by a flexible mast, as shown in Fig. 2-14. Previous authors have treated the
antenna as being rigid. In this effort, however, the flexibility of the antenna is considered.
The TEM model thus contains thirteen beam elements (the mast and twelve antenna
elements) and a six degree of freedom rigid mass representing the shuttle. In addition to
the six rigid degrees of freedom, a total of 52 partial differential equations, incorporating
axial, bending and torsional modes, are modeled. For comparison, the SCOLE model was
also analysed using ASTROS, which incorporates a finite element algorithm similar to that
found in NASTRAN. For the finite element model, the mast was divided into 32 equal
elements, and each of the antenna beams was divided into four lumped elements, leading to
480 degrees of freedom.
Figure 2-15 compares the transfer functions from a torque applied to the shuttle about the
axis of the mast to various points along the mast and antenna. The TEM and FEM models agree
rather well at low frequencies. However, it is clear that the finite element model becomes
inaccurate beyond the first few modes. Part of the discrepency is due to the small amount of
damping present in the TEM model, which could not be modelled in ASTROS, but the spurious
modes predicted by the FEM model are clearly a consequence of spatial discretization. What is
considerably more striking is the relative computation time requred to generate the transfer
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Fig. 2-13: Transfer fhnctions of simple cantilevered element with various
frequency-domain damping models: (a) Axial tip force to axial tip displacement,
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functions shown. On a micro-VAX machine, the TEM analysis required approximately one hour
of CPU time, in contrast with several days of CPU time for the FEM approach. This acceleration
is due primarily to the reduction of the total degrees of freedom in the model, which is associated
with the lack of spatial discretization of the beam elements. Since the computation time associated
with matrix inversion is roughly proportional to the cube of the dimension of the matrix, the
reduction in total degrees of freedom has a profound effect on computaion time. In practice,
however, FEM codes generate frequency response data using modal analysis rather than stiffness
matrix inversion at each frequency. In such an analysis, an eigenvector decomposition of the FEM
model is performed only once. Nevertheless, this single operation may require more CPU time
than the many TEM inversions required to obtain the required frequency-domain data, due to the
larger number of degrees of freedom in the FEM model.
As an example, let us assume that the ratio between the number of FEM and TEM degrees
of freedom is six. The approximate speedup factor for a single matrix inversion will then be 216
(assuming that matrix inversion and eigenvector decomposition require approximately the same
amount of computation). This is, of course, an extremely rough estimate, as the actual speedup
will depend upon additional efficiency considerations, such as the effects of sparse matrix
inversion routines and parallel processing, and the relative computational costs of real versus
complex arithmetic operations. In addition, the FEM approach may not require all the eigenvalues
and eigenvectors, given the frequency range of interest. For a given amount of computational
capability, the analyst must therefore decide whether it is more useful to obtain the mathematically
exact response (obtained via TEM inversion) at a finite set of frequencies or the approximate
response (given by the sum of modal contributions) at all frequencies. Clearly, if the fidelity of the
mathematical model at high frequencies is of great importance, the TEM approach would probably
be favorable.
2.6.3 Time-domain simulation
A final application of the TEM approach for structural analysis is in the time-domain
simulation of structural responses. This is accomplished via the inverse Laplace transform
algorithm presented in Sec. 2.2. The flexibility matrix is evaluated at a finite set of N frequencies,
and is multiplied by the global force vector, which contains the Laplace transforms of the forcing
functions evaluated at those same frequencies. The resulting displacement vectors are then
collected, and the algorithm generates the time-domain responses evaluated at a set of 2N points in
time.
Fig. 2-16 compares the responses of a simple axial rod and a Mindlin-Herrmann rod. The
rods are clamped at one end, with forcing input and displacement output at the free end. The top
figure shows the force-to-displacement frequency responses at frequencies above the third
resonance of the simple beam model. As expected, the introduction of an additional degree of
freedom in the Mindlin-Herrmann model results in slightly lower resonant frequencies. The
bottom figure compares the time-domain impulse responses of the two beam models. The
dispersive effects of the higher order model are apparent.
Figure 2-17 compares the Bernoulli-Euler and Timoshenko beam models. Both beams are
free at both ends, and are impacted with a unit transverse impulse at the left boundary. Shown are
the translations and cross-sectional rotations of the beams at either boundary. Here, the effect of
finite disturbance propagation velocity is the primary distinction between the models. The
Timoshenko beam shows no response at the right boundary during the finite amount of time
required for the disturbance to travel across the beam, while the Bernoulli-Euler beam response is
almost instantaneous. Also, the lack of rotary inertia associated with the Bernoulli-Euler model
causes instant rotation of the beam cross-section at the right boundary. This rotation is more
gradual in the Timoshenko simulation, due to finite rotary inertia.
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3 TRANSFORM ELEMENT FORMULATION FOR
ARBITRARY MOTIONS
The TEM formulation described in Chapter 2 provides an exact PDE model of complex
structures with small motions. Because the nodal displacements are all referenced to the inertial
frame, the small deformation assumption for the elastic deformation also implies small rigid body
motion of the total structure. To allow larger ranges of motion at articulated joints, one can embed
the element reference frames at the undeformed element location, which may have both rigid body
rotational and translational motion. This type of approach has been used in multibody tools such
as DISCOS, TREETOPS, DADS and ADAMS. As shown in the following sections, the coupling
of the rigid and elastic degrees of freedom results in a set of integro-partial differential equations.
The formulation will be derived using a planar example. The extension to three dimensions should
be straightforward.
3.1 Mathematical Model
In this subsection, we derive the equations of motion of a simple mass/appendage system
subject to large rigid motions. We then proceed to use the TEM approach to obtain a solution that
gives the accelerations and velocities of the system as functions of the applied forces. An inverse
Laplace transform is required if the time-domain response is needed. Although the rigid motions
can be quite large, the elastic deformations are still assumed small, so that the simple rod and beam
equations, which arise from linear elasticity assumptions, are still valid.
3.1.1 Equations of Motion
Consider a single uniform beam, cantilevered to a rigid mass, as shown in Fig. 3-1. The
beam's coordinate frame is fixed to the rigid mass, which can undergo rigid body motion. In order
to simplify the development considerably, the motion of the system is assumed to be planar.
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Fig. 3-1: Beam cantilevered to arbitrarily moving rigid mass: (a) Deformation
geometry, (b) Physical properties and applied forces and torques.
Vx(x)
I
Torques and forces can be applied to either end of the beam/mass system. The equations of motion
will be derived using Hamilton's principle.
The vector from the inertial origin to an arbitrary point on the beam is given by
YX] + x+vXy ] (3.1)
where all the vectors are expressed in body coordinates. Note that we have considered axial and
transverse deformation in terms of independent variables. In fact, finite transverse deformation has
a second order effect on axial displacement. While this effect can be neglected for small angular
rates, it must be considered for large rates, as described in a later section. The velocity of the
point, p, is given by
Sv x vy (3.2)
=Vy. v ,y + oW(x+vx)
where
[ = (0 ] (3.3)
Vy Y + ( X
The kinetic energy for both the rigid mass and the beam can then be written
T = M[V+ 1V 1 2 1 V2 2+ 2v + 2vxVx- 2cOvyVx- 2vxOvy2x = 2 +x +x y Y
+ V + v 2(+Vx)2 + 2VVy + 2o(x+vx)Vy + 2vvO(X+vx)] dx (3.4)
where M and I are the mass and inertia, respectively, of the lumped mass, m is the mass per unit
length of the beam, and L is its total length. The potential energy due to bending and axial
extension is given by
U = El]2 dx+ !EA vix(x) 2 dx
0
(3.5)
Virtual work due to the external loads is given by
8W = (Fxl-Fx2)SX + (Fy-FY2)Y + [T1 -T 2 +XF 1 - Y(Fxl-Fx2) - (X+L)FY2]8o
- Fx28vx(L) - Fy28vy(L) + [YFx2 - (X+L)Fy-T T2]v(L)
We now seek an expression for the variation in kinetic and potential energy due to all virtual
displacements. Thus,
8(T-U) dt = [(M+mL)Vx + m (vx- Ovy) dx] 8Vx
+ [(M+mL)Vy + m L2 w + m (+ Cvx) dx] 8V.
(3.6)
+ mL2Vy + m( vXvc'vy-VyVx + 2xvx + ow+ Vyvx + xvy +vxy) dx] co
- m[(oVx+xO) 8vy - (2y + + Vy + xO + cov,) 8vy] dx
+ mk ((Vy + Xc02 + Cx2V 2+ Oy) 8Vx +
EA[ vx(x)]8[ vx(x) dx
(Vx + Vx-•vy) &vx] dx
a2  11EI vY(x)Ja5 vy(x)J dx
0
The terms involving spatial derivatives of vx and vy must now be integrated by parts, in order that
there be no derivatives operating on 8 vx or 8vy. The associated integrated terms determine the
(3.7)
+ [(I + mL3)(0
boundary conditions for the system. We also have, from Eq. (3.3),
8Vx = - 8Y -Y (3.8a)
BVy = 8Y + w8X +X86 (3.8b)
&o = 80 (3.8c)
Substituting these relations into the above expression and integrating by parts with respect to time
leads to an expression that depends upon the variations SX, BY, 80, 8v x, and 8vy only. The
integrated terms arising from these manipulations vanish at t1 and t2. We can then invoke
Hamilton's principle:
8(T-U)+SW] dt = 0, 8vx=6v,=0 O0x•L8X=SY=80=0 t=tl,t2 (3.9)
Collecting the coefficients of SX, BY, 80, 8vx, and 8vy, and setting each to zero independently,
leads to the five equations of motion for the system:
Io i0 + mL2( y + cVx)
+ ml xvy - (Vx-wVy)vy + (Vy +Vx)v x + 2x(ivx+wvx)] dx
Mo (Vy +Vx) + vL2• ML , + M 02Vx + 6v +2vx] dx
Mo (Vx-oVy) - ImL2 02+ Mn[
= T - T2 - LFY2
SFyl-Fy2
-
2 v x -w v y-20cvy dx
EI v  =Vy+ mE a 4 Y - 2Vy
- - (Vx y +Vx) - Ovx - 20 xV
vx E- x2 v x x= 2x - (Vx - coVy) + &vy + 2mv=y
tl
(3.10a)
(3.10b)
(3.10c)
(3.10d)
(3.10e)
= Fx,-Fx2
where
Mo = M+mL, Io = 1+ 1 mL3  (3.11a,b)
These equations are quite complex, involving many nonlinear terms. For simplicity, we will
assume that the rotation rate, Co, of the mass can be linearized about a constant value, Q. This
situation typically arises when analyzing the motion of rotating spacecraft with flexible
appendages. The initial rotation rate remains more-or-less constant, with small perturbations from
interaction with the appendages. Thus, substituting Q2+o for 0o, and neglecting all remaining
nonlinear terms, we are left with
S+ mL2A+ m xv + 2xv dx = T1- T2 -LFy2  (3.12a)100 +2 AY + m= Y2
MoAy +mL2L + m y - 2Vy + 2fPdx = F y-Fy, (3.12b)
MoAx-mL2m[ +"2Vx. P 2-2vy] dx = Fx,-Fx2 (3.12c)
v+Ely v f2Vy =- Ox-Ay - 2QPx  (3.12d)
SEA - 2v = 2x + 2xom- Ax + 2G y (3.12e)
where
Ax(t) = Vrx(t) - aVy(t) - Anom  (3.13a)
Ay(t) = Vy(t) + Vx(t) (3.13b)
v(x,t) = vx(x,t) - vnxm(x) (3.13c)
This set of equations is referenced to the nominal deformed state of the system. In this reference
state, the beam is under axial tension due to the rotation of the system, which results in a steady-
nom
state axial displacement field, v x (x). The rotation is about a center of mass which may not
coincide with the zero-rotation center of mass, due to the axial stretching. Also, the variable Ax
represents a perturbation from the nominal value of -0 2d, where d is the distance from the rigid
mass to the center of mass of the structure in the deformed configuration. The remaining variables
(Vx and vy) are linearized about zero. A derivation of the exact nominal configuration under
constant rotation can be found in Appendix B. To this set of equations we must add the boundary
conditions
a2EI•x2 y(0) = I -TI  (3.14a)
a3
EIax- vy(0) = - MAy + Fyl (3.14b)
EA-.vx(0) = MAx- Fx1  (3.14c)
a2EIax2 y(L) = -T2  (3.14d)
/3Elax3 y(L) = Fy2 (3.14e)
EA-xvx(L) = -Fx2 (3.i4f)
These conditions can be derived either from force equilibrium considerations or directly
from the integrated terms arising from the spatial integration by parts of Equation (3.7).
It should be noted that even small elastic deformations, when integrated over the length of
the flexible appendage, may give rise to large angular rotations of cross sections of the appendage.
As a result, a large bending deformation gives rise to a small amount of axial displacement towards
the root of the appendage. This effect is called foreshortening, and is described in Fig. 3-2. While
this phenomenon is of second order for small rigid angular rates, it becomes first order if the initial
rotation rate is large. For sufficiently large rates, its effect is so pronounced that a mathematical
model which excludes the required correction terms will incorrectly predict instability above a
critical initial angular rate. (This inaccurate prediction is sometimes sarcastically referred to as
"buckling under tension.") The treatment of foreshortening is deferred to Section 3.2.
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Fig. 3-2: The foreshortening phenomenon arising from finite transverse
deformation.
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3.1.2 Solution of the Integral-Partial Differential Equations
Equations (3.12a-e) represent a linear system of integro-partial differential equations. In
order to obtain an analytic solution, it is neccessary to transform the partial differential equations
(3.12d) and (3.12e) into the frequency-domain, using the Laplace transform. In doing so, it will
be possible to express the integrals arising on Equations (3.12a), (3.12b) and (3.12c) in terms of
the boundary variables alone. The boundary conditions can then be used to relate these quantities
to the applied forces. The result is a dynamic stiffness matrix, similar to the type discussed in the
previous chapter. The inverse Laplace transform can then be used to convert the response of the
system back into the time-domain.
It is convenient to normalize the equations of motion for the following development. By
making the following definitions:
^ 1 p  1 1vx  - y =- LVY s (3.15d-f)
V L=j;x VY L Y (3.15d-f)
S ( - T2 - LFy2) x M= s2 (Fxl - Fx2) y - MLs 2 (Fyl- Fy2) (3.15g-i)
4 mL4s 2  P2 mL2,2a  m = - mL (3.15j,k)
mL mL3YM - = - 0 (3.151,m)
the equations of motion become
+ Y + x ydx + 2y
Ay + 2 + YM(1-2) [ vydx +
Ax 1 M x -A
(3.16a)
= ,y (3.16b)
= Px (3.16c)
L4 vy 4 (1-a2) V= 2 x4 x 4  Ly CO (3.16d)
L2 a2 2  = 2+ V y - p2Ax + 222 _ O (3.16e)ýX2 Yx X Y AX + 2p2. L
The two coupled partial differential equations are solved by defining the state and rigid
motion vectors
a A 2 a2L- vx L 2ax Yax
rA A Ai
y = L[o Ay Ax]
and then solving the equivalent system
ax(x) =
X(X) Ax(x) + LBou
L3 3 Aax3 Vy
+ BlByL2
A
vx L a-vx
0
00
A = A
0oS2
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 2a4 ^2 0 B =  0'0 0 0 0 1 0
0 0 0 -2(1-_2)0 - - 0
0 0
0 0
0 0
a4 0 B1
o o
0-pd 32
0 00
o0 0
0 00
a4 0 0 (3.19a-c)
0 00
2
-20 Q 0 0-
It is easy to show that this system has the solution
x(x) = eA(X/L)x(O) + A- 1[eA(x/L) - I] Bou + [A-2[eA(x/L) - I]- A Bly (3.20)
This solution can be determined by any of a number of methods and is verified by direct
substitution. The state vector integrals then follow as
x(x) dx
Sxx (x) dx
= Fx(0) + Fy
= Gx(O) + Gy
(3.21a)
(3.21b)
with
F = A'[eA - I]
G = Al[eA F],
F = A-I[F -I] Bo + [A 2 [F - I] 'A-'] B
-21
G = A-1[G - I] Bo + [A'2[G - I] - !A 1'] B,G 2 2[G 3
x(x) = [y
where
(3.17a)
(3.17b)
(3.18)
(3.22a,b)
(3.22c,d)
Of the six natural boundary conditions given in Equations (3.14a-f), only three are used. The
remaining three are replaced with the three essential conditions at x=O. The new set of normalized
boundary conditions are then
Vy(0) = 0 (3.23a)
L vy(0) = 0 (3.23b)
L2 ^y(A ) 0= mL 3 4  + j3 (3.23c)
L3 ^ y(0) M = 4 j y M- X4 y (3.23d)ax3 vyO) = Y M
Vx(0) = 0 (3.23e)Mx(0 M02  x
L avx(o) -= - x A 02 X1 (3.23f)
At this point, we have succeeded in expressing the transformed system as a set of thirteen
linear equations in thirteen unknowns. The unknown variables are the four integrals found in
Equations (3.12a-c), the six elements of the state vector x evaluated at x = 0, and the angular and
linear accelerations of the rigid mass, represented by y. We can eliminate the integrals by
substituting the appropriate partitions of Equations (3.21a,b) into Equations (3.12a-c). We can
then eliminate the state vector unknowns by means of the above boundary conditions. We are
therefore left with three equations in three unknowns, which can be represented symbolically as
[M+C(DE+D)] y = [I+CDK I -H]f (3.24)
where
f = [1 ýyl •xX1 2t y2 kx2]T (3.25)
and
0
1 2yI 1 L 0
Y, M = 1 0 , H = 0 1 (3.26a-c)L-L 0 o
L-YM 00 U
, C
0
AS2yMQ j(3.26d,e)
AYM(1y,,(1-62j
gl3 g14 816 813 814 816
= 853 g54 g56  D = 853 g54 856
D /f13 f14 f16  D 13 14 16 (3.26f,g)
Lf53 f54 f56L 53 54 56k 53 T54 T56
Equation (3.24) has the general form of a dynamic stiffness equation, except that only the
generalized displacements at x=0 are considered. It is a simple matter to augment these equations
with three additional relations which involve the three generalized displacements at x=L. The
stiffness matrix for this planar example is then 6-by-6, and relates the generalized boundary forces
and displacements in the manner described in the previous chapter.
Observing Equations (3.18) and (3.19a), we see that, for this system, the axial and
bending solutions are coupled. Consequently, the matrix exponential in Equation (3.20) has no
analytical expression. The matrix exponential is therefore computed by first decomposing A into
its eigenvectors and eigenvalues, taking the exponentials of the individual eigenvalues, and then
reconstructing the matrix exponential using the same eigenvectors. Beyond this operation all
calculations are performed numerically. An exception to this is when 0 is zero. In that case, an
analytical solution to the dynamics of the system can be carried to completion. Without going into
excessive detail, we present only the result here:
E
K
.1., .,.I
I'yM(cdif-sdif) + MOcsur
M I -•sun
y•(cdif) - 0sdif
n-sdif) yM(ssum-cdif) +
YM(ssum) + (
Ay
A
S`csum-sdif (csum-ssum) ML2 10M L2MOL2k py1;[ MP
= A.
-Mo2sdif)  (csum) 0 -1 T2
SLFy2-
[7Mr + (1-YM)] Ax = [cosp3 -1 xA
Fx2-
where
csum = I cosha+cosa] ,
cdif [cosha-cosa],
ssum =1 [sinha+sina]
sdif = I [sinha-sina]
Figures 3-3 through 3-6 compare several simulation runs using the TEM approach with
results from simulations using the DISCOS multibody program. In the first two runs, there is no
mass at the root of the beam, while in the remaining runs, the mass is set to 1.0 kg and the inertia
is zero. The beam has a length of 1 m, and a mass distribution of 1.0 kg/m. The bending stiffness
is set to 1.0 Nt-m2 for the first and third runs, and is modified to 0.04 Nt-m2 for the second and
fourth runs. The beam model used in DISCOS consists of fourteen lumped masses, equally
spaced along the length of the beam, with the first four free-free modes retained. The only forcing
input is a torque pulse of constant amplitude of 1.0 Nt-m, lasting 0.1 second, applied to the rigid
mass. Shown in the graphs are the linear and angular rates of the rigid mass, and the inertial
position and angular orientation of the rigid mass. In all four runs, the value of Q is set to zero.
Consequently, the TEM formulation predicts no axial deformation.
The TEM and DISCOS runs agree reasonably well for the first and third cases, where the
beam is relatively stiff. Because the Gibb's suppression factor used in the inverse Laplace
transform tends to filter out that portion of the response higher in frequency than the sampling
(3.27a)
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(3.28a,b)
(3.28c,d)
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frequency, the TEM plots actually show less motion than the DISCOS plots. This occurs because
the fourth mode of the beam (which is the highest mode included in the DISCOS model) is actually
higher in frequency than the sampling frequency. In the second and fourth runs, where the
stiffness is reduced, the TEM simulations do indeed display higher frequency motions. However,
for these runs, the DISCOS model is capable of recovering the dynamics associated with the large
deformational motion of the beam better than the TEM model. This is consistent with the TEM
assumption that the angular velocity is small. The DISCOS methodology makes no such
assumption. The reduced bending stiffness leads to large local angular rates at the point of torque
application which are not captured in the TEM model. It is interesting to note, however, that the
TEM and DISCOS simulations do agree reasonably well for the inertial positions and rotation
angles, even in the runs with reduced bending stiffness.
3.2 Foreshortening Effects
As discussed above, the incorporation of foreshortening effects into the mathematical
model is important when large initial angular rates are considered. In this section, we provide a
simple second order correction term to the deformation kinematics. This term acts in the axial
direction, adding to the deformation due to axial extension or compression.
When bending alone is considered, we can assume that the length of the flexible appendage
remains constant. Denoting s as the distance travelled along the axis of the beam in the deformed
configuration, we have the relationship
ds2 = dx2 + dy2  (3.29)
This equation can be solved for dx, yielding
dx = ds2 - dy2  = 1- (dy/ds) 2 ds 1 - 2 (3.30)
The last expression is correct to second order. To determine the deformed location, p(x), of a
particular cross section of the beam in the deformed configuration, we would like to integrate this
second order expression with respect to s. However, the bending deformation is assumed to be a
function of x. Fortunately, this does not present a problem, as the error introduced by replacing s
with x is fourth order. Thus, we obtain
p(x) x - ~ dx = x - JL Vy dx (3.31)
0 0
The entire position vector, including axial effects, is then
p = 2 d (3.32)
Y+vy
The equations of motion can be rederived using this modified kinematic relationship. In
doing so, only one term contributes to the linearized equations of motion. Without digressing into
a full derivation, we present only the results here. The variation in kinetic energy is modified to
ST' = T - mQ2 x vy()] 8[-vy( )]d dx (3.33)
This additional term is then integrated by parts twice, yielding
8T' = T + m Q2 X2 [ Vy(x] 8 vy(x)] dx
- [m 2x2 j v ( 8 [ vy(4)] d ] L
0 
= ST - m2 (L2 X2) [v (x)] [vy(x)] dx
= 8T - m•Q2 (L2 - x2) ••Vy(x) - 2x [ývy(x)]] vy(x)dx (3.34)
Upon application of Lagrange's equation, the modified bending equation becomes
Sa 4  + 2 2 2  - 2x y - 2v + y = - - Ay- 2v x  (3.35)
while the linearized equation for axial deformation remains unchanged. Note that the
foreshortening terms vanish when Q is zero, as expected.
Unfortunately, the presence of these terms makes it impossible to express the general
solution to the system dynamics in the form of a matrix exponential. The reason is that the
coefficients of the first and second spatial derivatives of vy have spatial dependence. It may be
possible to find an approximate solution, or express the exact solution in terms of special
functions. Such an endeavor is considered beyond the scope of this thesis.
3.3 Discussion
By expressing the deformation of the flexible structure with respect to a moving reference
frame, it is possible to apply the TEM methodology to structures undergoing arbitrarily large
motions. Unfortunately, arbitrarily large angular motion of the total structure, which may include
articulated joints, requires a nonlinear model for the correct description of both the dynamics of the
motion and the kinematics at the joints. The nonlinearity arises because the individual reference
frames with respect to which each flexible element is referenced may undergo large angular
rotations and/or displacements with respect to one another. Future efforts should explore the use
of perturbation techniques that allow the Laplace transform to be used while still including the
effects of the nonlinear terms.
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4 CONTROL DESIGN BASED ON TRANSFORM
ELEMENT MODELS
Because the TEM formulation utilizes exact solutions to the mathematical models that
describe structural dynamics behavior, it is possible to achieve remarkable nominal performance in
open-loop slewing maneuvers of flexible structures. This is the subject of Section 4.1 of this
chapter. By nominal, we mean that the response of the structure is assumed to be described
exactly by the governing partial differential equations. Of course, the response of the actual
structure will deviate from nominal due to modelling errors. Generally speaking, greater modelling
errors lead to poorer performance. This is one of the fundamental motivating factors in the
development of closed-loop control. Unfortunately, because the TEM methodology does not
immediately yield a finite dimensional state-space representation of the structual model, traditional
state-space control methods are not directly applicable in the closed-loop case. (In actuality, no
finite representation can exist, as the mathematical model is of infinite order.) Methods for
achieving closed-loop control solutions without state-space models are discussed in Section 4.2.
4.1 Open-Loop Control
In this section, we develop an open-loop control algorithm that takes advantage of the
quality of the structural model available via the TEM methodology. We restrict attention to finite-
time, linear maneuvers with a quadratic cost functional. We also assume that the structure is
initially at rest. The desired terminal condition is expressed by
y(tf) = Yd (4.1)
where tf is the maneuver time, y(t) is a vector of variables of interest, and yd contains the desired
terminal values of these variables. The elements of y could include, for example, the displacement
and rotation of a rigid mass on the structure, or the relative transverse deflection of a point on a
flexible member. The available control forces are also collected into a single vector, qc(t), of
I
dimension Nc. These control forces are then a subset of the global generalized forces defined by
the system model. In order that these forces be continuous in time, we must impose the additional
constraint
qc(0) = qc(tf) = 0 (4.2)
Also, the quadratic cost functional is given by
J = [y(tf) - yd]TRyy [y(tf) - ydqc ( + q•(t)TcRqqq ) + (t)T qq c(t)] dt (4.3)
where Ryy, Rqq, and Rqq are symmetric, positive definite weighting matrices.
We must now express the output vector in terms of the control vector via the system
dynamics. This is accomplished using the convolution integral
y(t) = JGy(t-r) qc(t) dr (4.4)
where Gy(t) represents the impulse response matrix relating y(t) to qc(t). The convolution integral
is calculated efficiently using the inverse Laplace transform algorithm of Sec. 2.2:
y(t) = L'l[Gy(s) qc(s)] (4.5)
4.1.1 Finite-basis control approximation
By substituting Eq. (4.4) in Eq. (4.3), we observe that the cost functional depends on qc(t)
only. Setting the first variation in cost to zero therefore yields
+= [Gy(tft) qc(t) dt - yd] Ry, [ Gy(tc-t) 8qc(t) dt]
+ qc(t)TRqqgqc(t) + 4c(t)TRqq8Ic(t) dt = 0 (4.6)
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Fq(t) = f , c = C (4.9a,b)
fq(6 T CJ
Using this finite-basis approximation, the optimal control problem is reduced to determining the
coefficient vector, c. The variations in the control vector are then
Sqc(t) = Fq(t) S, 8qc(t) = Fq(t) 8 (4.10a,b)
and the constraints given by Eq. (4.2) reduce to
Fq(0) c = Fq(tf) c = 0 (4.11)
Furthermore, the vector of desired outputs is expressed by
y(tf) = Y(tf) (4.12)
where Y(t) is the basis function response matrix, and is given by
Y(t) = IGy(t-) Fq(r) dr = L 1 [Gy(s) Fq(s)] (4.13)
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The problem then lies in solving this equation for qc(t). Unfortunately, this is not a simple matter,
as both the control vector and its variation appear within the integrals. However, if the control
inputs are restricted to a subspace spanned by a finite set of basis functions defined over the
interval [O,tf], a numerical solution is easily obtained. Each control input is first approximated by
qci(t) = fq(t)Tci, i = 1,...,N c  (4.7)
where fg(t) is a vector of known basis functions of time (usually sine and cosine functions), and ci
is a vector of undetermined coefficients corresponding to the i'th control input. The entire control
vector can then be conveniently expressed as
qc(t) = Fq(t) c (4.8)
where the following definitions have been used:
103
4.1.2 Solution without minimization
Grouping Eqs. (4.11) and (4.12) yields the matrix equation
Y(tY) Yd
Fq(0) c = 0 (4.14)
If the number of desired outputs and the number of unknown coefficients are such that the matrix
in this equation is square, then c is uniquely determined. Typically, however, there are many
elements in c, so that Eq. (4.14) is underdetermined. Consequently, many choices for c will meet
the terminal constraints. We therefore have some freedom in choosing which particular c to use.
For a given problem, the particular choice minimizes some predefined cost functional, which
provides a measure of nominal performance. The next two subsections describe two such cost
functionals.
4.1.3 Minimization with point constraints
We first use the cost functional given by Eq. (4.3) and adjoin the constraints given by Eq.
(4.11) via two Lagrange multipliers, X0 and Xf. Taking variations in c yields
8J = [Y(tf)c - yd] RyyY(tf) 8c
+ cT { Fq(t)TRqqFq(t) + Fq(t)T RqqFq(t)] dt I SC
+ c Fq(0) &c + X Fq(tf) c + 8 Fq(0) + f8 Fq(tf) c = 0 (4.15)
leading to the following matrix equation:
W Fq(0)T Fq(tf)T [C•1 Y(tf)TR yy Yd.
Fq(O) 0 0 o = I(4.16)
Fq(tf) 0 0
where
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f
W = Y(tf)T RyyY(tf) + Fq(t)TRqqFq(t) + Fq(t)TRqqFq(t)] dt (4.17)
This is a symmetric system, and can be solved using standard linear algebra routines.
A unique advantage of this approach is that it readily accommodates penalties in higher
derivatives of both control effort and structural deformation. In the frequency-domain,
differentiation merely requires multiplication of the data by the Laplace transform variable. The
inverse transformation then produces the derivative of the original signal. Higher order derivatives
are obtained by multiplying by higher powers of the complex frequency. Incorporating higher
derivative penalties in the traditional optimal control formulation is considerably more difficult.
It should be noted that the only approximation in the entire development involves
expressing the control inputs in terms of the basis functions. The dynamics of the entire structure
are accounted for, since the impulse responses are exact (insofar as the original equations represent
physical reality). Also, the structural deformations are assumed to be small, so that linearization
does not introduce significant errors. As a result, large angle slew maneuvers are not included in
this class of problems. It is possible, however, to express structural deformations with respect to a
nominal condition during a large angle slew, and then linearize about that reference, as discussed in
the previous chapter.
In an earlier analytical study by Skaar [50], the open-loop control of a rigid mass with a
flexible appendage, shown in Fig. 4-1, was studied. The appendage can undergo both axial and
bending deformation. In his work, structural deformation penalties were not incorporated into the
cost function; rather, the terminal conditions were adjoined to the cost functional as constraints.
Skaar derived analytical expressions for impulse responses of the simple mass/appendage structure
and thus obtained closed form optimal control solutions for the structure. Though successful for
this application, his approach does not readily generalize for more complex structures. In contrast,
the formulation presented here readily generalizes for realistic complex structures. Skaar's
example, however, is used as a first example to validate the optimal control formulation.
1v4hv;lh Atnnaanri
M= 1 kg
SL =O 0.5m
m = 2 kg/mn
EA = 0.05 Nt
EI = 0.05 Nt-m2
Fig. 4-1: Simple mass/flexible appendage structural model used in the open-
loop optimal control demonstrations.
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Rigid Mass
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The maneuver involves translating the mass a distance of 10 meters along the axis of the
flexible appendage, bringing it to rest with minimal residual energy and post-maneuver drift after
20 seconds. Thus, the axial deformation of the appendage is to be suppressed. The first case
places terminal penalties on the final position and velocity of the rigid mass and on a point 0.8 of
the length along the flexible appendage. A small penalty is also placed on control rate (to keep it
bounded), and 17 basis functions are used to approximate the control input. By keeping the
control penalty small, the penalties on defomation at the final time essentially become terminal
constraints. The results, shown in Fig. 4-2, indicate that the terminal conditions are matched, and
residual energy is negligible. In the second case, the member stiffness is reduced by a factor of
four, so that the primary modal frequency of the structure corresponds, approximately, to the
frequency of the first basis function of the control input. The results of this case, presented in Fig.
4-3, indicate that the control input has been adjusted so that excitation of the primary mode of the
structure is suppressed. Again, the terminal conditions are matched, and residual internal energy is
negligible.
The second example is the SCOLE structure analysed in Sec. 2.6.2. The maneuver
presented here consists of a ten second, 0.1 radian rotation about the z-axis of the shuttle. This
maneuver is a purely academic exercise, and is unrelated to the maneuver specified in the original
design challenge. For the first case, torque controls directed along the z-axis are placed at either
end of the mast (nodes 2 and 3). Due to the asymmetry of the structure, gyroscopic coupling is
expected. Consequently, roll and pitch torque controls are also located on the shuttle (node 2).
The cost of control effort is equally weighted among the control inputs, and is kept small to ensure
that the terminal conditions are satisfied. Equal terminal magnitude and rate penalties are applied to
the roll, pitch and yaw angles of the shuttle, as well as the torsional deformation of the mast at its
midpoint and at the mast/antenna junction.
The results of the first SCOLE slew are shown in Fig. 4-4. It is clear that, although the
shuttle has rotated the prescribed amount, there is a small amount of residual torsional energy in the
structure. This energy is due primarily to the deformation of the antenna and mast at the terminal
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Fig. 4-2: Results of optimal maneuver of mass/flexible appendage system: (a)
position of rigid mass, (b) control force applied to rigid mass, (c) deformation of
tip of flexible appendage with respect to position of rigid mass.
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Fig. 4-3: Results of optimal maneuver of mass/flexible appendage system with
reduced axial stiffness: (a) position of rigid mass, (b) control force applied to
rigid mass, (c) deformation of tip of flexible appendage with respect to position
of rigid mass.
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time. Also, the set of controls utilized are incapable of suppressing out-of-plane deflection of the
antenna, which is caused by the asymmetry of the structure.
In order to suppress this residual energy, additional controls are placed on the antenna.
Forces in the plane of the antenna are available at the mast/antenna junction and directly across the
antenna (nodes 3 and 9). In addition, an out-of-plane thruster is placed at the latter location. Thus,
a total of nine control inputs are used. Furthermore, additional penalties are placed on transverse
antenna deformation at nodes 4 and 8. The improvement in the slew response can be seen in Fig.
4-5, which indicates that most of the residual vibration has been eliminated. For this maneuver,
most of the torque is generated by the antenna thrusters across from the mast. In reality, this
distribution of control effort would be unwise, as it would lead to excessive stress in the
mast/antenna junction. Also, as shown in the figure, this trajectory causes a large amount of
torsional deformation of the mast. By adjusting the relative weights on the controls and structural
deformation outputs, it would be possible to converge upon a more realistic trajectory. However,
this control solution provides an adequate demonstration of the formulation presented here.
4.1.4 Minimization of flexible energy
Another method of obtaining an optimal solution consists of minimizing the residual
flexural energy within the structural elements at the terminal time. This is achieved by expressing
the generalized boundary displacements of the i'th element in terms of the undermined coefficients:
wi(s) = C Gq(s) Fq(s) c = Hi(s) c (4.18)
Making use of Eq. (2.43) then yields
Ei(t) = c Ei(t) c (4.19)2where
where
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E (t) = k(t) fHi(s)T ai(s 1 ,s2) Hi(s 2) ej(01+(2)tdcoido2 (4.20)
Included in the cost functional are the weighted penalties on residual energy for a set of Nf flexible
elements and weighted penalties on control effort and control rate. To this we adjoin the desired
terminal conditions and the constraints on the controls at the beginning and end of the maneuver.
The cost functional is thus
J = riEi (tf) + qc(t)TRqqqc(t) + qc(t)TRqq l (t)] dt
i=1
+ XT [y(tf) - Yd] + ý'0q c(0) + 4' qc(tf) (4.21)
Setting variations in J due to c to zero yields
W Y(tf)T Fq(0)T Fq(tf)T C 0
Y(tf) 0 0 0 Yd (4.22)Fq(O) 0 0 0 I (4.22)
Fq(tf) 0 0 0 JL fl L 0
where
W = ri E (tf) + Fq(t)TRqqFq(t) + Fq(t)TRqqFq(t)] dt (4.23)
i=1
Again, this system is symmetric, and can be solved with standard linear algebra software
packages.
The minimum residual energy approach was applied to the simple mass/appendage system
studied in the previous section. Two maneuvers were performed, both with a prescribed final
displacement of 10 meters after 20 seconds. In the first maneuver, the desired final velocity of the
rigid mass was zero, while in the second, the final velocity was 1 meter/second. The control
penalties were kept small, as in the previous section, and eighteen basis functions (sines and
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cosines) were used. The results of these maneuvers are shown in Fig.'s 4-6 and 4-7. In each
case, the residual energy is seen to be negligible. For the second case, it is interesting to note that,
because the internal energy formulation does not include kinetic energy due to rigid motion, it is
possible to achieve a terminal condition where the total energy is large (due to translational
velocity), while the deformational energy remains negligible.
The same structure can be used to perform rotational maneuvers. In this case, the bending
of the flexible appendage must be considered, and the control input is now a torque applied to the
rigid mass. Slews of 0.1 radians with terminal angular velocities of both zero and 1 radian/second
were demonstrated. The results, shown in Fig.'s 4-8 and 4-9, indicate that performance
comparable to the axial cases was achieved. In both cases, the control torque begins in the
negative direction (anticipating the deformation of the structure), then gradually rotates the structure
to the desired terminal configuration.
The minimum energy cost functional leads to system trajectories with far less residual
energy than those obtained via point constraints. Furthermore, minimization of total deformational
energy also avoids the problem of selecting which points to constrain, which is usually carried out
in an ad hoc manner.. All that is required is a relative cost weighting for each flexible element of
interest. However, because the calculation of internal energy involves a double integral, the
minimum energy approach requires more computational effort. The minimum energy cost
functional was not applied to the SCOLE maneuver problem.
4.2 Closed-loop control
The closed-loop control of infinite order systems expressed in the transformed domain is a
considerably more difficult problem. The exact dynamics of the mathematical model are available
in the frequency-domain only, and no finite dimensional state space realization is possible. As a
result, state space techniques, such as LQR and LQG methodologies, are not applicable.
However, the control problem can be posed in a form amenable to frequency-domain design
techniques. It is assumed that, for a given structural model, a set of disturbance forces act at global
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Fig. 4-6: Linear slew maneuver with residual energy cost functional and
terminal velocity of 0 m/sec: (a) Position of rigid mass (---) and tip of flexible
appendage (- • -), (b) control force applied to rigid mass, (c) axial deformation of
flexible appendage at center-span (---) and tip (- . -) with respect to position of
rigid mass, (d) same plot as (c) with expanded vertical scale.
Time (sec)
(b)
20.0
U.UIUU e
I i I i I -- I 1 I --1 I I 1 II I I I ·
0.2-
Time (sec)
(a)
).0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 2.0 2.5 Z2.0 2/.3 U0.0 32.5 35.0 1.35 40.0
Time (sec)
(c)
0.0 2.5 5.0 7.5 10.0 12.5 t5 0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 37.5 4
Time (sec)
(b)
Time (sec)
(d)
Fig. 4-7: Linear slew maneuver with residual energy cost functional and
terminal velocity of 1 m/sec: (a) Position of rigid mass (---) and tip of flexible
appendage (- * -), (b) control force applied to rigid mass, (c) axial deformation of
flexible appendage at center-span (---) and tip (- * -) with respect to position of
rigid mass, (d) same plot as (c) with expanded vertical scale.
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Fig. 4-8: Rotational slew maneuver with residual energy cost functional and
terminal angular velocity of 0 rad/sec: (a) Rotation of rigid mass (---) and tip of
flexible appendage (- - -), (b) control torque applied to rigid mass, (c) transverse
deformation of flexible appendage at center-span (---) and tip (- -) with respect
to position of rigid mass, (d) same plot as (c) with expanded scale.
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element junctions, and performance is measured in terms of some set of global generalized
displacements. The control objective is then to minimize, in some sense, the transfer function from
the set of disturbances, w(t), to the performance measure, z(t). This is to be accomplished by a
finite order controller which has available as inputs a finite set of measured generalized
displacements, y(t), and acts on a finite set of actuators, u(t), located on the structure. The
situation is depicted in Fig. 4-10. The transfer functions from disturbances and control inputs to
the performance metric and measured outputs are easily obtained as partitions of the dynamic
flexibility matrix. Note that this control problem is in the "standard form," which has been studied
extensively by Francis [51] and Doyle [12] for finite dimensional plants.
For this problem, the transfer functions are partitioned as
z(s) G zu(s w(s)
y(s)l = wGy(s) Gyu(S)] u(s)1 (4.24)
and the controller is expressed as
u(s) = Ge(s)y(s) (4.25)
The closed-loop transfer function is then given by
Tzw(s) = Gzw(s) + Gzu(s)Ge(s)[I - Gyu(s)Gr(s)]-'G,(s) (4.26)
The design objective is then to determine Ge(s) such that the closed-loop system is stable and
meets the performance specifications. Although general solutions have been obtained for finite
dimensional systems, the situation for infinite dimensional systems is much more complicated. As
a result, only simple systems have been considered. For example, the coprime factorization
technique is applied to a single torsional element in Reference 31. The extension of such an
approach to complex structures would indeed be a significant achievement. Equally significant
would be the extension of the characteristic gain technique, developed by MacFarlane (52], to
include infinite order structural systems. This technique is a multivariable feedback version of the
Nyquist stability criterion, and is well suited for systems in which a finite-dimensional state-space
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w(s) z(s)
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representation does not exist. It could potentially find use in the determination of stability criteria
for the controlled system.
The control design problem can be posed more precisely if the assumtion is made that the
controller has finite order. This is required if the controller is to be physically implementable. The
n-th order controller has the state-space form
xc(x,t) = Acxc(t) + Bj(t) , u(t) = Ccxc(t) + Djy(t) (4.27a,b)
which is represented in the frequency domain by
Ge(s) = Ce(sI - Ac)' 1Be + Dc (4.28)
The objective, then, is to find the matrices Ac, Be, Cc, and De, that both stabilize the closed-loop
system and minimize Tzw(s) in some sense. A method of selecting the order of the controller is
also required. The only data available are the partitioned transfer function matrices, which are
mathematically exact at all frequencies. The optimal solution would then be valid for the exact
mathematical model, rather than some truncation of it. As a result, the modelling error is restricted
to the deviation of the mathematical model from the actual physical structure. This will result in a
less conservative control design approach and, consequently, enhanced performance.
4.3 Limitations of the Transform Element Control Design
Methodology
Although the control designs based on the TEM methodology have demonstrated
remarkable performance (at least in the open-loop case), it is important to note some limitations of
this approach. First, the control actuation is available only on the boundaries of the structural
elements. For a small number of actuators, this may be overcome by dividing each element into
smaller sub-elements at the point of control actuation. If many actuators are employed, however,
this approach is clearly not feasible. Another limitation is the requirement that the initial conditions
be zero. Only in this way was it possible to obtain a simple expression for the control solution.
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Nonzero initial conditions introduce an extra term, qd(s), in the dynamic stiffness equation for each
structural element. In addition to making the optimal control expressions more complex, this term
must be computed by integrating over the domain of the element, as described in Sec. 2.3.1.
Consequently, the treatment of initial conditions (and distributed forcing, for that matter) increases
the computation time associated with the TEM approach considerably, as a numerical integration is
required for each element at each complex frequency of interest.
Some of these limitations can be overcome by working with the original PDE for the
element, expressed in the time-domain. This forms the basis of the direct PDE modelling
approach, which leads naturally to a different type of control theory. The direct approach is the
subject of the next two chapters.
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5 DIRECT PARTIAL DIFFERENTIAL EQUATION
MODELLING
All physical systems are distributed in nature when viewed on a macroscopic (or
continuum) level. This fact is a consequence of the underlying dynamics equations, which always
take the form of a set of field equations which must be satisfied over each infinitesimal region in
the spatial domain of interest. As a result, any true continuum model of a physical system must be
of infinite order. Lumped parameter models are, in general, low-frequency approximations to
these field equations. Examples include lumped electrical component models (such as capacitors,
resistors and inductors), rigid body structural idealizations, and finite element models. In this last
example, the finite order approximation is achieved by restricting the deformational degrees of
freedom of the system rather than employing a low-frequency approximation directly, but the result
is essentially the same: the model fails to recover the high-frequency dynamics of the system. In
this chapter, we introduce the concept of a distributed, infinite-order model of a system, which
retains the dynamics of the underlying equations at all frequencies. This approach, hereinafter
referred to as the direct PDE modelling approach, is superior to the TEM approach when forces of
a distributed nature act within the spatial domain of the structural elements. Such forces include
aerodynamic and gravitational loads, inertial forces, and distributed control actuators.
Distributed system models can be characterized in either of two forms. The first is an
integral form, in which the response of the system at a particular time is determined by integrating
(with respect to time and/or space) the product of the distributed forcing inputs and a Green's
function kernel. Here, the Green's function relates the response of the system at some arbitrary
point and time to an impulse applied at some other point and time. Thus, this characterization is
global in nature. Given this approach, it is possible to develop, for example, a distributed control
theory. The work of Brogan [18] proceeds along these lines. However, the Green's function for
an arbitrary system is extremely difficult to obtain. Indeed, analytical expressions are only
available for the simplest of cases. The other characterization is differential in nature. Here, partial
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differential equations, describing the local behavior of the system, are used to develop a system
model. This characterization is much easier to obtain, as the physical laws that describe the system
are always local. Consequently, more emphasis has been placed on developing the differential
approach for control system design. Breakwell [53], for example, uses the differential description
to obtain solutions to the boundary control of a simple flexible system. The differential description
of distributed systems will be used here throughout.
5.1 One-dimensional elements
For a structural system undergoing small deformations, the underlying differential
equations are, of course, the equations of elasticity. A completely rigorous and exact linear
structural model must therefore account for general three-dimensional deformation. However, for
long, slender structural elements, the deformation is primarily a function of position along the
element. The variation in deformation with respect to the other two directions can usually be
expressed in terms of a few functions of the position along the length of the element. Therefore,
only one spatial coordinate is needed to describe the dynamics. This is the basis for the axial rod
and Bernoulli-Euler beam models discussed in Chapter 2. While these idealizations fail to hold at
extremely high frequencies (where the characteristic wavelength approaches one of the transverse
dimensions), their ranges of validity tend to be greater than those of finite-order representations,
such as finite element models.
5.1.1 General Formulation
We will restrict our attention to one-dimensional, linear, time-invariant distributed systems.
Such systems can be written in the form
x(x,t) = Lx(x)x(x,t) + Bx(x)u(x,t) + Dx(x)n(x,t) , xe [0,1] , tc [0,0) (5.1)
where x is the state vector, u is the distributed control input, and n is the distributed disturbance
input. In contrast with lumped-parameter state space models, these vectors exhibit both spatial and
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temporal dependence. Also, Lx, Bx and Dx are linear (possibly spatially varying) matrix
operators. The subscripts indicate that the operators in each matrix operate with respect to the
independent variable x. Note that the spatial domain has been normalized to unity. The boundary
conditions are assumed to be homogeneous, and are expressed as
x(0,t) = x(1,t) = 0, tE [0,oo) (5.2)
Most of the development presented here (and all of Chapter 6) applies only to systems with
homogeneous boundary conditions. It is therefore assumed that no control or disturbance forces
are applied at the boundaries of the system. The treatment of non-homogeneous boundary
conditions is addressed in Appendix C. Finally, the initial conditions are expressed as
x(x,0) = x0 (x), xE [0,1] (5.3)
5.1.2 Bernoulli-Euler Beam Example
One of the simplest examples of a one-dimensional distributed parameter system is a
Bernoulli-Euler beam. A diagram of the physical system is shown in Fig. 5-1. The requirement
that the boundary conditions for the mathematical model be homogeneous corresponds to pinned-
pinned boundary conditions for the beam, as will be shown in the next subsection. In addition to
casting the equation of motion of the beam in the form given by Eq. (5.1), the following
subsections describe a method for simulating the response of the beam system to various control
and disturbance forces.
5.1.2.1 Normalization of Equations of Motion
In dimensional form, the beam dynamics are described by
)2 a 2  a2D2EI(x) a) 0- vd(xd,td) + m(x) 2 td(xdd) = fd(xd,td), xde [O,L] (5.4)
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(a)
m(x) ~ r(x)2
EI(x) - r(xr
(b)
Bernoulli-Euler beam models: (a) Uniform beam, (b) Tapered beam.
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Fig. 5-1:
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where xd and td are the dimensionalized spatial and tem]
transverse deflection, fd is the applied distributed contrc
length, EI(x) is the bending stiffness, and m(x) is the be
we must add the boundary conditions
a2
vd(O,td) 2 Vd(0,td) = Vd(L,tdd
and the initial conditions
vd(xd,0 ) = vOd(xd), a vd(
We now introduce nondimensional independent variable
x=E x, t= td
and the normalized deflection and distributed force as
v(x,t) = L Vd(xd,td), f(x,t)
We can also parametrize the bending stiffness and mass I
11l(x) = EI p(x)EI(O) '
where r1 and 0 are nondimensional functions. These non
nondimensional form of the equation of motion
- x2 )2 1 a2
ax2 L (x) v(x,t) + (x) a2 v(x,t) =
Here, fu and fn represent the normalized distributed contr
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To obtain the state space representation of the dynamics, we define the state vector and control and
disturbance scalars by
x(x,t) = u(x,t) = fu(x,t), n(x,t) = fn(x,t) (5.11a-c)
The first and second elements of x correspond to the normalized curvature and velocity of the
bending motion, respectively. These choices for the state vector components ensure the well-
posedness of the system model, as explained by Richtmyer [54]. Equation (5.5), which is a
consequence of the pinned-pinned boundary conditions, ensures that x(0,t)=x(1,t)-= for all values
of t. The equation of motion then takes the form of Eq. (5.1), with
Lx(x) = x) bx(x) = dx(x) = x) (5.12a,b)
5.1.2.2 The Case of Curvature Actuation
In most active structural control applications, it is difficult to implement lightweight inertial
force actuators. This is particularly challenging for space-based structures, where stringent
constraints are placed on structural mass. As a result, practical structural control actuators are
usually imbedded within the structure itself, and are capable of producing only relative deformation
between points on the structure. For example, deLuis [55] demonstrates how an embedded
piezoelectric actuator can be used to induce a local curvature in a flexible beam. Many such
actuators, placed along the span of a large, beam-like structure will then approximate distributed
curvature actuation.
It is therefore useful to develop the model of a beam with a distributed curvature actuator.
Such is the limiting case of a beam with many embedded piezoelectric actuators distributed along
its span. For this system, the equation of motion is modified to
ax2 [1 (x) av(x, t)] + 1(x)2 v(x,t) = _ý2m,(x,t) (5.13)
a lx2 ) •-vx2 t + (x) &t2 =)X
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where mu(x,t) represents the net action of the distributed piezoelectrics. The state vector, x, is
unchanged, as is Lx , but u and bx must be modified to
u(x,t) = mu(x,t), bx = ] x 2  (5.14a,b)
5.1.2.3 Numerical Simulation Using Laplace Transform
Given the beam dynamics model, there remains the problem of actually simulating the
response of the beam to control and disturbance forces. Various methodologies exist to achieve
this end. At one extreme, the dynamics equation is discretized in both space and time and then
integrated forward in time. Although this method is widely used, it requires rather fine
discretizations in both the temporal and spatial dimensions to achieve accurate results, and errors
tend to accumulate in time. At the other extreme, one can Laplace-transform the equation into the
s-domain and search for analytic solutions. However, due to the distributed nature of the control
and/or disturbance forces, this transformation results in an integro-partial differential equation
rather than a simple ordinary differential equation (as would be the case for boundary forcing
only). Due to the generality of the distributed forces, a general analytical solution is not available.
In order to achieve accurate solutions with relatively coarse discretizations, a third
alternative is proposed. The dynamics equation is L.aplace-transformed, resulting in the above
mentioned integro-partial differential equation. At each desired complex frequency, a finite
differencing scheme is used to solve for the displacement field. The data from a set of frequencies
is collected, and the numerically robust inverse Laplace transform algorithm described in Section
2.2 is used to convert the data back into the time-domain. Because the transformed equation
represents a boundary value problem, it is anticipated that its approximate solution will be more
stable and accurate than the corresponding solution to the mixed problem associated with time-
domain integration. The stability and accuracy of the inverse transform algorithm has already been
demonstrated in Chapters 2 and 3.
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The development presented here corresponds to distributed force actuation only, and the
case of distributed curvature actuation is addressed in Appendix D. We first transform Eq. (5.10)
into the frequency-domain:
a2 2 1(x) v (xs)] + s;2 (Xs) -sv x) -(x)-o( ] = u(x,s) + fn(x,s) (5.15)
The normalized frequency, s, is related to the dimensional frequency, sd, by
s = sd 4 (5.16)
In this way, we can relate the transform pair v(x,td) - v(x,sd) with the pair v(x,t) - v(x,s). We
now assume that the feedback control law is distributed and linear, and relates the components of
the state vector to the control input by
fu(x,t) = - k(x,y)Tx(y,t) dy
= - kl(x,y)(y) v(y,t) +k 2 (x,y)atv(y,t) dy (5.17)
0
In this last equation, kl(x,y) and k2(x,y) represent feedback gain kernels. This type of control law
will arise in the next chapter as the optimal solution to the distributed control problem. Substituting
the Laplace-transformed version of this control law in Eq. (5.15) leads to
a- n(x) 7 - v(x,s) + fvr(x,s) + k(x,y) (y) y2v(y,s) + s k 2 (x,y) v(y,s) dy
0
=in(x,s) + V(x) + v0 (x)] + k2(x,y ) vo(y) dy (5.18)
The term involving k1 in this equation can be integrated by parts twice so that the derivative with
respect to y operates on k1 . For homogeneous boundary conditions, the boundary term arising
from this operation vanishes. The treatment of distributed control feedback for systems with non-
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homogeneous boundary conditions (such as a controlled clamped-free beam) is not discussed here.
By making the following associations
a2
k(x,y,s) = 2 [k l (x,y) rl(y)] + s k2 (x,y) (5.19a)
f(x,s) = if(x,s) + fi(x,s) + fc(x,s) (5.19b)
(x,s) -X) [vo(x) + s vo(x)] (5.19c)
f(x,s)= k2 (x,y) vo(y) dy (5.19d)
the dynamics equation reduces to
,2 (x) ý-2 -(x,s) + ,(x,s) + k(x,y,s) v(y,s) dy = f(x,s) (5.20)
A similar result is available for the case of curvature actuation, and can be found in Appendix D.
Equation (5.20) must be solved numerically for each value of s needed to construct the time
response. To do so requires a discretization of the spatial domain into N uniform subregions. The
boundaries of these subregions are given by
xi i = i=0,..., N (5.21)
We can now use the values of f(x,s) evaluated at these xi to determine v,(x,s) at these same
coordinates. By defining the vectors
v(s) v(xi,s)) , f(s) = ((xi,s) (5.22a,b)
and the matrix
K(s) = [k(xi,yj,s) ] (5.23)
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an approximation to Eq. (5.20) is easily obtained. The first term is replaced by the finite difference
approximation
l(x) v7 (xs) =- N 4 DHD vI(s) (5.24)
where D is a constant banded matrix of coefficients representing the second derivative operation,
and has the following form for homogeneous boundary conditions:
-2 1
1 -2 1 0
1 -2 1
D = . . (5.25)
0 1-2 1
1 -2-
For non-homogeneous boundary conditions, the elements of D near the upper left and lower right
corners have different values. These cases are described in Appendix C. The matrix H is the
discretized representation of Tl(x):
H = diag [rl(xi)] (5.26)
The second term in Eq. (5.20) is trivially approximated by
S2 Sv(x,s) = s2 B v(s) (5.27)
where
B = diag[ (5.28)
Finally, the integral term is approximated using the trapezoidal rule, and leads to the following
matrix-vector product:
k(x,y,s) v(y,s) dy = K(s) vi(s) (5.29)
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Collecting terms, the discretized equation becomes
N 4 D HD + S 2 B + K (s)] i(s) = fn(s) +i(s) + c(S) (5.30)
Thus, a single matrix inversion is required at each complex frequency. If the frequencies required
for the inverse Laplace transform are given by
s = si, ..., Sn (5.31)
then the solutions of Eq. (5.30) can be grouped according to
V = (v(sl) ... V(sn)) (5.32)
The time-domain responses at each xi are then obtained by applying the inverse transform
algorithm to each row of V.
Figure 5-2 presents the response of a uniform and a linearly tapered beam to a sinusoidal
initial displacement and zero initial velocity. (The plots display time and x-coordinate along the
beam as independent variables, with transverse deflection along the vertical axis.) For the uniform
beam, these initial conditions correspond to the second mode of vibration. Consequently, no other
modes are excited, as can be seen in the figure. For the tapered beam, many modes are involved,
as the individual mode shapes are more complicated. Figure 5-3 displays the simulation results for
a uniform beam impacted with a unit transverse impulse at its center-span. The plot on the left
corresponds to a long time scale, and indicates that the resulting motion is predominantly
composed of a first mode vibration with odd harmonics. The plot on the right, which corresponds
to a shorter time scale, accentuates the wave-like characteristics of the response. The disturbance,
which begins at the center-span, quickly moves towards the boundaries and reflects. These
reflections eventually set up the complex modal motion observed in the long time scale plot. Note
that, for a short time following the impact, the deflection of the center-span varies as the square-
root of time. This behavior agrees with the beam theory presented by Nowacki [56], where the
response of a beam of infinite extent is addressed. Note also that the disturbance reaches the
boundaries almost instantly, which is characteristic of the Bernoulli-Euler beam assumption of no
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Fig. 5-2: Uncontrolled response of beam with initial displacement
v0 (x)=sin(2xx): (a) Uniform beam, (b) Tapered beam (Beam diameter varies
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Fig. 5-3: Response of uniform beam to unit impulse applied at center-span: (a)
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cross section rotary inertia. That the figure does not indeed display an instantaneous response at
the boundaries is a consequence of both physical and artificial effects. First we note that, from a
modal analysis point of view, the excitation of the odd numbered modes due to the impulse
decreases with increasing mode number. (The even modes are not excited.) Thus, the modes that
travel more quickly also have smaller amplitude. The actual deflection of the beam far from the
disturbance source is therefore not visible to the eye until the information carried by the lower,
more highly excited modes propagates through the system. The second effect is related to the
spatial discretization and temporal sampling used in simulating the response of the system.
Because the modal frequencies and wavelengths are intimately related via the dispersion relation,
spatial discretization necessarily affects the temporal response. However, since a fine
discretization was used for this simulation (256 points in space and 512 in time), it appears as if
this second effect is negligible compared to the first.
The infinite propagation speed associated with the Bernoulli-Euler beam is made more
apparent in Fig. 5-4, where the beam response (on the left) is compared with that of a Timoshenko
beam (on the right). (The simulation of the Timoshenko beam requires a more elaborate
development than is presented above, and is therefore discussed in Appendix E.) For these
simulations, free-free boundary conditions are assumed, and the impact occurs at a boundary. The
effect of rotary inertia is immediately apparent, and manifests itself as a finite disturbance
propagation velocity in the Timoshenko beam. Also, the reflection of the shear wave propagating
through the Timoshenko beam can be seen in the plot on the right of the figure.
5.2 Two-dimensional elements
Many element models require two independent spatial coordinates to specify the domain of
the element. These models include membranes, plates in bending, shells, and plane stress
elements. In all cases, the third spatial dimension is of sufficiently small extent in comparison with
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the other two dimensions so that a two-dimensional idealization is reasonably accurate. These
models have the general differential form
x(x,y,t) = Lxyx(x,y,t) + Bxyu(x,y,t) , x,ye [0,1] , tE [0,o) (5.33)
where the subscripts on the operators indicate operations with respect to both x and y. Two
examples of two-dimensional elements are given below.
5.2.1 Membrane model
The normalized equation of motion of a membrane is given by
-V2v(x,y,t) + v(x,y,t) = f(x,y,t) (5.34)
where v represents the normalized deflection, f represents a normalized force per unit area, and V2
is the Laplacian operator. Taking the deflection and its velocity as the state variables:
x(x,y,t) = x ,y,t)] u(x,y,t) = f(x,y,t) (5.35a,b)
xv(x,y,t)J
and defining the operators Lx and bx by
Lx= [2 , bx = [ (5.36a,b)
leads to the relation given by Eq. (5.33).
5.2.2 Plate model
Another two dimensional element is a plate in bending. Here, the equation of motion is
V4 v(x,y,t) + (x,y,t) = f(x,y,t) (5.37)
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In this case, the following state vector and forcing input definitions are appropriate:
x(x,y,t) = t) u(x,y,t) = f(x,y,t) (5.38a,b)
x v(x,y,t) l
The equation of motion then takes the form of Eq. (5.33), with
Lx = [V 2  , bx = (5.39a,b)
5.2.3 Complexity Issues
Unfortunately, the direct simulation of two-dimensional elements is considerably more
computationally intensive than the simulation of one-dimension elements. Because the spatial
domain is given by two independent variables, discretization in two dimensions is required. As a
result, no simulation results are currently available. A complete development of the direct
simulation of two dimensional elements is the subject of future research.
5.3 Multiple Element Formulation
Distributed modelling and simulation of multiple member structures, such as space
frames and trusses, is a considerably more difficult problem than the single element
situation, even for one-dimensional elements. The primary difficulty is in the mathematical
treatment of the boundary conditions that arise at element junctions. A rigorous, general
assembly procedure for complex structures using direct PDE modelling remains to be
developed. One approach currently considered is to define a normalized local coordinate
system (x=O at one end of an element and x=l at the other end) for each structural member,
as shown in Fig. 5-5, and collect the states associated with each element into a large state
vector. The dynamics of the entire structure is then still represented by Eq. (5.1), and Lx
becomes block diagonal, with each block representing the dynamics of one member. The
boundary conditions then relate various elements of the state vector at x=O and/or x=1. The
difficulty in the direct modelling approach then lies in utilizing these awkward boundary
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conditions for the purposes of simulation and control design. The direct multiple element
formulation remains an open area of research.
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Schematic of multi-element truss structure.Fig. 5-5:
6 CONTROL DESIGN BASED ON DIRECT PARTIAL
DIFFERENTIAL EQUATION MODELS
This chapter studies the properties of optimal solutions to the distributed control of systems
described by direct PDE models. By distributed control, we imply that control effort is imparted to
the structure in a spatially distributed sense. This can be thought of as the limiting process of
employing an increasing number of actuators, all of which have a decreasing spatial domain of
influence. Particular emphasis is placed on a specific example, that of a Bernoulli-Euler beam.
Both finite- and infinite-length beam systems are studied, and comparisons are made between the
corresponding optimal solutions. Also, two types of beam actuation are addressed. The first is
force actuation, which is commonly used in theoretical studies yet is rarely achievable. The second
is curvature actuation, which is more realizable (as mentioned in the previous chapter) but less
often addressed in theoretical works.
Distributed control is by no means a new topic. In fact, the essential mathematical
groundwork was established in the 1960's by Butkovskii [21], Wang [57], and Lions [22]. The
results then obtained were analogous to the classical LQR solution (e.g., the Riccati matrix
equation was replaced by a Riccati operator equation), and were derived using the principle of
optimality and/or advanced functional analysis. Later works by Tzafestas [58] [59] derived the
necessary conditions for optimality from a variational calculus approach. A mathematically
rigorous derivation of the Riccati operator equation is performed by Gibson [23] and Balakrishnan
[60]. Also, Balas [61] addresses several implementation issues, including the use of a finite set of
sensors and actuators and a finite order controller. Perturbation methods are utilized to determine
criteria for closed-loop stability. Until now, the complexity of the distributed control problem has
rendered it a mere mathematical curiousity, rather than a practical tool. With today's computer
resources, however, the solutions to simple problems, such as the Bernoulli-Euler beam system
described below, are within reach.
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6.1 Linear Quadratic Optimal Control Theory in the 1-D Case
The theory presented in this subsection closely resembles the work of Tzafestas [58] [59].
We restrict our attention to one-dimensional, linear, time-invariant distributed systems. Such
systems can be written in the form
x(x,t) = Lx(x)x(x,t) + Bx(x)u(x,t) , xe [0,1] , t [0,oo) (6.1)
which is identical to Eq. (5.1), except that the disturbance input has been set to zero. We will
assume that Lx and Bx are matrix differential operators of orders N and M, respectively, with M <
N. As before, the boundary conditions are assumed to be homogeneous, and are expressed as
x(0,t) = x(1,t) = 0, te [0,oo) (6.2)
while the initial conditions are expressed as
x(x,0) = x0 (x), xe [0,1] (6.3)
The simplest optimal distributed compensator is derived under the assumption of full state
feedback. That is, perfect measurements of x(x,t) are available in a continuous sense throughout
the spatial domain at every instant of time. It is also assumed that control actuation is available in a
similar distributed sense. While these assumptions are rather ideal, they serve to define an upper
limit of achievable performance for the control system to be designed. The optimal distributed
control problem can then be stated as follows: Given an arbitrary initial condition, determine the
control required to return the system to the zero state while minimizing some cost criterion. We
will assume a quadratic cost functional of the form
J = [x(x,t)TQ(x)x(x,t) + u(x,t)TR(x)u(x,t)] dx dt (6.4)
where Q and R are symmetric (possibly spatially varying) weighting matrices. This is the
distributed analogue of the classical linear-quadratic regulator (LQR) problem. Its solution is
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obtained by extending the classical variational calculus approach to distributed systems. Note that
the cost functional has infinite time horizon. This corresponds to the steady-state LQR problem.
The finite time problem is also of interest, but provides no additional insight.
We first augment the cost functional with the system dynamics via a costate vector, p(x,t):
Ja = J +  (x,t)T [Lx(x)x(x,t) + Bx(x)u(x,t) - x(x,t)] dx dt (6.5)
The augmented cost functional now depends on the three vectors, x, u, and p. The cost is
minimized by setting the variation in cost due to independent perturbations in these three vectors to
zero. Thus,
8Ja( 8p) = 88p(x,t)T[Lx(x)x(x,t) + Bx(x)u(x,t) - x(x,t) dxdt = 0, V 8p(x,t) (6.6a)
8Ja(8U) = [u(x,t)TR(x)8u(x,t) + p(x,t)TBx(x)8u(x,t)] dx dt
= [u(x,t)TR(x) + [Bx(x)p(x,t)]T ]u(x,t) dx dt = 0, V 8u(x,t) (6.6b)
8Ja(xB) = i [x(x,t)TQ(x)8x(x,t) + p(x,t)TLx(x)8x(x,t) - p(xt) (x,t)] dx dt
= x(x,t)TQ(x) + [Lx(x)p(x,t)] + p(xt)T8x(x,t)dxdt = 0, V 8x(x,t) (6.6c)
Equation (6.6a) recovers the system dynamics, while Eq. (6.6b) determines the control law. The
superscript (*) represents the formal adjoint operator, which is defined by
la(x)TLx(x)b(x) dx = J[L (x)a(x)]Tb(x) dx + (Boundary Terms) (6.7)
For a linear spatial differential operator, its adjoint is determined by integrating by parts with
respect to the spatial dimension. The boundary terms can be made to vanish by placing the
appropriate restrictions on a(x) and b(x) at x = 0 and x = 1. The nature of such restrictions is
discussed in Appendix F. For this control problem, we have already assumed homogeneous
boundary conditions on x(x,t). The remaining boundary terms vanish by requiring that
ak ak
xk p(0,t) =xk p(1,t) = 0, t [0,oo), k = 0, ..., N-2 (6.8)
Because we have required that M < N, these conditions suffice to eliminate the boundary terms in
both Eqs. (6.6b) and (6.6c).
Solving for u in Eq. (6.6b) yields
u(x,t) = - R(x)"1Bx(x)p(x,t) (6.9)
The third term in the integrand of Eq. (6.6c) is integrated by parts with respect to time. The
integrated terms go to zero due to the specification of the initial conditions for the system and the
necessary condition
p(x,.o) = 0, xe [0,1] (6.10)
Equations (6.1), (6.9), and the integrand in Eq. (6.6c) lead to the following equations:
x(x,t) = Lx(x)x(x,t) - Bx(x)R(x)lBx(x)p(x,t) (611ab)
p(x,t) =- Q(x)x(x,t) - L (x)p(x,t)
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Equations (6.1 l1a,b) represent the state-costate equations for the distributed control
problem. Lions [22] shows that there exists a relation between the state and the costate of the form
p(x,t) = Px(x)x(x,t) (6.12)
where Px is some linear matrix operator on x. Substituting this form in Eq. (6.11) results in a
nonlinear matrix Riccati operator equation in Px. Such an equation is, in general, difficult to solve.
Several approximate solution techniques are described in Juang [62], Schaechter [63], and
Zambettakis [64]. However, it is possible to express the linear operator in a different form, so that
a solution is easily attained by numerical methods. The assumed form of the solution is the same
as used by Wang [57] and Tzafestas [59]:
p(x,t) = JS(x,y) x(y,t)dy (6.13)0
where S is the distributed-parameter analogue of the Riccati matrix for lumped-parameter systems.
Equation (6.8) automatically imposes the constraints
xk S(O,y) =- k S(1,y) = 0, ye[0,1], k = 0, ..., N-2 (6.14)
For complete generality, S must include generalized functions, such as Dirac delta functions and
their derivatives, if necessary. Also, Wang [57] shows that S is symmetric in its arguments (i.e.,
S(x,y) = S(y,x)). Using Eqs. (6.9) and (6.13), the feedback control law becomes
u(x,t) = - K(x,y) x(y,t) dy, K(x,y) = R(x)-lBx(x)S(x,y) (6.15a,b)
Thus, the control law is linear and distributed.
It remains to derive a relation that enables the computation of S. Differentiating Eq. (6.13)
and introducing Eq. (6.1 la) leads to
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(x,t) = S (x,y) [Ly(y)x(y,t) - By(y)R(y) By(y)p(y,t)] d y
S[s(x,y)L(y) Tx(y,t)- S(x,y)By(y)R(y)-'B (y) S(y,z)x(z,t) dy
= [s(x,y)L(y) - S(x,z)Bz(z)R(z)-'Bz*(z)S(z,y) dz x(y,t)dy (6.16)
0
Once again, an integration by parts applied to the first term in the integral results in the adjoint
operator. The last form of the equation is obtained by moving the integral on z outside that of y
(thereby exchanging the order of integration for this term), and then switching the roles of y and z,
since they are merely dummy variables of integration. In the process, By becomes Bz, as the
operators now operate with respect to z. The boundary terms again vanish, subject to the
restriction
_k S(x,O) - Ak S(x,1) = 0 , xe [0,1], k = 0, ..., N-2 (6.17)ayk ayk
It should be noted that the transposes of adjoint operators operate to the left in this case. Similarly,
substituting Eq. (6.13) into the right side of Eq. (6.1 lb) yields
(x,t) =- Q(x)x(x,t) - [L(x)S(x,y)x(y,t)] d y
= - [ Q(x)8(x-y) + Lx(x)S(x,y)] x(y,t) dy (6.18)
where 8(x) is the Dirac delta function. Note that the state vector, x, is isolated from each term
under the integral in Eqs. (6.16) and (6.18). Thus, subtracting these two equations and setting the
resulting integrand to zero yields the desired relation:
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Lx(x)S(x,y) + S(x,y) Ly(y)T + Q(x) 8(x-y) - S(x,z)Bz(z)R(z)Bz(z)S(z,y) dz = 0 (6.19)
This relation is afunctional nonlinear matrix integro-partial differential equation in x and y, and
represents the distributed parameter analogue of the control algebraic Riccati equation. Note that
we have assumed S to be time-invariant, which corresponds to the steady-state linear quadratic
regulator. For a finite time problem, the zero on the right hand side of Eq. (6.19) would be
a
replaced by - S(x,y).
6.2 Distributed Control of a Finite Beam
In this section, we apply the distributed control theory just presented to a Bernoulli-Euler
beam of finite length, as described in an earlier paper [65]. Force actuation will be assumed
initially, and curvature actuation will be deferred to Section 6.2.5. The feedback gains will be
determined by numerical solution of the Riccati equations given by Eq. (6.19). Although these
equations are quite complex, their solutions are readily attainable with the proper mix of algebraic
manipulation and numerical computation. Pinned-pinned (i.e., homogeneous) boundary
conditions are assumed for the example applications presented in this section, and the system
model follows that developed in Chapter 5.
The solution approach presented here differs.from other methodologies which are based on
appoximate solutions to the mathematical model. For example, Miller and van Schoor [66] derive
feedback gain kernels for a finite beam by first deriving a finite dimensional (thus approximate)
state-space representation of the dynamics and then applying traditional LQR theory to obtain the
feedback gains from discrete points on the beam. These spatially discrete gains are then converted
into a spatially distributed feedback kernel by utilizing the interpolation functions associated with
the finite element model. In the development presented below, the discretization occurs after the
equations defining the control solution have been derived, so that the exact
dynamics dictated by the mathematical model are considered. Consequently, analytical expressions
for the feedback gains are available for some limiting cases, as described below. For the general
situation, however, the numerical methods which are required to solve the equations that define the
control law have the same effect as the discretization that would otherwise have been performed on
the dynamics model. This result will be examined in Section 6.2.3.
6.2.1 Cost Functional
The dimensionalized form of the cost functional for this system is expressed by
Jd r Uq(x)EI(x) d2  d + qT(x)m(x) ~d f dxd dtd (6.20)
Thus, qu represents a weighting on deformational potential energy, qT represents a weighting on
kinetic energy, and r weighs control effort. The physical parameters El, m and L are introduced so
that all three weights have the same units. The cost functional can then be normalized, yielding
J = u(x (x)[ 2  + q 2 + f dx d t (6.21)2 {q(x/Tlx, LX 2 (x>) iati '(X) U
where the nondimensional cost is defined by
J = 1 2d (6.22)
4iEI(0)m(0)L2
Using the choice of state variables given in Chapter 5, the cost functional takes the form of Eq.
(6.4), with
[qu(x)Tl(x) 0K
Q(x) = qr(x) , R(x) = (6.23)O Wx) (x)
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6.2.2 Derivation of the Necessary Conditions
We must first determine the adjoint operators corresponding to Lx and bx. This is
accomplished by using the formal definition expressed in Eq. (6.7) and integrating by parts,
yielding
Lx(x) = LT(x)= O-(x) 1 a2  bx(x) = bT(x) = [0 3(x)] (6.24a,b)L I() 0 aX2 '
Using these expressions in (6.19) yields
T +°](X) S(X sY) I y z p oLx S(x,y) + S(x,y) L +Q(x)(xy) - (x)z) S(zy) dz = 0 (6.25)
0
Also, making use of Eq. (6.15), the feedback law becomes
u(x,t) = - k(x,y)Tx(y,t) dy, k(x,y) = (x,y)- )p( S 2(x,y) (6.26a,b)
The effect of the curvature feedback term (kl) is to stiffen the beam, which reduces the settling time
of the system, while the effect of the velocity feedback term (k2) is to increase the damping of the
system.
Equation (6.25) represents a system of four coupled, nonlinear, integro-partial differential
equations. Due to the symmetry of S, the fourth is redundant. Also, only S12 and S22 are needed
to compute the feedback gains. The equation for S12, which represents the curvature feedback
gain kernel, is uncoupled from the others:
a2  a2
ax2 [3(x) S12(x,y)] + ay [1(y) S12(x,y)]
= qu(x)T(x) 8(x-y) - - (x)(z)2 S 12 (x,z)S 12 (z,y) dz (6.27)
0
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Similarly, for the velocity feedback gain kernel, the relevant integro-partial differential equation is
a2  a2
ax2 [(x) S12(x,y)] + [2 (y) S12(x,y)]
q,(x) f•(x)P(z)2+ q(x) 8(x-y) - S22(x,z)S22(z,y) dz = 0 (6.28)
0
Note that this second equation requires knowledge of S12(x,y), which is determined upon solving
(6.27). Thus, the two equations must be solved consecutively, using approximate numerical
methods.
6.2.3 Numerical Solution of the Riccati Equations
Previous attempts to obtain a numerical solution to the optimal distributed control problem
for a particular system have most often dealt with the operator form of the Riccati equation, which
is derived by Gibson [23] using Eq. (6.12) rather than Eq. (6.13). Usually, the solution is
expressed as a series expansion of spatial differential operators of increasing order, as in Juang
[62]. In some cases, the distributed control law is only solved at points where discrete controls are
to be applied, which leads to a slightly suboptimal design. Balas [61] takes this approach.
However, in this formulation, the functional form of the Riccati equations leads naturally to a
numerical solution procedure. Because of the fundamental differences in the forms of Eqs. (6.27)
and (6.28), a separate algorithm is developed for each equation, as discussed below.
6.2.3.1 Solution of the First Riccati Equation
The first Riccati equation bears some resemblance to Poisson's equation, with the
exception of the nonlinear integral term. For a uniform beam, in the limit as qu/r approaches zero,
the relationship indeed reduces to Poisson's equation, with the forcing consisting of a distribution
of delta functions along the line y = x. This represents the case of extremely low control authority,
and the corresponding gain surface, S 12, is completely analogous to that of a stretched, square
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membrane loaded with a uniform out-of-plane force over one of its diagonals. For this special
case, a closed-form, exact analytical solution exists in terms of an infinite trigonometric series [67].
At the other extreme, it is easy to show that for the case of high control authority, the approximate
solution is given by a distribution of delta functions along y = x. Unfortunately, the presence of
the nonlinear integral term neccesitates the use of numerical techniques for all other cases.
Nonetheless, these limiting cases serve as qualitative results against which the numerical solutions
can be compared.
For finite values of qu/r, Eq. (6.27) is solved by spatially discretizing the domain of S12
and using finite differencing and summation to approximate the derivative and integral operations,
respectively. A modified relaxation algorithm is then invoked to converge upon the solution. We
begin by discretizing the spatial variables according to
xi = j, i= 0,...,N (6.29)
and defining the mesh
sij = sl2(xi,Yj) (6.30)
A simple approximation to the derivative terms is then
a2  y 2  
-
S312 (x, Y(631
- [P(x) S12(x,y) + [(y)S12 (x,y)] N2 [A - 2(Pi+j)sij ]  (6.31)
where A i is defined by
A = i-1 si-1 j + i+1 Si+1 j + j-1 s j-1 + j+l si j+l (6.32)
The forcing term in Eq. (6.27) can be approximated by
qu(x)rl(x) 8(x-y) = N quifli Bij (6.33)
and Sij is the discrete Kroneker delta function. Finally, the integral term is replaced with a
summation, leading to
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Note that, in Eqs. (6.31) and (6.34), the terms involving sij have been isolated from terms
involving neighboring points. Collecting the approximate expressions, we have, for the finite
difference equation Iij E-22pp j .j)
N2 - - - s i + -Ni (6.36)kiiNote thatus, given anEqs. (6 31) and (6.34), the terms involving si have been isolated from termssuccessively iterated accordints. Collecting the approximate expressions, we have, forto the rulefinite
N2i-js Nqiiij - sIi - eý < <i si2 (6.37)
In this last equation, eJ represents the residual error at each mesh point at the n-th iteration. An
expression for this error is obtained by solving Eq. (6.36) for sij, which yields
N2A + Lij - ili
e1= s N (6.38)
Ssi2N2(Pi+j) -ii + • 1 -jj
Also, co is a relaxation parameter, and can be adjusted to maximize the rate of convergence towards
a solution, as discussed in Press [68].
The condition fora converged solution is given by
leI < e, V i,j (6.39)
where E is some small positive constant. The relaxation method is guaranteed to converge when r
approaches infinity (in this case, Eq. (6.27) reduces to Poisson's equation), and tests have shown
that convergence is maintained over a wide range of values of qu and r, provided co is adjusted
accordingly.
In Fig. 6-1, the gain surfaces for various r/qu are shown for the case of constant section
properties. The effect of the boundaries can be seen by observing the gain surface near (x,y) =
(0,0) and (x,y) = (1,1). Qualitatively, the influence of the boundary conditions extends over a
smaller domain as the control authority is increased (i.e., as the quantity r/qu becomes smaller). A
quantitative analysis indicates that the extent of this "boundary layer" is roughly proportional to
(r/qU)l/ 4. This makes sense physically. As the control authority is increased (r decreasing), the
system is able to suppress the majority of a disturbance before the energy reaches and reflects off
the boundary. Thus, near the center of the beam, the controller models the beam as if it were
infinite in length.
6.2.3.2 Solution of the Second Riccati Equation
Equation (6.28) does not have a well-behaved solution, since it requires that the integral of
S22 (x,y) cancel the delta function. We therefore make the following substitution:
S22 (x,y) = S22(x,y) + r(x) g(x) B(x-y) (6.40)rl(x)p(x)2
where
g(x) = ((x) (x) 2 (x) T(x)] (6.41)r(x)
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This is equivalent to identifying a collocated component in the velocity feedback kernel. Equation
(6.28) then becomes
r(z) S 22(x,z)S 22(z,y) dz + [g(x)+g(y)] S22(x,y) - c(x,y) = 0 (6.42)0
where the known forcing term is given by
a2  a2  _l(x)2 8(x-y) (6.43)
c(x,y) = [1(x) S12(x,y) ] + •i2 [(y) S12 (x,y)] - qu(x) 8(x-y) (6.43)
It is easy to show that c(x,y) is continuous (assuming Tl(x) and 3(x) are continuous), as the partial
differentiation terms produce delta functions that exactly cancel the term involving 8(x-y).
The solution algorithm for S22 is straightforward. Upon discretizing in the spatial
dimension, Eq. (6.42) becomes
S22R-1S22 + S22G + GS 22 - C = 0 (6.44)
where
S 22 = [S 22 (xi,Yj)] (6.45a)
C = [c(xi,Yj)] (6.45b)
G = diag [g(xi)] (6.45c)
R = diag N ](xi)2 (6.45d)
and N is the number of mesh points between x=O and x=l. The matrix equation is solved by
completing the square. After pre- and post-multiplying by R"-1 2 , Eq. (6.44) can be factored as
[R'-/2s 2 2R-1'/2 + G 2 = R/2CR/2 + G2 (6.46)
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The right hand side of Eq. (6.46) is symmetric and positive semidefinite. It therefore has the
eigenvector decomposition
R-/2CR-'/2 + G2 = WAWT (6.47)
where A is a diagonal matrix with non-negative entries. Finally, substituting Eq. (6.47) in Eq.
(6.46) and solving for S22 gives
S 22 = R1/ 2 [WA 1/ 2WT - G]R 1/2  (6.48)
Typical k2 (x,y) surfaces are shown in Fig. 6-2 (k2(x,y) is just k2(x,y) without the delta function
corresponding to the collocated feedback component). Finally, Fig. 6-3 shows the feedback gain
kernels associated with a linearly tapered beam.
6.2.3.3 Comparison With Discretized Beam Model
In this section, we will show that the application of traditional LQR to a discretized beam
model yields the same discretized Riccati equations as presented above. For simplicity, we will
assume uniform section properties and weighting functions. By discretizing the spatial domain and
utilizing finite differences for derivative operations, it is easy to show that Eq. (5.10) can be
approximated by
o0 D x1 0
= + If (6.49)Lx2 D O x2
where the partitions of the state vector and the forcing vector are given by
Xl(t) - 2{-v(xi't)} x2(t) = fv(xi',t) , f(t) = f(xi,t) (6.50a-c)
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and the finite difference matrix D is defined in Eq. (5.25). The discrete weighting matrices are
likewise given by
qIl 0
R = rI, Q= 0 q2- (6.51a,b)
and the Riccati matrix is partitioned as
S11 S12S = (6.52)
_S21 S22-
Application of the algebraic Riccati equation then yields
-DS12 - S 12 D + q1I - S22 = 0 (6.53a)
DS 12 + S12 D + q21 - 1S22 = 0 (6.53b)
These equations are simply the discretized versions of Eqs. (6.27) and (6.28), respectively,
with uniform section properties and weightings. Thus, in this case, discretization via finite
differences at the system dynamics level is justified. In light of the preceeding development, the
algorithm given by Eqs. (6.36-38) is interpreted as an iterative solution method for the first of the
discrete Riccati equations shown above. For non-homogeneous boundary conditions, the elements
in the corners of the D matrix are modified in the same manner as was discussed in Chapter 5.
This is completely analogous to the integrated boundary terms present when determining the
adjoint to the system dynamics operator matrix in the continuous case.
6.2.4 The Case of Curvature Actuation
For the sake of simplicity, we will assume constant section properties and weighting
functions for this case. This makes it possible to obtain an analytical expression for the feedback
gains. (Note that, for force actuation, a numerical solution procedure is required even in the case
of constant section properties and weightings.)
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The feedback gains, expressed in terms of the solutions to the Riccati equations, become
1 = 2
kl(x,y) - r x2 S12(X,Y) ,r xx
k1 a2
k2(x,y) r x2 S22(xY)
and the functional Riccati equations themselves become
a2
ax2 S12(x,y)
a2
x2 S12(x,Y)
+2
+ 2 S 12(x,Y)
+ aS
12
(xy)
+Y S12(x'Y)
1
= q 6(x-y) -
+ qT 8(x-y) - Ir
0
S 12 (x,z) -4 S 12 (z,y) dzaz
S22(x,z) 4 S22 (z,y) dzaz
(6.55a)
= 0 (6.55b)
Integrating by parts and invoking the homogeneous boundary conditions yields
a2  a2
x2 S12 (x,y) + ay2 S12 (x,y)Bx Sy-
=qu 8(x-y) - a2 a22 S12(x,z) 2 S1 2(z,y) dzaz az
a2
ax2 S12 (x,y)
+ 2
+ 2 S12 (x,y) + qT 8(x-y) -ay- 2z2 S22(x,z)az 2 S22 (z,y) dzaz = 0 (6.56b)
Furthermore, introducing Eqs. (6.54a,b) and exploiting the symmetry of S(x,y) yields
2r kl2(x,y) = qu 8(x-y) - I
rr k22(x,z)k22(z,y) dz
It can easily be shown that the generalized functions
kl(x,y) = [ +q- -
k2 (x,y) = + 2
kl 2 (x,z)kl 2(z,y) dz
= 2r kl2(x,y) + qT 8(x-y)
1]8(x-y)
8(x-y)1 + q-r
solve the Riccati equations. The optimal control is therefore purely collocated, even though the
controller has access to the state vector over the entire spatial domain.
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(6.54a,b)
(6.56a)
(6.57a)
(6.57b)
(6.58a)
(6.58b)
- - I
r
6.2.5 Closed-Loop Simulation Results
The closed-loop simulations of a uniform beam with a sinusoidal initial condition and
various control and state weightings are shown in Fig. 6-4. As expected, the response of the
system becomes faster with increasing control authority. In Fig. 6-5, the response of the system to
a center-span transverse impulse is shown. This figure can be compared with the open-loop case,
shown in Fig. 5-3. In this case, most of the disturbance has been suppressed before it reflects
from the boundaries, and the first mode of vibration is never established. This is characteristic of
high-gain control systems, which provide high levels of damping augmentation. For these
systems, the energy in the propagating wave is effectively absorbed as it progresses towards the
boundaries of the system.
In order to compare the performance of the optimal distributed controller with the
performance of discrete controllers, finite element models of the beam system were developed.
These models have as state variables the same quantities that are used in the distributed model (i.e.,
curvature and velocity), but are only available at discrete points along the structure. Similarly, the
control inputs are available at a finite number of stations along the beam. These models were used
to develop full state LQR control laws for the discrete systems. Once obtained, the feedback gain
matrix was separated into curvature feedback and velocity feedback partitions. In order to compare
these gains to the distributed gain surfaces, the elements of the matrix partitions were plotted using
their indices as x and y coordinates, and their actual values as the z coordinates. In this way, a
graphical comparison was available. Figure 6-6 displays these plots for both the r/qu=10 -2 and the
r/qu=10-3 cases (qT was set to zero in both cases). The figure shows excellent agreement between
the discrete and the distributed curvature feedback gains, and supports the conclusion that the
velocity feedback gain is primarily collocated. A numerical comparison was also performed,
whereby the optimal costs required to bring the beam system to rest from initial disturbances were
computed. Both the sinusoidal initial condition and the center-span impact cases were addressed.
Table 6-1 summarizes the results of the numerical comparison. In all cases, the optimal cost
required to return the system to rest approaches the optimal distributed cost as the discretization
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Table 6-1: Comparison between optimal costs for distributed control and
conventional lumped-parameter control. In the table, Jd corresponds to an initial
displacement field v0(x)=sin(2xx), and Jv corresponds to an initial unit impulsive
disturbance applied at the center-span of the beam.
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Weightings Lumped Parameter Formulation Distributed
8 16 32 Formulation
qu qT r elements elements elements
1 1 104  13.68 13.28 13.19 13.15
Jd  1 1 10-  22.02 21.72 21.65 21.64
1 1 10-2 56.79 56.67 56.64 56.63
10 1 10-2 158.48 156.62 156.18 156.13
1 1 104  6.50x10 3  6.81x10 "3  6.94x10' 3  7.07x10 "3
J, 1 1 10-3  2.16x10 "2  2.24x10 "2  2.21x10-2  2.24x10 "2
1 1 10-2 6.99x10 "2  7.03x10 "2  7.05x10 "2  7.07x10-2
10 1 10-2 0.153 0.160 0.163 0.166
becomes finer. (Details on determining the optimal cost for the distributed controller can be found
in Appendix G.) This makes complete sense in light of the discussion in Section 6.2.3.3, where it
was shown that identical results are obtained regardless of when the discretization takes place. The
validation presented here then serves to prove that the iterative solution techniques presented in this
chapter do indeed converge upon the proper solution.
6.3 Distributed Control of an Infinite Beam
In this section, we validate the results for the optimal control of finite beams by considering
an infinite beam system. Most of the formulation presented in this section is based on recent work
by deLuis [55]. The basic idea is to work in the spatial frequency-domain, using the spatially
transformed dynamics of the beam system. This reduces the distributed control problem to a
family of conventional optimal control problems, parametrized by the spatial frequency variable.
The infinite model requires that the section properties and cost weightings be spatially constant, so
that the spatial transform is possible. In his work, deLuis relies on functional analysis arguments
to justify the form of the control law. In contrast, the approach presented here is somewhat more
straightforward and intuitively satisfying.
6.3.1 Spatially Transformed Dynamics and Cost Functional
Because the beam is of infinite extent, we can take the spatial Fourier transform of (5.1).
The resulting equation of motion, expressed in terms of t and the spatial frequency, ý, is then
( ,t) = A(4)1(4,t) + bQ(u,t) (6.59)
where A(ý) is obtained from Eq. (5.12a):
A(t) 2= 20 (6.60)
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The transformed state variable and the transformed control input are, in general, complex-valued.
However, because A(ý) and b are purely real for this system, the real and imaginary dynamics
decouple, giving
r(A,t) = A(O)Ar(J,t) + bAr(4,t), ki(4,t) = A(4)Ii(4,t) + bOi(4,t) (6.61a,b)
Thus, for each value of 4, we are left with two identical real-valued systems for which an optimal
control solution is desired.
The cost functional to be minimized is quadratic in the normalized variables. For
distributed control, we must integrate over the entire (infinite) domain. The cost functional is thus
SJ =qU 2  qT r t f2 d x d t  (6.62)
In this last expression, which is analogous to Eq. (6.21), qu and qT weigh potential and kinetic
energy, respectively, while r weighs control effort. Equation (6.62) can be written
J = J4(t) dt (6.63)
where
J4(t) = T[y(x,t)Ty(x,t) +r u(x,t)2] dx (6.64)
and the following definitions have been made:
y(x,t) = Q " 2x(x,t), Q = •U (6.65a,b)
By making use of Parseval's theorem, we can write
Jg(t) = [ (,5t)HQj(4,t) + r I (,t)1 2 ] d2 (6.66)
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where the superscript (H) represents the complex conjugate transpose operation. Now,
interchanging the order of integration in (6.63) yields
4 = t(ý) d4 (6.67)
where
t(+) =  [ (r,t)HQ(,t) + Ur If(,t)I2] dt (6.68)
At this point, the following observation can be made: J is minimized if and only if Jt(4) is
minimized for every value of 4. We must now express 1(4,t) and a(S,t) in terms of their real and
imaginary parts. Because Q and r are purely real, the (imaginary) cross-terms cancel in (6.68),
and we are left with
Jt() =  [~,t)HQIr( ,t) + r ur( ,t)2] dt
+ [i( ,t)HQ i(,t) + r ui(5,t)2] dt (6.69)
6.3.2 Optimal Control Solution
For each value of 4, we have two identical dynamic systems given by Eqs. (6.61a,b) and
two identical cost functionals given by Eq. (6.69). Therefore, the control laws relating ur to ýr and
Ui to 1 will be identical, and can be combined into the single equation
(1 ,t) = - (4)T (4,t) (6.70)
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where the transformed gain vector, t(4), is a real function of the spatial frequency. Taking the
inverse transform of this equation yields
u(x,t) =- fk(x-y)Tx(y,t) dy (6.71)
Thus, the integration kernel k(x-y) can be though of as a weighting from the sensed state at a
location y to the control actuation at a location x. Classical LQR theory gives, as the optimal
solution
( )T = [1(5) ~2()] = l bTS(4) (6.72)r
where S(ý) solves the control algebraic Riccati equation
A(4)TS(4) + S(4)A(4) + Q - r1 S(4)bbTS(4) = 0 (6.73)
Substituting the known parameters A(4), b, Q and r and solving for the elements of S gives
Sll(4) = r2 l+-\i 7-4T + 2['l+-U- 1] (6.74a)
S12(4) = - r 2 [ýI+u - 1 (6.74b)
S22(4 ) = r2 T + 2t[21+ - 1] (6.74c)
where
U - , = (6.75a,b)
Note that the entire behavior of the solution is parametrized by the dimensionless groupings, XU
and XT. Since 4 has the units of inverse length, we can infer that (r/qu)1/4 and (r/qT)1/4 represent
nondimensional distances.
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Substituting Eq. (6.74b) in Eq. (6.72), we obtain, for the feedback gain relating curvature
to force,
kl(x) = (qu/r)3/4 fl[(qU/r)1/4x] (6.76)
A
where fl(o) is the inverse transform of fl(*), given by
f = -[ 4 + 1 - 2] (6.77)
A plot of fl(*) is shown in Fig. 6-7. Some qualitative features of the feedback gain become
apparent upon examination of Eq. (6.76). First, the magnitude of the feedback varies as (qu/r)3/4,
so that increased curvature penalty and reduced control penality both increase the feedback gain, as
expected. Second, the argument of fl(o) indicates that the control becomes more localized with
increasing state penalty and decreasing control penalty. This makes sense in terms of the
nondimensional lengths described above. High control authority suggests that a disturbance can be
suppressed quickly, before the majority of the energy travels very far along the beam, whereas low
authority requires a longer time interval (and hence greater distance) to suppress the disturbance.
These features are also observed for the finite beam system described in Section 6.2. In fact, cross
sections of the finite beam gain kernels, taken near the center of the surface, have the approximate
shape of the gain kernel for the infinite beam system, and the approximation gets better with
increasing control authority. A quantitative analysis indicates that this is the case when r/qu < 10-3.
In computing k2(x), the velocity to force feedback term, an interesting feature emerges.
The Riccati solution, S22(4), does not go to zero as 4 approaches infinity. As a result, the inverse
transform of t2(4) will include a delta function. In order to make the inverse transform
continuous, this bias term is subtracted from t2(4), and a delta function with magnitude equal to
this bias is added to k2(x) after inversion. Thus, the velocity feedback gain kernel is expressed as
k2(x) = (qu/r)3/4 f2[(qu/r) 1/4  qT/qU] +  +  (x) (6.78)rF Tr
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where
2(4; Y) =  Y - 2 k 2 f l(4) - ry+l (6.79)
This corresponds exactly with the introduction of a collocated velocity feedback term for the finite
beam system. Indeed, the magnitude of the collocated gain agrees with the finite case, with the
assumption of constant section properties and weightings. Note that the velocity feedback term is
parametrized by the same nondimensional length as kl (x), but an additional parameter, the ratio
between kinetic and potential energy penalties, is also present. Plots of f2(* ; y), shown for various
y, are shown in Fig. 6-8. Once again, cross sections of the velocity feedback gain kernel for the
finite beam case agree quite well with the infinite beam kernel.
6.3.3 The Case of Curvature Actuation
We now study the case where a distributed actuator capable of inducing curvature in a
continuous manner represents the control input. Such is the limiting case of a beam with many
embedded piezoelectric actuators distributed along its span. For this system, the equation of
motion is modified to
• -v(x,t) + -v(xt) = 2 mc(x,t) (6.80)
where mc(x,t) represents the net action of the distributed piezoelectrics. By making the new
definitions
u(x,t) = mc(x,t), b() = [2] (6.8la,b)
the transformed equation of motion becomes
(4,t) = A()~)(I,t) + b ()u((,t) (6.82)
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This equation is identical to Eq. (6.59) except that b is now a function of 4. This subtle difference
has a profound effect on the control law. Following the same procedure as in the previous
subsection leads to expressions for the transformed gain kernels which are independent of 4:
S= t1 + - l, 2 2= - +2 1 (6.83a,b)
As a result, we have
kl(x) = tj 8(x), k2(x) = t2 8(x) (6.84a,b)
The optimal control is therefore purely collocated, even though the controller has access to the state
vector over the entire spatial domain. This result is quantitatively identical to the finite beam case
presented in Section 6.2.5, regardless of the state and control effort penalties.
6.4 Distributed Control of 2-D Systems
Another potential application of distributed control theory is in the active control of two-
dimensional structures, such as plate or shell structures. These structural models are usually more
representative of the actual physical structure, particularly in applications involving large antennae,
solar panels, deformable mirrors and/or hull structures. Unfortunately, the increase in
computational complexity for both the modelling and control of these models goes hand-in-hand
with the increase in fidelity of the model, as has been demonstrated in previous chapters. An
additional consideration when dealing with distributed control designs for such models is the
feasibility of placing a large number of sensors and actuators on the physical structure. It is
typically impossible to arbitrarily place sensors and actuators on a structure without sacrificing
some performance or violating some mass constraint. If we add to this the issue of reliability in
utilizing the large number of sensors and actuators required for 2-D structural control, we begin to
understand the immense complexity of the problem at hand. Nevertheless, it is still useful to
obtain distributed control solutions in this realm. In the first place, the distributed solution serves
as a first cut approximation to any implementable design. In addition, recent advances in
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embedded sensor/actuator technology, fault-tolerant design, and high-speed parallel processing
may some day lead to a realizable distributed controller. With these ideas in mind, we address the
issue of distributed control for 2-D structural models.
6.4.1 Structures of Finite Dimensions
Solutions to the distributed control problem for one-dimensional elements are numerically
tractable because the domains over which the gains are to be determined are two-dimensional. For
plate- or membrane-like structures, the dimensionality of the gain domain is increased to four, and
the feedback law takes the form
u(x,y,t) = - K (x,y,x',y') x(x',y',t) dx' dy' (6.85)
The associated distributed Riccati equation is then
L*(x,y)S(x,y,x',y') + S(x,y,x',y') L'*(x',y')T + Q(x,y) 8(x-x') 8(y-y')
- S(x,y,x",y")B"(x",y")R(x",y")- 1B I(xt,y)S(x ",y ,x',y') dx" dy" = 0 (6.86)
Note that this equation assumes homogeneous boundary conditions over the entire structural
boundary. The solution of such an equation represents a formidable computational task, even for
the plate and membrane models discussed in Section 5.2.
If we restrict ourselves to the case of a circular plate pinned along its circumferance, we can
use physical arguments to reduce the dimension of the problem by one. In polar coordinates, the
feedback gain is given by
u(r,0,t) = - kT(r,0,r',0') x(r',0',t) r' dr' dO' (6.87)
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However, due to the axial symmetry of the problem, we can deduce that the gain depends only on
the relative angular position of the sensing and actuating points, in addition to the radial
information. Thus, the feedback law reduces to
u(r,0,t) = - kT(r,r',A0) x(r',0',t) r' dr' dO' (6.88)
where AO = 0 - 0' is the angular separation between the sensing and actuating points. Accounting
for this symmetry, and using the fact that V2 is self-adjoint for homogeneous boundary conditions,
we can immediately write down the distributed Riccati equation for S12 in polar coordinates:
(V2 + V,2) S 12(r,r',AO) = Qu 8(r-r') 8(AO)
- " 12(r,r",-") S12(r",r',0"-0') dO" dr" (6.89)
where the Laplacian operators are defined as
V2 r , V'2 = -r' r ] (6.90a,b)
and QU and R represent the curvature and control effort weightings, respectively. Note that the
derivatives of S12 with respect to 0 and 0' in the Laplacian operators exactly cancel. The feedback
gain then becomes
kl(r,r',A0) = S12(r,r',A0) (6.91)
The Riccati equation for S22 can be determined in a similar manner. As was the case for the
Bernoulli-Euler beam, S12 must first be determined in order to solve for S22. Finally, if the
optimal costs are to be determined, the equation involving S11 is also required. Although we have
succeeded in reducing the dimension of the problem by one, it still remains computationally
176
untractable, given the computer resources currently available. Consequently, a numerical solution
is not presented here.
6.4.2 Structure of Infinite Dimensions
As was the case with the Bernoulli-Euler beam, we can obtain qualitative information
concerning the feedback gains for a structure of finite dimensions by studying the limiting case of
an infinite structure. Again, the spatial Fourier transform will be employed, once for each spatial
dimension. The dimension of the domain of the feedback gain will again be reduced, as the
relative position between sensing and actuation points replaces their absolute positions.
We will take as the prototypical system a plate of infinite extent with spatially uniform
properties. Through the Fourier transforms, the spatial variables, x and y, are related to the spatial
frequencies, 4 and T1, respectively. The transformed dynamics, obtained from Eq. (5.33), then
take the form
i(t,rl,t) = A(p)I(t,l,t) + bu(t,rl,t) (6.92)
with
A(p) = 2 - 2], b P2 = ,+ 12 (6.93)
The feedback control law, obtained through inverse transform, is a double convolution, and is
given by
u(xy)= - k(xx + k2(x',y')w(x-x',y-y') dx' dy' (6.94)
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Proceeding in a manner similar to the Bernoulli-Euler beam problem, we obtain, for the curvature
feedback gain,
k,(x,y) = [p 2 . p4 + Qu/R ] eJ(4x+TIY) d4 dT (6.95)
If we now switch from rectangular (x,y) to polar (r,0) coordinates and do the same for the
variables of integration, we obtain
k1(r,1) = p [p2 p4 + RU/R ejpr(cosecosO+sinesinO) do dp (6.96)
By invoking the trigonometric identity, cos0coso+sin0sino = cos(0-0), and adjusting the limits of
integration on 0 accordingly, we can write
ka(r,O) = 42 p[p2- .. p4 + Qu/R] ejpreoso do dp (6.97)
The integral involving 0 is now identified as twice the value of the zero-th order Bessel function,
Jo(pr). We can therefore express the feedback gain in its final analytical form:
kl(r,O) = k1(r) = I fp [p2. p4 + QU/R ] Jo(pr) dp (6.98)
That the feedback gain is independent of 0 makes sense physically, as one would expect the
feedback gain from a sensed point to an actuation point to be solely a function of the distance
between the two. In determining k2(x,y), we are again faced with a function that does not vanish
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for large 4 and TI. Consequently, we again have a component of collocated velocity feedback. The
remaining distributed velocity feedback gain is easily shown to be
k2(r) = p QT/R + 2p2[p2 - ý 4 + QU/R ]- Q/R+Qu/R I Jo(pr) dp (6.99)
Substituting these expressions into the feedback law given by Eq. (6.94), converting the variables
of integration to polar coordinates, and performing some algebraic manipulation yields, for the
control law
u(x,y) =- •E (r) x (r) + k 2(r) 2(r)] dr- 4-5yw(x,y) (6.100)
where the following definitions have been made:
x 1(r) = - ~V2w(x+rcos0,y+rsinO) dO (6. 101a)
x2(r) = w(x+rcos0,y+rsin0) dO (6.101b)
ka(r) = 21c (QU/R)3/4 fl [(QU/R)/4r] (6.101c)
k2(r) = 27c (QU/R)3/4 f2[(QU/R)1/4r; QT/QU] (6.101d)
and the normalized gain kernels are given by
f(r) = rJ p [p2. -• 4 + 1 ] Jo(pr) dp (6.102a)
f2(r;y) = rp t y+ 2p2[p 92 p4 + 1 - y+1 Jo(pr) dp(6.102b)
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The functions fl(r) and f2(r,;y) have been computed numerically and are shown in Figures
6-9 and 6-10. They represent the normalized gains to a point of actuation from the value of the
state vector averaged over all points at a distance r from the actuation point. They bear some
resemblance to the normalized feedback gains for the Bernoulli-Euler beam, in that they both
vanish as r approaches infinity and in that f2 has the same general dependence on y. That both fl
and f2 vanish at r--0 is a consequence of the definitions of x1 and x2, which include 1/2x terms
rather than 1/2nr terms. Had the latter terms been used in these definitions, the normalized
feedback gains would have been unbounded at r=0. Consequently, it appears as if the locations
and values of the minima of fl(r) and f2(r;y) have no physical significance.
6.5 Discussion
The results from the distributed control theory presented above provide insights as to the
qualitative nature of the feedback control laws for a controlled structure. With a distributed force
actuator, the curvature feedback is purely distributed (becoming more localized with increasing
control authority), while the velocity feedback has both collocated and distributed components.
For a finite beam, a nondimensional length, which depends on the state and control effort
penalties, indicates the extent to which the boundary conditions imposed on the finite beam affect
the optimal control solution. Numerical examples for finite beam systems support this claim. The
same can be inferred about the distributed control of a plate: away from the boundaries, the
feedback gain approximates that of the infinite plate.
For a beam (or plate) with a distributed curvature actuator (a more realistic and
implementable situation), both the curvature and velocity feedback gains are purely collocated,
regardless of the nondimensional length parameter. As a result, the boundary conditions do not
affect the optimal control solution for this type of actuation. The next logical step in this analysis
would be to study the effect of replacing the distributed actuator with a set of discrete controls,
which better reflects a physically realizable controlled structure. One way to model discrete
actuation would be to let the control influence matrix, B, be the sum of a series of spatial delta
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functions, each located at an actuation point. For discrete actuation, there will then always exist
uncontrollable modes, so that the system as a whole would not be completely controllable. This
occurs because there will always be at least one mode shape which has nodes at all actuation
points. (In the limit as the mode number approaches infinity, the nodal points become infinite in
number and densely spaced over the spatial domain.) Of course, this is only a mathematical issue;
proper placement of a sufficiently large set of actuators based upon knowledge of the lower modes
of the structure can ensure high controllability of all modes lying in the frequency range for which
the mathematical model is valid. It would be interesting to observe whether or not the optimal
feedback gains are still collocated for a set of discrete embedded piezoelectric actuators.
At present, no claims can be made concerning the robustness of the distributed controllers
obtained above. A quantitative robustness analysis would help determine the sensitivity of the
performance of the system to errors in the structural model. Also, the assumption of a truly
distributed controller is rather optimistic. Any implementable system will consist of a finite set of
sensors and actuators. Consequently, the theory must be extended to account for discrete sensing
and actuation. It may be possible to extend the optimal output feedback approach discussed by
Levine [69] or the optimal projection approach developed by Bernstein [70] in a manner amenable
to the discrete sensing/actuation problem.
Another unresolved topic is the determination of optimal distributed control laws for
arbitrary boundary conditions. Such a development was attempted by Tzafestas [59], but has
found extremely limited application. For example, the optimal distributed control of a cantilevered
beam was addressed by Bailey [71] using Tzafestas' formulation, with the conclusion that the
boundary conditions could not be posed in the specific mathematical form required by the
formulation. Clearly, the problem lies in dealing with the boundary conditions which arise when
determining the adjoint operators in Eqs. (6.6a-c). These boundary terms result in additional
necessary conditions for optimality, expressed in terms of ordinary differential equations.
Currently, no general formulation exists which includes these extra conditions. The ability to
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handle general boundary conditions would make it possible to develop control laws for multiple
element structures, such as space frames and trusses.
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7 HYBRID MODELLING APPROACH FOR HIGH
AUTHORITY/LOW AUTHORITY CONTROL
DESIGN
It remains to develop a control strategy that utilizes the best aspects of both the TEM and
direct modelling methodologies. For example, the distributed control solutions obtained through
the direct model could form the basis for a LAC design. The resulting model of the controlled
structure could then be transformed, and a HAC controller could be designed by posing the
problem in the standard form, as described in Section 4.2. Finally, command prefiltering of
control inputs for slew maneuvers would be determined using the open-loop optimal control theory
discussed in Section 4.1. The exactness of the theory makes it more attractive than modal-based
approaches, such as the work of Singer [7]. The entire hierarchically controlled system would
then have the general form shown in Fig. 7-1.
Inherent in this objective is a general unification of the two modelling approaches, which
has not been achieved to date. Such a unification would be a profound improvement in the ability
to develop exact control models for large flexible structures. Analytic TEM solutions do exist,
however, for some specific controlled structural elements. Consider, for example, the Bernoulli-
Euler beam with curvature feedback. The dynamics equation, expressed in dimensional form, is
a4 a2 a2EI-x 4 v(x,t) + pA a, v(x,t) = a2 mu(x,t) (7.1)
The optimal distributed controller is collocated in this case, with the normalized feedback law given
by
= 
2  a
mu(x,t) = - k 1 ax2 v(x,t) - k2 - v(x,t) (7.2)
184
|
EXPECTED REFERENCE TRAJECTORY
MANEUVERING
COMMANDS m
Fig. 7-1: Schematic of the complete HAC/LAC control architecture
185
L
where k1 and k2 are determined via Eqs. (6.58a,b). Converting this feedback law into dimensional
form yields
mu(x,t) = - k1EI v(x,t) - k2-4AEI I v(x,t) (7.3)
and substituting this expression in the dynamics equation produces the equation of motion for the
controlled structural element. It is given by
_ý4 a2 a2EI (1+kj) vv(x,t) + k2 pAEI a a (x,t) + pA a v(x,t) = 0 (7.4)
It is now possible to transform the closed-loop dynamics into the frequency-domain. Assuming
zero initial conditions, we have
a4 a2(1+k) •4 v(x,s) - j k2 42 52(x,s) + 4 4v(x,s) = 0 (7.5)
where
0C4 = - s2 (7.6)EIl
The homogeneous solution vector is then given by
VH(X,S) T = [ealx e -alx eja2x e-ja 2x] (7.7)
with
I + k,- 2 k
S~I + k1- +j
(7.8a,b)
1 + kl
The expression for the internal state vector in terms of v(x,s) remains unchanged, and is given by
Eq. (2.60). The same can be said for the generalized boundary displacements and forces. The
homogeneous solution vector can then be used to derive analytical expressions for the dynamic
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stiffness and interpolation matrices, which will be slightly more complex than the matrices
corresponding to the uncontrolled beam, discussed in Chapter 2. It is then possible to use these
matrices in the assembly process of a more complex structure.
Unfortunately, if the feedback is indeed distributed rather than purely collocated, Eq. (7.5)
becomes an integral equation. A general solution is therefore not available. However, the form of
the gain kernels for a particular problem (e.g., beam with force feedback) may lead to some form
of analytical solution, or, at least, an accurate approximate solution. Whether or not these classes
of controlled structures lend themselves to analytical TEM models in the general case remains an
unresolved issue.
We may, nevertheless, parametrize the solution for a controlled beam in terms of the
constants associated with the distributed control cost functional. For a uniform beam, the
transformed closed-loop dynamics are given by
4v(xs) + [s2 + 0 s] ] (x,s)
+ 2 kl(x,y;OU) + s k2(x,y;eu;) v(y,s) dy 0 (7.9a)
0
OU = qu/r, Or = qT/r (7.9b,c)
where the dependence of the gains on the control and state weightings is now explicitly shown.
The homogeneous solution can then be expressed by
v2(x,s;Ou;rT)
vH(X,S;U;T) = v3(x,s;0)u;OT) (7.10)v3(xs;u;)T*
v4(x,s;0U;T).
Furthermore, the stiffness matrix is generated by defining the matrices
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I
P(s;Ou; OrT)
YI(S;OU;(T)
v1(O,s) v2(0,s) v3(0,s) v4(O,s)1a a a a (0,
vi(1,s) v2(1,s) v3(1,s) v4 (1,s)
av(,s) av2(i,s) v3(1,s)> v4 (1,s)
ax2 Vl(Os) 2(0,s) v3(0,s)- V4(0,s)
a3 a3 a3 3
3 vl(0,s) j v2 (0,s) Tx v3 (0,s) a v4(0,s)
a2  a2  a2  a2x2 Vl(1,s) 2(1,s) -v 3 (1,s) ax2 v4 (1,s)
a3  a)3  a3  a3a-3Vl(l,s) o-•v 2(1,s) o-•va(1,s) ax3 v4 (1,s)j
and forming the product
K(s;OU;OT) = ((s;u;Or) ['P(s;;0)] 7.12)
At this point, the TEM methodology could be used to determine the transfer functions of interest
for use in control design. The parameters 8U and Or could then be adjusted to shape the frequency
response in anticipation of the HAC loop closure. Thus, we can design a controller that meets a set
of desirable performance characteristics in a systematic manner.
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(7.11a)
(7.11b)
8 CONCLUSION
8.1 Summary of Key Results
The mathematically exact TEM and direct structural modelling representations have been
developed and demonstrated. By retaining the dynamics that describe the structural model over the
entire frequency range, accurate behavioral predictions are available. For example, the wave-like
propagation characteristics associated with impulsive disturbances are easily observed using either
exact modelling approach. In addition, new control formulations have been developed that take
advantage of the information available via the exact modelling methods.
The TEM approach makes it possible to express solutions to the partial differential
equations that describe the structure analytically, in terms of transcendental functions of the
complex frequency. Thus, the accuracy of the solutions is limited only by the accuracy with which
the computer is able to evaluate these transcendental functions. In order to avoid numerical
overflow errors, asymptotic approximations of the dynamic stiffness matrics and interpolation
functions must be employed at high and low frequencies. The increase in computation speed of the
TEM analysis technique over a specific numerical approach in conjunction with finite element
modelling has also been demonstrated. By using fewer degrees of freedom, the stiffness matrix
inversion associated with the TEM representation is performed more quickly. Although this
inversion must be performed at each frequency of interest, the total time required for generating a
structural response still rivals that of the FEM approach. Furthermore, the frequency-domain TEM
analysis incorporates general viscoelastic damping mechanisms in a very straightforward manner.
The inverse Laplace transform algorithm has been used to provide time-domain data in a
computationally efficient manner, by means of the fast Fourier transform. This numerical
algorithm is an approximate inversion technique, but numerous demonstrations (both in this thesis
and elsewhere) have indicated that the fidelity of the model is retained. By generating the response
at discrete points in time we are, in essence, filtering out all frequency components of the response
above the sampling frequency. The Gibb's suppression factor, discussed in Section 2.2, ensures
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that this filtering does not degrade the time-domain data in the presence of discontinuities in the
response. An internal energy formulation has also been carried out within the TEM framework.
The total energy due to elastic deformation is expressed in terms of a double frequency integral,
which is calculated numerically.
The one-dimensional elements used to validate the TEM approach were uniform rods in
compression and torsion, and uniform beams in bending. Using these elements, it was possible to
assemble more complex frame-like structures, while retaining the exactness of the mathematical
solutions to the dynamics equations. This was accomplished using an assembly procedure
analogous to that used in FEM analysis. The exact solution to an axisymmetric system was also
presented. In this case, the response of a membrane to axisymmetric forcing was determined. The
ability of the TEM approach to reproduce the wave-like nature of the disturbance was apparent.
The TEM representation of two-dimensional elements can only yield approximate results,
even in the frequency-domain, as the transformed equations of motion remain partial differential
equations in the spatial dimensions. However, an approximate solution technique has been
presented, in which the deformation in the interior of the element is expressed as a linear
combination of a finite set of basis solutions whose coefficients are determined from a finite set of
boundary displacements. These basis solutions are parametrized by the complex frequency and
satisfy the underlying PDE's exactly for spatially uniform elements. For plane stress elements, the
development of a frequency-dependent stress function was necessary, so that the in-plane
displacements and stresses could be expressed in terms of a single function.
The TEM approach was generalized to include structures undergoing large angular motion.
For these situations, structural deformations are expressed with respect to a frame fixed to an
element boundary, and the motion is referenced to a nominal rotation rate. The resulting linearized
system of integro-partial differential equations is then solved in the frequency-domain. The
approach was applied to a simple mass/appendage structure and validated with a general nonlinear
multibody simulation software package. As expected, the linearized and nonlinear simulations
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agree quite well, provided that the angular rate does not change considerably and the angular
accelerations likewise remain small.
An open-loop optimal control technique has been developed using TEM models, and has
been found to virtually eliminate the residual energy associated with the slewing of flexible
structures, provided that the mathematical models accurately represents the physical structures.
The only approximation made concerns the control inputs themselves, which were assumed to
belong to the subspace spanned by a finite set of basis functions. The algorithm has been
demonstrated for two types of cost functionals. In the first, penalties are placed on deformation at
discrete points on the structure, while in the other, penalties are placed on the total energy due to
deformation of each structural element. While the second approach is less ad hoc than the first, it
requires more computation time, and was applied to a simple structure only.
A primary limitation of the TEM representation as a tool for structural analysis and control
design concerns situations where the initial conditions of the system are non-zero or where there
exists distributed forcing within a structural element. For these cases, the computational
advantages of the TEM approach are lost, as a spatial integration is required over the domain of the
structural element at each frequency of interest. Moreover, this integration must be performed
numerically except in rare situations. As a result, the accuracy of the TEM representation becomes
dependent on the fidelity of the spatial integration, in addition to that of the inverse transform
algorithm. Another limitation of the TEM representation is that it does not easily lend itself to
closed-loop control design. Most control design algorithms require that the model be expressible
in finite-dimensional state-space form, which is impossible in the TEM framework, as the model is
of infinite order. An exception to this general rule is distributed control theory, which is well
suited for infinite order systems. In order to apply the theory, however, it was necessary to use an
alternative representation, which describes the same dynamics directly in the time-domain.
The direct representation of structural models uses an extended state-space formulation,
where the state vector exhibits both spatial and temporal dependence. The dynamics and control
influence matrices from traditional state-space become differential operator matrices in the direct
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representation. A novel method of generating time-domain responses has been presented. The
closed-loop equation of motion is first transformed into the frequency domain, and the resulting
integro-partial differential equation is solved numerically at each frequency required to construct the
time-domain response. In this thesis, only single-element systems (i.e., those described by a
single PDE) have been analyzed using the direct representation, as the treatment of general
boundary conditions is somewhat difficult to formulate in the direct PDE framework.
The direct analysis technique provides the framework for a distributed control theory.
Having been developed, the theory has been applied to a simple Bernoulli-Euler beam system, and
the feedback gain kernels have been determined. For distributed force actuation, the feedback from
curvature to force is purely distributed, while the feedback from velocity to force has both a
distributed and a collocated component. For distributed curvature actuation, both gain kernels are
purely collocated. These kernels agree with previous results concerning the optimal distributed
control of an infinite beam, as well as result from the optimal LQR control of a discrete model of
the beam. The distributed control approach has also been successfully applied to a plate of infinite
extent.
A simple example of the use of both the TEM and direct representations in the design of a
hierarchical control system has been presented. Distributed feedback is used to achieve active
damping augmentation, and the TEM representation of the system is modified to account for the
distributed control. The resulting element model can then be used in the assembly of the global
model in the same manner as an uncontrolled element. It is then possible to use the global TEM
model for a frequency-domain control design of the high authority controller.
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8.2 Contributions of this Thesis
The developments presented in this thesis have led to a number of contributions to the field
of structural dynamics and control. The contributions cover a broad range of topics and issues in
the field. Taken as a whole, it is felt that these contributions will enhance the current state of the art
in structural control design.
The TEM representation has been presented, with provisions for nonzero initial conditions
and distributed forcing within structural elements. These take the form of secular terms in the local
element and global stiffness matrices for the structural model. This is in contradistinction with
most formulations, which restrict the complex frequency to the imaginary-axis and usually
consider only sinusoidal steady-state motion. (It should be mentioned that, for some control
designs, this is all that is required.) While these extensions are not to be considered of paramount
importance, they do, in fact, allow simulation of a larger class of systems under a wider range of
conditions. The cost of the added capability in terms of numerical computation is an additional
spatial integration at each complex frequency of interest for each mathematical element having
either nonzero initial conditions or distributed forcing. In addition, the use of an existing inverse
Laplace transform algorithm on global structural models of considerable complexity has been
demonstrated with remarkable success. This direct method of simulation makes the TEM
representation competitive with modal simulations derived from finite element models, as the
(computationally costly) iterative task of determining mode shapes and frequencies from the global
TEM model is avoided.
The frequency domain modelling approach has been extended to include plane stress
elements. This was accomplished by developing a frequency-dependent version of the Airy stress
function from the plane stress equations. All quantities of interest (in-plane displacements,
extensional stresses and strains, and shear stresses and strains) are expressed as linear differential
operations on this stress function. The characteristic equation which the stress function satisfies
has been shown to be the product of two factors. The first supports an in-plane compression
wave, while the second supports a shear wave. The propagation velocities of both wave types
193
have been found to be consistent with previous results concerning wave propagation in two-
dimensional media. The utilization of the plane-stress formulation, in conjunction with the plate
bending model, makes it possible to determine approximate dynamic stiffness matrices for planar
elements undergoing general motion in three dimensions. It is believed that this capability will
make the TEM approach a viable alternative to finite element modelling for realistic structural
models.
The TEM approach has been used to simulate the dynamics of a simple structure
undergoing large rigid angular motions. This problem is difficult in that it requires expressing
small elastic deformation with respect to a moving reference frame. As a result, the dynamics of
the structure are given by a system of integro-partial differential equations. Application of the
Laplace transform converts the system into a set of integro-ordinary differential equations
(parametrized by the complex frequency), whose solution is readily obtained. The simulation of
the system has been validated by comparison with results from a nonlinear multibody dynamics
software package. This demonstrates that the class of problems for which the TEM approach is
applicable can be broadened to include flexible structures experiencing large rigid rotations.
A general optimal open-loop control algorithm based on the TEM representation of the
structural model has been presented. This algorithm does not require a priori modal information
concerning the structure, and is applicable to models of arbitrary complexity. Furthermore,
multiple control inputs are easily handled within the framework of the formulation. The solution is
carried out in a mathematically exact manner as far into the development as possible. The
approximation that the control inputs belong to a space spanned by a finite set of basis functions is
made in order that a numerical solution can be readily calculated. The approach has been
demonstrated on a structural model of considerable complexity, and has succeeded in determining
the optimal trajectory for a representative rotational slewing maneuver. It is anticipated that this
algorithm will be used primarily as a command shaping tool to determine the optimal nominal input
to the structural system for slewing maneuvers. Additional closed-loop control can then be utilized
to damp out residual deformational energy arising from mismatches between the structure and the
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model, imperfect application of control forces and/or torques, and other exogenous disturbances.
The hope is that by minimizing the residual energy at the terminal time of the maneuver, the
additional cost incurred to remove this energy will likewise be reduced.
A mathematically exact expression for the internal energy of structural elements of a one-
dimensional spatial domain in terms of frequency-domain integrals has been developed. The
internal energy at a given time is computed via numerical integration. Thus, it is possible to
determine the total energy of deformation of the structure within the TEM framework. This is
often not possible when dealing with transcendental functions of frequency, and often requires
approximate techniques. For example, the approach used by Hagood and Crawley [45] involves
replacing the exact element by an equivalent spring-mass-damper system. The physical properties
are determined by minimizing the integrated error between the impedances of the exact and
approximate models over some frequency range. The formulation thus makes it possible to
determine values for the damped natural frequency, damping ratio, and loss factor for such
approximate models, which no longer contain the infinite order structure of the original element
models. Because the integration interval lies on the imaginary axis, the formulation yields steady-
state damping characteristics. In contrast, the energy expression presented here (which also
requires an approximate numerical evaluation in the frequency domain) is specifically suited for
transient analysis, as it yields the deformational energy at a prescribed time. Because energy is
often used as a performance measure in control applications, this development further reinforces
the utility of the TEM representation as a control model. This internal energy expression has been
utilized as part of the cost functional in the open-loop control algorithm, and yields surprisingly
good nominal performance for the cases presented in this thesis.
The optimal distributed control problem has been solved for a beam of finite length with
distributed force actuation. The solution approach is unique, in that the exact mathematical model
is retained throughout the development. Spatial discretization is applied only after the equations
from which the feedback gains are determined have been derived. Consequently, the resulting
Riccati equations reflect the dynamics governed by the exact mathematical model, and their solution
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can be determined to arbitrary precision. These matrix integro-partial differential Riccati equations
are solved using novel iterative and direct techniques, with excellent convergence reported for
many levels of discretization. The solution procedure serves as a proof of concept for further
applications of distributed control. For example, the state-space representation of the Timoshenko
beam, presented in Appendix E, can be used as the control model for a distributed LQR design in
which feedback to the forcing input derives from measurements of transverse velocity, cross-
sectional rotation rate, curvature, and shear angle. The extension of this approach to more complex
PDE models should be straightforward.
The distributed control solution approach distinguishes this work from other methodologies
which are based on approximate solutions to the mathematical model. For example, Miller and van
Schoor [66] derive feedback gain kernels for a finite beam by first deriving a finite dimensional
(thus approximate) state-space representation of the dynamics. Traditional LQR theory is then
used to obtain the feedback gains from discrete points on the beam (which correspond to the
boundary points of the finite elements used in the discretization) to the forcing input. These
spatially discrete gains are then converted into a spatially distributed feedback kernel by utilizing
the interpolation functions associated with the finite element model. Unfortunately, as reported in
the research, the finite element stiffness matrix becomes ill-conditioned as the discretization
becomes finer. This is, however, merely a consequence of the choice of coordinates used in the
finite element model. Had curvature and velocity coordinates been used, the results would have
been (numerically) identical to those presented here, as is shown in Section 6.2.3.3. By making
use of displacement coordinates, Miller's work allows for general boundary conditions. (Often,
curvature and velocity coordinates are bad choices, given the boundary conditions imposed.) It
may be that the approach presented here cannot handle arbitrary boundary conditions and would
then also require the use of displacement coordinates for the general case. It is quite possible that
this change would cause the same type of ill-conditioning as was reported in the earlier research.
Therefore, we can only conclude that the two approaches are numerically identical for the specific
case of pinned-pinned boundary conditions, and then only if the same coordinates are used.
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Furthermore, the inability to handle general boundary conditions represents a limitation of the
direct PDE approach as presented in this thesis.
The optimal distributed control problem has also been solved for a beam of finite length
with distributed curvature actuation. This result is interesting in that the optimal solution, obtained
analytically and in closed form via rigorous application of the theory, dictates collocated feedback,
even though the control system has knowledge of the state vector over the entire spatial domain.
Again, this result has been obtained directly, without requiring the consideration of the limiting
behavior of an approximate model of increasing fidelity. The curvature feedback solution is an
extension of a similar result obtained for a beam of infinite length by de Luis [55].
A novel method of generating approximate time-domain responses of the controlled beam
system has been presented. Application of the Laplace transform converts the closed-loop equation
of motion, which is an integro-partial differential equation, into an integro-ordinary differential
equation. This transformed equation can then be solved numerically at each complex frequency
required to reconstruct the time-domain response. While this method requires spatial discretization
and finite differencing, it readily handles non-homogeneous initial conditions and a large class of
boundary conditions. The stability of the approach has been demonstrated for numerous test
cases.
The optimal distributed control problem for a plate of infinite extent has been solved, as a
demonstration of the application of the distributed control technique to a two-dimensional structure.
In this case, two-dimensional spatial transform techniques are used, which represent an extension
of the approach used by de Luis [55]. By utilizing polar coordinates and Bessel function-based
transforms, it was possible to show that the gain from a particular sensor point to an actuator
points is a function of only the distance between the two, which is consistent with our intuition.
A subtle issue must be addressed at this point. It concerns the implications of stating that a
solution is "exact." Clearly, no solution involving transcendental functions can be an exact
solution, since the numerical evaluation of the solution on computer requires approximations to
such functions. For example, the "exact" solution to the simple harmonic oscillator equation is a
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linear combination of the sine and cosine functions. Although it is impossible to evaluate these
functions exactly at arbitrary points, the solution has come to be accepted as exact because much is
known concerning the characteristics of these functions. In the same manner, we can state that the
"exact" solution to the integral of the normal distribution function is the error function (erf), even
though its exact value can be determined at only several points. In this thesis, therefore, we have
made the tacit assumption that an "exact" solution is one which can be evaluated numerically to
arbitrary precision. As is the case with other functions, if these solutions recur frequently, they
will gradually become accepted as "exact" solutions.
8.3 Recommendations for Future Research
Several issues remain unresolved, and are recommended for future research. Although the
TEM methodology has been developed for two-dimensional structures, it is incomplete in two
respects. First, the selection of boundary points and their relation to element geometry and
solution accuracy must be addressed. It is anticipated that the guidelines for choosing boundary
points are similar to those used in approximate techniques, such as the boundary element method.
Second, a rigorous method of determining the set of basis solutions for the homogeneous solution
vector must be developed. Clearly, these two goals are intimately tied, as the number of basis
solutions required is related to the number of the boundary points used.
An attempt should be made to develop solutions for nonuniform one-dimensional element
models, such as tapered beams and rods. It is well-known that, for some particular tapers,
analytical solutions exist in terms of special functions. These solutions could be used to generate
dynamic stiffness matrices for such elements. For more general nonuniformities, it may be
possible to develop series solutions in terms of common transcendental functions. The resulting
stiffness matrices would then be approximate, as the series would be truncated at some point.
Clearly, the merits of using such an approach in lieu of a finite element model would be an issue.
A comprehensive comparison between the finite element method and the TEM
representation, in terms of computation speed, should be performed. Although general guidelines
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have been established here concerning the conditions under which the TEM representation is
favorable, a quantitative evaluation would be useful. Highly optimized versions of either code
should be used for fairness, and numerous test cases, involving various topologies, should be
attempted. The discretization level for the finite element models could be based on the number of
points generated by the TEM simulation. Enough finite elements would be used to ensure the
fidelity of the model for frequencies as high as the Nyquist frequency corresponding to the TEM
time-domain samples.
The closed-loop control problem, expressed in the frequency-domain with TEM models,
remains to be solved. Here, the lack of a finite state-space representation of the plant is the
fundamental difficulty. While Doyle [12] has succeeded in deriving iterative state-space solutions
for the Hoo control problem, the corresponding iterative solution for general (including infinite
order) systems described by Francis [51] requires a coprime factorization of the system matrix.
Such a factorization may not be available for infinite order systems, as the elements of the matrix
are transcendental functions of frequency.
The direct PDE-based distributed control solutions developed here must be extended to
include other structural elements, such as Timoshenko beams and axial and torsional rods. Two-
dimensional elements of finite extent, which may represent deformable mirror surfaces or solar
panels, must also be incorporated into the distributed control framework, although this extension
presents a considerably more difficult computational challenge. Finally, the theory must be
extended to apply to multi-element structures, which may include any of the elements mentioned.
The ability to handle the complex boundary conditions that arise at element junctions is the primary
difficulty here.
An evaluation of the robustness of the distributed controller to model uncertainty must also
be undertaken. Discrepancies between the model and the actual physical structure, caused by
tolerances in physical dimensions and material properties, structural joint dynamics, nonlinear
material behavior and other unmodelled dynamics, usually result in performance degradation. A
rigorous robustness evaluation would quantify the relation between modelling error and
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performance. Linked to this issue are implementation considerations. Because actuators and
sensors are always discrete in nature, the distributed control solution represents only a limiting case
as the number of individual actuators and sensors approaches infinity. Some examples of spatially
distributed sensors exist, where the response of the sensor represents the spatially integrated state
over some finite domain [55]. (In fact, all real sensors perform spatial integration, whether by
design or not, as it is impossible to measure the state at an infinitesimal point.) The spatial
integration can even be tailored to correspond to the feedback gain kernel. It is likewise possible to
manufacture a distributed actuator. However, each sensor so manufactured yields only a single
output, and each actuator is controlled by a single input. A truly distributed control system relates
an infinite number inputs and outputs, and is therefore not physically realizable. For any
implementable control design, then, the effect of utilizing a finite set of actuators and sensors must
be addressed. Also relevant would be a study of the effect of actuator and sensor dynamics and
their relation to robust stability.
A combined direct/TEM control methodology for structural systems is not yet available.
This hybrid technique would facilitate the development of hierarchical control schemes, such as
HAC/LAC, without resorting to modal analysis and truncation. Consequently, the problems of
control and observation spillover would be alleviated, at least from a mathematical perspective.
(Actual implementation issues must also be addressed, as mentioned above.) Consequently, a less
conservative control design would be required, resulting in enhanced nominal performance. This
is the ultimate objective of all structural control designs.
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APPENDIX A: HIGH FREQUENCY TRANSFORM
ELEMENTS
This appendix presents the dynamic stiffness matrices for high frequency TEM elements.
In particular, the Mindlin-Herrmann axial rod and the Timoshenko beam, both described in Sec.
2.3.6, are discussed.
A.1 Mindlin-Herrmann Rod
The dynamics of the Mindlin-Herrmann rod are characterized by the following set of
differential equations:
- a2 (.+2G) --- vl(x,s) + pa 2 s2 v 1(x,s) = 2a) a v2(x,s) (A.la)
a2K2G-- v2 (x,s) - [8 1(X+G) + pa 2s2]v 2(x,s) = 4al•.- 1 v1(x,s) (A.lb)
All symbols in these equations are defined in Sec. 2.3.6. These equations apply to a rod of
circular cross-section only. The Lame constants are related to the modulus of elasticity and
Poisson's ratio of the material according to
Ev ESG (A.2a,b)(1+vX1-2v)' G 2(1+v)
We will assume that the radial deformation, v2 , is constrained at the boundaries of the element.
This is the case when the element is embedded in a structural junction. We therefore have
v2 (0,s) = v2 (L,s) = 0 (A.3)
With these constraints imposed, the stiffness matrix becomes 2-by-2, and can be expressed by
xta 2E •1s1c2 - 52s2c1  PISl1 + 2s 2 1K(s) = A(s) - PlS + P2S2 0 1s1C2 - 0 2s 2 c1 (A.4)
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(l+vX1-2v) 231 f2(1-Cl C2) + (e1+ 2)slS2A(s) (I-= ) 2(1-) l(a2a) - 02(ala )
and the following trigonometric definitions have been made:
c i = cos(aiL)
si = sin(aiL)
Also, P1 and P2 are given by
Pi =
[1C2(1+v)(1-2v) 2pa 2s2 - 16K2c2E](aia) + x2(1-v)(1-2v)E (aja)3
4(1-v)(1-2v)pa 2s2 + 16ME1
and the nondimensional parameters ala and cz2 a are given by
(oia)2 = -xl (1 + 20) 0 (1+X20)2 -- (1+X30) a
4 x 2(1+v)
S K2 (1-v)
(l+v)(1-2v)
1
(1+ x2 )(1-2v) + 1
pa2 s2E =
E
The stiffness matrix can be shown to reduce to that of the simple axial rod either by setting vO-0 or
by taking the limit as the radius, a, approaches zero.
A.2 Timoshenko Beam
The dynamics of the Timoshenko beam can be expressed either as a system of two coupled
partial differential equations or as the single equation
a4
EIx4 'v(x,t) + pA(x,t) - pI iEk 21+•=6k -x• x,t) + •Ikv(x,t)G V(Xt) = fd(x,t) (A.10)
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where
(A.5)
(A.6a,b)
(A.7)
where
(A.8)
(A.9a-d)
J
I
I-,
Taking the Laplace transform of this equation yields
4 v(x,s) + 2pa 2  v(x,s) - 22 a4 v(x,s) = fd(x,s) (A.11)
where the following parameters have been defined:
a4 - k E k r2 IEI G A (A.12a-e)
P1 = 1(l+kl)(ar)2 p2 = 1 - kl(ar)4
The homogeneous solution vector is then
cosh(41x)
sinh(aflx)
VH(X,S) = cos(apc2x) (A.13)
L sin(aP2x)J
where
132 = P3 - Pl 2 = P3 P l  (A.14a,b)
and
p2 p2 +p 2 = 1 +(1-kl)2(lr)4 (A.15)
Due to the internal shearing allowed by the Timoshenko model, the expressions for the internal
state vector in terms of the homogeneous solution become considerably more complex. They are:
Sv(x,s) 1
u(x,s) = i (x,s) =M S(xs)L S(x,s) J
1
1 +2 P4 a3
2 [4ax a2 ax3]P2
El a+ p4-x2]
El [a3 2a
-x3 -P12 aP2
v(x,s) (A.16)
where
P4 = kl(ar)2 (A. 17)
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The stiffness matrix then takes the form given by Eq. (2.66), with
KI(s) = P-2 (34 sh - 03 st)
K2(s) = P2 (33 ch st - 04 sh ct)
1K 3 (s) = -I (ch - ct)
K4 1 p2 p1P4 sh st + (pl-p 4 )(1-ch ct) (A.18ag)K4(s) P3 C2  P2
1K5(s) = (3 sh + 04 st)
K6 (s) = a (04 ch st + 33 sh ct)
A(s) = 1 -ch ct - (3 )sh st
The trigonometric quantities must also be modified to
ch = cosh(ac 1L)
sh = sinh(a3 1L)
ct = cos(a•P2 L) (A.19a-d)
st = sin(4P2L)
where
p2 + P4 + P4
03 + P4 -04 1 (A.20a,b)
The stiffness matrix for the Bernoulli-Euler beam is recovered by setting the characteristic radius,
r, to zero. Then, pl=P4=0 , P2=P3=1, and 01=42=43=34=1.
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APPENDIX B: STEADY-STATE SOLUTION FOR
ROTATING MASS/APPENDAGE SYSTEM
In this appendix, we derive the steady-state configuration of the mass/appendage
system subject to a constant rotation rate. By neglecting all terms involving time
derivatives and setting all generalized boundary forces to zero, Equations (3.12a-e) reduce
to
Anom - m 2 vnom dx = mL2g2 (B.la)Mo Ax - x
EA a2 nom nom nom
m 5x2V x  -g'Vx = 2x-Ax (B. b)
nomWe now solve for Anx in the first equation and substitute the result in the second. Upon
re-normalizing the results in the spatial domian, we are left with
a2 y + a2y a J ydz = 2PC M - Ga2z (B.2)
where
1 nom mL2_ 2y(z) = 1 vx (Lz) , a 2 - EA (B.3a,b)
This integro-differential equation has the general solution
y = cos B sin+ ] + YM 1-cos] - z (B.4)
which can be verified by direct substitution. To solve for the undetermined constants, we
apply the boundary conditions
y(0) = 0, -y(1) = 0 (B.5a,b)
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Substituting these into Equation (B.4) we obtain, after much algebraic manipulation,
Y = [cxa(l-m)+ Msinct + sinaz + l+(l-cosa) (1-cosaz) - z (B.6)la[a(1-ym)cosa + ymsina] a[a(I-ym)cosa + ymsina]
from which vx and Ax can be derived. This solution is valid in the range a < arit, where
acrit is the smallest positive solution to the characteristic equation
tan (acri = - [I ] acrit (B.7)
Beyond this value, the axial gyroscopic forces on the rotating beam cannot be balanced by
the axial stiffness, and the structure yields.
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APPENDIX C:. FINITE-DIFFERENCE EQUATIONS
FOR THE BERNOULLI-EULER BEAM SUBJECT
TO NON-HOMOGENEOUS BOUNDARY
CONDITIONS
In this appendix, we derive the finite difference formulae corresponding to various
boundary conditions for the Bernoulli-Euler beam. The development presented here applies to the
boundary at x=O. The treatment of the other boundary is identical. We begin by discretizing the
spatial domain as follows:
x = [v(x,s)] = vi  (i = 0, ... , N) (C.1a,b)xi N 'N (C.la,b)x=xi
In the sequel, the dependence of v on the complex frequency will be assumed and the overbar will
be suppressed. The standard finite difference expressions for the various derivatives of interest are
N
ax' " [ i+- vi-] (C.2a)x=xi
v (xs) = N2 [vi-1 
- 2v + vi+] (C.2b)a X2 F. "x=Xi i 1
11(x) _axv(xs) x= xi i+ (x,s) - ii 1 -• v(x,s) (C.2c)ax-1·, aX2 vla' xi 2 Ili+ x2 ]~x=xi+l Ii-I [ax2 x=xi. 1
a2 (x) (xs) xi N4 Ti 1  ( x= xi1- 2Ti  v (x,s)
i+ 2v 
"X=Xi+l1
Combining Eqs. (C.2b) and (C.2d) yields the desired approximate expression for the fourth
derivative at locations far from the boundaries:
2 [(x) (xs)x=xi N4 [i. 1vi-2 - 2 (Tli. 1+ i)vi-1 + (Tlil+4T1li+Tl 1) vi
- 2 (li+Tli+ 1) vi 1+ T1i+ 1vi+2 ] (C.3)
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Near the boundaries, the finite difference expression depends on the particular boundary condition
enforced. We will assume that the beam is either pinned, free, or clamped at x=O, and is always
pinned at x=1.
For a pinned beam, the boundary conditions are
[V(x,s)]
x=xo
S1(x) (a2 x 1_,s_ = 0
Employing the previous expressions yields the particular forms
n- l(x) 
- 2(x]s) x=x N4 [(4rl+r)V1 
- 2(1L+ri2)v 2 + r12 v3 ]
a2 r,-,X-X 2
(C.4a)
(C.4b)
(C.5a)
- 2 (12+ 13) V3 + 13 4 ] (C.5b)
Thus, the expression for the fourth derivative at all points in the discretization can be conveniently
expressed as
A (x) I v (x,s) N4 DHD v(s)
where the second order finite difference matrix is given by
1 -2 0
.1
(C.6)
(C.7)
and
(C.8a)
(C.8b)
H = diag[ l 2 2... TN- 1]
v v v 2 ... VN- 1
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m
= 0
I
D =
-2 1
1 -2 1
That this formula holds for points in the interior as well as at the bounds
direct multiplication of the matrices. Note that v0 and vN do not appear
zero by the boundary conditions.
For the free end of a beam, we have the natural boundary condit[, (x) -a2 • (x,s) = 0
S-2 X=X0
T { (x) x2 v (xs) =0
which yield the following particular finite difference expressions:
a2 (x) 1 a2  (x,s) = N4 [21V 0 - 4•1 v+ 21lv2]
ax2 11(x)_- v (x,s) = N4 [-2lvo0+ (4,+2)v 1 - 2
The general expression can then be expressed by
ax2 • (x) ' 2 v (x's) N4 DHDBVO(s) (C.11)
where
1DA
A -
0 1 1
-2.0
1 -2 1
1 -2 1
DB-
0 1
0
1
-2J
and
v0 = [v 0 v 1 ... VN-1] T
Note that DA has an extra row, while DB has an extra column. For this c
as it is not constrained by the boundary conditions.
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(C.9a)
(C.9b)
(C. 12a,b)
!
(711+T
The final case corresponds to a clamped beam. The essential boundary conditions are
[i(x,s)]
x=xo
TX [iV(x,s~]
x=xo
= 0 (C. 14a)
-= 0
and the particular finite difference expressions become
r(X) 2 ( x s ) v 
x=xl
a2  a2
•• x (IX ,s). xx2
= N4 [(2rO+4ri+2) 1 - 2(ll+r1 2)v 2 + r12v3]
= N4 [- (rl+r12)v + (n 1+4r12+113)v 2
+ '13v 4]
The general approximation can then be expressed as
(x) • 2 (xs) = N4 D BHODAV(S) (C.16)
where
(C.17)
In this case, 1io must be included, as the bending stiffness at the clamped boundary is important,
while v0 is excluded.
In summary, then, the following represent the transformed and discretized equations of
motion for the Bernoulli-Euler beam subject to various boundary conditions.
v(S)
v(s)
f(s)
f0(s)
f(s)
(Pinned-Pinned)
(Free-Pinned)
(Clamped-Pinned)
(C.18a)
(C.18b)
(C.18c)
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(C.14b)
(C. 15a)
(C.15b)
[N 4 DHD + s2 I]
[N 4 DAHDB+ s2 I ]
[N 4 DBHODA+ s2 I]
m I
- 2 (112+ 713 ) V3
HO = diag [" 0 r1 ... 11N-1]
APPENDIX D: SIMULATION OF BEAM WITH
CURVATURE ACTUATION
In this appendix, we extend the results of Section 5.1.2.3 to the case of a beam with a
distributed curvature actuator. The modified equation of motion, expressed in the time-domain, is
a2 [( 2 (xt) 2 v(xt)
T (1^ ax) f--k v xx) at2 V-• • t-
a2
= a2 mu(x,t) + fn(x,t)
which becomes, after Laplace transformation
+ [s2 V(x,s) - S vo(x)+ f-(x")
- v0(x)] a2  s) + In(X) (.2)W2 Mxn.(xs) + f (x,s) (D.2)
The assumed linear feedback control law is
mu(x,t) = - kl(x,y) l(y) v(yt) + k2(x,y) v(yt) dy
0
which transforms into
I•(x,s) = - kl(x,y) (y) v (y,s) + k2 (x,y) s v(y,s) dy
0
f [k2(x,y) vo(y)] d y
Substituting this expression into Eq. (D.2) leads to
a2 r1 (x)
TX2 1 &2\~Iaxv(xs)] s
2
+ •-• (xs) + ak(x,y) l(y) (ys)0f 2 + s k2(x,y) v(y,s)
= fn(x,s) + [vo(x) + s v(x)] + 2 k2(x,y)vo(y) dy
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(D.1)
(D.3)
(D.4)
dy
(D.5)
I
S(x)2 v (X,S)]
Employing the same discretization technique used in Section 5.1.2.3, we obtain, for the finite-
difference equation
[N 4 D HD + s2 B + N DK(s)] v(s) = fn(s) + fi(s) + N2 D c(s) (D.6)
All terms in this last equation are as defined in Section 5.1.2.3.
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APPENDIX E: SIMULATION OF A TIMOSHENKO
BEAM
In this appendix, we discuss the direct simulation of a Timoshenko beam. For simplicity,
we will assume that the initial conditions are zero and that the section properties are constant,
although other situations can be treated in a manner similar to the Bernoulli-Euler beam model.
The dimensional form of the equation of motion is
•4 12Ekl __EI• 4 vd(xd,td) + pa vd(xd,td) - I[ 1 d2 t d(xd,td + p 4 Vd(xdtd)
= fd(x,t) (E. 1)
which can be normalized (using the same groupings as in Section 5.1.2.1) to
v(x,tv(x,t + v(x,t) - aI +E] v(x,t) + 2E v(x,t) = f(x,t) (E.2)Tj at2 ax2at2  &4 =tx t) f~x~t)
where
I Ek01 = a~ E G- (E.3a,b)
Taking the Laplace transform (neglecting initial conditions) yields
(xs) +aE] 2 a 2 (x,) + s2 i(x,s) + ~ 2 t E s 4 (x,s) = f(x,s) (E.4)
Finally, the spatial discretization yields
[N4 D 2 + s2 (I - aI(+aE)N2 D) + aI2aE s4 1] i(s) = i(s) (E.5)
The preceding equation holds for pinned-pinned boundary conditions only. The treatment of non-
homogeneous boundary conditions is discussed in Appendix C.
I
It is interesting to note that the dynamics of the Timoshenko beam also has a state-space
representation. Rather than using Eq. (E.1) directly, we begin with the simpler second order
equations from which it was derived:
a2  a2  a
ax2 v(x,t) - O1 aE 2 v(x,t) T- (x,t) - a, aE f(x,t) (E.6a)
a2  a2  1
a2 0(x,t) - a2 0(x,t) = - v(xt) - (xt)] (E.6b)2v xt- at X0Ea
where 0 is the rotation of the cross section of the beam, and is related to the shear angle, V, via
k N(x,t) v(x,t) - 0(x,t) (E.7)
The choice of state variables is determined from energy considerations. By making the assignment
x(x,t) = v(xt) xt  kt(x,t) v(x(E.8)
we relate the first and second elements of x with the potential energy due to bending and shearing,
respectively. Likewise, we associate the third and fourth elements of x with the kinetic energy due
to transverse deflection and cross section rotation, respectively. Using this definition and the
previous equations allows us to determine the dynamics operator matrix and the forcing influence
matrix. They follow as
0 0 D2  0
Lx = 1D 0 0 b = , D - ax (E.9a-c)1 - - (E.9a-c)
h d n -aD e t 0 i 0h f .
The dynamics equation can now be posed in the form given by Eq. (5.1).
214
APPENDIX F: DERIVATION OF ADJOINT
OPERATORS
In this appendix, we derive an expressioon for the adjoint of a general linear spatial
differential operator, and the associated conditions that cause the boundary terms to vanish.
We begin by applying successive integration by parts to a single differential operator of
order n:
a(x)T An(x) •- b(x) dx = (-1) n f [a(x)TAn(x)] b(x) dx
0
x=1
- (1)n [a(x)TAn(x)] b (x) (F. 1)
where A is a (generally) spatially varying matrix. By repeatedly applying the product rule
to the bracketed terms, we obtain
a(x)T A n(x) b(x) dx = (-1)n (k) (x)-k  (x) b(x)dxk1Tak x)T An(x ) b(x) dx
[-k(- 1 axm ak-m-1 an-k
= (m=0 a(x) xk-m-1 An(x) axn-.k b(x) (F.2)
Sx=0
We now let the operator Lx have the general form
Lx(x) = An(x) (F.3)
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m I
Applying Eq. (F.2) then yields
a(x)TLx(x)b(x) dx = ( -1) n (a(x)T A(x) b(x) dx
- 1)k-i am T k-m-1 an-kn=k=1 m=0 m a (x) xk-m-1 An(x) -k b(x) (F.4)Sx= 0
From this last expression, we identify the adjoint operator as
Lx(x) = n (-1)'n () Ak  T an-kn=0 k=O axk axn-k
S(-1)n ) A (x) k (F.5)
Note that it has the same general form as Lx, since the bracketed term in the last expression
is simply the spatially varying matrix corresponding to the k-th differential operator. The
last term in Eq. (F.4) is the expression we would like to have vanish. If we assume the
following for b(x)
b(O) = b(1) = 0 (F.6)
then the boundary term is zero whenever n = k. Therefore, the second summation in this
term need only run from k = 1 to k = n-1. Consequently, the index k always lies within the
range 0 5 k < N-1, and the index m always lies within the range 0• m < N-2. Thus, by
imposing the additional constraints
am am
axm a(0) -xm a(1) = 0, m = 0, ..., N-2 (F.7)
the boundary term is identically zero at either endpoint. In the special case where N=1, no
constraints need be placed on a(x).
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APPENDIX G:. OPTIMAL COSTS FOR DISTRIBUTED
CONTROL SYSTEMS
This appendix discusses the computation of the optimal cost required to bring a one-
dimensional distributed system to rest from an arbitrary initial condition using a distributed
controller. We will restrict attention to the force actuation case, and we will assume uniform cross
section properties. The formulation is analogous to the discrete case, for which the optimal cost is
expressed by
J* = xTSxo (G. 1)
where x0 is the initial condition on the state vector and S is the Riccati matrix. Wang [57] shows
that, for the distributed case, the optimal cost has the form
J* = Jxo0(x)TS(x,y)xo(y) dx dy (G.2)
where xo(x) is the distributed initial condition and S(x,y) is the Riccati matrix function associated
with Eq. (6.19). Thus, for the case of an initial displacement, vo(x)=sin(2nx), the optimal cost is
J* = 1 -- vo(x) S 1(x,y) y2 vo(y) dx dy= a2  ay2
= 8 11 6sin(27rx) Sll(x,y) sin(21y) dx dy (G.3)
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The Riccati equations for S11(x,y) follow directly from Eq. (6.25). For constant section
properties, they are given by
2  S22 (y) 1 S22(x,z)S 12 (z,y) dz =0 (G.4a)x-2s (x' y) - ay s2 (X 'y ) -
S S2 2(xy) + -S (x,y) - S12(xz)S22(z,y)dz = 0 (G.4b)
Adding these two equations yields
V2 S(x,y) = V2S22(x,y) + [ S22(x,z)S12 (z,y) + S12(x,z)S22 (z,y)] dz (G.5)
Thus, S11 is computed using a simple relaxation algorithm. For the case of an initial velocity,
vo(x)=B(x-1/2), which is equivalent to a center-span impulse, the cost is simply
J*= o(x) S22(x,y) v y) dx dy = S22(1/2,1/2) (G.6)
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