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Abstract
In this work, a systematic review of heuristics for proﬁle reduction of symmetric matrices is
presented. 74 heuristics tested for reduction proﬁle were found. Researchers compared results of
their heuristics with results of other heuristics. In this review, these comparisons were analyzed
and 8 heuristics were identiﬁed as the possible best for the problem. In addition, exchange
methods, a form of local search, were identiﬁed that can beneﬁt heuristics identiﬁed as the best
ones for the task.
Keywords: proﬁle reduction; combinatorial optimization; envelope reduction problem; graph labelling;
sparse matrices; ordering; reordering algorithms; renumbering.
1 Introduction
Resolution of sparse linear systems in the form Ax = b is fundamental in many numerical
simulations in Science and Engineering and is often responsible for most of the computational
cost in these experiments. The resolution of sparse linear systems is associated, for example, in
the application of the ﬁnite element method which is an important tool in numerical simulations.
Proﬁle reduction can beneﬁt the storage cost of linear systems as well as it can reduce
the computational cost of direct and iterative methods to solve linear systems. For example,
the conjugate gradient method [43, 22] is frequently used for numerical solution of large-scale,
symmetric and positive-deﬁnite sparse linear systems. Let the graph G = (V,E), composed
of a set of vertices V and a set of edges E, correspond the n × n coeﬃcient matrix A = [aij ],
with 1 ≤ i, j ≤ n. One can reduce the computational cost of the conjugate gradient method
by locally ordering the vertices in V [11] so that cache hit rates are improved [10, 6]. This
local ordering can be obtained by a heuristic for proﬁle reduction. Proﬁle reduction can also
beneﬁt other iterative methods to solve linear systems, such as the GMRES method [56]. The
proﬁle minimization problem is hard [48]. The proﬁle of A can be deﬁned as profile(A) =
n∑
i=1
(
i− min
1≤j<i
(j | aij = 0)
)
. Several heuristics for proﬁle reduction have been proposed since
the 1960s and no recent review in this subject was found. Gibbs et. al. [18], Everstine [12]
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and Lim et. al. [47] compared heuristics published until 1976, 1979 and 1993, respectively.
Here, a systematic review of heuristics for proﬁle reduction published from the 1960s to 2014
is presented.
In section 2, details of the systematic review performed are described. Comparisons of
results of heuristics for proﬁle reduction are shown in section 3. In section 4, comparisons
of results of possible best heuristics for proﬁle reduction are presented. Finally, in section 5,
conclusions and future works are addressed.
2 Systematic Review
This present review began in June, 2014, and concerns heuristics for proﬁle reduction. It was
conducted with the support of the Scopus R© database. A search was performed in Scopus R©
database using the terms: (Topic = “proﬁle” OR Topic = “envelope”) AND (Topic = “reduc-
tion” OR Topic = “reducing” OR Topic = “minimization” OR Topic = “minimisation” OR
Topic = “minimizing” OR Topic = “optimization” OR Topic = “optimizing”) AND (Topic =
“sparse matrix” OR Topic = “sparse matrices” OR Topic = “stiﬀness matrix”). These terms
were searched in the title, abstract and keywords of the articles indexed in the database. This
search resulted in 213 articles. Among these articles retrieved, those ones related to heuristics
for proﬁle reduction were selected. The titles and abstracts of the articles found were then
analyzed independently by two reviewers and a third reviewer was not required since both re-
viewers agreed with the selections made. In addition to the articles that met the eligibility
criteria, other articles were analyzed to support some of the concepts involved in the heuristics
that had been selected.
Next, to have a clear comparison of the papers selected, data were extracted according to
the following headings: authors, year of publication, results and conclusions. Among the 213
articles retrieved, 48 heuristics for proﬁle reduction were selected and are shown in Table 1.
Afterwards, a backward citation tracking was carried out based on the articles found so that
24 other heuristics were identiﬁed. This means that some of authors of the 213 articles cited
other articles in which other heuristics were proposed. These 24 heuristics are listed in Table
2. Naturally, these papers were studied too. In addition, 2 other heuristics for proﬁle reduction
were found in this second-phase backward citation tracking. These 2 heuristics are shown
as the ﬁrst heuristics in Table 2. Simulations and comparisons related to these 74 heuristics
were evaluated. As a result of this analysis, no articles were found that showed simulations
and comparisons in a manner that could suggest that 8 heuristics might be considered to be
surpassed by any other heuristic. In Figure 1, a graphic of the number per year of these 74
heuristics published from 1969 to 2014 is shown.
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Figure 1: Number per year of heuristics published from 1969 to 2014, among the 74 heuristics
for proﬁle reduction found in this systematic review.
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Article Heuristic Year
Gibbs et. al. [17] GPS 1976
Snay [62] Snay 1976
Lewis [45]
GPS-Lewis
1982
GK-Lewis
Taniguchi et. al. [64] TSI 1984
Smyth [60]
MINDEG ARANY
1985
MAXSWING
Sloan [57] Sloan 1986
Sloan [58] SloanImp 1989
Zeng [68] Zeng 1990
Koo and Lee [35] Koo-Lee 1992
Luo [49] Luo 1992
Medeiros et. al. [50] MPG 1993
Souza and Murray [63]
SloanM
1993GPSM
Gibbs-KingM
Hoit et. al. [25] PFM-2 1994
Lewis [46] SAPR 1994
Paulino et. al. [53] SFR 1994
Barnard et. al. [2] Spectral 1995
Lai et. al. [41] LWE 1996
Kumfert and Pothen [40]
Hybrid
1997
NSloan
Reid and Scott [54]
Sloan-MGPS
1999
Sloan-Spectral
Hybrid-Perm
Hybrid-Vector
Hu and Scott [26] Hu-Scott 2001
Hager [21]
Weighted Greedy
2002
Exchange Methods
xRCM-GL
xSloan
xSpectral
Reid and Scott [55]
xHybrid
2002xHu-Scott
rsSloan
Ossipov [51] Ossipov 2005
Boutora et. al. [5] BTIM 2007
Kaveh et al. [33] KZL 2007
Zhou and Ren [69]
ALCA
2009
Assymmetric-RCM
Wang et. al. [67]
GGPS
2009
Wang-Guo-Shi
Boutora et. al. [4] BIMTR 2011
Kaveh and Sharafi [32] CSS-band 2012
Koohestani and Poli [36] GPHH-RCM 2012
Koohestani and Poli [37] GP 2012
Koohestani and Poli [39] GPHH-Sloan 2014
Table 1: 48 heuristics found by using
Scopus R© database.
Article retrieved
Heuristic cited Year
from ScopusR©
Gibbs et. al.[18]
MDF and CM-PR
1969
cited in [9]
Gibbs et. al.[18]
CM [9] 1969
King [34] 1970
RCM [14] 1971
Gibbs et. al. [17] Levy [44] 1971
Gibbs et. al.[18]
Cheng [7] 1973
Collins [8] 1973
Wang [65] 1973
Lewis[45] Gibbs-King [16] 1976
Smyth [60]
Smyth-Arany [61] 1976
RCM-GL [15] 1981
Lim et. al. [47] RCM-GL-FL [13] 1983
Hoit et. al. [25] PFM [23] 1983
Sloan and Ng [59] Armstrong [1] 1985
Hoit et. al. [25] PFM-1 [24] 1989
Reid and Scott [54]
RCM(SGPD) [52] 1994
GPS(SGPD) [52] 1994
GK(SGPD) [52] 1994
Kumfert and Pothen [40]
Multi-A [3] 1996
Multi-B [3] 1996
Lai and Chang [42] Guan-Willians [20] 1998
Kaveh et. al. [33]
Kaveh-
2002
Bondarabady [27]
Kaveh and Sharafi [32]
KS-ACO-King [28] 2007
Sloan-ACO [29] 2008
KS-ACO-FourSteps [30] 2009
Table 2: 26 heuristics found in the backward
citation track in the 213 articles retrieved
from Scopus R© database.
3 Comparisons of results presented by heuristics for pro-
ﬁle reduction
In this section, carried out by researchers, simulations and comparisons among results of
heuristics are addressed. The Reverse Cuthill-McKee (RCM) method [14], the Gibbs-Poole-
Stockmeyer (GPS) heuristic [17] and the Reverse Cuthill-McKee method with George-Liu al-
gorithm [15] for vertex pseudo-peripheral method (called here as RCM-GL) were employed as
benchmarks, but they were not the only ones used in the evaluations and comparisons per-
formed among the results of the heuristics for proﬁle reduction. The RCM, GPS, and RCM-GL
heuristics reduce proﬁles at a low computational cost. Since they are classic heuristics for proﬁle
reduction, they have been extensively used by researchers to compare results of heuristics in
this context. Details of the evaluations and comparisons are described below.
Naturally, the heuristics authors compared results of their heuristics with results of other
heuristics in their works. Those comparisons made by the authors were studied seeking to
identify heuristics that might have been surpassed by other heuristics. In the ﬁrst column
of Table 3, 37 heuristics for proﬁle reduction are shown. In the second column of Table 3,
it is shown heuristics whose results (proﬁle reduction and computational cost) surpassed the
heuristic shown in the ﬁrst column. These tests have been outlined in publications shown in
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the third column of Table 3. Similarly, in the second column of Table 4, it is listed 16 heuristics
that showed comparable results in proﬁle reduction but with lower computational cost than the
heuristic shown in the ﬁrst column of this table.
Heuristic Surpassed in proﬁle reduction Tests in
CM [9]
RCM [14] George [14]MDF [9]
CM-PR [9]
King [34]
Gibbs-King [16] and GPS [17] Gibbs [16]
CSS-band [32] Kaveh and Sharafi [32]
RCM [14]
GPS [17] Gibbs et. al. [17]
PFM [23] Hoit and Wilson [23]
Levy [44] CM [9], GPS [17] Everstine [12]
Cheng [7]
GPS [17] Gibbs et. al. [18]Collins [8]
Wang [65]
Gibbs-Kingv[16]
GPS [17] Gibbs [16]
GK-Lewis [45] Lewis [45]
Koo-Lee [35] Koo and Lee [35]
GPS [17]
GPS-Lewis [45] and GK-Lewis [45] Lewis [45]
Koo-Lee [35] Koo and Lee [35]
BTIM [5] Boutora et. al. [5]
BIMTR [4] Boutora et. al. [4]
GPS-Lewis [45] SloanImp [58] Sloan [58], Sloan and Ng [59], and Lim et. al. [47]
GK-Lewis [45]
Sloan [57] Sloan [57]
SloanImp [58] Sloan [58] and Sloan and Ng [59]
NSloan [40] Boman and Hendrickson [3]
MINDEG ARANY [60]
RCM-GL [15] Smyth [60]
MAXSWING [60]
Sloa86 [57]
SloanImp [58] Sloan [57] and Sloan and Ng [59]
NSloan [40] Kumfert and Pothen [40]
CSS-band [32] Kaveh and Sharafi [32]
PFM-1 [24] GPS [17] Hoit and Garcelon [24]
Koo-Lee [35] SloanImp [58] Lim et. al. [47]
SloanM [63] Sloan [57]
Souza and Murray [63]GPSM [63] GPS [17]
Gibbs-KingM [63] Gibbs-King [16]
PFM-2 [25] Gibbs-King [16] Hoit et. al. [25]
RCM(SGPD) [52] RCM-GL [15]
Paulino et. al. [52]GPS(SGPD) [52] GPS [17]
GK(SGPD) [52] Gibbs-King [16]
Spectral [2] NSloan [40] and Hybrid [40] Kumfert and Pothen [40]
Multi-A [3]
NSloan [40] Boman and Hendrickson [3]
Multi-B [3]
Lai [41] GPS [17] Lai et. al. [41]
Hybrid [40] NSloan [40] Kumfert and Pothen [40]
Weighted Greedy [21]
Sloan [57] Hager [21]
Exchange Methods [21]
xSloan [21] rsSloan [55] Reid and Scott [55]
KS-ACO-King [28]
King [34] Kaveh and Sharafi [28]
Sloan [57] Kaveh and Sharafi [31]
Sloan-ACO [29]
CSS-band [32] Kaveh and Sharafi [32]
KS-ACO-FourSteps [30]
KP2012 [37] Sloan [57] Koohestani and Poli [37] and Koohestani and Poli [38]
Table 3: Comparisons among heuristics for proﬁle reduction. In the ﬁrst column, 37 heuristics
for proﬁle reduction are shown. These 37 heuristics were surpassed by heuristics shown in the
second column in direct comparisons analyzed in the articles shown in the third column.
Furthermore, 13 other heuristics that were not considered as possible state-of-art heuristics
for proﬁle reduction are commented as follows. The Smyth-Arany’s [61], Luo’s [49], Guan-
Williams’ [20], Kaveh-Bondarabady [27], Ossipov’s [51] and KZL [33] heuristics were not com-
pared with other heuristics by their authors. Since their own authors did not compare their
heuristics with any other, we did not consider these heuristics as possible state-of-art heuris-
tics for proﬁle reduction. The Zeng’s [68], ALCA [69], Zhou and Ren’s Asymmetric-RCM [69]
heuristics, and the heuristic of Boutora et al. [4] were proposed for speciﬁc graph cases as trees,
asymmetric matrices and cylindrical meshes. In addition, the Koohestani and Poli’s paper [36],
cited by Koohestani and Poli [39], was not found. Also, the Armstrong’s heuristic [1] and
the Koohestani and Poli’s hyper-heuristic GPHH-Sloan [39] showed impractical computational
costs. Thus, these heuristics were not considered as possible state-of-art heuristics for proﬁle
reduction.
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Heuristic
Surpassed in proﬁle reduction
Tests in
and/or in computational cost
PFM [23]
RCM [14]
George [14]
SAPR [46] Lewis [46]
Sloan-Spectral [54]
Sloan-MGPS [54] Reid and Scott [54]Hybrid-Perm [54]
Hybrid-Vector [54]
SFR [53]
RCM-GL [15]
Paulino et. al [53]
xRCM-GL [21]
Hager [21]
xSpectral [21]
xHybrid [55]
Reid and Scott [55]xHu-Scott [55]
rsSloan [55]
TSI [64]
GPS [17]
Taniguchi et. al. [64]
BTIM [5] Boutora et. al. [5]
GGPS [67] Wang et. al. [67]
Wang-Guo-Shi [66] Wang et. al. [66]
CSS-band [32] Kaveh and Sharafi [32]
Table 4: Comparisons among heuristics for proﬁle reduction. In the ﬁrst column, 16 heuristics
for proﬁle reduction are shown. These 16 heuristics were surpassed by heuristics shown in the
second column, that is, these 16 heuristics presented smaller proﬁle reduction and/or higher
computational cost than the heuristics shown in the second column, in indirect comparisons
analyzed in the papers in which the heuristics were proposed and in publications shown in the
third column.
4 Possible best heuristics for proﬁle reduction
Heuristics that have been classiﬁed as being possibly better at proﬁle reduction are addressed
in this section. These heuristics are shown in Table 5. In order to be considered in this section
as one of the possible best alternatives for proﬁle reduction at a reasonable computational cost,
a heuristic must be able to yield results in proﬁle reduction that are signiﬁcantly better than
the results of the RCM, GPS, and RCM-GL heuristics and must have a computational cost that
is not excessively higher in comparison to the RCM, GPS, and RCM-GL heuristics, as shown,
either directly or indirectly, in comparisons made by researchers in their publications.
Heuristic Article Year
Snay Snay [62] 1976
RCM-GL George and Liu [15] 1981
RCM-GL-FL Fenves and Law [13] 1983
SloanImp Sloan [58] 1989
MPG Medeiros et. al. [50] 1993
NSloan Kumfert and Pothen [40] 1997
Sloan-MGPS Reid and Scott [54] 1999
Hu-Scott Hu and Scott [26] 2001
Table 5: Possible best methods for proﬁle re-
duction.
Figure 2: An example mesh in solid lines and
its connectivity graph in dashed lines.
Snay [62] compared the results obtained by his heuristic and the RCM heuristic [14]. The
proﬁles obtained by the Snay heuristics were on average 22% smaller than those obtained with
the RCM heuristic. We cannot aﬃrm that the Snay’s heuristic was surpassed by the RCM
heuristic because no information about the computational cost of the Snay’s heuristic was
shown.
The RCM-GL heuristic [15], despite having obtained larger proﬁles than other heuristics
that were compared with it, presents a signiﬁcantly lower runtime compared to execution times
of other heuristics. Therefore, it is considered one of the possible state-of-art heuristic for proﬁle
reduction.
Fenves and Law [13] applied the RCM-GL heuristic [15] in a mesh connectivity graph for
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proﬁle reduction. We called here this implementation as RCM-GL-FL. The mesh connectivity
graph is a graph G′ = (V ′, E′) with vertices in V’ representing the mesh polytopes and edges
in E’ represent interfaces between two polytopes (see Figure 2). The authors compared this
implementation with the RCM-GL heuristic itself. The RCM-GL-FL implementation obtained
proﬁles on average 8.2% larger but in a runtime 4.5 times lower in relation to the RCM-GL
heuristic. Thus, this mesh connectivity graph may beneﬁt the RCM-GL heuristic if the mesh
connectivity graph can be obtained quickly. Particularly, this is inherent in ﬁnite volume
discretizations and an example is shown in Gonzaga de Oliveira et al. [19].
Sloan [58] proposed a new implementation of his previous heuristic [57]. The author com-
pared results of the new implementation, called here as SloanImp, with results obtained by
the Armstrong’s heuristic [1], with the RCM-GL [15] and with Gibbs-King [16] heuristics. The
SloanImp implementation [58] obtained proﬁles on average 8.8% smaller compared to the Gibbs-
King heuristic and 14.8% smaller compared to the RCM-GL heuristic. Regarding to runtime,
Sloan [58] commented that the RCM-GL heuristic was 140% faster than the Gibbs-King heuris-
tic and 50% faster than the SloanImp implementation [58]. Similar results were presented by
Sloan and Ng [59].
Medeiros et. al. [50] proposed a heuristic for proﬁle reduction, called here as MPG. This
heuristic was compared with the RCM-GL heuristic [15], with the GK-Lewis heuristic [45],
with the SloanImp heuristic [58] and with the Armstrong’s heuristic [1]. The MPG heuristic
obtained proﬁles on average 16% smaller in relation to the RCM-GL heuristic, 10.2% smaller in
relation to the GK-Lewis heuristic [45], 1.5% smaller in relation to the SloanImp heuristic, and
8% larger than the Armstrong’s heuristic. With regard to execution time, the MPG heuristic
was on average 1.9 time slower than the RCM-GL heuristic and its computational time was
slightly slower than the SloanImp heuristic.
Kumfert and Pothen [40] proposed the NSloan heuristic and in their experiments, it obtained
proﬁles on average 42.5% smaller in relation to the RCM-GL heuristic [14], 11.2% smaller
compared to the Sloan’s heuristic [57] and 0.5% larger in relation to the results of the Spectral
heuristic [2]. In relation to runtime, the NSloan heuristic was identical to the Sloan’s heuristic
[57] and 5.8 times faster than the Spectral heuristic; however, it was 2.2 times slower than the
RCM heuristic.
Reid and Scott [54] proposed the Sloan-MGPS heuristic that obtained proﬁles smaller than
the Spectral heuristic [2]. According to results presented by Reid and Scott [54], the Spectral
heuristic obtained results on average 7.93% larger than the Sloan-MGPS heuristic. It should be
noticed that we considered the Spectral heuristic surpassed because it was on average 5.8 times
slower than the NSloan heuristic although the Spectral heuristic obtained proﬁles on average
only 8.07% larger than the NSloan heuristic. Thus, according to results of the Spectral heuristic
[2] shown by Kumfert and Pothen [40], one can infer that the Sloan-MGPS heuristic reduces
proﬁles considerably. Reid and Scott [54] did not show results regarding to runtime. However,
the execution time of the Sloan-MGPS heuristic, quite possibly, is similar to the runtime of the
Sloan [57] because the Sloan-MGPS heuristic is the Sloan heuristic [57, 58] but with a step for
ﬁnding the pseudo-peripheral vertex based on the GPS-heuristic step for ﬁnding the pseudo-
peripheral initial vertex. Therefore, since the Sloan-MGPS heuristic reduces proﬁles similarly
to the Spectral heuristic as well as the the Sloan-MGPS heuristic is probably as fast as than
the NSloan heuristic, we listed the Sloan-MGPS heuristic as one of the possible best heuristic
for the task.
Hager [21] proposed the xRCM-GL heuristic, which is the RCM-GL heuristic [15] using
exchange methods for local search. In Hager’s experiments, the xRCM-GL heuristic obtained
proﬁles on average 16.4% smaller in relation to the RCM-GL heuristic and execution times
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were not shown. Moreover, Reid and Scott [55] tested several heuristics for proﬁle reduction.
In their tests, the Hu-Scott [26] and the xHu-Scott [21] heuristics obtained proﬁles on average
16.1% and 20.7% smaller than the Sloan’s heuristic [57], respectively. The xHu-Scott heuristic
[21] is the Hu-Scott heuristic [26] using exchange methods for local search. Reid and Scott
[55] compared results of the Sloan [57], the Hu-Scott [26], and the xHu-Scott [21] heuristics.
On the other hand, Hager [21] compared results of the Sloan [57] and the RCM-GL heuristics.
Thus, indirectly, we compared those results between the Hu-Scott [26], the xHu-Scott [21],
and the RCM-GL heuristics in relation only to proﬁle reduction because computational costs
were not presented in those works. From the Hager’s results [21] with Sloan’s heuristic [57],
the Hu-Scott heuristic [26] and the xHu-Scott heuristic [21] obtained proﬁles on average 39.2%
and 42.7% smaller in relation to the RCM-GL heuristic [15], respectively. Thus, since the Hu-
Scott heuristic present computational cost signiﬁcantly slower than the xHu-Scott heuristic,
the Hu-Scott heuristic was listed in Table 5 as one of the possible best algorithm for proﬁle
reduction.
In addition, Reid and Scott [55] extended the adjacent exchange methods previously pro-
posed by Hager [21]. In the results presented by Reid and Scott [55], the Sloan’s heuristic [57]
using the adjacent exchange methods, called here as rsSloan, obtained the same proﬁle reduc-
tion in relation to the Sloan’s heuristic [57] using the Hager’s exchange methods [21], called
here as xSloan. Moreover, the rsSloan heuristic was on average 25.3 times faster compared to
the xSloan heuristic. Consequently, the results of all the heuristics listed in Table 5 may be
improved by using the adjacent exchange methods [55].
5 Conclusions
An analysis of comparisons performed by researchers among 74 heuristics for proﬁle reduction
of symmetric matrices was the objective of this systematic review. Possibly, other heuristics
for proﬁle reduction exist; however, it is highly probable that results of the main ones were
considered in this systematic review.
These 74 algorithms are inherently dependent on the instances because they were designed as
heuristics. In spite of this, comparisons and published results of the researchers were analyzed
and considered as correct. Resultantly, eight heuristics were identiﬁed as presenting a large
proﬁle reduction at a very low computational cost, as shown in Table 5. In future studies, these
heuristics shall be implemented in order to compare their results and computational costs. In
addition, the Reid and Scott’s adjacent exchange methods [55] associated to these heuristics
for proﬁle reduction shall also be evaluated.
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